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1. Einleitung
1.1. Überblick
Mikrowellenerwärmungsverfahren finden in zahlreichen technologischen Bereichen Anwendung.
Die Mikrowellenerwärmung ermöglicht, je nach Material und seiner dielektrischen Eigenschaft,
eine volumetrische Erwärmung des Gutes oder eine selektive Erwärmung eines spezifischen Be-
standteils des zu erwärmenden Gutes, da die elektromagnetische Strahlung eine material- und
wellenlängenspezifische Eindringtiefe in das Bauteil besitzt. Damit weist die Mikrowellenerwär-
mung Vorteile gegenüber konventionellen Erwärmungsverfahren auf, bei denen die Wärme vor
allem durch Wärmeleitung im zu erwärmenden Gut verteilt wird. Eine effektive Auslegung eines
Mikrowellenerwärmunsprozesses muss allerdings weit mehr Randbedingungen berücksichtigen,
als dies bei einem konventionellen Erwärmungsverfahren der Fall ist. Neben den wärmetech-
nischen Parametern und Stoffdaten, die für eine verfahrenstechnische Auslegung und/oder rech-
nergestützte Simulation eines klassischen Aufheizvorgangs benötigt werden, ist bei der Mikro-
wellenerwärmung zum einen die Kenntnis der temperaturabhängigen Permittivität des zu er-
wärmenden Materials eine entscheidende Voraussetzung, zum anderen spielen auch geometrische
Faktoren des Bauteils bei der Umwandlung von elektromagnetischer Strahlung in Wärme eine
wichtige Rolle. Als Fallbeispiel dient in dieser Arbeit die Erwärmung und Sinterung keramischer
Werkstoffe durch Mikrowellen.
1.2. Ziel der Arbeit
Ziel dieser Arbeit ist es zum einen, das Absorptionsverhalten keramischer Materialien sowohl als
Funktion ihrer dielektrischen Eigenschaften als auch der jeweiligen Objektgröße zu beschreiben
und zu kategorisieren. Dazu sollen Methoden zur Berechnung und Klassifizierung entwickelt wer-
den, die das potenzielle Absorptionsverhalten eines Materials als Funktion der Bauteilgröße, Tem-
peratur und Materialdichte zu Beginn einer verfahrenstechnischen Auslegung bei einer Mikro-
wellenerwärmung mit der Frequenz 2.45 GHz abschätzen helfen.
Für die Detailauslegung von Hochtemperatur-Mikrowellenprozessen werden verstärkt numerische
Berechnungsmethoden eingesetzt. Dazu ist eine Kopplung von elektromagnetischer und ther-
mischer Berechnung erforderlich. Mikrowellen-Simulationsverfahren ermöglichen die frequenz-
abhängige Berechnung der elektromagnetischen Feldausbreitung im mikrowellenbeaufschlagten
Raum, oft gekoppelt mit der Berechnung der lokal dissipierten Leistung. Die Kopplung von dis-
sipierter Leistung pro Volumenelement mit einer thermischen Berechnung wird genutzt, um aus
der Mikrowellendissipation das transiente, lokale Erwärmungsverhalten über wärmetechnische
Berechnungen abzuleiten. Die Vor- und Nachteile der verfügbaren numerischen Verfahren be-
dingen, dass es nach wie vor schwierig ist, diese physikalische Kopplung mit einem numerischen
Verfahren durchzuführen, aufgrund der unterschiedlichen Zeitskalen der Prozesse. Üblicherweise
erfolgt die Kopplung zwischen den Berechnungsmodulen für elektromagnetische und thermische
Berechnung durch eine zeitlich synchronisierte, sequenzielle Datenübergabe. Da dieses Vorge-
hen aufwändig und eine Vielzahl dieser Berechnungen für eine Prozessoptimierung erforderlich
sind, wird ein Verfahren gesucht, dass eine größere Flexibilität bei der verfahrenstechnischen
Charakterisierung des Mikrowellenprozesses ermöglicht.
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Weiteres Ziel der Arbeit ist es daher, eine Methode zur Kopplung vom Mikrowellen- und Tem-
peratursimulation zu entwickeln, die ohne zeitliche Synchronisation der Simulationsteilprozesse
auskommt. Es soll eine simulationsgestützte Methodik entworfen werden, mit der die Berechnung
des Aufheizvorgangs am Beispiel keramischer Bauteile zu hohen Temperaturen unter Berücksich-
tigung der Sinterschrumpfung sowie aller relevantenWärmetransportmechanismen wie Wärmelei-
tung, -konvektion und -strahlung möglich ist. Das Vorgehen soll sowohl eine frühe Rückmeldung
über die thermische Effizienz des Mikrowellenverfahrens ergeben, um eine Optimierung der Er-
wärmung im Rahmen der Prozessauslegung zu erzielen, als auch eine multiphysikalische Berech-
nung des Aufheizverhaltens dielektrischer Materialien ermöglichen. Anhand von Fallbeispielen
wird eine Bewertung verfahrenstechnischer Prozessvarianten durch Kombination mit alternativen
Heizquellen hinsichtlich der energetischen Effizienz vorgenommen.
Ein zu entwickelnder methodischer Leitfaden soll schließlich die verfahrenstechnische Auslegung
von Hochtemperatur-Mikrowellenprozessen auf Basis der oben beschriebenen Methoden erleich-
tern.
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2. Theoretische Grundlagen
Elektromagnetische Wellen bestehen aus gekoppelten elektrischen und magnetischen Feldern. Sie
entstehen durch Emission von Photonen (Lichtquanten) aus angeregten Elementarteilchen und
treten in der Natur in einem weiten Frequenzbereich auf. Zum elektromagnetischen Wellenspek-
trum (s. Abbildung 2.1) gehören sowohl Radio- und Funkwellen der leitungslosen Telekommu-
nikationssysteme, Radar- und Mikrowellen, sichtbares Licht, als auch Wärme-, UV-, Röntgen-
sowie Gammastrahlung.
nieder- bis hoch-
frequente 
Wechselströme Radiowellen
Mikrowellen/
Radarwellen/
TK-Funknetze
Infrarot-
strahlung
sicht-
bares
Licht
UV-
Licht
Röntgen-
Strahlung
Gamma-
Strahlung
Energie / eV
10−12 10−9 10−6 10−3 1 1000
Wellenlänge / m
10−1210−910−610−311000106
Frequenz / Hz
1 1000 106 109 1012 1015 1018 1021
Abbildung 2.1: Elektromagnetisches Frequenzspektrum
Die Theorie der Elektrodynamik stellt die Grundlagen elektromagnetischer Wellen dar. Sie erklärt
die Erzeugung elektromagnetischer Wellen durch die Interaktion elektrischer und magnetischer
Felder mit elektrischen Ladungen [1]. Die 1864 von Maxwell aufgestellten Gleichungen der
Elektrodynamik [2] vereinigen elektrische und magnetische Kräfte zu einer einheitlichen Theorie
und begründen die Existenz elektromagnetischer Wellen, deren experimenteller Nachweis Hertz
1886 gelang [3]. Einige Jahre später wiesen Planck [4] sowie Einstein [5] die quantenmecha-
nische Natur elektromagnetischer Wellen nach. Einstein postulierte 1909 den Welle-Teilchen-
Dualismus für Licht [6] und die Existenz von Lichtquanten, später Photonen genannt, mit diskre-
ten Energiezuständen. 1924 erweiterte de Broglie in seiner Dissertation [7] die Vorstellung vom
Welle-Teilchen-Dualismus von Photonen auf klassische Teilchen wie z.B. Elektronen und leitete
den Zusammenhang zwischen Teilchen-Impuls und der später nach ihm benannten de-Broglie-
Wellenlänge der Materie her (λ = hp ). In den 1940er Jahren wurde die klassische Elektrodyamik
durch Feynman [8], Schwinger sowie weitere Wissenschaftler [9] zur umfassenden Quanten-
elektrodynamik ausgebaut, die elektrodynamische Vorgänge auf mikroskopischer bzw. atomarer
Ebene beschreibt und die klassische Elektrodynamik als Grenzfall einschließt.
Die von Maxwell [10] zusammengefassten Relationen zur Beschreibung der Grundlagen des
Elektromagnetismus teilen sich auf in folgende vier Gesetze, die auf den Arbeiten von Gauß,
Faraday und Ampere gründen, von Heaviside in vektorielle Form gebracht wurden [11, S.
108-112] und nachfolgend für zeitharmonische Felder g (~x, t) = g0 (~x) cos [−ωt+ φ (~x)] mittels
Phasor g (~x) = g0 (~x) eiφ(~x), es gilt g (~x, t) = Re
(
g (~x) e−iωt
)
, in komplexer Form beschrieben
sind [12, S. 293-295]:
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1. Gaußsches Gesetz für elektrische Felder: ~∇ · ~D = ρ
2. Gaußsches Gesetz für magnetische Felder: ~∇ · ~B = 0
3. Faradaysches Gesetz: ~∇× ~E = −iωµ~H
4. Ampère-Maxwellsches Gesetz: ~∇× ~H = ~J + iωε~E mit ~J = ~Js + σ ~E
Im Folgenden wird durchgängig das internationale Einheitensystem SI (frz. Système internatio-
nal d'unités) [13] mit den Grundeinheiten Kilogramm für Masse, Sekunde für Zeit und Coulomb
für Ladung angewendet. Eine ausführliche Einführung in die Grundlagen der Maxwellschen Glei-
chungen und zu dielektrischen Funktionen wird im Anhang A vorgestellt.
2.1. Wechselwirkung elektromagnetischer Wellen mit Materie
Trifft eine Mikrowelle auf ein Medium, kommt es zur Wechselwirkung zwischen elektromagneti-
scher Welle und Materie. Kennzeichende Größen sind dabei die Frequenz f der Welle und die
Permittivität ε bzw. Permeabiltät µ des Mediums. Die elektromagnetische Welle wir dabei ge-
streut und absorbiert. Der Anteil gestreuter wie absorbierter Strahlung ist eine Funktion der
Frequenz der Strahlung, der Größe und Form des Objekts sowie der Materialeigenschaften. Die
Absorption (oder auch Dissipation) der elektromagnetischen Welle führt zur Umwandlung von
elektromagnetischer Energie in andere Energieformen wie z.B. Wärme. Die Höhe der Dissipation
wird durch die elektrischen, dielektrischen und magnetischen Eigenschaften des Mediums sowie
die Höhe der Feldstärken bestimmt und geht aus der Energieerhaltung hervor, wie nachfolgend
gezeigt. Die Relevanz der aus der Optik bekannten Streuung und Absorption elektromagnetischer
Wellen für die Mikrowellenerwärmung wird in den folgenden Abschnitten erläutert.
2.1.1. Elektromagnetischer Energieerhaltungssatz
Wenn eine elektromagnetische Welle auf ein beliebig geformtes Objekt mit dem Volumen V und
der Oberfläche S sowie den komplexen, Materialparametern σˆ, εˆ und µˆ gemäß Abbildung 2.2
trifft, wird sie an jedem Punkt innerhalb des Objekts zeit- und frequenzabhängige reversible und
irreversible elektrische, dielektrische und magnetische Wechselwirkungen induzieren. Irreversibel
dissipierte elektromagnetische Energie Ediss wird dabei in Wärme umgewandelt.
~k
~E(x, t)
~B(x, t)
~n
V, S
σˆ, εˆ, µˆ
Ediss
Abbildung 2.2: Wechselwirkung von elektromagnetischer Welle und Materie mit verlustbehafte-
ten Eigenschaften
Die quantitative Bestimmung der Energiebilanz wird mit Hilfe der komplexen Maxwell-Gleichungen
in Anlehnung an [14, Kap. 1] für quellenfreie Felder mit harmonischer Zeitabhängigkeit vollzogen.
Nach der Eulerschen Formel gilt zwischen der trigonometrischen Formulierung einer harmoni-
schen Schwingung und einer komplexen Exponentialfunktion die Relation eiα = cos (α)+i sin (α).
Für reelle und komplexe Feldgrößen gilt der Zusammenhang1:
1Der Vorfaktor
√
2 berücksichtigt die effektive Höhe der Feldstärke. Soll der Maximalwert betrachtet werden,
fällt der Vorfaktor weg.
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~E(t) =
√
2
∣∣∣ ~E∣∣∣ cos (ωt+ α) = √2Re(∣∣∣~E∣∣∣ eiωt) . (2.1)
Ausgehend von den komplexen Gleichungen des Durchflutungs- und Induktionsgesetzes gilt für
jeden beliebigen Punkt des Volumens nach Gleichung A.30 im komplexen Zahlenraum:
~∇× ~E = −iωµˆ~H ~∇× ~H = (iωεˆ+ σˆ) ~E . (2.2)
Die linke Gleichung in Gleichung 2.2 wird mit dem komplex-konjugierten Vektor ~H
?
skalar multi-
pliziert. Die rechte Gleichung wird nach Konjugieren mit dem komplexen Vektor ~E multipliziert:
~H
? ·
(
~∇× ~E
)
= −iωµˆ~H? · ~H ~E ·
(
~∇× ~H?
)
= (σˆ − iωεˆ) ~E · ~E? . (2.3)
Die Gleichung 2.3 gilt, solange εˆ und µˆ skalare Größen ist. Wird die rechte Gleichung von der
linken subtrahiert, entsteht aus Gleichung 2.3
~H
? ·
(
~∇× ~E
)
− ~E ·
(
~∇× ~H?
)
= −iωµˆ~H? · ~H − (σˆ − iωεˆ) ~E · ~E? . (2.4)
Die linke Seite in Gleichung 2.4 wird mit Hilfe der Produktregel für das Kreuzprodukt2 umge-
formt in ~∇ ·
(
~E × ~H?
)
. Weiterhin gilt für das Produkt einer komplexen Zahl mit seiner Konju-
gierten A ·A? = |A|2. Somit folgt aus Gleichung 2.4
~∇ ·
(
~E × ~H?
)
= −iωµˆ |H|2 − (σˆ − iωεˆ) |E|2 (2.5)
Der komplexe Poyntingvektor [15] ist definiert als ~S =
(
~E × ~H?
)
und dessen zeitliches Mittel
als
〈
~S
〉
= Re
(
~E × ~H?
)
3 [14, S. 20]. Somit ergibt sich aus Gleichung 2.5 folgende Darstellung:
~∇ · ~S + σˆ |E|2 + iω
(
µˆ |H|2 − εˆ |E|2
)
= 0 . (2.6)
In integraler Schreibweise wird aus Gleichung 2.6 unter Anwendung des Gaußschen Integralsat-
zes4 die Gleichung für Energieerhaltung für die komplexe elektromagnetische Energieänderung
im Objekt gebildet:
˛
S
~S · ~n ds︸ ︷︷ ︸
Term 1
+
ˆ
V
σˆ |E|2 dV︸ ︷︷ ︸
Term 2
+2iω
ˆ
V
1
2
(
µˆ |H|2 − εˆ |E|2
)
dV︸ ︷︷ ︸
Term 3
=0
. (2.7)
Physikalisch besagt Gleichung 2.7, dass der durch die Oberfläche eintretende Energiestrom der
Änderung der im Volumen eingeschlossenen Energiedichte entspricht. Der Term 1 in Gleichung 2.7
beschreibt den komplexen elektromagnetischen Leistungsstrom P f , der das betrachtete Volumen
über die Integrationsgrenzen erreicht [14, S. 21]. Der zweite und dritte Term in Gleichung 2.7
2Produktregel: ~∇ ·
(
~A× ~B
)
= − ~A ·
(
~∇× ~B
)
+ ~B ·
(
~∇× ~A
)
3Die Definition des komplexen Poynting-Vektors und seines zeitlichen Mittelwerts weicht von der Definition in
anderen Quellen wie z.B. [16] oder [17] ab, da hier nach [14] der Realteil der zeitharmonischen Feldgrößen den
Vorfaktor
√
2 trägt und die effektive statt maximale Peakhöhe ausweist.
4Ist das Volumen V durch eine glatte Oberfläche S umschlossen und durch den Flächennormalenvektor ~n orien-
tiert, gilt für die stetig differenzierbare Funktion ~F :
ˆ
V
div~F d(n)V =
˛
S
~F · ~n d(n−1)s .
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beschreiben die komplexe Energiedichteänderung im Objekt, die in eine reversible Energiedich-
teänderung (Speicherung) und eine irreversible Energiedichteänderung (Dissipation) unterteilt
werden kann [17, S. 306 ff.]. Der Term 2 (Realteil der Energiedichte im Volumen) beschreibt
die Verlustleistungsdichte P diss, der Term 3 (Imaginärteil) die gespeicherten elektrischen und
magnetischen Energiedichten we und wm (Blindleistung) [14, S. 22 ff.][17, S. 309]. Der Energie-
erhaltungssatz kann somit vereinfacht in der Form
P f + P diss + 2iω
ˆ
v
(wm − we) dV = 0 (2.8)
geschrieben werden. Sind die Materialeigenschaften ε, µ und σ reell, d.h. das Medium ist homo-
gen, isotrop und dielektrisch bzw. magnetisch verlustfrei, dann berechnen sich die zeitgemittelten,
reellen Werte der beschriebenen komplexen Größen über den Realteil der jeweiligen zeitharmo-
nischen Funktion über die Definitionen a(t) =
√
2Re
(
aeiωt
)
und a¯b = Re
(
~a ·~b?
)
:
〈P 〉diss = Re (P diss) =
ˆ
V
σ |E|2 dV
〈W 〉e = Re (we) =
1
2
ˆ
V
ε |E|2 dV
〈W 〉m = Re (wm) =
1
2
ˆ
V
µ |H|2 dV
(2.9)
Für dispersive Stoffsysteme mit den komplexen Größen εˆ (ω) = ε0 (ε′r − iε′′r) und µˆ (ω) = µ0 (µ′r − iµ′′r)
nimmt Gleichung 2.7 folgende Form an:
˛
S
~S · ~n ds +
ˆ
V
(
σ |E|2 + 2iω
(
1
2
µˆ (ω) |H|2 − 1
2
εˆ (ω) |E|2
))
dV = 0 (2.10)
Bei dispersiven Medien umfasst 〈P〉diss neben dem elektrischen Leitungsverlust sowohl die di-
elektrische wie auch magnetisch Verlustleistung. Die elektrische und magnetische Blindleistung
〈We〉 und 〈Wm〉 werden durch die erforderliche kinetische Energie zur Oszillation freier Ladungen
sowie Feld- und Polarisierungsvorgängen im Wechselfeld beschrieben [14, S. 23]. Je nach Mate-
rialklasse und ihren jeweiligen Eigenschaften ergeben sich gemäß Gleichung 2.10 unterschiedlich
ausgeprägte Blind- und Verlustleistungen. Tabelle 2.1 bietet eine Übersicht. Die in dieser Ar-
beit betrachteten keramischen Werkstoffe verhalten sich wie dielektrische Materialien, d.h. die
Dissipation der elektromagnetischen Energie ist vor allem durch die komplexe Permittivität εˆ
bestimmt.
Tabelle 2.1: Übersicht über die volumenbezogene, zeitlich gemittelte Verlust- und Blindleistung
verschiedener Materialklassen.
Medium 〈PV 〉diss (W/m³) 〈w〉e (W/m³) 〈w〉m (W/m³)
Vakuum
(σ = 0; εr, µr = 1)
0 12ωε0 |E|2 12ωµ0 |H|2
paramagn. Metall
(εr ≈ 1, µr ≈ 1, σ > 0)
σ |E|2 12ωε0 |E|2 12ωµ0 |H|2
dielektr. Material
(σ ≈ 0; µr ≈ 1)
ωε0ε
′′
r |E|2 12ωε0ε′r |E|2 12ωµ0 |H|2
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Die quantitative Bestimmung der Dissipation der elektromagnetischen Welle in Wärme gemäß
Gleichung 2.10 stellt die Grundlage für die Berechnung der Mikrowellenerwärmung mittels nu-
merischer Methoden dar, die in Unterabschnitt 3.2.2 vorgestellt werden.
Ausbreitung in Materie und Eindringtiefe Eine elektromagnetische Welle, die in ein absor-
bierendes Material eindringt, wird in Abhängigkeit von der Permittivität des Mediums und der
Frequenz eine Abschwächung seiner Intensität während der Ausbreitung erfahren. Ausgehend
von der Wellengleichung in Gleichung A.19 kann für eine planare elektromagnetische Welle, die
sich in Richtung der z-Koordinate ausbreitet, die Orts-Zeitfunktion der elektrischen Feldstärke
E (z, t) im Material nach [18, S. 78-79] wie folgt abgeleitet werden:
E (z, t) = E0 exp (iωt− γˆz) , (2.11)
worin der komplexe Ausbreitungsfaktor γˆ = iω
√
εˆε0µˆµ0 ist. Der Realteil Re (γˆ) = α stellt den
Dämpfungs-, der Imaginärteil Im (γˆ) = β den Phasenfaktor der Welle im Medium dar. Die retar-
dierende Hüllkurve des periodisch schwingenden E-Feldes wird im Medium durch die Funktion
E0 exp (−αz) beschrieben. Die Eindringtiefe der Strahlung ins Medium beschreibt den Abstand
zwischen Eintrittspunkt ins Medium und dem Punkt, an dem die Amplitude des elektrischen
Feldes auf e−1 ' 0.368 seiner bei Eintritt in das Material bestehenden Amplitude E0 abgefallen
ist. Die Eindringtiefe δp berechnet sich für nach [18, S. 80] gemäß
δp =
1
2α
=
1
2ω
√
2
µ′rµ0ε′rε0
· 1√√
1 +
(
ε′′r
ε′r
)2 − 1
(2.12)
und gilt für isotrope, homogene Materialien. Die Eindringtiefe ins Medium wird entscheidend
durch ε′′r bestimmt. Ist ein Material dielektrisch verlustfrei, ist die Eindringtiefe theoretisch un-
endlich groß. Bei dielektrisch verlustbehafteten Materialien beträgt die Eindringtiefe in Abhän-
gigkeit der Wellenlänge bzw. Betriebsfrequenz und dem Verlustfaktor z.B. zwischen wenigen
Millimetern bis zu mehreren hundert Metern, wie anhand der in Tabelle 2.2 angegebenen Ein-
dringtiefen für verschiedene keramische Materialien bei 2.45 GHz dargestellt ist. Die Bezugsquel-
len für die Daten für die Permittivität finden sich in Abschnitt 3.7. Die Wellenlänge im Medium
berechnet zu [19]:
λMedium =
2c
f ·
√√
1 +
(
ε′′r
ε′r
)2
+ 1
(2.13)
Bei metallischen Leitern und Halbleitern tritt bei hochfrequenten Wechselfeldern der sogenannte
Skin-Effekt auf, bei dem die elektromagnetische Welle nur eine kurze Distanz in den Leiter
eindringt. Die Felder und der induzierte Strom J klingen exponentiell mit dem Abstand d zur
Oberfläche ab: J = JS exp (−d/δ) [20]. Die Leitschichtdicke δskin ist für metallische Leiter δskin =√
2ρ
ωµ abhängig von der Kreisfrequenz, absoluten Permeabilität µ = µ0µr und dem spezifischen
Widerstand ρ. Bei schlechten elektrischen Leitern ist sie zusätzlich abhängig von der absoluten
Permittivität ε = ε0εr [21]:
δskin =
√
2ρ
ωµ
·
√√
1 + (ρωε)2 + ρωε . (2.14)
Hohlleiter weisen deshalb so geringer Verluste auf, weil ein großer Teil der Innenfläche am Strom-
fluss beteiligt ist.
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Tabelle 2.2: Eindringtiefe von Mikrowellenstrahlung (f =2.45 GHz) in ausgewählten dielektri-
schen Materialien bei 25 °C. Magnetische Verluste werden vernachlässigt (µˆr = 1).
Parameter SiO2 ZrO2 Al2O3 Wasser SiC
ε′r 3.82 31.6 9.6 78.6 184
ε′′r 3.23× 10−4 0.028 0.034 10.79 159
δp 117.8 m 3.9 m 1.8 m 16 mm 1.8 mm
2.1.2. Absorption und Streuung
Trifft eine elektromagnetische Welle auf ein beliebiges Objekt, so wird die Welle nicht nur ab-
sorbiert sondern auch gestreut. Die Summe aus Streuung und Absorption ergibt die Extinkti-
on. Eine polarisierte, monochromatische elektromagnetische Welle, die auf ein Objekt fällt (s.
Abbildung 2.3), wird sich in diesem ausbreiten als auch von diesem gestreut werden. Aus der
Überlagerung der einfallenden ( ~Eein, ~Hein) und der in das umgebende Medium gestreuten Welle
( ~Es, ~Hs ) stellt sich im umgebenden Medium des Objekts ein resultierendes Feld ~E2, ~H2 gemäß
Superposition ein. Es gilt
~E2 = ~Eein + ~Es ~H2 = ~Hein + ~Hs (2.15)
~k
~H1
~E1
einfallende
Welle
S ~E1, ~H1
εˆ1, µˆ1
~n
~Hs
~Es
gestreute Welle
Medium: ~E2, ~H2
Abbildung 2.3: Die einfallende elektromagnetische Welle erzeugt ein Feld im Partikel sowie ein
Streufeld im umgebenden Medium.
In Regionen, in denen εˆ und µˆ stetig sind, erfüllt das elektromagnetische Feld an jedem Punkt
die Maxwell-Gleichungen. An der Grenzfläche zwischen Partikel und Medium tritt allerdings ei-
ne Unstetigkeit auf, wenn sich Permittivität εˆ bzw. Permeabilität µˆ von Medium und Partikel
unterscheiden. Um die Bedingung der Energieerhaltung zu erfüllen, greift die Randbedingung,
dass an den Phasengrenzen die tangentiellen Feldkomponenten gleich sein müssen [16, S. 59]. Das
Kreuzprodukt aus tangentialer Feldkomponente inner- und außerhalb des Objekts mit dem Nor-
malenvektor ~n der Phasengrenzfläche ist somit identisch für jeden Punkt auf der Phasengrenze.
~E1 (x)× ~n = ~E2 (x)× ~n⇐⇒
(
~E1 (x)− ~E2 (x)
)
× ~n = 0
~H1 (x)× ~n = ~H2 (x)× ~n⇐⇒
(
~H1 (x)− ~H2 (x)
)
× ~n = 0
∀ x aufS (2.16)
Wird das Flächenintegral für den Energiefluss über den Poyntingvektor über die gesamte Pha-
sengrenze innen (1) wie außen (2) gebildet, folgt mit Hilfe des Spatprodukts aus Gleichung 2.16
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˛
S
~S1 · ~n ds =
(
~E1 × ~H1
)
· ~n ds = −
(
~E1 × ~n
)
· ~H1 ds =−
(
~E2 × ~n
)
· ~H1ds
˛
S
~S2 · ~n ds =
(
~H2 × ~n
)
· ~E2ds =
(
~H1 × ~n
)
· ~E2ds =−
(
~E2 × ~n
)
· ~H1ds
˛
S
~S1 · ~n ds =
˛
S
~S2 · ~n ds
(2.17)
Der eintretende Energiefluss ist gleich dem austretendem Energiestrom, d.h. dass die Phasen-
grenzfläche des Objekts ist energetisch quellen- und senkenfrei [16]. Für den Einzelpartikel gilt
folgende Energiebilanz mit den Energieanteilen für Extinktion (ext), Absorption (abs) und Streu-
ung (sca):
Wext = Wabs +Wsca (2.18)
Lumineszenz wird hierbei nicht berücksichtigt. Der Wirkungsquerschnitt C wird als Quotient
aus Leistung W und der Intensität der einfallenden Strahlung pro Fläche Iein (in W/m²) definiert
[16]. Mit Cext = Wext/Iein, Cabs = Wabs/Iein und Csca = Ws/Iein gilt in Folge der Energieerhaltung
aus Gleichung 2.18:
Cext = Cabs + Csca . (2.19)
Der Wirkungsquerschnitt C hat die SI-Einheit m2 und beschreibt die Wahrscheinlichkeit, dass
eine elektromagnetische Welle an einem Objekt gestreut oder absorbiert wird [22, S. 13]. Die
angestrahlte Querschnittsfläche ist dabei proprotional zum jeweiligen Energiefluss. Hierbei ist
nicht nur die Größe des Objekts entscheidend, sondern auch die Wellenlänge λ sowie Permittivität
ε und Permeabilität µ des Mediums. Wird der Wirkungsquerschnitt C durch die geometrische
Querschnittsfläche Aquer des angestrahlten Objekts dividiert, ergibt sich hieraus der jeweilige
Effizienzfaktor Q [22, S. 14]. Es gilt
Qext =
Cext
Aquer
Qabs =
Cabs
Aquer
Qsca =
Csca
Aquer
(2.20)
Für beliebig geformte Objekte oder Partikel sind diese Faktoren abhängig von der räumlichen
Orientierung und der Polarisation der elektromagnetischenWelle. Aus dem Energieerhaltungssatz
in Gleichung 2.18 folgt für beliebige Polarisationszustände und Objektformen der Effizienzfaktor
der Absorption gemäß [22, S. 14]:
Qabs = Qext −Qsca . (2.21)
Der geometrisch spezielle Fall der Absorption und Streuung an einem kugelförmigen Objekt wird
im folgenden Abschnitt beleuchtet.
Absorption und Streuung an sphärischen Objekten Die Absorption und Streuung einer ebe-
nen elektromagnetischen Welle an kugelförmigen Objekten geht auf die Arbeiten von Lorenz
[23] und Mie [24] zurück. Mie untersuchte die Farberscheinungen kolloidaler Goldpartikel, um
diese mathematisch-physikalisch zu erklären und zu beschreiben. Dazu bediente er sich der Ver-
einfachung, die Kolloide als Kugeln zu betrachten, und entwickelte eine analytische Lösung für
dieses Problem. Die folgenden Ausführungen und Darstellungen gehen in weiten Teilen auf die
Zusammenfassung der Mie-Theorie in [16, Kap. 4] und [22, Abs. 9.2 bis 9.4] zurück.
Zur Übertragung der Streuung einer ebenen, polarisierten elektromagnetischen Welle, wie im obi-
gen Abschnitt dargestellt, werden die Feldkomponenten der Wellengleichungen (s. Abschnitt A.2)
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ins Kugelkoordinatensystem mit r, θ, φ übertragen, um die Streuung an einer homogenen, iso-
tropen Kugel zu beschreiben. Für eine elektromagnetische Welle, deren E-Feld in x-Richtung
polarisiert ist (s. Abbildung 2.4), lautet somit die zeitharmonische Form
~Eein = E0e
−ikˆr cos θ~nx (2.22)
mit kˆ = ω/c0 als dem Betrag des Wellenvektors ~k und dem Einheitsvektor ~nx in x-Richtung. Für
diesen wiederum gilt in Kugelkoordinaten
~nx = sin θ cosφ~nr + cos θ cosφ~nθ − sinφ~nφ (2.23)
0
~Eein
~Hein
y
z
x
R ~nr
~Es
~Hs
θ
φ
Abbildung 2.4: Streuung an einem kugelförmigen Objekt mit Radius R im Kugelkoordinatensys-
tem (nach [16, S. 89]).
Die zugrunde liegende Idee der mathematischen Herleitung ist, das einfallende elektrische Feld
in eine unendliche Anzahl harmonischer Vektoren ~M und ~N der Kugelflächenfunktion zu zerle-
gen. ~M steht tangential zu jeder Kugeloberfläche, ~M und ~N sind orthogonal und erfüllen zudem
die Wellengleichung. Zur Lösung der Wellengleichung in Kugelkoordinaten und der darin auf-
tretenden Differentialgleichungen werden unter anderem zugeordnete Legendrepolynome5 sowie
Bessel- und Hankelfunktionen6 angewendet, so dass schließlich das einfallende ~E- und ~H-Feld
als Kugelfunktion in der Form
5Legendrepolynome sind partikuäre Lösungen der Legendreschen Differentialgleichung der Form [25, S. 446](
1− x2) y′′ − 2xy′ + n (n− 1) y = 0
mit den speziellen Lösungen in Form der Legendrepolynome Pn (x) für ganzzahlige n ≥ 0 im Intervall −0.5 <
x < 1
Pn (x) =
1
2nn!
dn
dxn
((
x2 − 1)n) .
6Besselfunktionen sind Lösungen der Besselschen Differentialgleichung der Form
x²y′′ + xy′ +
(
x2 − n2) y = 0,
wobei die komplexe Zahl n die Ordnung der Besselfunktion angibt. Gebräuchliche Fälle treten für ganz-
oder halbzahlige Werte von n auf. Es existieren Besselfunktionen erster Gattung (Jn), zweiter Gattung (Yn)
und dritter Gattung (Hn). Letztere werden auch Hankelfunktionen genannt und ergeben sich aus Addition
von H(1)n (z) = Jn (z) + iYn (z) [25, S. 441].
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~Eein = E0
∞∑
n=1
in
2n+ 1
n (n+ 1)
(
~M
(1)
o1n − i ~N (1)e1n
)
~Hein = − kˆ
ωµ
E0
∞∑
n=1
in
2n+ 1
n (n+ 1)
(
~M
(1)
e1n − i ~N (1)o1n
) (2.24)
beschrieben werden kann [16, S. 92-93]. Die Indizes e und o kennzeichnen gerade (engl. even) und
ungerade (engl. odd) Wellenperioden, der Index (1) steht für eine Besselfunktion 1. Gattung. Die
Variable n ist ganzzahlig. Mit der Randbedingung, dass auf der Kugeloberfläche die Superposition
der Tangentialkomponenten der Felder null ergibt (s. Gleichung 2.16), gilt somit:
(
~Eein + ~Esca − ~E1
)
× ~nr = 0 ,(
~Hein + ~Hsca − ~H1
)
× ~nr = 0 . (2.25)
Unter erneuter Anwendung der Besselfunktion ergibt sich für das gestreute Feld folgende Lösung
[16, S. 94]:
~Esca =
∞∑
n=1
En
(
ian ~N
(3)
e1n + bn
~M
(3)
o1n
)
~Hsca =
k
ωµ
∞∑
n=1
En
(
ibn ~N
(3)
o1n + an
~M
(3)
e1n
) (2.26)
Der Index (3) kennzeichnet eine Besselfunktion dritter Gattung (Hankelfunktion). Die Überlage-
rung der gestreuten Wellen außerhalb der Kugel nimmt bestimmte Partialschwingungen (Moden)
an. NachMie [24] existieren elektrische und magnetische Partialschwingungen (Moden) ab erster
Ordnung aufwärts. Die elektrische weist keine radiale elektrische Feldkomponente, die magneti-
sche keine radiale magnetische Feldkomponente auf. Erstere wird auch als transversal elektrische
Mode, letztere als transversal magnetische Mode bezeichnet [16, S. 97]. Die Streukoeffizienten an
und bn sind die Gewichtungsfaktoren dieser Moden. Eigenfrequenzen der Kugel sind diejenigen
Frequenzen, bei denen allein an bzw. bn die Moden dominieren. Für die Streukoeffizienten gilt
[16, S. 100]
an =
µ2m
2jn (mxM) [xM · jn (xM)]′ − µ1jn (xM) [mxM · jn (mxM)]′
µ2m2jn (mxM)
[
xMh
(1)
n (xM)
]′ − µ1h(1)n (xM) [mxM · jn (mxM)]′
bn =
µ1jn (mxM) [xM · jn (xM)]′ − µ2jn (xM) [mxM · jn (mxM)]′
µ1jn (mxM)
[
xMh
(1)
n (xM)
]′ − µ2h(1)n (xM) [mxM · jn (mxM)]′
(2.27)
Die Kennzeichnung ′ zeigt die Ableitung der entsprechenden Größe nach der in Klammern ge-
fassten Variablen. Der relative Brechungsindex m = nˆ1nˆ2 definiert das Verhältnis der komplexen
Brechungsindizes von Objekt nˆ1 und Umgebung nˆ2. Der dimensionslose Mie-Faktor xM berechnet
sich gemäß
xM =
2pinˆ2R
λ (2.28)
aus dem Radius R der Kugel, dem komplexen Brechungsindex nˆ2 des umgebenden Mediums
sowie der Wellenlänge λ der elektromagnetischen Strahlung im Umgebungsmedium. Die beiden
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Größen nˆ und λ sind physikalisch gekoppelt, da nahezu jedes Material einen von der Wellenlänge
abhängigen Brechungsindex aufweist. Durch Anwenden der Riccati-Bessel-Funktion7 in der Form
ψn (z) = xjn (z) ξn (z) = zh
(1)
n (z) (2.29)
und unter der Annahme, dass die Permeabilität der Kugel und die des umgebenden Mediums
gleich sind (µ1 = µ2), werden somit folgende Streukoeffizienten gebildet [16, S. 101] [22, S. 123]:
an =
mψn (mxM)ψ
′
n (xM)− ψ (xM)ψ′n (mxM)
mψn (mxM) ξ′n (xM)− ξn (xM)ψ′n (mxM)
(2.30)
bn =
ψn (mxM)ψ
′
n (xM)−mψ (xM)ψ′n (mxM)
ψn (mxM) ξ′n (xM)−mξn (xM)ψ′n (mxM)
(2.31)
Aus den Streukoeffizienten werden schließlich der Streu- und Extinktionsquerschnitt Csca und
Cext abgeleitet [16, S. 103] [24]. Die Wirkquerschnitte Csca, Cext entsprechen dem Quotienten aus
LeistungsdichteW des jeweiligen elektromagnetischen Flusses und der Intensität der einfallenden
Strahlung Iein und werden wie folgt aus den Streukoeffizienten gebildet:
Csca =
Wsca
Iein
=
2pi
k2
∞∑
n=1
(2n+ 1)
(
|an|2 + |bn|2
)
(2.32)
Cext =
Wext
Iein
=
2pi
k2
∞∑
n=1
(2n+ 1) Re (an + bn) (2.33)
Voraussetzung für Gleichung 2.32 und Gleichung 2.33 ist, dass die Umgebung nicht absorbiert
und dass eine Fernfeldbetrachtung zulässig ist. Aus den Wirkquerschnitten kann abschließend
der zugehörige, dimensionslose Effizienzfaktor Q gemäß Gleichung 2.20 für eine Kugel berechnet
werden [16, S. 104].
Qsca =
Csca
piR2
Qext =
Cext
piR2
(2.34)
Über den Energieerhaltungssatz in Gleichung 2.21 kann die dimensionslose Absorptionseffizienz
Qabs bestimmt werden, die das Maß der Wärmedissipation beschreibt. Wird die Absorptionsef-
fizienz Qabs über den Kugelradius R bzw. den Mie-Faktor xMie bei einer konstanten Frequenz
f berechnet, ergibt sich ein charakteristisches Absorptionsspektrum (dito für Extinktion und
Streuung). Abbildung 2.5 zeigt berechnete Spektren für vier verschiedene dielektrische Mate-
rialien bei der Mikrowellenfrequenz 2.45 GHz (λ = 122 mm). Alle vier Spektren weisen drei
charakteristische Bereiche auf:
Bei Mie-Faktoren xM < 0.1 bzw. |m|x  1 verläuft die Absorption proportional zum Volumen
der Kugeln. Die Absorptionseffizienz Qabs kann für kleine Werte von xM gemäß Gleichung 2.35
bestimmt werden [16, S. 136]. Die Streuung von Licht an sehr kleinen Partikeln geht auf den
Physiker Baron Rayleigh zurück [27], weshalb dieser Bereich des Absorptionsspektrums auch
Rayleigh-Bereich genannt wird. Die Absorption ist proportional zu ω, die Streuung ist hingegen
proportional zu ω4. Das bedeutet, dass die Rayleigh-Streuung stark wellenlängenabhängig ist. Sie
ist nicht nur auf runde Einzelpartikel anwendbar, sondern gilt auch für Medien mit statistisch
7Riccati-Bessel-Funktionen sind Variationen der sphärischen Besselfunktionen jn (z) =
√
pi
2z
Jn+ 1
2
(z) und
yn (z) =
√
pi
2z
Yn+ 1
2
(z) und erfüllen folgende Differentialgleichung: x2y′′ +
[
x2 − n (n+ 1)] y = 0. [26, S. 445]
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Abbildung 2.5: Absorption elektromagnetischer Strahlung dielektrischer Kugeln in Luft (nˆ = 1)
nach der Mie-Theorie für die Mikrowellenfrequenz f = 2.45 GHz: Siliziumcarbid
(nˆ = 14.6−i 5.44), Wasser (nˆ = 9.12−i 1.16), Aluminiumoxid nˆ = 3.1−i 5.5×10−3
und Quarzglas (SiO2, nˆ = 1.95− i 8.3× 10−5); nach eigener Berechnung.
verteilten, geringen Partikelkonzentrationen [22]. Mit ansteigendem Partikelradius nimmt die
Genauigkeit der Absorptionsberechung nach Rayleigh in Gleichung 2.35 ab und geht in den Mie-
Bereich über:
Qabs,Rayleigh = 4xM Im
(
m2 − 1
m2 + 2
)(
1− 4x
3
M
3
Im
(
m2 − 1
m2 + 2
)2)
. (2.35)
Im Bereich 0.1 < xM < 10 bricht die Absorption bzw. Extinktion der elektromagnetischen Strah-
lung in deutliche Resonanzen auf, die auf Interferenzen der einfallenden mit den an der Kugel
gebeugten Wellen zurückzuführen sind. Dieser Bereich wird Mie-Bereich genannt und ist dadurch
gekennzeichnet, dass der Objektdurchmesser im Bereich der Wellenlänge des Objekts liegt. Die
Absorption ist abhängig von der Frequenz der einfallenden Welle sowie des Brechungsindex der
Kugel. Die Absorptions- oder auch die Streueffizienz kann Werte größer eins annehmen.
Im Bereich xM > 10 ist der Durchmesser des Objekts größer als die Wellenlänge der einfallenden
Welle. Der Einfluss der Wellenlänge ist hier vernachlässigbar. Daher sind in diesem Bereich die
Gesetzmäßigkeiten der klassischen geometrischen Optik gültig. Für schwach absorbierende Ku-
geln (2αR 1) wird Qabs gemäß Gleichung 2.36 aus dem Realteil n und dem Imaginärteil κ des
Brechungsindex sowie dem Absorptionskoeffizienten α = 4piκ/λ berechnet. Bei schwach absorbie-
renden Materialien ist der Absorptionsquerschnitt Cabs proportional zum Volumen der Kugel,
bei stärker absorbierenden Materialien ist Cabs dagegen proportional zur Querschnittsfläche der
Kugel [16, S. 169]:
Qabs,Optik =
Cabs
Aquer
=
4
3
R
α
n
(
n3 − (n2 − 1)3/2) (2.36)
Abbildung 2.6 zeigt die Gültigkeitsgrenzen für die Rayleigh-Theorie und geometrische Optik
anhand des Beispiels Quarzglas bei 2.45 GHz. Die nach der Mie-Theorie berechnete Absorp-
tionseffizienz ist nicht nur für den Bereich 0.1 < x < 10 gültig, sondern deckt den gesamten
Größenbereich der Kugel ab. Rayleigh-Theorie und geometrische Optik beschreiben die Grenz-
fälle für jeweils sehr kleine bzw. sehr große Werte von x. Der obere Grenzwert der Absorption
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lässt sich nach [28] durch
lim
x→∞Qabs = 1−
ˆ pi/2
0
(
|r1|2 + |r2|2
)
cos (θ) sin (θ) dθ (2.37)
über die Fresnelschen Reflexionskoeffizienten r1 und r2 in Abhängigkeit des Einfallswinkels θ
beschreiben.
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Abbildung 2.6: Absorptionseffizienz von Quarzglas-Kugeln (nˆ = 1.95 − i 8.3 × 10−5) bei f =
2.45 GHz berechnet nach den Gesetzen von Rayleigh, Mie bzw. der geometrischen
Optik (eigene Berechnung).
Aufgrund der Relation von Objektgröße zur Wellenlänge (λ = 122 mm bei 2.45 GHz) fallen viele
Mikrowellenerwärmungsvorgänge in den Bereich der Mie-Absorption. Mit der Absorptionseffi-
zienz Qabs steht theoretisch eine quantitative Größe zur Verfügung, um die Energiedissipation
eines einzelnen dielektrischen Objekts in Kugelform durch Mikrowellenstrahlung analytisch zu
berechnen. Nach [29] bzw. [30] kann aus der Absorptionseffizienz Qabs die normierte Leistungs-
aufnahme PVPA eines kugelförmigen Objekts in Abhängigkeit des Volumens V und der projizierten
Querschnittsfläche A wie folgt berechnet werden.
PV
PA
= Qabs
V
A
=
4Qabs
3R
(2.38)
Allerdings gilt diese Annahme nur unter den bereits zuvor beschriebenen Randbedingungen:
 Die Absorption nach Mie gilt für ein homogenes, isotropes kugelförmiges Objekt.
 Die Absorption nach Mie bezieht sich auf Fernfeldbedingungen, d.h. es dürfen sich in der
näheren Umgebung keine weiteren Objekte befinden.
 Die Mie-Theorie gilt für polarisierte elektromagnetische Wellen.
In Kapitel 3 und 4 wird untersucht, ob die quantitative Bestimmung der Absorption nach Mie, wie
in [29] bzw. [30] vorgestellt, numerische Methoden für die Berechnung der Mikrowellenerwärmung
von Objekten in geschlossenen Resonatoren substituieren kann.
Absorption und Streuung an nicht-sphärischen Objekten Ausgehend von der analytischen
Lösung für Absorption und Streuung elektromagnetischer Wellen an homogenen Kugeln wurden
weitere analytische Lösungen entwickelt, unter anderem für konzentrische, mehrschichtige Kugeln
[31], inhomogene Kugeln [32], Sphäroide [33] oder unendlich lange (konzentrische) Zylinder [34,
35, 36].
Neben den exakten analytischen Lösungen haben numerische und experimentelle Näherungsme-
thoden zunehmend an Bedeutung gewonnen, um auch komplexere Absorptions- und Streuproble-
me zu lösen [37]. Zu den numerischen Methoden zählen u.a. die Finite-Element-Methode (FEM)
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und die Methode der Finite-Differenzen-Time-Domain (FDTD), die in Unterabschnitt 3.2.2 die-
ser Arbeit beschrieben werden. Werden numerisch berechnete Ergebnisse für nicht-sphärische
Partikeln verglichen mit den Ergebnissen der Mie-Theorie für volumen- bzw. oberflächen-äquivalente
Kugeln, zeigen sich deutliche Abweichungen zwischen diesen [38]. Eine Reduzierung von Absorp-
tion und Streuuung an nicht-sphärischen Objekten auf kugelförmige Äquivalente ist unter Fern-
feldbedingungen nicht ausreichend, obwohl oft eine relativ gute erste Annäherung erreicht wird
[37]. Ähnliches gilt auch für mehrteilige Objekte und Aggregate [39]. Ob die analytisch bestimmte
Absorption an Kugeln im Fernfeld mit der Absorption elektromagnetischer Energie durch sphä-
rische Objekte in geschlossenen Resonatoren übereinstimmt, ist Gegenstand der Untersuchungen
in Kapitel 3.
2.1.3. Thermische Emission
Thermische Strahlung stellt einen Teil des elektromagnetischen Spektrums dar und lässt sich
durch die Maxwell-Gleichungen beschreiben. Wie jede elektromagnetische Welle stellt sie einen
Fluss von Photonen dar, der sich in Richtung der ausbreitenden elektromagnetischen Welle be-
wegt. Während dieser Wanderung verändert ein Photon seine Energie nicht. Wird ein Photon
durch Zusammenstoß absorbiert, geht die Energie auf das getroffene Elementarteilchen über,
wobei die Energieänderung auf diskrete Energieniveaus (Quanten) beschränkt ist. Von dort geht
die übertragene Energie auf die innere Energie des Mediums über oder wird in Form von Photo-
nen als thermische Strahlung wieder emittiert [40]. Der Zusammenhang zwischen Frequenz der
elektromagnetischen Welle ω und seiner Energie E wird über das Planksche Wirkungsquantum
h = 2pi~ = 6.626 . . .× 10−34 J · s beschrieben
~ω = hf = E (2.39)
Die spontane Emission von Photonen wird im Gleichgewicht über das Planksche Strahlungsgesetz
für die Strahlung eines schwarzen Körpers in Form der Photonendichte npE
npE =
8piE2
c30h
3
1
exp (E/kBT)− 1 (2.40)
beschrieben. Hierin ist E die Energie für den quantisierten Energieübergang der Photonen, c0
die Lichtgeschwindigkeit im Vakuum, h das Planksche Wirkungsquantum, kB die Boltzmann-
Konstante sowie T die absolute Temperatur. Gemäß der Plankschen Quantenthese geht die spon-
tane Emission von Photonen gegen null, wenn einerseits die Photonenenergie E = 0 bzw. die
Frequenz f klein ist, oder wenn andererseits die Photonenenergie sehr groß wird, E → ∞, bzw.
zu hohen Frequenzen hin. Die Anregungsschwelle der Photonen liegt bei hohen Frequenzen zu
hoch, als dass sich diese ausreichend anregen lassen [40].
Die Wärmestrahlung eines schwarzen Körpers besteht aus der Überlagerung einer Vielzahl elek-
tromagnetischer Wellen verschiedener Wellenlängen im Bereich zwischen infraroter und ultravio-
letter Strahlung (1000µm > λ > 0.1µm), so dass sich ein quasi-kontinuierliches Intensitätsspek-
trum mit einem Intensitätsmaximum bei mittleren Frequenzen ergibt. Mit steigender Temperatur
verschiebt sich das Maximum des Strahlungsspektrums zu höheren Frequenzen (Wienscher Ver-
schiebungssatz).
Da die von einer Fläche dA emittierte Wärmestrahlung q˙r gemäß Gleichung 2.40 abhängig ist
von der Wellenlänge λ, gilt mit E = h·c/λ und c = c0/n
q˙r (λ) =
2pic20n
2h
λ5
1
exp
(
h·c0
kBλT
)
− 1
(2.41)
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mit dem Brechungsindex n des Mediums, dem Plankschen Wirkungsquantum h sowie der Licht-
geschwindigkeit in Vakuum c0. Wird Gleichung 2.41 über den gesamten Wellenlängenbereich mit
Hilfe der Integrationsgröße ξ = (hc0)/λkBT integriert, ergibt sich hieraus das Stefan-Boltzmann-
Gesetz [41, 40]
q˙r,ges =
2pik4B
h3c30
T 4
ˆ ξ
0
ξ3
eξ − 1dξ = σ
?T 4 (2.42)
Die Stefan-Boltzmann-Konstante hat den Wert σ? ' 5.670 . . .× 10−8 Wm−2K−4.
Wird ein dielektrisches Objekt durch Absorption von Mikrowellen-Strahlung, z.B. der Frequenz
2.45 GHz (λ = 122 mm), erwärmt, kann die aufgenommene Energie nicht in demselben Wellen-
längenbereich emittierte werden, da hier die Photonenemission gegen Null geht. Der Überschuss
von absorbierter gegenüber emittierter Leistung bei 2.45 GHz wird dagegen zu einem Überschuss
emittierter zu absorbierter Strahlung bei höheren Frequenzen im Wellenlängenbereich thermi-
scher Strahlung (siehe oben) in Abhängigkeit der Objekttemperatur führen. Ist die Strahlung
die einzige Form der Energieübertragung, erwärmt sich der Körper, bis das thermodynamische
Gleichgewicht erreicht ist [16].
Schwarze Strahler entsprechen einer idealen physikalischen Vorstellung. Reale Materialien verhal-
ten sich oft wie graue Strahler, d.h. Absorption und Emission sind um einen materialspezifischen
Faktor reduziert. Diese Reduzierung in Absorption und Emission wird durch den Emissions-
grad  beschrieben, der eine Funktion der Wellenlänge und der Abstrahlrichtung der emittierten
Strahlung ist. Der gerichtete Gesamtemissionsgrad ′ beschreibt die von einem Flächenelement
bei einer Frequenz f entspechend der durch Polar- und Azimuthwinkel beschriebenen Richtung
abgegebenen Strahldichte in Bezug zum unter denselben Bedingungen abgestrahlten Spektrum
eines schwarzen Strahlers. Der hemisphärische Gesamt-Emissionsgrad  stellt den über alle Wel-
lenlängen und Raumwinkel gemittelten Emissiongrad als Funktion der Oberflächentemperatur
T dar [40].
 (T ) =
1
pi
ˆ
′ (θ, T ) cos θdω (2.43)
Das Stefan-Boltzmann-Gesetz lautet für einen grauen Strahler
q˙r,ges =  (T )σT
4 (2.44)
In der vorliegenden Arbeit wird die durch Wärmestrahlung emittierte Leistung der mikrowel-
lenerwärmten Objekte durch den hemisphärischen Gesamtemissionsgrad beschrieben und somit
von einer wellenlängenabhängigen Betrachtung der Strahlung z.B. anhand der Mie-Theorie [42]
entkoppelt.
2.2. Mikrowellenerzeugung und -applikatoren
Für die Erzeugung von Leistungen ab etwa 1 kW werden im Mikrowellenbereich (ca. 0.3 bis
300 GHz) vorwiegend Vakuumröhren eingesetzt. Mikrowellenstrahlung für Erwärmungszwecke
wird zu über 98% durch Magnetrons erzeugt [43]. Das Magnetron wurde 1921 von Hull [44]
entwickelt. Die Größe der Hohlraumresonatoren des Magnetrons bestimmt die Frequenz der
elektromagnetischen Strahlung [45]. Der Wirkungsgrad von Magnetrons liegt zwischen 70% und
90% [46, 47].
Weitere Mikrowellen-Quellen sind Wanderfeldröhren, Klystrons, Gyrotrons [43, 45] sowie Solid-
State-Geräte mit Hochleistungs-Transistoren und -Dioden auf Basis von GaAs, GaN, Si, SiC oder
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InP [48]. Solid-State-Geräte (Halbleiterquellen) können nahezu monochromatische elektromagne-
tische Wellen mit einem sehr engen Frequenzspektrum erzeugen [49]. Moderne Halbleiterquellen
erreichen einige hundert Watt Leistung und etwa 45% Wirkungsgrad [50].
2.2.1. Mikrowellenfrequenzen
Mikrowellen decken im elektromagnetischen Wellenspektrum den Bereich von 300 MHz bis 300
GHz ab und teilen sich das Frequenzspektrum u.a. mit den Funknetzen der Telekommunikati-
on. Nur wenige abgegrenzte Frequenzbänder, die sogennanten Industrial, Scientific and Medical
(ISM)-Bänder, sind für die industrielle, wissenschaftliche, medizinische und häusliche Nutzung
freigegeben, also auch für Mikrowellen-Erwärmungsprozesse. Abbildung 2.7 zeigt einen Aus-
schnitt aus dem ISM-Spektrum mit benachbarten Funkfrequenzbändern der europäischen Te-
lekommunikationssysteme im Mikrowellenbereich.
 ISM
 GSM
 UMTS
 LTE
 W-LAN
Wellenlänge / mm
400 300 150 100 60 50
Frequenz /  MHz
800 900 1000 2000 3000 5000 6000
Abbildung 2.7: Gebräuchliche ISM-Frequenzen für die Mikrowellenerwärmung und benachbarte
Frequenzen der Telekommunikation.
Tabelle 2.3 liefert eine Übersicht der gebräuchlichsten ISM-Frequenzbänder im Mikrowellenbe-
reich. Hinzu kommen noch ISM-Frequenzen im Radiowellen- sowie GHz-Bereich. Maßgebend sind
die jeweiligen nationalen Bestimmungen; für Deutschland siehe dazu [51]. Für die Mikrowelle-
nerwärmung werden vor allem die Frequenz 915 MHz und 2.45 GHz verwendet. Dazu kommen
noch die Frequenzen 433 MHz sowie 5.8 und 24.1 GHz.
Tabelle 2.3: ISM-Frequenzbänder für industrielle, wissenschaftliche, medizinische und häusliche
Mikrowellennutzung [51]
ISM-Band Mittelfrequenz Anmerkung
433.05 - 434.79 MHz 433.92 MHz ohne Einschränkung
902 - 928 915 MHz uneingeschränkt zugelassen in Nord- und
Südamerika sowie Großbritannien
2.4 - 2.5 GHz 2.45 GHz ohne Einschränkung
5.725 - 5.875 GHz 5.8 GHz ohne Einschränkung
24.0 - 24.25 GHz 24.125 GHz ohne Einschränkung
Die durch Magnetrons erzeugte Mikrowellenstrahlung ist nur annähernd monochromatisch. Ma-
gnetrons für 2.45 GHz strahlen je nach Betriebsfall in einem Spektrum bis zu ±35 MHz um
die Mittelfrequenz ab [52] [45, S. 78-79]. Dieses Rauschen wird durch unerwünschte Resonanzen
erzeugt, z.B. von an der Kathode gefangenen Ionen, die Plasmaoszillationen verursachen [53].
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2.2.2. Mikrowellenresonatoren
Üblicherweise werden Mikrowellenerwärmungsprozesse in sogenannten Applikatoren durchge-
führt. Form, Größe und Art dieser Applikatoren unterscheidet sich nach Anwendung bzw. Er-
wärmungprozess. Die am häufigsten verwendeten Applikator-Arten sind [45]:
 Wanderfeld-Applikatoren. Sie sind dadurch gekennzeichnet, dass die eingestrahlte elektro-
magnetische Welle am Ende des Applikators von einer Last absorbiert wird, so dass keine
stehende sondern eine fortlaufende Wellenform im Resonator existiert. Diese Form wird bei-
spielsweise zur Erwärmung von Endlos-Gütern wie Folien, Bändern oder Fasern eingesetzt
[18]. An Ein- und Ausgang befinden sich oft an Stellen mit geringen Wandströmen, um
austretende Streustrahlung zu minimieren. Weitere Maßnahmen zur elektromagnetischen
Schirmung sind in [18, S. 283-295] beschrieben.
 Nahfeld-Applikatoren. Sie besitzen offene abstrahlende Enden, durch die die elektroma-
gnetische Strahlung in die unmittelbare Umgebung tritt. Diese Form wird z.B. in der
Krebstherapie (Hyperthermie) [54] oder zum thermischen Zertrümmern von Gesteinen oder
kontaminiertem Beton verwendet [55].
 Resonante Applikatoren. Das sind geschlossene oder halb-geschlossene Apparate mit einer
elektrisch leitfähigen Hülle. Geschlossene Resonatoren besitzen den Vorteil, das ein Aus-
treten der elektromagnetischen Strahlung und somit ein potenzieller Schaden für Mensch
und Equipment per se vermieden wird. Halbgeschlossene Applikatoren werden für kontinu-
ierliche bzw. semi-kontinuierliche Prozesse eingesetzt, bei denen das Erwärmungsgut durch
den Applikator hindurch bewegt wird [45]. Maßnahmen zur elektromagnetischen Schir-
mung [18, S. 283-295] reduzieren die potenzielle Leckstrahlung an Ein- und Ausgang auf
ein Minimum.
Weitere Applikator-Arten werden in [56, Kap. 8] bzw. [43, Kap. 4.2] beschrieben. Resonante, ge-
schlossene Applikatoren werden in sogenannte Single-Mode (auch Monomode-) und Multimode-
Resonatoren unterteilt. Durch Überlagerung von einfallender und an der metallischen Appli-
katorwand reflektierten Welle wird ein stehendes Wellenbild durch harmonische Oszillation im
Resonator erzeugt. Ist bei einer gegebenen Mikrowellenfrequenz nur eine Resonatorresonanz ωr
im leeren Applikator existent, so liegt ein Single- oder Monomode-Applikator vor. Existiert eine
Vielzahl Raumresonanzen, liegt ein Multimodenresonator vor. Die Existenz einer transversa-
len Mode wird durch die dreidimensionale Abmessung des Resonators bestimmt und kann für
rechteckige Resonatoren bei gegebener Frequenz ω durch Lösen folgender Gleichung
ωr,mnp =
c√
µrεr
√[mpi
a
]2
+
[npi
b
]2
+
[ppi
d
]2 {TM: m, n > 0, p ≥ 0
TE: m, p > 0, n ≥ 0 (2.45)
berechnet werden [57, 43, S. 132], worin a, b und d die Abmessungen des Applikators und m, n
und p die Zahl der Halbwellen in x, y und z-Richtung sind; c ist die Lichtgeschwindigkeit im Me-
dium. Für rechteckige Resonatoren mit metallischen Wänden werden die Moden in transversal
elektrische TEmnp- sowie transversal magnetische TMmnp- Moden unterteilt. TE-Moden besitzen
keine E-Feldkomponente in z-Richtung (Ez = 0) und TM-Moden keine H-Feldkomponente in
z-Richtung (Hz = 0), wobei die z-Achse in Ausbreitungsrichtung der elektromagnetischen Welle
zeigt [45, S. 88]. In ähnlicher Weise werden die resonanten Frequenzen für zylindrische Resona-
toren berechnet [17, S. 428]. Die Resonanzfrequenz ωr für TEmnp- und TMmnp-Moden berechnet
sich wie folgt,
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ωr,mnp =
c√
µrεr
√(xnm
R
)2
+
(ppi
L
)2
TM-Moden
ωr,mnp =
c√
µrεr
√(
x′nm
R
)2
+
(ppi
L
)2
TE-Moden (2.46)
worin xmn die Nullstellen der Besselfunktion erster Gattung Jm,n und x′nm die Nullstellen der
Ableitung der Besselfunktion J ′m,n sind. Die Nullstellen der Besselfunktionen können z.B. [58, S.
409-411] entnommen werden.
Die Phasendifferenz zwischen elektrischem und magnetischem Feld beträgt in idealen, verlust-
freien rechtwinkligen Resonatoren 90° [45, S. 86]. Schwächt sich das magnetische Feld ab, nimmt
die elektrische Feldstärke zu und umgekehrt. Wie bei elektrischen Resonanzkreisen wechselt die
gespeicherte Energie von elektrischen zu magnetischen Feldern. Die eingetragene Energie wird
volumetrisch im Resonator gespeichert, es sei denn Verluste durch Wände oder andere Lasten
treten auf [45]. Das Verhältnis von im Resonator gespeicherter zu dissipierter Energie wird mit
der Güte Q (oder Q-Faktor) des Resonators zum Ausdruck gebracht [18, S. 61-63].
Q = 2pi
im Resonator gespeicherte Energie
pro Zyklus dissipierte Energie
(2.47)
In einem leeren Resonator wird der Q-Faktor von den Verlusten in den Wänden und im Hohlleiter
sowie die Ein- und Auskopplung bestimmt. Befindet sich eine dielektrische Last im Resonator,
erhöht sich die dissipierte Leistung, und somit sinkt der Q-Faktor.
2.2.3. Hybride Heizsysteme
Bei hybrider Mikrowellenerwärmung wird im Allgemeinen eine weitere Heizmethode mit Mikro-
wellenstrahlung kombiniert. In der Literatur finden sich zahlreiche Beispiele für hybride Mikro-
wellenheizsysteme, u.a. in [59, 60, 61, 62, 63]. Bei einer der frühesten Anwendungen hybrider
Erwärmung [64] wird die Abwärme des Magnetrons als Warmluftstrom in den Innenraum eines
Mikrowellenofens geleitet. Neben konventioneller Elektrowärme (resistive Heizung) werden auch
Infrarot [65] und/oder Heißluft [66], Induktion [67], Gasbrenner [68], Laser [69, 70, 71] und/oder
Plasmen [72] als sekundäre Wärmequellen verwendet. Unterschieden wird zwischen konsekutiver8
und additiver9 Hybridbeheizung [68]. Folgende Vorteile lassen sich durch die teilweise Substitu-
tion von Mikrowellenenergie durch sekundäre Wärmeträger erzielen:
 Durch die hybride Erwärmung können Materialien, die bei niedrigen Temperaturen geringe
dielektrische Verluste aufweisen, durch die sekundären Wärmequellen bis zu einem Tem-
peraturniveau aufgeheizt werden, bei dem die Mikrowellenerwärmung dann dominierend
wird.
 Durch Kombination der Erwärmungsarten stellt sich meist auch eine Kombination der
räumlichen Wärmedissipation ein. Durch die Mikrowellenstrahlung wird gerade bei Mate-
rialien mit geringen bis mittleren dielektrischen Verlusten die Wärme im Probenvolumen
dissipiert, während bei vielen der oben genannten sekundären Wärmequellen die Dissipati-
on über die Probenoberfläche erfolgt und von dort über Wärmeleitung ins Innere geführt,
so dass eine Vergleichmäßigung des Temperaturverteilung im Inneren der Probe möglich
ist.
8Konventionelle Vorerwärmung auf Übergabetemperatur, anschließend Mikrowellenerwärmung
9Gleichzeitige Anwendung von konventioneller und Mikrowellenerwärmung
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 Durch Kombination kann sowohl eine energetische als auch ökonomische Optimierung er-
reicht werden, da die Bereitstellung hochfrequenter, elektromagnetischer Strahlung mit
Transformationsverlusten verbunden ist. Die spezifische Effizienz der Mikrowellenerwärmung
liegt nach [18] im Bereich 50-70%
Neben den oben beschriebenen sekundären Wärmequellen können auch sogenannte Mikrowellen-
suszeptoren als intrinsische Wärmequelle genutzt werden [73]. Suszeptoren stellen bei der Mikro-
wellenerwärmung technische Hilfsmittel dar, die ein hohes dielektrisches Erwärmungspotenzial
aufweisen. Mit ihrer Hilfe wird elektromagnetische Energie in Wärmestrahlung umgewandelt,
die ihrerseits Materialien mit niedrigeren dielektrischen Verlusten solange indirekt erwärmt, bis
der dielektrische Verlustfaktor der zu erwärmenden Materialien soweit angestiegen ist, dass diese
mit deutlich höherem Wirkungsgrad direkt von der Mikrowellenstrahlung geheizt werden kön-
nen. Geeignete Suszeptoren weisen in der Regel eine hohe Permittivität und Emissivität auf, um
möglichst effizient elektromagnetische Energie in Wärme umzuwandeln und in Form von Wär-
mestrahlung abzugeben. Als keramischer Suszeptor wird vor allem Siliziumcarbid verwendet, das
sich je nach Herstellung, Form des Halbzeugs, Korngröße und Gefüge in der Mikrowellenabsorp-
tion unterscheidet [74, 75]. Desweiteren werden auch MoSi2 [76], LaCrO3 [77, 78, S. 58] oder
Mischungen verschiedener keramischer Materialien als Suszeptor verwendet [77]. Für Lebensmit-
telverpackungen werden dünne Metallschichten auf Kunststofffolien als Suszeptoren verwendet
[79, 80].
Kennzeichnend für die Suszeptorheizung ist die Mikrowellen durchlässige räumliche Anordnung
der Suszeptoren um das zu erwärmende Gut, beispielsweise in Form eines umgebenden Pulver-
betts [81], in flächiger Ausbringung [82], als geschichteter Aufbau [74], als sogenannte Picket-
Fence-Anordnung, bei der Suszeptorstäbe in Abständen von einer halben Wellenlänge rund um
das Gut angeordnet sind [73, 62] sowie als zylindrische Röhre [83] oder Abdeckung [84] um das
zu erwärmende Gut.
2.3. Anwendungsgebiete der Mikrowellenerwärmung
Der erste Mikrowellenofen wurde 1945 von Spencer [85] (Raytheon, USA) für die Erwärmung
von Lebensmitteln entwickelt [86]. In den 1950er und 1960er Jahren erfolgten systematische
Untersuchnungen zur Wechselwirkung von Mikrowellen und dielektrischer Materie durch van
Hippel [87] sowie Voss und Tinga [88], wodurch der Grundstein für den Einzug der Mikro-
wellenerwärmung in zahlreiche technische Bereiche gelegt wurde (vgl. [89, 90]). Die nachfolgende
Übersicht stellt eine Übersicht über Anwendungsmöglichkeiten und Besonderheiten der techni-
schen Mikrowellenerwärmung vor, ohne Anspruch auf Vollständigkeit. Begleitend wird auf die
Modellierung und Simulation der vorgestellten Mikrowellenerwärmungsprozesse verwiesen.
2.3.1. Mikrowellenerwärmung von biologischen und organischen Materialien
Der Einsatz von Mikrowellenstrahlung hat sich in der Lebensmitteltechnik bereits in den 1950er
Jahren technologisch etablieren können [86, 91, 92, 93]. Hauptanwendungsgebiete der Mikrowel-
lentechnik sind vor allem die Trocknung [94, 95] einschließlich Vakuum- [96] und Gefriertrocknung
[97], das Auftauen [98], Erwärmen und Backen [99] sowie Pasteurisieren und Sterilisieren [100]
einer großen Bandbreite von Lebensmitteln (z.B. Früchte, Gemüse, Getreideprodukte, Fertigpro-
dukte etc.). Neben dem Wärmetransport steht der Stofftransport durch Diffusion und Verdamp-
fung im Vordergrund [101, 102]. Die Modellierung dieser multiphysikalischen und Multiphasen-
Systeme ist Gegenstand zahlreicher Publikationen, z.B. in [103, 104, 105, 106, 107].
Industrielle Anwendung findet die Mikrowellenerwärmung zudem bei der (Vakuum-)Trocknung
von Holz und Holzprodukten [108, 109, 110]. Durch die Volumenheizung durch Mikrowellen [108]
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kann das Holz wesentlich schneller trocknen bei etwa gleichem Energieeinsatz [110]. Gekoppel-
te elektrodynamische und thermische Simulationen zur Mikrowellentrocknung von Holz werden
genutzt, um die Erwärmung im oft anisotropen Material zu kontrollieren und den Trocknungs-
fortschritt im Hinblick auf die Produktqualität zu optimieren [111, 112, 113].
Mikrowellenerwärmung findet auch bei polymeren Werkstoffen Anwendung [114, 115], u.a. beim
Härten von Harzen z.B. in Composite-Werkstoffen [116, Kapitel 6], beim Vulkanisieren von Elas-
tomeren [117, 118] sowie bei der Polymerisation [115]. Durch IR- oder Mikrowellenstrahlung
können Polymere gezielt modifiziert werden, z.B. durch katalytisch-geförderte Bildung von Quer-
vernetzungen, Änderung der Oberflächeneigenschaften und -struktur oder durch Degradation
[118, 115]. Die wesentlichen Vorteile des Mikrowelleneinsatzes bei der Vulkanisierung bzw. der
Polymerisation sind der gute Wärmetransfer, eine hohe Energieeffizienz, kürzere Prozesszeiten
bzw. höherer Durchsatz bei gleicher Qualität und geringere Werkzeugkosten; Nachteile sind die
höheren Investitions- und Wartungskosten, der hohe technische Aufwand für eine gleichmäßi-
ge Aushärtung [118]. Beim Härten von Composite-Werkstoffen stellt der Schichtaufbau und die
damit verbundene Anisotropie der Werkstoffeigenschaften eine besondere Herausforderungen an
den Mikrowelleneinsatz und die Simulation dieser Prozesse [119, 120]. Ein weiteres erfolgreiches
Beispiel stellt die Depolymerisierung von Polytetrafluorethylen in einem mikrowellenbeheizten
Wirbelbett dar [121].
Bei der Synthese organischer Verbindungen mit Hilfe von Mikrowellen wird seit der ersten Un-
tersuchung [122] die Existenz eines nicht-thermischen Mikrowelleneinflusses aufgrund von direk-
ten Wechselwirkungen zwischen Mikrowellen und chemischen Verbindungen diskutiert [123, 124,
125, 126]. Kennzeichnend für die überwiegend im Labormaßstab durchgeführten Mikrowellen-
Synthesen sind hohe Aufheizraten, die sehr schnelle Reaktionsabläufe ermöglichen. Viele Autoren
zweifeln jedoch die Existenz eines nicht-thermischen Mikrowellen-Effekts an und führen den Mi-
krowelleneinfluss letztlich auf thermo-kinetische Effekte zurück [127, 128, 129, 130, 131, 132]. Eine
wichtige Vorraussetzung für die Vergleichbarkeit von konventionell- und mikrowellen-beheizten
Verfahren ist grundsätzlich eine exakte und vergleichbare Temperaturmessung [133]. Ursache
für tatsächlich erhöhte Temperaturen und Umsätze bei der Mikrowellensynthese kann eine Sie-
depunktserhöhung des eingesetzten Lösungsmittel sein [134] bzw. eine selektive Überhitzung
dielektrischer bzw. elektrisch-leitfähiger Materialien in einem vergleichsweise mikrowellentrans-
parenten Medium [135, 136]. Dabei spielen die Umgebungsbedingungen eine entscheidende Rolle:
in flüssigen Medien wird in [137, 138] eine geringe Temperaturerhöhung gegenüber dem umge-
benden flüssigen Medium beobachtet; in [139] hingegen wird eine deutliche Temperaturerhöhung
durch elektrische Entladungen aufgrund von Feldüberhöhungen an Ecken oder Kanten der Par-
tikeln berichtet. Auch in gasförmigen Medien kann selektive Mikrowellenerwärmung beobachtet
werden, z.B. bei Kohlenstoff-Kurzfasern in einer mikrowellenbeheizten Wirbelschicht [140, S.
64] oder bei MoS2-Partikeln auf γ-Al2O3-Träger in einem mikrowellenbeheizten Festbettreak-
tor [141, 142]. Die thermodynamische Voraussetzung für die selektive Erwärmung werden in
[143, 144, 145, 146] mittels Simulation untersucht.
Die Mikrowellenerwärmung findet auch Einsatz bei medizinischen Anwendungen - sowohl für
die Diagnose als auch für die Therapie. Bei der Mikrowellenhyperthermie wird eine lokale Er-
wärmung bzw. Überhitzung des Gewebes erzielt, beispielsweise zur Zerstörung von Tumorzellen
[147, 148] oder Behandlung von Muskelverletzungen [149]. Für die Hyperthermie wurden spe-
zielle Mikrowellen-Applikatoren und -antennen für die ambulante Behandlung mit Hilfe von Si-
mulationen entwickelt [150, 54]. Die Inaktivierung bzw. selektive Zerstörung von Zellstrukturen
verschiedener Mikroorganismen mittels Mikrowellenstrahlung ist darüber hinaus Gegenstand in
[151, 152, 153]. Diagnostischer Art ist der Einsatz von Mikrowellen bei der Radiometrie z.B. zur
nicht-invasiven Messung der Gewebetemperatur [154].
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2.3.2. Mikrowellenerwärmung von anorganischen Werkstoffen
AnorganischeWerkstoffe wie Keramiken, Metalle, Glas, Glaskeramik sowie Composit- und Gradienten-
Werkstoffen aus den genannten Materialien werden ebenfalls erfolgreich durch Mikrowellenstrah-
lung einer Wärmebehandlung unterzogen, wie z.B. Entbindern, Sintern, Tempern, Schmelzen
und Beschichten [155, 156]. Glaswerkstoffe werden mittels Mikrowellenbehandlung hergestellt,
erwärmt und geschmolzen [157, 158]. Die kontaktlose Erwärmung macht die Mikrowellennut-
zung auch interessant für gezielte physikalische Veränderungen anorganischer Werkstoffe wie
z.B. Kristallisieren [159, 160], Zerkleinern und Aufschließen von Gesteinen/Erzen [161, 162, 163],
Aufbereitung belasteter Böden durch Entfernen flüchtiger organischer Verbindungen [164, 165],
Aufbereitung von Prozessabfällen wie Klärschlämmen [166], Aschen und Stäuben [167, 168] oder
die Verglasung nuklearer Abfälle [169]. Zusätzlich werden Mikrowellen für die Synthese anorga-
nischer Materialien genutzt [170, 171].
Bei keramischen Materialien kommt die Mikrowellenerwärmung vor allem beim Sintern zum
Einsatz, wobei auch das Entbindern mit Mikrowellen durchgeführt werden kann [172, 173, 174].
Mikrowellen-Sintern wird sowohl bei oxidischen wie nicht-oxidischen Keramiken angewendet. Ers-
te Arbeiten zur Mikrowellenerwärmung oxidischer Keramiken wurden in den 1960er und 1970er
Jahren durchgeführt [175, 176]; einen Überblick über die geschichtliche Entwicklung der Mikro-
wellensinterung bieten [86, 177, 178, 179]. Insbesondere beim Sintern von z.B. hoch-reinem Al2O3
bzw. ZrO2 traten zunächst Schwierigkeiten wie niedriges Ankopplungsvermögen der Keramik bei
niedrigen bis mittleren Temperaturen, ungleichmäßiges Erwärmungsverhalten, das zu Hotspots
und Thermal Runaway führte, Rissbildung aufgrund innerer Spannungen, Entstehung von Licht-
bögen und Plasmen auf [177]. All diese Effekte erschweren zudem die Skalierbarkeit. Von 1980er
Jahren bis heute wurde die Mikrowellensinterung stetig verbessert. Neben erweiterten material-
wissenschaftlichen und verfahrenstechnischen Kenntnissen trugen vor allem folgende technische
Maßnahmen, gestützt durch Modellierung und Simulation, zur Optimierung bei:
 Anwendung hybrider Heizkonzepte mittels Suszeptoren oder weiterer Energieträger (vgl.
Unterabschnitt 2.2.3),
 verbesserte Einkopplung der Mikrowellenstrahlung durch Tuning-Maßnahmen wie Impe-
danzabstimmung durch Blenden oder Stifttuner [180], Resonator-Tuning [181, 182] bzw.
Modenanpassung [183],
 optimierte Platzierung der Proben im Resonator [184, 185] bzw. der Mikrowellenquellen
am Resonator [45],
 Vergleichmäßigung der elektromagnetischen Feldverteilung im zeitlichen Mittel durch Mo-
denrührer [186, 187] oder kontinuierliche Probenbewegung [188],
 stabilisierte Aufheizbedingungen durch verbesserte Mess- und Regeltechnik [189, 190],
 Anwendung alternativer Mikrowellen- oder Radiofrequenzen [191, 192, 193],
 Sinterung bei erhöhtem Gasdruck [194],
 Anpassung der Probenzusammensetzung [195], Zugabe von dielektrischen Sinteradditiven
[196] oder Vermeidung von Verunreinigungen durch umgebendes Inventar mit Hilfe von
Caskets [197],
 Bündelung des elektromagnetischen Feldes [198] bzw. gerichtete Abstrahlung durch z.B.
Schlitz- [199, 200], Stab- [201, 202] oder Horn-Antennen [203] zur Steuerung der lokalen
Mikrowellenausbreitung,
 innovatives Resonator-Design wie z.B. polygone Resonatorformen [204, 205].
Viele der oben genannten Optimierungsmaßnahmen wurden durch Anwendung numerischer Si-
mulationen (vgl. Unterabschnitt 3.2.2) begleitet. In der vorliegenden Arbeit werden mehrere der
oben genannten Techniken aufgeriffen und in die Simulation des Mikrowellenerwärmens von ZrO2
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einbezogen. Da das Mikrowellensintern von stabilisiertem Zirkoniumoxid in zahlreichen Publika-
tionen behandelt wird, u.a. in [206, 207, 60, 208, 209, 210] (vgl. auch Unterabschnitt 3.1.2), eignet
es sich als Modellsystem für die Modellierung besonders gut und wird auch in der vorliegenden
Arbeit herangezogen.
Neben oxidischen Keramiken werden auch nichtoxidische Keramiken erfolgreich mit Mikrowellen
gesintert, z.B. Siliziumkarbid [211], Siliziumnitrid [212, 213, 214], Aluminiumnitrid [215] oder Ti-
tanborid [216]. Hinzu kommen Verbundwerkstoffe aus Keramik/Keramik [217, 218, 219], Kerami-
k/Hartmetall [220, 221], Metall/Hartmetall [222] als auch Gradientenwerkstoffe aus Metall/Ke-
ramik [223, 224, 225]. Partikuläre Metall-Systeme können ebenfalls mittels Mikrowellensinte-
rung verdichtet [76, 226] oder geschmolzen werden [227], trotz extrem geringer Eindringtiefe der
elektromagnetischen Strahlung bei Metallen [228]. Untersuchungen zeigen, dass zusätzlich ma-
gnetische Wechselwirkungen im Material zum Erwärmen von Metallpulvern im Mikrowellenfeld
beitragen [225, 229].
Analog zur Mikrowellensynthese (siehe Unterabschnitt 2.3.1) wird auch bei der Mikrowellensin-
terung kontrovers diskutiert, ob nicht-thermische Mikrowellen-Effekte auftreten. Anlass zu die-
ser Annahme gibt die Beobachtung erhöhter Verdichtung keramischer Materialien [59], gerin-
gerer Korngrößen [230, 208] oder verstärkter Abbau offener Porosität [231] beim Vergleich von
Mikrowellen- zu konventionell gesinterten Proben. Daraus wurde u.a. auf eine erhöhte Diffusion
aufgrund spezifischer Wechselwirkungen von Mikrowellen mit kristalliner bzw. amorpher Mate-
rie geschlossen [232, 233], quantifizierbar durch scheinbar erniedrigte Aktivierungsenergien der
Diffusionskoeffizienten, siehe z.B. [234]. Kritiker verweisen hingegen auf die extrem schwierige
Vergleichbarkeit der Heizmethoden, die eine genaue Einhaltung aller relevanter Prozessparame-
ter wie z.B. Temperatur, Temperaturgradienten und Heizraten erfordert [235, 236], und stellen
geringere Aktivierungsenergien der Diffusion mangels physikalischer Modelle in Frage [237, 236].
Untersuchungen zur Mobilität von Kristalldefekten in ionischen Kristallen sollen durch pondero-
motorische Kraft erfolgen [238, 239]. Der experimentelle Nachweis wird indirekt durch Messung
von Ausgleichsströmen während und nach einem Mikrowellenimpuls in einem defektbehafteten,
ionisch-leitfähigen Kristall geführt, wobei je nach Defektart der Strom mit 1/
√
t bzw. exponenti-
ell mit der Zeit abfällt [240, 241]. Mit Hilfe numerischer Simulation wurde berechnet, dass die
ponderomotorische Kraft mindestens gleich groß bzw. größer ist als andere treibende Kräfte wäh-
rend der Sinterung [242] und somit theoretisch in der Lage ist, Defekte an die Korngrenzen zu
transportieren. Eine weitere experimentelle Untersuchung zeigt die Ausbildung einer Vorzugsori-
entierung von Poren in ZrO2 entlang des E-Feldes bei linear polarisierter Mikrowellenstrahlung
als mögliche Folge der ponderomotorischen Kraft [243], so dass diese nach [244] eine mögliche Er-
klärung für erhöhten Massentransport bei der Mikrowellensinterung darstellt [244]. Ein weiterer
Effekt wird in [245] beschrieben: gestützt durch Simulationen konnte gezeigt werden, dass elek-
trische Feldüberhöhungen an den Rändern dünner leitfähiger Schichten aus Indium-dotiertem
Zinnoxid (ITO) das Wachstum von kristallinen TiO2-Schichten aus einem Sol bei sehr niedrigen
Temperaturen (150 °C) bewirken [245].
Unabhängig von möglichen Einflüssen nicht-thermischer Effekte liegt der Vorteil der Mikrowel-
lensinterung generell in hohen Aufheizraten, wodurch eine Verkürzung der Prozesszeit und somit
eine Energie- [246, S. 71-78] und Kosteneinsparung [247] möglich ist, trotz nur moderater elek-
trischer Effizienz der Mikrowellenerzeugung von 50-70% (vgl. Unterabschnitt 2.2.3).
Bei einer Mehrzahl der oben beschrieben Anwendungsbeispiele stellt die Anwendung numerischer
Simulationen ein wichtiges Instrument zur Planung und Optimierung der Mikrowellenverfahren
dar, um eine energieeffiziente Behandlung zu erzielen. Die Anwendung erfolgt dabei meist auf
Ebene der Makroprozesse, d.h. auf Applikator- und Kontinuumsebene. In zunehmenden Maße
rückt aber auch die Modellierung und Simulation von Mikroprozessen auf Partikel- und Moleku-
larebene in den Vordergrund.
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3. Mathematische und experimentelle
Methoden
3.1. Vorgehensweise und betrachtete Materialien
Ziel dieser Arbeit ist es, eine modellgestützte Methode zur Auslegung und Optimierung von
Mikrowellenerwärmungsprozessen zu entwickeln. Wichtigstes Kriterium für die Erwärmung ist
die Energie, die das zu erwärmende Gut aus der ihn umgebenden elektromagnetischen Welle
absorbiert. Dazu werden verschiedene Berechnungsmethoden untersucht.
3.1.1. Vergleich mathematischer Methoden zur Berechnung der
Energieabsorption
Zum einen wird eine analytische Berechnung der Absorption elektromagnetischer Strahlung nach
der Mie-Theorie durchgeführt, zum anderen werden numerische Berechnungsverfahren herange-
zogen. Die von Mie & Lorenz veröffentlichte analytische Lösung für die Streuung und Absorp-
tion elektromagnetischer Wellen wurde für kolloidale sphäroide Partikel entwickelt (vgl. auch
Unterabschnitt 2.1.2). Damit kann diese Lösung nur für kugelförmige Objekte herangezogen wer-
den. Es gibt zwar auch analytische Lösungen für endlich lange zylindrische Proben, die hier aber
nicht im Fokus der Untersuchungen stehen und daher nicht einbezogen werden. Die Mie-Lösung
gilt zudem nur für Einzelpartikel. Weitere Streuzentren für die elektromagnetische Strahlung in
der unmittelbaren Umgebung des Objekts (sprich im Nahfeld) werden nicht berücksichtigt. Somit
stellt sie einen Fall dar, der bei der Erwärmung dielektrischer Materialien ungewöhnlich ist, da
diese meist in geschlossenen oder halboffenen Resonatoren durchgeführt werden, wo die Wände
des Resonators für Reflexion und Interferenz der elektromagnetischen Strahlung verantwortlich
sind. Dennoch hat Rother gezeigt, dass die Mie-Lösung für die Beschreibung der spezifischen
Mikrowellenabsorption dielektrischer Materialien in Resonatoren angewendet werden kann [29].
In der vorliegenden Arbeit wird die Mie-Theorie genutzt, um das grundsätzliche Absorptionsver-
halten dielektrischer Materialien in Abhängigkeit ihrer Permittivität zu untersuchen und einen
Vergleich zwischen der analytischen Lösung und der numerischen Simulation vorzunehmen. Sie
wird nicht genutzt, um das Mikrowellenerwärmungsverhalten von Objekten zu berechnen.
Als charakteristische Größe für das Mikrowellenabsorptionsvermögen wird die von Rother [29]
eingeführte Leistungsaufnahme PVPA verwendet, die die volumenbezogene Leistungsaufnahme PV
eines zu erwärmenden Objektes in Relation zur Flächenleistungsdichte PA im Mikrowellen-
beaufschlagten Raum setzt. Dieser normierte Parameter soll auch die Verbindung zwischen ana-
lytischer Lösung und numerischer Simulation herstellen. Als Referenzmedium für den Vergleich
dient Wasser. Desweiteren werden die keramischen Werkstoffe Siliziumkarbid (SiC) und Zirko-
niumoxid (ZrO2) verwendet, die im folgenden Abschnitt vorgestellt werden. Die Beschreibung
der Berechnungsmethoden folgt anschließend in Abschnitt 3.2, gefolgt von einer Beschreibung
der Modellbildung, den Anfangs- und Randbedingungen, der Kopplung von elektromagnetischer
und thermischer Simulation sowie abschließend den Stoffeigenschaften.
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Abbildung 3.1: Permittivität von Wasser im Mikrowellenbereich als Funktion der Temperatur
und Frequenz (berechnet nach [251]).
3.1.2. Materialien
Als Referenzmedium für den Vergleich zwischen numerischer und analytischer Berechnung der
Wärmeabsorption an kugelförmigen Objekten dient an erster Stelle Wasser (H2O) bei Raum-
temperatur. Außerdem werden die bereits erwähnten keramischen Materialien SiC, ZrO2 sowie
vereinzelt Aluminiumoxid (Al2O3) betrachtet. Nachfolgend werden die Materialien kurz vorge-
stellt. Alle relevanten Stoffdaten finden sich in Abschnitt 3.7.
Wasser Wasser (H2O) ist bei Raumtemperatur flüssig, gefriert bei 0 °C und siedet bei 100 °C un-
ter Normaldruck. Damit eignet es sich nicht als Beispielsubstanz für die Auslegung von Hochtem-
peraturprozessen. Allerdings wechselwirkt Wasser als polares Molekül sehr gut mit elektromagne-
tischer Strahlung und wird in vielen technischen Mikrowellen-Erwärmungsprozessen als Wärme-
träger/Wärmeüberträger genutzt wie z.B. in der Lebensmitteltechnik (vgl. auch Abschnitt 2.3).
Die dielektrischen Eigenschaften sind zudem sehr gut beschrieben, siehe z.B. [248, 249, 250, 251],
weshalb es hier als Referenzmedium dient.
Die beiden Wasserstoffatome des Wassermoleküls sind durch kovalente Bindungen an das Sauer-
stoffatom gebunden. Die Bindungsenergie beträgt 41146 cm-1 = 492 kJ/mol [252] und der Winkel
zwischen den Bindungen 104.48° [253]. Durch die größere Elektronegativität des Sauerstoffs ist
dieser partiell negativ (δ−) und die beiden Wasserstoffatome partiell positiv (δ+) geladen. Die
Ladungsdifferenz innerhalb des Moleküls sorgt für ein permanentes Dipolmoment und elektro-
statische Anziehung der Partialladungen zwischen Wassermolekülen unter Ausbildung von Was-
serstoffbrückenbindungen (Bindungsenergie 23 kJ/mol [254]). Die Wasserstoffbrückenbindungen
erzeugen dynamische netzwerkartige, polygone und polyedrische Strukturen, weisen kooperati-
ves Verhalten auf, ermöglichen den Transport von Ladungen (H+ und OH−) und werden durch
thermische Fluktuation aufgebrochen [255, 256]. Die Dynamik der Wasserstoffbrückenbindungen
bestimmt auch die Polarisation und Relaxation [257] und somit das Mikrowellenaufheizverhalten
von Wasser [258]. Die Polarisation verteilt sich auf gehinderte Rotationen und Schwingungen im
Netzwerk der Wasserstoffbrückenbindungen [259]. Die Permittivität ε (ω) ist eine Funktion von
Temperatur und Frequenz (s. Abbildung 3.1), die über eine Mehrfach-Debye-Relation beschrie-
ben werden kann [251]. Die erste Resonanzfrequenz liegt bei 20 °C bei 16.2 GHz. Die häufig für
die Erwärmung von Wasser verwendete Frequenz von 2.45 GHz entspricht also nicht der Reso-
nanzfrequenz von flüssigem Wasser bei 20 °C. Bei 29.6 kHz besitzt Wasser einen isopermittiven
Punkt, an dem die Permittivität unabhängig von der Temperatur ist [260].
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Siliziumcarbid SiC ist eine Carbidkeramik mit halbleitender Eigenschaft und tritt in verschie-
denen kristallographischen Polytypen auf. Das Si-Atom ist dabei immer tetraedrisch mit vier
Kohlenstoffatome verbunden [261]. Das kubische β-SiC (auch 3C-SiC) ist dem Diamant ähnlich,
das α-SiC (2H-SiC) zeigt eine hexagonale Struktur; zusätzlich existieren noch a, β-Mischphasen
wie 4H-SiC (eine kubische zwischen zwei hexagonalen Schichten) und 6H-SiC (zwei kubische
zwischen zwei hexagonalen Schichten) sowie rhomboedrische Strukturen (15R-SiC, 21R-SiC) so-
wie viele weitere Polytypen. Die SiC-Polytypen besitzen auch unterschiedliche Bandlücken, z.B.
3C-SiC bei 2.39 eV und 2H-SiC bei 3.33 eV [262]. SiC weist generell folgende Eigenschaften auf
[263]:
 reines β-SiC ist farblos, α-SiC ist gelb, technisches SiC ist je nach Verunreinigung/Dotie-
rung grün bis schwarz
 theoretische Dichte 3.214 g/cm³
 niedriger thermischer Ausdehnungskoeffizient von 4.5× 10−6 K−1 (20-1000 °C)
 hohe Härte (9.5 Mohs)
 hohe Wärmeleitfähigkeit (SiC-Einkristall: 490 W/m·K, technisches SiC 110 . . . 140 W/m·K)
 chemisch beständig und bis etwa 1600 °C oxidationsstabil durch eine passivierende SiO2-
Schicht.
Die halbleitenden Eigenschaften variieren stark, sowohl abhängig von den kristallografischen
Merkmalen als auch abhängig von der Anzahl und Art intrinsischer und extrinsischer Defekte.
Durch Aluminiumdotierung wird SiC z.B. zum p-Typ Halbleiter, durch Stickstoffdotierung zum
n-Typ.
SiC besitzt eine hohe Permittivität (s. Abbildung 3.16), weshalb es sich durch gute mikrowellen-
absorbierende Eigenschaften auszeichnet [264]. Es lässt sich an Luft drucklos bis zu 1400-1500
°C aufheizen, bei Druckbeaufschlagung in Schutzatmosphäre (zur Reduzierung von Plasmen-
bildung) sogar bis 2200 °C [194]. Als Suszeptor wird es bei der Mikrowellenerwärmung (vgl.
Unterabschnitt 2.2.3), als Resonator z.B. in der Mikrosystemtechnik verwendet [265]. In großen
Mengen kommt SiC in anderen Bereichen der Technik zum Einsatz: SiC wird als Schleifmittel so-
wie zur Verstärkung von Verschleißteilen verwendet. In der Metallurgie wird SiC als Reduktions-
mittel eingesetzt, um Oxide in der Eisenschmelze zu CO und silikatischen Schlacken umzusetzen
[263].
Zirkoniumoxid ZrO2 ist eine Oxidkeramik mit guter Beständigkeit gegen chemische, thermi-
sche und mechanische Einflüsse. In der Natur kommt es als Baddeleyit (ZrO2) oder als Zirkon
(ZrSiO4) vor. Spezifische Eigenschaften von ZrO2 sind [266]:
 hohe Bruchfestigkeit, Risszähigkeit und Verschleißbeständigkeit (in Abhängigkeit der Sta-
bilisierung, s.u.)
 niedrige Wärmeleitfähigkeit
 hohe Sauerstoffionenleitfähigkeit
Bei niedrigen Temperaturen absorbiert ZrO2 nur wenig Mikrowellenenergie, da der dielektrische
Verlustfaktor im Bereich ε′′r = 10−2 liegt (s. Abschnitt 3.7.1). Über 1000 °C steigt der dielektrische
Verlustfaktor auf ε′′r > 10 und die Mikrowellenabsorption nimmt exponentiell zu [73]. ZrO2 wird
im Anlagen- und Maschinenbau, in Wärmedämmschichten, in der Sensorik und Medizintechnik,
im Feuerfestbau sowie bei der Farbpigmentherstellung verwendet [266].
Bei Raumtemperatur liegt ZrO2 in monokliner Kristallform vor; oberhalb von 1170 °C wandelt
es sich in die tetragonale Form und ab 2370 °C in die kubische Form mit kubisch flächenzentrier-
tem Gitter um [266]. Bei der martensitischen Umwandlung der tetragonalen in die monokline
Phase entsteht eine Volumenänderung von etwa 4% infolge der Dichteänderung, die dazu führt,
dass beim Aufheizen oder Abkühlen Spannungen im Sinterkörper auftreten und Risse induziert
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werden können [266]. Durch Zugabe anderer Metalloxide können die Hochtemperaturphasen des
ZrO2 bei niedrigen Temperaturen stabilisiert werden, wobei zwischen teilstabilisierten (PSZ =
partially stabilized zirconia), tetragonalstabilisertem (TSZ) und vollstabilisiertem ZrO2(FSZ =
fully stabilized zirconia) unterschieden wird. Durch die Umwandlungsstabilisierung können die
mechanischen Eigenschaften von PSZ und TSZ modifiziert werden, z.B. durch Erhöhen der Zä-
higkeit [267]. Die Phasenumwandlung tetragonal zu monoklin und die sich einstellende Gefü-
gebildung können inzwischen recht genau mit Hilfe der Phasenfeld-Methode simuliert werden
[268]. Die PSZ und TSZ sind allerdings metastabil. Durch Niedertemperaturdegradation kann
die stabilisierte Phase durch spontane Umwandlung in die monokline Form umgewandelt wer-
den [266]. Beim FSZ wird durch Zugabe von z.B. 8 mol% Yttrium(III)-oxid (8YSZ) die kubische
Hochtemperatur-Phase des ZrO2 dauerhaft stabilisiert, so dass 8YSZ weder bei Erwärmung noch
Abkühlung einer Phasenumwandlung unterliegt [266].
In dieser Arbeit wird die durch Yttrium vollstabilisierte Form 8YSZ betrachtet. Nachfolgend wird
die Bezeichnung ZrO2 synonym für die vollstabilisierte Form 8YSZ verwendet. In den folgenden
Berechnungen wird ein vorverdichteter ZrO2-Grünling mit einer theoretischen Dichte von 50%
auf 100% theoretische Dichte gebracht. In der Literatur finden sich zahlreiche Untersuchungen
zur Mikrowellen-Sinterung von ZrO2, z.B. zu TSZ [269] oder FSZ [73, 270, 271, 272]. Die in diesen
Arbeiten gewonnen Erkenntnisse dienen als Basis für die im Folgenden beschriebenen Berechnun-
gen und Simulationen. Es gibt sehr umfangreiche Kenntnisse über die elektrischen Eigenschaften
von 8YSZ. Deshalb eignet sich diese Keramik gut für die Simulation des Erwärmungsverhaltens
im Mikrowellenfeld.
Aluminiumoxid hat die chemische Formel Al2O3 und kommt in der Natur vor allem als Korund,
selten als Sapphir oder Rubin (Cr-dotiert), vor. Die Dichte beträgt 3.94 g/cm3. Neben dem
thermodynamisch stabilen α-Al2O3 mit trigonaler Kristallstruktur existieren noch verschiedene
weitere metastabile polymorphe Formen, darunter das γ-Al2O3 [273], das als Ausgangsstoff für die
Keramik- und Aluminiumherstellung verwendet wird. α-Al2O3wird als Schleifmittel, Katalysator,
Füllstoff, Pigment, Absorbens, in der Katalyse sowie in der Keramikherstellung eingesetzt [274].
Seine wichtigsten Eigenschaften sind:
 gute elektrische Isolierwirkung, die mit steigender Temperatur abnimmt (technisches Al2O3:
10× 1014 Ωcm bei 25 °C, 2× 106 Ωcm bei 1000 °C) [275, S. 959]
 gute mechanische Festigkeit (bis 630 MPa)
 hohe Druckfestigkeit (2000 bis 4000 MPa)
 hohe Härte (9 bis 9.5 Mohs)
 Einsatztemperatur bis 1500 °C
 bio- und lebensmittelkompatibel
Ähnlich wie beim ZrO2 steigt die Permittivität von Al2O3 mit der Temperatur [264]. Bei Raum-
temperatur ist Al2O3 ein sehr verlustarmes Material und wird daher als Substratmaterial für Mi-
krowellenstrukturen verwendet. Erst ab ca. 1000 °C steigen die dielektrischen Verluste von Al2O3
soweit an, dass eine Mikrowellenerwärmung ohne zusätzliche Heizmethoden möglich ist. Die Mi-
krowellenerwärmung von Al2O3 wird zahlreichen Publikationen behandelt, u.a. in [178, 177, 276,
277, 278], jedoch sind nur relativ wenig Daten zur elektrischen Leitfähigkeit von Al2O3 bei ho-
hen Temperaturen verfügbar [264]. Zudem variieren die elektrischen Eigenschaften extrem stark
je nach Dotierung und Zusammensetzung der Korngrenzenphase der Keramik [279, 280, 281],
sofern es sich nicht um einkristallines Al2O3 handelt. Daher eignet sich Al2O3-Keramik zwar gut
für die Simulation der Mikrowellenabsorption bei niedrigen Temperaturen, jedoch weniger gut
bei hohen Temperaturen.
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3.2. Mathematische Methoden
Dieser Abschnitt erläutert die verwendeten Berechnungsmethoden. Zu Beginn wird eine analyti-
sche Methode vorgestellt, die auf der Theorie vonMie zur Berechnung der Absorption und Streu-
ung elektromagnetischer Wellen an kugelförmigen Objekten basiert (vgl. Unterabschnitt 2.1.2)
und von Rother für die Auslegung von Mikrowellen-Erwärmungsprozessen verwendet wird. Als
Zielgröße wird die im Objektvolumen absorbierte Leistung PV in Relation zu dem in den cha-
rakteristischen Querschnitt eingespeiste Leistung PA herangezogen.
3.2.1. Analytische Berechnung der Mikrowellenabsorption
Die analytische Methode nach Mie ermöglicht es, den Anteil und räumliche Verteilung der Streu-
ung sowie die Effizienzkoeffizienten der Streuung bzw. Absorption einer planaren, monochroma-
tischen elektromagnetischen Welle durch eine einzelne Kugel variabler Größe im Raum (Fernfeld)
zu berechnen. Die Grundlagen hierzu werden in Unterabschnitt 2.1.2 erläutert. Ausgangspunkt
für die hier vorgestellte Berechnung der Mie-Absorption ist ein Matlab-Skript von Marko-
wicz [282]. DieserMatlab-Code basiert seinerseits auf einem Fortran-Code von Bohren und
Huffman, veröffentlicht im Anhang zu [16]. Für die vorliegende Arbeit wurde der oben genannte
Matlab-Code in die mathematische Programmiersprache R [283] übersetzt und erweitert, um
die Berechnung nicht nur für einen Radius, sondern für einen freiwählbaren Größenbereich bei
einer festen Frequenz und Permittivität durchzuführen. Der Code findet sich im Anhang dieser
Arbeit (s. Abschnitt E.1).
Die Mie-Absorption wird für Wasser sowie die keramischen Materialien Al2O3, SiC und ZrO2
(Stoffwerte siehe Abschnitt 3.7) bei 2.45 GHz als Funktion des Radius und der Temperatur be-
rechnet. Zusätzlich wird der Einfluss der Frequenz und Porosität an je einem Beispiel untersucht.
Abschließend wird anhand einer 6Ö5 Matrix das Spektrum des Absorptionsverhaltens dielektri-
scher Materialien für die dielektrischen Konstanten ε′ =1, 2, 5, 10, 20 und 100 sowie die dielek-
trischen Verlustwinkeln tan δ =10-4, 10-3, 10-2, 10-1 und 100 untersucht. Basierend auf der Arbeit
von Rother [29] wird die Absorptionseffizienz Qabs der Kugel in die normierte volumenbezogene
Leistungsaufnahme PV/PA wie folgt umgerechnet:
PV
PA
=
3Qabs
4 · r . (3.1)
Somit ist sie mit der nachfolgend beschriebenen numerisch ermittelten Leistungsaufnahme der
untersuchten Objekte und Materialien vergleichbar.
3.2.2. Numerische Methoden
Es existieren verschiedene numerische Methoden zur Lösung der Maxwellschen Differential-
gleichungssysteme. Zu ihnen zählen u.a. die Finite-Differenzen-Methode im Zeitbereich (engl.
finite-difference time-domain - FDTD), die Finite-Elementen-Methode (FEM), die Method-of-
Moments (MoM) sowie die Transmission-Line-Matrix (TLM) Methode [284]. Die FEM hat Vor-
züge bei der Berechnung von hochgütigen Strukturen, während die FDTD-Methode für die Be-
rechnung von breitbandigen Strukturen bzw. transiente Vorgänge Vorteile besitzt. Die in der
vorliegenden Arbeit verwendete FDTD- und FE-Methode werden in den folgenden Abschnitten
näher vorgestellt. Zentraler Ansatzpunkt der numerischen Methoden ist die Diskretisierung ei-
ner unbekannten elektromagnetischen Größe. Bei der MoM ist das der Oberflächenstrom, bei
der FEM das E-Feld und bei der FDTD-Methode E- und H-Feld [285]. Diskretisierung bedeu-
tet, dass das betrachtete geometrische Objekt in zahlreiche kleine Elemente zerlegt wird, deren
Summe das Originalobjekt approximieren. Diese Zerlegung in Elemente wird auch als Meshing
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Tabelle 3.1: Stärken und Schwächen der numerischen FDTD- und FE-Methode für die elektro-
magnetische Simulation von elektrischen und dielektrischen Materialien nach [285]
Numerische Methode FDTD FEM
Gleichungssystem differenziell differenziell
Lösung im Zeit-/Frequenzbereich? Zeitbereich Frequenzbereich
Frequenzband-Berechnung geeignet weniger geeignet
Berechnung hochgütiger Strukturen weniger geeignet geeignet
elektr. ungeeignet ungeeignet
Berechnung Fernfeld (offene Abstrahlung)
dielektr. geeignet geeignet
elektr. geeignet geeignet
Berechnung (quasi-)geschlossener Systeme
dielektr. geeignet geeignet
bezeichnet. In eindimensionalen (1D) Strukturen bestehen die Netze aus linearen Segmenten,
in 2D-Strukturen aus Dreiecken und in 3D-Strukuten aus Tetraedern oder regelmäßigen, recht-
winkligen Gitternetzen. In jedem dieser Elemente wird eine einfache Ansatzfunktion oder eine
Differenz für die räumliche Verteilung der unbekannten Größe anstelle der lokalen Ableitungen
gebildet, so dass das Gleichungssystem für ein Element aus linearen bzw. nicht-linearen Gleichun-
gen besteht. Dieses wird mit Hilfe des gewählten numerischen Verfahrens für alle Elemente gelöst.
Die Genauigkeit der Approximation ist abhängig von Diskretisierung. Je feiner das gebildete Netz
(Mesh), desto besser ist die Genauigkeit der numerischen Methode und desto größer wird der
Rechenaufwand [285]. Tabelle 3.1 fasst die Eignung der betrachteten numerischen Verfahren für
elektrische und dielektrische Materialien zusammen.
Methode der Finite-Differenzen im Zeitbereich Entwickelt wurde die FDTD-Methode in den
1960er Jahren unter anderem von Yee [286]. Anwendung fand sie ab den 1980er Jahren mit der
wachsenden Rechenleistung von Computern und neuen zivilen Anwendungsgebieten [285, 287].
Bei der FDTD-Methode werden die Ableitungen des elektrischen und magnetischen Feldes durch
finite Differenzen z.B. in einem Rechteckgitter angenähert (alternativ auch Zylinder- und Kugel-
koordinaten). Durch diskrete Zeitschritte wird die Entwicklung der Feldausbreitung vom Start-
wert aus fortlaufend berechnet [37, 285]. Die FDTD-Methode ist ein explizites Verfahren, d.h. es
werden zur Lösung des nächsten Zeitschrittes nur der vorangegangene sowie der aktuelle Zeit-
schritt herangezogen. Somit entfällt die Bildung einer Gleichungsmatrix, und der Speicherbedarf
ist lediglich proportional zur Anzahl Gitterpunkte. Da die FDTD-Methode die elektromagneti-
sche Wechselwirkung eines Objekts im Nahfeldbereich und außerdem im Zeitbereich berechnet,
ist eine spezielle Nah- zu Fernfeld-Transformation erforderlich, um beispielsweise die Streuung
im Fernfeld zu berechnen [37]. Die FDTD-Methode basiert auf einer Taylorreihenentwicklung
der Funktion U (x, t) vom Raumpunkt xi zum Punkt xi + ∆x während der Zeitpunkt tn kon-
stant bleibt. Unter Verwendung zentraler Differenzen lauten die Funktionen U (xi + ∆x) und
U (xi −∆x) [285]:
U (xi + ∆x) |tn = U (x0) + ∆x
∂U
∂x
|xi +
(∆x)2
2
· ∂
2U
∂x2
|xi +
(∆x)3
6
· ∂
3U
∂x3
|xi
+
(∆x)4
24
· ∂
4U
∂x4
|x=ξ1
U (xi −∆x) |tn = U (x0)−∆x
∂U
∂x
|xi +
(∆x)2
2
· ∂
2U
∂x2
|xi −
(∆x)3
6
· ∂
3U
∂x3
|xi
+
(∆x)4
24
· ∂
4U
∂x4
|x=ξ2
(3.2)
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wobei ξ1 im Intervall (xi, xi + ∆x) und ξ2 im Intervall (xi, xi −∆x) liegt. Werden die beiden
Gleichungen in Gleichung 3.2 subtrahiert, ergibt sich daraus die Finite-Differenzen Approxima-
tion der ersten Ableitung von U [285]:
∂U
∂x
|xi,tn=
[
U (x0 + ∆x)− U (x0 −∆x)
2∆x
]
− (∆x)
2
6
· ∂
3U
∂x3
+O
[
(∆x)4
]
. (3.3)
Werden die beiden Gleichungen addiert, resultiert daraus die Approximation der zweiten Ablei-
tung von U [287]:
∂2U
∂x2
|xi,tn=
[
U (x0 + ∆x)− 2U (x0) + U (x0 −∆x)
(∆x)2
]
tn
+O
[
(∆x)2
]
. (3.4)
Der Term O [(∆x)n] fasst die verbleibenden Terme höhere Ordnung der Taylorreihe zusammen,
die für kleine Schritte gegen Null gehen. Analog werden die Differenzterme für die zeitliche Ab-
leitung von U gebildet. Mit Hilfe der Approximation der zweiten Ableitungen kann die Wellen-
gleichung aus Gleichung 3.4 wie folgt beschrieben werden (die O-Terme der Taylorreihe werden
vernachlässigt):
Un+1i = (c∆t)
2
[
Uni+1 − 2Uni + Uni−1
(∆x)2
]
+ 2Uni − Un−1i . (3.5)
Alle erforderlichen Größen auf der rechten Seite von Gleichung 3.5 zur Lösung von U sind somit
aus den Zeitschritten n und n − 1 bekannt. Das Verfahren ist somit explizit. Die Vorteile der
FDTD-Methode sind die Einfachheit und Robustheit des Verfahrens, die gleichzeitige Berechnung
von ganzen Frequenzbereichen in einem Durchgang, die Berücksichtigung von Materialinhomo-
genitäten sowie das gute Skalierverhalten. Die Nachteile liegen dagegen im unflexiblen Meshing,
die Unsicherheit bei der Position der Materialgrenzen von etwa einer halben Zellbreite sowie die
ungenügende Genauigkeit bei perfekten bzw. sehr gut elektrisch leitfähigen Materialien [285].
Die erforderliche Weite der Zeitschritte ∆t bei der Diskretisierung für kubische Zellen ergibt sich
aus der Courant-Bedingung und beträgt nach [288, S. 17]:
∆t =
∆x√
3c
. (3.6)
∆x ist die mittlere Zellenlänge. Die Anzahl der notwendigen Zeitschritte T ergibt sich aus der
Anzahl der Zellen N zu T = 10 × √3N 1/3. Beispiele für die Anwendung der FDTD-Methode
für die Modellierung elektromagnetischer Erwärmungsvorgänge finden sich unter anderem in
[289, 290, 291, 292, 293, 294].
Verwendete Software
Zur Berechnung der Ausbreitung der elektromagnetischen Felder und der dissipierten Leistung
wird die kommerzielle FDTD-Software Quickwave3D in Version 7.5C (©2010 QWED Sp z.o.o,
Polen) eingesetzt, deren Entwicklung in den 1980er Jahren für zweidimensionale Systeme begann.
Die Software wurde 1997 kommerziell zugänglich gemacht. Die Software-Entwicklung wurde von
zahlreichen wissenschaftlichen Veröffentlichungen der Autoren begleitet, z.B. [295, 296, 297].
Quickwave3D ist speziell für numerische Berechnungen im Mikrowellenbereich konzipiert [298].
Bei vergleichenden Untersuchungen verschiedener Simulationsprogramme für die elektromagne-
tische Modellierung wird die Eignung von Quickwave3D für das anwendungsnahe Auslegen von
Mikrowellenerwärmungsprozessen dank spezifischer Erweiterungen und Funktionen hervorgeho-
ben [299, 300], unter anderem durch die Bestimmung der dissipierten Mikrowellenenergie. Mit
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dem Erweiterungsmodul BHM von Quickwave3D [301, 302] existiert ein Tool zur Temperaturbe-
rechnung in Quickwave3D, das jedoch keine Wärmekonvektion und -strahlung an die Umgebung
berücksichtigt, weshalb es für diese Arbeit nicht eingesetzt wird. Neben Quickwave3D bietet z.B.
auch die Software CST Microwave Studio® eine Temperaturberechnung bei Mikrowellener-
wärmungsprozessen an.
Finite Elemente-Methode Die Finite Elemente-Methode (FEM) in der heutigen Form wurde in
den 1950er Jahren entwickelt. Ihre Hauptanwendungsgebiete liegen vor allem in der Strukturme-
chanik und der Thermodynamik. In den 1960er Jahren wurde die FEM auch für elektromagneti-
sche Berechnungen eingesetzt [285]. Ausgangspunkt stellen die partiellen Differentialgleichungen
der Maxwell-Gleichungen dar. Bei der FEM wird für jedes finite Element die Lösung der partiellen
Differentialgleichung numerisch angenähert. Für diese Approximation werden Ansatzfunktionen
genutzt, deren Minimum mit der Lösung der partiellen Differentialgleichungen übereinstimmt.
Die Diskretisierung erfolgt durch das geometrische Zerlegen des Objekts in eine Vielzahl finiter
Elemente, die sich in Knotenpunkten treffen. Das zu erstellende Gleichungssystem wird auf diese
Knotenpunkte bezogen und beinhaltet physikalisch interpretierbare Parameter, wie z.B. Tempe-
ratur oder elektrische Spannung [303]. Die finiten Elemente bestehen im dreidimensionalen Fall
üblicherweise aus Tetraedern, aber auch Penta- oder Hexaeder sind möglich [304].
Als Beispiel soll hier die aus den Maxwell-Gleichungen abgeleitete Differentialgleichung zweiter
Ordnung für das E-Feld in der Form
~∇×
(
~∇× ~E
)
− kˆ2 ~E = 0 (3.7)
mit der komplexen Wellenzahl kˆ = ω
√
εˆµˆ dienen. Gleichung 3.7 wird durch Volumenintegration
in die folgende schwache Formulierung1 mit den Ansatzfunktionen φi überführt:
ˆ
V
[
~∇×
(
~∇× ~E
)]
φidV −
ˆ
V
kˆ2 ~EφidV = 0 . (3.8)
Durch Anwenden eines Integraltheorems ergibt sich aus obiger Gleichung nach [306, 307]:
ˆ
V
(
~∇× ~E
)
× ~∇φidV −
ˆ
V
k2 ~EφidV = iωµ
˛
s
~H × ~nφids . (3.9)
Damit ist ~E an der Oberfläche des Volumens über ~H bestimmbar und umgekehrt. Die unbekannte
und zu lösende Vektor-Funktion ~E wird bei der FEM durch die genäherte Form ~E? ersetzt, die
sich aus den überlagerten Ansatzfunktionen ~Ej zusammensetzt, die ihrerseits über die skalaren
Faktoren φj gewichtet werden [306, 307]. Es gilt
~E ' ~E? =
N∑
j=1
~Ejφj (3.10)
1Die schwache Formulierung wird genutzt, um höhere Ableitungen durch Ansatzfunktionen zu vermeiden und
partielle Differentialgleichung zu lösen. Beispielsweise wird die partielle, eindimensionale DGL u′′ = f in
Ω = (0, 1) mit u (0) = u (1) = 0 mit der glatten Funktion v multipliziert, so dass für alle v gilt: u′′ · v = f · v.
Beide Seiten werden nun integriert:
´
Ω
u′′ ·v dΩ = ´
Ω
f ·v dΩ. Mit (u′ · v)′ = u′′ ·v+u′ ·v′ und v (0) = v (1) = 0
folgt schließlich:− ´
Ω
u′·v′ dΩ = ´
Ω
f ·v dΩ, auch in der Form a (u, v) = F (v) geschrieben. Zur Lösung muss Ω in
endlich viele Teilstücke N (Elemente) zerlegt werden und der Funktionenraum von v endlichdimensional sein.
Nach Ritz und Galerkin gilt dann: uh =
∑N
i vjφj und a (uh, φi) = −
´
Ω
(∑N
i vjφj
)′
· v′ dΩ = ∑Ni a (φj , φi) ·
vj = F (φi). Der Term
∑N
i a (φj , φi) bildet dann die sog. Steifigkeitsmatrix. Die Basisfunktionen φj sollten
einfach zu berechnende Funktionen wie z.B. Hutfunktionen sein.[304, 305]
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Gemäß des Verfahrens von Ritz [308] und Galerkin nähert sich die approximierte Lösung für
N → ∞ der exakten Lösung an. Als Ansatzfunktionen werden einfache Funktionen niedriger
Ordnung gewählt [303]. Die unbekannten Parameter φj werden durch das Minimum der Fehler-
quadrate oder der potentiellen Energie ermittelt, d.h. die erste Ableitung ist gleich null. Mit Hilfe
der Dirichlet- (Vorgabe eines Funktionswertes) und Neumann-Randbedingungen (Vorgabe der
Ableitung eines Funktionswertes) an den Knotenpunkten wird die Anzahl der Unbekannten re-
duziert und die Vektorgleichung in Matrixform überführt, so dass ein lineares algebraisches Glei-
chungssystem entsteht [304]. Da die Parameter physikalisch interpretierbare Größen darstellen,
wird die Matrix z.B. bei Temperaturfeldern Leitfähigkeitsmatrix genannt, die das Verhältnis
des Wärmestroms zur Temperaturdifferenz beschreibt [303]. In der Strukturmechanik wird die
Matrix Steifigkeitsmatrix genannt.
Die Vorteile der FEM liegen in der unkomplizierten Behandlung komplexer Geometrien aufgrund
des tetraedrischen Netzes, im einfachen Umgang mit dispersiven Materialien, der Berechnung
hochgütiger Strukturen sowie das Multiphysik-Potenzial, d.h. die Möglichkeit thermische sowie
strömungs- und/oder strukturmechanische Lösungen mit der elektromagnetischen Simulation zu
koppeln. Schwachpunkte sind die ineffiziente Behandlung elektrisch gut leitfähiger Materialien,
die aufwändige Mesh-Generierung für komplexe, dreidimensionale Modelle, die aufwändige Pro-
grammierung, der erhöhte Speicherbedarf für die Matrizenrechnung sowie die Notwendigkeit effi-
zient konditionierter iterativer Solver, insbesondere wenn Elemente höherer Ordnung eingesetzt
werden [285]. Beispiele für die Anwendung der FEM für elektromagnetische Erwärmungsvorgänge
finden sich u.a. in [309, 310, 311].
Verwendete Software
In der vorliegenden Arbeit wird die kommerzielle FEM-Software COMSOL Multiphysics® (©
2008 COMSOL AB, Schweden) in der Version 3.5a vor allem für die thermische Berechnung
eingesetzt. Die Ergebnisse in [312, Abs. 5.5] zeigen, dass bei Mikrowellensimulationen generell
eine gute Übereinstimmung zwischen FDTD- und FE-Methode im Vergleich zu analytischen
Lösungen erreicht werden kann. Die Wahl zugunsten der FDTD-Software Quickwave3D® für
die Mikrowellensimulation fiel aufgrund der bereits am Lehrstuhl vorhandenen Erfahrung mit
der Software Quickwave3D®.
3.2.3. Modellierung der differenziellen Wärmebilanz
Wichtigste physikalische Größe bei der Wärmebilanzierung ist die skalare Temperatur T . Sie hat
die SI-Einheit K, gebräuchlicher ist jedoch die Einheit °C (0 °C = 273.15 K). Eine Wärmebi-
lanz erfasst die drei Transportvorgänge Wärmeleitung, Konvektion und Strahlung. Diese werden
durch einen räumlichen (und/oder zeitlichen) Temperaturgradienten bedingt. Im kartesischen
Koordinatemsystem ist der Temperaturgradient wie folgt definiert:
~∇T ≡ ~nx∂T
∂x
+ ~ny
∂T
∂y
+ ~nz
∂T
∂z
. (3.11)
Darin sind x, y, z die kartesischen Raumkoordinaten und ~nx,y,z die jeweiligen Einheitsvekto-
ren. Existiert ein Temperaturgradient ~∇T , ist die resultierende Wärmestromdichte q˙ in W/m2
proportional zu ihm, ~˙q ∝ ~∇T . Die Wärme fließt von Bereichen höherer Temperatur in Berei-
che mit niedriger Temperatur. Nach dem Fourierschen Gesetz ist die Wärmeleitfähigkeit k die
Proportionalitätskonstante zwischen ~˙q und ~∇T [313, S. 51]:
~˙q = −k · ~∇T . (3.12)
Die Höhe der Wärmeleitfähigkeit ist materialabhängig und kann zudem orts- und temperaturab-
hängig sein, k (~x, T (t)). Für anisotrope Materialien ist k ein Tensor, für isotrope Materialien ein
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Skalar. Die Wärmeleitung in keramischen Materialien ist ein irreversibler, statistischer Prozess,
bei dem die Energie ohne Materialtransport durch Phononen, den Quasiteilchen zur Beschreibung
von Gitterschwingungen, übertragen wird2. Die Wärmeleitfähigkeit ist abhängig von mittlerer
freier Weglänge l und Geschwindigkeit u der Phononen sowie der isochoren Wärmekapazität
cv, k = 13cvu · l. Die freie Weglänge der Phononen ist proportional zu 1/T und wird beeinflusst
durch Phononenstößen, Streuung an Kristallfehlern und unharmonischen Gitterwechselwirkun-
gen. Durch sogenannte Umklappprozesse wird ein Teil des Impuls der zusammenstoßenden Pho-
nonen an das Kristallgitter übertragen, so dass die Phononenverteilung lokal ins thermische
Gleichgewicht gebracht werden kann [314, S. 141-145].
Wird die in einem beliebigen Volumenelement V dissipierte thermische Energie ∂QV∂t zusammen
mit der darin gespeicherten und über die Oberfläche S geleiteten Wärmemenge bilanziert, ergibt
sich folgende integrale Bilanz:
ˆ
S
k∇T · ~ndS =
ˆ
V
[
%cp
∂T
∂t
− ∂QV∂t
]
dV . (3.13)
Darin ist % die Massendichte des Materials in kg/m3, cp seine isobare Wärmekapazität in J/kg·K und
QV die durch innere oder äußere Quellen (z.B. durch Mikrowellenstrahlung) eingetragene volu-
menspezifische thermische Energie oder Wärmemenge3 in W/m3. Ist das Volumenelement inkom-
pressibel und unbewegt, d.h es gibt keine innere Konvektion, und kann eine Phasenumwandlung
ausgeschlossen werden, ergibt sich aus Gleichung 3.13 die transiente Wärmeleitungsgleichung in
der Form einer Differentialgleichung 2. Ordnung [313, S. 55]:
~∇ ·
(
k~∇T
)
= %cp
∂T
∂t
− ∂QV
∂t
. (3.14)
An den Außenflächen des Volumenelements wird Wärme zusätzlich durch Konvektion und Strah-
lung an die Umgebung übertragen. Bei der Konvektion wird innere Energie von einem strömenden
Fluid an die Oberfläche herangetragen bzw. von dort entfernt. Die Höhe der übertragenen Wär-
memenge hängt von der Geometrie des umströmten Körpers, seiner Oberflächenbeschaffenheit,
der Strömungsgeschwindigkeit und der Turbulenz der Strömung ab. Konvektion kann durch na-
türliche oder durch erzwungene Strömung auftreten. Kennzeichnend für die Konvektion ist die
Bildung einer fluiddynamischen Grenzschicht zwischen Fluid-Kernströmung und Objektoberflä-
che. Durch Reibung wird das Geschwindigkeitsprofil in Oberflächennähe bestimmt. Bei laminarer
Strömung bzw. kleiner Reynoldszahl (Re = u·dν ) ist die Fluidgeschwindigkeit an der Wand gleich
null und die Wärmeübertragung wird in dieser Schicht weitgehend durch Wärmeleitung be-
stimmt. Mit steigender Reynoldszahl nimmt die Grenzschichtdicke ab und der Wärmeübergang
wird erhöht. Der übertragene Wärmestrom Q˙konv wird über die Oberfläche A, die Temperaturdif-
ferenz ∆T zwischen Oberfläche und Fluidkernströmung sowie den Wärmeübergangskoeffizienten
α in W/m2K berechnet:
Q˙konv = αA ·∆T . (3.15)
Die dimensionslose Nußelt-Zahl Nu wird zur Beschreibung des konvektiven Wärmeübergangs
zwischen einem Fluid und der Objektoberfläche genutzt. Aus Wärmeübergangskoeffizient α,
Überströmlänge l und der Wärmeleitfähigkeit des Fluids kFluid ergibt sich die Nu-Zahl wie folgt:
Nu =
α · l
kFluid
. (3.16)
2Bei Metallen erfolgt der Wärmetransport im Wesentlichen über den Elektronentransport.
3In der Wärmetechnik wird die zeitliche Änderung der thermischen Energie Q als Wärmestrom Q˙ bezeichnet.
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Einschlägige Literatur wie z.B. [315] hält umfangreiche Berechnungsvorschriften für die Nu-Zahl
in Abhängigkeit von Objektgeometrie, Anströmsituation und Turbulenzverhalten bereit. Die
Nu-Zahl für den hier betrachteten Fall vertikaler Zylinder mit natürlicher Konvektion wird in
Unterabschnitt 3.4.1 beschrieben.
Die formal ähnlich definierte dimensionslose Biot-Zahl Bi ist dagegen der Quotient aus dem Pro-
dukt des Wärmeübergangskoeffizienten α und der charakteristischen Länge L eines Körpers und
seiner Wärmeleitfähigkeit kObjekt. Sie beschreibt das Verhältnis des äußeren Wärmeübergangs-
widerstands durch Konvektion zum inneren durch Wärmeleitung:
Bi =
α · L
kObjekt
. (3.17)
Für große Bi-Zahlen besteht bei Mikrowellenprozessen eine erhöhtes Risiko für Hot-Spots, da
die Temperaturgradienten im Objekt größer sind als die im umgebenden Medium und somit die
dissipierte Leistung nicht schnell genug abgeführt werden kann [316, 77, 317].
Bei der Wärmestrahlung wird Wärme in Form elektromagnetischer Strahlung, bei Tempera-
turen bis ca. 600 °C vorwiegend im Infrarotbereich, zwischen Oberflächen übertragen. Gemäß
Stefan-Boltzmann-Gesetz [41] (s. auch Unterabschnitt 2.1.3) ist der durch Strahlung übertragene
Wärmestrom Q˙rad zwischen zwei Oberflächen definiert über [313, S. 32]:
Q˙rad =  (T )F1, 2A1σ
?
(
T 42 − T 41
)
, (3.18)
mit der Stefan-Boltzmann-Konstante σ? ' 5.670× 10−8 Wm−2T−4, dem hemisphärischen Emis-
sionsgrad  und dem Formfaktor F1, 2, der die projizierten Flächenverhältnisse abbildet. Die
Oberfläche einer mikrowellenbeheizten Probe wird Wärme an die Umgebung abstrahlen. Im
Fall ohne Proben-Isolierung wird die Resonatorumgebung als beliebig große Wärmesenke für die
Wärmestrahlung der Probe betrachtet (vereinfachte Berechnung Oberfläche-zu-Umgebung). Im
Fall der isolierten Probe wechselwirkt die Innenwand der Isolierung mit der Probenoberfläche
(Oberflächen-zu-Oberflächen Berechnung). Durch die Erweiterung der instationären Wärmelei-
tungsgleichung durch Konvektion und Strahlung ist in der Regel eine analytische Lösung der aus
der Wärmebilanz abgeleiteten partiellen Differentialgleichung nicht möglich, insbesondere durch
die vierte Potenz der Temperatur durch das Stefan-Boltzmann-Gesetz, weshalb numerische Ver-
fahren zur Lösung herangezogen werden [318, Kap. 1].
Verwendete Software
Die numerische Berechnung der Wärmebilanz und der freien Konvektion um das mikrowellenbe-
heizte Objekt erfolgt durch die FEM-Methode, die bereits in Abschnitt 3.2.2 beschrieben wurde.
Für die thermische und fluiddynamische Simulation wird die kommerzielle FEM-Software COM-
SOL Multiphysics® mit dem Modul General Heat Transfer verwendet. Die Kopplung dieses
Moduls ermöglicht den Einfluss auf die Temperaturverteilung im mikrowellenbeheizten Objekt
durch Wärmestrahlung und -leitung sowie Wärmetransport durch freie Konvektion in der umge-
bendenen Gasphase in die Simulation einzubeziehen (s.u.). Das Prinzip der Kopplung zwischen
Mikrowellen- und thermischer Simulation wird nachfolgend in Abschnitt 3.6 beschrieben.
3.2.4. Modellierung der Fluidströmung
Im betrachteten Fall ruft die Erwärmung des Probenkörpers die Ausbildung einer natürlichen
Konvektionsströmung an der Probenoberfläche hervor. Um den Einfluss der Konvektion in die
Wärmebetrachtung einzubeziehen, soll die Luftbewegung in die Simulation einbezogen werden.
Die Strömung eines newtonschen Fluids wird durch die Navier-Stokes-Gleichung beschreiben, die
die Impulserhaltung eines reibungsbehafteten Fluids beinhaltet [319, S. 10]:
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%~˙v = %
(
∂~v
∂t
+
(
~v · ~∇
)
~v
)
= −~∇p+ η∆~v + %~g + ~FB (3.19)
Darin ist ~v die Strömungsgeschwindigkeit in m/s, p der Druck in Pa, % die Dichte in kg/m3 und η
die dynamische Viskosität des Fluids in Pa · s, g die Erdbeschleunigung und ~FB eine Volumen-
kraftdichte in N/m3 z.B. infolge von Gravitation oder Zentrifugalkraft. Für ein inkompressibles,
isothermes Fluid vereinfacht sich die Gleichung durch die Divergenzfreiheit des Strömungsge-
schwindigkeitsfeldes ~∇ · ~v = 0 zu
∂~v
∂t
+
(
~v · ~∇
)
~v = −1
%
~∇p+ ν∆~v + ~g +
~FB
%
. (3.20)
Zur Vervollständigung der Kontinuitätsgleichungen wird noch die Masse- und Energieerhaltung
zur Impulserhaltung ergänzt. Daraus leitet sich ein Satz nichtlinearer partieller Differentialglei-
chungen ab, die mit Hilfe numerischer Näherungsverfahren wie z.B. der Finite Elementen- (vgl.
Abschnitt 3.2.2), Finite Volumen- oder Finiten Differenzen-Methode (vgl. Abschnitt 3.2.2) gelöst
werden können.
Verwendete Software
Zum Einsatz kommt die FEM-Software COMSOL Multiphysics 3.5a. Zur Berechnung der Strö-
mungsmechanik wird das Modul Weakly Compressible Navier Stokes eingesetzt. Die Bedingung
für schwach kompressible Fluide liegt vor, wenn das Fluid sich nahe am Gleichgewicht befindet
und seine Viskosität und Wärmeleitfähigkeit klein sind. Damit können schwache Ableitungen der
Navier-Stokes Gleichungen zur Lösung verwendet werden [320]. Die Kopplung mit der Wärme-
berechnung erfolgt dem multiphysikalischen Ansatz von COMSOL entsprechend software-intern.
Zur Lösung des Gleichungssystems wird der Solver UMFPACK [321, 322] verwendet.
3.3. Geometrische Modellbildung
Der Schritt der Modellbildung schafft ein in Form und Inhalt möglichst ähnliches Abbild des zu
berechnenden Systems, das die für die Simulation wichtigen Merkmale enthält. Andere weniger
wichtige Merkmale werden dagegen oft vernachlässigt, um den Rechenaufwand zu begrenzen.
Das geometrische Modell bildet speziell die Form des zu berechnenden Gegenstands und seiner
Umgebung nach. Das Modell umfasst auch die System- und Bilanzgrenzen das zu betrachtenden
Systems.
3.3.1. Geometrisches Modell für die analytische Mikrowellenberechnung
Wie eingangs beschrieben gilt die Mie-Lösung nur für einzelne, kugelförmige Objekte. Alle durch-
geführten analytischen Berechnungen fallen somit unter diese Einschränkung. Betrachtet werden
homogene, isotrope, kugelförmige Objekte im Durchmesserbereich von 0.2 mm bis 500 mm, die
im Strahlungsbereich einer monochromatischen planaren elektromagnetischen Welle liegen. Die
Streuung der elektromagnetischen Welle an der Kugeloberfläche wird nicht weiter betrachtet, da
sie keinen Beitrag zur Erwärmung liefert. Ebenso werden fremde Streuzentren in Objektnähe
ausgeschlossen. Berücksichtigt wird also nur die von der Kugel absorbierte Leistung. Diese ist
abhängig vom Kugeldurchmesser sowie der Permittivität des Materials und der Frequenz der
elektromagnetischen Strahlung. Für die Berechnung wird das in Unterabschnitt 3.2.1 beschrie-
bene Skript angewendet.
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3.3.2. Geometrisches Modell für die numerische Mikrowellenberechnung
Im Folgenden wird zwischen den Objekten innerhalb des Resonators sowie dem geschlossenen
Resonator selber unterschieden. Der Resonator stellt die innere Begrenzung des Mikrowellenofens
dar. Er besteht in dieser Untersuchung aus einem perfekten elektrischen Leiter, d.h. er erzeugt
keine Wandverluste, sondern reflektiert die eintreffende Welle zu 100%. Die im Resonator platzier-
ten Objekte bestehen aus dielektrischen Materialien, die mit der elektromagnetischen Strahlung
wechselwirken und durch diese erwärmt werden. Dazu gehört das eigentliche Erwärmungsgut
(die Probe) sowie weitere Objekte, die als Isolierung oder Mikrowellen-Suszeptor dienen. Im ers-
ten Teil der Untersuchungen wird das Mikrowellen-Absorptionsverhalten verschiedener Objekt-
geometrien, -formen und Orientierung in geschlossenen Resonatoren mittels FDTD-Simulation
untersucht. Im zweiten Teil der Untersuchung wird eine Kopplung von elektromagnetischer und
thermischer Simulation vorgenommen, wobei sich die Geometrie der Probe auf zylindrische Ob-
jekte beschränkt.
Geometrie der zu erwärmenden Objekte Hiermit sind die eigentlichen mikrowellenbeheizten
Objekte (Proben) gemeint. Das Erwärmungsgut wird jeweils zentral im jeweiligen Resonator
angeordnet. Untersucht werden, wie nachfolgend beschrieben, neben kugelförmigen Objekten
vor allem zylindrische Proben aber auch würfelförmige Objekte.
Für den Vergleich der analytischen Berechnung und der numerischen Simulation der Mikrowel-
lenabsorption an Kugeln im Fernfeld, wird die dissipierte Leistung an kugelförmigen Objekten
mit Durchmessern zwischen 3 und 100 mm mittels Quickwave3D ermittelt. Untersucht und ver-
glichen wird die Absorption von Wasser bei Raumtemperatur sowie für SiC bei 20 °C und 1000 °C
(s. auch Abschnitt 3.7). Um die Bedingung eines unendlichen ausgedehnten Raumes (Fernfeld)
in der FDTD-Simulation zu erzeugen, wird das sogenannte Near-to-Far Field (NTF) Element
von Quickwave3D verwendet. Dieses stellt einen Resonator mit super-absorbierenden Wänden
zur Verfügung [301], um das Verhalten einer endlos in den Raum hinein fortlaufenden Welle
nachzuahmen.
Nach der Untersuchung der Mikrowellen-Absorption kugelförmiger Objekte im Fernfeld, wird
die Absorption in geschlossenen Räumen (Resonatoren) in Abgrenzung zum offenen Fernfeld
betrachtet. Ergänzend zur Untersuchung von einzelnen kugelförmigen Objekten werden auch
zylinder- und würfelförmige Objekte in einem Rechteckresonator untersucht. Dabei wird die
Größe des jeweiligen Objekts variiert. Anschließend wird für zylinderische Objekte der Einfluss
der Orientierung im Raum entlang der kartesischen Koordinatenachsen als auch des Aspektver-
hältnisses von Durchmesser D zur Länge L hinsichtlich ihres Absorptionverhaltens untersucht.
Abbildung 3.2 stellt die Variationen in geometrischer Form, Orientierung und Aspektverhältnis
grafisch zusammen.
Für die Untersuchungen zum Mikrowellenaufheizverhalten wird ein zylindrisches Objekt mit
dem Aspektverhältnis D : L = 1 bei D = 48 mm als Referenzobjekt ausgewählt. Mit einem Mie-
Faktor von x ' 1.24 liegt dieses im sogenannten Mie-Bereich, ist also den in Unterabschnitt 3.2.1
beschriebenen Resonanzen in der Absorption unterworfen. Eine Größenänderung aufgrund einer
Sinterschrumpfung könnte somit Einfluss auf die Mikrowellenabsorption nehmen. Dies wird an-
hand des Beispiels ZrO2, bei dem sich das Volumen des zylindrischen Objekts während der
Wärmebehandlung halbiert und der Mie-Faktor von x20 °C = 1.24 auf x1400 °C = 0.98 sinkt,
untersucht.
Mikrowellen-Resonatoren Als charakteristische Größe zur Beschreibung des Absorptionsver-
haltens eines zu erwärmenden Objekts in Relation zur Strahlungsintensität wird die objektbezo-
gene Wärmedissipation PV in W/m3 auf die in einen bestimmten Leistungsquerschnitt eingestrahl-
te Mikrowellenleistung PA in W/m2 bezogen (s. Gleichung 3.1). Bei geschlossenen Resonatoren
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(a) Geometrischer Körper (b) Aspektverhältnis H : D (c) Orientierung im Raum
Abbildung 3.2: Untersuchung des Einflusses von Objektgeometrie, Aspektverhältnis sowie der
Orientierung im Raum.
Tabelle 3.2: Variation der Resonatorgeometrie durch Vergrößern der Querschnittsfläche.
Resonator B (mm) H (mm) L (mm) Aq (cm2)
Aq,Rn
Aq,R1
V (l)
R1 140 110 200 15.4 1 3.08
R2 190 162 200 30.8 2 6.16
R3 280 220 200 61.6 4 12.32
R4 420 330 200 138.6 9 27.72
wird der senkrecht zum Hohlleiter und somit zur Einstrahlrichtung stehende Resonatorquer-
schnitt A eingesetzt. Untersucht werden quaderförmige Resonatoren, deren Querschnitt sich mit
dem Faktor N = 1, 2, 4, 9 vergrößert, um zu untersuchen, ob die Resonatorquerschnittsflä-
che linear mit der Mikrowellenabsorption skaliert. Die Länge L wird dabei konstant gehalten.
Tabelle 3.2 stellt die betrachteten Resonatoren vor. Zum Vergleich: der Einfluss polygoner Re-
sonatorformen auf die Mikrowellenabsorption und die Homogenität der Feldverteilung wird in
[116, S. 70] beschrieben.
Das die Mikrowellen absorbierende Objekt wird jeweils in der Mitte des Resonators platziert. Die
Mikrowellenstrahlung tritt über einen Rechteckhohlleiter WR340 mit den Maßen 86 mm×43 mm
in den Resonator ein. Abbildung 3.3 illustriert die verwendeten Resonatorvarianten. Resonator
1 ist ein Monomoden-Resonator, d.h. es tritt nur die TE103-Mode auf. Resonator 1 stellt die
interne Referenz dar. In ihm werden die oben beschriebenen Untersuchungen zum Einfluss der
Objektgröße, -form und -lage durchgeführt. Resonator 1 dient auch als geometrisches Modell
für den Einsatz der Near-to-Farfield (NTF) Bedingung durch superabsorbierende Wände. Diese
Bedingung wird für den Vergleich der numerischen und der analytischen Absorptionsberechnung
herangezogen. Die Resonatoren R2 bis R4 weisen mit zunehmender Größe eine steigende Zahl
Raumresonanzen auf, d.h. die Zahl der ausbreitungsfähigen Moden wächst. Bei einer Störung
können sämtliche TE- und TM-Moden angeregt werden. Die in den leeren Resonatoren 1 bis
4 resonanten TE- und TM-Eigenmoden wurden mit Hilfe des in [45] veröffentlichten Matlab-
Codes für den Frequenzbereich 2.4 bis 2.5 GHz ermittelt und sind im Anhang in Tabelle D.1
aufgeführt. Im leeren Resonator R2 ist z.B. die TE031-Mode dominant, wie eines S11-Berechnung
mit Quickwave3D zeigt.
Mikrowellen-Suszeptoren als offene Resonatoren In der vorliegenden Arbeit sollen im Re-
sonator eingesetzte SiC-Scheiben zwei Funktionen erfüllen: (a) als klassische Suszeptoren zur
indirekten Erwärmung des Gutes, (b) als offene Resonatoren nach Fabry-Perot. In der Optik
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(a) Resonator 1 (b) Resonator 2 (c) Resonator 3 (d) Resonator 4
Abbildung 3.3: Verwendete Mikrowellenresonatoren mit zunehmendem Querschnitt bei konstan-
ter Resonatorlänge.
AA Isolierung
SiC-Scheibe
SiC-Scheibe
Resonator R2
Hohlleiter
Probe
Mikrowellen-
Port
A - A
SiC-Scheibe
Probe
Abbildung 3.4: Aufbau mit SiC-Scheiben als Mikrowellensuszeptoren und offener Resonator in-
nerhalb des geschlossenen Resonators R2.
bestehen Fabry-Perot Interferometer aus zwei parallelen teilreflektierenden Spiegeln, deren Ab-
stand ein Vielfaches der halben Wellenlänge λ/2 beträgt, um eine Resonanz zu erzeugen [323]. Der
Q-Faktor (Güte) dieser offenen Resonatoren kann durch Q = ωLαd beschrieben werden, mit der
Länge L des Resonators, der Kreisfrequenz ω und dem prozentualen Leistungsverlust pro Wel-
lendurchgang αd [324]. Eine Fabry-Perot Resonanz mit hohem Q-Faktor kann nur durch exakte
Ausrichtung der planparallelen Reflektoren erzielt werden [323]. Wird mindestens ein planarer
durch einen konkaven Reflektor ersetzt, wird das Feld auf ein kleineres Volumen gebündelt und
Beugungseffekte minimiert. Konkave Reflektoren (meist Kugelkalotten) werden oft bevorzugt
und finden breite Anwendung [323].
In der vorliegenden Arbeit werden planparallele dissipative Reflektoren aus SiC als Suszeptoren
eingesetzt. Planare Oberflächen sind im im hier verwendeten orthogonalen Mesh der FDTD-
Methode exakt beschreibbar. Für das Simulationsmodell werden zwei SiC-Scheiben mit Radius
R = 50 mm (Dicke 3 mm) in einem Abstand von d = 72 mm innerhalb der thermischen Isolierung
untergebracht. Die Außenmaße der isolierten Kammer bleiben erhalten, um die Vergleichbarkeit
zu erhalten. Das zu erwärmende Objekt, ein ZrO2-Zylinder, wird auf einer scheibenförmigen
Isolierung mittig zwischen den SiC-Scheiben ausgerichtet (s. Abbildung 3.4).
Der hier vorgestellt offene SiC-Resonator entspricht keinesfalls den klassischen Auslegungsregeln
eines Fabry-Perot-Resonators. Die Anordnung offener Resonator im geschlossenem Resonator
stellt eine weitere Abweichung vom klassischen Fabry-Perot-Resonator dar. Die vorgestellte An-
ordnung dient als alternative Suszeptor-Anordnung für die Mikrowellenerwärmung. Die SiC-
Scheiben sollen die Mikrowellenstrahlung an das zu erwärmende Objekt gelangen lassen und als
hybride Heizquelle über Wärmestrahlung das Objekt zusätzlich erwärmen und Temperaturgradi-
enten minimieren. Die thermischen und elektromagnetischen Verluste an den Resonator-Scheiben
werden dabei berücksichtigt.
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Tabelle 3.3: Zusammenfassung der untersuchten Modelle zur Evaluierung der Mikrowellenab-
sorption verschiedener Objekt- bzw. Resonatorgeometrien bzw. Fernfeld-Bedingung
(NTF).
Resonator Geometrie V (cm3) Orientierung L : D Material T (◦C)
R1 Kugel 0.01−523   W, S 20 ◦C
Zylinder 0.05−785 x, y, z 1/4−4 W 20 ◦C
Würfel 0.06−100   W 20 ◦C
R1/NTF Kugel 0.01−523   W, S 20, 1000 ◦C?
R2 Zylinder 0.1−1045 y 1 W, S, Z 20 ◦C
R3 Zylinder 0.1−1045 y 1 W 20 ◦C
R4 Zylinder 0.1−785 y 1 W 20 ◦C
Materialien: W = H2O, S = SiC, Z = ZrO2 ? SiC
Thermische Isolierung Mit Blick auf die Kopplung von elektromagnetischer und thermischer
Simulation wird das zu erwärmende Objekt zum einen alleinstehend im geschlossenen Resonator,
zum anderen umgeben von einer thermischen Isolierung im Resonator platziert. Die zylindrische
Isolierung besitzt eine Höhe von 100 mm und eine Außendurchmesser von 120 mm. Im Inneren
befindet sich eine Kammer, in der die Probe auf dem Boden positioniert ist. Die Innenkammer
weist eine Höhe von 60 mm sowie eine Innendurchmesser von 80 mm auf. Die thermische Iso-
lierung wird durch eine alumosilikatische Faserplatte (KVS 145, Rath GmbH) gebildet, die nur
geringe Wechselwirkung mit der elektromagnetischen Welle aufweist, also weitgehend mikrowel-
lentransparent ist, und zudem eine geringe Dichte und Wärmeleitfähigkeit aufweist.
Tabelle 3.3 stellt abschließend eine Übersicht der verwendeten Kombinationen von Materialien
und Resonator- und Objektgeometrien für die Mikrowellensimulation zusammen.
3.3.3. Geometrisches Modell für die thermische Simulation
Gegenüber dem Mikrowellenmodell wird das thermische Modell insofern vereinfacht, dass das
Objekt vom Resonator freigestellt wird, d.h. dass der Mikrowellenresonator nicht in das Modell
einbezogen wird. Hintergrund ist die vereinfachende Annahme, dass der Resonator selber nicht
erwärmt wird, also seine Temperatur immer mit der Umgebungstemperatur gleichgesetzt werden
kann. Der Resonator weist quasi sehr hohe Wärmeverluste auf und kann keine Wärme speichern.
In die Berechnung einbezogen werden hingegen das zu erwärmende Objekt (die Probe) sowie je
nach untersuchtem Fall zusätzlich die thermische Isolierung sowie die Mikrowellen-Suszeptoren
(s. Abbildung 3.5). Da der Aufbau aus Erwärmungsgut und Ofeninventar rotationssymmetrisch
ist, wird aus den dreidimensionalen Modellen jeweils ein zweidimensionales, achsensymmetrisches
Modell abgeleitet, um den Rechenaufwand zu minimieren.
Es werden zwei keramische Materialien betrachtet: vollständig verdichtetes SiC und vollstabi-
lisiertes ZrO2 mit einer Gründichte von 50%, das auf über 99% theoretische Dichte verdichtet
werden soll. Neben verschiedenen Aufbauten werden auch verschiedene Aufheizraten und -arten
untersucht: (a) reines Mikrowellen-Heizen, (b) konsekutives Hybrid-Heizen und (c) additives
Hybrid-Heizen mit Suszeptor (s. auch Unterabschnitt 2.2.3). Insgesamt werden fünf Simulati-
onsszenarien definiert: In Fall A und B besteht die zylindrische Probe aus SiC, in den Fällen C
bis E wird vollstabilisiertes ZrO2 erwärmt. Im Fall A und C befindet sich außer der Probe kein
weiteres Objekt im Resonator. Fall B, D und E verwenden eine thermische Isolierung. Im Fall E
werden zusätzlich die oben beschriebenen Suszeptoren/Reflektoren aus SiC unter- und oberhalb
der Probe eingesetzt. Eine thermische Unterlage separariert die ZrO2-Probe von der unteren SiC-
Scheibe, um so den direkten Wärmeleitungstransport zur Probe zu unterbinden. Tabelle 3.4 fasst
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(a) Modell für Fall A und C (b) Modell für Fall B und D (c) Modell für Fall E
Abbildung 3.5: 3D-Modelle für die thermische Simulation. Gelb: zu erwärmendes Gut (A & B =
SiC, C-E = ZrO2), grün: Isolierung, schwarz: Suszeptor.
Tabelle 3.4: Geometrische Modelle für die kombinierte Simulation elektromagnetischer und ther-
mischer Felder im Resonator R2.
Objekt Grösse Simulations-Szenario
A B C D E
D (mm) 48 48−38.1
Probe H (mm) 48 48−38.1
Material SiC ZrO2
Da (mm)  120  120 120
zylindr. Proben- Di (mm)  80  80 100
isolierung Ha (mm)  100  100 112
Hi (mm)  60  60 72
D (mm)     48
Isolier-Unterlage
H (mm)     12
D (mm)     100
SiC-Suszeptor
H (mm)     3
Aufheizrate h (K/min) 5,20,40,60,100 5, 20 5
und -art Mikrowelle und Hybridheizung
die Modelle für die beschriebenen Simulationsszenarien A bis E in einer Übersicht zusammen.
3.4. Anfangs- und Randbedingungen
Anfangsbedingungen geben die Funktionswerte partieller Differentialgleichungen für den Start-
punkt der Berechnung (üblicherweise t = 0) vor, Randbedingungen definieren hingegen die Über-
gangsbedingungen bzw. Lösung der Differentialgleichungen an den räumlichen Systemgrenzen des
Modells, den sogenannten Rändern. Auch an Rändern aneinander grenzender Modellgebiete wie
z.B. der Phasengrenze zwischen Feststoffoberfläche und umgebendem Fluid werden Randbedin-
gungen verwendet. Je nach verwendeter Software werden solche internen Grenzen oft mit vorein-
gestellten, modellspezifisch gewählten Randbedingungen belegt. Die Anzahl der zu definierenden
Anfangs- und Randbedingungen korreliert mit der Anzahl zu berechnender Variablen, um ein
lösbares Gleichungssystem zu erhalten. Nachfolgend werden die Anfangs- und Randbedingungen
für die Mikrowellen- und thermische Simulation vorgestellt.
49
Mathematische und experimentelle Methoden
3.4.1. Anfangsbedingungen Mikrowellensimulation
Zu Beginn der Simulation sind die Felder im kompletten Modell gleich Null. Der Ausgangspunkt
der elektromagnetischen Wellenausbreitung ist der sogenannte Port am Beginn des Hohlleiters,
der eine elektromagnetische Welle in der TE10-Mode abstrahlt. In Abhängigkeit von Meshgröße
und Wellenlänge der Mikrowellenstrahlung breitet sich die elektromagnetische Welle mit zu-
nehmender Anzahl Zeitschritte im gesamten Modell aus. Die Betriebsfrequenz beträgt hier in
allen Modellen f = 2.45 GHz. Die Standard-Mikrowellenleistung P0 beträgt 200 W, die Am-
plitude der elektromagnetischen Welle ist AMW = 20. Die Anfangstemperatur der Materialien
und somit ihre Permittivität orientiert sich an der Kopplung mit dem thermischen Modell. Es
werden Starttemperaturen von 20 °C und 800 °C verwendet. Letztere steht für den Fall ei-
ner Hybridheizung, d.h. die elektromagnetische Strahlung wird durch eine zweite konventionelle
Wärmequelle unterstützt, die eine Grundtemperatur von konstant 800 °C gewährleistet. Der
weitere Erwärmungsvorgang wird nachfolgend durch Mikrowellenheizung erbracht. Dazu werden
die Objekttemperaturen im Modell schrittweise erhöht und entsprechend die Permittivität der
Materialien angepasst. Die Temperaturschrittweite an der Probe beträgt zwischen 25 und 200
°C und ist z.B. an die temperaturabhängige Volumenabnahme von ZrO2 angepasst. Einzelheiten
sind in Abschnitt 3.6 beschrieben. Für jede Temperaturstufe wird eine Mikrowellensimulation
unter konstanten Bedingungen durchgeführt, d.h für jeden Temperaturschritt werden konstante
Temperaturen und Volumina der Objekte angenommen. Der gesamte Erwärmungsprozess und
Sintervorgang wird schließlich durch eine Stufenfunktion approximiert.
3.4.2. Randbedingungen Mikrowellensimulation
Bei elektromagnetischen Feldern gelten an den Übergangsflächen zwischen zwei Medien mit
unterschiedlichen elektrischen, magnetischen oder dielektrischen Eigenschaften unterschiedliche
Randbedingungen. Bei einem idealen, elektrischen Leiter ist die elektrische Feldkomponente Etan
tangential zur Oberfläche sowie die magnetische Feldkomponente Hnorm normal zur Grenzfläche
jeweils null [284, S. 32]:
Etan = 0 Hnorm = 0 . (3.21)
Das bedeutet, dass elektrische Feldlinien normal zur Oberfläche des elektrischen Leiter terminiert
werden, während die magnetischen Feldlinien tangential zu ihr verlaufen.
Beim Übergang zwischen zwei dielektrischen Materialien 1 und 2 sind hingegen die tangentialen
Feldkomponenten Etan und Htan sowie die normalen Flussdichten Dnorm und Bnorm der beiden
Medien 1 und 2 an der Phasengrenze jeweils gleich groß, d.h. die tangentiellen Komponenten des
elektromagnetischen Feldes kontinuierlich über die diskontinuierliche Materialgrenze sind. Auf
der Phasengrenze gilt nach [284, S. 32]:
Etan,1 = Etan,2 Htan,1 = Htan,2 Dnorm,1 = Dnorm,2 Bnorm,1 = Bnorm,2 (3.22)
unter der Annahme, dass die Phasengrenze immer quellen- und senkenfrei ist. Die Herleitung
dieser Randbedingungen ist in [16, S. 59-60] beschrieben.
Die Wände der nachfolgend beschriebenen metallischen Resonatoren stellen ideale elektrische
Leiter dar und sind dielektrisch verlustfrei (σ → ∞). Die Gasatmosphäre in den Resonatoren
entspricht Luft, die als verlustfrei betrachtet wird (εLuft = 1+0i). Die von der Quelle eingestrahlte
Leistung wird somit nur von den eingestellten keramischen Materialien absorbiert. In realen
Systemen würde ein Teil der Leistung von den Wänden des Resonators bzw. der Hohlleiterstrecke
absorbiert werden und stünde damit nicht für den Erwärmungsprozess zur Verfügung. Wie diese
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Verluste in die FDTD-Simulationen eingebunden werden können, zeigt [325]. In der vorliegenden
Arbeit wird der Wandverlust vernachlässigt.
3.4.3. Anfangsbedingungen thermische Simulation
Die Anfangsbedingung T (~x, t = 0) bei der thermischen Simulation unterteilt sich in zwei Fäl-
le: (a) die direkte Mikrowellenerwärmung von einer Starttemperatur von 20 °C an und (b) die
konsekutive Hybriderwärmung von einer Starttemperatur von 800 °C aufwärts. Die Anfangstem-
peratur gilt für das gesamte Ofeninventar. Im Fall der Hybridheizung übernimmt theoretisch
eine - im Modell nicht enthaltene - alternative Heizmethode die Vorheizung bis 800 °C und er-
zielt eine homogene Temperaturverteilung im Resonator. Die Mikrowellen heizen anschließend
das Objekt von 800 °C auf die Zieltemperatur von 1430 °C auf. Der Wärmeeintrag durch die
Mikrowellenstrahlung wird durch die in Gleichung 3.1 beschriebene volumenbezogene dissipier-
te Leistung PV /PA berücksichtigt. Diese wird über die elektromagnetische Simulation ermittelt
und wie nachfolgend beschrieben als Randbedingung an das thermische Modell übergeben. Die
Strömungsgeschwindigkeit u (~x, t = 0) im Gasraum beträgt zu Beginn der Simulation 0 m/s, der
Druck p (~x, t = 0) entspricht dem Normaldruck von 101325 Pa. Bei der abschnittsweisen Berech-
nung wird das Ergebnis für T (~x, t = ti, n) und u (~x, t = ti, n) des Abschnitts i als Anfangsbedin-
gung T (~x, t0, i+1 = ti, n) und u (~x, t0, i+1 = ti, n) an den nächsten Abschnitt i+ 1 übergeben.
3.4.4. Randbedingungen thermische Simulation
Wie bereits in Unterabschnitt 3.3.3 beschrieben wird in der thermischen Simulation der Reso-
nator nicht berücksichtigt. Die Modellgrenze wird auf die freigestellten, mikrowellen-erwärmten
Objekte gesetzt. Von diesen Rändern aus wird die Wärme an die Umgebung dissipiert. Im Fall
A/C besteht das Modell nur aus der freigestellten Probe (s. Abbildung 3.5a). Die gesamte Pro-
benoberfläche ist der umgebenden Gasatmosphäre (Luft) ausgesetzt. Die Wärmedissipation der
Probe erfolgt über freie Konvektion und über Wärmeabstrahlung. Gaskonvektion innerhalb der
porösen Körper wird vernachlässigt.
Wärmekonvektion Der Wärmeübergang durch freie Konvektion zwischen dem Probenkör-
per und dem umgebenden Fluid kann über empirische Gleichungen mittels der dimensionslosen
Nusselt-Zahl Nu gemäß Gleichung 3.16 beschrieben werden. Der Wärmeübergang dabei ist ab-
hängig von der geometrischen Form des Körpers, den Stoffwerten des Fluids sowie den Tempera-
turbedingungen an der Oberfläche des Körpers und des Fluids. Der Wärmeübergang durch freie
Konvektion an einem vertikalen Zylinder wird nach [315, Abschnitt Fa] über die Nusselt-Zahl
wie folgt bestimmt:
Nu =
(
0.825 + 0.387 [Ra · f1(Pr)]1/6
)2
+ 0.435
h
D
(3.23)
Die dimensionslose Rayleigh-Zahl Ra ist das Produkt aus der dimensionslosen Grashof-Zahl Gr
und Prandtl-Zahl Pr. Die Grashof-Zahl Gr für einen vertikalen Zylinder ist [315]:
Gr =
g l3β · (Ts − T∞)
ν2
(3.24)
Die Anströmlänge l für Gr- und Nu-Zahl ist gleich der Höhe des Zylinders H. Der thermische
Ausdehnungskoeffizient β der Luft gilt für die Temperatur T∞ des Fluids außerhalb der Grenz-
schicht; der Einfluss der Prandtl-Zahl auf den Wärmeübergang fließt über die Funktion f1 in die
Berechnung ein [315]:
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f1 =
(
1 +
(
0.559
Pr
)9/16)−16/9
(3.25)
Die temperaturabhängigen Stoffwerte Wärmeleitfähigkeit k, kinematische Viskosität ν und Pr-
Zahl für Luft werden [315, Abschnit Dbb] entnommen. Die Bezugstemperatur entspricht der
mittlere Temperatur Tm = 12(Ts + T∞), gebildet aus der Oberflächentemperatur des Zylinders
Ts und der Umgebungstemperatur T∞ des Fluids. Die Fluidtemperatur beträgt bei direkter
Mikrowellenheizung 20 °C, bei hybrider Heizung hingegen 800 °C.
Für die Simulationsfälle B, D und E wird der konvektive Wärmeübergang von der Proben-
oberfläche an das Fluid software-seitig durch COMSOL berücksichtigt. In diesen Fällen liegt
die Modellgrenze auf den Außenflächen der thermischen Isolierung. Hier wird nach der gleichen
Vorgehensweise der konvektive Wärmeübergang an die Umgebung berücksichtigt. Eine Druck-
ausgleichsfläche verhindert zudem, dass sich aufgrund der Erwärmung das Gasvolumen innerhalb
des isolierten Raums verdichtet.
Wärmestrahlung Neben der konvektiven Wärmeabgabe an die Umgebung wird Wärme auch
durch Strahlung dissipiert. Hierbei wird ebenfalls eine Fallunterscheidung getroffen. Im Fall A
und C strahlt die Probenoberfläche direkt an die (Resonator-)Umgebung ab. Diese verhält sich in
diesem Fall wie ein unendlich große Senke für die Wärmestrahlung, d.h. sie wirft keine Strahlung
auf die Probe zurück und erwärmt sich nicht selber durch die Wärmestrahlung. Im Fall direk-
ter Mikrowellenheizung beträgt die Umgebungstemperatur 20 °C, bei Hybridheizung 800 °C.
In den Fällen B, D und E wechselwirkt die von der Probenoberfläche abgestrahlte Wärme mit
der Innenseite der thermischen Isolierung, d.h. hier wird die gegenseitige Beeinflussung auf den
Wärmeaustausch über die Oberflächentemperaturen, die Emissionsgrade und den Formfaktor
(s. Unterabschnitt 3.2.3) berücksichtigt. Die Emissivität der gewählten Materialien ist weitge-
hend temperaturunabhängig,  6= f (T ) wie in Unterabschnitt 3.7.1 erläutert, weshalb konstante
Emissionsgrade eingesetzt werden.
Mikrowellenabsorption Die Mikrowellenenergie, die von den jeweiligen Objekten absorbiert
wird, wird als volumenspezifische bzw. flächenspezifische Wärmequelle definiert. Nähere Erläu-
terungen finden sich in Abschnitt 3.6. Jedem einzelnen Objekt werden ein oder mehrere, in Subvo-
lumen unterteilte, individuelle Absorptionsterme zugeordnet, um das objektspezifische Aufheizen
mit Mikrowellen zu berechnen.
3.5. Vernetzung, Modellgröße und Rechenzeit
Nach dem Erstellen der oben beschriebenen geometrischen Modelle und Setzen der Anfangs-
und Randbedingungen wird das Modell vernetzt (engl. Meshing). Die nachfolgenden Abschnit-
te beschreiben das Vorgehen und die jeweils verwendeten Meshgeometrien, die Meshgröße und
resultierende Modellgröße. Alle Berechnungen werden auf einem Multithreading-fähigen PC mit
2.83 GHz Quad-Core CPU und 8 GByte RAM-Speicher ausgeführt. Quickwave3D® nutzt in der
vorliegenden Version nur einen CPU-Kern, COMSOL® macht mittels Multithreading von bis zu
vier Kernen Gebrauch.
3.5.1. Vernetzung bei der Mikrowellensimulation
Wie bei der FDTD-Methode üblich erstellt Quickwave3D ein orthogonales Netz des Rechen-
modells. Quickwave3D beherrscht zusätzlich das konformale Meshing, um im kartesischen Ko-
ordinatensystem angewinkelte oder gekrümmte Oberflächen besser an das Netz zu adaptieren
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Tabelle 3.5: Bestimmung der max. Meshgröße in Anhängigkeit der Permittivität des Mediums.
Medium Permittivität εˆr (20 ◦ C) Brechnungindex n max. Mesh-Grösse
Luft 1− i 0 1 12 mm
Isolierung 1.2− i 3× 10−4 3.3 11 mm
ZrO2 (ϕ = 0.5) 11.1− i 9× 10−3 3.3 3.7 mm
ZrO2 (ϕ = 1.0) 31.6− i 3× 10−2 5.6 2.2 mm
SiC 184− i 147 14.5 0.84 mm
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Abbildung 3.6: Modellgröße: Steigende Anzahl Zellen durch Anpassung der Meshgröße sm an die
mit der Temperatur und dem Grad der Verdichtung steigende Permittivität der
Materialien.
[298, 301]. Die Meshgröße im FDTD-Modell wird durch die Frequenz der Mikrowellenstrahlung
und der Permittivität der Materialien bestimmt. Basierend auf dem Nyquist-Theorem müssen
mindestens zwei Stellen innerhalb einer räumlichen Periode (Wellenlänge) für eine adäquate Be-
rechnung liegen [288, S. 30]. Als Daumenregel gilt für 1D-Strukturen, dass die Meshgröße sm ein
Zehntel der Wellenlänge im Medium λMedium, also des Quotienten aus der Freiluftwellenlänge λ0
und dem Brechungsindex n des Mediums betragen sollte (s. Gleichung 3.26) [285, S. 58] [288, S.
30-31]; bei 2D-Strukturen wird eine Meshzahl von 100 Zellen pro Quadrat-Wellenlänge und bei
3D-Strukturen 1000 Zellen pro Kubik-Wellenlänge gefordert [285].
sm,1D =
λMedium
10
=
λ0
10n
=
λ0
10
√
µrεr
(3.26)
Exemplarisch wird die maximale Meshgröße sm,1D für die verwendeten Materialien in Tabelle 3.5
aufgeführt. Dabei ist allerdings zu berücksichtigen, dass die Permittivität bei steigender Tem-
peratur in den hier beschriebenen Fällen ansteigt. Die Meshgröße wird daher im Verlauf der
Erwärmung reduziert, um der steigenden Permittivität Rechnung zu tragen. Hinzu kommt bei
ZrO2 die Verdichtung des Werkstoffs bei höheren Temperaturen, die ebenfalls einen Permittivi-
tätsanstieg bedingt und ebenfalls bei der Meshgröße berücksichtigt werden muss.
Abbildung 3.6 illustriert für das Modell im Fall E die Zunahme der Zellzahl bedingt durch die
Reduzierung der Meshgröße für ZrO2 mit steigender Temperatur bzw. Verdichtungsgrad. Der
Speicherbedarf des FDTD-Modells steigt von 60 MByte auf etwa 200 MByte RAM (Random
Access Memory). Nach Start der Simulationen wird eine transiente Initialisierungsphase von
50 000 bis 60 000 Iterationen durchlaufen. Anschließend erfolgt die arithmetische Mittelung (En-
veloping) der Feld- und Dissipationsdaten über mindestens 25 000 Iterationen zur Berechnung
des stationären Zustands. Die Initialisierungsphase benötigt je nach Modellgröße ½ bis 2 Stunden,
die Envelope-Phase je nach Modellgröße 4 bis 22 Stunden Rechenzeit 4.
4Quickwave3D wird ohne Multithreading verwendet, d.h. die Berechnung läuft nur auf einem Kern.
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(a) FDTD-Mesh (b) FEM-Mesh
Abbildung 3.7: Vergleich der FDTD/FEM-Vernetzung von Modell D (ZrO2) zu Beginn des Er-
wärmungsvorgangs: (a) Schnitt durch orthogonal vernetztes 3D-FDTD-Modell
des Resonators mit Hohlleiter und Probenraum in Quickwave3D, (b) trigonal-
planar vernetztes 2D FEM-Halbmodell des Probenraums in COMSOL.
3.5.2. Vernetzung bei der thermischen Simulation
Das thermische Model wird mit der Software COMSOL Multiphysics® erstellt. Aufgrund der
Ausnutzung der Rotationssymmetrie ist das Modell auf eine halbseitige, zweidimensionale Abbil-
dung des zylindrischen ZrO2-Objekts reduziert. Die Mesh-Größe wird adaptiv an den Radius des
Objekts angepasst. Die maximale Größe der Elemente beträgt in der Probe immer ein 25tel des
Objektradius R, d.h. sie variiert von etwa 1 mm bis 0.76 mm. Die maximale Meshgröße in der
thermischen Isolierung beträgt 2 mm, in den SiC-Suszeptoren 1 mm. Somit besteht das Modell
bei der Simulation von Fall A und C aus 3148 finiten Elementen, bei Fall B und D aus 9845
Elementen und bei Fall E aus 13600 Elementen. Der Speicherbedarf liegt bei etwa 180 MByte.
Die Rechenzeit beträgt etwa 1 Minute pro 100 K Erwärmung. Abbildung 3.7 zeigt einen Ver-
gleich des vernetzten Modells E für die elektromagnetische Simulation in Quickwave3D® und
die thermische Simulation in COMSOL Multiphysics®.
3.6. Kopplung von elektromagnetischer und thermischer
Simulation
Die multiphysikalische Analyse elektromagnetischer Wärmedissipation zur Berechnung von Tem-
peratur-, Diffusions-, Spannungs- oder Strömungsprofilen ist eine wichtige Grundlage zur Aus-
legung von Mikrowellenprozessen. Die gekopplete elektromagnetische und thermische Berechung
für Mikrowellenerwärmungsprozesse mittels numerischer Methoden geht bereits auf Arbeiten in
den 1990er Jahren zurück [309, 326, 290, 291]. Eine Übersicht über die Anwendungsgebiete sol-
cher Berechnungen bietet [284].
Im Kern besteht die Kopplung aus der Lösung der Maxwell-Gleichungen sowie der Wärmetransport-
Gleichung, wobei der externe, zeitabhängige Quellterm Q˙ext(t) der transienten Wärmebilanz
durch die dissipierte Leistung PV (t) der elektromagnetischen Strahlung definiert wird:
m · cp∂T
∂t
+ Q˙ext(t) = Q˙konv + Q˙cond + Q˙rad . (3.27)
Durch den Temperaturanstieg infolge der Mikrowellendissipation kann sich die Permittivität der
bestrahlten Materialien ändern, was wiederum Einfluss auf die räumliche und zeitliche Ausbrei-
tung sowie die Absorption der elektromagnetischen Welle hat. Zur mathematischen Abbildung
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Abbildung 3.8: Prinzip der multiphysikalischen Kopplung von elektromagnetischer und thermi-
scher Simulationen nach [284]
dieses Vorgangs wird die elektromagnetische und thermische Feldberechnung üblicherweise gekop-
pelt, wie in Abbildung 3.8 schematisch dargestellt. Neben der Berechnung von Temperaturprofi-
len können in Erweiterung z.B. auch Stofftransport und -umwandlung [327, 328], Sintervorgänge
[329], mechanische Belastungen [330] oder Strömungsprofile [331, 332] simuliert werden.
Für die parallele Lösung von elektromagnetischer Energiedissipation und thermischen Wärme-
strömen innerhalb eines numerischen Näherungsverfahrens stellen sich zwei wesentliche Heraus-
forderungen [284]:
 die Zeitskala für thermische Prozesse liegt im Sekunden- bis Minutenbereich, während die
benötigte Zeit für das Erreichen stationärer elektromagnetischer Wechselwirkungen bei
GHz-Wellen hingegen im Nanosekundenbereich liegt.
 Die Berechnung der elektromagnetischen Felder bedarf der Lösung komplexer Vektor-
Differentialgleichungen, während die Wärmebilanzgleichung eine skalare Differentialglei-
chung darstellt.
Für die Kopplung elektromagnetischer und thermischer Simulation innerhalb eines numerischen
Lösungsansatzes kann daher ein Skalierungsfaktor für die Kontrolle der zeitabhängigen Re-
chenschritte eingesetzt werden, so wie in [292] mittels FDTD angewendet, oder alternativ die
Leapfrog-Methode eingesetzt werden [333]. Als Alternative dazu werden oftmals zwei individu-
elle numerische Näherungsverfahren zur Lösung eingesetzt und die Ergebnisse sequentiell von
der Mikrowellensimulation an die thermische Simulation und umgekehrt wie in Abbildung 3.9
schematisch dargestellt übergeben (s. z.B. [309, 334, 335, 336, 302, 330]). Im ersten Schritt wird
für eine Ausgangstemperatur T0 die ortsaufgelöste Wärmedissipation PV (T0) als Funktion der
lokalen Permittivität ε(T0) errechnet. Im nächsten Schritt wird dieses Ergebnis als Initialwert an
die thermische Simulation übergeben. Unter Berücksichtigung der definierten Randbedingungen
und temperaturabhängigen Stoffeigenschaften wird die Erwärmung der Objekte für ein definiertes
Zeitinterval ∆t berechnet, so dass ortsabhängig eine neue Temperaturverteilung Ti = T (t0 + ∆t)
erzielt wird.
Durch Rückgabe der Temperaturinformation Ti an die Mikrowellensimulation wird die lokale
Permittivität ε(Ti) aktualisiert. Mit einer Wiederholung der Mikrowellensimulation wird erneut
die lokale Wärmeabsorption PV (Ti) bestimmt. Dieses bidirektionale, sequentielle Vorgehen wird
solange fortgesetzt, bis die gewünschte Zieltemperatur Tn oder eine vorgegebene Erwärmungszeit
tn erreicht ist [330]. Die Vorteile dieser geschlossenen, sequentiellen Kopplung von elektromagne-
tischer und thermischer Simulation sind:
 eine hohe Genauigkeit der gekoppelten Berechnung von elektromagnetischen und thermi-
schen Vorgängen unter der Voraussetzung hinreichend kleiner Zeitschritte [302],
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Abbildung 3.9: Bidirektionaler, sequentieller Ansatz zur Kopplung von elektromagnetischer und
thermischer Simulation für die Mikrowellenerwärmung.
 eine hohe lokale Auflösung der Mikrowellenerwärmung und damit die Möglichkeit Erwär-
mungsphänomene wie Hotspots [336] oder Thermal Runaways [335, 329, 337],
 die Möglichkeit hybride Heizkonzepte zu simulieren [338].
Durch software-übergreifendes Datenmanagement ist prinzipiell auch ein extern kontrollierter
Ablauf der Simulationsschritte möglich. Allerdings ist ein solches Datenmanagement abhängig
von der jeweiligen Simulationssoftware und den vorhandenen Datenschnittstellen. Die Nachteile
dieses Verfahrens sind:
 eine komplexe Datenübergabe mit Management verschiedener Datenformate,
 eine notwendige Interpolation zwischen Datenpunkten aufgrund unterschiedlichen Mes-
hings bei elektromagnetischer und thermischer Simulation [339],
 eine aufwändige Fehlersuche und Organisation der Berechnung, da sich die Simulation in
eine Vielzahl von Einzelschritten gliedert.
Auch die Einbindung der Wärmestrahlung in die thermische Mikrowellensimulation, die auf-
grund der Nichtlinearität der entstehenden Differentialgleichung, höheren numerischen Aufwand
bedeutet, ist mit oben beschriebener Herangehensweise möglich und wird in einigen Publika-
tionen vorgestellt [340, 341, 65, 342, 338]. Desweiteren wurden bereits Mikrowellenprozesse mit
multiplen Objekten [341, 343, 338], Mehrphasen-Materialien [344] oder Materialien mit veränder-
licher Materialdichte [329, 345] simuliert. Weitgehend unberücksichtigt blieb bislang der Einfluss
der Volumenänderung einer Sinterprobe während des Erwärmungsprozesses.
3.6.1. Methode der seriellen, unidirektionalen Kopplung
In der vorliegenden Arbeit wird ein alternativer Ansatz zur Kopplung von elektromagnetischer
und thermischer Simulation vorgestellt und erprobt. Im Vergleich zum oben beschriebenen Vorge-
hen bei externer Kopplung von elektromagnetischer und thermischer Simulation durch eine peri-
odische Datenübergabe zwischen den Berechnungsmodulen in zeitlicher Reihung, wird hier eine
serielle Vorgehensweise vorgestellt, bei der im ersten Schritt die temperaturabhängige Berech-
nung der Mikrowellenabsorption und im zweiten Schritt die zeitabhängige Temperaturberechnung
erfolgt. Dieses Verfahren wird nachfolgend unidirektionales, serielles Vorgehen genannt und ist
in Abbildung 3.10 schematisch abgebildet. Zunächst wird die gewünschte Temperaturerhöhung
für das zu erwärmende Objekt festgelegt. Anschließend wird das Aufheizprofil in mehrere Tem-
peraturintervalle unterteilt. Die Einteilung der Temperaturintervalle richtet sich sowohl nach
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Abbildung 3.10: Unidirektionale, serielle Kopplung der elektromagnetischen und thermischen Si-
mulation für die Mikrowellenerwärmung.
der Änderung der Permittivität als auch des Volumens des Zielobjekts z.B. infolge der Sinter-
schrumpfung, da die Größenänderung des Zielobjekts Einfluss auf die Mikrowellenabsorption hat
(siehe auch Abbildung 4.9). Für jedes Temperaturintervall wird schließlich die Wärmedissipati-
on PV durch Mikrowellenstrahlung ermittelt. Anschließend wird das Ergebnis als Funktion der
Temperatur PV (T ) formuliert und an die thermische Simulation übergeben.
Im Unterschied zum oben beschriebenen sequentiellen Vorgehen wird das Ergebnis beim seriel-
len Verfahren nicht als Anfangsbedingung an die thermische Simulation übergeben, sondern als
flächen- bzw. volumenbezogene Randbedingung. Randbedingungen haben den Vorteil, dass sie
im Gegensatz zu Anfangsbedingungen als Funktion der Temperatur bzw. Zeit definiert sein kön-
nen. Mit der volumenbezogenen Definition der Wärmedissipation durch Mikrowellenstrahlung
PV (T ) steht eine geeignete Übertragungsgröße zur Verfügung, um den mikrowelleninduzierten
Wärmeeintrag von der elektromagnetischen in die thermische Simulation zu übertragen. Durch
Bezug von PV auf die in den Resonatorquerschnitt eingestrahlte Leistung PA wird die absorbier-
te Leistung normalisiert. Der Term PVPA stellt somit eine skalierbare, volumenbezogene Größe für
die Energieübertragung durch Mikrowellen dar. Die Beschreibung der dissipierten Leistung als
Funktion des Objektvolumens ist ein wesentliches Merkmal der hier vorgestellten Vorgehenswei-
se, weil einerseits eine Vergleichbarkeit mit der analytischen Lösung der Mie-Methode gegeben
ist, andererseits eine Berücksichtigung des Probenvolumens inhärent implementiert ist und ei-
ne Volumenänderung z.B. durch Sinterschrumpfung bei der Mikrowellenerwärmung betrachtet
werden kann. Desweiteren wird der Gesamtwärmeeintrag PV,ges durch Mikrowellen auf Ziel- und
Nebenobjekte verteilt (siehe Abbildung 3.11), um die Erwärmung einzelner Objekte zu ermitteln.
Die Objekte können darüber hinaus in Subvolumina unterteilt werden, um die lokale Auflösung
der Simulation der Mikrowellenerwärmung zu erhöhen und lokal-ausgeprägte Temperaturvertei-
lungen wie z.B. Randzonenerwärmung oder überhitzte Kernbereiche (hot spots) ansatzweise
abzubilden. Je weiter die Aufteilung in Subvolumina erfolgt, desto genauer wird das Ergebnis
der thermischen Simulation ausfallen. Die maximale Auflösung würde erreicht, wenn die kleinste
Informationseinheit genau ein Netzelement darstellt. Es gilt, dass jedes Subvolumen ist homogen,
isotrop und während der Mikrowellensimulation isotherm.
Die zu erzielende Aufheizrampe des Zielobjekts wird von vorneherein festgelegt und durch die
Kopplung von elektromagnetischer und thermischer Simulation abgebildet. Das Erwärmungsver-
halten umgebender Objekte bzw. des umgebenden Ofeninventars (Nebenobjekte) muss ebenfalls
als Funktion der Temperatur simuliert werden. Um die Wärmeverteilung zwischen zu erwärme-
ndem Gut und Umgebung zu berechnen, wird z.B. basierend auf experimentellen Erkenntnissen
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Abbildung 3.11: Schema der Dissipation der Mikrowellenenergie bei der seriellen Kopplung
von Mikrowellen- und thermischer Simulation: Aufteilung der Mikrowellen-
Wärmedissipation nach Hauptobjekten (Proben) und Nebenobjekten (Isolie-
rung, Suszeptoren etc.) sowie in deren Subvolumina.
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oder Vorabberechnungen ein Temperaturprofil für die umgebenden Objekte vorgegeben. Ist die
Permittivität eines oder mehrerer umgebenden Objekte größer als die des Zielobjekts bzw. än-
dert sich die Permittivität der umgebenden Objekte mit steigender Temperatur stärker als die
des Zielobjekts, werden die umgebenden Objekte während der Erwärmung mehr Energieantei-
le absorbieren und somit das eigentliche Zielobjekt vor der Mikrowellenstrahlung abschirmen.
In Folge wird das Zielobjekt weniger Energie aufnehmen und weniger schnell erwärmen. Ro-
ther bezeichnet dieses Verhalten als Erwärmung unter Konkurrenz [29]. Um diesem Verhalten
Rechnung zu tragen, werden Temperaturprofile für alle Objekte definiert.
Die Berechnung eines lokal begrenzten, extrem raschen Temperaturanstiegs (thermal runaway)
ist durch die auf vergleichsweise große Volumen bezogenen Energiedissipation nicht gänzlich
auflösbar. Für die Verteilung der Wärmemenge auf die Volumenelemente werden daher zwei
Varianten untersucht:
 Variante 1 : Eine temperaturabhängige Verteilungsfunktion
∑n
i φi(T ) = 1 definiert den
Anteil φi der dissipierten Wärme φi · PV,ges, der bei einer bestimmten Temperatur auf das
i-te (Teil-)Volumen dVi entfällt. Die Wärmestromverteilung φ folgt weitgehend dem in der
Mikrowellensimulation vorgegebenen Temperaturprofil, da die interne Kopplung nur eine
gedämpfte individuelle Energiedissipation erwarten lässt.5
 Variante 2 : PV,i(T ) wird als individuelle Temperaturfunktion für jedes Volumenelement
dVi aufgestellt. Somit wird eine (begrenzt) freie Erwärmung der Objekte in Abhängigkeit
der eingestrahlten Mikrowellenleistung PMW erreicht, da die Erwärmung der Objekte in
der thermischen Simulation durch die sich tatsächlich einstellende Temperatur gesteuert
wird. Absorbiert ein Objekt durch thermischen Einfluss mehr Energie als in der Mikrowel-
lensimulation vorgesehen, wird die Gesamtmikrowellenleistung PMW entsprechend erhöht.
Variante 1 wird bei Simulationsmodell A bis D für die Verteilung der Wärme innerhalb ei-
nes Objektes genutzt. Variante 2 wird zur Beschreibung der individuellen Erwärmung mehrerer
Objekte wie Probe, Isolierung, Suszeptor etc. verwendet im Fall B und D eingesetzt. Im Simu-
lationszenario E wird Variante 2 für alle Objekte und deren Subvolumina eingesetzt.
3.6.2. Berechnung mit und ohne Sinterschrumpfung
Die Kopplung von elektromagnetischer und thermischer Simulation wird an den bereits beschrie-
benen Szenarien A bis E erprobt. Im Fall A und B ändert sich das Probenvolumen des SiC-
Zylinders nicht, im Fall C bis E wird der ZrO2-Zylinder von 50% Gründichte auf über 99%
theoretische Dichte gesintert. Das Zielobjekt, die keramische Probe, ist jeweils mittig im Mikro-
wellenresonator R2 platziert. Im Fall A und C befindet sich nur die Probe im Resonator, im Fall
B, D und E ist die Probe von einer thermischen Isolierung umgeben, und im Fall E wird die
Probe noch zusätzlich durch scheibenförmige Suszeptoren aus SiC innerhalb der Isolierkammer
geheizt (vgl. Abschnitt 3.3). Die Anzahl der Objekte und deren Unterteilung in Subvolumen ist
in Tabelle 3.6 zusammengefasst.
Die Aufteilung des Zielobjekts (Probe aus SiC oder ZrO2) erfolgt im Fall A-D in die Zonen Innen
und Außen, da die Mikrowellenabsorption je nach dielektrischer Eigenschaft der Keramik vor-
zugsweise im Volumen, sprich im Innern, oder eher am äußeren Rand der Probe stattfindet. Im
Fall A und B wird der Bereich Außen aufgrund der geringen Eindringtiefe der Mikrowellenstrah-
lung bei SiC (<2 mm) auf die Mantelfläche des SiC-Zylinders bezogen. Die Dicke des äußeren
Bereichs geht gegen Null. Die thermische Isolierung in Fall B und D wird nicht unterteilt (s.
Abb. 3.12a). Im Fall E wird die äußere Isolierung in drei Subvolumina unterteilt (oben, Mitte,
5Eine Abweichung der Temperaturprofile kann entstehen, da in der Mikrowellensimulation isotherme Bedingun-
gen in einem Volumenelement angenommen werden, in der thermischen Simulation sich durch die Randbedin-
gungen anisotherme Temperaturprofile einstellen.
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Tabelle 3.6: Aufteilung des Modells in Ziel- und Nebenobjekte sowie Anzahl der Subvolumina
Fall Zielobjekt SV Nebenobjekt 1 Anz. (SV) Nebenobjekt 2 Anz. (SV) Σ
A SiC-Zylinder 2   2
B SiC-Zylinder 2 Isolierung 1  3
C ZrO2-Zylinder 2   2
A ZrO2-Zylinder 2 Isolierung 1  3
A ZrO2-Zylinder 4 Isolierung 2×2 Suszeptoren 2×1 10
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Probe innen
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(a) Aufteilung des Modells in 2 Objekte und 3 Sub-
volumen (Fall B und D).
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(b) Aufteilung des Modells in 4 Objektgruppen
und 10 Subvolumen (Fall E).
Abbildung 3.12: Aufteilung der Modellobjekte in geeignete Teilvolumen zur gekoppelten Berech-
nung der Wärmedissipation durch Mikrowellen für die serielle Kopplung von
EM- und thermischer Simulation.
unten). Hinzu kommt die isolierende Probenauflage und die Suszeptoren ober- und unterhalb der
Probe (s. Abb. 3.12b). Die ZrO2-Probe wird im Fall E in vier Subvolumina unterteilt (innen,
außen, oben, unten), um den Einfluss der Suszeptoren besser aufzulösen. Die Subvolumina wer-
den mit zunehmender Sinterschrumpfung kleiner, wobei das Verhältnis der Volumen zueinander
im Rahmen der Meshgenauigkeit konstant gehalten wird. Auf das Probeninnenvolumen (V1,i)
entfallen 38.5 Vol.%, auf die äußere Hülle (V1,ii) 47.1 Vol.% und auf Boden- und Deckel (V1,iii/iv)
jeweils 7.2 Vol.%. Eine Übersicht über die geometrischen Abmessungen der Einzelobjekte liefert
Tabelle 3.4.
Wie oben bereits beschrieben wird im ersten Schritt die Energieabsorption der Objekte durch
Mikrowellenstrahlung mittels FDTD-Simulation berechnet. Als Führungsgröße dient die Tempe-
ratur des Zielobjekts. Die Temperaturschritte werden gemäß dem Verlauf der Permittivität mit
der Temperatur sowie der Dichteänderung während der Sinterung gewählt. Im Fall des SiC (Fall
A und B) werden äquidistante Temperaturintervalle von 200 K verwendet, bei ZrO2(Fall C bis
E ) werden die Schrittweiten von 100 K und 200 K auf 50 K bis 25 K im Schrumpfungsbereich
der Keramik reduziert (s. Abbildung 3.13). Im zweiten Schritt der gekoppelten seriellen Simula-
tion wird das Ergebnis in Form der absorbierten Leistung als Funktion der Temperatur und des
Probenvolumens an die thermodynamische Simulation mittels FEM übergeben.
3.6.3. PID-Regler für konstante Heizraten
Um eine Vergleichbarkeit der Aufheizvorgänge zu erzielen, wird die oben beschriebene serielle
Methode um eine Temperaturregelung im thermischen Modell erweitert. Dadurch sollen kon-
stante Aufheizraten bis zur gewünschten Zieltemperatur eingehalten werden. Um dieses Ziel zu
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Abbildung 3.13: Einteilung der Temperaturintervalle für die Berechnung der Energieabsorption
der Objekte nach der seriellen, unidirektionalen Kopplung von elektromagneti-
scher und thermodynamischer Simulation.
erreichen, wird ein Regelkreis mit einem Einzel-Input implementiert, um die Erwärmung an
einem bestimmten Punkt zu kontrollieren. Als Regelgröße wird die Temperatur in der Objekt-
mitte gewählt6, die Stellgröße ist die eingespeiste Mikrowellenleistung. Für größere oder multi-
ple Objekte sowie bei Einsatz mehrerer Mikrowellenquellen ist anstelle einer Single-Input eine
Multiple-Input-Multiple-Output (MIMO) Regelung vorteilhaft, um die Energie- oder Tempera-
turlast ideal zu verteilen. Der erfolgreiche Einsatz von MIMO mit Hilfe der Model Predictive
Control (MPC) für die Mikrowellenerwärmung ist in [346] beschrieben. Die MPC benutzt zur
Regelung ein zeit-diskretes dynamisches Modell des zu regelnden Prozesses. Damit kann dieses
Verfahren bessere Voraussagen über das zukünftige Verhalten des Systems bei Änderungen der
Eingangsgrößen treffen. Bei MPC wird eine Regeländerung bereits vor Änderung des Sollwerts
eingeleitet, beim PID-Regler erst danach. Die MPC kann im Vergleich zum PID-Regler besser
mit Regelgrenzen umgehen, Änderungen der Systemparameter tolerieren und mehrere Eingangs-
und Ausgangsgrößen besitzen. [347]
In der vorliegenden Arbeit wird aufgrund zentrischen Objektaufstellung und der Verwendung ei-
ner einzelnen Mikrowellenquelle ein Single-Input PID-Regelkreis realisiert. PID-Regler besitzen
drei Korrektur-Therme zur Reduzierung von Regelabweichungen zwischen Führungs- (Sollwert)
und Regelgröße (Istwert). Diese bestehen aus je einem parallelen Proportional- (P), Integral- (I)
und Differentialglied (D). Die Laplace-transformierte Übertragungsfunktion des idealen, paralle-
len PID-Reglers lautet [348]:
L
(
U
E
(t)
)
=
U
E
(s) = KP +KI
1
s
+KD · s (3.28)
mit der Verstärkung KP des Proportional-, der Verstärkung KI des Integral- und dem Differen-
zierbeiwert KD des Differentialglieds. Gleichung 3.28 wird auch in der Form
U
E
(s) = KP
(
1 +
1
TN · s + TV · s
)
(3.29)
angewendet, mit der der integralen Zeitkonstante TN (Nachstellzeit) und der differentiellen Zeit-
konstante TV (Vorhaltzeit). Die Funktionalität der einzelnen Glieder des PID-Reglers lässt sich
wie folgt zusammenfassen [348]:
 Das Proportionalglied sorgt übergreifend für einen Regeleingriff proportional zur Regel-
abweichung. Je höher die Regelabweichung, desto stärker ist die Wirkung des Proportio-
nalglieds. Nähert sich der Istwert dem Sollwert an, geht die Korrektur gegen Null.
 Das Integralglied reduziert den stationären Fehler durch eine niederfrequente Kompensa-
tion mittels Integration (stetiges Aufsummieren) der Regelabweichung. Besteht die Rege-
6Die Temperatur in der Objektmitte steht bei realen Hochtemperatur-Systemen nicht immer als Regelgröße zur
Verfügung, da oft geeignete Temperatursensoren fehlen, um die Temperatur dort zu erfassen.
61
Mathematische und experimentelle Methoden
w(t)
Führungs-
größe
Σ KI ·
´ t
e(τ)dτ
KP · e(t)
KD · de(t)dt
Σ Regelstrecke y(t)
Regel-
größe
+ e(t)
+
+
+
u(t)
−
Abbildung 3.14: Blockschaltbild des Regelkreises zur Temperaturregelung in der thermischen
Simulation
labweichung über einen längeren Zeitraum, wird der Einfluss des Integralglieds verstärkt
(rückblickende Korrektur).
 Das Differentialglied verbessert das Zeitverhalten durch eine hochfrequente Kompensation
mittels zeitlicher Ableitung der Regelgröße. Steigt die Geschwindigkeit der Regelabwei-
chung, wird die Wirkung des Differentialglieds erhöht (vorausschauender Eingriff).
Die Wirkung der einzelnen Glieder wird addiert. Für ein optimales Regelverhalten, müssen die
Koeffizienten KP, KI und KD für jede Regelstrecke individuell angepasst werden. Abbildung 3.14
illustriert schematisch den Aufbau des PID-Regelkreises.
Im hier behandelten System ist die Regelgröße y(t) des Regelkreises die Temperatur T1(t) in der
Probenmitte. Alternativ könnte auch die Oberflächentemperatur gewählt werden, die im realen
Experiment als Regelgröße leichter zur Verfügung stünde. Als Führungsgröße w(t) wird das vor-
gegebene Heizprofil eingesetzt. Die Differenz aus w(t) und y(t) führt zur Regelabweiching e(t),
die einen Eingriff des Reglers erforderlich macht. Als Regelgröße u(t) greift der Regler auf die Mi-
krowellenleistung PMW(t) zurück, um die Temperatur der Probe T1(t) dem Sollwert TSoll(t), der
durch das vorgegebene Heizprofil definiert wird, anzunähern, so dass e(t) = [T1(t)− TSoll(t)]→ 0.
Die abgegebene Leistung unterliegt dabei der Bedingung PMW > 0. Mathematisch erfolgt die
Einbindung des PID-Reglers in das Modell in differentieller Schreibweise wie folgt
PMW(t) = KP · e(t) +KI ·
tˆ
0
e(τ)dτ +KD
d
dt
e(t) (3.30)
Die Bestimmung der ReglerparameterKP,KI undKD orientiert sich an der heuristischen Metho-
de von Ziegler und Nichols [349], indem eine Sprungantwort der Regelstrecke ohne Reglerein-
griff berechnet und die Zeitkonstanten nach dem Wendetangentenverfahren ausgewertet werden.
Dabei wird die Regelstrecke als ein Übertragungsglied erster Ordnung mit Totzeit betrachtet.
Der Regelstrecke wird zum Zeitpunkt t0 ein Sprung der Regelgröße u aufgeprägt. Aus der Sprun-
gantwort der Regelstrecke wird anschließend die statische Verstärkung KS, die Zeitkonstante Tg
sowie die Totzeit Tt abgeleitet [350]. Abbildung 3.15 veranschaulicht das Verfahren.
Die Reglerparameter werden gemäß den heuristischen Regeln von Ziegler und Nichols [349]
gemäß Gleichung 3.31 aus den ermittelten KennwertenKs, Tg und Tt der Sprungantwort ermittelt
und bei Bedarf manuell angepasst. Anhaltspunkte für die manuelle Anpassung der Reglerpara-
meter gibt Tabelle 3.7.
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Abbildung 3.15: Bestimmung der Zeitkonstanten Tg und Totzeit Tt nach dem Wendetangenten-
verfahren.
Tabelle 3.7: Einfluss der Reglerparameter auf das PID-Regelverhalten nach [348].
Parameter Anstiegs- Über- Einschwing- bleibende Stabilität
zeit schwingen zeit Regelab-
weichung
KP hoch nimmt ab steigt an steigt leicht an nimmt ab nimmt ab
KI hoch nimmt leicht ab steigt an steigt an nimmt ab nimmt ab
KD hoch nimmt leicht ab nimmt ab nimmt ab kaum Einfluss steigt an
KP =
1.2Tg
Ks · Tt
KD =
KP
TN
=
0.5KP
Tt
(3.31)
KI = KP · TV = 0.5KP · Tt
Die beschriebene Reglerauslegung basiert auf empirischen Regeln, die je nach Systemverhalten
zum gewünschten stabilen oder auch zu einem instabilen Regelverhalten führen kann. Der Sta-
bilitätsrand kann z.B. durch Erhöhren des P-Glieds bis zum Erreichen einer Dauerschwingung
erreicht werden. Aus der kritischen Regelverstärkung KR,krit und der Periodendauer Tkrit kann
eine Regelparameterauslegung erfolgen. Die Stabilität eines Reglers kann außerdem mit dem
Nyquist-Kriterium untersucht werden [351]. Alternative Auslegungsregeln für die Regelparame-
ter bieten je nach Anwendungsfall Vorteile wie höhere Stabilität, geringeres Überschwingen oder
kürzere Ausregelzeit und sind z.B. in [352, 353, 354, 355] beschrieben.
Durch Einhaltung einer konstanten Aufheizrate und Erreichen einer einheitlichen Zieltempera-
tur bei allen Simulationen wird die Vergleichbarkeit der oben vorgestellten Simulationsfälle hin-
sichtlich ihres thermischen Profils und des Leistungsbedarfs gewährleistet. Sie ist ein wichtiges
Charakteristikum bei der hier vorgestellten Kopplung von elektromagnetischer und thermischer
Simulation.
3.7. Materialeigenschaften
Nach der Vorstellung des methodischen Vorgehens in dieser Arbeit werden in den folgenden Ab-
schnitten die Materialeigenschaften der verwendeten Materialien, die für die Simulation relevant
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sind, beschrieben. Dazu gehören Permittivität, thermophysikalische Eigenschaften wie Wärme-
leitfähigkeit, Wärmeausdehnung, Wärmekapazität und Emissivität sowie mechanische Eigen-
schaften wie Elastizitätsmodul, Biegefestigkeit und die Porosität bzw. Materialdichte als Kenn-
zeichen für den Verdichtungsprozess während des Sinterns. Nachfolgend werden alle Materialien
grundsätzlich als isotrop, linear und homogen betrachtet. Die Stoffeigenschaften können daher
auf Funktionen der Temperatur und der Dichte bzw. Porosität sowie der Frequenz reduziert
werden.
3.7.1. Temperaturabhängige Stoffeigenschaften
Permittivität Die nachfolgenden dielektrischen Eigenschaften und ihre Temperaturabhängig-
keit der in den Modellen eingesetzten Materialien beziehen sich, soweit nicht anders angegeben,
auf die Mikrowellenfrequenz f =2.45 GHz.
SiC und ZrO2 In einer Vergleichsstudie von Batt et al. [264] wurde die temperaturabhängige
Permittivität der keramischen Werkstoffe SiC, tetragonales ZrO2 und α-Al2O3 untersucht. Die
Autoren haben Proben der genannten Materialien an verschiedenen Instituten vermessen las-
sen und anschließend die Ergebnisse verglichen. Dabei zeichnen sich teils große Abweichungen
zwischen den Messungen ab, insbesondere bei hohen dielektrischen Verlusten und Temperatu-
ren über 1000 °C. Dies zeigt die Schwierigkeit, exakte Messwerte zur Temperaturabhängigkeit
der Permittivität zu erhalten. Da den Messungen kein Referenzwert gegenüber steht, wird nach-
folgend der Mittelwert aus den Messreihen gebildet. Die Messdaten wurden grafisch aus den
Diagrammen mittels der Software JMicroVision in Version 1.2.7 [356] und g3data in Vers.
1.5.4 [357] extrahiert.
In der genannten Studie von Batt et al. [264] wurde ein n-Typ SiC mit hoher Permittivität
untersucht. In Abb. 3.16a sind die Mittelwerte und die Standardabweichungen für ε′r und ε′′r
aus den vier Messungen aufgetragen. Das verwendete SiC weist eine sehr hohe Permittivität auf.
Der Imaginärteil der Permittivität steigt bis 1500 °C um etwa das Fünffache an. Beim Vergleich
der Messungen fallen auch die hohen Abweichungen bei ε′r und ε′′r auf. Die Autoren stellen bei
Materialien mit hohen dielektrischen Verlustwinkeln tan δ generell größere Fehler im Vergleich
zu solchen mit geringen Verlustwinkeln fest. Aufgrund der Halbleitereigenschaft von SiC variiert
die Permittivität in Abhängigkeit von Reinheit, Dotierung, Korngröße und Herstellungsprozess.
In der Literatur variieren die Werte für SiC daher von Quelle zu Quelle, z.B. ε′r ' 20 und ε′′r ' 17
in [358], ε′r ' 60 und ε′′r ' 35 in [279] oder ε′r = 90 und ε′′r = 80 in [74]. Die Werte gelten jeweils
für Raumtemperatur und 2.45 GHz. Eine Validierung der Daten in [264] mit anderen Quellen ist
schwierig, da nicht davon ausgegangen werden kann, dass dieselbe SiC-Qualität betrachtet wird.
Die Frequenzabhängigkeit der Permittivität von technischem, polykristallinen α-SiC weist nach
[358] Debye-Verhalten auf. In [16] wird dagegen Lorentz-Verhalten für α-SiC beschrieben (vgl. S.
143). In der vorliegenden Arbeit wird das Temperaturverhalten von ε′r und ε′′r in Abb. 3.16a mit
einem Potenzansatz der Form a·xb+c gefittet. Eine tabellarische Übersicht über die Permittivität
sowie der weiteren verwendeten Materialien ist in Anhang C zu finden.
Abb. 3.16b zeigt die Permittivität von tetragonal stabilisiertem ZrO2 bei 2.45 GHz von Raum-
temperatur bis 1200 °C, die aus derselben Quelle [264] stammt wie für das oben beschriebene
SiC. Wiederum wird aus Einzelmessungen das arithmetische Mittel gebildet und der Verlauf
bis 1500 °C extrapoliert. Der Verlauf zeigt einen exponentiellen Anstieg sowohl des Real- wie
des Imaginärteils der Permittivität mit der Temperatur. Der Imaginärteil vergrößert sich von
Raumtemperatur bis 1200 °C über fünf Größenordnungen hinweg, d.h. ZrO2 wandelt sich mit
zunehmender Temperatur von einem schwachen zu einem guten Mikrowellenabsorber [74]. Eine
umfangreiche Untersuchung zur Permittivität von stabilisiertem ZrO2 und verschiedener Ein-
flüsse wie der Yttria-Konzentration, Korngröße, Porosität, Perkolation oder Temperatur auf die
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Abbildung 3.16: Temperaturverlauf der Permittivität von SiC und tetragonal stabilisiertem ZrO2
bei 2.45 GHz nach [264] durch Bildung des arithmetischen Mittels aus vier
unabhängigen Messkurven.
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Abbildung 3.17: Einfluss von Temperatur- und Frequenz auf die Permittivität von Yttria-
stabilisiertem ZrO2. Diagramm erstellt mit Hilfe folgender Quellen: (1) 8Y-ZrO2
[359], (2) 8Y-ZrO2 [279, S. 119], (3) 3Y-ZrO2 [264] und (4) 8Y-ZrO2 [360].
elektrische Leitfähigkeit bzw. Permittivität von mono- und polykristallinen ZrO2-Morphologien
bis 107 Hz mittels Impedanzspektroskopie wird in [359] beschrieben, wonach der Realteil der Per-
mittivität von tetragonal (3Y-ZrO2) im Vergleich zu kubisch stabilisiertem 8Y-ZrO2 bei hohen
Frequenzen etwa 10% größer ist. In Anbetracht von teils mehr als 10% Abweichungen zwischen
den Messungen an tetragonal stabilisiertem ZrO2 in [264] wird der Unterschied in der Permittivi-
tät von tetragonal und kubisch-stabilisiertem ZrO2 in der folgenden Betrachtung vernachlässigt
und die aus [264] ermittelte Permittivitäts-Temperaturkurve von 3Y-ZrO2 aufgrund der passen-
den Messfrequenz von 2.45 GHz und des weiten Temperaturbereichs bis 1200 °C stellvertretend
für 8Y-ZrO2 verwendet. Eine grafische Einordnung der gewählten Werte in Frequenz und Tem-
peratur liefert Abbildung 3.17 (blaue Linie, Rautensymbol).
Zur mathematischen Beschreibung des Dispersionsverhaltens von ZrO2 ist das Debye-Modell
nicht uneingeschränkt anwendbar; das Frequenzverhalten lässt sich nach [361] und [359, S. 306ff.]
z.B. mit dem universellen Relaxationsgesetz nach Jonscher (vgl. Seite 147) wiedergeben. Die
mathematische Erfassung des Temperatureinflusses auf die Permittivität von ZrO2 ist weder
über Arrhenius- noch Eyring-Ansatz möglich [359, S. 307]. In der vorliegenden Arbeit wird eine
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Abbildung 3.18: Temperaturabhängige Permittivität von Al2O3 gemittelt aus vier unabhängigen
Messungen nach [264] und Alumosilikat-Fasermaterial KVS400 nach [365].
Exponentialfunktion der Form a · bx+c zum Anfitten der temperaturabhängigen Permittivität
verwendet.
Al2O3 und Alumosilikat Einen qualitativ ähnlichen Temperaturverlauf wie ZrO2 weist auch
α-Al2O3 (Reinheit 96%) in Abb. 3.18a auf. Sowohl Real- als auch Imaginärteil der Permittivität
steigen exponentiell mit der Temperatur an (s. Abbildung 3.18). Von Raumtemperatur bis 1200
°C steigt der Imaginärteil um etwa das Zehnfache auf ε′′r,Al2O3 = 0.5 an. Ein qualitativ ähnlicher
Verlauf ist in [279, S. 5] für 8.5 GHz dokumentiert, wobei ε′′r (8.5 GHz) etwas unter den Werten bei
2.45 GHz liegt. Die dielektrische Konstante von Al2O3 variiert nur wenig mit der Frequenz und
die Dispersion kann durch das universelle Relaxationsgesetz nach Jonscher beschrieben werden
[362]. Die statische Konstante εs beträgt für polykristallines Al2O3 etwa 11.5 [363]; ε′r verläuft
vom MHz- bis in den THz-Bereich relativ konstant bei ε′r ' 9.2 bei Raumtemperatur und bricht
erst im Infrarotbereich bei etwa 10 THz in drei eng beieinander liegende Resonanzen auf [364].
Im Vergleich zu ZrO2 ist Al2O3 durch geringere dielektrische Verluste gekennzeichnet.
Als weiteres oxidisches Material wird im Modell eine Faserisolierung aus Alumosilikatfasern
eingesetzt. Temperaturabhängige Messwerte für die Permittivität des Materials KVS400 (Rath
GmbH) stammen aus [365] und sind in Abb. 3.18b abgebildet. Die dielektrischen Verluste bewe-
gen sich auf insgesamt niedrigem Niveau und zeigen einen leichten Anstieg zu höheren Tempera-
turen hin. Vergleichbare Permittivitätswerte für Alumosilikatfaserisolierung finden sich in [366,
S. 102].
Wasser Die frequenzabhängige Permittivität von Wasser ist vergleichsweise gut untersucht
[367, 248, 249] und bietet sich daher als Referenz an. In [251] wird die Permittivität von Wasser
mit einem Mehrfach-Debye-Modell auf Basis einer umfangreichen Datensammlung aus Litera-
turquellen gefittet und eine Interpolationsfunktion für den Frequenzbereich 0-25 THz sowie den
Temperaturbereich 0-100 °C bei Normaldruck ermittelt. Identifiziert wurden drei Relaxationsfre-
quenzen im Mikrowellenbereich (GHz) sowie zwei Resonanzfrequenzen im Fern-Infrarotbereich
(THz). Basierend auf der in [251] erstellten Interpolationsfunktion wurde die Permittivität von
Wasser bei den drei ISM-Frequenzen 915 MHz, 2.45 GHz und 5.8 GHz exemplarisch berechnet.
Der Verlauf als Funktion der Temperatur von 0 bis 100 °C ist in Abbildung 3.19 dargestellt.
Im Gegensatz zu den oben vorgestellten keramischen Materialien sinkt die Permittivität von
Wasser mit steigender Temperatur bei 915 MHz und 2.45 GHz. Bei 5.8 GHz durchläuft ε′r ein
Maximum bei 20-25 °C und fällt dann ebenfalls zu höheren Temperaturen hin ab. Mit steigender
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Abbildung 3.19: Permittivität von Wasser bei den ISM-Frequenzen 915 MHz, 2.45 und 5.8 GHz.
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Abbildung 3.20: Zunahme der theoretischen Dichte als Funktion der Temperatur während der
Sinterung von 8YSZ. Quellen: 1) [378] und 2) [379]. Rote Linie: gewählter Verlauf
für die Simulation.
Mikrowellenfrequenz steigt der Imaginärteil, während der Realteil der Permittivität mit zuneh-
mender Frequenz abnimmt. Bei Temperaturen oberhalb von 50 °C nähern sich die Kurvenverläufe
für die drei Frequenzen an.
Thermophysikalische Eigenschaften Temperaturabhängige Werte für die Wärmeleitfähigkeit
k und die Wärmekapazität cp der in den Simulationen verwendeten Materialien SiC, ZrO2 und
KVS400 finden sich im Anhang. Die Werte für ZrO2 stammen aus [368] und [369], die Werte für
SiC wurden aus [370] und [371] entnommen. Zwischenwerte werden interpoliert.
Für die Berechnung der Wärmeübertragung durch Strahlung wird außerdem der hemisphärische
Emissionsgrad  benötigt. Gemäß [318, S. 747] und [372] liegt der Wert für SiC bei  = 0.8 bis
0.9 und unterliegt nur einem geringen Temperatureinfluss, weshalb vereinfachend ein konstanter
Emissionsgrad  = 0.85 angenommen wird. Für ZrO2 sind divergierende Daten für den Tempe-
raturbereich bis 1500 °C veröffentlicht. Die Werte streuen uneinheitlich zwischen  = 0.4 und
0.8 [373, 374, 375, 376]. Für die vorliegende Arbeit wird der Empfehlung in [377] folgend ein
über den Temperaturbereich konstanter, mittlerer hemisphärischer Emissionswert von  = 0.6
angenommen.
Sinterschrumpfung und Wärmeausdehnung Ausgehend von einem vorverdichteten Grünzu-
stand mit 50% theoretischer Dichte wird im zu berechnenden Fall die ZrO2-Probe während der
Sinterung schrumpfen. Typische Sinterverläufe für die theoretische Dichte als Funktion der Tem-
peratur finden sich für ZrO2 (8YSZ) z.B. in [378] und [379] und sind in Abbildung 3.20 grafisch
dargestellt. Für die Simulation wird der Verlauf aus [378] aufgrund der Heizrate gewählt.
Die Dichte % des vollständig verdichteten ZrO2 (8YSZ) beträgt bei Normalbedingungen 5.7
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Abbildung 3.21: Vereinfachter Verlauf von E-Modul, Poisson-Zahl und Biegefestigkeit von ge-
pressten YSZ-Proben als Funktion der Temperatur nach [382] und [383].
g/cm³, die von SiC beträgt 2.85 g/cm³. Die Faserisolierung KVS 400 besitzt eine Dichte von
0.128 g/cm³. Der Wärmeausdehnungskoeffizient αWAK beträgt für ZrO2 11Ö10-6 K-1sowie für
SiC 4Ö10-6 K-1. Aufgrund der vergleichsweise geringen Wärmeausdehnung und der damit ver-
bundenen geringen Größenänderung der SiC- und ZrO2-Objekte wird in den Simulationen die
thermische Volumenzunahme der Materialien vernachlässigt.
Mechanische Eigenschaften Um die Wärmespannung in den keramischen Objekten abzuschät-
zen, kann der Thermoschockparameter Rs (in K) nach Hasselmann [380] verwendet werden.
Er beschreibt das Verhältnis der Energie für Rissinitiierung und -ausbreitung und kann mit der
maximalen tolerierbaren Temperatur ∆Tkrit im Bauteil gleichgesetzt werden. Keramiken können
Druckspannungen gut aufnehmen, sind aber empfindlich bei Zugspannungen. Deshalb wird als
Maximalbelastung die Zugspannung an der Oberfläche für einen Vollzylinder mit der Durch-
schnittstemperatur Ta und der Oberflächentemperatur Ts an der Stirnfläche nach [381, S. 819]
berechnet und in Relation zum Thermoschockparameter Rs gesetzt:
Rs = ∆Tkrit = Ta − Ts = σkrit · 1− ν
E · αWAK . (3.32)
In Gleichung 3.32 geht der lineare thermische Ausdehnungskoeffizient αWAK ebenso ein wie die
kritische Biegefestigkeit σkrit, der Elastizitätsmodul E sowie die Poisson- oder Querkontraktions-
zahl ν . Letztere sind Funktionen der Temperatur T als auch der Porosität ϕ. Für die Tempe-
raturabhängigkeit der genannten Größen finden sich für stabilisiertes ZrO2 Messwerte in [382]
und [383], aus denen vereinfachte Temperaturverläufe abgeleitet und in dieser Arbeit angewendet
werden (s. Abbildung 3.21). Der Einfluss der Porosität auf die mechanischen Eigenschaften von
ZrO2 wird im nachfolgenden Abschnitt 3.7.2 diskutiert.
Der Thermoschockparameter Rs beschreibt die maximale Temperaturdifferenz, die ein Objekt
rissfrei aufnehmen kann. Für die Rissfreiheit des Objekts gilt somit die Forderung
∆Tmax < Rs (3.33)
Unberücksichtigt bleibt in Gleichung 3.32 der Einfluss der Wärmeleitfähigkeit des Materials.
Materialien mit einer großen Wärmeleitfähigkeit sind weniger anfällig für Thermoschock. Ent-
sprechende Erweiterungen des Thermoschockparameters werden z.B. in [384] beschrieben. In der
vorliegenden Arbeit wird für eine erste Einschätzung der thermischen Spannungen der verein-
fachte Parameter Rs gemäß Gleichung 3.32 angewendet.
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3.7.2. Porositätsabhängige Eigenschaften
Nachfolgend werden die Stoffwerte behandelt, die neben dem Einfluss durch den Temperaturan-
stieg auch dem Einfluss durch die Porositätsabnahme während der Sinterung unterliegen. Ausge-
nommen vom Porositätseinfluss ist die massenbezogene Wärmekapazität cp der Materialien. An
ihrer statt verändert sich die volumenbezogene Wärmespeicherung infolge der Dichtezunahme
der Probe.
Wärmeleitfähigkeit Die Wärmeleitfähigkeit eines porösen Mediums kann nach Maxwell [10]
über eine Mischungsregel aus den Anteilen der kontinuierlichen und dispersen Phase wie folgt
berechnet werden,
kmix
kp
=
[1 + 2δ − 2ϕ(δ − 1)]
[1 + 2δ + ϕ(δ − 1)] (3.34)
wobei ϕ dem Volumenanteil der Einschlüsse entspricht (hier Luft; ϕ ist somit gleichzusetzen mit
der Porosität); kp entspricht der Phononenleitfähigkeit der kontinuierlichen Phase und δ dem
Verhältnis der Wärmeleitfähigkeit des kontinuierlichen Mediums zu der des eingeschlossenen,
dispersen Mediums: δ = kkontkdisp . Für den Fall δ →∞ vereinfacht sich Gleichung 3.34 zu
kporo¨s
kdicht
= 1− 3
2
ϕ (3.35)
Für den zu betrachtenden Fall einer Sinterung von poröser ZrO2-Keramik kann diese Annahme
geltend gemacht werden, da die Wärmeleitfähigkeit der eingeschlossenen Luft z.B. bei T =
1000 °C etwa k = 0.08 W/m·K beträgt und somit etwa 25mal kleiner ist als die von ZrO2 (k =
2 W/m·K) [368].
Mechanische Eigenschaften Der Einfluss der Porosität auf die mechanischen Eigenschaften
keramischer Materialien ist Gegenstand zahlreicher Veröffentlichungen, u.a. [385, 386, 387, 388,
389, 390], in denen nicht-lineare, empirische und mechanische Modelle beschrieben werden, die
den Einfluss der Porosität abbilden sollen. In diesen Modellen werden vorwiegend die relativen,
mechanischen Kenngrößen die Erel = EE0 , Grel =
G
G0
oder νrel = νν0 als Funktion der Porosität
ϕ beschrieben. Pabst et al. [391] vergleichen diese Ansätze und kommen zu dem Schluss, dass
sich der Einfluss der Porosität auf den Elastizitätsmodul E physikalisch sinnvoll durch folgenden
nicht-linearen Ansatz beschreiben lässt,
Erel = (1− ϕ)(1− ϕ
ϕkrit
) (3.36)
worin E0 der Elastizitätsmodul des dichten Mediums als Funktion der Temperatur und ϕkrit
die kritische Porosität des Materials ist. Die kritische Porosität ist bestimmt durch den Verlust
der Integrität eines porösen Körpers und durch das Abfallen des Elastizitätsmoduls auf Null.
Aus experimentellen Daten haben Pabst et al. [391] für verschiedene keramische Materialien,
darunter auch ZrO2, eine kritische Porosität ϕkrit = 0.684 ermittelt und die Gültigkeit des
Ansatzes für Materialien mit einem intrinsischen E-Modul [E] = 2 und einer Poisson-Zahl im
Bereich ν = 0.2 . . . 0.33 nachgewiesen. Die Poisson-Zahl ν ist ebenfalls abhängig von der Porosität
ϕ. Hier wird eine lineare, sogenannte DeweyMackenzie-Relation [392, 391] gemäß der Gleichung
νrel = 1 +
3(1− ν20)(1− 5ν0)
2ν0(7− 5ν0) · ϕ (3.37)
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Abbildung 3.22: Einfluss der Porosität auf die mechanischen Kennwerte von ZrO2.
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Abbildung 3.23: Abhängigkeit der effektiven Permittivität von der Porosität
angewendet, mit ν0 als Poisson-Zahl der vollständig dichten Keramik. Abbildung 3.22 illustriert
die nach Gleichung 3.36 und Gleichung 3.37 berechneten Verläufe von Elastizitätsmodul und
Poisson-Zahl als Funktion der Porosität.
Die Biegefestigkeit von porösem ZrO2 wird aus Literaturdaten abgeleitet. Adams et al. [383]
haben die Biegefestigkeit von gepressten YSZ-Proben mit Porosität im Bereich ϕ = 0.01 . . . 0.08
mittels 4-Punkt-Biegeversuch bestimmt. Um den Einfluss der Porosität in die Berechnung der
Thermospannungen einfließen zu lassen, wurden für T < 800 °C Biegefestigkeitswerte für poröses
ZrO2 und für T > 800 °C Werte für dichtes ZrO2, wie in Abb. 3.21b dargestellt, ausgewählt. Mit
den gewonnenen mechanischen Kennwerten von ZrO2 kann eine grundsätzliche Abschätzung zu
den Thermoschockbedingungen bei der Mikrowellenerwärmung getroffen werden.
3.7.3. Effektive Permittivität
Die Porosität ϕ hat ebenfalls Einfluss auf die effektive Permittivität εeff eines Mediums. Ein porö-
ser, keramischer Werkstoff kann vereinfacht als zwei Komponentensystem bestehend aus Feststoff
als erste und umgebender Atmosphäre als zweite Komponente betrachtet werden. Bei einer Po-
rosität ϕ → 1 nähert sich εeff der Permittivität εe des umgebenden Mediums, mit steigender
Verdichtung ϕ→ 0 nähert sich εeff der des dichten Mediums εi an. Ursache für die Verdichtung
keramischer Pulver ist, dass die Pulverpartikel durch Stofftransportvorgänge an den Korngrenzen
Materialbrücken ausbilden, freie Oberfläche abbauen und somit den Volumenanteil des kerami-
schen Mediums entsprechend erhöhen (s. Abbildung 3.23). Da die Gesamtmasse des Sinterobjekts
erhalten bleibt, muss folglich die Dichte zunehmen. Die sinkende Porosität beeinflusst auch das
Eindringverhalten der elektromagnetischen Welle. Die effektive Medien-Theorie versucht das ma-
kroskopische Verhalten von Composite-Werkstoffen als Funktion der Zusammensetzung in Form
von Mischungsregeln zu beschreiben.
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Für die mathematische Beschreibung der Permittivität von dispersen Medien werden volumenbe-
zogene Mischungsregeln eingesetzt, wobei die kontinuierliche Phase das umgebende Medium, z.B.
Luft, und die disperse Phase den homogen verteilten, kugelförmigen Feststoff, z.B. die Keramik-
partikel, darstellt. Gebräuchliche, nichtlineare Mischungsregeln sind die Maxwell-Garnett-Regel,
dargestellt in Gleichung 3.38 [393], die Bruggeman-Gleichung [394] (auch als Polder-van-Santen-
Gleichung bezeichnet) in Gleichung 3.39 oder die als Coherent-Potential-Approximation bezeich-
nete Gleichung in Gleichung 3.40 [395, S. 475]:
εˆeff − εˆe
εˆeff + 2εˆe
= φ
εˆi − εˆe
εˆi + 2εˆe
Maxwell-Garnett (3.38)
(1− φ) εˆe − εˆeff
εˆe + εˆeff
+ φ
εˆi − εˆeff
εˆi + εˆeff
= 0 Bruggeman (3.39)
εˆeff = εe + ϕ(εˆi − εˆe) 3εˆeff
3εˆeff + (1− ϕ)(εˆi − εˆe) Coherent-Potential (3.40)
In den beschriebenen Gleichungen steht φ für den Volumenanteil der dispersen Phase am Ge-
samtvolumen. Für die Porosität gilt ϕ = 1 − φ. Die obigen Mischungsregeln gelten jeweils für
zweiphasige Systeme mit kugelförmigen, konstant großen Partikeln. Berechnungsansätze für El-
lipsoide und weitere Geometrien sowie inhomogene Verteilungen werden in [396, 397, 398] disku-
tiert. In [399] wird darüberhinaus das Maßschneidern dielektrischer Eigenschaften durch gezielt
eingestellte Porositätsstrukturen behandelt. In der vorliegenden Arbeit wird die verallgemeiner-
te Mischungsregel nach Sihvola [400] angewandt, die die oben aufgeführten Mischungsregeln
vereint und an realen Modellsystemen validiert wurde [401]:
εˆeff − εˆe
εˆeff + εˆe + υ (εˆeff − εˆe) = φ
εˆi − εˆe
εˆi + εˆe + υ (εˆeff − εˆe) . (3.41)
In Gleichung 3.41 wird der dimensionslose Parameter υ eingeführt. Durch entsprechende Wahl
von υ können die oben genannten Mischungsregeln aus der verallgemeinerten Mischungsregel
nach [400] abgeleitet bzw. angenähert werden. Für υ = 1 ergibt sich aus Gleichung 3.41 die
Bruggeman-Gleichung (Gleichung 3.38). Für υ = 0 nähert sich das Ergebnis dem der Maxwell-
Garnett Gleichung an (Gleichung 3.39) sowie für υ = 2 dem der Coherent-Potential Theorie
(Gleichung 3.40) [401]. Der Parameter υ erlaubt, die Mischungsregel in einem weiten Gebiet
an das tatsächliche Materialverhalten anzupassen. Zur Bestimmung des nicht direkt messbaren
Parameters υ sind experimentelle Daten zur Bestimmung notwendig, entweder durch Messung der
Permittivität ε der porösen und dichten Materialien oder durch Mikrowellen-Aufheizversuche, wie
nachfolgend erläutert wird. Zur Berechnung der effektiven Permittivität wird die Gleichung 3.41
nach εeff umgeformt, so dass sich folgende quadratische Gleichung ergibt:
εˆ2eff +
1
υ
εˆeff (C1εˆe + C2εˆi) +
1
υ
(
C3εˆeεˆi + C4εˆ
2
e
)
= 0 mit (3.42)
C1 = 1− 2υ + φ (1 + υ)
C2 = 1− φ (1 + υ)
C3 = −1− φ (1− υ)
C4 = υ − 1 + φ (1− υ)
Die Lösung der quadratischen Gleichung lautet:
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εˆeff1,2 = −
C1εˆe + C2εˆi
2υ
±
√(
C1εˆe + C2εˆi
2υ
)2
− C3εˆeεˆi + C4εˆ
2
e
υ
. (3.43)
Da dielektrische Materialien in der Regel Permittivitäten ε > 0 haben, ist somit die Lösung 1 in
Gleichung 3.43 gültig.
Vorstellung einer Methode zur Bestimmung von υ aus Mikrowellenaufheizversuchen Um
den Parameter υ experimentell zu bestimmen, wird ein Näherungsverfahren gewählt, um υ an
reale Daten zu fitten. Dies kann wie in [401] beschrieben über Permittivitätsmessungen an Kom-
positmaterialien mit variabler Zusammensetzung erfolgen. In der vorliegenden Arbeit wird ein
Verfahren vorgeschlagen, das diese Anpassung durch vergleichende Mikrowellen-Aufheizversuche
an porösen und vollständig dichten Materialien ermöglicht. Die bei der Mikrowellenerwärmung ei-
ner Probe absorbierte Leistung pro Volumen PV,abs steht in Relation zu der in einem bestimmten
Zeitintervall ∆t erzielten Temperaturerhöhung ∆T . Können Wärmeverluste durch Konvektion,
Wärmeleitung oder -strahlung vernachlässigt werden, was für geringe Temperaturanstiege bis ca.
100 °C eine hinreichende Abschätzung ist, folgt daraus folgende Wärmebilanz:
PV,abs =
m
V
· cp∆T
∆t
(W/m3) . (3.44)
Gemäß Tabelle 2.1 ist die absorbierte Mikrowellen-Leistung PV,abs für dielektrische Materialien
proportional ist zu ε′′r . Für eine vergleichende Untersuchung des Mikrowellenaufheizverhalten an
porösen und dichten Proben eines Werkstoffs müssen folgende Voraussetzungen erfüllt sein:
 Die dichte Probe (Objekt 1) und die zu untersuchende poröse Probe (Objekt 2) bestehen
aus dem gleichen Werkstoff.
 Die dichte und die poröse Probe weisen das gleiche Volumen V1 = V2 auf.
 Beide Proben befinden sich am selben Ort innerhalb des Mikrowellenfeldes/-ofens,
 Beide Proben werden bei gleicher Mikrowellenfrequenz f mit der gleichen Leistung PMW
beaufschlagt, damit die elektrische Feldstärke E in beiden Fällen gleich groß ist.
 Die Wärmekapazität der dichten und porösen Probe ist identisch.
In diesem Fall kann angenommen werden, dass das Verhältnis ε
′′
2
ε′′1
(es gilt ε1 = εi) proportional
ist zum Verhältnis des Produkte aus Masse m und Heizrate ∆T∆t der beiden Proben 1 und 2.
ε′′2
ε′′1
=
m2
(
∆T
∆t
)
2
m1
(
∆T
∆t
)
1
(3.45)
Zur Überprüfung der vorgeschlagenen Methode wurde stabilisiertes ZrO2-Pulver (TZ-8YS, TO-
SOH) auf 52% Gründichte verdichtet und bei 1000°C sowie 1500 °C wärmebehandelt. Die Pro-
benabmessung bei Messung beträgt jeweils D = 5 ± 0.03 mm und H = 0.7 ± 0.04 mm. An-
schließend wurden die Proben bei Raumtemperatur gemäß dem oben beschriebenen Verfahren
mit Mikrowellen bei 2.45 GHz bis max. 100 °C erwärmt und die jeweilige Aufheizrate ∆T∆t er-
mittelt. Die Temperaturerfassung erfolgte berührungslos über ein Niedertemperaturpyrometer
(Keller PH31AF1, λ = 8 . . . 14µm). Mit Hilfe des Newtonschen Näherungsverfahrens7 [402] wird
υ iterativ gelöst, bis die in Gleichung 3.45 beschriebene Bedingung erfüllt ist. Abbildung 3.24
verdeutlicht das Vorgehen.
7Newtonverfahren erfolgt nach dem Schema xi+1 = xi − f(xi)/f ′(xi), bis die Abweichung zwischen xi und xi+1
hinreichend klein ist.
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Abbildung 3.24: Schema des Näherungsverfahren zur Lösung der effektiven Permittivität εeff
eines porösen Materials über Mikrowellenaufheizversuche mittels der verallge-
meinerten Mischungsregel nach [400].
Tabelle 3.8: Berechnete und gemessene Permittivität von verschieden dichten ZrO2 (8YSZ) Pro-
ben bei Raumtemperatur.
TSinter effektive Permittivität εeff
(◦C)
Porosität ϕ (
∆T/∆t)2
(∆T/∆t)1
ν
berechnet gemessen (1 MHz)
20 0.48 0.129 2.3 11.1− i 0.009 12.0− i 0.0045
1000 0.47 0.131 2.3 11.5− i 0.010 13.0− i 0.0054
1500 0.007 0.99 2.3 31.3− i 0.028 31.6− i 0.028
Die berechnete Permittivität εeff für ZrO2 wurde anhand von gemessenen Daten verifiziert. Die
Vergleichsmessungen wurden mittels Impedanzspektroskopie8 in einer planparallelen Messzelle
im Frequenzbereich 0.1 Hz bis 10 MHz bei 500 mV durchgeführt. Da die Permitivität von ZrO2
(8YSZ) bei Raumtemperatur im Frequenzbereich von MHz bis THz nahezu unverändert bleibt
[279, 403] (s. Abbildung 3.17), wird hier vereinfachend der Messwert bei 1 MHz mit dem bei 2.45
GHz gleichgesetzt, ε(106Hz) ' ε(109Hz). Die Ergebnisse der Untersuchung an der auf 1000 °C
und 1500 °C erwärmten Probe sind in Tabelle 3.8 zusammengefasst.
Der Vergleich des Aufheizverhaltens verschieden dichter ZrO2-Proben nach der oben beschriebe-
nen Methode ergibt für υ ' 2.3. Die Übereinstimmung der berechneten mit gemessenen Daten
ist für ε′r,eff zufriedenstellend. Bei ε
′′
r,eff ist die Übereinstimmung zwischen berechnetem und ge-
messenem Wert für die beiden porösen Proben in Tabelle 3.8 moderat und für die dicht gesinterte
Probe gut. Unter der Voraussetzung, dass der Parameter υ unabhängig von der Temperatur ist,
wird der ermittelte Wert für υ zur Berechnung der effektiven Permittivität des teilverdichteten
ZrO2 in Gleichung 3.41 eingesetzt. Der resultierende Verlauf von Real- und Imaginärteil von εeff
während der Sinterung von ZrO2 ist in Abbildung 3.25 dargestellt. Während des zu simulierenden
Sintervorgangs nimmt die Porosität gemäß der in Abbildung 3.13 definierten Temperaturinter-
valle stufenweise von ϕ = 0.5 auf ϕ = 0 ab.
Damit stehen alle wesentlichen Material- und Prozessparameter für die Simulation des Aufheiz-
und Sintervorgangs mit Mikrowellen zur Verfügung. Das nächste Kapitel stellt die auf Basis der
hier beschriebenen Methoden erzielten Ergebnisse vor.
8Durchgeführt mittels Alpha-Analyzer A/WinDETA 5.5 (Novocontrol) am Lehrstuhl für Funktionsmaterialien
(Prof. Dr.-Ing. R. Moos) der Uni Bayreuth mit freundlicher Unterstützung durch Herrn Dr.-Ing. Gunther
Hagen und Herrn Dipl.-Ing. Sebastian Reis.
73
Mathematische und experimentelle Methoden
Im(εr, dicht)
Im(εr, porös)
Im
 (ε
r)
0.01
0.1
1
10
100
Re(εr, dicht)
Re(εr, porös)
Re
 (ε
r)
0
20
40
60
φZrO2
Po
ros
itä
t φ
0
0.2
0.4
Temperatur T / ℃
0 250 500 750 1000 1250 1500
Abbildung 3.25: Permittivität ε von porösem ZrO2 (8YSZ) im Vergleich zu dichtem ZrO2 als
Funktion der Temperatur und Porosität ϕ während der Sinterung. Die Permit-
tivität wurde berechnet nach Gleichung 3.41 mit υ = 2.3. Permittivität von
dichtem ZrO2 gemäß Abb. 3.16b.
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4. Ergebnisse
In diesem Kapitel werden die Ergebnisse der durchgeführten Berechnungen und Simulationen
zur Absorption von Mikrowellenstrahlung durch dielektrische Materialien vorgestellt. Einen ein-
leitenden Überblick über die Vorgehensweise gibt der folgende Abschnitt.
4.1. Überblick
Die nachfolgenden Abschnitte stellen die Ergebnisse zur analytischen und numerischen Berech-
nung der stationären Mikrowellenabsortion eines einzelnen dielektrischen Objekts sowie die Er-
gebnisse der dynamischen Mikrowellenerwärmung zylinderförmiger, keramischer Objekte in ei-
ner Multiobjektumgebung mit thermischer Isolierung und Mikrowellen-Suszeptoren vor. Die Be-
rechnungen beziehen sich, soweit nicht anders vermerkt, auf die ISM-Frequenz 2.45 GHz. Der
erste Teil der Untersuchungen bedient sich der Mie-Theorie, um mit Hilfe ihres analytischen
Lösungsansatzes Erkenntnisse zum Einfluss der Permittivität, der Materialdichte, des Proben-
durchmessers, der Frequenz und der Temperatur des Objekts auf dessen Mikrowellenabsorption
zu gewinnen. Im zweiten Teil der Untersuchungen werden numerische Berechnungen zur statio-
nären Mikrowellenabsorption durchgeführt und ein Vergleich zwischen der analytischen und der
numerischen Methode vorgestellt. Als Vergleichsbasis dient die Relation aus volumenspezifischer
Mikrowellenabsorption und der in den Wirkquerschnitt eingestrahlten Leistung. Im nächsten
Schritt wird der Einfluss geschlossener Resonatoren auf die Mikrowellenabsorption dielektrischer
Proben ermittelt. Dazu wird der Querschnitt der Resonatoren sowie die Größe, Form und räumli-
che Lage der dielektrischen Proben variiert. Eine Fehlerbetrachtung beschließt diesen Abschnitt.
Im dritten und abschließenden Teil der Untersuchungen werden elektromagnetische und thermi-
sche Simulation gekoppelt, um das transiente Erwärmungsverhalten ausgewählter keramischer
Materialien mathematisch abzubilden. Die Kopplung von elektromagnetischer und thermischer
Berechnung erfolgt nacheinander. Zunächst wird die material-, temperatur-, volumen- und dich-
teabhängige Wärmedissipation durch Mikrowellen ermittelt. Im zweiten Schritt folgt die Be-
rechnung des zeitabhängigen Aufheizverhaltens auf Basis der dissipierten Mikrowellenleistung.
Ergänzend wird die Mikrowelle mit konventionellen Heizmethoden kombiniert, um den Einfluss
auf die energetische Effizienz zu untersuchen, und eine Abschätzung der Wärmespannungen im
Bauteil getroffen, um rissgefährdende Bedingungen zu identifizieren.
4.2. Analytische Berechnung der Mikrowellenabsorption
Die folgenden Berechnungen beziehen sich auf die in Unterabschnitt 2.1.2 vorgestellte Mie-
Theorie zur analytischen Berechnung der Absorption elektromagnetischer Wellen an kugelför-
migen Objekten im Fernfeld, d.h. bei freier, ungestörter Ausbreitung der Welle im Raum. Der
Vorteil einer analytischen Lösung der Maxwell-Gleichungen liegt in der gegenüber numerischen
Methoden deutlich kürzeren Rechenzeit. Deshalb wird die Methode hier genutzt, um das Ab-
sorptionsverhalten verschiedener dielektrischer Materialien zu untersuchen und zu kategorisie-
ren. Entscheidende Parameter für die Berechnung sind die Größe des Objekts, die Permittivität
des Materials und die Frequenz der elektromagnetischen Strahlung. Da die Permittivität wie-
derum eine Funktion der Temperatur und der Dichte eines Materials ist, werden nachfolgend
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Parameterstudien durchgeführt, um eine prinzipielle Klassifizierung des Absorptionsverhaltens
in Abhängigkeit von Material und Bauteilgröße vornehmen zu können.
Zur Berechnung der Absorption nach Mie wird der Code Bhmie verwendet, dessen Ursprung in
[16] liegt und u.a. in Matlab [282] übertragen wurde. Die Autoren von Bhmie geben an, ihren
Code geprüft und die Ergebnisse mit anderen Berechnungsprogrammen verglichen zu haben, z.B.
WiscombesMiev0-Code [404, 405], so dass sie ihren Code als fehlerfrei und exakt einschätzen [16,
S. 478]. Neuere Code-Varianten wie in [406] stellen lediglich punktuelle Verbesserungen z.B. beim
Umgang mit den Besselfunktionen dar. In der vorliegenden Arbeit wurde die Matlab-Version
von Bhmie in die Programmiersprache R [283] portiert und die Funktion des Codes anhand der
Matlab-Version erfolgreich validiert. Der Code wurde erweitert (s. Abschnitt E.1), so dass in
einer Programmschleife die Absorptionseffizienz Qabs als Funktion des Probenvolumens V für
einen weiten Skalenbereich berechnet werden kann. Die Eingabeparameter sind die komplexe
Brechungszahl nˆ, die Frequenz f , kleinster und größter Kugelradius sowie die Schrittzahl für die
Winkel-Iteration (fester Wert 180). Je nach gewähltem Objektgrößenbereich liegt die Anzahl der
Datenpunkte einer Berechnung zwischen 2800 und 3600 Punkten.
4.2.1. Materialabhängige Absorption als Funktion von Durchmesser und
Temperatur
Die Permittivität von Wasser wird als Referenz genutzt, u.a. für eine Modellvalidierung mit [29].
Wasser besitzt eine mit steigender Temperatur abnehmende Permittivität (s. Abschnitt 3.7.1).
Abbildung 4.1 stellt die Absorptionsberechnung für Wasser von 20 °C bis 100 °C in 20 K Schrit-
ten vor. Bei kleinen Volumen, im sogenannten Rayleigh-Bereich, verläuft die Absorption auf
niedrigem Niveau mit leichtem Anstieg zu höheren Volumen. Mit Erreichen des Mie-Bereichs
bei etwa V < 10−6 m3 bricht die Absorption in Resonanzen auf. Oberhalb von 10−3 m3 sind die
Resonanzen sichtbar gedämpft, bei V > 10−1 m3 verläuft die Kurve wieder glatt. Mit steigen-
der Temperatur und damit sinkender Permittivität verschieben sich die Resonanzen zu größeren
Volumen und die Amplitude der Resonanzen wird stärker.
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Abbildung 4.1: Temperaturabhängige Mikrowellenabsorption einer Kugel aus Wasser im Fernfeld
bei 2.45 GHz nach der Mie-Theorie.
Das Resonanzverhalten bei der Absorption elektromagnetischer Strahlung ist bekannt und ent-
steht durch konstruktive Interferenzen der im Probenkörper fortschreitenden Mikrowelle, s. z.B.
[407, 408, 409]. Die Größe der Probe steht dabei im Zusammenhang mit der Wellenlänge im
Medium, λMedium, der Eindringtiefe und der resonanten Länge der Probe [19]. Die Resonanzen
wurden für verschiedene Geometrien [410, 411] und als Ursache für Hot-Spots beim Mikrowel-
lenheizen [412] untersucht. In Abbildung 4.2 ist die Medienwellenlänge gegen die Eindringtiefe
für die untersuchten Materialien als Funktion der Temperatur aufgetragen.
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Abbildung 4.2: Temperaturabhängiges Verhältnis von Eindringtiefe zu Medienwellenlänge.
Die nächsten Berechnungen untersuchen das Absorptionsverhalten für keramische Materalien bei
2.45 GHz. Abbildung 4.3 zeigt das Absorptionsverhalten von Al2O3 bei verschiedenen Tempera-
turen. Die Absorption nimmt mit steigender Temperatur aufgrund des Anstiegs des dielektrischen
Verlusts zu. Der Resonanzbereich erstreckt sich etwa von 10 bis 100 mm Objektradius.
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Abbildung 4.3: Temperaturabhängige Mikrowellenabsorption einer Al2O3-Kugel im Fernfeld bei
2.45 GHz nach der Mie-Theorie.
Das Absorptionsverhalten von SiC in Abbildung 3.16 verläuft nahezu resonanzfrei. Eine schwa-
che Resonanz tritt bei 0.5 . . . 5×10−7 m3 auf. Die Kurven weisen ansonsten einen glatten Verlauf
auf. Die Höhe der Absorption bleibt nahezu auf gleichem Niveau, allerdings erfahren die Ab-
sorptionskurven mit zunehmender Temperatur eine Verschiebung zu kleineren Volumen. Da die
Permittivität von SiC ist deutlich größer als die von Al2O3, ist die Eindringtiefe deutlich geringer,
weshalb innerhalb der Probe keine Interferenzen auftreten.
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Abbildung 4.4: Temperaturabhängige Mikrowellenabsorption einer SiC-Kugel im Fernfeld bei
2.45 GHz nach der Mie-Theorie.
Das Absorptionsverhalten von ZrO2, dargestellt in Abbildung 4.5, zeigt bei niedrigen Tempera-
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turen ähnlich ausgeprägte Resonanzen wie Al2O3. Hier ist die Eindringtiefe noch hoch, so dass
es zu konstruktiven Interferenzen innerhalb der Probe kommt. Von Raumtemperatur bis 1400
°C nimmt die dielektrische Verlustzahl um etwa fünf Zehnerpotenzen zu (s. Abbildung 3.16),
so dass bei hohen Temperaturen - ähnlich wie bei SiC - die Eindringtiefe abnimmt. Der Ab-
sorptionsverlauf von ZrO2 glättet sich ab etwa 800 °C. Ab 1200 °C nimmt die Absorption leicht
ab.
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Abbildung 4.5: Temperaturabhängige Mikrowellenabsorption einer ZrO2 -Kugel im Fernfeld bei
2.45 GHz nach der Mie-Theorie.
Die vorgestellten Ergebnisse zeigen, dass die Höhe der Absorption erwartungsgemäß mit dem
Imaginärteil der Permittivität korreliert. Das Verhältnis von Real- und Imaginärteil bestimmt
die Eindringtiefe der Mikrowellenstrahlung in die Proben und ist somit für das Auftreten von Re-
sonanzen entscheidend. Das Absorptionsverhalten keramischer Materialien ändert sich wesentlich
mit dem Grad des Anstiegs der Permittivität bei Temperaturanstieg.
4.2.2. Materialabhängige Absorption als Funktion der Frequenz
Bislang wurden die Berechnungen für die 2.45 GHz durchgeführt, da sie die gebräuchlichste Fre-
quenz bei der Mikrowellenerwärmung ist. Nachfolgend soll der Einfluss der Frequenz auf das
Absorptionsverhalten von ZrO2 untersucht werden. Dazu werden frequenzspezifisch Permitti-
vitätswerte eingesetzt (s. Abbildung 3.17). Abbildung 4.6 stellt die Absorptionsverläufe bei 10
MHz, 2.45 GHz und 90 GHz zusammen. Bei Raumtemperatur liegen die Werte für Real- und
Imaginärteil der Permittivität relativ nah beieinander. Infolgedessen ergibt sich bei allen drei Fre-
quenzen ein qualitativ ähnliches Absorptionsverhalten, das allerdings mit zunehmender Frequenz
eine erhöhte Absorption zeigt, da durch die kleinere Wellenlänge eine höhere Durchdringung der
Körper durch die elektromagnetischen Wellen erreicht wird.
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Abbildung 4.6: Einfluss der Frequenz der elektromagnetischen Strahlung auf Absorption von
ZrO2 (20 °C)
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4.2.3. Einfluss der Materialporosität auf die Absorption
Neben dem Einfluss der Temperatur spielt bei der Sinterung auch die Porosität der Materialien
eine wichtige Rolle. Da sich das Material durch die Sinterung verdichtet, verändert sich die Per-
mittivität des Materials. Im Sinne der effektiven Medientheorie kann das poröse Medium als eine
Mischung aus dichtem Material und Gasphase (hier Luft) betrachtet werden und die Permittivi-
tät des porösen Materials über Mischungsregeln berechnet werden (s. auch Unterabschnitt 3.7.3).
Mit Hilfe der Gleichung 3.41 und dem in Abbildung 3.24 vorgestellten Verfahren kann die Per-
mittivität von ZrO2 als Funktion der Temperatur und Porosität berechnet werden. Die zuneh-
mende Dichte bedeutet eine Zunahme der Permittivität. Abbildung 4.7 stellt den Einfluss der
theoretischen Dichte auf die Absorption an einer ZrO2-Kugel bei drei verschiedenen Temperatu-
ren vor. Der Temperaturbereich wurde so ausgewählt, dass er mit dem Bereich der Verdichtung
von ZrO2 zusammenfällt (vgl. Abbildung 3.20). Die vertikalen Linien kennzeichnen die exempla-
risch ausgewählten Kugelradien 8 mm und 24 mm. Bei Betrachtung der Absorptionskurven kann
festgestellt werden, dass die Kurven mit steigender Dichte, hier über den Prozentsatz der theo-
retischen Dichte (T.D.) dargestellt, mit steigender Permittivität nach links verschoben werden.
Das lokale Maximum wird dabei von R = 24 mm bei 25% T.D. zu etwa 8 mm bei 100% T.D.
verschoben. Bei 800 °C verändert sich auch die Höhe der Maxima, während bei 1000 °C und 1200
°C der Unterschied vernachlässigbar ist.
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Abbildung 4.7: Einfluss der Porosität von ZrO2 (8YSZ) auf die Energieabsorption bei variablem
Radius
Für eine ZrO2-Kugel mit 8 mm Radius würde das bedeuten, dass die Absorption bei isothermen
Bedingungen mit zunehmender Dichte steigt, bei einer Kugel mit 24 mm Radius dagegen ab-
nimmt (s. Abbildung 4.8). Bei steigenden Temperaturen wiederum würde eine Kugel mit 8 mm
Radius und konstanter Dichte mehr Leistung aufnehmen (ausgenommen 100% T.D.), eine mit
24 mm Radius weniger Leistung, wobei die Unterschiede im letzteren Fall geringer sind.
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Abbildung 4.8: Abhängigkeit der Energieabsorption für eine ZrO2-Kugel mit 8 mm Radius (links)
und 24 mm Radius (rechts) bei 800 °C, 1000 °C und 1200 °C und variierender
Dichte (25%, 50%, 75% und 100% theoretische Dichte).
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Als nächstes Beispiel wird eine ZrO2-Kugel mit 24 mm Ausgangsradius betrachtet. Unter der
Annahme, dass die Kugel zu Beginn des Aufheizvorgangs 50% T.D. aufweist und im Verlauf der
Sinterung auf 100% verdichtet wird, beträgt ihr Radius am Ende etwa 19 mm. Abbildung 4.9
zeigt die Absorptionskurven im Bereich von 18-25 mm (0.9 < xM < 1.3) in Abhängigkeit der
zunehmenden Temperatur und Dichte. Im beschriebenen Volumenbereich treten drei Resonanzen
auf, vor allem im unteren Temperaturbereich. Ab 1000 °C glättet sich die Absorptionskurve und
fällt bei 1200 °C leicht ab.
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Abbildung 4.9: Mikrowellenabsorption einer ZrO2-Kugel mit zunehmender Dichte (50% Grün-
dichte bis 100% T.D.) und Temperatur im Größenbereich 0.9 < xM < 1.3
Die Ergebnisse zeigen, dass die Absorption durch Dichteänderungen ebenfalls deutlich beeinflusst
wird. So ist für ein Objekt mit bekanntem Radius trotz steigendem dielektrischen Verlust eine
abnehmende Absorption möglich, wenn sich durch Größen-, Dichte- und/oder Temperaturände-
rung der Probe die Absorptionskurve entsprechend verschiebt. Umgekehrt kann bei sinkendem
dielektrischen Verlust entsprechend eine erhöhte Absorption auftreten. Bei der Absorption di-
elektrischer Materialien bestimmt also der temperaturabhängige Verlauf von Größe und Dichte
zusätzlich zur Permittivität die Energieabsorption kugelförmiger Objekte.
4.2.4. Prinzipielle Kategorisierung des Absorptionsverhaltens
Den Abschluss der Untersuchungen zur analytischen Berechnung nach Mie soll eine Untersu-
chung des Absorptionsverhaltens bei stark veränderlichen dielektrischen Eigenschaften bei 2.45
GHz bilden. Dazu wird eine 6×5-Matrix aufgestellt, bei der ε′r in sechs Stufen von 1 bis 100 und
tan (δ) = ε
′′
r
ε′r
in fünf Dekadenschritten von 10−4 bis 1 variiert wird. Die berechneten Verläufe der
Absorptionseffizienz Qabs bei 2.45 GHz als Funktion des Mie-Faktors xMie = 2pinrλ im Intervall
[0.005, 50] (Radien von 0.1 mm bis 1 m) sind in Abbildung 4.10 dargestellt.
Zunächst ist ersichtlich, dass die Absorption mit zunehmendem tan (δ) grundsätzlich ansteigt.
Bei ε′r = 1 sind die Absorptionskurven glatt. Die Absorption steigt für alle tan (δ) mit dem
Probenvolumen an und erreicht ein Maximum, dessen Lage von tan (δ) abhängig ist. Die Ab-
sorptionskurve eines elektrischen Leiters (σ = 106 S/m) mit einem hohen tan (δ) = 8×106 verläuft
im Vergleich zu den dielektrischen Materialien weitgehend unabhängig von der Objektgröße und
glatt bei vergleichsweise geringer Absorption. Durch die hohe elektrische Leitfähigkeit reflektiert
das Metall die Mikrowelle, die nur in Höhe der Leitschichtdicke δskin (s. Gleichung 2.14) in das
Material einzudringen vermag.
Mit zunehmendem ε′r nimmt vor allem die Resonanzneigung der Absorption zu. Der Beginn des
resonanten Bereichs verschiebt sich von hohen xM-Werten in den Bereich zwischen 0.1 < xM < 1.
Die Resonanzen sind stärker ausgeprägt, je kleiner der tan (δ)-Wert ist. Im betrachteten Bereich
werden die Resonanzen bei hohen tan (δ)-Werten, tan (δ)→ 1, gedämpft.
80
4.2 Analytische Berechnung der Mikrowellenabsorption
Um eine leicht interpretierbare größenunabhängige Kategorisierung des Mikrowellenabsorptions-
verhaltens keramischer Materialien in Abhängigkeit der Permittivität anhand von Kennzahlen
vorzunehmen, wird zum einen die integrale Absorptionseffizienz Q¯abs aller in Abbildung 4.10
dargestellten Absorptionskurven im untersuchten Bereich von xM gebildet. Als Kennzahl für die
Resonanzneigung bei bestimmten Permittivitätswerten wird die Krümmung Ψ der Absorptions-
kurven in Abbildung 4.10 durch Differenzieren gemäß folgender Gleichung herangezogen [413]:
Ψ (Qabs) =
d2Qabs
dx2M(
1−
(
dQabs
dxM
)2)3/2 (4.1)
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Abbildung 4.10: Mikrowellen-Absorptionsverhalten in Abhängigkeit von xMie bei verschiedenen
dielektrischen Konstanten und Verlustwinkeln.
Die Differenzierung der diskreten Kurvenverläufe erfolgt über die Differenzen ∆xi = (xi+1 − xi)
und ∆yi, die Berechnung des Kurvenintegrals mittels Trapezmethode. Die integralen Kennwerte
Ψ¯ und Q¯abs werden für alle Kurven von Qabs im Bereich xM ∈
(
5× 10−3, 50) gebildet und stellen
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relative Kennzahlen für eine rein qualitative Bewertung dar:
Ψ¯ =
xM=50ˆ
xM=0.005
|Ψ| dxM (4.2)
Q¯abs =
xM=50ˆ
xM=0.005
QabsdxM (4.3)
Der Verlauf der ermittelten integralen Kennwerte in Abhängigkeit von tan (δ) ist in Abbildung 4.11
dargestellt ist. Wie zu erwarten steigt die Absorption Q¯abs mit zunehmendem tan (δ) und er-
reicht abhängig von ε′r ein Maximum bei 0.1 < tan (δ) < 1. Danach sinkt die Absorption Q¯abs zu
höheren tan (δ)-Werten wieder ab. Die Resonanzneigung Ψ¯ ist im Bereich 10−4 < tan (δ) < 10−3
besonders deutlich ausgeprägt, insbesondere für hohe ε′r-Werte. Für sehr große Werte von tan (δ)
geht die Resonanzneigung Ψ¯ auf Null zurück, weil die Eindringtiefe abnimmt.
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Abbildung 4.11: Qualitative Bewertung von Absorption und Resonanzneigung dielektrischer Ma-
terialien als Funktion ihrer dielektrischen Eigenschaften ihres Resonanzverhal-
tens basierend auf der Mie-Methode tan (δ).
Der Maximumsverlauf der Absorption in Abbildung 4.11 zeigt, dass die Mikrowellenabsorption
nicht beliebig mit steigender Permittivität erhöht werden kann. Es kann aber in Abhängigkeit
von ε′r ein Optimalbereich zwischen 0.01 < tan (δ) < 10 bestimmt werden. Das Diagramm liefert
anwendungsrelevante Hinweise bei einer ersten Bewertung des zu erwartenden Absorptionsver-
halten eines Materials z.B. mit steigender Temperatur, unabhängig von der Objektgröße und
den Applikatoreigenschaften. Der Kennwert Ψ¯ hilft zu erkennen, ob die Resonanzbedingungen
bei der Auslegung des Mikrowellenprozesses zu beachten sind.
4.3. Numerische Berechnung der Mikrowellenabsorption
Nach der analytischen Berechnung der Mikrowellenabsorption widmet sich dieser Abschnitt der
numerischen Berechnung der Absorption von Mikrowellenstrahlung mit dem Ziel eine Multiphy-
sikberechnung des Mikrowellen-Aufheizprozesses zu erstellen. Im ersten Schritt wird ein Vergleich
zwischen der analytischen Lösung nach Mie und der mittels numerischem FDTD-Verfahren er-
mittelten Lösung gezogen.
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4.3.1. Vergleich von analytischer Berechnung und numerischer Simulation
Die vorausgegangenen Mie-Berechnungen gelten für die Bestrahlung eines Einzelobjekts mit Mi-
krowellen in unendlicher Umgebung (Fernfeld). Bei der numerischen Simulation mit Quickwa-
ve3D, die für die Berechnung geschlossener Applikatoren ausgelegt ist, muss diese Bedingung
durch einen sogenannten Near-To-Farfield Wandler erzeugt werden. Dieser unterdrückt Reflexio-
nen an den Wänden des Resonators vollständig durch super-absorbierende Wände.
Der Vergleich von analytischer und numerischer Berechnung wird hier mit Hilfe von Wasser
und Siliziumcarbid bei 2.45 GHz durchgeführt. Die Objektform entspricht immer einer Kugel.
Als Vergleichsgröße dient die spezifische Absorptionsrate, die sich aus dem Quotienten der vo-
lumenbezogenen Wärmedissipation PV und der in den Resonatorquerschnitt eingestrahlten, flä-
chenbezogenen Mikrowellenleistung PA zusammensetzt. Wie bei der Berechnung nach Mie wird
die spezifische Absorption PVPA bei diskreten Objektradien bzw. -volumen bestimmt. Die Anzahl
der Datenpunkte einer größenabhängigen Absorptionskurve ist bei der Simulation (50 Daten-
punkte) aufgrund der wesentlich höheren Rechenzeit deutlich geringer als bei der analytischen
Methode (≈ 3000 Datenpunkte). Die Berechnung mit Wasser wird bei Raumtemperatur (s.
Abbildung 4.12), die Berechnung mit SiC bei Raumtemperatur und 1000 °C durchgeführt (s.
Abbildung 4.13). Beide Materialien zeigen insgesamt eine gute Übereinstimmung in den Ergeb-
nissen. Etwas größere Abweichungen treten vor allem bei kleineren Volumen auf und führen zu
einer mittleren prozentualen Abweichung zwischen Mie- und FDTD-Berechnung zwischen 6%
und 18%. Die Fehler sind vor allem auf Diskretisierungsfehler zurückzuführen, wie weiter unten
erörtert wird.
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Abbildung 4.12: Vergleich der Mikrowellenabsorption nach Mie- und FDTD-Methode für Wasser.
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Abbildung 4.13: Vergleich der Mikrowellenabsorption nach Mie- und FDTD-Methode für SiC.
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4.3.2. Einfluss der Geometrie von Resonator und Probe
Nach Abgleich zwischen analytischer und numerischer Lösung werden im Folgenden geschlosse-
ne Applikatoren eingesetzt, deren Wände ideal elektrisch leitfähig sind, d.h. die Welle an der
Resonatorwand reflektiert wird. Wie in Unterabschnitt 3.3.2 beschrieben, wird in dieser Unter-
suchung der Resonatorquerschnitt strikt vergrößert ohne die Länge des Resonators zu verändern.
In der Mitte des Resonators wird zunächst eine kugelförmige Probe aus Wasser freischwebend
platziert. Die Mikrowellenfrequenz beträgt 2.45 GHz. Abbildung 4.14 zeigt die spezifische Ab-
sorptionsrate
(
PV
PA
)
der Probe als Funktion des Probenvolumens bzw. des Radius in den vier
Resonatorgeometrien R1 bis R4. Zum Vergleich wird die maximal mögliche Absorptionsrate(
PV
PA
)
max
für jeden Resonator bei theoretisch 100% Absorption dargestellt (gestrichelte Linien).
Vergleichend wird der Verlauf der Absorption nach Mie dargestellt.
Wie bei der Mie-Berechnung treten größenabhängige Unterschiede der spezifische Absorptions-
rate
(
PV
PA
)
auf, wobei die Lage der Absorptionsmaxima für alle Resonatoren annähernd bei den
gleichen Kugelvolumina auftritt. Erwartungsgemäß treten die oben beschriebenen konstruktiven
Interferenzen bei Durchdringen der Welle durch den Körper im geschlossenen Resonator eben-
falls auf. Allerdings ist nicht jedes Maximum in jedem Resonator gleich ausgeprägt. Es gibt
somit Unterschiede durch die Resonatorform. Der Vergleich mit der Mie-Berechnung zeigt, dass
die Absorption im Resonator mindestens ähnlich hoch, in der Regel jedoch deutlich höher im
geschlossenen Resonator ausfällt, da die Resonatoren durch ihre Güte Wellenenergie speichern.
Die Resonatoren weisen Unterschiede bei der Effizienz der Mikrowellenabsorption auf. Resonator
R2 erzielt bereits bei relativ kleinen Probenvolumen eine Annäherung an die maximale Absorp-
tionsrate, während R1 und R4 erst bei größeren Volumen das maximale Absorptionspotenzial
erreichen. R3 und R4 zeigen aufgrund ihrer höheren Güte eine bessere Absorption bei großen
Objektvolumina im Vergleich zu den kleineren Resonatorvarianten.
Im untersuchten Fall schneiden die Resonatoren hinsichtlich der Mikrowellenabsorption unter-
schiedlich ab. Offensichtlich jedoch skaliert die Absorption im Volumenbereich < 10−3 m³ nicht
linear mit dem Resonatorquerschnitt. Die unterschiedliche Ausbreitung des elektrischen Feldes
in den Resonatoren bei gleichem Probendurchmesser wird in Abbildung 4.15 deutlich. Resona-
tor R1 mit Last zeigt eine TE103-Mode, bei den beladenen Multimoden-Resonatoren R2 bis R4
überlagern sich verschiedene Moden.
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Abbildung 4.14: Mikrowellenabsorption an Wasser bei Variation des Resonatorquerschnitts
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(a) Resonator R1, Aq = 15.4 cm2 (b) R2, Aq = 30.8 cm²
(c) R3, Aq = 61.6 cm² (d) R4, Aq = 138.6 cm²
Abbildung 4.15: Ausbreitung des elektrischen Feldes für die vier Resonatoren bei einer Proben-
größe D = 180 mm.
Die nächsten Simulationen sind auf die Untersuchung des Einflusses der Probengeometrie auf das
Absorptionsverhalten ausgerichtet. Zunächst wird die Kugelform mit einem Würfel (a = b = c)
und einem gleichseitigen Zylinder mit H = 2R im Resonator R1 verglichen. Als dielektri-
sches Medium wird weiterhin Wasser eingesetzt. Die Mikrowellenfrequenz beträgt 2.45 GHz.
Abbildung 4.16 zeigt, dass die Abweichungen zwischen Kugel und Würfel bzw. gleichseitigem
Zylinder relativ gering sind. Die mittlere Abweichung liegt bei etwa 5% zur Kugelform, so dass
gleichseitige nicht-sphärische Objekte mit einer vertretbaren Fehlertoleranz durch eine Kugel
angenähert werden können, da hier die resonanten Längen vergleichbar sind.
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Abbildung 4.16: Einfluss der geometrischen Form Kugel, Zylinder, Würfel auf das Absorptions-
verhalten von Wasser.
Wird das Aspektverhältnis der Form verändert, wie im nachfolgenden Fall das Verhältnis von
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Höhe H zu Durchmesser D des Zylinders, treten deutliche Unterschiede in der Mikrowellenab-
sorption - vor allem bei kleinen Probenvolumen - auf. Bei Volumen größer 10−5 m³ (R & 10 mm)
nähern sich alle Absorptionslinien der maximalen Absorption an und der quantitative Unter-
schied zwischen den Geometrien wird geringer. Im vorliegenden Fall absorbiert der abgeflachte
Zylinder mit H = D/4 unterhalb von 10 mm am schlechtesten, der Zylinder mit H = D/2 am
besten. Die Unterschiede in den Resonanzen lassen sich über die Änderungen der resonanten
Länge der Probenkörper erklären, die dazu führen, dass im Vergleich zu gleichseitigen Objek-
ten unterschiedliche Moden angeregt werden und eine Abweichung der Mikrowellenabsorption
bewirken [408, 410].
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Abbildung 4.17: Einfluss des Formfaktors D : H eines Zylinders (Wasser) auf das Mikrowellen-
absorptionsverhalten.
Die Unterschiede in der Modenanregung (Resonanz) in der Probe bei Änderung des Aspekt-
verhältnisses D : H des Zylinders wird exemplarisch in Abbildung 4.18 verdeutlicht, in der das
Ergebnis der elektrischen Feldverteilung im Resonator und in der Probe für den Durchmesser
D = 20 mm bei veränderlicher Probenlänge H dargesellt ist.
(a) E-Feldverteilung
Abbildung 4.18: E-Feldverteilung für einen Zylinder mit variierendem Formfaktor D : H bei
konstantem Durchmesser (D = 20 mm) in Resonator R1.
Die folgende Berechnung soll zeigen, ob die Orientierung gleichseitiger Zylinder im Raum Einfluss
auf die Absorption hat [412]. Dafür wird ein Zylinder entlang der drei Koordinatenrichtungen
86
4.3 Numerische Berechnung der Mikrowellenabsorption
ausgerichtet und die spezifische Absorption ermittelt. Das Ergebnis ist in Abbildung 4.19 dar-
gestellt. Beim Wechsel der Ausrichtung von y- in x-Richtung ist die Änderung gering. Etwas
größer fällt dieser beim Wechsel von y- auf z-Achse aus, wenn die Probenachse in Richtung des
Hohlleiters zeigt.
Resonator 1 x-Achse
y-Achse
z-Achse
(PV/PA)maxP V
/P A
 / m
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10
100
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Abbildung 4.19: Einfluss der Orientierung eines Zylinders (Wasser) entlang der Koordinatenach-
sen auf die Absorption.
Zusammenfassend kann festgestellt werden, dass die Höhe der absorbierten Leistung in geschlos-
senen Resonatoren höher ist als unter den Freifeldbedingungen der Mie-Theorie aufgrund der
hohen Güte der Resonatoren. Das Beispiel Wasser zeigt mit zunehmendem Probenvolumen bzw.
xMie > 1 eine Verstetigung der Mikrowellenabsorption und Annäherung an die maximale Absorp-
tion (100% Effizienz, vgl. [29, S. 52]). Die dielektrischen Proben wirken als erwartungsgemäß als
resonante Strukturen, die durch Interferenz der eindringenden Welle Resonanzmoden in Abhän-
gigkeit des Aspektverhältnisses und der Orientierung im Raum aufweisen. Weitere Erläuterungen
und Auslegungsgrundlagen finden sich in der angegebenen Literatur. Für die zeitabhängige Simu-
lation der Mikrowellensinterung keramischer Bauteile ist eine Berücksichtigung der Größen- und
auch Dichteänderung eine wichtige Voraussetzung für die Multiphysik-Simulation, deren Umset-
zung in Abschnitt 4.4 beschrieben wird.
4.3.3. Fehlerbetrachtung
Bei der numerischen Berechnung können verschiedene Fehlerursachen auftreten. Zum einen tritt
bei kleinen Objekten eine starke Oberflächenkrümmung auf. Quickwave3D berücksichtigt die-
se Krümmung bei der Vernetzung als Treppenstufen-Modell, um den verbundenen Fehler der
FDTD-Methode [288, S. 244 ff.] durch erweiterte konformale Meshbedingungen zu umgehen
[414]. Das Approximieren durch abschnittsweise lineare Flächen gelingt umso besser, je mehr
Stützstellen existieren, also bei kleinen Zellgrößen ∆z. Bei zu grober Vernetzung gekrümmter
Oberflächen entstehen aufgrund von Kanten oder Ecken numerische Fehler, die das Ergebnis
beeinflussen. Auch die numerische Dispersion der FDTD-Methode wird mit einem ausreichend
feinen Netz kontrolliert [287, S. 114].
Ein weiterer Fehler rührt aus der zeitlichen Mittelung der Ergebnisse bei der FDTD-Methode.
Um ein stationäres Ergebnis zu erhalten, werden nach einer Initialisierungsphase die Ergebnisse
mittels Volume average in Quickwave3D gemittelt. Aus Erfahrung hat sich eine Mindestanzahl
Iterationen von mindestens 50 000 als sinnvoll erwiesen. Durch Kontrolle der Gesamtdissipation
wird geprüft, ob das Abweichung zwischen jeweils 100 Iterationsschritten kleiner 1% ist, um
sicherzustellen, dass das Ergebnisse stationär ist. In manchen Fällen wurde dabei nach 50 000
Iterationen noch eine Veränderung des Mittelwertes festgestellt, sog. späte Zeitinstabilitäten
[285, S. 50], weshalb die Mittelung von Fall zu Fall um weitere 10 000 Iterationen verlängert
wurde. Es ist nicht sichergestellt, dass in jedem Fall eine späte Zeitinstabilität der Werte erkannt
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wurde. Die Berechnungen wurden in der Regel ein zweites Mal durchgeführt und das Ergebnis
gemittelt wurde. Nach eigenen Schätzungen liegt der Fehler hier im Bereich von etwa 2%.
Eine weitere Abweichung im Ergebnis resultiert daraus, dass zwei Verfahren zur Bestimmung
der im Objekt dissipierten Leistung angewendet wurden. Die erste Methode besteht darin, über
die interne Berechnung in Quickwave3D (Power, Energy and Q-Factor) die im Gesamtmodell
dissipierte Leistung zu ermitteln. Befindet sich nur ein einzelnes dielektrisch verlustbehaftetes
Material im Modell, ist das Ergebnis mit der objektbezogenen Wärmedissipation identisch. Bei
mehr als einem Material kann die Dichte für alle nicht in die Auswertung einbezogenen Ma-
terialien auf Null gesetzt werden und so z.B. die in der Probe dissipierte Leistung bestimmt
werden. Durch Wiederholung der Simulation mit wechselndem Einschalten der weiteren Mate-
rialien könnte so die dissipierte Leistung in verschiedenen Objekten ermittelt werden. Da dieses
Vorgehen sehr zeitaufwändig ist, wird eine zweite Methode angewendet, bei der die dreidimen-
sionale Feldinformation der dissipierten Leistung für das jeweilige Gebiet gespeichert und die
im jeweiligen Gebiet/Objekt dissipierte Leistung in einer Tabellenkalkulation summiert wird.
Da die räumliche Materialzuordnung anhand der Koordinaten aufwändig und daher angenähert
bzw. vereinfacht wird, liegt die Abweichung zwischen beiden Methoden im Bereich 1-16%, und
im Mittel bei etwa 3%.
Der Vergleich zwischen numerischer und analytischer Berechnung der Wärmedissipation weist
einen mittleren Fehler im Bereich von 6-18% auf, wobei insbesondere der Größenbereich d < λ/10
fehlerbehaftet ist, was auf Diskretisierungsfehler aufgrund ungenügender Netzfeinheit bei kleinen
Objekten zurückzuführen ist. Unter der Annahme, dass der Fehler der analytischen Berechnung
vergleichsweise klein ist, unterliegt die numerische Simulation größeren Fehlern, und die Ge-
nauigkeit der numerischen Berechnungen in der vorliegenden Arbeit liegt somit im genannten
Prozentbereich. Zum Vergleich sei auf [288, S. 250] verwiesen. Gute Programmkenntnisse, sorg-
fältige Vernetzung sowie verlässliche Stoffwerte lassen Fehler kleiner als 5% für die numerische
Simulation möglich erscheinen. Andere numerische Methoden weisen keine signifikanten Vorteile
gegenüber der FDTD-Methode auf, wie [288, S. 253-255] und [312, Abs. 5.5] zeigen.
4.4. Transiente Simulation der Mikrowellenerwärmung
Im nächsten Schritt wird die numerische Simulation genutzt, um die Mikrowellen-Erwärmung
keramischer Objekte in einem geschlossenen Resonator zu berechnen. Der Resonator wird als
isotherm und idealer elektrischer Leiter betrachtet, so dass er eine ideale Wärmesenke bzw.
einen idealen Reflektor für die elektromagnetische Welle darstellt. Wandverluste in Hohlleiter
und Resonator [325] werden vernachlässigt. Die Kopplung von elektromagnetischer, thermody-
namischer und fluiddynamischer Simulation erfolgt gemäß der in Abschnitt 3.6 beschriebenen
Methode. Im Folgenden werden die in Abschnitt 3.3 beschriebenen fünf Szenarien betrachtet:
 Fall A: zylindrischer Einzelkörper aus SiC freischwebend im Mikrowellenresonator R2
 Fall B : zylindrischer SiC-Probenkörper umgeben von thermischer Isolierung im Mikrowel-
lenresonator R2
 Fall C : zylindrische ZrO2-Probe (D = 48 mm, H = 48 mm) freischwebend in Mikrowel-
lenresonator R2
 Fall D : zylindrische ZrO2-Probe umgeben von thermischer Isolierung im Mikrowellenreso-
nator R2
 Fall E : zylindrische ZrO2-Probe umgeben von Isolierung und einem offenen Resonator aus
planaren SiC-Scheiben in Applikator R2
Im ersten Schritt wird für jeden der beschriebenen Fälle die temperatur- und volumenabhängi-
ge absorbierte Leistung Pabs durch Mikrowellen im Probenkörper wie auch in den umgebenden
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Objekten wie Isolierung und Suszeptoren berechnet. Im zweiten Schritt wird diese Informati-
on an die thermodynamische Simulation übergeben und unter der Annahme linearen Material-
verhaltens das tatsächliche Aufheizen der Probe als Funktion von Ort und Zeit ermittelt. Die
Aufheizrate wird über einen PID-Regelkreis (s. Unterabschnitt 3.6.3) eingestellt. Somit ist eine
Vergleichbarkeit der betrachteten Fälle hinsichtlich notwendiger Heizenergie, auftretender Tem-
peraturdifferenzen und, daraus abgeleitet, entstandener Thermospannungen im Erwärmungsgut
gegeben.
4.4.1. Simulation der material-, temperatur- und volumenabhängigen
Mikrowellendissipation
Wie bereits erläutert wird zunächst die Mikrowellendissipation des Probenzylinders schrittweise
ermittelt. Dazu werden nacheinander Mikrowellensimulationen mit Quickwave3D durchgeführt,
in denen die Stoffeigenschaften sowie die Volumenabnahme der Probe entsprechend der Tem-
peratur, die in diskreten Schritten von Raum- bis zur Zieltemperatur erhöht wird, angepasst
werden. Die eingestrahlte Mikrowellenleistung beträgt in allen Simulationen 200 W, die Mikro-
wellenfrequenz 2.45 GHz.
SiC (Fall A und B) Eine zylindrische Probe aus dichtem SiC wird mittig im Resonator plat-
ziert. Im Fall B kommt eine thermische Faserisolierung hinzu (KVS 400, Fa. Rath, s. auch
Abbildung 3.18). Aufgrund seiner hohen Permittivität absorbiert SiC sowohl im Fall A wie B
von Raumtemperatur an die Mikrowellenstrahlung gut. Mit zunehmender Temperatur nimmt
dann die Absorption trotz steigender Permittivität ab. Die Isolierung, die sich um die SiC-Probe
herum befindet, nimmt deutlich weniger Leistung auf, was an ihrer hohen Porosität und den
geringen dielektrischen Verlusten liegt. Im Fall B liegt die Absorption des SiC im Vergleich zu
Fall A etwa 16% niedriger, dafür wird ein Teil der Mikrowellenenergie in der Isolierung dissipiert.
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Abbildung 4.20: Ergebnis SiC Quickwave
Die elektrische Feldverteilung im Resonator, dargestellt in Abbildung 4.21 oben, bleibt bei der
Erwärmung der Probe nahezu unverändert. Die elektrische Feldverteilung ergibt aus der Überla-
gerung ausbreitungs- und nicht-ausbreitungsfähigen Moden, sobald ein verlustbehafteter Proben-
körper in den als ideal angenommen Resonator eingebracht wird. Die Resonanzfrequenz ändert
sich dann gemäß ωL =
√
ω20 − σ2 [415, S. 10]. Aufgrund der hohen Permittivität des SiC und
der damit verbundenen geringen Eindringtiefe aufgrund des Skin-Effekts ist die Feldausbreitung
innerhalb der Probe vernachlässigbar. Demzufolge wird nur eine Randzone des Probenkörpers
von 1-2 mm Tiefe durch die Mikrowellen erwärmt, wie aus Abbildung 4.21 (unten) ersichtlich. Ei-
ne achsensymmetrische Energieverteilung, die als Annahme für das zweidimensionale thermische
Modell getroffen wurde (vgl. Unterabschnitt 3.3.3), trifft nicht vollständig zu. An den im Bild
dargestellten oberen und unteren Rand rechtwinklig zum Hohlleiter ist die Dissipation erhöht.
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(a) E-Feldverteilung bei T = 20 °C (b) E-Feldverteilung bei T = 1400 °C
(c) Wärmedissipation
Pdiss bei T = 20 °C
(d) Wärmedissipation
Pdiss bei T = 1400 °C
Abbildung 4.21: Elektrische Feldverteilung im Resonator (a, b) und Wärmedissipation im Pro-
benkörper aus SiC (c, d) im Fall A bei 20 °C und 1400 °C.
ZrO2 (Fall C, D und E) Die Volumenabnahme der teilverdichtete ZrO2-Probe und die damit
verbundene Verdichtung des Materials aufgrund des Sintervorgangs wird in mehreren Temperatur-
Schritten (s. Abbildung 3.13) umgesetzt. Das Ergebnis ist in Abbildung 4.22 dargestellt. Alle
drei Simulationen zeigen zu Beginn des Aufheizvorgangs eine niedrige Mikrowellenabsorption
des ZrO2-Zylinders an, die ab 300-400 °C aufgrund des Anstiegs der Permittivität des porösen
ZrO2 deutlich zunimmt. Das Maximum der Absorption wird bei etwa 1000 °C erreicht. Im Fall
C erreicht Pmax =200 W, was einer Effizienz von 100% entspricht. Danach sinkt die Absorption
wieder. Analog zur Simulation mit SiC reduziert sich die Absorption der Probe um 15-16%, wenn
die Probe isoliert wird (Fall D). Die Hybriderwärmung mit Suszeptorscheiben aus SiC im Fall
E reduziert die Mikrowellenabsorption der ZrO2-Keramik nochmals. Die SiC-Scheiben tragen
eine Grundlast bei der Absorption von konstant 80-100 W über dem Temperaturbereich und
bestätigen das Prinzip der Suszeptorheizung bei der Mikrowellenerwärmung. So wird die Mikro-
wellenenergie über den Suszeptor in Form von Wärmestrahlung an das Erwärmungsgut geleitet.
Die Summe aus PZrO2 + PSusz im Fall E ergibt in etwa PZrO2 aus Fall C.
Fall C
ab
sor
bie
rte
 Le
ist
un
g P
ab
s / 
W
0
50
100
150
200
Temperatur T / ℃
0 500 1000 1500
Fall D
Temperatur T / ℃
0 500 1000 1500
Fall E
PZrO2
PIso
PSusz
Pmax
Temperatur T / ℃
0 500 1000 1500
Abbildung 4.22: Mikrowellenabsorption für Fall C bis E.
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Die Verteilung der elektrischen Feldstärke und der Dissipation im keramischen ZrO2-Probenkörper
im Szenario C ist in Abbildung 4.23 veranschaulicht. Die Abbildung zeigt einen Schnitt durch die
Resonatormitte in der x, y-Ebene, d.h. in der Draufsicht. Im Temperaturbereich 20 °C bis 1400
°C ändert sich die elektrische Feldausbreitung in Probe und Resonator (s. Abbildung 4.23a-c) wie
auch die Wärmedissipation innerhalb der Probe (s. Abbildung 4.23d-f). Die Wärmedissipation
nimmt mit steigender Temperatur zu. Gleichzeitig verlagert sich die Erwärmungszone von der
Probenmitte nach außen, so dass ähnlich wie bei SiC bei hohen Temperaturen vor allem der Pro-
benrand durch die Mikrowellen erwärmt wird. Die Annahme, dass die Energieverteilung durch
ein rotationssymmetrisches Modell darstellbar ist, trifft im Fall von ZrO2 nur bei bestimmten
Temperaturen zu. Die Reduktion der thermischen Simulation auf ein 2D achsensymmetrisches
Modell mit nur zwei Subvolumina stellt somit im ungünstigen Fall eine räumliche Vergleichmä-
ßigung der energetischen Last dar, die nicht der tatsächlichen Situation entspricht. Hier würde
sich eine Erhöhung der Objektzahl anbieten.
(a) E-Feldverteilung bei T = 20
°C
(b) E-Feldverteilung bei T = 600
°C
(c) E-Feldverteilung bei T =
1400 °C
(d) Wärmedissipation
Pdiss bei T = 20 °C
(e) Wärmedissipation
Pdiss bei T = 600 °C
(f) Wärmedissipation
Pdiss bei T = 1400 °C
Abbildung 4.23: Fall C: Verteilung des E-Feldes im Resonator (a-c) und der Wärmedissipation
im ZrO2-Probenkörper (d-f) als Funktion der Temperatur. Schnittebene durch
Resonatormitte in der x, y-Ebene.
Die E-Feldverteilung und Dissipation in Resonator bzw. Keramik-Probe im Fall D und E bei 600
°C ist in Abbildung 4.24 als Draufsicht (a, b) und Querschnitt (c, d) dargestellt. Die Keramik-
probe ist nun von einer thermischen Isolierung umgeben. Im Fall E befinden sich noch zusätzlich
die zwei Suszeptorscheiben ober- und unterhalb der Probe. Gegenüber Fall C ändert sich die
Feldausbreitung. Die SiC-Scheiben, die als offene Resonatoren dienen, verändern die Ausbrei-
tung des elektrischen Feldes innerhalb des Resonators und der Probe ebenfalls, allerdings ist ihr
Einfluss auf die Probe geringer als der Einfluss der Isolierung.
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(a) Fall D: E-Feld bei T = 600 °C (xz-
Ebene)
(b) Fall E: E-Feld bei T = 600 °C (xz-
Ebene)
(c) Fall D: E-Feld bei T = 600 °C (yz-
Ebene)
(d) Fall E: E-Feld bei T = 600 °C (yz-
Ebene)
Abbildung 4.24: Verteilung des E-Feldes in Resonator und ZrO2-Probe für Fall D und E bei 600
°C im Quer- (a), (b) und Längsschnitt (c), (d).
4.4.2. Simulation des zeitabhängigen Aufheizverhaltens
Die absorbierte Leistung, die aus den oben beschriebenen Simulationen mit Quickwave3D gewon-
nen wurde, wird als skalierbare Größe in die thermische Simulation übernommen. Dazu wird die
objektbezogene Absorption P in W auf das jeweilige Volumen normiert, PV,Objekt in W/m³, und
in Bezug zu der in den Resonatorquerschnitt eingestrahlten Leistung PA in W/m² gesetzt. Die
resultierende spezifische Absorptionsrate
(
PV
PA
)
wurde als Vergleichsgröße von [30, 29] eingeführt
und wird hier als Leitgröße für den Wärmeeintrag durch Mikrowellen genutzt. Die folgenden Si-
mulationen für das zeitabhängige Erwärmen der Probe verlaufen von Raumtemperatur bis 1430
°C (∆T ≥ 1400 K) bzw. von 800 °C bis 1430 °C (∆T > 600 K) mit einer anschließenden Halte-
zeit von 50 Minuten. Die Aufheizkurven folgen vorgegebenen Heizraten. Bis auf Fall E werden
sowohl 5 K/min als auch 20 K/min Heizrate verwendet. Ein Regelkreis kontrolliert die eingesetz-
te Mikrowellenleistung (vgl. Unterabschnitt 3.6.3). Als Regelgröße dient die Temperatur in der
Mitte der Keramikprobe. Für die Darstellung der Temperaturverläufe wird die dimensionslose
Temperatur Θ verwendet, die sich aus der Start- und Umgebungstemperatur T∞, der Zieltem-
peratur TZiel sowie der mittleren Probentemperatur Tm (t) errechnet, die durch Integration über
das Probevolumen ermittelt wird:
Θ =
Tm(t)− T∞
TZiel − T∞ mit Tm (t) =
ˆ
V
T (t) dV . (4.4)
Die folgenden Diagramme zeigen die Ergebnisse der Temperaturberechnung für Fall A bis E.
Abbildung 4.25 illustriert das Aufheizprofil im Fall A. Für diese wie auch alle nachfolgenden
Simulationen gilt, dass die jeweils vorgegebene Heizrate mit Hilfe des PID-Reglers eingehalten
werden kann. Da SiC eine hohe Wärmeleitfähigkeit besitzt, wird eine sehr gute Vergleichmä-
ßigung der Temperatur innerhalb der Probe erzielt, so dass sich auch die in Abbildung 4.25
verwendete mittlere Probentemperatur eng an der Solltemperatur orientiert. Die eingestrahlte
Mikrowellenleistung Q˙MW steigt während der Erwärmung auf max. 11 kW an. Nach Erreichen
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der Haltetemperatur tritt eine gedämpfte Schwingung der Mikrowellenleistung auf, die durch den
PID-Regelkreis erzeugt wird und zeigt, dass die Einstellung der Regelparameter mit zunehmender
Temperatur und verändertem Systemverhalten nicht ideal ist.
Unterschiede werden beim Vergleich der Heizraten und Starttemperaturen deutlich. Bei 20 °C
Umgebungstemperatur ist eine Mikrowellenleistung von 11 kW notwendig, bei 800 °C Umge-
bungstemperatur hingegen 9 kW. Das bedeutet, durch Hybridheizen können in diesem Fall 2
kW bzw. 18% Mikrowellenleistung eingespart werden. Für eine energetische Gesamtbetrachtung
muss ergänzend die Leistung für die konventionelle Heizung berücksichtigt werden. Nach [416,
S. 299] kann der Wärmeverlust von elektrischen Öfen wie folgt abgeschätzt werden:
Q˙Verlust = 0.5 · V 2/3T 5/3 (4.5)
Das Volumen V wird in m3, die Temperatur in ◦C angegeben. Der Wärmeverlust hat die Einheit
W. Für eine Ofentemperatur von 800 °C ergibt sich für R2 mit 6.16 L Volumen ein Heizbe-
darf von 1.15 kW für die konventionelle Heizung. Somit bleibt ein Nettogewinn von 850 W bei
Hybridheizung.
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Abbildung 4.25: Fall A: Aufheizprofile für SiC-Zylinder (D = H = 48 mm) ohne thermische
Isolierung.
Bei Fall B muss aufgrund der thermischen Isolierung deutlich weniger Mikrowellenleistung zum
Heizen aufgebracht werden: bei T∞ = 20 ◦C beträgt Q˙MW = 1335 W in der Haltephase, und bei
800 °C beträgt sie 745 W. Die Hybridheizung reduziert die Mikrowellenleistung um 590 W, die
den Heizbedarf für die konventionelle Heizung in diesem Fall nicht kompensiert.
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Abbildung 4.26: Fall B : Aufheizprofile für SiC-Zylinder (D = H = 48 mm) mit thermischer
Isolierung.
Mit den nächsten Diagrammen erfolgt der Wechsel von SiC zu ZrO2. Der Temperaturverlauf
des Aufheizvorgangs wird wieder mit Hilfe der dimensionslosen Temperatur Θ (t) dargestellt (s.
Abbildung 4.27). Die ZrO2-Probe weist aufgrund ihrer (anfänglichen) Porosität und im Vergleich
mit seiner zu SiC geringeren Wärmeleitfähigkeit höhere innere Temperaturdifferenzen auf. Des-
halb ist der Verlauf der mittleren dimensionslosen Temperatur Θ über die Zeit t nicht so linear
wie im Fall von SiC. Mit Beginn der Verdichtung bei etwa 900 °C tritt ein Knick im Verlauf von
Θ auf, der auf die zunehmende Verdichtung und höhere Wärmeleitung im Inneren hindeutet. Die
Mikrowellenleistung beträgt für die nicht-isolierte ZrO2-Probe ohne Hybridheizung (T∞ = 20 °C)
etwa 2700 W und mit Hybridheizung (T∞ = 800 °C) etwa 2215 W. Die Differenz beträgt 485 W,
welche nicht durch den Heizbedarf für die konventionelle Heizung (1.15 kW) kompensiert wird.
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Abbildung 4.27: Fall C : Zeitlicher Verlauf des Aufheizprofils und der Mikrowellen-Heizleistung
für die ZrO2-Probe ohne Isolierung.
Wie zuvor bei der SiC-Probe wird eine thermische Isolierung im Fall D um die ZrO2 platziert.
Im Vergleich zu SiC kann die Leistungsaufnahme der ZrO2-Probe durch die Isolierung deutlich
gesenkt werden (s. Abbildung 4.28). So benötigt die Mikrowellenheizung ohne Hybridheizung
(T∞ = 20 °C) etwa 1000 W, gegenüber 2700 W für die nicht isolierte Probe im Fall C. Die
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Leistungsaufnahme mit Hybridheizung (T∞ = 800 °C) beträgt 640 W. Die Differenz von 360 W
kompensiert nicht den Heizbedarf für das Hybridheizen (1150 W).
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Abbildung 4.28: Fall D : Zeitlicher Verlauf des Aufheizprofils und der Mikrowellen-Heizleistung
für die ZrO2-Probe mit Isolierung.
Ergänzend zur Isolierung wird im Fall E innerhalb der Isolierkammer ober- und unterhalb der
Probe jeweils eine Scheibe aus SiC als Suszeptor und offener Resonator vorgesehen. Die thermi-
sche Last wird erhöht. Mit den SiC-Scheiben befindet sich zudem ein guter Mikrowellenabsorber
im Resonator. Abbildung 4.29 präsentiert den Temperatur- und Leistungsverlauf für den Auf-
heizvorgang (im Fall E wurde nur mit 5 K/min Heizrate gerechnet). Wie zuvor in Fall C und
D gibt es einen kleinen Knick in der Aufheizkurve bei 900 °C aufgrund der zunehmenden Wär-
meleitfähigkeit innerhalb der Probe. Die Leistungsaufnahme bei T∞ = 20 °C beträgt 1150 W,
bei T∞ = 800 °C beträgt sie 740 W. Die Differenz von 310 W kann den Heizbedarf für die
konventionelle Zusatzheizung (1150 W) wiederum nicht ausgleichen.
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Abbildung 4.29: Fall E : Zeitlicher Verlauf des Aufheizprofils und der Mikrowellen-Heizleistung
für die ZrO2-Probe mit Isolierung und offenem Resonator aus SiC-Suszeptoren.
In Abbildung 4.30 sind die Ergebnisse in Bezug auf die aufgewendete Heizenergie EMW =
´ t?
0 P dt
zusammengefasst, wobei t? den gesamten Heizvorgang vom Startpunkt bis zur Zieltemperatur,
einschließlich Haltezeit umfasst. Die Heizenergie sinkt zum einen mit steigender Heizrate, zum
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anderen zeigen sowohl Isolierung als auch Hybridheizung eine reduzierende Wirkung auf den
Energiebedarf.
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Abbildung 4.30: Vergleich der benötigten Mikrowellenenergie
Für eine Evaluierung der Effizienz der Mikrowellenerwärmung wird der zeitlich gemittelte Wir-
kungsgrad 〈η〉 der mikrowellen-beheizten Probe wie folgt aus dem Quotienten aus absorbierter
und eingesetzter Mikrowellenenergie errechnet:
〈η〉 =
1
t?
´ t?
0 PProbe dt
1
t?
´ t?
0 PMW dt
. (4.6)
Tabelle 4.1 stellt die resultierenden Wirkungsgrade zusammen. Bei den nicht-isolierten, nicht-
hybridbeheizten Proben beträgt der Wirkungsgrad bei SiC 39-40%, bei ZrO2 58-59%. Die konse-
kutive Hybridheizung führt zu einer leichten Effizienzsteigerung sowohl bei nicht-isoliertem SiC
als auch bei ZrO2. Nach Isolieren der Proben hat die konsekutive Hybridheizung nur geringen
steigernden, z.T. sogar retardierenden Effekt auf den Wirkungsgrad. Der Vergleich von isolierten
und nicht-isolierten Proben zeigt zudem einen deutlichen Rückgang des Wirkungsgrads bei Iso-
lation auf, welcher in Verbindung mit der reduzierten Mikrowellenabsorption in Abbildung 4.20
und Abbildung 4.22 zu sehen ist. Im Fall E mit Isolierung, konsekutiver Hybrid- und Suszeptor-
heizung beträgt der Wirkungsgrad der Probenerwärmung nur ein Fünftel bis Viertel des Wir-
kungsgrads der nicht-isolierten Probe.
Tabelle 4.1: Effizienz 〈η〉 der Mikrowellenbeheizung im zeitlichen Mittel bezogen auf die SiC-
bzw. ZrO2-Probe bei den betrachteten Modellvariationen.
Werkstoff SiC ZrO2
Heizrate 5 K/min 20 K/min 5 K/min 20 K/min
Probe nicht isoliert 39.8% 38.7% 57.9% 58.8%
+kons. Hybridheizung 40.6% 40.1% 66.7% 64.1%
Probe mit Isolierung 30.4% 34.7% 42.9% 39.0%
+kons. Hybridheizung 33.7% 33.1% 42.1% 39.1%
+Suszeptorheizung   15.2% 
+kons. HH. + Suszeptor   13.8% 
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Bei der Prozessauslegung sind energieeffiziente Prozesse ein wichtiges Ziel. Ein weiteres essen-
tielles Ziel der Erwärmung/Sinterung keramischer Bauteile ist deren Rissfreiheit. Da schnelle
(Mikrowellen-)Aufheizprozesse zu thermisch induzierter Rissbildung aufgrund von Wärmespan-
nungen führen können, vgl. [73], werden nachfolgend die Wärmespannungen im Bauteil gemäß
den Berechnungsgrundlagen auf Seite 68 als Funktion der Temperatur untersucht, um die Be-
dingungen zur Vermeidung von Bauteilrissen zu evaluieren.
4.4.3. Berechnung der thermischen Spannungen beim Mikrowellenerwärmen
Ein wichtiges Kriterium für die Rissfreiheit sind Temperaturgradienten im Bauteil bei Erwär-
mung. Abbildung 4.31 stellt die zeitlich und räumlich durch Integration gemittelten Tempera-
turgradienten für die Fälle A bis E zusammen. Die isolierten Proben weisen geringere Tempe-
raturgradienten im Vergleich mit den nicht-isolierten Proben auf. Bei SiC sind die Tempera-
turgradienten aufgrund der höheren Wärmeleitfähigkeit von SiC im Vergleich zu ZrO2 deutlich
geringer. Erwartungsgemäß steigt bei den SiC-Proben mit zunehmender Heizrate der Tempera-
turgradient innerhalb der Probe, während beim isolierten ZrO2 kein nennenswerter Unterschied
in den Temperaturgradienten bei 5 K/min und 20 K/min Heizrate festzustellen ist. Die Hybrid-
heizung führt bei SiC zu höheren Temperaturgradienten. Dagegen können bei ZrO2 niedrigere
Temperaturgradienten durch Hybridheizen erzielt werden.
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Abbildung 4.31: Vergleich der auftretenden mittleren Temperaturgradienten in den SiC- und
ZrO2-Proben.
Die Risswahrscheinlichkeit soll mit Hilfe des Thermoschockparameters Rs abgeschätzt werden.
Die folgenden Berechnungen konzentrieren sich dabei auf die Fälle C bis E, da die poröse ZrO2-
Keramik, wie oben gezeigt, die größeren Temperaturgradienten und damit ein erhöhtes Rissrisiko
aufweist. Im Abschnitt 3.7.2 wurden die mechanischen Eigenschaften von ZrO2 und der Einfluss
der Porosität auf diese beschrieben. Das Risiko für eine Rissinitiierung und -ausbreitung wird
hier über den Thermoschockparameter Rs [380] abgeschätzt (s. Gleichung 3.32). Überschreitet
die Temperaturdifferenz ∆Tkrit innerhalb des Bauteils den Thermoschockparameter Rs, ist Ther-
moschock und somit eine Rissbildung wahrscheinlich. Es gilt somit:
Rs
{
> ∆Tkrit thermoschockbeständig
< ∆Tkrit Thermoschockrisiko gegeben
(4.7)
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Die kritische Temperaturdifferenz ∆Tkrit wird für einen Vollzylinder aus der mittleren Tem-
peratur Tm und der Oberflächentemperatur Ts an der Stirnseite gebildet [381]. Die folgenden
Abbildungen zeigen den Verlauf von Rs und ∆Tkrit als f (t) während des Erwärmungsvorgangs.
Zu Beginn verläuft Rs bei allen Simulationsfällen oberhalb von ∆Tkrit, weil Elastizitätsmodul und
Biegefestigkeit im unteren Temperaturbereich entsprechend groß sind. Mit zunehmender Tem-
peratur sinken beide Materialkennwerte (s. Abbildung 3.21), während die Temperaturgradienten
im Bauteil steigen.
Der Fall C wird in Abbildung 4.32 dargestellt. Bei 5 K/min Heizrate und T∞ = 20 °C kreu-
zen sich die beiden Kurven nach 160 Min. Die Temperatur der Probe beträgt ≈ 600 °C. Im
weiteren Erwärmungsverlauf unterschreitet Rs die kritische Temperaturdifferenz, so dass eine
Rissausbildung sehr wahrscheinlich wird. Ein ähnlicher Verlauf stellt sich bei Hybridheizung
mit T∞ = 800 °C ein. Der Zeitpunkt der Unterschreitung von ∆Tkrit erfolgt hier bei 60 Min
(≈ 900 °C). Im Vergleich zu 5 K/min Heizrate ist der Verlauf bei 20 K/min ungünstiger, denn Rs
unterschreitet noch früher ∆Tkrit. Fall C, die Mikrowellen-Erwärmung von ZrO2 ohne Maßnah-
men zur Temperaturhomogenisation, ist somit für das Mikrowellensintern von ZrO2 ungeeignet.
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Abbildung 4.32: Vergleich des Temperaturgradienten ∆Tkrit und des Thermoschockparameters
Rs für Fall C: zylindrische ZrO2-Probe ohne Isolierung bei zwei Aufheizraten.
Positiver fällt das Ergebnis im Fall D aus (s. Abbildung 4.33). Bei 5 K/min und T∞ = 20 °C
unterschreitet Rs den Verlauf von ∆Tkrit erst nach 210 Min (≈ 950 °C), bei T∞ = 800 °C nach 80
Min (≈ 1250 °C). Der Abstand der beiden Kurven nach der Unterschneidung ist zudem gering,
was auf beide Heizraten gleichermaßen zutrifft und das Ergebnis in Abbildung 4.31 bestätigt.
Durch Hybridheizung kann der Abstand der Kurven für Rs und ∆Tkrit nochmals verringert
werden, so dass die Risswahrscheinlichkeit deutlich geringer wird. Die Isolierung sorgt für eine
Homogenisierung der Temperaturverteilung und ermöglicht auch höhere Aufheizraten bei gleicher
Risswahrscheinlichkeit.
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Abbildung 4.33: Vergleich des Temperaturgradienten ∆Tkrit und des Thermoschockparameters
Rs für Fall D : zylindrische ZrO2-Probe mit thermischer Isolierung bei zwei Auf-
heizraten.
Bei Fall E ist der Verlauf von Rs und ∆Tkrit ohne Hybridheizung etwas ungünstiger als im
Fall D (vgl. Abbildung 4.34 und Abbildung 4.33). Erst bei Hybridheizung (T∞ = 800 °C) bleibt
im Fall E der Thermoschockparameter Rs während des gesamten Heizvorgangs, mit Ausnahme
von ein paar kurzzeitigen regelungsbedingten Überschwingern zwischen 120 und 140 min, knapp
oberhalb der Rissschwelle ∆Tkrit.
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Abbildung 4.34: Vergleich des Temperaturgradienten ∆Tkrit und des Thermoschockparameters
Rs für Fall E : zylindrische ZrO2-Probe mit thermischer Isolierung und SiC-
Suszeptoren bei einer Aufheizrate von 5 K/min.
Die vorgestellten Ergebnisse stellen eine Möglichkeit für eine Abschätzung der Wärmespannungen
im Bauteil dar. Mit Hilfe der numerischen Simulation ist es möglich, die Spannungsberechnung
in die multiphysikalische Berechnung einzubeziehen, um zu einer detaillierten, ortsaufgelösten
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Spannungsverteilung im Bauteil zu kommen.
4.4.4. Temperaturverteilung und Wärmeströme
Nach Betrachtung der globalen Kennwerte der Mikrowellenerwärmung soll abschließend ein Blick
auf die ortsaufgelöste Wärme- und Temperaturverteilung geworfen werden. Die Wechselwirkun-
gen der Wärmeströme werden exemplarisch für Fall D und E (Heizrate 5 K/min, T∞ = 20 °C)
veranschaulicht, um das Wirken des Modells zu verdeutlichen.
Abbildung 4.35 zeigt eine Serie der lokalen Temperaturverteilung für Fall D in 40 Minuten-
Schritten, wobei der letzte Zeitschritt um 10 Minuten vorgezogen wurde (t = 270 min), um den
Temperaturschwingungen des Reglers auszuweichen. Die Diagramme zeigen durch die Farbge-
bung die lokale Temperatur, die Pfeile zeigen die Strömungsgeschwindigkeit in der umgebenden
Luft an. Aus der Bilderserie wird zunächst der volumetrische Energieeintrag der Mikrowellen-
strahlung in die Probe deutlich. Mit steigender Probentemperatur verlagert sich die Dissipati-
onszone von der Mitte gleichmäßig auf die gesamte Probe (t = 240 Min.). Mit Annäherung an
die Zieltemperatur bei t ≥ 270 min erfolgt eine verstärkte Erwärmung der Probenseite.
Abbildung 4.35: Temperaturverteilung in °C (gekennzeichnet durch Farbskala) und Luftbewe-
gung (gekennzeichnet durch Vektorpfeile) innerhalb des Isolier-Caskets für Fall
D bei T∞ = 20 °C und 5 K/min Aufheizrate in Zeitschritten von 40 Minuten.
Die Isolierung wird vor allem durch die von der Probe abgegebene Wärme geheizt. Zu Beginn
des Aufheizprozesses (t = 40 . . . 120 Min.) wird die Verlustwärme der Probe vor allem durch freie
Konvektion und Wärmeleitung der umgebenden Luft abtransportiert. Bei 240 min hat die Tem-
peratur der Probenoberfläche mehr als 1000 °C erreicht. Die Wärmestrahlung nimmt nun einen
überwiegendenden Anteil bei der Wärmeabgabe der Probe ein. Dabei schrumpft die Probe durch
die Verdichtung des ZrO2 und die Wärmeleitfähigkeit in der Probe steigt (s. Abbildung 4.36).
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Abbildung 4.36: Abhängigkeit der Wärmeleitfähigkeit von der zunehmenden Dichte des ZrO2
während der Sinterung.
Durch die Volumenabnahme der Probe während des Sinterns wird die wärmeübertragende Flä-
che nach außen kleiner. Dadurch kann die ZrO2-Probe den Wärmeverlust begrenzen und die
innere Wärme besser vergleichmäßigen, wodurch die Abnahme von ∆Tkrit nach Erreichen eines
Maximums in Abbildung 4.33 und Abbildung 4.34 erklärbar wird. Zur Verdeutlichung der loka-
len dissipierten Mikrowellenleistung stellt Abbildung 4.37 in gleicher zeitlicher Reihung wie oben
den Verlauf der Absorption dar. Die Farbcodierung kennzeichnet die Intensität der dissipierten,
volumenspezifischen Mikrowellenleistung PV , die Pfeile zeigen Intensität und Richtung des Ge-
samtwärmeflusses Q˙ an. Das Diagramm rechts unten verdeutlicht die Aufteilung der absorbierten
Leistung auf ZrO2-Probe (rot) und Isolierung (gelbe Linie). Die hellrote Fläche kennzeichnet den
in der Probenmitte absorbierten Anteil der Mikrowellenleistung.
Abbildung 4.37: Wärmedissipation durch Mikrowellenstrahlung in W/m³ und Gesamtwärme-
strom (Vektorpfeile) innerhalb des Isolier-Caskets für Fall D bei T∞ = 20 °C
und 5 K/min Aufheizrate in Zeitschritten von 40 Minuten.
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Etwas anders stellt sich die Temperatur- und Wärmeverteilung im Fall E dar. Im Unterschied
zu den vorangegangenen Fällen werden die Modell-Objekte in weitere Subvolumina unterteilt.
Die ZrO2-Probe besteht nun aus vier Subvolumen (oben, Mitte, unten, außen) anstelle von zuvor
zwei (Mitte und Zylindermantel). Jedem Subvolumen wird ein spezifischer temperaturabhängiger
Absorptionsterm
(
PV
PA
)
i
zugewiesen. Neben der ZrO2-Probe befinden sich zwei SiC-Suszeptoren
ober- und unterhalb der Probe, die ebenfalls einen Teil der zur Verfügung stehenden Mikrowel-
lenleistung absorbieren. Die ZrO2-Probe wird auf einen kleinen Sockel aus Isoliermaterial mittig
zwischen die Suszeptorscheiben platziert. Das Zusammenspiel von Suszeptoren und Probe wird in
Abbildung 4.38 deutlich. Zu Beginn der Erwärmung werden vor allem die SiC-Suszeptoren durch
Mikrowellen erwärmt. Von dort wird ein Teil der Wärme über Konvektion im Innenraum des Cas-
ket verteilt. Die Strahlung spielt in diesem Temperaturbereich (< 300 °C) eine untergeordnete
Rolle. Nach 80 min hat sich eine relativ gleichmäßige Temperaturverteilung zwischen Suszepto-
ren und Probe eingestellt. Die Probentemperatur liegt zwischen 400-500 °C, und die ZrO2-Probe
absorbiert ihrerseits verstärkt Mikrowellenleistung (vgl. Abbildung 4.22), so dass zwischen 120
und 200 min ein Absorptionsmaximum bei der ZrO2-Probe vorliegt. Ab t = 240 min vergleich-
mäßigt sich das Temperaturfeld innerhalb des Caskets und die Wärmestrahlung nimmt wieder
eine dominierende Rolle beim Wärmetransfer ein. Das Temperaturdiagramm rechts unten ver-
deutlicht, dass die ZrO2-Probe ab der 60. Minute wärmer ist als die Umgebung, und unterstreicht
den hybriden Charakter der Erwärmung.
Abbildung 4.38: Temperaturverteilung in °C (gekennzeichnet durch Farbskala) und Luftbewe-
gung (gekennzeichnet durch Vektorpfeile) innerhalb des Isolier-Caskets für Fall
E bei T∞ = 20 °C und 5 K/min Aufheizrate in Zeitschritten von 40 Minuten.
Die Verteilung der Wärmedissipation und die Wärmestromrichtung für Fall E wird in Abbildung 4.39
dargestellt. Zu allen Zeitpunkten absorbieren die Suszeptoren die meiste Mikrowellenenergie. Die
ZrO2-Probe koppelt ab 120 Minuten (≈ 450 °C) erkennbar an. Der Schwerpunkt der Absorption
liegt dabei zunächst in der Probenmitte und verschiebt sich mit zunehmender Temperatur nach
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außen, bis bei Erreichen der Zieltemperatur (TZiel ≥ 1420 °C, t = 280 min) fast ausschließlich
der äußere Mantelbereich der Probe beheizt wird. Im Vergleich zu Fall D zeigt die Wärmeab-
sorption an den Grenzflächen zwischen den Subvolumina der Probe diskontinuierliche Übergänge
bei der Dissipation, die sich allerdings nicht im Temperaturbild widerspiegeln. Das Diagramm
rechts unten in Abbildung 4.39 zeigt, dass die Suszeptoren über den gesamten Aufheizvorgang
nahezu konstant 50% der Mikrowellenenergie als eine Art Grundlast aufnehmen und wieder
abgeben. Über Konvektion und Strahlung wird die Wärme im Innenraum verteilt. Der Einfluss
der Strahlung ist in diesem Fall nicht so gut sichtbar, da die Absorption der Suszeptoren die-
se in den Hintergrund treten lässt. Der Vergleich der Absorption von Suszeptor und Probe in
Abbildung 4.38 und Abbildung 4.39 verdeutlicht den Einfluss der Wärmeleitfähigkeit. Die SiC-
Suszeptoren weisen eine nahezu homogene Temperatur- und Wärmeverteilung aus, die durch die
hohe Wärmeleitfähigkeit des SiC bedingt ist. Sie trägt zur Homogenisierung der Temperaturver-
teilung im Inneren des Isolier-Caskets bei. Im Vergleich zur ZrO2-Probe bilden sich dort deutlich
geringere Temperaturgradienten aus, wie in Abbildung 4.38 zu sehen.
Abbildung 4.39: Wärmedissipation durch Mikrowellenstrahlung in W/m³ und Gesamtwärme-
strom (Vektorpfeile) innerhalb des Isolier-Caskets für Fall E bei T∞ = 20 °C
und 5 K/min Aufheizrate in Zeitschritten von 40 Minuten.
Damit ist die Ergebnisdarstellung abgeschlossen. Im nächsten Kapitel werden die beschriebenen
Ergebnisse und weitere Zusammenhänge diskutiert.
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5. Diskussion
Nachfolgend werden die analytisch wie numerisch ermittelten Ergebnisse zur Mikrowellenabsorp-
tion diskutiert und verglichen. Dabei soll untersucht werden, welchen Einflüssen die Mikrowel-
lenabsorption im Fernfeld und im geschlossenen Resonator unterliegt. Die daraus abgeleiteten
Erkenntnisse fließen in die Simulation des Aufheizvorgangs keramischer Proben ein. Die Bewer-
tung hinsichtlich des energetischen Wirkungsgrads und der Wärmespannungen erfolgt auf Basis
dieser Berechnungen.
5.1. Kategorisierung des Mikrowellenabsorptionverhaltens von
Dielektrika
Für die Anwendung der analytischen Lösung der Maxwell-Gleichungen nach Mie wurde der
Bhmie-Code aus [16, 282] in die Sprache R portiert, modifiziert und zur Berechnung der Ab-
sorptionseffizienz Qabs im Fernfeld angewendet. Dazu wurden aus Literaturdaten temperatur-
und teilweise auch frequenzabhängige komplexe Permittivitätswerte für ausgewählte Materialien
zusammengestellt und die AbsorptionseffizienzQabs für homogene, isotrope kugelförmige Objekte
über einen weiten Volumen- bzw. Radienbereich bei Bestrahlung mit Mikrowellen ermittelt.
Die in Abschnitt 4.2 vorgestellten Ergebnisse von Berechnungen mittels der Mie-Methode können
zunächst hinsichtlich einer Kategorisierung des Absorptionsverhaltens verschiedener Materiali-
en bei einer konstant gehaltenen Wellenlänge der Mikrowellenstrahlung (2.45 GHz) analysiert
werden. Die in Abbildung 4.10 dargestellten Absorptionskurven zeigen zunächst den wohlbe-
kannten Zusammenhang einer zunehmenden Mikrowellenabsorption mit zunehmendem tan (δ)
(jeweils Kurven e bis a) für Materialien mit stark unterschiedlichem Realteil der Permittivität
für Probenabmessungen, die um fünf Zehnerpotenzen variieren.
Eine qualitative Bewertung des Absorptionsverhaltens eines Materials unabhängig von der Bau-
teilgröße kann mit Hilfe der in Gleichung 4.2 und Gleichung 4.3 eingeführten Kennwerte Ψ¯ und
Q¯abs z.B. bei steigender Temperatur oder zunehmender Dichte vorgenommen werden. So ist z.B.
die Lage für die untersuchten Materialien Al2O3, ZrO2 (dicht und mit Sinterschrumpfung) und
SiC im Q¯abs,tan (δ)- und Ψ¯,tan (δ)-Diagramm in Abbildung 5.1 dargestellt.
Damit ist ersichtlich, dass bei ZrO2 das Auftreten von Resonanzen bei niedrigen Temperaturen
ausgeprägt ist, und damit ein großer Einfluss der Bauteilgröße gegeben ist. Ab 600 °C ist dage-
gen von einer weitgehend stabilen, größenunabhängigen Absorption auszugehen. Das potenzielle
Absorptionsverhalten von ZrO2 ist bei niedrigen Temperaturen gering, steigt bei 600 °C bereits
auf sehr hohe Werte an und sinkt über 1000 °C etwas ab. Die poröse ZrO2-Sinterprobe absorbiert
die Wärme sogar besser als die dichte ZrO2-Probe. Beide Kurven treffen sich dann bei etwa 1200
°C. Bei Al2O3 ist die potenzielle Resonanzneigung im unteren bis mittleren Temperaturbereich
moderat hoch und fällt zu höheren Temperaturen ab. Die Absorption liegt bei niedrigen Tempe-
raturen bereits in einem moderaten Bereich und steigt mit zunehmender Temperatur weiter an.
SiC dagegen besitzt keine Resonanzneigung im untersuchten Bereich. Das Absorptionsverhalten
ist moderat mit leicht fallender Tendenz zu hohen Temperaturen.
Die Berechnungen mittels Mie-Methode ermöglichen ferner die Formulierung einer auf 1 nor-
mierten Kennzahl n?, die nur materialspezifische Eigenschaften enthält und aus dem komplexen
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Abbildung 5.1: Kategorisierung des Absorptions- und Resonanzverhaltens der Modellmaterialien
bei Mikrowellenerwärmung bei 2.45 GHz mittels der Kennzahl Q¯abs und Ψ¯ als
Funktion von tan (δ).
Brechungsindex mit dem Realteil n und dem Imaginärteil κ abgeleitet ist, wie in Gleichung 5.1
gezeigt:
n? =
n− κ
n+ κ
. (5.1)
In Kombination dieser Kennzahl mit dem Mie-Faktor xM ist es nun möglich, die Sensitivität der
Mikrowellenabsorption hinsichtlich einer Änderung der geometrischen Abmessungen des Proben-
körpers zu beurteilen. Gewünscht sind Aussagen darüber, ob die Probe Abmessungen aufweist,
die im Bereich von Absorptionsresonanzen liegen und daher selbst geringe Änderungen der Pro-
benabmessungen eine starke Auswirkung auf die Höhe der Mikrowellenabsorption haben oder
ob die Probenabmessungen in einem Bereich liegen, der zwar nur eine moderate aber dafür
von Geometrieänderungen unabhängige Absorption ermöglicht. Die schematische Auftragung
der Kennzahl 1− n? gegen xM ist in Abbildung 5.2 gezeigt. Als umgebendes Medium wird Luft
angenommen, die verlustfrei ist (εˆr = 1, nˆ = 1). Der Wertebereich von 1 − n? liegt zwischen 0
und 1, wobei die untere Grenze die Schnittstelle zu nicht-absorbierenden Materialien, die obere
Grenze die zu reflektierenden Materialien bildet. Ähnliche Kategorien sind für optische Anwen-
dungen aus der Literatur bekannt [22, S. 131 ff.]. Bei 2.45 GHz steigt die Absorption von kleinen
zu mittleren Radien an, bis im Größenbereich 3 bis 10 mm (0.1 < xMie < 1) ein erstes Maximum
erreicht wird. Je nach Permittivität des Materials bricht der Verlauf von Qabs danach in starke
Resonanzen auf, wie z.B. bei Wasser, Al2O3 oder ZrO2, oder fällt stetig, mit glattem Verlauf zu
hohen Radien ab wie bei SiC. Dieser Resonanzbereich wird auch Mie-Bereich genannt, und stellt
den Übergang zwischen Rayleigh-Bereich und geometrischer Optik dar.
Das Auftreten von starken Resonanzen ist mit steigenden ε′r-Werten zu erwarten. Ein Anstieg
von ε′r kann bei keramischen Materialien mit ansteigender Temperatur erfolgen, während ε′r bei
Wasser beispielsweise mit steigender Temperatur abnimmt. Bereits im Bereich 3 bis 10 mm Pro-
benabmessung (0.1 < xMie < 1) muss bei ε′r ≥ 5 mit dem Auftreten von Resonanzen gerechnet
werden. Bei gegebenen ε′r-Wert tritt resonante Absorption verstärkt mit fallendem tan (δ) auf.
Das Verschwinden der Resonanzen ist bei Probengrößen zu erwarten, bei denen die Wellenlänge
der verwendeten Strahlung klein gegenüber den geometrischen Abmessungen der Körper ist, so
dass die Gesetzte für Absorption, Beugung und Reflexion gemäß geometrischer Optik gelten. Die
Einführung einer solchen Konstante erfolgt in Anlehnung an van de Hulsts m, x-Diagramm für
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nicht-absorbierende Partikel im Bereich sichtbaren Lichts [22, S. 132-133]. Das Absorptionsver-
halten lässt sich in folgende Kategorien einteilen:
 xM  1: Rayleigh-Bereich, Absorption sehr gering, Qabs ∝ ω bzw. als Potenzgesetz Qabs ∝
r1+i mit i > 0
 0.1 < xM < 10: Mie-Bereich, Absorption unterliegt Resonanzen, Qabs nach Mie-Theorie
 xM  1: Bereich der geometrischen Optik, bei schwachen Absorbern Qabs ∝ r
 1− n? → 1: metallische Materialien, Welle wird reflektiert bzw. gestreut, Qabs → 0
 1− n? → 0: transparente Materialien/Vakuum, Qabs → 0
Der Anwendungsbereich der hier vorgestellten Diagramme zur Kategorisierung des potenziellen
Absorptions- und Resonanzverhaltens liegt bei Objekten und Bauteilen, deren Aspektverhältnis
≈ 1 beträgt. Aufgrund der Erkenntnisse aus Unterabschnitt 4.3.2 sind neben kugelförmigen auch
gleichseitige zylindrische oder quaderförmige Bauteile beurteilbar. Weiterhin nimmt auch der
Applikator Einfluss auf die Absorption, wie nachfolgend diskutiert wird.
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Abbildung 5.2: Einteilung des Absorptionsverhaltens bei Mikrowellenerwärmung keramischer
Proben bei 2.45 GHz als Funktion des Mie-Faktors xM.
5.2. Untersuchung der Mikrowellenabsorption in geschlossenen
Resonatoren
Bei 2.45 GHz in Luft umfasst der Mie-Bereich kugelförmige Objekte mit einem Durchmesser von
5 bis 500 mm. Für technische Mikrowellenanwendungen ist das, nach eigener Erfahrung, ein ty-
pischer Größenbereich für mit Mikrowellen geheizte Güter. Die Untersuchungen in Abschnitt 4.2
zeigen, dass sowohl eine Temperatur- als auch Größen- bzw. Dichteänderung das Absorptions-
und Resonanzverhalten beeinflusst. Aus dieser Erkenntnis heraus wurde mit Hilfe numerischer Si-
mulation eine Übertragung dieser Einflussfaktoren auf geschlossene Resonatorsysteme vorgenom-
men, um eine Multiphysik-Simulation der Sinterung eines keramischen Bauteils unter Einbezie-
hung der Sinterschrumpfung zu entwickeln. Als Vergleichsgröße wurde die in [30, 29] eingeführte
spezifische Absorptionsrate PVPA ausgewählt, die die objektbezogene, volumetrische Mikrowellen-
absorption PV zu der in einen Wirkungsquerschnitt eingespeisten Mikrowellenleistung PA in
Relation setzt.
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Für die numerische Mikrowellensimulation stehen verschiedene numerische Methoden zur Ver-
fügung, darunter die Finite-Elemente Methode (FEM) und die Finite-Differenzen-Methode im
Zeitbereich (FDTD). Ein Vergleich der Methoden findet sich in Unterabschnitt 3.2.2. Hier wur-
de die FDTD-Methode für die Mikrowellenberechnung gewählt. Die Stabilität wird durch die
Courant-Bedingung sichergestellt. Dazu muss die Netzgröße sinnvoll gewählt sein (Nyquist-
Grenze: ∆z < λ/2); dann können exponentiell wachsende Instabilitäten weitgehend vermieden
werden [285, S. 69]. Dennoch sind Instabilitäten möglich, deren Ursache in linear anwachsenden
Moden liegt, die durch kleine Störungen wie Rundungsfehler durch Anwenden des magischen
Zeitschritts nach Yee [417] oder ungünstige Randbedingungen hervorgerufen werden [285, S.
71]. Der Rechenaufwand ist bei der FDTD bei N3 Zellen proportional zu N4. Der Rechenauf-
wand orientiert sich also an der Modellgröße und ist gut vorhersehbar. Außerdem erfordert die
FDTD weniger Speicherplatz. Die simultane Frequenzbandberechnung ist ein weiteres Merkmal
der FDTD und erlaubt, das Frequenzverhalten von Resonatoren in einem Simulationsschritt zu
untersuchen. Die Konvergenz im stationären Zustand ist abhängig vom Q-Faktor. Mit sinkendem
Q-Faktor, d.h. zunehmender elektromagnetischer Last, steigt die Rechenzeit. Einschränkungen
bestehen nach wie vor bei der Multiphysik-Funktionalität von kommerzieller FDTD-Software.
Zwar bieten Quickwave3D© oder CST MWS© inzwischen Module zur thermischen Berechnung
an, allerdings ist es mit diesen z.B. nicht möglich die Wärmeübertragung durch Wärmestrah-
lung, die für Hochtemperaturprozesse entscheidend ist, zu berechnen. Nachteilig ist bei der FDTD
zudem die unflexible Vernetzung [285].
Den ersten Teil der numerischen Mikrowellen-Berechnungen bildet ein Vergleich zwischen ana-
lytischer Berechnung nach der Mie-Theorie und numerischen FDTD-Berechnungen zur Prüfung
der Genauigkeit der berechneten dissipierten Leistung. Dazu wird die Energieabsorption von
Wasser- und SiC-Kugeln mit Durchmessern im Bereich von 2 mm bis 100 mm bei 2.45 GHz
simuliert. Der Vergleich zwischen Mie-Lösung und FDTD-Simulation zeigt eine gute Überein-
stimmung zwischen analytischer und numerischer Lösung über einen weiten Größenbereich der
kugelförmigen Objekte. Die mittlere prozentuale Abweichung beträgt hier 6-18%. Eine ähnliche
oder teils bessere Übereinstimmung von analytischer und FDTD-Lösung wird auch in [418] und
[419] berichtet.
Die folgende numerische Berechnung zur größenabhängigen Absorption von Einzelkörpern in ge-
schlossenen Resonatoren zeigt, dass die Absorption nicht linear mit steigender Querschnittsfläche
skaliert, wie der spezifische Absorptionsterm PVPA suggerieren könnte. Aufgrund ihrer Speicher-
fähigkeit für elektromagnetische Energie bzw. ihrer jeweiligen Güte ist die Absorption in den
untersuchten Resonatoren höher als unter Freifeld-Bedingungen. Durch Reflektionen und Inter-
ferenzen innerhalb des Resonators verstärkt sich die Absorption des Objekts. Das Ergebnis der
numerischen Berechnungen an Einzelobjekten zeigt, dass die Absorption in geschlossenen Resona-
toren bezüglich der Probengröße einem ähnlichen Resonanzverhalten unterliegt wie im Fernfeld.
Allerdings zeigen die Resonatoren unterschiedliche Absorptionsverläufe aufrund unterschiedlicher
Modenanregung im Applikator (s. Abbildung 4.14), bei denen nicht immer jede Probenresonanz,
die in der Mie-Berechnung auftritt, im geschlossenen Applikator hervortritt. Die Resonanzen
in den Probekörpern entstehen durch konstruktive Interferenzen der im Objekt eindringenden
elektromagnetischen Welle [407, 408]. Die Größe der Probe steht dabei im Zusammenhang mit
der Wellenlänge λMedium im Medium, der Eindringtiefe δp der Strahlung und der resonanten
Länge L der Proben, s. z.B. [19]. Die Ergebnisse zeigen (s. Abbildung 5.4), dass mit zunehmen-
der Probengröße sich die Absorptionsrate der maximal möglichen Absorption annähert. Im in
Abbildung 5.3 vorgestellten Fall kann die Probe aus Wasser ab einem Radius von 25 mm nahezu
100% der angebotenen Mikrowellenleistung in Wärme umwandeln. Bei einem Radius kleiner 5
mm hingegen entfernt sich die Absorptionskurve deutlich von der maximalen Absorption.
Aufgrund ihrer unterschiedlichen Geometrien treten Veränderungen bei den Resonanzenbedin-
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Abbildung 5.3: Vergleich zwischen der volumenspezifischen Absorption von Kugeln aus Wasser
im Fernfeld, berechnet nach Mie, und im geschlossenen Resonator R2, simuliert
mit FDTD.
gungen in den Applikatoren auf.1 Bei Resonator R1, der als Monomoden-Resonator die geringste
Moden-Variabilität aufweist, erfolgt scheinbar ein Übergang von einer TE103 zu TE102-Mode
bei steigendem Probenradius R. Gut erkennbar ist in Abbildung 5.4 (oben) die Modenanregung
innerhalb der Probe, deren Ordnung mit steigendem Durchmesser zunimmt. Besonders stark
ausgeprägte Resonanzen der elektrischen Feldverteilung wie bei R ' 10 mm oder R ' 24 mm
fallen mit Maxima der spezifischen Absorptionsrate
(
PV
PA
)
in Abbildung 4.14 zusammen.
Im Vergleich zu R1 ändert sich das Resonanzverhalten des Resonators R4 noch deutlicher mit
zunehmendem Probenradius, wie in Abbildung 5.4 (unten) gezeigt. Auch hier bilden sich Reso-
nanzen in der Probe aus, die mit denen des Resonators wechselwirken. Mit zunehmender Proben-
größe bildet sich ein anderes E-Feldmuster innerhalb des Resonators R4 aus. Die Wechselwirkung
zwischen den Resonanzen der Probe und des Applikators ist somit mitentscheidend über die Ef-
fizienz der Mikrowellenabsorption und der Wärmegenerierung mittels Mikrowellenstrahlung. Die
umfassende Auslegung von Mikrowellenapplikator soll hier nicht Gegenstand der Untersuchungen
sein, da der Fokus der Arbeit auf der Prozessentwicklung bei der Mikrowellenerwärmung liegt.
Deswegen wird für die Applikatorauslegung auf weiterführende Literatur verwiesen, z.B. [18, 45].
Es besteht eine komplexe Wechselwirkung zwischen dem dielektrischen Objekt und dem Hohl-
raum-Resonator. Neben der Änderung der Permittivität kann auch die Änderung der Proben-
oder Resonatorgeometrie eine deutliche Veränderung der Resonanzsituation für das Objekt be-
wirken [420]. Die Modellierung, Berechnung und Optimierung der Mikrowellenabsorption wie z.B.
bei der Mikrowellensinterung keramischer Werkstoffe in geschlossenen Resonatoren ist daher auf
numerische Verfahren angewiesen [421].
5.3. Transiente Simulation von Mikrowellen-Erwärmungsprozessen
Für die verfahrenstechnische Auslegung von Mikrowellenerwärmungsprozessen ist, wie oben dar-
gelegt, die numerische Simulation ein unverzichtbares Werkzeug. Die kombinierte Berechnung
transienter elektromagnetischer Feldausbreitung und Energiedissipation sowie Temperaturfel-
dern erfordert eine Kopplung unterschiedlicher mathematischer Solver (vgl. Abschnitt 3.6). In
der vorliegenden Arbeit wird die FDTD-Methode für die elektromagnetische und die FEM für die
thermische Simulation genutzt. Die Kopplung zwischen beiden Berechnungen erfolgt nach dem
in Abschnitt 3.6 entwickelten eigenen Ansatz einer seriellen Verschaltung von Mikrowellen- und
1Die Resonanzfrequenzen können z.B. mit Hilfe der frequenzabhängigen Reflektion im |S11|-Diagramm bestimmt
werden.
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(a) Resonator R1
(b) Resonator R4
Abbildung 5.4: Modenausbreitung im Resonator R1 und R4: E-Feldverteilung in der Draufsicht
bei steigendem Probendurchmesser (Material Wasser). Skalierung des elektri-
schen Feldes erfolgt nach jeweiligem Maximalwert.
thermischer Simulation, bei dem zunächst die Mikrowellenabsorption eines oder mehrerer Objek-
te in einer festgelegten räumlichen Anordnung in mehreren Temperaturschritten berechnet wird.
Anschließend wird das Ergebnis in Form von Objekt- bzw. Teilvolumina-bezogenen Absorptions-
raten als Funktion der Temperatur als Quellterm in die thermische Simulation übertragen. In der
Literatur beschriebene Verfahren übergeben ihre Ergebnisse in fortlaufender zeitlicher Folge in
einer geschlossenen Feedback-Schleife zwischen elektromagnetischer und thermischer Simulation,
bis das gewünschte Ergebnis erzielt wird (s. Übersicht in [284]). Zur Unterscheidung wird dieses
Verfahren als sequenziell bezeichnet.
Neben den oben beschriebenen Einflussfaktoren auf die Mikrowellenabsorption haben auch An-
zahl und räumliche Anordnung der Proben einen Einfluss auf das Ergebnis, wie beispielsweise in
[343, 422, 338] diskutiert. Hinzu kommt das Ofeninventar bestehend aus Isolierung, Suszeptoren
etc. Die Mikrowellenerwärmung von Bauteilen ist zusammenfassend eine Funktion von:
 Resonatorgeometrie und Hohlleiterposition und -orientierung
 Objektgeometrie und -position
 Permittivität als Funktion von Temperatur und Dichte
 Ofeninventar wie z.B. thermischer Isolierung, Suszeptor-Aufbauten etc.
Für die Berechnung des Aufheiz- und Schrumpfungsverhaltens keramischer Proben wird das Pro-
bevolumen gemäß seiner Sinterkurve in der Mikrowellen- als auch in der thermischen Simulation
in Abhängigkeit der Temperatur verkleinert und die Dichte bzw. Permittivität der Probe ent-
sprechend angepasst. Dieses Vorgehen erfordert von der thermischen Simulation ebenfalls eine
Aufteilung des Aufheizvorgangs in entsprechende Temperaturschritte (s. Abbildung 3.13), um die
Probengröße zu verändern. Die Umsetzung eines kontinuierlich schrumpfenden Volumens wäh-
rend der Simulation ist auf Nachfrage bei Comsol Multiphysics theoretisch möglich, erfordert
aber einen hohen Aufwand z.B. durch Anwendung relativ neuer adaptiver Mesh-Methoden [423].
Um eine bessere Kontrolle über die Berechnung zu haben, fiel die Entscheidung zugunsten der
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schrittweisen Größenanpassung. Die Vorteile des entwickelten seriellen Kopplungsverfahrens
zwischen Mikrowellen- und thermischer Simulation lassen sich wie folgt zusammenfassen:
 Gute Kontrolle über die Ergebnisse bei der Mikrowellenabsorption, so dass eine frühzeitige
Bewertung des Erwärmungsverhaltens möglich ist, um eine Prozess- oder Ofenanpassung
zu ermöglichen.
 Änderungen des Objektvolumens können durch schrittweises Anpassen der Objektgröße
berücksichtigt werden.
 Keine Dateninterpolation zwischen den verschiedenen Meshformen von FDTD und FEM
bei der Übergabe notwendig, da die Wärmeinformation volumen- und nicht punktweise
übergeben wird.
 Aufbauend auf einer Mikrowellensimulation können mehrere Temperaturberechnungen mit
verschiedenen Randbedingungen wie z.B. unterschiedlichen Heizraten, Ziel- oder Umgebungs-
temperaturen durchgeführt werden.
 Die thermische Simulation kann um weitere Physikmodule erweitert werden, wie z.B. me-
chanische Spannungsberechnung, Stofftransportprozesse oder die Konvektion in der Gas-
phase.
Die Nachteile des seriellen Ansatzes zur Kopplung von Mikrowellen- und thermischer Simulation
sind:
 Die objektbezogene Auflösung der Energiedissipation liefert bei einer geringen Anzahl von
Volumenelementen eine eingeschränkte Genauigkeit bei der lokalen Wärmedissipation. Da-
durch sind lokale Effekte wie Erwärmung aufgrund des Skin-Effekts, Hot spots oder Ther-
mal Runaway nur im Trend erfassbar. Eine Verbesserung ist durch Unterteilung in weitere
Teilobjekte möglich.
 Die serielle Kopplung ist nur für ortsunveränderliche Objekte geeignet. Tritt eine Ortsän-
derung eines Objektes oder eine Bewegung innerhalb eines Objektes auf, ist die serielle,
nicht-synchrone Kopplung nicht in der Lage, diese abzubilden.
Umgehen lassen sich die genannten Einschränkungen teilweise durch elementweise Übergabe der
Informationen, wie sie z.B. bei einer software-internen Kopplung der elektromagnetischen und
thermischen Berechnungen in kommerzieller Simulationssoftware möglich ist. Die Herausforde-
rungen bestehen bislang in der Integration unterschiedlicher Solver und die damit verbundenen
Konvergenzanforderungen der mathematischen Verfahren.
Um eine Multiphysik-Simulation der Mikrowellenerwärmung bzw. -sinterung keramischer Pro-
ben durchzuführen und dabei verfahrenstechnische Auslegungsvarianten zu untersuchen, wird die
elektromagnetische Simulation mittels Quickwave3D© in 3D und die thermische (und fluid-
dynamische) Simulation mittels Comsol Multiphysics© in 2D unter Nutzung der Rotations-
symmetrie der Probe verknüpft. Für diese Aufgabe wurden fünf Simulationsszenarien mit dichten
SiC-Proben (Fall A-B) bzw. teilverdichteten ZrO2-Grünkörpern (Fall C-E ) erstellt und berech-
net (s. Abschnitt 4.4). Die temperatur- als auch porositätsabhängige, komplexe Permittivität
von ZrO2 wird mit Hilfe des auf S. 72 entwickelten Verfahrens bestimmt. Für eine verfahrens-
technische Abschätzung der Mikrowellenerwärmung werden die keramischen Proben jeweils ohne
und mit Isolierung sowie mit Hybridheizung erwärmt. Bei ZrO2 kommt im Fall E zusätzlich
eine Suszeptorheizung aus SiC hinzu. Durch die Implementierung einer PID-Reglerstruktur im
thermischen Modell wird eine konstante Heizrate bei den Erwärmungsprozessen eingehalten, so
dass die Ergebnisse hinsichtlich Energiebedarf und mechanischer Spannungen vergleichbar sind.
Die numerisch berechnete Mikrowellenabsorption von nicht-isolierter SiC- und ZrO2-Probe ist
in Abbildung 5.5 dargestellt. Das Verhalten stimmt qualitativ gut mit dem oben abgeschätzten
Verhalten mittels der Kennzahl Q¯abs in (Abbildung 5.1) überein. Für SiC gilt 1−n? > 0.45 und
xM = 1.24 im ganzen Temperaturbereich, so der Arbeitspunkt in Abbildung 5.2 relativ mittig
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liegt und eine gute Absorption erwarten lässt. ZrO2 weist bei niedrigen Temperaturen geringe
dielektrische Verluste auf. Dem entsprechend niedrig ist die Absorptionsrate der Mikrowellen-
strahlung. Erst mit steigender Temperatur erhöht sich die Absorption durch den temperatur-
bedingten Anstieg des dielektrischen Verlusts. Ab 800 °C setzt die Sinterschrumpfung ein und
nimmt zusätzlich Einfluss auf die Permittivität. Der Abfall der Absorptionsrate ab etwa 1250 °C
erklärt sich mit dem schnellen Anstieg der Permittivität als Folge der Verdichtung und der Ab-
nahme der Eindringtiefe (s. Abbildung 3.25 und Abbildung 4.2) und deckt sich qualitativ mit der
Einschätzung mittels Q¯abs in Abbildung 5.1. Die Kenngröße 1− n? steigt von 1− n? = 2× 10−3
bei 20 °C auf 1− n? = 0.4 bei 1000 °C und schließlich auf 1− n? = 0.66 bei 1250 °C.
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Abbildung 5.5: Vergleich der simulierten Mikrowellenabsorption der SiC-Probe (ohne Sinter-
schrumpfung) und der ZrO2-Probe (mit Sinterschrumpfung) als Funktion von
Temperatur, Dichte und Volumen.
Die Veränderung der E-Feldausbreitung in und um die ZrO2-Probe als Folge des Tempera-
turanstiegs wird aus der Bildserie in Abbildung 5.6 deutlich, die jeweils einen Ausschnitt des
Resonators in der Draufsicht mit Schnitt durch die Probenmitte zeigt. Die Resonanz der Probe
verändert sich zwischen 20 °C und 1000 °C; ab 1200 °C ist die Eindringtiefe so niedrig, dass die
Welle nicht mehr in die ZrO2-Probe eindringen kann (vgl. Abbildung 4.2).
Abbildung 5.6: Veränderung der E-Feldausbreitung in und um die zylindrische ZrO2-Probe in
Abhängigkeit der Temperaturerhöhung durch FDTD-Simulation (der Kreis mar-
kiert die Probenposition; es wird jeweils nur ein zentraler Ausschnitt des Reso-
nators abgebildet).
Werden weitere Objekte wie Isolierung und Suszeptoren in den Resonatorraum eingebracht, sinkt
die Absorption der keramischen Proben in Abbildung 4.20 und Abbildung 4.22 im Vergleich zur
nicht-isolierten Probe. Die zusätzlich eingebrachten Objekte verändern das Resonanzverhalten
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des Resonators zusätzlich. Das wird auch im |S11|-Plot in Abbildung 5.7 für Fall C bis E deut-
lich. Im Fall D verschiebt sich das Reflexionsspektrum um etwa 100 MHz zu niedrigeren Fre-
quenzen. Im Fall E überlagern sich die Spektren von SiC-Suszeptoren und ZrO2-Probe, so dass
ein breitbandiges Absorptionsverhalten entsteht, das ab Raumtemperatur ein besseres Absorp-
tionsverhalten im Vergleich zu Fall C und D aufweist.
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Abbildung 5.7: Veränderung des Resonanzverhaltens anhand eines |S11|-Plots für Fall C bis E
mit ZrO2-Probe.
Abschließend soll anhand der Fälle A und C diskutiert werden, ob die Berechnung mittels Mie-
Methode eine numerische Simulation substituieren kann. In beiden Szenarien befindet sich nur die
jeweilige keramische Probe im Resonator. Wie bereits in Abbildung 5.3 gezeigt, ist die Absorption
im geschlossenen Resonator deutlich größer als im Fernfeld. Deshalb wird untersucht, ob die
Absorption im Resonator durch die Mie-Absorption ersetzt werden kann, wenn das Mie-Ergebnis
quantitativ mit einem konstanten Verstärkungsfaktor Θ für den Aufheizvorgang beaufschlagt
wird: (
PV
PA
)
Resonator
= Θ ·
(
PV
PA
)
Mie,Fernfeld
. (5.2)
Gemäß Abbildung 5.8 ist im Fall A für die SiC-Probe tatsächlich eine gute Übereinstimmung für
den gesamten Temperaturbereich mit Θ = 14.7 möglich. Die mittlere Abweichung ist kleiner 2%.
Im Fall C lässt sich dagegen keine ausreichende Übereinstimmung feststellen. Ein Vergleich des
Resonanzverhaltens des Resonators im Fall A in Abbildung 4.21 und im Fall C in Abbildung 4.23
verdeutlicht, dass im Fall A keine Änderung der Raumresonanzen mit zunehmender Temperatur
erfolgt, während im Fall C wechselnde Raumresonanzen während des Aufheizens auftreten. Eine
Berechnung der Mikrowellenabsorption für geschlossene Resonatoren über die Mie-Theorie ist
nur dann zulässig, wenn keine Modenänderung im Resonator während der Erwärmung auftritt.
Die Ergebnisse der transienten Mikrowellenerwärmung für die Fälle A bis E nach Übergabe der
MW-Ergebnisse an die thermische Simulation wurde in Unterabschnitt 4.4.2 beschrieben. Das
Ergebnis für Fall A/C soll nachfolgend durch eine Gegenrechnung validiert werden, indem der
Wärmeverlust durch Wärmestrahlung der nicht-isolierten Zylinders berechnet wird. Konvektion
und Wärmeleitung werden aufgrund ihres geringen Beitrags zum Wärmeverlust vernachlässigt.
Es gilt somit:
Q˙v = Aσ(T
4
s − T 4∞) . (5.3)
Die Stefan-Boltzmann-Konstante beträgt σ ' 5.67×10−8 W
m²K4 , die Oberfläche des SiC-Zylinders
beträgt 108.6 cm2, die Oberfläche des verdichteten ZrO2-Zylinders 68.4 cm². Der Emissionsgrad
von SiC beträgt  = 0.85, von ZrO2  = 0.6 (vgl. Abschnitt 3.7.1). Die Umgebungstemperaturen
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Abbildung 5.8: Vergleich der mittels Mie-Theorie berechneten Absorptionsrate über einen Ver-
stärkungsfaktor Θ an die über FDTD berechneten Absorptionsrate.
des isothermen Ofens betragen T∞ = 20 °C und T∞ = 800 °C. Die durchschnittlichen Ober-
flächentemperaturen sind zusammen mit den jeweiligen Wirkungsgraden der Mikrowellenerwär-
mung in Tabelle 4.1 angegeben. Die Validierung zeigt, dass die Wärmeverluste über Strahlung
recht genau zu den Leistungsaufnahmen der Simulationen passen. Die Differenz kann durch die
fehlenden Beiträge von Konvektion und Wärmeleitung erklärt werden.
Tabelle 5.1: Vergleich und Validierung der Mikrowellenleistung bei der Haltetemperatur
Simulation Validierung
T∞ = 20 ◦C 800 ◦C 20 ◦C 800 ◦C
Fall A 11.1 kW 9.0 kW 10.0 kW 8.2 kW
Ts = 1388
◦C 1396 ◦C
η = 39% 41%
Fall C 2.7 kW 2.2 kW 2.5 kW 2.0 kW
Ts = 1310
◦C 1348 ◦C
η = 58% 66%
Der Vergleich zwischen der Heizleistung der mikrowellen-beheizten, hybrid-beheizten und allein
konventionell geheizten Prozesse (hier berechnet nach Gleichung 4.5) ist in Abbildung 5.9 abge-
bildet und auf den stationären Zustand bei Erreichen der Zieltemperatur bezogen.
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Abbildung 5.9: Auswertung der stationären Heizleistung bei 1430 °C.
Folgende Erkenntnisse lassen sich aus der energetischen Auswertung der Simulationen in Abbildung 4.30
ableiten:
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1. Die konsekutive Hybridheizung mit Übergabetemperatur bei 800 °C reduziert die notwen-
dige Mikrowellen-Heizenergie deutlich. Je nach Fall beträgt die Einsparung einige hundert
Watt (-40 bis -70%). Dem gegenüber steht ein nach [416] abgeschätzter Energieaufwand
für die konventionelle Heizung in Höhe von etwa 1.1 kW. Aus energetischer Sicht ist die
Hybridheizung nur im Fall A günstiger als die reine Mikrowellenerwärmung. In den anderen
Fällen kann der Energiegewinn bei der Hybridheizung den zusätzlichen Heizbedarf nicht
kompensieren
2. Das Isolieren der Probe mittels Isoliercasket kann den Energieaufwand erheblich senken.
Dies wird bei SiC mit seinem hohen Emissionsgrad von  = 0.85 besonders deutlich. Hier
beträgt die Ersparnis 80-90%. Bei ZrO2 ( = 0.6) liegt die Energieeinsparung bei 50-70%.
Der probenbezogene Wirkungsgrad sinkt allerdings leicht, weil ein Teil der Mikrowellen-
leistung in der Isolierung dissipiert wird.
3. Die Addition von Isolierung und Hybridheizung bringt keinen Wirkungsgrad-Vorteil gegen-
über der isolierten Probe, die Gesamtleistung steigt sogar im stationären Zustand.
4. Je höher die Heizrate, desto weniger Energie wird benötigt. Dieser Umstand ist auf die
zeitlich verkürzte Erwärmungsphase zurückzuführen. Dadurch wird die Gesamtdauer der
thermischen Behandlung reduziert und das Temperatur-Zeit-Integral reduziert, was gleich
bedeutend ist mit einem reduzierten Wärmeverlust während der Wärmebehandlung.
5. Das Suszeptor-Konzept führt im Vergleich zum Aufbau mit Isolation zu einer Erhöhung
der Heizenergie, da die Suszeptoren zusätzlich geheizt werden müssen und die thermische
Masse steigt.
Das Risiko von Hot-Spots oder Thermal Runaways bei Mikrowellenerwärmung kann mit Hilfe der
Biot-Zahl abgeschätzt werden (vgl. Seite 43). Ein Blick auf die Biot-Zahl für die nicht-isolierte
SiC-Probe in Abbildung 5.10 zeigt, dass während des gesamten Aufheizvorgangs Bi < 0.01 bleibt
und somit die Wärmeleitung gegenüber der konvektiven Wärmeabgabe dominiert. Bei ZrO2 steigt
die Biot-Zahl zunächst bis 700 °C auf 0.7 an und geht dann zurück auf Bi ' 0.2 bei 1400 °C. Ein
Hotspot-Risiko ist in beiden Fällen nicht gegeben (Bi < 10 [317]), so dass auch bei ZrO2 kein
Thermal Runaway zu erwarten ist. Aufgrund der mechanischen Eigenschaften von ZrO2 besteht
allerdings eine erhöhte Rissgefahr aufgrund von Wärmespannungen.
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Abbildung 5.10: Vergleich der Biot-Zahl für SiC- und ZrO2-Probe
Die Untersuchung der Wärmespannungen anhand des Thermoschockparameters Rs am Beispiel
der ZrO2-Probe zeigt, dass die nicht-isolierten Proben selbst bei Hybridheizung einer hohen Riss-
wahrscheinlichkeit ausgesetzt sind. Bei Isolierung wird die Risswahrscheinlichkeit auch bei höhe-
rer Heizrate sichtbar reduziert, aber eine Rissbildung ist weiterhin wahrscheinlich. Die zusätzliche
Hybridheizung hilft die Temperaturgradienten weiter zu reduzieren, so dass eine weitere Mini-
mierung der Temperaturgradienten im Bauteil erreicht wird. Aber eine Rissbildung kann nicht
vollständig ausgeschlossen werden. Auch das Suszeptorkonzept schafft es erst mit zusätzlicher Un-
terstützung durch die Hybridbeheizung, die Temperaturgradienten soweit zu kontrollieren, dass
diese den Thermoschockparameter nicht überschreiten. Somit ist nur bei gleichzeitiger additiver
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Hybriderwärmung in der hier vorgestellten Variante mit SiC-Suszeptoren als offene Resonatoren
und konsekutiver Hybridheizung, hier stellvertretend durch eine konstante Hintergrundtempera-
tur von 800 °C realisiert, eine vollständig rissfreie Sinterung erzielbar - zum Preis eines etwa 40%
höheren Energiebedarfs im Vergleich zu Fall D nur mit Hybridheizung (exklusive Wärmebedarf
der Hybridheizung).
Die hier vorgestellte Kopplung zwischen Mikrowellen- und transienter Temperatursimulation
beweist die gewünschte Flexibilität, um die Ausbildung von Temperatur- und Wärmestromgra-
dienten in den Objekten zu modellieren, so dass lokal differenzierte Wärmestromverteilungen
eintreten. Das wird z.B. nach t = 210 min in Abbildung 4.37 deutlich, wenn die Zone der höchs-
ten Energieabsorption weder in der Probenmitte noch -seite, also dort wo Mikrowellenabsorption
vorliegt, sondern an der oberen Stirnfläche auftritt. Da die Mikrowellenabsorption bei hohen
Temperaturen wieder abnimmt (s. Abbildung 4.22), wird mehr Energie in kältere Bereiche der
Probe dissipiert - wie z.B. an der Stirnfläche. Als weiteres Beispiel sei der Einfluss der Strah-
lung erwähnt. Mit zunehmender Wärmeübertragung durch Strahlung wird mehr Wärme von
der Probe an die Isolierung übertragen, wodurch diese ebenfalls mehr Mikrowellenleistung ab-
sorbiert, erkennbar ab t = 270 min an dem helleren Saum an der Innenseite der Isolierung und
an dem Anstieg der absorbierten Leistung (s. Abbildung 4.37 rechts unten, gelbe Linie). Die
auf Seite 59 beschriebene Variante 2 mit einer entkoppelten objektbezogenen Wärmedissipati-
on besitzt dabei eine höhere Flexibilität. An den Phasengrenzen der Teilvolumen treten in der
Wärmestromverteilung zwar Diskontinuitäten auf, die sich jedoch nicht negativ auf die Tem-
peraturverteilung auswirken. Eine weitere Unterteilung in Subvolumina sollte zu einer weiteren
Vergleichmäßigung, höheren Flexibilität und besseren lokalen Auflösung der Wärmeverteilung
führen. Die Durchführung der thermischen Simulation mit einem dreidimensionalen Modell kann
zudem die Ortsauflösung bei der Temperaturberechnung erhöhen.
Die Alternative zur hier vorgestellten Methode ist die programmintern durchgeführte Multiphysik-
Simulation mit Datenübergabe an jedem Netzknoten. Durch die Weiterentwicklung kommerzieller
Simulationsoftware wird die Integration von Physikmodulen kontinuierlich verbessert. Arbeiten
mit programmintern durchgeführten multiphysikalischen Mikrowellen-Simulationen sind für spe-
zielle Anwendungen z.B. in [311, 424, 337, 425, 426] beschrieben.
5.4. Methodik zur Auslegung von
Hochtemperatur-Mikrowellenprozessen
Aus den oben vorgestellten Methoden dieser Arbeit ist ein Leitfaden entstanden, der dem Ver-
fahrensingenieur auch ohne tiefere Kenntnisse der Hochfrequenztechnik eine Methodik für die
effiziente Auslegung eines Mikrowellen-Prozesses bietet und die folgende Schritte umfasst (s.
auch Abbildung 5.11):
1. Bestimmung der temperaturabhängigen Permittivität der betrachteten Materialien/Kompo-
site als Funktion der Dichte oder der Zusammensetzung, ggf. unter Einsatz des in dieser
Arbeit beschriebenen Verfahrens mittels Aufheizversuche.
2. Beurteilung des Potenzials einer Mikrowellenerwärmung anhand des Absorptions- und
Resonanzverhaltens eines Materials/Kompositwerkstoffs basierend auf der temperatur-/
dichteabhängigen Permittivität mit Hilfe der in Abbildung 5.1 vorgestellten Nomogramme
- zunächst unabhängig von der Bauteilgröße.
3. Beurteilung der Mikrowellenabsorption nach Bauteilgröße:
a) Aspektverhältnis ≈ 1: Beurteilung des Größeneinflusses des Bauteils auf die poten-
zielle Absorption und Resonanzneigung mit Hilfe des Diagramms in Abbildung 5.2
sowie ergänzenden Berechnungen nach Mie
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b) Aspektverhältnis ≶ 1: Beurteilung des Bauteils bzgl. Absorption mittels numerischer
Simulation für den gewünschten Temperaturverlauf
4. Bei zu erwartenden ungünstigen Absorptionsbedingungen: Mikrowellentechnische Anpas-
sung von Applikator- und/oder Proben-Design mit dem Ziel einer über den gesamten Pro-
zess gleichbleibend guten Mikrowellenabsorption im Gut z.B. mittels numerischer Simu-
lation (in dieser Arbeit nur kurz angerissen, deshalb sei der Verweis auf weiterführende
Literatur gestattet):
a) Variation der Resonatorgeometrie (vgl. Unterabschnitt 4.3.2 oder [18, 45, 427])
b) Variation der Einkopplungsposition in den Resonator oder Verteilung auf mehrere
Einkopplungen (s. z.B. [45, 428])
c) Variation der Objektposition bzw. des Ofeninventars (vgl. [188, 184, 183])
d) Anwendung von Methoden zur Feldvergleichmäßigung oder Impedanzanpassung (s.
z.B. [180, 187])
5. Optimierung des transienten Mikrowellenprozesses z.B. mittels des hier vorgestellten seri-
ellen Verfahrens zur Multiphysik-Simulation von Mikrowellenprozessen hinsichtlich:
a) energieeffiziente Wärmebehandlung:
i. Einsatz und Optimierung der Ofenisolierung z.B. durch Caskets
ii. Kombination der Mikrowellenheizung mit anderenWärmequellen wie Widerstands-
heizung oder passiven Infrarotstrahlern/Suszeptoren z.B. bei unzureichender Mi-
krowellenabsorption im unteren Temperaturbereich bzw. zur Erhöhung des ther-
mischen Wirkungsgrades (vgl. Abbildung 4.30)
iii. Abschätzen des Gesamt-Energiebedarfs und Vergleich mit konventionellen Öfen
oder Verfahren. Als Benchmark sollte eine Brutto-Energieeffizienz von 50-75% bei
Mikrowellen-Erwärmungsprozessen gelten
b) produktschonende Wärmebehandlung (z.B. durch Minimierung von Wärmespannun-
gen zur Vermeidung von Bauteilrissen):
i. Untersuchung auf Einsatz von Suszeptoren zur Reduktion von Temperaturgradi-
enten, z.B. als offener Resonator (vgl. Abbildung 4.34) oder als semi-geschlossener
Resonator (vgl. [221])
ii. Optimierung der Heizprofile zur Reduzierung von Temperaturgradienten in kriti-
schen Temperaturbereichen
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Abbildung 5.11: Vorgehen bei der Auslegung eines Hochtemperatur-Mikrowellenprozesses.
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6. Zusammenfassung
Ziel der Arbeit war es, erstmals verfahrenstechnisch nutzbare materialspezifische Parameter zu
definieren, mit deren Hilfe die energetische Effizienz von Hochtemperatur-Mikrowellenprozessen
über einen großen Temperaturbereich optimiert werden kann. Denn der für Mikrowellenerwär-
mung qualitativ gegenüber konventionellen Heizmethoden angenommene Vorteil der volume-
trischen Erwärmung von dielektrischen Materialien, der prinzipiell genutzt werden kann, um
Wärme schneller in schlecht oder moderat wärmeleitfähigen Materialien zu dissipieren, lässt sich
bei einem konkreten Verfahren nur unter bestimmten genau definierten Material- und Apparate-
parametern verwirklichen. Bei einem mikrowellenbeheizten Bauteil bestimmt vor allem die Per-
mittivität, wie viel Energie dieses Bauteil absorbieren kann. Jedoch ist die Permittivität sowohl
materialabhängig als auch abhängig von der konkreten Materialzusammensetzung, der Dichte,
der inneren Struktur - also dem sogenannten Gefüge - und dem augenblicklichen Temperatur-
niveau. Daher war es auch Ziel der vorliegenden Arbeit, vereinfachte Methoden zur Ermittlung
der Permittivität eines porösen Materials als Funktion der Temperatur zu entwickeln. Da zudem
die makroskopische Geometrie eines Bauteils die Mikrowellenabsorption erheblich beeinflusst,
sollte auch dieser Aspekt der Mikrowellenerwärmung genauer untersucht werden. Daher war es
wichtig, Grundlagen für eine Kategorisierung des materialspezifischen Absorptionsverhaltens bei
gleichzeitiger Berücksichtigung der Bauteilgrößen zu erarbeiten, um mit deren Hilfe vereinfachte
Kennzahlen aufzufinden, die dem Verfahrensingenieur ein Abschätzen der energetischen Effizienz
der Umwandlung von Mikrowellen- in Wärmeenergie für die Prozessauslegung für einen großen
Temperaturbereich ermöglichen.
Um die materialspezifischen Aspekte der Mikrowellenerwärmung umfassend zu untersuchen, sind
drei Modellwerkstoffe herangezogen worden, deren Temperaturabhängigkeit der Permittivität je-
weils einen ganz spezifischen Verlauf zeigt: Al2O3 für einen moderat ansteigenden dielektrischen
Verlust, ZrO2 für einen stark ansteigenden dielektrischen Verlust und SiC für einen bei hoher
Permittivität gering ansteigenden dielektrischen Verlust. Mit Hilfe dieser Werkstoffe erfolgte eine
makroskopische Multi-Skalenuntersuchung der Mikrowellenabsorption bei Objektgrößen, die von
mm bis m variierten, um den Einfluss der Bauteilgröße auf die Effizienz der Mikrowellendissi-
pation zu erfassen. Für diese Untersuchung wurde ein analytisches Berechnungsverfahren gemäß
Mie-Theorie herangezogen. Aus diesen Berechnungen ist es gelungen, die bisher nicht verfügbaren
vereinfachten Kennzahlen für die Auslegung von Hochtemperaturprozessen abzuleiten.
Für die Betrachtung realer Prozesse wie Sinterung von Werkstoffen in konkreten Apparaten/
Applikatoren kamen numerische Methoden zum Einsatz. Ziel dieser Simulationen war es, die
Gesamtenergiebilanz eines Prozesses für spezifische Materialien durch Kombination verschiedener
Energiequellen - Mikrowellenenergie der Frequenz 2.45 GHz undWiderstandsheizung oder passive
Infrarotstrahler/Suszeptoren - zu optimieren.
Die Berechnung von elektromagnetischen und Wärmeübertragungsvorgängen bedarf spezifischer
numerischer Methoden: die Mikrowellensimulation kann im Zeit- oder Frequenzbereich erfolgen,
während die Wärmesimulation im Zeitbereich erfolgt, wobei sich die Zeitskalen, die jeweils be-
trachtet werden, stark unterscheiden. Es war eine Aufgabe der vorliegenden Arbeit, eine Methode
für die Kopplung von Mikrowellen- und Temperatursimulation zu entwickeln, die keine Synchro-
nisation der Zeitskalen erfordert, um die Mikrowellendissipation und die Entwicklung der Wär-
meverteilung auch unabhängig voneinander betrachten zu können. Zudem sollte die numerische
Simulation Veränderungen der Probengröße, die typischerweise bei der Sinterung von kerami-
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schen Materialien auftreten, ermöglichen, mit dem Ziel eine hinreichende energetische Effizienz
und Prozessstabilität über den gesamten Temperaturbereich des Sinterprozesses sicherstellen zu
können.
Aus der Summe der Ergebnisse wurde ein Leitfaden für den Verfahrensingenieur abgeleitet, der
sowohl bei der Beurteilung der materialbezogenen Anwendungsmöglichkeit eines Mikrowellenver-
fahrens als auch bei der konkreten Auslegung unterstützen soll. Die in der vorliegenden Arbeit
erzielten Ergebnisse sind nachfolgend detaillierter ausgeführt.
Permittivität poröser Keramik
Im Rahmen der vorliegenden Arbeit wurde eine Methode entwickelt (vgl. Unterabschnitt 3.7.3),
um die Permittivität von porösen, teilverdichteten Proben als Funktion ihrer Porosität zu be-
stimmen. Nach der effektiven Medien-Theorie kann die Permittivität aus Mischungsregeln für
zwei oder mehr Komponenten über den jeweiligen Volumenanteil berechnet werden. Eine fle-
xible, universelle Mischungsregel für Zwei-Komponenten-Systeme stellt die Regel von Sihvola
dar, mit der über den Anpassungskoeffizient ν das Mischungsverhalten in weiten Grenzen ma-
thematisch an das reale Materialverhalten anpassbar ist. Die Gleichung umfasst neben den Real-
und Imaginärteilen der Permittivität, ε′r und ε′′r , für die beiden Komponenten den Volumenpha-
senanteil ϕ sowie den Koeffizienten ν. Damit ist das Gleichungssystem unterbestimmt. Deshalb
wird der nicht direkt messbare Koeffizient ν üblicherweise an Messergebnisse angefittet, was je-
doch voraussetzt, dass eine geeignete Messeinrichtung zur Verfügung steht und eine Vielzahl von
Messungen durchgeführt wird.
In der vorliegenden Arbeit wurde der experimentelle Ansatz durch ein semi-analytisches Verfah-
ren ersetzt, mit dem die Bestimmung des Anpassungskoeffizienten über eine Kombination aus
Mikrowellenaufheizversuch und mathematischem Näherungsverfahren durch mindestens einen
Datenpunkt bestimmbar ist, ohne auf dielektrische Messungen zurückgreifen zu müssen. Dieses
neu entwickelte Verfahren erfordert allerdings, dass die Permittivität des dichten Materials vorher
aus Literatur- oder Messdaten bekannt sein muss, was jedoch für die hier als Modellmaterialien
untersuchten Keramiken gegeben ist, insbesondere für die ZrO2-Keramik, für die ein Großteil der
numerischen Simulationen durchgeführt wurden.
Die neu entwickelte Methode beruht auf dem Vergleich der Aufheizraten einer porösen und ei-
ner dichten Materialprobe. Der Quotient der Heizraten ist dabei proportional zum Verhältnis
der dielektrischen Verlustzahlen ε′′r beider Proben. Bei den Aufheizversuchen muss strikt auf
geometrische Ähnlichkeit geachtet werden, damit eine Vergleichbarkeit gegeben ist. Über ein
mathematisches Näherungsverfahren wie das Newton-Verfahren kann der Koeffizient ν dann ite-
rativ ermittelt werden. Die Methode wurde anhand poröser Yttrium-stabilisierter ZrO2-Proben
(8YSZ) erprobt und die Ergebnisse mittels Impedanzspektroskopie validiert.
Materialspezifische und Bauteilgrößen-abhängige Kategorisierung
der Mikrowellenabsorption
Um eine Multiskalenbetrachtung der Mikrowellenabsorption vorzunehmen, wurde die Methode
nach Mie gewählt. Die Mie-Theorie stammt aus der Optik und stellt eine analytische Lösung
der Maxwell-Gleichungen für kugelförmige Objekt dar, die sich im unendlichen Raum befinden
(Fernfeld-Bedingung) und ist geeignet, neben der Streuung elektromagnetischer Wellen an Par-
tikeln auch die Absorption als Maß für die aufgenommene Wärme zu berechnen. Zudem ist sie
für einen weiten Objektgrößenbereich gültig. Mit Hilfe des dimensionslosen Mie-Faktors xM, der
das Verhältnis von Objektdurchmesser zur Wellenlänge der Strahlung beschreibt, wurde über
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den komplexen Brechungsindex nˆ (ω) bei der Mikrowellenfrequenz 2.45 GHz der materialspezi-
fische Zusammenhang zwischen absorbierter Mikrowellenleistung und Bauteilgröße für kugelför-
mige Geometrie untersucht. Die Berechnungen wurden durchgeführt mit einem frei verfügbaren
Programm-Code, der für eine Multi-Skalenberechnung modifiziert wurde. Neben Berechnungen
für die keramischen Materialien Al2O3, SiC und ZrO2 wurden auch materialunabhängig Absorp-
tionsspektren für einen Permittivitätsbereich von 1 < ε′r < 100 und 10−4 < ε′′r < 100 für die
Mikrowellenfrequenz f = 2.45 GHz berechnet, um die Relevanz der Permittivität als Funkti-
on der Temperatur genauer analysieren zu können. Da der komplexe Brechungsindex nˆ (ω) des
Materials über nˆ =
√
εˆr mit der komplexen Permittivität des Materials verknüpft ist, lieferten
diese Berechnungen Aussagen über die Absorptionseffizienz als Funktion des Materials und der
Bauteilabmessungen - insbesondere auch über das Auftreten von Resonanzen, die abhängig von
der Permittivität für eine gegebene Frequenz bei bestimmten Bauteilabmessungen auftreten.
Die Ergebnisse dieser Berechnungen wurden mit Hilfe von im Rahmen dieser Arbeit eingeführten
integralen Kennwerten für die potenzielle Absorption Q¯abs und Resonanzneigung Ψ¯ weiterfüh-
rend analysiert. Die Analyse erfolgte durch Auftragung des Absorptionspotenzials Q¯abs und der
Resonanzneigung Ψ¯ als größenunabhängige Parameter als Funktion von tan (δ), woraus Nomo-
gramme entstanden zur qualitativen Einschätzung des Absorptions- und Resonanzverhaltens in
Abhängigkeit der Material-Permittivität, wie am Beispiel der Modellmaterialien Al2O3, SiC und
ZrO2 demonstriert werden konnte.
Die Betrachtung des Absortions- und Resonanzverhaltens von Materialien mit Hilfe der Mie-
Theorie erlaubt zusätzlich die Definition eines weiteren Kennwerts n? = (n−κ)/(n+κ), der eine
globale Einteilung aller Materialien - absorbierender, reflektierender und transmittierender Stof-
fe - hinsichtlich des Verhaltens im Mikrowellenfeld der Frequenz 2.45 GHz ermöglicht. Dieser
weitere Kennwert enthält den Real- und Imaginärteil des komplexen Brechungsindex, und damit
indirekt den tan (δ) eines Materials, ergibt aber eine Normierung des gesamten Bereichs möglicher
Wechselwirkung mit Mikrowellen im Bereich 0 bis 1, anstelle von 0 bis∞, falls tan (δ) betrachtet
wird. Aufgetragen über den Mie-Faktor xM ergibt sich damit eine einfache Kategorisierung des
größenabhängigen Absorptions- und Resonanzverhaltens für 2.45 GHz für alle Materialien, die
bei einer ersten materialspezifischen Beurteilung eines Bauteils hinsichtlich Eignung für Mikro-
wellenerwärmung hilfreich ist.
Simulation der Mikrowellensinterung von Keramik
Bei komplex geformten Bauteilen oder bei Geometrien, die sich z.B. durch Sinterschrumpfung
während des Prozesses verändern, ist die Anwendung numerischer Simulation zur Ermittlung
der Absorption und der Berechnung des zeitabhängigen Aufheizverhaltens notwendig. Für das
oben definierte Ziel einer Kopplung von elektromagnetischer und thermischer Simulation ohne
Synchronisation der Zeitskalen wurde im Rahmen dieser Arbeit eine Methode entwickelt, bei
der im ersten Schritt aus diskreten Temperaturschritten die temperaturabhängige Mikrowellen-
absorption mittels Finite-Differenzen-Methode im Zeitbereich, im zweiten Schritt die zeitabhän-
gige Erwärmung des Bauteils mittels Finite-Elemente-Methode simuliert wurde, weshalb dieses
Vorgehen als serielles Verfahren bezeichnet wurde.
Die Mikrowellensimulation des betrachteten Modells aus isothermem Mikrowellenapplikator so-
wie den darin enthaltenen Objekten, wie zylindrischer Keramik-Probe und, je nach Fall, weiterem
Inventar wie Isolierung oder Suszeptoren, wurde für 2.45 GHz bei konstanter Mikrowellenleis-
tung durchgeführt. Den Objekten wurde eine material- und temperaturspezifische Permittivität
zugeordnet. Aus den Ergebnissen der jeweiligen Simulation wurde die in den Objekten dissi-
pierte Leistung PV ermittelt. Diese wiederum wurde in Relation zur eingestrahlten Leistung PA
und Temperatur gestellt: (PV/PA)Objekt = f (T ). Die Unterteilung in Objekte bzw. Unterobjekte
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erfolgte mit dem Ziel, so wenig Bilanzräume wie nötig zu generieren. Die Berücksichtigung der
Sinterschrumpfung erfolgte durch die schrittweise Verkleinerung der Probengeometrie im jeweili-
gen Temperaturintervall in Übereinstimmung mit der Sinterkurve des verwendeten Materials - in
diesem Fall ZrO2 - und Berücksichtigung der veränderten Permittivität als Funktion von Dichte
und Temperatur.
Die aus der Mikrowellensimulation ermittelte relative Mikrowellenabsorption wurde in der an-
schließenden thermischen Simulation, als volumen- und temperaturabhängiger Quellterm für die
jeweiligen Objekte eingesetzt. Die Einhaltung einer vorgegebenen Heizrate wurde durch einen im-
plementierten Regler sichergestellt, bei dem die Temperatur der Probe als Sollwert und die Mikro-
wellenleistung als Regelgröße diente. Die Sinterschrumpfung wurde wiederum durch schrittweise
Anpassung der Probengröße in den definierten Temperaturintervallen erzielt. Die transiente Si-
mulation der Erwärmung der Objekte erfolgte unter Berücksichtigung der Wärmeverluste durch
Strahlung, Wärmeleitung und Konvektion, die mittels fluiddynamischer Simulation umgesetzt
wurde.
Das beschriebene Verfahren wurde schließlich erfolgreich zur Berechnung der transienten Mikro-
wellen-Erwärmung von SiC- und ZrO2-Proben auf über 1400 °C angewendet. Zudem konnten
wärmetechnische Varianten zur Minimierung von Wärmespannungen sowie zur Erhöhung der
Effizienz und des Wirkungsgrads durch Hybrid- und Suszeptorheizung durchgeführt und quan-
titativ ausgewertet werden.
Durch den modularen Aufbau der Simulation können auf Basis einer Mikrowellensimulation
mehrere thermische Simulationen unter variierenden Randbedingungen durchgeführt werden,
um eine Optimierung des Mikrowellenprozesses zu erzielen. Die Genauigkeit der Methode kann
durch Erhöhung der Anzahl von Unterobjekten weiter verbessert werden.
Methodik zur Auslegung von
Hochtemperatur-Mikrowellenprozessen
Das in Abschnitt 5.4 vorgestellte Vorgehen zur Auslegung von Hochtemperatur-Mikrowellenpro-
zessen, das auf den oben beschriebenen Methoden aus Nomogrammen, analytischer und numeri-
scher Berechnung aufbauend entwickelte wurde, kann dem Verfahrensingenieur als Leitfaden bei
der Abschätzung der Machbarkeit und dem Basic- und Detail-Engineering eines Mikrowellen-
prozesses dienen. Beim Detail-Engineering ist Spezialistenwissen bei der mikrowellentechnischen
Optimierung gefordert, z.B. beim Resonatordesign und -tuning. Die mikrowellentechnische Op-
timierung greift vor allem auf numerische Methoden zu. Die verfahrenstechnische Optimierung
kann auf Basis der hier vorgestellten seriellen Simulationsmethode als flexible Simulations-
Plattform auf Anlagenebene genutzt und durch zusätzliche physikalische Berechnungen, wie z.B.
mechanische Spannungen, Stofftransport oder chemische Reaktionen, verfahrenstechnisch weiter
ausgebaut werden.
Bislang liegt der Schwerpunkt der multiphysikalischen Simulationen von Mikrowellenprozessen
vor allem auf Anlagen- und Kontinuumsebene. Die Einbindung mikroskopischer und molekularer
Prozesse, wie z.B. die Dipolrelaxation und damit verbundener Transportprozesse von Ladungsträ-
gern oder Defekten, kann künftig interessante Anwendungsgebiete für die Mikrowellensimulation
auf Materialebene eröffnen.
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7. Summary
The objective of this work was to define for the first time material-specific engineering parame-
ters, which allow to optimize the efficiency of high-temperature microwave processes for a wide
range of temperatures. Because the assumed advantage of microwave heating - in comparison
to conventional heating methods - of a volumetric heating effect for dielectric materials, which
can be used in principle for faster dissipation of heat in materials with poor or moderate ther-
mal conductivity, can only be realized for a specific process by well-defined material and device
parameters. In case of a microwave heated component, first of all permittivity determines the
amount of heat that is absorbed by the object. However, the permittivity is material-dependent,
and dependent on material composition, density, internal structure and the momentary tempe-
rature level. Therefore one aim of this work was to develop simplified methods to determine the
permittivity of porous materials as a function of temperature. Because the macroscopic shape of
an object is relevant for its microwave absorption as well, this aspect of microwave heating should
be included into the investigation. Therefore it was essential to lay foundations for categorizing
the material-specific microwave absorption behaviour considering the component size in order to
define simplified characteristic numbers which allow a process engineer evaluating the energetic
efficiency and the conversion of microwave energy into heat for processes, which cover a wide
temperature range.
In order to review the material-specific aspects of microwave heating three model materials were
selected. Each temperature-dependent permittivity shows a characteristic behaviour: Al2O3 for
a moderate increase of dielectric loss, ZrO2 for high increase of dielectric loss, and SiC for low
increase of dielectric loss at a high permittivity level. With help of theses materials a macroscopic
multi-scale investigation of microwave absorption was performed for objects, whose size ranged
from mm to m, in order to investigate the influence of object size on microwave absorption
efficiency. For this investigation an analytic method for calculation was selected based on Mie
theory. With help of these calculations so far unavailable simplified characteristic numbers for
evaluation and design of high-temperature microwave processes could be compiled.
Numerical procedures were applied for investigating real processes like sintering of ceramic ma-
terials in practical devices/applicators. The objective of these simualtions was to evaluate and
optimize the energy balance of the processes for specific materials by combination of different he-
at sources like microwave heating at 2.45 GHz, resistive heating, and passive infrared radiators/
susceptors.
The calculation of electromagnetic and heat transfer processes requires different numerical me-
thods: microwave simulation is either conducted in time or frequency domain while heat simula-
tion is conducted in time domain, in which the applied time scales differ significantly. The aim of
this work was to develop a method for the coupling of microwave and thermal simulation, which
does not require a synchronisation of time scales in order to evaluate microwave dissipation and
the heat distribution in the component and its environment apart from each other. Therefore a
new procedure for numerical simulation of microwave processes was developed and tested that
allows considering changes in sample size typical for sintering of ceramic materials, and is aiming
at realizing adequate energy efficiency and process stability over the complete temperature range
of the sintering process.
From the sum of results a guideline for the process engineer was developed, which shall support
evaluating the material-related feasibility of microwave heating as well as supporting the process
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design of a microwave heating process. Details of the present work are explained subsequently.
Permittivity of porous ceramics
Within the frame of this work a method was developed (see pages 70 ff.) to determine the
permittivity of porous pre-densified samples as a function of porosity. According to effective media
theory the permittivity can be calculated with help of mixing rules for two or more components
via volume fractions. A flexible universal mixing rule for two-component systems is presented
by Sihvola, which allows adopting the mixing behaviour mathematically in a wide range to
the real material behaviour with help of the coefficient ν. The equation contains, besides the
real and imaginary parts of the complex permittivity of both components, the volume fraction ϕ
and the coefficient ν. Consequently the equation system is under-determined, and the coefficient
ν, that cannot be measured directly, is normally fitted to experimental results. That means an
appropriate measurement equipment must be available, and a large number of measurements has
to be carried out.
In the present work the experimental approach was replaced by a semi-analytical procedure
which allows determining the coefficient ν by combining microwave heating experiments and a
mathematical approximation procedure with at least one data point without accessing permit-
tivity measurements. This new procedure requires that the permittivity of the dense material
is known from literature or measurement data in advance. This pre-condition was met for the
herein chosen model substances, especially for ZrO2, which covers in large part of the numerical
simulations.
The newly developd method is based on a comparison of microwave heating rates at 2.45 GHz of
a porous and a dense material sample. The ratio of heating rates is proportional to the ratio of
dielectric loss numbers ε′′r of both samples, provided that the condition of geometric similarity is
fulfilled. With help of e.g. Newton's approximation procedure the coefficient ν can be determined
stepwise. The method was tested with porous yttria-stabilized ZrO2 samples and validated with
help of impedance spectroscopy.
Material-related and component size dependent categorization of
microwave absorption
In order to carry out multi-scale investigations on microwave absorption, theMie method was se-
lected. The Mie theory originates from optics and is an analytical solution to Maxwell's equations
for spherical objects in space (far field condition). Beside calculations on scattering of electro-
magnetic waves by particles, it is suitable to calculate the absorption which is representing the
dissipated heat in objects. Additionally it is valid for a wide range of object sizes. With help
of the dimensionless Mie factor xM, which is characterizing the object size in relation to the
wavelength, the material-related correlation between absorbed microwave power and the size of
components with spherical geometries was investigated with respect to the complex refractive in-
dex at the microwave frequency 2.45 GHz. The calculations were performed with a free program
code that was modified for multi-scale calculations. In addition to calculations for the ceramic
materials Al2O3, ZrO2, and SiC, material-independent absorption spectra were calculated for the
permittvity range 1 < ε′r < 100 and 10−4 < ε′′r < 100 for the microwave frequency f = 2.45 GHz
in order to analyse the influence of permittivity as a function of temperature increase. Due to the
relation nˆ =
√
εˆr, that connects the complex refractive index nˆ and the complex permittivity,
the results give qualitative and quantitative evidence of the absorption efficiency as a function
of the material and component size - especially about the resonance behaviour, which occurs for
a given frequency at certain component dimensions.
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The results of the calculations were analysed further with help of the following integral characteri-
stic numbers: Q¯abs for the absorption potential, and Ψ¯ for the tendency of resonance phenomena.
By plotting Q¯abs and Ψ¯ as size-independent parameters over tan (δ), nomograms were compiled
which allow a qualitative, material-related, estimation of absorption and resonance potential in
dependence of permittivity, as was demonstrated for the model substances Al2O3, ZrO2, and
SiC.
The consideration of absorption and resonance behaviour of materials with help of the Mie theory
allows the definition of an additional characteristic number n? = (n−κ)/(n+κ), which allows a
global classification of all materials regarding their microwave behaviour - absorbing, reflecting
and transmitting - under microwave radiation at 2.45 GHz. This parameter n? contains the
real and imaginary part of the complex permittivity, and therewith tan (δ) of the material, but
normalizes the range of interactions with microwaves quantitatively from 0 to 1, in contrast to
0 to ∞, if tan (δ) would be used instead. Plotted against the Mie factor xM a categorisation of
the size-dependent absorption and resonance behaviour at 2.45 GHz is achieved for all materials,
which allows a first evaluation of a component regarding its suitability for microwave heating.
Simulation of microwave sintering of ceramics
For complex shaped components or those with geometries, which underly a change during the
process like densification, numerical simulations are required in order to determine the absorption
and to calculate the transient microwave heating behaviour. The defined aim of a non-synchonous
coupling of electromagnetic and thermal simulation required to develop a new technique, which
carried out the simulation of microwave absorption in discrete temperature steps by means of
the finite-difference method in time-domain as a first step. As a second step the simulation of
transient heating of the component is carried out by means of finite-element method. This two
step approach is called "serial procedure.
The microwave simulation of the considered model, which consists of an adiabatic microwave
applicator and the objects therein like the cylindrical ceramic sample and optional inventory
like insulation or susceptors, was performed at 2.45 GHz at constant microwave power. Each
object is assigned to a material- and temperature-specific permittivity. From the results of each
simulation the dissipated power PV is determined for each object and put into relation to the
areic input power PA and temperature: (PV/PA)Objekt = f (T ). The zoning of objects aimed at
generation of a minimum amount of subsystems. The densification of the sample was considered
by a stepwise reduction of the sample geometry at each temperature interval in accordance with
the sintering curve of the material - in this case ZrO2. The permittivity is set as a function of
porosity and temperature.
The thermal simulations finally made use of the relative microwave absorption, that was de-
termined from microwave simulation as described above and was defined as a volume- and
temperature-dependent source term for each object. The control of fixed heating rates in thermal
simulation was provided by an implemented control system, which used the sample temperature
as set temperature and microwave power as controlled quantity. The densification was ensured
by stepwise adoption of sample size according to the defined temperature steps. The transient
simulation of the heating behaviour of the object was carried out considering heat losses by ra-
diation, conduction, and convection. Latter one was realised with help of a coupled fluiddynamic
simulation.
The described procedure was finally successfully applied for the calculation of transient microwave
heating of SiC and ZrO2 samples to more than 1400 °C. Additionally thermotechnical process
variants were applied and reviewed in order to optimize the microwave process with respect to
energy efficiency and product properties like thermal stresses.
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By the use of the described modular simulation set-up several thermal simulations can be carried
out on the basis of one microwave simulation with changing boundary conditions in order to
achieve an optimum microwave heating process. The accuracy of the method can be further
improved with an increasing number of subobjects.
Procedure for the design of high-temperature microwave
processes
The procedure for designing a high-temperatur microwave process suggested in section 5.4, which
was adapted from the above described methods consisting of nomograms, and analytical and
numerical calculations, can be used by a process engineer as a guideline for a feasibility study,
and basic and detail engineering. Within detail engineering further expert knowhow may be
required e.g. for the optimisation of resonator design and tuning, which will be based on numerical
simulations. The process optimisation can be performed on the basis of the herein introduced
"serial simulation procedure as a flexible platform of simulations on applicator level, and can be
extended by additional physics models like e.g. mechanical stress, mass transport, or chemical
reactions.
So far the focus of multiphysics simulations of microwave processes is on applicator and continuum
level. The integration of microscopic processes like dipole relaxation and the associated transport
of charges and defects can offer further interesting applications for microwave simulation.
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A. Grundlagen elektromagnetischer Wellen
A.1. Grundlagen der Maxwell-Gleichungen
A.1.1. Das Gaußsche Gesetz für elektrische Felder
beschreibt den Zusammenhang zwischen dem elektrischen bzw. elektrostatischen Feld ~E, dem
elektrischen Fluss ΦE sowie der elektrischen Ladungsverteilung q, die das elektrische Feld erzeugt.
In integraler Form lautet das Gesetz:
ΦE =
˛
S
~E · ~n da = q
ε0
. (A.1)
Dieses besagt, dass die in einem Volumen eingeschlossene Ladung q einen elektrostatischen Feld-
vektor ~E mit der Einheit V ·m−1 hervorruft. ε0 = 8.85418 . . .× 10−12 C/V·m ist die Permittivität
des Vakuums und ~n ist der Normaleneinheitsvektor der Oberfläche S mit |~n| = 1. Der elek-
trische Fluss ΦE trägt die Einheit V ·m. Der elektrische Fluss durch die Volumenhülle S des
betrachteten Volumens ist dabei proportional zur eingeschlossenen freien Ladung q. Das erzeug-
te elektrische Feld wiederum bewirkt, dass eine elektrische Kraft auf die Ladung q wirkt, die
parallel zum elektrischen Feldvektor ~E ausgerichtet ist [429, S. 3]. Die visuelle Darstellung des
elektrischen Feldes erfolgt in der Regel durch Vektoren oder Feldlinien. Vektoren verdeutlichen
die Richtung des Feldes an jedem Punkt im Raum. Die Vektorsumme aller Einzelfelder ergibt
das resultierende elektrische Feld. Elektrische Feldlinien beginnen bei einer positiven Ladung
und enden an einer negativen Ladung. Wird das Gaußsche Gesetz auf das von der Oberfläche S
umschlossene Volumen V angewendet und ist die darin enthaltene Ladung das Volumenintegral
der Ladungsdichte ρ in C ·m−3, gilt unter Anwendung des Divergenz-Theorems [429, S. 115]:
ˆ
S
~E · ~n da =
ˆ
V
~∇ · ~E dV =
ˆ
V
ρ
ε0
dV . (A.2)
Da die betrachteten Volumina in Gleichung A.2 identisch sind, kann aus Gleichung A.2 die dif-
ferenzielle Form des Gaußschen Gesetzes für Vakuum abgeleitet werden:
~∇ · ~E = ρε0 . (A.3)
A.1.2. Das Gaußsche Gesetz für magnetische Felder
beschreibt den magnetischen Fluss ΦB in der Einheit V · s, der durch das Anlegen eines magneti-
schen Feldes an einer geschlossenen Oberfläche S erzeugt wird. Da keine magnetischen Monopole
existieren, ist der resultierende magnetische Fluss ΦB durch die geschlossene Fläche S stets null:
ΦB =
˛
S
~B · ~n da = 0 . (A.4)
Die magnetische Flussdichte ~B trägt die Einheit Tesla T = V·s/m2 und steht für die magnetische
Kraftwirkung auf eine kleine bewegte Ladung q. Beim magnetischen Feld stehen magnetische
Flussdichte ~B und magnetische Kraft ~FB senkrecht zueinander. Die durch das magnetische Feld
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verrichtet Arbeit an der Ladung q ist somit immer null [429, S. 45]. Magnetische Felder werden
ebenfalls durch Vektoren oder Feldlinien dargestellt. Magnetische Feldlinien formen dabei immer
geschlossene Linien. Das Gaußsche Gesetz für magnetische Felder wird in differenzieller Form
wie folgt geschrieben:
~∇ · ~B = 0 . (A.5)
A.1.3. Das Faradaysche Gesetz
beschreibt die Wechselwirkungen zwischen magnetischem Fluss und elektrischem Feld [429, S.
59]:
 Bei einer Änderung des magnetischen Flusses ΦB durch die offene Oberfläche S wird ein
elektrisches Feld ~E entlang eines beliebigen, geschlossenen Pfades C der Grenzfläche indu-
ziert. Befindet sich ein elektrisch leitfähiges Material darin, ruft das elektrische Feld eine
elektromotorische Kraft hervor, die einen Strom in diesem fließen lässt.
 Eine zeitliche Änderung der magnetischen Flussdichte ~B induziert ein kontinuierliches, zir-
kulierendes elektrisches Feld ~E, d.h. die elektrischen Feldlinien bilden geschlossene Schlei-
fen.
In integraler Schreibweise lautet das Faradaysche Gesetz:
˛
C
~E · dl = − d
dt
ˆ
S
~B · ~n da . (A.6)
Zeitliche Änderungen des magnetischen Flusses können auf eine ab- oder zunehmende Flussdichte
~B, eine Richtungsänderung von ~B und/oder eine Veränderung der Fläche S zurückgehen. Die
Richtung des induzierten Stromflusses wirkt gemäß der Lenzschen Regel immer entgegen ihrer
Ursache [430]. Das Faradaysche Gesetz in differenzieller Form lautet:
~∇× ~E = −∂
~B
∂t
. (A.7)
A.1.4. Ampère-Maxwellsches Gesetz
Maxwell erweiterte das Ampèresche oder Durchflutungsgesetz um einen Term, der die zeitliche
Veränderung des elektrischen Flusses berücksichtigt [431, S. 13-3]. Aus dieser Änderung folgt,
dass sowohl ein statischer elektrischer Strom I als auch ein zeitlich veränderliches elektrisches
Feld ~E ein zirkulierendes Magnetfeld ~B erzeugen kann, und zwar entlang eines geschlossenen
Pfades C, der die betrachtete Fläche S einschließt [429, S. 84]:
˛
C
~B · dl = µo
(
I + ε0
d
dt
ˆ
S
~E · ~n da
)
. (A.8)
Die Erzeugung magnetischer Felder durch zeitliche Änderung des elektrischen Feldes (Durchflu-
tung) ist nicht auf die Anwesenheit von elektrischen Ladungen oder physikalischen Strömen
angewiesen und damit ein wichtiges Grundprinzip elektromagnetischer Wellen [429, S. 107].
Den Proportionalitätskoeffizienten zwischen beiden Seiten des Ampère-Maxwellschen Gesetzes
in Gleichung A.8 bildet die Permeabilität des Vakuums µ0 = 4pi× 10−7 V·s/A·m. Die magnetische
Feldstärke ~H in der Einheit A ·m−1 ist definiert über ~H = 1/µ0 ~B. Der elektrische Strom I ist
die integrale Größe der durch die Fläche S führenden Stromdichte ~J . Die Stromdichte ~J kann
ungleichförmig über die Fläche S sein und in veränderlichem Winkel zur ihr stehen:
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I =
ˆ
S
~J · ~n da . (A.9)
Im Vakuum lautet das Ampère-Maxwellsche Gesetz in differenzieller Form mit der Stromdichte
~J in A ·m−2:
~∇× ~B = µ0
(
~J + ε0
∂ ~E
∂t
)
. (A.10)
Der Term ε0∂ ~E/∂t in Gleichung A.10 wird als Durchflutungsstromdichte bezeichnet und trägt
ebenfalls die Einheit A ·m−2.
Nachfolgend sind die vier Maxwell-Gleichungen in klassischer, differenzieller Schreibweise bei
Anwesenheit äußerer Quellen oder Ströme im Vakuum für ruhende Körper zusammengefasst
[17, S. 3]. Die beiden oberen Gleichungen sind die Quellengleichungen, die beiden unteren die
Feldgleichungen:
~∇ · ~D = ρ
~∇ · ~B = 0
~∇× ~E + ∂
~B
∂t
= 0
~∇× ~H − ∂
~D
∂t
= ~J , (A.11)
worin ~D als elektrische Flussdichte oder dielektrische Verschiebung bezeichnet wird ( ~D in A·s/m2),
und der Ausdruck ∂ ~D/∂t die Dichte des Maxwellschen Verschiebungsstroms ist. Die Maxwellsche
dielektrische Verschiebung ~D verleiht in Konsequenz elektrisch nicht-leitfähigen wie z.B. dielektri-
schen Materialien eine quasi-elektrische Größe [1, S. 159]. Gegenüber der elektrischen Stromdichte
~J ist der Term ∂ ~D/∂t dann von Bedeutung, wenn ~J → 0, z.B. bei der Ausbreitung elektromagne-
tischer Wellen in dielektrischen Medien, oder bei hohen Frequenzen, wenn ∂ ~D/∂t ∝ f [1, S. 160].
Die verknüpfenden Relationen zwischen Feldstärke und Flussdichte lauten für das elektrische
bzw. magnetische Feld im Vakuum:
~D = ε0 ~E
~B = µ0 ~H
(A.12)
Komplettiert werden die Maxwellgleichungen durch die Gleichung für die volumenspezifische
Lorentz-Kraft ~FL (~F in N) auf bewegte Teilchen, die sich mit der Geschwindigkeit ~v bewegen:
~FL = q ~E + ~v × ~B , (A.13)
und die Kontinuitätsgleichung für Ladung und Stromdichte [17, S. 3]:
∂ρ
∂t
+ ~∇ · ~J = 0 . (A.14)
Die Maxwell-Gleichungen stellen die mathematisch-physikalische Grundlage für elektromagneti-
sche Wellen dar, denn jede zeitliche Änderung eines elektrischen Feldes ist verknüpft mit einer
räumlich-zeitlichen Magnetfeldänderung und umgekehrt, ohne dass eine bewegte Ladung vorhan-
den sein muss ( ~J = 0). Sinusförmig an- und abschwellende elektrische und magnetische Felder
ergeben eine fortschreitende transversale elektromagnetische Welle (s. Abbildung A.1), die sich
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im Vakuum mit Lichtgeschwindigkeit fortpflanzt. Elektrisches und magnetisches Feld schwingen
dabei gleichphasig, d.h. sie haben einen gemeinsamen, periodisch wiederkehrenden Nullpunkt und
bedingen sich durch gegenseitige Induktion. Bei linear polarisierten Wellen stehen elektrisches
und magnetisches Feld orthogonal zueinander.
~k
~E(x, t)
~B(x, t)
Abbildung A.1: Ausbreitung einer linear polarisierten, elektromagnetischen Welle.
Elektromagnetische Wellen können nach [17, S. 4] Energie, Impuls und Drehimpuls tragen und
haben somit eine von den Ladungen und Strömen vollkommen unabhängige Existenz. Elektro-
magnetische Felder sind zudem masselos [1, S. 436].
A.2. Die Wellengleichung
Durch Kombination der Maxwell-Gleichungen lassen sich zwei lineare, partielle Differentialglei-
chungen zweiter Ordnung für ~E und ~B aufstellen. Sie stellen die Wellengleichungen für das
elektrische und magnetische Feld dar. Für ladungs- und stromfreie Bereiche im Vakuum gilt
[431, S. 20-8]:
∇2 ~E − 1
c2
∂2 ~E
∂t2
= 0
∇2 ~B − 1
c2
∂2 ~B
∂t2
= 0 (A.15)
Die fundamentale Beziehung 1/c2 ≡ ε0µ0 verknüpft die Ausbreitungsgeschwindigkeit elektroma-
gnetischer Wellen im Vakuum wie z.B. Lichtwellen mit den Feldkonstanten ε0 und µ0. Die Licht-
geschwindigkeit beträgt c ≈ 2.998× 108 m/s. Der Ausdruck ∇2 (oder auch 4) in Gleichung A.15
wird Laplace-Operator genannt und steht für die zweite Ableitung der Feldkomponente im Raum.
Die partiellen Differentialgleichungen der Wellengleichung können im eindimensionalen Fall durch
den Separationsansatz in zwei gewöhnliche Differentialgleichungen für den Zeit- und den Orts-
bereich der Form X(x) = A cos (λx) +B sin (λx) und T (t) = C cos (cλt) +D sin (cλt) überführt
werden, für die die Lösung w(x, t) = X(x) · T (t) gilt.
Ist eine Welle als harmonische, ungedämpfte Schwingung definiert, kann sie als komplexe Expo-
nentialfunktion der Form
ψ (~x, t) = ei(
~k·~x−ωt) (A.16)
beschrieben werden [16, S. 57], worin (~x, t) die Raumzeitkoordinaten sind, ~k der Wellenvektor
und ω die Frequenz der Schwingung ist. Der Wellenvektor ~k zeigt in Ausbreitungsrichtung der
Welle. Sein Betrag |~k| = ω/c = ω√εµ = 2pi/λ ist definiert als Kreiswellenzahl k, die die Einheit
m−1 besitzt. Die Wellengleichung für den skalaren, ebenen Fall ψ (x, t) lautet [16, S. 59]:
∂2ψ
∂x2
− 1
c2
∂2ψ
∂t2
= 0 . (A.17)
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Die Lösung nimmt die allgemeine Gestalt ψ (x, t) = f1 (t− x/c) + f2 (t+ x/c) an. Darin be-
schreibt f1 (t− x/c) eine Welle, die sich mit Geschwindigkeit c in positive x-Richtung bewegt, und
f2 (t+ x/c) eine, die sich in entgegengesetzter Richtung bewegt. An der Stelle x = const. ändert
sich das Feld periodisch mit der Zeit t, und zu jedem Zeitpunkt t hängt das Feld vom Ort x ab
[432, S. 193].
Für ladungs- und strombehaftete Bereiche werden aus den homogenen Wellengleichungen in
Gleichung A.15 schließlich inhomogene partielle Differentialgleichungen der Form [17, S. 286]
∇2 ~E − 1
c2
∂2 ~E
∂t2
= − 1
ε0
(
−~∇ρ− 1
c2
∂ ~J
∂t
)
∇2 ~B − 1
c2
∂2 ~B
∂t2
= −µ0~∇× ~J . (A.18)
Das Erstellen der Wellengleichungen hat den Vorteil, dass die vier Maxwell-Gleichungen auf zwei
Differentialgleichungen reduziert werden. Gleichwohl stellen sie immer noch ein gekoppeltes Glei-
chungssystem dar. Die Wellengleichungen für das elektromagnetische Feld in einem dielektrischen
Medium mit den statischen Werten ε, µ 6= f (ω) bzw. bei Frequenzen unterhalb ihrer Dispersion
(vgl. Unterabschnitt A.4.3) lauten nach [433, S. 259]:
∇2 ~E − εrµr
c2
∂2 ~E
∂t2
= 0 ,
∇2 ~B − εrµr
c2
∂2 ~B
∂t2
= 0 . (A.19)
Die Ausbreitungsgeschwindigkeit im Medium beträgt v = c/√εrµr. Permittivität und Permea-
bilität reduzieren somit die Ausbreitungsgeschwindigkeit der elektromagnetischen Strahlung im
Medium.
A.3. Makroskopische und komplexe Maxwell-Gleichungen
Die oben beschriebene Betrachtung von ~E und ~B als kontinuierliche, gewöhnliche Felder ent-
spricht der der klassischen Physik. Aufgrund der quantenmechanischen Natur der Photonen sind
ihre Energiezustände jedoch diskret und unterliegen auf atomarer Ebene quantenmechanischen
Gesetzmäßigkeiten [17, S. 288]. Zudem sind elektrische Ladungen immer ganzzahlige Vielfache1
der Elementarladung e eines Elektrons, streng genommen also ebenfalls diskret [17, S. 5]. Bei
makroskopischen Systemen, also bei Betrachtungen außerhalb der atomaren Ebene, ist die klas-
sische Beschreibung der elektromagnetischen Wellen als kontinuierliche Felder zulässig, wenn der
Impuls p eines einzelnen Photons gegenüber dem des Materiesystems klein ist und eine kontinu-
ierliche Raumladungsverteilung angenommen werden kann [17, S. 5]. In diesem Fall werden für
ein Volumen gemittelte, makroskopische Feld- und Quellgrößen angewendet. Als Abgrenzung zur
mikroskopischen Betrachtung kann eine Grenzlänge L0 = 10−8 m angenommen werden; für Vo-
lumen mit L Lo können die darin enthaltenen Atomkerne und Elektronen als Punktladungen
betrachtet werden, deren Einzelschwingungen bei räumlicher Mittlung geglättet werden [17, S.
289].
Wird beispielsweise ein Feststoff als Medium betrachtet, so enthält dieser neben seinem Aufbau
aus Atomkernen und Elektronen auch freie elektrische Ladungen. Wird über alle enthaltenen
Moleküle und freien Ladungen summiert, so ergibt sich die gemittelte Ladungsdichte [17, S. 295]
1Eine Ausnahme bilden Quarks, die eine Ladung von − 1
3
e oder + 2
3
e aufweisen.
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〈η (~x, t)〉Ladungen = ρ (~x, t)− ~∇ · ~P (~x, t) +
∑
ij
∂2
∂xi∂xj
Q′ij (~x, t) + . . . (A.20)
gebildet aus den makroskopischen Größen Ladungsdichte ρ (~x, t) = ρfrei + ρMoleku¨le, Polarisation
~P (~x, t) und Quadrupoldichte Q′ij (~x, t). Die elektromagnetischen Feldgrößen ~D und ~H sind nicht
mehr linear abhängig von ~E bzw. ~B, sondern unterliegen zusätzlich bis zu höherer Ordnung den
Momentdichten von elektrischen Dipolen ~P bzw. Quadrupolen Q′kl sowie magnetischer Dipole
~M [17, S. 16]. Die Vektoren ~D bzw. ~H enthalten somit die Komponenten:
Di = ε0Ei + Pi −
∑
j
∂Q′ij
∂xj
+ . . . ,
Hi =
1
µ0
Bi −Mi + . . . (A.21)
Quadrupolmomente sowie alle höheren Elemente können in den meisten Fällen vernachlässigt
werden, so dass für die makroskopischen Maxwell-Gleichungen in guter Näherung die folgenden
Feldgrößen verwendet werden können [17, S. 288]:
~D = ε0 ~E + ~P (A.22)
~H =
1
µ0
~B − ~M (A.23)
Werden weder Ferroelektrika noch Ferromagnetika betrachtet, und ist das Medium linear, d.h.
die elektrische bzw. magnetische Polarisation ist proportional zum Betrag des elektrischen bzw.
magnetischen Feldes, gilt für die Vektorkomponenten von ~D und ~H im kartesischen System:
Di =
∑
j
εijEj
Hi =
∑
j
1
µij
Bj . (A.24)
Die Tensoren εij und µij heißen Permittivitätstensor bzw. Permeabilitätstensor. Sie sind fre-
quenzabhängig und abhängig sowohl von der molekularen bzw. Kristallstruktur als auch von
Dichte % oder Temperatur T [17, S. 17]. Ist ein Material isotrop, d.h. Permittivität und Permea-
bilität sind unabhängig von der räumlichen Orientierung, wird aus dem jeweiligen Tensor ein
Skalar und Gleichung A.24 vereinfacht sich zu [17, S. 17]
~D = ε ~E
~H =
1
µ
~B (A.25)
Die skalare Permittivität ε und Permeabilität µ werden oft als Produkt aus relativer Größe
εr, µr und der jeweiligen Feldkonstante für das Vakuum ε0 und µ0 gebildet. εr wird auch als
Dielektrizitätskonstante und µr als Permeabilitätszahl bezeichnet.
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ε = εrε0
µ = µrµ0 (A.26)
Da elektromagnetische Wellen zeitharmonische Schwingungen in Abhängigkeit der Winkelfre-
quenz ω und der Amplitude ~A der Form ~F (t) = ~A cos (ω · t+ ϕ) sind, können sie durch Fourier-
Transformation vom Zeit- in den Frequenzbereich übertragen werden [16, S. 15]. Die Fourier-
Transformation der Funktion F (t) und ihre Rücktransformation lauten im eindimensionalen
Fall:
F (ω) =
+∞ˆ
−∞
F (t) e−iωtdt (A.27)
F (t) =
1
2pi
+∞ˆ
−∞
F (ω) eiωtdω (A.28)
Die Fourier-Transformation für die zeitabhängige dreidimensionale Feldgröße ~F (~x, t) wird wie
folgt vorgenommen2:
~F
(
~k, ω
)
=
+∞ˆ
−∞
+∞ˆ
−∞
~F (~x, t) ei(
~k·~x−ωt)d~xdt (A.29)
Durch die komplexe Darstellung wird die Zeitabhängigkeit bei harmonischen Vorgängen ver-
mieden, und die Feldgrößen sind nur noch Funktionen des Ortes. Jede Maxwell-Gleichung mit
reellen Größen, die keine zeitliche Ableitung enthält, nimmt generell dieselbe Gestalt mit kom-
plexen Größen an. Für jede nach der Zeit abgeleiteten Größe gilt ∂∂t := iω [14, S. 18]:
~∇× ~E = −∂ ~B∂t zeitabhängige Form
~∇× ~E = −iω~B komplexe Form
Die komplexen Maxwell-Gleichungen lauten somit gemäß [14, S. 18]:
~∇ · ~D = ρ
~∇ · ~B = 0
~∇× ~E = −iω~B
~∇× ~H = iω~D + ~J
(A.30)
Für einfache lineare Medien, also solche, die homogen, isotrop und dielektrisch dispers sind,
gelten zudem die komplexen Materialgrößen εˆ, µˆ und σˆ. In Analogie zu Gleichung A.25 sind die
komplexen Flussdichten wie folgt definiert [14, S. 18]
~D = εˆ~E
~B = µˆ ~H
~J = σˆ~E
(A.31)
2Komplexe Vektoren werden zur Unterscheidung mit Unterstrich geschrieben.
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mit der komplexen Permittivität εˆ(ω)ε0 = ε
′
r (ω) − iε′′r (ω), der komplexen Permeabilität µˆ(ω)µ0 =
µ′r (ω)− iµ′′r (ω) und der komplexen elektrischen Leitfähigkeit σˆ = σ′ − iσ′′.
A.4. Permittivität, Permeabilität und Suszeptibilität
Wie bereits oben erläutert stellt die Permittivität εˆ (ω) bzw. die elektrische Suszeptibilität χˆe (ω)
eine komplexe, frequenzabhängige physikalische Größe dar, die den Proportionalitätsfaktor zwi-
schen der zeitlichen Ausprägung des elektrischen Feldes ~E und der in einem beliebigen Material
hervorgerufenen elektronischen und/oder ionischen/atomaren Polarisation darstellt [16, S. 23]:
~P
(
~k, ω
)
= ε0χˆe (ω) ~E
(
~k, ω
)
= ε0 (1− εˆr (ω)) ~E
(
~k, ω
)
(A.32)
Die durch das elektrische Feld ~E hervorgerufene Polarisation ~P ist parallel zu diesem ausgerichtet.
Die Permittivität kann also auch als Widerstand bezeichnet werden, den ein Medium der Aus-
breitung eines elektrischen Feldes entgegenstellt. Die Transformation von ~P in den Zeitbereich
erfolgt über ein Faltungsintegral.
Die Permeabilität µˆ (ω) bzw. magnetische Suszeptibilität χˆm (ω) wiederum stellt den Propor-
tionalitätsfaktor zwischen der raumzeitlichen Ausprägung des magnetischen Feldes ~H und der
magnetischen Flussdichte ~B dar. Sie beschreibt die Fähigkeit eines Mediums, ein äußeres magne-
tisches Feld durch Reorientierung bzw. Migration seiner magnetischen Dipole in sich aufzubauen:
~B
(
~k, ω
)
= µ0 (χˆm + 1) ~H
(
~k, ω
)
= µ0µˆr ~H
(
~k, ω
)
. (A.33)
Die Permittivität und Permeabilität setzen sich aus einem dimensionslosen relativen (Index r)
und einem dimensionsbehafteten konstanten Anteil (Index 0) zusammen (s. Gleichung A.26).
Sind die Materialgrößen εˆ und µˆ frequenzabhängig aber feldunabhängig, ist das Medium linear.
Die Frequenzabhängigkeit der Permittivität wird als Dispersion bezeichnet und vertiefend in
Unterabschnitt A.4.3 beschrieben. Die Frequenzabhängigkeit der Permeabilität soll hier nicht
näher behandelt werden, da in dieser Arbeit magnetisch annähernd verlustfreie Materialien mit
µˆ (ω) u 1 angenommen werden. Grundlagen zu magnetischen Materialeigenschaften sind u.a. in
der Literatur der Elektrodynamik, z.B. [433, 17], zu finden.
Ist ein Medium linear, zeitinvariant, isotrop und homogen wie z.B. viele amorphe Feststoffe,
Flüssigkeiten oder kubische Kristalle [16, S. 247], d.h. die Permittivität ist zeit-, orts- und rich-
tungsunabhängig, dann ist die Permittivität eine skalare Größe und trägt die Einheit A·s/V·m:
εˆ (ω) = εˆr (ω) ε0 . (A.34)
ε0 ist wie beschrieben die elektrische Feldkonstante des Vakuums. Die komplexe Permittivität
weist einen Realteil Re (εˆ) = ε′ und einen Imaginärteil Im (εˆ) = ε′′ auf:
εˆ (ω) = ε′ (ω)− iε′′ (ω) = ε0
(
ε′r (ω)− iε′′r (ω)
)
. (A.35)
Real- und Imaginärteil der komplexen Permittivität sowie der komplexen Suszeptibilität sind
nicht unabhängig voneinander. Der Realteil steht bei jeder Frequenz in Beziehung zum Imagi-
närteil und umgekehrt. Diese Relation wird durch die Kramers-Kronig-Gleichung wiedergegeben,
bei der sich Real- und Imaginärteil der komplexen dielektrischen Funktion gegenseitig durch In-
tegration bedingen [433, S. 281] [17, S. 386] [16, S. 21]. Sie unterliegt dem Prinzip von Linearität
und Kausalität; Voraussetzung für ihre Anwendung ist, dass die komplexe Funktion in der oberen
Halbebene analytisch ist und für unendlich große Werte gegen Null tendiert [434].
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ε′(ω)− 1 = 1
pi
CH
∞ˆ
−∞
ε′′(Ω)
Ω− ωdΩ χ
′
e (ω) =
1
pi
CH
∞ˆ
−∞
χ′′e (Ω)
Ω− ω dΩ
ε′′(ω) = − 1
pi
CH
∞ˆ
−∞
(ε′(Ω)− 1)
Ω− ω dΩ χ
′′
e (ω) =−
1
pi
CH
∞ˆ
−∞
χ′e (Ω)
Ω− ω dΩ (A.36)
Ω ist die Variable der Kreisfrequenz, und mit CH wird der Cauchysche Hauptwert des aufge-
zeigten Integrals gekennzeichnet. Dieser wird zur Lösung divergenter Integrale verwendet, die
sonst unbestimmt bleiben3. Durch die Kramers-Kronig-Gleichung wird der Bereich möglicher
Permittivität bzw. Suszeptibilität physikalisch eingeschränkt und der Frequenzverlauf asympto-
tisch begrenzt [16, S. 22]. Sie kann auch genutzt werden, um Messergebnisse zu validieren. In
[435] wird dazu folgende Form der Kramers-Kronig-Gleichung unter Verwendung der Gleich-
stromleitfähigkeit σdc verwendet.
ε′ (ω0) = ε∞ +
2
pi
∞ˆ
0
ε′′ (ω)
ω
ω2 − ω20
dω (A.37)
ε′′ (ω0) =
σdc
ε0ω0
+
2
pi
∞ˆ
0
ε′ (ω)
ω0
ω2 − ω20
dω (A.38)
Nur eingeschränkt übertragbar ist die Kramers-Kronig-Beziehung für die magnetische Permeabi-
lität µˆ (ω) und magnetische Suszeptibilität χˆm (ω) = µˆ (ω)− 1, da die Permeabilität nicht streng
monoton fallend zu hohen Frequenzen sein muss [436].
Viele kristalline Materialien weisen anisotrope Eigenschaften auf. Die Permittivität εˆ wird im
Fall einer Hauptachsentransformation als symmetrischer Tensor geschrieben,
εˆ =
 εˆ1 0 00 εˆ2 0
0 0 εˆ3
 (A.39)
wobei εˆ1, εˆ2 und εˆ3 entlang der Bezugsachsen des Kristalls ausgerichtet sind, die für den oben
beschriebenen Tensor entlang der Raumrichtungen (x, y, z) verlaufen. Andernfalls ist eine Trans-
formation über Eigenvektoranalyse erforderlich. Für uniaxiale Kristalle (tetragonal, hexagonal,
trigonal oder orthorhombisch) gilt εˆ1 = εˆ2 6= εˆ3 und für biaxiale Kristalle (orthorhombisch, tri-
klin oder monoklin) gilt εˆ1 6= εˆ2 6= εˆ3 [16, S. 249]. Ein Beispiel für einen anisotropen Kristall
ist Quarz mit unterschiedlichen Absorptionsbanden im Bereich des Infrarotlichts bei paralleler
und orthogonaler Ausrichtung zur optischen Achse [437]. Die Annahme linearer Medien stellt ei-
ne generelle Vereinfachung dar, denn jedes Medium wird unter entsprechenden Voraussetzungen
nichtlineares Verhalten aufweisen. Nichtlineares Materialverhalten im elektromagnetischen Feld
3Besitzt die Funktion f (x) eine Singularität bei x0, ist das Hauptwertintegral wie folgt definiert:
∞ˆ
−∞
CH (f (x)) dx = CH
∞ˆ
−∞
f (x) dx = lim
δ→0+
 x0−δˆ
−∞
f (x) dx−
∞ˆ
x0+δ
f (x) dx

Die Delta-Funktion erfasst den Beitrag an der Stelle x0 durch Umlaufen von x0 entlang eines infinitesimalen
Halbkreises in positivem Drehsinn. Die Stelle x0 bleibt somit vom Integrationspfad ausgeschlossen.
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wird z.B. in [438] behandelt, wonach sich der dielektrische Verschiebungsstrom für nichtlinea-
re Medien ~D = ε0 ~E +
(
~PL + ~PNL
)
aus dem linearen (L) und einem betragsmäßig geringeren
nichtlinearen (NL) Polarisationsanteil zusammensetzt.
Die Permittivität eines Materials ist eng mit der frequenzabhängigen Polarisierbarkeit α ver-
bunden. Dielektrische Materialien werden in paraelektrische (oder nicht-ferroelektrische) und
ferroelektrische Materialien unterteilt [439, S. 78]. Ferroelektrische Materialien besitzen ohne
äußeres elektrisches Feld ein elektrisches Dipolmoment (z.B. Perovskite wie BaTiO3). Positive
und negative Ladungen sind bei einem ferroelektrischen Kristall räumlich getrennt [314, S. 510].
Beim Anlegen eines äußeren elektrischen Feldes können ferroelektrische Materialien ihre sponta-
ne Polarisationsrichtung ändern. Oberhalb der Übergangstemperatur TC geht dieser polarsierte
Zustand jedoch verloren. Bei paraelektrischen Materialien wird die Polarisierung durch äußere
elektrische Felder ausgelöst; sie unterteilen sich in unpolare, polare und dipolare Materialien.
Bei unpolaren Materialien erzeugt das elektrische Feld eine elastische Auslenkung von Elektro-
nen bzw. Elektronenwolken im Valenzband. Es entsteht nur eine elektrische Polarisation. Zu
dieser Gruppe gehören beispielsweise Silizium und Diamant, sowie inerte Elemente in gasförmi-
ger, flüssiger oder fester Form. Unterhalb ihrer Resonanzfrequenz (gewöhnlich im Bereich des
sichtbaren bis ultravioletten Lichts) ist die dielektrische Konstante unabhängig von der Frequenz
und äquivalent mit der statischen Dielektrizitätskonstante ε0 (s. auch Unterabschnitt A.4.3). Die
Polarisierbarkeit unpolarer Materialien entspricht allein der Elektronen-Polarisierbarkeit αe.
Polare Materialien bestehen aus mehratomigen Molekülen ohne permanente Dipole. Beispiele
sind ionische Kristalle, einige Oxide oder auch Paraffine. Polare Materialien weisen neben der
elastischen Auslenkung der Elektronen auch eine Veränderung von Ionenpositionen aufgrund äu-
ßerer elektrischer Felder auf. Daher treten zwei Resonanzbereiche auf: der erste entsprechend der
Elektronenpolarisation im Bereich des optischen Lichts, der zweite aufgrund der Ionenpolarisa-
tion im Bereich niedrigerer Frequenzen, z.B. im Infrarot-Bereich. Die Polarisierbarkeit polarer
Medien α setzt sich zusammen aus der Elektronen- (αe) und der Ionenpolarisierbarkeit (αi).
Bei dipolaren Medien treten drei Polarisationsmechanismen auf: elektronische, ionische und die
Dipolpolarisation (αd). Dipolare Materialien besitzen Moleküle mit permanenten Dipolen. Bei
äußerer Anregungen durch ein elektrisches Feld wird eine Neuausrichtung ihrer Dipolorientierung
erzeugt. Dies trifft vor allem auf Flüssigkeiten und Gase zu, sowie für einige Feststoffe wie z.B.
feste Salz- und Schwefelsäure [439, S. 78]. Eine kritische Temperatur definiert im festen Zustand
die Grenze, unterhalb der alle Dipole eingefroren sind, also ihre Polarisierbarkeit verlieren. In
den meisten Fällen entspricht diese dem Schmelzpunkt der Materialien. Da dielektrische Ma-
terialien meist in polykristalliner oder amorpher Form vorliegen, besitzen sie eine Vielzahl von
Störstellen. Zudem sind die meisten Materialien keine idealen Isolatoren sondern weisen eine
elektrische Leitfähigkeit auf, so dass die Polarisierbarkeit von dipolaren Materialien allgemein
durch die Polarisation von Raumladungen (αr) erweitert werden kann zu α = αe + αi + αo + αd
[439, S. 79].
Der Zusammenhang zwischen Dichte des Mediums %, Polarisierbarkeit α und der makroskopi-
schen Permittivität ε wird durch die Clausius-Mosotti Beziehung [440] [314, S. 506] beschrieben.
(εr − 1)
(εr + 2) %
=
1
3ε0
∑
j
Njαj (A.40)
Nj steht für die volumenspezifische Teilchendichte. Die Clausius-Mosotti-Gleichung gilt vor allem
für Substanzen mit geringer Dichte wie Gase bzw. näherungsweise für Flüssigkeiten oder Feststof-
fe mit hoher Dielektrizitätszahl [17, S. 188] bzw. kubische Kristalle, die der Lorentz-Beziehung
~Elokal = ~E +
~P
3ε0
gehorchen [314, S. 504], die besagt, dass sich die lokale elektrische Feldstärke
zusätzlich zum makroskopischen Feld aus der Polariationswirkung der umgebenden Atome er-
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gibt. Ein ideal verlustfreies Dielektrikum weist keine dielektrischen Verluste auf: εˆr = ε′r + i0.
Das einzige perfekte Dielektrikum ist Vakuum (εˆr = 1 + i0). Bei verlustbehafteten Dielektrika
tritt eine deutliche Frequenzabhängigkeit der Permittivität mit ε′r 6= 1 und ε′′r > 0 auf (z.B.
keramische Werkstoffe).
A.4.1. Zusammenhang zwischen Permittivität und elektrischer Leitfähigkeit
Die Permittivität von Metallen bzw. Materialien mit sowohl dielektrischen als auch elektrischen
Eigenschaften kann bei niedrigen Frequenzen (ω → 0) gemäß [17, S. 360 ff.] wie folgt betrachtet
werden. Nach dem komplexen Maxwell-Ampèreschen Gesetz gilt:
~∇× ~H = ~J + iω~D . (A.41)
In obige Gleichung wird das Ohmsche Gesetz in der Form ~J = σ~E mit der elektrischen Leitfähig-
keit σ in S/m eingesetzt. Wenn ein Material sowohl elektrische als auch dielektrische Eigenschaften
besitzt, nähert sich der Imaginärteil der Permittivität null an, ε′′ → 0 (s. auch Lorentz- oder
Debye-Modell in Unterabschnitt A.4.3). Die Permittivität kann in diesem Fall durch die statische,
reelle Permittivität ε′ beschrieben werden. Folglich ist ~D = ε′~E. Dies gilt nur für vergleichsweise
schlechte elektrische Leiter; bei guten elektrischen Leitern entfällt ε′, da in diesem Fall die di-
elektrische Verschiebung ~D vernachlässigt werden kann. Gleichung A.41 geht für ω → 0 somit
über in
~∇× ~H = ~J + iω~D = σ~E + iωε′~E = iω
(
ε′ − iσ
ω
)
~E (A.42)
Nach [17, S. 361] wird der eingeklammerte Ausdruck in Gleichung A.42 als verallgemeinerte oder
effektive Permittivität εˆeff (ω) interpretiert und wie folgt geschrieben:
εˆeff (ω) = ε
′ − iσ
ω
. (A.43)
Wird der Imaginärteil von Im {εeff (ω)} = ε′′eff = σ/ω nach σ umgestellt, ergibt sich daraus
σ (ω) = ωε′′eff = ωε0ε
′′
r (ω) . (A.44)
Der Ausdruck σ (ω) in Gleichung A.44 wird oft für den gesamten Frequenzbereich genutzt, besitzt
nach [433, S. 267] jedoch keine physikalische Signifikanz außer der Relation zu ε′′r .
Die frequenzabhängige Leitfähigkeit der Metalle leitet sich nach Drude [441] aus der Bewe-
gungsgleichung der freien Elektronen im E-Feld gemäß der Analogie zur kinetischen Gastheorie
ab, hier dargestellt für den eindimensionalen Fall:
−mev˙ + me
τ
vD + eE = 0 , (A.45)
mit den Parametern Driftgeschwindigkeit vD, der mittleren thermischen Geschwindigkeit v, Stoß-
zeit τ durch Streuprozesse sowie der Ladung e und Masse me eines Elektron. Für den stationären
Fall mit v˙ = 0 ergibt sich für die endliche Driftgeschwindigkeit vD = − eme τE. Die Stromdichte
J im Leiter berechnet sich aus J = −eN · vD mit der Elektronendichte N und der Elementarla-
dung e, so dass daraus J = N e2/meτE folgt. Mit Hilfe des Ohmschen Gesetz J = σ0E lässt sich
wiederum die Gleichstrom-Leitfähigkeit nach Drude ableiten zu:
σ0 =
Ne2τ
me
(A.46)
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Trifft eine elektromagnetische Welle auf ein Material, gilt im elektrischen Wechselfeld v˙ 6= 0,
woraus sich aus Gleichung A.45 bei Übertragung in den Frequenzbereich
− iωme · v (ω) + me
τ
v (ω) + eE = 0 . (A.47)
ergibt. Durch Umstellen ist die Geschwindigkeit der Elektronen v (ω) = − eme 11−iωτ τE (ω). Wird
diese in die komplexe Gleichung für die Stromdichte J (ω) = σ (ω)E (ω) = −eN ·v (ω) eingesetzt,
ergibt sich daraus in Kombination mit Gleichung A.46:
σ (ω) =
Ne2
me
· 1
γ − iω =
Ne2τ
me
· 1
1− iωτ =
σ0
1− iωτ . (A.48)
Darin ist σ0 die Gleichstromleitfähigkeit, N die Elektronendichte, e die Ladung eines Elektrons,
me die Masse eines Elektrons und γ = 1/τ der Dämpfungsfaktor der Elektronenschwingung. Für
Metalle ist die Leitfähigkeit bis in den Mikrowellenbereich reell, d.h. nicht frequenzabhängig; sie
wird erst bei Frequenzen ab dem Infrarot-Bereich (' 1012 Hz) komplex, wobei Gleichung A.48
die quantenmechanischen Beiträge zur Frequenzabhängigkeit qualitativ beschreibt [17, S. 361].
Die Unterscheidung zwischen elektrischem Leiter und Dielektrikum ist bei Frequenzen ω > 0
artifiziell; die Dispersionseigenschaften können sowohl durch eine frequenzabhängige, elektrische
Leitfähigkeit wie durch eine komplexe Permittivität (vgl. Seite 139) beschrieben werden [17, S.
361].
A.4.2. Zusammenhang zwischen Permittivität und Brechungszahl
Für die Ausbreitung einer elektromagnetischen Welle in einem absorbierenden Material gilt im
Fall einer homogenen, planaren Welle, deren Wellenvektor in Ausbreitungsrichtung zeigt, für den
Betrag des komplexen Wellenvektors ~k = kˆ~n (~n ist der Einheitsvektor in Richtung von ~k′ und
~k′′) nach [433, S. 285]:
kˆ =
√
εˆrµˆr
ω
c
= (n− iκ) ω
c
. (A.49)
c ist darin die Lichtgeschwindigkeit. Die Größe n ist der dimensionslose Brechungsindex des
Mediums, der die Reduzierung der Ausbreitungsgeschwindigkeit im Medium gegenüber der im
Vakuum beschreibt. κ ist der Absorptionskoeffizient, der die Dämpfung der Welle im Medium
beschreibt. Energie-Dissipation (κ > 0) tritt nur dann auf, wenn εˆr und µˆr komplex sind. Der
Absorptionskoeffizient kann aber auch von Null verschieden sein (κ ≷ 0), wenn εr und µr reell
sind und negative Vorzeichen besitzen [433, S. 285].
Der komplexe Brechungsindex nˆ lässt sich folglich in der Form
nˆ (ω) = n− iκ =
√
εˆrµˆr (A.50)
schreiben. Unter Vernachlässigung der Permeabilität (µˆr = 1) sind Permittivität und Brechungs-
index folgendermaßen verknüpft:
n2 + κ2 − 2inκ = εˆr = ε′r − iε′′r (A.51)
Real- und Imaginärteil des Brechnungsindex lassen sich aus dem Real- bzw. Imaginärteil der
Permittivität wie folgt berechnen [433, S. 285]:
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n =
√
1
2
(√
ε′2r + ε′′2r + ε′r
)
κ =
√
1
2
(√
ε′2r + ε′′2r − ε′r
)
(A.52)
Für Metalle ist bei niedrigen Frequenzen der Imaginärteil der Permittivität ε′′  ε′ und die
elektrische Leitfähigkeit gemäß Gleichung A.44 mit ε′′ verknüpft. Daher gilt für Metalle n = κ =√
σ/2ω [433, S. 285].
A.4.3. Frequenzabhängigkeit der dielektrischen Funktion
Die Abhängigkeit der Permittivität von der Frequenz wird als Dispersion bezeichnet. Die Permit-
tivität eines Mediums wird entscheidend beeinflusst durch die Polarisationseigenschaften seiner
schwingungsfähigen Bausteine. Alle Medien wie Gase, Flüssigkeiten und Feststoffe weisen eine
Absorption und Polarisation als Funktion der Frequenz auf. Die Polarisationseffekte können je
nach Material auf die Beiträge von (i) Elektronen, (ii) freien oder gebundenen Ionen, (iii) perma-
nenten Dipolen und zusätzlich auf (iv) Grenzflächenpolarisation zurückgehen. Letztere werden
durch Ladungskonzentrationen an Grenzflächen heterogener [314, S. 507] bzw. geschichteter Ma-
terialien hervorgerufen (Maxwell-Wagner-Effekt) [442]. Untersuchungen an Oxid-Kristallen zei-
gen [443], dass dieser Einfluss bei Temperaturen über 75 K vernachlässigbar ist. Verunreinigungen
und Poren dagegen üben einen Einfluss auf die Grenzflächenpolarisation und den dielektrischen
Verlust aus [443].
Für alle Materialien gilt, dass bei Frequenzen jenseits ihrer Elektronen-Vibrationsmoden die
Grenzwerte limω→∞ ε′r = 1 und limω→∞ ε′′r = 0 erreicht werden [16, S. 267]. Ein exemplari-
scher Frequenzverlauf von εˆr mit verschiedenen Beiträgen zur Polarisierbarkeit für ein elektrisch
nicht-leitfähiges Material ist in Abbildung A.2 dargestellt. Unterschieden wird zwischen Rela-
xationsvorgängen von Dipolen im Radio- und Mikrowellenbereich und Resonanzvorgängen von
Atomen und Elektronen im Höchstfrequenzbereich größer 1012 Hz. Wasser besitzt beispielsweise
temperaturabhängig drei Relaxationsfrequenzen (16 GHz, 129 GHz, 1788 GHz bei 20 °C) im
Mikrowellen- und zwei Resonanzen im Fern-Infrarot-Bereich (4 THz, 14.7 THz bei 20 °C) [251].
Elektronen-
Polarisation
Atom-/Ionen-
PolarisationOrientierungs-/
Dipolpolarisation
elektrische
Leitung
←  εr'
εr"  →
εr'(∞) = 1
εr"(∞) = 0
Vis/UV RöntgenInfrarotMikrowellen
ω0,3ω0,2ω0,1
Im (εr )Re
 (ε
r)
log (ω)
Abbildung A.2: Exemplarischer Frequenzverlauf der dielektischen Funktion eines dielektrischen,
elektronisch nicht leitfähigen Materials mit drei Polarisationsresonanzen: (i) eine
Dipol-Relaxation bei ω0,1 im Mikrowellen-, (ii) eine Gitterionen-Oszillation bei
ω0,2 im Fern-Infrarot- und (iii) eine Valenzelektronen-Oszillation bei ω0,3 im UV-
Bereich.
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Zur Beschreibung der Polarisation existieren verschiedene Modelle, die auf klassischen physi-
kalischen als auch quantenmechanischen Modellen beruhen und in den folgenden Abschnitten
vorgestellt werden. Gemäß Gleichung A.31 gilt:
~D (ω) = εˆ (ω) ~E (ω) , (A.53)
worin die komplexe, skalare Funktion εˆ (ω) nach [433, S. 266] allgemein definiert ist als:
εˆ (ω) = ε0
1 + +∞ˆ
0
f (τ) eiωτdτ
 . (A.54)
Die Funktion f (τ) ist klein für alle Werte von τ und tendiert bei Dielektrika gegen 0 für τ →
∞, d.h. dass kein Wert von D (t) durch entfernt liegende E (t) beeinflusst wird, sondern die
Relaxationszeiten der Polarisation maßgeblich sind [433, S. 279]. Die komplexe Funktion εˆ (ω)
wird auch als Dispersionsrelation bezeichnet [433, S. 266].
Drude-Modell Für den Fall freier, in ihrer Bewegung uneingeschränkter Elektronen, wie sie
näherungsweise bei Metallen angenommen werden können, kann die dielektrische Funktion nach
dem klassischen Drude-Modell verwendet werden [441, 444]. Auf Basis von Gleichung A.43 und
den Annahmen ω  τ und ε′r = 1 gilt:
εˆ (ω)
ε0
= 1− iσ (ω)
ε0ω
(A.55)
Durch Einsetzen der frequenzabhängigen Leitfähigkeit aus Gleichung A.48 ergibt sich daraus:
εˆr (ω) = 1− i Ne
2
ε0me
· τ
ω (1− iωτ) = 1−
ω2p
ω2 + iγω
, (A.56)
mit der Plasmafrequenz ω2p =
Ne2
ε0me
(
in s−2
)
und dem Dämpfungsfaktor γ = 1/τ
(
in s−1
)
. Der Ver-
lauf der dielektrischen Funktion über die Frequenz ist in Abbildung A.3a nach Gleichung A.57
dargestellt. Für Frequenzen ω  ωp nimmt ε große Beträge an (ε′r wird negativ, ε′′r ist positiv).
Mit steigender Frequenz nimmt der Betrag von ε′r und ε′′r monoton ab. Für ω > ωp nähert sich
ε′r ' 1 und ε′′r ' 0. Bei ω = γ ändert sich die Steigung im Verlauf von ε′′r :
εˆr (ω) = 1−
ω2p
ω2 + iγω
=
[
1− ω
2
p
ω2 + γ2
]
+ i
[
ω2pγ
ω (ω2 + γ2)
]
. (A.57)
Im Fall ω = ωp wird ε′r = 0, und die Elektronen schwingen schwarmähnlich in longitudinaler
statt transversaler Richtung, weit reichenden Coulomb-Kräften zwischen den Elektronen fol-
gend. Diese kollektive Oszillation wird Plasmaoszillation bzw. quantenmechanisch als Plasmon
bezeichnet [16, S. 254]. Es trägt die Energie ~ωp und besitzt eine Lebenszeit von τ = 2/γ. Der
Dämpfungsfaktor γ wird bestimmt durch die Zeit zwischen der Kollision eines Elektrons mit
Phononen (Gitterschwingungen) bzw. Gitterfehlern. Bei den meisten Metallen ist γ  ωp. Die
Plasmafrequenz ωp der Metalle liegt typischerweise im Bereich des sichtbaren bzw. ultravioletten
Lichts (3 bis 20 eV).
Der Frequenzverlauf der Drude-Funktion erklärt die hohe Reflektivität von Metallen sowohl im
Bereich der Mikrowellen als auch im Bereich des infraroten bzw. sichtbaren Lichts durch die Be-
dingung ε < 0. Die Drude-Theorie ist beispielsweise gut auf Aluminium anwendbar [16, S. 255].
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εr" →
← εr'
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← εr'
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Abbildung A.3: Vergleich der dielektrischen Funktionen nach Drude und Lorentz.
Der Nachteil des Drudemodells ist, dass es keinerlei Unterscheidung hinsichtlich der Energiezu-
stände der Elektronen macht. Es ist im Grunde ein klassisches Modell elastischer Stöße zwischen
Elektronen und positiv geladenen Metallionen und lässt sich deshalb nicht auf Interbandüber-
gänge anwenden [445]. Erweiterungen des Drude-Modells stellen das nachfolgend beschriebene
halbklassische Lorentzmodell und das quantenmechanische Drude-Sommerfeld-Modell dar.
Lorentz-Modell Die Bewegung freier Elektronen in Wellenform um den Ionenrumpf erfährt
in einem kristallinen Gitter eine entscheidende Einschränkung. Durch die Periodizität des Git-
ters und die Bragg-Reflexion der Elektronenwellen an diesem (Bragg-Bedingung: k = ±pi/a, a:
Gitterkonstante) entstehen Energiebereiche, für die nach Bloch [446] keine Lösungen der Wel-
lengleichungen gemäß der Schrödingergleichung existieren. Sie können somit nicht von Elektronen
besetzt werden - sogenannte Bandlücken [314, S. 182 ff.]. Materialien können hinsichtlich ihrer
Besetzung der zulässigen Energiebänder mit Elektronen in folgende Kategorien unterteilt werden:
 Bei einem Isolator sind ein oder mehrere Bänder vollständig mit Valenzelektronen gefüllt,
während höhere Bänder leer bleiben (Bedingung: Zahl der Valenzelektronen in der Pri-
mitivzelle ist gerade). Durch Anlegen eines äußeren E-Feldes kann kein Stromfluß erzeugt
werden. Die energetische Bandlücke verhindert, dass Elektronen in höhere Bänder wechseln
können; ihr Gesamtimpuls bleibt konstant (s. A.4a).
 Sind einzelne Energiebänder nur teilweise gefüllt (Füllgrad 10% bis 90%) oder überlappen
sich diese, dann liegt ein Metall vor. Ist der überlappende Bereich sehr klein, wird von
einem Halbmetall gesprochen (s. A.4b und A.4c). Elektronen können beim Anlegen rela-
tiv kleiner äußerer E-Felder durch niederenergetische Photonen ein höheres Energieniveau
erreichen und sich somit nahezu ungehindert bewegen und zum Stromfluss beitragen.
 Sind einzelne Bänder nur sehr wenig oder fast vollständig besetzt, liegt ein Halbleiter vor.
Das Oszillationsmodell nach H. A. Lorentz fußt auf der Annahme, dass an einen Atomrumpf
gebundene Elektronen als Reihe identischer, isotroper harmonischer Oszillatoren betrachtet wer-
den können [447], die durch die Anregung einer elektromagnetischen Welle zu schwingen begin-
nen. Die Auslenkung eines solchen harmonischen Oszillators kann mit einer Masse verglichen
werden, die beweglich an einer Feder - in diesem Fall ist die Oszillation eindimensional isotrop
- oder mehreren gleich bzw. verschieden starken Federn befestigt ist - in diesem Fall sind die
Oszillationen mehrdimensional isotrop bzw. anisotrop [16, S. 229, S.247 ff.]4. Die Auslenkung
des Oszillators erfolgt durch die lokale elektrische Feldstärke ~E. Für ein isotropes Medium ist
4Das Drudemodell entspricht dem Lorentzmodell, wenn die Rückstellkraft der Federn vernachlässigt würde.
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Abbildung A.4: Bandstruktur zur Beschreibung der zulässigen Energiezustände kristalliner Sys-
teme wie einem a) Isolator, b) Metall/Halbmetall und c) Metall in der ersten
Brillouin-Zone (nach [314, S. 204, Bild 7.11])
die elektrische Polarisierbarkeit gegeben durch ~P (ω) = ε0χe (ω) ~E (ω). Für N Oszillatoren pro
Volumeneinheit gilt im Lorentz-Modell [16, S. 230]:
~P (ω) =
ω2p
ω20 − ω2 − iγω
ε0~E (ω) , (A.58)
worin ω0 die Resonanz- und ωp die Plasmafrequenz repräsentieren. Die Resonanzfrequenz ω0
kennzeichnet die Eigenfrequenz der Elektronenoszillation, während die Plasmafrequenz die peri-
odische Oszillation der räumlichen Dichte freier Ladungsträger beschreibt (Plasmon). In einem
Dielektrikum mit εr > 1 gilt ωp = N ·q2/mε, mit der Ladung q (bei Elektronen gilt q = e) und der
Masse m des Oszillators.
Trifft eine elektromagnetische Welle auf ein Medium, wird diese makroskopisch absorbiert und/
oder gestreut. Quantenmechanisch betrachtet wird das eintreffende Photon der elektromagneti-
schen Welle beim Auftreffen auf ein Medium Energie (E = ~ω) sowie Moment in Quantenanre-
gungen mit diskreten Energien und Momenten unterteilen. Das eintreffende Photon kann seine
Energie z.B. auf ein Phonon übertragen, ein Quasiteilchen zur Beschreibung von Gitterschwin-
gungen. Mögliche verbleibende Energie kann zur Emission eines Photons genutzt werden, wie z.b.
bei Brillouin- und Raman-Spektroskopie [16, S. 233], oder weitere Quasiteilchen anregen [314,
vgl. Kap. 14]:
 Plasmonen - quantifizieren die Schwankungen der Ladungsträgerdichte,
 Magnonen - beschreiben den Anregungszustand magnetischer Spinwellen,
 Exzitonen - erfassen den Anregungszustand eines Elektron/Loch-Paares,
 Polaronen - Deformationen im Kristall aufgrund von Ladungspolarisationen.
Das Lorentzmodell kann auf Interbandübergänge angewendet werden. Die komplexe, klassische
und die quantenmechanische dielektrische Funktion εˆr (ω) = 1 + χe nach Lorentz lauten [16, S.
233]:
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εˆr (ω) = 1 +
ω2p
ω20 − ω2 − iγω
(klassisch)
=
[
1 +
ω2p
(
ω20 − ω2
)(
ω20 − ω2
)2 − γ2ω2
]
+ i
[
ω2pωγ(
ω20 − ω2
)2 − γ2ω2
]
(A.59)
εˆr (ω) = 1 +
∑
j
(Ne2/mε0)ψi,j
ω2i,j − ω2 − iγjω
(quantenmechanisch)
Für den Fall j = 1 wird aus der quantenmechanischen Form formal die Gleichung des klassi-
schen Oszillatormodells. In der quantenmechanischen Form beschreibt ωi,j die Energiedifferenz
zwischen dem Grundzustand i und dem angeregten Zustand j. Die Übergangswahrscheinlichkei-
ten zwischen den Quantenzuständen wird durch γj erfasst (im klassischen Modell steht γ für
die Dämpfung der Schwingung). Die Wahrscheinlichkeit für die Anregung von Zustand i zu Zu-
stand j wird durch die Oszillatorstärke ψi,j beschrieben [16, S. 234]. Ist die Anregungsfrequenz
deutlich größer als die Resonanzfrequenz (ω  ω0), sind die Grenzwerte der Lorentzfunktion
limω→∞ ε′r = 1 und limω→∞ ε′′r = 0. Ist die Anregungsfrequenz kleiner als die Resonanzfrequenz
(ω  ω0), strebt limω→0 ε′r = const. einem endlichen Wert entgegen, der abhängig ist von Anzahl
und Masse der vorhandenen Oszillatoren, während limω→0 ε′′r = 0 wiederum auf Null abfällt.
Ein Werkstoff, dessen Permittivität sich gut durch die Lorentz-Funktion beschreiben lässt, ist
das halbleitende α-SiC [16, S. 241 ff.]. Viele Metalle besitzen mehrere Elektronenübergänge und
somit mehrere Resonanzfrequenzen (z.B. Cu, Pt etc. [448]). Bei vielen Metallen setzt sich die
dielektrische Funktion als Kombination aus Drude- und Lorentzmodell gemäß
εˆr (ω) = εDrude + εLorentz
εˆr (ω) = 1−
ψ1ω
2
p
ω2 + iγ1ω
+
n∑
j=2
ψjω
2
p,j
ω2r,j − ω2 − iγjω
(A.60)
zusammen (z.B. Au [448, 449]). In Gleichung A.60 ist ωp,j die Plasmafrequenz, ωr,j die Resonanz-
geschwindigkeit, ψj die Oszillatorstärke sowie γj der Dämpfungsfaktor jeder einzelnen Oszillation
j. Durch die Überlagerung der Oszillationen freier und gebundener Ladungen verschiebt sich die
Nullstelle für ε′und somit die nominelle Plasmafrequenz zu niedrigeren Frequenzen. In Abwand-
lung der Lorentz-Funktion lässt sich die Polarisation bei manchen Materialien besser durch eine
gestreckte Exponentialfunktion, nach Kohlrausch [450, S. 198] undWilliams & Watts [451]
auch KWW-Funktion genannt, an experimentell ermittelte Daten anpassen.
Drude-Sommerfeld-Modell Das von Sommerfeld [452] erweiterte Drude-Modell für ein freies
Elektronengas berücksichtigt die quantenmechanische Fermi-Dirac-Statistik. Neben dem Pauli-
Prinzip5 beinhaltet diese, dass der Tausch zweier Teilchen keinen neuen Zustand hervorbringt,
sondern den vorherigen wiederherstellt. Das Modell versteht das Elektron nicht als Teilchen son-
dern als Zustand, der als Gruppe von Wellenfunktionen betrachtet werden kann. Die dielektrische
Funktion nach Drude-Sommerfeld lautet:
εˆr (ω) = ε∞ −
ω2p
ω2 + iωγ
=
[
ε∞ −
ω2p
ω2 − γ2
]
+ i
[
ω2pγ
ω (ω2 − γ2)
]
(A.61)
5Das Ausschließungsprinzip nach Pauli besagt, dass zwei Fermionen (quantenmechanische Elementarteilchen
mit halbzahligem Spin: Elektronen, Neutrinos, Quarks) nicht in allen Quantenzahlen gleich sein können und
deshalb nicht am selben Ort existieren können.
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mit 1 ≤ ε∞ ≤ 10. Es verschiebt den Verlauf von ε′r zu positiveren Werten, ohne ε′′r zu verändern.
Die Plasmafrequenz ωp ist proportional zur Wurzel der Valenzelektronendichte von Feststoffen
ωp =
√
N ·e
m·ε0 [314, S. 434].
Debye-Modell Im Gegensatz zu kurzfristig induzierten elektrischen Dipolen existieren in ei-
nigen Materialien permanente Dipole, die einer partiellen parallelen Ausrichtung durch äußere
Anregung Rückstellkräfte entgegensetzen, um eine statistische Verteilung von Orientierungen
zu erzielen. Im Vergleich zu den schnellen, überschwingenden Lorentzschwingungen sind Dipol-
schwingungen stark gedämpfte, in ihren Grundzustand zurückkehrende Polarisationsvorgänge,
die auch als Relaxation bezeichnet werden [16, S. 259 ff.] und deren Beschreibung für viskoelas-
tische Medien auf P. Debye [453] zurückgeht. Permanente Dipole kommen bei polaren Flüs-
sigkeiten vor, aber auch Feststoffe besitzen Dipole im Mikrowellenbereich, hervorgerufen durch
Ladungsdefekte oder Gitterfehler, z.B. wenn Gitterfehler wie z.B. Frenkeldefekte im Kristall die
Möglichkeit zur Reorientierung besitzen [16, S. 260]. Im Vergleich zu Elektronen- und Gitter-
ionenschwingungen ist die zeitliche Antwort der Permanentdipole auf äußere Felder langsam.
Wird zum Zeitpunkt t0 ein makroskopisches elektrisches Feld ~E0 induziert, entsteht unmittelbar
eine Polarisierung durch Gitterschwingungen, beschrieben durch die elektrische Suszeptibilität
χ0G. Zusätzlich baut sich eine mit der Zeit ansteigende Polarisierung aufgrund der Dipolpolari-
sation auf, beschrieben durch χ0D. Die Polarisationsantwort ist dabei nicht nur vom momenta-
nen Anregungswert ~E0, sondern auch von der Vorgeschichte der Polarisation abhängig, z.B. ob
~E0 < ~E(t < t0) oder ~E0 > ~E(t < t0) [16, S. 262]. Die zeitabhängige Polarisation eines Mediums
kann durch eine Aneinanderreihung von zwei Stufenfunktionen beschrieben werden [16, S. 263].
P(t) = ε0χ0GE0e−iωt
︸ ︷︷ ︸
+ ε0 (χ0D − χ0G)
tˆ
−∞
E0e
−iωt? d
dt?
[
e−
t−t?
τ
]
dt?
︸ ︷︷ ︸
(A.62)
Gitterionen Permanentdipole
Der linke Term in Gleichung A.62 beschreibt die Polarisation durch Gitterionen, während der
rechte Term den Beitrag durch Permanentdipole beschreibt. Die Polarisation durch Gitterionen
ist vergleichsweise schnell, während die Polarisation durch Permanentdipole in Relation dazu
langsam ist (s. Abbildung A.5). Gleichung A.62 ist dominant, wenn ω klein gegenüber den Vi-
brationsfrequenzen der Gitterschwingungen ist.
E1 < E2E2
E1
E = 0E
 (t 
) E1 > E2E2
E1
E = 0
Dipol-
Polarisation
Gierionen-
Polarisation t2t1t0P = 0
P (
t )
Zeit  t  →
t2t1t0P = 0
Zeit  t  →
Abbildung A.5: Polarisation P (t) als Funktion der Zeit und des anregenden E-Feldes nach De-
bye: links E1 < E2 und rechts E1 > E2 (in Anlehnung an [16, S. 262, Fig. 9.14]).
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Ohne äußere Anregung wird die temporäre Polarisation für t → ∞ exponentiell abgebaut (di-
elektrische Relaxation). Der Unterschied im Abklingverhalten zwischen Lorentz- und Debye-
Polarisation wird in Abbildung A.7 veranschaulicht. Im Debye-Modell relaxiert die Auslenkung
ohne Schwingen mit der Zeitkonstante τ , während die Lorentz-Oszillation einer gedämpften
harmonischen Schwingung folgt. Wird ein harmonisch schwingendes E-Feld der Form E (t) =
E0 exp (−iωt) betrachtet, lässt sich die Debye-Funktion für die komplexe relative Permittivität
εˆr (ω) mit Hilfe der Clausius-Mosotti-Beziehung (Gleichung A.40) wie folgt ableiten:
εˆr (ω) = ε∞ +
εs − ε∞
1 + i ωωr
= ε∞ +
εs − ε∞
1 + iωτ
=
[
ε∞ +
εs − ε∞
1 + (ωτ)2
]
+ i
[
(εs − ε∞)ωτ
1 + (ωτ)2
]
(A.63)
Gleichung A.63 enthält die Grenzwerte εs für ω → 0 und ε∞ für ω → ∞. ωr ist die Reso-
nanzfrequenz, und die Relaxationszeit τ ist der Kehrwert der Resonanzfrequenz: τ = 1/ωr. Der
Verlauf von Im (εˆr) = ε′′r über die Frequenz ω ähnelt prinzipiell dem des Lorentz-Modells in
Gleichung A.59. Der Realteil Re (εˆr) = ε′r verläuft monoton fallend von εs bei niedrigen zu ε∞
bei sehr hohen Frequenzen. Der Einfluss der Dipolschwingungen ist bei niedrigen Frequenzen
entsprechend hoch und nimmt zu hohen Frequenzen hin ab. Die Dipol-Oszillationen können bei
hohen Frequenzen dem äußeren Wechselfeld aufgrund ihrer Trägheit nicht mehr folgen, so dass
der Dipol-Beitrag abnimmt [16, S. 264]. Die komplexe, dielektrische Funktion nach Debye erfüllt
die Kramers-Kronig-Forderung, dass weder Real- noch Imaginärteil unabhängig von der Frequenz
sein können bzw. diese voneinander abhängen [16, S. 266]. Bei der grafischen Darstellung vom
Imaginärteil ε′′ über ε′ im Cole-Cole-Diagramm ergibt sich für die Debye-Relaxation ein Halb-
kreis mit dem Radius 1/2 (εs − ε∞) und den Nullpukten bei ε∞ und εs (s. Abbildung A.6). Die
Tagenten in den Nullpunkten stehen orthogonal, d.h. im Winkel pi/2, auf der x-Achse.
Analog zu den Oszillatoren im Lorentz-Modell kann die Dipolrelaxation nach Debye auch als Su-
perposition von Abklingfunktionen betrachtet werden [16]. So zeigt zum Beispiel n-Propanol eine
Doppel-Debye-Relaxation, Isopropanol dagegen eine Einzel-Debye-Relaxation [454, S. 11]. Bei der
Überlagerung mehrerer Relaxationsvorgänge weicht die Darstellung im Cole-Cole-Diagramm von
der idealen Halbkreisform ab und die zeitabhängige Polarisationsfunktion entfernt sich von der
streng exponentiellen Form. Beim Fitten experimenteller Daten an die Debye-Funktion wurden
oft Abweichungen von der Debye-Funktion festgestellt, weshalb modifizierte, empirisch-ermittelte
Gleichungen abgeleitet wurden, die in folgender Form verallgemeinert werden können:
εˆr (ω) = ε∞ +
εs − ε∞(
1 +
(
iω
ωr
)α)β − iωΓ (A.64)
Für α < 1 und β = 1 leitet sich aus Gleichung A.64 z.B. die Cole-Cole-Gleichung [455], für α = 1,
β < 1 die Cole-Davidson- [456, 457] oder für α < 1, β < 1 die Havriliak-Negami-Gleichung [458]
ab. Zur Übersicht sind die Wertebereiche der in Gleichung A.64 verwendeten Exponenten und
Koeffizienten α, β und Γ in Tabelle A.1 zusammengefasst.
Die modifizierten Gleichungen unterscheiden sich von der Debye-Gleichung durch die flachere
Steigung der Tangenten in den Nullstellen im Cole-Cole-Diagramm (s. Abbildung A.6), also an
den Rändern des Frequenzbereichs. Angewendet werden die auf Debye basierenden Relaxations-
gleichungen u.a. auf polare Flüssigkeiten und Lösungen [459, 454, 460], Polymere [458], ionisch
leitfähige Gläser [461, 462] sowie Feststoffe [463, 358].
Universelles Relaxationsgesetz für Feststoffe? Obwohl die Debye-Theorie für flüssige, vis-
koelastische Medien entwickelt wurde, besitzt die dielektrische Funktion von Debye auch bei
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Tabelle A.1: Exponenten-Matrix für Debye- und verwandte empirische Modelle
Relaxationsmodell nach Exponent α Exponent β Koeffizient Γ
Debye [453] α = 1 β = 1 Γ = 0
Debye-Gamma [454] α = 1 β = 1 Γ > 0
Cole-Cole [455] 0 < α < 1 β = 1 Γ = 0
Cole-Davidson [456, 457] α = 1 0 < β < 1 Γ = 0
Havriliak-Negami [458] 0 < α < 1 0 < β < 1 Γ = 0
Im
 (ε
r)
ε∞
εs
Debye
Cole-Cole
Davidson-Cole
Havriliak-Negami
Re
 (ε
r)
Frequenz f →
(a) Permittivität als Funktion der Frequenz (Bode-
Plot)
ε∞ εs
2
π
2
πα
2
παβ
2
πβ
Debye
Cole-Cole
Davidson-Cole
Havriliak-Negami
Im
(ε r
)
Re(εr)
(b) Imaginär- über Realteil der Permittivität
(Cole-Cole Plot)
Abbildung A.6: Relaxationsmodell nach Debye und abgeleitete empirische Modelle nach Cole-
Cole (α < 1), Davidson-Cole (β < 1) und Havriliak-Negami (α < 1, β < 1)
amorphen und kristallinen Feststoffen eine gewisse Universalität - unabhängig von physikali-
scher Struktur, Art der Bindung, polarisierbarer Spezies oder Art der Relaxation (z.B. Dipol-,
Struktur-, Volumen-, Energierelaxation). Allerdings weist sie bei Vergleich mit Relaxationsmes-
sungen zumeist an den Frequenzrändern abweichende Ergebnisse auf [464], was Forscher veran-
lasst hat, neben empirischen Gleichungen ein universelles, physikalisches Relaxationsgesetz als
theoretischen Unterbau für die empirischen Modelle zu suchen. Als Beispiele seien die Arbeiten
von Jonscher [464, 465, 466], Hill & Dissado [467] oder Ngai [468, 469] genannt. Ausgangs-
punkt für die Untersuchungen ist meist die im Zeitbereich aufgelöste Relaxation als Antwort
auf eine aufgeprägte Stufenfunktion6. Als Referenzmodelle im Zeitbereich dienen meist Lorentz-
oder Debye-Modell. Abbildung A.7 zeigt die Unterschiede in der zeitlichen Relaxation zwischen
Debye (schwarze Linie) und Lorentz (rote Linie). Ihre Zeitgesetze lauten:
P (t) = P0 exp (−t/τ) nach Debye
P (t) = P0 exp (−t/τ) cos (ω0t) nach Lorentz (A.65)
Eine empirisch ermittelte und an experimentellen Relaxationsmessungen z.B an amorphen Poly-
meren [451] sowie Gläsern und weiteren unterkühlten Schmelzen [471, 472, 473] validierte Glei-
6Relaxationsmessungen im Zeitbereich wie in [470] lassen sich schließlich durch Fouriertransformation in den
Frequenzbereich übertragen.
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chung stellt die auf Seite 143 angesprochene gestreckte Exponentialfunktion nach Kohlrausch-
Williams-Watts (KWW) der Form
P(t) = P0 exp (−t/τ)β mit 0 < β < 1 (A.66)
dar, in Abbildung A.7 durch die grüne Linie dargestellt. Die verzögerte Relaxation nach KWW
lieferte Anlass, Ursachen und vergleichbare physikalische Vorgänge mit gestreckter Exponenti-
alfunktion zu suchen [469], beispielsweise in der Analogie zur Weibull-Statistik [474] oder in
der Überlagerung statistisch verteilter Relaxationen [475], im kooperativen Einfluss benachbar-
ter Dipole [469] oder in anomalen Diffusionsvorgängen [476]. Der Einfluss von Defekten wird in
der Relaxationsgleichung nach Glarum [477] betrachtet, repräsentiert durch die blaue Linie in
Abbildung A.7. Diese berücksichtigt den zusätzlichen Einfluss von Defekten auf die Polarisation
gemäß folgender Gleichung
P (t) = [P0 exp (−t/τ)] [1− x (t)] (A.67)
Der linke Term der Funktion in Gleichung A.67 beschreibt die Debye-Polarisation ohne Anwe-
senheit von Defekten. Der rechte Term [1− x (t)] umfasst den Molekülanteil, der aufgrund von
Defektdiffusion bereits relaxiert ist [478]. Die Glarum-Funktion berücksichtigt formal, dass bei
Mehrfach-Polarisation einzelne Polarisationseffekte kooperativ voneinander abhängig sind und
somit das Superpositionsprinzip nicht anwendbar ist. Sie eignet sich zur mathematischen Abbil-
dung der oft beobachteten erhöhten Dispersion und Absorption für Feststoffe und Flüssigkeiten
im Hochfrequenzbereich [478]. Die Glarum-Funktion kann nach [479] mathematisch wiederum in
eine gestreckte Exponentialfunktion gemäß KWW überführt werden. In der Anwendung ist sie al-
lerdings dadurch limitiert, dass das Modell auf eine Einzel-Relaxation und seine Wechselwirkung
mit einem benachbarten Defekt begrenzt ist [480].
Debye
Lorentz
Kohlrausch-Williams-Was
Glarum
Po
lar
isa
tio
n  
P (
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Zeit  t  →
Abbildung A.7: Zeitliches Verhalten der Polarisation nach Debye (schwarze Linie), Lorentz (rote
Linie), Kohlrausch-Williams-Watts (grüne Linie) und Glarum (blaue Linie).
Jonscher hat durch Untersuchungen an Polymeren [481] ein frequenzabhängiges empirisches
Potenzgesetz für den Imaginärteil der elektrischen Suszeptibilität χ′′ ermittelt, das in guter Über-
einstimmung mit Messdaten die dielektrischen Antworten von Feststoffen wiedergibt und deshalb
den Anspruch eines universellen Relaxationsgesetzes erhebt. Realteil und Imaginärteil stehen
darin im festen Phasenwinkel φ = cot (npi/2) zueinander [464, 482].
χ′′ (ω) = χ′ cot (n · pi/2)
{
∝ ωm ≈ const ∀ ω  ωp mit 0 < m < 1
∝ ωn−1 ∀ ω  ωp mit 0 < n < 1
(A.68)
Über den Koeffizienten n lässt sich das Relaxationsverhalten an verschiedene dielektrische Wir-
kungen anpassen, z.B. das von Flüssigkeiten (n < 0.3), Polymeren und Gläsern (0.3 < n < 0.5),
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Feststoffen mit Ladungsträgertransport durch Sprungprozesse (n > 0.6) sowie Gitterdipolre-
laxationen (n ≈ 1) [468]. Wird das beschriebene Modell nach Jonscher in den Zeitbereich
übertragen, lässt sich die Systemantwort f (t) ebenfalls durch Fallunterscheidung in Form eines
Potenzgesetzes beschreiben:
f (t) ∝
{
µ · t−n ∀ t τ 0 < n < 1
ν · t−m−1 ∀ t τ 0 < m < 1 (A.69)
Energetische [466] als auch wahrscheinlichkeitstheoretische Betrachtungen [483] stützen den Gül-
tigkeitsanspruch des Modells.
Einen thermodynamischen Ansatz wählt das Modell von Fu [484]. In diesem wird die Po-
larisation bzw. Ordnung in einem kristallinen oder amorphen Feststoff in Form sogenannter
Hochtemperatur-Strukturvorstufen erläutert und eine gegenseitige (kooperative) Beeinflussung
der ausgerichteten Strukturvorstufen berücksichtigt. Erhöht sich durch thermische Fluktuation
in einem Feststoff die innere Energie U durch Spannungen, verursacht z.B. durch Defekte und
ihre Wanderung, kann die Gibbs-Energie gemäß G = U − T · S nur sinken, wenn die Entropie S
steigt, d.h. die Anzahl Strukturvorstufen zunimmt. Ab einem bestimmten (Ordnungs-)Zustand
wechselwirken die Strukturvorstufen stark, und es bildet sich eine nematische Phase zu Lasten
chemischer Bindungen [484]. Die Polarisation im normalen Zustand wird durch ~P und in der
nematischen Phase durch ~Pn beschrieben. Die Strukturvorstufen sind metastabil. Bei äußerer
Anregung durch ein elektrisches Feld ~E durchläuft die nematische Phase eine strukturelle Um-
orientierung, um die Wirkung der äußeren Beeinflussung gemäß Le Chatelier zu minimieren:
G = U − T · S − (1− k) ~E · ~D. Die effektive Polarisation ~Peff = ~P + ~Pn = (1± k) ~P ist dabei ab-
hängig vom vorausgegangen Polarisationszustand ~P sowie vom Ordnungskoeffizienten k ∈ [0, 1].
Letzterer ist abhängig von Entropie und Temperatur und beinhaltet den Beitrag der koopera-
tiven Bewegung der Strukturvorstufen. Im Zeitbereich lautet die effektive Relaxation reff nach
[484, Gl. 11]
reff (t) =
1
N
N∑
j=1
r [t+ (j − 1) tp] ∀ 0 < t < τm , (A.70)
worin tp die Periodendauer des sinusförmigen Testsignals, tD die Gesamtdauer des aufgeprägten
Testsignals und N der ganzzahlige Wert von tD/tP ist. Die charakteristische Relaxationszeit ist
definiert über τm =
γε0χ2e
2(1+k)εr
und beschreibt den Zeitpunkt, an dem die betrachtete physikalische
Größe auf 1/e ' 0.368 ihres ursprünglichen Zustands zurückgefallen ist. γ beschreibt hier die
Proportionalität zwischen der der kinetischen Energie der Relaxation und der Änderung der
Gibbs-Energie gemäß γ dPdt =
∂G
∂P [484, Gl. 10]. Für k = 0 wird τc =
γε0χ2e
2εr
. Die kürzeste atomare
Relaxationszeit τD ergibt sich aus dem Kehrwert der Debye-Frequenz fD und liegt etwa im
Bereich τD ≈ 10−13 s [485]. Daraus leitet sich die Existenz einer oberen Grenzfrequenz ab, bei
der eine Sättigung der Relaxation r (t) eintritt und die Permittivität ihren Maximalwert ε∞
erreicht und r (t) = exp (−t/τm) gilt. Somit folgt aus Gleichung A.70 nach [484, Gl. 25]7:
reff (t) =
1
N
N∑
j=1
exp
[
− t
τm
+ (j − 1) tp
]
∀ 0 < t < τm . (A.71)
7Nach Meinung des Autors müsste Gleichung A.71 eigentlich wie folgt lauten, wobei die Änderung sich nicht auf
die nachfolgenden Betrachtungen auswirken würde:
reff (t) =
1
N
N∑
j=1
exp
[
− t+ (j − 1) tp
τm
]
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In den Frequenzbereich übertragen ergibt sich aus Gleichung A.71 mittels Fouriertransformation
und Anwendung der Dirac-Distribution als Testimpuls im Intervall [0, τm] nach [484, Gl. 22]
F (reff) = ε (ω)− ε∞
εs − ε∞ =
1
τm
F
[
exp
(
− t
τm
)
u (t)
]
=
1
1 + iωτm
. (A.72)
Gleichung A.72 zeigt, dass die Relaxation in Form einer gestreckten Exponentialfunktion be-
schrieben werden kann, wenn der Zeitbereich für t, τm und τc von [0, τm] bis [0, ∞] gestreckt
wird, mit t/τsm und t/τsc in [0, ∞] und τsm = τsc1+k = (1− kc) τsc. Beide Zeiten τsm und τsc be-
schreiben die Relaxation zum Zeitpunkt, wenn 1/e des urspünglichen Wertes erreicht sind, und
stellen messbare Größen dar [484]. Mit Hilfe von Fallunterscheidungen zu den Strukturparame-
tern k bzw. kc leitet Fu alle zuvor beschriebenen Relaxationsgesetze aus Gleichung A.72 wie
folgt ab:
Sind Wechselwirkungen zwischen der Polarisation der normalen Festkörperstruktur P und der
der nematischen Phase Pn vernachlässigbar, so gilt im Zeitbereich 0 < t < ∞ folgende Unter-
scheidung [484]:
εˆr (ω)− ε∞
εs − ε∞ =

1
1+iωτsc
k = 0, kc = 0 (A)
1
1+(iωτc)
1−kc k 6= 0, kc → 0 (B)
1
(1+iωτc)
1−kc k 6= 0, kc < 1 (C)
1
(1+(iωτc)1−khn)
1−kc k 6= 0, kc < 1, khn → 0 (D) .
(A.73)
Sind die beschriebenen Strukturvorstufen unbeweglich (k = 0), ergibt sich aus Gleichung A.72
die Debye-Gleichung (A). Mit zunehmender Bewegung der Strukturvorstufen kann je nach Aus-
prägung von k und kc die Cole-Cole- (B), die Cole-Davidson- (C) sowie die Havriliak-Negami-
Gleichung (D) abgeleitet werden.
Sind die Wechselwirkungen zwischen P und Pn nicht vernachlässigbar, gilt Peff = (1− k)P. Für
den Zeitbereich 0 < t < τn lässt sich aus Gleichung A.72 die KWW-Funktion ableiten (Fall E)
[484, Gl. 46]:
εˆr (ω)− ε∞
εs − ε∞ =
exp (k)
(1 + iωτc)
1−ks k 6= 0, ks =
k
1− k < 1 (E) (A.74)
Wird zudem eine Frequenzabhängigkeit des Strukturfaktors k(ω) berücksichtigt und eine kriti-
sche Frequenz ωm mit km = k (ωm) definiert, oberhalb der das Volumen der nematischen Phase
eine kritische Größe erreicht und dieses nicht mehr durch äußere Anregung beeinflusst werden
kann, wird das Relaxationsgesetz nach Jonscher abgeleitet (Fall F) [484, Gl. 57 und 66]:
χˆ (ω)− χ∞
χs − χ∞ =
{
1− i (ωτc)m+m−11−km ⇒ χ′′ (ω) ∝ ωm ω < ωm, k < km
1+i(n−1)ωτc−k
1−k ⇒ χ′′ (ω) ∝ ωn−1 ω > ωm, k > km
(F) (A.75)
mit m = 1−km1−k (0 < m < 1) und n =
2k
1+k (0 < n < 1). Gleichung A.75 ist im Zeitbereich
0 < t < τn bzw. bis etwa f = 3× 1011 Hz gültig (ωτn  1).
Mit dem beschriebenen Ansatz unterscheidet Fu zwischen zwei mikroskopischen Strukturen: (i)
die normale atomare bzw. molekulare Struktur (kristallin, amorph) des Feststoffs und (ii) die
nematische Phase als partiell geordnete fluid-ähnliche Phase bzw. als stark korrelierte Struk-
turvorstufen. Die dielektrische Antwort eines Feststoffs auf ein äußeres elektrisches Feld besteht
(i) aus der kollektiven Antwort der normalen Struktur und (ii) der langsam fluktuierenden der
nematischen Phase. Der Anteil der nematischen Phase ist temperaturabhängig. Während der
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Anregung durch das externe Feld gewinnt die nematische Phase an Volumen auf Kosten der
normalen Struktur. Die dielektrische Antwort eines dielektrischen Feststoffs weist somit eine
selbstbegrenzende dynamische Hierachie auf [484]. Das Modell von Fu schlägt somit eine Brücke
zwischen den verschiedenen empirischen Relaxationsmodellen und der Debye-Funktion und liefert
einen theoretischen Unterbau für ein universelles Relaxationsmodell.
A.4.4. Temperaturabhängigkeit
Wie der vorangegangene Abschnitt zeigt, ist der Einfluss der Temperatur auf die Relaxation hoch
[16, S. 264]. Durch das Fehlen einer universellen Relaxationstheorie ist auch der Temperaturein-
fluss nicht vereinheitlicht beschrieben. Debye [453] hat für viskoelastische Medien folgenden
Ausdruck für die Temperaturabhängigkeit der Relaxationszeit τ für ein kugelförmiges Objekt
mit Radius r in einem Fluid mit der Viskosität η hergeleitet:
τ (T ) =
4piηr3
kBT
, (A.76)
worin T die absolute Temperatur und kB die Boltzmann-Konstante ist. Die Relaxationszeit wird
demnach durch ansteigende Viskosität erhöht und durch steigende Temperatur verringert. Höhere
thermische Beweglichkeit führt somit zu einem schnelleren Abbau der Polarisation. Der Einfluss
der Temperatur auf die Relaxationszeit τ in den Debye-ähnlichen Modellen kann in Analogie
zur Kinetik chemischer Reaktionen auch mit Hilfe der Arrhenius- bzw. der Eyring-Gleichung
beschrieben werden [486, S. 16-17]:
ωr (T ) =
1
τ
=
k0 exp
(
− EakBT
)
Arrhenius
kBT
~ exp
(
∆S
kB
− ∆HkBT
)
Eyring
(A.77)
In der Arrhenius-Gleichung ist Ea die Aktivierungsenergie für den Übergang von einem niedrige-
ren zu einem höheren Energieniveau und k0 ein präexponentieller Faktor, der die höchste Reso-
nanzfrequenz bei T → ∞ beschreibt. In der Eyring-Gleichung beschreibt ∆S die Aktivierungs-
entropie und ∆H die Aktivierungsenthalpie für den Übergang. kB und ~ sind die Boltzmann-
bzw. die Planck-Konstante. Die Eyring-Gleichung wird erfolgreich bei flüssigen Medien verwendet
[249, 487]. Bei amorphen und glasbildenden Materialien wird meist die Vogel-Fulcher-Tammann
(VFT) Gleichung eingesetzt [488, 489]
τ (T ) = τ0 exp
EVFT
kB (T − TVFT) (A.78)
mit der materialspezifischen Temperatur TVFT und Energie EVFT. In speziellen Fällen wie z.B. bei
Wasser, dass in porösem Glas oder Zeolithen absorbiert ist, Flüssigkristallen oder Ferroelektrika
folgt die Temperaturabhängigkeit der nicht-monotonen Gleichung [486]
τ (T ) = τ0 exp
[ Ea
kBT
+ C exp
( Eb
kBT
)]
, (A.79)
wobei sich die relaxierenden Partikel in einem eingeschlossenen Volumen befinden. C ist der Ein-
schlussfaktor (kein Einschluss bei C = 0), Ea die Energie bei ungehinderter Relaxation und Eb
die Energie, um eine eingeschlossene Spezies an der Relaxation zu beteiligen. Die Relaxations-
zeit τ folgt dabei einer sattelförmigen Temperaturabhängigkeit [486]. Neben den hier genannten
gibt es noch ein paar weitere Ansätze [486]. Eine vereinigende Theorie ähnlich dem universellen
Relaxationsgesetz für die Temperaturabhängigkeit der Relaxation existiert bislang nicht.
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B. Symbole und Zeichen
B.1. Liste der verwendeten Symbole
B.1.1. Symbole mit lateinischen Buchstaben
Symbol Beschreibung Einheit Symbol Beschreibung Einheit
a Koeffizienten  A Fläche m2
b Koeffizienten  ~B magnetische Flussdichte T
c Lichtgeschwindigkeit m/s C Wirkungsquerschnitt m2
C Konstante  D Durchmesser m
d Abstand m ~D elektrische Flussdichte A·s/m²
e Elementarladung C ~E elektrische Feldstärke V/m
E Elastizitätsmodul Pa E Energie J
f Frequenz Hz = 1/s ~F Kraft N
F Fourier transformiert  G Schubmodul Pa
g Erdbeschleunigung m/s2 G Gibbs-Enthalpie J
h Planksches Wirkungsqantum J · s ~H magnetische Feldstärke A/m
i imaginäre Einheit (
√−1)  H Enthalpie J
i Inkrement  I Strahlungsdichte W/m2
j Inkrement  I Stromstärke A
k Wärmeleitfähigkeit W/m·K ~J Stromdichte A/m²
k Kreiswellenzahl 1/m K Konstante 
~k Wellenvektor 1/m
l Länge m L Länge m
m Masse kg ~M magnet. Dipolmoment A ·m²
n, m Brechungsindex, rel. BI  N Elektronendichte, Zahl 
~n Normaleneinheitsvektor 
p Druck Pa P Leistung W
p Impuls N · s ~P Polarisation 
q Ladung C Q Effizienzfaktor 
q˙ Wärmestromdichte W/m2 Q˙ Wärmestrom W
r Radius m R Radius m
s Abstand m S Oberfläche m2
S Entropie J/K ~S Poyntingvektor W/m2
t Zeit s T Temperatur K, ◦C
U innere Energie J
v Geschwindigkeit m/s V Volumen m3
w Energiedichte J/m3 W Arbeit, Blindleistung J
x Koordinate m xM Mie-Faktor 
y Koordinate m
z Koordinate m
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B.1.2. Symbole mit griechischen Buchstaben
Symbol Beschreibung Einheit Symbol Beschreibung Einheit
α Wärmeübergangskoeffizient W/m2K α Wärmeausdehnungskoeffizient 1/K
α Polarisierbarkeit C·m2/V λ Wellenlänge m
β Koeffizient  µ Permeabilität H/m
γ Dämpfungsfaktor  ω Kreisfrequenz 1/s
δ Verlustwinkel, Grad ωp Plasmafrequenz 1/s
δp Eindringtiefe m ρ Ladungsdichte C/m3
ε Permittivität F/m % Massendichte kg/m3
εr relative Permittivität  ε′r Realteil d. Permittivität 
ε′′r Imaginärteil d. Permittivität 
 Emissivität  φ Winkel Grad
σ elektrische Leitfähigkeit S/m ϕ Porosität 
η Wirkungsgrad  θ Winkel Grad
κ Absorptionskoeffizient  pi Kreiszahl 
τ Relaxationszeit s χ Suszeptibiltät 
ν Querkontraktionszahl  Ψ Kurvenkrümmung 
ψ Feldgröße Wellengleichung ΦE elektrischer Fluss V ·m
Γ Koeffizient  ΦB magnteischer Fluss V · s
B.1.3. Indizes
Index Beschreibung Index Beschreibung
abs Absorption e gerade (engl. even)
ext Extinktion o ungerade (engl. odd)
sca Streuung (engl. scattering) q im Querschnitt
norm normal r relative Größe
tan tangential s statisch
A flächenspezifisch 0 Anfangswert
V volumenspezifisch ∞ Umgebungs-/Endwert
WAK Wärmeausdehnungskoeffizient M, Mie berechnet nach Mie
VFT berechnet nach Vogel-Fulcher-Tammann MW Mikrowellen-
B.1.4. Liste der verwendeten Naturkonstanten
Konstante Beschreibung
e ' 2.7183 Euler-Zahl
ε0 ' 8.8542× 10−12 A·s/V·m (= F/m) elektrische Feldkonstante
µ0 = 4pi × 10−7 V·s/A·m (= H/m) magnetische Feldkonstante
c ' 2.9979× 108 m/s Lichtgeschwindigkeit
pi ' 3.1416 Kreiszahl
σ ' 5.6704× 10−8 W/m2K4 Stefan-Boltzmann-Konstante
h ' 6.6261× 10−34 J · s Planksches Wirkungsquantum
k ' 1.3806× 10−23 J/K Boltzmann-Konstante
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B.2 Verwendete Abkürzungen
B.2. Verwendete Abkürzungen
Abk. Beschreibung
EM elektromagnetisch
FDTD Finite Difference Time Domain (Methode)
FEM Finite Element Methode
KWW Kohlrausch-Williams-Watts-Funktion
mnp Modenkennzeichnung
NTF Near-to-Farfield
PID Regler mit Proportional-, Integral- und Differentialglied
TE transversal elektrisch
TM transversal magnetisch
VFT Vogel-Fulcher-Tammann
8YZS Yttriumoxid-stabilisiertes ZrO2 mit 8 mol% Y2O3
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C. Stoffeigenschaften
C.1. Thermische Eigenschaften
Table C.1: Thermische Eigenschaften von SiC
T / °C Wärmeleitfähigkeit k / W·m-1K-1 Wärmekapazität cp / J·kg-1K-1
20 114.3 715
200 86.1 889
400 63.8 1031
600 49.1 1130
800 40.2 1198
1000 35.0 1244
1200 31.6 1280
1400 27.9 1317
Table C.2: Thermische Eigenschaften ZrO2(8YSZ)
T / °C Wärmeleitfähigkeit λ / W·m-1K-1 Wärmekapazität cp / J·kg-1K-1
20 1.74 482
200 1.84 546
400 1.90 592
600 1.92 620
800 1.91 636
1000 1.89 646
1200 1.87 651
Table C.3: Faserisolierung KVS 400
T / °C Wärmeleitfähigkeit λ / W·m-1K-1 Wärmekapazität cp / J·kg-1K-1
20 0.10 905
200 0.13 883
400 0.15 926
600 0.18 1032
800 0.21 1152
1000 0.24 1253
1200 0.28 1316
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C.2. Dielektrische Eigenschaften
Tabelle C.4: Permittivität von SiC und Al2O3 für 2.45 GHz (gemittelte Werte aus [264]).
SiC Al2O3
T / °C ε′r ε′′r T / °C ε′r ε′′r T / °C ε′r ε′′r
25 184 147.5 800 397 310.6 20 9.6 0.038
100 239 181.5 900 421 336.3 100 9.65 0.040
200 277 206.9 1000 458 373.8 200 9.77 0.047
300 285 187.7 1100 468 400.5 400 10.0 0.049
400 309 219 1200 484 432 600 10.5 0.072
500 318 231.7 1300*) 502 467 800 10.8 0.142
600 351 255.7 1400*) 517 504 1000 11.0 0.263
700 379 288 *) extrapoliert 1200 11.8 0.452
Tabelle C.5: Permittivität von dichtem und porösem ZrO2 (2.45 GHz, gemittelt aus [264]).
T / °C ε′r ε′′r ϕ ε′r ε′′r
dichtes ZrO2 poröses ZrO2
20 31.6 0.0028 0.5 11.1 0.009
100 32.0 0.151 0.5 11.2 0.027
200 33.4 0.823 0.5 11.4 0.049
400 34.1 1.85 0.5 11.9 0.265
600 36.4 3.79 0.5 12.6 1.22
800 39.1 11.8 0.5 13.5 3.80
1000 43.5 28.9 0.45 16.9 10.6
1200 47.9 56.9 0.16 35.7 41.8
1400*) 53.7 99.1 0.0001 53.7 99.1
Table C.6: Permittivität des Isoliermaterials KVS400 bei 2.45 GHz [365].
T / °C ε′r ε′′r T / °C ε′r ε′′r
20 1.23 0.0003 800 1.25 0.0041
200 1.23 0.0004 1000 1.27 0.0068
400 1.23 0.0014 1200 1.28 0.0167
600 1.24 0.0027 1400 1.26 0.0152
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D. Resonatormoden
D.1. Resonante Moden der betrachteten Resonatoren
Tabelle D.1: Resonante TElmn und TMlmn Moden und die jeweiligen Resonanzfrequenzen in den
leeren quaderförmigen Resonatoren R1 bis R4 im Frequenzbereich 2.4 bis 2.5 GHz.
Resonator 1 Resonator 2 Resonator 3 Resonator 4
Nr. TE TM TE TM TE TM TE TM
lmn 013  031 220 321 221 261 151
1
GHz 2.49  2.48 2.45 2.43 2.43 2.44 2.42
lmn   103  023 113 441 251
2
GHz   2.44  2.49 2.41 2.43 2.49
lmn     113  511 441
3
GHz     2.41  2.42 2.43
lmn       521 621
4
GHz       2.50 2.44
lmn       342 424
5
GHz       2.48 2.46
lmn       422 432
6
GHz       2.46 2.48
lmn       033 123
7
GHz       2.49 2.45
lmn       123 213
8
GHz       2.40 2.40
lmn       203 
9
GHz       2.43 
lmn       213 
8
GHz       2.45 
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E. Programm-Code
E.1. R-Code für das erweiterte BHMIE-Skript
Der hier vorgestellte Code geht auf die Arbeit von Markowicz [282] zurück, der den in [16]
beschriebenen BHMIE-Code inMatlab übertragen hat, und der hier in die Programmiersprache
R übertragen und durch eine Rechenschleife ergänzt wurde, um die Berechnung für einen großen
Wertebereich des Radius r durchzuführen.
bhmie4<−f unc t i on ( r1 , r2 , r e f r e l , f r eq , nang ) {
# Or ig ina l−Skr ip t : (C) Markowicz ( 2000 ) ; Bohren , Huffman (1983)
# Se t t i ng ve c t o r s to zero
r0<−numeric ( 0 ) ;
x0<−numeric ( 0 ) ;
# COnversion o f f requency to wavelength
lambda0 = 299792458/ f r e q ;
# Ermit t l e den Dekaden−Umfang
nd=trunc ( log10 ( r2 / r1 ) ) ;
# Sch r i t twe i t e der Berechnung
r3=1/1000; # r3 − Inkrement des Groessen−Parameters
r1 s t ep=c e i l i n g ( log10 ( r1 ) ) ;
r 2 s t ep=c e i l i n g ( log10 ( r2 ) ) ;
# Zusammenstellen der x−Werte L i s t e ( x : Mie−Faktor )
i f (10^ c e i l i n g ( log10 ( r1 ))> r1 ) {
r0=seq ( r1 ,10^ r1step −10^( r1 s t ep+log ( r3 )) ,10^ r1 s t ep * r3 ) ;
}
f o r ( i in 1 : nd) {
r0=c ( r0 , seq (10^( r1 s t ep+i −1) ,10^( r1 s t ep+i )−10^( r1 s t ep+i+log10 ( r3 ) ) ,
10^( r1 s t ep+i )* r3 ) ) ;
}
i f (10^ f l o o r ( log10 ( r2 ))< r2 ) {
r0=c ( r0 , seq (10^( r2step −1) , r2 ,10^ r2 s t ep * r3 ) ) ; }
f o r ( r in 1 : l ength ( r0 ) ) { x0 [ r ]= r0 [ r ]*2* pi /lambda0 ; }
qsca=rep (0 , l ength ( x0 ) ) ;
qexc=rep (0 , l ength ( x0 ) ) ;
qext=rep (0 , l ength ( x0 ) ) ;
gsca=rep (0 , l ength ( x0 ) ) ;
qabs=rep (0 , l ength ( x0 ) ) ;
qback=rep (0 , l ength ( x0 ) ) ;
f o r ( xx in 1 : l ength ( x0 ) ) {
x=x0 [ xx ] ;
# Calcu lated based on Mie s c a t t e r i n g theory
# input :
# x1 − sma l l e s t s i z e parameter = 2 pi * rad iu s /lambda0
# x2 − l a r g e s t s i z e parameter = 2 pi * rad iu s /lambda0
# r e f r e l − r e f r a c t i o n index in complex form f o r example : 1 .5+0.02* i ;
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# nang − number o f ang le f o r S1 and S2 func t i on in range from 0 to p i /2
# output :
# Qext − e x t i n c t i o n e f f i c i e n c y
# Qsca − s c a t t e r i n g e f f i c i e n c y
# Qback − back s ca t t e r e f f i c i e n c y
mxnang=1000;
nmxx=150000;
s1=rep (0 ,2*mxnang−1); # s e t t i n g S1 complet ly to zero
s2=rep (1 ,2*mxnang−1); # s e t t i n g S2 complete ly to one
d=rep (0 ,nmxx ) ;
amu<−numeric ( 0 ) ;
pix<−numeric ( 0 ) ;
pi0<−numeric ( 0 ) ;
pi1<−numeric ( 0 ) ;
tau<−numeric ( 0 ) ;
i f ( nang > mxnang) p r i n t ( noquote ( ' e r r o r : nang > mxnang in bhmie ' ) ) ;
i f ( nang < 2) nang = 2 ;
dx = x ;
d r e f r l = r e f r e l ;
y = x * d r e f r l ;
ymod = Mod(y ) ;
# S e r i e s expansion terminated a f t e r NSTOP terms
# Logarithmic d e r i v a t i v e s c a l c u l a t ed from NMX on down
xstop = x + 4 * x^(1/3) + 2 ;
nmx = max( xstop , ymod) + 15 ;
nmx = trunc (nmx ) ;
# BTD experiment 91/1/15: add one more term to s e r i e s and compare resu<s
# NMX=AMAX1(XSTOP,YMOD)+16
# t e s t : compute 7001 wavelen>hs between .0001 and 1000 micron
# f o r a=1.0micron SiC gra in . When NMX inc r ea s ed by 1 , only a s i n g l e
# computed number changed ( out o f 4*7001) and i t only changed by 1/8387
# conc lu s i on : we are indeed r e t a i n i n g enough terms in s e r i e s !
nstop = xstop ;
# check f o r nmx then begin
i f (nmx > nmxx) p r i n t ( noquote ( ' e r r o r : nmx > nmxx= ' , nmxx , ' f o r |m| x= ' , ymod) )
# Require NANG.GE.1 in order to c a l c u l a t e s c a t t e r i n g i n t e n s i t i e s
dang = 0 ;
i f ( nang > 1) {
dang = 0.5* pi /( nang−1);
}
# do begin
f o r ( j in 1 : nang ) {
theta = ( j −1)*dang ;
amu [ j ] = cos ( theta ) ;
}
f o r ( j in 1 : nang ) {
pi0 [ j ] = 0 ;
p i1 [ j ] = 1 ;
}
nn = 2*nang − 1 ;
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# Logarithmic d e r i v a t i v e D(J ) c a l c u l a t ed by downward r e cu r r ence
# beginning with i n i t i a l va lue ( 0 . , 0 . ) at J=NMX
#
nn = nmx − 1 ;
f o r (n in 1 : nn) {
en = nmx − n + 1 ;
d [nmx−n ] = ( en/y ) − (1/(d [nmx−n+1]+en/y ) ) ;
}
#*** Riccat i−Bes s e l f un c t i on s with r e a l argument X
# ca l cu l a t ed by upward r e cu r r ence
ps i 0 = cos (dx ) ;
p s i 1 = s i n (dx ) ;
ch i0 = −s i n (dx ) ;
ch i1 = cos (dx ) ;
x i1 = psi1−ch i1 *1 i ;
p = −1;
f o r (n in 1 : nstop ) {
en = n ;
fn = (2* en+1)/ ( en *( en+1)) ;
# f o r g iven N, PSI = psi_n CHI = chi_n
# PSI1 = psi_{n−1} CHI1 = chi_{n−1}
# PSI0 = psi_{n−2} CHI0 = chi_{n−2}
# Calcu la te psi_n and chi_n
ps i = (2* en−1)* ps i 1 /dx − ps i 0 ;
ch i = (2* en−1)* ch i1 /dx − ch i0 ;
x i = ps i−ch i *1 i ;
#*** Store prev ious va lue s o f AN and BN f o r use
# in computation o f g=<cos ( theta )>
i f (n > 1) {
an1 = an ;
bn1 = bn ;
}
#*** Compute AN and BN:
an = (d [ n ] / d r e f r l+en/dx )* p s i − ps i 1 ;
an = an /( ( d [ n ] / d r e f r l+en/dx )* xi−x i1 ) ;
bn = ( d r e f r l *d [ n]+en/dx )* p s i − ps i 1 ;
bn = bn/( ( d r e f r l *d [ n]+en/dx )* xi−x i1 ) ;
#*** Augment sums f o r Qsca and g=<cos ( theta )>
qsca [ xx ] = qsca [ xx ] + (2* en+1)* (Mod( an)^2+Mod(bn )^2 ) ;
qexc [ xx ] = qexc [ xx ] + (2* en+1)* Re( an+bn ) ;
gsca [ xx ] = gsca [ xx ] + ((2* en+1)/ ( en* ( en+1)))*
( Re( an )* Re(bn)+Im(an )*Im(bn ) ) ;
i f (n > 1) {
gsca [ xx ] = gsca [ xx ] + ( ( en−1)* ( en+1)/en )*
( Re( an1 )* Re( an)+Im( an1 )*Im( an)+
Re(bn1 )* Re(bn)+Im(bn1 )*Im(bn ) ) ;
}
#*** Now ca l c u l a t e s c a t t e r i n g i n t e n s i t y pattern
# F i r s t do ang l e s from 0 to 90
f o r ( j in 1 : nang ) {
161
Programm-Code
j j = 2*nang − j ;
p ix [ j ] = pi1 [ j ] ;
tau [ j ] = en*amu [ j ]* pix [ j ] −
( en+1)*pi0 [ j ] ;
s1 [ j ] = s1 [ j ] + fn * ( an*pix [ j ]+kn*bn* tau [ j ] ) ;
s2 [ j ] = s2 [ j ] + fn * ( an* tau [ j ]+bn*pix [ j ] ) ;
}
#*** Now do ang l e s g r e a t e r than 90 us ing PI and TAU from
# ang l e s l e s s than 90 .
# P=1 f o r N=1 ,3 , . . .% P=−1 f o r N=2 , 4 , . . .
p = −p ;
f o r ( j in 1 : ( nang−1)) {
j j = 2*nang − j ;
s1 [ j j ] = s1 [ j j ] + fn *p* ( an*pix [ j ]−bn* tau [ j ] ) ;
s2 [ j j ] = s2 [ j j ] + fn *p* (bn*pix [ j ]−an* tau [ j ] ) ;
}
p s i 0 = ps i 1 ;
p s i 1 = ps i ;
ch i0 = ch i1 ;
ch i1 = ch i ;
x i1 = psi1−ch i1 *1 i ;
#*** Compute pi_n f o r next va lue o f n
# For each ang le J , compute pi_n+1
# from PI = pi_n , PI0 = pi_n−1
f o r ( j in 1 : nang )
pi1 [ j ] = ((2* en+1)*amu [ j ]* pix [ j ]− ( en+1)*pi0 [ j ] ) / en ;
p i0 [ j ] = pix [ j ] ; }
}
#*** Have summed s u f f i c i e n t terms .
# Now compute QSCA,QEXT,QBACK, and GSCA
gsca [ xx ] = 2* gsca [ xx ] / qsca [ xx ] ;
qsca [ xx ] = (2/( dx*dx ) )* qsca [ xx ] ;
qexc [ xx ] = (2/( dx*dx ) )* qexc [ xx ] ;
qext [ xx ] = (4/( dx*dx ) )*Re( s1 [ 1 ] ) ;
qabs [ xx ] = qexc [ xx ] − qsca [ xx ] ;
qback [ xx ] = (Mod( s1 [2* nang−1])/dx)^2/ p i ;
} # End o f f o r func t i on regard ing x
q a l l=cbind ( r0 , qback , qabs , qsca , qexc ) ;
wr i t e . t ab l e ( qa l l , f i l e = "/path/ to / f i l e " , append=FALSE ) ;
} # End o f func t i on bhmie4
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