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In this paper, we develop a perturbation analysis for stability spec-
tra (Lyapunov exponents and Sacker–Sell spectrum) for products of
operators on aHilbert space (both real and complex) based upon the
discrete QR technique. Error bounds are obtained in both the inte-
grally separated and non-integrally separated cases that correspond
to distinct and multiple eigenvalues, respectively, for a single linear
operator.We illustrate our results using a linear parabolic partial dif-
ferential equation in which the strength of the integral separation
(the timevaryinganalogueof gapsbetweeneigenvalues)determines
the sensitivity of the stability spectra to perturbation.
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1. Introduction
In this paper we establish a quantitative perturbation theory for stability spectra, based upon the
so-called discrete QR technique, for sequences of linear operators on an infinite dimensional Hilbert
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space. In particular, we obtain component-wise bounds on the unitary and upper triangular factors
under the assumption of either having the integral separation, or non-integral separation (but stable
Lyapunov exponents) of the upper triangular operators. Integral separation is a natural analogue for
products of matrices (in the finite dimensional case) to having gaps between eigenvalues of a matrix.
The results given here generalize some of the results obtained by the second author in [39] in the
following ways. We study non-autonomous infinite dimensional dynamical systems formulated as
operators acting on a Hilbert space, making the results applicable to certain linear non-autonomous
partial differential equations. We also consider the more general case of a complex Hilbert space.
We currently have two specific applications of thiswork inmind. The results developed here should
prove useful in the study of the spectral stability of traveling wave solutions of PDE boundary value
problems on cylindrical domains [2]. For these types of problems, the linearized equation around the
stationary (or periodic) traveling wave solution corresponds to a partial differential operator. Another
application is in the approximation of stability spectra for delay equations [3]. In both of these applica-
tions the problems are infinite dimensional, while the computationsmust necessarily be performed in
an appropriate finite dimensional subspace. The results obtained here provide a framework for bound-
ing the error between the stability spectra obtained from computational techniques with the stability
spectra of the original infinite dimensional problem.
Integral separation plays a central role in the stability of the Lyapunov exponents of a finite dimen-
sional dynamical system. Studying non-integrally separated systems with stable Lyapunov exponents
widens the scope of the obtained results. In deriving the error bounds, the main idea is to formulate
the iteration problem as a zero finding problem. Then, we apply the Newton–Kantorovich theorem,
which not only gives sufficient conditions for the existence of a solution, but more importantly gives
us bounds on the error.
The discrete QR technique relies upon the Gram–Schmidt process so it is generally applicable in
infinite dimensional Hilbert spaces. This means that there exists a time dependent unitary change of
variables to an upper triangular infinite-matrix representation with respect to a fixed orthonormal
basis of the separable Hilbert space. A word of caution has to bementionedwhen dealing with infinite
matrices representing linear operators on infinite dimensional spaces. These matrix representations
do not, in general, behave as in the finite dimensional case regarding algebraic operations. For instance,
the product of infinite dimensional matrices may not be associative in general, see for example [32]. If
we assume that the operators are bounded, then their matrix representationswill behave as expected.
Dealing with infinite matrices is inevitable for our approach, as we plan on deriving error bounds in
terms of the local errors in the entries of these matrices.
Since Lyapunov introduced characteristic exponents to study the stability of dynamical systems
more than a century ago, several numerical methods have been introduced to approximate Lyapunov
exponents, see the survey [23]. One of the methods that have been studied extensively is the QR-
factorization method. This method was originally developed to numerically compute the Lyapunov
exponents of a finite dimensional dynamical system and has been the subject of much recent study,
see e.g. [14–19].Many of these ideas have been recently extended to differential-algebraic equations by
Linh and Mehrmann [28]. In this paper, we generalize and extend results obtained in [39] in the finite
dimensional case, to the case of bounded linear operators acting on a (possibly infinite dimensional)
Hilbert space. The main focus will be on the perturbation theory and error analysis using the QR
method. The theory of Lyapunov exponents for infinite dimensional dynamical systems is an active
area of research. The reader is referred to [38,6], or [34] for results regarding existence, and behavior
of the Lyapunov spectrum in this case. In 1978, Sacker and Sell [35] introduced the so-called Sacker–
Sell spectrum to study linear or linearized dynamical systems and was subsequently extended to the
infinite dimensional setting in [36,33,7–10]. It is based on the concept of exponential dichotomywhich
plays a fundamental role in many studies of dynamical systems.
This paper is organized as follows. In Section 2we present background and preliminary results that
will be used in the sequel. Most, if not all, of these results will be given without proof as they can be
found in several standard texts. The most important result in this section is the Newton–Kantorovich
theorem. The version we use here is the one that can be found in [26]. Section 3 is dedicated to giving
a brief survey of the theory of Lyapunov exponents and Sacker–Sell spectrum of an infinite dimen-
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sional dynamical system. In Section 4, we give some standard results about the stability of Lyapunov
exponents, and in Section 5 we formulate the problem that we will investigate. In Section 6 we de-
fine the “integral separation” and discuss the integral separation structure when there are stable but
non-distinct Lyapunov exponents. The main results of this paper are in Section 7. A weighted operator
norm will be introduced and we employ the Newton–Kantorovich theorem to obtain error bounds,
and in Section 8 we use the bounds obtained in Section 7 to give bounds on the Lyapunov exponents
and Sacker–Sell spectrum. In Section 9 we apply our results to a linear parabolic PDE.
2. Preliminaries
In the sequel, H will denote a separable Hilbert space with inner product 〈 , 〉, and ‖.‖ will denote
the corresponding norm; unless otherwise stated. Many of the results in this section are well known
facts in functional analysis, and the theory of operators on Hilbert spaces. Their proofs can be found
in many standard references such as [27,11,40,24,25].
Proposition 2.1. LetH be a separable Hilbert space. ThenH has a complete, countable, orthonormal basis
{ei : i = 1, 2, . . .} such that for any f ∈ H, there exists fi ∈ R, i = 1, 2, . . . with f = ∑i fiei. Moreover,
similar to the finite dimensional case, we have that fi = 〈f , ei〉, and ‖f‖2 = ∑∞i=1 |fi|2.
As a direct consequence of this proposition, by fixing an orthonormal basis, one can think of repre-
senting a linear operator acting onH via an infinite matrix. This is mademore precise in the following
corollary.
Corollary 2.2. Let H be as above, fix an orthonormal basis {ei : i = 1, 2, . . .} of H. Let A be a linear
operator onH. Then ∀j  1, ∃aij ∈ R(i = 1, 2, . . .) such that Aej = ∑∞i=1 aijei, where aij = 〈Aej, ei〉.
If we restrict our attention to the matrices that correspond to bounded linear operators, as in
Corollary 2.2, then this correspondence is one-to-one, and preserves all the algebraic operations on
both operators and matrices. E.g. the composition of operators A, B corresponds to the product of
matrices (aij)i,j1(bij)i,j1, where the aij ’s and bij ’s are the matrix entries as in Corollary 2.2, and as a
consequence the products of these matrices is associative. A sufficient condition to guarantee that a
given infinitematrix represents a bounded linear operator, with respect to a given (fixed) orthonormal
basis of H, is to require that the entries of the matrix is square summable, i.e. ∑∞i,j=1 |aij|2 < ∞.
A Cauchy–Schwartz inequality argument easily proves the sufficiency of the condition. The above
condition isnotanecessaryconditionas itdoesnothold for the identitymatrix, butmatrices that satisfy
such condition correspond to an important class of compact operators known as the Hilbert–Schmidt
operators.We restrict our attention to bounded linear operators and theirmatrix representationswith
respect to some fixed orthonormal basis. For a given fixed orthonormal basis, we will not distinguish
between a bounded linear operator and its representation as an infinite matrix.
Proposition 2.3. Let H be as above, and let D be a bounded linear operator on H. Let E = {ei : i =
1, 2, . . .}, and E˜ = {e˜j : j = 1, 2, . . .} be twoorthonormal bases ofH. If A, A˜ are thematrix representations
of D with respect to E and E˜; respectively, then there exists a unitary matrix P such that A˜ = P∗AP.
Proof. The proof can be found in [32], c.f. Theorem 3.5 on page 93. 
Proposition 2.4 (Gram–Schmidt and the QR-factorization). Let H, D, and {ei : i = 1, 2, . . .} be as in
Proposition 2.3. Let A be a (bounded) matrix that represents D with respect to the above basis. Then there
exists bounded matrices Q and R such that Q is a unitary matrix, R is upper triangular, and A = QR.
Proof. The proof is similar to the finite dimensional case, using a Gram–Schmidt orthogonalization
process to find thematrices Q and R. This is a standard result and the proof could be found in standard
textbooks on the subject. 
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Remark. Notice that it is not hard to show that we can choose the orthonormal basis in Proposition
2.4 so that the diagonal entries of the matrix R are non-negative.
3. The Lyapunov and Sacker–Sell spectra for infinite dimensional dynamical systems
In many situations when studying certain partial differential equations or delay differential equa-
tions, it is natural to formulate the problem as a dynamical system over an infinite dimensional Hilbert
space. Consider the following example.
Example: Consider the partial differential equation
ut(x, t) = (a(x, t)ux)x + b(x, t)u(x, t), x ∈ [0, 1], t  0,where
u(0, t) = 0 = u(1, t), or ux(0, t) = 0 = ux(1, t), and a(x, t) ∈ C1[0, 1], b(x, t) ∈ C0[0, 1] are
known functions.
Another way of writing the above equation is to choose X = L2[0, 1] as the state space and the
trajectory segment u(., t) = {u(x, t) : 0  x  1} as the state. Then the above PDE can be put on the
form u˙(t) = L(t)u(t), t  0, with the linear operator L defined as follows on X
L(t)h(x, t) := (a(x, t)hx)x + b(x, t)h(x, t), with
D(L(t)) = {h(., t) ∈ X : h, ∂h
∂x
are absolutely continuous,
∂2h
∂x2
∈ X, h(1, t) = 0 = h(0, t),
or
∂h
∂x
(0, t) = 0 = ∂h
∂x
(1, t)}.
Notice that under either one of the above boundary conditions, the operator L is self adjoint. Now, if we
can define and possibly develop methods to approximate Lyapunov exponents for such systems such
as the one above, then we can have a good tool in studying the stability of solutions of such systems.
3.1. Sacker–Sell spectrum
The concept of exponential dichotomy of linear differential equations was introduced by Perron,
which is concerned with the problem of conditional stability of a system x˙ = A(t)x and its connection
with the existence of bounded solutions of the equation x˙ = A(t)x+ f (x; t), where the state space is a
Banach space X and t 
→ A(t) : R −→ L(X) is bounded, continuous in the strong operator topology.
For more background on this and related topics we refer the reader to [37]. Many problems can be
treated in the unified setting of a linear skew product semiflow.
Definition 3.1. Linear skew product semiflow: We begin with the notion of skew-product semiflow
on the trivial Banach bundle E = X × , where X is a fixed Banach space (the state space) and  is a
compact Hausdorff space. Suppose that σ(θ, t) = θ · t is a flow on , i.e., the mapping (θ, t) → θ · t
is continuous, θ · 0 = θ and θ · (s+ t) = (θ · s) · t , for all s, t ∈ R. A linear skew-product semiflow
π = (, σ ) on E = X ×  is a mapping π(x, θ, t) = ((θ, t)x, θ · t) for t  0, with the following
properties
(1) (θ, 0) = I , the identity operator on X , for all θ ∈ .
(2) limt→0+(θ, t)x = x , uniformly in θ . This means that for every x ∈ X and every  > 0 there
is a δ = δ(x, ) > 0 such that ‖(θ, t)x − x‖  , for all θ ∈  and 0  t  δ.
(3) (θ, t) is a bounded linear operator from X into X that satisfies the cocycle identity
(θ, t + s) = (θ · t, s)(θ, t), θ ∈ , 0  s, t.
(4) For all t  0 the mapping from E into X given by (x, θ) → (θ, t)x is continuous.
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Definition 3.2. Projectors: Amapping P : E → E is said to be a projector if P is continuous and has the
form P(x, θ) = (P(θ)x, θ), where P(θ) is a bounded linear projection on the fiber E(θ). A projector P
on E is said to be invariant if it satisfies the following property
P(θ · t)(θ, t) = (θ, t)P(θ), t  0; θ ∈ ,
that is
P ◦ π(·, t) = π(·, t) ◦ P, t  0.
Definition 3.3 (Exponential dichotomy). We shall say that a linear skew-product semiflow π =
(, σ ) on E has an exponential dichotomy over an invariant set 
 ⊂  , if there exists an invariant
projector P on E and there are constants k  1, β > 0 such that the following inequalities hold
‖(θ, t)P(θ)−1(θ, s)‖  ke−β(t−s), t  s, θ ∈ 
,
‖(θ, t)[I − P(θ)]−1(θ, s)‖  keβ(t−s), t  s, θ ∈ 
.
Definition 3.4. The dynamical spectrum: Let 
 be an invariant subset of  under the flow σ . Then
the resolvent ρ(
) of 
 under π is defined as follows
ρ(
) := {λ ∈ R : πλ admits an exponential dichotomy over 
}
The (Sacker–Sell) spectrum (
) of 
 under π is then defined as follows
(
) := R \ ρ(
)
3.2. Lyapunov exponents
Lyapunov exponents (see [37]) measure the asymptotic growth rate of the norm of the solutions
‖X(m, t)v‖ in the linear skew product semiflow generated of the linearized equation. The following
definition is from [37].
The Lyapunov exponent is then defined by
λ = λ(m, v) := lim sup
t→∞
1
t
log ‖X(m, t)v‖,
where m is a point in a compact invariant set K . We let μ denote any ergodic measure on K We
assume now that the operator X(m, t) is compact for all t > t0, where t0  0. In a Hilbert space,
the Multiplicative Ergodic Theorem states that there exists an invariant measurable set M ⊂ K , with
μ(M) = 1, such that the following hold
(1) There is a sequence of exponents ∞ > λ1 > λ2 > λ3 > · · · and integers n1, n2, n3, . . ., such
that ni  1 for all i;
(2) For all (m, v) ∈ M × V2β one has λ(m, v) = λi, for some integer i  1, where V2β = D(Aβ) is
the fractional power spaceof theoperatorA, a positive sectorial operators onaBanach spacewith
an associated analytic semigroup e−At , which always exists for all β ∈ R under mild conditions
on A;
(3) For almost allm ∈ M, the subspace
Vi(m) = Span{v ∈ V2β : λ(m, v) = λi}
is well-defined with dim(Vi(m)) = ni for i  1; and
(4) The linear spaces Vi(m) are “measurable” functions ofm ∈ M.
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For integers k  1, define
Ek := n1λ1 + n2λ2 + · · · + nkλk and Nk := n1 + n2 + · · · + nk.
The Eks are a goodmeasure of the asymptotic growth rate of the infinitesimal Nk-dimensional volume
elements in the nonlinear semiflow on K .
4. Continuity of Lyapunov spectra
Herewewill summarize relevant results from [1] on continuity of Lyapunov exponentswith respect
to perturbations and its connection to integral separation for finite dimensional, non-autonomous
linear differential equations x˙ = A(t)x.
Definition 4.1. The characteristic exponents λ1 ≥ · · · ≥ λn of system (3) are said to be stable if for
any  > 0 there exists δ > 0 such that supt∈IR+ ||E(t)|| < δ implies
|λi − λˆi| < , i = 1, . . . , n, (1)
where the λˆi’s are the (ordered) Lyapunov exponents of the perturbed system x˙ = [A(t) + E(t)]x.
Definition 4.2 [1, c.f. Definition 5.3.2, 4]. Write a fundamental matrix solution columnwise X(t) =
[X1(t), . . . , Xn(t)]. Then, X is integrally separated if for i = 1, . . . , n− 1, there exist a > 0 and d > 0
such that
||Xi(t)||
||Xi(s)|| ·
||Xi+1(s)||
||Xi+1(t)||  de
a(t−s) , (2)
for all t, s : t ≥ s.
Theorem 4.3 [1, Properties 5.3.1 and 5.3.3]. Integrally separated systems have distinct Lyapunov expo-
nents.
Now, consider the system
x˙ = A(t)x, t  0, (3)
where A : IR+ → IRn×n is continuous and bounded, uniformly in t, and the corresponding inhomoge-
neous equation
x˙ = A(t)x + f (t), t  0, (4)
Theorem4.4 [1, Theorem5.4.7, 5]. If the system (3) has distinct characteristic exponentsλ1 > · · · > λn,
then they are stable if and only if there exists a Lyapunov transformation z ← T−1x transforming (3) to
the diagonal form
z˙ = diag[p1(t), . . . , pn(t)]z, (5)
where the diagonal elements, the pi, are integrally separated functions.
Theorem4.5 [1, Theorem5.4.8, 5]. If the system (3) has distinct characteristic exponentsλ1 > · · · > λn,
then they are stable if and only if there exists a fundamental matrix solution with integrally separated
columns as in Definition 4.2.
For the case of non-distinct Lyapunov exponents we need some definitions before stating the the-
orem due to Bylov and Izobov [5] and Millionshchikov [29] on stability of Lyapunov exponents.
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Definition 4.6 [1]. Bounded, measurable functions, l(t) and u(t), defined on IR+, are said to be lower
and upper functions for (3) if for any solution x of (3) and any  > 0 there exist positive constants dl,
and Du, such that
dl, exp
(∫ t
s
(l(τ ) − )dτ
)
 ||x(t)||||x(s)||  Du, exp
(∫ t
s
(u(τ ) + )dτ
)
(6)
for t  s  0 and the quantities dl,,Du, are independent of t and s.
Finally, for (3), we define the following two quantities
 = inf
u
{
lim sup
t→∞
1
t
∫ t
0
u(s)ds
}
, (7)
where the infimum is taken over all upper functions, called upper central exponent in [1], and
ω¯ = sup
l
{
lim sup
t→∞
1
t
∫ t
0
l(s)ds
}
, (8)
where the supremum is taken over all lower functions.
We are ready to state the stability theorem for Lyapunov exponents in the case of non-distinct
Lyapunov exponents.
Theorem 4.7 [5,29, 1, Theorem 5.4.9]. The Lyapunov exponents of x˙ = A(t)x are stable if and only if
there exists a Lyapunov transformation T that transforms x˙ = A(t)x to the block diagonal form
z˙ = diag[P1(t), . . . , Pq(t)]z (9)
where each Pk(t) is upper triangular of dimension nk. Moreover, for the block systems z˙k = Pk(t)zk, we
have
(i) all solutions of the block have the same Lyapunov exponents, k, and ω¯k = k = k;
(ii) for any pi an arbitrary diagonal element of Pk and pj an arbitrary diagonal element of Pk+1, pi and
pj are integrally separated.
5. Setup
Consider the linear, discrete time varying problem
xn+1 = Anxn; n = 0, 1, 2, . . . (10)
where xn ∈ H, a separable Hilbert space, for all n, and An is a bounded linear operator on H for all n.
We would like to determine a unitary change of variables that brings (10) into an upper triangular (or
even diagonal) system. More precisely, given Q˜0, a unitary bounded matrix, determine a sequence of
unitary boundedmatrices {Q˜k}∞k=1 and a sequence of upper triangular boundedmatriceswith positive
diagonal elements {R˜k}∞k=1 such that
Q˜n+1R˜n = AnQ˜n; vn+1 = R˜nvn, xn = Q˜nvn. (11)
Thus
AnAn−1 · · · A0Q˜0 = Q˜n+1R˜n · · · R˜0. (12)
In addition, consider the perturbed problem
yn+1 = (An + Fn)yn; (13)
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with An + Fn bounded for all n. Similar to what we have pointed above, via repeated application of
Proposition 2.4, this system maybe transformed into
Qn+1Rn = (An + Fn)Qn; wn+1 = Rnwn, yn = Qnwn, (14)
where Qn are all unitary bounded matrices, and Rn upper triangular with positive diagonal elements
such that
(An + Fn)(An−1 + Fn−1) · · · (A0 + F0)Q0 = Qn+1Rn · · · R0. (15)
If Q˜0 = Q0, then a simple induction argument using (12), (15) yields
Qn+1[Rn + En] · · · [R0 + E0] = Q˜n+1R˜n · · · R˜0,
where Ek = −Q∗k+1FkQk , 0  k  n, which implies that ‖Ek‖ = ‖Fk‖ for all k for any norm that is
invariant under multiplication by unitary operators. In what follows we wish to show the existence of
a unitary change of variables {Qn}∞n=0 with Q0 = I such that Qn+1Rn = [Rn + En]Qn for n = 0, 1, . . .
where the Rn are block upper triangular and in fact upper triangular for integrally separated problems.
The following theorem is crucial in showing the existence of such a unitary change of variables in
obtaining error bounds on the unitary factors and subsequently the stability spectra. The Newton–
Kantorovich theorem gives sufficient conditions for a nonlinear operator G, that maps an open subset
 of a Banach space X onto another Banach space Y , to have an x∗ such that G(x∗) = 0.
Theorem 5.1 (Newton–Kantorovich) [26, Theorem 1, p. 536]. Suppose that G is an operator defined
on an open neighborhood, , of x0 and has a continuous second derivative in 0 = B(x0, r) ⊂ . Let
B(X, Y) denote the set of continuous linear operators from a Banach space X to another Banach space Y. Let
 ∈ B(X, Y) such that it has a continuous inverse −1, and suppose the following conditions are satisfied:
(i) ‖−1(G(x0))‖  η.
(ii) ‖−1G′(x0) − I‖  δ.
(iii) ‖−1G′′(x)‖  K; for all x ∈ 0.
Then, provided h = Kη
(1−δ)2 <
1
2
, δ < 1, and r ∈ [ 1−
√
1−2h
h
η
1−δ ,
1+√1−2h
h
η
1−δ ), the equation G(x) = 0
has a unique solution x∗ ∈ 0. Moreover, we have: ‖x∗ − x0‖  ηh(1−δ) .
Remark. In our application of the Newton–Kantorovich theorem, and due to the quadratic nature of
the equation we consider, the second derivative of G does not depend on x. This means that condition
(iii) will hold for all x ∈ 0 if it holds for any fixed x0 ∈ 0.
6. Integral separation
Integral separation is an important property to our problem for the following reason. In the finite
dimensional case, if the Lyapunov exponents for a triangular system are distinct, then the Lyapunov
exponents are stable with respect to small perturbations in the coefficient matrix if and only if the
system is integrally separated. In the following section, we will use the integral separation condition
to obtain reasonably tight bounds on the constants η, δ, and K in Theorem 5.1. Before we proceed
further, we have the following definition.
Definition 6.1. Given a sequence of upper-triangular operators {Rn} acting on a Banach space X , we
will say that they are integrally separated if for all i > j there exists 0 < ij  1 and αij > 1 such
that for t  s  0,
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t∏
k=s
(Rk)jj
(Rk)ii
 ijαt−s+1ij .
Amore general case arises when the Lyapunov exponents are stable but not all distinct. As a result,
the triangular system yn+1 = Rnyn will have the elements on the diagonal of Rn are not all integrally
separated. In this case the triangular systemisequivalent, via aLyapunov transformation (c.f. [1,30,31]),
to a system on the form zn+1 = diag[B11 B22 · · · Bkk]nzn, where Bii is an ni × ni matrix where its
diagonal elements are not integrally separated, while any two diagonal elements belonging to two
distinct blocks are integrally separated as in Theorem 4.7. In such cases, the Lyapunov exponents of
the system yn+1 = Rnyn, are stable, see Theorem 5.4.9 in [1]. By “non-integrally” separated we mean
the following.
Definition 6.2. For a sequence of upper-triangular operators {Rn} acting on a Banach space X , we will
say that the diagonal elements are non-integrally separated if they are not integrally separated, and
that for any α  1 and all i > j, there existsMij = Mij(α) > 1 such that
1
Mij
α−(t−s+1) 
t∏
k=s
(Rk)ii
(Rk)jj
 Mijαt−s+1,
for all t  s  0.
So drawing motivation from the finite dimensional case, we will assume that the upper triangular
operators Rn satisfy the following property. For every i, there can be at most a finite number, mi, that
does not depend on n, of diagonal elements of Rn that are not integrally separated with (Rn)ii. This
means we either have:
1. Any two diagonal elements of Rn are integrally separated. We will refer to this situation as the
integrally separated case. Or,
2. There exists a unitary change of basis such that thematrix representation of Rn has the property
that Dn = diag[Dn1 Dn2 · · ·Dnk], where Dn is the diagonal operator consisting of the diagonal
elements of Rn, and each Dni is a diagonal mi × mi matrix with the elements of the diagonal
not integrally separated, while any two diagonal entries of Dn belonging to different blocks are
integrally separated. In this case, we will say that the operators {Rn} have an integral separation
structure.
As a direct consequence of this assumption, if the operatorsRn have an integral separation structure,
then there exists an indexing set IS(Rn) := {(i, j) : i > j, (Rn)ii, and(Rn)jj are integrally separated}.
We will make use of IS ≡ IS(Rn) as an indexing set, dropping the reference to Rn when there is no
confusion.
We also get that for (i, j) ∈ IS(Rn):
n∑
l=1
n∏
k=l
(Rk)ii
(Rk)jj

[
1
ij
(α−1ij + · · · + α−nij )
]

[
1
ij(αij − 1)
]
=: ij − 1.
This will be useful in deriving bounds in the integrally separated case.
7. Main results
We first define a weighted norm which allows us to obtain sharper componentwise bounds.
Definition 7.1. Let X be the space of all the sequences of bounded operators {Zk}∞k=0 acting on a
Hilbert spaceHwhich satisfy the following condition: There exists a constant c such that for all k  0;
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‖Zk‖  c, where ‖.‖ is the standard operator norm, i.e. {Zk}∞k=0 is a uniformly bounded sequence of
operators with respect to the standard operator norm. with the obvious linear space operations.
We will define a norm on the space X as follows:
Definition 7.2. For any Z = {Zn}∞n=0 in X , define ‖Z = {Zn}∞n=1‖ := supn supi,j |ωnij(Zn)ij|; where
(Zn)ij = 〈Znej, ei〉, and ωnij are bounded positive weights to be evaluated later to satisfy a desirable
condition. The above can be easily shown to be a well-defined norm. The fact that Zn is a bounded
linear operator for all n implies that the entries (Zn)ij will be bounded by ‖Zn‖, which is uniformly
bounded. Note that if ‖Z‖  r0, then (Zn)ij  ωnij−1r0 =: ρijfor all i, j.
Since this defines a weighted ∞ space we have the following.
Proposition 7.3. The space X along with the weighted norm defined above is a Banach space.
Before we proceed, we need to show that the existence of the sequence of (unitary) operators
{Qn}∞n=0 can be formulated as a zero finding problem. In deriving the required bounds, the integral
separation structure of the operators Rn is important. The plan is to require that the matrix represen-
tation of the operators Rn will be such that we have a zero entry in the (i, j)th position if and only
if:
(i) i > j, and
(ii) The diagonal elements (Rn)ii and (Rn)jj are integrally separated.
With this requirement, the matrix representation of the operators Rn will be upper, block-diagonal.
Let the set IS(Rn) be an indexing set for the zeros below the diagonal of Rn following the conditions (i)
and (ii) above. Then we may now formulate the existence of Qn’s and Rn’s as follows:
Define the operators G1, G2 and G3 acting on the space X as follows:(
G1{Qk}∞k=0
)
n = lowIS
(
Q∗n+1(Rn + En)Qn
)
,(
G2{Qk}∞k=0
)
n = upp
(
Qn+1Q∗n+1 − I
)
,(
G3{Qk}∞k=0
)
n = rdiag
(
Qn+1Q∗n+1 − I
)
,
(16)
whereQ∗n+1 denotes the adjoint, (lowIS(A))ij := Aij for (i, j) ∈ IS), and (lowIS(A))ij := 0 for (i, j) /∈ IS.
Similarly, (upp(A))ij := Aij for i < j, and (upp(A))ij := 0 for i  j. Lastly, (rdiag(A))ij := Re(Aii)δij ,
where δij is Kronecker’s delta.
To apply the Newton–Kantorovich’s theorem, Theorem 5.1, wewill need to evaluate the Jacobian of
G = (G1, G2, G3) so that we can find a suitable approximate Jacobian, , to be used in our application
of Theorem5.1. The evaluation of the Jacobian operator,DG = (DG1,DG2,DG3), ofG is straightforward
and it is as follows:(
(DG1{Qk}∞k=0)(V)
)
n = lowIS
(
V∗n+1(Rn + En)Qn + Q∗n+1(Rn + En)Vn
)
,(
(DG2{Qk}∞k=0)(V)
)
n = upp
(
Vn+1Q∗n+1 + Qn+1V∗n+1
)
,(
(DG3{Qk}∞k=0)(V)
)
n = rdiag
(
Vn+1Q∗n+1 + Qn+1V∗n+1
)
,
(17)
where V is an arbitrary element of the space X . Now, for the purposes of applying the Newton–
Kantorovich theorem, we will use the following approximate Jacobian. The approximate Jacobian is a
more simplified operator that will enable us to derive the required bounds. Basically, when compared
to the exact Jacobian, it neglects the error terms, EK , along with the non-diagonal elements of the op-
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erators Rk . This way, wemay think of the exact Jacobian as a perturbation of the approximate Jacobian,
which is given by the following:
(1V)n = lowIS
(
V∗n+1Dn + DnVn
)
,
(2V)n = upp
(
Vn+1 + V∗n+1
)
,
(3V)n = rdiag
(
Vn+1 + V∗n+1
)
,
(18)
where Dn = diag(Rn) for all n. Notice that 2 = DG2, and 3 = DG3.
The existence of the Qn’s may now be simply stated as the existence of the zero to the system of
equations (16); G1 = 0, G2 = 0. The first equation will yield the desired property of the Qn’s, and
the second is a necessary condition for the Qn’s being unitary. For an operator acting on an infinite
dimensional Hilbert space, this is not sufficient (c.f. the finite dimensional case). Using the Newton–
Kantorovich theorem, Theorem 5.1, we will be able to prove the existence of the zeros to the above
system of equations; moreover, if we impose the condition that r0 < 1, then this will imply that the
operators Qn’s have bounded inverses, and hence unitary for all sufficiently large n.
Also, notice that in (16) we do not require that the diagonal elements of Rn are real valued. Unfor-
tunately, imposing such condition through (16), in the case of a complex Hilbert base space, results
in an undesirable growth and preclude any chance in obtaining bounds for η and δ in the Newton–
Kantorovich theorem.
More precisely, suppose that we append the following operator to the system (16)(
G4{Qk}∞k=0
)
n = idiag
(
Q∗n+1(Rn + En)Qn
)
.
Now, in deriving the η bound below, we assume thatV = G(x0), where is an approximate Jacobian
operator. Since the (exact) Jacobian of G4 is given by
(DG4({Qk}k)(V))n = idiag
(
V∗n+1(Rn + En)Qn + Q∗n+1(Rn + En)Vn
)
.
A good choice for an approximate Jacobian would then be
(4V)n = idiag
(
V∗n+1Dn + DnVn
)
,
where Dn = diag(Rn). To proceed with the η bound, we start with the equation
idiag
(
V∗n+1Dn + DnVn
)
= idiag(Rn + En).
Which implies that
(Vn+1)jj = −(Vn)jj + Im(En)jj
(Rn)jj
.
So, if Im(En)jj = 0, then (Vn+1)jj will be unbounded. This problem does not occur if our space is real
valued, in such case Im(En)jj = 0 for all j, n. This problem does not seem to be dependent on the choice
of , as it does persist for the exact Jacobian.
We are now ready to derive our first bound.
Lemma 7.4 (Bounds on ‖−1G(x0)‖). Given the Banach space X defined above with the weighted norm
(7.2), and the operatorsG and defined in (16), and (18) respectively. If the operator satisfies−1G(x0) 
η, then:
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(i) If the operators Rk are integrally separated for all k, then
η  sup
i>j
ijωij
|Eij|
Rjj
, where
|Eij|
Rjj
= sup
n
|(En)ij|
(Rn)jj
.
(ii) In general, if the operators Rk have an integral separation structure, then
η  sup
(i,j)∈IS
ijωij
|Eij|
Rjj
, where
|Eij|
Rjj
= sup
n
|(En)ij|
(Rn)jj
.
Proof. Consider the linear system1V = G1(x0). Since theapproximate Jacobian is givenby (1V)ij =
(Vn+1)ji(Rn)jj + (Rn)ii(Vn)ij for (i, j) ∈ IS. Then for (i, j) ∈ IS, we get that (Vn+1)ji = (Rn)ii(Vn)ji+(En)ij(Rn)jj ,
and a simple induction argument, using V0 = 0, gives us that:
(Vn+1)ji =
n∑
k=1
(Rn)ii
(Rn)jj
· · · (Rk)ii
(Rk)jj
(Ek−1)ij
(Rk−1)jj
+ (En)ij
(Rn)jj
.
This implies that for (i, j) ∈ IS:
|(Vn+1)ji| = |(Vn+1)ij| 
(
1
ij(αij − 1) + 1
)
sup
n
(|En|)ij
(Rn)jj
.
Now, since for i > j: ((2(x0)(V))n)ji = (Vn+1)ji + (Vn+1)ij = 0, then Vn is skew-symmetric.
Since the only other restriction on the Vn’s comes from G1 = 0, then we may choose the unrestricted
elements of Vn to be zero thus to minimize ‖Vn‖. Hence ‖Vn‖ = supi,j(Vn)ij = sup(i,j)∈IS(Vn)ij and
this proves (ii). Now, to prove (i) notice that in this case IS = {(i, j) : i > j}, and the result follows
immediately from (ii). 
Lemma 7.5 (Bounds on ‖−11 G′1(x0) − I‖). Given the conditions as in Lemma 7.4, and if the operator 
satisfies ‖−1G′(x0) − I‖  δ, then
(i) If the operators Rk are integrally separated for all k, then
δ  sup
i>j
(
ijωij
|Wij|
Rjj
)
,
where
|Wij|
Rjj
:= supn (Wn)ij(Rn)jj , and (Wn)ij :=
(
((G′1(x0) − 1)X)n
)
ij , with X satisfying ‖X‖ = 1.
(ii) In general, if the operators Rk have an integral separation structure, then
δ  sup
(i,j)∈IS
(
ijωij
|Wij|
Rjj
)
,
where
|Wij|
Rjj
:= supn (Wn)ij(Rn)jj , and (Wn)ij :=
(
((G′1(x0) − 1)X)n
)
ij , with X satisfying ‖X‖ = 1.
Proof. For this, we write 
−1
1 G
′
1(x0) − I = −11 (G′1(x0) − 1), then for (i, j) ∈ IS, we have(
G′1{Qk}
)
n
({Vk}) = lowIS{V∗n+1(Rn + En)Qn + Q∗n+1(Rn + En)Vn}.
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Then to bound the norm of the operator 
−1
1 (G
′
1(x0)−1), we will bound the supremum of the norm
of all the vectors 
−1
1 (G
′
1(x0)−1)X , where ‖X‖ = 1. To do this Let V = −11 (G′1(x0)−1)X . Hence
1V = (G′1(x0) − 1)X .
Now, for (i, j) ∈ IS,
((1V)n)ij = (Vn+1)ji(Rn)jj + (Rn)ii(Vn)ij,
and
(Wn)ij =
(
((G′1(x0) − 1)X)n
)
ij
=
∞∑
k=1
(Xn+1)ki(En)kj +
∞∑
k=1
(En)ik(Xn)kj +
∑
k<j
(Xn+1)ki(Rn)kj +
∞∑
k>i
(Rn)ik(Xn)kj
Since, we have
(Vn+1)ji = (Rn)ii(Vn)ji + (Wn)ij
(Rn)jj
Hence, via an induction-type argument, we get that
(Vn+1)ji =
n∑
k=1
(Rn)ii
(Rn)jj
· · · (Rk)ii
(Rk)jj
(Wk−1)ij
(Rk−1)jj
+ (Wn)ij
(Rn)jj
for all(i, j) ∈ IS. (19)
Which by using the integral separation assumption implies that
|(Vn+1)ji| 
(
1
ij(αij − 1) + 1
)
sup
n
(Wn)ij
(Rn)jj
By applying the Cauchy–Schwartz inequality, with ‖X‖ = 1 we get
|Wij|
Rjj
:= sup
n
(Wn)ij
(Rn)jj
 sup
n
(Rn)
−1
jj ωij
⎛⎝‖(En).j‖ + ‖(En)i.‖ + j−1∑
k=1
‖(Rn)kj‖ +
∞∑
k=i+1
‖(Rn)ik‖
⎞⎠
Using a similar argument to the one used in the proof of Lemma 7.4, we choose (Vn)ij = 0 for all
(i, j) /∈ IS. Thus, the above inequality implies that δ  sup(i,j)∈IS
(
ijωij
|Wij|
Rjj
)
, which proves (ii).
To prove (i), notice that it is a special case of (ii) as IS = {(i, j) : i > j}. 
Lemma 7.6 (Bounds on |‖−1G′′(x)‖). Given the conditions in Lemmas 7.4 and 7.5, and if the operator
 satisfies ‖−1G′′(x0)‖  K, then
(i) If the operators Rk are integrally separated for all k, then K  max{K1, K2, K3}, where
K1 = maxi1 ωniiKii, K2 = maxi>j ωnijijKji, K3 = maxi>j ωnijijKij,
Kii = ∑∞k=1 (ωnik)−2.
For i>j: Kji= supn 2(Rn)jj
∑∞
k=1(ωnik)−1(ωnjk)−1+2
∑∞
k=1
∑∞
l=1(ωnki)−1[|(Rn)kl|+|(En)kl|](ωnlj)−1,
and
Kij = supn 2∑∞k=1(ωnik)−1(ωnjk)−1 + 2∑∞k=1∑∞l=1(ωnki)−1[|(Rn)kl| + |(En)kl|](ωnlj)−1
(ii) More generally, if the operators Rk have an integral separation structure, then
K  max{K1, K2, K3}, where K1 = max
i1
ωniiKii, K2 = max
(i,j)∈IS ω
n
ijijKji, K3 = max
(i,j)∈IS ω
n
ijijKij,
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and Kii =
∞∑
k=1
(ωnik)
−2 for all i. For (i, j) ∈ IS:
Kji = supn 2(Rn)jj
∞∑
k=1
(ωnik)
−1(ωnjk)−1 + 2
∞∑
k=1
∞∑
l=1
(ωnki)
−1[|(Rn)kl| + |(En)kl|](ωnlj)−1, and
Kij = supn 2
∞∑
k=1
(ωnik)
−1(ωnjk)−1 + 2
∞∑
k=1
∞∑
l=1
(ωnki)
−1[|(Rn)kl| + |(En)kl|](ωnlj)−1
Proof. First of all, notice that G′′(x) is a constant operator, i.e. it does not depend on x. This is expected
since G is a quadratic operator in x. So, any upper bound for ‖−1G′′(x0)‖ will work for ‖−1G′′(x)‖
for all x as well. Let V = −1G′′(x0), then V = G′′(x0), and similar to the previous two lemmas,
we will end up with an equation on the form lowIS(Vn+1Dn + DnVn) = Wn, where Dn = diag(Rn),
(Wn)ij = [Xn+1(Rn + En)Yn + Yn+1(Rn + En)Xn]ij for (i, j) ∈ IS, and the objective is to find an upper
bound to |(Vn)ij| for all i, j over all choices of ‖X‖ = 1 = ‖Y‖.
This implies that for (i, j) ∈ IS we have
(Vn+1)ji = −(Rn)ii(Vn)ij + (Wn)ij
(Rn)jj
,
whereWn = (G′′1(x0))n.
Moreover, the equation 2V = G′′2(x0) implies that for i  j we have
(Vn+1)ij + (Vn+1)ji = (Xn+1Y∗n+1 + Yn+1X∗n+1)ji (20)
The last two equations yield the following for (i, j) ∈ IS:
(Vn+1)ji = (Rn)ii[(Vn)ij − (XnY
∗
n + YnX∗n )ji] + (Wn)ij
(Rn)jj
=: (Rn)ii(Vn)ij
(Rn)jj
+ (W˜n)ij
and
(Vn+1)ij = (Rn)ii(Vn)ij − (Wn)ij
(Rn)jj
+ (XnY∗n + YnX∗n )ji =:
(Rn)ii(Vn)ij
(Rn)jj
+ (Wn)ij
Therefore, we have that for (i, j) ∈ IS:
|(Vn + 1)ji|  ij · |(W˜n)ij| and |(Vn + 1)ij|  ij · |(Wn)ij|,
From Eq. (20) we see that for i = j, we have that 2Re(Vn+1)ii = [XTn+1Yn+1 + YTn+1Xn+1]ii. So, for|ωnij(Xn+1)ij| = 1 and |ωnij(Yn+1)ij| = 1 for all i, j we have
|Re(Vn+1)ii| 
∞∑
k=1
(ωnik)
−2 =: Kii.
Now, the system of equations (16) does not imply any restrictions on Im(Vn)ii, or on (Vn)ij for (i, j) /∈ IS
and i = j. Since we are interested in finding a solution with smallest possible norm so as to yield the
tightest possible bound, then we may take Im(Vn)ii = 0, and (Vn)ij = 0 for (i, j) /∈ IS and i = j for all
n.
To obtain bounds on K , we have that for (i, j) ∈ IS:
|W˜ij|  sup
n
2
(Rn)jj
∞∑
k=1
ωnik
−1
ωnjk
−1 + 2
∞∑
k=1
∞∑
l=1
ωnki
−1[|(Rn)kl| + |(En)kl|]ωnlj−1 =: Kji
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We also have
|Wij|  sup
n
2
∞∑
k=1
ωnik
−1
ωnjk
−1 + 2
∞∑
k=1
∞∑
l=1
ωnki
−1[|(Rn)kl| + |(En)kl|]ωnlj−1 =: Kij,
Next, set K1 = max1i ωniiKii, K2 = max(i,j)∈IS ωnijijKji, K3 = max(i,j)∈IS ωnijijKij , so that we have
K  {K1, K2, K3}.
This proves (ii), and to prove (i), notice that it is a special case of (ii) when (i, j) ∈ IS is equivalent to
i > j. 
Before we state our main result we discuss the assumptions needed in order to apply the theorem.
In particular, we assume that the sequence of operators {An}∞n=0 and the initial unitary operator are
such that the discrete QR process:
Q˜n+1R˜n = AnQ˜n, n = 0, 1, . . . .
is well defined. Our result is applicable to certain finite dimensional approximations of infinite di-
mensional operators. In addition, we assume that the blocking defined by the integral separation in
the problem is such that all such blocks are finite dimensional, except possibly for an infinite dimen-
sional block corresponding to Lyapunov exponents of −∞. An application where these assumptions
are important is in [3] where the An and Q0 have the block form
An =
⎛⎝Afn 0
0 0
⎞⎠ Q˜0 =
⎛⎝Q˜ f0 0
0 I
⎞⎠
with A
f
n a finite dimensional invertible matrix and Q˜
f
0 a finite dimensional unitary matrix. This corre-
sponds to the case of a finite number of finite Lyapunov exponents together with an infinite number
of Lyapunov exponents of −∞. We also note that this applies to infinite dimensional operators that
do not have bounded inverses such as that considered in Section 9 in which the Ans correspond to
transition fundamental operator solutions of a diffusion equation. We obtain componentwise bounds
in the next theorem when the error as characterized by the Ens is small as compared to the strength
of the integral separation and the size of the off diagonal elements of the Rns.
Theorem7.7. Suppose for a sequenceof operators {An}∞n=0 actingonaHilbert space, thediscreteQRprocess
is well defined and the integral separation structure results in finite dimensional blocks except possibly for
an infinite dimensional block corresponding to Lyapunov exponents of −∞. If the corresponding bounds
on η, δ, and K as in Lemmas 7.4, 7.5, and 7.6 hold respectively in each case, then we obtain the following:
If δ < 1 and h := ηK
(1−δ)2 <
1
2
, then the conclusion of the Newton–Kantorovich theorem, Theorem 5.1
holds. In particular, there exists a sequence of operators {Qn}∞n=0, with Q0 = I such that
Qn+1Rn = [Rn + En]Qn, n = 0, 1, 2, . . . ,
and ‖Qn − I‖  r0 = 2η(1−δ)(1+√1−2h) . Furthermore, if r0 < 1, then the operators Qn will be invertible,
and hence unitary for all n.
Proof. The proof for the bounds have been given in the previous Lemmas 7.4, 7.5, 7.6. The existence
of the sequence {Qn}n as the zero of our operator G is a direct application of the Newton–Kantorovich
theorem, see Theorem 5.1. The unitary property of the Qn’s on the other hand is not obvious from
(16) since on an infinite dimensional Hilbert space, QQ∗ = I is not enough for the orthogonality
of the operator Q as opposed to the case of a finite dimensional space. Now, the application of the
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Newton–Kantorovich theorem to our problem yields that ‖Qn − I‖  r0 for all sufficiently large n, so
if r0 < 1, then Qn = I − (I − Qn) is invertible, and hence unitary for all n. 
8. The error in the exponents
With the standing assumption on the family of operators {Rn} having an integral separation struc-
ture, we recognize two cases. The first, is the case of the upper triangular operators Rn being integrally
separated, and by that we mean that their diagonal elements are integrally separated. Then there is
the more general case where the operators Rn’s have an integral separation structure. In this case, the
operators Rn have an upper block-diagonal structure where the diagonal elements of each block are
non-integrally separated.
These cases are motivated by the stability results in the finite dimensional case as can be found in
[1,20]. In thefinitedimensional case, if theupper-triangular system yn+1 = Rnyn hasdistinct Lyapunov
exponents, then the stability of these exponents is equivalent to the Rn’s being integrally separated.
On the other hand, if some exponents are repeated, then there exists a Lyapunov transformation
of the system (i.e. a change of variables that yields a different system zn+1 = R˜nzn with the same
Lyapunov exponents) such that the newer systemhas a coefficientmatrix that is upper block-diagonal.
In this case, the stability of the exponents is equivalent to the diagonal elements being integrally
separated if they belong to distinct blocks, and non-integrally separated if they belong to the same
block.
8.1. The integrally separated case
In this caseweassume that theoperatorsRn,Rn haveanupper triangular representation for alln, and
the diagonal elements are integrally separated. Now the exact and approximate Lyapunov exponents
are computed in terms of the diagonal elements of Rn, Rn respectively.
Our objective is to find bounds on the error when approximating these exponents. To proceed
and make things more precise, let λi and μi be the ith exact and approximate Lyapunov exponents,
respectively. Then we have
λi = lim sup
n→∞
1
n
log
∏
i
(Rn)ii, and
μi = lim sup
n→∞
1
n
log
∏
i
(Rn)ii.
Hence, the error |λi − μi| = lim supn→∞ 1n
∑
log
∣∣∣ (Rn)ii
(Rn)ii
∣∣∣.
Now, recall that
Rn = Q∗n+1(Rn + En)Qn
= (Q∗n+1 − I + I)(Rn + En)(Qn − I + I)
= (Q∗n+1 − I)(Rn + En)(Qn − I) + (Q∗n+1 − I)(Rn + En) + (Rn + En)(Qn − I) + (Rn + En).
Therefore
(Rn)ii =
∑
r,s
(Q∗n+1 − I)ir(Rn + En)rs(Qn − I)si +
∑
r
(Q∗n+1 − I)ir(Rn + En)ri
+∑
r
(Rn + En)ir(Qn − I)ri + (Rn + En)ii.
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This implies that
(Rn)ii
(Rn)ii
= ∑
r,s
(Q∗n+1 − I)ir
(Rn + En)rs
(Rn)ii
(Qn − I)si +
∑
r
(Q∗n+1 − I)ir
(Rn + En)ri
(Rn)ii
+∑
r
(Rn + En)ir
(Rn)ii
(Qn − I)ri + (En)ii
(Rn)ii
+ 1
=: 1 + Xn,i.
Which in turn yields∣∣∣∣∣ (Rn)ii(Rn)ii
∣∣∣∣∣  1 + |Xn,i|
 1 +
∣∣∣∣∣ (En)ii(Rn)ii
∣∣∣∣∣+∑
r,s
ρriρsi
∣∣∣∣∣ (Rn + En)rs(Rn)ii
∣∣∣∣∣+∑
r
ρri
(∣∣∣∣∣ (Rn + En)ri + (Rn + En)ir(Rn)ii
∣∣∣∣∣
)
,
where the ρij ’s are the bounds we get from the Newton–Kantorovich theorem such that |(Qn − I)ij| 
ρij .
Now, let Yn,i :=
∣∣∣ (En)ii
(Rn)ii
∣∣∣+∑r,s ρriρsi ∣∣∣ (Rn+En)rs(Rn)ii ∣∣∣+∑r ρri ∣∣∣ (Rn+En)ri+(Rn+En)ir(Rn)ii ∣∣∣.
Write log
∣∣∣ (Rn)ii
(Rn)ii
∣∣∣ = log(1 + Yn,i) = Yn,i + O(Y2n,i). Then we have proved
Proposition 8.1. Given all the above, we have the following bound
1
N
N∑
n=1
log
∣∣∣∣∣ (Rn)ii(Rn)ii
∣∣∣∣∣  1N
N∑
n=1
log(1 + Yn,i),
where Yn,i =
∣∣∣ (En)ii
(Rn)ii
∣∣∣+∑r,s ρriρsi ∣∣∣ (Rn+En)rs(Rn)ii ∣∣∣+∑r ρri ∣∣∣ (Rn+En)ri+(Rn+En)ir(Rn)ii ∣∣∣.
Hence, the error in approximating the Lyapunov exponents is bounded as follows
|λi − μi| = lim sup
N→∞
1
N
N∑
n=1
log
∣∣∣∣∣ (Rn)ii(Rn)ii
∣∣∣∣∣  lim supN→∞ 1N
N∑
n=1
log(1 + Yn,i).
The following corollary provides sufficient conditions for the convergence of the approximate ex-
ponents to the exact ones.
Corollary 8.2. Assuming that the previous proposition holds, and if
(i)
∑N
n=1
∣∣∣ (En)ii
(Rn)ii
∣∣∣ = o(N), e.g. if ∣∣∣ (En)ii
(Rn)ii
∣∣∣ is bounded, and
(ii)
∣∣∣ (Rn)rs
(Rn)ii
∣∣∣ is uniformly bounded for all r, s, e.g. if the operators Rn have diagonal representation.
Then the approximated Lyapunov exponents will converge to the exact ones as N → ∞.
8.2. The general case of operators with an integral separation structure
In this casewe assume that the operators Rn are not necessarily upper triangular but have an upper,
block-diagonal structure such that
(i) The blocks along the diagonal are finite dimensional and the Lyapunov exponents of each block
of the system zn+1 = Rnzn are identical, but stable, and
(ii) The diagonal entries of any two distinct blocks are integrally separated.
For each one of the above mentioned blocks, the following iterations still hold, per block, for the
corresponding systems
yn+1 = Rnyn, and zn+1 = Rnzn = (Rn + Fn)zn,
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where Fn = (Q∗n+1−I)(Rn+En)(Qn−I)+(Q∗n+1−I)(Rn+En)+(Rn+En)(Qn−I)+En. Our objective is
to bound the error in approximating the Lyapunov exponents of the first system by those of the second
(perturbed) system. we will also require one additional assumption on the (block) operators Rn.
Following [1], we will assume that the unperturbed system has both upper and lower functions,
that is, we will assume the following There exists functions Un,i, un,i such that ∀α  1, there exists
positive constants dα,u, Dα,U such that
∀i > 0 : dα,uun,iα−i  ‖Rn+i · · · Rn+1‖  Dα,UUn,iαi. (21)
Applying the variations of parameters formula to the perturbed system, we get
zn = Rn−1 · · · R0z0 +
n−1∑
j=0
Rn−1 · · · Rj+1Fjzj
For the product in the previous line,wewill assume that the product over an empty indexing set equals
1.
Now, (21) yields that ‖zn‖  Dα,U ∏n−1m=0 Umαn‖z0‖ +∑n−1j=0 Dα,U ∏n−1m=j+1 Umαn−j−1‖Fj‖‖zj‖.
Write Xn = α−n∏n−1
m=0 Um
‖zn‖. Then Xn satisfies the following inequality
Xn  Dα,U‖z0‖ +
n−1∑
j=0
Dα,U
α
‖Fj‖Xj
But then the discrete Gronwall inequality implies that
Xn  Dα,U‖z0‖ exp
⎛⎝n−1∑
j=0
Dα,U
α
‖Fj‖
⎞⎠
Hence
‖zn‖  Dα,Uαn
n−1∏
m=0
Um‖z0‖ exp
⎛⎝n−1∑
j=0
Dα,U
α
‖Fj‖
⎞⎠
So
1
n
log ‖zn‖  1
n
log(Dα,U‖z0‖) + log α + 1
n
log
n−1∏
m=0
Um + 1
n
⎛⎝n−1∑
j=0
Dα,U
α
‖Fj‖
⎞⎠ .
Similarly, using the lower sequences {um}, we get that
1
n
log ‖zn‖  1
n
log(dα,u‖z0‖) − log α + 1
n
log
n−1∏
m=0
um + 1
n
⎛⎝n−1∑
j=0
dα,u
α
‖Fj‖
⎞⎠ .
Recalling that the upper and lower central exponents for the system yn+1 = Rnyn, are defined via
 = lim sup
n→∞
1
n
log
n−1∏
m=0
Um, ω = lim inf
n→∞
1
n
log
n−1∏
m=0
um, respectively.
In general, the upper and lower central exponents bound the Lyapunov exponents from above and
below, respectively. In the case the system has equal, but stable, Lyapunov exponents λ1 = · · · =
λn = λ, then by Theorem 5.4.9 of [1] we have that
ω = λ = .
The following theorem summarizes the above work.
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Theorem 8.3. Given the above assumptions, and if λi,μi denote the exact and approximated ith Lyapunov
exponents respectively, then
dα,u
α
lim inf
n→∞
1
n
n−1∑
j=0
‖Fj‖ − log(α)  μi − λi  log(α) + Dα,U
α
lim sup
n→∞
1
n
n−1∑
j=0
‖Fj‖.
The next theorem gives an explicit bound on the norm of the error operators Fn.
Theorem 8.4. Given |(Qn − I)ij| < ρij for all n, then we have
‖Fn‖ 
(
‖ρ‖2 + 2‖ρ‖
)
‖Rn + En‖ + ‖En‖,
where ‖.‖ is the operator supremum norm we defined in (7.2).
Proof. For any n, we have Rn = Q∗n+1(Rn + En)Qn = Rn + Fn. Hence, for any n, i, j
(Fn)ij =
∑
r,s
(Qn+1)ri(Rn + En)rs(Qn)sj − (Rn)ij
= ∑
r =i,s =j
(Qn+1)ri(Rn+En)rs(Qn)sj+
∑
r =i
(Qn+1)ri(Rn+En)rj+
∑
s =j
(Rn + En)is(Qn)sj+(En)ij
This implies that we have
|(Fn)ij| 
∑
r =i,s =j
ρriρsj|(Rn + En)rs| +
∑
r =i
ρri|(Rn + En)rj| +
∑
s =j
ρsj|(Rn + En)is| + |(En)ij|

⎛⎝ ∑
r =i,s =j
ρriρsj +
∑
r =i
ρri +
∑
s =j
ρsj
⎞⎠ ‖Rn + En‖ + ‖En‖
 (‖ρ‖2 + 2‖ρ‖)‖Rn + En‖ + ‖En‖,
and we are done by taking the supremum over i, j. 
Finally, we conclude this section by giving a sufficient and easier to verify condition to yield the
additional boundedness assumption, condition (21), on the operators Rn’s in the casewhere the blocks
along thediagonal are of size 2×2. This is a nontrivial case and is rather important since it explainswhy
the Hilbert space in our problemwas chosen to be over the field of complex numbers. In practice, most
boundary value problems are formulated over real Hilbert spaces. But even then, complex eigenvalues
of the differential operator may arise in conjugate pairs, and thematrix representation of thematrices
Rn, with respect to the complete basis of eigenfunctions, would consist of real eigenvalues on the
diagonal and 2 by 2 blocks corresponding to the complex ones. See the example in the next section for
comparison.
For the next theorem, we will assume that the operators Rn are 2 × 2 matrices for all n, such that
the diagonal elements are non-integrally separated, i.e., they are not integrally separated, and that for
any α > 1, there existsMα > 0 such that for all t  s  0, and for 1  i, j  2 we have
1
Mα
α−(t−s+1) 
t∏
n=s
(R
(k)
n )ii
(R
(k)
n )jj
 Mαα(t−s+1), and
Theorem 8.5. Suppose that the matrices Rn satisfy
|(Rn)ij|
|(Rn)ii|   for all n, for all i < j, for some positive
constant . Then, the condition (21) will hold with u(n, i) = (Rn+1)22 · · · (Rn+i)22, and U(n, i) =
(Rn+1)11 · · · (Rn+i)11, dα,u = min{ α−1Mα , 1Mα , α}, Dα,U = max{1,Mα, 1+Mαα−1 }.
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Proof. A formal proof would proceed by induction on n, i, alternatively, we will provide a sketch of
the proof. It is fairly straightforward to see how induction will work by noticing the following. First,
denote P(n, i) := Rn+i · · · Rn+1. Notice that U(n, i) = (P(n, i))11, and u(n, i) = (P(n, i))22 and we
get the following
(i) 1
U(n,i)
P(n, i)11 = 1.
(ii) 1
U(n,i)
P(n, i)22 = P(n,i)22P(n,i)11 , thus | 1U(n,i)P(n, i)22|  Mααi
(iii) 1
U(n,i)
P(n, i)12 = P(n,i−1)12P(n,i−1)11 +
(Rn+i)12P(n,i−1)22
(Rn+i)11P(n,i−1)11 , which yields
1
U(n, i)
P(n, i)12  Dααi−1 + Mααi−1  Dααi.
So, Dα has to satisfy Dα  Mαα−1 . Since we are using the supremum norm, (i) through (iii) imply
that the choice Dα = max{1,Mα, Mαα−1 } will suffice for the right hand inequality in (21).
For the left hand inequality, and by using the property that ‖ 1
P(n,i)
‖  ‖(P(n, i))−1‖, it is enough
to show that u(n, i)‖P(n, i)−1‖  αi
dα
. But then it can be shown, using a similar approach to the first
inequality, that the choice dα = min{ α−1Mα , 1Mα , α} will do. 
Remark 1. In case of the Sacker–Sell spectrum, and in view of formula (2.22) and Theorem 6.1 in [20],
we have that the Sacker–Sell spectral intervals are given by [μi, γi], where
μi = lim inf
n→∞
⎡⎣inf
m
1
n
m+n−1∑
k=m
log((Rk)ii)
⎤⎦ , and (22)
γi = lim sup
n→∞
⎡⎣sup
m
1
n
m+n−1∑
k=m
log((Rk)ii)
⎤⎦ . (23)
Then, similar to the error bounds for the Lyapunov exponents, an error bound for the Sacker–Sell
spectrum could be obtained.
9. Example
Consider the following boundary value problem
ut = a(t)uxx + b(t)u, (24)
where a(t) > 0 for all 0  t  1, with u(0) = 0 = u(1). To guarantee the integral separation
of the columns of the operators Rk ’s, we will assume that
∫ t
s (a(τ ) − a˜)dτ  a(t − s) − d for all
t > s, for some a > 0, d > 0. Using standard separation of variables techniques, or equivalently by
diagonalizing the Laplacian operator, Eq. (24) can be reduced to vt = Lv, where L is a diagonal operator.
Writing v(x, t) = ∑n v(n)(t)φn(x), then for each n, we have v(n)t = (b(t) − n2a(t))v(n), which can be
solved easily and we get v(n)(tk+1) = v(n)(tk)e
∫ tk+1
tk
[b(s)−n2a(s)]ds
, where tk = kt. Note here that the
operators Ak are simply the diagonal operators diag(e
∫ tk+1
tk
[b(s)−n2a(s)]ds
).
Notice that the above work implies that for the system (24), we have that the operators Rk are
diagonal for all k, and (Rk)nn = e
∫ tk+1
tk
[b(s)−n2a(s)]ds
. This implies that for all i > j, ωnij = 1 and
λij = e(i2−j2)at = λi2−j2 , where λ = eat . This implies thatij = 1+ λi
2−j2
λi
2−j2−1 = 2+
1
λi
2−j2−1 . This
implies that for all i > j: 2 < ij  2 + 1λ−1 .
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9.1. Bounds on ‖−1G(x0)‖
Recalling the bound that had been proved in Lemma 7.4, using what we have for (Rn)jj , and by
choosing the weights ωnij = 1/ij , we get
η  sup
i>j
{sup
n
(
|(En)ij|/e
∫ tn+1
tn
(b(τ )−j2a(τ ))dτ
)
}.
9.2. Bounds on ‖−1G′(x0) − I‖
Recalling the bound on δ from Lemma 7.5 above, we have
δ  sup
i>j
(
ijωij
|Wij|
Rjj
)
,
where
|Wij|
Rjj
:= supn |(Wn)ij|(Rn)jj , and (Wn)ij :=
(
((G′1(x0) − 1)X)n
)
ij , with X satisfying ‖X‖ = supn
supi,j |Xij| = 1.
For our example, and since the operators Rn are all diagonal, this means we may set the error
operators to follow suit. So in this case, for i > j, we have (Wn)ij = (Xn+1)ji(En)jj(Rn)jj , and we have
δ  sup
i>j
(
ijωij sup
n
|(Wn)ij|
(Rn)jj
)
 sup
i>j
(
ij sup
n
|(En)jj|
(Rn)jj
)
.
Remark. Notice that if we choose the weights to be time dependent, i.e. dependent on n, such that for
any i, j: ωn,ij → 0 as n → ∞. Then this implies that δ = 0 above.
9.3. Bounds on ‖−1G′′(x0)‖
From Lemma 7.6, and since our operators Rn are diagonal and integrally separated, we get that
K  max{K1, K2, K3}, where
K1 = maxi1 ωniiKii, K2 = maxi>j ωnijijKji, K3 = maxi>j ωnijijKij,
Kii = ∑∞k=1 (ωnik)−2, for i > j: Kji = supn 2(Rn)jj ∑∞k=1(ωnik)−1(ωnjk)−1 + 2∑∞k=1∑∞l=1(ωnki)−1
[|(Rn)kl| + |(En)kl|](ωnlj)−1, and
Kij = supn 2∑∞k=1(ωnik)−1(ωnjk)−1 + 2∑∞k=1∑∞l=1(ωnki)−1[|(Rn)kl| + |(En)kl|](ωnlj)−1.
9.4. The h < 1/2 condition
NowapplyingTheorem5.1,weget that the sequence {Qn}will converge to auniqueunitary operator
Q∗ if h = ηK
(1−δ)2 <
1
2
. In this case we have ‖Q∗ − Q0‖  ηh(1−δ) .
For our example, the condition h < 1/2 translates into a condition on
|(En)ij|
(Rn)jj
as follows. Suppose
that we have that
ηK  sup
i>j
(
sup
n
|(En)ij|
(Rn) jj
)
K <
1
2
(1 − δ)2.
This implies the following condition on
|(En)ij|
(Rn)jj
:
sup
i>j
(
sup
n
|(En)ij|
(Rn)jj
)
<
(1 − δ)2
2K
.
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Remark. In the case of time dependent weights, we have δ = 0, and we get the following simplified
bound
sup
i>j
(
sup
n
|(En)ij|
(Rn)jj
)
<
1
2K
.
Finally, the error bounds of the Lyapunov exponents given by Proposition 8.1 are given by |λi − μi| 
lim supN→∞ 1N
∑N
n=1 log(1+Yn,i),whereYn,i =
∣∣∣ (En)ii
(Rn)ii
∣∣∣+∑r =s ρriρsi ∣∣∣ (En)rs(Rn)ii ∣∣∣+∑r =i ρri ∣∣∣ (En)ri+(En)ir(Rn)ii ∣∣∣+∑
r ρ
2
ri
(Rn)rr
(Rn)ii
+ 2ρii.
10. Conclusion
We developed a quantitative perturbation theory for the approximation of stability spectra of se-
quences of infinite dimensional operators based on an infinite dimensional discrete QR technique for
determining Lyapunov exponents and Sacker–Sell spectrum. The results obtained are quite general,
they apply in the case of operators on a real or a complex Hilbert space and they apply in the case of
stable but not necessarily distinct Lyapunov exponents. Perturbation bounds are obtained by posing
an appropriate zero finding problem and applying the Newton–Kantorovich theorem to establish con-
crete, component-wise bounds through the use of a weighted norm.We applied the results to a linear
parabolic partial differential initial value problem to illustrate the impact of the results developed here.
Of future interest is extending the results in [12,13] on determining the stable and unstable subspaces
to operators on a Hilbert space which has application to some PDE eigenvalue problems [2], pertur-
bation theory for Lyapunov exponents for finite dimensional approximations of linear, time-varying,
retarded delay equations, and the possible extension of these ideas to products of operators on Banach
spaces (see, e.g., [21,22]) in which the QR process is replaced by appropriate projections.
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