Abstract-In this paper, the level of corrosion and the corrosion rate of 304 stainless steel induced by sulfatereducing bacteria were studied using electrochemical noise. The noise data were analyzed by time domain and frequency domain combined with the observations of optical microscope. And the corrosion was divided into four categories: passivation, pitting induction period, pitting and uniform corrosion. The traditional method for electrochemical noise analysis has lag shortcomings, so the feasibility study on Hilbert-huang Transform and BP Neural Network on intelligent recognition method for microbiologically influenced corrosion was conducted. The results showed that the use of Hilbert-huang Transform for feature extraction can characterize the level of corrosion;BP Neural Network could identify passivation, pitting induction period and pitting correctly, and recognition effect for uniform corrosion would be improved. A feasible way of analyzing electrochemical noise data real-time and intelligent was provided on this paper, and it was hoped that the analyzing method could provide theoretical basis in the identification of the extent of corrosion in practice to take preventive measures timely.
I. INTRODUCTION
Microbiologically Influenced Corrosion (MIC) are prevalent in industrial cooling water systems. It can lead to sticky mud deposition, low heat transfer efficiency in heat transfer equipment. Partial perforation of pipeline would happen if the situation is serious, resulting in industry shutdown and huge economic losses [1] . Sulfate Reducing Bacteria (SRB) is main strains in industrial cooling water, and it is one of the main causes inducing MIC [2] [3] . The 304 stainless steel is the main material for heat exchanger, so the study of corrosion of 304 stainless steel induced by SRB is important.
Electrochemical noise measurement is an in situ and non-destructive electrochemical measurement method, and it does not need to impose the measured disturbance signal on the measurement system. It does not interfere with microbial growth and reproduction, thus, electrochemical noise measurement method is very suitable for microbial-induced corrosion [4] . Electrochemical noise analysis is generally divided into time-domain analysis and frequency domain analysis. Electrochemical noise data was analyzed by standard deviation, noise resistance, power spectral density and wavelet analysis [5] [6] [7] [8] , combined with optical microscope observation. According to the analyzed results, corrosion of stainless steel was classified. However, the basic electrochemical noise analysis must be carried out after the experiment. It is not on-line and real-time analysis, so it have a significant lag.
In this paper, a feasible way of identifying corrosion types intelligently based on Hilbert-huang Transform and BP Neural Network was studied, and it was expected to achieve real-time analysis for monitoring data, and then make preventive measures timely.
II. EXPERIMENTAL SYSTEM AND EXPERIMENTAL

METHOD
Sulfate-reducing bacteria for experiments took from the Songhua River, and it was placed in incubator (29 士 1 ℃) after the enrichment and purification. Medium for experiments used API-RP38 medium [9] , and its ingredients is shown in Table I . CHI660C electrochemical workstation produced by Shanghai Chen Hua Instrument was used into electrochemical noise measurement. Measurement route back was the classic three-electrode system, including reference electrode was saturated calomel electrode (SCE), and the working electrode was 304 stainless steel (chemical composition is shown in Table Ⅱ ). The working area of the working electrode was 1 2 cm . Taking the comparison test, and two electrodes were placed in erlenmeyer flask with culture medium inoculated with SRB and without any strains.
Experimental sampling interval for electrochemical noise measurement was 1 second, and the test period was 29 days. The test was taken four times a day, and measurement time for each sample was 2048 seconds. 
A. Principles of Electrochemical Noise
Electrochemical noise is random non-equilibrium fluctuations of the system's electrical state parameters in the evolution of dynamical systems of the electrochemical reaction on the surface of electrode. Electrochemical noise generates from the electrochemical system itself, and the measured signal is the fluctuations of potential on the surface of the working electrode and current between the working electrode over time. It does not impose outside disturbance on the surface of the measured electrode. The disturbance can change the electrode reaction which happens on the surface of the electrode. Thus, the electrochemical noise measurement is an in situ, non-destructive, non-interference method of detecting the electrode, and it is the forefront of the study on the electrochemical measurements.
B. Analysis of Electrochemical Noise Data
There was significant DC drift on signal spectrum of electrochemical noise, and it could affect the analyzed results obviously, so the DC drift must be removed before analyzing experimental data [10] [11] . Fig.1 showed the original electrochemical noise signal and the electrochemical noise signal after removing DC drift.
Standard deviation, noise resistance and power spectral density were obtained by time domain, frequency domain analysis of the electrochemical noise data after removal of the DC drift. In this paper, electrochemical noise data which measured when stainless steel immersed in the culture medium containing SRB was analyzed. Standard deviation, noise resistances were shown in Fig.2 and Fig.3 . It can be seen that the current standard deviation change was small and noise resistance change was large when 304 stainless steel immersed in medium containing SRB from 1st day to 6th day. It indicated that the corrosion rate was basically zero, because a thin layer of passive film formed on the surface of the stainless steel in the initial soaking. At this time SRB was in the adaptation period, and it grew slowly. So, the stainless steel was not affected. During the 7th day to 23rd day, the standard deviation increased significantly, and noise resistance reduced. Due to the metabolism of SRB speeded up, SRB began to destroy the passive film. Such damage was local, and the early part of this period was Ba l pitting induction period. Significant white noise on power spectral density of potential noise (Fig.4 ) appeared when the stainless steel soaked for 13 days, this was because the pitting of stainless steel gradually increased as the metabolism of SRB increasing. And metastable pitting point became stable loss point. Standard deviation decreases after soaking for 23 days, it revealed that the corrosion rate decreases. This was because the accumulation of metabolic products made the stainless steel surface form a layer of adhesive layer, then uniform corrosion occurred.
Sum up the analyzed results of electrochemical noise above, the types of corrosion during the whole corrosion process were divided into passive, pitting induction period, pitting and uniform corrosion. 
IV. OPTICAL MICROSCOPE OBSERVATION
The bonding material on the surface was removed after the stainless steel soaked in a medium containing SRB. There were obvious corrosion spots on the surface of the stainless steel when observing by optical microscope (Fig.5 ).
V. FEATURE EXTRACTION BASED ON HILBERT-HUANG TRANSFORM
A. Empirical Mode Decomposition
Hilbert-Huang Transform (HHT) is a new timefrequency analysis which can deal with non-linear, nonstationary signal, and it is self-adaptive [12] . HHT consists empirical mode decomposition (EMD) of Hilbert transform. EMD is to decompose the analyzed signal into several Intrinsic Mode Function (IMF). IMF must satisfy two conditions:
(1 ) In the time domain, the number of exceeding zero and extreme values is identical or a difference of 1;
(2) At any point, the average of the signal envelope determined by the local maxima and the envelope determined by the local minimum is zero [13] .
Specific approach is:
Where, m is the average, 1 ( ) v t is envelope above.
( )
v t is envelope below.
Where, h is seen as the new s (t), and repeat the action above until h meet IMF conditions. 
Where,r is seen as the new s(t), and repeat the above process, then, can obtain followed 2 c , 3
c …, .... It can be stopped until r (t) is monotonic trend or |r (t)| is very small. c ,…, n c ,..., and a residual component r. Equation (5) shows that the EMD has the completeness of decomposition.
B. Hilbert Transform (HT)
For the real signal X (t), the HT is
The resolved signal is
Where, a (t) is the instantaneous amplitude.
( )
Where,f (t) is the flow rate.
C. Hilbert Spectrum
Every IMF transforms by HT. 
Where, residual function is omitted, r, Re is the real part. Equation (12) 
HHT analyzes the signal based on the scale features itself, and it avoids human factors. So, it can analyze the characteristics of the signal as soon as possible [14] . This paper attempts to use HHT to extract signal features.
D. Feature Extraction
In this paper, feature extraction and intelligent recognition were contrary to the current noise data as an example. The current noise signal when the stainless steel immersed in the SRB medium was decomposed by EMD. EMD diagram of the current noise when the stainless steel soaked the 4th day (a), 8th day (b), 15th day (c) and 27th day (d) were shown in Fig.6 . It could be seen from the figure that the number of IMF was not necessarily. The IMF components ranged from 7 to 9 after a lot of validation. IMF components which were more than 7 layers were added to the residual component. The feature extraction to the IMF energy was did. Seven IMF components of each sample did the Hilbert transform respectively, and it was according to (14) :
Where, a(t) is the instantaneous amplitude after the signal do the Hilbert transform.
So, the amplitude energy of every IMF component was obtained, and it would be a feature vector [15] . There was one feature vector to one sample, and 7 amplitude energy is in one feature vector. Thus, there were 4 feature vectors one day, and 116 feature vectors at the end of the experiment. 
A. BP Network
Error-Back propagation Network (BP network), also known as multilayer feed-forward network, is a nonfeedback forward network, including input layer, hidden layer and output layer [16] . BP network transforms the input layer vector into output layer vector through hidden layer, to achieve mapping from the input space to the output space. This map associates with the weights of the network, BP network's task is to find a suitable weight to achieve the desired mapping [17] .
BP network has self-learning ability and generalization ability, and it is currently one of the most widely used neural networks [18] .
The three-layer BP network is shown in Fig.7 . There are M nodes in the input layer, and there are L nodes in the output layer. There is only one layer in the hidden layer which has N nodes. 
Where, jk w is the weights of the output layer, and k θ is the threshold of kth node. Corresponding output
C. The Adjustment Rules of Weights in BP Network
The quadratic error function of the input and output mode for each sample is
The error cost function of the system is
Where, P is the sample model number, and L is the output nodes of the network. The question is how to adjust connection weights so that the error cost function E is minimum.
(1) When calculating the nodes of the output layer, pk k a y = , network training rules will make E in each training cycle descent by gradient, and the power factor correction formula is
For simplicity, the subscript of p E is omitted. The k net refers to the input network of kth node in the output layer; η is the searching step size by the gradient 0 < η <1, then
Define error signal of back-propagation in the output layer as
The derivative of (21) on both sides is
Equation (27) type into (26), we can obtain
(2) When calculating the hidden layer nodes, the power factor correction formula is
For simplicity, where, the subscript of p E is omitted,
Define error signal of back-propagation in the hidden layer as ….
Where, 
In order to improve the learning rate, the training rules the weights correction formula in the output layer and hidden layer are coupled with a momentum term. Then, the weights correction formula in the hidden layer and the weights correction formula in the output layer are
Where, η 、 α are the coefficient of the learning rate. η is searching step size of every layer according to the gradient. α is the factor of determining past weight changes on the impact to current weight changes, and it is also known as the memory factor.
D. The Training Steps of BP Neural Network in the
Identification of the System Model:
(1) The initial values of the weights and threshold are set. (7), and then determine whether the number of cycles to reach k = R. If the number of cycles is equal to R, then go to step (7), otherwise go to step (2) . Reread a set of samples, and continue to training network.
(7) The end. BP network makes the input-output problem into a nonlinear optimization problem. The adjustable parameters of the optimize problem increases after adding the hidden nodes, and we can obtain more accurate solution.
E. Identification Results
The number of feature vector was 116. There were 4 feature vectors one day, and there were seven energy values each vector. 100 feature vectors which were randomly extracted accomplished as training samples, and the remaining 16 vectors accomplished as a predictor of samples. The four output categories of samples after training, respectively, corresponded to four types of corrosion. Therefore, the input layer dimension of BP network was 100, and the output layer dimension was 4.
The corrosion results after BP intelligent recognition were shown in Table Ⅲ , and the correct rate was in Table Ⅳ .
VII. CONCLUSION
(1)The electrochemical noise data were analyzed by time domain and frequency domain. From the standard deviation, noise resistance, power spectral density curve analysis combined with optical microscope observations could be drawn: during the stainless steel immersed in a bacterial culture medium from the 1st day to 6th day, the surface of the stainless steel was in a passive state; soaking the 7th day to 12th day the stainless steel was pitting corrosion induction period; soaking the 13th day to 22nd day the stainless steel was pitting period; soaking the 23rd day to 29th day, the stainless steel was uniform corrosion. The corrosion of stainless steel induced by SRB was divided into four categories: passive, pitting induction period, pitting and uniform corrosion;
(2)A feasibility study of intelligent recognition method to corrosion based on Hilbert Huang transform and BP neural network. The results showed: the current noise data after removal of DC drift did EMD and Hilbert transform, and the feature of the amplitude energy of each IMF was extracted. There were 116 feature vectors.100 random feature vectors were trained by BP network, and the remaining 16 feature vectors input to the trained BP network. The forecast results of the passivation, pitting induction period and pitting were better, and the prediction of the uniform corrosion would be increased. In this paper, the identification method provides a new research idea for monitoring MIC online and identifying the types of corrosion real-time in the actual industrial cooling water system. 
