SGL-SVM方法研究及其在财务困境预测中的应用 by 方匡南 & 杨阳
第 35 卷第 8 期
2018 年 8 月
统计研究
Statistical Ｒesearch
Vol． 35，No. 8
Aug． 2018
SGL-SVM方法研究及其在
财务困境预测中的应用
*
方匡南 杨 阳
内容提要:针对分类问题，本文提出了稀疏组 Lasso 支持向量机方法(Sparse group lasso SVM，SGL-
SVM)，即在 SVM模型的损失函数中引入 SGL惩罚函数，能同时进行组间变量和组内变量的筛选。由于
SGL-SVM的目标函数求解比较复杂，本文又提出了一种快速的双层坐标下降算法。通过模拟实验，发
现 SGL-SVM方法在预测效果和变量选择上均要优于其他方法，对于变量具有自然分组结构且组内是稀
疏的数据，本文方法在提高变量选择效果的同时又能提高模型的预测精度。最后，本文将 SGL-SVM 方
法应用到我国制造业上市公司财务困境预测中。
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SGL-SVM with its Application in Forecasting Corporate
Financial Distress
Fang Kuangnan ＆ Yang Yang
Abstract:For classification，we propose sparse group lasso SVM (SGL-SVM)approach to conduct bi-level
variable selection by adding SGL penalty to SVM loss function． Due to the complexity of optimization of SGL-
SVM objection function，we propose a bi-level coordinate descent algorithm． Simulation results suggest that
SGL-SVM is better than other methods both on the performance of prediction and variable selection． For data
with covariate group structure，bi-level selection not only can improve the performance of variable selection but
also can improve the performance of prediction． Finally，we apply the proposed SGL-SVM to forecast
manufacturing corporate financial distress in China．
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一、引言
计算机和数据库技术的快速发展极大地方便了数据的获取和存储，很多部门每天产生大量的
数据，比如股票市场的逐笔交易记录、商业银行交易记录、互联网搜索记录等。同时数据的维度也
越来越高，有些呈几何级数的速度增加，高维数据广泛出现在生物信息、管理科学、经济学、金融学
等领域。对于高维数据，在统计建模时对变量进行筛选是十分必要的，自 20 世纪 90 年代以来，变
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量选择一直是统计学的研究热点之一。
分类方法(Classification)是统计学和机器学习最重要的研究领域之一，也是常见的实际问题。
支持向量机(Support vector machines，SVM)是目前较为主流的机器学习分类方法，由于其在解决小
样本、非线性等的优势以及良好的预测表现，实际应用非常广泛。但是对于高维数据，由于“维度
灾难”以及 SVM黑匣子般的操作导致模型的可解释性差，应用范围受到了一定的限制，尤其是经
济、金融等更注重理论支撑的学科。因此，近年来，SVM 的变量选择问题受到越来越多学者的
关注。
目前，SVM的变量选择方法可分为两大类:一类是两步法，即先筛选变量，再将筛选后的变量
放入 SVM中重新建模，即变量选择独立于 SVM 建模 (Aksu 等，2010［1］;Li 等，2011［2］);另一类是
同时进行变量选择和建模，其基本思想是在 SVM的损失函数上加惩罚函数，即 loss + penalty，而实
现变量选择功能。比如，Bradley 和 Mangasarian(1998)［3］在 SVM的损失函数上加 Lasso 惩罚函数，
提出了 L1-SVM，Guyon等(2001)
［4］提出了 L0-SVM，Chen和 Tian (2010)
［5］提出了 Lp-SVM(0 ＜ p ＜
1)，Zhang (2006)［6］在 SVM损失函数上加 SCAD惩罚函数，提出了 SCAD-SVM。
以上所提的变量选择方法都是仅针对单变量(Individual variable)的选择，但在实际问题中，变
量经常出现分组的情况，比如在生物信息中，疾病的显性因素跟遗传途径(Pathway)及基因有关，而
一个途径由多个基因控制，属于同一遗传途径下的基因作为一组变量来分析;又比如在企业财务困
境预测中，根据成长能力、偿债能力、盈利能力、分红能力等将变量分成几组，每组中由若干个变量
构成。此时，使用单变量选择方法会忽略了变量分组结构中隐含的信息，可能会降低变量选择的效
果，甚至可能会误选变量。因此有些学者开始研究群组变量选择(Group variable selection)的方法。
比如 Yuan和 Lin (2006)［7］提出了 Group Lasso 方法，能够实现对整组变量进行筛选，Wang 等
(2007)［8］提出了 Group SCAD，Huang等(2012)［9］提出了 Group MCP。
Yang和 Zou(2014)［10］提出了计算 Group Lasso的 GMD (Groupwise majorization descent)算法，
并将其应用于 SVM的组变量选择问题。
但是群组变量选择方法有“整组进，整组出”的特点，只能进行组间变量选择而没法对组内变
量进行选择。为了能同时对组间变量和组内变量进行筛选，学者们提出了双层变量选择方法(Bi-
level Selection)，比如 Huang等(2009)［11］提出了 group bridge方法，Breheny和 Huang(2009)［12］提出
了 CMCP(Composite MCP)，Simon 等(2013)［13］提出了 SGL，Fang 等(2015)［14］提出了 adSGL
(Adaptive SGL)的双层变量选择方法。双层变量选择的优点在于既考虑了变量分组的信息，又允
许组内的变量稀疏结构不同，比组变量选择更具有灵活性，相比于逐个单变量选择，它考虑了变量
分组的信息，而且比组变量选择和逐个单变量选择方法的效果更好(Breheny 和 Huang，2009)。因
此，双层变量选择方法在生物等领域受到越来越多的青睐，应用越来越广。
但是以往的研究主要集中在线性模型和 logit模型，对于 SVM双层变量选择的研究是空白的，
相对于线性回归和 logit模型，SVM的损失函数由于其二阶不可导，在计算上难度会更大。本文提
出了 SGL-SVM方法，即在 SVM模型中引入 SGL惩罚函数，实现双层变量选择，能同时进行组变量
和组内变量的筛选。由于 SGL-SVM目标函数的求解比较复杂，本文提出了一种快速的双层坐标下
降算法。通过大量的模拟实验，发现 SGL-SVM方法在预测效果和变量选择上均要优于其他方法，
SGL-SVM既可以筛选出显著变量，提高模型的可解释性，又可以提高 SVM在稀疏组结构数据中的
分类精度。最后，将本文提出的 SGL-SVM方法应用到上市公司财务困境的预测中。上市公司财务
困境预测一直是金融学的研究热点之一，建立一个科学的财务困境预测模型有利于上市公司及时
预防和化解财务困境，并提高上市公司对财务危机的预警管理。
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二、SGL-SVM方法
(一)模型
记因变量 yi ∈{－ 1，1}，i = 1，…，n，1表示一类，－ 1表示另一类，自变量 xn×p ∈Ｒ
p，其中 x已
知可以分为m组，记为 x(1)，x(2)，x(3)，…，x(m)，比如根据成长能力、偿债能力、盈利能力、分红能力等
将变量分成几组，每组中由若干个变量构成。x(l)n×pl ∈ Ｒ
pl，表示第 l 组包含有 pl 变量数。对于线性
SVM等价于最优化:
min 1n∑
n
i = 1
max(0，1 － yixiw)+
λ
2 ‖w‖
2
2 (1)
式(1)中第 1 项为 hinge 损失函数，λ ≥ 0 为调和参数(Tuning parameter)，w 为待估参数。由
于 SVM的 hinge损失函数不可导，一般采用 Huberized hinge (HHSVM)损失函数或者 Squared hinge
(SQSVM)损失函数来近似，本文采用作为 SQSVM的损失函数:
f(w)= 1n∑
n
i = 1
max(0，1 － yixiw)
2 (2)
由于式(1)的惩罚性是 L2 范数，不具有变量选择功能。因此，将式(1)的惩罚项改成 SGL惩罚
函数:
Φ(w)= (1 － α)∑
m
l = 1
p槡 l ‖w
(l)‖2 + α‖w‖1 (3)
所以，SGL-SVM的优化问题变为:
min
w
F(w)= f(w)+ λΦ(w)= min
w
1
n∑
n
i =1
［max(0，1 － yixiw)］
2 + λ1∑
m
l =1
p槡l ‖w
(l)‖2 + λ2‖w‖1
(4)
其中 λ1 = λ(1 － α)，λ2 = λα。令 bi(w)= 1 － yixiw，I(w)≡{i | bi(w)＞ 0}。式(4)的求解
方法借鉴 Vincent(2014)［15］提出的坐标梯度下降法，但要求损失函数为凸函数且二次可导。Fan等
(2008)［16］证明了 SQSVM损失函数的凸性，且一阶导数存在，但其二阶不可导，限制了它的适用范
围。借鉴 Yang和 Zou(2014)的文章，本文采用放松海塞矩阵的上界将其转化为普通的二次函数优
化问题，具体如下:
f(w)≤ f(w0)+ q
T(w － w0)+
1
2 (w － w0)
TH(w － w0)= f(w0)+ q
Tw － qTw0 +
1
2 w
THw
－ 12 (w
T
0Hw + w
THw0)+
1
2 w
T
0Hw0 = f(w0)+ Q(w)－ q
Tw0 +
1
2 w
T
0Hw0 (5)
其中 q = q(w0)，H =
4
n X
TX，Q(w)=
def
(q － Hw0)
Tw + 12 w
THw。
式(4)的优化问题可以简化为经典的二次惩罚函数优化问题，即:
wnew = arg minw (Q(w)+ λΦ(w)) (6)
为了求解式(6)，可以对目标函数进行分组优化，分组分解惩罚函数可得:
Q(w)+ λΦ(w)= Q(w)+ λ∑
m
l = 1
Φ(l)(w(l)) (7)
对于第 k组，优化问题变为:
min
w^∈i pk
Q(k)(^w)+ λΦ(k)(^w) (8)
其中 w^→ Q(w(1)，w(2)，…，w(k－1)，^w，w(k+1)，…，w(m))。
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将 H进行块分解分组表达为:
H =
H11 H12 … H1m
H21 H22 … H2m
   
Hm1 Hm2 … H

mm
其中 HIK 是 pI × pK 矩阵，由于 H的对称性，去掉常数项后，可简化为:
Q(k)(^w)= w^T(q － Hw0)
(k) + 12 (2∑I w^
THkIw
(I) － 2w^THkkw
(k) + w^THkk w^)
= w^T(q(k) +［H(w － w0)］
(k) － Hkkw
(k))+ 12 w^
THkk w^ =
def
w^Tg(k) + 12 w^
THkk w^ (9)
其中，g(k) = q(k) +［H(w － w0)］
(k) － Hkkw
(k)。
最小化目标函数 Q(k)(^w)+ λΦ(k)(^w)= Q(k)(^w)+ λ(1 － α) p槡 k ‖w^‖2 + λα∑
pk
i = 1
w^i 需要
满足其一阶导数为 0，即对 w^求导满足:
g(k) + Hkkw^ + λ1 p槡 ku + λ2v = 0
其中，u是‖w^‖2 的导数，v是‖w^‖1 的导数:
u =
w^
‖w^‖2
w^≠ 0
‖u‖2 ≤ 1 w^ =
{
0
，vj =
sign(^wj) w^j ≠ 0
vj ≤ 1 w^j =
{ 0 (10)
所以，w^ = 0 的充要条件是‖u‖2 ≤ 1 且 vj ≤ 1，由 Simon等(2013)的分析:
‖u‖2 = ‖ －
1
λ1
(g(k) + λ2v)‖
2
= ‖ 1λ1
S(g(k)，λ2)‖
2
≤ 1 (11)
其中:(S(z，λ) )j = sign(zj)( zj － λ)+ (12)
而当 w^≠ 0 时，即目标函数最小化结果不为 0 时，对组内每一个变量进行优化，得到全局最小
值，此时得目标函数为:
Q(k)(^w)+ λΦ(k)(^w)= Q(k)(^w)+ λ(1 － α) p槡 k ‖w^‖2 + λα∑
pk
i = 1
w^i (13)
此时，由于 w^≠ 0，L2 范数可导，将前两项看作损失函数，最后一项看作惩罚函数，对其进行优
化。此时，对于 j = 1，…，pk，梯度方程为:
－ g(k)j －∑ i≠j (Hkk)jiw
(k)
i － (Hkk)jj w^j
(k) = λ1 p槡 k
w^j
(k)
‖w^(k)‖2
+ λ2vj (14)
其中 w^j
(k) = 0 的充要条件为 vj ≤ 1，此时 uj = 0， － g
(k)
j －∑ i≠j (Hkk)jiw
(k)
i ≤ λ2。
所以，当 － g(k)j －∑ i≠j (Hkk)jiw
(k)
i ≤ λ2 时，^wj
(k) = 0，否则:
w^j
(k) =
－ g(k)j －∑ i≠j (Hkk)jiw
(k)
i － λ2vj
(Hkk)jj + p槡 k
λ1
‖w^(k)‖2
(15)
(二)算法
本文提出了双层坐标下降法求解 SGL-SVM，即组间采用块坐标下降，组内采用坐标下降法。
对第 k组进行优化，固定其他组参数不变，也可以忽略加在其他组参数上的惩罚。此时目标函数最
小化问题为:
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min
w^
Q(k)(^w)+ λΦ(k)(^w)= Q(k)(^w)+ λ(1 － α) p槡 k ‖w^‖2 + λα∑
pk
i = 1
w^i (16)
其中，α相当于组间和组内惩罚的权重。当 α = 1 时，SGL 结果与 Lasso 相同，当 α = 0 时，SGL
结果与 Group Lasso相同。
由前文可知，需要先对整组参数是否为 0 进行判断，即:
若‖S(g(k)，λ2)‖2 ≤ p槡 kλ1，^w = 0;若‖S(g
(k)，λ2)‖2 ≥ p槡 kλ1，需要在该组运用单变量坐
标下降法对每个变量求解局部最小值，对于 j = 1，…，pk:
瓗 瓡w^j → Q
(k)(w(k)1 ，…，w
(k)
j －1 ，^wj，w
(k)
j +1，…，w
(k)
pk )+ λΦ
(k)(w(k)1 ，…，w
(k)
j －1 ，^wj，w
(k)
j +1，…，w
(k)
pk )
此时对于每个 w^j，简化优化问题为:
min
w^j
ω(^wj)=
def
cw^j +
1
2 hw^
2
j + γ w^
2
j槡 + r + ξ w^j (17)
其中，c = g(k)j +∑ i≠j (Hkk)jiw
(k)
i ，γ = λ(1 － α) p槡 k，ξ = λα，r = ∑ i≠jw
(k)
i
2，h是 Hkk 的第 j
个对角元素。由于损失函数的凸性，h≥ 0。
当 h = 0 时，可推出 c = 0，即 w^j = 0;
当 h ＞ 0 时，若 r = 0 或 γ = 0，^wj =
ξ + γ － c
h if c ＞ ξ + γ
0 if c ≤ ξ + γ
－ ξ － γ － c
h if c ＜ － ξ －




 γ
;
若 r ＞ 0 或 γ ＞ 0，如果 c ≤ ξ，^wj = 0 否则 w^j 就是方程(18)的解:
c + sign(ξ － c)ξ + hw^j + γ
w^j
w^2j槡 + r
= 0 (18)
当 w^ = 0不是第 k组优化问题的最优解且 w(k) = 0时，由于 L2 范数不可导，需要寻找一个在 0
点的下降方向，根据 Vincent和 Hansen (2014)，Q(k)(^w)+ λΦ(k)(^w)在 0 点的下降方向:
Δ j =
def
－ S(g(k)j ，λα) (19)
在该方向进行下降搜索最优解。重复以上步骤，直至收敛，将得到固定其他组参数不变第 k 组
参数的最优值使得目标函数最小。具体算法如下:
算法 1 (外循环):坐标梯度下降法。
1．选定初始参数 w0;
2．令 q = f(w0)= －
1
n ∑i∈I(w0)
2yixi(1 － yixiw0)，H =
4
n X'X，Q(w)= (q － Hw0)
Tw + 12 w
THw;
3．计算 wnew = argmin
w∈i p
Q(w)+ λΦ(w);
4．计算步长 t:
取 a∈(0，0. 5)，b∈(0，1) ，t = 1，Δ = wnew － w0，令 δ = f(w0)
TΔ + λ(Φ(w0 + Δ)－Φ(w0)) ，
当 F(w0 + tΔ)＞ F(w0)+ taδ时，t = bt，w0 = w0 + tΔ。
5．重复步骤 2 ～ 4 直到收敛。
算法 2 用于计算算法 1 中的步骤 3，具体如下:
算法 2 (内循环):块坐标下降法。
1． w = w0;
2． 对于 k = 1，…，m;
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(1)更新梯度 g(k) = q(k) +［H(w － w0)］
(k);
(2)如果‖S(g(k)，λ2)‖2 ≥ p槡 kλ1，w
(k) = 0，否则，w(k) = argmin
w^∈i pk
Q(k)(^w)+ λΦ(k)(^w):
①对 于 j = 1，…，pk 计 算 为 w
(k)
j = argmin
w^(k)j ∈i
Q(k)(w(k)1 ，w
(k)
2 ，…，w
(k)
j －1 ，^w
(k)
j ，w
(k)
j +1，…，w
(k)
pk )
+ λΦ(k)(w(k)1 ，w
(k)
2 ，…，w
(k)
j －1 ，^w
(k)
j ，w
(k)
j +1，…，w
(k)
pk );
②ⅰ．如果‖w(k)‖2 ＜ ε且 Q
(k)(w(k))+ λΦ(k)(w(k))≥ 0;
ⅱ．根据式(19)计算在 0 点的下降方向 Δ;
ⅲ．用线性搜索寻找 t满足 Q(k)(tΔ)+ λΦ(k)(tΔ)＜ 0;
ⅳ．令 w(k) = tΔ;
③重复步骤①、②，直至收敛;
3．重复步骤 2，直至收敛。
通过以上算法循环迭代所得的最终收敛值就是优化问题的全局最优解。
(三)调和参数选择
调和参数的选取对模型求解至关重要，SGL-SVM涉及 λ和 α两个参数。α是组间惩罚和组内
惩罚的权重，对于 α的最优选取，在以往的文献中均主观设定，如期望 SGL具有较强的组间变量选
择性能，则令 α尽可能小，如期望 SGL具有较强的组内变量选择性能，则令 α尽量接近于 1。为了
避免主观性，本文采用 5 折交叉验证法选择 λ和 α，选取平均分类 AUC值最高值为最优参数。
首先计算 λ的最大值 λmax，是组系数均被压缩为 0 时的最小的 λ，即所有组最小 λ的最大值:
λmax =
def
inf{λ ＞ 0 | 珘w(λ)= 0}= inf{λ ＞ 0 | k = 1，…，m:‖S(f(0)(k)，λα)‖2
≤ p槡 k(1 － α)λ}= maxj = 1，…，mλ j = maxk = 1，…，m{inf{λ ＞ 0:‖S(f(0)
(k)，λα)‖2 ≤ p槡 k(1 － α)λ}}
设定最小的 λ值 λmin = 0. 1λmax，在区间中均匀取 100 个参数进行选择，然后利用 5 折交叉验
证的方法，随机将训练集分为 5 组，每一次用其中 4 组作为训练集训练模型，再用剩余的一组作为
测试集得出分类 AUC值，5 次验证完毕后取 AUC的均值，平均 AUC值最高的 λ值即其对应的 α值
下的最优 λ。比较所有 α值下的最优 λ对应的平均 AUC 值，AUC 值最高的 α 和 λ 即为模型最终
的参数。
三、模拟分析
为了验证本文提出的 SGL-SVM 方法的优劣，本文将 SGL-SVM 与传统的 SVM、L1-SVM、GL-
SVM方法进行比较，共设计了 3 组模拟实验。采用样本外预测精度(COＲＲ)、真阳性率(TPＲ)、真
阴性率(TNＲ)、AUC值作为预测效果的衡量指标。采用显著变量组数(NGＲP)、显著变量数(NV)、
假阴性率(FNＲ)、伪发现率(FDＲ)作为变量选择效果的衡量指标，其中 NV和 NGＲP越接近于真实
数量越好，FNＲ代表漏选显著变量的错误率(第Ⅱ类错误)，FDＲ 代表不显著变量被识别为显著的
错误率(第Ⅰ类错误)，FNＲ和 FDＲ值越小模型的变量选择效果越好。
模拟 1:设变量数 p = 50，随机生成 200 个样本，随机抽取 100 个样本作为训练集，剩余 100 个
样本作为测试集。借鉴王小燕等(2014)［17］文章中的方法，将 X 分为 m 组，即 X = (X1，X2，…，
Xm)，每组大小为 5，m = p /5，相关系数分别为 ρ = (0. 3，0. 5，0. 7)。首先产生相互独立的标准正
态随机变量 Ｒ1，…，Ｒp，产生多元正态随机变量 Z = (Z1，…，Z5)
T，E(Z) = 0，cov(Zj1，Zj2) =
ρ j1－j2 ，得到自变量 X5(j －1)+k = (Zk + Ｒ5(j －1)+k)/槡2，j = 1，…，m，k = 1，…，5;系数设为 w
T = (w1
T，
w2
T，…，w10
T)，其中 wT1 = (－ 1，1，0，1. 5，2)，w
T
2 = (0，0，0，0，0)，w
T
3 = (0，1，－ 0. 5，0，1)，w
T
4 = (0，
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0，0，0，0)，wT5 = (0，1，2，0，0)，w
T
6 = (0，0，0，0，0)，w
T
7 = (－ 0. 5，1，0，0，0)，w
T
8 = w
T
9 = w
T
10 = 0;因
变量 yi ～ Bernoulli(1，πi)，其中 πi = prob(yi = 1 | Xi)= exp(w
TXi)/(1 + exp(w
TXi))。模拟结
果如表 1 所示。
表 1 模拟 1 结果
分类预测效果 变量选择效果
COＲＲ TPＲ AUC NV NGＲP FNＲ FDＲ
ρ = 0. 3
ρ = 0. 5
ρ = 0. 7
SGL-SVM 0. 84 0. 84 0. 84 22. 54 6. 26 0. 07 0. 35
GL-SVM 0. 83 0. 83 0. 83 35. 20 7. 37 0. 08 0. 62
L1-SVM 0. 83 0. 83 0. 83 22. 12 8. 98 0. 07 0. 34
SVM 0. 80 0. 80 0. 81 50. 00 10. 00 0. 00 1. 00
SGL-SVM 0. 84 0. 83 0. 84 22. 32 5. 86 0. 09 0. 34
GL-SVM 0. 83 0. 81 0. 83 35. 14 7. 29 0. 07 0. 60
L1-SVM 0. 83 0. 82 0. 83 20. 36 8. 88 0. 08 0. 30
SVM 0. 82 0. 80 0. 82 50. 00 10. 00 0. 00 1. 00
SGL-SVM 0. 86 0. 86 0. 86 21. 96 5. 72 0. 07 0. 34
GL-SVM 0. 84 0. 83 0. 84 35. 26 7. 29 0. 07 0. 60
L1-SVM 0. 84 0. 83 0. 84 20. 08 8. 76 0. 08 0. 30
SVM 0. 83 0. 82 0. 83 50. 00 10. 00 0. 00 1. 00
模拟 2:为了研究在组内变量存在非线性相关关系时，模型效果随组间相关性变化和变量维数
变化的表现。借鉴 Yang和 Zou(2014)的非线性模拟数据生成方式，本文生成服从多元正态分布的
随机变量 xj，j = 1，…，m，其中 cov(xj1，xj2)= ρ
j1－j2 ，ρ = 0. 3，产生组变量 X(j) = {x－2j ，x
－1
j ，xj，x
2
j，
x3j}，j = 1，…，m。系数设 w
T
1 = (－ 2，－ 1，1，1. 5，2)，w
T
2 = (0. 5，1，－ 0. 5，－ 1，1)，w
T
3 = (0，1，2，
0，0)，wT4 = (0，0，1，0，0)，w
T
5 = (－ 0. 5，1，0，0，0)，w
T
6 = … = w
T
m = 0。考虑 p = 50和 p = 200。数
据生成与模拟 1 类似。模拟结果如表 2 所示。
表 2 模拟 2 结果
分类预测效果 变量选择效果
COＲＲ TPＲ AUC NV NGＲP FNＲ FDＲ
p = 50
p = 200
SGL-SVM 0. 80 0. 80 0. 80 27. 15 5. 93 0. 07 0. 28
GL-SVM 0. 79 0. 78 0. 79 38. 85 7. 77 0. 02 0. 39
L1-SVM 0. 79 0. 80 0. 79 20. 84 9. 28 0. 14 0. 24
SVM 0. 76 0. 76 0. 76 50. 00 10. 00 0. 00 0. 50
SGL-SVM 0. 79 0. 78 0. 79 39. 41 8. 65 0. 02 0. 12
GL-SVM 0. 78 0. 76 0. 78 70. 50 14. 10 0. 01 0. 21
L1-SVM 0. 77 0. 78 0. 77 23. 62 17. 35 0. 04 0. 08
SVM 0. 67 0. 68 0. 67 200. 00 40. 00 0. 00 0. 5
模拟 3:数据生成与模拟 1 类似，m = p /5，p = (50，200)，ρ1 = 0. 3，ρ2 = 0. 6。首先，产生相互
独立的标准正态随机变量 Ｒ1，…，Ｒp，再产生多元正态随机向量 Z = (Z1，…，Zm)
T，E(Z) = 0，
cov(Zj1，Zj2)= ρ1
j1－j2 ，再产生多元正态随机向量 O = (O1，…，O5)
T，E(O)= 0，cov(Oi1，Oi2)=
ρ2 i1－i2 ，产生自变量 X5(j －1)+k = (Zj + Oi + Ｒ5(j －1)+k)/槡3，j = 1，…，m，i = 1，…，5，k = 1，…，5。真
实系数为 wT1 = (－ 3，－ 2，－ 1，1，1. 5)，w
T
2 = (1，2，3，0. 8，－ 2)，w
T
3 = (0，1. 5，0，－ 0. 5，0)，w
T
4 =
(0，0，0，1，0)，wT5 = (0，－ 1，0，0，0)，w
T
6 = … = w
T
m = 0。模拟结果如表 3 所示。
通过以上模拟分析，发现 SGL-SVM方法相对于其他方法，在预测效果上有更好的表现，尤其在
高维数据中(p ＞ n)，相对于其他方法，SGL-SVM 表现更佳。而在变量选择方面，SGL-SVM 在各
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表 3 模拟 3 结果
分类预测效果 变量选择效果
COＲＲ TPＲ AUC NV NGＲP FNＲ FDＲ
p = 50
p = 200
SGL-SVM 0. 81 0. 82 0. 81 27. 31 5. 75 0. 06 0. 27
GL-SVM 0. 81 0. 82 0. 81 39. 3 7. 86 0. 02 0. 40
L1-SVM 0. 81 0. 80 0. 81 21. 14 8. 70 0. 12 0. 23
SVM 0. 78 0. 78 0. 78 50. 00 10. 00 0. 00 0. 50
SGL-SVM 0. 78 0. 78 0. 78 46. 47 9. 79 0. 01 0. 14
GL-SVM 0. 78 0. 77 0. 78 61. 95 12. 39 0. 01 0. 19
L1-SVM 0. 76 0. 75 0. 76 23. 50 16. 29 0. 04 0. 08
SVM 0. 69 0. 69 0. 69 200. 00 40. 00 0. 00 0. 50
种情况下选出的变量和组数更接近于真实数量，在 FDＲ 和 FNＲ 中表现也较优。这验证了当变量
存在组结构，并且存在组内稀疏性时，双层变量选择确实比单个变量选择或组变量选择方法的预测
效果要好。对于分组结构的数据来说，当需要进行整组筛选时，组变量选择方法优于单变量选择方
法，当又存在组内稀疏性时，双层变量选择方法能在组变量选择的基础上进一步精简模型，提高变
量选择效果。因为双层变量选择方法既考虑了变量分组的信息，又允许组内的变量稀疏结构不同，
比组变量选择更具有灵活性，和逐个变量选择法相比考虑了分组的信息，而且在变量选择上往往比
组变量选择或者逐个变量选择方法效果更好。
四、我国制造业上市公司财务困境预测
上市公司财务困境预测一直是金融学的研究热点之一。根据证监会规定，上市公司连续两个
会计年度净利润为负或在最近的会计年度每股净资产低于股票面值被看作财务异常，会被实施特
别处理(special treatment)。被特别处理的股票在交易规则、融资融券担保、监管机构监管等方面都
有重大变化。比如被特别处理的股票，除了涨跌幅受限制外，证监会还会要求其股票名称前加上提
示性注释“ST”，公司的中期报告必须经过审计。如果一个被 ST的企业持续亏损，将面临退市的风
险。由于上市公司规模相对较大，行业地位和经济地位较高，陷入财务困境对实体经济和资本市场
都有较大冲击。对于上市公司来说，建立一个有效的财务预警机制，可以提前预警财务危机。对于
其他利益相关机构，例如银行，可以及时获知目标客户财务状况，酌情增减与其合作或控制贷款比
例降低违约风险。对于政府，及时获知企业财务困境预警有利于进行科学的调控与帮扶，更好的维
护市场秩序。
关于财务困境预测，早期是基于单一的财务比率来预测财务困境，比如 Beaver 于 1966 年就提
出利用单一的财务比率来预测财务困境［18］。但由于单一指标预测的效果往往不是很理想，之后，
学者研究利用统计方法预测财务困境，比如 Altman(1968)［19］使用判别分析预测财务困境。但线
性判别模型假设变量严格服从联合正态分布或协方差矩阵相等，而实际数据往往并不满足该假设。
为克服局限性，Martin(1997)［20］提出了使用逻辑回归预测财务困境，在很长一段时间成为财务困
境预测的主流方法。国内部分学者利用 logistic回归预测我国上市公司的财务困境。比如，鲜文铎
和向锐(2007)［21］采用混合 Logit 模型对我国 A股上市公司财务困境进行预测，放宽了传统 logistic
模型假设并提升了预测效果。韩立岩和李蕾(2010)［22］建立了中小公司的财务预测模型。王小燕
等(2014)提出了 adSGL-logit方法并将其应用于信用评分模型中。方匡南等(2016)［23］提出了基于
网络结构的 logistic模型，并将它应用到企业信用风险预警中，在变量选择中充分考虑财务指标间
的网络结构关系。
近年来，决策树、遗传算法、神经网络、SVM等机器学习方法被广泛应用于财务困境预测中，并
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取得了较好的结果。比如 Min 和 Lee(2005)［24］将 SVM与神经网络、多元判别分析和 Logistic 回归
等方法分别应用于上市公司财务困境预测中，发现 SVM 方法效果最优。杨海军和太雷(2009)［25］
利用模糊支持向量机预测上市公司的财务困境。但由于支持向量机方法都不具有变量选择功能，
而实际中反映企业财务状况的指标越来越多，而且很多是噪声变量，如不加选择地把所有变量都纳
入到模型中反而会降低模型的精度，因此在建模时需要选择变量。此外，由于财务指标往往具有自
然分组的特点，在建模中也要考虑这些分组信息，因此将本文提出的具有双层变量选择功能的
SGL-SVM方法应用到财务指标困境预测中。
本文从 wind数据库选取了全部 A股制造业上市公司为基础样本，从中筛选出 2014—2016 年
因财务困境被 ST的公司作为正样本，其余的制造业上市公司作为负样本。剔除了正样本中不披露
或缺失值超过 1 /3 的指标后，共选取了 90 个财务指标进行建模。根据 wind 对财务指标的分类，本
文选取了偿债能力、成长能力、分红能力、收益质量、现金流量、盈利能力、营运能力、资本结构等共
8 组 90 个指标，具体详见表 4。
表 4 指标说明
组名称 变量数 变量名称
偿债能力 7 流动比率，速动比率，保守速动比率，现金比率，非筹资性现金净流量与流动负债的比率，长期负债占比
成长能力 13 基本每股收益，营业收入，营业利润，利润总额，净利润，归属母公司股东的净利润，经营活动产生的现金流
量净额，净资产，总负债，总资产，货币资金增长率，资本项目规模维持率，固定资产投资扩张率
分红能力 7 每股分红送转，每股股利(税前)，每股红股，年度累计分红总额，年度现金分红比例，3 年累计分红占比
收益质量 4 经营活动净收益 /利润总额，营业外收支净额 /利润总额，扣除非经常损益后的净利润 /净利润，所得税 /利
润总额
现金流量 9
经营活动产生的现金流量净额 /营业收入，销售商品提供劳务收到的现金 /营业收入，经营活动产生的现金
流量净额占比，经营性现金净流量 /营业总收入，资本支出 /折旧和摊销，投资活动产生的现金流量净额占
比，筹资活动产生的现金流量净额占比，全部资产现金回收率，现金营运指数
盈利能力 28
每股营业总收入，每股收益，每股净资产，每股资本公积，每股盈余公积，每股未分配利润，每股息税前利
润，每股现金流量净额，每股企业自由现金流量，每股股东自由现金流量，总资产报酬率(ＲOA)，总资产净
利率 ＲOA，净资产收益率 ＲOE，投入资本回报率 ＲOIC，人力投入回报率(ＲOP)，主营业务比率，销售毛利
率，销售净利率，销售成本率，销售期间费用率，息税前利润 /营业总收入，营业利润 /营业总收入，营业总成
本 /营业总收入，财务费用 /营业总收入，管理费用 /营业总收入，资产减值损失 /营业总收入，资产减值损
失 /营业利润，EBITDA /营业总收入
营运能力 12 营业周期，存货周转天数，应收账款周转天数，应付账款周转天数，净营业周期，存货周转率，应收账款周转
率，流动资产周转率，固定资产周转率，非流动资产周转率，总资产周转率，应付账款周转率
资本结构 10 资产负债率，有形资产 /总资产，流动资产 /总资产，流动负债权益比率，长期资产适合率，权益乘数，流动负
债 /负债合计，归属母公司股东的权益 /全部投入资本，带息债务 /全部投入资本，资本固定化比率
数据处理时，首先，剔除掉 2013 年及之后上市的公司以及由于非财务困境被 ST 的上市公司;
然后进行缺失值处理，剔除缺失指标超过 10 个的上市公司，对于分红能力指标，缺失值用 0 代替，
对于可计算的缺失值，用计算结果代替;最后，对所有指标进行 Z-score 标准化处理，消除指标量纲
的影响。
最终得到 1564 个样本，其中正样本 93 个，负样本 1471 个。随机抽取 70%作为训练集建模，
30%作为测试集进行样本外预测。由于正负样本数差异悬殊，是典型的非平衡数据。因此，本文采
用双重抽样对训练集样本进行平衡处理，即同时对正例进行重抽样，对负例进行过抽样，使正负例
比例接近 1∶ 1，总训练集样本数量达 600 个。重复 100 次，得到 100 组训练集和测试集。对于非平
衡数据，不能只简单地以总预测精度作为评价指标，应采用 AUC 值。AUC 值越大，表明模型效果
越好。另外，再给出正样本预测精度(True positive rate，TPＲ)和负样本预测精度(True negative
rate，TNＲ)。本文比较了 SGL-SVM模型、GL-SVM、L1-SVM、SVM以及 logistic回归的预测效果，100
次测试集的预测结果和变量选择结果见表 5。从表 5 可以看出，SGL-SVM 的 AUC 值最大，在 TPＲ
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上也是最高的，而 TNＲ跟其他方相差不大。说明 SGL-SVM在所有的 SVM 模型中样本外预测表现
是最优的，并且也优于 logistic 模型(该模型是实际中最常用的财务困境预测模型)。同时 SGL-
SVM选择的变量数是最少的，平均有 30. 61 个变量被选中。也就是说，SGL-SVM 方法可以用最少
的变量数达到最好的样本外预测效果，这说明在实际的财务困境预测中，并不是模型中包含的变量
数越多预测效果越好，一方面过多的冗余变量进入到模型反而会降低模型的预测效果，另一方面精
简模型变量可以大大减少获取数据的成本。
表 5 预测结果
TPＲ TNＲ AUC NV NGＲP
SGL-SVM 0. 73 0. 84 0. 784 30. 61 6. 74
GL-SVM 0. 59 0. 85 0. 724 90. 57 7. 93
L1-SVM 0. 66 0. 85 0. 76 49. 91 7. 95
SVM 0. 63 0. 84 0. 74 90. 00 8. 00
logistic 0. 64 0. 84 0. 71 90. 00 8. 00
接下来，本文利用 SGL-SVM对全部 1564 个样本进行建模，筛选出影响制造业上市公司财务状
况的指标 24 个，如表 6 所示。
表 6 SGL-SVM变量选择结果
组名称 变量名称 组名称 变量名称
成长能力
分红能力
收益质量
现金流量
营业利润
利润总额
经营活动产生的现金流量净额
净资产
总资产
货币资金增长率
三年累计分红占比
经营活动净收益 /利润总额
营业外收支净额 /利润总额
扣除非经常损益后的净利润 /净利润
所得税 /利润总额
全部资产现金回收率
盈利能力
营运能力
资本结构
每股未分配利润
总资产净利率 ＲOA
净资产收益率 ＲOE
销售毛利率
销售成本率
营业周期
存货周转天数
应收账款周转率
资产负债率
流动资产 /总资产
长期资产适合率
权益乘数
从表 6 中可以发现，SGL-SVM将偿债能力整组剔除掉，保留了剩下 7 组中的 24 个变量。成长
能力类和盈利能力类指标被诸多学者证明对企业财务困境预测有显著影响。比如，方匡南等
(2016)通过网络结构的 logistic模型筛选变量后认为盈利能力指标、成长能力指标是影响企业信用
风险的主要方面，本文从成长能力类 13 个指标中筛选了营业利润、利润总额、经营活动产生的现金
流量净额、净资产、总资产和货币资金增长率等 6 个指标，以及从盈利能力类指标中筛选了每股未
分配利润、总资产净利率 ＲOA、净资产收益率 ＲOE、销售毛利率和销售成本率等 5 个指标，陈静
(1999)发现净资产收益率等盈利能力指标是预测企业财务困境的显著指标。收益质量是 wind 数
据库中新增的财务指标概念，在变量选择中全部被选出，说明了收益质量也是预测上市公司财务状
况的重要方面。资本结构对财务状况的影响主要体现在资产负债率、流动资产 /总资产、长期资产
适合率和权益乘数上，杨海军和太雷(2009)中将净资产增长率、资产负债比、股东权益比等指标选
为上市公司财务困境预测的重要指标。营运能力中，从 12 个指标中筛选出了 3 个指标，营业周期、
存货周转天数和应收账款周转率也是重要的影响指标;现金流量方面，从 9 个指标中筛选出 1 个指
标，即全部资产现金回收率;分红能力中，从 7 个指标中筛选出 3 年累计分红占比 1 个指标，该指标
是企业在交易市场上进行再融资的条件，也是衡量企业财务状况的重要指标。
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五、总结
针对变量具有自然分组结构的数据，本文提出了 SGL-SVM方法，即在 SVM模型的损失函数中
引入 SGL惩罚函数，实现 SVM的双层变量选择，可以同时进行组变量和组内变量的筛选，既考虑
了变量分组的信息，又允许组内的变量稀疏结构不同，比组变量选择更具有灵活性，又比逐个变量
选择能够考虑分组的信息，而且在变量选择上往往比组变量选择或者逐个变量选择方法效果更优。
由于 SGL-SVM目标函数求解比较复杂，本文提出了一种快速的双层坐标下降算法。通过模拟实
验，发现 SGL-SVM方法相对于其他方法，在预测效果上有更优的表现，尤其在高维数据中，相对于
其他方法表现更佳。而在变量选择方面，SGL-SVM在各种情况下选出的变量和组数更接近于真实
数量，在 FDＲ和 FNＲ中表现也较优。这验证了当变量存在组结构，对于分组结构的数据来说，需
要进行整组筛选时，组变量选择方法优于单变量选择方法，当又存在组内稀疏性时，双层变量选择
方法能在组变量选择的基础上进一步精简模型，提高变量选择效果。最后，将本文提出的 SGL-
SVM方法应用到我国制造业上市公司财务困境预测中，发现 SGL-SVM 在所有的 SVM 模型中样本
外预测表现是最优的，并且也显著地优于传统的 logistic 模型。SGL-SVM 从总共 8 组 90 个变量中
最终筛选了 7 组共 24 个显著变量，将大多数噪音变量剔除出模型，可以用最少的变量达到最好的
样本外预测效果。总的来说，SGL-SVM在同时具有稀疏组结构的问题中表现优异，既能筛选出重
要的组结构，也能在组中筛选出重要变量，弥补了 GL-SVM整组进整组出和 L1-SVM忽略组结构选
择单因素的缺陷。
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