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Abstract
We prove Lp and weighted Lp estimates for bounded functions of a selfadjoint operator satisfying a
pointwise Gaussian estimate for its heat kernel. As an application, we obtain weighted estimates for frac-
tional powers of an electromagnetic Schrödinger operator with singular coefficients. The proofs are based
on a modification of techniques due to Hebisch (1990) [17] and Auscher and Martell (2006) [4].
© 2011 Elsevier Inc. All rights reserved.
MSC: 35J10; 35Qxx; 42B20; 42B35
Keywords: Singular integrals; Weighted spaces; Schrödinger operator; Schrödinger equation; Strichartz estimates;
Smoothing estimates
1. Introduction
The question of Lp estimates for functions of a selfadjoint operator is a delicate one. Indeed,
even for a Schrödinger operator H = − + V (x) with a nonnegative potential V ∈ C∞c , and
a bounded smooth function f (t), the operator f (H) defined via spectral theory does not have
in general a smooth kernel and hence does not fall within the scope of the Calderón–Zygmund
theory. The first to overcome this difficulty was Hebisch [17] who proved the following result;
we use the notation
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for the scaling operator, and we denote by Hs the usual L2-Sobolev space.
Theorem 1.1. (See [17].) Let H be a nonnegative selfadjoint operator on L2(Rn) satisfying a
Gaussian estimate
0 e−tH (x, y) Ct− n2 e−
|x−y|2
4t , (1.1)
let φ ∈ C∞c (R+) be a nonzero cutoff, and assume the function F(s) on R+ satisfies
sup
t>0
‖φStF‖Ha < ∞ for some a > n+ 12 . (1.2)
Then the operator F(H) is bounded from L1 to L1,∞ and on any Lp , 1 <p < ∞.
Theorem 1.1 raises a few interesting questions concerning the optimality of the assumptions
and the possibility of weighted Lp estimates for suitable classes of operators. In the case H =
−, the classical Hörmander multiplier theorem requires only a > n/2 in (1.2), and in this
sense the result is not optimal. Indeed, sharper results were obtained for bounded functions of
homogeneous Laplace operators acting on homogeneous groups or on groups of polynomial
growth (see [13,9,20,1]). In these results the conditions on the function F were sharpened to
sup
t>0
‖φStF‖Hap < ∞ for some a >
n
2
(1.3)
where Hap is the Sobolev space with norm ‖(1 − d2/dx2)
a
2 f ‖Lp , and p is equal to 2 or ∞.
The criticality of the order a = n/2 was proved by Sikora and Wright [23] in the special case of
imaginary powers Liy , with L a positive selfadjoint operator of the form
L = −
∑
∂iaij ∂j .
They obtained
∥∥Liy∥∥
L1→L1,∞ 
(
1 + |y|) n2 (1.4)
provided L satisfies, besides the Gaussian estimate, a finite speed of propagation property, mean-
ing that the operator cos(t
√
L) has an integral kernel Kt(x, y) supported in the ball |x − y| t
for all t  0. Notice that the norm (1.2) for a = n/2 and F(s) = siy grows precisely like
(1 + |y|) n2 . It was later remarked by Sikora [22] that the finite speed of propagation is redundant
and actually equivalent to a weaker Gaussian bound, the so-called Davies–Gaffney L2 estimate
(see Remark 2.1 below).
Condition (1.3) was further improved by Duong, Ouhabaz and Sikora [14]. They obtained a
general result for functions of a selfadjoint, positive operator L on L2(X,μ) where X is any
open subset of a space of homogeneous type, μ a doubling measure, and L satisfies a gen-
eralized pointwise Gaussian estimate analogous to (1.1). In particular they obtained that if F is
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1 < q < ∞. On the other hand, if (1.3) holds for some p ∈ [2,∞), the same result holds provided
L satisfies an additional a priori condition of Plancherel type on the kernel of F(
√
L); see [14]
for further results and an extensive bibliography.
Our main purpose here is to extend these results, at least in the Euclidean setting, to the
case of weighted Lp spaces. However, in order to develop our techniques, we shall first prove a
precised version of Theorem 1.1, building on the ideas of [17,23]. Concerning the operator H ,
as in Hebisch’ result, we shall only require a Gaussian bound; for further reference we state the
condition as:
ASSUMPTION (H). H is a nonnegative selfadjoint operator on L2(Rn) satisfying a Gaussian
heat kernel estimate
∣∣pt(x, y)∣∣ K0
tn/2
e−|x−y|2/(dt), d > 0. (1.5)
A rescaling H → λH shows that it is not restrictive to assume d = 1.
Remark 1.1. In Section 4 we shall exhibit a wide class of operators satisfying (H), namely the
electromagnetic Schrödinger operators
H = (i∇ −A(x))2 + V (x) (1.6)
under very weak conditions on the potentials: more precisely, it is sufficient to assume that A ∈
L2loc and that V is in the Kato class with a negative part V− small enough. For related results on
magnetic Schrödinger operators see also [7].
In order to express the smoothness conditions in an optimal way, we shall introduce two norms
on functions defined on the positive real line. In the rest of the paper we fix a cutoff ψ ∈ C∞c (R)
with support in [−2,2] and equal to 1 on [−1,1], and denote with φ the function, supported in
[1/2,2],
φ(s) =
{
ψ(s)−ψ(2s) if s > 0,
0 if s  0.
(1.7)
As a consequence, notice the identities for s > 0
ψ(s) =
∑
k0
φ
(
2ks
)
, 1 −ψ(s) =
∑
k<0
φ
(
2ks
)
. (1.8)
Then, writing 〈ξ 〉 = (1 + |ξ |2)1/2, the norms μa,μ′a will be defined as
μa(g) = sup
λ>0
∥∥〈ξ 〉aF[φ(s)Sλg]∥∥L1 , μ′a(g) = sup
λ>0
∥∥〈ξ 〉aF[sφ(s)Sλg]∥∥L1 . (1.9)
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μa(g) c(n) sup
t>0
‖φStg‖
B
a+ 12
2,1
 c(n, ) sup
t>0
‖φStg‖
H
a+ 12 +
,  > 0. (1.10)
The last norm in (1.10) is the one used in Theorem 1.1, and using μa instead allows to eliminate
the 1/2+ loss of smoothness in Hebisch’ result.
Our first result is the following:
Theorem 1.2. Let H be an operator satisfying (H) and g(s) a function on R+ with μ = μσ (g) <
∞ for some σ > n/2. Then the following weak (1,1) estimate holds:
∥∥g(√H )f ∥∥
L1,∞  C‖f ‖L1 , C = c(n,σ )K40
(
1 +μ+ ‖g‖2L∞
)
, (1.11)
and for all 1 <p < ∞, with the same C,
∥∥g(√H )f ∥∥
Lp
 6C
(
p + (p − 1)−1)‖f ‖Lp . (1.12)
If in addition we assume that for some q > 1 the following estimate holds:
∥∥√Hg(√H )f ∥∥
Lq
 Cq‖∇f ‖Lq , (1.13)
and μ′ = μ′σ (g) < ∞ for a σ > 1 + n/2, then we have also∥∥√Hg(√H )f ∥∥
L1,∞  C‖∇f ‖L1, C = c(n,σ,Cq)K40
(
1 +μ′ + ‖g‖2L∞
)
, (1.14)
and for all 1 <p  q , with the same C,
∥∥√Hg(√H )f ∥∥
Lp
 c(q)
p − 1C‖∇f ‖Lp . (1.15)
Remark 1.3. As mentioned above, in [14] it was proved that the weak (1,1) estimate holds under
the sole assumption
sup
t>0
‖φStg‖Ha∞ < ∞
for some a > n/2 (see Theorem 3.1 and Remark 1 in that paper). Since obviously
sup
t>0
‖φStg‖Ha∞  μa(g),
we see that estimate (1.11) can be obtained as a special case of that result, with a slightly dif-
ferent form of the constant which we made explicit in terms of the Gaussian constant K0. On
the other hand, estimate (1.15), which uses Auscher’s Calderón–Zygmund decomposition for
Sobolev functions [2], seems to be new.
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in the following sense: if we choose g(s) = s2iy , we have
μa(g) C
(
1 + |y|)a, a  0
(the proof is trivial for integer values of a and follows by interpolation for real values). This
implies that, for all  > 0 and 1 <p < ∞,
∥∥Hiyf ∥∥
Lp
 C(p,n, )
(
1 + |y|) n2 +‖f ‖Lp (1.16)
which is close to the optimal bound (1.4). Notice also that the strict condition σ > n/2 can be
further optimized to a logarithmic condition, but we prefer not to pursue this idea here.
After it was made clear by the results of Hebisch and others that kernel smoothness is not a
necessary condition for Lp boundedness, alternative weaker conditions were thoroughly investi-
gated, also in connection with the Kato problem. A fairly complete answer was given by Auscher
and Martell who developed a general theory in a series of papers (see in particular [3,4] and the
references therein). By combining the techniques of Auscher and Martell with ideas from the
proof of Theorem 1.2, we are able to extend the previous estimates to weighted spaces Lp(w).
In the following we use the notation
‖f ‖Lp(w) =
(∫
|f |pw(x)dx
)1/p
and we recall that a measurable function w(x) > 0 belongs to the Muckenhoupt class Ap ,
1 <p < ∞, if the quantity
‖w‖Ap = sup
Q cube
(
−
∫
Q
w
)(
−
∫
Q
w1−p′
)p/p′
< ∞ (1.17)
is finite. Then the main result of this paper is
Theorem 1.3. Let H be an operator satisfying (H), and let g be a bounded function on R+ such
that μ = μσ (g) is finite for some σ > n/2. Then, given any 1 <p < ∞ and any weight w ∈ Ap ,
the operator g(
√
H ) satisfies, for all 1 < q < ∞ with q > p · max{1, n/σ }
∥∥g(√H )f ∥∥
Lq(w)
 c(n,σ,p,ψ,w)K1+2p
2
0
(
1 +μ+ ‖g‖2L∞
) · q · ‖f ‖Lq(w). (1.18)
Remark 1.5. It is well known that if w ∈ Ap for some p > 1, then we have also w ∈ Ap− for
some  > 0 depending only on ‖w‖Ap (for a quantitative estimate of  see [19]). Thus in the
statement of Theorem 1.3 the condition on q can be relaxed to
q > (p − )max
{
1,
n
}
. (1.19)σ
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√
H ) is bounded on Lq(w) for all w ∈ Ap and all q >
p − , which includes the case q  p.
Remark 1.6. The original motivation for the present work was the need for an estimate
∥∥〈x〉−1−Hθg∥∥
L2  C(V )
∥∥〈x〉−1−(−)θg∥∥
L2, θ =
1
4
, H = −+ V (x) (1.20)
for fractional powers of a selfadjoint Schrödinger operator H , with explicit bounds on the
constant C(V ). For the case θ = 1/2, and operators in divergence form, similar estimates are
included in the results of [4] (see also [3]) concerning reverse estimates for square roots of an el-
liptic operator. However, other values of θ , different forms of H , and the need for precise bounds
on the constant, forced us to go beyond the existing theory.
It may be interesting to recall briefly the line of investigation leading to (1.20). An analysis of
the dispersive properties of Schrödinger equations on non-flat waveguides (i.e. perturbations of
domains of the form Rn × Ω with Ω a bounded open set, see [11] for details) leads to a family
of perturbed Schrödinger equations
iut +xu− Vj (x)u = 0, u(0, x) = fj (x), j  1, x ∈ Rn. (1.21)
Here u = uj is a component of the expansion in a distorted Fourier series of a function
u(t, x, y) = ∑φj (y)uj (t, x). Writing for short Hj = − + Vj and representing the solution
as
uj = eitHj fj ,
one expects to estimate each component separately and sum over j . Notice that a precise bound
on the growth in j of the constants is essential, since this will translate into y-derivatives after
summing over j . To this end we can use smoothing estimates of the form
∥∥〈x〉−1−(−)1/4eitHj fj∥∥L2t L2x  C∥∥H 1/4j fj∥∥L2 , (1.22)
which can be proved by multiplier techniques and give a complete control on the growth of the
constants, and then deduce, in a standard way, Strichartz estimates, which are the basic tool for
applications to nonlinear problems. This is possible provided we can “simplify” the powers of
− and Hj appearing in (1.22) and obtain the L2-level estimate∥∥〈x〉−1−eitHj fj∥∥L2t L2x  C‖fj‖L2 . (1.23)
But of course (−)1/4 and eitHj do not commute, hence this step is not trivial. We need a
weighted L2 estimate of the form
∥∥〈x〉−1−H 1/4j g∥∥L2  C(Vj )∥∥〈x〉−1−(−)1/4g∥∥L2 (1.24)
so that, starting from (1.22), we can deduce an analogous estimate with (−)1/4 replaced by
H
1/4
j in the LHS of (1.22), then we can commute it with eitHj , and finally obtain (1.23). From
the previous discussion, it is clear that we need also a precise control on the constant in (1.24).
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original problem (1.20). Indeed, for a Schrödinger operator on Rn, n 3,
H = −+ V (x), V  0,
we obtain the bounds
∥∥〈x〉−sHθf ∥∥
Lp
 C(n,p, s) · [1 + ‖V ‖Ln/2,∞]θ · ∥∥〈x〉−s(−)θf ∥∥Lp (1.25)
for all θ,p, s in the range
0 θ  1, 1 <p < n
2θ
, s > − n
p
.
More generally, we can prove (see the beginning of Section 4 for the definition of Kato classes):
Corollary 1.4. Consider the operator
H = (i∇ −A(x))2 + V (x)
on L2(Rn), n  3, under the assumptions that A ∈ L2loc(Rn,Rn), V+ = max{V,0} is of Kato
class, V− = max{−V,0} has a small Kato norm
‖V−‖K < cn = π
n
2
Γ (n2 − 1)
, (1.26)
and
|A|2 − i∇ ·A+ V ∈ Ln/2,∞, A ∈ Ln,∞. (1.27)
Then H satisfies Assumption (H), and for all 0 θ  1 the following estimate holds:
∥∥Hθf ∥∥
Lp(w)
 C
∥∥(−)θf ∥∥
Lp(w)
(1.28)
for all weights w ∈ Ap provided
1 <p <
n
2θ
.
The constant in (1.28) has the form
C = C(n,p,w)
(1 − ‖V−‖K/cn)c(p)
[
1 + ∥∥|A|2 − i∇ ·A+ V ∥∥
Ln/2,∞ + ‖A‖Ln,∞
]θ
.
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functions of an operator and apply them to the proof of the Lp estimates of Theorem 1.2; Sec-
tion 3 is devoted to the proof of the main result, Theorem 1.3, concerning weighted Lp estimates;
the application to magnetic Schrödinger operators is contained in Sections 4 and 5. We added
Appendix A containing a slightly adapted version of the Auscher–Martell maximal lemma in
order to make the paper self-contained. In forthcoming papers we plan to apply our estimates to
questions of local smoothing and dispersion for evolution equations, in the spirit of [11,12].
2. Kernel estimates and proof of Theorem 1.2
Throughout the proof, φ and ψ are the functions fixed in (1.7)–(1.8). Given an operator A
with kernel A(x,y), we denote its Schur norm with
‖A‖ = ∥∥A(x,y)∥∥≡ max{sup
x
∫ ∣∣A(x,y)∣∣dy, sup
y
∫ ∣∣A(x,y)∣∣dx};
notice the product inequality
‖AB‖ ‖A‖ · ‖B‖ (2.1)
which follows from the identity
(AB)(x, y) =
∫
A(x, z)B(z, y) dy. (2.2)
Following [17], for any nonnegative function w(x) on Rn we can define a weighted version of
the above norm as
‖A‖w =
∥∥A(x,y)w(x − y)∥∥. (2.3)
Remark 2.1. In the proof of the following lemma we shall use the finite speed of propagation
property of the kernel cos(ξ
√
H )(x, y), namely the property
cos(t
√
H )(x, y) = 0 for |x − y| > t  0. (2.4)
Adam Sikora in [22] proved the remarkable fact that (2.4) is equivalent to the following estimate:
for all functions f1, f2 supported in the balls B(x1, r1) and B(x2, r2) respectively, and for any r
with
|x1 − x2| − (r1 + r2) > r  0 (2.5)
one must have
∣∣(e−tH f1, f2)L2 ∣∣ Ce−r2/t‖f1‖L2‖f2‖L2 . (2.6)
Estimates of the form (2.6) are usually called L2 estimates of Davies–Gaffney type. Notice that
the pointwise estimate in Assumption (H) implies immediately (2.6) and hence (2.4).
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to deduce (2.4) from (2.6). Let f1, f2 be two functions as in (2.5), and define
w(t) = 1R+(t) · 2(πt)− 12
(
cos(
√
tH )f1, f2
)
L2 .
Notice that w(t) is a tempered distribution on R and so are the products etyw(t) for any y  0.
Thus the Fourier–Laplace transform
v(z) =
∫
w(t)e−izt dt
is well defined and analytic on the half complex plane z < 0. Recalling the subordination for-
mula
(
e−sH f1, f2
)
L2 =
∞∫
0
(
cos(t
√
H )f1, f2
)
L2
2√
πs
e−
t2
4s dt,
via the changes of variables t → √t and s → 1/(4s), we see that v(z) can be computed explicitly
as
v(z) = (iz)− 12 (e− H4iz f1, f2)L2 .
Now introduce the analytic function
F(z) = z 12 eir2zv(z) on z < 0 (2.7)
for some fixed r satisfying (2.5). By spectral calculus we have easily the bound
∣∣v(z)∣∣ |z|− 12 ‖f1‖ · ‖f2‖
(all the norms in this proof are L2 norms) which implies the growth rate
∣∣F(z)∣∣ ‖f1‖ · ‖f2‖ · er2|z|. (2.8)
If we fix a y0 < 0, again by spectral calculus we obtain the bound∣∣F(x + iy0)∣∣ ‖f1‖ · ‖f2‖ (2.9)
along the line z = x + iy0, x ∈ R. Finally, along the half line z = it , t < 0, we obtain by assump-
tion (2.6)
∣∣F(it)∣∣ C‖f1‖ · ‖f2‖. (2.10)
Now we can apply the Phragmén–Lindelöf theorem on the two sectors z  y0 and z  0 or
z 0 (see Theorem IV.3.4 in [26]) and we obtain that F(z) satisfies a bound like (2.10) on the
whole half plane z y0. This implies an exponential growth rate
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for the transform of w(t). To conclude the proof, it is sufficient to use the Paley–Wiener theorem
(see Theorem 7.4.3 in [18]) which implies that the support of w(t) must be contained in the
closed convex set
suppw ⊆ [r2,+∞) (2.12)
and this gives (2.4) as claimed.
Lemma 2.1. Assume H satisfies (H) and let g be an even function with suppg ⊆ [−R,R]. Then
we have for all a  0
∥∥g(√H )∥∥〈x〉a  c(n, a,R) ·K0∥∥〈ξ 〉a+n/2gˆ∥∥L1 , (2.13)∥∥√Hg(√H )∥∥〈x〉a  c(n, a,R) ·K0∥∥〈ξ 〉a+n/2gˆ′∥∥L1 (2.14)
where c(n, a,R) is independent of the operator H and K0 is defined in (4.3).
Proof. It is sufficient to estimate the quantity
sup
y
∫ ∣∣g(√H )(x, y)〈x − y〉a∣∣dx
since the symmetric one follows from the same computation applied to the adjoint kernel
g(
√
H )∗(x, y) = g¯(√H )(y, x). Let G(s) = g(s)es2 . Since G is an even function, apart from
a (2π)−1 factor we can write
G(t) =
+∞∫
−∞
Ĝ(ξ) cos(tξ) dξ
and we have
g(
√
H ) = G(√H )e−H =
∫
Ĝ(ξ) cos(ξ
√
H )e−H dξ.
We decompose G using a nonhomogeneous Paley–Littlewood partition of unity χj (ξ), j  0
(the support of χj (s) being s ∼ 2j ) as
G =
∑
j0
Gj, Ĝj (s) = χj (s)Ĝ.
Then we have to estimate the integrals
Ij =
∫ ∣∣Gj(√H )e−H (x, y)∣∣〈x − y〉a dx  ∫ ∣∣Ĝj (ξ)∣∣ ∫ ∣∣cos(ξ√H )e−H ∣∣〈x − y〉a dx dξ.
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II =
∫ ∣∣∣∣
∫
cos(ξ
√
H )(x, z)e−H (z, y) dz
∣∣∣∣〈x − y〉a dx.
We introduce a partition of Rn in almost disjoint unit cubes Q and denote with 1Q their charac-
teristic functions. Then we can write
II 
∑
Q
IIQ, IIQ =
∫ ∣∣∣∣
∫
cos(ξ
√
H )(x, z)e−H (z, y)1Q(z)dz
∣∣∣∣〈x − y〉a dx.
If zq is the center of the cube Q we have
|x − zQ| 〈ξ 〉
by the finite speed of propagation for cos(ξ
√
H )(x, z) (see Remark 2.1), and recalling that ξ ∈
supp Ĝj we have also
〈x − y〉 〈x − zQ〉〈zQ − y〉 〈ξ 〉〈zQ − y〉 2j 〈zQ − y〉.
Thus by Cauchy–Schwartz in dx we obtain
II2Q  〈ξ 〉n+2a〈zQ − y〉2a
∫ ∣∣∣∣
∫
cos(ξ
√
H )(x, z)e−H (z, y)1Q(z)dz
∣∣∣∣2 dx.
Using the unitarity of cos(ξ
√
H ) and the Gaussian estimate, this gives
II2Q  2j (n+2a)〈zQ − y〉2a
∫ ∣∣e−H 1Q∣∣2 dz 2j (n+2a)K20
∫
Q
e−2|z−y|2〈z− y〉2a dz
and hence, taking square roots and summing over Q we conclude
II  c(n, a) · 2(a+n/2)jK0
independently of y. Inserting this into Ij we see that
Ij  c(n, a)K02(a+n/2)j
∫ ∣∣Ĝj (ξ)∣∣dξ  c1(n, a)K0∥∥〈ξ 〉a+n/2Ĝj (ξ)∥∥L1
and summing over j
∥∥g(√H )∥∥〈x〉a  c(n, a)∥∥〈ξ 〉a+n/2Ĝ(ξ)∥∥L1 .
Finally we can write
G(s) = g(s)es2 = g(s) · χ(s)es2
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Ĝ = gˆ ∗ (̂χes2) ⇒ ∥∥〈ξ 〉sĜ∥∥
L1  c(s,R)
∥∥〈ξ 〉s gˆ(s)∥∥
L1
whence (2.13) follows; indeed, the symmetric quantity obtained by switching x, y in I is esti-
mated in an identical way.
The proof of (2.14) is similar: we must estimate now the integrals
I ′j =
∫ ∣∣√HGj(√H )e−H ∣∣ · 〈x − y〉a dy  ∫ ∫ ∣∣Ĝj ′(ξ)∣∣ · ∣∣cos(ξ√H )e−H ∣∣〈x − y〉a dξ dy
where we used that ŝG(s) = iĜ′(ξ). Proceeding as above we obtain
∥∥√Hg(√H )∥∥〈x〉a  c(n, a)∥∥〈ξ 〉a+n/2Ĝ′(ξ)∥∥L1
and to conclude it is sufficient to remark that
Ĝ′ = gˆ′ ∗ (̂χes2) ⇒ ∥∥〈ξ 〉sĜ∥∥
L1  c(s,R)
∥∥〈ξ 〉s gˆ′∥∥
L1 . 
Lemma 2.2. Assume H satisfies (H) and φ is given by (1.7). Let g be a function on R+, and
define, for j ∈ R, gj (s) = φ(2j s)g(s). Then for any a  0
cc
∥∥gj (√H )∥∥〈2−j x〉a  c(n, a)K0 · ∥∥〈ξ 〉a+ n2F[φ(s)S2−j g]∥∥L1, (2.15)∥∥√Hgj (√H )∥∥〈2−j x〉a  c(n, a)K0 · ∥∥〈ξ 〉a+ n2F[sφ(s)S2−j g]∥∥L1 · 2−j . (2.16)
Proof. Extend g(s) for s  0 as an even function; notice that the values of g on (−∞,0] are
irrelevant in the definition of g(
√
H ). We can write
gj (
√
H ) = S2−j Gj (
√
Hj )S2j (2.17)
where
Gj(s) = φ(s)g
(
2−j s
)= φS2−j g
and
Hj = 22j S2j HS2−j .
It is easy to check by rescaling that the operator Hj satisfies the conditions in Assumption (H)
with the same constants. Thus we can apply Lemma 2.1 and obtain
∥∥Gj(√Hj )∥∥〈x〉a  c(n, a,R)K0∥∥〈ξ 〉a+ n2F [φS2−j g]∥∥L1 .
As a consequence of (2.17), the kernels of Gj(
√
Hj ) and gj (
√
H ) are related by
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√
H )(x, y) = Gj(
√
Hj )
(
2−j x,2−j y
) · 2−jn,
and this implies (2.15). Since we have also
√
Hj = 2j S2j
√
HS2−j
(2.16) follows immediately from (2.14). 
Lemma 2.3. Assume H satisfies (H), let α ∈ C∞c (R) be an even function, and for r > 0 write
αr(s) = α(rs). Then, for all m 0,
∣∣αr(√H )(x, y)∣∣ C(n,m,α)K20 ·
〈
x − y
r
〉−m
r−n, (2.18)
∣∣√Hαr(√H )(x, y)∣∣ C(n,m,α)K20 ·
〈
x − y
r
〉−m
r−n−1. (2.19)
Proof. By rescaling, as in the proof of the previous lemma, we can reduce to the case r = 1.
Then define G(s) = α(s)es2 so that, using the inequality
〈x − y〉 〈x − z〉〈z − y〉,
we can write
〈x − y〉m∣∣α(√H )(x, y)∣∣ ∫ ∣∣G(√H )(x, z)∣∣〈x − z〉m · ∣∣e−H (z, y)∣∣〈z− y〉m dz.
Now we have
∣∣p1(z, y)∣∣ · 〈z− y〉m K0 · c(n,m)
and this implies
〈x − y〉m∣∣ψ(√H )(x, y)∣∣ c(n,m)K0∥∥G(√H )∥∥〈x〉m.
Applying (2.13) with a = m we obtain
∥∥G(√H )∥∥〈x〉m  c(n,m,α)K0
and (2.18) follows. Analogously, (2.19) follows from (2.16). 
We can now conclude the proof of (1.12) in a similar way as [17]. Let f ∈ L1, λ > 0 and con-
sider the Calderón–Zygmund decomposition of f : a sequence of disjoint cubes Qj and functions
h,fj with suppfj ⊆ Qj , j  1, such that
f = h+
∑
fj , |h| Cλ,
∫
|fj | Cλ|Qj |,
∑
|Qj | Cλ−1‖f ‖L1 .
j
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√
H )f as
g(
√
H )f = g(√H )h+
∑
j
g(
√
H )ψrj (
√
H )fj
+
∑
j
g(
√
H )
(
1 −ψrj (
√
H )
)
fj (2.20)
where
2rj = 4 diam(Qj ).
For the first term in (2.20) we have, by the spectral theorem,
∣∣{∣∣g(√H )h∣∣> λ}∣∣ λ−2∥∥g(√H )h∥∥2
L2  λ
−2‖g‖2L∞‖h‖2L2  Cλ−1‖g‖2L∞‖h‖L1
and hence
∣∣{g(√H )h > λ}∣∣ C‖g‖2L∞‖f ‖L1 · λ−1 (2.21)
since ‖h‖L1  C‖f ‖L1 . To handle the second term, we consider the product with γ (x) ∈ L2
∣∣(ψrj (√H )fj , γ )L2 ∣∣ CK20
∫ ∫ 〈
x − y
rj
〉−m
r−nj
∣∣γ (x)fj (y)∣∣dx dy
where we have used estimate (2.18) for the kernel. Now we notice that for all y ∈ Qj we have
〈
x − y
rj
〉−m
 c(m,n)
∫
Qj
〈
x − z
rj
〉−m
dz · |Qj |−1
with a constant independent of j . Thus, using
∫ |fj (y)|dy  Cλ|Qj |,
∣∣(ψrj (√H )fj , γ )L2 ∣∣ CK20λ
∫
Qj
dz
∫ 〈
x − z
rj
〉−m
r−nj
∣∣γ (x)∣∣dx.
The innermost integral is bounded by cnMγ (z) provided we choose e.g. m = n+ 1, so that
∑
j
∣∣(ψrj (√H )fj , γ )L2 ∣∣ CK20λ ·
∫
Qj
Mγ (z) dz CK20λ‖Mγ ‖L2
∥∥∥∑1Qj ∥∥∥
L2
and noticing that ‖∑1Qj ‖L2  Cλ−1/2‖f ‖1/2L1 we find∑∣∣(ψrj (√H )fj , γ )L2 ∣∣ CK20λ1/2‖f ‖1/2L1 ‖γ ‖L2 .
j
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∥∥∥∥g(√H )∑
j
ψrj (
√
H )fj
∥∥∥∥2
L2
 CK40‖g‖L∞λ‖f ‖L1
and proceeding as for the first piece we obtain∣∣∣∣
{∣∣∣∣g(√H )∑
j
ψrj (
√
H )fj
∣∣∣∣> λ
}∣∣∣∣ CK40‖g‖2L∞‖f ‖L1 · λ−1. (2.22)
Finally, consider the third piece in (2.20)
III =
∑
j
g(
√
H )
(
1 −ψrj (
√
H )
)
fj .
Recalling that
1 −ψ(s) =
∑
k0
φ
(
2ks
)
for s > 0,
using the notation lg r = log2 r ,
1 −ψrj (s) = 1 −ψ(rj s) =
∑
k0
φ
(
2krj s
)≡∑
k0
φ
(
2k+lg rj s
)
for s > 0
we can write
III =
∑
j
∑
k0
gk+lg rj (
√
H ), gj (s) = g(s)φ
(
2j s
)
.
Now, if 4Qj is a cube with the same center as Qj but with sides multiplied by 4, and A =⋃4Qj ,
∣∣{|III| > λ}∣∣ |A| + λ−1∑
j
∑
k0
∫
Rn\A
∣∣gk+lg rj (x, y)∣∣ · ∣∣fj (y)∣∣dy.
We shall estimate the kernel of gk+lg rj as follows: let a = σ − n/2 (recall that by assumption
μ = μσ (g) < ∞ for some σ > n/2, so that a > 0), then we can write
∣∣gk+lg rj (x, y)∣∣ ‖gk+lg rj ‖〈x/2krj 〉a ·
〈
x − y
2krj
〉−a
 c(n, a)K0μ · 2a(k−j)
where we have used (2.15), and the fact that for x /∈ A and y ∈ Qj we have |x − y|  2j rj .
Notice also that |A| c(n)∑ |Qj |. Thus we obtain
∣∣{|III| > λ}∣∣ c(n)λ−1‖f ‖L1 + c(n, a)K0μλ−1∑∑ 2a(k−j)‖fj‖L1 .
j k0
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∣∣{|III| > λ}∣∣ c(n, a)(1 +K0μ)λ−1‖f ‖L1 . (2.23)
Summing (2.21), (2.22) and (2.23) we obtain (1.11).
Estimate (1.12) for general p can be obtained in a standard way by real interpolation with the
L2 trivial estimate and duality. Notice however that the constant in the Marcinkiewicz interpola-
tion theorem diverges at both ends: if p = (1 − θ)/p0 + θ/p1 and the linear operator T satisfies
weak Lpj estimates with constants Cj , j = 0,1, then T satisfies a strong Lp estimate with a
norm
‖T ‖Lp→Lp  2
(
p
p − p0 +
p
p1 − p
)1/p
C1−θ0 C
θ
1
(see e.g. [16]). Thus a second (complex) interpolation step between two strong estimates is nec-
essary in order to get (1.12).
The proof of (1.14) requires a variant of the Calderón–Zygmund decomposition for Sobolev
functions due to Auscher [2]: given f with ‖∇f ‖L1 < ∞ and λ > 0, there exists a sequence
of cubes Qj with controlled overlapping (i.e.
∑
1Qj  N = N(n)), and functions h,fj with
fj ∈ W 10 (Qj ) such that
f = h+
∑
j
fj , |∇h| Cλ,
∫
|∇fj | Cλ|Qj |,
∑
|Qj | Cλ−1‖∇f ‖L1 .
We list the modifications necessary in the preceding proof. The decomposition is obviously
√
Hg(
√
H )f = √Hg(√H )h+
∑
j
√
Hg(
√
H )ψrj (
√
H )fj
+
∑
j
√
H
(
1 −ψrj (
√
H )
)
fj (2.24)
with rj as above. The first piece is estimated using (1.13) instead of the elementary L2 bound,
which gives
∣∣{∣∣g(√H )h∣∣> λ}∣∣ λ−qCqq ‖∇h‖qLq  CCqq λ−1‖∇h‖L1  CCqq λ−1‖∇f ‖L1 .
For the second piece we write as before, but using now the kernel estimate (2.19),
∣∣(√Hψrj (√H )fj , γ )L2 ∣∣ CK20
∫ ∫ 〈
x − y
rj
〉−m
r−n−1j
∣∣γ (x)fj (y)∣∣dx dy.
Notice that Poincaré’s inequality implies
∫ ∣∣fj (y)∣∣dy  Crj ∫ |∇fj |dy  Crjλ|Qj |
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∑
j
∣∣(√Hψrj (√H )fj , γ )L2 ∣∣ CK20λ ·
∫
Qj
Mγ (z) dz
and as above this implies
∣∣∣∣
{∣∣∣∣√Hg(√H )∑
j
ψrj (
√
H)fj
∣∣∣∣> λ
}∣∣∣∣ CK40‖g‖2L∞‖∇f ‖L1 · λ−1. (2.25)
The third piece is decomposed again as
III′ =
∑
j,k0
√
Hgk+lg rj (
√
H ), gj (s) = g(s)φ
(
2j s
)
.
Using the kernel estimate (2.16) we get now, with a = σ − n/2 (so that a > 1 now)
∣∣{∣∣III′∣∣> λ}∣∣ c(n)λ−1‖∇f ‖L1 + c(n, a)K0μ′λ−1∑
j
∑
k0
2a(k−j)‖fj‖L1 · 2−kr−1j .
Since a > 1 the sum in k converges with sum bounded by a constant c(a), and another application
of Poincaré’s inequality cancels the power r−1j . In conclusion
∣∣{∣∣III′∣∣> λ}∣∣ c(n, a)(1 +K0μ′)λ−1‖∇f ‖L1
and the proof is complete.
3. Bounded functions of the operator: Theorem 1.3
3.1. The Auscher–Martell maximal lemma
We reproduce here the maximal lemma of [5], in a version slightly simplified for our needs
(i.e., in the original lemma a finer decomposition in condition (3.7) is permitted). We decided to
include a short but complete proof in Appendix A, since we needed to keep track precisely of
the constants appearing in the final estimate (3.10); this gives the additional bonus of making the
paper self-contained. We also took the liberty of introducing some minor simplifications in the
final step of the proof.
In the statement of Lemma 3.1 below, the quantity aq/Kq in (3.9) must be interpreted as 0
when q = ∞, MF denotes the uncentered maximal operator over balls B
Mf (x) = sup
Bx
−
∫
B
∣∣f (x)∣∣dx, (3.1)
and cq is its norm in the weak (q, q) bound
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λ>0
λq
∣∣{Mf > λ}∣∣ cq‖f ‖qLq , 1 q < ∞, c∞ ≡ 1. (3.2)
We also recall that a weight w(x) > 0 belongs the reverse Hölder class RHq , 1 < q < ∞, if
there exists a constant C such that for every cube Q
(
−
∫
Q
wq
)1/q
 C −
∫
Q
wdx, (3.3)
while RH∞ is defined by the condition
w(x) C −
∫
Q
wdx for a.e. x ∈ Q. (3.4)
The best constant C in these inequalities is denoted by ‖w‖RHq . We shall use the following
consequence of the previous definition: if w ∈ RHs′ for some 1  s < ∞, then there exists C
such that for every cube Q and every measurable subset E ⊆ Q
w(E)
w(Q)
 ‖w‖RHs′
( |E|
|Q|
) 1
s
. (3.5)
Indeed, for s′ < ∞ one can write
w(E)
w(Q)
 |Q|
w(Q)
(
−
∫
Q
ws
′
) 1
s′
( |E|
|Q|
) 1
s
 ‖w‖RHs′
( |E|
|Q|
) 1
s
while for s′ = ∞ the proof is even more elementary.
Lemma 3.1. (See [5].) Let F,G be positive measurable functions on Rn, 1 < q ∞, a  1,
1 s < ∞, w ∈ RHs′ . Assume that for every ball B there exist GB , HB positive functions such
that
F GB +HB a.e. on B, (3.6)
‖HB‖Lq(B)  a
(
MF(x)+G(y)) · |B| 1q for every x, y ∈ B, (3.7)
‖GB‖L1(B) G(x) · |B| for every x ∈ B. (3.8)
Then for all λ > 0, 0 < γ < 1, K  2n+2a, we have, with C0 = 26(n+q)(c1 + cq),
w{MF >Kλ, G γ λ} C0‖w‖RHs′ ·
(
γ
K
+ a
q
Kq
) 1
s ·w{MF > λ}. (3.9)
As a consequence, if F is L1 and 1 p < q/s,
‖MF‖Lp(w)  C1‖G‖Lp(w), C1 =
[(
8C0‖w‖RHs′ + 2n+3
)
ap
] s
1−ps/q . (3.10)
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Assume for the moment w ∈ RHs′ for some 1  s < ∞; at the end of the proof we shall
optimize the choice in order to handle a generic weight in Ar . Moreover, fix a ν > 1 so large that
σ > n/ν, i.e. ν > n/σ .
Given any test function f , set F = |g(√H )f |ν , which is in L1 by Theorem 1.2. Then, for
any ball B define, with ψr(s) = ψ(rs),
GB = 2ν
∣∣g(√H )(1 −ψr(√H ))f ∣∣ν, HB = 2ν∣∣g(√H )ψr(√H )f ∣∣ν
where r is the radius of the ball B . We will show now that with these choices the assumptions of
the maximal lemma are satisfied. Clearly we have F GB +HB a.e. on Rn.
We check that assumption (3.7) holds with q = ∞. For any z ∈ B we have, writing for short
T = g(√H ),
∣∣T ψr(√H )f (z)∣∣ ∫ ∣∣ψr(√H )(z, y)∣∣ · ∣∣Tf (y)∣∣dy = I.
We can apply Lemma 2.3 with m = n+ 1; writing Bj = 2jB , j  0, B−1 = ∅, we have
I  C(n,ψ)K20 r−n
∑
j0
∫
Bj \Bj−1
〈
z− y
r
〉−n−1∣∣Tf (y)∣∣dy
and using 〈|z− y|/r〉 2j−1 and |Bj | = 2nj rnωn, we obtain
I  C(n,ψ)K20 2n+1ωn
∑
j0
2−j −
∫
Bj
∣∣Tf (y)∣∣dy.
Now if x ∈ B and B ′ = B(x, r), B ′j = 2jB ′, we have
−
∫
Bj
∣∣Tf (y)∣∣dy  c(n)( −∫ B ′j+1 ∣∣Tf (y)∣∣ν dy
) 1
ν
 c(n) ·MF(x)1/ν
and we obtain (3.7) with q = ∞:
∣∣HB(z)∣∣= 2ν∣∣T ψr(√H )f (z)∣∣ν  aMF(x), a = c(n,ψ, ν)K2ν0 . (3.11)
Consider now the remaining term, which we split as
GB = 2ν
∣∣g(√H )(1 −ψr(√H ))f ∣∣ν  4ν(IIν + IIIν)
where
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f1 = f · 14B, f2 = f · 1Rn\4B.
For the piece II we use Theorem 1.2 (recall that we can take ν  1):
‖II‖Lν(B)  ν · c(n,σ )K40
(
1 +μ+ ‖g‖2L∞
)∥∥(1 −ψr(√H ))f1∥∥Lν .
Notice that
∥∥(1 −ψr(√H ))f1∥∥Lν  ∥∥ψr(√H )f1∥∥Lν + ‖f1‖Lν
and using (2.18) with m = n+ 1 we see that
∥∥ψr(√H )f1∥∥Lν  c(n,ψ)K20‖f1‖Lν
which implies
‖II‖Lν(B)  cK60
(
1 +μ+ ‖g‖2L∞
)‖f1‖Lν .
Estimating with the maximal function we obtain
‖II‖Lν(B)  c(n,σ,ψ)K60
(
1 +μ+ ‖g‖2L∞
) · rn/ν ·M(|f |ν)(x)1/ν ∀x ∈ B. (3.12)
We can now focus on the piece III; we write
1 −ψ(s) =
∑
k0
φ
(
2ks
)
for s > 0
and hence, using the notation lg r = log2 r ,
1 −ψr(s) = 1 −ψ(rs) =
∑
k0
φ
(
2krs
)≡∑
k0
φ
(
2k+lg r s
)
for s > 0
which implies
g(
√
H )
(
1 −ψr(
√
H )
)=∑
k0
gk+lg r (
√
H ), gj (s) = g(s)φ
(
2j s
)
.
Denote by ak(x, y) the kernel of gk+lg r (
√
H ), then we have (Bj = 2jB)
∥∥gk+lg r (√H )f2∥∥L2(B) ∑
j3
∥∥∥∥
∫
Bj \Bj−1
∣∣ak(z, y)f2(y)∣∣dy
∥∥∥∥
L2z(B)
.
Now by Hölder’s inequality
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∥∥∥∥
∫
A
∣∣a(z, y)f (y)∣∣dy∥∥∥∥
Lνz (B)
 C‖f ‖Lν(A)
where
C = max
{
sup
z∈A
(∫
B
∣∣a(z, y)∣∣dy), sup
z∈B
(∫
A
∣∣a(z, y)∣∣dy)}. (3.13)
Moreover, Lemma 2.2 and assumption (1.9) ensure that
‖ak‖〈2kr−1x〉σ  c(n,σ )K0μ. (3.14)
We notice that for z ∈ B and y ∈ Bj \Bj−1, j  2, k  0, one has
|z− y|
2kr
 2j−k−2  1 ⇒
〈
z− y
2kr
〉σ
 4−σ 2σ(j−k)
which together with (3.14) implies for (3.13)
C  c(n,σ )K0μ · 2σ(k−j)
and hence ∥∥∥∥
∫
Bj \Bj−1
∣∣ak(z, y)f2(y)∣∣dy
∥∥∥∥
Lνz (B)
 c(n,σ )K0μ · 2σ(k−j)‖f ‖Lν(Bj \Bj−1).
Now let x ∈ B arbitrary and B ′ = B(x, r), B ′j = 2jB , then
‖f ‖Lν(Bj \Bj−1)  ‖f ‖Lν(B ′j+1)  cn2nj/νrn/ν ·M
(|f |ν)(x)1/ν,
thus we have proved for all x ∈ B
∥∥∥∥
∫
Bj \Bj−1
∣∣ak(z, y)f2(y)∣∣dy
∥∥∥∥∥
Lνz (B)
 c(n,σ )K0μ · 2σ(k−j)2nj/νrn/νM
(|f |ν)(x)1/ν .
Summing over j  3, since σ > n/ν we get
∥∥gk+lg r (√H )f2∥∥L2(B)  c(n,σ )K0μ · 2kσ rn/ν ·M(|f |ν)(x)1/ν, (3.15)
and summing over k  0, and recalling (3.12), we conclude
‖GB‖L1(B)  4ν‖II‖νLν(B) + 4ν‖III‖νLν(B)
 ννc(n,σ )νKν
(
1 +μ+ ‖g‖2 ∞)ν ·M(|f |ν)(x) · |B|. (3.16)0 L
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G(x) = ννc(n,σ )νKν0
(
1 +μ+ ‖g‖2L∞
)ν ·M(|f |ν)(x). (3.17)
We are finally in position to apply Lemma 3.1 and we obtain, for all 1  p < ∞, and any
weight w ∈ RHs′ for some 1 s < ∞,
‖F‖Lp(w)  ‖MF‖Lp(w)  C1‖G‖Lp(w) (3.18)
where in our case
C1 = c(n,σ,ψ,p, s)
(‖w‖RHs′ + 1)sK2psν0 ,
that is to say
∥∥g(√H )f ∥∥ν
Lpν(w)
 C2‖M
(|f |ν)‖Lp(w) (3.19)
where
C2 = ννc(n,σ,ψ,p, s)ν
(‖w‖RHs′ + 1)sKν+2psν0 (1 +μ+ ‖g‖2L∞)ν.
Now, assume the weight is in some Ap; recalling that
⋃
1p<∞ Ap =
⋃
1<q∞ RHq , we
have also w ∈ RHs′ for some 1  s < ∞, and all the previous computations apply. Since the
maximal operator is bounded on Lp(w), we deduce from (3.19)
∥∥g(√H )f ∥∥
Lpν(w)
 C3‖f ‖Lpν(w)
where
C3 = ν · c(n,σ,ψ,p,w)K1+2p
2
0
(
1 +μ+ ‖g‖2L∞
)
.
Let q = νp; since we can take ν > n/σ (provided ν > 1) arbitrarily large, we see that we have
proved (1.18) for all q > max{p,pn/σ }, with a constant
q
p
· c(n,σ,ψ,p,w)K1+2p20
(
1 +μ+ ‖g‖2L∞
)= c′(n,σ,ψ,p,w)K1+2p20 (1 +μ+ ‖g‖2L∞)q
as claimed.
4. The electromagnetic Laplacian
In this section we verify that an electromagnetic Laplacian
H = (i∇ −A(x))2 + V (x)
satisfies Assumption (H), under suitable (very weak) regularity and integrability conditions on
the coefficients. We recall that a measurable function V on Rn is in the Kato class when
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x
lim
r↓0
∫
|x−y|<r
|V (y)|
|x − y|n−2 dy (n 3),
while the Kato norm is defined by
‖V ‖K = sup
x
∫ |V (y)|
|x − y|n−2 dy (n 3)
(replace |x − y|2−n with | log |x − y|| in dimension n = 2).
Our conditions will be based on the following result, which is obtained by combining a heat
kernel estimate from [10] with Simon’s diamagnetic inequality:
Proposition 4.1. Consider the Schrödinger operator H = (i∇ − A(x))2 + V (x) on L2(Rn),
n 3. Assume that A ∈ L2loc(Rn,Rn), moreover the positive and negative parts V± of V satisfy
V+ is of Kato class, (4.1)
‖V−‖K < cn = πn/2/Γ (n/2 − 1). (4.2)
Then H has a unique nonnegative selfadjoint extension, e−tH is an integral operator whose
kernel satisfies the pointwise estimate
∣∣e−tH (x, y)∣∣ K0
tn/2
e−|x−y|2/(8t), K0 = (2π)
−n/2
1 − ‖V−‖K/cn . (4.3)
Proof. Simon’s diamagnetic pointwise inequality (see Theorem B.13.2 in [24]), which holds
under weaker assumptions, states that for any test function φ(x),
∣∣et[(∇−iA(x))2−V ]φ∣∣ et(−V )|φ|.
By choosing a delta sequence φ of test functions, this implies an analogous pointwise inequality
for the corresponding heat kernels. Now we can apply the second part of Proposition 5.1 in [10]
which gives precisely estimate (4.3) for the heat kernel of e−t (−V ) under (4.1), (4.2). 
5. Fractional powers: proof of Corollary 1.4
Corollary 1.4 will be proved via Stein–Weiss interpolation for a suitable analytic family of
operators. We need the following lemma:
Lemma 5.1. Assume n  3, 1 < p < n/2, and let w(x) be a weight of class Ap . Then the
operator H = (i∇ −A)2 + V satisfies the estimate
‖Hg‖Lp(w)  c(n,p,w) ·
(∥∥|A|2 − i∇ ·A+ V ∥∥
Ln/2 + ‖A‖Ln + 1
)∥∥(−)g∥∥
Lp(w)
. (5.1)
524 F. Cacciafesta, P. D’Ancona / Advances in Mathematics 229 (2012) 501–530Proof. Setting w = vp , the right-hand side of (5.1) can be written ‖vHg‖Lp . If we expand the
operator H and use Hölder’s inequality for Lorentz spaces we find
‖vHg‖Lp 
∥∥|A|2 − i∇ ·A+ V ∥∥
Ln/2,∞‖vg‖Lp∗∗,p + 2‖A‖Ln,∞‖v∇g‖Lp∗,p + ‖vg‖Lp
where
p∗ = np
n− p , p
∗∗ = np
n− 2p .
We can use now the weighted version of Sobolev embeddings proved by Muckenhoupt and
Wheeden (see [21] and [6]). Recall also the definition of the reverse Hölder class (3.3)–(3.4).
Theorem 5.2. For 1 <p  q < ∞ we have∥∥v(−)−α/2g∥∥
Lq
 C‖vg‖Lp
provided
α
n
= 1
p
− 1
q
and v ∈ A2− 1
p
∩RHq .
By real interpolation the preceding estimates extend easily to Lorentz spaces as follows∥∥v(−)−α/2g∥∥
Lq,p
 C‖vg‖Lp, (5.2)
under the same conditions on p,q,w. Notice that this result for α = 1,2, combined with the
boundedness of the Riesz operator ∇(−)−1/2 in weighted spaces, gives precisely the estimates
we need:
‖vg‖Lp∗∗,p  C
∥∥v(−)g∥∥
Lp
, ‖v∇g‖Lp∗,p  C
∥∥v(−)g∥∥
Lp
as soon as the weights are in the appropriate classes. In order to apply Theorem 5.2 we must
require that
v = w1/p ∈ A2− 1
p
∩RH np
n−p ∩RH npn−2p .
We now use a few basic properties of weighted spaces and reverse Hölder classes (for more
details see [15]). First of all, for 1 r ∞ and 1 < q < ∞ one has
v ∈ Ar ∩RHq ⇔ vq ∈ Aq(r−1)+1.
Setting q = p = q(r − 1)+ 1, which implies r = 2 − 1/p, we obtain
v ∈ A2− 1
p
∩RHp ⇔ w = vp ∈ Ap.
Since the classes RHq are decreasing in q , i.e.
RH∞ ⊂ RHq ⊂ RHp, for 1 <p  q ∞
and p < p∗ <p∗∗, all conditions on v collapse to w ∈ Ap and the proof is concluded. 
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family of operators for z in the strip 0z 1
Tz = wzHz(−)−zw−1z , w
1
pz
z = w
1−z
p0
0 w
z
p1
1 ,
1
pz
= 1 − z
p0
+ z
p1
.
We follow here the standard theory of [27] (see Theorem V.4.1), and in particular the operators Tz
are defined on simple functions φ belonging to L1(Rn), with values into measurable functions.
Moreover, we have
|T1+iyφ| = w
1
p1
1
∣∣HiyH(−)(−)−iyw− 1p11 (w1/p00 w−1/p11 )iyφ∣∣.
The function g(s) = s2iy satisfies μσ (g)  C(1 + |y|)σ < ∞ for all σ (see Remark 1.4), so
choosing e.g. σ = n+ 1, by the weighted estimate (1.18) we have that Hiy is bounded on Lq(w)
for all w ∈ Ap and all q  p (actually q > p −  as per Remark 1.5). This applies also to the
special case of the operator (−)iy . Combining (1.18) with Lemma 5.1, we deduce
‖T1+iyφ‖Lp1  c(n,p1,w1)K1+2p
2
1
0 C(A,V )
(
1 + |y|)n+1‖φ‖Lp1 ,
where
C(A,V ) = ∥∥|A|2 − i∇ ·A+ V ∥∥
Ln/2 + ‖A‖Ln + 1. (5.3)
Notice in particular the polynomial growth in y which ensures that Tz is an admissible family in
the sense of [27]. On the other hand, we have
|Tiyφ| = w
1
p0
0
∣∣Hiy(−)−iyw− 1p00 (w1/p00 w−1/p11 )iyφ∣∣
and by a similar argument we deduce
‖Tiyφ‖Lp0  c(n, ,p0,w0)K1+2p
2
0
0
(
1 + |y|)n‖φ‖Lp0 .
Thus we are in position to apply complex interpolation for the family Tz, and we conclude that,
for 0 < θ < 1,
‖Tθφ‖Lpθ  c(n,pj ,wj )K2(1+p
2
0+p21)
0 C(A,V )
θ‖φ‖Lpθ
which is equivalent to
∥∥Hθφ∥∥
Lpθ (wθ )
 c(n, ,pj ,wj )K
2(1+p20+p21)
0 C(A,V )
θ
∥∥(−)θφ∥∥
Lpθ (wθ )
.
Notice that
1 = 1 − θ + θ (5.4)
pθ p0 p1
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n/(2θ).
Summing up, we have proved inequality (1.28) for all choices of 0 < θ < 1, 1 < p < n/(2θ)
and all weights w(x) which can be represented in the form
w = wpθ
1−θ
p0
0 w
pθ
θ
p1
1 , (5.5)
with wj ∈ Apj . The indices p0,p1 must be such that
1
p
= 1 − θ
p0
+ θ
p1
and of course 1 < p0 < ∞, 1 < p1 < n/2. It is clear that the weights of the form (5.5) belong
to Ap (using e.g. the characterization in terms of maximal estimates). Conversely, it is not diffi-
cult to see that any Ap weight can be represented in the form (5.5). Indeed, recall the following
characterization of Muckenhoupt weights (see [25]): w ∈ Ap , 1  p < ∞, if and only if there
exist two weights a(x), b(x) ∈ A1 with w = a · b1−p . Then if we choose
w0(x) = a(x)b(x)1−p0 , w1(x) = a(x)b(x)1−p1
we see that (5.5) is satisfied, and of course wj ∈ Apj . This concludes the proof.
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Appendix A. Proof of Lemma 3.1
The following proof follows [5] closely, with some minor modifications and simplifications
as explained at the beginning of Section 3. We denote by 1A the characteristic function of a set
A, and, given a ball B , by mB the ball with the same center and radius multiplied by a factor m.
Consider the sets
Uλ = {MF >Kλ, G γ λ} ⊆ Eλ = {MF > λ}.
Eλ is open and we can decompose it in a sequence of disjoint Whitney cubes E =⋃j Qj with
4Qj ∩ (Rn \Eλ) = ∅, so that
∃xj ∈ 4Qj with MF(xj ) λ. (A.1)
To each Qj we associate a ball Bj with the same center as Qj and radius equal to 16 times the
side of Qj . Clearly we have also Uλ =⋃j Eλ ∩Qj . In the following we shall discard the cubes
such that Uλ ∩Qj = ∅, and select an arbitrary yj ∈ Uλ ∩Qj , so that
yj ∈ Qj, MF(yj ) > Kλ, G(yj ) γ λ. (A.2)
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∣∣{MF >Kλ} ∩Qj ∣∣ ∣∣{M(F1Bj ) > Kλ/2}∣∣. (A.3)
Indeed, take any point x ∈ {MF > λ} ∩ Qj and a ball B containing x with
∫
B
|F | > Kλ|B|. If
B ⊆ Bj we have ∫
Q∩Bj
|F | =
∫
B
|F | >Kλ|B| ⇒ M(F1Bj )(x) > Kλ;
if on the other hand B  Bj , it is easy to check that 2B must contain xj and this implies (recalling
that MF(xj ) λ) ∫
B\Bj
|F |
∫
2B
|F | λ|2B|
so that, using K  2n+2a  2n+2,∫
B∩Bj
|F | >Kλ|B| − |2B|λ (K − 2n) · |B ∩Bj | · λ Kλ2 · |B ∩Bj |.
In order to prove inequality (3.9), we rewrite it as
w(Uλ) ‖w‖RHs′C0 ·
(
γ
K
+ a
q
Kq
) 1
s ·w(Eλ)
which is implied by
w(Uλ ∩Qj) ‖w‖RHs′C0 ·
(
γ
K
+ a
q
Kq
) 1
s ·w(Qj ) for everyj.
Thus, recalling (3.5), we see that it is sufficient to prove
|Uλ ∩Qj | C0 ·
(
γ
K
+ a
q
Kq
)
|Qj | for every j. (A.4)
Now, by (A.3), we can write
|Uλ ∩Qj |
∣∣{MF >Kλ} ∩Qj ∣∣ ∣∣{M(F1Bj ) > Kλ/2}∣∣
and using F1Bj GBj 1Bj +HBj 1Bj we obtain
|Uλ ∩Qj |
∣∣{M(GBj 1Bj ) > Kλ/4}∣∣+ ∣∣{M(HBj 1Bj ) > Kλ/4}∣∣= I + II. (A.5)
To the term I we apply the weak bound (3.2) for q = 1:
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∫
Bj
|GBj |
4c1
Kλ
|Bj |G(yj ) 2
5n+2c1
K
|Qj |γ (A.6)
where we used (3.8), (A.2) and |Bj | 25n|Qj |.
Consider then the term II in (A.5). When q = ∞ we can write by (3.7), (A.1), (A.2) and
K  2n+1a
∥∥M(HBj 1Bj )∥∥L∞  ‖HBj 1Bj ‖L∞  a(MF(xj )+MG(yj )) 2aλ Kλ4
so that II ≡ 0. When q < ∞, we use the weak (q, q) bound (3.2), (3.7) and (A.1) to obtain
II  4
qcq
(Kλ)q
‖HBj ‖qLq(Bj ) 
4qcq
(Kλ)q
· |Bj | · aq
[
MF(xj )+G(yj )
]q  25(n+q)cqaq
Kq
|Qj |
which together with (A.6) implies (A.4) and concludes the proof of (3.9).
We now prove (3.10); we can assume that the right-hand side is finite. First we choose K large
enough and γ small enough that
C0 ·
(
γ
K
+ a
q
Kq
) 1
s · ‖w‖RHs′ 
1
2Kp
;
to obtain this, it is sufficient to set
Kq−ps = 4s(C0‖w‖RHs′ + 2n)saq, γ = 4−s(C0‖w‖RHs′ + 2n)−s ·K1−ps. (A.7)
With this choice, (3.9) implies (after a rescaling λ → λ/K)
w{MF > λ} 1
2Kp
w{MF > λ/K} +w{MG> γλ/K}. (A.8)
Now define, for j ∈ Z,
cj =
Kj+1∫
Kj
pλpw{MF > λ}dλ
λ
, dj =
γKj∫
γKj−1
pλpw{MG> λ}dλ
λ
.
Multiplying (A.8) by pλp and integrating in dλ/λ we obtain that cj , dj are finite and satisfy
cj 
1
2
cj−1 +
(
K
γ
)p
dj . (A.9)
Summing from −N to N , N > 0, we have, with C′ = (K/γ )p ,
N∑
cj 
1
2
N−1∑
cj +C′
N∑
dj 
1
2
N∑
cj + 12c−N−1 +C
′
N∑
dj
−N −N−1 −N −N −N
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N∑
−N
cj  c−N−1 + 2C′
N∑
−N
dj ⇒
+∞∑
−∞
cj  lim sup
j→−∞
cj + 2C′
+∞∑
−∞
dj .
If we can show that cj is uniformly bounded for j < 0, this implies that the series in cj converges
and hence the lim sup is actually 0, implying
+∞∑
−∞
cj  2
(
K
γ
)p +∞∑
−∞
dj
which gives (3.10) and concludes the proof. The bound on cj is easy if the weight w is an L∞
function: using the weak (1,1) estimate for MF we have
cj  ‖w‖L∞‖F‖L1
Kj∫
Kj−1
pλp−1 dλ
which is bounded uniformly for j < 0 since K > 1 and p  1. If w is not in L∞, we first
prove the estimate for the truncated weight wR = inf{w,R} for all R > 0, then observe that the
constant in the estimate depends only on the quantity ‖wR‖RHs′ , which is bounded uniformly in
R  1 since w ∈ RHs′ , and does not depend on the L∞ norm of the weight. Letting R → ∞ we
obtain (3.10).
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