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Abstract
The Brownian frame process T B is defined as
T Bt := (Bt−1+u)0≤u≤1 , t ∈ [0, 1] ,
where B is a real-valued Brownian motion with parameter set [−1, 1]. This
thesis investigates properties of the path-valued Brownian frame process
relevant to establishing an integration theory based on the theory of rough
paths ([Lyons, 1998]). The interest in studying this object comes from its
connection with Gaussian Volterra processes (e.g. [Decreusefond, 2005])
and stochastic delay differential equations (e.g. [Mohammed, 1984]). Chap-
ter 2 establishes the existence of T B. We then examine the convergence
of dyadic polygonal approximations to T B if the path-space V where T B
takes its values is equipped with first the p-variation norm (p > 2) and
second the sup-norm. In the case of the p-variation norm, the Brownian
frame process is shown to have finite p´-variation for p´ > 2p
p−2 . In the case
of the sup-norm, it is shown to have finite p´-variation for p´ > 2. Chapter
3 provides a tail estimate for the probability that two evaluations of the
Brownian frame process are far apart in the p-variation norm. Chapter 4
shows that T B does not have a Le´vy area if V ⊗ V is equipped with the
injective tensor product norm (where V = C ([0, 1])).
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Chapter 1
Introduction
1.1 Motivation
Let x. : [0, t]→ V , where V is some linear space and
T : [0, t]→ [0, t]
be such that T (h) ≤ h. By the historic frame path T x of x, we mean the path-valued
path
T xh :=
(
xh−T (h)+u
)
0≤u≤T (h) , h ∈ [0, t] . (1.1)
T x takes its values in the space of paths from [0, T (h)] to V , i.e. T xh ∈ V [0,T (h)] (where
V [a,b] denotes the space of all paths from [a, b] to V ). The map
T : [0, t]→ [0, t]
determines the frame length of T x at time h so that the evaluation of T x at time h
is a V -valued path of length T (h).
Example 1 If T ≡ 0, then T x ≡ x.
We give two examples to illustrate the relevance of the historic frame path:
Example 2 From a control theory point of view, a differential equation is interpreted
as follows: The system we want to control has state yt at time t (where yt lives on some
manifold W ). The initial state is given by y0. The driving signal xt that determines
1
the state of the system at time t lives on some Banach space V . It filters through a
map
f (.) : V → (W → TW )
to produce an effect in the state space W (here TW denotes the tangent space of W ).
We call f the vector field map and write
dyu = f (yu) dxu, y0 = a. (1.2)
Subject to f and x satisfying certain conditions, [Lyons, 1998] gives meaning to (1.2)
(the exact result is quoted in Theorem 14 below). In the classical theory of dynamical
systems with memory (delay differential equations), the system response at time r
may depend on the entire solution trajectory up to time r, that is the vector field map
f is a function of the path segment (yu : 0 ≤ u ≤ r), so that
f
(
(yu)0≤u≤r
)
: V → TW.
The “delay” here occurs as an argument of the vector field map. One could imagine
a dynamical system with a different type of memory where the delay occurs in the
driving signal x: Since each state yr is determined by the initial state y0 and the
signal path segment (xu : 0 ≤ u ≤ r), an approach where y is driven by the entire
historic trajectory (xu : 0 ≤ u ≤ .) could prove to be interesting. In other words, we
might like to give meaning to (1.2) in the sense of [Lyons, 1998] if the driving signal
x evaluated at time r equals (zu)0≤u≤r and z is some V -valued path. In this case,
x = T z is the frame process defined in (1.1) associated to z with variable frame length
T (h) = h.
Example 3 We consider a Volterra Gaussian Process, say Fractional Brownian Mo-
tion (fBM) with Hurst parameter H. B is a real-valued Brownian Motion. The eval-
uation of fBM at time t is obtained by applying the Wiener integral to an appropriate
deterministic L2- kernel KH (t, .)
1,
fBMH (r) :=
∫ r
0
KH (t, s) dBs.
1The kernel KH is given by
KH (t, s) = CH
[
2
2H − 1
(
t (t− s)
s
)H− 1
2
−
∫ t
s
(
u (u− s)
u
)H− 1
2 du
u
]
1]0,t[ (s)
where CH =
Γ(2−2H) cos(piH)
Γ(H− 1
2
)piH(1−2H)
.
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This is a functional of the path-segment T B (r) = (Bu : 0 ≤ u ≤ r) – i.e. a functional
of the Brownian Frame Process of frame length T (r) = r.
This thesis investigates some of the rough path properties (c.f. [Lyons, 1998])
of the historic frame path on the Wiener space
(
C0 ([−1, 1]) , σ‖.‖∞,P
)
2, defined for
f ∈ C0 ([−1, 1]) at h ∈ [0, 1] as
T fh := (fh−1+u)0≤u≤1 . (1.3)
Here, we have a constant frame length T ≡ 1. When viewed as a (Borel) random
variable on Wiener space, T Bh will be called the Brownian frame random variable at
h (associated to the Brownian Motion B supported on
(
C0 ([−1, 1]) , σ‖.‖∞,P
)
).
1.2 Rough Path Theory
The theory of Rough Paths as developed in [Lyons, 1998] shows how to construct
solutions to differential equations driven by paths that are not of bounded variation
but have controlled roughness. The p-variation (Definition 7 below) is taken as a
measure of a Banach space valued path’s roughness. The analysis is independent of
the dimension of the Banach space and so appears particularly well adapted to the
case where the Banach space in question is a path-space. We give a brief overview:
Let V be a Banach space with norm |.|V . We denote by T n (V ) the truncated
tensor algebra of V , that is
T n (V ) := R⊕V ⊕ V ⊗2 ⊕ ...⊕ V ⊗n,
where V ⊗i := V ⊗ V ⊗ ...⊗ V (i copies).
Definition 4 (multiplicative functional) A continuous functional{
x : {(s, t) : 0 ≤ s ≤ t ≤ T} → T n (V )
xs,t =
(
x0s,t, x
1
s,t, x
2
s,t, ..., x
n
s,t
)
is called multiplicative if it satisfies Chen’s identity
xs,t ⊗ xt,u = xs,u for 0 ≤ s ≤ t ≤ u ≤ T
2C0 ([−1, 1]) denotes the space of continuous functions on [−1, 1] that are 0 at −1. σ‖.‖
∞
denotes
the completion of the σ-algebra generated by the sup-norm and P is the Wiener measure.
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and
x0s,t ≡ 0 on {(s, t) : 0 ≤ s ≤ t ≤ T} .
Example 5 Every continuous V -valued path x determines a multiplicative functional
(1, xt − xs) in T 1 (V ). The converse is not true: With every multiplicative functional
y ∈ T 1 (V ) we may associate a collection of V -valued paths {y10,t + c : c ∈ V }.
A wide class of multiplicative functionals is given by
Theorem 6 (Chen’s theorem) Suppose x is a bounded variation path in V . Then
x has a canonical multiplicative lift xs,t =
(
x0s,t, x
1
s,t, ..., x
n
s,t
)
to T n (V ) given by its
sequence of iterated integrals:
x0s,t ≡ 1, x1s,t ≡ xt − xs,
xks,t =
∫
...
∫
s≤u1≤u2≤...≤uk≤t
dxu1 ⊗ dxu2 ⊗ ...⊗ dxuk .
We call x the Chen lift of x.
In general, if y = (y0, y1, y2, ..., ym) is a multiplicative functional with values in
Tm (V ) and for some z =(z0, z1, z2, ..., zn) taking values in T n (V ) with m ≥ n, we
have that
z =
(
y0, y1, y2, ..., yn
)
,
then we say that z is the projection of y onto T n (V ). We also say that y is a
multiplicative functional lying above z or that y is a lift of z. It is important to
note that in general for a given z, neither existence nor uniqueness of y is obvious
(Theorem 13 below deals with the existence of a unique lift for a particular class of
z).
For each n, V ⊗n is assumed to be equipped with a compatible tensor norm ‖.‖V ⊗n :
If v ∈ V ⊗i and w ∈ V ⊗j , then ‖.‖V ⊗n is said to be compatible if for any (i, j) with
i+ j ≤ n, we have
‖v ⊗ w‖V ⊗(i+j) ≤ ‖v‖V ⊗i ‖w‖V ⊗j , (1.4)
and
‖v‖V ⊗1 ≡ |v|V .
Definition 7 Let D ([0, T ]) denote the set of all finite dissections of [0, 1], that is
D ([0, T ]) := {{t0, t1,, ..., tn} : t0 = 0 < t1 < t2 < ... < tn = T and n is finite} .
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For p ≥ n, the p-variation functional of level i of a function
x : {(s, t) : 0 ≤ s ≤ t ≤ T} → T n (V )
with
xs,t =
(
x0s,t, x
1
s,t, x
2
s,t, ..., x
n
s,t
)
is defined as
Vp
(
xi
)
:= sup
{∑
D
∥∥∥xitj−1,tj∥∥∥ pi
V ⊗i
: D ∈ D ([0, T ])
} i
p
.
x is said to have finite p-variation if
Vp (x) := max
1≤i≤n
Vp
(
xi
)
is finite.
Definition 8 (rough path) A multiplicative functional of finite p-variation with
values in T ⌊p⌋ (V ) (where ⌊p⌋ := max (n ∈ N : n ≤ p)) is called a rough path of rough-
ness p. The set of all p-rough paths is denoted as Ωp (V ) . For any x,y ∈ Ωp (V ), the
p-variation distance dp is defined as
dp (x,y) = Vp (x− y) .
Remark 9 (Ωp (V ) , dp) is a complete metric space as are all projections of Ωp (V )
onto T n (V ) for n ≤ ⌊p⌋ (Lemma 3.3.3 in [Lyons and Qian, 2002]). However, Ωp (V )
is not a linear space – in general, the sum of two multiplicative functionals fails to be
multiplicative.
Lemma 10 If p´ ≥ p, then dp´ ≤ dp.
Proof. For (aj)1≤j≤n ∈ Rn,[
n∑
j=1
|aj |
] p´
p
=
[
n∑
j=1
|aj |
][
n∑
j=1
|aj|
] p´
p
−1
=
n∑
j=1
|aj |
[
n∑
i=1
|ai|
] p´
p
−1
≥
n∑
j=1
|aj |
p´
p .
We now fix x ∈ Ωp (V ) and a dissection D in D ([0, T ]) (Definition 7 above). If we
take |aj | =
∣∣∣xitj ,tj+1∣∣∣ pi for 1 ≤ i ≤ p and then take the sup over D ([0, T ]), the result
follows (we set xns,t ≡ 0 for p < n ≤ p´). 
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Definition 11 (smooth rough path) Suppose x is a bounded variation path in V .
We will denote by x the Chen lift of x to T n (V ) and call x a smooth rough path.
The collection of smooth rough paths is contained in ∩p≥1Ωp (V ).
Definition 12 (geometric rough path) The closure of the smooth rough paths un-
der dp is called the space of geometric rough paths of roughness p and denoted
ΩG (V )p.
The “First Theorem” from [Lyons, 1998] gives sufficient conditions for the exis-
tence of a unique lift:
Theorem 13 (Theorem 2.2.1 in [Lyons, 1998]) Let X
(n)
s,t be a continuous multi-
plicative functional in T (n) (V ) of finite p-variation where n = ⌊p⌋. There exists a
multiplicative extension X
(m)
s,t to T
(m) (V ), m > n which is of finite p-variation. The
extension is unique in this class.
The Universal Limit Theorem below establishes the connection between multi-
plicative functionals and solutions to differential equations:
Theorem 14 ( Theorem 4.1.1 in [Lyons, 1998]) Let f be a linear map from V
to the space of Lipschitz-γ vector fields on W , that is f ∈ L (V, Lip (γ,W,W )) 3where
1 ≤ p < γ. Then consider the Itoˆ map I : X → (X, Y ) defined for bounded variation
paths by
dYt = f (Yt) dXt, Y0 = a. (1.5)
Define the one form h by
h (x, y) (dX, dY ) = h (y) (dX, dY ) = (dX, f (y) dX) .
For any geometric multiplicative functional X ∈ ΩG (V )p there is exactly one geomet-
ric multiplicative functional extension Z =(X,Y) ∈ ΩG (V ⊕W )p such that if Yt =
Y10,t + a, then Z satisfies the rough
4 differential equation
δZ =h (Yt) δZ.
3Lip (n+ ε,W,W ) denotes the space of n-times differentiable functions from W to W whose nth
derivative is ε-Lipschitz
4By a rough differential equation we mean a differential equation on the truncated tensor algebra
T n (V ). To emphasise the difference between a differential equation and a rough differential equation
we write “δZ” instead of “dZ”(c.f Definition 4.1.1 in [Lyons, 1998])
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Such a solution exists on a small interval [0, T ] whose length can be controlled entirely
in terms of the control of the roughness of X and of f . The Itoˆ map is uniformly
continuous and the map X→ Z is the unique continuous extension of the Itoˆ map
from ΩG (V )p to ΩG (V ⊕W )p.
1.3 Results
In Chapter 2 we establish the existence of a continuous Brownian frame process T B
into (C ([0, 1]) , ‖.‖∞). T B algebraically agrees with the object defined in (1.3), i.e.
for any f ∈ C0 ([−1, 1]), T B (f) := T f . We call T B the Brownian sup-frame process.
For p´ > 2, T B. is shown to have finite p´-variation. Furthermore, the dyadic polygonal
approximations of T B converge to T B in p´-variation.
If p ≥ 1,
(
C ([0, 1])p , ‖.‖p
)
denotes the Banach space of continuous functions of
finite p-variation equipped with the p-variation norm
‖.‖p := ‖.‖∞ + Vp (.) .
For p > 2, we establish the existence of a continuous Brownian frame process SB,p.
into
(
C ([0, 1])p , ‖.‖p
)
that algebraically agrees with the object defined in (1.3) off a
nullset. That is, SB,p (f) is equal to T f for P-a.e. f ∈ C0 ([−1, 1]) . SB,p is called
the p-variation frame process. For p´ > 2p
p−2 , we show that the dyadic polygonal
approximations of SB,p converge to SB,p. in p´-variation.
In Chapter 3, we examine further properties of SB,p (p > 2): We find constants,
d1 (α, p) (α is a constant strictly greater than 1− 1p) and d2 (p), so that the random
variable ∥∥∥SB,ph2 − SB,ph1 ∥∥∥
p
d2 (p) (h2 − h1)
1
2
− 1
p
− d1 (α, p)
has Gaussian tails. More precisely, we find constants d1 (α, p) and d2 (p) such that
P


∥∥∥SB,ph2 − SB,ph1 ∥∥∥
d2 (p) (h2 − h1)
1
2
− 1
p
− d1 (α, p) > r

 ≤ 1√
2πr
exp
(
−r
2
2
)
.
In Chapter 4 we are concerned with the sup-frame process T B. The Universal
Limit Theorem (Theorem 14 above) tells us how to solve differential equations driven
by rough paths – provided the driving signal is the level 1 projection of some geometric
p´-rough path. Since
T B : [0, 1]→ C ([0, 1] , ‖.‖∞)
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has finite p´-variation for p´ > 2, by Theorem 13, any lift of T B to T 2 (V ) that
preserves finite p´-variation establishes an integration theory for T B (here, V =
(C ([0, 1]) , ‖.‖∞)). From Chapter 2 we know that the (smooth) dyadic polygonal
approximations T B (m) of T B converge to T B in p´-variation norm. So it is natural
to ask whether the lifts of T B (m) converge in T 2 (V ), thereby providing a natural
lift of T B to T 2 (V ). We show that while the canonical lifts of the dyadic polygonal
approximations to T B converge, the convergence is to an object that lives outside
the injective tensor product V ⊗∨ V : After proving that V ⊗∨ V is isomorphic to
C ([0, 1]× [0, 1]), we show that the Le´vy Area A0,1
(T B) of T B – which is the limit
of the antisymmetric component of
∫ ∫
0≤u≤v≤1 dT B (m)u ⊗ dT B (m)v as m → ∞ –
is continuous off the diagonal of the unit square. However, it is shown to have a
jump-discontinuity on the diagonal and so does not exist in V ⊗∨ V .
We believe that a further examination of the “obstruction” – which is intimately
linked to the quadratic variation of Brownian motion – will prove interesting and
important.
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Chapter 2
The Brownian frame process
2.1 Notation
We work on the classical Wiener Space
(
C0 ([−1, 1] ,R) , σ‖.‖∞ ,P
)
. Here,
C0 ([−1, 1]) := {f ∈ C ([−1, 1]) : f (−1) = 0}
and σ‖.‖∞ denotes the completion of the Borel σ-algebra generated by the sup-norm
‖f‖∞ := sup {|f (t)| : t ∈ [−1, 1]} ,
with respect to the Wiener measure P.
B denotes the coordinate process
Bt : C0 ([−1, 1])→ R : Bt (f) := f (t) , t ∈ [−1, 1]
(on C0 ([−1, 1])) which (under Wiener measure P) is a Brownian Motion.
C ([a, b])p denotes the space of continuous real-valued paths on [a, b] of finite p-
variation, i.e.
C ([a, b])p =
{
f ∈ C ([a, b]) : Vp
(
f 1
)
<∞} ,
where f 1 (s, t) := f (t) − f (s) (c.f. Theorem 6 in Chapter 1) and the p-variation
functional of level 1 – Vp (.) – is defined in Definition 7 in Chapter 1.
Similarly, C0 ([a, b])p denotes the space of continuous functions of finite p-variation
that are 0 at a, i.e.
C0 ([a, b])p =
{
f ∈ C0 ([a, b]) : Vp
(
f 1
)
<∞} .
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When f ∈ C ([a, b])p, we say that f has finite p-variation. We write Vp (f) in place
of Vp (f 1) and in this way view Vp (.) as a functional on C ([a, b])p .
From Chapter 1 we recall that Vp (.) + ‖.‖∞ is the p-variation norm on C ([0, 1])p
for which we write
‖.‖p := Vp (.) + ‖.‖∞ .
For the Banach space C ([0, 1])p equipped with ‖.‖p we write
(
C ([0, 1])p , ‖.‖p
)
.
When the norm is not explicitly mentioned, C ([0, 1])p is viewed as a subspace of
(C ([0, 1]) , ‖.‖∞).
For α > 1− 1
p
and p > 1, we define the function c (., .) as
c (α, p) :=
( ∞∑
n=1
n−α
p
p−1
) p−1
p
. (2.1)
The evaluation at h ∈ [0, 1] of the (deterministic) frame operator T. on the set of
functions from [−1, 1] to R – denoted as R[−1,1] – is defined as{
T .h : R[−1,1] → R[0,1]
T fh = (f (h− 1 + u))u∈[0,1]
.
We will be interested in Th as a function on Wiener space and so will be considering
the restriction of Th to C0 ([−1, 1]).
If M = {x1, x2, ..., xn}, we write ‖M‖ to denote the number of elements in M , i.e.
‖M‖ = n.
The Γ-function is defined as Γ (t) :=
∫∞
0
xt−1e−xdx.
D
(
[0, 1]d
)
is the d-dimensional unit cube of dyadic rationals, i.e.
D
(
[0, 1]d
)
:=
(⋃
n∈N
{
k
2n
: 0 ≤ k ≤ 2n
})d
, (2.2)
and for u, t ∈ [0, 1]d , “u ≥ t” means that
ui ≥ ti for 1 ≤ i ≤ d.
Finally, for any h ∈ [0, 1], n (h) denotes the unique integer such that 2−n(h) ≤ h <
2−n(h)+1.
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2.2 Main Results
In the following section, we show that for every fixed h ∈ [0, 1], Th|C0([−1,1]) is a
Borel random variable on Wiener space, mapping into (C ([0, 1]) , ‖.‖∞). In order to
distinguish between the algebraic frame operator Th (which we recall is into R[0,1]
without a topology) and the analytic object that is the Borel random variable into
(C ([0, 1]) , ‖.‖∞), we write
T Bh := T .h |C0([−1,1]) .
We show that T B has continuous sample paths. As mentioned in Chapter 1, T B is
called the sup-frame-process.
For p > 2, we show that for any fixed h ∈ [0, 1] the function
T B,ph :=
{
T Bh on C0 ([−1, 1])p
0 otherwise
(2.3)
is a Borel random variable on Wiener space.
We produce Ho¨lder-type moment bounds for
∥∥T Bh2 − T Bh1∥∥∞ and ∥∥∥T B,ph2 − T B,ph1 ∥∥∥p.
In the case of T B,p, we use Kolmogorov’s lemma to show that there exists a modifica-
tion with continuous sample paths. We denote this continuous modification as SB,p
and call it the p-variation frame process. We then show that if p´ > 2p
p−2 , the dyadic
polygonal approximations of SB,p converge to SB,p in p´-variation, P-a.s. In the case of
T B we deduce that T B has finite p´-variation for p´ > 2, P-a.s, and that the polygonal
dyadic approximations of T B converge to T B in p´-variation, P-a.s.
2.3 Existence of the Brownian Frame random vari-
able
2.3.1 The sup-norm frame process T B
Lemma 15 For any h ∈ [0, 1], T Bh is continuous and hence Borel measurable.
Proof. Fix ε > 0. Suppose f, g ∈ C0 ([−1, 1]) and that ‖f − g‖∞ < δ = ε. Then
sup
u∈[0,1]
|f (h− 1 + u)− g (h− 1 + u)| ≤ ‖f − g‖∞ < ε.

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Lemma 16 The sup-norm frame process T B has continuous sample paths.
Proof. Fix f ∈ C0 ([−1, 1]) and ε > 0. Since [−1, 1] is compact, f is uniformly
continuous, so that ∃δε > 0 such that |x− y| < δε =⇒ |f (x)− f (y)| < ε, i.e.
sup
x,y∈[−1,1]:|x−y|<δε
|f (y)− f (x)| ≤ ε,
and so for |h2 − h1| < δε,
sup
u∈[0,1]
∣∣∣T fh2 (u)− T fh1 (u)∣∣∣
= sup
u∈[0,1]
|f (h2 − 1 + u)− f (h1 − 1 + u)|
≤ sup
x,y∈[−1,1]:|x−y|<δε
|f (y)− f (x)| ≤ ε.

2.3.2 The p-variation-norm frame process SB,p
We regard the p-variation functional Vp as a functional on
(
C ([0, 1])p , ‖.‖∞
)
and
prove that it is lower semi-continuous as a map
Vp :
(
C ([0, 1])p , ‖.‖∞
)
→ (R+, |.|) .
Definition 17 A real valued function f defined on a topological space (X, τX) is lower
semi-continuous if for any α ∈ R the set {x ∈ X : f (x) ≤ α} is closed.
So any lower-semicontinuous real-valued function is Borel-measurable.
Lemma 18 A real-valued function f is lower semi-continuous iff xn → x, then
lim inf f (xn) ≥ f (x).
Proof. =⇒: Fix any α ∈ R and considerMα = {f (x) ≤ α}. Suppose {xn : n ∈ N} ⊂
Mα and xn → x. Since f (xn) ≤ α for all n ∈ N, it follows that lim inf f (xn) ≤ α.
But by assumption f (x) ≤ lim inf f (xn) ≤ α, so that x ∈Mα. Thus, Mα is closed.
⇐=: Let m := lim inf f (xn) and fix ε > 0. An infinite subsequence of (xn) is
contained in Aε := {x ∈ X : f (x) ≤ m+ ε}. Hence, x ∈ Aε for all ε > 0. Hence,
f (x) ≤ m. 
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Proposition 19 We recall the definition of the p-variation functional (c.f. Definition
7): Let D ([0, 1]) denote the set of all finite dissections of [0, 1]. If p ≥ 1, the p-
variation functional Vp on C ([0, 1])p, defined as
Vp : C ([0, 1])p → R+ : Vp (f) := sup
{∑
D
|f (ti+1)− f (ti)|p : D ∈ D ([0, 1])
} 1
p
is lower-semicontinuous.
Proof. Fix f ∈ C ([0, 1])p. Suppose that fn ∈ C ([0, 1]) and that fn → f . Since
[0, 1] is compact and f and {fn : n ∈ N} are continuous, we may assume w.l.o.g. that
the sequence (fn) is uniformly bounded by K < ∞, i.e. that supn∈N ‖fn‖∞ < K.
Since f has finite p-variation, Vpp (f) = c <∞, there exists a sequence of dissections
(Dm)m∈N with
Dm =
{
t
(m)
0 = 0; t
(m)
1 ; t
(m)
2 ; ...; t
(m)
‖Dm‖ = 1
}
∈ D ([0, 1])
such that
Vpp
(∑
Dm
f
(
t
(m)
j
)
1[
t
(m)
j ,t
(m)
j+1
)
)
→ c.
In other words: the sequence of step-functions defined as
fˆm =
‖Dm‖−1∑
j=0
f
(
t
(m)
j
)
1[
t
(m)
j ,t
(m)
j+1
),
converges to f in p-variation. We start by fixing ε > 0. W.l.o.g. we may assume that
‖Dm‖ is non-decreasing (otherwise we eventually end up with the trivial dissection
{0, 1}) so that we may choose
δm :=
ε
‖Dm‖ 2ppKp−1 .
By definition of fˆm, ∃N1ε such that
inf
m>N1ε
Vpp
(
fˆm
)
> c− ε,
and since fn → f in C ([0, 1]) and [0, 1] is compact, ∃N2ε,m such that
sup
n>N2ε,m
‖fn − f‖∞ < δm.
Fix m > N1ε and n > N
2
ε,m and consider any t
(m)
i , t
(m)
i+1 ∈ Dm. Then
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∣∣∣fn (t(m)i+1)− fn (t(m)i )∣∣∣ (2.4)
≥
∣∣∣f (t(m)i+1)− f (t(m)i )∣∣∣− 2δm.
By the mean value theorem, for any differentiable function g on [x− λ, x],
g (x) ≤ g (x− λ) + λ sup
t∈[x−λ,x]
|g′ (t)| . (2.5)
In particular, we choose g (x) = xp and λ = 2δm and apply (2.5) to the right hand
side of (2.4), noting that
min
t
(m)
j ,t
(m)
j+1∈Dm
∣∣∣f (t(m)j+1)− f (t(m)j )∣∣∣ ≤ ∣∣∣f (t(m)i+1)− f (t(m)i )∣∣∣ ≤ 2K.
We then get(∣∣∣f (t(m)i+1)− f (t(m)i )∣∣∣)p ≤ ∣∣∣fn (t(m)i+1)− fn (t(m)i )∣∣∣p + 2pδmpKp−1.
Hence,
c− ε ≤ inf
m>N1ε
Vpp
(
fˆm
)
≤ inf
m>N1ε
inf
n>N2ε,m
(
Vpp
(∑
Dm
fn
(
t
(m)
j
)
1[
t
(m)
j ,t
(m)
j+1
]
)
+2pδmpK
p−1 ‖Dm‖
)
= inf
m>N1ε
inf
n>N2ε,m
Vpp
(∑
Dm
fn
(
t
(m)
j
)
1[
t
(m)
j ,t
(m)
j+1
]
)
+ ε
≤ inf
n>N2ε,m
Vpp (fn) + ε.
Letting ε→ 0, we get
Vpp (f) ≤ lim inf Vpp (fn) .
The result now follows from Lemma 18. 
Hence,
Proposition 20 Fix p ≥ 1. Let i denote the imbedding map
i :
(
C ([0, 1])p , ‖.‖∞
)
→
(
C ([0, 1])p , ‖.‖∞ + Vp (.)
)
14
For every fixed h ∈ [0, 1],
i◦T Bh :
(
C0 ([−1, 1])p , ‖.‖∞
)
→
(
C ([0, 1])p , ‖.‖p
)
is σ‖.‖∞-measurable. For p > 2,
T B,ph : (C0 ([−1, 1]) , ‖.‖∞)→
(
C ([0, 1])p , ‖.‖p
)
as defined in (2.3) is a Borel random variable.
Proof. Proposition 19 proves that the imbedding map i is lower-semicontinuous
and hence σ‖.‖∞-measurable for any p ≥ 1. In addition, by Lemma 15, for any fixed
h ∈ [0, 1], Th : (C0 ([−1, 1]) , ‖.‖∞) → (C ([0, 1]) , ‖.‖∞) is continuous, so that the
restriction of Th to
(
C0 ([−1, 1])p , ‖.‖∞
)
is also continuous. Hence, i◦Th is σ (‖.‖∞)-
measurable.
A result by P. Le´vy (Theorem 9 in [Le´vy, 1940]) states that P-a.e. Brownian
sample path has infinite p-variation if p ≤ 2, but finite p-variation if p > 2, so that
P
(
C0 ([−1, 1])p
)
= 1 if p > 2.
Since σ‖.‖∞ is complete w.r.t. P, both C0 ([−1, 1])p and C0 ([−1, 1]) \C0 ([−1, 1])p are
in σ‖.‖∞ . Hence,
T B,ph =
{
T Bh on C0 ([−1, 1])p
0 otherwise
is Borel-measurable. 
2.4 The Ho¨lder condition and Corollaries
The following inequality (Lemma 3 in [Lyons and Zeitouni, 1999]) will be used fre-
quently:
Lemma 21 Suppose that an ∈ R for all n ∈ N. Then( ∞∑
i=1
|ai|
)p
≤ c (α, p)p
∞∑
i=1
iαp |ai|p . (2.6)
c (α, p) is as defined in Section 2.1, equation (2.1), i.e.
c (α, p) =
( ∞∑
n=1
n−α
p
p−1
) p−1
p
where α > 1− 1
p
and p > 1.
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Proof. By Ho¨lder’s inequality
∞∑
i=1
|ai| =
∞∑
i=1
i−αiα |ai|
≤
(∑
i=1
i−α
p
p−1
) p−1
p
( ∞∑
i=1
iαp |ai|p
) 1
p
.

Proposition 22 Suppose that h ∈ [0, 1] and that f ∈ C ([−1, 1]). If p > 1 and
α > 1− 1
p
, then there is a finite constant c (α, p) such that
c (α, p)
( ∞∑
n=0
(n + 1)αp
2n+n(h)+1−1∑
k=0
∣∣∣∣f
(
k + 1
2n+n(h)
− 1
)
− f
(
k
2n+n(h)
− 1
)∣∣∣∣p


1
p
bounds both
1
4
Vp
(
T fh − T f0
)
and
2−
p−1
p
∥∥∥T fh − T f0 ∥∥∥∞
and hence (
4 + 2
p−1
p
)−1 ∥∥∥T fh − T f0 ∥∥∥
p
.
Here, c (., .) is defined in Section 2.1, equation (2.1).
Proof. If x ∈ R, let ⌈x⌉ (⌊x⌋) denote the smallest (largest) integer that is greater
(less) than x. Any interval [s, t) ⊂ [0, 2] with t−s ≤ 1 is a countable union of disjoint
dyadic intervals contained in [s, t) of the form
[
t
¯j−1
, t
¯j
)
:=
[⌊
2j−1t
⌋
2−(j−1),
⌊
2jt
⌋
2−j
)
and
[s¯j, s¯j−1) :=
[⌈
2js
⌉
2−j,
⌈
2j−1s
⌉
2−(j−1)
)
,
where j > n (t− s) (n (h) is defined in Section 2.1 ). Suppose that f ∈ C ([−1, 1]).
In order to simplify notation, we “shift” f to the right by 1 and work with
fˆ ≡ f (.− 1) ∈ C ([0, 2]) .
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With fˆ we associate the function fˆ 1 (s, t) := fˆ (t) − fˆ (s) ∈ C ([0, 2]× [0, 2]). Since
s¯j ց s and t
¯
j ր t and fˆ 1 is continuous, we have the following representation for
fˆ 1 (s, t):
fˆ 1 (s, t) =
∞∑
j=n(t−s)
(
fˆ 1 (s¯j+1, s¯j) + fˆ
1
(
t
¯j
, t
¯j+1
))
. (2.7)
Using (2.7) we may now apply (2.6) from Lemma 21 to bound the pth power of
fˆ 1 (s, t) by the pth powers of the increments over dyadics contained in [s, t) :∣∣∣fˆ 1 (s, t)∣∣∣p
≤ c (α, p)p
∞∑
i=0
(i+ 1)αp
∣∣∣fˆ 1 (s¯i+1+n(t−s), s¯i+n(t−s))+ fˆ 1 (t
¯i+n(t−s)
, t
¯i+1+n(t−s)
)∣∣∣p ,
which by Jensen’s inequality is bounded by
2p−1c (α, p)p
∞∑
i=0
(i+ 1)αp
(∣∣∣fˆ 1 (s¯i+1+n(t−s), s¯i+n(t−s))∣∣∣p
+
∣∣∣fˆ 1 (t
¯i+n(t−s)
, t
¯i+1+n(t−s)
)∣∣∣p) (2.8)
But {
s¯j , t
¯j
: j ≥ n (t− s)}
is contained in
[s, t] ∩
{
k
2n
: 0 ≤ k ≤ 2n+1;n ≥ n (t− s)
}
.
Hence, (2.8) and in turn
∣∣∣fˆ 1 (s, t)∣∣∣p is bounded by
2p−1c (α, p)p
∞∑
i=0
(i+ 1)αp
∑
k:s≤ k
2n(t−s)+i
< k+1
2n(t−s)+i
≤t
∣∣∣∣fˆ 1
(
k
2n(t−s)+i
,
k + 1
2n(t−s)+i
)∣∣∣∣p . (2.9)
We now use (2.9) to bound
1. supt∈[0,1]
∣∣∣fˆ 1 (t, t+ h)∣∣∣ where h ∈ [0, 1] .
For each fixed t, (2.9) applies. Note that (2.9) is itself bounded by
2p−1c (α, p)p
∞∑
i=0
(i+ 1)αp
2i+n(h)+1−1∑
k=0
∣∣∣∣fˆ 1
(
k
2n(h)+i
,
k + 1
2n(h)+i
)∣∣∣∣p ,
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which only depends on h – not on t – so that
sup
t∈[0,1]
∣∣∣fˆ 1 (t, t+ h)∣∣∣
≤ 2 p−1p c (α, p)

 ∞∑
i=0
(i+ 1)αp
2i+n(h)+1−1∑
k=0
∣∣∣∣fˆ 1
(
k
2n(h)+i
,
k + 1
2n(h)+i
)∣∣∣∣p


1
p
.(2.10)
2. Vp
(
fˆ (.+ h)− fˆ
)
where h ∈ [0, 1].
Let D be a dissection of [0, 1]. We may then rewrite D as
D = D≥h ∪D<h,
where
D≥h := {ti ∈ D : ti+1 − ti ≥ h}
and
D<h := {ti ∈ D : ti+1 − ti < h} .
Since
fˆ 1 (ti + h, ti+1 + h)− fˆ 1 (ti, ti+1) = fˆ 1 (ti+1, ti+1 + h)− fˆ 1 (ti, ti + h) ,
and by Jensen’s inequality, we have∑
D
∣∣∣fˆ 1 (ti + h, ti+1 + h)− fˆ 1 (ti, ti+1)∣∣∣p
=
∑
D<h
∣∣∣fˆ 1 (ti + h, ti+1 + h)− fˆ 1 (ti, ti+1)∣∣∣p
+
∑
D≥h
∣∣∣fˆ 1 (ti+1, ti+1 + h)− fˆ 1 (ti, ti + h)∣∣∣p
≤ 2p−1
∑
D<h
∣∣∣fˆ 1 (ti, ti+1)∣∣∣p︸ ︷︷ ︸
Sum A
+ 2p−1
∑
D<h
∣∣∣fˆ 1 (ti + h, ti+1 + h)∣∣∣p︸ ︷︷ ︸
Sum B
+2p−1
∑
D≥h
∣∣∣fˆ 1 (ti, ti + h)∣∣∣p︸ ︷︷ ︸
Sum C
+ 2p−1
∑
D≥h
∣∣∣fˆ 1 (ti+1, ti+1 + h)∣∣∣p︸ ︷︷ ︸
Sum D
.
Note that {
[ti, ti+1) : ti, ti+1 ∈ D<h
}
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contains pairwise disjoint intervals as do
{
[ti + h, ti+1 + h) : ti, ti+1 ∈ D<h
}
,{
[ti, ti + h) : ti ∈ D≥h
}
and {
[ti+1, ti+1 + h) : ti+1 ∈ D≥h
}
.
Hence, applying (2.9) to every term in Sum A and then summing, there is no
double counting of increments over dyadics so that
Sum A ≤ 2p−1c (α, p)p
∞∑
i=0
(i+ 1)αp
2i+n(h)+1−1∑
k=0
∣∣∣∣fˆ 1
(
k
2n(h)+i
,
k + 1
2n(h)+i
)∣∣∣∣p .
The same argument applies to Sum B, Sum C and Sum D. Hence,∑
D
∣∣∣fˆ 1 (ti + h, ti+1 + h)− fˆ (ti, ti+1)∣∣∣p
≤ 2p−1 (Sum A+ Sum B + Sum C + Sum D)
≤ 22pc (α, p)p
∞∑
i=0
(i+ 1)αp
2i+n(h)+1−1∑
k=0
∣∣∣∣fˆ 1
(
k
2n(h)+i
,
k + 1
2n(h)+i
)∣∣∣∣p .
But this bound does not depend on the particular dissection D chosen, so that
Vp
(
fˆ (.+ h)− fˆ
)p
≤ 22pc (α, p)p
∞∑
i=0
(i+ 1)αp
2i+n(h)+1−1∑
k=0
∣∣∣∣fˆ 1
(
k
2n(h)+i
,
k + 1
2n(h)+i
)∣∣∣∣p .
If we now “shift” fˆ ∈ C ([0, 2]) back into C ([−1, 1]) by replacing t by t − 1, we
retrieve f , and so taken together, 1. and 2. prove the Proposition. 
Corollary 23 Suppose that 0 ≤ h1 ≤ h2 ≤ 1 and that f ∈ C ([−1, 1]). If p > 1 and
α > 1− 1
p
, then
c (α, p)
( ∞∑
n=0
(n + 1)αp
2n+n(h2−h1)+1−1∑
k=0
∣∣∣∣f
(
k + 1
2n+n(h2−h1)
− 1
)
− f
(
k
2n+n(h2−h1)
− 1
)∣∣∣∣p


1
p
.
bounds both
1
4
Vp
(
T fh2 − T fh1
)
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and
2−
p−1
p
∥∥∥T fh2 − T fh1∥∥∥∞
and hence (
4 + 2
p−1
p
)−1 ∥∥∥T fh2 − T fh1∥∥∥
p
.
c (., .) is defined in Section 2.1, equation (2.1).
Proof. Let u = t+ h1 and h = h2 − h1, so that(
T fh2 − T fh1
)
(t) =
(
T fh − T f0
)
(u) .
Then apply Proposition 22. 
2.4.1 The p-variation-norm frame process SB,p
We now prove the following Ho¨lder-type inequality:
Proposition 24 Suppose that 0 ≤ h1 ≤ h2 ≤ 1. If p´ > p > 2, α > 1 − 1p and
β > 1− 1
p´
, then there is a finite constant d (α, β, p, p´) such that
E
[∥∥∥T B,ph2 − T B,ph1 ∥∥∥p´
p
]
≤ d (α, β, p, p´) (h2 − h1)(
1
2
− 1
p)p´ .
Here,
d (α, β, p, p´) := 2
p´
2
[
2
(
2 + 2−
1
p
)
c (α, p)
]p´
c
(
β,
p´
p
) p´
p
√
2p´
π
Γ
(
p´+ 1
2
) ∞∑
n=0
(n + 1)αp´+β
p´
p 2n(
1
p
− 1
2)p´.
If p´ = p > 2,
E
[∥∥∥T B,ph2 − T B,ph1 ∥∥∥p
p
]
≤ d (α, p) (h2 − h1)(
1
2
− 1
p)p .
If p > p´ > 2,
E
[∥∥∥T B,ph2 − T B,ph1 ∥∥∥p´
p
]
≤ d (α, p) p´p (h2 − h1)(
1
2
− 1
p)p´
Here,
d (α, p) := 2
p
2
(
4 + 2
p−1
p
)p
c (α, p)p
√
2p
π
Γ
(
p + 1
2
) ∞∑
n=1
(n+ 1)αp 2n(1−
p
2).
c (., .) is defined in Section 2.1, equation (2.1).
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Proof. We are interested in the p´th moment of∥∥∥T B,ph2 − T B,ph1 ∥∥∥
p
= Vp
(
T B,ph2 − T B,ph1
)
+
∥∥∥T B,ph2 − T B,ph1 ∥∥∥∞ .
Since p > 2, the set C0 ([−1, 1])p has full P-measure (Theorem 9 in [Le´vy, 1940]) ,
so that we may work on C0 ([−1, 1])p instead of C0 ([−1, 1]). We fix f ∈ C0 ([−1, 1])p
and consider the sample path T f of T : For any h ∈ [0, 1],
T fh ∈
(
C ([0, 1])p , ‖.‖p
)
.
Let h := h2 − h1. We first consider the case where p´ > p > 2. By Corollary 23,∥∥∥T fh2 − T fh1∥∥∥p´
p
≤
[
2
(
2 + 2−
1
p
)
c (α, p)
]p´


∞∑
n=0
(n+ 1)αp
2n+n(h)+1−1∑
k=0
∣∣∣∣f
(
k + 1
2n+n(h)
− 1
)
− f
(
k
2n+n(h)
− 1
)∣∣∣∣p︸ ︷︷ ︸
:=bn


p´
p
.
By Lemma 21, ( ∞∑
n=0
bn
) p´
p
≤ c
(
β,
p´
p
) p´
p
∞∑
n=0
(n+ 1)β
p´
p b
p´
p
n .
Furthermore, by Jensen’s inequality,
b
p´
p
n ≤ (n + 1)αp´
(
2n+n(h)+1
) p´
p
−1
2n+n(h)−1∑
k=0
∣∣∣∣f
(
k + 1
2n+n(h)
− 1
)
− f
(
k
2n+n(h)
− 1
)∣∣∣∣p´ .
Hence, ∥∥∥T fh2 − T fh1∥∥∥p´
p
≤
[
2
(
2 + 2−
1
p
)
c (α, p)
]p´
c
(
β,
p´
p
) p´
p
∞∑
n=0
(n+ 1)αp´+β
p´
p
(
2n+n(h)+1
) p´
p
−1
2n+n(h)+1−1∑
k=0
∣∣∣∣f
(
k + 1
2n+n(h)
− 1
)
− f
(
k
2n+n(h)
− 1
)∣∣∣∣p´ .
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In order to calculate the moment bound, we recall that√
2
πσ2
∫ ∞
0
xp´ exp
(
− x
2
2σ2
)
dx =
√
2p´
π
σp
∫ ∞
0
x
p´−1
2 e−xdx︸ ︷︷ ︸
:=Γ( p´+12 )
.
Hence, we get
E
[
|Bt − Bs|p´
]
=
√
2p´
π
Γ
(
p´+ 1
2
)
|t− s| p´2 . (2.11)
So by (2.11),
E
[(
‖Th2 − Th1‖pp
) p´
p
]
≤ 2 p´2
[
2
(
2 + 2−
1
p
)
c (α, p)
]p´
c
(
β,
p´
p
) p´
p
√
2p´
π
Γ
(
p´+ 1
2
)
∞∑
n=0
(n+ 1)αp´+β
p´
p
(
2n+n(h)+1
) p´
p
− p´
2
≤ d (α, β, p, p´)h( 12− 1p)p´
where
d (α, β, p, p´)
= 2
p´
2
[
2
(
2 + 2−
1
p
)
c (α, p)
]p´
c
(
β,
p´
p
) p´
p
√
2p´
π
Γ
(
p´+ 1
2
)
×
∞∑
n=0
(n+ 1)αp´+β
p´
p 2n(
p´
p
− p´
2)
which is finite if p > 2, α > 1− 1
p
and β > 1− p
p´
.
Next, we consider the case where p´ = p > 2: By Corollary 23,∥∥∥T fh2 − T fh1∥∥∥p
p
≤
(
4 + 2
p−1
p
)p
c (α, p)p
∞∑
n=0
(n + 1)αp
2n+n(h)+1−1∑
k=0
∣∣∣∣f
(
k + 1
2n+n(h2−h1)
− 1
)
− f
(
k
2n+n(h2−h1)
− 1
)∣∣∣∣p .
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Using (2.11) we find that
E
[∥∥∥T B,ph2 − T B,ph1 ∥∥∥p
p
]
≤ 2 p2
(
4 + 2
p−1
p
)p
c (α, p)p
√
2p
π
Γ
(
p+ 1
2
) ∞∑
n=0
(n+ 1)αp 2(n+n(h)+1)(1−
p
2)
≤
(
2
p
2
(
4 + 2
p−1
p
)p
c (α, p)p
√
2p
π
Γ
(
p+ 1
2
)) ∞∑
n=0
(n+ 1)αp 2n(1−
p
2)
︸ ︷︷ ︸
=d(α,p)
h
p
2
−1.
Finally, if 2 < p´ < p, by Lyapunov’s inequality we have that
E
[∥∥∥T B,ph2 − T B,ph1 ∥∥∥p´
p
]
= E
[∥∥∥T B,ph2 − T B,ph1 ∥∥∥p p´p
p
]
≤ E
[∥∥∥T B,ph2 − T B,ph1 ∥∥∥p
p
] p´
p
≤ d (α, p) p´p (h2 − h2)(
1
2
− 1
p)p´ .

We recall Kolmogorov’s lemma (e.g. [McKean, 1969]):
Theorem 25 (Kolmogorov’s Lemma ) Let Xt, t ∈ [0, 1]d, be a Banach space
V -valued process for which there exist three strictly positive constants γ,c,ε such that
E [‖Xt −Xs‖γV ] ≤ c |t− s|d+ε ;
then the process
X∗t ≡ lim inf
u∈D([0,1]d):u≥t
Xu
is a continuous modification1 of X..
Corollary 26 For p > 2, the process T B,p. : [0, 1]→
(
C ([0, 1])p , ‖.‖p
)
has a contin-
uous modification – the Brownian frame process whose evaluation at time t ∈ [0, 1]
is
SB,pt := lim inf
u∈D([0,1]):u≥t
T B,pu . (2.12)
1X. is called a modification of Y. if for any t ∈ [0, 1]d we have P (Xt = Yt) = 1.
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Proof. Applying Proposition 24 with p´ > 2p
p−2 and
C =


d (α, β, p, p´) if p´ > p > 2
d (α, p) if p´ = p > 2
d (α, p)
p´
p if p > p´ > 2
,
we see that T B,p. satisfies the conditions of Kolmogorov’s lemma so that (2.12) gives
a continuous modification of T B,p. . 
Definition 27 (dyadic polygonal approximation) The dyadic polygonal approx-
imations (X. (m))m∈N to a Banach space V valued path X. are defined as
X (m)t := X k−1
2m
+ 2m
(
t− k − 1
2m
)
∆mk X. if
k − 1
2m
≤ t ≤ k
2m
. (2.13)
Here,
∆mk X := X k
2m
−X k−1
2m
.
Proposition 28 (Proposition 4.3.1 and 4.3.2 in [Lyons and Qian, 2002]) Suppose
(Xt) is a continuous Banach space V valued stochastic process on a completed proba-
bility space (Ω,F ,P) for which there are constants p´ > 1, κ ∈ (0, 1) such that κp´ > 1
as well as a third constant C, such that
E
[
|Xt −Xs|p´V
]
≤ C |t− s|κp´ ∀s, t ∈ [0, 1] . (2.14)
Then the dyadic polygonal approximations X (m) have finite p´-variation uniformly in
m, P-a.s. Furthermore, (X (m)) converges to X in p´-variation P-a.s.
Hence,
Corollary 29 For p, p´ > 2 the p-variation norm frame process
SB,p : [0, 1]→
(
C ([0, 1])p , ‖.‖p
)
has finite p´-variation for p´ > 2p
p−2 , P-a.s. Furthermore, the dyadic polygonal approxi-
mations SB,p (m) as defined in (2.13) converge to SB,p in p´-variation P-a.s.
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Proof. By Proposition 24, for appropriate choices of α and β and 0 ≤ h1 ≤ h2 ≤
1, we have that
E
[∥∥∥SB,ph2 − SB,ph1 ∥∥∥p´
p
]
≤


d (α, β, p, p´) (h2 − h1)(
1
2
− 1
p)p´ if p´ > p > 2
d (α, p) (h2 − h1)(
1
2
− 1
p)p if p´ = p > 2
d (α, p)
p´
p (h2 − h1)(
1
2
− 1
p)p if p > p´ > 2
.
Since SB,p. is by definition continuous and takes its values in the separable Banach
space
(
C ([0, 1])p , ‖.‖p
)
, by choosing p´ > 2p
p−2 , we may apply Proposition 28 to SB,p
with κ = 1
2
− 1
p
and
C =


d (α, β, p, p´) if p´ > p > 2
d (α, p) if p´ = p > 2
d (α, p)
p´
p if p > p´ > 2
.

2.4.2 The sup-norm frame process T B
Proposition 30 T B has finite p´-variation for p´ > 2, P-a.s. Furthermore, the dyadic
polygonal approxmiations T B (m) as defined in (2.13) converge to T B in p´-variation
P-a.s.
Proof. Fix n ∈ N and p´ > 2 + 1
n
. Then fix p > p´ so large that
2p
p− 2 < 2 +
1
n
.
Since ‖.‖p ≥ ‖.‖∞, using Proposition 24, we have that
E
[∥∥T Bh2 − T Bh1∥∥p´∞]
≤ E
[∥∥T Bh2 − T Bh1∥∥p´p]
= d (α, p)
p´
p (h2 − h1)(
1
2
− 1
p)p´ .
By choice
p´ > 2 +
1
n
>
2p
p− 2 =
1
1
2
− 1
p
,
so that the statement of Proposition 28 applies with κ = 1
2
− 1
p
on the set Ω2+ 1
n
of
full P-measure. The statement of this Proposition then holds on the set ∩n∈NΩ2+ 1
n
of
full P-measure. 
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Chapter 3
A Tail Estimate for
∥∥∥SB,ph2 − SB,ph1
∥∥∥
p
3.1 Notation
As before, we work on the Wiener space
(
C0 ([−1, 1]) , σ‖.‖∞,P
)
.
W 1,2 ([−1, 1]) denotes the Sobolev space of differentiable functions with derivative
in L2 ([−1, 1]), i.e.
W 1,2 ([−1, 1]) :=
{
F ∈ C0 ([−1, 1]) : dF
dx
∈ L2 ([−1, 1])
}
,
equipped with its Hilbert space norm
‖F‖W 1,2([−1,1]) :=
∥∥∥∥dFdx
∥∥∥∥
L2([−1,1])
.
In the Wiener space setting,
(
W 1,2 ([−1, 1]) , ‖.‖W 1,2([−1,1])
)
is also known as the
Cameron-Martin space.
OW 1,2([−1,1]) = O denotes the closed unit ball of the Cameron-Martin space, i.e.
O :=
{
F ∈W 1,2 ([−1, 1]) :
∥∥∥∥dFdx
∥∥∥∥
L2([−1,1])
≤ 1
}
.
j denotes the continuous imbedding map
j :
(
W 1,2 ([−1, 1]) , ‖.‖W 1,2([−1,1])
)
→֒ (C0 ([−1, 1]) , ‖.‖∞) .
To see that j is continous, fix ε > 0 and choose f, g ∈ W 1,2 ([−1, 1]) such that
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‖f − g‖W 1,2([−1,1]) < ε√2 . Then
sup
t∈[−1,1]
|j (f) (t)− j (g) (t)|
= sup
t∈[−1,1]
∣∣∣∣
∫ t
−1
(
df
du
− dg
du
)
du
∣∣∣∣
≤ sup
t∈[−1,1]
|t+ 1| 12
[∫ 1
−1
(
df
du
− dg
du
)2
du
]1
2
= sup
t∈[−1,1]
|t+ 1| 12 ‖f − g‖W 1,2([−1,1]) < ε.
Hence, ‖.‖∞ is σ‖.‖W1,2([−1,1])-measurable where σ‖.‖W1,2([−1,1]) denotes the Borel-σ-algebra
on W 1,2 ([−1, 1]) .
We say that a Borel random variable F on Wiener space into some Banach space
(V, ‖.‖V ) is Lipschitz in the direction of the Cameron-Martin space (or W 1,2 ([−1, 1])-
Lipschitz ) if
LipW 1,2([−1,1]) (F) := sup
x∈C0([−1,1])
sup
r>0
sup
y∈j(O)\{0}
‖F (x+ ry)− F (x)‖V
r
is finite. LipW 1,2([−1,1]) (F) is called the Lipschitz-norm of F (in the direction of
W 1,2 ([−1, 1])).
Φ denotes the cumulative distribution function of the Gaussian measure on R, i.e.
Φ (x) :=
1√
2π
∫ x
−∞
exp
(
−u
2
2
)
du.
If A and B are subsets of a vector space V , we define
A+B := {a+ b : a ∈ A, b ∈ B}
and for any r ∈ R,
rA := {ra : a ∈ A} .
A median mX of a real-valued random variable X is defined as a value in R with the
property that
P (X ≤ mX) = P (X > mX) = 1
2
.
3.2 Main Results
In this chapter, we are concerned with the p-variation frame process SB,p (p > 2) as
defined in (2.12). We find two constants d1 (α, p) (where α > 1 − 1p) and d2 (p) so
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that the random variable ∥∥∥SB,ph2 − SB,ph1 ∥∥∥
p
d2 (p) (h2 − h1)
1
2
− 1
p
− d1 (α, p)
has Gaussian tails, i.e.
P


∥∥∥SB,ph2 − SB,ph1 ∥∥∥
p
d2 (p) (h2 − h1)
1
2
− 1
p
− d1 (α, p) ≥ r

 ≤ 1√
2πr
exp
(
−r
2
2
)
.
A concentration of measure result for Wiener space (due to Borell and independently
roughly at the same time to Sudakov and T’sirelson) is applied to the functional∥∥∥SB,ph2 − SB,ph1 ∥∥∥
p
on Wiener space in order to derive the above bound.
3.3 Borell’s inequality
3.3.1 Borell’s inequality on
(
C0 ([−1, 1]) , σ‖.‖∞,P
)
The following inequality due to Borell (Theorem 3.1 in [Borell, 1975] and
[Sudakov and Tsirel’son, 1974]) is at the heart of our argument – we refer to it as
Borell’s inequality:
Theorem 31 (Borell’s inequality) If A ∈ σ‖.‖∞ and r > 0, then we have the
following lower bound for the enlargement of A in the direction of the unit ball in the
Cameron-Martin space O:
P (A+ rj (O)) ≥ Φ (Φ−1 (P (A)) + r) . (3.1)
Remark 32 It is a fact that A+ rj (O) is in σ‖.‖∞ ([Ledoux, 1994]).
3.3.2 An Application of Borell’s inequality to non-negative
functionals on Wiener space
We are interested in applying Borell’s inequality to real-valued non-negative random
variables on Wiener space.
Lemma 33 Suppose that F is a non-negative random variable that has finite Lips-
chitz norm in the direction of W 1,2 ([−1, 1]), i.e.
LipW 1,2([−1,1]) (F) <∞.
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Then
P
(F > 2E [F ] + rLipW 1,2([−1,1]) (F)) ≤ 1√
2πr
exp
(
−r
2
2
)
. (3.2)
Proof. Let mF denote the median of F . By Borell’s inequality,
P ({F ≤ mF}+ rj (O)) ≥ Φ (r) .
But
{F ≤ mF}+ rj (O)
⊂ {y ∈ C0 ([−1, 1]) : F (y) ≤ mF + rLipW 1,2([−1,1]) (F)}
(which is a Borel set). Since F is non-negative, we have that
E [F ] ≥
∫
F≥mF
FdP ≥ 1
2
mF .
Therefore,
P
(F ≤ 2E [F ] + rLipW 1,2([−1,1]) (F)) ≥ Φ (r) .
Since we have that
1− Φ (r) ≤ 1√
2π
∫ ∞
r
x
r
exp
(
−x
2
2
)
dx =
1√
2πr
exp
(
−r
2
2
)
,
the result follows. 
3.4 Tail Estimate for
∥∥∥SB,ph2 − SB,ph1 ∥∥∥p
3.4.1 Lipschitz-norm bounds
We start with an observation on how to bound the Lipschitz-norm of a semi-norm:
Lemma 34 If F is a seminorm, then
LipW 1,2([−1,1]) (F) ≤ sup
y∈O
|F (j (y))| .
Proof. This follows from the triangle inequality. 
Next, we find the exact Lipschitz-norm for the non-negative functional
LipW 1,2([−1,1]) (‖Th2 − Th1‖∞) .
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Lemma 35 For any fixed 0 ≤ h1 ≤ h2 ≤ 1,
LipW 1,2([−1,1]) (‖Th2 − Th1‖∞) = (h2 − h1)
1
2 .
Proof. We fix f ∈ L2 ([−1, 1]) and note that
T
∫ .
−1 f(s)ds
h2
− T
∫ .
−1 f(s)ds
h1
=
(∫ h2−1+u
h1−1+u
f (s) ds
)
0≤u≤1
. (3.3)
Hence,
sup
t∈[0,1]
∣∣∣(T ∫ .−1 f(s)dsh2 − T ∫ .−1 f(s)dsh1 ) (t)∣∣∣
= sup
t∈[0,1]
∣∣∣∣
∫ h2−1+t
h1−1+t
f (s) ds
∣∣∣∣
≤ (h2 − h1)
1
2 ‖f‖L2([−1,1]) .
Furthermore,
∥∥T .h2 − T .h1∥∥∞ is a seminorm on Wiener space so that using Lemma 34,
we have shown that
LipW 1,2([−1,1]) (‖Th2 − Th1‖∞) ≤ (h2 − h1)
1
2 .
In order to show that LipW 1,2([−1,1]) (‖Th2 − Th1‖∞) is at least (h2 − h1)
1
2 , we con-
sider
g (s) :=
1√
h2 − h1
1[h1−1≤s<h2−1],
and note that
∫ .
0
g (s) ds ∈ O. Furthermore, the supremum
sup
t∈[0,1]
∣∣∣(T ∫ .−1 g(s)dsh2 − T ∫ .−1 g(s)dsh1 ) (t)∣∣∣
=
1√
h2 − h1
sup
t∈[0,1]
∣∣∣∣
∫ h2−1+t
h1−1+t
1[h1−1≤s<h2−1]ds
∣∣∣∣
is attained at t = 0 and is equal to
√
h2 − h1 which completes the proof. 
We find an upper bound for the Lipschitz-norm of Vp
(T .h2 − T .h1):
Lemma 36 For p > 2 and any fixed pair h1 and h2 with 0 ≤ h1 ≤ h2 ≤ 1,
LipW 1,2([−1,1])
(Vp (T .h2 − T .h1)) ≤ dp (h2 − h1) 12− 1p ,
where
dp := 2
1
p
+ 1
2
(
1 + 2
p
2
) 1
p
.
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Proof. We fix a dissection D = {t0 = −1; t1; ...; tn = 1} of [−1, 1] and f ∈
L2 ([−1, 1]). Using the representation (3.3), we find that∑
ti,ti+1∈D
∣∣∣(T ∫ .−1 f(s)dsh2 − T ∫ .−1 f(s)dsh1 ) (ti+1)
−
(
T
∫ .
−1
f(s)ds
h2
− T
∫ .
−1
f(s)ds
h1
)
(ti)
∣∣∣p
=
∑
ti,ti+1∈D
∣∣∣∣∣
∫ h2−1+ti+1
(h2−1+ti)∨(h1−1+ti+1)
f (u) du−
∫ (h2−1+ti)∧(h1−1+ti+1)
h1−1+ti
f (u) du
∣∣∣∣∣
p
.
For any dissection piece [ti, ti+1], by the Cauchy-Schwarz inequality, we have that∣∣∣∣∣
(∫ h2−1+ti+1
(h2−1+ti)∨(h1−1+ti+1)
−
∫ (h2−1+ti)∧(h1−1+ti+1)
h1−1+ti
)
f (u) du
∣∣∣∣∣
≤
√
2 ‖f‖L2([−1,1])min
(
(ti+1 − ti)
1
2 , (h2 − h1)
1
2
)
.
Hence, ∑
ti,ti+1∈D
∣∣∣(T ∫ .−1 f(s)dsh2 − T ∫ .−1 f(s)dsh1 ) (ti+1)(
T
∫ .
−1
f(s)ds
h2
− T
∫ .
−1
f(s)ds
h1
)
(ti)
∣∣∣p
≤ 2 p2 ‖f‖p
L2([−1,1])
∑
ti,ti+1∈D
min
(
(ti+1 − ti)
p
2 , (h2 − h1)
p
2
)
.
As in the proof of Proposition 22 in Chapter 2, we write D as a disjoint union of D<h
and D≥h where h = h2 − h1 and
D<h := {ti ∈ D : ti+1 − ti < h}
and
D≥h := {ti ∈ D : ti+1 − ti ≥ h} .
Accordingly, we split the sum:∑
ti,ti+1∈D
min
(
(ti+1 − ti)
p
2 , (h2 − h1)
p
2
)
=
∑
ti,ti+1∈D≥h
h
p
2
︸ ︷︷ ︸
Sum A
+
∑
ti,ti+1∈D<h
(ti+1 − ti)
p
2
︸ ︷︷ ︸
Sum B
.
Since there are at most 2
h
terms in Sum A (an interval of length 2 can contain at most
2
h
disjoint intervals of length at least h), Sum A is bounded by 2 (h2 − h1)
p
2
−1.
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In order to bound Sum B, we start by listing the dissection pieces with endpoints
in D<h:
{[ti1 , ti1+1] , [ti2 , ti2+1] , ..., [tim , tim+1]} .
We now consider the following subsequence of
{
tij : 1 ≤ j ≤ m
}
: Let tij1 be the first
element in the sequence such that the summed length of all dissection pieces [til, til+1]
with index il up to and including ij1 is at least h and at most 2h (if no such index
exists, then the sum of all dissection pieces in D<h adds up to strictly less than h, so
that
∑
ti,ti+1∈D<h (ti+1 − ti)
p
2 < h
p
2 ). In this way, recursively define tijk such that the
overall length of all dissection pieces whose endpoints are included in D<h with index
il between ijk−1+1 and ijk is at least h and at most 2h. Since an interval of length 2
can contain at most 2
h
disjoint intervals of length at least h, the subsequence {ijk}
thus defined has at most 2
h
elements. Furthermore since p > 2, for every k
jk∑
l=jk−1+1
(til+1 − til)
p
2 ≤ (2h) p2 .
Hence, ∑
ti,ti+1∈D<h
(ti+1 − ti)
p
2 ≤ 2 p2+1h p2−1.
Therefore,
LipW 1,2([−1,1]) (Vp (Th2 − Th1)) ≤ 2
1
2
+ 1
p
(
1 + 2
p
2
) 1
p︸ ︷︷ ︸
:=dp
(h2 − h1)
1
2
− 1
p .

3.4.2 Tail Estimate
Theorem 37 If p > 2 , α > 1− 1
p
and 0 ≤ h1 < h2 ≤ 1, then
P


∥∥∥SB,ph2 − SB,ph1 ∥∥∥
p
d2 (p) (h2 − h1)
1
2
− 1
p
− d1 (α, p) ≥ r


≤ 1√
2π
1
r
exp
(
−r
2
2
)
,
where
d1 (α, p) =
d (α, p)
1
p
dp
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and
d2 (p) = 2dp.
d (α, p) is the constant given in Proposition 24. dp is the constant given in Lemma
36.
Proof. We recall (3.2) from Lemma 33,
P
(F > 2E [F ] + rLipW 1,2([−1,1]) (F)) ≤ 1√
2πr
exp
(
−r
2
2
)
,
which we will apply to
F =
∥∥∥SB,ph2 − SB,ph1 ∥∥∥
p
– noting in what follows that SB,p is a continuous modification of T B,p. From Chapter
2, Proposition 24 , we recall that
E
[∥∥∥SB,ph2 − SB,ph1 ∥∥∥p
p
]
≤ d (α, p) (h2 − h1)(
1
2
− 1
p)p ,
so that by Lyapunov’s inequality
E
[∥∥∥SB,ph2 − SB,ph1 ∥∥∥
p
]
≤ E
[∥∥∥SB,ph2 − SB,ph1 ∥∥∥p
p
] 1
p
≤ d (α, p) 1p (h2 − h1)
1
2
− 1
p .
From Lemma 35 and Lemma 36, we have that on a set of full P-measure
LipW 1,2([−1,1])
(∥∥∥SB,ph2 − SB,ph1 ∥∥∥
p
)
= LipW 1,2([−1,1])
(
‖Th2 − Th1‖p
)
≤ 2dp (h2 − h1)
1
2
− 1
p .
Hence,
P
(
F > 2d (α, p) 1p (h2 − h1)
1
2
− 1
p + 2dp (h2 − h1)
1
2
− 1
p r
)
≤ 1√
2πr
exp
(
−r
2
2
)
,
so that
P


∥∥∥SB,ph2 − SB,ph1 ∥∥∥
p
2dp (h2 − h1)
1
2
− 1
p
>
d (α, p)
1
p
dp
+ r

 ≤ 1√
2πr
exp
(
−r
2
2
)
.

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Chapter 4
Non-existence of Le´vy Area for the
frame process T B
4.1 Notation
As in previous chapters, C ([0, 1]) denotes the Banach space of real-valued continuous
functions equipped with the sup-norm. Similarly, C ([0, 1]× [0, 1]) denotes the Banach
space of real-valued continuous functions on the unit square equipped with the sup-
norm.
If V is a normed space with norm |.|V , OV denotes the closed unit ball of V , i.e.
OV := {v ∈ V : |v|V ≤ 1} .
Suppose V and W are Banach spaces. B (V,W ) denotes the Banach space of
bounded linear maps from V to W equipped with the operator norm.
V ∗ denotes the topological dual of V , equipped with the operator norm on B (V,R),
i.e.
|v∗|V ∗ := sup
x∈OV
v∗ (x) .
If x ∈ [0, 1], then δx denotes the evaluation functional at x, that is for any
continuous function f : [0, 1]→ R,
δx (f) := f (x) .
A partition of [0, 1] is defined as a countable collection {t0 = 0, t1, t2 , ... : t0 < t1 < t2 < ...}
such that [ti, ti+1)∩[tj , tj+1) = ∅ if i 6= j and ∪∞i=1 [ti, ti+1) = [0, 1) . The total variation
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of a signed Borel measure µ on [0, 1] is defined as
|µ|M1([0,1]) := sup
{ ∞∑
i=1
|µ ([ti, ti+1))| : all partitions of [0, 1]
}
.
M1 ([0, 1]) denotes the space of signed Borel mesures on [0, 1] equipped with the
total variation norm |.|M1([0,1]).
4.2 Main Results
From Proposition 30 in Chapter 2 we know that the sup-norm frame process T B has
finite p´-variation if p´ > 2. Theorem 13 in Chapter 1 tells us that in order to establish
a rough path integration theory for T B, we need to find a lift of T B to Ω2 (V ) (where
V = C ([0, 1])). Proposition 30 furthermore asserts that the dyadic polygonal approx-
imations T B (m) converge to T B in p´-variation norm. Chen’s Theorem (Theorem 6)
gives us a multiplicative lift for every m. Thus, one may be led to ask whether T B
has a lift that is the limit of the dyadic polygonal smooth rough paths associated to
the sequence
(T B (m))
m∈N. In this chapter, we show that this is not the case: If we
consider the injective tensor product V ⊗∨ V , while∫ ∫
0≤u≤v≤1
dT B (m)u ⊗ dT B (m)v (4.1)
takes its values in V ⊗∨ V for every fixed m, the limit as m → ∞ does not. The
reason is the following: While V ⊗∨ V is shown to be isomorphic to C ([0, 1]× [0, 1]),
we prove that in the limit as m → ∞, the antisymmetric component of (4.1) given
by
1
2
lim
m→∞
(∫ ∫
0≤u≤v≤1
dT B (m)u ⊗ dT B (m)v −∫ ∫
0≤u≤v≤1
dT B (m)v ⊗ dT B (m)u
)
,
exists and is continuous off the diagonal of the unit square. However, on the diagonal
it fails to be continuous. As we will see in the proof of Proposition 48 and Proposition
49 below, this breakdown in continuity is intimately linked to the fact that the Le´vy
area of the frame process T B picks up the quadratic variation of the Brownian sample
path B.
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This result has the following geometric interpretation: From Le´vy’s modulus
of continuity (e.g. [McKean, 1969]), we know that for P-a.e. sample path f ∈
C0 ([−1, 1]),
limh→0+
∥∥∥T f1−h − T f1 ∥∥∥∞√
2h ln 1
h
= 1.
Hence, the planar path (
T f1−h, T f1
)
= (f (t− h) , f (t))0≤t≤1
converges uniformly to the path (f (t) , f (t))0≤t≤1 at a rate
√
2h ln 1
h
. The Le´vy area
(Example 46 below) of (f (t) , f (t))0≤t≤1 is 0. However, we will see that for hn ց 0,
even though
(
T f1−hn , T f1
)
→ (f (t) , f (t))0≤t≤1 uniformly, the Le´vy area of the path(
T f1−hn, T f1
)
converges to −1/2. So the random path sequence (T B1−hn, T B1 ) exhibits a
similar behaviour to the deterministic path sequence
(
cosn2t
n
, sinn
2t
n
)
known from Ex-
ample 1.1.1 in [Lyons, 1998]: Although
(
cos n2t
n
, sinn
2t
n
)
converges to (0, 0) uniformly,
the associated sequence of Le´vy areas converges to 1/2. Similarly,
(
T f1−hn , T f1
)
con-
verges uniformly to a process taking values on the diagonal – which does not generate
area. But the associated sequence of Le´vy areas tends to −1/2.
4.3 The injective tensor algebra C ([0, 1])⊗∨C ([0, 1])
4.3.1 Tensor Products
Suppose that V is a Banach space with topological dual V ∗. The algebraic tensor
product of V with itself – denoted as V ⊗ V – is the set of all elements ∑ni=1 xi ⊗ yi
where xi, yi ∈ V and n is finite: For any u1, u2, u3 ∈ V , we have that
u1 ⊗ (u2 + u3) = u1 ⊗ u2 + u1 ⊗ u3.
The following Proposition asserts that any element w ∈ V ⊗ V identifies a unique
finite rank element in B (V ∗, V ) whose action on an element x∗ ∈ V ∗ is given by
w¯ (x∗) =
n∑
i=1
x∗ (xi) yi.
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Proposition 38 (Lemma 1.2 in [Schatten, 1950]) If w ∈ V ⊗ V has two repre-
sentations, say
w =
n∑
i=1
x1i ⊗ y1i =
m∑
j=1
x2j ⊗ y2j ,
then for any x∗ ∈ V ∗, we have that
n∑
i=1
x∗
(
x1i
)
y1i =
m∑
j=1
x∗
(
x2j
)
y2j .
Hence, every element of V ⊗ V identifies a unique finite rank element of B (V ∗, V ).
Since V ∗ is also a Banach space, by replacing V by V ∗ in the above Proposition,
every element of V ∗ ⊗ V ∗ identifies a unique finite rank element of B (V ∗∗, V ∗). In
this way, we define a natural duality pairing between V ∗ ⊗ V ∗ and V ⊗ V given by
〈x⊗ y, f ⊗ g〉 := f (x) g (y) . (4.2)
Definition 39 A tensor w ∈ V ⊗ V is called symmetric, if for any f, g ∈ V ∗, we
have
〈x⊗ y, f ⊗ g〉 = 〈x⊗ y, g ⊗ f〉 .
It is called antisymmetric if for any f, g ∈ V ∗, we have
〈x⊗ y, f ⊗ g〉 = −〈x⊗ y, g ⊗ f〉 .
Every tensor w =
∑n
i=1 xi⊗ yi ∈ V ⊗V can be written as the sum of a symmetric
two-tensor and an antisymmetric two-tensor :
n∑
i=1
xi ⊗ yi
=
1
2
n∑
i=1
(xi ⊗ yi + yi ⊗ xi)︸ ︷︷ ︸
symmetric component
+
1
2
n∑
i=1
(xi ⊗ yi − yi ⊗ xi)︸ ︷︷ ︸
antisymmetric component
. (4.3)
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4.3.2 Tensor Product Norms
We recall the definition of a compatible tensor norm on V ⊗ V as defined in Chapter
1, equation (1.4):
Definition 40 (compatible tensor norm) A tensor norm ‖.‖c on V ⊗ V is said
to be compatible if for any v1, v2 ∈ V
‖v1 ⊗ v2‖c ≤ |v1|V |v2|V .
V ⊗c V denotes the closure of V ⊗ V in B (V ∗, V ) with respect to ‖.‖c.
We next consider a subclass of compatible tensor norms:
Definition 41 A tensor norm ‖.‖× on V ⊗V is called a cross-norm if for any v1, v2 ∈
V
‖v1 ⊗ v2‖× = |v1|V |v2|V .
The injective tensor product norm is an example of a cross norm:
Definition 42 Suppose V is a Banach space. The closure of V ⊗ V in B (V ∗, V ) is
called the injective tensor product – denoted as V ⊗∨ V . As a consequence of the
Hahn-Banach theorem (Theorem 4.3 b) in [Rudin, 1991]), for any v ∈ V ,
|x|V = sup
x∗∈OV ∗
x∗ (v) . (4.4)
Hence, the injective tensor product norm is given by
‖w‖∨ := sup
{
n∑
i=1
x∗ (xi) y∗ (yi) : x∗, y∗ ∈ OV ∗
}
.
The injective tensor product norm is an example of a cross-norm and hence of a
compatible norm. It has the additional property that it is the smallest cross norm
whose dual norm ‖.‖∗∨ on V ∗ ⊗ V ∗ – given by∥∥∥∥∥
n∑
i=1
fi ⊗ gi
∥∥∥∥∥
∗
∨
:= sup
{
n∑
i=1
〈fi ⊗ gi, x⊗ y〉 : x⊗ y ∈ OV⊗∨V
}
– is also cross ([Paulsen and Blecher, 1991]).
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4.3.3 A representation result for C ([0, 1])⊗∨ C ([0, 1])
We find an explicit representation of V ⊗∨ V in the particular case where
V = (C ([0, 1]) , ‖.‖∞) .
Proposition 43 The injective tensor product C ([0, 1])⊗∨ C ([0, 1]) is isomorphic to
the space of continuous functions on the unit square, i.e.
C ([0, 1])⊗∨ C ([0, 1]) ∼= C ([0, 1]× [0, 1]) .
Proof. Suppose w ∈ C ([0, 1])⊗∨ C ([0, 1]) has a representation
w =
n∑
i=1
fi ⊗ gi.
By the Radon-Riesz Theorem (Theorem 6.19 in [Rudin, 1987]) the topological dual of
(C ([0, 1]) , ‖.‖∞) is isomorphic to the space of Borel measures of finite total variation
– denoted by M1 ([0, 1]) with the norm given by the total variation |.|M1([0,1]). Thus,
the injective tensor norm has the following form
‖w‖∨ = sup
{
n∑
i=1
∫ 1
0
∫ 1
0
fi (u) gi (v)µ (du) ν (dv) : µ, ν ∈ OM1([0,1])
}
.
But if µ, ν ∈ OM1([0,1]), then the product measure µ× ν (du, dv) := µ (du) ν (dv) is in
OM1([0,1]×[0,1]). Hence,
sup
{
n∑
i=1
∫ 1
0
∫ 1
0
fi (u) gi (v)µ× ν (du, dv) : µ, ν ∈ OM1([0,1]) (1)
}
≤ sup
{
n∑
i=1
∫ 1
0
∫ 1
0
fi (u) gi (v) γ (du, dv) : γ ∈ OM1([0,1]×[0,1]) (1)
}
Using (4.4), it follows that∣∣∣∣∣
n∑
i=1
fi (.) gi (.)
∣∣∣∣∣
∞
= sup
γ∈O
M1([0,1]×[0,1])
∣∣∣∣∣
∫ 1
0
∫ 1
0
n∑
i=1
fi (u) gi (v) γ (du, dv)
∣∣∣∣∣
Hence, ∥∥∥∥∥
n∑
i=1
fi ⊗ gi
∥∥∥∥∥
∨
≤
∣∣∣∣∣
n∑
i=1
fi (.) gi (.)
∣∣∣∣∣
∞
To prove the other direction, we note that since fi, gi ∈ C ([0, 1]) for 1 ≤ i ≤ n,
w (., .) =
n∑
i=1
fi (.) gi (.)
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– and hence |w (., .)| – is in C ([0, 1]× [0, 1]). But [0, 1]× [0, 1] is compact, so that by
the Bolzano-Weierstrass theorem there exists a pair
(
x|w|, y|w|
) ∈ [0, 1] × [0, 1] such
that ∣∣∣w (x
|w|
, y
|w|
)∣∣∣ = sup {|w (x, y)| : x ∈ [0, 1] , y ∈ [0, 1]} .
But w (x, y) =
∫ 1
0
∫ 1
0
w (u, v) δx (u) δy (v) dudv and δx, δy are in OM1([0,1]) so that
sup {|w (x, y)| : x ∈ [0, 1] , y ∈ [0, 1]}
= sup
{∣∣∣∣
∫ 1
0
∫ 1
0
w (u, v) δx (u) δy (v) dudv
∣∣∣∣ : x ∈ [0, 1] , y ∈ [0, 1]
}
≤ ‖w‖∨ ,
Hence, ∣∣∣∣∣
n∑
i=1
fi (.) gi (.)
∣∣∣∣∣
∞
≤
∥∥∥∥∥
n∑
i=1
fi ⊗ gi
∥∥∥∥∥
∨
.
This concludes the proof that the imbedding map
j : (C ([0, 1])⊗ C ([0, 1]) , ‖.‖∨) →֒ (C ([0, 1]× [0, 1]) , ‖.‖∞)
is continuous and norm-preserving.
To prove that
j (C ([0, 1])⊗ C ([0, 1])) = C ([0, 1]× [0, 1]) ,
we note that j (C ([0, 1])⊗ C ([0, 1])) contains the algebra A of bivariate polynomials,
i.e.
A :=
{
n∑
i=1
m∑
j=1
αijx
iyj
∣∣∣∣∣n,m ∈ N∪{0} ; aij ∈ R
}
.
This algebra separates points on [0, 1] × [0, 1]. Hence, we may invoke the Stone-
Weierstrass Theorem to deduce that
A = C ([0, 1]× [0, 1])
and since A is contained in j (C ([0, 1])⊗ C ([0, 1])), that
C ([0, 1])⊗∨ C ([0, 1]) = j (C ([0, 1])⊗ C ([0, 1])) = C ([0, 1]× [0, 1]) .

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4.4 Multiplicative level 2 path lifts: The relevance
of an area process
4.4.1 Multiplicative level 2 path lifts
Suppose x is a Banach space V -valued path. From Example 5 in Chapter 1, we know
that x has a canonical multiplicative lift to T 1 (V ) given by (1, xt − xs). Our aim here
is to construct a multiplicative lift of x = T B to T 2 (V ): From (4.3) we know that
every two-tensor can be written as the sum of a symmetric and an antisymmetric
two-tensor. Our method of construction is to choose a symmetric two-tensor process,
sx
2
, and contingent on the choice of sx
2
, an antisymmetric two-tensor process ax
2
, in
such a way that
x2 := sx
2
+ ax
2
satisfies the multiplicative two-tensor condition, i.e. that for any s ≤ t ≤ u
x2s,u = x
2
s,t + x
2
t,u + x
1
s,t ⊗ x1t,u. (4.5)
Any two-tensor process x2 that satisfies (4.5) determines a multiplicative functional(
1, xt − xs, x2s,t
)
in T 2 (V ). If we choose
sx
2
s,t :=
1
2
x1s,t ⊗ x1s,t,
ax
2
has to satisfy
ax
2
s,u = a
x2
s,t + a
x2
t,u +
1
2
(
x1s,t ⊗ x1t,u − x1t,u ⊗ x1s,t
)
(4.6)
for sx
2
+ ax
2
to obey (4.5).
Definition 44 Given a V -valued path x, an anti-symmetric two-tensor process a that
satisfies (4.6) for any s ≤ t ≤ u is called an area process of the path x.
If we choose 1
2
x1s,t⊗x1s,t as the symmetric component, then the problem of finding
a multiplicative lift of x to T 2 (V ) reduces to finding an area process a: Such a process
is not unique; different choices of ax
2
define different lifts of x.
4.4.2 The Le´vy Area
A particular example of an area is the Le´vy area of a path x:
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Definition 45 (Le´vy area random variable ) For a fixed pair s ≤ t
As,t (x) := 1
2
lim
n→∞
k≤2nt∑
2ns≤k
x1
s, k
2n
⊗ x1k
2n
, k+1
2n
− x1k
2n
, k+1
2n
⊗ x1
s, k
2n
is called the Le´vy area of x run from s to t – provided the limit exists in V ⊗c V .
Example 46 Suppose x = (f, g) is a path in R2 and that f and g are both of bounded
variation. In this case, we have
As,t (x) = 1
2
∫ ∫
s≤u≤v≤t
dfu ⊗ dgv − dgu ⊗ dfv
and so if e1 and e2 represent an orthonormal basis of R
2 such that
〈f ⊗ g, e1 ⊗ e2〉 = fg,
then
〈As,t (x) , e1 ⊗ e2〉 = 1
2
∫ ∫
s≤u≤v≤t
dfudgv − dgudfv.
〈As,t (x) , e1 ⊗ e2〉 has a geometric meaning: It is the oriented area enclosed by the
path x run from s to t and the chord between the points x (s) and x (t).
Remark 47 Given a path x, for each fixed n, the dyadic polygonal approximation
x (n) of x (c.f. Definition 27 in Chapter 2) has bounded variation and so defines
a sequence x (n) of smooth rough paths (Definition 11 , Chapter 1) given by Chen’s
Theorem (Theorem 6, Chapter 1): The two-tensor coordintate x (n)2 of x (n) is given
by
x (n)2s,t :=
∫ t
s
∫ v
s
x (n)u ⊗ dx (n)v
the antisymmetric component of which is
1
2
∫ t
s
(x (n)u − x (n)s)⊗ dx (n)u − dx (n)u ⊗ (x (n)u − x (n)s)
=
1
2
k≤2nt−1∑
2ns≤k
x1
s, k
2n
⊗ x1k
2n
, k+1
2n
− x1k
2n
, k+1
2n
⊗ x1
s, k
2n
.
Thus, if x has a Le´vy area, we get a second representation of the Le´vy area as
As,t (x) = 1
2
lim
n→∞
∫ ∫
s≤u≤v≤t
dx (n)u ⊗ dx (n)v − dx (n)v ⊗ dx (n)u .
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4.5 Non-Existence of the Le´vy Area of T B in the
injective tensor algebra
4.5.1 Introduction
Let us assume for the moment that the Le´vy Area A0,1
(T B) of the frame process
T B exists in the injective tensor algebra. By Proposition 43, this is equivalent to the
existence of a continuous process A0,1
(T B) (., .) on the unit square, i.e. the antisym-
metric two-tensor A0,1
(T B) has to be a C ([0, 1]× [0, 1])-valued random-variable. By
Definition 39, for any (s, t) ∈ [0, 1] × [0, 1] and P-a.e. sample path f ∈ C0 ([−1, 1]),
we have that
A0,1
(T f) (s, t)
=
〈A0,1 (T f) , δs ⊗ δt〉
= − 〈A0,1 (T f) , δt ⊗ δs〉
= −A0,1
(T f) (t, s) . (4.7)
Hence, since we assumed that A0,1
(T f) is continuous on [0, 1]× [0, 1], we require that
for any sequence sn → s through [0, 1] ,
A0,1
(T f) (sn, s)→ 0. (4.8)
However, we show that for any fixed s ∈ [0, 1] and any sequence sn ր s, for P-a.e.
sample path f ∈ C0 ([−1, 1]),
A0,1
(T f) (sn, s)→ −1
2
,
thus contradicting (4.8) and hence disproving our initial assumption that A0,1
(T B)
exists in the injective tensor product.
4.5.2 Existence of the R-valued random variable A0,1
(T B) (s, t)
for dyadic s and t
We show the existence of A0,1
(T B) on the dyadic unit square D ([0, 1]2). By (4.7), if
we have defined A0,1
(T B) on {(s, t) : 0 ≤ s < t ≤ 1}, we have defined it on the entire
unit square (A0,1
(T B) (s, s) := 0 for s ∈ [0, 1]).
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Proposition 48 For P-a.e. f ∈ C0 ([−1, 1]) and (s, t) ∈ D
(
[0, 1]2
)
, the limit
lim
n→∞
A0,1
(T B. (n)) (s, t)
exists. Moreover, on the open upper dyadic triangle
{
(s, t) ∈ D ([0, 1]2) : 0 ≤ s < t ≤ 1}
(which excludes the diagonal),
A0,1
(T B) := lim
n→∞
A0,1
(T B. (n))
has the following representation:
A0,1
(T B) (s, t)
=
1
2
∫ t
t−1
Bv−(t−s)dBv − 1
2
∫ s
t−1
BvdBv +
1
2
Bt−1 (Bs − Bt−1)− 1
2
Bs−1 (Bt −Bt−1)
−1
2
(1− t+ s)
+
1
2
∫ 2−s
1−s
Bˆv−(t−s)dBˆv − 1
2
∫ 2−t
1−s
BˆvdBˆv − 1
2
Bˆ2−t
(
Bˆ2−s − Bˆ2−t
)
.
The integrals are understood in an Itoˆ sense and the Brownian motion Bˆ is defined
as
Bˆu := B1 − B1−u, u ∈ [0, 2] .
By (4.7), this defines A0,1
(T B) on the open lower dyadic triangle,
{
(s, t) ∈ D ([0, 1]2) : 0 ≤ t < s ≤ 1} ,
via
A0,1
(T B) (s, t) := −A0,1 (T B) (t, s) .
On the dyadic diagonal {(s, s) : s ∈ D ([0, 1])},
A0,1
(T B) (s, s) := 0.
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Figure 4.1: Region of integration for s < t
Proof. We fix n so large that 1
2n
≤ t− s. Then
A0,1
(T B (n)) (s, t)
=
1
2
2n−1∑
v=1
(
T Bv
2n
(s)− T B0 (s)
)(
T Bv+1
2n
(t)− T Bv
2n
(t)
)
−1
2
2n−1∑
v=1
(
T Bv
2n
(t)− T B0 (t)
)(
T Bv+1
2n
(s)− T Bv
2n
(s)
)
=
1
2
2n−1∑
v=1
v−1∑
u=0
(
Bu+1
2n
−1+s − B u2n−1+s
)(
B v+1
2n
−1+t − B v2n−1+t
)
−1
2
2n−1∑
v=1
v−1∑
u=0
(
Bu+1
2n
−1+t −B u2n−1+t
)(
B v+1
2n
−1+s −B v2n−1+s
)
. (4.9)
Figure (4.1) illustrates that summing terms of the form
(
Bu+1
2n
−1+s −B u2n−1+s
)(
B v+1
2n
−1+t − B v2n−1+t
)
−
(
Bu+1
2n
−1+t −B u2n−1+t
)(
B v+1
2n
−1+s −B v2n−1+s
)
over points ( u
2n
, v
2n
) in the upper dyadic triangle of the unit square as in (4.9), is
equivalent to summing terms of the form(
Bu+1
2n
− B u
2n
)(
B v+1
2n
− B v
2n
)
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over points ( u
2n
, v
2n
) in the upper dyadic triangle of the unit square shifted by (s− 1, t− 1).
This set of shifted points can be written as the (disjoint) union of
ρ+ (n) =
{( u
2n
,
v
2n
)
: u, v ∈ {0, 1, 2, ..., 2n − 1} and
u+ 1
2n
+ t ≤ v
2n
+ s and
u
2n
≥ s− 1 and
t− 1 ≤ v
2n
≤ t− 1
2n
}
,
ρ1− (n) =
{( u
2n
,
v
2n
)
: u, v ∈ {0, 1, 2, ..., 2n − 1} and
u
2n
+ t ≥ v
2n
+ s and
v
2n
≥ (t− 1) ∨ u+ 1
2n
and s− 1 ≤ u
2n
≤ s− 1
2n
}
,
ρ2− (n) =
{( u
2n
,
v
2n
)
: u, v ∈ {0, 1, 2, ..., 2n − 1} and
t− 1 ≤ v
2n
≤ u− 1
2n
and t− 1 ≤ u
2n
≤ s− 1
2n
}
and
ρ3− (n) =
{( u
2n
,
v
2n
)
: u, v ∈ {0, 1, 2, ..., 2n − 1} and
u = v and t− 1 ≤ u
2n
≤ s− 1
2n
}
.
In this way, we can rewrite A0,1
(T B (n)) (s, t) as
A0,1
(T B (n)) (s, t)
=
1
2
∑
( u2n ,
v
2n )∈ρ+(n)
(
Bu+1
2n
− B u
2n
)(
B v+1
2n
− B v
2n
)
−1
2
∑
( u2n ,
v
2n )∈ρ1−(n)
(
Bu+1
2n
− B u
2n
)(
B v+1
2n
− B v
2n
)
−1
2
∑
( u2n ,
v
2n )∈ρ2−(n)
(
Bu+1
2n
− B u
2n
)(
B v+1
2n
− B v
2n
)
−1
2
∑
( u2n ,
v
2n )∈ρ3−(n)
(
Bu+1
2n
− B u
2n
)(
B v+1
2n
− B v
2n
)
.
Since t > s, the process B.−(t−s) is adapted to the Brownian filtration
{σ (Bu : −1 ≤ u ≤ t) : t ∈ [−1, 1]}
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and so ∑
( u2n ,
v
2n )∈ρ+(n)
(
Bu+1
2n
−B u
2n
)(
B v+1
2n
− B v
2n
)
=
2nt−1∑
v=2n(t−1)
(
B v
2n
−(t−s) −Bs−1
)(
B v+1
2n
− B v
2n
)
converges to the Itoˆ integral
∫ t
t−1
(
Bv−(t−s) − Bs−1
)
dBv as n→∞, P-a.s.
Similarly, ∑
( u2n ,
v
2n )∈ρ2−(n)
(
Bu+1
2n
− B u
2n
)(
B v+1
2n
− B v
2n
)
=
2ns−1∑
v=2n(t−1)
(
B v
2n
−Bt−1
) (
B v+1
2n
− B v
2n
)
converges to the Itoˆ integral
∫ s
t−1 (Bv − Bt−1) dBv, P-a.s.
Furthermore, for the sum over ρ3− (n), we get that∑
( u2n ,
v
2n )∈ρ3−(n)
(
Bu+1
2n
− B u
2n
)(
B v+1
2n
− B v
2n
)
=
2ns−1∑
u=(t−1)2n
(
Bu+1
2n
− B u
2n
)2
converges to the quadratic variation 〈B,B〉st−1 = 1− t+ s , P-a.s.
Finally, for the sum over ρ1− (n) , we find that
∑
( u2n ,
v
2n )∈ρ1−(n)
(
Bu+1
2n
− B u
2n
)(
B v+1
2n
−B v
2n
)
=
2ns−1∑
v=2n(s−1)
(
B v+1
2n
+t−s − B(t−1)∨ v+1
2n
)(
B v+1
2n
− B v
2n
)
=
2n(2−s)∑
k=2n(1−s)+1
(
B1− k−1
2n
+(t−s) −B(t−1)∨1− k−1
2n
)(
B1− k−1
2n
− B1− k
2n
)
=
2n(2−s)∑
k=2n(1−s)+1
[(
B1 −B(t−1)∨1− k−1
2n
)
−
(
B1 − B1− k−1
2n
+(t−s)
)]
×
[(
B1 − B1− k
2n
)
−
(
B1 −B1− k−1
2n
)]
=
2n(2−s)∑
k=2n(1−s)+1
(
Bˆ2−t∧ k−1
2n
− Bˆ k−1
2n
−(t−s)
)(
Bˆ k
2n
− Bˆ k−1
2n
)
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where Bˆu := B1 − B1−u is a Brownian motion with respect to the filtration{
σ
(
Bˆu : 0 ≤ u ≤ t
)
: t ∈ [0, 2]
}
.
Taking the limit as n→∞, we find that
2n(2−s)∑
k=2n(1−s)+1
(
Bˆ2−t∧ k−1
2n
− Bˆ k−1
2n
−(t−s)
)(
Bˆ k
2n
− Bˆ k−1
2n
)
→
∫ 2−t
1−s
BˆudBˆu + Bˆ2−t
(
Bˆ2−s − Bˆ2−t
)
−
∫ 2−s
1−s
Bˆu−(t−s)dBˆu
After some tidying up, we find that for dyadic times s < t,
A0,1
(T B) (s, t)
=
1
2
∫ t
t−1
Bv−(t−s)dBv − 1
2
Bs−1 (Bt − Bt−1)− 1
2
∫ s
t−1
BvdBv +
1
2
Bt−1 (Bs −Bt−1)
−1
2
(1− t+ s)
+
1
2
∫ 2−s
1−s
Bˆv−(t−s)dBˆv − 1
2
∫ 2−t
1−s
BˆvdBˆv − 1
2
Bˆ2−t
(
Bˆ2−s − Bˆ2−t
)
.

4.5.3 Non-existence of the Le´vy area random variable A0,1
(T B)
in the injective tensor product
In Proposition 48, we showed thatA0,1
(T B) exists on the dyadic unit squareD ([0, 1]2).
In this section, we prove that A0,1
(T B) has a unique continuous extension to the en-
tire unit square excluding the diagonal. We show that this extension has a jump
discontinuity on the diagonal and hence, that the Le´vy area does not exist in the
injective tensor product.
Proposition 49 With P-probability 1, the Le´vy Area A0,1
(T B) as defined in Propo-
sition 48 on the dyadic open upper triangle
{
(s, t) ∈ D ([0, 1]2) : 0 ≤ s < t ≤ 1}
has a unique uniformly continuous extension A∗0,1
(T B) to the open upper triangle
{(s, t) ∈ [0, 1]× [0, 1] : 0 ≤ s < t ≤ 1}
48
and hence by (4.7) to the open lower triangle of the unit square
{(s, t) ∈ [0, 1]× [0, 1] : 0 ≤ t < s ≤ 1} .
A∗0,1
(T B) agrees with A0,1 (T B) on the dyadic open upper triangle (dyadic open lower
triangle) on a set Ω0 of full P-measure.
A∗0,1
(T B) has a jump discontinuity on the diagonal and so does not exist in the
injective tensor algebra C ([0, 1]× [0, 1]) (c.f. Proposition 43): There does not exist a
continuous extension of A0,1 to the unit square.
Proof. We start by proving the existence of a continuous extension of A0,1
(T B)
to the open upper triangle: In Proposition 48, we showed that on the open upper
dyadic triangle, {
(s, t) ∈ D ([0, 1]2) : 0 ≤ s < t ≤ 1} ,
A0,1
(T B) (s, t) has the following representation:
A0,1
(T B) (s, t)
=
1
2
∫ t
t−1
Bv−(t−s)dBv − 1
2
∫ s
t−1
BvdBv +
1
2
Bt−1 (Bs − Bt−1)− 1
2
Bs−1 (Bt −Bt−1)
−1
2
(1− t+ s)
+
1
2
∫ 2−s
1−s
Bˆv−(t−s)dBˆv − 1
2
∫ 2−t
1−s
BˆvdBˆv − 1
2
Bˆ2−t
(
Bˆ2−s − Bˆ2−t
)
. (4.10)
For a Brownian Motion W , the Itoˆ integral Mb :=
∫ b
const
WudWu is a continuous
martingale with respect to the filtration {σ (Wu : const ≤ u ≤ b) : b ∈ [const, T ]}, so
that M (a, b) :=M (b)−M (a) is continuous on a set of full P-measure. Furthermore,
the closed upper triangle
{(s, t) ∈ [0, 1]× [0, 1] : 0 ≤ s ≤ t ≤ 1}
is compact. Hence,
F1 (s, t) :=
1
2
∫ s
t−1
BvdBv
and
Fˆ1 (s, t) :=
1
2
∫ 2−t
1−s
BˆvdBˆv
have uniformly continuous sample paths on the closed upper triangle. Bt−1 (Bs −Bt−1),
Bs−1 (Bt − Bt−1) and Bˆ2−t
(
Bˆ2−s − Bˆ2−t
)
are uniformly continuous in s and t on the
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closed upper triangle because of the P-a.s. sample path continuity of Brownian mo-
tion and compactness of the closed upper triangle. This leaves us with having to
prove that the terms
F2 (s, t) :=
∫ t
t−1
Bv−(t−s)dBv
and
Fˆ2 (s, t) :=
∫ 2−s
1−s
Bˆu−(t−s)dBˆu
have uniformly continuous modifications on the closed dyadic upper triangle. Since
{
(s, t) ∈ D ([0, 1]2) : 0 ≤ s ≤ t ≤ 1}
is dense in
{(s, t) ∈ [0, 1]× [0, 1] : 0 ≤ s ≤ t ≤ 1} ,
this is equivalent to showing that F2 and Fˆ2 each have a unique uniformly continuous
extension to the closed upper triangle.
We start by establishing the existence of a continuous modification of F2 by using
Kolmogorov’s Lemma (Theorem 25 in Chapter 2) for a two-dimensional parameter
set. Suppose that (s1, t1) and (s2, t2) are in
{
(s, t) ∈ D ([0, 1]2) : 0 ≤ s < t ≤ 1} and
w.l.o.g. suppose that t2 ≥ t1. For m ∈ N, we have that
|F2 (s2, t2)− F2 (s1, t1)|2m
= |F2 (s2, t2)− F2 (s1, t2) + F2 (s1, t2)− F2 (s1, t1)|2m
≤ 42m−1
{∣∣∣∣
∫ t2
t2−1
(
Bu−(t2−s2) −Bu−(t2−s1)
)
dBu
∣∣∣∣2m +
∣∣∣∣
∫ t2
t1
Bu−(t2−s1)dBu
∣∣∣∣2m
+
∣∣∣∣
∫ t1
t2−1
(
Bu−(t2−s1) −Bu−(t1−s1)
)
dBu
∣∣∣∣2m +
∣∣∣∣
∫ t2−1
t1−1
Bu−(t1−s1)dBu
∣∣∣∣2m
}
by Jensen’s inequality. We require the following result from [Karatzas and Shreve, 1991],
equations (3.24) and (3.25): If X is a measurable, adapted process satisfying
E
[∫ T
0
X2mt dt
]
<∞,
for some real number T > 0 and m ∈ N and W. is a standard, one-dimensional
Brownian Motion on [0, T ], then
E
[∣∣∣∣
∫ T
0
XudWu
∣∣∣∣2m
]
≤ (m (2m− 1))m Tm−1E
[∫ T
0
|Xu|2m du
]
.
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We apply this to our setup where the Brownian motion B is defined on [−1, 1] (
instead of on [0, T ] ) to find the following moment bounds: We find that
E
[∣∣∣∣
∫ t2
t2−1
(
Bu−(t2−s2) − Bu−(t2−s1)
)
dBu
∣∣∣∣2m
]
≤ (m (2m− 1))m 2
m
√
π
Γ
(
2m+ 1
2
)
|s2 − s1|m ,
where we used (2.11) in Chapter 2. Similarly, we find that
E
[∣∣∣∣
∫ t2
t1
Bu−(t2−s1)dBu
∣∣∣∣2m
]
≤ (m (2m− 1))m 2
m
√
π
Γ
(
2m+ 1
2
)
|t2 − t1|m−1
∫ t2
t1
|u− t2 + s1|m du
≤ (m (2m− 1))m 2
m
√
π
Γ
(
2m+ 1
2
)
|t2 − t1|m ,
and
E
[∣∣∣∣
∫ t1
t2−1
(
Bu−(t2−s1) − Bu−(t1−s1)
)
dBu
∣∣∣∣2m
]
≤ (m (2m− 1))m 2
m
√
π
Γ
(
2m+ 1
2
)
|t2 − t1|m ,
and finally that
E
[∣∣∣∣
∫ t2−1
t1−1
Bu−(t1−s1)dBu
∣∣∣∣2m
]
≤ (m (2m− 1))m 2
m
√
π
Γ
(
2m+ 1
2
)
|t2 − t1|m .
Therefore, for m = 3, we have the bound
E
[|F2 (s2, t2)− F2 (s1, t1)|6] ≤ 153.215√
π
Γ
(
7
2
)
(max (|s2 − s1| , |t2 − t1|))3 .
Hence, by Kolmogorov’s Theorem (c.f. Theorem 25 in Chapter 2), F2 (., .) has a
continuous modification F ∗2 on the closed upper dyadic triangle{
(s, t) ∈ D ([0, 1]2) : 0 ≤ s ≤ t ≤ 1} .
Since the closed upper dyadic triangle is dense in the closed upper triangle
{(s, t) : 0 ≤ s ≤ t ≤ 1} ,
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F ∗2 has a unique uniformly continuous extension G
∗
2 to the closed upper triangle.
The argument for Fˆ2 is similar – its continuous extension to the closed upper
triangle is denoted as Gˆ∗2.
In summary,
A∗0,1
(T B) (s, t) := 1
2
G∗2 (s, t)−
1
2
∫ s
t−1
BvdBv
+
1
2
Bt−1 (Bs −Bt−1)− 1
2
Bs−1 (Bt − Bt−1)
−1
2
(1− t+ s)
+
1
2
Gˆ∗2 (s, t)−
1
2
∫ 2−t
1−s
BˆvdBˆv − 1
2
Bˆ2−t
(
Bˆ2−s − Bˆ2−t
)
, (4.11)
is P-a.s. uniformly continuous on the closed upper triangle
{(s, t) ∈ [0, 1]× [0, 1] : 0 ≤ s ≤ t ≤ 1} .
The restriction of A∗0,1
(T B) to the dyadic open upper triangle
{
(s, t) ∈ D2 ([0, 1]2) : 0 ≤ s < t ≤ 1}
agrees with A0,1
(T B) on a set Ω0 of full P-measure.
To see that A∗0,1
(T B) has a jump discontinuity on the diagonal suppose that
un ր u such that
(un, u) ∈ {(s, t) ∈ [0, 1]× [0, 1] : 0 ≤ s < t ≤ 1}
and
(u, un) ∈ {(s, t) ∈ [0, 1]× [0, 1] : 0 ≤ t < s ≤ 1}
for all n ∈ N. Since
Bu−1 (Bun − Bu−1)− Bun (Bu − Bu−1)→ 0, P-a.s.
and
G∗2 (un, u)→
∫ u
u−1
BvdBv,P-a.s.,
Gˆ∗2 (un, u)→
∫ 2−u
1−u
BˆvdBˆv,P-a.s.
and ∫ 2−u
1−un
BˆvdBˆv →
∫ 2−u
1−u
BˆvdBˆv,P-a.s.,
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we find that A∗0,1
(T B) (un, u) → −12 ,P-a.s. Hence, by (4.7), A∗0,1 (T B) (u, un) → 12 ,
P-a.s., which concludes the proof of the fact that A∗0,1
(T B) has a jump discontinuity
on the diagonal.
Now, suppose that A¯0,1 is a continuous extension of A0,1 to the unit square [0, 1]×
[0, 1]. Since the unit square is compact, A¯0,1 is uniformly continuous. By the supposed
continuity and (4.7), we have that
A¯0,1 (s, s) ≡ 0 for all s ∈ [0, 1] .
Since A¯0,1 is an extension of A0,1 there exists a set Ω¯0 of full P-measure such
A¯0,1
∣∣{(s,t)∈D([0,1]2):0≤s<t≤1} = A0,1 on Ω¯0.
But
A∗0,1
∣∣{(s,t)∈D([0,1]2):0≤s<t≤1} = A0,1 on Ω0.
The uniqueness of the uniformly continuous extension implies that
A∗0,1 = A¯0,1 on Ω0 ∩ Ω¯0,
which cannot be since A∗0,1 does not vanish on the diagonal, whereas A¯0,1 does. 
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