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Abstract
We study the affine A
(1)
n−1 Toda fields with boundary reflection. Our approach
is based on the free field approach. We construct free field realizations of the
boundary state and its dual. For an application of these realizations, we present
integral representations for the form factors of the local operators. In a limiting
case ρ → ∞, our integral representations reproduce those of form factors for the
SU(n) invariant massive Thirring model with boundary reflection [1].
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1 Introduction
For without-boundary field theory, integrability is ensured by the factorized scattering
theory [2]. The factorized scattering theory for boundary field theory was developed by
[3, 4, 5]. More precisely, I.Cherednik [3] proposed the boundary Yang-Baxter equation,
and S.Ghoshal, A.Zamolodchikov [4] proposed the boundary crossing symmetry. B.Hou,
K.Shi and W.Yang [5] proposed higher rank generalization of the boundary crossing
symmetry. E.Sklyanin [6] began Bethe Ansatz treatment and introduced the commut-
ing transfer matrix for boundary model. M.Jimbo et al. [7] developed these ideas for
boundary model, [3, 4, 6] and established the free field approach [7, 8] for boundary
integrable model. They diagonalized the Hamiltonian of the massive XXZ model with
a boundary, and derived integral representations for the spin correlation functions. The
Uq(ŝln) generalization of reference [7] was achieved in [9].
In this paper we study the affine A
(1)
n−1 Toda fields with boundary reflection, by means
of the free field approach. For A
(1)
1 symmetry case, Hou et al. [11] studied the affine A
(1)
1
Toda fields (SG model) with boundary reflection, in terms of the free field approach, and
constructed the boundary state. They derived integral representations for form factors
of local fields. In reference [11, 12], constructions of the boundary state started with
Lukyanov’s ultra-violet cut-off realization of Zamolodchikov-Faddeev operators [10], and
the form factors were derived after removing the cut-off parameter at the final stage. In
this paper we prefer to work directly with operators with cut-off parameter removed, as
the same manner as reference [13], in which the massless XXZ chain with a boundary
was studied. Using free field realizations of the Zamolodchikov-Faddeev operators [14]
and the local operators [15], we construct the free field realizations of the boundary state
and its dual, and give integral representations for form factors of local fields of the affine
A
(1)
n−1 Toda fields with boundary reflection. In this paper we consider the case where the
deformation parameter of quantum gruop Uq(ŝln) is
q = e−
2pi2i
ρn , ρ > 0. (1.1)
In a limiting case ρ→∞, our integral representations reproduce those of form factors for
the SU(n) invariant massive Thirring model with boundary reflection [1]. For n = 2 case
(SG model), it is possible to generalize the boundary condition of this paper (Appendix
C).
2
Now a few words about the organization of this paper. In section 2 we set up problem.
In section 3 we present the free field realizations of Zamolodchikov-Faddeev operators
[14], and local operators [15]. In section 4 we construct the free field realizations of the
boundary state and its dual (4.3), (4.24). In section 5 we derive the boundary qKZ
equations (5.15), (5.16), which govern form factors, and present integral representations
for form factors of local fields (5.17), (5.18), (5.39). In Appendix A we summarize the
multiple gamma functions. In Appendix B we summarize the contraction relations of
the basic operators. In Appendix C we summarize a generalization of the boundary
condition for the affine A
(1)
1 Toda fields (SG model).
2 Model
The purpose of this section is to set up the problem, and present briefly necessary tools
concering the completely integral models of quantum field theory with massive spectra.
The affine A
(1)
n−1 Toda fields with boundary reflection is described by the bulk S-matrix
and the boundary K-matrix [3], where the amplitudes of the bulk S-matrix and the
boundary K-matrix are related by the boundary crossing symmetry [4]. Let V be n-
dimensional vector space V = ⊕n−1j=0Cvj. The bulk S-matrix S(β) ∈ End(V ⊗ V ) of the
present model is given by
S(β)vj1 ⊗ vj2 =
n−1∑
k1,k2=0
vk1 ⊗ vk2S(β)j1,j2k1,k2 , (2.1)
where nonzero entries are given by
S(β)jjjj = s(β), (2.2)
S(β)jkjk = s(β)×
−sh
(
π
ρ
β
)
sh
(
π
ρ
(β − 2πi
n
)
) , (j 6= k), (2.3)
S(β)kjjk = s(β)×

−epiρ βsh2π
2i
ρn
sh
(
π
ρ
(β − 2πi
n
)
) , (j > k),
−e−piρ βsh2π
2i
ρn
sh
(
π
ρ
(β − 2πi
n
)
) , (j < k),
(2.4)
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Here we have set
s(β) =
S2(−iβ|ρ, 2π)S2(iβ + 2(n−1)πn |ρ, 2π)
S2(iβ|ρ, 2π)S2(−iβ + 2(n−1)πn |ρ, 2π)
. (2.5)
The double trigonometric function S2(x|ω1ω2) is summarized in Appendix A. The bound-
ary K-matrix K(β) ∈ End(V ) of the present model is given by
K(β)vj =
n−1∑
k=0
vkK(β)
j
k, (2.6)
where
K(β)kj = ϕ(β)
−1 × δj,k, ϕ(β) =
S2(−2iβ|ρ, 4π)S2(2iβ + 2(n−1)πn |ρ, 4π)
S2(2iβ|ρ, 4π)S2(−2iβ + 2(n−1)πn |ρ, 4π)
. (2.7)
The boundary K-matrix K(β) satisfies the boundary Yang-Baxter equation [3],
K2(β2)S21(β1 + β2)K1(β1)S12(β1 − β2) = S21(β1 − β2)K1(β1)S12(β1 + β2)K2(β2), (2.8)
and the unitary condition,
K(β)K(−β) = id. (2.9)
For general n ≥ 2 case, the K-matrix K(β) satisfies the boundary crossing symmetry
proposed by [5], in a limiting case ρ→∞. Precisely, set the matrix S˜(β) ∈ End(V ⊗ V )
and K˜(β) ∈ End(V ) by
S˜(β)vj1 ⊗ vj2 = lim
ρ→∞
n−1∑
k1,k2=0
vk1 ⊗ vk2S(β)j1,j2k1,k2(−1)δj1,j2+δj1,k1 , K˜(β) = limρ→∞K(β).(2.10)
The matrix S˜(β) and the matrix K˜(β) satisfy Yang-Baxter equation and the Boundary
Yang-Baxter equation, too. The pair K˜(β) and S˜(β) exist in the class which Hou et al.
studied [5], because the matrix S˜(β) satisfies the projection property, S˜
(
2πi
n
) ∼ P (−)2 ,
where P
(−)
2 is antisymmetric project operator in V ⊗ V . The matrix S˜(β) and the
K-matrix K˜(β) satisfy boundary crossing symmetry. See notation in reference [5].
K˜∗(β)kj =
n−1∑
l,m=0
S˜(2β − 2πi)l,jk,mK˜(−β + 2πi)ml . (2.11)
For example, n = 3 case of the relation (2.11) in a limiting case ρ→∞, becomes
ϕ
(
β − 2πi
3
)
ϕ(β)ϕ
(
β +
2πi
3
)
=
S1(−2iβ − 4π3 |ρ)
S1(2iβ − 4π3 |ρ)
→ −β +
2πi
3
β + 2πi
3
. (2.12)
4
For the description of the space of the physical states, we use the Zamolodchikov-
Faddeev operators. The Zamolodchikov-Faddeev operators Z∗j (β), Zj(β), (j = 0, · · · , n−
1) of the present model are characterized by the following three conditions.
Z∗j1(β1)Z
∗
j2
(β2) =
n−1∑
k1,k2=0
Z∗k2(β2)Z
∗
k1
(β1)S(β1 − β2)k1,k2j1,j2 , (2.13)
Zj1(β1)Zj2(β2) =
n−1∑
k1,k2=0
S(β1 − β2)j1,j2k1,k2Zk2(β2)Zk1(β1), (2.14)
The Zamolodchikov-Faddeev operators Zj(β), Z
∗
j (β) satisfy the inversion relation.
Z∗j (β1)Zk(β2 + πi) =
δj,k
β1 − β2 + · · · , (β1 → β2), (2.15)
where ′′ · · ·′′ means regular term. Free field realizations of the Zamolodchikov-Faddeev
operators were given in [14].
In terminology of quantum field theory, the operator O which commutes with the
Zamolodchikov-Faddeev operators up to scalar multiplicity, is called the local operator.
Z∗j (β)O = m(β)OZ∗j (β). (2.16)
In this paper we restrict our attention to a class of local operators Z ′j(δ), (j = 0, · · · , n−1)
which commuts with the Zamolodchikov-Faddeev operators as follows.
Z∗j (β)Z
′
k(δ) = L(β − δ)Z ′k(δ)Z∗j (β), L(δ) =
sh(−δ + πi
n
)
sh(δ + πi
n
)
. (2.17)
Free field realizations of a class of local operators Z ′k(δ), (k = 0, · · · , n − 1) were given
in the reference [15], in which the authors considered spin chain problem.
For the description of the space of the physical state we use the boundary state |B〉.
The boundary state |B〉 and its dual 〈B| are characterized by the following conditions.
K(β)jjZ
∗
j (β)|B〉 = Z∗j (−β)|B〉, (j = 0, · · · , n− 1), (2.18)
K(β)jj〈B|Zj(−β + πi) = 〈B|Zj(β + πi), (j = 0, · · · , n− 1). (2.19)
In this paper we shall construct the free field realizations of the boundary state and its
dual. The space of state is spanned by the vectors,
Z∗j1(β1) · · ·Z∗jN (βN)|B〉. (2.20)
5
Let us set the local operator Z by
Z = Z ′k1(δ1) · · ·Z ′kQ(δQ). (2.21)
Consider the matrix element,
〈B|ZZ∗j1(β1) · · ·Z∗jN (βN)|B〉. (2.22)
We call the above matrix elements “form factors”. In this paper we give integral repre-
sentations for form factors of local fields.
In this section we have introduced the basic tools of boundary field theory, i.e. the
S-matrix S(β), the boundary K-matrix K(β), the Zamolodchikov-Faddeev operators
Z∗j (β), local operator Z, the boundary state |B〉, its dual 〈B|, and form factors.
3 ZF operators, Local operators
The puropose of this section is to give the free field realizations of Zamolodchikov-Faddeev
operators [14] and local operators [15] of the present model.
3.1 ZF operators
The purpose of this subsection is to give free field realizations of the Zamolodchikov-
Faddeev operators Z∗j (β), Zj(β), (j = 0, · · · , n − 1). Let us introduce the free bosons,
aj(t)(j = 1, · · · , n− 1; t ∈ R), satisfying the commutation relations,
[aj(t), ak(t
′)] = Ajk(t)δ(t+ t
′), Ajk(t) = −1
t
sh
(aj |ak)πt
n
sh
(
ρ
2
+ π
n
)
t
shπt
n
sh ρt
2
. (3.1)
Here ((aj |ak))1≤j,k≤n−1 is the Cartan matrix of type An−1. Explicitly the Cartan matrix
of type An−1, ((aj |ak))1≤j,k≤n−1, is written as
2 −1 0 · · · · · · 0
−1 2 −1 0 · · · 0
0 −1 2 −1 0 · · ·
· · · · · · · · · · · · · · · · · ·
· · · · · · 0 −1 2 −1
0 · · · · · · 0 −1 2

(3.2)
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Let us introduce the Fock space F generated by the vacuum vector |vac〉 satisfying
aj(t)|vac〉 = 0 for t > 0. (3.3)
A normal ordering : A : of an element A is defined as usual ; annihilation operators
aj(t)(t > 0) are replaced on the right of the creation operators aj(−t)(t > 0), for example,
: aj(t1)ak(−t2) := ak(−t2)aj(t1), (t1, t2 > 0). (3.4)
Let us introduce the basic operators Vj(α)(j = 0, 1, · · · , n) by
Vj(α) = : exp
(∫ ∞
−∞
aj(t)e
iαtdt
)
: (j = 1, · · · , n− 1), (3.5)
V0(α) = : exp
(∫ ∞
−∞
a∗1(t)e
iαtdt
)
:, (3.6)
Vn(α) = : exp
(∫ ∞
−∞
a∗n−1(t)e
iαtdt
)
:, (3.7)
where
a∗1(t) = −
n−1∑
j=1
aj(t)
sh (n−j)πt
n
shπt
, a∗n−1(t) = −
n−1∑
j=1
aj(t)
sh jπt
n
shπt
. (3.8)
We have
[a∗1(t), aj(t
′)] = δ1,j
1
t
sh
(
ρ
2
+ π
n
)
t
sh ρt
2
δ(t+ t′), [aj(t), a
∗
n−1(t
′)] = δj,n−1
1
t
sh
(
ρ
2
+ π
n
)
t
sh ρt
2
δ(t + t′).
(3.9)
Free field realizations of the Zamolodchikov-Faddeev operators Zj(β), of the affine
A
(1)
n−1 Toda fields are given by
Zj(β) = cj
∫
Cj+1
dαj+1 · · ·
∫
Cn−1
dαn−1 : Vj+1(αj+1) · · ·Vn−1(αn−1)Vn(β) :
× epiρ (αj+1−β)
n−1∏
k=j+1
Γ
(
i(αk+1 − αk)
ρ
− π
nρ
)
Γ
(
i(αk − αk+1)
ρ
− π
nρ
)
,(3.10)
where β = αn. Here the integral contour Ck, (k = 1, · · · , n− 1) for αk is chosen so that
the poles at αk+1− πin + ρiZ≥0 are above Ck, and that the poles at αk+1+ πin − ρiZ≥0 are
below Ck. Here constant cj is chosen so that the inversion relation (2.15) holds.
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Free fields realizations of the Zamolodchikov-Faddeev operators Z∗j (β) are given by
Z∗j (β) =
∫
C∗1
dα1 · · ·
∫
C∗j
dαj : V0(β)V1(α1) · · ·Vj(αj) :
× epiρ (β−αj)
j∏
k=1
Γ
(
i(αk−1 − αk)
ρ
− π
nρ
)
Γ
(
i(αk − αk−1)
ρ
− π
nρ
)
, (3.11)
where β = α0. Here the integral contour C
∗
k , (k = 1, · · · , n− 1) for αk is chosen so that
the poles at αk−1− πin + ρiZ≥0 are above C∗k , and that the poles at αk−1+ πin − ρiZ≥0 are
below C∗k .
Proof of the commuation relation (2.13) was given in [14]. The commutation relation
(2.14) is derived as the same manner as (2.13). The inversion relation (2.15) is derived
as the same manner as those of local operators in [15].
In what follows we use the following abberiviations, (j = 1, · · · , n− 1).
V aj (α) = exp
(∫ ∞
0
aj(t)e
iαtdt
)
, V cj (α) = exp
(∫ ∞
0
aj(−t)e−iαtdt
)
, (3.12)
V a0 (α) = exp
(∫ ∞
0
a∗1(t)e
iαtdt
)
, V c0 (α) = exp
(∫ ∞
0
a∗1(−t)e−iαtdt
)
, (3.13)
V an (α) = exp
(∫ ∞
0
a∗n−1(t)e
iαtdt
)
, V cn (α) = exp
(∫ ∞
0
a∗n−1(−t)e−iαtdt
)
. (3.14)
Note. Free field realizations of the Zamolodchikov-Faddeev operators Z∗j (β) were given
in [14]. In this paper we give free field realizations of the dual operators Zj(β).
3.2 Local operators
In terminology of quantum field theory, the local operator is the one which commutes
with the Zamolodchikov-Faddeev operators, up to scalar function multiplicity. In this
subsection we present free field realization of a class of local operators Z ′j(β) constructed
in [15]. The local operators Z ′j(β), (j = 0, · · · , n− 1) commute with the Zamolodchikov-
Faddeev operators, up to multiplicity function.
Z∗j (β)Z
′
k(δ) = L(β − δ)Z ′k(δ)Z∗j (β), (3.15)
where we have set
L(β) = sh(−β +
πi
n
)
sh(β + πi
n
)
. (3.16)
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Let ue set the auxiliary fields bj(t), (1 ≤ j ≤ n− 1; t ∈ R) by
bj(t) =
sh ρt
2
sh
(
ρ
2
+ π
n
)
t
× aj(t). (3.17)
The bose field bj(t) satisfies the following commutation relation.
[bj(t), bk(t
′)] = −1
t
sh
(aj |ak)πt
n
sh ρt
2
shπt
n
sh
(
ρ
2
+ π
n
)
t
δ(t+ t′). (3.18)
Let us set
b∗1(t) = −
n−1∑
j=1
bj(t)
sh (n−j)πt
n
shπt
. (3.19)
We have
[b∗1(t), bj(t
′)] = δj,1
1
t
sh ρt
2
sh
(
ρ
2
+ π
n
)
t
δ(t+ t′). (3.20)
Let us set the basic operators.
Uj(δ) = : exp
(
−
∫ ∞
−∞
bj(t)e
iδt
)
:, (1 ≤ j ≤ n− 1), (3.21)
U0(δ) = : exp
(
−
∫ ∞
−∞
b∗1(t)e
iδtdt
)
: . (3.22)
Free field realizations of the local operators Z ′j(δ), (j = 0, · · · , n− 1) are given by
Z ′j(δ) =
∫ ∞
−∞
dγ1 · · ·
∫ ∞
−∞
dγj : U0(δ)U1(γ1) · · ·Uj(γj) :
× e
pi
ρ+2pin
(γj−δ)
j∏
k=1
Γ
(
i(γk − γk−1) + πn
ρ+ 2π
n
)
Γ
(
i(γk−1 − γk) + πn
ρ+ 2π
n
)
. (3.23)
Here we set γ0 = δ.
Note. Free field realizations of operators Z ′j(δ) were given in the reference [15], in which
authors considered correlation functions of the critical A
(1)
n−1 chain.
4 Boundary state
The purpose of this section is to give the free field realizations of the boundary state |B〉
and its dual 〈B|. We give free field realizations of the boundary state |B〉,
K(β)jjZ
∗
j (β)|B〉 = Z∗j (−β)|B〉, (j = 0, · · · , n− 1), (4.1)
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and its dual state 〈B|,
K(β)jj〈B|Zj(−β + λi) = 〈B|Zj(β + λi), (j = 0, · · · , n− 1;λ > 0). (4.2)
Here we have used K(β)jj given in (2.7). When we set λ = π, dual state 〈B| becomes
the dual boundary state of the affine A
(1)
n−1 Toda fields. When we set λ = 0, vacuum
expectation value, 〈B|Z∗j1(β1) · · ·Z∗jN (βN )|B〉 produces an eigenvector of A
(1)
n−1 analogue
of finite XXZ chain with double boundaries. See reference [16].
4.1 Boundary state
In this subsection we give the free field realization of the boundary state |B〉, and show
the reflection realtion (4.1).
The boundary state |B〉 is realized as follows.
|B〉 = eB|vac〉. (4.3)
Here B is a quadratic part of free bosons.
B =
n−1∑
j,k=1
∫ ∞
0
αj,k(t)aj(−t)ak(−t)dt +
n−1∑
j=1
∫ ∞
0
βj(t)aj(−t)dt, (4.4)
where scalars αj,k(t)(j, k = 1, · · · , n− 1) and βj(t)(j = 1, · · · , n− 1) are given by
αj,k(t) = − t
2
×
sh
(
ρt
2
)
sh
((ρ
2
+
π
n
)
t
) × Ij,k(t), (4.5)
βj(t) = −
ch
(
ρt
4
)
sh
((ρ
4
+
π
2n
)
t
) × sh2
(
πt
2
)
sh(πt)
× Ij,j
(
t
2
)
= −sh
(
πt
2n
)
×
ch
(
ρt
4
)
sh
((ρ
4
+
π
2n
)
t
) × n−1∑
k=1
Ik,j(t). (4.6)
Here we have set the symmetric matrix (Ij,k(t))1≤j,k≤n−1 by
Ij,k(t) =
sh
(
jπt
n
)
sh
(
(n− k)πt
n
)
sh
(
πt
n
)
sh (πt)
= Ik,j(t), (1 ≤ j ≤ k ≤ n− 1). (4.7)
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We remark that the matrix (Ij,k(t))1≤j,k≤n−1 is the inverse matrix of
(
sh
(aj |ak)pit
n
shpit
n
)
1≤j,k≤n−1
.
Let us show that the boundary state |B〉 satisfies the following reflection relations.
Z∗j (β)|B〉 = ϕ(β)Z∗j (−β)|B〉. (4.8)
The presence of eB has an effect of a Bogoliubov transformation.
e−Bal(t)e
B = al(t) + al(−t) +
n−1∑
j=1
Alj(t)βj(t), (t ≥ 0)
= al(t) + al(−t) + 1
t
ch
((ρ
4
+
π
2n
)
t
)
sh
(
ρt
4
) sh( πt
2n
)
, (4.9)
e−Bal(−t)eB = al(−t), (t > 0). (4.10)
Therefore the basic operators Vj(α) act on the boundary state |B〉 as follows.
V aj (α)|B〉 = Gj(α)V cj (−α)|B〉, (j = 0, 1, · · · , n). (4.11)
We have set
Gj(α) = −i21+
2pi
nρ eγ × α, (j = 1, · · · , n− 1), (4.12)
G0(α) = 2
−pi
ρ
n−1
n e
γ n−1
2n
(1+ 2pi(n+1)
ρn
)
× Γ2
(−2iα + 2π − 2π
n
∣∣ ρ, 4π)Γ2 (−2iα + ρ+ 2π + 2πn ∣∣ ρ, 4π)
Γ2 (−2iα| ρ, 4π) Γ2 (−2iα + ρ+ 4π| ρ, 4π) , (4.13)
Gn(α) = G0(α). (4.14)
Using the above formuale of the action of the basic operators, we get the actions of the
Vertex opertaors Z∗j (β) as follows.
Z∗j (β)|B〉 = (2π)−j(ρeγe−
pii
2 )−(1+
2pi
nρ
)j
∫
C∗1
dα1 · · ·
∫
C∗j
dαj
j∏
k=0
V ck (αk)V
c
k (−αk)|B〉
×
j∏
k=0
Gk(αk)
j∏
k=1
∆(αk−1, αk)
j∏
k=1
S(αk−1, αk). (4.15)
Here we have set the auxiliary functions ∆(α1, α2) and S(α1, α2) by
∆(α1, α2) =
∏
ǫ1,ǫ2=±
Γ
(
i(ǫ1α1 + ǫ2α2)
ρ
− π
nρ
)
, (4.16)
S(α1, α2) = e
2pi
ρ
α1 − qe− 2piρ α2 , q = e− 2pi
2i
ρn . (4.17)
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The auxiliary function ∆(α1, α2) is invariant under the change of variables αj → −αj ,
∆(α1, α2) = ∆(−α1, α2) = ∆(α1,−α2) = ∆(−α1,−α2). (4.18)
Now we arrive at
Z∗j (β)|B〉 − ϕ(β)Z∗j (−β)|B〉
= 2−j+1π−j(ρeγe−
pii
2 )−(1+
2pi
nρ
)j × sh
(
2π
ρ
β
)
G0(β)
∫
C∗1
dα1 · · ·
∫
C∗j
dαj
×
j∏
k=0
V ck (αk)V
c
k (−αk)|B〉
j∏
k=1
∆(αk−1, αk)
j∏
k=2
S(αk−1, αk)
j∏
k=1
Gk(αk). (4.19)
Here we have used the relation,
ϕ(β) =
G0(β)
G0(−β) . (4.20)
We change the integral variable αk ↔ −αk, and the corresponding new contour C˜∗k . We
find that the corresponding new contour C˜∗k can be deformed to the same as C
∗
k . We
find that the following part in the integrand :
j∏
k=1
∆(αk−1, αk)
j∏
k=0
V ck (αk)V
c
k (−αk)|B〉, (4.21)
is invariant under the change of variable αk ↔ −αk. Summning up all changing of
integral variables ±αk, (k = 1, · · · , j), we know that a sufficient condition of the relation,
Z∗j (β)|B〉 − ϕ(β)Z∗j (−β)|B〉 = 0, (4.22)
becomes the following polynomial identity,
∑
ǫ1,··· ,ǫj=±
j∏
k=2
S(ǫk−1αk−1, ǫkαk)
j∏
k=1
Gk(ǫkαk) = 0. (4.23)
Now we have derived the reflection relation (4.1).
4.2 Dual Boundary State
The dual boundary state 〈B| is realized as follows.
〈B| = 〈vac|eG. (4.24)
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Here G is a quadratic form of free bosons.
G =
n−1∑
j,k=1
∫ ∞
0
γj,k(t)aj(t)ak(t)dt+
n−1∑
j=1
∫ ∞
0
δj(t)aj(t)dt, (4.25)
where scalar γj,k(t)(j, k = 1, · · · , n− 1) and δj(t)(j = 1, · · · , n− 1) are given by
γj,k(t) = e
−2λtαj,k(t), δj(t) = e
−λtβj(t). (4.26)
Here αj,k(t) and βj(t) are introduced in (4.5) and (4.6).
Let us show the dual boundary state 〈B| satisfies the following reflection relations.
〈B|Zj(−β + λi) = ϕ(β)〈B|Zj(β + λi), (j = 0, · · · , n− 1). (4.27)
The precence of eG has an effect of a Bogoliubov transformation.
eGal(−t)e−G = al(−t) + e−2λtal(t) +
n−1∑
j=1
Al,j(t)δj(t), (t ≥ 0)
= al(−t) + e−2λtal(t) + e
−λt
t
ch
((ρ
4
+
π
2n
)
t
)
sh
(
ρt
4
) sh( πt
2n
)
, (4.28)
eGal(t)e
−G = al(t), (t > 0). (4.29)
Therefore the basic operators Vj(α) act on the dual boundary state 〈B| as follows.
〈B|V cj (α + λi) = G∗j (α)〈B|V aj (−α + λi), (j = 0, · · · , n). (4.30)
We have set
G∗j(α) = Gj(−α), (j = 0, · · · , n). (4.31)
Here Gj(α) is defined in (4.12), (4.13) and (4.14).
We get the actions of the Vertex operators Zj(β) as follows.
〈B|Zj(β + λi) = cj(2π)−(n−j−1)(ρeγe−pii2 )−(1+
2pi
ρn
)(n−1−j)
∫
Cj+1
dαj+1 · · ·
∫
Cn−1
dαn−1
× 〈B|
n∏
k=j+1
V ak (αk + λi)V
a
k (−αk + λi)
×
n∏
k=j+1
G∗k(αk)
n−1∏
k=j+1
∆(αk, αk+1)
n−1∏
k=j+1
S(αk, αk+1), (4.32)
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where ∆(α1, α2) and S(α1, α2) are given in (4.16) and (4.17). Now we have
〈B|Zj(β + λi)− ϕ(β)−1〈B|Zj(−β + λi)
= 2−n+j+2cje
− 2pi
2i
ρn π−n+j+1(ρeγe−
pi
2 )−(1+
2pi
ρn
)(n−1−j)sh
(
2π
ρ
β
)
G∗n(β)
×
∫
Cj+1
dαj+1 · · ·
∫
Cn−1
dαn−1〈B|
n∏
k=j+1
V ak (αk + λi)V
a
k (−αk + λi)
×
n−1∏
k=j+1
∆(αk, αk+1)
n−2∏
k=j+1
S(αk, αk+1)
n−1∏
k=j+1
G∗k(αk). (4.33)
As the same arguments as the case of the boundary state, we get a sufficient condition
of the reflection relation (4.2),
∑
ǫj+1···ǫn−1=±
n−2∏
k=j+1
S(ǫkαk, ǫk+1αk+1)
n−1∏
k=j+1
G∗k(ǫkαk) = 0. (4.34)
Now we have derived the reflection relation (4.2).
In this section, we have constructed free field realizations of the boundary state |B〉
and its dual 〈B|.
5 Form factors
The purpose of this section is to derive the difference equations which govern the form
factors, and to give integral representations for form factors.
Let us introduce matrix element, called form factors.
fZ(β1, · · · , βN)j1···jN =
〈B|ZZ∗j1(β1) · · ·Z∗jN (βN)|B〉
〈B|B〉 .
Here Z∗j (β) is the Zamolodchikov-Faddeev operators, |B〉 is the boundary state, and
Z = Z ′k1(δ1) · · ·Z ′kQ(δQ), (k1, · · · , kQ = 0, · · · , n− 1). Let us set
fZ(β1, · · · , βN) =
n−1∑
j1,··· ,jN=0
vj1 ⊗ · · · ⊗ vjNfZ(β1, · · · , βN)j1···jN . (5.1)
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5.1 Boundary qKZ equations
The purpose of this section is to derive the difference equations which govern form factors.
Let us introduce notation Z∗(β), Z∗(1)(β1)Z
∗(2)(β2) and Z
∗(2)(β2)Z
∗(1)(β1) as follows.
Z∗(β) =
n−1∑
j=0
Z∗j (β)⊗ vj , (5.2)
Z∗(1)(β1)Z
∗(2)(β2) =
n−1∑
j1,j2=0
Z∗j1(β1)Z
∗
j2
(β2)⊗ vj1 ⊗ vj2, (5.3)
Z∗(2)(β2)Z
∗(1)(β1) =
n−1∑
j1,j2=0
Z∗j2(β2)Z
∗
j1
(β1)⊗ vj1 ⊗ vj2. (5.4)
In this notation the commutation relation of the Zamolodchikov-Faddeev operators is
written by
Z∗(1)(β1)Z
∗(2)(β2) = S12(β1 − β2)Z∗(2)(β2)Z∗(1)(β1), (5.5)
where the S-matrix S12(β) acts on the space V ⊗ V . As the same manner we write the
reflection relations (4.1), (4.2) as follows.
Z∗(β)|B〉 = K(−β)Z∗(−β)|B〉, (5.6)
〈B|Z(β + iλ) = K(β)〈B|Z(−β + iλ). (5.7)
As the same manner as (4.1), (4.2), we have the following reflection relations.
〈B|Z∗(β + iλ) = K(β)〈B|Z∗(−β + iλ), (5.8)
Z(β)|B〉 = K(−β)Z(−β)|B〉. (5.9)
In this notation the function fZ(β1, · · · , βN) is written as
fZ(β1, · · · , βN) = 〈B|ZZ
∗(1)(β1) · · ·Z∗(N)(βN)|B〉
〈B|B〉 . (5.10)
Let us derive the difference equations, which govern the form factor fZ(β1, · · · , βN).
Consider the vacuum expectation value,
〈B|ZZ∗(1)(β1) · · ·Z∗(r)(βr) · · ·Z∗(N)(βN)|B〉. (5.11)
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Moving ZF operator Z∗(r)(βr) to the right of ZF operators Z
∗(r+1)(βr+1) · · ·Z∗(N)(βN),
and acting ZF operator Z∗(r)(βr) on state |B〉, we have
Sr,r+1(βr − βr+1) · · ·Sr,N(βr − βN )Kr(−βr)
× 〈B|ZZ∗(1)(β1) · · ·Z∗(r−1)(βr−1)Z∗(r+1)(βr+1) · · ·Z∗(N)(βN )Z∗(r)(−βr)|B〉.(5.12)
Moving ZF operator Z∗(r)(−βr) to the left and acting the dual state 〈B|, we have
Q∏
k=1
L(δk + βr)× Sr,r+1(βr − βr+1) · · ·Sr,N(βr − βN)Kr(−βr) (5.13)
× SN,r(βN + βr) · · ·Sr+1,r(βr+1 + βr)Sr−1,r(βr−1 + βr) · · ·S1,r(β1 + βr)Kr(−βr − iλ)
× 〈B|Z∗(r)(βr + 2iλ)ZZ∗(1)(β1) · · ·Z∗(r−1)(βr−1)Z∗(r+1)(βr+1) · · ·Z∗(N)(βN)|B〉.
Moving ZF operators Z∗(r)(βr) to the right, we have
Q∏
k=1
L(δk + βr)× Sr,r+1(βr − βr+1) · · ·Sr,N(βr − βN)Kr(−βr) (5.14)
× SN,r(βN + βr) · · ·Sr+1,r(βr+1 + βr)Sr−1,r(βr−1 + βr) · · ·S1,r(β1 + βr)Kr(−βr − iλ)
×
Q∏
k=1
L(βr − δk + 2iλ)× Sr,1(βr + 2iλ− β1) · · ·Sr,r−1(βr + 2iλ− βr−1)
× 〈B|ZZ∗(1)(β1) · · ·Z∗(r−1)(βr−1)Z∗(r)(βr + 2iλ)Z∗(r+1)(βr+1) · · ·Z∗(N)(βN)|B〉.
Now we arrive at the following system of difference equations.
fZ(β1, · · · , βr−1, βr − 2iλ, βr+1, · · · , βN) =
Q∏
k=1
L(δk + βr − 2iλ)L(βr − δk)
× Sr,r+1(βr − βr+1 − 2iλ) · · ·Sr,N(βr − βN − 2iλ)Kr(−βr + 2iλ)
× SN,r(βN + βr − 2iλ) · · ·Sr+1,r(βr+1 + βr − 2iλ)
× Sr−1,r(βr−1 + βr − 2iλ) · · ·S1,r(β1 + βr − 2iλ)Kr(−βr + iλ)
× Sr,1(βr − β1) · · ·Sr,r−1(βr − βr−1)fZ(β1, · · · , βr−1, βr, βr+1, · · · , βN).
(5.15)
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As the same argument as (5.15), we get a similar equation.
fZ(β1, · · · , βr−1, βr + 2iλ, βr+1, · · · , βN) =
Q∏
k=1
L(δk − βr − 2iλ)L(−βr − δk)
× Sr−1,r(βr−1 − βr − 2iλ) · · ·S1,r(β1 − βr − 2iλ)Kr(βr + iλ)
× Sr,1(−βr − β1) · · ·Sr,r−1(−βr − βr−1)
× Sr,r+1(−βr − βr+1) · · ·Sr,N(−βr − βN)Kr(βr)
× SN,r(βN − βr) · · ·Sr+1,r(βr+1 − βr)fZ(β1, · · · , βr−1, βr, βr+1, · · · , βN).
(5.16)
We call this systems of difference equations (5.15), (5.16) “boundary quantum Knizhnik-
Zamolodchikov equations” (boundary qKZ equations). When we set parameter λ = π,
boundary qKZ equations (5.15), (5.16) describe form factors for the affine A
(1)
n−1 Toda
fields with boundary reflection.
5.2 Integral Representations
The purpose of this section is to give integral representations of form factors fZ(β1, · · · , βN).
In order to evaluate the above vacuum expectation value, we invoke free field realization
of various quantities, the Zamolodchikov- Faddeev operators Z∗j (β), the local operators
Z ′k(δ), the boundary state |B〉 and its dual 〈B|.
At first we present results of simple cases.
〈B|Z ′0(δ)|B〉
〈B|B〉 = exp
(∫
C
dt
2πit
log(−t) 1
1− e−λt
ch(ρt
4
)
sh(ρ
4
+ π
2n
)t
shπt
2
sh (n−1)πt
2
shπt
(e−λt−iδt + eiδt)
−
∫
C
dt
2πit
log(−t) 1
1− e−2λt
sh(ρt
2
)
sh(ρ
2
+ π
n
)t
sh (n−1)πt
n
shπt
(
1
2
e−2λt−2iδt + e−2λt +
1
2
e2iδt)
)
,
(5.17)
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and
fZ
′
0(δ)(β)0 =
〈B|Z ′0(δ)Z∗0(β)|B〉
〈B|B〉
= e−(γ+log2π)
n−1
n
Γ( δ−β
2πi
+ 1
2n
)
Γ( δ−β
2πi
+ 1− 1
2n
)
× exp
(
−
∫
C
dt
2πit
log(−t) 1
1 − e−λt
shπt
2
sh (n−1)πt
2n
shπt
×
{
ch(ρ
4
+ π
2n
)t
sh(ρt
4
)
(eiβt + e−λt−iβt)− ch(
ρt
4
)
sh(ρ
4
+ π
2n
)t
(eiδt + e−λt−iδt)
}
+
∫
C
dt
2πit
log(−t) 1
1− e−2λt
sh (n−1)πt
n
shπt
{
(e−2λt−iβt−iδt + e−2λt+iβt−iδt + e−2λt−iβt+iδt + eiβt+iδt)
− sh(
ρt
2
)
2sh(ρ
2
+ π
n
)t
(e−2λt−2iδt + 2e−2λt + e2iδt)− sh(
ρ
2
+ π
n
)t
2sh(ρt
2
)
(e−2λt−2iβt + 2e−2λt + e2iβt)
})
.
(5.18)
Here the integrand contour C is given in Appendix A. It is easily seen that the above
formula is re-written by multiple Gamma functions Γr(x|ω1 · · ·ωr) summarized in Ap-
pendix A. When we set λ = π, we get form factor of the affine An−1 Toda fields with
boundary reflection. In a limiting case ρ → ∞, our formula reproduce form factor for
the SU(n) invariant massive Thirring model with boundary reflection [1, 12]. When we
set λ → 0, the quantity fZ(β1, · · · , βN) produces an eigenvector of A(1)n−1 analogue of
finite XXZ chain with double boundaries [16].
Next we present general formulae of the form factors fZ(β1, · · · , βN)j1,··· ,jN , and,
at the same time, explain how to evaluate the vacuum expectation values. Let us fix
the indexes {j1, · · · , jN}, where j1, · · · , jN ∈ {0, 1, · · · , n− 1}, and {k1, · · · , kQ}, where
k1, · · · , kQ ∈ {0, 1, · · · , n − 1}. We associate the integration variables αj,r, (1 ≤ r ≤
N, 1 ≤ j ≤ jr) to the basic operator Vj(αj,r) contained in the Zamolodchikov-Faddeev
operator Z∗jr(βr). We also use the notation α0,r = βr. We associate the integration
variables γk,s, (1 ≤ s ≤ Q, 1 ≤ k ≤ ks) to the basic operator Uk(αk,s) contained in the
local operators Z ′ks(δs). We also use the notation γ0,s = δs. Let us set the index set Aj
and Gk by
Aj = {r|jr ≥ j}, Gk = {s|ks ≥ k}. (5.19)
By normal-ordering the product of the Zamolodchikov-Faddeev operators and the local
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operators, we have the following formulae.
fZ(β1, · · · , βN )j1,··· ,jN
= E({β}|{δ})
N∏
r=1
jr∏
j=1
∫
C∗j
dαj,r
Q∏
s=1
ks∏
k=1
∫ ∞
−∞
dγk,sI({α}|{γ})k1,··· ,kQj1,··· ,jN . (5.20)
Here the integral contour C∗ was defined below (3.11).
Here we set the leading factor E({β}|{δ}) by
E({β}|{δ}) = e−
pi
ρ+2pin
(δ1+···+δQ)+
pi
ρ
(β1+···+βN )
×
∏
1≤k1<k2≤Q
CUU0,0 (δk1 − δk2)
∏
1≤j1<j2≤N
CV V0,0 (βj1 − βj2)
Q∏
k=1
N∏
j=1
CUV0,0 (δk − βj).
(5.21)
Here we used abbreviations CUU0,0 (δ), C
V V
0,0 (β), and C
UV
0,0 (δ), which were introduced in
Appendix B. Here we set the integrand function by
I({α}|{γ})k1,··· ,kQj1,··· ,jN
=
Q∏
s=1
e
pi
ρ+2pin
γks,s
ks∏
k=1
Γ
(
i(γk,s − γk−1,s) + πn
ρ+ 2π
n
)
Γ
(
i(γk−1,s − γk,s) + πn
ρ+ 2π
n
)
×
N∏
r=1
e−
pi
ρ
αjr ,r
jr∏
j=1
Γ
(
i(αj,r − αj−1,r)− πn
ρ
)
Γ
(
i(αj−1,r − αj,r)− πn
ρ
)
×
n−1∏
k=1
∏
s1∈Gk,s2∈Gk−1
s1<s2
CUUk,k−1(γk,s1 − γk−1,s2)
∏
s1∈Gk−1,s2∈Gk
s1<s2
CUUk−1,k(γk−1,s1 − γk,s2)
×
n−1∏
k=1
∏
s1,s2∈Gk
s1<s2
CUUk,k (γk,s1 − γk,s2)
n−1∏
j=1
∏
r1,r2∈Aj
r1<r2
CV Vj,j (αj,r1 − αj,r2)
×
n−1∏
j=1
∏
r1∈Aj,r2∈Aj−1
r1<r2
CV Vj,j−1(αj,r1 − αj−1,r2)
∏
r1∈Aj−1,r2∈Aj
r1<r2
CV Vj−1,j(αj−1,r1 − αj,r2)
×
n−1∏
k=1
∏
s∈Gk,r∈Ak
CUVk,k (γk,s − αk,r)
∏
s∈Gk,r∈Ak−1
CUVk,k−1(γk,s − αk−1,r)
×
n−1∏
k=1
∏
s∈Gk−1,r∈Ak
CUVk−1,k(γk−1,s − αk,r)× J({α}|{γ})k1,··· ,kQj1,··· ,jN . (5.22)
Here we used abbereviations CV Vj1,j2(β), C
UU
j1,j2
(β) and CUVj1,j2(β), which were introduced in
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Appendix B. Here we have set
J({α}|{γ})k1,··· ,kQj1,··· ,jN (5.23)
=
1
〈B|B〉 × 〈B| exp
(∫ ∞
0
n−1∑
j=1
Xj(t)aj(−t)dt
)
exp
(∫ ∞
0
n−1∑
j=1
Yj(t)aj(t)dt
)
|B〉,
where
Xj(t) =
sh (n−j)πt
n
shπt
(
−
N∑
r=1
e−iβrt +
sh(ρt
2
)
sh(ρ
2
+ π
n
)t
Q∑
s=1
e−iδst
)
+
∑
r∈Aj
e−iαj,rt − sh(
ρt
2
)
sh(ρ
2
+ π
n
)t
∑
s∈Gj
e−iγj,st, (5.24)
Yj(t) =
sh (n−j)πt
n
shπt
(
−
N∑
r=1
eiβrt +
sh(ρt
2
)
sh(ρ
2
+ π
n
)t
Q∑
s=1
eiδst
)
+
∑
r∈Aj
eiαj,rt − sh(
ρt
2
)
sh(ρ
2
+ π
n
)t
∑
s∈Gj
eiγj,st. (5.25)
Next we evaluate the vacuum expectation value, J({α}|{γ})k1,··· ,kQj1,··· ,jN , and get a formu-
lae without free field operators. For our purpose we use the coherent state, |ξ1, · · · , ξn−1〉
and its dual state 〈ξ¯1, · · · , ξ¯n−1|, defined by
|ξ1, · · · , ξn−1〉 = exp
(
n−1∑
k=1
∫ ∞
0
ξk(s)ak(−s)ds
)
|vac〉, (5.26)
〈ξ¯1, · · · , ξ¯n−1| = 〈vac| exp
(
n−1∑
k=1
∫ ∞
0
ξ¯k(s)ak(s)ds
)
. (5.27)
The coherent state enjoy
aj(t)|ξ1, · · · , ξn−1〉 =
n−1∑
k=1
Aj,k(t)ξk(t)|ξ1, · · · , ξn−1〉, (t > 0), (5.28)
〈ξ¯1, · · · , ξ¯n−1|aj(−t) =
n−1∑
k=1
Aj,k(t)ξ¯k(t)〈ξ¯1, · · · , ξ¯n−1|, (t > 0). (5.29)
The following completeness relation by means of Feynmann path integral is useful.
id = cF ×
∫ n−1∏
k=1
∏
s>0
dξk(s)dξ¯k(s)
× exp
(
−
n−1∑
k1,k2=1
∫ ∞
0
Ak1,k2(s)ξk1(s)ξ¯k2(s)ds
)
|ξ1, · · · , ξn−1〉〈ξ¯1, · · · , ξ¯n−1|.(5.30)
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Here the integration
∫
dξdξ¯ is taken over the entire complex plane with the measure
dξdξ¯ = −2idxdy for ξ = x+ iy. Here cF is a constant.
In what follows we use the abberiviations, β˜j(t), δ˜j(t), X˜j(t), and Y˜j(t) defined by
β˜j(t) = sh
(
πt
2n
)
×
ch
((ρ
4
+
π
2n
)
t
)
sh
(
ρt
4
) = t× n−1∑
k=1
Aj,k(t)βk(t), (5.31)
δ˜j(t) = e
−λt × β˜j(t) = t×
n−1∑
k=1
Aj,k(t)δk(t), (5.32)
X˜j(t) = t×
n−1∑
k=1
Aj,k(t)Xk(t) (5.33)
=
sh(ρ
2
+ π
n
)t
sh(ρt
2
)
×
 ∑
r∈Aj−1
e−iαj−1,rt +
∑
r∈Aj+1
e−iαj+1,rt − (epin t + e−pin t)
∑
r∈Aj
e−iαj,rt

−
 ∑
s∈Gj−1
e−iγj−1,st +
∑
s∈Gj+1
e−iγj+1,st − (epin t + e−pin t)
∑
s∈Gj
e−iγj,st
 ,
and
Y˜j(t) = t×
n−1∑
k=1
Aj,k(t)Yk(t) (5.34)
=
sh(ρ
2
+ π
n
)t
sh(ρt
2
)
×
 ∑
r∈Aj−1
eiαj−1,rt +
∑
r∈Aj+1
eiαj+1,rt − (epin t + e−pin t)
∑
r∈Aj
eiαj,rt

−
 ∑
s∈Gj−1
eiγj−1,st +
∑
s∈Gj+1
eiγj+1,st − (epin t + e−pin t)
∑
s∈Gj
eiγj,st
 .
Here we understand An,Gn = φ.
Changing the order of the bosonic operators, we have
J({α}|{γ})k1,··· ,kQj1,··· ,jN
=
1
〈vac|eGeB|vac〉 × 〈vac|e
G exp
(∫ ∞
0
n−1∑
j=1
Yj(t)aj(t)dt
)
exp
(∫ ∞
0
n−1∑
j=1
Xj(t)aj(−t)dt
)
eB|vac〉
× exp
∫
C
log(−t)
2πit
sh
(
ρt
2
)
sh
((ρ
2
+
π
n
)
t
) n−1∑
l1,l2=1
X˜l1(t)Il1,l2(t)Y˜kl(t)dt
 . (5.35)
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When we insert the completeness relation of the coherent states, we have without-
operator formula.
〈vac|eG exp
(∫ ∞
0
n−1∑
j=1
Yj(t)aj(t)dt
)
exp
(∫ ∞
0
n−1∑
j=1
Xj(t)aj(−t)dt
)
|vac〉
= cF ×
∫ n−1∏
j=1
∏
t>0
dξj(t)dξ¯j(t)
× exp
(∫ ∞
0
1
t
n−1∑
j=1
(Y˜j(t) + δ˜j(t))ξj(t)dt +
∫ ∞
0
1
t
n−1∑
j=1
(X˜j(t) + β˜j(t))ξ¯j(t)dt
+
∫ ∞
0
n−1∑
l1,l2=1
Al1,l2(t)
(
e−2λt
2
ξl1(t)ξl2(t)− ξl1(t)ξ¯l2(t) +
1
2
ξ¯l1(t)ξ¯l2(t)
)
dt
)
.
(5.36)
Performing the Gauss integral calculation,
∫∞
−∞
e−x
2
dx =
√
π, (5.36) becomes the
following, up to constant multiplicity.
exp
(
−
∫
C
dt
2πit
log(−t) 1
1− e−2λt
sh
(
ρt
2
)
sh
(
ρ
2
+ π
n
)
t
×
(
n−1∑
l1,l2=1
Il1,l2(t)
(
e−2λt
2
(X˜l1(t) + β˜l1(t))(X˜l2(t) + β˜l2(t))
+ (X˜l1(t) + β˜l1(t))(Y˜l2(t) + δ˜l2(t)) +
1
2
(Y˜l1(t) + δ˜l1(t))(Y˜l2(t) + δ˜l2(t))
)))
.
(5.37)
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Now we arrive at the following formula.
J({α}|{γ})k1,··· ,kQj1,··· ,jN
= exp
− ∫
C
dt
2πit
log(−t) 1
1− e−2λt
sh
(
ρt
2
)
sh
((ρ
2
+
π
n
)
t
) 1
sh
(
πt
n
)
sh (πt)
×
(
n−1∑
l=1
sh
(
πlt
n
)
sh
(
(n− l)πt
n
)(
e−2λt
2
X˜l(t)
2 + e−2λtX˜l(t)Y˜l(t) +
1
2
Y˜l(t)
2
)
+
∑
1≤l1<l2≤n−1
sh
(
πl1t
n
)
sh
(
(n− l2)πt
n
)
(e−2λtX˜l1(t)X˜l2(t) + e
−2λtX˜l1(t)Y˜l2(t)
+ e−2λtX˜l2(t)Y˜l1(t) + Y˜l1(t)Y˜l2(t))
)
−
∫
C
dt
2πit
log(−t) 1
1− e−λt
ch
(
ρt
4
)
sh
((ρ
4
+
π
2n
)
t
)
×
sh
(
πt
2
)
sh
(
πt
2n
)
sh(πt)
n−1∑
l=1
sh
(
lπt
2n
)
sh
(
(n− l)πt
2n
)
(e−λtX˜l(t) + Y˜l(t))
 .
(5.38)
Here X˜l(t), Y˜l(t) are defined in (5.33), (5.34). Here the integral contour C is as the same
as those given in Appendix A. By this result, it is easily seen that J({α}|{γ})k1,··· ,kQj1,··· .jN
is evaluated by multi-Gamma functions Γr(x|ω1 · · ·ωr), summarized in Appendix A. In
a limiting case ρ → ∞, our integral formulae reproduce those of form factors for the
SU(n) invariant massive Thirring model with boundary reflection [1].
Let us summarize the result of this section. We present integral representations (5.20)
for form factors of the local fields.
fZ(β1, · · · , βN )j1,··· ,jN
= E({β}|{δ})
N∏
r=1
jr∏
j=1
∫
C∗j
dαj,r
Q∏
s=1
ks∏
k=1
∫ ∞
−∞
dγk,sI({α}|{γ})k1,··· ,kQj1,··· ,jN . (5.39)
Here the factor E({β}|{δ}) is given by (5.21). The integrand I({α}|{γ})k1,··· ,kQj1,··· ,jN is given
in (5.22), where the factor J({α}|{γ})k1,··· ,kQj1,··· ,jN is given in (5.38), and CUUj1,j2(α), CV Vj1,j2(α)
and CUVj1,j2(α) are given in Appendix B. The integral contour C
∗
j is given below (3.11).
For special cases we present more explicit formulae in (5.17), (5.18).
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Fateev et al.[18] proposed an expression for vacuum expectation values of the special
field, for boundary SG model, which is described by the following action
AFLZZ =
∫ ∞
−∞
dx
∫ ∞
0
dy
(
(∂xϕ)
2 + (∂yϕ)
2
)− µ ∫ ∞
−∞
dx cos(βϕ(x, 0)). (5.40)
In this paper and Hou et al.[11], boundary SG model (affine A
(1)
1 Toda fields) is the
model which is described by the following action
ABSG =
∫ ∞
−∞
dx
∫ ∞
0
dy
(
(∂xϕ)
2 + (∂yϕ)
2 − µ cos(βϕ)) . (5.41)
Our considering boundary SG model ABSG is different from Fateev et al.’s model AFLZZ.
V.Fateev, A.Zamolodchikov, Al.Zamolodchikov [19] studied Boundary Liouville confor-
mal field theory. For a particular application, they present one point function of the
special operator in the boundary SG model ABSG. To reveal the connection between
two formulae [11] and [19] is our future problem.
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A Multiple Gamma function
Here we summarize the multiple gamma and the multiple sine functions, following [8].
Let us set the multiple Gamma function Γr(x|ω1 · · ·ωr) by
logΓr(x|ω1 · · ·ωr) = (−1)
r
r!
γBr,r(x|ω1 · · ·ωr) +
∫
C
e−xtlog(−t)∏r
j=1(1− e−ωjt)
dt
2πit
, (A.1)
where the functions Bjj(x) are the multiple Bernoulli polynomials defined by
trext∏r
j=1(e
ωjt − 1) =
∞∑
n=0
tn
n!
Br,n(x|ω1 · · ·ωr). (A.2)
Here γ is Euler’s constant, γ = limn→∞(1 +
1
2
+ 1
3
+ · · ·+ 1
n
− logn).
Here the contor of integral is given by
0
Contour C
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Let us set the multiple sine function Sr(x|ω1 · · ·ωr) by
Sr(x|ω1 · · ·ωr) = Γr(x|ω1 · · ·ωr)−1Γr(ω1 + · · ·+ ωr − x|ω1 · · ·ωr)(−1)r . (A.3)
The multiple Gamma function and the multiple sine function satisfy the recursion rela-
tions,
Γr(x+ ω1|ω1 · · ·ωr)
Γr(x|ω1 · · ·ωr) =
1
Γr−1(x|ω2 · · ·ωr) , (A.4)
Sr(x+ ω1|ω1 · · ·ωr)
Sr(x|ω1 · · ·ωr) =
1
Sr−1(x|ω2 · · ·ωr) . (A.5)
Here we understand Γ0 = x. We have the following conditions.
Γ1(x|ω) = ω xω− 12
Γ( x
ω
)√
2π
, S1(x|ω) = 2sin(πx
ω
). (A.6)
We have
lim
ρ→∞
S1(x|ρ) = eγx, lim
ρ→∞
S2(x|ρ, ω) = (2π)
1
2 (ωeγ)
1
2
− x
ω
Γ
(
x
ω
) . (A.7)
Explicitly the multiple Bernoulli polynomials are written by
B11(x|ω) = x
ω
− 1
2
, (A.8)
B22(x|ω1, ω2) = x
2
ω1ω2
−
(
1
ω1
+
1
ω2
)
x+
1
2
+
1
6
(
ω1
ω2
+
ω2
ω1
)
. (A.9)
B Normal Ordering
Here we list the formulas of the form
X(β1)Y (β2) = C
XY (β1 − β2) : X(β1)X(β2) :, (B.1)
where X, Y = Uj , and CXY (β) is a meromorphic function on C. These formulae follow
from the commutation relation of the free bosons. When we compute the contraction of
the basic operators, we often encounter an integral∫ ∞
0
F (t)dt, (B.2)
27
which is divergent at t = 0. Here we adopt the following prescription for regularization
: it should be understood as the countour integral,∫
C
F (t)
log(−t)
2πi
dt. (B.3)
Here we used the same contour C as the same as those in Appendix A.
The basic operators Uj(β), Vj(β) have the contraction relations, for 0 ≤ j1, j2 ≤ n.
Uj1(β1)Uj2(β2) = C
UU
j1,j2
(β1 − β2) : Uj1(β1)Uj2(β2) :, (B.4)
Vj1(β1)Vj2(β2) = C
V V
j1,j2
(β1 − β2) : Vj1(β1)Vj2(β2) :, (B.5)
Uj1(β1)Vj2(β2) = C
UV
j1,j2
(β1 − β2) : Uj1(β1)Vj2(β2) :, (B.6)
Vj1(β1)Uj2(β2) = C
V U
j1,j2
(β1 − β2) : Vj1(β1)Uj2(β2) : . (B.7)
Here nonzero entries are given by
CUUj,j (α) =
−iα
ρ+ 2π
n
e
2pi
nρ+2pi
(γ+log(ρ+ 2pi
n
)) ×
Γ
(
−iα+ρ
ρ+ 2pi
n
)
Γ
(
−iα+ 2pi
n
ρ+ 2pi
n
) , (j = 1, · · · , n− 1),
(B.8)
CUUj,j−1(α) = C
UU
j−1,j(α) = e
−nρ
nρ+2pi
(γ+log(ρ+ 2pi
n
))
Γ
(
−iα+pi
n
ρ+ 2pi
n
)
Γ
(
−iα+ρ+pi
n
ρ+ 2pi
n
) , (j = 1, · · · , n),
(B.9)
CUU0,0 (α) = C
UU
n,n (α) = e
γ n−1
n
nρ
nρ+2pi
Γ2(−iα + ρ+ 2πn |ρ+ 2πn , 2π)Γ2(−iα + 2π|ρ+ 2πn , 2π)
Γ2(−iα + 2πn |ρ+ 2πn , 2π)Γ2(−iα + 2π + ρ|ρ+ 2πn , 2π)
,
(B.10)
CUU0,n (α) = C
UU
n,0 (α) = e
γ ρ
nρ+2pi
Γ2(−iα + π + ρ|ρ+ 2πn , 2π)Γ2(−iα + π + 2πn |ρ+ 2πn , 2π)
Γ2(−iα + π|ρ+ 2πn , 2π)Γ2(−iα + π + 2πn + ρ|ρ+ 2πn , 2π)
.
(B.11)
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CV Vj,j (α) = −iρe2γe
4pi
nρ
(γ+logρ)α×
Γ
(
− iα
ρ
+ 1 + 2π
nρ
)
Γ
(
− iα
ρ
− 2π
nρ
) , (j = 1, · · · , n− 1),
(B.12)
CV Vj,j−1(α) = C
V V
j−1,j(α) = e
− 2pi+nρ
nρ
(γ+logρ)
Γ
(
− iα
ρ
− π
nρ
)
Γ
(
− iα
ρ
+ 1 + π
nρ
) , (j = 1, · · · , n),
(B.13)
CV V0,0 (α) = C
V V
n,n (α) = e
γ n−1
n
(1+ 2pi
nρ
)Γ2(−iα + ρ+ 2πn |ρ, 2π)Γ2(−iα + 2π − 2πn |ρ, 2π)
Γ2(−iα|ρ, 2π)Γ2(−iα + 2π + ρ|ρ, 2π) ,
(B.14)
CV V0,n (α) = C
V V
n,0 (α) = e
γ 1
n
(1+ 2pi
nρ
) Γ2(−iα + π|ρ, 2π)Γ2(−iα + π + ρ|ρ, 2π)
Γ2(−iα + π − 2πn |ρ, 2π)Γ2(−iα + π + 2πn + ρ|ρ, 2π)
.
(B.15)
CUVj,j (α) = −e−2γ
(
α +
πi
n
)−1(
α− πi
n
)−1
, (j = 1, · · · , n− 1), (B.16)
CUVj,j−1(α) = C
UV
j−1,j(α) = −iαeγ , (j = 1, · · · , n), (B.17)
CUV0,0 (α) = C
UV
n,n (α) = e
−(γ+log2π)n−1
n
Γ
(
α
2πi
+ 1
2n
)
Γ
(
α
2πi
+ 1− 1
2n
) , (B.18)
CUV0,n (α) = C
UV
n,0 (α) = e
− 1
n
(γ+log2π)Γ
(
α
2πi
+ 1
2
− 1
2n
)
Γ
(
α
2πi
+ 1
2
+ 1
2n
) , (B.19)
and
CV Uj1,j2(β) = C
UV
j1,j2
(β), (0 ≤ j1, j2 ≤ n). (B.20)
Here we have set the supplemental basic operators Un(α) by
Un(α) =: exp
(
−
∫ ∞
0
b∗n−1(t)e
iβtdt
)
:, b∗n−1(t) = −
n−1∑
j=1
bj(t)
sh jπt
n
shπt
. (B.21)
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C Uq(ŝl2) Case
In this Appendix we give an additional result for Uq(ŝl2) case, and give some comments
for Uq(ŝln) case. Let us introduce the operators Ψ̂
∗
j(β), (j = 0, 1) by
Ψ̂∗0(β) = V0(β), (C.1)
Ψ̂∗1(β) =
∫
C∗1
dα : V0(β)V1(α) : e
pi
ρ
β Γ
(
i(β − α)
ρ
− π
2ρ
)
Γ
(
i(α− β)
ρ
− π
2ρ
)
,(C.2)
where the integral contour C∗1 is given in section 3. The operators Ψ̂
∗
j(β) is slightly
different from realizations of Z∗j (β) (3.11). Factor e
−α
ρ drops in Ψ̂∗j (β). However the
operators Ψ̂∗j (β) satisfy the same commutation relation (2.13), too. Let us introduce the
boundary K-matrix K̂(β) ∈ End(C2) by
K̂(β) =
Gˆ0(−β)
Gˆ0(β)
 1 0
0 e
− 2piρ β−e
2pi
ρ µ
e
2pi
ρ β−e
2pi
ρ µ
 , (C.3)
where Gˆ0(β) is given by (C.10). Kˆ(β) is the general diagonal boundary K-matrix asso-
ciated with S-matrix S(β) (2.1), (See [9]). Let us set the state |B̂〉 by
|B̂〉 = eB̂|vac〉. (C.4)
Here we have set
B̂ =
∫ ∞
0
αˆ1,1(t)a1(−t)a1(−t)dt+
∫ ∞
0
βˆ1(t)a1(−t)dt, (C.5)
where
αˆ1,1(t) = − t
2
× sh
ρt
2
sh
(
ρ
2
+ π
2
)
t
× sh
πt
2
shπt
. (C.6)
βˆ1(t) = −
shπt
2
shπt
×
(
sh(iµ− ρ
2
− π
2
)t
sh
(
ρ
2
+ π
2
)
t
+ sh
πt
4
ch ρt
4
sh
(
ρ
4
+ π
4
)
t
)
. (C.7)
We have
V0(β)|B̂〉 = Gˆ0(β)V0(−β)|B̂〉, (C.8)
V1(α)|B̂〉 = Gˆ1(α)V1(−α)|B̂〉, (C.9)
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where
Gˆ0(β) = 2
− pi
2ρ e
γ
4
(−1+pi
ρ
) × Γ2(−2iα + π|ρ, 4π)Γ2(−2iα + ρ+ 3π|ρ, 4π)
Γ2(−2iα|ρ, 4π)Γ2(−2iα + ρ+ 4π|ρ, 4π)
× Γ2(−iα + iµ|ρ, 2π)Γ2(−iα − iµ+ ρ+ 2π|ρ, 2π)
Γ2(−iα− iµ+ ρ+ π|ρ, 2π)Γ2(−iα + iµ+ π|ρ, 2π) , (C.10)
Gˆ1(α) = −ieγ21+
pi
ρ (ρeγ)1+
pi
ρ
− 2iµ
ρ × α×
Γ
(
1 + π
2ρ
+ i(−µ−α)
ρ
)
Γ
(
− π
2ρ
+ i(µ−α)
ρ
) . (C.11)
As the same arguments as this paper we get
K̂(β)jjΨ̂
∗
j(β)|B̂〉 = Ψ̂∗j(−β)|B̂〉, (j = 0, 1). (C.12)
It seems that this result is “homogeneous” version of paper [11].
At last we give some comments on Uq(ŝln) case. Let us introduce the operators
Ψ̂∗j(β), (j = 0, · · · , n− 1) by
Ψ̂∗j (β) =
∫
C∗1
dα1 · · ·
∫
C∗j
dαj : V0(β)V1(α1) · · ·Vj(αj) :
× epiρ β
j∏
k=1
Γ
(
i(αk−1 − αk)
ρ
− π
nρ
)
Γ
(
i(αk − αk−1)
ρ
− π
nρ
)
. (C.13)
The operators Ψ̂∗j(β) are slightly different from realizations of Z
∗
j (β) (3.11). Factor e
−
αj
ρ
drops in Ψ̂∗j(β). It is possible to construct “boundary state” |B̂〉 for general diagonal
boundary K-matrix K̂(β), associated with the S-matrix S(β) (2.1), as the same manner
as n = 2 case. Relating to general diagonal boundary K-matrix, see Appendix of the
paper [9].
K̂(β)jjΨ̂
∗
j (β)|B̂〉 = Ψ̂∗j(−β)|B̂〉, (j = 0, · · · , n− 1). (C.14)
However we cannot derive the commutation relations (2.13) for n > 2, under the scheme
of the papers [14, 15]. Therefore we select the realizations of Z∗j (β) in section 3. When
we consider a limiting case ρ→∞, two kind of operators Z∗j (β) and Ψ̂∗j(β) become free
field realizations of the Zamolodchikov-Faddeev operators Z∗j (β) given in [1]. Therefore,
in this limiting case, we have constructed the boundary state |B〉 for general diagonal
boundary K-matrix. See the papers [1, 12].
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