We have studied defect formation and defect distributions in silicon under low-energy ͑25-800 eV͒ selfbombardment of the 2ϫ1 terminated Si͑001͒ surface. We applied the classical molecular dynamics technique and collected statistically significant averages to be able to detect defect production trends in the energy dependence. The number of defects created in implantations was found to be a superlinear function of energy at low energies (Ͻ400 eV) and larger than the defect production in the bulk up to about 1 keV. We have also examined the depth dependence of close-to-surface damage and explored the energy and time dependence of the defect creation mechanisms and the sensitivity of the results to the choice of the model potential.
I. INTRODUCTION
Recent developments in several branches of research and product development have increased the interest in damage produced on semiconductor surfaces by ion irradiation. For instance, several surface processing methods utilize lowenergy ions in aiding surface growth or etching. [1] [2] [3] [4] In semiconductor processing the production of ever shallower junctions is soon expected to involve implantation of dopants into layers only a few tens of nanometers deep. 5, 6 As recent computer simulations of metals have shown that the effect of surfaces on damage production can in some cases extend roughly 10 nm into the bulk in metals, 7, 8 the question arises whether surface effects could be of importance in ultrashallow implantation of semiconductors as well. Although it is clear that heat spikes are not as important in light semiconductors as they are in heavy metals, 9, 10 the regime in which surface effects are important in silicon has not been clearly established.
Molecular dynamics ͑MD͒ computer simulations are well suited for studying the mechanisms of damage production both in bulk and close to the surface. Use of quantum mechanical methods such as density-functional theory 11 ͑DFT͒ and tight binding formalism 12 are currently limited to very small system sizes and time scales. Classical MD simulation techniques with modern interatomic potentials are an efficient and reasonably accurate way to study beam-material interactions 13, 14 and can give us the required atomic information of these interactions. In MD simulations the atoms interact via a model potential and the evolution of this ensemble of atoms is followed by solving the equations of motion. Present-day computing power limits system sizes to about 10 6 atoms and time scales to nanoseconds. This range of time scales and system sizes is, however, quite adequate for studying the defect creation phase of ion-induced collision cascades. Subsequent defect evolution can be modeled using, e.g., the kinetic Monte Carlo method. 15 The MD method has been extensively applied in studies of production and annealing of ion-beam induced lattice defects in bulk semiconductors 9, 10, 16 and ion-beam induced amorphization of silicon. [17] [18] [19] [20] [21] The interaction of low-energy ion beams with semiconductor surfaces has also been investigated using the MD method. 22 Kitabatake et al. have performed detailed investigations of bombardment of the Si͑001͒ 2ϫ1 surface with Si and In ions in the energy range 10-50 eV. [22] [23] [24] [25] In addition to depth distributions of the residual defects remaining immediately after the cascade, they calculated the defect migration energies and minimum energy diffusion paths. The results show that interstitials created during bombardment migrate easily towards the surface while vacancies are less mobile.
Simulations using non-normal incidence of the projectile were performed by Ramana Murty and Atwater. 26 They studied the defect generation during bombardment of the Si͑001͒ surface by 10-50 eV Ar atoms using an angle of incidence of 45°and found that at energies below 20 eV there was considerable displacement of surface atoms but no bulk damage. Hensel and Urbassek 27, 28 have examined the effect of ͑001͒ 2ϫ1, ͑110͒, and ͑111͒ Si surfaces on the implantation process of 50 and 100 eV Si atoms. As expected, the surface geometry had a prominent effect on the final depth of the projectile and on the damage distributions.
The present work addresses a few previously unanswered questions regarding defect creation processes close to the silicon ͑001͒ surface. Using MD simulations of 25-800 eV recoils in Si and simulating a large number of events in each case we obtain a quantitative, statistically significant picture of the defect creation processes. We examine the question at what energy the damage creation by Si self-recoils becomes bulklike and how the surface affects the processes close to the damage creation threshold energy. We determine the depth dependence of close-to-surface damage, explore the energy and time dependence of the defect creation mechanisms and the sensitivity of the results to the choice of the model potential.
This paper is organized as follows. The computational details of our simulations will be presented in Sec. II. The results will be given in Sec. III and discussed in Sec. IV. We conclude in Sec. V.
II. COMPUTATIONAL DETAILS

A. Potential
The quality of results obtained in MD simulations depends on the quality of the model potential used. In the case of metals the embedded atom method seems to provide a rather successful approach for describing a large variety of nonelectronic properties. 29 In the case of semiconductors the situation is not as satisfactory. For silicon there are many model potentials that give a good description of some properties, but none of them can be considered superior to the others. 30 In this work we used the Tersoff many-body potential. This potential was chosen because it is fitted, in addition to the diamond structure, to over-and undercoordinated configurations and thus is expected to give a fairly good description of collision cascades. There are two different parametrizations for this particular potential. 31, 32 Both of these parametrizations give a quite good description of the Si͑001͒ 2ϫ1 surface, 30 but since the latter one 31 describes the elastic properties better and is thus better suited for cascade studies, it was used in these simulations.
One problem with the Tersoff potential ͑and generally with most semiempirical potentials͒ is that it is fitted to the near-equilibrium states and thus does not give realistic description of repulsive interactions that play a significant role in ion-solid interactions. To realistically treat these atomic interactions at small distances, we calculated a repulsive potential with the program package DMOL, 33 which is based on the density-functional theory. 34, 35 The repulsive and attractive potentials were smoothly joined together using a Fermi function F(r)ϭ(1ϩe Ϫb f (rϪr f ) ) Ϫ1 and the values b f ϭ12 Å Ϫ1 and r f ϭ1.6 Å for the fitting parameters. These parameters were chosen so that the potential remained smooth in both a dimer and a bulk case and the alteration only affected the repulsive part of the potential.
One has to keep in mind that the semiempirical model potential has many limitations and shortcomings and thus is probably the main error source in these calculations. The potential has been found to give wrong defect energies and a wrong melting point, which probably affects the recombination of defects and recrystallization of the lattice. Consequently, the results presented may not be quantitatively accurate, but we feel that the qualitative results can still elucidate damage production mechanisms in silicon.
B. Displacement energy and cascade simulations
In the bulk displacement energy calculations the size of the simulation cell was 7ϫ7ϫ7 unit cells ͑2744 atoms͒ with periodic boundary conditions in three dimensions and the x and y sides fixed. For the surface displacement energy a 6 ϫ6ϫ6 box ͑1728 atoms͒ with a reconstructed surface ͑as explained in Sec. III A͒ was used. In these simulations a lattice atom was given initial momentum along the ͗001͘ direction and the evolution of the system was followed until a stable configuration within the time scale used was found.
In the cascade simulations the size of the simulation box ranged from 6ϫ6ϫ6 unit cells ͑1728 atoms͒ to 14ϫ14 ϫ18 unit cells ͑28224 atoms͒. With these cell sizes all defect production processes occurred far from the cell borders. In the surface cascade case we used periodic boundary conditions in two dimensions and fixed bottom atoms. In bulk cascade studies the box was naturally periodic in all three dimensions. The time evolution of the system was followed for 1.5-3.5 ps, after which the temperature of the simulation box was quenched down by scaling the atomic velocities by a factor of 0.99 at each time step. The atomic velocities near the fixed or periodic borders were scaled towards zero in all the simulations.
We used six different energies, namely, 25, 50, 100, 200, 400, and 800 eV, in the study of ion bombardment of the surface. The starting point of the projectile was generated from the uniform probability distribution over an area with the size of a unit cell side and placed 2 Å above the surface, after which it was given an initial velocity perpendicular to the surface.
In the bulk recoil simulations a lattice atom was given an initial momentum close to the ͗001͘ direction. To avoid direct head to head collisions the polar angle of the velocity vector ͑with respect to the ͗001͘ direction͒ was varied between 0°and 15°and the azimuthal angle between 0°and 180°.
Even though the electronic stopping power at the energies used is small, it is not negligible. The electronic slowing down was taken into account as a nonlocal friction force affecting atoms with a kinetic energy higher than 5 eV. The electronic stopping power data for silicon is from Ref. 36 .
The Smith-Harrison integration algorithm 37 was used with a variable time step 38 using a maximum step limit of 2 fs. The time step was chosen so that no atom moved more than 0.1 Å or the potential energy of an atom was not changed more than 0.36 eV in a step. The temperature of the simulation box was set to 0 K at the beginning of the simulations. This is of course physically unrealistic, but the choice of 0 K as ambient temperature excludes statistical fluctuations that would lead to higher uncertainties in the final results at higher temperatures. The surface damage simulations correspond to the bombardment of noncontaminated silicon surface by neutral silicon atoms in an ultrahigh-vacuum chamber.
C. Melting point
Local melting phenomena can be an important part of cascade development. The melting point values cited for the Tersoff potential in the literature show great variation. 30, 39, 40 Morris et al. have recently pointed out that conventional approaches of determining the melting point for interatomic potentials from the free energy or by cooling and heating a simulation cell can be quite error prone. 41 They used an intuitively clear method to determine the melting point from MD simulations. By determining the temperature at which a liquid and a solid co-exist in equilibrium in the same simulation cell, one can avoid any chance of undercooling or overheating phenomena.
We determined the melting point of silicon predicted by the Tersoff potential using a cell with 1728 atoms initially in the crystalline phase and 1728 atoms initially in the liquid phase and using a pressure control algorithm 42 to keep the cell at zero pressure throughout the simulation. The GEAR V integration algorithm 43 was applied in this part of the study. We simulated the system at different constant temperatures in the range from 1500 to 3000 K, using visual inspection of the atom positions and monitoring the average potential energy of the atoms to determine whether the cell melted or crystallized at a given temperature.
D. Defect analysis
There are various methods to detect defects in solids. The presence of the surface makes the use of bonding and potential energy analysis complicated. Hence we have used two geometrical methods to analyze the defects in the sample, namely, the Wigner-Seitz ͑WS͒ cell 44 method and a method based on the Lindemann radius. 27, 45 In the WS method a vacancy is identified when a primitive cell of the lattice is empty and an interstitial or interstitials when there is more than one atom in a cell. In this study the WS cells are centered at the atomic positions of the quenched configuration ͑explained in Sec. III A͒.
Another way is to use the Lindemann radius, i.e., the amplitude of lattice vibrations of atoms at the melting point. A vacancy is identified if there is no atom within the Lindemann radius from the lattice point. All the atoms outside these spheres are labeled as interstitials. Since the Tersoff potential does not give the right melting temperature the Lindemann radius for the Stillinger-Weber potential was used. This choice also enabled a comparison of current results with those given in Ref. 28 .
The difference between these two methods is that the Wigner-Seitz cells are space filling whereas Lindemann spheres are not. The WS method is ideally suited for point defect detection, when the surrounding lattice preserves its initial structure. In contrast, the Lindemann radius method is very sensitive for displacements in the lattice and is therefore suited for detecting the amount of disorder in the lattice.
Many studies have shown that low-energy single silicon atom recoils in crystalline silicon do not produce amorphization, 10, 19, 46, 47 although it has been found that overlapping 200 eV cascades can do so. 46 These results suggest that only point defects or clusters of point defects are produced during the irradiation at low energies. As the energy gets closer to keV energies the probability of amorphous pocket formation rises. Nevertheless, for consistency, all the results were analyzed by the WS method.
In this work an adatom is defined as an atom that is more than half a layer distance but less than 3 Å ͑which is the cutoff radius for the potential used͒ above the surface layer. All atoms that are 3 Å or more above the surface are labeled sputtered.
III. RESULTS
A. Surface reconstruction
The reconstruction of the surface was carefully studied so that the effect of surface on the ion bombardment would be understood better. The atoms in the surface layer were positioned into a 2ϫ1 pattern with the initial dimer bond length set to 2.3 Å. This cell was thermalized by a 500 fs simulation at 300 K to get the atoms relaxed and then quenched to 0 K.
The dimer bond length stabilized at 2.36 Å, which is more or less the same as the bulk bond length. The pair-correlation function for the next layer ͑layer 1 in Fig. 1͒ is also different from the bulklike pair-correlation function. This is because the dimer atoms pull the atoms in layer 1 towards themselves. The distance between the the surface and layer 1 is about 0.2 Å narrower than the layer distance in the bulk. In the next two layers one row of atoms is below the dimer row, whereas one row is between the dimer rows. The atoms directly below the dimer rows in these layers are pushed into the bulk, whereas the atoms between the dimer rows rise somewhat. In other words, these layers are split. The splitting distance is 0.22 Å in layer 2 and 0.15 Å in layer 3. The atoms in the next two layers ͑4 and 5͒ are equivalent with respect to the dimer rows and because of that there is only planar disturbance in these layers. The atom rows move in the opposite direction relative to the surface atom rows. The displacement is only about 0.06 Å in layer 4 and 0.02 Å in layer 5. The split in the next layer ͑6͒ is very small, about 0.02 Å. There is no distinguishable disturbance in the layers below. The average potential energies per atom in the layers are given in Table I . Our results agree with the ͑less detailed͒ description by Kitabatake et al.
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B. Melting point
The time development of the average potential energy at a given initial temperature can be seen in Fig. 2 . A rising curve corresponds to melting and a falling one to the recrystalliza- tion of the lattice. The results indicate that the melting point of silicon with the Tersoff potential is 2450Ϯ50 K. To confirm that the interface effects do not affect the result, some of the simulations were repeated with a system size of 16 000 atoms. The larger system gave the same result as the smaller one. We also verified that the joining of the high-energy repulsive potential did not affect the result.
C. Displacement energy
Even though the bulk displacement threshold energy with the Tersoff potential has already been studied quite thoroughly, 48 we will present our results in order to set a basis for comparison with surface displacement threshold energy simulations. As already explained, a lattice atom was given an initial momentum and the evolution of the system was followed until an equilibrium configuration was reached. The distances between the initial and final place of the recoil atoms are shown in Fig. 3 . A close vacancy-interstitial pair, separated by 2.35 Å, was obtained to be formed at 9.9 eV and a replacement process to take place at 15.6 eV. Nevertheless, at some energies between those values the recoil atom returned to its initial site and thus the energy of 15.6 eV should be considered as the real threshold displacement energy.
The situation is somewhat different on the surface than in the bulk. The surface atom has fewer bonds and the vicinity of the surface also enables easier deformation of the lattice. Nevertheless, because of the surface reconstruction the ͗001͘ direction is not similarly open as it is in the bulk. Because of this reconstruction we see no close tetrahedral interstitial configuration on the surface until 13.4 eV. A split dumbbell was obtained to be formed at 15.3 eV and a replacement process takes place at 15.8 eV.
Thus we see that a close vacancy-interstitial pair can be formed at lower energies in the bulk than on the surface. Nevertheless, a replacement process seems to take place in both cases at about same energy.
D. Surface damage
In order to get statistically satisfactory results, around 100 recoil events were calculated for most energies. The defects were detected after every ten time steps by the two methods described in Sec. II D.
The average defect numbers detected by the WS method as a function of time for the 100 eV case can be seen in Fig.  4 . The vacancy and the interstitial numbers rise rapidly after the projectile hits the target and with energies up to 200 eV ͑Ref. 49͒ the maximum vacancy and interstitial numbers are reached at about 0.2 ps. After that these defects start to recombine and a stable configuration with respect to defect development is achieved at about 0.5 ps. The behavior of adatoms is somewhat different. The number of adatoms begins to rise after 0.05 ps and reaches the maximum value at 0.5 ps, i.e., at the same time when the vacancy and interstitial numbers become stable. It seems that there is no significant recombination of the surface vacancies and adatoms since the adatom number never reduces drastically. The number of defects was not changed significantly after the quenching.
The average numbers of defects per ion after the quenching are presented in Table II . It can be seen that the production of vacancies is a superlinear function of energy below 400 eV ͑see Fig. 5͒, i. e., the number of vacancies per eV is higher at higher ion energies. This superlinearity extends to much higher energies than what is expected on the basis of the Kinchin-Pease formula. 50 At energies below 50 eV, the comparison of the energy dependence is not relevant since the energy in the Kinchin-Pease formula is the energy of a recoiling lattice atom, whereas in the MD simulations it is the energy of an ion intruding on the surface.
The average number of defects detected by the WS and Lindemann methods during a 100 eV collision cascade can be seen in Fig. 6 . The peak number of defects is reached at the same time by both methods. At that time the number of vacancies detected by the Lindemann method is 10.5 times greater than by the WS method. That indicates that on average 43 atoms ͑excluding sputtered and adatoms͒ are disordered during a 100 eV irradiation. After quenching the Lindemann vacancy number is only 5.5 times bigger than the WS vacancy number. The difference is similar with energies up to 200 eV. 49 Once more we emphasize that the defects detected by the Lindemann method are not the number of point defects but the amount of disordering in the lattice.
E. Defect distribution in atom layers
The average vacancy and interstitial distributions as a function of atom layers for three different energies are shown in Fig. 7 . At low energies (р200 eV) the interstitial distribution is much wider than the vacancy distribution, whereas at higher energies the vacancy distribution closes in on the interstitial distribution. In all the cases the vacancy number is highly peaked at the surface layer, but the percentage of vacancies in the surface layer relative to all the vacancies drops from 73% ͑at 25 eV͒ to 6.6% ͑at 800 eV͒ as the energy rises. The peak value of the interstitial distribution is close to the ion penetration mean depth ͑see Table III͒. The time evolution of the vacancy depth distribution at 100 eV is shown in Fig. 8 . At 0.078 ps, at the point when the vacancy number is approximately the same as after the quenching, the distribution is almost linear. At the peak point ͑0.18 ps͒ the vacancy numbers in the topmost layers have increased significantly. After the quenching the shape of the distribution is more or less the same, only the overall vacancy number has reduced.
F. Bulk damage
In order to clarify the influence of the surface in defect formation we also performed 50, 100, 200, 400, and 800 eV bulk cascade studies. The average number of defects produced in these recoils is shown in Table IV . Because in the bulk cascade simulations the initial energy was given to a lattice atom, the defect production at energies below 100 eV is in reasonable agreement with the Kinchin-Pease formula prediction. However, the superlinearity in vacancy production continues to a much higher energy ͑to about 400 eV͒ than predicted by the Kinchin-Pease formula.
IV. DISCUSSION
A. Melting point
Frequently the high melting point of silicon described by the Tersoff potential has been used as an argument against the suitability of this potential in collision cascade calculations. The actual value of the melting point, however, has not been clearly established. The original paper presenting the potential gave a very inaccurate value of 3000Ϯ500 K. 31 Other determinations have given values in the range 2500-3000 K, but the determinations have been typically performed for small system sizes without pressure control or in cases where overheating or undercooling is possible. 30, 39, 40 Our result, 2450Ϯ50 K, while still much higher than the experimental value of 1683 K, 51 is not as unrealistic as the previously determined values. Nevertheless, the wrong melting point affects the final defect numbers at high energies since liquid quenches into an amorphous phase too rapidly. 10 At the energies used in the present work, where large amorphous zones are not formed, this is not a significant problem. 
B. Displacement energy
The threshold energy for an atomic displacement in silicon has been studied extensively both experimentally [52] [53] [54] [55] and using computer simulations. [56] [57] [58] [59] Nevertheless, the data are quite dispersed. The experimental values for the displacement energy lie between 11 and 30 eV and computer simulation data between 10 and 22 eV.
Sayed et al. have done a simulation study of displacement energies in silicon using the Tersoff potential. 59 They have determined the threshold energy in the ͗001͘ direction to be 10 eV. Another study done by Caturla et al. 57 gave the value of 22 eV with the Stillinger-Weber potential. The difference between predicted displacement energies can partially be explained by different configurations produced. With the Tersoff potential a neighboring tetrahedral interstitial is formed at 9.9-15.5 eV, whereas a replacement process takes place at energies of 15.6 eV or higher. Nevertheless, the close tetrahedral interstitial configuration was found to be a metastable configuration. In some cases the vacancy and the interstitial recombine. With the Stillinger-Weber potential no stable ͑or metastable͒ neighboring interstitial-vacancy pair is observed for low-energy recoils. 57 The Frenkel pair is produced only through a replacement process. This is probably due to the fact that the Stillinger-Weber potential is fitted only to the tetrahedral configuration and thus penalizes nontetrahedral bonding types. The stiffness of this potential has also been found to be too large when comparing it to the tight-binding method. 60 Some experiments indicate a much higher displacement energy than what is predicted by our simulations. When comparing these results one should note that close Frenkel pairs in Si have been shown to anneal at temperatures of only 10-50 K. 61 Most experimental studies of the threshold displacement energy have been carried out at higher temperatures. Also, recent tight-binding calculations suggest that close Frenkel pairs can under some circumstances recombine spontaneously or form a metastable bond defect complex. 62, 63 Therefore, the closest interstitial-vacancy pairs seen in our simulations ͑created at the lowest recoil energies͒ may not exist adequately long to be visible in experiments, which may explain why the experimental values for the displacement threshold energy tend to be higher than our simulated ones. Nevertheless, as the lifetime of such configurations, according to our simulations, seems to be at least of the order of picoseconds, they may influence the evolution of collision cascades and thus defect production during ion irradiation.
C. Surface damage
As noted already, the defect production is a superlinear function of energy at energies below 400 eV, but becomes linear at higher energies. The linear dependence at keV energies has been observed previously. 10 The reason behind this linearity could be that collision cascades in silicon separate into subcascades. The higher the energy is, the more subcascades are formed. At low energies, however, no distinct subcascades form. The growth of one cascade could be the reason for the superlinearity at low energies.
The Lindemann results are compared to those given by Hensel and Urbassek, 28 where the same analysis of the defects was used. They used the Stillinger-Weber potential to describe the bonding in silicon. 30 DFT calculations give values between 3 and 4 eV. 30 Nevertheless, as noted earlier, the Lindemann radius method gives the amount of disorder in the lattice, not the number of point defects. The larger disordering with the Stillinger-Weber potential could again rise from the stiffness of the potential. The lattice around defects could be more disordered than with the Tersoff potential as the Stillinger-Weber potential tries to affix all the atoms with four bonds. According to our tests with the Stillinger-Weber potential, the Lindemann method gives three vacancies for a single dumbbell-interstitial configuration.
D. Defect distribution in atom layers
The results presented in Sec. III suggest that at the early stage of the cascade, vacancies close to the surface migrate towards it, leading to a high number of surface layer vacancies. After the peak point the evolution seems to be governed by the recombination of vacancies and interstitials and thus the vacancy number drops.
As we look at the defect distribution at the lowest energy ͑25 eV͒ we see that it is very shallow. This suggests that even spontaneous annealing of the lattice is possible and thus this energy would be well suited for ion beam epitaxy ͑IBE͒. The growth of crystalline layers is achieved more easily when the defect distribution is low and located in a shallow area. This is also in agreement with experimental results, where an optimal energy value of 20Ϯ10 eV has been found to be ideal for IBE. 64 The 50 eV case has also been studied by Kitabatake and Greene. 25 The overall defect production is somewhat lower in our study than in theirs. The average number of interstitials in their study was 1.8, to be compared with 1.39 in ours ͑see Table II͒ . As no statistical error is given to their results, we cannot deduce whether the difference is due to our modification of the potential ͑corrected repulsive part͒ or due to statistical error. Nevertheless, the statistics in our study is much better ͑134 vs 36 incident ions͒. Moreover, the 36 cases calculated by Kitabakate and Greene do not represent a random sampling of impact points on the Si surface. The ion range is more or less the same in both studies.
E. Surface and bulk damage comparison
The comparison of surface and bulk defects at low energies is somewhat complicated. In the surface case an extra atom is introduced into the lattice, whereas in the bulk a lattice atom is removed from its lattice site. Furthermore, in the surface case the impact point is chosen randomly, whereas in the bulk the recoil atom always originates in the same point. We attempted to minimize this difference by giving the bulk recoil atom random angles along the ͗001͘ direction.
Despite the problems, we can conclude that in the surface bombardment the defect production is somewhat affected by the surface at least up to an energy of 1 keV. This is, of course, expected as a large portion of vacancies is produced in the surface layer and the bond energy of a surface atom is significantly lower than that of a bulk atom. However, the difference is less than 10% at energies above 400 eV, in clear contrast to what has been obtained for metals, where surfaces can have a dramatic effect on damage production up to energies of at least 10 keV.
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V. CONCLUSIONS
We have studied the mechanisms that produce damage on and close to the silicon ͑001͒ surface using classical molecular dynamics simulations of atomic collision processes. We simulated a large number of events in each case to obtain a reliable quantitative picture of defect creation mechanisms.
Since local melting phenomena are an important part of cascade development, we determined the melting point of Si modeled by the Tersoff potential. Using a pressure control scheme and a liquid-solid interface we determined the melting point to be 2450Ϯ50 K. This is lower than previous calculations have indicated.
To understand the fundamental mechanisms of damage creation during ion irradiation we studied the displacement processes in bulk and surface layers in detail. We found that the surface strongly affects both the threshold displacement energy and damage creation mechanism. At energies between 10 and 15 eV a very close vacancy-interstitial pair can be formed in the bulk and above 15.5 eV a replacement process takes place. Because of the reconstruction, the threshold energy for close pair formation at the surface is higher, above 13 eV. As in the bulk, replacementlike processes start to occur around 15.5 eV.
We also studied the defect creation in cascades at the near surface region under low-energy self-ion bombardment of the 2ϫ1 terminated Si͑001͒ surface and compared the results to bulk cascades at the same energies. We showed that there is a weak superlinearity in the vacancy production for low energy (Ͻ400 eV) recoils. Furthermore, the depth distribution of defects was found to be significantly greater than the ion penetration depth. The vacancy distribution was at all energies peaked in the dimer reconstructed surface atom layer. When comparing the vacancy and interstitial production in the surface and bulk cascades we found that the surface numbers are somewhat higher. The difference decreases rapidly with energy, being less than 20% at 100 eV and only about 5% at 800 eV. 
