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Improved Estimators in Finite Population Surveys: Theory and Applications 
 
Sunil Kumar 
SOSU, 
Indian Statistical Institute - Kolkata 
 
 
Improved estimators are proposed for estimating the population mean Y  of the study variable y  using 
auxiliary variable x  in simple random sampling. Explicit expression for the bias and MSE of the 
proposed family are derived to the first order of approximation. The proposed estimators are compared 
with other estimators and theoretical findings are illustrated by two numerical examples. 
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Introduction 
Consider a simple random sample of size n  
drawn without replacement from a finite 
population ( )NUUUU ,...,, 21=  of N  units, 
let y  and x  be the sample mean estimates of Y
and X , respectively, the population means of 
the study variable y  and auxiliary variable x . 
To date in the literature of survey sampling, the 
efficiencies of estimators of unknown population 
means of a study variable y  have been 
increased by the use of known information on an 
auxiliary variable x  which is highly correlated 
with study variable y , the well-known ratio 
estimator is 
x
XytR = .                         (1) 
 
When the correlation between auxiliary variable 
x  and study variable y  is highly negative, then 
the conventional product estimator for Y  is 
defined as  
X
xytP = .                        (2) 
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Theoretically, it has been established 
that, in general, the linear regression estimator is 
more efficient than the ratio and product 
estimators except in the case where the 
regression line passes through the neighborhood 
of the origin, thus the classical regression 
estimator is 
 ( )xXbyt yxg −+= .                  (3) 
 
Furthermore, to find more precise estimates 
several authors have used prior values of certain 
population parameter(s). Searls (1964) used 
known coefficient of variation (CV) of study 
variable at estimation stage. Sisodiya and 
Dwivedi (1981) extended the Searls (1964) work 
by using the known CV of the auxiliary variable 
for estimating population mean of study variable 
y  in a ratio method of estimation. Thus, use of 
prior value of coefficient of kurtosis in 
estimating the population variance of study 
variable y  was first conducted by Singh, et al. 
(1973). It was later, used by Sen (1978), 
Upadhyaya and Singh (1984) and Searls and 
Interpanich (1990) in the estimation of 
population mean of a study variable. Further, 
Singh and Tailor (2003) proposed a modified 
ratio estimator by using a known value of a 
correlation coefficient. This study suggests a 
new family of estimators to estimate a 
population mean Y  of a study variable y  by 
using estimators from Khoshnevisan, et al. 
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(2007); the optimum cases of the suggested 
family of estimators are also obtained. 
 
The Suggested Family of Estimators 
A family of estimators proposed by 
Khoshnevisan, et al. (2007) for estimating the 
population mean is 
 
( ) ( )( )
g
cXacxa
cXayt 



+−++
+
=
αα 1
 
(4) 
 
where ( )0≠a , c  are either real numbers or 
functions of known parameters of an auxiliary 
variable x  such as Standard Deviation ( xS ), 
Coefficient of Variation ( xC ), Skewness 
( ))(1 xβ , Kurtosis ( ))(2 xβ  and Correlation 
Coefficient ( yxρ ) of the population, and α  and 
g  are suitably chosen scalars. 
The expressions of bias and MSE of the 
Khoshnevisan’s estimator are respectively given 
as  
 
( ) ( ) 



−
+

 −
= yxx gCC
ggY
n
ftB αυυα 222
2
11
 
(5) 
and 
 
( )
{ }2 2 2 2 2 2y x yx
MSE t
1 f S g R S 2 gRS
n
α υ αυ
=
− 
+ −  
 
(6) 
which is minimum, when 
g
K
υ
α = , then 
 
( ) ( ) ( )gyyx tMSESn
ftMSE =−

 −
=
2211.min ρ . 
(7) 
 
Following Khoshnevisan, et al. (2007), a 
class of estimators for estimating the population 
mean Y  of the study variable y can be defined 
by combining regression estimator with t , the 
Khoshnevisan, et al. (2007) estimator for full 
information case is 
 
( ){ } ( ) ( )( ) ,
g
yx
T
aX cy b X x
ax c 1 aX cα α
=
 + 
+ −  
+ + − +  
(8) 
 
where ( ){ }xXby yx −+  is the classical 
regression estimator, yxb  is the sample estimate 
of ,yxβ ( ) ,n ii 1y 1 n y==  ( ) ,n ii 1x 1 n x== 
( ) ,N ii 1X 1 N X==  ( ) ,N ii 1Y 1 N Y== 
( ) ,2yx yx xb s s= ( ) ,2yx yx xS Sβ =
( ) ( )( ),nxy i ii 1s 1 ( n 1) y y x x== − − −
( ) ( ) ,n 22x ii 1s 1 ( n 1) x x== − −
( ) ( )( ),Nxy i ii 1S 1 ( N 1) y Y x X== − − −  and
( ) ( )2N2x ii 1S 1 ( N 1) x X .== − −  
To obtain the bias and MSE of the class 
of estimators T , 
 
( )01 ε+= Yy ,  
( )11 ε+= Xx , 
( )21 ε+= xyxy Ss , 
and 
( )322 1 ε+= xx Ss , 
 
such that ( ) 30,0 toiE i =∀=ε ,  
( ) 2
2
2
0
1
Y
S
n
fE y

 −
=ε , ( )
X
S
n
fE x
2
2
1
1 

 −
=ε , 
( )
XY
S
n
fE yx

 −
=
1
10εε , X
SC xx = , X
S
C yy = , 
XY
S
C xyyx = , 21
02
21
20
11
μμ
μρ =yx , 
( )
yx
x
X
S
n
fE
ρ
λ
εε 1221
1 

 −
= , 
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( )
X
S
n
fE x0331
1 λ
εε 

 −
= , 2/
02
2/
20
sr
rs
rs μμ
μλ = , and 
( ) ( )
=
−−=
N
i
s
i
r
irs XxYyN 1
1μ , ( )sr,  being 
non-negative integers.  
Expanding T in terms of s'ε results in 
 
( )( ){ }( ) ,1 g0 1 2 3 1
T
Y 1 A 1 1 1ε ε ε ε ανε− −
=
+ − + + +
(9) 
 
where ( )RA yxβ= , ( )XYR = , cXa
Xa
+
=ν .  
It is assumed that 13 <ε  and 
11 <ανε  so that ( ) 131 −+ ε  and ( ) g−+ 11 ανε  
are expandable in terms of s'ε . Further, 
expanding the right hand side of (9), in terms of 
s'ε and neglecting terms of s'ε having power 
greater than two, results in 
 
( )
( )
0 1 1 0 1
2
1 2 1 3 1
2 2 2
1
A g g
T Y Y A A g
g g 1
2
ε ε ανε ανε ε
ε ε ε ε ανε
α ν ε
  
− − −  
− = − + +  + +  
. 
(10) 
 
Taking expectations of both sides on (10), give 
the bias of T  to the first degree of 
approximation, as 
 
( )
( )
( )
2 2 2
x 12
03 x
2 yx
yx x
B T
g g 1
RS1 1 f 2 S
nX g A RS
α ν λ λ
ρ
αν β
=
  +    −   
− −          + −  
(11) 
 
Squaring both sides of (10) and neglecting terms 
of s'ε  having power greater than two, results in 
 
( ) ( ){ }2 22 0 1
2 2 2 2 2 2 2
0 1 1 0 12
2
0 1 1
T Y Y A g
A g 2A
Y
2g 2Ag
ε αν ε
ε ε α ν ε ε ε
ανε ε ανε
− = − +
 + + − 
=  
− +  
(12) 
 
Taking expectations of both sides on (12), gives 
the MSE of T  to the first degree of 
approximation as 
 
( )
( ) ( ){ }2 2y yx x
MSE T
1 f S R A g R A g 2 S
n
αν αν β
=
−   + + + −    
 
(13) 
 
which is minimum when, for example, 
00 αα == .Thus, the resulting minimum MSE 
of T , is given by  
 
( ) ( )
( )
( )
2 2
yx y
g
1 fmin .MSE T 1 S
n
MSE t
min .MSE t
ρ− = −  
=
=
. 
(14) 
 
The ratio-cum-regression estimators (see Table 
1) are in the same family of (8) and the bias and 
mean squared error (MSE) in (13) for these 
estimators can be expressed as 
 
( )
( )
( )
;
,
2
yx x
12
03 x
yx
i
i 1
2 122
x 03 x
yx
yx
2 RS
1 1 f
nX S
i 1B T
1 1 f
RS S
nX 1
i 3,5,7 ,...,17
β
λ λ
ρ
ν λ λ
ρβ
−
−
−
− −
==
−
− −
+ −
=
                                        
(15) 
and 
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( )
( ){ }
( )
;
,
2 2 2 2
y yx x
i
2 2 2 2
y yx xi 1
2
1 f S R S
n
i 1
MSE T
1 f S R S
n
i 3,5,7,...,17.
β
β ν
−
 − 
− −  
=
=    
−   
− −          =
(16) 
 
For the product-cum-regression estimators given 
in Table 1, the bias and MSE of the estimators 
are 
 
 
( )
( )
( ) ( )
;
,
j
2 12
yx x 03 x
yx
2 12
yx x 03 xj 2 1
yx
B T
1 1 f 1 RS S
nX
j 2
1 1 f 1 RS S
nX
j 4,6 ,8,...,18
λβ λ
ρ
λβ ν λ
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=
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( )
( ){ }
( )( ){ }
;
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2 2 2 2
y yx x
j
2 2 2 2
y yx xj 2 1
1 f S R S
n
j 2
MSE T
1 f S R S
n
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β ν
−
 − 
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= 
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where ,1
xCX
X
+
=ν ,
)(
)(
2
2
2
xCXx
Xx
+
= β
β
ν
,
)(2
3 xXC
XC
x
x
βν += ,4 xSX
X
+
=ν
,
)(
)(
1
1
5
xSXx
Xx
+
= β
β
ν ,
)(
)(
2
2
6
xSXx
Xx
+
= β
β
ν
,7
yxX
X
ρ
ν
+
=  and 
)(2
8 xX
X
βν += . 
 
Many more estimators can be generated from the 
proposed estimator in (8) by substituting the 
different values of α , g , a  and c . 
 
Efficiency Comparisons 
The expressions of MSE of various 
estimators to the first degree of approximation 
are  
( ) 21 ySn fyVar 
−
= ;   (19) 
 
( ) ( )yxxyR RSSRSn
ftMSE 21 222 −+

 −
=  
(20) 
 
( ) ( ){ }22221 1 xyxy SRSn
fTMSE −−

 −
= β  
(21) 
 
( ) ( ){ }221223 1 xyxy SRSn
fTMSE νβ −−

 −
= ; 
(22) 
 
( ) ( ){ }222225 1 xyxy SRSn
fTMSE νβ −−

 −
= ; 
(23) 
 
( ) ( ){ }223227 1 xyxy SRSn
fTMSE νβ −−

 −
= ; 
(24) 
 
( ) ( ){ }224229 1 xyxy SRSn
fTMSE νβ −−

 −
= ; 
(25) 
 
( ) ( ){ }2252211 1 xyxy SRSn
fTMSE νβ −−

 −
= ; 
(26) 
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Table 1: Some Members of the Family of Estimators of T  
Ratio-Cum-Regression Estimators 
( )1=g  
Product-Cum-Regression Estimators 
( )1−=g  α  a  c  
( ){ }
x
XxXbyT yx −+=1  ( ){ }X
xxXbyT yx −+=2  1 1 0 
( ){ } 



+
+
−+=
x
x
yx Cx
CXxXbyT3  ( ){ } 



+
+
−+=
x
x
yx CX
CxxXbyT4  1 1 xC  
( ){ } 



+
+
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x
x
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CXxxXbyT
)(
)(
2
2
5 β
β
 ( ){ } 

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
+
+
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x
x
yx CXx
CxxxXbyT
)(
)(
2
2
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β
 1 )(2 xβ
 x
C  
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
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
+
+
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2
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x
x
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( ) ( ){ }2262213 1 xyxy SRSn
fTMSE νβ −−

 −
= ; 
(27) 
 
( ) ( ){ }2272215 1 xyxy SRSn
fTMSE νβ −−

 −
= ; 
(28) 
 
( ) ( ){ }2282217 1 xyxy SRSn
fTMSE νβ −−

 −
= . 
(29) 
 
The efficiency comparison of the proposed 
estimator T  at its optimum with the usual 
unbiased estimator y , ratio estimator rt  and 
17,...,7,5,3,1; =iTi , the results are: 
 ( ) ( ) 0.min 22 >=− yyxSTMSEyVar ρ  
 
( ) ( ) ( ){ }2 2min . 2 0R yx yx xMSE t MSE T R R Sβ β− = + − >
 
( ) ( ) 0.min 221 >=− xSRTMSETMSE  
 
( ) ( ) 0.min 2213 >=− xSRTMSETMSE ν  
 
( ) ( ) 0.min 2225 >=− xSRTMSETMSE ν  
 
( ) ( ) 0.min 2237 >=− xSRTMSETMSE ν  
 
( ) ( ) 0.min 2249 >=− xSRTMSETMSE ν  
 
( ) ( ) 0.min 22511 >=− xSRTMSETMSE ν  
 
( ) ( ) 0.min 22613 >=− xSRTMSETMSE ν  
 
( ) ( ) 0.min 22715 >=− xSRTMSETMSE ν  
 
( ) ( ) 0.min 22817 >=− xSRTMSETMSE ν  
 
( ) ( ) ;0<− yVartMSE R if yxR β2<  
 
( ) ( ) ;01 <− yVarTMSE if 22 yxR β<  
 
( ) ( ) ;0<− yVarTMSE i if 22 yxj R βν < ; 
17,15,13,11,9,7,5,3=i  and 81 toj = . 
 
If these defined conditions are true, then the 
proposed estimator is more efficient than the 
usual unbiased estimator y  and unbiased ratio 
estimator Rt . 
 
Empirical Study 
Population I (Koyuncu & Kadilar, 2009) 
Data concerning primary and secondary 
schools for 923 districts of Turkey in 2007 
(Source: Ministry of Education, Republic of 
Turkey), taking the number of teachers as study 
variable and the number of students as auxiliary 
variable in both primary and secondary schools. 
A sample of size 180=n  was selected from the 
dataset and the correlations observed between 
auxiliary and study variables are positive. 
Therefore, ratio estimators were used for the 
estimation of the population mean. The 
summary statistics about the population are:
923=N , 180=n , 9395.749=yS , 
1315.21331=xS , 4345.436=Y , 
4984.11440=X , 9543.0=yxρ , 
7208.18)(2 =xβ and 9365.3)(1 =xβ . 
 
Population II (Singh, 2001) 
Consider the data used by Anderson 
(1958). The parameters of the population consist 
of 25 families as follows: y : head length of 
second son; x : head breadth of first son;
25=N , 7=n , 0546.0=yC , 0488.0=xC , 
84.183=Y , 12.151=X , 6932.0=yxρ , 
6519.2)(2 =xβ , and 0002.0)(1 =xβ . 
 
Here, the percent relative efficiencies (PRE) of 
different suggested estimators were computed 
with respect to the usual unbiased estimator y  
for both populations. The outcomes are shown in 
Table 2. 
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Conclusion 
It is envisaged from Table 2 that the proposed 
estimator at its optimum is more efficient than 
among all discussed estimators. Also, the 
estimators 1T ,  3T , 5T , 7T , 13T , 15T  and 17T are 
less efficient than the usual unbiased estimator 
because the condition 22 yxj R βν < ; 
17,15,13,11,9,7,5,3=i  and 81 toj =  is not 
satisfied for both the populations. 
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