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Sharp Moser-Trudinger inequalities for the Laplacian without boundary conditions
Luigi Fontana, Carlo Morpurgo
Abstract. We derive a sharp Moser-Trudinger inequality for the borderline Sobolev imbedding of
W 2,n/2(Bn) into the exponential class, where Bn is the unit ball of R
n
. The corresponding sharp re-
sults for the spaces W
d,n/d
0
(Ω) are well known, for general domains Ω, and are due to Moser and Adams.
When the zero boundary condition is removed the only known results are for d = 1 and are due to Chang-
Yang, Cianchi and Leckband. Our proof is based on general abstract results recently obtained by the
authors in [FM], and on a new integral representation formula for the “canonical” solution of the Poisson
equation on the ball, that is the unique solution of the equation ∆u = f which is orthogonal to the har-
monic functions on the ball. The main technical difficulty of the paper is to establish an asymptotically
sharp growth estimate for the kernel of such representation, expressed in terms of its distribution func-
tion. We will also consider the situation where the exponential class is endowed with more general Borel
measures, and obtain corresponding sharp Moser-Trudinger inequalities of trace type.
1. Prologue
A Moser-Trudinger inequality is a statement about the exponential integrability of
functions belonging to the Sobolev spaceW k,n/k(Ω), where Ω is an open set of an n−dimen-
sional manifold, and 1 ≤ k < n. In general terms, suppose that ν is a Borel measure on Ω
with ν(Ω) < ∞ and Pk is a differential (or pseudodifferential) operator of order k, acting
on a subspace H of W k,n/k(Ω) so that Pku 6= 0 if u ∈ H, unless u = 0. In this situation,
establishing a sharp Moser-Trudinger inequality, in its basic form, consists in proving the
existence of an optimal constant α > 0 for which
sup
u∈H
∫
Ω
exp
[
α
( |u(x)|
‖Pku‖n/k
) n
n−k
]
dν(x) <∞. (0)
A wealth of results exist for H =W
k,n/k
0 (Ω), the closure of C
∞
0 (Ω) in W
k,n/k(Ω), or when
Ω is itself a compact manifold without boundary, in which case obviously W
k,n/k
0 (Ω) =
W k,n/k(Ω). In the case of bounded Ω ⊆ Rn, endowed with the Lebesgue measure, the
first sharp result is due to Moser [Mo], for k = 1 and P1 = ∇, the classical gradient
operator. This result was later extended by Adams in [Ad], to integer powers of the
Laplacian and their gradients; many more extensions, generalizations and variations of
Adams’ and Moser’s results have appeared since (for a partial list see for example the cited
works in [Ci1], [Ci2] and [FM]). The present authors recently unified and improved Adams’
strategy to a general measure-theoretic setting, and provided several new sharp inequalities
of type (0), for rather general operators Pk and measures ν, with H = W
k,n/k
0 (Ω), both
on Riemannian and subRiemannian manifolds ([BFM], [FM]).
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In contrast, not much is known about inequality (0) for functions u ∈W k,n/k(Ω) that
do not necessarily vanish on the boundary of Ω, that is, when H is allowed to contain
functions that do not necessarily belong to W
k,n/k
0 (Ω). So far the only results available
are for the case k = 1, when Pk = ∇, on a certain class of domains in Rn. In this situation
the obvious candidate for H is the space of functions of W 1,n(Ω) with zero mean, that is
functions orthogonal to the constants. The most general result can be stated roughly as
follows: suppose that Ω ⊆ Rn is a bounded domain of class C1,α except for finitely many
conical singularities at the boundary; let θΩ be the minimum aperture of the cones at those
singularities. Then, there exists a constant C such that for all u ∈ W 1,n(Ω) (except of
course for the constant function 0)∫
Ω
exp
[
n(θΩ)
1
n−1
( |u(x)− uΩ|
‖∇u‖n
) n
n−1
]
dx ≤ C, (1)
where uΩ is the average of u over Ω. In case of C
1,α (in particular smooth) domains we
clearly have θΩ =
1
2ωn−1 where ωn−1 is the surface measure of the unit sphere of R
n.
The first version of this result is due to Chang and Yang [CY], and dates back to 1988,
for piecewise C2 domains of R2. The n−dimensional extension given above was found by
Cianchi [Ci1] in 2005, and independently by Leckband [Le], but only for the unit ball of
R
n.
It is not difficult to realize that the sharp constant in (1) has to be smaller than
n(θΩ)
1
n−1 ; this was already observed by Fontana in 1993 [Fo]. The classical sharp Moser-
Trudinger inequality for W 1,n0 (Ω) is extremized by a family of functions ur, the so-called
Moser functions, which are radial and centered at an interior point. This means that
ur ∈ W 1,n0 (Ω), and the functional in (1) along this family can be made arbitrarily large
if the exponential constant is greater than nω
1
n−1
n−1 , as r → 0. On the other hand, if u˜r
denote the same functions but centered at a boundary point, then u˜r ∈ W 1,n(Ω) and it
is not hard to check that ‖∇u˜r‖nn ∼ (θΩ/ωn−1)‖∇ur‖nn, as r → 0, whence the family u˜r
extremizes (1).
More recently, Cianchi further extended (1) to a general class of Borel measures ν,
obtaining trace-type inequalities, by allowing u to belong to more general Lorentz-Sobolev
spaces, and using regularizing functions uΩ more general than the average. In another
direction, Pankka, Poggi-Corradini, and Rajala [PPCR] derive a sharp trace version of (1)
on the boundary of the unit ball Bn of R
n, where the functions u involved are those in
W 1,n(Bn) that are continuous, monotone and with u(0) = 0.
It is natural to speculate that there should be sharp versions of (1) for operators of
order higher than 1, however at present there are no published results of this sort, not even
in the simplest Euclidean settings. The purpose of the present paper is to give a complete
answer to this problem for the simplest operator of order 2, the Laplacian, on the simplest
smooth Euclidean domain, the unit ball.
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2. Statements of main results
Let us set some notation. Let Bn = {x ∈ Rn : |x| < 1} denote the open unit ball of
R
n and Sn−1 = ∂Bn the unit sphere; denote their volumes in the corresponding standard
Euclidean metrics by
|Sn−1| = ωn−1 = 2π
n/2
Γ
(
n
2
) , |Bn| = ωn−1
n
.
We will also denote the open ball of center a and radius r by B(a, r).
The usual Sobolev space on an open set Ω is denoted as W k,p(Ω), the set of functions
in Lp(Ω) whose distributional derivatives Dγu, up to order k are also in Lp(Ω). A norm
in W k,p(Ω) is given as ‖u‖k,p =
(∑
|γ|≤k ‖Dγu‖pp
)1/p
. The space W k,p0 (Ω) is the closure
of C∞0 (Ω) in
(
W k,p(Ω), ‖ · ‖k,p
)
.
The standard Laplacian is the operator ∆ =
∑n
1 ∂
2
jj and its fundamental solution for
n ≥ 3 is given by the Newtonian kernel
N(x) = −cn|x|2−n, cn = 1
(n− 2)ωn−1 (2)
and for n = 2
N(x) =
1
2π
log |x|, (3)
in the sense that ∆N(· − y) = δy , the Dirac delta at y.
To better describe our results let us first recall a special case of the Adams sharp
inequality for the Laplacian: for any open and bounded Ω in Rn, n ≥ 3, there exists C > 0
such that for all u ∈W 2,n/20 (Ω)
∫
Ω
exp
[
c
− n
n−2
n
|Bn|
( |u(x)|
‖∆u‖n/2
) n
n−2
]
dx ≤ C (4)
where the exponential constant in (4) is sharp, i.e. it cannot be replaced by a larger
constant.
Our goal is to establish a version of (4) when the zero boundary condition is removed
and when Ω = Bn, that is for functions in W
2,n/2(Bn). Clearly this imposes some re-
strictions on the function u, which is not allowed to be harmonic. In analogy with the
case k = 1 it is natural to impose the condition that our functions u be orthogonal to the
space of L2 harmonic functions, the so-called L2 Bergman space. For n ≥ 3 this is actually
possible, since by the classical embedding theorem W 2,n/2 is in any Lq, n/2 ≤ q <∞, and
hence it is in L2.
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To be more specific, the Lp harmonic Bergman space on Bn is defined for p ≥ 1 as
bp = {u ∈ Lp(Bn) : u harmonic in Bn }
which is a closed subspace Lp(Bn). In particular b
2 is a closed subspace of L2(Bn) with
the usual inner product 〈u, v〉 = ∫
Bn
uv. The harmonic Bergman projection is the unique
orthogonal projection R : L2(Bn) → b2, with kernel R(x, y), the Bergman Kernel. One
can show that the operator R with kernel R(x, y) can in fact be defined on any Lp, and
R : Lp(Bn)→ bp, for 1 < p <∞. Moreover R : W k,p(Bn)→ W k,p(Bn), if p > 1, and it is
bounded (see e.g. [KK], Thm. 4.5). The L2-orthogonal of the space b2 will be denoted as
(b2)⊥, and it’s clear that since R :W 2,n/2 →W 2,n/2 then
(b2)⊥ ∩W 2,n/2 = {u−Ru, u ∈ W 2,n/2}.
More generally, if p > 1 and p′ is the conjugate to p define the subspace of Lp(Bn)(
bp
′)⊥
=
{
v ∈ Lp(Bn) :
∫
Bn
vh = 0, ∀h ∈ bp′}
and we have, by density, that (bp
′
)⊥ ∩W 2,p = {u−Ru, u ∈ W 2,p}.
These basic facts are true on any smooth domain, however on the ball the Bergman
kernel can be explicitly computed, and this is indeed the main reason why we work on the
unit ball.
We are now ready to state our main theorem.
Theorem 1. For any n ≥ 3 there exists a constant C such that for any u ∈ W 2,n/2(Bn)
and u /∈ b2 ∫
Bn
exp
[
αn
( |u(x)−Ru(x)|
‖∆u‖n/2
) n
n−2
]
dx ≤ C (5)
where
αn =

1
|Bn| c
− n
n−2
n if n = 3 or n = 4
1
|Gn| c
− n
n−2
n if n ≥ 5
(6)
where
|Gn| = π
n−1
2
n
(2n− 4) nn−2 Γ
(
1
2 +
n
n−2
)
Γ
(
n
2 +
n
n−2
) (7)
is the volume of the n-dimensional convex region
Gn = {y = (y1, ..., yn) ∈ Rn : y1 > 0, |y|n < (2n− 4)y21}.
The constant αn in (5) is sharp, in the sense that it cannot be replaced by a larger constant.
Regarding the comparison of the volumes of Bn and Gn, in Proposition 10 we will
prove that
|G3| < |B3|, |G4| = |B4|, |Gn| > |Bn|, n ≥ 5. (8)
4
The first two statements are easy to check, in fact G3 is a proper subset of a translate of
B3 whereas G4 is a translate of B4. The last inequality in (8) is not so trivial to prove.
Note also that |Gn| ∼ |Bn| as n→∞.
With little or no extra effort we will prove the following more general trace inequality:
Theorem 2. Let ν be a positive Borel measure on Bn such that for some λ ∈ (0, n] and
C0, r0 > 0
ν
(
B(a, r) ∩Bn) ≤ C0rλ, ∀a ∈ Rn, ∀r ∈ (0, r0]. (9)
There exists C > 0 such that∫
Bn
exp
[
λαn
n
( |u(x)−Ru(x)|
‖∆u‖n/2
) n
n−2
]
dν(x) ≤ C (10)
for all u ∈ W 2,n/2(Bn), u /∈ b2 where αn is as in (6). The constant λαn/n in (10) is
sharp provided there exists x0 ∈ ∂Bn, if n ≥ 4, or x0 ∈ Bn, if n = 3, 4, such that
ν(B(x0, r) ∩Bn) ≥ C1rλ, for 0 < r ≤ r1, some C1, r1 > 0.
Clearly Theorem 1 is a special case of Theorem 2, when ν is the Lebesgue measure.
Another relevant special case is when ν = Hn−1/Sn−1, the (n−1)−dimensional Hausdorff
measure restricted to the boundary of Bn. The result is the following boundary trace
inequality:
Corollary 3. There is C > 0 such that∫
Sn−1
exp
[
n− 1
n
αn
( |u(x)−Ru(x)|
‖∆u‖n/2
) n
n−2
]
dHn−1(x) ≤ C (11)
for all u ∈W 2,n/2(Bn), u /∈ b2 where αn is as in (6). The constant (n− 1)αn/n in (11) is
sharp.
The proof of Theorem 2 is an application of results obtained by the authors in [FM].
We recall here the basic setup, in a simplified form.
Let (M,µ), (N, ν) be measure spaces with finite measure, and suppose that T is an
integral operator of type
Tf(x) =
∫
M
K(x, z)f(z)dµ(z) , x ∈ N (12)
where K : N ×M → [−∞,∞] is measurable on (N ×M, ν × µ). Define for s > 0
λ1(s, x) = µ
({z ∈M : |K(x, z)| > s}), x ∈M
λ2(s, z) = ν
({x ∈ N : |K(x, z)| > s}), z ∈ N.
The following result was proved in [FM] (see [FM] Theorems 1 and 4 combined)
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Theorem 4 [FM]. In the above setup suppose that
sup
x∈M
λ1(s, x) ≤ As−β
(
1 +O(log−γ s)
)
(13)
and
sup
z∈N
λ2(s, z) ≤ Bs−β0
as s → +∞, for some β, γ > 1, 0 < β0 ≤ β and A,B > 0. Then, T is defined by (12) on
Lβ
′
(M) and there exists a constant C such that∫
N
exp
[
β0
Aβ
( |Tf |
‖f‖β′
)β ]
dν ≤ C (14)
for each f ∈ Lβ′(M), with 1
β
+
1
β′
= 1. The constant β0/(Aβ) in (14) is sharp if the
following additional conditions hold:
i) There is equality in (13)
ii) The supremum in (13) is attained at some x0 ∈M
iii) There exists measurable sets Fm ⊆ N, Em ⊆M , m ∈ N, such that for large m
Em ⊇ {y : |K(x0, z)| > m} (15)
µ(Em) ≤ C1m−β (16)
C2m
−β0 ≤ ν(Fm) ≤ C3m−β0 (17)∫
M\Em
|K(x, z)−K(x0, z)| |K(x0, z)|β−1dµ(z) ≤ C4 , ∀x ∈ Fm (18)
for some C1, C2, C3, C4 > 0. In particular, if
Φm(z) = K(x0, z)|K(x0, z)|β−2χM\Em (z)
then Φm ∈ Lβ′ , and
lim
m→∞
∫
N
exp
[
α
( |TΦm|
‖Φm‖β′
)β ]
dν = +∞, ∀α > β0
Aβ
.
The first step toward our proof of Theorem 2 is to write u − Ru in terms of ∆u, as
an integral operator:
u(x)−Ru(x) = T (∆u)(x) =
∫
Bn
K(x, z)∆u(z)dz x ∈ Bn
6
where K(x, z) = N(x− z)−R(N(·− z)), where N is the Newtonian potential as in (2). In
other words, T is the operator which gives what could be called “the canonical solution” of
the Poisson equation on the ball, that is the unique solution of ∆u = f which is orthogonal
to the harmonic functions on the ball. It turns out that the kernel K(x, z) can be explicitly
computed, using well known formulas for the Bergman projection on the ball. In order
state the precise result let us introduce some more terminology and notation.
For x ∈ Rn \ {0} let
x∗ =
x
|x|
and define the Dirichlet Green function as
G(x, z) = N(x− z) −N(x∗ − |x|z), z ∈ Bn, x ∈ Bn, x 6= z
where N(x− z) is the Newtonian potential as in (2) and (3), and with the convention that
N(0, z) = 1 if z 6= 0. It is well-known that G is the fundamental solution of the Dirichlet
problem on the ball.
Define the extended Poisson Kernel (for n ≥ 2) as
P (x, y) =
1
ωn−1
1− |x|2|y|2
|x∗ − |x|y|n x, y ∈ R
n, x∗ 6= |x|y
so that if y = y∗ ∈ Sn−1 then P (x, y∗) is the standard Poisson kernel for the ball.
Theorem 5. For each p > 1 and each f ∈ Lp(Bn), n ≥ 2, the Poisson equation ∆v = f
has a unique solution v ∈ (bp′)⊥ ∩ W 2,p(Bn) given as v = Tf , where T is the integral
operator
Tf(x) =
∫
Bn
K(x, z)f(z)dz, x ∈ Bn
with
K(x, z) = G(x, z) +
1− |z|2
2
P (x, z). (19)
Moreover, T : Lp(Bn)→ (bp′)⊥ ∩W 2,p(Bn) is bounded and invertible, with inverse ∆.
In particular, if n ≥ 3 then T : Ln/2(Bn)→ (b2)⊥∩W 2,n/2(Bn) is bounded and invertible,
with inverse ∆.
The main novelty in the above theorem is the explicit formula for the kernel K, in
(19). The formula looks simple enough for one to wonder whether it has appeared in print
before; the autors were not able to find any published results of this sort in the literature.
We should point out however an analogous, although unrelated, result in [HP] for the
canonical solution of the ∂-Neumann problem on the unit ball of Cn.
The next step is to formulate and prove the following equivalent “potential” version
of Theorem 2:
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Theorem 6. If ν is a positive Borel measure on Bn as in (9), and T is the operator of
Theorem 5, for n ≥ 3, then there exists C > 0 such that∫
Bn
exp
[
λαn
n
( |Tf(x)|
‖f‖n/2
) n
n−2
]
dν(x) ≤ C (20)
for all f ∈ Ln/2(Bn, dz). The constant λαn/n in (20) is sharp provided there exists
x0 ∈ ∂Bn, if n ≥ 4, or x0 ∈ Bn, if n = 3, 4, such that ν(B(x0, r) ∩ Bn) ≥ C1rλ, for
0 < r ≤ r1, some C1, r1 > 0.
The proof of (20) follows at once from Theorem 4 and the following sharp distribution
function estimates for the kernel K(x, z) defined in (19):
Theorem 7. If
λ1(s, x) = |{z ∈ Bn : |K(x, z)| > s}|, x ∈ Bn,
then there exists s0 > 0 and ǫ > 0 such that for any x ∈ Bn and any s ≥ s0
λ1(s, x) ≤ |Bn| c
n
n−2
n s
− n
n−2
(
1 +O(s−ǫ)
)
, n = 3, 4 (21)
λ1(s, x) ≤ |Gn| c
n
n−2
n s
− n
n−2
(
1 +O(s−ǫ)
)
, n ≥ 5. (22)
For n = 3 or n = 4, given any x0 ∈ Bn (or any x0 ∈ ∂B4 if n = 4) we can choose s0 so
that equality occurs in (21) if x = x0, for any s ≥ s0. For n ≥ 5, given any x0 ∈ ∂Bn we
can choose s0 > 0 so that equality occurs in (22) if x = x0, for any s ≥ s0.
If n ≥ 3 and ν is a positive Borel measure on Bn as in (9) and
λ2(s, z) = ν
({x ∈ Bn : |K(x, z)| > s}), z ∈ Bn,
then there exists M > 0 such that for any z ∈ Bn
λ2(s, z) ≤Ms− λn−2 , s > 0. (23)
Estimate (23) will be easy to show, but the proofs of (21) and (22) -especially (22)-
are surprisingly challenging. From Theorem 5 we know that the kernel K is the sum of two
kernels: the Dirichlet Green function G(x, z) and the kernel 1
2
(1 − |z|2)P (x, z). Clearly
G(x, z) behaves like the Newtonian potential if x is inside the unit ball, and it’s 0 if x
is on the boundary. On the other hand, P (x, z) is regular for x inside the unit ball, but
it becomes singular as x approaches the boundary; in particular (see Lemma 5), for a
boundary point x∗ ∈ ∂Bn and n ≥ 3
1
2
(1− |z|2)P (x∗, z) = cng(x∗, z)
∣∣x∗ − z∣∣2−n +O(|x∗ − z|3−n), x∗ ∈ ∂Bn
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where
g(x∗, z) = 2(n− 2)
(
x∗ · (x∗ − z)
|x∗ − z|
)2
.
It is relatively easy to check that for fixed x inside the ball λ1(s, x) ∼ |Bn| c
n
n−2
n s
− n
n−2 as
s → ∞, and for x on the boundary λ1(s, x) ∼ |Gn| c
n
n−2
n s
− n
n−2 . The technical difficulty
consists in establishing sharp asymptotic upper bounds for λ1(s, x) which are uniform with
respect to x ∈ Bn, by analyzing carefully how the level sets and their measures change as
x moves towards the boundary, due to the individual contributions of the kernels G and
P appearing in (19). Section 4 is dedicated to this analysis.
The sharpness statement of Theorem 6 will follow from Theorem 4, the sharp esti-
mates (21), (22), (23), and a smoothness Ho¨rmander-type estimate on K(x, z) (see (82) of
Section 5).
A couple of remarks before concluding this section. In this paper we only treat the
case of the unit ball, as our main domain. The main reason for that is that we have some
known tools and explicit formulas for the Bergman projection at our disposal. It is natural
to speculate that the results of this paper could be extended to any smooth domain. Even
though on general smooth domains explicit formulas for the kernel K as in Theorem 2
are in general hopeless, we speculate that near the boundary the behavior of K should
be similar to that of the ball kernel, so that one could try to adapt the arguments of this
paper in the more general situation.
Finally, a few words should be spent regarding the case n = 2. Obviously the expo-
nential inequalities in Theorems 1,2,6 do not make any sense for n = 2, nonetheless they
can be replaced by different statements, in the same spirit as in a result by Brezis and
Merle ([BM], Thm. 1), and the more recent results by Cassani, Ruf and Tarsi [CRT]. We
will present these results in a forthcoming paper, as a special case of a more general class
of exponential integral inequalities in the exceptional case where the dimension equals the
order of the operator.
3. Kernel computation: Proof of Theorem 5
We recall the explicit formulas for the Bergman projection on the ball: for any f ∈
L2(Bn)
Rf(x) =
∫
Bn
R(x, y)f(y)dy
where
R(x, y) =
(n− 4)|x|4|y|4 + (8x · y − 2n− 4)|x|2|y|2 + n
ωn−1|x∗ − |x|y|n+2
is the reproducing kernel for the ball (see [ABR], Thm. 8.13, and [Li1], [Li2] but with a
missing factor n−22 ).
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We will actually find the following formula more useful:
R(x, y) = nP (x, y) + 2
d
dt
∣∣∣∣
t=1
P (tx, y) (24)
where
P (x, y) =
1
ωn−1
1− |x|2|y|2
|y∗ − |y|x|n =
1
ωn−1
1− |x|2|y|2
(1− 2x · y + |x|2|y|2)n/2 , x, y ∈ R
n, y∗ 6= |y|x
is the extended Poisson kernel (so that if y = y∗ ∈ Sn−1 then P (x, y∗) is the standard
Poisson kernel for the ball). This formula is derived in [ABR], formula 8.12. We have that
P (ax, y) = P (x, ay), P (x, y) = P (y, x) = P (|x|y, x∗)
and that P (x, ·) is harmonic on Bn for any x ∈ Bn.
Assume for now that f ∈ C∞(Bn), and n ≥ 3. The function
g(x) = N ∗ f(x) = −
∫
Bn
cn|x− z|2−nf(z)dz
is C∞(Bn) and solves ∆g = f on Bn (and ∆g = 0 on B
c
n), so g−Rg is the unique function
v of L2(Bn) such that ∆v = f and v ∈ (b2)⊥. Therefore, it’s enough to compute
H(x, z) := cn
∫
Bn
R(x, y)|y− z|2−ndy, x ∈ Bn.
Using formula (24)
H(x, z) = ncn
∫
B
P (x, y)|y− z|2−ndy + 2cn d
dt
∣∣∣∣
t=1
∫
B
P (tx, y)|y− z|2−ndy (25)
First write∫
B
P (x, y)|y − z|2−ndy =
∫ 1
0
rn−1dr
∫
Sn−1
P (x, ry∗)|ry∗ − z|2−ndy∗ =
=
∫ 1
0
rdr
∫
Sn−1
P (rx, y∗)|y∗ − zr−1|2−ndy∗.
(26)
Now for given 0 < r < 1
∫
Sn−1
P (x, y∗)|y∗ − zr−1|2−ndy∗ =

|x− zr−1|2−n if |z| > r∣∣x∗ − |x|zr−1∣∣2−n if |z| < r
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since the functions on the right are harmonic and with the same boundary values as the
function on the left. Hence, evaluating the above formulas at rx and inserting them in
(26) yields
∫
B
P (x, y)|y − z|2−ndy =
∫ |z|
0
r|rx− zr−1∣∣2−ndr + ∫ 1
|z|
r
∣∣x∗ − |x|z∣∣2−ndr =
=
∫ |z|
0
r|rx− zr−1∣∣2−ndr + 1
2
(1− |z|2)∣∣x∗ − |x|z∣∣2−n
and
d
dt
∣∣∣∣
t=1
∫
B
P (tx, y)|y− z|2−ndy
=
d
dt
∣∣∣∣
t=1
∫ |z|
0
r|rtx− zr−1|2−ndr + 1
2
(1− |z|2) d
dt
∣∣∣∣
t=1
∣∣x∗ − t|x|z∣∣2−n
=
d
dt
∣∣∣∣
t=1
∫ |z|√t
0
t−n/2r|rx− zr−1|2−ndr + n− 2
2
(1− |z|2)|x| z · (x
∗ − |x|z)∣∣x∗ − |x|z∣∣n
=
|z|2
2
∣∣x|z| − z∗∣∣2−n − n
2
∫ |z|
0
r|rx− zr−1|2−ndr + n− 2
2
(1− |z|2)|x| z · (x
∗ − |x|z)∣∣x∗ − |x|z∣∣n
Putting all this in (25) and using |x∗ − |x|z| = |z∗ − |z|x| gives the explicit formula
H(x, z) = cn|z|2
∣∣x∗ − |x|z∣∣2−n + cn(n− 2)(1− |z|2)|x| z · (x∗ − |x|z)∣∣x∗ − |x|z∣∣n
+
ncn
2
(1− |z|2)∣∣x∗ − |x|z∣∣2−n,
and after a few more simple algebraic calculations (19) is obtained. The the case n = 2
(and f ∈ C∞(Bn)) is derived similarly, using −(2π)−1 log |x− z| in place of cn|x− z|2−n,
and a few minor changes in the proof.
The proof of Theorem 5 is completed by observing that the operator f → Nf is
bounded from Lp to W 2,p of the ball, for p > 1 (see for ex. [GT], Thm 9.9), and the
operator R is bounded from W 2,p to itself (see for example [KK], Thm. 4.5). Hence
the operator f → Tf = N ∗ f − R(N ∗ f) is bounded from Lp to W 2,p. The fact that
Tf ∈ (bp′)⊥ follows by a density argument.
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4. Kernel distribution estimates: proof of Theorem 7
For simplicity we will work with the normalized kernel
K0(x, z) = −c−1n K(x, z) = |x− z|2−n − |x∗ − |x|z|2−n −
n− 2
2
(1− |z|2)(1− |x|2|z|2)
|x∗ − |x|z|n .
From now on, and with a slight abuse of notation, we will let
λ1(s, x) = |{z ∈ Bn : |K0(x, z)| > s}|, s > 0, x ∈ Bn
λ2(s, z) = ν
({x ∈ Bn : |K0(x, z)| > s}), s > 0, z ∈ Bn
where ν is a Borel measure on Bn satisfying (9). Note that λ1 is invariant under rotations.
The inequalities in Theorem 7 are equivalent to the following:
λ1(s, x) ≤ |Bn| s− nn−2
(
1 +O(s−ǫ)
)
, n = 3, 4 (27)
λ1(s, x) ≤ |Gn| s− nn−2
(
1 +O(s−ǫ)
)
, n ≥ 5, (28)
valid for s ≥ s0 uniformly in x ∈ Bn, and
λ2(s, z) ≤Ms− λn−2 , s > 0. (29)
uniformly in z ∈ Bn.
The proofs of the above inequalities are divided in six main steps:
Step 1: we derive an asymptotic expansion of K0 around its singularities
Step 2: we easily prove (29).
Step 3: we prove (27) and (28) with the equality sign when x is on the boundary
Step 4: we prove that |B3| > |G3|, |B4| = |G4|, and |Bn| < |Gn| for n ≥ 5.
Step 5: we prove the inequality in (27) for all n, uniformly in the range |x| ≤ 1− s− 1n−2
Step 6: we prove (27) and (28) uniformly in the range 1− s− 1n−2 ≤ |x| ≤ 1.
Convention: Throughout the paper ǫ, C, s0, and t0 will denote suitable positive constants
depending at most on the dimension n. Such constants might take different values even
within a single chain of identities or inequalities, and their precise values is irrelevant for
our purposes.
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Step 1: Kernel Asymptotics
Although the kernel K0 is a difference of two good looking positive kernels, in order to
compute the asymptotics of λ1 and λ2 we find it more useful to just deal with the following
asymptotic and global estimates of K0:
Lemma 8. The following asymptotic expansions hold for any b ∈ (0, 1):
a) If |x| ≤ b < 1, z ∈ Bn and x 6= z then
K0(x, z) = |x− z|2−n +O(1) (30)
b) If b ≤ |x| ≤ 1, z ∈ Bn and x 6= z then
K0(x, z) = |x− z|2−n −
(
1 + g(x, z)
)∣∣x∗ − |x|z∣∣2−n +O(|x− z|3−n) (31)
where
g(x, z) = 2(n− 2) x
∗ · (x∗ − z) x∗ · (x∗ − |x|z)
|x∗ − |x|z|2 ≥ 0
and where the O′s are uniform in the respective domains of (x, z).
The following global estimates hold for x ∈ Bn, z ∈ Bn, x 6= z:
K0(x, z) ≥ −g(x, z)
∣∣x∗ − |x|z∣∣2−n (32)
and
|K0(x, z)| ≤ H|x− z|2−n, (33)
for some H > 0 independent of x, z.
Proof. The asymptotic expansion in (31) follows easily from the following facts:
1. H(x, z) is continuous on B(0, b)×B(0, 1) for any b < 1;
2. 1− |x|2|z|2 = 2x∗ · (x∗ − |x|z)− ∣∣x∗ − |x|z∣∣2;
3.
∣∣|x| − 1∣∣ = |x− x∗| ≤ |x− z| + |z − x∗|;
4. |x− z| ≤ |x∗ − |x|z|;
5. |x∗ − z| ≤ b−1|x∗ − |x|z| if b ≤ |x| ≤ 1 and |z| ≤ 1.
Finally, (32) follows from fact 2. above, and (33) is a simple consequence of (30) and (31).
///
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Step 2: Global estimate on λ2
Inequality (29) follows immediately from (33) and the assumptions on ν: for each
z ∈ Bn and s > 0
λ2(s, z) = ν
({x ∈ Bn : |K0(x, z)| > s}) ≤ ν({x ∈ Bn : |x− z| < (s/H)− 1n−2 }) ≤ Cs− λn−2 .
Step 3: Asymptotics of λ1 on the boundary
Proposition 9. There exists s0 > 0 such that for any x
∗ ∈ ∂Bn we have
λ1(x
∗, s) = |Gn|s− nn−2
(
1 +O(s−ǫ)
)
, s ≥ s0 (34)
and
|Gn| = π
n−1
2
n
(2n− 4) nn−2 Γ
(
1
2 +
n
n−2
)
Γ
(
n
2 +
n
n−2
) . (35)
Proof. We have
K0(x
∗, z) = −(2n− 4)
(
x∗ · (x∗ − z)
|x∗ − z|
)2
|x∗ − z|2−n +O(|x∗ − z|3−n).
By rotation invariance we can assume
x∗ = e1 = (1, 0, 0, ..., 0).
and let’s also let
w = x∗ − z, g(w∗) = (2n− 4)(w∗1)2, w ∈ Rn.
With this notation
Gn = {w : |w|n−2 ≤ g(w∗)}.
and |K(e1, z)| ≤ C|w|3−n, so that if |K(x∗, s)| > s then |w| ≤ Cs−ǫ (with ǫ = − 1n−2 ).
Hence
λ1(e1, s) ≤ |{w : |x∗ − w| < 1, |w|2−n
(
g(w∗) + C|w|) > s}|
≤ |{w : |w|2−n(g(w∗) + Cs−ǫ) > s}|.
After passing in polar coordinates it’s easy to check that
λ1(e1, s) ≤ 1
n
∫
Sn−1
(
g(w∗)
s
) n
n−2
dw∗ + Cs−
n
n−2
−ǫ,
14
and
|Gn| = 1
n
∫
Sn−1
(
g(w∗)
) n
n−2 dw∗.
Using the formula ∫
Sn−1
F (w∗1)dw
∗ = ωn−2
∫ 1
−1
F (t)(1− t2)n−32 dt
we get ∫
Sn−1
(
g(w∗)
) n
n−2 dw∗ =
ωn−2
n
(2n− 4) nn−2
∫ 1
0
t
2n
n−2 (1− t2)n−32 dt =
=
ωn−2
2n
(2n− 4) nn−2
∫ 1
0
t
n+2
2n−4 (1− t)n−32 dt =
=
ωn−2
2n
(2n− 4) nn−2 Γ
(
3n−2
2n−4
)
Γ
(
n−1
2
)
Γ
(
n2
2n−4
)
which proves (35) and also (34), but with “≤”. To derive equality in (34) we note that
|K(e1, z)| ≥ |w|2−n
(
g(w∗)− C|w|)
and that
|w|2−n
[
g(w∗)− C
(
g(w∗)
s
) 1
n−2
]
> s =⇒ |w|2−n(g(w∗)− C|w|) > s.
Thus
λ1(e1, s) ≥
∣∣∣∣{w : |e1 − w| < 1, |w|2−n[g(w∗)− C(g(w∗)s
) 1
n−2
]
> s
}∣∣∣∣
≥
∣∣∣{w : |w|2 < 2w∗1 , |w|2−n(g(w∗)− Cs− 1n−2) > s}∣∣∣
=
∣∣∣∣{w : g(w∗) ≥ Cs− 1n−2 , |w| ≤ min{√2w∗1 ,(g(w∗)− Cs− 1n−2) 1n−2 s− 1n−2}}∣∣∣∣
and it’s easy to check that if g(w∗) > Cs−
1
n−2 then
√
2w∗1 >
(
g(w∗)−Cs− 1n−2
) 1
n−2
s−
1
n−2
for s large enough. Hence
λ1(e1, s) ≥
∣∣∣∣{w : g(w∗) ≥ Cs− 1n−2 , |w| ≤ (g(w∗)− Cs− 1n−2) 1n−2 s− 1n−2}∣∣∣∣
and if Hs =
{
w ∈ Sn−1 : g(w∗) > Cs− 1n−2
}
then
λ1(e1, s) ≥ s
− n
n−2
n
∫
Hs
(
g(w∗)− Cs− 1n−2
) n
n−2
dw∗ ≥ s
− n
n−2
n
∫
Hs
[(
g(w∗)
) n
n−2 − Cs−ǫ
]
dw∗
≥ s
− n
n−2
n
∫
Sn−1
(
g(w∗)
) n
n−2 dw∗ − Cs− nn−2−ǫ
///
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Step 4: Comparing the volumes of Bn and Gn
We now give a comparison theorem for the volumes of Bn and Gn. The result does
not appear to be provable using trivial or straightforward methods, such as induction.
Proposition 10. The following hold:
a) |B3| > |G3|
b) |B4| = |G4|
c) |Bn| < |Gn|, for n ≥ 5.
Proof. Recall
|Bn| = 2π
n/2
nΓ
(
n
2
) , |Gn| = π n−12
n
(2n− 4) nn−2 Γ
(
1
2 +
n
n−2
)
Γ
(
n
2 +
n
n−2
)
We then have
|B3| = 4π
3
> |G3| = 16π
21
|B4| = |G4| = π
2
2
.
The inequality in c) is equivalent to
π1/2
Γ(n/2)
<
1
2
(2n− 4) nn−2 Γ
(
n
n−2 +
1
2
)
Γ
(
n
n−2 +
n
2
) , n ≥ 5 (36)
Letting t = 2n−2 ∈ (0, 1] inequality (36) becomes
Γ
(
1 + 1
t
)
Γ
(
t+ 1t
) Γ( 12 + t+ 1)
Γ
(
1 + 12
) 22tt−1−t(
t+ 1 + 1t
)(
t+ 1t
) ≥ 1
Using the inequality (see [Ke])
Γ(x+ 1)
Γ(x+ λ)
>
(
x+
λ
2
)1−λ
, x > 0, λ ∈ (0, 1) (37)
we obtain
Γ
(
1
t + 1
)
Γ
(
1
t + t
) > (1
t
+
t
2
)1−t
and using again (37) but with 1− λ = t and x = 12 + t
Γ
(
1
2 + t+ 1
)
Γ
(
1 + 12
) > (1 + t
2
)t
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so that the left hand side of (36) is greater than
K(t) =
(
1
t
+
t
2
)1−t(
1 +
t
2
)t
22tt−1−t(
t+ 1 + 1
t
)(
t+ 1
t
) = 2−1+2t (t2 + 2)1−t(t+ 2)t
(t2 + t+ 1)(t2 + 1)
.
Note that K(0) = K(1) = 1, so it is enough to show that if H(t) = logK(t) then
H ′′(t) < 0, on [0, 1]; this can be checked by a straightforward (but lenghty) algebraic cal-
culation, which shows that −H ′′(t) is a ratio of two polynomials with positive coefficients.
///
Step 5: uniform estimates on λ1 in the range |x| ≤ 1− s− 1n−2
Proposition 11. For any n ≥ 3 there is s0 > 0 and ǫ > 0 so that for |x| ≤ 1− s− 1n−2
λ1(s, x) ≤ |Bn| s− nn−2
(
1 +O
(
s−ǫ
))
, s ≥ s0. (38)
Given any x0 ∈ Bn we can choose s0 such that equality occurs in (38) when x = x0.
Proof. Let us first show (38) in the easier case |x| ≤ b < 1, for any given b with 0 < b < 1.
This follows from (30):
λ1(s, x) ≤ |{z ∈ Bn : |x− z|2−n + C > s}| ≤ |Bn|(s− C)− nn−2 = |Bn|s− nn−2 (1 +O(s−ǫ)),
for s ≥ s0. If x0 ∈ Bn is given, choose b so that |x0| < b < 1 and one can reverse the above
inequality when x = x0 in a similar way:
λ1(s, x0) ≥ |{z ∈ Bn : |x−z| < (C+s)− 1n−2 }| = |Bn|(C+s)− nn−2 = |Bn|s− nn−2 (1+O(s−ǫ)),
provided (C + s)−
1
n−2 < b− |x0|.
Suppose now that 0 < b < 1 and b ≤ |x| ≤ 1− s− 1n−2 , for s ≥ s0 large enough, and let
us analyze in more detail the sets {z : K0(x, z) > s} and {z : −K0(x, z) > s} under these
assumptions. First, note that
K0(x, z) ≤ |x− z|2−n + C|x− z|3−n ≤ H|x− z|2−n
so
|{z : K0(x, z) > s}| ≤ {z : |x− z|2−n + Cs− 1n−2 |x− z|2−n > s}|
≤ |Bn|s− nn−2
(
1 + Cs−
1
n−2
) n
n−2
= |Bn|s− nn−2
(
1 +O(s−ǫ)
)
.
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Next, we have K0(x, z) ≥ −g(x, z)|x∗ − |x|z|2−n (see (32)) so that
|{z : −K0(x, z) > s}| ≤ |{z : g(x, z)|x∗ − |x|z|2−n > s}| (39)
and we now claim that the right-hand side of (39) is actually 0 for |x| ≤ 1− s− 1n−2 . Note
that |x∗ − |x|z| ≥ 1− |x|(x∗ · z), so
g(x, z)|x∗ − |x|z|2−n ≤ (2n− 4)|x|1−n(1− x∗ · z)(|x|−1 − x∗ · z)1−n.
The function
ϕ(ζ) = (1− ζ)(|x|−1 − ζ)1−n, ζ ∈ [−1, 1]
attains a global maximum at
ζ = 1− |x|
−1 − 1
n− 2 ∈ [−1, 1]
for 12n−3 ≤ |x| ≤ 1 and so
(2n− 4)
|x|n−1 (1− ζ)
(|x|−1 − ζ)1−n ≤ 2(1− |x|)|x|n
(
|x|−1 − 1 + |x|
−1 − 1
n− 2
)1−n
=
2
|x|(1− |x|)
2−n
(
1− 1
n− 1
)n−1
≤ 2
e|x| (1− |x|)
2−n.
Hence the set {z ∈ Bn : g(x, z)|x∗ − |x|z|2−n > s} is empty if 2|x|−1(1 − |x|)2−ne−1 ≤ s,
and this is certainly true if 2/e ≤ |x| ≤ 1− s− 1n−2 , and in particular if b is chosen so that
2/e ≤ b < 1. This settles (38). To conclude the proof, if x0 ∈ Bn we can choose b so that
max{|x0|, 2/e} < b < 1 and the previous discussion guarantees that (38) can be reversed
when x = x0, for s ≥ s0 large enough.
///
Step 6: uniform estimates on λ1 in the range 1− s− 1n−2 ≤ |x| ≤ 1
The next task, and the most challenging one, is to analyze λ1(s, x) in the range
1 − s− 1n−2 ≤ |x| ≤ 1. In particular we want to prove that for some s0 > 0 the following
estimates hold for s ≥ s0 and 1− s− 1n−2 ≤ |x| ≤ 1
λ1(s, x) ≤ |Bn| s− nn−2
(
1 +O(s−ǫ)
)
, n = 3, 4 (40)
λ1(s, x) ≤ |Gn| s− nn−2
(
1 +O(s−ǫ)
)
, n ≥ 5 (41)
which settle completely (27) and (28) and therefore Theorem 7.
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We begin by observing that the condition |K0(x, z)| > s together with (33) implies
|x− z| ≤ Cs− 1n−2 , and, as a consequence, the condition 1− s− 1n−2 ≤ |x| ≤ 1 together with
(31) implies
K0(x, z) ≤ |x− z|2−n − (1 + g(x, z))|x∗ − |x|z|2−n + Cs− 1n−2 |x− z|2−n. (42)
By rotation invariance we can assume that
x = x1e1, e1 = (1, 0, 0.., 0) ∈ Rn,
and we make the following convenient change of variables:
t = s−
1
n−2 ≤ t0 < 1 x = (1− θt)e1, z = e1 − ty, 0 ≤ θ ≤ 1. (43)
We also let
y = (y1, y2, ..., yn) = (y1, y
′) ∈ Rn.
With this notation, and using (42) and (32), we get
{z ∈ B : K0(x, z) > s} ⊆ e1 − s− 1n−2E(θ, t)
{z ∈ B : −K0(x, z) > s} ⊆ e1 − s− 1n−2D0(θ) ⊆ e1 − s− 1n−2D(θ)
where
E(θ, t) :=
{
y : y1 ≥ 0, (1+Ct)|y−θe1|2−n−
(
1+(2n−4)y1(y1 + θ − θty1)|y + θe1 − θty|2
)
|y+θe1−θty|2−n > 1
}
D0(θ) =
{
y : y1 ≥ 0,
(
1 + (2n− 4)y1(y1 + θ)|y + θe1|2
)
|y + θe1|2−n − |y − θe1|2−n > 1
}
(44)
D(θ) = {y ∈ Rn : |y + θe1|n ≤ (2n− 4)y1(y1 + θ)} ⊇ D0(θ).
Let us also define
E(θ) = E(θ, 0) =
{
y : y1 ≥ 0, |y − θe1|2−n − |y + θe1|2−n
(
1 + (2n− 4)y1(y1 + θ)|y + θe1|2
)
> 1
}
.
Proposition 12. There exist s0, ǫ > 0 such that for s ≥ s0
λ1(s, x) ≤ s− nn−2 |E(θ) ∪D(θ)|
(
1 +O(s−ǫ)
)
,
for all x and θ related as in (43).
19
Proof of Proposition 12. Since
λ1(s, x) ≤ s− nn−2 |E(θ, t)∪D(θ)|
the proof is completed once we show that for some C, ǫ, t0 > 0
|E(θ, t) \ E(θ)| ≤ Ctǫ, t ≤ t0, 0 ≤ θ ≤ 1. (45)
We begin with the following inequalities
|y + θe1|2−n ≤ |y + θ − tθy|2−n
y1(y1 + θ)
|y + θe1|2 ≤
y1(y1 + θ − tθy1)
|y + θe1 − tθy|2 ,
valid for y1 ≥ 0 and t ≤ t0, and whose proof is straightforward.
As a consequence we get the following: let
Fθ(y) = |y − θe1|2−n − |y + θe1|2−n
(
1 + (2n− 4)y1(y1 + θ)|y + θe1|2
)
then
E(θ, t) ⊆ {y : y1 ≥ 0, Fθ(y) ≥ 1− Ct|y − θe1|2−n} (46)
and clearly
E(θ) = E(θ, 0) = {y : y1 ≥ 0, Fθ ≥ 1}.
If |y − θe1| ≥ t 12n−4 , then t|y − θe1|2−n ≤
√
t, hence
E(θ, t) \ E(θ) ⊆ {y : y1 ≥ 0, Fθ(y) ≥ 1− C
√
t } ∪ {y : |y − θe1| ≤ t 12n−4 },
and since F is invariant under rotations about the y1− axis, it suffices to prove
|{(y1, y2) : y1, y2 > 0, 1− C
√
t ≤ Fθ(y1, y2) ≤ 1}| ≤ Ctǫ, t ≤ t0, 0 ≤ θ ≤ 1. (47)
where (with a slight abuse of notation) Fθ(y1, y2) is the section of Fθ(y) on the plane
y3 = ... = yn = 0. Note also that Fθ(y1, y2) is well defined and smooth in the region
y1, y2 > 0, for any θ ∈ [0, 1].
Lemma 13. Given any a > 0, if Fθ(y1, y2) ≥ a for some y1, y2 > 0 then, with y = (y1, y2),
∂Fθ
∂y2
(y) ≤ − any2|y + θe1|2 . (48)
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Proof of Lemma 13. We have
∂Fθ
∂y2
= y2(2− n)|y − θe1|−n − y2(2− n)|y + θe1|−n
(
1 + (2n− 4)y1(y1 + θ)|y + θe1|2
)
+
+ |y + θe1|2−n(2n− 4)2y2y1(y1 + θ)|y + θe1|4
= y2(n− 2)|y + θe1|−n
[
− |y + θe1|
n
|y − θe1|n + 1 + (2n− 4)
y1(y1 + θ)
|y + θe1|2 + 4
y1(y1 + θ)
|y + θe1|2
]
= y2(n− 2)|y + θe1|−n
[
−
( |y + θe1|
|y − θe1|
)n
+ 1 + 2n
y1(y1 + θ)
|y + θe1|2
]
.
If Fθ(y1, y2) ≥ a we obtain( |y + θe1|
|y − θe1|
)n−2
− 1− (2n− 4)y1(y1 + θ)|y + θe1|2 ≥ a |y + θe1|
n−2
and letting
R =
|y + θe1|
|y − θe1| ≥ 1
gives that
∂Fθ
∂y2
≤ y2(n− 2)|y + θe1|−n
[
−Rn + 1 + n
n− 2
(
Rn−2 − 1− a|y + θe1|n−2
)]
= y2|y + θe1|−n
(
− (n− 2)Rn − 2 + nRn−2 − an|y + θe1|n−2
)
.
The function (n−2)Rn−nRn−2+2 has a minimum at R = 1, where it vanishes, and (48)
is proved.
///
Lemma 13 easily implies that for each a > 0 and each fixed y1 > 0 the vertical section
{y2 > 0 : Fθ(y1, y2) ≥ a} is either the empty set or a vertical segment {(y1, v), v ∈ (0, w] },
some w = w(θ, y1, a) > 0. Indeed, if F (y1, v) ≥ a for some v > 0 and F (y1, u) < a for some
u ∈ (0, v), then by continuity of Fθ we can find a smallest v∗ > u such that Fθ(y1, v∗) ≥ a.
But Lemma 13 guarantees that ∂y2Fθ(y1, v
∗) < 0, and this contradicts the minimality
of v∗, since Fθ(y1, v) > F (y1, v∗), for some v ∈ (u, v∗).
Also, if Fθ(y) ≥ a then |y − θe1|2−n ≥ a and so |y − θe1| ≤ a− 1n−2 , which means that
the level set {y : Fθ(y) ≥ a } is inside the ball of radius 1+a− 1n−2 , and all of its nonempty
vertical sections in the first open quadrant must be bounded, half-closed segments.
Taking a = 1 − C√t ≥ 12 for t ≤ t0, we obtain that the set {(y1, y2) : y1, y2 >
0, 1−C√t ≤ Fθ(y1, y2) ≤ 1} is inside a ball or radius 3, and its vertical sections are either
contained in the strip {0 ≤ y1 ≤ 3, 0 ≤ y2 ≤ t1/4}, or else they are segments with length
smaller than
1− (1− C√t)
nt1/4
32
≤ Ct1/4
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since along those segments (48) implies
∂Fθ
∂y2
(y1, y2) ≤ −
1
2nt
1/4
16
.
From these results (47) follows easily, and hence Proposition 12 is proved.
///
Proposition 14. For θ ∈ [0, 1] we have
|E(θ) ∪D(θ)| ≤

|Bn| if n = 3, 4
|Gn| if n ≥ 5.
(49)
Once this is done, inequalities (40) and (41) and Theorem 7 are completely proved.
Proof of Proposition 14. The strategy of this proof is to first show that for certain
ranges of θ the sets E(θ) and D(θ) are either both inside the ball Bn + θe1 or both inside
Gn − θe1(θ). Unfortunately, however, it does not seem possible to argue with inclusions
for all values of θ in the interval [0, 1], and for all values of n; a critical range of θ′s exists
for which the inequality in (49) for n ≥ 6 will be proved by actually estimating certain
integrals.
Define
B(θ) = Bn + θe1 = {y : |y − θ| ≤ 1}
G(θ) = Gn − θe1 = {y : 0 ≤ y1 + θ ≤ (2n− 4) 1n−2 , |y + θe1|n ≤ (2n− 4)(y1 + θ)2},
which are obtained by rotating the regions under the curves y2 = h
1/2(y1 − θ) and
y2 = f
1/2(y1 + θ) where
h(v) = 1− v2, f(v) = (2n− 4)2/nv4/n − v2 (50)
in their domains (−1 + θ, 1 + θ) and [− θ,−θ + (2n− 4) 1n−2 ].
Observe that if n = 4 then G(θ) = B(1− θ).
We will be interested in the values b ≥ 0 for which the boundaries ∂B(θ) and ∂G(θ)
meet on the hyperplane y1 = b. Two special situations occur: when the two boundaries
meet on the y1-axis, and when they meet on the hyperplane y1 = 0; see Figures 3 and 5
in the Appendix. The values of θ corresponding to those two situations are given as
1 + θ0 = (2n− 4) 1n−2 − θ0 and 1 = (2n− 4)θ21,
that is
θ0 = θ0(n) =
1
2
[
(2n− 4) 1n−2 − 1
]
and θ1 = θ1(n) =
1√
2n− 4 . (51)
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Note that  θ0 = θ1 =
1
2 for n = 4
θ0 > θ1 for n = 5
θ0 < θ1 for n = 3 or n ≥ 6.
In the following lemmas we will analyze the inclusion relations between the sets
E(θ), D(θ) and the sets B(θ), G(θ).
Lemma 15. For any n ≥ 3 and θ ∈ [0, 1] we have
E(θ) ⊆ B(θ) D(θ) ⊆ G(θ) (52)
Proof of Lemma 15. The result follows instantly from the definition of the four sets.
///
Lemma 16. For n ≥ 4 and θ ≥ θ1 = 1√
2n− 4 we have D(θ) ⊆ B(θ). If n = 3 then
D(θ) = ∅ for θ > 1
2
.
Proof of Lemma 16. For n = 3 the condition |y+θe1|3 ≤ 2y1(y1+θ) implies (y1+θ)2 ≤
2y1 which has no solutions for θ >
1
2 .
When n ≥ 4 and y ∈ D(θ), then |y + θe1|2 ≤ (2n − 4)2/n
(
y1(y1 + θ)
)2/n
, so that
y ∈ B(θ) if
(2n− 4)2/n(y1(y1 + θ))2/n − 4y1θ ≤ 1
or
(1 + 4y1θ)
n/2 − (2n− 4)y1(y1 + θ) ≥ 0
under the condition θ ≥ 1/√2n− 4. Since the left hand side is increasing in θ, it is enough
to verify (
1 +
4y1√
2n− 4
)n/2
− (2n− 4)y21 −
√
2n− 4y1 > 0
or
ψ(z) :=
(
1 +
2z
n− 2
)n/2
− z2 − z > 0, z ≥ 0, n ≥ 4 (53)
Note first that (
1 +
2z
n− 2
)n/2
≥ ez z ∈ [0, 2], n ≥ 4
indeed it is easy to check that
g(z) =
n
2
log
(
1 +
2z
n− 2
)
− z
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is concave, g(0) = 0, and
g(2) =
n
2
log
(
1 +
4
n− 2
)
− 2 > 0.
Therefore,
ψ(z) ≥ ez − z2 − z > 0, 0 ≤ z ≤ 2,
since the function on the right has only one minimum z0 ∈
[
5
4 ,
4
3
]
, and at z0 is greater
than e
5
4 − 169 − 43 > 0.
Now, for z ≥ 2
ψ′′(z) =
n
n− 2
(
1+
2z
n− 2
)n/2−2
−2 ≥ n
n− 2
(
1+
4
n− 2
)n/2−2
−2 > n
n− 2
(
1+
2(n− 4)
n− 2
)
−2 ≥ 0
so that
ψ′(z) =
n
n− 2
(
1 +
2z
n− 2
)n/2−1
− 2z − 1 > ψ′(2) = n
n− 2
(
1 +
4
n− 2
)n/2−1
− 5
≥ n
n− 2
(
1 +
4
n− 2
)−1
e2 − 5 = n
n+ 2
e2 − 5 > 5e
2
7
− 5 > 0, n ≥ 5
and obviously ψ′(2) = 1 > 0 if n = 4. As a consequence, ψ(z) ≥ ψ(2) > 0, for any z ≥ 2.
///
Lemmas 15 and 16 guarantee that for θ1 ≤ θ ≤ 1 both regions E(θ) and D(θ) are in-
side B(θ). The next lemma examines the relative geometry of ∂B(θ) and ∂G(θ) in more
detail; see also Figures 1-5 in the Appendix, which visualize the situation for a generic
n ≥ 6.
Lemma 17. If n ≥ 4 and 0 ≤ θ < θ0 the boundaries of B(θ) and G(θ) intersect on exactly
one hyperplane y1 = b(θ), such that for θ > 0
0 < b(θ) < min
{ 1
θ(2n− 4) , 1 + θ
}
(54)
with the exception n = 5 and θ1 < θ < θ0, in which case there are no intersections.
Moreover,
B(θ) ∩ {(y1, y2) : y1 ≥ b(θ)} ⊆ G(θ), (55)
with the exception n = 5 and θ1 < θ < θ0, in which case B(θ) ⊆ G(θ).
If n ≥ 6 and θ0 ≤ θ ≤ θ1 then the boundaries intersect on exactly two hyperplanes
y1 = b1(θ) and y1 = b2(θ) with
0 ≤ b1(θ) < 1
θ(2n− 4) < b2(θ) ≤ (2n− 4)
1
n−2 − θ ≤ 1 + θ, (56)
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with equality on the left if and only if θ = θ1 and equality on the right if and only if θ = θ0,
in which case b2(θ0) = 1 + θ0. Moreover,
G(θ) ∩ {(y1, y2) : 0 ≤ y1 ≤ b1(θ)} ⊆ B(θ) (57)
B(θ) ∩ {(y1, y2) : b1(θ) ≤ y1 ≤ b2(θ)} ⊆ G(θ) (58)
G(θ) ∩ {(y1, y2) : b2(θ) ≤ y1 ≤ 1 + θ} ⊆ B(θ). (59)
Proof of Lemma 17. Introduce the function
φ(b, θ) = (1 + 4θb)n/4 −√2n− 4 (b+ θ), b, θ ≥ 0. (60)
The intersections between ∂G(θ) and ∂B(θ) are given by the equation
h(b− θ) = f(b+ θ)
or equivalently φ(b, θ) = 0, in the range 0 ≤ b ≤ min{1+ θ, (2n− 4) 1n−2 − θ}. Observe also
that
h(b− θ) > f(b+ θ) ⇐⇒ φ(b, θ) > 0. (61)
We already know that φ(0, θ) ≥ 0 (i.e. h(−θ) ≥ f(θ) if 0 ≤ θ ≤ θ1, with equality
at θ1, unless n = 5 and θ1 < θ < θ0, in which case φ(0, θ) < 0. We also know that if
0 ≤ θ < θ0 then 1 + θ < (2n − 4) 1n−2 − θ and φ(1 + θ, θ) < 0 (h(1) = 0 < f(1 + 2θ)).
Since the function φ is convex in b, this means that there a single zero of φ on (0, 1+ θ) if
θ ∈ (0, θ0), unless n = 5 and θ1 < θ < θ0, in which case φ(b, θ) < 0, for 0 ≤ b ≤ 1 + θ.
Next, we note that
φ
( 1
θ(2n− 4) , θ
)
≤ 0, n ≥ 4, θ > 0, (62)
with equality if and only if n = 4 and θ = θ0 = θ1 =
1
2 . Indeed (62) is equivalent to
1
θ
√
2n− 4 + θ
√
2n− 4 ≥
(
1 +
2
n− 2
)n/4
(63)
which is true since (
1 +
2
n− 2
)n/4
≤ 2 (64)
with equality if and only if n = 4, in which case equality holds also in (63) precisely when
θ = 12 . Appliying (62) in the case n ≥ 4 and 0 < θ < θ0 we obtain that b(θ) (if it exists)
must be also smaller than 1/(θ(2n− 4)), thereby proving (54).
When n ≥ 6 and θ0 ≤ θ ≤ θ1 we have
1
θ(2n− 4) < (2n− 4)
1
n−2 − θ, n ≥ 4
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since it is equivalent to
1
θ
√
2n− 4 + θ
√
2n− 4 < (2n− 4) n2n−4 ,
which in turns follows from the left hand side being decreasing in θ ∈ (0, θ1] and
θ ≥ θ0 = 12
(
(2n− 4) 1n−2 − 1) ≥ log(2n− 4)
2n− 4 ≥
1
2n− 4 .
Hence, we conclude that for n ≥ 6 and θ ∈ [θ0, θ1] we have
φ(0, θ) ≥ 0, φ
( 1
θ(2n− 4) , θ
)
< 0, φ
(
(2n− 4) 1n−2 − θ, θ) ≥ 0
(the last inequality being the same as f
(
(2n − 4) 1n−2 ) = 0 ≤ h((2n − 4) 1n−2 − 2θ), with
equality on the left precisely when θ = θ1 and equality on the right when θ = θ0. Therefore
(56) follows from the convexity of φ(·, θ).
///
Lemma 18. The following hold:
a) If n = 3 then
E(θ) ⊆ B(θe1, 23), 0 ≤ θ ≤ 12 (65)
b) If n ≥ 4 then
E(θ) ⊆ G(θ), 0 ≤ θ < θ0 (66)
and
E(θ) ∩ {y : y1θ(2n− 4) ≤ 1} ⊆ G(θ), 0 ≤ θ ≤ 1. (67)
Proof of Lemma 18. We begin by noting that if y ∈ E(θ) then
|y − θe1|2−n − |y + θe1|2−n ≥ 1 (68)
and |y − θe1| ≤ 1. This last estimate can be improved a tad as follows:
|y + θe1|2 = |y − θe1|2 + 4y1θ ≤ 1 + 4(1 + θ)θ = (1 + 2θ)2
so that
|y − θe1|2−n ≥ 1 + (1 + 2θ)2−n
i.e.
|y − θe1| ≤
(
1 + (1 + 2θ)2−n
)− 1
n−2
.
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Using this estimate for n = 3 and θ ≤ 12 gives (65).
To show (66), we start with a preliminary inclusion. Define
B∗(θ) = {y ∈ Rn : |y − θe1|n ≤ (2n− 4)θy1}
and let us show that
E(θ) ⊆ B∗(θ), θ ≥ 0. (69)
From (68) we get
|y + θe1|n−2(1− |y − θe1|n−2) ≥ |y − θe1|n−2
if R = |y − θe1| < 1 then the above inequality becomes
(R2 + 4y1θ)
n−2
2 ≥ R
n−2
1−Rn−2
4y1θ ≥
(
Rn−2
1−Rn−2
) 2
n−2
−R2 = R2
[(
1
1−Rn−2
) 2
n−2
− 1
]
≥ 2
n− 2R
n,
which is (69).
At this point we know that
E(θ) ⊆ B∗(θ) ∩B(θ, 1) =
{
y : |y − θe1|n ≤ min{1, (2n− 4)y1θ}
}
.
Now for a point y ∈ E(θ), for any θ ∈ [0, 1], we have either
y1θ(2n− 4) ≤ 1 and y ∈ B∗(θ) (70)
or
1
θ(2n− 4) < y1 ≤ 1 + θ and y ∈ B(θ), (71)
in the assumption that 1 + θ > 1/
(
θ(2n− 4)), i.e. θ > θ00 := 12[(1 + 2n−2)1/2 − 1] (which
is when the surfaces ∂B∗(θ) and ∂B(θ) intersect at y1 = 1/(θ(2n− 4)).)
If (70) holds for some θ ∈ [0, 1], then
|y + θe1|2 = |y − θe1|2 + 4θy1 ≤ (2n− 4)2/n(y1θ)2/n + 4y1θ,
and y ∈ G(θ) provided
(2n− 4)2/n(y1θ)2/n + 4y1θ ≤ (2n− 4)2/n(y1 + θ)4/n.
But
(2n− 4)2/n
(
(y1 + θ)
4/n − (y1θ)2/n
)
= (2n− 4)2/n
(
(y21 + 2y1θ + θ
2)2/n − (y1θ)2/n
)
≥ (2n− 4)2/n(42/n − 1)(y1θ)2/n ≥ 4y1θ
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provided
y1θ ≤ (2n− 4) 2n−2
(
42/n − 1
4
) n
n−2
.
However
y1θ ≤ 1
2n− 4 ≤ (2n− 4)
2
n−2
(
42/n − 1
4
) n
n−2
as the last inequality is equivalent to (64). This shows that a point y ∈ E(θ) is also in
G(θ) in case (70) holds, thereby proving (67).
If instead y ∈ E(θ), θ00 < θ < θ0 and (71) holds, then (54) and (55) immediately
imply that y ∈ G(θ), and this, together with (67), proves (66).
We can now summarize the results obtained in Lemmas 15, 16 and 18 in the following:
Corollary 19. If θ0 and θ1 are as in (51), then
a) If n = 3
E(θ) ∪D(θ) ⊆
{
B
(
θe1,
2
3
) ∪G(θ) if 0 ≤ θ ≤ 12
B(θ) if 1
2
≤ θ ≤ 1.
|E(θ) ∪D(θ)| ≤ |B3|, 0 ≤ θ ≤ 1. (72)
b) If n = 4 or n = 5
E(θ) ∪D(θ) ⊆
{
G(θ) if 0 ≤ θ < θ0
B(θ) if θ1 ≤ θ ≤ 1.
|E(θ) ∪D(θ)| ≤
{ |Bn| if n = 4
|Gn| if n = 5 , 0 ≤ θ ≤ 1
c) If n ≥ 6
E(θ) ∪D(θ) ⊆
{
G(θ) if 0 ≤ θ < θ0 < θ1
B(θ) if θ1 ≤ θ ≤ 1.
|E(θ) ∪D(θ)| ≤ |Gn|, θ ∈ [0, θ0] ∪ [θ1, 1].
Proof of Corollary 19. The only thing to check here is (72):
|E(θ) ∪D(θ)| ≤ |B3|
(
2
3
)3
+ |G3| = 4π
3
8
27
+
16π
21
=
4π
3
164
189
<
4π
3
= |B3|.
///
It is clear from the previous corollary that the only gap remaining toward a complete
proof of Proposition 14, is the volume estimate in the case θ0 ≤ θ ≤ θ1 and n ≥ 6.
Numerical evidence shows that in that range of θ’s and for large enough n, it is in general
false that E(θ) and D0(θ) (a proper subset of D(θ)) are either both inside B(θ) or both
inside G(θ). Thus it seems hopeless to try to play with inclusions in order to give an
estimate for |E(θ) ∪D0(θ)|. Nonetheless, we are able to show what we need:
28
Lemma 20. If n ≥ 6 and θ0 ≤ θ ≤ θ1 we have
|E(θ) ∪D(θ)| ≤ |Gn|.
Proof of Lemma 20. We know from Lemma 17 that the equation φ(b, θ) = 0 that gives
the intersection of ∂B(θ) and ∂G(θ) has two distinct solutions b1 = b1(θ) and b2 = b2(θ)
as in (56) (see Fig. 3,4,5). From (56) and (67) we have
{y : E(θ), y1 ∈ [0, b1]} ⊆ G(θ),
from (58) we have
{y ∈ E(θ) : y1 ∈ [b1, b2]} ⊆ {y ∈ B(θ) : y1 ∈ [b1, b2]} ⊆ G(θ)
and clearly
{y : y ∈ E(θ), y1 ∈ [b2, 1 + θ]} ⊆ B(θ)
{y : y ∈ D(θ), y1 ∈
[
0, b2]} ⊆ G(θ).
Finally, from (59)
{y : y ∈ D(θ), y1 ∈
[
b2, 1 + θ]} ⊆ B(θ).
This means that we can use the following volume bound:
|E(θ) ∪D(θ)| ≤ |{y ∈ G(θ) : y1 ∈ [0, b2]}|+ |{y ∈ B(θ) : y1 ∈ [b2, 1 + θ]}|
=
ωn−2
n− 1
∫ b2
0
f(y1 + θ)
n−1
2 dy1 +
ωn−2
n− 1
∫ 1+θ
b2
h(y1 − θ)
n−1
2 dy1
that is
|E(θ) ∪D(θ)| ≤ V (θ)
where
V (θ) =
ωn−2
n− 1
∫ b2+θ
θ
f(v)
n−1
2 dv +
ωn−2
n− 1
∫ 1
b2−θ
h(v)
n−1
2 dv
where f and h are defined in (50).
The goal is to show that V (θ) ≤ |G(0)|. This inequality is obvious at θ = θ0, since at
θ0 the second integral vanishes (b2(θ0) = 1 + θ0), so it would be enough to show that V
is decreasing on [θ0, θ1], but unfortunately this fact turns out to be true only for n ≤ 12.
What we show instead is that V has at most one extremum, which is a minimum, and
that V (θ1) ≤ |G(0)|.
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We have
n− 1
ωn−2
V ′(θ) = (b′2+1)f(b2+θ)
n−1
2 −f(θ)n−12 −(b′2−1)h(b2−θ)
n−1
2 = 2h(b2−θ)
n−1
2 −f(θ)n−12
and (note that b2(θ) > θ, due to (56))
V ′(θ) < 0⇐⇒ 2 2n−1
(
1− (b2 − θ)2
)
< f(θ)⇐⇒ b2(θ) > q(θ),
where
q(θ) = θ +
√
1− 2− 2n−1 f(θ).
Taking into account Lemma 17 and (61)
b1(θ) < q(θ) < b2(θ)⇐⇒ φ(θ) := φ(q(θ), θ) < 0
where φ(b, θ) is defined in (60).
We now show that φ(θ) is strictly increasing, so it has at most one zero. We prove
φ′(θ) = n(q + θq′)(1 + 4θq)n/4−1 −√2n− 4 (q′ + 1) > 0, θ0 ≤ θ ≤ θ1 (73)
where q and q′ are evaluated at θ.
Claim. For θ0 ≤ θ ≤ θ1 we have
q′(θ) < 0, n ≥ 9 (74)
q(θ) + θq′(θ) > 0, n ≥ 6. (75)
Assuming the above claim, for n ≥ 9 and θ0 ≤ θ ≤ θ1 we have
φ′(θ) > n(q + θq′)−√2n− 4 (q′ + 1) = nq −√2n− 4 + (nθ −√2n− 4)q′
> nq(θ1)−
√
2n− 4 = n
√
1− 2− 2n−1 2n− 5
2n− 4 −
n− 4√
2n− 4 .
So φ′(θ) > 0 if
n2
(
2n− 4− 2− 2n−1 (2n− 5)) > (n− 4)2
or
2n3
(
1− 2− 2n−1 )− 5n2((1− 2− 2n−1 )+ 8n− 16 > 0
or (
1− 2− 2n−1 )n2(2n− 5) + 8n− 16 > 0,
which is obvious for n ≥ 4. This settles (73) when n ≥ 9.
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To deal with the cases n = 6, 7, 8 (and in those cases it’s not true that q′ < 0 on
[θ0, θ1]), start by writing (again with θ0 ≤ θ ≤ θ1)
φ′(θ) > n(q + θq′)−√2n− 4 (q′ + 1) > nq + nθ − 2√2n− 4
since q′ < 1, and nθ −√2n− 4 < 0. All we need to show is that nq > 2√2n− 4− nθ or
f(θ) < 1− 2 2n−1
( 2
n
√
2n− 4− 2θ
)2
, θ0 ≤ θ ≤ θ1
for n = 6, 7, 8. This is implied by
f(θ1) ≤ 1− 2 2n−1
( 2
n
√
2n− 4− 2θ0
)2
, n = 6, 7, 8
which can be verified numerically.
This shows (assuming the Claim) that φ is strictly increasing in [θ0, θ1]. Now observe
that the function f has a maximum at θ =
(
2
n
) n
2n−4 (2n − 4) 1n−2 > θ1 and f(θ1) < 1.
This means that in the range θ0 ≤ θ ≤ θ1 we have θ < q(θ) < 1 + θ, and in particular
b2(θ0) = 1 + θ0 > q(θ0). We claim that φ(θ0) < 0. If it were φ(θ0) > 0, then φ(θ) > 0
for all θ ∈ [θ0, θ1], which implies that 0 ≤ q(θ) < b1(θ) for all such θ’s. But that is not
possible since it would imply q(θ1) = b1(θ1) = 0, by continuity of b1.
Since φ(θ0) < 0 then φ is negative on [θ0, θ1] provided φ(θ1) < 0, and this can
be checked numerically if 6 ≤ n ≤ 12. For n ≥ 13 one could prove that φ(θ1) > 0,
however this is not necessary for our purposes (the reader can verify for example that
φ(θ1)→ e
1
2
√
1+log 16−√1 + log 16− 2 > 0, as n→ +∞). Indeed, we know that since φ(θ)
has at most one zero, and it’s negative at θ0, then V has at most one minimum on [θ0, θ1]
if n ≥ 13 and it’s decreasing in that interval for n ≤ 12. Since V (θ0) ≤ |G(0)| it is now
enough to prove that V (θ1) ≤ |G(0)| for n ≥ 13. The inequality is written as
∫ b2+θ1
θ1
f(v)
n−1
2 dv +
∫ 1
b2−θ1
h(v)
n−1
2 dv ≤
∫ (2n−4) 1n−2
0
f(v)
n−1
2 dv (76)
where b2 = b2(θ1) is the only positive solution of the equation
(1 + 4θ1b)
n/4 − b
θ1
− 1 = 0.
Make the change v = θ1x and obtain that (76) is equivalent to∫ λn+1
1
(
x4/n − x
2
2n− 4
)n−1
2
dx+
∫ √2n−4
λn−1
(
1− x
2
2n− 4
)n−1
2
dx ≤
≤
∫ (2n−4) 12+ 1n−2
0
(
x4/n − x
2
2n− 4
)n−1
2
dx
(77)
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where λn is the unique positive solution of the equation(
1 +
2λ
n− 2
)n/4
− 1− λ = 0.
Rewrite (77) as
J(n) :=
∫ 1
0
x2−2/n
(
1− x
2−4/n
2n− 4
)n−1
2
dx+
∫ (2n−4) 12+ 1n−2
λn+1
x2−2/n
(
1− x
2−4/n
2n− 4
)n−1
2
dx−
−
∫ √2n−4
λn−1
(
1− x
2
2n− 4
)n−1
2
dx ≥ 0
First notice that if w = A/(2n− 4) then
∂
∂n
(1− w)n−12 = 1
2
(1− w)n−12
(
n− 1
n− 2 ·
w
1− w + log(1− w)
)
> 0 (78)
for 0 < A < 2n− 4, and n > 2. Next, if
g(λ, n) =
(
1 +
2λ
n− 2
)n/4
− 1− λ
then it is straightforward to check that g is increasing in n for n ≥ 13 and λ > 2.5. In
particular,
g(λ, n) ≤ eλ/2 − 1− λ := g(λ) n ≥ 13.
These last facts allow us to localize the values λn:
g(2.51, n) ≤ g(2.51) ≈ −0.0021, n ≥ 13
g(2.56, n) ≥ g(2.56, 66) ≈ 0.00034, n ≥ 66
g(2.56, n) ≤ g(2.56, 65) ≈ −0.00017, n ≤ 65
g(2.61, n) ≥ g(2.61, 33) ≈ 0.00069, n ≥ 33
g(2.61, n) ≤ g(2.61, 32) ≈ −0.0013, n ≤ 32
g(2.67, n) ≥ g(2.67, 21) ≈ 0.00051, n ≥ 21
g(2.67, n) ≤ g(2.67, 20) ≈ −0.0044, n ≤ 20
g(2.79, n) ≥ g(2.79, 13) ≈ 0.0042, n ≥ 13
and these relations imply
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2.51 < λn < 2.56, n ≥ 66
2.56 < λn < 2.61, 33 ≤ n ≤ 65
2.61 < λn < 2.67, 21 ≤ n ≤ 32
2.67 < λn < 2.79, 13 ≤ n ≤ 20.
Now, if n ≥ n1 = 66 we have x2−2/n ≥ x2 and x2−4/n ≤ x2−4/n1 , for 0 < x < 1, and
x2−2/n ≥ x2−2/n1 , x2−4/n ≤ x2 for x > 1, hence, taking into account (78),
J(n) ≥
∫ 1
0
x2
(
1− x
2−4/n1
2n1 − 4
)n1−1
2
dx+
∫ √2n1−4
3.56
x2−2/n1
(
1− x
2
2n1 − 4
)n1−1
2
dx−
−
∫ ∞
1.51
e−x
2/4dx ≈ 0.0018.
For any n2 > n1 ≥ 13, if n1 ≤ n ≤ n2 and µ1 < λn < µ2 we have
J(n) ≥
∫ 1
0
x2−2/n2
(
1− x
2−4/n1
2n1 − 4
)n1−1
2
dx+
∫ √2n1−4
µ2+1
x2−2/n1
(
1− x
2−4/n2
2n1 − 4
)n1−1
2
dx−
−
∫ √2n2−4
µ1−1
(
1− x
2
2n2 − 4
)n2−1
2
dx.
Using this estimate and the above bounds on λn we find
J(n) ≥
{
0.030 if 33 ≤ n ≤ 65
0.046 if 21 ≤ n ≤ 32
0.018 if 13 ≤ n ≤ 20
and this shows that J(n) > 0 for n ≥ 13, concluding the proof of Lemma 20.
///
Lemma 20 concludes the proof of Proposition 14, and hence the proofs of estimates (40),
(41) and Theorem 7.
///
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Proof of Claim.
We begin by proving (74). Let F (θ) = 2−
2
n−1 f(θ), so that q(θ) = θ +
√
1− F (θ) and
q′ < 0⇐⇒ F ′ > 2√1− F ⇐⇒ (F ′)2 > 4(1− F ),
since F is increasing in our range. This last estimate is proven once we show that
d
dθ
[
(F ′)2 − 4(1− F )
]
= 2F ′(F ′′ + 2) < 0, n ≥ 5 (79)
and
F ′(θ1) > 2
√
1− F (θ1), n ≥ 9. (80)
To show (79), i.e. F ′′ + 2 < 0 on [θ0, θ1], note that
F ′(θ) = 2−
2
n−1
[
(2n− 4) 2n 4
n
θ4/n−1 − 2θ
]
> 0, θ ∈ [θ0, θ1]
F ′′(θ) = 2−
2
n−1
[
(2n− 4) 2n 4
n
(
4
n
− 1
)
θ4/n−2 − 2
]
< 0, θ ∈ [θ0, θ1]
F ′′′(θ) = 2−
2
n−1 (2n− 4) 2n 4
n
(
4
n
− 1
)(
4
n
− 2
)
θ4/n−3 > 0, θ ∈ [θ0, θ1]
so that
F ′′(θ) + 2 < F ′′(θ1) + 2 = −2− 2n−1
[
(2n− 4) 2n 4
n
(
n− 4
n
)
(2n− 4)− 2n+1 + 2
]
+ 2
= −2− 2n−1+1
[4(n− 2)(n− 4)
n2
+ 1
]
+ 2
We then only need to check whether
−2− 2n−1
[4(n− 2)(n− 4)
n2
+ 1
]
+ 1 < 0, n ≥ 5
or (
5− 2 2n−1
)
n2 − 24n+ 32 > 0, n ≥ 5,
which is easy to do.
Estimate (80), after squaring and simplifying, is equivalent to
2n3(2
2
n−1 − 2 4n−1 ) + n2(9 + 4 · 2 4n−1 − 5 · 2 2n−1 )− 48n+ 64 > 0, n ≥ 9.
This inequality can be checked directly for n = 9, 10, and for n ≥ 11 we can easily argue
as follows. The coefficient of n2 is greater than 8, while for some u∗ ∈ ( 2n−1 , 4n−1 )
2
2
n−1 − 2 4n−1 = − 2
n − 1 2
u∗ log 2 > − 2
n− 1 2
4
n−1 log 2 > −2
7/5 log 2
n− 1 , n ≥ 11,
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so we are reduced to check whether
−22
7/5 log 2
n− 1 n
3 + 8n2 − 48n+ 64 > 0, n ≥ 11
which is implied by(
− 11
5
27/5 log 2 + 8
)
n2 − 48n+ 64 > 0, n ≥ 11,
and this shows (74).
To prove (75) write
q + θq′ = θ +
√
1− F + θ
(
1− F
′
2
√
1− F
)
> 0 ⇐⇒ 4θ√1− F + 2(1− F )− θF ′ > 0
so it’s enough to prove
2(1− F )− θF ′ > 0 θ ∈ [θ0, θ1], (81)
and in particular it’s enough to prove that the left-hand side is decreasing on [θ0, θ1], and
that the inequality above is verified at θ = θ1.
It’s easy to check that the derivative of the left-hand side of (81) coincides with
−3F ′ − θF ′′ = −8θ2− 2n−1
(
n+ 2
n2
(2n− 4)2/nθ4/n−2 − 1
)
so −3F ′ − θF ′′ < 0 if
θ <
(
n+ 2
n2
) n
2n−4
(2n− 4) 1n−2 θ0 ≤ θ ≤ θ1
but this condition is easily verified if n ≥ 6 since the right-hand side of the above inequality
is larger than θ1.
Now we only need to check that (81) holds at θ = θ1, but this is easy since
2
(
1− F (θ1)
)− θ1F ′(θ1) = 2[1 + 2− 2n−1( 1
n− 2 −
2
n
− 1
)]
≥ 21− 2n−1 2 log 2− 1
n
> 0,
and this conludes the proof of q + θq′ > 0 for n ≥ 6.
///
5. Conclusion: Proofs of Theorems 1,2,6
As we noted earlier Theorem 1 is a special case of Theorem 2, and Theorem 2 follows
from Theorem 6 and Theorem 5, since the operator T is a bijection. The inequality
statement of Theorem 6, on the other hand, is a consequence of Theorem 4 and the
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distribution estimates of Theorem 7. The only thing left to prove is the sharpness statement
of Theorem 6. In order to do that, we apply the sharpness result of Theorem 4: equality
in (21) and (22) is attained at any x0 ∈ Bn for n = 3, 4 and at x0 ∈ ∂Bn, for n ≥ 4.
We only treat the case n ≥ 4, under the hypothesis that there exists x0 ∈ ∂Bn such that
ν(B(x0, r) ∩ Bn) ≥ C1rλ, for 0 < r ≤ r1, some C1, r1 > 0. The argument for n = 3, 4,
with the above condition on ν verified for x0 ∈ Bn, is similar, and easier.
We can assume x0 = e1 = (1, 0, ..., 0), we take m large enough so that
{z ∈ Bn : |K(e1, z)| > m } ⊆ B(e1, Cm−p′/n) ∩Bn,
and we let
rm = Cm
−p′/n, Em = B(e1, rm) ∩Bn Fm = B
(
e1,
1
10rm
) ∩Bn.
Conditions (15),(16), (17) of Theorem 4 are met, with β = n/(n− d) and β0 = λ/(n− d),
given the hypothesis on ν, so all we need to check is (18), i.e. we will prove the following
Ho¨rmander type condition∫
|z|≤1,|z−e1|≥rm
|K(x, z)−K(e1, z)| |K(e1, z)|2/(n−2)dz ≤ C (82)
for all x ∈ Bn with |x− e1| < rm/10. Given the asymptotic estimate (31) it will suffice to
prove (82) for
K(x, z) = cn|x− z|2−n − cn
(
1 + g(x, z)
)∣∣x∗ − |x|z∣∣2−n
where
g(x, z) = 2(n− 2) x
∗ · (x∗ − z) x∗ · (x∗ − |x|z)
|x∗ − |x|z|2 .
Estimate (82) is a consequence of the following:∫
|z|≤1,|z−e1|≥rm
∣∣∣|x− z|2−n − |e1 − z|2−n∣∣∣ |e1 − z|−2dx ≤ C (83)
∫
|z|≤1,|z−e1|≥rm
∣∣∣|x∗ − |x|z|2−n − |e1 − z|2−n∣∣∣ |e1 − z|−2dx ≤ C (84)∫
|z|≤1,|z−e1|≥rm
|g(x, z)− g(e1, z)| |e1 − z|−ndz ≤ C (85)
for |e1 − x| ≤ rm/10.
Inequality (83) is derived using the estimate∣∣∣|x− z|2−n − |e1 − z|2−n∣∣∣ |e1 − z|−2 ≤ C|x− e1||e1 − z|−n−1 (86)
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which is valid under our assumptions, and more generally if |x− e1| ≤ δrm any δ < 1.
Inequality (84) is a consequence of the estimate∣∣∣|x∗ − |x|z|2−n − |e1 − z|2−n∣∣∣ |e1 − z|−2 ≤ C|x− e1||e1 − z|−n−1
which can be asily derived from (86):∣∣∣|x∗ − |x|z|2−n − |e1 − z|2−n∣∣∣ ≤ |x|n−2∣∣∣∣∣∣∣x∗|x| − z∣∣∣2−n − |e1 − z|2−n∣∣∣+ |e1 − z|2−n∣∣∣1− |x|n−2∣∣∣
now for large m we have 1/2 < |x| ≤ 1, and
∣∣∣e1− x∗|x| ∣∣∣ ≤ ∣∣∣e1−x+x− x|x|2 ∣∣∣ ≤ |e1−x|+1− |x|2|x| ≤ |e1−x|(1+ |e1 + x||x| ) ≤ 5|e1−x| < rm2
so that inequality (86) applies with x∗/|x| in place of x. Note also that
∣∣∣1 − |x|n−2∣∣∣ ≤
C|e1 − x|.
We now only need to check (85). The numerator of g(x, z)− g(e1, z) is equal to
|e1 − z|2x∗ · (x∗ − z)x∗ · (x∗ − |x|z)− |x∗ − |x|z|2
(
e1 · (e1 − z)
)2
=
=
(
e1 · (e1 − z)
)2[|e1 − z|2 − |x∗ − |x|z|2]+
+ |e1 − z|2
[
x∗ · (x∗ − z)x∗ · (x∗ − |x|z)− (e1 · (e1 − z))2]
(87)
Now,
|e1 − z|2 − |x∗ − |x|z|2 = 2x · z − 2z · e+ |z|2(1− |x|2)
= 2z · (x− e1) + |z|2(e1 − x) · (e1 + x) = (x− e1) ·
[
2z − |z|2(x+ e1)
]
= (x− e1) ·
[
2(z − e1)− (x− e1)|z|2 − 2e1(z − e1) · (z + e1)
]
so the first term of (87) is bounded above by
C|z − e1|2|x− e1|2 + C|z − e1|3|x− e1| (88)
For the second term we have
x∗ · (x∗ − z)x∗ · (x∗ − |x|z)− (e1 · (e1 − z))2 =
= 1− x∗ · z − x · z + (x∗ · z)(x · z)− 1 + 2e1 · z + (e1 · z)2
= −z · (x− e1)− z · (x∗ − e1) + (x∗ · z)z · (x− e1) + (e1 · z)z · (x∗ − e1)
= z · (x− e1)
[
(x∗ · z)− 1]+ z · (x∗ − e1)[(e1 · z) − 1]
= z · (x− e1)
[
(x∗ − e1) · z + (z − e1) · e1
]
+ z · (x∗ − e1)
[
(e1 · (z − e1)
]
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Noting that for m large
|x∗ − e1| ≤ 2
∣∣x− |x|e1|∣∣ ≤ 2|x− e1|+ 1− |x|2 ≤ 4|x− e1|
we get that the second term in (87) is also bounded above by the quantity in (88). In
summary,
|g(x, z)− g(e1, z)| ≤ C |x− e1|
2|z − e1|2 + |z − e1|3|x− e1|
|x∗ − |x|z|2|z − e1|2
and since |x∗ − |x|z| ≥ |x− z| ≥ |z − e1| − |x− e1| we have
|g(x, z)− g(e1, z)| |z − e1|−n ≤ C |x− e1|
2|z − e1|−n + |x− e1||z − e1|−n+1
(|z − e1| − |x− e1|)2
and it’s now easy to check that (85) holds. This concludes the proof of the sharpness
statement, and hence the proof of Theorem 6.
///
Appendix
We present a few graphs of the boundaries of G(θ) = Gn + θe1 and B(θ) = Bn − θe1,
restricted to the 2-dimensional quadrant {y1 ≥ 0, y2 ≥ 0}, for some critical ranges of θ.
These graphs were plotted with Mathematica when n = 15, but the pattern is similar for
any n ≥ 6. The dotted line represents ∂B(θ) and the continuous line represents ∂G(θ).
The notation for the coordinates where the boundaries intersect is the same as that of
Lemma 17.
Figure 1: θ = 0.
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Figure 2: 0 < θ < θ0.
Figure 3: θ = θ0.
39
Figure 4: θ0 < θ < θ1.
Figure 5: θ = θ1.
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