The stability of a rock slope depends on the rock mass geo-structure and its discontinuities. Discontinuities show up at the rock surface as smooth and often plane surfaces. From their location and orientation the main families of fractures can be inferred and a stability analysis performed. To gather information on their distribution, surveys are typically carried out with geological compass and tape along scan lines, with obvious limitations and drawbacks. Here an highly automated image-based approach is presented to compute the required rock parameters: an accurate high resolution Digital Surface Model of the area of interest is generated from an image sequence and segmented in plane surfaces within a multi resolution RANSAC search, which returns location and orientation of each plane. To avoid measuring ground control points, the camera may be interfaced to a GPS receiver. Multiple overlapping and convergent images are captured to achieve good accuracy over the whole network, minimize occlusions and avoid poor object-camera relative geometry. The method is applied to the rock face of Corma di Machaby (Italy): the results are compared to those of a traditional survey with compass and to those of a laser scanner survey.
INTRODUCTION

The stability analysis of a rock mass
Rock avalanches, usually involving large volumes of debris and reaching high propagation speeds, are very dangerous and devastating events, fortunately seldom occurring. Their likelihood can be inferred by a stability analysis of the rock slope. Rock stability is strongly conditioned by rock mass geo structure and by the distribution, within the rock mass, of discontinuities. Discontinuities define surfaces of weakness within the rock from a micro scale (small systems of cracks, joints of poor mechanical characteristics, etc.) up to a macro scale (systems of fractures, small and large faults). Careful examination of the rock surface can retrieve the main families of discontinuities, which show up at the rock surface as smooth and often plane surfaces as well as cracks. With enough data collected on the distribution of the discontinuities orientation and their spacing all over the rock surface, their pattern can be extended into the rock mass volume, therefore characterizing the rock geo-structure. This is achieved in a deterministic way on the basis of the detected planes at the rock surface and based on a statistical analysis and prediction where the rock mass is hidden: the distribution of the geometric parameters of systems of fractures may be modeled with probability functions, dependent on a few parameters, allowing to predict how the fracture system propagates within the rock mass. A spatial analysis of the distribution of discontinuities and the * rroncell@nemo.unipr.it; phone: +39 -521 -905934; fax: +39 -521 -905924.
clustering of those with similar parameters allow to single out families, i.e. systems of fractures. With knowledge of the mechanical characteristics of the rocks and proper modeling of the interaction among blocks, the level of risk that a rock avalanche might occur can be assessed. The data to be retrieved for the stability analysis are the position, orientation, size and spacing of the discontinuities. The orientation of a discontinuity is given by two angles, known as dip and dip direction. Dip is defined as the between an horizontal plane and the discontinuity plane; dip direction is the azimuth (the clockwise angle with respect to the North) of the projection of the gradient vector of the discontinuity plane on the horizontal plane (see Figure 1 ).
Current surveying techniques and their drawbacks
With improved mathematical modeling techniques and with the increasing number of sites where the risk should be assessed (think for instance of mountain roads and villages, skiing facilities, old and active quarries, etc.), the demand for fast and effective techniques for data acquisition is mounting, to enable the application of the statistical methods in the stability analysis. Currently, the determination of the discontinuities parameters is typically carried out by a preliminary topographic survey of the site; this can be as simple as a sketch of the front view of the wall combined with a large scale map if available or as detailed as an "ad hoc" aerial or terrestrial photogrammetric survey. The proper geological survey is executed with compass and meter at the nodes of a grid (along scan lines), measuring dip and dip direction and recording the location of each point. There are obvious limitations to and disadvantages of this kind of surveys. Due to safety reasons and rock face accessibility the on-site survey must be performed by a professional climber, who descend along a rope and measures the locations on the rock façade under the supervision of a geologist. This is expensive, often cumbersome, unfeasible for overhanging rocks, and restricted to a limited number of points, usually along vertical alignments; this prevents most of the time the use of statistical methods in the stability analysis.
Alternative surveying methods
Since the data we collect to classify the discontinuity are in fact geometric data (position and orientation) they can be derived as well by simple computations once the geometry of the discontinuity plane has been determined by any surveying technique. Let a sufficient number of suitably distributed points to be measured on the discontinuity plane and determined in a mapping frame (North, East, Elevation). The gravity centre of the points will give the location of the plane. After fitting by least squares a plane to the set of points, the coefficients of the plane equation will provide the components of the vector normal to the plane. With simple computations the dip and dip direction of the discontinuity plane can be recovered. By repeating this procedure for the discontinuities of a rock structure, a spatial data base can be populated containing the location and the orientation of the discontinuities. Spacing and densities of the discontinuities can also be evaluated by clustering planes with similar orientation and by analyzing their spatial distribution. For this approach to be advantageous with respect to the compass survey, any alternative method providing the 3D coordinates of points on the discontinuities must satisfy a number of conditions: − points should be measurable on every main or significant discontinuity in the rock face; − the accuracy of dip and dip direction computed from the plane fitting should at least match that of the compass; − automation of point measurement, identification of discontinuity planes and computation of the geo-structural parameters should be a priority, to contain the total survey time and increase efficiency; − the method should dispense with accessing the rock; − costs should be overall smaller than a comparable traditional survey. Photogrammetry and terrestrial laser scanning are today the two obvious competing techniques with the potential to address all the above listed requirements. A detailed analysis of pro and cons of both techniques is beyond the scope of this paper; some remarks can be made, though. Laser scanning may have problems when several scans are necessary and, because of the steepness of the terrain combined perhaps with trees close to the wall, stations must be set rather apart from each other and from the wall. In such cases guaranteeing sufficient resolution on the object, good registration of scans and coverage of all relevant viewing direction may be difficult, although hardware and software performance are improving by the day. Interpretation of the Digital Surface Model (DSM) acquired by the laser, to filter out vegetation, may be hard without co-registered images. Finally, laser scanners are very expensive compare to hardware and software for terrestrial photogrammetry. Photogrammetry is in principle more flexible, since image scale can be adapted to the need and viewing direction or big walls are not a problem, if an helicopter is available (laser scanning from helicopter need GPS and inertial system, and is therefore much more expensive than terrestrial systems). On the other hand, while photogrammetry must be at least stereo, laser does not and so is less prone to occlusions; shadows do not affect measurement accuracy nor do large perspective differences due to object curvature. In terms of total surveying time (acquisition, processing, editing and revision) laser should be faster than photogrammetry.
A PHOTOGRAMMETRIC PROCEDURE FOR THE MEASUREMENT OF DIP AND DIP DIRECTION
Setting up project goals
In cooperation with a group of geotechnicians from the University of Parma 1 and accounting for previous work on the subject by 2 , we have been examining advantages and disadvantages of the alternative surveying techniques described in the previous section. The final goal is to set up a system as much automated as possible, easy to use after some basic training also by people with limited knowledge in surveying techniques, possibly not too expensive in terms of hardware and software. The idea behind is to allow the technical staff of the authorities responsible for the safety of the potentially dangerous sites, mostly geologist with some basics in surveying (including GPS), to carry out the survey by themselves. Overall, the technical arguments for using laser scanning or photogrammetry look almost balanced, with the laser having perhaps the upper hand; in terms of costs, nevertheless, photogrammetry seemed to us the best deal in the project framework. The objective we set ourselves was to build a prototype system, very basic in terms of hardware requirements, made of an off-the-shelf digital camera with good resolution, a package of software programs and specific guidelines about image acquisition. The software has to provide and connect in a smooth workflow automated or semi-automated image orientation, DSM generation, DSM segmentation (to find the discontinuity's planes) and finally computation of dip and dip direction. Since the last two steps are actually independent of how the DSM is produced, the system will straightforwardly accommodate any change in the technology used for data acquisition.
Network design and control issues
There are a number of issues to tackle when designing the network geometry in this application: (1) avoiding occlusions and keeping shadows to a minimum, (2) ensuring good stereo or better multi-view coverage all over the site, (3) place the camera stations in such a way that family of discontinuities are not occluded or do not become sub-parallel to the viewing direction (they would be otherwise poorly determined), (4) working with large image scale variations. If the size of the area is large, avoiding block deformation may require some control information, either as ground control points or preferably as camera stations. While targeting would guarantee against identification errors, this would mean accessing the structure. A reflector-less theodolite and a digital camera with a zoom lens interfaced to a PC to quickly mark the collimated points proved a good solution. Ideally, as it will be demonstrated later, just a few points might be necessary, if the block is strong, to reference it in a mapping frame. Mounting the camera on a pole with a GPS antenna will enable a GPS-assisted Aerial Triangulation. For very large structures or in sites with difficult access, using an helicopter is probably the only sensible option, but requires careful planning of the flight to control and maintain overlaps; interfacing the camera with an on board GPS may help to control image acquisition, support image orientation and improve block strength. A completely autonomous solution would be using a portable camera integrated INS/GPS system 3 : this is very efficient with a good GPS constellation but the hardware is very expensive, so we decided not to consider this option. Even when the rock bottom is easy to reach, taking images from ground only (basically from a line or a plane) might not lead to a sufficiently strong block geometry. Moreover, some discontinuities might be poorly determinable because of the unfavorable viewing direction. Finally, any preliminary simulation of the block geometry, unless a reasonably accurate object shape model is available, is bound to provide unreliable results. Drawing guidelines for image acquisition therefore may not be a simple task and we will soon embarked in the survey of a series of sites to gather experience under different conditions.
The workflow from image acquisition to dip and dip direction computation
As far as restitution is concerned, the use of manual methods (i.e. the selection of the significant planes by an operator expert in rock mechanics and the manual measurements being performed by a photogrammetrist) would lead to the best productivity results, but this may be expensive and very time consuming. As mentioned above, an alternative, which we are going to test extensively, is using automatic image correlation methods to get a large number of points and then identify planes in the recovered point cloud; restricting the image area under processing and using algorithms to extract subsets of points fitting to planes (e.g. RANSAC 4 ), this should allow a similar performance at an overall lower cost.
The test site of Corma di Machaby
To verify the suitability of photogrammetry to this specific application, a test site has been selected near the village of Arnad in lower Val d'Aosta (Italy) on the South West face of Corma di Machaby a large gneiss structure about 1000 m wide and 400 m high. The site is characterized by a rock section stretching for about 150 meters in width and 90 meters in height (Figure 3 ): the rock face shows sub-vertical pillar-shaped structures, separated one from the other by narrow channels connected to structural elements. A traditional survey with geological compass on 190 points has provided the reference data. Two main discontinuity families, with different dip direction values (about 40°-220° and 120°-300°) and with an average inclination between 70° and 90° were identified. The general geo-structural characteristics of the rock discontinuities have often extremely variable characteristics considering both spacing and orientation, even within the same family. A set of 37 ground control points have been determined by a reflector-less theodolite on the rock face. Images have been acquired with a Nikon D100 (3000*2000 pixels, pixel size = 7.8 µm) with a 18 mm lens in various stages. About 40 images have been taken from an helicopter flying at two different altitudes (at about 40 m and at about 80 m above ground at an average distance of 60 m). Images have also been taken from ground along lines more or less parallel to the rock face, either in normal stereo mode (baseline about 10 m) as well as convergent towards the central pillar of the test site; distances from camera to the nearest object varies from 30 to 40 m; object depth in viewing direction is about 20-25 m. Finally, a sequence of images with small baseline has been taken along a line slowly drifting away from the wall. The results and the methods described in the next sections refer to this data set only. 
Early results with ground control and stereo pairs
To study the feasibility of photogrammetry for measurement of dip and dip direction and get hints on how to proceed in the segmentation of the DSM, we applied "manually" the procedure outlined in the previous paragraph. A stereo model was selected and registered with relative and absolute orientation, using manual measurements and the surveyed ground control points. With the supervision of a geotechnician, discontinuities were selected and points measured manually to define the planes. In a second stage, points were generated by image correlation and extracted from the DSM by contouring the discontinuity border on the images. Two different people, both with little training, performed the measurements in several stereo models. It turned out that they had difficulties in selecting homologous points (sometimes even with GCP, although they were marked on large-scale images). Indeed, the perspective differences, the difference in reflectivity of the rock at different angles and even shadow changes do make a difficult task to select good points. Most natural features (such as small cracks crossing each other) are very good from some standpoint, very poor from others. This encouraged to pursue an as-much-as-possible automated solution (although we had to expect problems also with correlation algorithms) hoping to make up for errors by increasing the density of points. The first trials, using the photogrammetric software Virtuozo, demonstrated that there was indeed a potential for good results but that a multi-view matching might be a better approach: again, under the supervision of a geotechnician, discontinuities were selected and points extracted from the Least Squares Matching-generated DSM to define the planes. Fitting a plane to the point cloud of each discontinuity by RANSAC, followed by a l.s. estimation with all inliers provided dip and dip direction angles in good agreement with the results of the geo-structural reference survey: the only missing family was in a direction almost hidden from the view angle of the stereo pair.
AUTOMATIC ORIENTATION OF THE IMAGE SEQUENCE
Being our objective the automatic orientation of the image block, a technique had to be selected. Based on our previous experience with Automatic Aerial Triangulation (AAT) we decided that, without a priori information, there was little chance to get the method working on this kind of environment. Therefore, we opted for methods and algorithms to recover structure and motion (S&M) from an image sequence, exploiting the geometric relationships between the images of a sequence and their similarity. Coupled with robust algorithms (MLS, RANSAC,…) dealing with a great percentage of outliers in a data set and with reliable correlation procedures, we hoped to get at least a very robust initial 3D model. Since common S&M algorithms require that the images of the sequence do not differ too much (short baseline) in order to achieve a good match of feature correspondences, a key element is the ability to trace many points over many images, to allow a good relative geometry among cameras and objects. These requirements might not match the ideal geometry of the camera stations and viewing directions we look for, so there might be need for orientation of images not included in the sequence smooth flow. Still, most of the job may be completed with this technique. Developing our system for S&M recovery, we largely relied on the techniques presented in 5 .
Feature extraction and putative correspondences evaluation.
The first step in our workflow is the extraction of interest points from the sequence, using the Harris operator 6 . We try to force a uniform distribution of the extracted point on the image frame, dividing the image frame in tiles. To compute a preliminary geometry of the cameras, we need a list of potential matches for points between image pairs of the sequence. This correspondence is established based on a disparity threshold and on the similarity of the g.v. in the neighborhood. The developed algorithm uses an approach based on SVD match 7 which guarantees a good global mapping using three local criteria pointed out in 8 and in 9 . The method merges two weight matrices, the first measuring the similarity of the g.v. and the other the mutual disparity between any possible pair of points. Using algebraic decomposition, the most probable matches are selected. On average, 65% of the matches turned out to be correctly judged. Therefore, the data set is still affected by a large amount of outliers.
Outlier detection.
To achieve an error free set of correspondences in the image pair we filter the data set taking into account that points must satisfy some geometric constraints due to the cameras' relative positions. First we estimate the epipolar geometry with a robust algorithm 4 , reducing the computing time with an adaptive algorithm (as suggested in 5 ) that starts assuming 99% of data to be outliers and then updates that value along the iterations, based on the size of the consensus set. When a first camera geometry has been established we then try to find some more correspondences through a guided matching (again by cross correlation); the final estimate for the fundamental matrix derive from a least squares solution over all matches. Since the epipolar constraint cannot filter out all false matches, we proceed with a robust estimation of the trifocal tensor 10 for triplets of consecutive images. The tests we carried out and the results published in literature assure that a 99% probability of success in outlier elimination is reached.
Metric reconstruction and bundle adjustment.
With a hopefully clean set of image points correspondences, we recover the structure and motion of the sequence through a self-calibration approach 11 . Besides, since in our application we use calibrated cameras, we estimate the metric frame of the reconstruction directly through the essential matrix: the calibrated approach gives more reliable results (mainly in error estimation) even if it yields larger residuals. Once the metric reconstruction of the sequence has been achieved, a bundle adjustment of all the observations leads to an optimal estimation of all the S&M (in terms of minimization of a geometric cost function). In order to limit error propagation and the probability of finding local minima during bundle adjustment, we use a hierarchical approach, computing an initial estimate of the ground point coordinates and of the exterior orientation parameters of the cameras. The whole sequence is divided in shorter sub-sequences and the set of points is found which was traced in every image of the sequence. The optimal number of sub-sequences may depend on the problem at hand: our goal is to ensure that the relative geometry of the cameras along the sequence changes enough to allow a better intersection of the homologous rays. In each sub-sequence the trifocal geometry among the first, last and middle frame is computed, with the rationale that these three images should have the best relative geometry. A metric reconstruction is performed through the essential matrix, yielding by triangulation the coordinates of the common set of points. Based on that, the exterior orientation parameters of the intermediate frames and the approximate coordinates of the remaining points along the sequence are computed by alternating resection and intersection with a linear algorithm and the unit quaternion as in 12 and 13 . Optionally, a l.s. bundle block adjustment with data snooping might be executed to improve the orientation parameters and discard remaining outliers. Finally, all sub-sequences are joined together using the points of the last image of the subsequence, which is also the first of the next sub-sequence. This propagates also the scale of the metric reconstruction along the whole sequence. Once the sequence is completed, a final l.s. bundle block adjustment with data snooping is performed using all images and including all available information on the object reference system. As mentioned above, the number of images in the sub-sequences may vary depending on the scene characteristics and on the camera motion: for a hand-held camera pointing towards a distant subject we found that 15-20 was a good compromise. Although cutting the sequence in sections complicates a bit the processing (you need to put them together afterwards), we believe this is a price worth paying for faster convergence and increased stability of the solution.
Georeferentiation of the sequence and scale factor estimation
Until now we only used information in metric image space, so the scene and motion reconstruction is correct up to a similarity transformation. To compute and represent the geo-structural parameters, the DSM must be referenced in a mapping frame: to this aim we may either use ground control points on the rock façade or the camera's stations. improving in the meantime the accuracy of the orientation parameters (if the GCP number is sufficiently large). Another way to correctly scale and orient the DSM is based on the use of GPS assisted block adjustment, as outlined in section 2.2. We are currently investigating the requirements for block configuration, from ground as well as from helicopter.
Results of the sequence orientation.
The test sequence at Machaby (see figure 4 ) was taken with a Nikon D100 with a 18 mm lens (equivalent to 27 mm on a 24*36 mm format) focusing towards the centre of the main pillar of the rock façade. It is composed of 17 images, with mean distance between camera centre and nearest rock element of about 60 m. The baseline between two consecutive images is approximately 3-5 m and the distance between the first and last station of the sequence is about 65 m. The camera attitudes change smoothly along the sequence. Ground resolution of the images is approximately 3 cm. As underlined in section 1, this was just a first attempt to use the image sequence approach, therefore no optimization of the sequence parameters has been performed. (see figure 6 ) .
To limit computing time, only 800 interest points were taken from each image. Overall, 650 ground point has been extracted with a total of 3500 image points (more than 5 rays per point on average). The RMS of the reprojection error turned out to be 0.37 pixel, which is a good results for the Harris operator (image coordinates were not refined by a LSM). Orientation in mapping frame has been performed using 3 ground control points; accuracy of the structure and motion reconstruction was checked at the available ground control points. As table 1 points out, the RMS error is approximately 6 cm along X direction and 8-9 cm along Y and Z direction. Table 1 . Statistics of the differences at the check points for the oriented sequence
DSM GENERATION -DENSE MATCHING
In order to produce a dense and robust set of corresponding image points, an automated matching process is used 14 . It establishes correspondences between three images starting from some seed points and it is based on the adaptive least squares correlation method 15 . The central image is used as template and the other two (left and right) are used as search images. The patches in the search image are modified by an affine transformation (translation, rotation, shearing and scaling) to find the correct position of the matched point. The algorithm matches corresponding points in the neighborhood of a selected point in the search image (approximation point) by minimizing the sum of the squares differences of the gray value between the two image patches. Taking the seed points from the list of tie points determined by the orientation process and measured on the three images, the matching process automatically determines a dense set of correspondences in the triplet.. The matcher searches the corresponding points in the two search images independently; at the end of the process, the data sets are merged to become triplets of matched points.
To evaluate the quality of the result, different indicators are used: a posteriori standard deviation of the least squares adjustment, standard deviation of the shift in x and y directions and displacement from the start position in x and y direction. Thresholds for these values are defined according to the different cases, based on the level of texture in the images and on the type of template. In our application, two triplets of images are used and approximately 149100 and 151940 points were respectively extracted. Afterwards the three-dimensional coordinates of the matched points are computed by forward intersection, using the results of the orientation process. Finally the two points clouds estimated are joined together using a commercial software and eventually a meshing procedure takes place. 
FILTERING GEOMETRY AND GEOSTRUCTURAL ANALYSIS
Once the DSM has been generated, we have to extract from it planar surfaces, classifying each in terms of goodness of fit (mean square error), cardinality, location of the gravity centre and fianlly dip and dip direction. From previous experiences with segmentation of LIDAR data, RANSAC algorithm was used. The idea is simply to set up an iterative process where, at each iteration, the inliers of the best plane are removed from the data. Once no more significant planes can be found (for instance, because they contain only a few points, possibly rather apart from each other), the iterations stop. Due to the amount of points, which may be in the order of several hundred thousand or even millions, feeding all points to the algorithm would be computationally unfeasible. For these reasons, a multi-resolution scheme was developed, where first a multi-resolution pyramid is generated, then each level is processed and its results transferred to the next. From each point cloud the levels of the pyramid are filled; at each level, from bottom to top, the terrain surface is simplified reducing the number of points (and therefore smoothing it). This is done with a voxel approach, enclosing the point cloud in a box. The pyramid generation starts from the bottom level, where the cells have the smallest size: the points falling in each cell (we choose the cell size to get 4-5 pts/cell on average) are substituted for by their gravity center. From one level to the next, 8 cells of the higher level are grouped into a new cell; the point associated to the cell is gravity center of the 8 parent cells. This leads to a reduction factor of 4 at each level, so the problem becames computationally feasible rather soon. Because of the way the 8 cells are grouped the smoothing is isotropic; as shown by Fig. 6 , the average distance of the gravity centres from the original surface at each level stays almost unchanged (7-8 cm) with a standard deviation of 12-15 cm. Fig. 6 . Dense matching procedure and geometry verification: seeds points selected and motion reconstruction (upper left image) see previous section; DSM generated from the image sequence: the holes in the model are due to critical matching conditions or too high matched point distances (upper right image); photogrammetric registered to laser scanner DSM (bottom image): the mean distance between the two models is less than 6 cm.
From each point cloud the levels of the pyramid are filled; at each level, from bottom to top, the terrain surface is simplified reducing the number of points (and therefore smoothing it). This is done with a voxel approach, enclosing the point cloud in a box. The pyramid generation starts from the bottom level, where the cells have the smallest size: the points falling in each cell (we choose the cell size to get 4-5 pts/cell on average) are substituted for by their gravity center. From one level to the next, 8 cells of the higher level are grouped into a new cell; the point associated to the cell is gravity center of the 8 parent cells. This leads to a reduction factor of 4 at each level, so the problem becames computationally feasible rather soon. Because of the way the 8 cells are grouped the smoothing is isotropic; as shown by Fig. 7 , the average distance of the gravity centres from the original surface at each level stays almost unchanged (7-8 cm) with a standard deviation of 12-15 cm. Fig. 7 . Generation of the voxel and aggregation procedure.
From the top to the bottom of the pyramid, in each level the plane surfaces are identified by RANSAC (see Fig. 8 ). In the current implementation, once the randomly selected plane with the best consensus is found, the equation of the plane is estimated by l.s. and a new set of inliers is computed. Since new observations (new points) might have been added to the system, the estimation proceeds iteratively, until no new points get in. This has proved to yield stable solutions, leading to the identification of the same planes independently of the initial seed points. For each plane, only the cells with inliers are linked to their parent cells and fed to RANSAC at the next processing level, to allow splitting in several planes while keeping the number of points manageable. The threshold for the acceptance of inliers is therefore made smaller at each level, from top to bottom. The described approach works well if the distance threshold is complemented by other conditions, otherwise, especially at the pyramid top where the threshold is large, RANSAC may select planes cutting through the surface and still find large consensus (see Fig. 9 ). Different criteria are currently under development in the algorithm: connectivity: with a sort of region growing from a seed point, a subset is created where every point must be closer than a threshold to its nearest neighbour in the set; this should prevent points on rock structures far apart from each other to be joined in the same plane; convexity: when the convex hull area differs significantly from that of the inliers footprint, the inliers region has too many holes or branches, i.e. it is likely a cutting plane rather than a tangent plane; shape: if the ratio between the principal moments of inertia is larger than a threshold, the inliers region shape is too elongated. . Fig. 9 . The planes selected at the top of the pyramid.
As shown by Fig. 9 , the problem is not yet solved: actually, only connectivity is curently fully implemented. Even when the other two criteria will be inserted, the choice of the necessary thresholds may not be simple. Once an inliers region is divided, in the current implementation the points out of the main set are discarded from further processing: we will obviously have to take care of them, since rejection may lead to underestimate some discontinuity direction.
CONCLUSIONS AND PERSPECTIVES
An highly automated image-based photogrammetric technique to derive accurate DSM of rock faces has been discussed. The main tasks (image orientation and DSM generation) have been successfully completed on an image sequence of the test site of Machaby. Although this is encouraging, the variety of cases where the technique is supposed to be applied suggests that many other tests are necessary before the project goal gets really close. For instance, if dispensing with ground control points is a priority, when the rock face is very large and demands several strips, a GPS-supported bundle adjustment might be the only workable solution to preserve accuracy. At the same time, it is clear that significantly different viewing directions are necessary to capture the orientation of the discontinuities (this applies to laser scanning as well). This might mean using an helicopter most of the time, so reducing the cost effectiveness of the approach. As far as the automatic segmentation of the DSM in planes is concerned, it has been shown that several improvements on checking the acceptability of the planes chosen by RANSAC are still necessary. Some solutions have been proposed and will soon be implemented. Results from the manual measurements show that the necessary information about dip and dip direction can be derived from the DSM, so we are confident to succeed.
