Bayesian multiple-regression methods incorporating different mixture priors for marker effects are widely used in genomic prediction. Improvement in prediction accuracies from using those methods, such as BayesB, BayesC and BayesCπ, have been shown in single-trait analyses with both simulated data and real data. These methods have been extended to multi-trait analyses, but only under a specific limited circumstance that assumes a locus affects all the traits or none of them. In this paper, we develop and implement the most general multi-trait BayesCΠ and BayesB methods allowing a broader range of mixture priors. Further, we compare them to single-trait methods and the "restricted" multi-trait formulation using real data. In those data analyses, significant higher prediction accuracies were sometimes observed from these new broad-based multi-trait Bayesian multiple-regression methods. The software tool JWAS offers routines to perform the analyses.
where y i is a vector of phenotypes of t traits for individual i, µ is 48 a vector of overall means for t traits, m ij is the genotype covariate 49 cov α jk , α jk | σ kk = σ kk i f both α jk = 0 and α jk = 0 0 otherwise .
Employing the concept of data augmentation, the vector of 65 marker effects at a particular locus α j can be written as α j = D j β j , 66 where D j is a diagonal matrix with elements diag D j = δ j = 67 δ j1 , δ j2 , δ j3 . . . , where δ jk is an indicator variable indicating 68 whether the marker effect of locus j for trait k is zero or non-zero, 69 and β j follows a multivariate normal distribution with null mean with data augmentation is written as
In the most general case, any marker effect might be zero 75 for any possible combination of t traits resulting in 2 t possible 76 combinations of δ j . For example, in a t=2 trait model, there are 77 2 t = 4 combinations of δ j , namely δ 1 = (0, 0), δ 2 = (0, 1), δ 3 =
78
(1, 0), δ 4 = (1, 1). In the special case of this model described 79 by (Jia and Jannink 2012), only δ 1 = (0, 0) and δ 4 = (1, 1) 80 have non-zero probability. Suppose in general we use numerical 81 labels "1", "2",. . ., "l" for the 2 t possible outcomes for δ j , then 82 the prior for δ j is a categorical distribution 83 p δ j = "i" =Π 1 I δ j = "1" + Π 2 I δ j = "2" + ... + Π l I δ j = "l" , where Π i is the probability that the vector δ j = "i" and 84 ∑ l i=1 Π i = 1.
85
A Dirichlet distribution with all parameters equal to one, 86 i.e., a uniform distribution, can be used for the prior for Π = 87 (Π 1 , Π 2 , ..., Π l ). As shown below, a Gibbs sampler can be used 88 to draw samples for all the parameters in this model.
89
Gibbs sampler I for multi-trait BayesCΠ Suppose the prior for δ j is a categorical distribution whose support is for all 2 t possible outcomes of δ j . For convenience, from now on let "1" denote trait k and "2" the other t − 1 traits. In our sampling scheme, β j1 and δ j1 are sampled from their joint full conditional distributions, which can be written as the product of the full conditional distribution of β j1 given δ j1 and the marginal full conditional distribution of δ j1 . Let θ denote all other parameters except δ j1 and β j1 , then our sampling scheme can be written as
The full conditional distributions of β j1 , δ j1 , Π, G and R for 90 Gibbs sampler I, which were derived in the Appendix, are given 91 below.
92
The full conditional distributions of β j1 is
The marginal full conditional probability of δ j1 = 1 is
The full conditional distribution for Π can be written as
where n i is the number of markers with δ j = "i".
96
The full conditional distributions for R, the covariance 97 matrix for residuals, is an inverse Wishart distribution, 98 W −1 t (S e + e e, ν e + n), where e is the n × t matrix for residu-99 als with the ith row as e i . The full conditional distribution for G 100 , the covariance matrix for β j , is an inverse Wishart distribution,
103 Figure 1 Comparison of single-trait and multi-trait methods for Rust_bin and Rust_gall_vol traits.
The full conditional distribution of β j is
The marginal full conditional probability of δ j = "i" is
This Gibbs sampler can accommodate the restricted multi- (1) can also be used for the multi-trait BayesB method. The 127 differences in multi-trait BayesB method is that the prior for 128 β j is a multivariate normal distribution with null mean and 129 locus-specific covariance matrix G j . The locus-specific covari-130 ance matrix G j is a priori assumed to follow an inverse Wishart
The derivations of the full conditional distributions of pa- and genotypes on both traits remained.
149
Prediction accuracy was calculated as the correlation be- (1−π) ∑ 2p j (1−p j ) , where σ 2 g is the genetic variance, p j is the al-259 lele frequency for locus j and π is the probability that a marker 260 has a null effect. Following similar strategies, the marker effect 261 covariance matrix G in two-trait analyses can be obtained as
where Q =   Q 11 Q 12 Q 21 Q 22   is the genetic covariance matrix and 263 p (δ = (0, 1)), p (δ = (1, 0)), p (δ = (1, 1)) are the probability a 264 marker has null effects on the first trait but not the second trait, 265 on the second trait but not the first trait and on no traits. Thus 266 the probability that a marker has an effect on the first trait can 267 be obtained as p (δ = (1, 1)) + p (δ = (1, 0)), which is the de- can also be used for analyses with more than two traits. Note 
Single-site Gibbs sampler for multi-trait BayesCΠ

302
The full conditional distribution of β j1 can be written as
Note that when δ j1 = 0,
Thus when δ j1 = 0, the full conditional distribution of β j1 is
When δ j1 = 1, the full conditional distribution of β j1 becomes
The marginal full conditional distribution of δ j1 can be written as
The factor f y | δ j1 , θ can be written as
Note that ∑ i w i R −1 w i , r j2 β j2 , β j2 C j,22 β j2 are same when δ j1 = 0 or 1. Thus the ratio f (y|δj1=1,θ) f (y|δj1=0,θ) becomes
Thus the conditional probability of δ j1 = 1 is
where Π j0 = Pr δ j1 = 0, δ j2 |Π and Π j1 = Pr δ j1 = 1, δ j2 |Π .
312
The full conditional distribution for Π can be written as 313 f (Π|β, D, G, R, y 
Let θ denote all other parameters except β j and δ j , then our sampling scheme can be written as
The marginal full conditional distribution of δ j can be written as
Note that ∑ i w i R −1 w i is same for different δ j . Thus the marginal full conditional distribution of δ j can be written as
For convenience, from now on let "1" denote trait k and "2" the other traits. Thus, β j can be denoted as
The Gibbs sampler for β jk and δ jk is derived as below. In our sampling scheme, β j1 and δ j1 are sampled from their joint full conditional distributions, which can be written as the product of the full conditional distribution of β j1 given δ j1 and the marginal full conditional distribution of δ j . Let θ denote all other parameters except δ j1 and β j1 , then our sampling scheme can be written as
The full conditional distribution of β j can be written as
  multi-trait Bayesian methods with mixture priors Thus when δ j1 = 0, the full conditional distribution of β j1 is
When δ j1 = 1, the full conditional distribution of β j1 becomes f β j1 | δ j1 = 1, β −j1 , D −j1 , G j , G −j , R, y ∝ N C 1−1 j,11 r j1 − C 1 j,12 β j2 , C 1−1 j,11 .
∝ exp − 1 2 ∑ i w i R −1 w i − 2r j2 β j2 + β j2 C j,22 β j2 − r j1 − C j,12 β j2 2 C −1 j,11 × exp − 1 2 β j1 −β j1 2 C j,11 dβ j1 ∝ C j,11 − 1 2 exp − 1 2 ∑ i w i R −1 w i − 2r j2 β j2 + β j2 C j,22 β j2 − r j1 − C j,12 β j2 2 C −1 j,11 ∝ C j,11 − 1 2 exp − 1 2 ∑ i w i R −1 w i − 2r j2 β j2 + β j2 C j,22 β j2 −β j1 2 C j,11 .
Thus the conditional probability of δ j1 = 1 is 327    1 + f y | δ j1 = 0, θ f δ j1 = 0, δ j2 | Π 1 , Π 2... f y | δ j1 = 1, θ f δ j1 = 1, δ j2 | Π 1 , Π 2...
 
f β j , δ j | θ, y = f δ j | θ, y f β j | δ j , θ, y
