We model and analyze the process of passengers boarding an airplane. We show how the model yields closed-form expressions for the expected boarding time in many cases of interest. The computations reveal a clear link between the efficiency of various airline boarding policies and interior airplane design parameters such as distance between rows. Comparison of our results with previous work, based on discrete event simulations, shows a high degree of agreement. Our work thus provides an explanation and theoretical foundation for these previous results, while allowing greater flexibility in terms of exploring many parameter settings.
Introduction
The process of airplane boarding is experienced daily by millions of passengers worldwide. Airlines have adopted a variety of boarding strategies in the hope of reducing the gate turnaround time for airplanes. Significant reductions in gate delays would improve on the quality of life for long-suffering air travelers, and yield significant economic benefits from more efficient use of aircraft and airport infrastructure, see Van Landeghem and Beuselinck (2002) , Marelli et al. (1998) and Van den Briel et al. (2003) .
The most pervasive strategy currently employed links boarding time to seat assignment. In particular, airlines tend to board passengers from the back of the airplane first. Such "back-to-front" policies are implemented by announcements of the form "Passengers from rows 30 and above are now welcome to board the plane".
It is not clear a priori how to analyze such strategies or to determine which policies are most effective at minimizing the expected boarding time. Airplane boarding has been previously studied through discrete event simulations in Van Landeghem and Beuselinck (2002) , Marelli et al. (1998) and Ferrari and Nagel (2005) . In addition, Van den Briel et al. (2003) formulated a non-linear integer programming problem, related to airplane boarding time, to which they applied various heuristics in order to find efficient boarding policies. The policies were then tested using a discrete event simulation.
Somewhat surprisingly, these studies have found that back-to-front policies are not necessarily effective, and might even be detrimental when compared with a boarding process with no boarding policy at all. Van Landeghem and Beuselinck (2002) argue that back-to-front policies are ineffective because they cause local congestion in the airplane, but no explanation is given for the mechanism by which congestion effects boarding time.
These studies also show that outside/in boarding policies, in which window seat passengers board first, followed by middle and then aisle seat passengers, can improve boarding time. In such policies, and others suggested by the studies, passengers are divided into multiple classes or groups which are boarded in sequence.
The study by Marelli et al. (1998) of Boeing Corp. emphasizes the effect of airplane interior design on boarding time, again using discrete event simulation methods.
The results and observations of Marelli et al. (1998) , Van Landeghem and Beuselinck (2002) , Van den Briel et al. (2003) and Ferrari and Nagel (2005) are of considerable value and interest. However, they do not address the need for a unified, analytic approach which can lead to a deeper understanding of the boarding process. As an example of the limitations of previous methods, we note that the simulations in all studies were carried out with particular airplanes in mind. It is therefore important to know how the success of airline boarding policies is related, if at all, to airplane design parameters, such as distance between rows, if the results are to be extended to other airplanes. The model of Van den Briel et al. (2003) does not take such design parameters into account.
In addition, any new scenarios need to be tested from scratch and there is very little insight to be gained as to the underlying mechanisms of success for various strategies.
The purpose of this paper is to provide a natural framework for modeling analytically the airplane boarding process. Using this framework, we can offer some answers to the above problems.
In Section 2 we introduce a discrete random process which models airplane boarding. The input parameters of the process include distance between rows in the airplane, number of passengers per row, passenger aisle clearing time, airline boarding policy and a model for passenger reaction to the policy.
In Section 3 we show that the asymptotic behavior of the boarding process is captured by a 2-dimensional space-time structure, also known as a Lorentzian metric, on a domain in the unit square. The Lorentzian metric depends on the input parameters of the boarding process. (See Appendix B of the online material for a brief introduction to Lorentzian geometry.) It is worthwhile to note that Lorentzian geometry was invented and first used to mathematically describe relativity theory, and it seems that airplane boarding is the first process outside physics to be modeled by it.
Quantities which are important from an operational point of view are captured by the geometry of the corresponding space-time. As an example, the total boarding time is given by the length (proper time) of the longest geodesic.
Since the Lorentzian metric involves all the parameters of the airplane boarding problem, we can study the interactions between them and their mutual effect on boarding time, rather than considering them separately as in previous studies. In Section 4 we consider the effect of interior airplane design parameters, such as leg room and number of passengers per row, on boarding time. The same issue was studied experimentally in Marelli et al. (1998) . The parameters effect boarding time through a quantity which we denote by k. This parameter is proportional to the number of seats per row, and inversely proportional to the distance between successive rows (leg room). We obtain a formula for the effect of k on boarding time in the absence of an airline policy. This calculation also forms the basis for subsequent calculations of airplane boarding time in the presence of various airline boarding policies. We close the section with a brief discussion of fluctuations in boarding time, a topic which is closely related to random matrix theory.
In Section 5 we begin the analysis of boarding policies. Using the computations from Section 4, we show that the effectiveness of back-to-front boarding policies depends crucially on the value of the parameter k, thus providing an important and new link between airline boarding policies and airplane interior design. When the value of k is small, back-to-front boarding policies are useful, whereas when k is large the same policies cease to be effective and in fact become detrimental. When we consider realistic values of k, we see that standard back-to-front boarding policies (without classes) are not very effective. They would have been effective under conditions which resemble the first class compartment of an airplane or if passengers (carry-on luggage included) were very thin. Unfortunately, neither happens generically.
In Section 6 we extend our computations to multiple class policies. Multiple class policies with m classes (passenger groups) can indirectly reduce the effective value of the parameter k to k/m, thereby effecting the efficiency of back-to-front boarding policies. Stated otherwise, multiple class policies can create conditions which will make passengers in the travel compartment feel as though they were in the first class compartment while they are boarding the airplane.
In Section 7 we present results of boarding time calculations for many specific boarding policies which have been considered in the previous studies. A comparison of our calculations with the results of discrete event simulations from Van Landeghem and Beuselinck (2002) and Van den Briel et al. (2003) shows a rather remarkable degree of overall agreement on the relative merit of different policies. We believe that this serves to reinforce the conclusions of all studies. The results show that it is difficult to substantially improve upon random boarding with no policy without exerting a large degree of control over the boarding process. It seems unlikely that passengers will tolerate strict control boarding policies, even if these are easy to implement. Among policies which exert mild control over passengers, the best candidates for improving upon random boarding are policies combining outside/in boarding with a touch of back-to-front boarding.
Section 8 provides a brief summary and suggestions for future work.
2 The airplane boarding process
A combinatorial description of the boarding process
In this section we define a discrete process which models the airplane boarding process. We assume that passengers are assigned seats in the airplane in advance of the boarding process. Boarding is from the front of the plane, and the front row is row 1. The input data which determines an instance of the boarding process is composed of the following items.
• A sequence of passengers x 1 , . . . , x n , where x i denotes the i'th passenger in the boarding queue. Each passenger x i has a seat in an assigned row, denoted by r i = r(x i ).
• A width value w i = w(x i ), which measures the aisle space which a passenger occupies, baggage included.
• A delay value d i = d(x i ), which measures the amount of time it takes from the moment passenger x i has reached his designated row until he clears the aisle. This time includes getting organized, placing carry-on luggage and, possibly, passing by previously seated passengers from the same row on the way to the designated seat. The last operation usually requires the seated passengers to get up and sit back after the newly arrived passenger has taken his/her seat.
• A length parameter l j , representing the distance between row j and row j + 1.
Given the above input parameters, the boarding process is described as follows:
Passengers proceed along the aisle as far as they can, either reaching their assigned row, or lining up behind other passengers who are either getting organized during the delay period, or are themselves lined up behind other aisle blocking passengers. The location of row j along the aisle is
When passenger x i reaches his/her row, j = r i , he/she occupies aisle space from L j to L j + w i . Passengers arriving at time t i to their assigned row sit down and clear the aisle at time t i + d i . Once they clear the aisle, passengers who are behind them continue marching along the aisle as far as they can, and the process repeats.
We note the following feature of this process. If passenger x h has reached his/her row r h , and passengers x i 1 , . . . , x i k are lined up behind x h , waiting for him/her to clear the aisle so they can further advance towards their seats, then these passengers occupy all the aisle stretch between L r h and L r h − k j=1 w i j . Thus a passenger x m with m > i k cannot reach his/her row before x h clears the aisle if L rm + w m > L r i − k j=1 w i j . It follows that passengers can on occasion block passengers, who are assigned seats in rows behind them, by creating a line of aisle blocking passengers behind them. A concrete and detailed example of the boarding process is provided in Appendix A of the online material.
To better understand the boarding process, we define a natural partial order on passengers. A passenger A blocks another passenger B, and we denote A ≺ B, if B cannot reach his/her row before A clears the aisle, but can do so right after A clears the aisle. The relation as defined is not transitive. We take its transitive closure so as to make it a partial order.
We can translate this partial order relation into an acyclic directed graph in the standard way. The nodes of the graph are passengers. If x i ≺ x j , we place a directed edge from i to j and assign this edge a weight d i . The boarding time t i of a passenger is given by the maximal weight path terminating at i. One may compute t i via the PERT procedure.
When all delay times are equal and normalized to be 1, the boarding process coincides with a well-known "peeling" process, which can be traced to the work of G. Cantor on ordinal arithmetic. The process peels the partially ordered set by successively eliminating (in rounds) the minimal elements in the partial order. This process provides simultaneously a minimal decomposition of the poset into independent sets and the longest chain in the poset. The passengers who are seated at time t i = m are peeled in the m'th round. In the boarding process, each passenger who is not seated in the first round, can be assigned a pointer, which points to the last passenger who blocked his/her way to the assigned row. Following the trail of pointers starting from a passenger x i , we identify a longest chain in the partial order ending at passenger i. In particular, the number of rounds needed is the size of the longest chain in the partial order.
example: When w i = 0 for all i, the partial order condition becomes x i ≺ x j for i < j if and only if r j ≥ r i . Thus, chains correspond to weakly increasing subsequences in the sequence (r i ). The boarding process is then identified with a well studied process known as patience sorting, a card game process which optimally computes the longest increasing subsequence in a permutation. (See Aldous and Diaconis (1999) for further details on patience sorting.)
The random process setting
In this paper we want to explore the asymptotic behavior of the boarding process given some distributions on the input parameters. To this end, we consider the following distributions and functions, which provide a random process setting to the boarding process. For simplicity of presentation we assume implicitly that the distance between rows in the airplane and the number of passengers per row are both constant and that the airplane is full. We will show later on how these assumptions may be removed.
• We represent passengers by pairs (q, r) in the unit square [0, 1] 2 . As will be explained more fully later on, the passengers are sorted into rows by their r-coordinate. The q-coordinate represents the time at which the passenger decides to join the queue and hence determines his/her queue location.
• D is a delay distribution. The delay values d i will be sampled from the distribution D. In general, the delay distribution may depend on the position of the passenger in the queue, relative to other passengers from the same row. Passengers who board late are more likely to require other seated passengers (from the same row) to unseat themselves so they can reach their window or middle seats. We can model this phenomenon by considering a continuous family of delay distributions D(q, r). For ease of notation, we will suppress the possible dependence on (q, r) and simply write D.
• h -The number of passengers per row.
• l -Distance between rows (leg room).
• W -A width distribution. The values w i will be sampled from W .
• F -An airline boarding policy. We represent an airline boarding policy by a function F . F (r) indicates the first time at which passengers from row r are allowed to join the boarding queue. If passengers follow the boarding policy, their (q, r)-coordinates satisfy q ≥ F (r).
• Ω -A passenger's reaction model. We need to make an assumption as to the nature of the reaction of passengers to the airline policy. The reaction determines the effect of the boarding policy on the boarding process. For instance, in the extreme case in which passengers do not pay any attention to the airline's announcements, the boarding policy is irrelevant. In the other extreme, if passengers join the queue immediately after being allowed, the airline can fully control the queuing order. In this paper we will use the following parameterized reaction model:
-The attentive reaction model with parameter T . In this model, passengers join the queue at uniformly distributed times, within T time units of being allowed to board.
Sampling the random process
Given the parameters above, we sample an instance of the boarding problem as follows. We first combine the passenger reaction model Ω with the airline boarding policy F to produce a joint distribution p(q, r)dqdr on passengers' row number and queueing time.
Specifically, given the airline boarding policy F (r), and assuming the attentive reaction model with parameter T , the queue joining time q of a passenger with row indicator coordinate r satisfies F (r) ≤ q ≤ F (r) + T and is uniformly distributed within this range. The corresponding row/queue joint distribution is p(q, r) = 1/T in the range and 0 outside.
The distribution p(q, r)dqdr is sampled n times independently to produce passenger coordinates x i = (q i , r i ), i = 1, . . . , n, where we assume that passengers are indexed in increasing order of the q-coordinate, i.e., q 1 < q 2 < . . . < q n . To determine the rows r(x i ), the passengers are sorted by the value of r i in increasing order. The first h passengers are assigned to seats in row 1, the next h to seats in row 2 and so on. The width w i of each passenger is sampled independently from W and the delay is sampled from D (or, more generally, D(q, r)).
We are interested in studying the vector (t i ), where t i is the sitting time of passenger x i . In particular, are interested in the asymptotics of total boarding time max i t i .
Modeling the asymptotic behavior of airplane boarding with space-time
We will use space-time (Lorentzian) geometry to analyze the asymptotics of the airplane boarding process. For a very brief introduction to the basic notions of Lorentzian geometry, we refer the reader to Appendix B of the online material. A better source would be any textbook on gravitation or relativity.
We associate a Lorentzian metric on the unit square to the airplane boarding process with parameters D, h, l, W, F, Ω. For simplicity of exposition, we assume for the moment that D is a constant distribution.
First we produce from F and Ω a distribution p(q, r)dqdr as explained in Section 2.3. Let M denote the support of p(q, r), namely the closure of the set {(q, r) : p(q, r) > 0}. Put α(q, r) = 1 r p(q, z)dz and k = hE(W )/l, where E(W ) denotes the expectation of W . We define a Lorentzian metric on M by:
Equivalently, the length (proper time) element ds is given by:
Given a point x ∈ M , let the (proper time) level τ (x) of x be the supremum of the lengths of time-like curves in M ending at x. The diameter d(M ) of M is the supremum of all τ (x), x ∈ M . The level curve C τ is the set of all points of level τ . By definition, the level curves are space-like curves. The following result shows that important features of the asymptotic analysis of the airplane boarding process are captured by the geometry Of the Lorentzian space (M, g). In the result we use the phrase with high probability, or w.h.p, to refer to an event that occurs with probability approaching 1 as the number of passengers n tends to infinity.
Theorem 3.1 Consider the boarding process with parameters D, h, l, W, F, Ω, and let (M, g) be the space-time geometry associated with the process as determined above. Then:
In addition, any maximal size chain of blocking passengers, ending with passenger x i , is contained in an ε-neighborhood of a geodesic curve of length τ (x i ) ending at x i . In particular, the total boarding time is w.h.p asymptotically equal to
be the number of passengers x i which are seated at time
where l(C h ) denotes the length of the level curve C h computed with respect to −g.
We sketch the arguments leading to the construction of the metric and part (A) of the theorem, the part which will be used in the analysis made in the present paper. For simplicity, we assume that D = 1. Passengers in the boarding process are represented by points (q, r) ∈ M . Thus, in addition to the blocking partial order, they are also related by the causal (past-future) partial order induced from M . We would like to show that w.h.p these two partial orders asymptotically coincide. Let X = (q, r) and X = (q + dq, r + dr), dq > 0, represent passengers with nearby coordinates. X blocks X if dr > 0. However, as noted earlier, X may block X even when X sits behind him/her, namely dr < 0. Consider the time when passenger X arrives at his/her designated row. All passengers with row number indicators beyond r + dr, which are behind passenger X in the queue but in front of passenger X , will occupy aisle space between them. The number of such passengers is roughly N αdq. Each such passenger occupies w units of aisle space, where w is sampled from W , and hence on the average they occupy roughly E(W ) units of aisle space each, and altogether an aisle stretch of roughly (E(W )/l)αdqn rows. The row difference between X and X is roughly −(1/h)drn. Thus, passenger X is blocking passenger X , via the passengers between them, roughly when dr ≤ −αkdq. Upon inspection, we see that this is precisely the condition for (dr, dq) to be time-like. We see that the metric corresponding to a boarding scenario is designed in such a way that the relation of blocking between passengers and the relation of causality between space-time points asymptotically coincide. Consequently, we replace the blocking relation with the causal relation in M . Our assumption that D = 1 implies that the boarding time will roughly equal the length of the longest chain among the n space-time points with respect to the causal partial order. We claim that locally the length of the longest causal chain between two points X = (q, r) and X = (q + dq, r + dr) is roughly ds. To establish the claim, we note that locally the metric is nearly constant and points are nearly uniformly distributed. After the volume preserving coordinate change q = q and r = r + kαq, we may assume that the metric has the form ds 2 = 4p(q, r)dq dr . For this metric, the causal structure coincides with the notion of increasing subsequences. By a theorem of Vershik and Kerov (1977) , the longest chain among m uniformly distributed points in a rectangle with sides parallel to the axis is roughly 2 √ m. In our case m = p(q, r)dq(dr + kαdq) √ n, which establishes the claim. The local result can be integrated along a time-like curve to show that the longest chain clustered in a small neighborhood of the curve C is roughly l(C) √ n. Part (A) of the theorem follows by maximizing over all time-like curves.
Remark: When k = 0, part (A) is a restatement in terms of Lorentzian geometry of a theorem on increasing subsequences of Deuschel and Zeitouni (1995) . In fact, our approach to the theorem is based on their method. When we further assume that p(q, r) is uniform, part (B) restates a computation of Aldous and Diaconis (1999) , on pile sizes in patience sorting.
Variants
In the statement of the modeling theorem, we assumed that D, h, l are all constant. We also assumed implicitly that the airplane is full. While these assumptions will be fixed throughout the paper, we show how to adjust the metric so that part (A) of the theorem still holds more generally.
In an airplane, h and l may vary between different compartments. For instance, the first class compartment has more leg room and less passengers per row than the travel class compartment. As a result, in general we will have functions l = l(r) and h = h(r), where r in this case represents aisle length measured according to some normalized units. We normalize the function l so that 1 0 h(r) l(r) dr = 1. It can also happen that the airplane is not full, leading to an occupancy function 0 ≤ Γ(r) ≤ 1 which represents the occupancy percentage near row r. To accommodate varying leg room and passengers per row, we define the leg room rate λ(r) = 1/l(r). The row difference between aisle length positions r and r+dr will be given by λ(r)drn. Integrating, we obtain 1 0 λ(r)dr = 1/E(h). We may view h(r)λ(r)Γ(r) as measuring the density of passengers per unit aisle length. Consequently, we define the adjusted density function µ(q, r) = δp(q, r)h(r)λ(r)Γ(r)drdq, where δ is chosen so that µ(q, r)dqdr = 1. We assume that W is also measured with respect to the aisle length measure r, that is, n people will occupy roughly E(W ) units of aisle length. Put β(q, r) = 1 r µ(q, z)dz. Consider the metric given by
Then, part (A) of the theorem still holds. A more complicated problem arises if we wish to consider D as a delay distribution, rather than a constant. When D is a random variable, we obtain an asynchronous boarding process which does not have rounds. When k = 0 and p is uniform, this leads to the problem of finding the highest weight increasing subsequence in a random permutation, where the weights are distributed according to D. By a theorem of Hammersley (1972) , the highest weight increasing subsequence will have w.h.p a weight asymptotic to c D √ n, where c D is a constant depending on D. We can then apply the arguments of the theorem to retain part (A) with the metric
We note that, since the formula is local, it holds even when D depends (continuously) on q and r. Finally, if an airplane has more than one aisle, as most large airplanes do, then we assume that passengers are directed to the aisle closest to their seat. This procedure is usually performed in person by a flight attendant located at the entrance of the airplane. Assuming that passengers are directed to the correct aisle, the airplane boarding problem will decompose into several, single aisle boarding problems, which are run in parallel. The main term asymptotics of the boarding time calculations will not change. We note, however, that directing of the passengers into the correct aisle may become the bottleneck for boarding time. This issue needs to be examined in field trials.
4 The effect of airplane interior design on boarding time in the absence of a boarding policy
As a first application of the modeling theorem, we compute the effect of distance between rows (leg room) on boarding time. This problem was first considered via simulations in Marelli et al. (1998) . It will also serve as an example of a typical computation in the analysis of airplane boarding using Lorentzian geometry. Throughout the rest of the paper we will assume that D, h, l are all constant, and that the airplane is full. We choose the normalization D = 1/2, which eliminates the constant scaling prefactor 4D 2 from the metric. Furthermore, whenever analyzing the boarding problem with associated model M , we will consider the normalized boarding time d(M ) rather than the total expected boarding time for n passengers, given by d(M ) √ n. To eliminate the effects of an airline policy, we assume that there is no boarding policy, i.e., passengers join the line at times which are independent of their seat assignments. An equivalent statement is that we assume the policy to be given by the function F (r) = 0. According to this assumption, p(q, r)dqdr is a uniform distribution, regardless of the attentiveness parameter T .
Having fixed all other boarding parameters, we note that leg room l is inversely proportional to k = hE(W )/l, a parameter through which it effects the model M . We shall therefore analyze the dependence of boarding time on k. We will denote the associated model by M k . Following the modeling theorem, we need to compute d(M k ). Since p is uniform we have α = 1 − r, the squared length element thus being ds 2 = dqdr + k(1 − r)dq 2 . Note that this definition of the length element ds can be extended to the entire (q, r)-plane. Since passengers can block only other passengers joining the queue later, any time-like curve can be parameterized by q, i.e., r is a function of q. Passengers can only block passengers which join the queue later. Correspondingly, time-like curves can always be parameterized by the q coordinate leading to the form r(q), 0 ≤ q ≤ 1. The length of r(q), which is obtained by integrating the length element ds along the curve, may be written more explicitly for M k as L(r) = 2 1 0 r + k(1 − r)dq. Any point in M k can be reached via a time-like curve from (0, 0), and the point (1, 1) can be reached via a time-like curve from any other point. We conclude that the longest time-like curve starts at (0, 0) and ends at (1, 1). This observation provides the boundary conditions for the variational problem of maximizing L(r). Since the functional L(r) does not depend explicitly on q, the Euler-Lagrange equation degenerates to the Beltrami equation
The general solution of the equation is r = c 1 e 2kq + c 2 e kq + 1.
After placing the boundary conditions, we obtain the solution:
The solution remains within the unit square for 0 ≤ q ≤ 1 when k ≤ ln 2. Applying the functional to the solution, we obtain
When k > ln 2, the solution is not contained in the unit square anymore. By comparing curve lengths in M k and the unit square equipped with the constant metric ds 2 = (dqdr + kdq 2 ), we observe that the longest curve in M k between the point (0, 0) and (0, q 0 ), where 0 < q 0 ≤ 1, is given by the q-axis segment between them. In addition, basic differential geometric considerations tell us that the maximal length curve, which is a geodesic, has to be differentiable. We conclude that the longest curve will consist of a segment of the form [0, q 0 ] on the q-axis, followed by a geodesic between the points (0, q 0 ) and (1, 1), whose derivative, when r is considered as a function of q, vanishes at q 0 . We solve the Beltrami equation with boundary conditions r(q 0 ) = 0 and r(1) = 1, requiring in addition that r (q 0 ) = 0, which leads to q 0 = k−ln 2 k . Plugging the resulting curve into the functional leads to The longest geodesics for k > 0 are curved. This, however, is somewhat misleading. The phenomenon is similar to drawing the line y = x in a coordinate system u = x and v = e y . It can be shown that the metric ds 2 = dqdr + k(1 − y)dq 2 is in fact flat. This means that there is a nonlinear coordinate transformation x = u(q, r), y = v(q, r), which converts this metric into the trivial metric ds = dxdy. In the new (x, y) coordinate system all geodesics are straight lines, but for k > 0 the image of the unit (q, r) square, in the new coordinate system is not convex. Depending on boarding policies and reaction models, the space-time models associated with airplane boarding may be non-flat (curved). However, the policies which are considered in the present paper, which are the most naturally occurring ones, do not lead to such complications.
In Figure 2 we show how boarding time depends on leg room, counted in units of average passenger width E(W ). We assume in the figure 6 passengers per row. 
Fluctuations of boarding time
We briefly discuss the fluctuations in boarding time. Since we want to use the computed boarding time d(M k ) √ n for our calculations, it is important to know that the actual boarding times for modest values of n, say between 100 and 200, are not too far off this estimate. The fluctuations in the boarding time of n passengers about the asymptotic value of d(M k ) √ n are known in a very precise manner for k = 0, due to deep results of Baik et al. (1999) .
As noted previously in the Example of section 2.1, when k = 0, boarding time coincides with the longest increasing subsequence in a permutation. If, in addition, the density p(q, r) is uniform, the permutation is also uniform. Baik et al. (1999) proved that in this case the difference between boarding time and the asymptotic approximation has order of magnitude n 1/6 , which is a sub-Gaussian error term. In fact, they determined precisely the distribution G(t) = Prob (
,, where L n denotes the random variable
given by the boarding time of n passengers. They showed that, after proper scaling, it coincides precisely with the fluctuations of the largest eigenvalue of a random n × n Hermitian matrix, a distribution which was previously introduced in Tracy and Widom (1994) . The Tracy-Widom distribution has a negative expectation, and thus the average boarding time is a bit smaller than the asymptotic approximation. When k > 0 we are faced with the problem that the blocking relation in the airplane boarding problem does not coincide precisely with the causal relation of the corresponding space time. In addition, the analysis of the fluctuations for maximal chains in the causal relation also becomes more involved. Still, heuristic arguments strongly suggest that the fluctuations should have order of magnitude n 1/6 and negative expectation in this case as well. Both of these properties have been observed in experiments which we have conducted for k > 0 and even k > ln(2). We conclude that the fluctuations are rather small and that our computed estimates for the longest blocking sequence tend to be pessimistic.
Analysis of airplane boarding policies
In this section we analyze airline boarding policies. We begin by introducing some common types of policies.
Definition: A policy is a back-to-front policy if F (r) is a non-increasing function, i.e., F (r 1 ) ≤ F (r 2 ) for r 1 ≥ r 2 .
Definition: A back-to-front boarding policy is an announcement policy if the corresponding function F is a step function. Let F be given given by F (r) = q i for r i ≥ r ≥ r i+1 , where 0 = q 1 < q 2 < . . . < q m < 1 and 1 = r 1 > r 2 > . . . > r m+1 = 0.
Such policies are implemented by announcements calling, at each time q i , for passengers from row r i+1 and above to board the airplane. This is the basic type of boarding policy employed by airlines. The number m is the number of groups in the policy. The i'th group of the policy consists of passengers with row indicators r, satisfying r i ≤ r ≤ r i+1 .
Consider a boarding announcement policy F . Once the attentiveness parameter T satisfies T ≤ min i (q i+1 − q i ), the boarding queue order consists of a random permutation of the passengers in the first group, followed by a random permutation of passengers from the second group, and so on. We conclude that, if T ≤ min i (q i+1 − q i ), then the boarding time is independent of T and the q i 's. When considering announcement policies, we shall always assume that this condition holds and hence that the announcement policy is specified only by the r i 's. An announcement policy is uniform if r i = 1 − i−1 m for some m. We denote this policy by F m .
Analysis of general announcement policies
We show that the relative effectiveness of announcement policies changes substantially between small and large values of k. In particular, when k = 0, the back-to-front property of the policy guarantees that passengers from different groups do not interact with each other during the boarding process. Consequently, the normalized boarding time is the maximum among boarding times in each individual group. The i'th group has r i − r i+1 passengers and hence its normalized boarding time is √ r i − r i+1 . The normalized boarding time is thus max i √ r i − r i+1 . We conclude that the policy with worst boarding time is the uniform policy F 1 . Among all policies with a fixed value of m, the uniform policy F m is the best. On the other hand, the following result shows that, as k becomes large, the uniform policy F 1 beats any other announcement policy, and among all policies with a fixed value of m, the uniform policy F m is the worst policy. In the following theorem we denote by d(F, k) the normalized boarding time of a policy F with parameter k.
Theorem 5.1 For any announcement policy F , given by r 1 , . . . , r m+1 with m > 1, there exists a value k F such that for
Proof: Let r min = min i r i − r i+1 and q min = min i q i+1 − q i . Let ∆ i = r i − r i+1 . A time-like curve in M F,k consists of a union of timelike curves U i in the rectangles R i , which describe the boarding process among passengers in rows r i+1 ≤ r ≤ r i , with the added condition that the endpoint of U i blocks the initial point of U i+1 . It is convenient to take R i to be the square given by r i ≤ r ≤ r i+1 , 1 − r i+1 ≤ q ≤ 1 − r i with constant probability distribution given by 1/∆ i . It is easy to show that this model provides results which are equivalent to those of d(M F,k ). By the computation of Section 4, applied to the n(r i − r i+1 ) passengers in the i'th group, we have that for any time-like curve U i of the model restricted to passengers in the i'th group l(
, where l denotes the length of the curve and o(1) denotes a function of k whose limit is 0. We conclude that the normalized boarding time satisfies
To obtain the lower bound we fix any u < 1. Consider the horizontal line segment U i,u , consisting of points of the form (r i , q), with 1 − r i+1 ≤ q ≤ 1 − (ur i + (1 − u)r i+1 ). Given u < 1, it is easy to verify that, if k > 1−r (1−u)r , then the endpoint of U i,u indeed blocks the initial point of U i+1,u . The length of U i,u is √ k √ ∆ i u. Since u can be taken to be arbitrarily close to 1 if k is large enough, we are done.
Uniform announcement policies
We turn to the analysis of uniform announcement policies, i.e., announcement policies with groups of equal size. We begin by analyzing the boarding time of F m as the number of groups becomes large. The following theorem shows that a phase transition occurs as k passes through the critical value k = 1.
We provide a very simple and elementary explanation for the theorem. Assume that the airline can place the passengers in the queue in a strictly decreasing order, so that the passengers from the last row are first, followed by passengers from the next to last row and so on. To further simplify the argument, we assume for simplicity that W is constant and that a passenger who sits in row j occupies aisle space between (j +1)l and (j +1)l−W rather than jl +W to jl, while being delayed. Stated otherwise, passengers clear as much aisle space behind them when preparing to sit down. Since k = W h/l, k is the total length of aisle space, measured in units of distance between rows, occupied by all passengers of a given row. If k < 1, then all passengers from the last row can stand in the aisle without interfering with the seating activity of passengers in the next to last row and so on. As a result, all passengers can march down the aisle and sit essentially simultaneously. If, on the other hand, k > 1, at least one passenger from the last row will have to sit down before any passenger from the next to last row can sit down. More generally, a passenger from row j will have to sit down before any passenger from row j − 1 can sit down. The result is a chain of blocking passengers of linear size. As the attentiveness of passengers increases (T → 0) the queue order resembles this scenario which represents the ultimate goal of backto-front boarding policies more closely. Since boarding time has the form d(M ) √ n, this limiting situation of linear boarding time corresponds to an infinite normalized boarding time.
We now present a general formula for d(m, k) when k ≥ 1. We consider F 2 as a representative example. Consider the space-time M 2,k which corresponds to the policy F 2 and parameter k. Let U be a maximal length geodesic in M 2,k . U is composed of U 1 , which is a geodesic in the range 1/2 ≤ r ≤ 1, which we denote by R 1 , and U 2 in the range 0 ≤ r ≤ 1/2, which we denote by R 2 . We notice that points in R 1 , lying along a nonperpendicular light-like curve, block the same set of points in R 2 . Since level curves are space-like, we conclude that the endpoint of U 1 lies on the bottom edge of R 1 , and thus U 1 is a horizontal curve. A simple calculation shows that, assuming k ≥ 1, in the optimal curve, U 1 consists of the points (1/2, q) with 0 ≤ q ≤ 1/2 − 1/(2k), while U 2 is the maximal length geodesic in R 2 as computed in Section 4. We obtain
). Comparing with the boarding time for the uniform policy
, we see that,
, which equals about 1.73, the policy F 1 is better than the policy F 2 . In general, one can show, using similar considerations, that
Multiclass policies
Following the results of the previous section, we see that it is important to decrease the effective value of the parameter k. This parameter is determined by the internal design of the airplane and average passenger width, both of which are difficult to control. Instead, it is easier for the airline to control α. If αk becomes small, then back-to-front policies become efficient again and can be employed successfully. By lowering the value of α we can achieve an effect which is equivalent to lowering the value of k. We can lower the value of kα by dividing passengers into different classes so that not all passengers from a contiguous set of rows are in the same class. Passengers from different classes are then allowed to board at different times. A back-tofront policy can be employed in each class separately. Such strategies have been examined in Van Landeghem and Beuselinck (2002) , Van den Briel et al. (2003) and Ferrai and Nagel (2005) . We first provide some examples of classes.
• Row classes: Let c be an integer. Consider the division of passengers into classes according to the value of r mod c. As an example, consider the case c = 3. We board first passengers from rows 3, 6, 9, . . ., followed by passengers from rows 1, 4, 7, . . ., and finally passengers from rows 2, 5, 8, . . .. Such a division effectively triples the distance between rows, while retaining the number of passengers per row and the width of passengers. We conclude that such a division effectively changes the value of k to k/3.
• Random classes: Passengers are divided randomly into c classes. For simplicity of analysis, we shall assume that each class contains n/c passengers. This division achieves asymptotically the same goal as the row classification, but in a less structured (rigid) manner.
• Seat type classes: Passengers may be classified according to seat type, instead of row type. We can group all window seat passengers in one class, middle seat passengers in a second class and aisle seat passengers in a third class. If we board each class type separately, the number of passengers per row is divided by 3, and thus k is effectively reduced to k/3. Again, once k/c is smaller than 1, such policies can be combined with back-to-front policies to reduce boarding time. Seat type classification has another feature which makes it more advantageous than row type classification. The delay distribution D is greatly reduced by allowing window passengers to board first, followed by middle seats, since passengers do not need to unseat other passengers which are already seated.
• Half row classes: These classes were introduced in Van Landeghem and Beuselinck (2002) . There are two classes, consisting of passengers on the right side of the aisle and those to the left of the aisle, respectively. Note that in this 2-class system, unlike the seat type classification system, the delay distribution remains uneffected.
We note that boarding time does not change if we merely employ classes (other than seat type). Instead we may employ a back-to-front policy within each class to try to reduce boarding time. As an example, we consider a row class policy with c = 2, combined with a back-to-front policy with m = 2 within each class. The analysis of row class strategies is carried out using our previous techniques. The longest geodesic is composed of longest geodesics in each class, subject to the condition that the endpoint of the geodesic in class i blocks the initial point of the geodesic in class i + 1. It is simpler to consider multiclass policies in coordinates 0 ≤ r ≤ 1 and 0 ≤ q ≤ c, where the passengers in the i'th class are modeled in the square S i consisting of the points with (i − 1) ≤ q ≤ i. It is easy to verify that, if m ≥ 2, then the condition that the initial point of the longest geodesic in S i+1 is blocked by the endpoint of the longest geodesic in S i , always holds. We let d(c, m, k) denote the normalized boarding time model of a multiclass policy with c (row) classes and the F m announcement policy within each class. In each square there are n/c points and the effective value of k is k/c. Since we have c squares, we obtain the following inductive relation of boarding time, for k ≥ c and m ≥ 2:
Comparison with previous work
In this section we compare our results and computations with simulation results reported in previous works on airplane boarding, namely, Van Landeghem and Beuselinck (2002) The design and input of the simulations were based on observations of passenger boarding and interviews with personnel at Brussels airport. Each experiment was performed 5 times, and the average and standard deviation are recorded on page 302 of loc. sit. and plotted on page 303. A detailed description of the boarding procedures which were simulated is given on pages 299-300. We shall refer to the simulations as the V-B simulations. The simulations take into account some observed delays which we have not modeled. Passengers in the V-B simulations travel along the aisle at finite speeds according to some distribution. In our combinatorial boarding model we assume that passengers travel at infinite speeds when unobstructed. The V-B simulations attach to each passenger between 1 and 3 carry-on items, to be stored in the overhead bin compartments. The simulation keeps track of the available bin space. Towards the end of the boarding process, passengers sometimes need to search a large number of bins before they find space for their luggage, causing further delay in aisle clearing time. Also, as noted earlier, late arriving passengers have to unseat other passengers in order to get to their assigned seat. Consequently, the delay becomes larger towards the end of the V-B simulation. The simulations also take into account the situation in which an occasional passenger sits in the wrong place. When the passenger whose assigned seat is taken arrives, the passenger who occupies the wrong seat gets up and moves to the correct place.
In the V-B simulations, the 132 passengers are divided into groups called in succession to join the queue, while the order within the group is random. In 18 of the experiments, the number of groups is very large and the boarding process becomes nearly deterministic, corresponding to various combinatorial instances of the boarding process, as discussed in Section 2.1. The fastest boarding methods according to the simulations belong to these tightly controlled boarding methods. The best method is the one calling window passengers from one side of the aisle first in descending order, followed by window passengers from the other side in descending order, and similarly for middle and then aisle passengers. The problem of families or other small parties of passengers traveling together being separated by such policies can be solved by allowing such parties to board together according to the minimal group number among participants. Van Landeghem and Beuselinck found this policy to be about 2.5 times faster than random boarding. This policy is also the fastest according to our combinatorial model, allowing passengers to board in 6 rounds, far better than the random policy. In fact, the relative ranking among these 18 policies nearly coincides with the total boarding time according to our corresponding combinatorial models. It is unlikely, though, that an airline can exert such detailed control on the order in which passengers board, and we do not know of any example in which such strict methods are practiced. Therefore, we will not analyze these policies in great detail.
The remaining 29 experiments (policies) concern classes defined by blocks of rows or blocks of half-rows, consisting of all passengers on one side of the aisle. We can compare the results of these experiments with the calculations we have performed. We omitted one policy which involves placing first-class passengers first, leaving us with 28 policies. We need some estimate of the parameter k. Given that there are 6 passengers per row, and assuming that the average width of a passenger is somewhere in the range of 0.5-0.75 of the distance between rows, we may estimate that a reasonable value of k would be in the range of 3 to 4.5. We performed a complete set of computations assuming the values k = 3.5 and k = 4. In terms of our terminology, Van Landeghem and Beuselinck simulated F 1 , F 2 , F 3 , F 4 , F 6 and F 10 . In addition, they simulated F 2,2 , F 2,3 , F 2,4 , F 2,6 and F 2,10 , using passengers on the right side of the aisle as the first class and passengers on the left side as the second class. The remaining 17 out of 28 simulations involved variants of the above 11 simulations, which we now describe. Consider a policy with c classes and m announcements per class. Label the group consisting of passengers of the j'th class and from rows (i − 1)/m ≤ r ≤ i/m with index i + jm. Let σ be a permutation of the elements 1, . . . , cm, which preserves the order of the classes. We denote by F c,m,σ the policy which calls passenger groups in the order given by σ. As an example, consider F 3,σ with σ = (3, 1, 2). This policy boards passengers from the back third of the airplane, followed by passengers from the front third, and finally passengers from the middle third. The ordering in each group is random. A list of the permutations that were used in the V-B simulations is given in Appendix D of the online material.
We consider F 1 to be the basic policy which will serve as a yardstick for measuring all other policies, and normalize its boarding time to be 1 (24.7 minutes according to loc. sit.). We compute for each policy the ratio of the boarding time of the policy to that of F 1 . The computations are done once for k = 3.5 and once for k = 4. The results are presented in Figure 3 . The numerical values of the results are tabulated in Appendix C of the online material.
We make the following observations and conclusions.
A) The computational results using the Lorentzian geometry approach and the results of the V-B simulations agree to a large extent. The corre-lation coefficient between the k = 3.5 computations and the V-B results is 0.915, while the correlation coefficient between the k = 4 computations and the V-B results is 0.94. There is also strong agreement with the V-B simulations on the ordering of policies according to boarding time. This resultwe believe -reinforces both approaches.
B) The main disagreement between results comes in cases where the number of classes is large. In experiment 12 with policy F 10 we are in a situation with k > 1 and m = 10. Each class in this case contains merely 13 passengers. By the results of Subsection 5.2 the boarding time of F m tends to infinity with m, resulting in an overestimate. In experiments 23, 25, 27, one is faced with a situation in which the corresponding permutations σ 12 , σ 14 and σ 15 are composed of 4 parts with a descent by two form, namely (for σ 15 ), a pattern of the form 20, 18, 16, 14, 12, followed by a similar pattern of the form 19, 17, 15, 13, 11 and a similar pair of patterns on 1, . . . , 10. Since the basic system is a two-class system, k is effectively reduced to k/2. Similarly, the descending jumps by 2, typical of these permutations, have the effect of converting the two-class system with k/2 as parameter into a four-class system with effective parameter k/4. In the cases we have dealt with k/4 ≤ 1, which means that, as m grows, boarding time tends to 0, leading to underestimation for small group sizes. To see this behavior more clearly, notice that experiments 18, 20, 23, 27 all have the basic descent by jumps of two pattern. Boarding time decreases between experiments 18, 20 and 23. In a larger airplane it would continue to decrease in experiment 27 as well, but the trend breaks due to small group size. In comparison, experiments 4, 6, 9, 13 also deal with permutations with a descending jump by two patterns. In this case, however, the jump by two descents effectively replace k by k/2. Since k/2 > 1, boarding time increases between these experiments as observed. The increase is overstated because of small group size. Note that in experiments 23, 25 and 27 the group sizes are in the 7-10 range, which is very small. As the number of passengers per aisle in the airplane grows, the corresponding policies should prove to be very effective. We conclude that for a small number of groups, 10 or less, there is good agreement between the two methods. C) According to our formulas, for fixed values of m and k ≥ c, d c,m is a decreasing function of c. In agreement with this statement, we observe that indeed the boarding times of F 2 , F 3 , F 4 , F 6 , F 10 are all greater than the corresponding boarding times of F 2,2 , F 2,3 , F 2,4 , F 2,6 , F 2,10 according to the V-B simulations. D) In some cases the V-B simulations distinguish between pairs of policies which our models cannot distinguish. In the pairs 15 and 16, 19 and 21, and 23 and 25, the groups of passengers consist of passengers from the same rows but from different sides of the aisle. Our models of airplane boarding cannot distinguish between seat assignments differing only by a symmetry with respect to the aisle, and hence the expected boarding time is the same for the pairs. In all three pairs, the V-B results show a difference. This difference is small for 19 and 21, as well as for 23 and 25, but for 15 and 16 the difference is larger, about 10 percent. The most natural explanation for the difference is simple statistical fluctuations of the average over the 5 trials of each experiment. The average of the experiments turns out to be in very good agreement with the analytical computations. In particular, for experiments 15 and 16 the average is 1.06, which lies between the analytical estimates of 1.04 and 1.07. Another possible explanation is the fact that the V-B simulations keep track of which overhead bins are available. If the simulations also assume that passengers who sit in a given side also try to place their luggage on that same side, then the symmetry is broken and the experiments can be distinguished, even though the differences should still be small. E) Given observation (C), it is natural to suggest the use of policies with c = 3, in particular F 3,2 , which divides passengers into 6 classes. By observation (A), we expect our predictions for this policy to be fairly good since m and the number of groups cm are small and k/c > 1. The expected boarding time is 0.91 when we assume k = 3.5, and 0.96 when we assume k = 4. It seems unlikely that passengers will tolerate a division into more than 6 groups, and within that range F 3,2 has the best predicted performance. We note that the expected gain over the uniform policy F 1 is rather negligible and is probably not worth the extra complication. We conclude, in agreement with the simulation results of V-B, that it is difficult to improve upon the uniform boarding policy, using policies which do not change the delay distribution D, without excessively burdening the passengers. F) We are left with the option of using seat type classes. Since D operates on the metric as a scaling parameter via the coefficient c D , seat type classification should uniformly improve any given policy. The policy F 3,1 with seat type classification, along with some variants, have been suggested by Van den Briel et al. (2003) . They consider a different measure for assessing airplane boarding policies. Essentially, they measure the total number of blocking incidents in the airplane rather than the longest sequence of blockings as in this paper. While the the two measures are different, they seem to be positively correlated. Their measure leads Van den Briel et al. to consider F 3,1 with seat type classification, a policy which they compare with F 2 , F 3 , F 4 and F 5 using simulations based, as in the V-B case, on observations of real instances of airplane boarding. As with the V-B simulations and our calculations, they find that boarding time for an F m policy increases with m. However, the reported rate of increase is very slow. They find a ratio of 1.03 between the boarding times of F 4 and F 2 , compared with 1.13 in the V-B simulations and 1.27 for the calculation with k = 3.5. In their simulations, F 3,1 with seat type classification proves to be a mere 4 percent better than F 2 .
Summary and future work
We have introduced a multi-parameter discrete random process, which captures the essential features of the airplane boarding process. We have shown that the asymptotic behavior of the random process can be captured by the geometry of a 2-dimensional space-time, which depends on the parameters of the process. In particular, the diameter of the space-time provides the expected boarding time for the process. The fluctuations in boarding are sub-Gaussian and are closely related to fluctuations of the maximal eigenvalue coming from random matrix theory. The theory allows us to compute closed-form solutions for the boarding time in many cases of interest. Com-parisons with various simulations, used to study airplane boarding, show that they make similar suggestions in terms of preferred boarding policies. Most of the differences pertain to the question of how much one policy is better than another. This issue should probably be settled by real field experiments rather than simulations. For an airplane with 6 passengers per row, the main candidates for a good boarding policy have been reduced to F 1 , the single class policy, F 3,1 with seat type classification for 3 group policies and F 3,2 with seat type classification for 6 group policies. It is possible, using the analytic model, to reevaluate the effect of policy changes when the distance between rows or the number of passengers per row/per aisle change. Upon adding passengers per row or squeezing the distance between rows, the boarding process becomes slower, and the F 1 policy more attractive.
The most immediate challenge in terms of the analysis of airplane boarding seems to be the analysis of policies in which seats are unassigned. It is suggested in Van Landeghem and Beuselinck that such policies should behave in a similar fashion to F 1 , but with somewhat worse results. Based on sporadic personal evidence, we believe that such policies may in fact prove to be more efficient. The basic difficulty is in establishing a reasonable passenger reaction model. This will require extensive field work and interviews with customers. One insight which may be gained from the present work is that the effective value of the parameter k controls to a large extent boarding time. We believe that passengers which are strangers will tend to space themselves along the airplane, thus effectively lowering the value of k. Other trends, such as a preference for front seats, have detrimental effects. However, until a more detailed study of passenger behavior is performed, we cannot provide a useful model for unassigned seating policies..
