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1 Network shape
1.1 Ellipse shape
Figure S1 shows the shape of the ellipsoidal polygon that links the samples (grey area). This shape depends
on two parameters: the ellipse's eccentricity (in ordinate) and the error circle radius (in abscissa). See also
Table 1 in Piry et al. (2016).
Figure S1: Ellipse shape according to parameter setting.
The two foci of each ellipse are distant of 10 km. The ﬁnal ellipsoidal polygon is the convex hull of the ellipse sensu stricto (in blue)
and the oval between the two error circles (in green).
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1.2 Network connections
Figure S2 illustrates the changes in the network shape according to the ﬁltering applied on between-sample
distances computed from the same set of geo-referenced samples (see min_distance and max_distance in Piry
et al. 2016, Table 1).
Figure S2: Network connections according to ﬁltering on between sample distances.
For the sake of visibility, straight lines are used rather than ellipses.
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2 Details on methods and results from simulated test datasets
2.1 Details on simulation of test datasets under spatial models
We used generation-by-generation coalescent algorithms (Hudson et al., 1990) to simulate 10 microsatellite
genotypes at migration-mutation-drift equilibrium for 200 diploid individuals, distributed on the nodes of a
20x10 lattice.
Mutations for each locus followed a symmetric generalized stepwise model with a variance equal to 0.36
(Estoup et al., 2001) and a maximum range of allelic states of 40. The mutation rate was ﬁxed so that
heterozygosity ranged from 0.6 to 0.8 (see Table S1 on page 6) as frequently observed at microsatellite
markers (Chapuis et al., 2012).
Four spatial models with diﬀerent sets of parameter values were analysed (25 simulation replicates for each
model):
Spatial test datasets 0 (Panmixia): One panmictic population without barrier to gene ﬂow.
We used Simcoal2 (Laval and Excoﬃer, 2004). This conﬁguration constituted a null model to verify
that MAPI did not detect false spatial structure.
Spatial test datasets 1 (IBD): One IBD population without barrier to gene ﬂow. We used the
software IBDsim v1.3 (Leblois et al., 2009) to simulate a continuous population of 200 individuals
under IBD. We considered a geometric dispersal distribution, with absorbing boundaries and a shape
parameter g set to: 0.25, 0.5, 0.675 and 0.75. The parameter controlling total dispersal rate was ﬁxed
to 1.
Spatial test datasets 2 (Barrier): Two panmictic populations separated by a barrier. We used
Simcoal2 (Laval and Excoﬃer, 2004) to generate two panmictic populations of equal eﬀective size
(Ne = 100) and exchanging Nem migrants (0.1, 1, 2.5, and 10) at each generation. The barrier to geneﬂow bisected the lattice from north to south in its center.
Spatial test datasets 3 (Barrier & IBD): Two IBD populations separated by a barrier. We used
IBDsim v2 (Leblois et al., 2009) to simulate two IBD (g=0.25, 0.5, 0.675 and 0.75) populations of equal
size (Ne = 100) and exchanging Nem migrants (0.1, 1, 2.5, and 10) at each generation. The barrier togene ﬂow bisected the lattice from north to south in its center.
We also investigated MAPI sensitivity to sampling eﬀort by:
1. randomly re-sampling 75 individuals out of the 200 simulated for each of the test datasets, which
provided a test for how MAPI deals with both random irregular sampling and small sample size;
2. simulating additional test datasets with 100 loci for a representative subset of spatial datasets under
both large regular and small irregular samplings (see Table 2 in Piry et al. (2016) to identify test
datasets). In this case, we studied the 25 replicates of the following datasets: strong to moderate IBD
(g = 0.250; g = 0.5), weak barrier to gene ﬂow (Nem = 2.5, Nem = 10) and moderate to weak IBDand weak barrier to gene ﬂow (g = 0.500, Nem = 10; g = 0.675, Nem = 2.5).
We ﬁnally investigated how changing the values of the eccentricity (0.900, 0.975 and 0.999) and β (0.15,
0.25, 0.5, 0.75) parameters impacts the performance of MAPI to detect a barrier to gene ﬂow under diﬀerent
spatial models and in situation of large regular sampling (200 samples) and small irregular sampling (75
samples).
The following spatial datasets were studied: panmixia, strong IBD (g = 0.250), strong to moderate barrier to
gene ﬂow (Nem = 0.1, Nem = 1) and moderate to weak IBD and moderate to weak barrier to gene ﬂow (g =
0.500, Nem = 1; g = 0.675, Nem = 1; g = 0.675, Nem = 2.5 and g = 0.750, Nem = 2.5) (i.e. simpan_6 undertest datasets 0; sim2_8 and sim3_6 under test datasets 1; Ibd2_6 under test datasets 2; bar22_12, bar32_8,
bar33_6, bar43_6 under test datasets 3; see https://www1.montpellier.inra.fr/CBGP/software/MAPI/).
NB: the β parameter controls the number of cells: when β increases, the number of cells decreases (see Table
1 and method section in Piry et al. 2016).
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2.2 Details on simulation of test datasets under landscape models
We used the forward-time generation-by-generation algorithm implemented in the software SimAdapt (Re-
baudo et al., 2013) to simulate individual microsatellite genotypes under landscape constraints. Mutations
for each locus followed a strict stepwise model.
The mutation rate and the standard deviation for heterozygosity were ﬁxed to 10−4 and 1.414, respectively,
so that heterozygosity ranged from 0.6 to 0.8 (see Table S1 on the next page) as frequently observed at
microsatellite markers (Chapuis et al., 2012).
All datasets simulated a population genetics model that considered non-overlapping generations, a dispersal
probability of 1 and a maximum distance for dispersal of two cells. The simulations were initialized with
three individuals in each cell and the population growth rate was set to 0.25. These parameter values were
set in such a way that the IBD slope value without landscape constraint (uniform habitat with a carrying
capacity equals to 10) ranged close to those obtained under a strong IBD with the software IBDsim (Leblois
et al., 2009) in the spatial test datasets 2 (see Table S1 on the following page).
The landscape model implemented in SimAdapt requires three diﬀerent input ﬁles that are vectorised rasters
giving, for each cell, the habitat, the carrying capacity and the resistance to movement. Three habitat
conﬁgurations were analysed (20 simulated replicates for each conﬁguration): We considered two habitats
that diﬀer in term of favourability, which was represented by the diﬀerence in carrying capacity: 20 and 2
for the favourable and unfavourable habitat, respectively. The resistance to movement was ﬁxed to 1 for all
cells regardless to the habitat. Thus, we simulated a landscape constraint that shape genetic structures by
impacting local population sizes rather than dispersal; a situation often underestimated in landscape genetics
studies (Richardson et al., 2016).
The datasets diﬀer by the spatial distribution of the two habitats:
Landscape test datasets 1 (Gradient): A raster of 58x52 cells mimicked a transition from the favourable
to the unfavourable habitat from north to south with a high level of interpenetration between the two
habitats. Each habitat is in equal proportion.
Landscape test datasets 2 (Fragmented): A raster of 55x41 cells simulated the fragmentation of the
favourable habitat in small areas isolated by a prevalent unfavourable habitat (70%).
Landscape test datasets 3 (Random): A raster of 50 x 50 cells simulated a favourable habitat and an
unfavourable habitat in equal proportion and distributed randomly over the study area.
We ran 1000 generations before sampling 10 microsatellite (neutral) genotypes for 200 or 500 diploid indi-
viduals using three diﬀerent sampling schemes:
1. random sampling, in which individuals were sampled anywhere in the landscape regardless to the
habitat;
2. balanced sampling, in which an equal number of individuals was sampled from each habitat;
3. gridded sampling, in which the same number of individuals was sampled from each square of a 3x3 grid
encompassing the landscape raster.
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2.3 Basic genetic measures for simulated test datasets
Table S1: Basic genetic information for the test datasets simulated with 10 loci under (A) spatial and (B) landscape models.
For the datasets simulated under a given model are indicated, when applicable, the sampling size and scheme, the product of the
eﬀective population size and dispersal rate per generation (Nem), the shape parameter of the geometric distribution (g) and the numberof simulated populations (Ksim). For each simulation setting, we computed over the replicates: the mean of the allelic richness estimatedfor 100 diploid genotypes within simulated populations (A - El Mousadik and Petit 1996), the mean of the expected heterozygosity
within simulated populations (HE - Nei 1987), the mean of the individual genetic distances (ar - Rousset 2000), the mean of the slopeof the linear regression between genetic distances and the logarithm of geographical distances (Slope), the proportion of signiﬁcant tests
for IBD (P (%)), the mean of the number of loci at Hardy-Weinberg disequilibrium (HWD) and, when applicable, the mean level of
genetic diﬀerentiation between simulated populations (FST - Weir 1996).
A) Spatial genetics∗
Simulations settings Summary statistics and tests
Model Nem g Ksim A He Fst ar Slope P(%) HWDPanmixia NaN NaN 1 7.2 0.70 NaN 0.001 0.000 8 0.5
Barrier 0.1 NaN 2 10.6 0.82 0.19 0.117 0.113 100 8.7
Barrier 1 NaN 2 10.2 0.80 0.08 0.043 0.040 100 4.6
Barrier 2.5 NaN 2 10.0 0.80 0.03 0.017 0.017 100 1.0
Barrier 10 NaN 2 9.9 0.79 0.01 0.008 0.005 64 0.5
IBD NaN 0.25 1 8.9 0.78 NaN 0.127 0.055 100 7.5
IBD NaN 0.5 1 8.9 0.78 NaN 0.039 0.021 100 1.9
IBD NaN 0.675 1 8.6 0.77 NaN 0.010 0.006 72 0.6
IBD NaN 0.75 1 8.5 0.78 NaN 0.003 0.004 48 0.6
Barrier & IBD 0.1 0.25 2 10.4 0.82 0.25 0.293 0.203 100 9.9
Barrier & IBD 1 0.25 2 9.6 0.80 0.20 0.244 0.156 100 9.9
Barrier & IBD 2.5 0.25 2 9.1 0.80 0.16 0.215 0.127 100 9.6
Barrier & IBD 10 0.25 2 9.1 0.79 0.10 0.159 0.087 100 8.9
Barrier & IBD 0.1 0.5 2 9.9 0.81 0.25 0.202 0.171 100 9.6
Barrier & IBD 1 0.5 2 9.2 0.79 0.18 0.147 0.120 100 8.8
Barrier & IBD 2.5 0.5 2 8.9 0.78 0.15 0.119 0.094 100 7.8
Barrier & IBD 10 0.5 2 8.8 0.78 0.08 0.070 0.052 100 4.9
Barrier & IBD 0.1 0.675 2 10.1 0.81 0.24 0.177 0.162 100 9.4
Barrier & IBD 1 0.675 2 8.8 0.78 0.17 0.116 0.103 100 8.0
Barrier & IBD 2.5 0.675 2 8.7 0.78 0.12 0.081 0.069 100 6.8
Barrier & IBD 10 0.675 2 8.7 0.78 0.05 0.033 0.030 100 2.2
Barrier & IBD 0.1 0.75 2 9.8 0.81 0.25 0.178 0.162 100 9.4
Barrier & IBD 1 0.75 2 8.9 0.78 0.15 0.100 0.090 100 7.6
Barrier & IBD 2.5 0.75 2 8.7 0.78 0.11 0.067 0.061 100 5.8
Barrier & IBD 10 0.75 2 8.9 0.78 0.05 0.030 0.026 100 2.0
∗ statistics based on large regular sampling of 200 individuals
B) Landscape genetics
Simulations settings Summary statistics and tests
Model Sampling scheme Sampling size A He ar Slope P(%) HWDFragmented random 200 6.8 0.76 0.215 0.057 100 9.5
Fragmented random 500 6.8 0.76 0.220 0.061 100 10.0
Fragmented balanced 200 6.8 0.76 0.277 0.066 100 9.9
Fragmented balanced 500 6.8 0.76 0.264 0.067 100 10.0
Fragmented gridded 198 6.8 0.76 0.294 0.064 100 10.0
Fragmented gridded 504 6.8 0.76 0.299 0.063 100 10.0
Gradient random 200 7.5 0.78 0.143 0.037 100 7.7
Gradient random 500 7.5 0.78 0.133 0.033 100 9.8
Gradient balanced 200 7.5 0.79 0.207 0.036 100 9.4
Gradient balanced 500 7.5 0.78 0.204 0.037 100 10.0
Gradient gridded 198 7.5 0.78 0.243 0.029 100 9.8
Gradient gridded 504 7.5 0.78 0.251 0.029 100 10.0
Random random 200 7.2 0.78 0.227 0.030 100 9.5
Random random 500 7.3 0.78 0.217 0.027 100 10.0
Random balanced 200 7.3 0.78 0.225 0.026 100 9.7
Random balanced 500 7.2 0.78 0.229 0.029 100 10.0
Random gridded 198 7.2 0.78 0.234 0.026 100 9.6
Random gridded 504 7.2 0.78 0.223 0.027 100 10.0
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2.5 Results of the Bayesian conditional autoregressive model
Figure S5: Results of the Bayesian conditional autoregressive model.
Left panels: boxplot of the posterior probabilities that α1 < α2 (P (α1 < α2)).Right panels: percentage of signiﬁcant posterior probabilities; black bars represent P (α1 < α2) ≥ 0.95 and dark grey bars P (α1 <
α2) ≤ 0.05. Light grey bars represent the percentage of non signiﬁcant probabilities 0.05 < P (α1 < α2) < 0.95. Results are presentedfor all simulated test datasets for each landscape model and sampling scheme (R, B and G stand for random, balanced and gridded
sampling, respectively; 200 and 500 indicate the sample sizes).
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3 Examples based on published biological datasets
3.1 Cyclic rodent population
In central-western France, common vole (Microtus arvalis) populations undergo 3-years demographic cycles.
Gauﬀre et al. (2008) used 10 microsatellite markers to investigate the genetic structure from data collected
in 2006 over a zone of 450km² crossed by a motorway considered as a likely barrier to gene ﬂow. Using the
clustering method implemented in the software GENELAND (Guillot et al., 2005), the authors found that
voles constituted a single genetic unit under IBD (slope = 0.0048, P = 0.005).
Here, we re-analysed the genetic structure of this population by applying MAPI on the 2006 dataset (n = 377)
and on samples collected in 2007 (n = 848) (Gauﬀre et al., 2014). The transition between 2006 and 2007
corresponded to an increasing phase of the demographic cycle, during which gene ﬂow is enhanced (Gauﬀre
et al., 2014).
Analyses were performed using the genetic distance ar (Rousset, 2000), a β value of 0.25, an ellipse’s ec-centricity of 0.975 and an error circle radius of 10m for sample locations (GPS error on individual coor-
dinates). Three analyses were performed using diﬀerent ﬁltering on between-individuals distances: 1) no
ﬁltering, 2) a low-pass ﬁlter (min_distance = 500m) and, 3) a band-pass ﬁlter (min_distance = 500m,
max_distance = 10, 000m).
For each analysis, a lower-tailed and an upper-tailed test were performed to detect signiﬁcant extreme mwvalues based on 1,000 permutations of the sample locations. A signiﬁcance level of 5% was used in the FDR
procedure of Benjamini and Yekutieli (2001). In line with Gauﬀre et al. (2008), MAPI never identiﬁed the
motorway as a signiﬁcant area of genetic discontinuity (Figure S6 on the facing page).
When the analyses were applied without any ﬁltering on between-samples distances, the spatial genetic
patterns appeared uniform despite the relatively large range of mw values displayed as a color scale. Thislarge range mostly resulted from the occurrence of extremely low diﬀerentiation value. This result was
expected, knowing that common voles live in kin clusters and were sampled using 100m trap-lines crossing
colonies (Gauﬀre et al., 2008, 2014).
Figure S6B illustrates how using a low pass-ﬁlter allows to further explore the genetic pattern while avoiding
local eﬀects resulting from both, the social system and sampling scheme, i.e. no popup of isolated cells with
extreme low values.
Finally, the pass-band ﬁltering, which excluded short (< 500m) and long (> 10,000m) connections, uncovered
a gradient like pattern from lower mw values in the eastern part of the study area to higher mw values in thewestern part in the year 2006 (Figure S6C -- left panel).
In the year 2007, when density increased, this gradient disappeared and low mw values were mostly foundalong a band crossing the study area from east to west (Figure S6C -- right panel). MAPI even identiﬁed a
few small signiﬁcant areas of high genetic continuity, one right across the motorway. These results suggest
that gene ﬂow is indeed enhanced when the density increases and that some kind of corridors could facilitate
vole dispersal across the motorway. They also illustrate how ﬁltering on between-sample distances in MAPI
analyses may help to capture patterns from local to regional scales.
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Figure S6: Graphical outputs of MAPI analyses on rodent datasets
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3.2 Plant virus
We re-analysed a temporal dataset (2004-2008) of 378 DNA sequences of the Watermelon mosaic virus
(WMV) collected over an area of 10500 km² in south-eastern France where new strains (EM) emerged in
2000 and rapidly replaced native strains (CL).
Previous works using phylogenetic analysis as well as the clustering method SAMOVA (Dupanloup et al.,
2002) and the maximum diﬀerence algorithm of Monmonier (Monmonier, 1973; Guerard et al., 2004) showed
that WMV strains were strongly structured with 1) a major disruption bisecting the zone from north to
south along the Rhône River and, 2) clusters diﬀerentiating the CL strains and diﬀerent subgroups of EM
strains (Desbiez et al., 2009; Joannon et al., 2010).
Here, we deﬁned a temporal framework by merging 1) 195 EM and CL samples collected in 2004 and 2005,
and, 2) 183 EM samples collected in 2006, 2007 and 2008, after the quasi-disappearance of the CL strains.
Analyses were performed using the genetic distance of Tamura and Nei (1993), a β value of 0.25, an ellipse’s
eccentricity of 0.975, an error circle radius of 1km (no individual coordinates), a minimum distance between
samples of 500m to avoid intra-population relationships (i.e. population-based sampling). A lower-tailed and
an upper-tailed test to detect signiﬁcant extreme mw values were performed based on 1,000 permutations ofthe sample locations. A signiﬁcance level of 5% was used in the FDR procedure of Benjamini and Yekutieli
(2001).
Consistently with previous works (Desbiez et al., 2009; Joannon et al., 2010), MAPI detected a major signiﬁ-
cant area of genetic discontinuity bisecting the study area from north to south on both datasets: CL and EM
strains altogether and EM strains only (Figure S7). In 2004-2005 (CL+EM, ﬁgure S7 - left panel), MAPI
also detected a large signiﬁcant area of genetic continuity in the eastern part of the sampling area, which
corresponded to the localisation of the CL strains during this period (Desbiez et al., 2009).
From the EM strains in 2006-2008 S7 - right panel), MAPI detected large signiﬁcant areas of genetic conti-
nuity, which mainly corresponded to the localisation of the genetic clusters constituted by the subgroups of
EM strains in the western part of the sampling area (Joannon et al., 2010).
To further illustrate the smoothing eﬀect of the eccentricity parameter, we also analysed the 2006-2008 EM
dataset by setting it to various values: 0.800, 0.900, 0.950, 0.975, 0.990 and 0.999. Changes in eccentric-
ity values for this analysis showed that the main signal for the northern triangle-shaped area of genetic
discontinuity was uncovered by MAPI regardless to the smoothing intensity (Figure S8 on the facing page).
Figure S7: Graphical outputs of MAPI analyses on plant virus datasets.
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Figure S8: Inﬂuence of the eccentricity value, which controls the smoothing intensity in MAPI, assessed using the EM 2006-2008 virus
dataset.
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3.3 Forest ground beetles
We re-analysed microsatellite datasets from two taxonomically-related species of forest ground beetles with
contrasted levels of habitat specialisation: Carabus punctatoauratus (forest specialist; 8 microsatellites) and
Carabus nemoralis (mainly found in forest and less frequently in open ﬁelds; 10 microsatellites). When
present, both species were sampled from the same 26 sampling plots (population-based sampling with 14 to
30 individuals per plot) dispatched over an area of about 150 km² in the French Pyrénées Mountains (see
Brouat et al. 2003 for details).
Brouat et al. (2003) used Mantel tests between genetic distances (FST ), geographic distances and two land-scape distances (distance across forest and distance across open habitats) to investigate the relationship
between the spatial genetic structure and the landscape heterogeneity. These analyses showed that only the
specialist exhibited signiﬁcant positive relationships between the genetic distance and the three distances
tested (geographic, forest and open ﬁeld distances) while, a signiﬁcant positive relationship was only found
with the open ﬁeld distance for the generalist. The authors concluded that open ﬁeld areas constituted partial
barriers to gene ﬂow for both species although more permeable for the generalist, which also exhibited higher
dispersal capacities than the specialist between and within forest areas (no or smaller slope of the regression
of genetic against geographic or landscape distances).
MAPI analyses were performed using the genetic distance ar (Rousset, 2000), a β value of 0.25, ellipses withan eccentricity of 0.975, an error circle radius of 100m (length of the trap-lines for which coordinates were
available) and a minimum distance between samples of 50m to avoid intra sampling plot connections (i.e.
population-based sampling).
MAPI identiﬁed a large signiﬁcant area of genetic discontinuity coinciding with the localisation of a large
non forested area for the specialist (Figure S9B). No signiﬁcant pattern was observed for the generalist
(Figure S9C). These results are consistent with the conclusions of Brouat et al. (2003) that open areas do not
constitute a strong barrier to gene ﬂow for C. nemoralis while they signiﬁcantly structure C. punctatoauratus
populations.
The subsequent analysis of the relationships between MAPI’smw cell values and the proportion of trees withincells (see Figure S9A) using a Bayesian conditional autoregressive model (max. neighbouring structure = 2;
see method section in Piry et al. 2016) showed a signiﬁcant negative eﬀect of the tree cover for the specialist
(Table S2). This results mean that, on average, genetic diﬀerentiation between individuals is lower when the
connections occur through highly forested areas. No signiﬁcant relationship was found for the generalist.
Table S2: Fit of the model (predictive p-value) and posterior probability to have a signiﬁcant negative eﬀect of the tree proportion on
genetic distance (ar).
C. punctatoauratus C. nemoralis
Mean predictive p-value 0.502 0.501
Posterior probability 1.000 0.177
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