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ON THE TANGENT SPACE OF THE DEFORMATION
FUNCTOR OF CURVES WITH AUTOMORPHISMS
A. KONTOGEORGIS
Abstract. We provide a method to compute the dimension of the tangent
space to the global infinitesimal deformation functor of a curve together with
a subgroup of the group of automorphisms. The computational techniques we
developed are applied to several examples including Fermat curves, p-cyclic
covers of the affine line and to Lehr-Matignon curves.
The aim of this paper is the study of equivariant equicharacteristic infinitesimal
deformations of a curve X of genus g, admitting a group of automorphisms. This
paper is the result of my attempt to understand the works of J.Bertin - A.Me´zard
[1] and of G. Cornelissen - F. Kato [3].
Let X be a smooth algebraic curve, defined over an algebraically closed field
of characteristic p ≥ 0. The infinitesimal deformations of the curve X , without
considering compatibility with the group action, correspond to directions on the
vector space H1(X, TX) which constitutes the tangent space to the deformation
functor of the curve X [8]. All elements in H1(X, TX) give rise to unobstructed
deformations, since X is one-dimensional and the second cohomology vanishes.
In the study of deformations together with the action of a subgroup of the
automorphism group, a new deformation functor can be defined. The tangent
space of this functor is given by Grothendieck’s [7] equivariant cohomology group
H1(X,G, TX), [1, 3.1]. In this case the wild ramification points contribute to the
dimension of the tangent space of the deformation functor and also posed several
lifting obstructions, related to the theory of deformations of Galois representations.
The authors of [1], after proving a local-global principle, focused on infinitesimal
deformations in the case G is cyclic of order p and considered liftings to character-
istic zero, while the authors of [3] considered the case of deformations of ordinary
curves without putting any other condition on the automorphism group. The ram-
ification groups of automorphism groups acting on ordinary curves have a special
ramification filtration, i.e., the p-part of every ramification group is an elementary
Abelian group, and this makes the computation possible, since elementary Abelian
group extensions are given explicitly in terms of Artin-Schreier extensions.
In this paper we consider an arbitrary curve X with automorphism group G.
By the theory of Galois groups of local fields, the ramification group at every wild
ramified point, can break to a sequence of extensions of elementary Abelian groups
[20, IV]. We will use this decomposition, together with the spectral sequence of
Lyndon-Hochschild-Serre in order to reduce the computation, to a computation
involving elementary Abelian groups.
We are working over an algebraically closed field of positive characterstic and
for the sake of simplicity we assume that p ≥ 5.
The dimension of the tangent space of the deformation functor, depends on the
group structure of the extensions that appear in the series decomposition of the
ramification groups at wild ramified points. We are able to give lower and upper
bounds of the dimension of the tangent space of the deformation functor.
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In particular, if the decomposition group GP at a wild ramified point P is the
semidirect product of an elementary abelian group with a cyclic group, such that
there is only a lower jump at the i-th position in the ramification filtration, then
we are able to compute exactly the dimension of the local contribution H1(GP , TO)
prop. 2.8 and example 4 on page 28.
We begin our exposition in section 1 by surveying some of the known deformation
theory. Next we proceed to the most difficult task, namely the computation of the
tangent space of the local deformation functor, by employing the low terms sequence
stemming from the Lyndon-Hochschild-Serre spectral sequence.
The dimension of equivariant deformations that are locally trivial, i.e., the di-
mension of H1(X/G, πG∗ (TX)) is computed in section 3. The computational tech-
niques we developed are applied to the case of Fermat curves, that are known to
have large automorphism group, to the case of p-covers of P1(k) and to the case of
Lehr-Matignon curves. Moreover, we are able to recover the results of Cornelissen-
Kato [3] concerning deformations of ordinary curves. Finally, we try to compare
our result with the results of R. Pries [17],[18] concerning the computation of un-
obstructed deformations of wild ramified actions on curves.
Acknowledgement The author would like to thank R. Pries, for her useful
comments and corrections.
1. Some Deformation Theory
There is nothing original in this section, but for the sake of completeness, we
present some of the tools we will need for our study. This part is essentially a
review of [1],[3], [14].
Let k be an algebraic closed field of characteristic p ≥ 0. We consider the
category C of local Artin k-algebras with residue field k.
Let X be a non-singular projective curve defined over the field k, and let G be
a fixed subgroup of the automorphism group of X . We will denote by (X,G) the
couple of the curve X together with the group G.
A deformation of the couple (X,G) over the local Artin ring A is a proper,
smooth family of curves
X → Spec(A)
parametrized by the base scheme Spec(A), together with a group homomorphism
G→ AutA(X ) such that there is a G-equivariant isomorphism φ from the fibre over
the closed point of A to the original curve X :
φ : X ⊗Spec(A) Spec(k)→ X.
Two deformations X1,X2 are considered to be equivalent if there is a G-equivariant
isomorphism ψ, making the following diagram commutative:
X1
ψ
//
##F
FF
FF
FF
F
X2
{{xx
xx
xx
xx
SpecA
The global deformation functor is defined:
Dgl : C → Sets,A 7→


Equivalence classes
of deformations of
couples (X,G) over A


Let D be a functor such that D(k) is a single element. If k[ǫ] is the ring of dual
numbers, then the Zariski tangent space tD of the functor is defined by tD :=
2
D(k[ǫ]). If the functor D satisfies the “Tangent Space Hypothesis”, i.e., when the
mapping
h : D(k[ǫ]×k k[ǫ])→ D(k[ǫ])×D(k[ǫ])
is an isomorphism, then the D(k[ǫ]) admits the structure of a k-vector space [14,
p.272]. The tangent space hypothesis is contained in (H3)-Schlessinger’s hypothesis
that hold for all the functors in this paper, since all the functors admit versal
deformation rings [19],[1, sect. 2].
The tangent space tDgl := Dgl(k[ǫ]) of the global deformation functor is expressed
in terms of Grothendieck’s equivariant cohomology, that combines the construction
of group cohomology and sheaf cohomology [7].
We recall quickly the definition of equivariant cohomology theory: We consider
the covering map π : X → Y = X/G. For every sheaf F on X we denote by πG∗ (F )
the sheaf
V 7→ Γ(π−1(V ), F )G, where V is an open set of Y
The category of (G,OX)-modules is the category of OX -modules with an additional
G-module structure. We can define two left exact functors from the category of
(G,OX)-modules, namely
πG∗ and Γ
G(X, ·),
where ΓG(X,F ) = Γ(X,F )G. The derived functors RqπG∗ (X, ·) of the first functor
are sheaves of modules on Y , and the derived functors of the second are groups
Hq(X,G, F ) = RqΓG(X,F ). J. Bertin and A. Me´zard in [1] proved the following
Theorem 1.1. Let TX be the tangent sheaf on the curve X. The tangent space
tDgl to the global deformation functor, is given in terms of equivariant cohomology
as tDgl = H
1(X,G, TX). Moreover the following sequence is exact:
(1) 0→ H1(X/G, πG∗ (TX))→ H
1(X,G, TX)→ H
0(X/G,R1πG∗ (TX))→ 0.
For a local ring k[[t]] we define the local tangent space TO, as the k[[t]]-module
of k-derivations. The module TO := k[[t]]
d
dt , where δ =
d
dt is the derivation such
that δ(t) = 1. If G is a subgroup of Aut(k[[t]]), then G acts on TO in terms of the
adjoint representation. Moreover there is a bijection Dρ(k[ǫ])
∼=
→ H1(G, TO) [3].
In order to describe the tangent space of the local deformation space we will
compute first the space of tangential liftings, i.e., the space H1(G, TO).
This problem is solved when G is a cyclic group of order p, by J.Bertin and A.
Me´zard [1] and if the original curve is ordinary by G. Cornelissen and F. Kato in
[3].
We will apply the classification of groups that can appear as Galois groups of
local fields in order to reduce the problem to elementary Abelian group case.
1.1. Splitting the branch locus. Let P be a wild ramified point on the special
fibre X , and let σ ∈ Gj(P ) where Gj(P ) denotes the j-ramification group at P .
Assume that we can deform the special fibre to a deformation X → A, where A is a
complete local discrete valued ring that is a k-algebra. Denote by mA the maximal
ideal of A and assume that A/mA = k. Moreover assume that σ acts fibrewise on
X . We will follow Green-Matignon [6], on expressing the expansion
σ(T )− T = fj(T )u(T ),
where fj(T ) =
∑j
ν=0 aiT
i (ai ∈ mA for ν = 0, . . . , j − 1, aj = 1) is a distinguished
Weierstrass polynomial of degree j [2, VII 8. prop. 6] and u(T ) is a unit of A[[T ]].
The reduction of the polynomial fj modulomA gives the automorphism σ on Gj(P )
but σ when lifted on X has in general more than one fixed points, since fj(T ) might
be a reducible polynomial. If fj(T ), gives rise to only one horizontal branch divisor
then we say that the corresponding deformation does not split the branch locus.
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Moreover, if we reduce X ×A Spec
A
m2A
we obtain an infinitesimal extension that
gives rise to a cohomology class in H1(G(P ), TO) by [3, prop. 2.3].
On the other hand cohomology classes in H1(X/G, πG∗ (TX)) induce trivial de-
formations on formal neighbourhoods of the branch point P [1, 3.3.1] and do not
split the branch points. In the special case of ordinary curves, the distinction of
deformations that do or do not split the branch points does not occur since the
polynomials fj are of degree 1.
1.2. Description of the ramification Group. The finite groups that appear as
Galois groups of a local field k((t)), where k is algebraically closed of characteristic
p are known [20].
Let L/K be a Galois extension of a local field K with Galois group G. We
consider the ramification filtration of G,
(2) G = G0 ⊂ G1 ⊆ G2 ⊆ · · · ⊆ Gn ⊂ Gn+1 = {1}.
The quotient G0/G1 is a cyclic group of order prime to the characteristic, G1 is
p-group and for i ≥ 1 the quotients Gi/Gi+1 are elementary Abelian p-groups. If
a curve is ordinary then by [15] the ramification filtration is short, i.e., G2 = {1},
and this gives that G1 is an elementary Abelian group.
We are interested in the ramification filtrations of the decomposition groups
acting on the completed local field at wild ramified points. We introduce the
following notation: We consider the set of jumps of the ramification filtration
1 = tf < tf−1 < · · · < t1 = n, such that
(3) G1 = . . . = Gtf > Gtf+1 = . . . = Gtf−1 > Gtf−1+1 ≥ . . . ≥ Gt1 = Gn > {1},
i.e., Gti > Gti+1. For this sequence it is known that ti ≡ tj modp [20, Prop. 10 p.
70].
1.3. Lyndon-Hochschild-Serre Spectral Sequences. In [10], Hochschild and
Serre considered the following problem: Given the short exact sequence of groups
(4) 1→ H → G→ G/H → 1,
and a G-module A, how are the cohomology groups
Hi(G,A), Hi(H,A) and Hi(G/H,AH)
related? They gave an answer to the above problem in terms of a spectral sequence.
For small values of i this spectral sequence gives us the low degree terms exact
sequence:
(5)
0→ H1(G/H,AH)
inf
→ H1(G,A)
res
→ H1(H,A)G/H
tg
→ H2(G/H,AH)
inf
→ H2(G,H),
where res, tg, inf denote the restriction,transgression and inflation maps respec-
tively.
Lemma 1.2. Let H be a normal subgroup of G, and let A be a G-module. The
group G/H acts on the cohomology group H1(H,A) in terms of the conjugation
action given explicitly on the level of 1-cocycles as follows: Let σ¯ = σH ∈ G/H.
The cocycle
d : H → A
x 7→ d(x)
is sent by the conjugation action to the cocycle
dσ¯ : H → A
x 7→ σd(σ−1xσ)
,
where σ ∈ G is a representative of σ¯.
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Proof. This explicit description of the conjugation action on the level of cocycles is
given in [25, prop. 2-5-1, p.79] The action is well defined by [25, cor. 2-3-2]. 
Our strategy is to use equation (5) in order to reduce the problem of computation
of H1(G, TO) to an easier computation involving only elementary abelian groups.
Lemma 1.3. Let A be a k-module, where k is a field of characteristic p. For the
cohomology groups we have H1(G0, A) = H
1(G1, A)
G0/G1 .
Proof. Consider the short exact sequence
0→ G1 → G0 → G0/G1 → 0.
Equation (5) implies the sequence
0→ H1(G0/G1, A
G1)→ H1(G0, A)→ H
1(G1, A)
G0/G1 → H2(G0/G1, A
G1).
But the order of G0/G1 is not divisible by p, and is an invertible element in the
k-module A. Thus the groups H1(G0/G1, A
G1) and H2(G0/G1, A
G1) vanish and
the desired result follows [24, Cor. 6.59]. 
Lemma 1.4. If G = Gi, H = Gi+1 are groups in the ramification filtration of the
decomposition group at some wild ramified point, and i ≥ 1 then the conjugation
action of G on H is trivial.
Proof. Let L/K denote a wild ramified extension of local fields with Galois group
G, let OL denote the ring of integers of L and let mL be the maximal ideal of OL.
Moreover we will denote by L∗ the group of units of the field L. We can define [20,
Prop. 7 p.67,Prop 9 p. 69] injections
θ0 :
G0
G1
→ L∗ and θi :
Gi
Gi+1
→
miL
mi+1L
,
with the property
∀σ ∈ G0 and ∀τ ∈ Gi/Gi+1 : θi(στσ
−1) = θ0(σ)
iθi(τ)
If σ ∈ Gtj ⊂ G1 then θ0(σ) = 1 and since θi is an injection, the above equation
implies that στσ−1 = τ . Therefore, the conjugation action of an element τ ∈
Gi/Gi+1 on Gj is trivial, and the result follows. 
1.4. Description of the transgression map. In this section we will try to deter-
mine the kernel of the transgression map. The definition of the transgression map
given in (5) is not suitable for computations. We will give an alternative description
following [16].
Let A be a k-algebra that is acted on by G so that the G action is compatible
with the operations on A. Let A¯ be the set Map(G,A) of set-theoretic maps of
the finite group G to the G-module A. The set A¯ can be seen as a G-module
by defining the action fg(τ) = gf(g−1τ) for all g, τ ∈ G. We observe that A¯
is projective. The submodule A can be seen as the subset of constant functions.
Notice that the induced action of G on the submodule A seen as the submodule of
constant functions of A¯ coinsides with the initial action of G on A. We consider
the short exact sequence of G-modules:
(6) 0→ A→ A¯→ A1 → 0.
Let H ⊳G. By applying the functor of H-invariants to the short exact sequence
(6) we obtain the long exact sequence
(7) 0→ AH → A¯H → AH1
ψ
→ H1(H,A)→ H1(H, A¯) = 0,
where the last cohomology group is zero since A¯ is projective.
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We split the above four term sequence, by defining B = kerψ to two short exact
sequences, namely:
0→ AH → A¯H → B → 0,
(8) 0→ B → AH1
ψ
−→ H1(H,A)→ 0.
Now we apply the G/H-invariant functor to the above two short exact sequences
in order to obtain:
Hi(G/H,B) = Hi+1(G/H,AH),
and
(9) 0→ BG/H → AG1 → H
1(H,A)G/H
δ
→ H1(G/H,B)
φ
→ H1(G/H,AH1 ) · · ·
It can be proved [16, Exer. 3 p.71] that the composition
H1(H,A)G/H
δ
→ H1(G/H,B)
∼=
→ H2(G/H,AH),
is the transgression map.
Lemma 1.5. Assume that G is an abelian group. If the quotient G/H is a cyclic
group isomorphic to Z/pZ and the group G can be written as a direct sum G =
G/H ×H then the transgression map is identically zero.
Proof. Notice that if AH = A then this lemma can be proved by the explicit form
of the transgression map as a cup product [16, Exer. 2 p.71], [10].
The study of the kernel of the transgression is reduced to the study of the kernel
of δ in (9). We will prove that the map φ in (9) is 1-1, and then the desired result
will follow by exactness.
Let σ be a generator of the cyclic group G/H = Z/pZ. We denote by NG/H the
norm map A→ A, sending
A ∋ a 7→
∑
g∈G/H
ga =
p−1∑
ν=0
σνa.
By IG/HA we denote the submodule (σ − 1)A and by NG/HA = {a ∈ A : NG/Ha =
0}. Since G/H is a cyclic group we know that [20, VIII 4], [24, Th. 6.2.2]:
H1(G/H,B) =
NG/HB
IG/HB
and H1(G/H,AH1 ) =
NG/HA
H
1
IG/HA
H
1
.
Thus, the map φ is given by
NG/HB
IG/HB
→
NG/HA
H
1
IG/HA
H
1
,
sending
b modIG/HB 7→ b modIG/HA
H
1 .
The map φ is well defined since IG/HB ⊂ IG/HA
H
1 . The kernel of φ is computed:
kerφ =
NG/HB ∩ IG/HA
H
1
IG/HB
.
The short exact sequence in (8) is a short exact sequence of k[G/H ]-modules. This
sequence seen as a short exact sequence of k-vector spaces is split, i.e. there is a
section s : H1(H,A) → AH1 so that ψ ◦ s = IdH1(H,A). This section map is only a
k-linear map and not apriori compatible with the G/H-action.
Let us study the map ψ more carefully. An element x ∈ AH1 is a class a modA
where a ∈ A¯, and since x ∈ AH1 we have that
ah − a = ha− a = c[h] ∈ A.
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It is a standart argument that c[h] is an 1-cocyle c[h] : H → A and the class of this
cocycle is defined to be ψ(x). Since the image of c[h] seen as a cocycle c[h] : H → A¯
is trivial, c[h] is a coboundary i.e. we can select a¯c ∈ A¯ so that
(10) c[h] = a¯hc − a¯c.
Obviously a¯c modA is H-invariant and we define one section as
s(c[h]) = a¯c modA.
We have assumed that the group G can be written as G = H ×G/H therefore we
can write the functions a¯c as functions of two arguments
a¯c :
{
H ×G/H → A
(h, g) 7→ a¯c(h, g)
,
Notice that (10) gives us that the for every h, h1 ∈ H the quantity a¯c(h1, g1)
h −
a¯c(h1, g1) does not depend on g1 ∈ G/H . Now for any element g ∈ G/H so that
g = σH the action of g on c[h] is given by lemma 1.2:
(11) c[h]g = σc[σhσ−1] = σ(a¯σ
−1hσ
c − a¯c).
The function a¯σ
−1hσ
c is the function sending
(12) H ×G/H ∋ (h1, g1) 7→ σ
−1hσa¯c(h
−1h1, σ
−1σg1) = σ
−1hσa¯c(h
−1h1, g1)
By combining (11) and (12) we obtain
c[h]g = hσa¯c − σa¯c,
since the function (notice the invariance on g in the second argument)
H ×G/H ∋ (h1, g1) 7→ hσa¯c(h
−1h1, g1)− σa¯c(h1, g1) =
= hσa¯c(h
−1h1, g
−1g1)− σa¯c(h1, g
−1g1) = (a¯
σ
c )
h
− a¯σc
The above proves that
s(c[h]σ) = s(c[h])σ,
i.e., the function s is compatible with the G/H-action. On the other hand, every
element a ∈ AH1 can be written as
a = ba + s(ψ(a)),
where ba := a − sψ(a) ∈ B, since ψ(ba) = 0. The arbitary element in IG/HA
H
1 is
therefore written as
(13) (σ − 1)a = (σ − 1)ba + σs
(
ψ(a)
)
− s
(
ψ(a)
)
=
= (σ − 1)ba + s(σ · ψ(a)− ψ(a)).
If (σ − 1)a ∈NG/H B ∩ IG/HA
H
1 then since Im(s) ∩B = {0} we have that
s(σ · ψ(a)− ψ(a)) = 0⇔ (σ − 1)a = (σ − 1)ba ∈ IG/HB.
Therefore, φ is an injection and the desired result follows. 
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1.5. The G-module structure of TO. Our aim is to compute the first order
infinitesimal deformations, i.e., the tangent space Dρ(k[ǫ]) to the infinitesimal de-
formation functor Dρ [14, p.272]. This space can be identified with H
1(G, TO).
The conjugation action on TO is defined as follows:
(14)
(
f(t)
d
dt
)σ
= f(t)σσ
d
dt
σ−1 = f(t)σσ
(
dσ−1(t)
dt
)
d
dt
,
where ddtσ
−1 denotes the operator sending an element f(t) to ddtf
σ−1(t), i.e. we
first compute the action of σ−1 on f and then we take the derivative with respect to
t. We will approach the cohomology group H1(G, TO) using the filtration sequence
given in (2) and the low degree terms of the Lyndon-Hochschild-Serre spectral
sequence.
The study of the cohomology group H1(G, TO) can be reduced to the study
of the cohomology groups H1(V, TO), where V is an elementary Abelian group.
These groups can be written as a sequence of Artin-Schreier extensions that have
the advantage that the extension and the corresponding actions have a relatively
simple explicit form:
Lemma 1.6. Let L be a an elementary abelian p-extension of the local field K :=
k((x)), with Galois group G = ⊕sν=1Zp, such that the maximal ideal of k[[x]] is
ramified completely and the ramification filtration has no intermediate jumps i.e. is
given by
G = G0 = · · · = Gn > {1} = Gn+1.
Then the extension L is given by K(y1, . . . , ys) where 1/y
p
i − 1/yi = fi(x), where
fi ∈ k((x)) with a pole at the maximal ideal of order n.
Proof. The desired result follows by the characterization of Abelian p-extensions
in terms of Witt vectors, [11, 8.11]. Notice that the exponent of the group G is p
and we have to consider the image of W1(k((x)) = k((x)), where Wλ(·) denotes the
Witt ring of order λ as is defined in [11, 8.26]. 
Lemma 1.7. Every Z/pZ-extension L = K(y) of the local field K := k((x)), with
Galois group G = Z/pZ, such that the maximal ideal of k[[x]] is ramified completely,
is given in terms of an equation f(1/y) = 1/xn, where f(z) = zp − z ∈ k[z]. The
Galois group of the above extension can be identified with the Fp-vector space V of
the roots of the polynomial f , and the correspondence is given by
(15) σv : y →
y
1 + vy
for v ∈ V.
Moreover, we can select a uniformization parameter of the local field L such that
the automorphism σv acts on t as follows:
σv(t) =
t
(1 + vtn)1/n
.
Finally, the ramification filtration is given by
G = G0 = · · · = Gn > {1} = Gn+1,
and n 6≡ 0 modp.
Proof. By the characterization of Abelian extensions in terms of Witt vectors, [11,
8.11] we have that f(1/y) = 1/xn, where f(z) = zp−z ∈ k[z] (look also [22, A.13]).
Moreover the Galois group can be identified with the one dimensional Fp-vector
space V of roots of f , sending σv : y →
y
1+vy .
8
The filtration of the ramification group G is given by G ∼= G0 = G1 = · · ·Gn,
Gi = {1} for i ≥ n+ 1 [22, prop. III.7.10 p.117]. By computation
(16) xn = ((1/y)p − 1/y)−1 =
yp
1− yp−1
,
hence vL(y) = n, i.e., y = ǫt
n, where ǫ is a unit in OL and t is the uniformization
parameter in OL.
Moreover, the polynomial f can be selected so that p ∤ n [22, III. 7.8.]. Since
k is an algebraically closed field, Hensel’s lemma implies that every unit in OL is
an n-th power, therefore we might select the uniformization parameter t such that
y = tn, and the desired result follows by (15). 
Lemma 1.8. Let H = ⊕sν=1Z/pZ be an elementary Abelian group with ramification
filtration
H = H0 = ... = Hn > Hn+1 = {Id} and Hκ = {Id} for κ ≥ n+ 1.
The upper ramification filtration in this case coincides with the lower ramification
filtration.
Proof. Let m be a natural number. We define the function φ : [0,∞]→ Q so that
for m ≤ u < m+ 1
φ(u) =
1
|H0|
m∑
i=1
|Hi|+ (u−m)
|Hm+1|
|H0|
,
and since Hn+1 = {Id} we compute
φ(u) =
{
u if m+ 1 ≤ n
n+ u−n−1|H0| if m+ 1 > n
.
The inverse function ψ is computed by
ψ(u) =
{
u if u ≤ n
|H0|u+ (−n|H0|+ n+ 1) if u > n
.
Therefore, by the definition of the upper ramification filtration we have Hi =
Hψ(i) = Hi for i ≤ n, while for u > n we compute ψ(u) = |H0|u − n|H0|+ n ≥ n,
thus Hu = Hψ(u) = {Id}. 
Lemma 1.9. Let a ∈ Q. Then for every prime p and every ℓ ∈ N we have
⌊
a
pℓ
⌋
p
 = ⌊ a
pℓ+1
⌋
.
Proof. Let us write the p-adic expansion of a:
a =
−1∑
ν=λ
aνp
ν +
∞∑
ν=0
aνp
ν ,
where λ ∈ Z, λ < 0. We compute⌊
a
pℓ
⌋
=
∞∑
ν=ℓ
aνp
ν .
and 
⌊
a
pℓ
⌋
p
 = ∞∑
ν=ℓ+1
aνp
ν =
⌊
a
pℓ+1
⌋
.

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The arbitrary σv ∈ Gal(L/K) sends t
n 7→ t
n
1+vtn , so by computation
dσv(t)
dt
=
1
(1 + vtn)
n+1
n
Lemma 1.10. We consider an Artin-Schreier extension L/k((x)) and we keep the
notation from lemma 1.7. Let σv ∈ Gal(L/K). The corresponding action on the
tangent space TO is given by(
f(t)
d
dt
)σv
= f(t)σv (1 + vtn)
n+1
n
d
dt
.
Proof. We have that
dσ−1v (t)
dt =
dσ−v(t)
dt =
1
(1−vtn)
n+1
n
and by computation
σv(
dσ−v(t)
dt
) = (1 + vtn)
n+1
n .

Let O = OL, we will now compute the space of “local modular forms”
TO
Gti = {f(t) ∈ O : f(t)σv = f(t)(1 + vtn)−
n+1
n },
for i ≥ 1. First we do the computation for a cyclic p-group.
Lemma 1.11. Let L/k((x)) be an Artin-Schreier extension with Galois group H =
Z/pZ and ramification filtration
H0 = H1 = . . . = Hn > {Id}.
Let t be the uniformizer of L and denote by TO the set of elements of the form
f(t) ddt , f(t) ∈ k[[t]] equiped with the conjugation action defined in (14) . The space
TO
G is G-equivariantly isomorphic to the OK-module consisted of elements of the
form
f(x)xn+1−⌊
n+1
p ⌋ d
dx
, f(x) ∈ OK .
Proof. Using the description of the action in lemma 1.10 we see that TO is iso-
morphic to the space of Laurent polynomials of the form {f(t)/tn+1 : f(t) ∈ O},
and the isomorphism is compatible with the G-action. Indeed, we observe first
that tn+1 ddt is a G-invariant element in TO. Then, for every f(t)
d
dt ∈ TO, the map
sending
f(t)
d
dt
=
f(t)
tn+1
tn+1
d
dt
7→
f(t)
tn+1
,
is a G-equivariant isomorphism.
We have
{f(t)/tn+1, f(t) ∈ O}G = {f(t)/tn+1, f(t) ∈ O} ∩ k((x)),
so the G-invariant space consists of elements g(x) in K such that g seen as an
element in L belongs to TO, i.e., vL(g) ≥ −(n + 1). Consider the set of functions
g(x) ∈ K such that vL(g) = pvK(g) ≥ −(n + 1), i.e., vK(g) ≥ −
n+1
p . Since
vK(g) is an integer the last inequality is equivalent to vK(g) ≥ ⌈−(n+ 1)/p⌉ =
−⌊(n+ 1)/p⌋.
On the other hand, a simple computation with the defining equation of the Galois
extension L/K shows that
tn+1
d
dt
= xn+1
d
dx
,
and the desired result follows. 
Similarly one can prove the more general:
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Lemma 1.12. We are using the notation of lemma 1.11. Let A be the fractional
ideal k[[t]]ta ddt where a is a fixed integer. The G-module A is G-equivariantly iso-
morphic to ta−(n+1)k[[t]]. Moreover, the space AG is the space of elements of the
form
f(x)xn+1−⌊
n+1−a
p ⌋ d
dx
.
Next we proceed to the more difficult case of ellementary abelian p-groups.
Lemma 1.13. Let G = ⊕si=1Z/pZ be the Galois group of the fully ramified ele-
mentary abelian extension L/k((x)) and assume that the ramification filtration is
of the form
G = G0 = G1 = · · · = Gn > {1}.
Let t denote the uniformizer of L. Denote by TO the set of elements of the form
f(t) ddt , f(t) ∈ k[[t]] equiped with the conjugation action defined in (14) . The space
TO
G is G-equivariantly isomorphic to the OK-module consisted of elements of the
form
f(x)xn+1−⌊
n+1
ps ⌋ d
dx
, f(x) ∈ OK ,
where ps = |G|.
Proof. We will break the extension L/k((x)) to a sequence of extensions L = L0 >
L1 > . . . Ls = k((x)), such that Li/Li+1 is a cyclic p-extension. Denote by πi the
uniformizer of Li. According to lemma 1.8 the ramification extension Li/Li+1 is
of conductor n, i.e. the conditions of 1.11 are satisfied. We will prove the result
inductively. For the extension L/L1 the statement is true by lemma 1.11. Assume
that the lemma is true for L/Li so a k[[πi]] basis of TO
⊕iν=1Z/pZ is given by the
element π
n+1−
j
n+1
pi
k
i
d
dπi
. Then lemma 1.11 implies that a k[[πi+1]] basis for
TO
⊕i+1ν=1Z/pZ =
(
TO
⊕iν=1Z/pZ
)Z/pZ
,
is given by the element:
π
n+1−
6664n+1−
„
n+1−
—
n+1
pi
«
p
7775
i+1
d
dπi+1
.
The desired result follows by lemma 1.9. 
Similarly one can prove the more general:
Lemma 1.14. We are using the notation of lemma 1.13. Let A be the fractional
ideal k[[t]]ta ddt where a is a fixed integer. The G-module A is G-equivariantly iso-
morphic to ta−(n+1)k[[t]]. Moreover, the space AG is the space of elements of the
form
f(x)xn+1−⌊
n+1−a
ps ⌋ d
dx
.
By induction, the above computation can be extended to the following:
Proposition 1.15. Let L = k((t)) be a local field acted on by a Galois p-group G
with ramification subgroups
G1 = . . . = Gtf > Gtf+1 = . . . = Gtf−1 > Gtf−1+1 ≥ . . . ≥ Gt1 = Gn > Gt0 = {Id}.
We consider the tower of local fields
LG0 = LG1 ⊆ LGi ⊆ . . . L{Id} = L.
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Let us denote by πi a local uniformizer for the field L
Gi , i.e. LGi = k((πi)). The
extension LGti+1/LGti is Galois with Galois group the elementary abelian group
H(i) := Gti/Gti+1. Moreover the ramification filtration of the group H(i) is given
by
H(i)0 = H(i)1 = . . . = H(i)ti > H(i)ti+1 = {Id}
and the conductor of the extension is ti. Let O be the ring of integers of L. The
invariant space TO
Gti is the OGti -module generated by:
(17) πµii
d
dπi
,
where µ0 = 0 and µi = ti + 1−
⌊
−µi−1+ti+1
|Gti |/|Gti−1 |
⌋
Proof. The first statements are clear from elementary Galois theory. What needs
a proof is the formula for the dimensions µi. For i = 1 we have that Gt1 = Gn
is an elementary abelian group and lemma 1.13 applies, under the assumption
Gt0 = {Id}. Therefore,
TO
Gt1 = π
n+1−
—
n+1
|Gt1
|/|Gt0
|

1
d
dπ1
.
Assume that the formula is correct for i, i.e.,
TO
Gti = πµi
d
dπi
.
Then lemma 1.14 implies that
TO
Gti+1 =
(
TO
Gti
)Gti+1
Gti = π
µi+1
i+1
d
dπi+1
,
where µi+1 = ni+1 + 1−
⌊
ni+1+1−µi
|Gti+1/Gti |
⌋
and the inductive proof is complete. 
Let k((t))/k((x)) be a cyclic extension of local fields of order p, such that the
maximal ideal xk[[x]] is ramified completely in the above extension. For the rami-
fication groups Gi we have
Z/pZ = G = G0 = · · · = Gn > Gn+1 = {1}.
Hence, the different exponent is computed d = (n + 1)(p − 1). Let E = tak[[t]]
be a fractional ideal of k((t)). Let N(E) denote the images of elements of E
under the norm map corresponding to the group Z/pZ. It is known that N(E) =
x⌊(d+a)/p⌋k[[x]], and E ∩ k[[x]] = x⌈a/p⌉k[[x]]. The cohomology of cyclic groups is
2-periodic and J. Bertin and A. Me´zard in [1, Prop. 4.1.1], proved that
(18) dimkH
1(G,E) = dimkH
2(G,E) =
E ∩ k[[x]]
N(E)
=
⌊
d+ a
p
⌋
−
⌈
a
p
⌉
.
Remark: The reader might notice that in [1, Prop. 4.1.1] instead of (18) the
following formula is given:
dimkH
1(G, k[[x]]
d
dx
) =
⌊
2d
p
⌋
−
⌈
d
p
⌉
.
But k[[x]] ddx
∼= x−n−1k[[x]], and d = (n+ 1)(p− 1), thus⌊
2d
p
⌋
−
⌈
d
p
⌉
=
⌊
d+(n+1)p−n−1
p
⌋
−
⌈
(n+1)p−n−1
p
⌉
=
=
⌊
d−n−1
p
⌋
−
⌈
−n−1
p
⌉
,
and the two formulas coincide.
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Corollary 1.16. Let G be an abelian group that can be written as a direct product
G = H1 × H2 of groups H1, H2, and suppose that H2 = Z/pZ. The following
sequence is exact:
0→ H1(H2, A
H1 )→ H1(H1 ×H2, A)→ H
1(H1, A)
H2 → 0
Proof. The group H2 is cyclic of order p so the transgression map is identically zero
by lemma 1.5 and the desired result follows. 
Remark: It seems that the result of J. Bertin, A. Me´zard, solves the problem of
determining the dimension of the k-vector spaces H1(Z/pZ, A) for fractional ideals
of k[[x]]. But in what follows we have to compute the G/H-invariants of the above
cohomology groups, therefore an explicit description of these groups and of the
G/H-action is needed.
2. Computing H1(Z/pZ, A).
We will need the following
Lemma 2.1. Let a be a p-adic integer. The binomial coefficient
(
a
i
)
is defined for
a as usual: (
a
i
)
=
a(a− 1) · (a− i+ 1)
i!
and it is also a p-adic integer [5, Lemma 4.5.11]. Moreover, the binomial series is
defined
(19) (1 + t)a =
∞∑
i=0
(
a
i
)
ti.
Let i be an integer and let
∑∞
µ=0 bµp
µ and
∑∞
µ=0 aµp
µ be the p-adic expansions of i
and a respectively. The p-adic integer
(
a
i
)
6≡ 0 modp if and only if every coefficient
ai ≥ bi.
Proof. The only think that needs a proof is the criterion of the vanishing of the
binomial coefficient modp. If a is a rational integer, then this is a known theorem
due to Gauß[4, Prop. 15.21]. When a is a p-adic integer we compare the coefficients
modp of the expression
(1 + t)a = (1 + t)
P∞
µ=0 aµp
µ
=
∞∏
µ=1
(1 + tp
µ
)aµ
and of the binomial expansion in (19) and the result follows. 
Lemma 2.2 (Nakayama map). Let G = Z/pZ be a cyclic group of order p and let
A = tak[[t]] be a fractional ideal of k[[t]]. Let x be a local uniformizer of the field
k((t))Z/pZ. Let α ∈ H2(G,A), and let u[σ, τ ] be any cocycle representing the class
α. The map
(20) φ : H2(G,A)→
x⌈a/p⌉k[[x]]
x⌊
(n+1)(p−1)+a
p ⌋k[[x]]
sending
α 7→
∑
ρ∈G
u[ρ, τ ] τ ∈ G,
is well defined and is an isomorphism.
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Proof. Let A be a G-module. Let us denote by Hˆ0(G,A) the zero Tate-cohomology.
We use Remark 4-5-7 and theorem 4-5-10 in the book of Weiss [25] in order to
prove that the map H2(G,A) ∋ α 7→
∑
ρ∈G u[ρ, τ ] ∈ Hˆ
0(G,A) is well defined and
an isomorphism.
Let σ be a generator of the cyclic group Z/pZ. We know that
Hˆ0(Z/pZ, tak[[t]]) =
ker(δ)
NZ/pZ(tak[[t]])
,
where δ = σ − 1 and NZ/pZ =
∑p−1
i=0 σ
i. We compute that
ker(δ) = tak[[t]] ∩ k((x)) = x⌈a/p⌉k[[x]]
and
NZ/pZ(t
ak[[t]]) = x⌊
a+(n+1)(p−1)
p ⌋k[[x]]
and this completes the proof. 
Let A = tak[[t]] be a fractional ideal of k[[t]]. We consider the fractional ideal
ta+n+1k[[t]], and we form the short exact sequence:
(21) 0→ ta+n+1k[[t]]→ tak[[t]]→M → 0,
where M is an n+1-dimensional k-vector space with basis { 1t−a ,
1
t−a−1 , . . . ,
1
t−a−n }.
Let σv be the automorphism σv(t) = t/(1 + vt
n)1/n, where v ∈ Fp. The action
of σv on 1/t
µ is given by
(22) σv :
1
tµ
7→
(1 + vtn)µ/n
tµ
=
1
tµ
(
∞∑
ν=0
(
µ/n
ν
)
vνtνn
)
.
The action of Z/pZ on the basis elements of M is given by
(23) σv(1/t
µ) =
{
1/tµ if − a < µ
1/t−a + −an v1/t
−a−n if µ = −a
We consider the long exact sequence we obtain by applying the G-invariants functor
on (21):
(24) 0→ ta+n+1k[[t]]G → tak[[t]]G →MG
δ1→
→ H1(G, ta+n+1k[[t]])→ H1(G, tak[[t]])→ H1(G,M)
δ2→ H2(G, ta+n+1k[[t]])→ · · ·
Lemma 2.3. Assume that the group G = Z/pZ generated by σv. The map δ1 in
(24) is onto.
Proof. By (23) we have:
dimkM
Z/pZ =
{
n+ 1 if p | a
n if p ∤ a
.
On the other hand, if x is a local uniformizer of the field k((t))Z/pZ, then:(
1
t−a−(n+1)
k[[t]]
)Z/pZ
= x⌈
a+(n+1)
p ⌉k[[x]] =
1
x
⌊−a−(n+1)p ⌋
k[[x]],
and similarly (
1
t−a
k[[t]]
)Z/pZ
=
1
x
⌊−ap ⌋
k[[x]].
The image of δ1 has dimension:
dimkM
Z/pZ −
⌊
−a
p
⌋
+
⌊
−a− (n+ 1)
p
⌋
.
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Moreover for the dimension of H1(Z/pZ, 1
t−a−(n+1)
k[[t]]) we compute:
h := dimkH
1(Z/pZ,
1
t−a−(n+1)
k[[t]]) =
=
⌊
(n+ 1)(p− 1) + a+ (n+ 1)
p
⌋
−
⌈
a+ (n+ 1)
p
⌉
=
= (n+ 1)−
⌈
−a
p
⌉
+
⌊
−a− (n+ 1)
p
⌋
.
We distinguish the following two cases:
• If p | a then
⌊
−a
p
⌋
=
⌈
−a
p
⌉
, dimkM
G = n + 1 and we observe that
dimk Im(δ1) = h.
• If p ∤ a then
⌈
−a
p
⌉
=
⌊
−a
p
⌋
+ 1, and dimkM
G = n and in this case it also
holds dimk Im(δ1) = h.

Proposition 2.4. The cohomology group H1(Z/pZ,M) is isomorphic to
H1(Z/pZ,M) ∼=
{ ⊕−a
i=−a−nHom(Z/pZ, k) if p | a⊕−a
i=−a−n+1Hom(Z/pZ, k) if p ∤ a
.
Proof. Assume that the arbitrary automorphism σv ∈ G = Z/pZ is given by σv(t) =
t/(1 + vtn)1/n where v ∈ Fp.
Let us write a cocycle d as
dσv =
−a∑
i=−a−n
αi(σv)
1
ti
.
By computation,
d(σv)
σµv =
−a∑
i=−a−n
αi(σv)
1
ti
+ α−a(σv)
−a
n
µv
1
t−a−n
.
Moreover, the cocycle condition d(σv + σw) = d(σw) + d(σv)
σw for d(σv) =∑−a
i=−a−n αi(σv)
1
ti gives:
−a∑
i=−a−n
αi(σv + σw)
1
ti
=
(
−a∑
i=−a−n
αi(σv)
1
ti
)σw
+
−a∑
i=−a−n
αi(σw)
1
ti
=
−a∑
i=−a−n
αi(σv)
1
ti
+ α−a(σv)
−a
n
w
1
t−a−n
+
−a∑
i=−a−n
αi(σw)
1
ti
By comparing coefficients we obtain:
αi(σw + σv) = αi(σw) + αi(σv) for i 6= −a− n.
and
α−a−n(σw + σv) = α−a−n(σw) + α−a−n(σv) + α−a(σv)
−a
n
w.
The last equation allows us to compute the value of α−a−n on any power σ
ν
v of the
generator σv of Z/pZ. Indeed, we have:
α−a−n(σ
ν
v ) = να−a−n(σv) + (ν − 1)α−a(σv)
−a
n
v.
This proves that the function α−a−n depends only on the selection of α−a−n(σv) ∈
k.
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We will now compute the coboundaries. Let b =
∑−a
i=−a−n bi
1
ti , bi ∈ k be an
element in M . By computation,
bσv − b = b−a
−a
n
v
1
t−a−n
.
We distinguish the following cases:
• If p | a then the Z/pZ action on M is trivial, so
H1(Z/pZ,M) = Hom(Z/pZ,M) =
−a⊕
i=−a−n
Hom(Z/pZ, k).
The dimension of H1(Z/pZ,M) in this case is n+ 1.
• If p ∤ a, then the coboundary kills the contribution of the cocycle on the
1
t−a−n basis element and the cohomology group is
H1(Z/pZ,M) = Hom(Z/pZ,M) =
−a⊕
i=−a−n+1
Hom(Z/pZ, k).

Lemma 2.5. Assume that p ≥ 3. Let e = 1 if p ∤ a and e = 0 if p | a. If n ≥ 2
then an element
−a∑
i=−a−n+e
ai(·)
1
ti
∈ H1(Z/pZ,M)
is in the kernel of δ2 if and only if ai(·)
(
i/n
p−1
)
= 0 for all i. If n = 1 then an element
−a∑
i=−a−n+e
ai(·)
1
ti
∈ H1(Z/pZ,M)
is in the kernel of δ2 if and only if ai(·)
(
i/n
p−1
)
= 0 for all −a− n+ e ≤ i ≤ −a and
ai(·)
(
i/n
2p−2
)
= 0 for all −a−n+e ≤ i ≤ −a such that 2(p−1)n−i < (n+1)p+p
⌊
a
p
⌋
.
Proof. A derivation ai(σv)
1
ti , −a−n+ e ≤ i ≤ −a representing a cohomology class
in H1(Z/pZ,M) is mapped to
δ2
(
ai(·)
1
ti
)
[σw, σv] = ai(σv)
1
ti
σw
− ai(σv + σw)
1
ti + ai(σw)
1
ti =(25)
= ai(σv)ti
(∑∞
ν=1
(
i/n
ν
)
wνtnν
)
We consider now the map φ defined in (20) in the proof of lemma 2.2. The map
δ2 : H
1(G,M) → H2(G, ta+n+1k[[t]]) is composed with φ and the the image of
φ ◦ δ2 in x
⌈ a+n+1p ⌉k[[x]]/x⌊
(n+1)p+a
p ⌋k[[x]] is given by
φ ◦ δ2
(
ai(·)
1
ti
)
=
∑
w∈Z/pZ
ai(σv)
ti
(
∞∑
ν=1
(
i/n
ν
)
wνtnν
)
.
On the other hand recall that∑
w∈Z/pZ
wν =
{
0 if p− 1 ∤ ν
−1 if p− 1 | ν
.
and every homomorphism ai : (Z/pZ, ·) → (k,+) is given by ai(σw) = λiw, where
λi ∈ k. Therefore,
φ ◦ δ2
(
ai(·)
1
ti
)
=
∞∑
ν=1
(
i/n
ν
) ∑
w∈Z/pZ
wν

 ai(σv)tnν−i =
16
(26)
∞∑
ν=1,p−1|ν
(
i/n
ν
)
(−1)ai(σv)t
nν−i.
Observe that p− 1 | ν is equivalent to ν = µp− µ, and since ν ≥ 1, we have µ ≥ 1.
Thus, equation (26) becomes
∞∑
µ=1
(
i/n
µp− µ
)
(−1)λit
(µp−µ)n−i =
=
(
i/n
p− 1
)
(−1)λit
(p−1)n−i +
(
i/n
2p− 2
)
(−1)λit
(2p−2)n−i + higher order terms
Claim: If n ≥ 2 and p ≥ 3 then for all a ≤ −i ≤ a+ n and for µ ≥ 2
(27) µ(p− 1)n− i ≥ p
⌊
(n+ 1)p+ a
p
⌋
.
If n = 1 and p ≥ 3 then (27) holds for a ≤ −i ≤ a+ n and for µ ≥ 3. Moreover
(p− 1)n− i < p
⌊
(n+ 1)p+ a
p
⌋
,
for a ≤ −i ≤ a+ n.
Indeed, the inequality
(28) µ ≥
n+ 1
n
p
p− 1
,
holds for p ≥ 3, n ≥ 2 and µ ≥ 2 or for p ≥ 3, n = 1, µ ≥ 3. Therefore, (28) implies
that
n+ 1 +
⌊
a
p
⌋
−
a
p
≤ n+ 1 ≤ µ
p− 1
p
n⇒
(n+ 1)p+
⌊
a
p
⌋
p ≤ µ(p− 1)n+ a ≤ µ(p− 1)n− i
and the first assertion is proved. On the other hand
a
p
< 1 +
⌊
a
p
⌋
⇒
a
p
+ n < n+ 1 +
⌊
a
p
⌋
⇒
(p− 1)n− i < a+ pn < p(n+ 1) + p
⌊
a
p
⌋
,
and the second assertion is proved.
Since for elements g ∈ k[[x]] ⊂ k[[t]] we have pvx(g) = vt(g) we observe that all
elements in k[[t]] that have valuation greater or equal to (n+1)p+
⌊
a
p
⌋
are zero in
the lift of the ideal x(n+1+⌊
a
p ⌋k[[x]] on k[[t]]. Therefore the claim gives us that that
for p ≥ 3, n ≥ 2,
φ ◦ δ2(ai(·)
1
ti
) =
(
i/n
p− 1
)
(−1)λit
(p−1)n−i
so
∑−a
i=−a−n ai(·)
1
ti is in the kernel of δ2 if and only if(
i/n
p− 1
)
(−1)λi = 0 for all i.
The case n = 1 follows by a similar argument. 
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Proposition 2.6. The cohomology group H1(Z/pZ, tak[[t]]) is isomorphic to the
k-vector space generated by{
1
ti
, b ≤ i ≤ −a, such that
( i
n
p− 1
)
= 0
}
,
where b = −a− n if p | a and b = −a− n+ 1 if p ∤ a.
Proof. If n ≥ 2 and p ≥ 3 then the result is immediate by the exact sequence (24),
lemmata 2.3 and 2.5 and by the computation of H1(Z/pZ,M) given in proposition
2.4.
Assume that n = 1, and let a = a0+ a1p+ a2p
2+ · · · be the p-adic expansion of
a. Then the inequality
(29) (n+ 1)p+ p
⌊
a
p
⌋
≤ 2(p− 1)n+ a
holds if a0 6= 0, 1. Indeed, in this case we have that
2
p ≤
a
p −
⌊
a
p
⌋
< 1 and (29)
holds. Therefore, for the case p | a and a = 1 + pb, b ∈ Z we have to check the
binomial coefficients
( i
n
2p−2
)
as well. We will prove that in these cases if
( i
n
p−1
)
= 0
then
( i
n
2p−2
)
= 0 and the proof will be complete.
Assume, first that p | a and n = 1. Then,−a − 1 ≤ i ≤ −a, i.e. i = −a − 1
or i = −a. We compute that
(
−a
p−1
)
= 0 since there is no constant term in the
p-adic expansion of −a. Moreover the p-adic expansion of 2p − 2 is computed
2p− 2 = p− 2+ p, and since p 6= 2 we have that
(
−a
2p−2
)
= 0 as well. For i = −a− 1
we have that i = p − 1 + pb for some b ∈ Z therefore by comparing the p-adic
expanesions of −a− 1,p− 1 we obtain that
(
−a−1
p−1
)
6= 0, and this value of i does not
contribute to the cohomology.
Assume now that a = 1 + pb, b ∈ Z. We have that i = −a, and −a = p − 1 +
p(b+1). Therefore by comparing the p-adic expansions of −a, p− 1 we obtain that(
−a
p−1
)
6= 0 and this value of i does not contribute to the cohomology.

Proposition 2.7. Let A = tak[[t]] be a fractional ideal of the local field k((t)).
Assume that H = ⊕sν=1Z/pZ is an elementary Abelian group with ramification
filtration
H = H0 = ... = Hn > Hn+1 = {Id}.
Let πi be the local uniformizer of the local field k((t))
⊕i−1ν=1Z/pZ, and ai =
⌈
ai−1
p
⌉
,
a1 = a. The cohomology group H
1(H,A) is generated as a k-vector space by the
following basis elements:{
s⊕
λ=1
1
πiλi
,
λ = 1, . . . , s
bi ≤ iλ ≤ −ai
such that
(
iλ/n
p− 1
)
= 0,
}
where bi = −ai − n if p | ai and bi = −ai − n + 1 if p ∤ ai. Moreover, let
H(i) := H/⊕i−1ν=1Z/pZ. The groups H
1(⊕i−1ν=1Z/pZ, t
ak[[t]]) are trivial H(i)-modules
with respect to the conjugation action.
Proof. For A = tak[[t]], we compute the invariants tak[[t]]∩k((t))Z/pZ = x⌈
a
p⌉k[[x]],
where x is a local uniformizer for the ring of integers of k((t))Z/pZ.
The modules A⊕
i−1
ν=1Z/pZ can be computed recursively:
A⊕
i−1
ν=1Z/pZ = πaii k[[πi]],
where πi is a uniformizer for the local field k((t))
⊕i−1ν=1Z/pZ and ai =
⌈
ai−1
p
⌉
, a1 = a.
18
In order to compute the ramification filtration of quotient groups we have to
employ the upper ramification filtration for the ramification group [20, IV 3, p.
73-74]. But according to lemma 1.8 the upper ramification filtration coincides with
the lower ramification filtration therefore the ramification filtration for the groups
H(i) is
H(i)0 = ... = H(i)n > {Id}.
For the group ZpZ ⊕
Z
pZ corollary 1.16 implies that
H1(Z/pZ⊕ Z/pZ, tak[[t]]) = H1
(
Z
pZ ⊕
Z
pZ
Z/pZ
, tak[[t]]Z/pZ
)
⊕H1(Z/pZ, tak[[t]])
H
Z/pZ .
By lemma 1.8 and by the compatibility [20, IV 3, p. 73-74] of the upper ramification
filtration with quotients, we obtain that the quotient H
Z/pZ has also conductor n.
By lemmata 1.2, 1.4 and by the explicit description of the group H1(Z/pZ, tak[[t]])
of proposition 2.6 and by the fact H
Z/pZ is of conductor n, the action of
H
Z/pZ on
H1(Z/pZ, tak[[t]]) is trivial. Thus
H1(Z/pZ⊕ Z/pZ, tak[[t]]) = H1
(
H
Z/pZ
, tak[[t]]Z/pZ
)
⊕H1(Z/pZ, tak[[t]]).
Moreover the cohomology group H1(Z/pZ ⊕ Z/pZ, tak[[t]]) is generated over k by〈
1
πi1
⊕
1
πj2
,
〉
where b1 ≤ i ≤ −a, b2 ≤ j ≤ −
⌈
a
p
⌉
and
(
i/n
p−1
)
=
(
j/n
p−1
)
= 0.
The desired result follows by induction. 
Proposition 2.8. Let A = tak[[t]] be a fractional ideal of the local field k((t)).
Assume that H = ⊕sν=1Z/pZ is an elementary Abelian group with ramification
filtration
H = H0 = ... = Hn > Hn+1 = {Id}.
The dimension of H1(H,A) can be computed as
(30) dimkH
1(H,A) =
s∑
i=1
(⌊
(n+ 1)(p− 1) + ai
p
⌋
−
⌈
ai
p
⌉)
,
where ai are defined recursively by a1 = a and ai =
⌈
ai−1
p
⌉
. In particular if A =
k[[t]], then
(31) dimkH
1(H, k[[t]]) = s
⌊
(n+ 1)(p− 1)
p
⌋
.
Proof. By induction on the number of direct sumands,corollary 1.16 and proposition
2.7 we can prove the following formula:
(32) H1(H,A) = ⊕si=1H
1(Z/pZ, A⊕
i−1
ν=1Z/pZ).
In order to compute the dimensions of the direct sumands H1(Z/pZ, A⊕
i−1
ν=1Z/pZ),
for various i we have to compute the ramification filtration for the groups defined
as H(i) = H
⊕i−1ν=1Z/pZ
, since ⊕i−1ν=1Z/pZ = H/H(i). But the upper ramification
filtration coincides with the lower ramification filtration 1.8. Thus, the dimension
of H1(H,A) can be computed as
(33) dimkH
1(H,A) =
s∑
i=1
⌊
(n+ 1)(p− 1) + ai
p
⌋
−
⌈
ai
p
⌉
.
In particular if A = k[[t]], then
(34) dimkH
1(H, k[[t]]) = s
⌊
(n+ 1)(p− 1)
p
⌋
.
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For the dimension
(35) κti = dimk ker
(
tg : H1(Gti+1, TO)→ H
2(Gti/Gti+1, TO
Gti+1)
)
of the kernel of the transgression map the following formula holds:
(36) 0 ≤ κi ≤ dimkH
1(Gti+1, TO)
Gti/Gti+1 ≤ dimkH
1(Gti+1, TO).
This allows us to compute:
Proposition 2.9. Let G be the Galois group of the extensions of local fields L/K,
with ramification filtration Gi and let (tλ)1≤λ≤f be the jump sequence in (3). For
the dimension of H1(G1, TO) the following bound holds:
H1(G1/Gtf−1 , TO
Gtf−1 ) ≤ dimkH
1(G1, TO) ≤(37)
≤
∑f
i=1 dimkH
1(Gti/Gti−1 , TO
Gti−1 )
Gtf
Gti ≤
≤
∑f
i=1 dimkH
1(Gti/Gti−1 , TO
Gti−1 ),
where Gn+1 = {1}. The left bound is best possible in the sense that there are
ramification filtrations such that the first inequality becomes equality.
Proof. Using the low-term sequence in (5) we obtain the following inclusion for
i ≥ 1:
(38) H1(Gti , TO) = H
1(Gti/Gti−1 , TO
Gti−1 ) + ker tg ⊆
⊆ H1(Gti/Gti−1 , TO
Gti−1 )⊕H1(Gti−1 , TO)
Gti/Gti−1 .
We start our computation from the end of the ramification groups:
(39) H1(Gt2 , TO) ⊆ H
1(Gt2/Gt1 , TO
Gt1 )⊕H1(Gt1 , TO)
Gt2/Gt1 .
Observe here that TO is not Gt1 -invariant so there in no apriori well defined action
of Gt2/Gt1 on TO. But since the group Gt1 is of conductor n using the explicit form
of H1(Gt1 , TO) we see that that H
1(Gt1 , TO) is a trivial G1-module. Of course this
is also clear from the general properties of the conjugation action [25, cor. 2-3-2].
We go on to the next step:
(40) H1(Gt3 , TO) ⊆ H
1(Gt3/Gt2 , TO
Gt2 )⊕H1(Gt2 , TO)
Gt3/Gt2 .
The combination of (39) and (40) gives us
H1(Gt3 , TO) ⊆ H
1
(
Gt3
Gt2
, TO
Gt2
)
⊕H1
(
Gt2
Gt1
, TO
Gt1
)Gt3
Gt2
⊕
(
H1(Gt1 , TO)
Gt2
Gt1
)Gt3
Gt2
.
Using induction based on (38) we obtain:
H1(G1, TO) ⊆
f⊕
i=1
H1
(
Gti
Gti−1
, TO
Gti−1
)Gtf
Gti
⊆
f⊕
i=1
H1
(
Gti
Gti−1
, TO
Gti−1
)
.
and the desired result follows. 
Notice that in the above proposition Gti−1 appears in the ramification filtration
of G0 thus the corollary to proposition IV.1.3 in [20] implies that the ramification
filtration of Gti/Gti−1 is constant. Namely, if Q = Gti/Gti−1 the ramification
filtration of Q is given by:
Q0 = Q1 = · · · = Qti > {1}.
Therefore, δt1 = dimkH
1(Gn, TO), and dimkH
1(Gti/Gti−1 , TO
Gti−1 ) can be com-
puted explicitly by proposition 2.8 since Gn = Gt1 , Gti/Gti−1 , are elementary
abelian groups. Namely we will prove the following
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Proposition 2.10. Let logp(·) denote the logarithmic function with base p. Let
s(λ) = logp |Gtλ |/|Gtλ−1 | and let µi be as in proposition 1.15. Then
dimkH
1
(
Gtλ
Gtλ−1
, TO
Gtλ−1
)
=
s(λ)∑
i=1
(⌊
(tλ + 1)(p− 1) + ai
p
⌋
−
⌈
ai
p
⌉)
,
where a1 = −tλ − 1 + µλ−1, and ai =
⌈
ai−1
p
⌉
.
Proof. The module TO
Gtλ−1 is computed in proposition 1.15 to be isomorphic to
π
µλ−1
λ−1
d
dπλ−1
, which in turn is
Gtλ
Gtλ−1
-equivariantly isomorphic to π
−tλ−1+µλ−1
λ−1 k[[πλ−1]].
The desired result follows by using proposition 2.8. 
Remark 2.11. If n = 1, i.e. G2 = {1} then the left hand side and the right hand
of (37) are equal and the bound becomes the formula in [3].
Proposition 2.12. We will follow the notation of 2.10. Suppose that for every i,
Gti
Gti−1
is a cyclic p-group. Then the following equality holds:
dimkH
1(G1, TO) =
∑f
i=1 dimkH
1(
Gti
Gti−1
, TO
Gti−1 )Gtf /Gti ≤
=
∑f
i=1
(⌊
(ti+1)(p−1)−ti−1+µi−1
p
⌋
−
⌈
−ti−1+µi−1
p
⌉)
.
Proof. The kernel of the transgression at each step is by lemma 1.5 the whole
H1(
Gti
Gti−1
, TO
Gti−1 )Gtf /Gti . Therefore the right inner inequality in equation (37) is
achieved. The other inequality is trivial by the computation done in proposition
2.10 but it is far from being best possible. 
3. Global Computations
We consider the Galois cover of curves π : X → Y = X/G, and let b1, ..., br be
the ramification points of the cover. We will denote by
e
(µ)
0 ≥ e
(µ)
1 ≥ e
(µ)
2 ≥ e
(µ)
nµ > 1
the orders of the higher ramification groups at the point bµ. The ramification divisor
D of the above cover is a divisor supported at the ramification points b1, ..., br and
equals to
D =
r∑
µ=1
nµ∑
i=0
(e
(µ)
i − 1)bµ.
Let Ω1X , Ω
1
Y be the sheaves of holomorphic differentials at X and Y respectively.
The following formula holds [9, IV. 2.3]:
Ω1X
∼= OX(D)⊗ π
∗(Ω1Y )
and by taking duals
TX ∼= OX(−D)⊗ π
∗(TY )
Thus π∗(TX) ∼= TY ⊗ π∗(OX(−D)) and π
G
∗ (TX)
∼= TY ⊗ (OY ∩ π∗(OX(−D))). We
compute (similarly with [3, prop. 1.6]),
πG∗ (TX) = TY ⊗OY
(
−
r∑
µ=1
⌈
nµ∑
i=0
(e
(µ)
i − 1)
e
(µ)
0
⌉
bi
)
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Therefore, the global contribution to H1(G, TX) is given by
H1(Y, πG∗ (TX))
∼= H1(Y, TY ⊗OY
(
−
r∑
µ=1
⌈ nµ∑
i=0
(e
(µ)
i − 1)
e
(µ)
0
⌉
bi
)
∼= H0(Y,Ω⊗2Y
(
−
r∑
µ=1
⌈ nµ∑
i=0
(e
(µ)
i − 1)
e
(µ)
0
⌉
bi
)
and by Riemann-Roch formula
(41) dimkH
1(Y, πG∗ (TX)) = 3gY − 3 +
r∑
µ=1
⌈ nµ∑
i=0
(e
(µ)
i − 1)
e
(µ)
0
⌉
.
On the other hand the local contribution can be bounded by proposition 2.9 and
by combining the local and global contributions, we arrive at the desired bound for
the dimension.
3.1. Examples. Let V = Z/pZ⊕· · ·⊕Z/pZ be an elementary abelian group acted
on by the group Z/nZ. Assume that G := V ⋊ Z/nZ acts on the local field k((t))
and assume that the ramification filtration is given by
G0 > G1 = G2 = · · ·Gj > Gj+1 = {1}.
Let H := Z/pZ be the first summand of V . Let σ be a generator of the cyclic
group Z/nZ and assume that σ(t) = ζt, where ζ is a primitive n-th root of one.
The inflation-restriction sequence implies the short exact sequence:
0→ H1(G/H, xak[[x]]
d
dx
)→ H1(G, ta
′
k[[t]]
d
dt
)→ H1(H, ta
′
k[[t]]
d
dt
)→ 0
where xak[[x]] ddx =
(
ta
′
k[[t]] ddt
)H
. The group Z/nZ acts on ta
′
k[[t]] but there is no
apriori well defined action of Z/nZ on xak[[x]] ddx =
(
ta
′
k[[t]] ddt
)H
, since the group
H might not be normal in G. An element d ∈ H1(G/H, xak[[x]] ddx ) is send by the
inflation map on the 1-cocycle inf(d) that is a map
inf(d) : G→ ta
′
g(t)
d
dt
∈ ta
′
k[[t]]
d
dt
,
and the action of σ can be considered on the image of the inflation map, sending
inf(d)(g) 7→ σ(inf(d(g)). We observe that σ(inf)(d(g))) is zero for any g ∈ H , by
the definition of the inflation map, therefore there is an element a ∈ ta
′
k[[t]] ddt such
that
σ(infd(g)) + ag − a ∈ xak[[x]]
d
dx
,
therefore we can consider the element
σ(inf(d)) + ag − a = inf(d′).
This means that although there is no well defined action of Z/nZ on k[[x]] we can
define σ(d) = d′ modulo cocycles. In what follows we will try to compute the
element d′ ∈ H1(G/H, xak[[x]] ddx).
Assume that the Artin-Schreier extension k((t))/k((x)) is given by the equation
1/yp − 1/y = 1/xj. Then, we have computed that if g is a generator if H then
g(t) =
t
(1 + tj)1/j
, and x =
tp
(1− tj(p−1))1/j
.
The action of σ on x, where x is seen as an element in k[[t]] is given by
σ(x) = σ
tp
(1− tj(p−1))1/j
= ζpx
(1− tj(p−1))1/j
(1 − ζj(p−1)tj(p−1))1/j
= ζpxu,
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where u = (1−t
j(p−1))1/j
(1−ζj(p−1)tj(p−1))1/j
is a unit of the form 1 + y, where y ∈ t2j(p−1)k[[t]].
The cohomology groupH1(V/H, xak[[x]]) is generated by the elements {1/xµ, b ≤
µ ≤ a,
(
µ/n
p−1
)
= 0}. Each element 1/xµ is written as 1/xµxj+1 ddx and it is lifted to
1/xµtj+1
d
dt
σ
−→ ζ−pµ+j1/xµu−µtj+1
d
dt
.
In the above formula we have used the fact that the adjoint action of σ on tr ddt is
given by tr ddt
σ
→ ζ(r−1)tr ddt [3, 3.7].
Obviously the unit u is not H-invariant but we can add to u a 1-coboundary so
that it becomes the H-invariant element inf(d′). We observe that this coboundary
is of the form ag − a, and obviously ag − a has to be in t2p−1jk[[t]]. This gives us
that
(1/xµ)
′
= ζµ1/xµ + o,
where o is a sum of terms 1/xν with −a < ν and therefore o is cohomologous to
zero. Using induction one can prove the following
Lemma 3.1. Let 1/πiλi , λ = 1, . . . , s, bi ≤ iλ ≤ −ai so that
(
iλ/n
p−1
)
= 0 and
bi = −ai − j if p | ai, bi = −ai − j + 1 if p ∤ ai be the basis elements of the
cohomology group H1(V, TO. Then the action of the generator σ ∈ Z/nZ on TO
induces the following action on the basis elements:
σ(
1
πµi
) = ζ−p
iµ+j 1
πµ
.
1. The Fermat curve
F : xn0 + x
n
1 + x
n
2 = 0
defined over an algebraically closed field k of characteristic p, such that n−1 = pa is
a power of the characteristic is a very special curve. Concerning its automorphism
group, the Fermat curve has maximal automorphism group with respect to the
genus [21]. Also it leads to Hermitian function fields, that are optimal with respect
to the number of Fp2a -rational points and Weil’s bound.
It is known that the Fermat curve is totally supersingular, i.e., the Jacobian
variety J(F ) of F has p-rank zero, so this curve cannot be studied by the tools of
[3]. The group of automorphism of F was computed in [13] to be the projective
unitary group G = PGU(3, q2), where q = pa = n − 1. H.Stichtenoth [21, p. 535]
proved that in the extension F/FG there are two ramified points P ,Q and one is
wildly ramified and the other is tamely ramified. For the ramification group G(P )
of the wild ramified point P we have that G(P ) consists of the 3 × 3 matrices of
the form
(42)

1 0 0α χ 0
γ −χαq χ1+q

 ,
where χ, α, γ ∈ Fq2 and γ + γ
q = χ1+q − 1− α1+q. Moreover Leopoldt proves that
the order of G(P ) is q3(q2 − 1) and the ramification filtration is given by
G0(P ) > G1(P ) > G2(P ) = · · · = G1+q(P ) > {1},
where
G1(P ) = ker(χ : G0(P )→ F
∗
q2)
and
G2(P ) = ker(α : G1(P )→ Fq2).
In this section we will compute the dimension of tangent space of the global defor-
mation functor. Namely, we will prove:
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Proposition 3.2. Let p be a prime number, p > 3 let X be the Fermat curve
x1+p0 + x
1+p
1 + x
1+p
2 = 0.
Then dimkH
1(X,G, TX) = 0.
Proof. By the assumption q = p and by the computations of Leopoldt mentioned
above we have G2 = · · · = Gp+1 = Z/pZ. The different of Gp+1 is computed
(p+ 2)(p− 1). Hence, according to (18)
dimkH
1(Gp+1, TO) =
⌊
(p+ 2)(p− 1)− (p+ 2)
p
⌋
−
⌈
−p− 2
p
⌉
= p
Proposition 2.6 implies that the set{
1
ti
, 2 ≤ i ≤ p+ 2 where
( i
p+1
p− 1
)
= 0
}
is a k-basis of H1(Gp+1, TO). Indeed, the group G1+p has conductor 1 + p and
TO is G1+p-equivariantly isomorphic to t
−p−2k[[t]]. Thus following the notation of
proposition 2.6 −a = p + 2 and b = 2. The rational number (1 + p)−1 has the
following p-adic expansion:
1
1 + p
= 1 + (p− 1)p+ (p− 1)p3 + (p− 1)p5 + . . .
and using lemma 2.1 we obtain that for 2 ≤ i ≤ p+ 2 the only integer i such that( i
p+1
p−1
)
6= 0 is i = p− 1. Thus, the elements{
1
ti
, 2 ≤ i ≤ p+ 2, i 6= p− 1
}
form a k-basis of H1(Gp+1, TO).
Leopoldt in [13] proves that the G0(P ) acts faithfully on the k-vector space
L((p+1)P ) that is of dimension 3 with basis functions 1, v, w and the representation
matrix is given by (42). Moreover, the above functions have t-expansions of the
following form v = 1tp u, where u is a unit in k[[t]] and w =
1
tp+1 , for a suitable
choice of the local uniformizer t at the point P . The functions v, w generate the
function field coresponding to the Fermat curve and they satisfy the relation un =
wn − (w + 1)n, therefore one can compute that the unit u can be written as
u = 1 + tp+1g, g ∈ k[[t]].
Let σ be an element given by a matrix as in equation (42). The action of σ ∈ G1 =
G1(P ) on powers of
1
t is given by
(43)
1
ti
=
(1 + γtp+1 − aqut)
i
p+1
ti
.
and the action on the basis elements {1/ti, 2 ≤ i ≤ p+ 2, i 6= p− 1} is given by
1
ti
7→
1
ti
+
i−2∑
ν=1
aqν
( i
p+1
ν
)
1
ti−ν
.
We observe that the matrix of this action is given by
Aσ =


1 0 0 0 0
2
p+1 1 0 0 0
3
p+1 1 0 0
∗ ∗
. . . 1 0
∗ ∗ ∗ p+2p+1 1


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We observe that σ(1/t2) = 1/t2 and σ(1/tp) = 1/tp, and moreover that all ele-
ments below the diagonal of the matrix Aσ are
i
p+1 and are non-zero unless i = p.
Therefore the eigenspace of the eigenvalue 1 is 2-dimensional, and we can give a
basis:
H1(G1+p, TO)
G1/G1+p =k
〈
1
t2
,
1
tp
〉
In order to compute H1(G1(P ), TO) we consider the exact sequence
1→ G2 → G1
α
−→ G1/G2 ∼= Z/pZ× Z/pZ→ 1
and the corresponding low-degree-term Lyndon-Hochschield-Serre sequence. The
group G2 is of conductor p + 1 thus TO
G2 = TO
Z/pZ is given by proposition 1.15
(p > 2):
TO
G2 = xp+2−⌊
p+2
p ⌋k[[x]]
d
dx
= xp+1k[[x]]
d
dx
,
where x is a local uniformizer for OG2 . By [20, Cor. p.64] the ramification filtration
for G2/G1 is
G0/G2 > G1/G2 > {1},
hence the different for the subgroup Z/pZ of G2/G1 is 2(p− 1), and the conductor
equals 1. Lemma 1.14 implies xp+1k[[x]] ddx is G1/G2-equivariantly isomorphic to
xp+1−2k[[[x]]. Therefore,
H1(G1/G2, TO
G2) = H1(Z/pZ, xp−1k[[x]]) ⊕H1(Z/pZ, (xp−1k[[x]])Z/pZ)
We compute
dimkH
1(Z/pZ, xp−1k[[x]]) =
⌊
2(p− 1) + p− 1
p
⌋
−
⌈
p− 1
p
⌉
= 1.
On the other hand, if π is a local uniformizer for k((x))Z/pZ then
(xp−1k[[x]])Z/pZ = π⌈
p−1
p ⌉k[[π]] = πk[[π]]
and the dimension of the cohomology group is computed:
dimkH
1(Z/pZ, (xp−1k[[x]])Z/pZ) = dimkH
1(Z/pZ, πk[[π]]) =
=
⌊
2(p− 1) + 1
p
⌋
−
⌈
1
p
⌉
= 0.
Using the bound for the kernel of the transgression we see that
1 = dimkH
1(
G1
G2
, TO
G2) ≤ dimkH
1(G1, TO) ≤ dimkH
1(G1G2 , TO
G2) +
+ dimkH
1(G2, TO)
G1
G2 = 3.(44)
In order to compute the action of G0 on G1/G2 we observe that
(45)

1 0 0a χ 0
∗ −χap



1 0 0b 1 0
∗ −bp 1



1 0 0a χ 0
∗ −χap

 =

 1 0 0χb 1 0
∗ −χq+1bp 1


If

1 0 0b 1 0
∗ −bp 1

 is an element of Z/pZ ∼= Fp ⊂ Fp2 then bp = b. By looking
at the computation of (45) we see that the conjugation action of G0/G1 to Fp
is given by multiplication b 7→ χ1+qb. Observe that (χ1+p)p−1 = χp
2−1 = 1,
thus χ1+p ∈ Fp. The action on the cocycles is given by sending the cocycle
d(τ) to d(στσ−1)σ
−1
therefore the basis cocycle 1x1−p of the one dimensional co-
homology group H1(Z/pZ, xp−1k[[x]]) d goes to χp(p−1)+1+1+pd = χ−p
2
d under the
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conjugation action, as one sees by applying lemma 3.1. Lemma 1.3 implies that
H1(G1/G2, TO
G2)G0/G1 = 0. Similarly the conjugation action of G0/G1 on an ele-
ment of G2 can be computed to be multiplication of τ by χ
1+p ∈ Fp, and the same
argument shows that H1(G1+p, TO)
G1/G1+p
G0/G1
= 0.
Finally the global contribution is computed by formula (41)
dimkH
1(FG, π∗(TF )) = −3 +
⌈
p+2∑
i=0
|G(P )i| − 1
|G(P )|
⌉
+
⌈
1−
1
|G(Q)|
⌉
=
= −3 + 2 + 1 = 0
The fact that the tangent space of the deformation functor is zero dimensional is
compatible with the fact that there is only one isomorphism class of curves C such
that |Aut(C)| ≥ 16g4C [21]. 
2. p-covers of P1(k) We consider curves Cf of the form
Cf : w
p − w = f(x),
where f(x) is a polynomial of degree m. We will say that such a curve is in reduced
form if the polynomial f(x) is of the form
f(x) =
m−1∑
i=1,(i,p)=1
aix
i + xm.
Two such curves Cf , Cg in reduced form are isomorphic if and only if f = g. The
group G := Gal
(
Cf/P
1(k)
)
∼= Z/pZ acts on Cf . We observe that the number of
independent monomials 6= xm in the above sums is given by:
(46) m−
⌊
m
p
⌋
− 1,
since #{1 ≤ i ≤ m, p | i} =
⌊
m
p
⌋
.
We will compute the tangent space of the deformation functor of the curve Cf
together with the group Cf . Let P be the point above∞ ∈ P
1(k). This is the only
point that ramifies in the cover Cf → P
1(k), and the group G admits the following
ramification filtration:
G0 = G1 = G2 = · · · = Gm > Gm+1 = {1}.
The different is computed (p − 1)(m + 1) and TO ∼= t
−m−1k[[t]]. Thus the space
H1(G, TO) has dimension d
d =
⌊
(p− 1)(m+ 1)− (m+ 1)
p
⌋
−
⌈
−(m+ 1)
p
⌉
= m+1−
⌈
2m+ 2
p
⌉
+
⌊
m+ 1
p
⌋
.
Let a0 + a1p+ a2p
2 + · · · be the p-adic expansion of m+ 1. We observe that
⌈
2m+ 2
p
⌉
−
⌊
m+ 1
p
⌋
=


2a0
p
+
∑
i≥1
2aip
i−1

−
∑
i≥1
aip
i−1,
therefore, if p ∤ m+ 1⌈
2m+ 2
p
⌉
−
⌊
m+ 1
p
⌋
=
⌊
m+ 1
p
⌋
+ δ,
where
δ =
{
2 if 2a0 > p
1 if 2a0 < p.
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Thus,
d =


m+ 1−
⌊
m+1
p
⌋
if p | m+ 1
m−
⌊
m+1
p
⌋
− δ otherwise
Finally, we compute that
dimkH
1(Y, πG∗ (TX)) = −3 +
⌈
(m+ 1)(p− 1)
p
⌉
= m− 2−
⌊
m+ 1
p
⌋
.
3. Lehr-Matignon Curves. Let us consider the curve
C : yp − y =
m−1∑
i=0
tix
1+pi + x1+p
m
,
defined over the algebraically closed field k of characteristic p > 2. Let n = 1+ pm
denote the degree of right hand side of the above equation. The automorphism
group of these curves were studied by Matignon-Lehr in [12] and these curves were
considered also by G. van der Geer, van der Vlught in [23] in connection with coding
theory. Notice that the extreme Fermat curves studied in example 1 can be written
in this form by a suitable transformation [22, VI.4.3 p.203]. Let H = Gal(C/P1(k)).
The automorphism group G of C can be expressed in the form
1→ H → G→ V → 1,
where V is the vector space of roots of the additive polynomial
(47)
∑
0≤i≤m
(
tp
m−i
i Y
pm−i + tp
m
i Y
pm+i
)
[12, prop. 4.15]. Moreover there is only one point P ∈ C that ramifies in the cover
C → CG, namely the point above ∞ ∈ P1(k).
In order to simplify the calculations we assume that t0 = · · · = tm−1 = 0 so the
curve is given by
(48) yp − y = xp
m+1.
The polynomial in (47) is given by Y p
2m
+Y and the vector space V of the roots is
2m-dimensional. Moreover, according to [12] any automorphism σv coresponding
to v ∈ V is given by
σv(x) = x+ v, σ(y) = y +
m−1∑
κ=0
vp
m+k
xp
k
.
Observe that w (resp. x) has a unique pole of order pm + 1 (resp. p) at the point
above ∞, so we can select the local uniformizer π so that
y =
1
πpm+1
, x =
1
π
u,
where u is a unit in k[[π]]. By replacing x, y in (48) we observe that the unit u is
of the form u = 1 + πp
m
.
A simple computation based on the basis {1, x, . . . , xp
m−1
, y}, of the vector space
L
(
(1+pm)P
)
given in [12, prop. 3.3]. shows that the ramification filtration of G is
G = G0 = G1 > G2 = . . . = Gpm+1 > {1},
where G2 = H and G1/G2 = V . Using proposition 2.6 we obtain the following
basis for H1(G2, TO):{
1
πi1
, 2 ≤ i ≤ pm + 2, such that
( i
pm+1
p− 1
)
= 0.
}
.
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We have to study the action of G1/G2 on H
1(G2, TO). From the action of σv on y
we obtain that that the action on the basis elements of H1(Gpm+1, TO) is given by
σv(
1
πi
) =
1
πi
+
(∑m−1
κ=0 u
pkvp
m+κ
πp
m+1−pk+1
) i
pm+1
πi
=
1
πi
+
i
pm + 1
vp
2m−1 1
πi−1
+ . . . .
We observe that if p | i then all binomial coefficients
( i
pm+1
κ
)
that contribute a
coefficient 1/πκ, 2 ≤ κ ≤ pm + 2 are zero. Therefore, the elements 1/π2, 1/πνp are
invariant. Moreover, by writing down the action of σv as a matrix we see that there
are no other invariant elements, so the dimension is computed (p > 2):
dimkH
1(Gpm+1, TO)
G1/Gpm+1 = 1 +
⌊
pm + 2
p
⌋
= 1 + pm−1.
We observe that this dimension coincides with the computation done on the Fermat
curves m = 1.
We proceed by computing H1(V, TO
H). The space TO
H is computed by propo-
sition 2.8
x
pm+2−
j
pm+2
p
k
k[[x]]
d
dx
= xp
m+2−pm−1k[[x]]
d
dx
.
Thus,
dimkH
1(V, TO
H) =
2m∑
ν=1
(⌊
2(p− 1) + ai
p
⌋
−
⌈
ai
p
⌉)
,
where a1 = p
m − pm−1, and ai =
⌈
ai−1
p
⌉
. By computation aν = p
m−ν+1 − pm−ν
for 1 ≤ ν ≤ m, and aν = 1 for ν > m. On the other hand, an easy computation
shows that ⌊
2(p− 1) + ai
p
⌋
−
⌈
ai
p
⌉
=


1 if 1 ≤ ν < m
2 if ν = m
0 if m < ν
,
thus the dimension of the tangent space is m+ 1.
We have proved that the dimension of H1(G1, TO) is bounded by
m+ 1 = dimkH
1(G1/G2, TO
G2) ≤ H1(G1, TO) ≤
dimkH
1(G1/G2, TO
G2) +H1(G2, TO)
G1/G2 = 2 +m+ pm−1.
Unfortunately we can not be more precise here: an exact computation involves the
computation of the kernel of the transgression and such a computation requires
new ideas and tools.
To this dimension we must add the contribution of
dimkH
1(Y, πG∗ (TX)) = 3gY − 3 +
r∑
κ=1
⌈
nκ∑
i=0
(e
(κ)
i − 1)
e
(κ)
0
⌉
=
−3 +
⌈
2
pm+1 − 1
pm+1
+m
pm − 1
pm+1
⌉
= −1 +
⌈
m
p
−
2 +m
pm+1
⌉
.
The later contribution is > 0 if m≫ p.
4. Elementary Abelian extensions of P1(k). Consider the curve C so that
G0 = (Z/pZ)
s⋊Z/nZ is the ramification group of wild ramified point, and moreover
the ramification filtration is given by
(49) G0 > G1 = . . . = Gj > Gj+1 = {1}.
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An example of such a curve is provided by the curve defined by
(50) C :
s∑
i=0
aiy
pi = f(x),
where f is a polynomial of degree j and all monomial summands akx
k of f have
exponent congruent to j modulo n. Let V be the Fp-vector space of the roots of
the additive polynomial
∑s
i=0 aiy
pi . Assume that the automorphism group of the
curve defined by (50) is G := V ⋊ Z/nZ. Thus C → P1(k) is Galois cover ramified
only above ∞, with ramification group G and ramification filtration is computed
to be as in equation (49).
Let us now return to the general case. Let us denote by V the group (Z/pZ)s.
The group V admits the structure of a Fp vector space, where Fp is the finite field
with p-elements. The conjugation action of Z/nZ on V implies a representation
ρ : Z/nZ→ GL(V ).
Since (n, p) = 1, Mascke’s Theorem gives that V is the direct sum of simple Z/nZ-
modules, i.e., V = ⊕ri=1Vi. On the other hand, lemma 1.2 implies that the conju-
gation action is given by multiplication by ζj , where ζ is an apropriate primitime
n-th root of one and j is the conductor of the extension. If ζj ∈ Fp then all the Vi
are one dimensional. In the more general case one has to consider representations
ρi : Z/nZ→ GL(Vi),
where dimFp Vi = d. Notice that the dimension d is the degree of the extension
Fq/Fp, where Fq is the smallest field containing ζ
j . Let e
(i)
1 , . . . , e
(i)
d be an Fp-basis
of Vi, and let us denote by (a
(i)
µν) the entries of the matrix corresponding to ρi(σ),
where σ is a generator of Z/nZ. The conjugation action on the arbitrary
(51) v =
r∑
i=1
d∑
µ=1
λ(i)µ e
(i)
µ ∈ V
is given by:
(52) σvσ−1 =
r∑
i=1
d∑
µ=1
λ(i)µ σe
(i)
µ σ
−1 =
r∑
i=1
d∑
µ=1
λ(i)µ
d∑
ν=1
a(i)µνe
(i)
ν .
In particular,
(53) σe(i)µ σ
−1 =
d∑
ν=1
a(i)µνe
(i)
ν .
For the computation of H1(G, TO), we notice first that the group H
1(V, TO) can
be computed using proposition 2.7 and the isomorphism TO ∼= t
−j−1k[[t]].
Next we consider the conjugation action of Z/nZ on H1(V, TO), in order to
compute H1(G, TO) = H
1(V, TO)
Z/nZ. By (32) we have
(54) H1(V, TO) = ⊕
s
λ=1H
1(Z/pZ, TO
⊕λ−1ν=1Z/pZ),
i.e., the arbitrary cocycle d representing a cohomolgy class in H1(V, TO) can be
writen as a sum of cocycles dν representing cohomology classes inH
1(Z/pZ, TO
⊕i−1ν=1Z/pZ).
Let us follow a similar to (51) notation for the decomposition of d, and write
d =
∑r
i=1
∑d
ν=1 b
(i)
ν d
(i)
ν , where d
(i)
ν (e
(j)
µ ) = 0 if i 6= j or ν 6= µ. Therefore,
(55) d(σe(i)µ σ
−1) = d
(
d∑
ν=1
a(i)µνe
(i)
ν
)
=
d∑
ν=1
b(i)ν a
(i)
µνd
(i)
ν (e
(i)
ν ).
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We have now to compute the Z/nZ-action on d
(i)
k . By lemma 3.1 the element σ
acts on the basis elements 1
πµi
of H1(V, TO) as follows
(56) σ(
1
πµi
) = ζ−p
iµ+j 1
πµ
.
By the above remarks we arrive at
(57) σ(d)(e(i)µ ) := d(σe
(i)
µ σ
−1)σ
−1
=
d∑
ν=1
b(i)ν a
(i)
µνζ
−c(ν,i)d(i)ν (e
(i)
ν ),
where c(ν, i) is the appropriate exponent, defined in (56). Let us denote by A(i) the
d× d matrix (a
(i)
νµ). By (57) σ(d)(e
(i)
µ ) = d(e
(i)
µ ) if and only if b := (b
(i)
1 , . . . , b
(i)
d ) is
a solution of the linear system
(A(i) · diag−1(ζc(1,i), ζc(2,i), . . . , ζc(d,i))− Id)b = 0.
This proves that the dimension of the solution space is equal to the dimension of the
eigenspace of the eigenvalue 1 of the matrix: A(i) ·diag−1
(
ζc(1,i), ζc(2,i), . . . , ζc(d,i)
)
.
Moreover using a basis of the form 1, ζ, ζ2, . . . , ζd−1 for the simple space V (i),
we obtain that
A(i) =


0 0 · · · 0 −a0
1 0 −a1
0 1
. . .
...
0 1 0 −ad−1
0 1 −ad


It can be proved by induction that the characteristic polynomial of A(i) is xd +∑d−1
ν=0 aνx
ν , and under an appropriate basis changeA(i) can be a written in the form
diag(ζj , ζ2j , . . . , ζj(d−1)). Moreover, the characteristic polynomial of the matrix
A(i) · diag−1
(
ζc(1,i), ζc(2,i), . . . , ζc(d,i)
)
can be computed inductively to be
fi(x) := x
d+ζc(d,i)ad−1x
d−1+ζc(d,i)+c(d−1,i)ad−1+· · ·+ζ
Pd
ν=2 c(ν,i)x+ζ
Pd
ν=1 c(ν,i)a0
If, fi(1) 6= 0, then we set δ(i) = 0. If fi(1) = 0 we set δ(i) to be the multiplicity of
the root 1. The total invariant space has dimension
dimkH
1(G, TO) =
∑
i
δ(i).
Comparison with the work of Cornelissen-KatoWe will apply the previous
calculation to the case of ordinary curves j = 1 and we will obtain the formulas in
[3]. We will follow the notation of proposition 2.7. The number a1 = −j − 1 = −2.
Thus, a2 = ⌈−2/p⌉ = −⌊2/p⌋ = 0 (recall that we have assumed that p ≥ 5.
Furthermore ai = 0 for i ≥ 2. For the numbers bi we have b1 = −a1 − j + 1 = 2,
and b1 ≤ i1 ≤ −a1, so there is only one generator, namely
1
π21
. Moreover, for i ≥ 2
we have bi = −aj − j = −1 and there are two possibilities for −1 ≤ iλ ≤ 0 = −ai,
namely −1, 0. But only
(
0/n
p−1
)
= 0, and we finally have that
H1(V, TO) ∼= 〈
1
π21
〉k × 〈1〉k × · · · × 〈1〉k,
a space of dimension logp |V |.
Let d be the dimension of each simple direct summand of H1(V, TO) considered
as a Z/nZ-module. Of course d equals the degree of the extenstion Fp(ζ)/Fp, where
ζ is a suitable primitive root of 1. For the matrix diag(ζc(1,i), . . . , ζc(d,i)) we have
that
diag(ζc(1,i), . . . , ζc(d,i)) =
{
diag(ζ2, ζ, . . . , ζ) if i = 1,
ζ · Id if i ≥ 2.
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The characteristic polynomial in the first case is computed to be:
f1(x) = x
d +
d−1∑
ν=1
ζd−νaνx
ν + a0ζ
1+d.
By seting x = ζy the above equation is written as
ζd
(
yd +
d−1∑
ν=0
aνy
ν
)
+ (ζd+1 − ζd)a0.
Therefore, for x = 1, y = ζ, so f1(1) = (ζ
d+1 − ζd)a0 6= 0, therefore δ(1) = 0.
In the second case, we observe that
fi(x) = x
d +
d−1∑
ν=0
ζd−νaνx
ν .
If we set x = y/ζ, we obtain that 1 is a simple root of fi, so δ(i) = 1 for i ≥ 2.
Thus, only the s/d− 1 blocks i ≥ 2 admit invariant elements and
dimkH
1(V ⋊ Z/nZ, TO) = s/d− 1.
Comparison with the work of R. Pries. Let us consider the curve:
C : yp − y = f(x),
where f(x) is a polynomial of degree j, (j, p) = 1. This, gives rise to a ramified cover
of P1(k) with ∞ as the unique ramification point. Moreover if all the monomial
summands of the polynomial f(x) have exponents congruent to j modm, then the
curve C admits the group G := Z/pZ ⋊ Z/mZ as a subgroup of the group of
automorphisms. In [17] R. Pries constructed a configuration space of deformations
of the above curve and computed the dimension of this space. In what follows we
will compute the dimension of H1(G, TO) and we will compare with the result of
Pries.
According to proposition 2.6 the tangent space of the deformation space is gen-
erated as a k-vector space by the elements of the form 1xi where b ≤ i ≤ j + 1
and
b =
{
1 if p | −j − 1
2 if p ∤ −j − 1.
By lemma 1.4 the Z/mZ-action on Fp is given by multiplication by ζ
j where ζ
is an appropriate primitive m-th root of one. This gives us that ζjp = ζj , i.e.
jp ≡ j modm. If di is the cocyle coresponding to the element
1
xi then
di(στσ
−1)σ
−1
= ζjdi(τ)
σ−1 .
But the element 1xi coresponds to the element x
j+1−i d
dx . The ζ
−1-action is given
by
xj+1−i
d
dx
7→ ζi−jxj+1−i
d
dx
,
Therefore, the action of σ on the cocycle corresponding to 1xi is given by
1
xi
7→ ζi
1
xi
.
Thus, dimkH
1(G, TO) = dimkH
1(Z/pZ, TO)
Z/pZ is equal to
#
{
i : b ≤ i ≤ j + 1,
(
i/j
p− 1
)
= 0, i ≡ 0 modm.
}
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By (41) we have
dimkH
1(Y, πG∗ (TX)) = 3gY − 3 +
r∑
κ=1
⌈
nκ∑
i=0
(e
(κ)
i − 1)
e
(κ)
0
⌉
,
and by computation
dimkH
1(Y, πG∗ (TX)) = −3 +
⌈
1 +
−1
mp
+
j(p− 1)
mp
⌉
.
On the other hand the configuration space constructed by R. Pries is of dimension
r := #{e ∈ E0 : ∀ν ∈ N
+, pνe 6∈ E0}
where
E0 := {e : 1 ≤ e ≤ j, e ≡ j modm.}
The above dimensions look quite different but using maple1 we computed the fol-
lowing table:
p j m r dimkH
1(G, TO) dimkH
1(Y, πG∗ (TX)) dimkD(k[ǫ])
13 19 6 3 3 1 4
13 35 6 5 4 9 13
13 51 6 8 8 6 14
13 36 3 12 11 10 21
7 81 3 24 23 22 45
7 90 3 26 26 24 50
We observe that the r+a = dimkH
1(G, TO), where a = 1, 0 and also the dimension
of H1(Y, πG∗ (TX)) is near the above two values.
Conclusions: in her paper R. Pries considered deformations, where the ramifica-
tion point does not split to ramification points that are ramified with smaler jumps
at their ramification filtrations. By the difference of the formulas and by the fact
that all infinitesimal deformations in H1(Y, πG∗ (TX)) are unobstructed we obtain
that the difference in the dimensions r and dimkD(k[ǫ]) can be explained either as
obstructed deformations or as deformations splitting the branch points, see 1.1.
Let P be a p-group. In [18] R. Pries studied the dimension of unobstructed
deformations of the general case of P ⋊ Z/mZ, acting on a curve, without spliting
the branch points. A comparison of this dimension with the dimension computed
by the tools of this paper might be an interesting result, although it is a quite
complicated task.
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