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Extracting linear relationships among numeric attributes is an important problem because
it is applicable to filling in missing attribute values, forecasting values, detecting outliners,
and related issues. A method to extract linear relationships is the Ratio Rule mining. In the
existing Ratio Rules, their expressive power is limited since they represent a linear relation-
ship as a line or a hyperplane. Moreover, they are not able to reflect the user’s intention.
We have formulated a Ratio Rule as a line segment and its neighborhood, and then solved
problems in existing methods by introducing support and confidence concepts. In this paper
we describe the development of a system named RRMiner for extracting our Ratio Rules. We
also show the system is applicable both synthetic and real data.
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☆ 例では 1 つの比率規則のみ示されているが，線形回帰とは異な
表 1 身長と体重の 2 属性を持つ学生データ例．いずれの属性も欠
損値はないものとする
Table 1 Students data with height and weight attributes.
Assume both attributes have no missing value.





























図 1 表 1 のデータに対する比率規則の例．実線が比率規則を表す
Fig. 1 Ratio Rule for Table 1. Black solid line represents
a Ratio Rule.
















Fig. 2 An example where multiple Ratio Rules exist. Black












また，与えられたデータ中には 0 ≤ X ≤ 0.2および













































∈ [160, 165]ならば体重 ∈ [55, 60]が成り立つ”といっ
たような，数値属性に関する相関ルールを求める研
究が行われている3),4),12),14)．Fukudaらの手法では































Fig. 3 An example where target linear relationships depend on the user’s inten-
tion. For the same data, the left figure focuses on the strongness of linear
relationships, and the right figure focuses on the overall linear relationships.











Fig. 4 A example where a method using Principal Com-
































































定するが，本論文ではドメインが区間 [−0.5, 0.5] と
なるよう正規化されているものとする．
以下，分析対象とする 2属性を X，Y とし，それぞ





で張られる空間中の直線 y = ax+ b (a，b ∈ R)とし
て比率規則を考えることが自然である．
しかし，この定義には 3 つの問題がある．1 点目
は，知りたいことは多数のタプルが厳密な意味で直線













については，付録で説明した Hough 変換7) により
有限区間の変数へ変換を行う．Hough 変換を用いる
と直線 y = ax + b は ρ = x cos θ + y sin θ (ただし
ρ = b sin(tan−1(−1/a))，θ = tan−1(−1/a))と表現









タプル t(xt, yt) (xt ∈ I, I ⊆ [−0.5, 0.5])が以下
の式を満たす値 t，δtを持つとき，tは比率規則
RRx∈I(ρ± , θ ± δ)に従う．
ρ+ t = xt cos(θ + δt) + yt sin(θ + δt)
ただし |t| ≤ ，|δt| ≤ δ
この定義上，属性 X と Y は対称ではないこと
を注意しておく．以下では誤解のない限り，比率規






• 比率規則に対するサポートは RRI(ρ, θ) に
従うタプルの，全タプルに対する割合とし
support(RRI(ρ, θ)) で表す．また区間 I に対す
るサポートは属性値 xが区間 I に含まれるタプ
ルの，全タプルに対する割合とし support(I)と
表す．
• 比率規則 RRI(ρ, θ)に対する確信度は support(
RRI(ρ, θ))の support(I)に対する割合 support(









たし，かつ conf(RRI(ρ, θ))が minconf を満た
したうえで最大となるような比率規則 RRI(ρ, θ)．
最大値を与える区間 I を最適確信度区間と呼ぶ．
• 最適サポート比率規則: conf(RRI(ρ, θ)) が
minconf を満たし，かつ support(I)が minsup
を満たしたうえで最大となるような比率規則



















た許容幅により，それぞれ 2，2δ 間隔の離散値 ρi，
θj(i = 1, · · · , R，j = 1, · · · , T )として考える．すな
















いて，X の定義域中における区間 I = [s, t](−0.5 ≤
s ≤ t ≤ 0.5)を考えたとき，条件 X ∈ I を満たすな
らば条件 C を満たす，という規則が 1次元数値属性



















ため，パラメータ ρおよび θ を細かく離散化した場
合，その分実行時間が単純に増加する．もう１つの問
題点は，本質的にはほぼ同一と見なせる比率規則が多
for each (ρi, θj) do
for each タプル t do




if I， RRI (ρi, θj) がそれぞれ
minsup， minconf を満たす then

























≡ support(I)× conf(RRI(ρi, θj))
区間のサポート support(I)の最小値は最小サポー
ト minsup，比率規則の確信度 conf(RRI(ρi, θj))の
最小値は最小確信度minconf であるので，この式は
その 2つの積 α = minsup×minconf 以上の割合の
タプルが比率規則に従う必要があることを表す．
枝刈りフェーズでは RR[−0.5,0.5](ρi, θj)において α
以上の割合のタプルが従わないパラメータ (ρi, θj)を
枝刈りする．具体的には，まず各タプルを通る直線






















則 RRI1(ρi, θj)， RRI2(ρk, θl)に対する類似尺度と
しては，以下の式で表される Jaccard係数を用いる．
|RRI1(ρi, θj) ∩RRI2(ρk, θl)|
|RRI1(ρi, θj) ∪RRI2(ρk, θl)|































図 6 RRMiner のシステム構成図



















は図 7 である．GUI 部分およびアプリケーション















7図 7 RRMiner の実行画面
Fig. 7 Screenshot of RRMiner.
図 8 RRMiner の比率規則表示機能画面
Fig. 8 Screenshot of Ratio Rule viewer in RRMiner.
色の線分は得られた各比率規則の許容幅を含まない形






























し比率規則 RRI(ρ, θ) の区間 I に含まれる場合，属























( 1 ) パラメータ ρ，θと区間 I = [xmin, xmax]をラ
ンダムに生成．ここで各パラメータは 0 ≤ ρ ≤
1，−π ≤ θ ≤ π，0 ≤ xmin ≤ xmax ≤ 1を満
たし一様分布に従うよう生成する．
( 2 ) 区間 I内で一様に分布するよう，属性値 xi(1 ≤
i ≤ q)を生成．
( 3 ) 各 xiに対し属性値 yi = (ρ−xi cos θ)/ sin θを
生成．
( 4 ) 各 yiに平均 0，分散 0.1で正規分布するノイズ
値を加える．






cera weight，Shell weight)のうち，Lengthと Shell







6.2 実 験 結 果
6.2.1 人工データ
まず人工データについての実験結果を示す．人工






δ = 0.0325，minsup = 0.2，minconf = 0.8，
minmerge = 0.5を与えた．本実験では全部で 1,176




































ラメータには， = 0.015， δ = 0.01，minsup = 0.3，
minconf = 0.6，minmerge = 0.5を与えた．枝刈り

















則のいずれも， = 0.075，δ = 0.05，minsup = 0.5，
minconf = 0.7，minmerge = 0.5 とした．枝刈り




た．このデータでは −0.5 < Flavanoids < −0.1と

















9図 9 (p, q) = (2, 500) の人工データに対する最適比率規則抽出結果．左図が最適確信度比率
規則，右図が最適サポート比率規則であり，minsup，minconf はそれぞれ 0.2と 0.8
である
Fig. 9 Extracted optimized Ratio Rules for synthetic data when (p, q) = (2, 500).
The left figure shows optimized confidence Ratio Rules, and the right figure
shows optimized support Ratio Rules. minsup and minconf are 0.2 and
0.8, respectively.
図 10 (p, q) = (2, 500) の人工データに対して最小サポートと最小確信度をそれぞれ 0.6，0.5
とした場合の最適比率規則抽出結果．左図が最適確信度比率規則，右図が最適サポート
比率規則である
Fig. 10 Extracted optimized Ratio Rules for synthetic data when (p, q) = (2, 500).
The left figure shows optimized confidence Ratio Rules, and the right fig-
ure shows optimized support Ratio Rules, when minsup and minconf are

















Fig. 11 Extracted optimized Ratio Rules for Abalone data.
図 12 ワインデータに対する最適比率規則抽出結果
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a0x + b0 を検出する問題を考える．１つの手法とし
て各点 (xi, yi)を通る直線 yi = axi+ bのパラメータ
(a, b)を列挙する手法が考えられる．この操作をすべ
ての点について行い，得られた (a, b)のヒストグラム





る 2 パラメータ ρ，θ へ変換する．パラメータ ρ，θ
の意味は図 13のとおりである．直線 y = ax + bは
ρ = x cos θ + y sin θとして表される．ここで ρは直
線から原点へ引かれた垂線の長さ，θは X 軸と垂線の
なす角度を表す．パラメータ (a, b)と (ρ, θ)の関係は
ρ = b sin(tan−1(−1/a))，θ = tan−1(−1/a)となる．
図 13 Hough 変換における各パラメータの関係
Fig. 13 Relationships among parameters in Hough
transformation.





ゆえすべての (a, b)を列挙することは，ρ− θ 空間の




( 1 ) ρ，θで張られる 2 次元空間をユーザが与える
分割幅で分割する．（本手法では，ρ軸を 2 間
隔，θ軸を 2δ間隔で等分割して 2× 2δのセル
をカウントに用いる．）
( 2 ) 各点 (xi, yi) に対して，曲線 ρ = xi cos θ +
yi sin θが通過するセルのカウンタをインクリ
メントする．
( 3 ) 最もカウント数が大きなセルに対応するパラ
メータ (ρ, θ)を出力する．
