New procedures for estimating autoregressive parameters in AR(m) models are proposed. The proposed method allows for incorporation of auxiliary information into the estimation process and, under certain regularity conditions are consistent and asymptotically efficient. Also, these procedures are naturally on-line and do not require storing all the data. Theoretical results are presented in the case when m = 1. Two important particular cases are considered in details: linear procedures and likelihood procedures with the LS truncations. A specific example is also presented to briefly discuss some practical aspects of applications of the procedures of this type.
Introduction
In 1951, Robbins and Monro [16] created a method to estimate a root of an unknown function when the function can only be observed with random errors. The method was given a name of stochastic approximation (SA). Their work triggered a series of important advances in a broad spectrum of statistical science including systems control, optimization, and signal processing. A comprehensive survey of the related results and of some more recent developments is given in [10] . The technique of SA has been exploited by a number of authors to develop and analyze on-line estimation procedures for the classical parametric setting. The application of SA technique to the classical parametric estimation for the iid models was greatly influenced by [7] and [9] (see also [14] , [15] , and references therein). In [8] , the authors developed a new SA algorithm for maximum likelihood estimation in the incomplete-data setting.
Stochastic approximation type estimation algorithms
Consider an AR(1) process ). It is well-known that in the case when ξ t is a sequence of Gaussian i.i.d. r.v.'s, the LS estimators are consistent and asymptotically efficient. However, in the case of non-Gaussian ξ t 's the LS estimators fail to be efficient.
Suppose now that ξ t is a sequence of i.i.d. r.v.'s and the probability density function of ξ t w.r.t. Lebesgue's measure is g (x) . Consider an estimator defined recursively asθ
, t = 1, 2, . . . (2.3) where i g = (g (z)/g(z)) 2 g(z) dz, t ≥ 1 andθ 0 ∈ R is an arbitrary starting point. The procedure (2.3) will be referred to as the recursive likelihood procedure. This name can be justified by the fact that under certain conditions, the estimators defined by (2.3) are asymptotically equivalent to MLEs in the sense that they have the same asymptotic properties as the MLE's, in particular consistency and asymptotic efficiency. A heuristic justification of the estimation procedures of this type in a more general setting will be given later in the paper.
Let us now consider a class of estimation procedures defined bŷ θ t = θ t−1 + Γ 
The truncation interval U t = [α t , β t ] represents our auxiliary knowledge about the unknown parameter which is incorporated in the procedure through the truncation operator. For example, if θ ∈ Θ = [α, β], then one can take α t = α and β t = β. In the case of the open interval Θ = (α, β) we may choose to consider truncations with moving bounds to avoid possible singularities at the endpoints of the interval. That is, we can take U t = [α t , β t ] with some sequences α t ↓ α and β t ↑ β.
The most interesting case arises when a consistent, but not necessarily efficient auxiliary estimatorθ t is available having a rate d t . Then one can useθ t to truncate the recursive procedure in a neighbourhood of θ by taking U t = [θ t − ε t ,θ t + ε t ] with ε t → 0. Such a procedure is obviously consistent sinceθ t ∈ [θ t − ε t ,θ t + ε t ] and θ t ± ε t → θ. However, since the main goal is to construct an efficient estimator, care should be taken to ensure that the truncation intervals do not shrink to θ too rapidly, for otherwiseθ t will have the same asymptotic properties asθ t (see Remark 4.4 for details).
An example of possible applications of (2.4) is a likelihood procedure with LS truncations, that is, v) . Besides MLEs, the class of M -estimators includes estimators with special properties such as robustness. Under certain regularity and ergodicity conditions, there exists a consistent sequence of solutions of (2.6) which has the property of local asymptotic linearity.
If ψ-functions are nonlinear, it is rather difficult to work with the corresponding estimating equations. Note that for a linear estimator, e.g., for the sample mean θ t =X t , we haveX t = (t − 1)X t−1 /t + X t /t, that isθ t =θ t−1 (t − 1)/t + X t /t, which means that the estimatorθ t at each step t can be obtained recursively using the estimator at the previous stepθ t−1 and the new information X t . Such an exact recursive relation may not hold for nonlinear estimators.
In general, to find a possible form of an approximate recursive relation consider θ t defined as a root of the estimating equation (2.6). Denoting the left hand side of (2.6) by M t (v) and assuming that the differenceθ t −θ t−1 is "small" we can write
where M t (θ) = t s=1 ψ s (θ). Now, depending on the nature of the underlying model, M t (θ) can be replaced by a simpler expression. For instance, in the i.i.d. models with ψ(x, v) = f (x, v)/f (x, v) (the MLE case), by the strong law of large numbers,
for large t's, where i(θ) is the one-step Fisher information. So, in this case, one can considerθ
to construct an estimator which is "asymptotically equivalent" to the MLE (see also [9] and [12] ). Motivated by the above argument, one can consider a class of estimatorŝ
where ψ t is a suitably chosen vector process, Γ t is a normalizing matrix process, and
is the conditional pdf/pf of the observation X s given X 1 , . . . , X s−1 , we obtain
where, I t (θ) is the conditional Fisher information matrix, f t is the row-vector of partial derivatives of f t w.r.t. the components of θ (here T means transposition). Now, it is easy to see that (2.3) is of the form of (2.9), since in this case,
It should be noted that at first glance, recursions (2.7) and (2.9) resemble the Newton-Raphson or the one-step Newton-Raphson iterative procedures. In the i.i.d. case, the Newton-Raphson iteration for the likelihood equation is
where −J(v) is the second derivative of the log-likelihood function, that is,
In the latter case, the iterative scheme is often called the method of scoring. The main feature of the scheme (2.10) is that t is fixed, and ϑ k , at each step k = 1, 2, . . . , is the k'th approximation to a root, sayθ t , of the likelihood equation
Also, if a new (t + 1)st observation is available, the whole procedure has to be repeated again. Note also, that the one-step Newton-Raphson is a simplified version of (2.10) when an auxiliary √ t-consistent estimator, sayθ t is available. Then, the one-step Newton-Raphson improvesθ t in one step (that is, k = 1) bŷ
As one can see the procedure (2.7) is quite different. It does not require an auxiliary estimator and it adjusts the value of the estimator at each instant of time with the arrival of the new observation. A theoretical implication of this is that by studying the procedures (2.7), or in general (2.8), we study the asymptotic behaviour of the estimator. As far as applications are concerned, there are advantages in using (2.7), (2.8), or (2.9), since these procedures are easy to use and, unlike other methods, do not require storing all the data. Also, these procedures naturally allow for on-line implementation, which is particulary convenient for sequential data processing. Note that the recursive procedure (2.8) is not a numerical solution of (2.6). Nevertheless, recursive estimator (2.8) and the corresponding M -estimator are expected to have the same asymptotic properties under quite mild conditions.
To understand how the procedure works, consider the likelihood recursive procedure (2.9) in the one-dimensional case. Denote ∆ t =θ t − θ, rewrite the above recursion as
and let
where F t is the σ-field generated by the random variables X 1 , . . . , X t . Then,
Under usual regularity conditions (see [20] Remark 3.2 for details), b t (θ, 0) = 0 and
for small values of u = 0. Now, assuming that (2.12) holds for all u = 0, suppose that
So, the next stepθ t will be in the direction of θ. If at time t − 1,θ t−1 > θ, then by the same reason, E θ θ t −θ t−1 | F t−1 < 0. So, on average, at each step the procedure moves towards θ. However, the magnitude of the jumpsθ t −θ t−1 should decrease, for otherwise,θ t may oscillate around θ without approaching it. On the other hand, care should be taken to ensure that the jumps do not decrease too rapidly to avoid failure ofθ t to reach θ. Note also that in the iid case, (2.7) can be regarded as a stochastic iterative scheme, i.e., a classical stochastic approximation procedure, to detect the root of an unknown function when the latter can only be observed with random errors. (see, e.g., [7] and [9] and references therein). Note that the idea of using auxiliary estimators in these schemes also goes back to [7] and [9] (see also [5] ).
Let us now consider an AR(m) process
, . . . , θ 
where v * is a point in the closure of U , that minimizes the distance to v (v * is unique if U is convex). Assume thatθ 0 ∈ R m is some starting value and consider the estimatorθ
where φ t (z) and Γ
) are respectively vector and matrix processes of suitable dimensions, γ(z) is a vector function, U t ⊆ R m is a sequence of sets such that U t for each t may depend on X 1 , . . . , X t and θ ∈ U t for large t's (a.s.).
If the pdf of ξ t w.r.t. Lebesgue's measure is g(x), the conditional pdf is f t (θ,
. In this case one may consider the likelihood procedure, that is, (2.13) with 14) and Γ t = I t , where I t is the conditional Fisher information matrix
The set U t represents auxiliary knowledge about the unknown parameter which is incorporated in the procedure through the truncation operator Φ. For example, for an AR(2) process, if the roots of the corresponding polynomial lie outside of the unit circle, one can take U t = U where U is a triangle defined by
, θ (2) ) : |θ
− θ
In the case when a consistent but not necessarily efficient auxiliary estimatorθ t is available, one can consider U t = S(θ t , ε t ), where S is the ball in R m with the center atθ t and the radius ε t → 0. For example, ifθ t is the LS estimator, in the case of the likelihood procedure a possible choice is ε t = c I t −ε where ε < 1/2 and c > 0. Another example of application of (2.13) is that of robust estimation, e.g., estimation in the presence of outliers with the function φ t equal to the Huber or the Hampell function. Although the details of this example are not given here, but we had it in mind when deriving Corollary 3.4 and Corollary 3.6 below.
There are three main problems arising concerning the behaviour of the estimating procedures of type (2.13): the global convergence, that is convergence for any starting pointθ 0 ; the rate of the convergence; and the asymptotic distribution.
Note that in the case of an auxiliary consistent estimator, the procedure (2.13) is automatically globally convergent. In general, given that usual regularity conditions are satisfied (e.g., conditions similar to (2.12) with an appropriate rate of the normalising sequence), the construction of the procedure guarantees local convergence. In other words, the estimator will converge to θ, provided that the values of the procedure "stay" in a sufficiently small neighbourhood of θ. To ensure global convergence, one needs to impose conditions of the global type on the corresponding functions, e.g. conditions that guarantee a property of type (2.12) for any u, and also conditions on the growth of the corresponding functions at infinity (see [20] for details). Once the convergence is secured, the rate of convergence and the asymptotic distribution depend on the local behaviour of the corresponding functions (like differentiability of higher order) and the ergodicity of the model (see [20] - [22] ). The statistical model described in [20] - [22] are quite general with no specific requirements on the dependence structure and the distribution of the underline process. The conditions in these works are given in terms of the conditional distributions. The downside of this generality is that these conditions are often difficult to check. In this paper, we give an explicit set of conditions suitable for the models under consideration. More importantly, the paper introduces a new class of on-line procedures to achieve an efficient use of information available in the estimating process.
Convergence
Everywhere in the present work we assume that X t is a process defined by (2.1) where θ ∈ R and F t = σ(X 0 , . . . , X t ) denotes the σ-field generated by the random variables X 0 , . . . , X t . Conditional expectations are meant to be calculated as integrals w.r.t. the conditional probability densities. For example, if φ is a measurable function,
Without loss of generality we assume that all random variables are defined on a probability space (Ω, F) and denote by {P θ , θ ∈ Θ} the family of the corresponding distributions on (Ω, F).
Recall that a process ζ t is called a martingale difference, if
We will assume below that φ t : R → R and γ : R → R are measurable functions and the normalising sequence Γ t is predictable, that is, the r.v. Γ t are F t−1 measurable for each t ≥ 1 (may only depend on the observations up to time t − 1). We also assume that the truncation bounds α t and β t are adaptive, that is, the r.v.'s α t and β t are F t measurable for each t ≥ 1.
Everywhere in the present work θ ∈ R is an arbitrary but fixed value of the parameter. Convergence and all relations between random variables are meant with probability one w.r.t. the measure P θ unless specified otherwise. A sequence of random variables (ζ t ) t≥1 has some property eventually if for every ω in a set Ω θ of P θ probability 1, ζ t has this property for all t greater than some t 0 (ω) < ∞.
We say that a truncation sequence (
Theorem 3.1 Suppose that the estimatorθ t is defined by (2.4) with an admissible truncation sequence (α t , β t ).
(ii) Suppose that
where
Then |θ t − θ| converges (P θ -a.s.) to a finite limit for any initial valueθ 0 .
(iii) Suppose that the condition (N1) holds and (3.5) ) obviously reduces to (b4) (see (3.4) ) when φ t functions are uniformly bounded.
Corollary 3.3 (Linear procedures) Suppose that ξ t in (2.1) is a martingale-difference andθ
where the truncation sequence (α t , β t ) is admissible,
Then the estimatorθ t is strongly consistent for any initial valueθ 0 andΓ 0 .
Corollary 3.4 Suppose that the estimatorθ t is defined by (2.4) and
(b1) the r.v.'s ξ t are independent and for each t, ξ t has a bell-shaped, symmetric about zero probability density function g t (z) (that is, g t (−z) = g t (z), and g t ↓ 0 on R + );
v.'s Γ t are non-negative and γ(u) is a function of the form
for some non-negative function h of u;
(b4) the functions φ t (x) are uniformly bounded and 
Corollary 3.6 Suppose that conditions (b1)-(b3) in Corollary 3.4 and one of the conditions (b4) or (b4 ) hold. Suppose also that
(b5) for each ε ∈ (0, 1), 
Then the recursive estimator defined by (2.4) is strongly consistent for any admissible truncation sequence (α t , β t ) and any initial valueθ 0 . 
Asymptotic behaviour
In this section, we study the rate of convergence and asymptotic distribution of the estimators. Theorems below do not formally require consistency ofθ t . However, when interpreting the conditions, we may assume (using the results in the previous section, or otherwise) that the estimatorθ t is consistent, that is, ∆ t =θ t − θ → 0 P θ -a.s. or in probability P θ . 
eventually, where {λ t (θ)} is a predictable process, satisfying ≤ ε < 1 2 , and K > 0 and c > 0 are constants.
for some τ > 0. 
Remark 4.4 (a)
In the remaining part of this section asymptotic linearity of recursive estimators is studied which leads to asymptotic normality and efficiency results. The key condition there will be (4.9). Note that this condition holds if the truncations in (2.4) do not occur for large t s. More precisely, (4.9) holds if the truncations in (2.4) do not occur if t > T, for some, possibly random T . Ifθ t → θ, then (4.9) will obviously hold if, e.g., the admissible truncation sequence contains an open neighbourhood of θ, that is, θ ∈ (α, β) ⊂ (α t , β t ) eventually, for some α and β. (b) Let us now consider the case when β t − α t = ε t → 0. Suppose e.g., that a consistent, but not necessarily efficient, auxiliary estimatorθ t is available. Then one can useθ t to truncate the recursive procedure in a neighbourhood of θ by taking (α t , β t ) = (θ t −ε t ,θ t +ε t ) with ε t → 0. Such a procedure is obviously consistent sincê θ t ∈ [θ t − ε t ,θ t + ε t ] andθ t ± ε t → θ. However, if ε t vanishes too rapidly, condition (4.9) may fail to hold. Intuitively, it is quite obvious that if ε t vanishes too rapidly, it may result inθ t having the same asymptotic properties asθ t . Note that (4.9) does not directly require admissiblilty of the truncation intervals. However, intuitively it is quite obvious that if we want the recursive procedure to be guided but not drugged by the auxiliaryθ t , we must at least have that θ ∈ [θ t − ε t ,θ t + ε t ] for large t s (eventually). This happens if ε t is a rate ofθ t in the sense that ε −1 t |θ t − θ)| < 1 eventually. In these circumstances, (4.9) will hold if the procedure generates the sequenceθ t which converges to θ with a rate faster than ε t . (c) The considerations described in (b) lead to the following construction. Suppose that an auxiliary estimatorθ t has a rate d t , that is d t is a sequence of positive r.v.'s such that d t (θ t − θ) → 0 P θ -a.s. Let us consider (2.4) with
where c is any positive constant. Then the truncation sequence is obviously admissible since |θ t − θ| < cd
eventually. Now, if we can claim by Theorem 4.1 or otherwise that |Γ t | δ 0 |θ t − θ| → 0, then (4.9) holds. Indeed, suppose that the truncations in (2.4) occur infinitely many times on a set A of positive probability. This would imply thatθ t coincides with one of the endpoints of the truncation interval infinitely many times on A. Since θ ∈ (θ t − cd
t ) we obtain that |θ t − θ| ≥ c|Γ t | −δ 0 infinitely many times on A which contradicts our assumptions.
Another possible choice of the truncation sequence is
. Now, if we can claim by Theorem 4.1 or otherwise that |Γ t | δ 0 |θ t − θ| → 0, then (4.9) holds. Indeed, suppose that on a set A of positive probability the truncations in (2.4) occur infinitely many times. This would imply that c(d
infinitely many times on A which contradicts our assumptions.
Note that if |Γ t | δ 0 |θ t − θ| → 0, then we can take
where c is any positive constant. Also, in this case, |Γ t | δ 0 |θ t − θ| ≤ c eventually.
Theorem 4.5 Suppose that the truncation sequence in (2.4) is admissible and
Suppose also that Γ t → ∞ in probability P θ and for
Thenθ
Proposition 4.6 (a) Suppose that Γ t (θ) in Theorem 4.5 is non-decreasing (w.r.t. t) and
Then (1) 
Then (2) in Theorem 4.5 holds.
(c) Suppose that φ t (ξ t ) in Theorem 4.5 is a martingale difference and Γ t (θ) is nondecreasing. Suppose also that
Examples

Linear procedures
Suppose that X t is an AR (1) 
Corollary 5.1 Suppose that 
Likelihood procedures
Corollary 5.3 Let X t be strongly stationary and ξ t be i.i.d. and independent from X 0 . Suppose that ξ t have a finite fourth moment and a common probability density function g. Consider the recursive estimator defined bŷ
where 1/4 ≤ ε < 1/2 and
Suppose also that for some ε 0 > 0
as w → 0. 
where σ 2 = var(ξ t ).
Remark 5.4
Note that under usual regularity assumptions, 
It is easy to see that ifθ 0 =θ LS 0 , then (5.4) reduces to (5.5) and all the conditions of the above corollary hold. Hence, it follows from (5.11) that L(t
An explicit example -AR(1) with Student innovations
Suppose that X t is a strictly stationary and ξ t are independent Student random variables with degrees of freedom α. So, the probability density functions of ξ t is
we have
Consider a likelihood recursive procedure with −∞ ≤ α t ≤ β t ≤ ∞:
whereÎ
andθ 0 is any starting point. If α ≥ 3,θ t is strongly consistent provided that θ ∈ (α t , β t ) for large t s, in particular when α t = −∞ and β t = ∞. Now consider (5.12) with the LS truncations, that is, when
It is not difficult to see that if 1/4 ≤ ε < 1/2 and α ≥ 5, all the conditions of the proposition in the previous example are satisfied (all the improper integrals involved are uniformly convergent and all the corresponding functions are infinitely many times differentiable). Thus, if α ≥ 5, the recursive estimator defined by (5.12) and (5.13) with 1/4 ≤ ε < 1/2, is strongly consistent with t As far as the practical implementation of this procedure is concerned, it is important to note that the asymptotic behaviour ofθ t will not change (including the rate of convergence), if we replaceÎ t in (5.12) (or, in general, in (3.7)) by c tÎt , where c t > 0 are constants with c t = 1 for large t s. In practice, c t can be treated as tuning constants to control behaviour of the normalising sequence for the first several steps, especially when the number of observations is small or even moderately large. As it was mentioned above, at each step, the recursive procedure (5.12) (or, in general Figure 2 shows the values ofθ t for the same realisation but the normalising sequenceÎ t is replaced by c tÎt , where c t = 0.6 for t = 1, . . . , 15 and c t = 1 otherwise. The path of this estimator has a better shape, that is a reasonable oscillation at the beginning of the procedure before settling down at a particular level. On other occasions, it may be desirable to increase the values of the normalising sequence for the first several steps. This happens when the procedure oscillates too excessively before settling down at a particular level. This can be dealt with by introducing a positive constantÎ 0 = 0 and/or setting the values of c t greater than one for the first several steps.
A Proofs
Everywhere below (see the convention in Section 3), convergence and all relations between random variables are meant with probability one w.r.t. the measure P θ unless specified otherwise.
Lemma A.1 Suppose that for an estimatorθ t we have
eventually, where ∆ t =θ t − θ. Suppose also that C t is a predictable non-negative process and
s.) to a finite limit for any initial valueθ 0 and
Proof Squaring the both sides of (A.1), using X t − θX t−1 = ξ t , and taking the conditional expectation yields
Multiplying both sides on C t and using C t = C t−1 + C t we obtain
− , the previous inequality can be rewritten as
eventually, where
According to Lemma B.1 in Appendix B (with X t = C t ∆ 
eventually. So, (A.1) holds. Also, since C t = 0, we have K t = N t (∆ t−1 ) and so, (N1) implies (A.2). Hence ∆ 2 t converges to some finite limit and also
is satisfied it follows that that ∆ 
. By (N2), these would imply that and 
which implies (N1). Using the obvious inequalities [a]
− ≥ −a, the fact that the middle term in (A.12) is non-positive, and Proposition B.3, we obtain 
Therefore,
Also, since φ t functions are uniformly bounded,
for some positive constant C θ . Now, (b4) implies (N1) of Theorem 3.1. ♦ Proof of Corollary 3.6 By Theorem 3.1(iii), it is sufficient to show that (N2) holds. Denote the second term in N t (u) by η t . Then using the obvious inequality
Since η t coincides with the r.h.s. of (A.14), by (b4), we have ∞ t=1 η t < ∞. Condition (N2) now obviously follows from (b5). ♦ Proof of Corollary 3.7 It follows from the conditions of the corollary that −g /g is an odd function on R such that φ(z) > 0 for z > 0. So, it easy to see that the conditions (b1)-(b3) of Corollary 3.4 are satisfied with
SinceÎ t → ∞ for any θ ∈ R (see, e.g, Shiryayev [23] , Ch.VII, §5) it follows that Γ t is also non-decreasing with Γ t → ∞. Also, since ∆Γ t = X Suppose now that the process is strongly stationary. By Corollary 3.6, it is sufficient to prove that for each ε ∈ (0, 1),
, with the convention that the inf u∈U v(u) of a function v(u) is 1 whenever U = ∅ and
By Lemma B.4, inf ε≤|u|≤1/ε G(ux) > 0 for any x = 0. Now, it is easy to see that
for any x = 0. Since the process is strongly stationary, it follows from the ergodic theorem that in probability P 
Then using (A.10), the left hand side of (4.1) can be rewritten as
where Note that we can take δ > (2 + ε 0 )/(4(1 + ε 0 )) < Remark B.2 The proof can be found in [17] . Note also that this lemma is a special case of the theorem on the convergence sets nonnegative semimartingales (see, e.g., [11] ). Remark B.5 The proof of this lemma is given [20] (see Lemma A2 in Appendix A).
