Methods for automated collection and annotation are changing the cost-structures of random sampling surveys for a wide range of applications. Digital samples in the form of images, audio recordings or electronic documents can be collected cheaply, and in addition computer programs or crowd workers can be utilized to provide cheap annotations of collected samples. We consider the problem of estimating a population mean using random sampling under these new coststructures and propose a novel 'hybrid' sampling design. This design utilizes a pair of annotators, a primary, which is accurate but costly (e.g. a human expert) and an auxiliary which is noisy but cheap (e.g. a computer program), in order to minimize the total cost of collection and annotation. We show that hybrid sampling is applicable under a key condition: that the noise of the auxiliary annotator is smaller than the variance of the sampled data. Under this condition, hybrid sampling can reduce the amount of primary annotations needed and minimize total expenditures. The efficacy of hybrid sampling is demonstrated on two marine ecology data mining applications, where computer programs were utilized in a hybrid sampling designs to reduce the total cost by 50 − 79% compared to a sampling design that relied only on a human expert. In addition, a 'transfer' sampling design is derived which use the auxiliary annotations only. Transfer sampling can be very cost-effective, but it requires a priori knowledge of the auxiliary annotator misclassification rates. We discuss specific situations where such design is applicable.
Introduction
Using random sampling to estimate the mean of a population is a method of fundamental importance to science and society at large, and has been studied extensively [28, 4] . Deployment of any random sampling design requires collection of some number of observations sampled randomly from nature. This was traditionally done in situ by an expert. Recently, advances in robotics, sensor technology, digital storage, and information technology have enabled rapid collection of samples in digital format, such as images [14, 23, 11] , audio [12] , or electronic documents [21] . The popularity of digital samples can be attributed to three key factors: it creates a permanent record; collection can be done cheaply using automated sampling vehicles or non-expert personnel; and it is generally fast. However, such samples (e.g. a photoquadrat of the forest floor) typically require annotation by an expert in order to reveal the desired quantity of interest (e.g. a count of insects). Such annotation work can be slow, tedious, expensive, and prone to error [15, 17] .
Concurrent with the development of automated collection methods, advances in computer-vision [3] , computer-audition [2] , and document-analysis [16] have enabled automation of said annotation work. Such methods often rely on machine learning where expert annotated archived data sets are utilized to train automated classifiers. Automation is a compelling lowcost alternative to expert annotations, but it's generally less reliable and may be severely biased [3, 8] . This is particularly problematic if the probability density of the archived data differs from the density of the data to be sampled [20] .
Crowdsourcing offers another low-cost alternative to expert annotation for e.g. document or image annotation [25, 18] . Crowdsourced annotations can be noisy, and much work has been devoted to improving the quality of such annotations. This is generally done either by carefully designing the tasks given to the crowd workers [18] , or by collecting multiple crowd annotations for the same sample and then model, and compensate for, the annotation errors [30, 22] .
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We consider the problem of estimating a population mean using simple random sampling under these new cost-structures of data collection and annotation. This is formalized as follows: Given is a procedure for collecting random samples, x i ∈ X (e.g. images, audio recordings, or documents), each with an associated quantity of interest, y i ∈ Y ⊆ R; and two annotators: a primary which is accurate but costly (e.g. a human expert), and an auxiliary which is cheap but noisy (e.g. a computer program, lay-person, or crowd worker). The samples x i and values y i are drawn randomly from nature, and are independent and identically distributed according to some unknown probability density function. The goal is a sampling procedure that gives an unbiased estimate of E[y i ], within a target error at a given confidence. In addition, we want to minimize the total cost of the sampling work.
A key challenge is to define a procedure that can correct for the potential bias of the auxiliary annotator. This is difficult as we cannot assume any prior knowledge of the underlying probability density from which the samples are drawn. Indeed, if this density was known, the population mean could be estimated directly, making the sampling work unnecessary. If the auxiliary annotator is based on machine learning and trained on archived data with a different probability density, the problem of transfer learning arises [20] for which the generalization bounds of statistical learning theory generally do not apply [29] . Methods for biascorrection have been proposed by Solow et. al. [26] and by Hopkins and King [10] , that do not require knowledge of the full underlying probability density (of the sampled data) but only of the conditional probabilities of a label given a sample. However, as we shall se, this information may not always be at hand, particularly if the auxiliary annotator is based on machine learning.
Our main insight is that a simple bias-correction of the auxiliary annotator is possible if the samples are independent and identically distributed, which they are by construction under random sampling. This correction requires a subset of the samples to be annotated by both annotators, and uses this hybrid set of annotations to directly model the auxiliary annotator bias. We incorporate this bias-correction in a sampling design which we denote hybrid sampling. Population mean estimates based on hybrid sampling are unbiased, and we show that the cost of hybrid sampling can be significantly lower than for a traditional design that only utilizes the primary annotator. These savings are possible under general, and precisely defined, conditions on the auxiliary annotator.
After introducing notation and formalizing the problem, we recall the traditional sampling design where all collected samples are annotated by the primary anno-tator. We then introduce and discuss the hybrid sampling design as well as a transfer sampling design based on the methods of [26, 10] . We finally compare the utility of the three designs on two marine ecology data mining applications: coral reef and plankton surveys.
Problem Setup
We denote by µ p ≡ E[y i ] and σ 2 p ≡ var[y i ] the first and second moments of the (unknown) probability density function of the data. We further denote by f a : X → Y the primary, and by f b : X → Y the auxiliary anno-
We denote by n a and n b the number of samples annotated by f a and f b , respectively. The number of collected samples is given by max(n a , n b ) since samples needs to be annotated to provide any information, and conversely, needs to be collected in order to be annotated. We denote by c c , c a and c b the cost per sample for collection, annotation by f a and annotation by f b , respectively. The 'accurate and expensive' characteristics of the primary annotator is operationalized by letting σ 2 a < σ 2 b and c a > c b . We can now precisely state the goal of this work. Given costs c c , c a and c b , and two annotators, f a and f b , derive a sampling design that estimates the population mean, µ p by defining the number of annotated samples (n a and n b ), so that E[μ p ] = µ p and Pr(|μ p − µ p | > d) < δ, for a target error, d and confidence, δ. The utility of the sampling design is evaluated by the Total Sampling Cost (TSC) t(n a , n b ) = c a n a + c b n b + max(n a , n b )c c .
(1)
We make three assumptions. First, we assume that the number of collected samples is small in comparison with the total size of the population. This allows us to omit the finite-population correction factor [28] . Second, we assume that the primary annotator, f a is unbiased, i.e. µ a = 0. Third, we assume that the annotator errors a,i and b,i are uncorrelated with y i . All theorems are proven in the Appendix.
Traditional sampling
We denote by 'traditional', a sampling design where all collected samples, x i are annotated by the primary annotator f a , i.e. n b = 0. In this design, an unbiased estimator of µ p is given by
with variance
The variance (σ 2 p + σ 2 a ) is often unknown, and must be estimated by the sample variance of f a (x 1 ), . . . , f a (x na ). The sample size, n a should to be large enough to ensure that Pr(|μ p − µ p | > d) < δ, for a target error d and level of confidence δ. By standard results, this is satisfied when
where ζ δ is the upper 1 − δ/2 point on on the standard normal distribution curve [28] . The target sample size is given by inserting Eq. 3 into Eq. 4 yielding
for a TSC of
Hybrid sampling
Now consider a design where n b ≥n a samples are collected and annotated by the auxiliary annotator f b , and where a subset n a ≤ n b are also annotated by the primary annotator f a . An unbiased estimator of µ p under this design is given bŷ
where an unbiased estimate of µ b is given bŷ
As shown in SI Appendix A, Eq. 7 can be rewritten aŝ
which is the expression we will use henceforth. The variance ofμ p is given by
and an empirical estimate var[μ p ] can be derived from f a (x i ), f b (x i ), i = 1, . . . , n a (SI Appendix B). If the costs are such that a large number of samples, n b can be collected and annotated by the auxiliary annotator, the magnitude of the first term in Eq. 10 becomes small and the sampling error depends mainly on the Figure 1 : Amount of auxiliary (n b ), and primary (n a ) annotation required to achieve error d ≤ 0.02 at 95% confidence for σ p = 0.2, σ a = 0.02, and σ b = {0.25σ p , 0.5σ p , σ p } under the hybrid sampling design. Solid gray line indicates n b = n a . Optimal operating points for when the relative cost of primary annotation (k = ca cc+c b ) is k = 10 and k = 100 are marked with X on the σ b = 0.5σ p curve. auxiliary annotation error, σ 2 b and the number of samples annotated by the primary annotator, n a . In contrast, the traditional sampling design depends mainly on the data variance, σ 2 p and n a . Thus, if the auxiliary annotation error is smaller than the data variance, the hybrid sampling error can be smaller than the traditional sampling error. This is formalized in the following theorem: The theorem implies that the uncertainty introduced by f b can be compensated for by using more samples if and only if σ 2 b < σ 2 p . However, the additional collection of samples is only economical for certain cost functions, and should in the general case be determined by comparing the TSC of the two designs.
To determine the TSC of hybrid sampling we begin by deriving optimal sample sizesn b andn a . By combining Eq. 10 and Eq. 4, and solving for equality, the following trade-off between n b and n a is derived
Example trade-off curves are shown in Figure 1 and demonstrate how less primary annotation can be achieved by using more auxiliary annotation. Note that if n b =n a , it follows from Eq. 11 that n a =n a , and the hybrid design reduces to the traditional design.
The optimal operating point along the n b , n a trade-off curve can be derived by minimizing the TSC. Using
Eq. 11 to eliminate n a , the TSC becomes
is the relative cost of f a . The optimal sample sizen b is given by minimizing Eq. 12 under the constraint that n b ≥n a . This yields the following theorem.
Theorem 2. Under a hybrid sampling design (Eq. 9), the optimal auxiliary annotation size iŝ
The corresponding primary annotation sizen a is given by Eq. 11.
Using the optimal sample sizes, the TSC of hybrid sampling can be calculated from Eq. 12 and compared to the TSC of traditional sampling in order to determine the most cost-effective sampling design. For the important special case where c b = 0 (which can occur e.g. if f b is a computer algorithm) the following theorem applies.
Theorem 3. If c b = 0, the TSC of hybrid sampling is smaller than the TSC of traditional sampling if and only if k > k 0 , where k is given by Eq. 13 and
For example, if the primary annotation errors are zero (σ 2 a = 0), and the auxiliary errors are half as large as the data variance (σ 2 b = σ 2 p /2), then k 0 = 1. This means that the hybrid sampling is cheaper than traditional sampling if k > 1, which occurs if the cost of collection is smaller than the cost of primary annotation. The difference in TSC between the two sampling designs is shown in Figure 2 for various values of k, σ p and σ b .
Transfer sampling
Under one critical additional assumption a third sampling design can be defined. The additional assumption, which we will denote the 'transfer sampling assumption', is that the performance of f b can be defined in terms of a matrix of confusion, Q (which excludes real-valued output spaces Y), and that Q is known a priori for the data that is sampled. Difference in Total Sampling Cost (TSC traditional − TSC hybrid ) for σ p = 0.2, σ a = 0.02, σ b = {0.25σ p , 0.5σ p , 0.75σ p }, c b = 0 and c c = 1, as a function of the relative cost of primary annotation: k = c a /(c c +c b ) . Both sampling designs are calibrated for error d ≤ 0.02 at 95% confidence. The threshold costs, k 0 (Eq. 15) are marked with black stumps. If k < k 0 the sampling designs and costs are identical For these derivations we will let Y = {0, 1}, meaning that the samples y are drawn from Ber(µ p ), a Bernoulli distribution with mean µ p . This corresponds to annotating each sample x i as containing or not containing the quantity of interest. In SI Appendix F we derive the statistics of transfer sampling in a two-stage sampling design [28, 4] , where each sample x i is annotated by second stage sampling, from which the corresponding y i is obtained.
A matrix of confusion, Q characterize the misclassification rates of f b . In the binary case, Q is a two by two matrix
where α is the sensitivity and β the specificity. As noted independently by [26, 10] Q can be used to create an unbiased estimate of y, and we begin by recalling this procedure. The expected value of the auxiliary
and an unbiased estimator of y is given by inverting Q
We refer to this as the 'abundance corrected' value, and derive a sampling procedure based on this correction. The variance ofỹ i , given the true value y i is
which follows directly from Eq. 16. We also note that 
Finally, var[ỹ i ] is given by the law of total variance
where σ 2 p is the data variance and
the variance introduced by the abundance correction. If the classifier is balanced, i.e. α = β, this expression simplifies to σ 2
with variance, assuming that σ 2 s and σ 2 p are uncorrelated
Finally, the TSC, since n a = 0, is given by
Transfer sampling requires thatñ b are annotated by the auxiliary annotator, but as it does not require any annotations by the primary annotator, the TSC can be low. The following theorem is given directly by comparing Eq. 26 and Eq. 6. 
If f b is accurate then σ 2 s is small and transfer sampling is cheaper then traditional sampling even for low costs of primary annotation. For example, if α = β = 0.9 ⇒ σ 2 s ≈ 0.14, σ 2 p = 0.04, and σ 2 a = 0, it suffices that k is larger than 4.5, which is satisfied e.g. if c b = 0 and c a > 3.5c c . If, on the other hand, α = β = 0.7 ⇒ σ 2 s ≈ 1.3, k must be larger than 33.5.
The assumption that Q is known a priori for the data to be sampled is strong, and may not always hold. In such cases, one could rely on a sampling design similar to that of hybrid sampling and use n a samples annotated by both annotators to estimate α and β. However, as we show in SI Appendix G, such design is inferior to hybrid sampling for several reasons. First, the abundance corrected value of Eq. 16 is biased if estimates of α and β are used in place of the true values [26] . Second, it is difficult to derive an analytical expression for var[ỹ i |y i ] that accounts for the variances of the α and β estimates. Without this expression, one cannot derive sample sizes and design a sampling procedure. Third, simulations showed that the hybrid design achieved lower errors for the same TSC for a wide array of parameters (α, β, µ p , n a , n b ) (SI Appendix G).
Experiments
We performed two sets of experiments. First, the coststructures, data variances, and performance of commonly used machine annotation algorithms were investigated for two marine data mining application, to determine the applicability of hybrid sampling. Second, simulations were carried out to verify our general assumptions and the applicability of transfer sampling.
Applicability of Hybrid Sampling

Coral Cover Estimation
Quantifying the benthic composition of the ocean floor is a cornerstone of understanding and monitoring marine ecosystems [6, 9] . Millions of benthic survey images are collected annually by research labs, reef managers, government agencies and non-profit organizations. We used data from the Moorea Coral Reef Long Term Ecological Research program which surveys six sites around the island of Moorea in French Polynesia each year. Images are collected by a research diver who typically collects 75 − 150 images per hour, and annotated by a coral reef ecologist who requires 5 − 30 minutes per image. Annotations are done using random point sampling, in which the substratum is identified at 200 point locations randomly scattered on each image [13] . The point annotations are then used to approximate the percent coral cover (y i ) in each im- age (x i ). This procedure of using random sampling to annotate each collected sample is commonly referred to as two-stage sampling [28, 4] . We used the method of [3] The data variances, σ 2 p was directly estimated from the data. The machine error variance, σ 2 b was estimated through cross validation, and the human operator error variance, σ 2 a , was estimated by re-annotation of a subset of 200 images by the same expert annotator that performed the initial ecological analysis.
Plankton abundance
Monitoring plankton abundances is another common task in the marine ecology community [19, 27] . Images are commonly captured using an imaging-in-flow cytometer [19] , and annotated by an expert or by an automated annotation system. Here we consider data from the Scripps Phytoplankton Camera 1 , which collects tens of thousands in-situ plankton images each day. We consider the task of estimating the daily abundance of a plankton subclass, Copepod from the collected images. Using the method of [27] a machine classifier is trained using 5500 manually annotated images selected at random, and the machine error variances σ b was estimated through cross-validation. Manual annotation requires approximately 5s per image and we assume that σ a = 0. Since the costs of collection and automated annotation is zero, we set k = 1000 in order to calculate the hybrid sampling sizes (Eq. 14). The annotation task is binary in this case, so y i ∼ Ber(µ p ), and since the Copepod abundance varies between days, we let σ 2 p = 0.25 since this is an upper bound on var[y i ].
Validity of Assumptions
A Priori Estimates of Sample Size
In order to validate the sampling designs derived in the previous sections, simulations were carried out on 695 coral survey images collected and annotated during 2009. Using the a priori estimates (from the 2008 data) given in Table 1 , sample sizes were determined for twenty budgets between 10 and 100 man-hours. For each budget, and for 1000 iterations, the required number of images were drawn randomly with replacement 2 , and the mean estimates of µ p were calculated. These 1000 mean estimates were used to calculate sample variances var[μ p ] and var[μ p ] as well as sample means E[μ p ] and E[μ p ].
Correlation of errors
To investigate the correlation between errors and values, the machine errors, i,b were plotted against the true coral covers, y i for each image of the 2009 data.
Transfer Sampling
Cross validation on the 2008 data was used to estimate σ s : α = 0.72, β = 0.94, µ p = 0.31 ⇒ σ s ≈ 0.48 (Eq. 22). Because of the two stage sampling design used in the coral survey, the variance of transfer sampling is given by
where s = 200 is the number of secondary samples (SI Appendix F). Using costs and σ 2 p as estimated in Section 6.1.1, this would imply a sampling sizeñ b ≈ 720 samples, and a TSC of 12 hours. This is a remarkably low cost, but this design can only be used if the transfer sampling assumption holds. To investigate this, the transfer sampling design was added to the simulations of Section 6.2.1.
Results & Discussion
Applicability of Hybrid Sampling
In the plankton example, the hybrid design reduced the required manual effort by 79% which is equivalent to 2.5 hours each day (Table 1) . These saving should be considered an upper bound since the highest possible data variance σ 2 p = 0.25 was used in the calculations. However, even with a much smaller data variance, σ 2 p = 0.09, which corresponds to µ p = 90% (or µ p = 10%), the savings of using hybrid sampling are still 43% (32 minutes) per day. Since the expertannotated samples are selected randomly these can readily be used to improve the accuracy of the machine annotator for the next day, which can further reduce the manual annotation effort.
In the coral survey applications, the hybrid design reduced the required manual effort by 50% which is equivalent to 60h per year. The savings are smaller than the plankton example due to the non-zero collection cost. However, as the collection process of reef surveys becomes increasingly automated [24] , and as new methods for automated annotation becomes available, the benefit of a hybrid approach will increase. Similar developments are occurring in several disciplines of the natural and social sciences where larger automation of sample collection coincides with rapid development of automated annotation methods [11, 7, 1, 21].
Validity of Assumptions
A Priori Estimates of Sample Size
To determine the sample size of any survey the variance of the data, σ 2 p needs to be estimated a priori. This prior knowledge could be based on data collected at a previous occasion or at a different location. If σ 2 p is erroneously estimated, the sample size will either be too small (yielding larger errors than desired) or too large (resulting in a unnecessarily high cost). However, the traditional sampling design will still yield an unbiased estimate of µ p . For the hybrid sampling design, the error variance, σ 2 b also needs to be estimated. If f b is based on machine learning this can be difficult, since as argued above, subtle differences between the underlying probability densities of the archived and the sampled data may affect the machine performance and thus σ 2 b . However, it is important to note that even though an erroneous a priori estimate of σ 2 b may result in too few or too many samples being collected and annotated, the hybrid estimator, like the traditional estimator, is still unbiased. This is supported by our simulations, where the hybrid mean estimator is unbiased for all budget sizes ( Figure 5A ). The simulations also confirm the lower cost of hybrid sampling compared to a traditional design ( Figure 5B ).
Correlation of Errors
We have assumed the errors a,i and b,i of the annotators are not correlated with y i . These correlations are related to the accuracy of the annotators. If the accuracy is 100%, the errors are all zero and there is no correlation. One would therefore expect the errors of the primary annotator, f a to be uncorrelated with the sample values. If on the other hand the accuracy is low, there may be a correlation, and this needs to be verified experimentally. Note that such correlation does not render the hybrid sampling design invalid, but the covariance between b,i and y i must be taken into account when calculating the error ofμ p .
According to our simulations, the r 2 correlations using a linear model was 0.15 between b,i and y i , i = 1, . . . , n a . This indicates a low correlation and thus the validity of Eq. 10 for this application (Figure 5C ).
Transfer Sampling Assumption
The transfer sampling assumption is that the matrix of confusion, Q for the data to be sampled (in this case the data from 2009) is known a priori. In absence of better options, Q was estimated by cross validation using the data from 2008. Since the same cameraequipment was used and the same sites were visited both years, there are reasons to believe that the trans- fer sampling assumption would be satisfied. However, there are also several reasons why it would not be. First, the ecology changes over time which affects the substrate appearance. Second, water turbidity varies due to currents, plankton, or algal blooms etc. which affects image colors and contrasts. Third, the camera and artificial lightning (strobe) settings may have been modified. Our simulations indicate that the estimated Q was not valid for the 2009 data, and the coral cover was underestimated by 2.4 pp, a 17.4% difference from the ground truth ( Figure 5A ).
We believe that similar difficulties can be expected in other applications where f b is based on machine learning. If the underlying probability densities differ between the archived data (on which the machine is trained and Q estimated) and the data to be sampled, the matrix of confusion may differ significantly resulting in biased estimates [26] . However, this effect may be less severe if f b is a layperson or a crowd-worker. Human perception is generally more robust to shifts in appearances than a machine learning algorithm, and the matrix of confusion estimated on the archived data may be valid for the data to be sampled.
Estimation of Multiple Quantities
In this work we have focused on the estimation of a single quantity of interest (e.g. coral cover from survey images). However, sampling is often used to simultaneously estimate multiple quantities of interest (e.g. coral and algal cover). The proposed hybrid sampling design extends to such situations by utilizing a separate function f (j) b (x) for each quantity of interest, j. Machine bias estimation can then be performed independently for each quantity. Transfer sampling, on the other hand, requires the full matrix of confusion to be estimated and inverted [26] , which may be unstable if the classification accuracy of any class is low (since the matrix needs to be full rank).
Conclusion
We have explored the implications of modeling and incorporating the cost and accuracy of two annotators in random sampling designs for population mean estimation. We have derived a novel hybrid sampling design which utilize both annotators to minimize the total cost of the sampling procedure, and given sufficient and necessary conditions for when such procedure is preferred over traditional sampling. The hybrid method was evaluated on two marine ecology data mining applications, where the total cost of the sampling work was reduced by 50% − 79%. These results suggests the wide applicability of hybrid sampling to generate unbiased estimated of population means while maintaining target error and confidence levels. Other applications include other image-based marine applications, such as fish surveys [31] , image-based terrestrial applications including crop [11] , forest [7] , rangeland [23] and desert [1] surveys; audio-based surveys of e.g. marine mammal or bird populations [12] ; and sentiment analysis surveys from text corpora [21] . It can also include medical surveys, where the two annotators represent medical tests or treatments of varying quality and cost. Additionally, we have shown how to utilize the abundance correction of [26, 10] to rely solely on the cheap annotator in a transfer sampling design. This design is applicable under additional conditions which are defined and discussed.
To the best of our knowledge, this is the first work to model random sampling from this perspective and we believe that there are several interesting directions of future work, notably with respect to stratified and sequential sampling procedures. 
Supplemental Materials: Cost-Effective Sampling for Pairs of Annotators
A Hybrid Mean Estimator
The hybrid sampling mean estimator can be rewritten on a simple form by the following algebraic manipulations:
B Variance of Hybrid Mean Estimator
For these derivations we adopt a model-based approach to sampling, where the samples X 1 , . . . , X n ∈ X are considered to be random variables [28] . A simple population model is assumed where X 1 , . . . , X n are independent and identically distributed (i.i.d). For convenience of notation, we will denote by W i = f a (X i ) − Y i and by
the errors of f a and f b (these were denoted a,i and b,i in the main paper). We also recall that, by assumption E(W i ) = 0. In this notation the hybrid estimator of µ p is given bŷ
To derive the variance of Eq. S5 we begin by re-writingμ p
The variance ofμ p can then be derived as
where the step from Eq. S16 to Eq. S17 requires that Y i , W i and Z i are uncorrelated. An empirical estimate of var[μ p ] can be achieved as follows. First, note that the sample variance of f a (x 1 ), . . . , f a (x na ) provides an estimate of σ 2
. Individual variances can be recovered from these estimates and used to calculate var[μ p ].
C Variance Comparison -Traditional and Hybrid Sampling [Proof of Theorem 1]
Recall that the Theorem 1 assumes n b > n a .
Proof. We begin by reiterating the expressions:
First, note that if σ b = σ p ⇒ var[μ p ] = var[μ p ]. Second, note that var[μ p ] increases monotonically with increasing σ b (since n b > n a ).
D Minimizing Deployment Cost of Hybrid Sampling [Proof of Theorem 2]
In this section we prove Theorem 2, and we start with the following lemma:
The cost function of hybrid sampling,
is convex for
Proof. We begin by deriving the first and second derivatives of Eq. S22:
Since by assumption σ 2 b < σ 2 p , the second derivative is positive for
where the strict inequality requires either σ 2 a or σ 2 b to be non-zero. This concludes the proof. Since, as shown in SI Appendix C, hybrid sampling should only be considered if σ 2 b < σ 2 p , and since by design, n b ≥n a , Eq. S22 is convex, Theorem 2 follows by setting the first derivative to zero and solving for n b .
E Cost Comparison -Traditional and Hybrid Sampling [Proof of Theorem 3]
Proof. We begin by recalling that the optimal sample size,n b for hybrid sampling is given bŷ
The TSC of traditional sampling, under the assumption that c b = 0, is given by n a (c c + c a ) and the TSC of hybrid sampling is given by n b c c + n a c a . As noted in the main paper, ifn b =n a =n a , hybrid sampling reduces to traditional sampling and the TSCs are equal. Sincen b minimize the hybrid TSC, which is convex for n b ≥n a (SI Appendix D), it follows that the TSC of hybrid sampling is smaller than the TSC of traditional sampling if and only ifn b >n a . The threshold, k 0 for when this occurs can be calculated by equating the two sides of Eq. S27 and solving for k:n
In two-stage sampling designs each first stage sample, x i is again sampled randomly using some number, s of second-stage samples [28] . An analysis of the errors using such designs is provided by Deming [4] . Second stage sampling is commonly used e.g. in benthic surveys where each collected photoquadrat is annotated using random point sampling [13] . This protocol requires s points to be overlaid on each image at locations selected randomly with replacement. The substrate under each point is then annotated by an expert as pertaining to one of some number of classes. An unbiased estimator of the abundance (benthic cover) of each class for a certain sample can be derived by counting how many of the s annotations that were annotated as that class. We derive the statistics of two-stage sampling under the assumptions of transfer sampling, namely that each decision is made by some noisy annotator f b , with known matrix of confusion. We will denote by x i1 , . . . , x is the s locations to be annotated in each sample x i , and u ij ∈ {0, 1} the true value associated with each location. The value of each first stage sample is approximated by y i = s j=1 u ij . We do not make any assumptions on the probability density from which the first stage samples are drawn, but as previously let µ p denote the expected value and σ 2 p the variance. Given a classifier f b with known matrix of confusion, an unbiased estimator of u ij is given as previously byũ
From this an unbiased estimator ofỹ i is given byỹ
We have derived the variance ofỹ i for the special case where s = 1 in the main paper. Next, we show how to derive the variance ofỹ i for a general s by applying the law of total variation twice. We begin by noting that 
which can be expressed, by again using the law of total variation, as var(ũ ij |y i ) = E[var(ũ ij |u ij , y i )] + var[E(ũ ij |u ij , y i ))].
The second term of Eq. S37 is simply given by var[E(ũ ij |u ij , y i ))] = var[u ij |y i ] = y i (1 − y i ), but the first term is less obvious. Following Solow et al. [26] , we first note that 
which follows directly from Eq. S33, and also that E[u ij ] = y i . Putting this together yields the following expression for the first term of Eq. S37: α=β=0.95 n a Figure 1 : Difference in estimated standard errors between the hybrid estimator,μ p andμ p , for n b = 1000, and different values of n a , α, β, and µ p . Note that all differences are negative, indicating that the hybrid sampling errors are smaller
