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Population trapping occurs when a particular quantum-state superposition is immune to action
by a specific interaction, such as the well-known dark state in a three-state lambda system. We here
show that in a three-state loop linkage, a Hilbert-space Householder reflection breaks the loop and
presents the linkage as a single chain. With certain conditions on the interaction parameters, this
chain can break into a simple two-state system and an additional spectator state. Alternatively,
a two-photon resonance condition in this Householder-basis chain can be enforced, which heralds
the existence of another spectator state. These spectator states generalize the usual dark state
to include contributions from all three bare basis states and disclose hidden population trapping
effects, and hence hidden constants of motion. Insofar as a spectator state simplifies the overall
dynamics, its existence facilitates the derivation of analytic solutions and the design of recipes for
quantum state engineering in the loop system. Moreover, it is shown that a suitable sequence of
Householder transformations can cast an arbitrary N-dimensional hermitian Hamiltonian into a
tridiagonal form. The implication is that a general N-state system, with arbitrary linkage patterns
where each state connects to any other state, can be reduced to an equivalent chainwise-connected
system, with nearest-neighbor interactions only, with ensuing possibilities for discovering hidden
multidimensional spectator states and constants of motion.
PACS numbers: 32.80.Xx, 33.80.Be, 32.80.Rm, 33.80.Rv
I. INTRODUCTION
Descriptions of optical excitation of few-state quan-
tum systems traditionally make use of the rotating-wave
approximation (RWA), in which the Hilbert-space unit
vectors (the bare quantum states) rotate with angular
velocities that are fixed at various laser carrier frequen-
cies, and the Hamiltonian, with the neglect of rapidly
varying terms, becomes a matrix of slowly varying Rabi
frequencies and detunings [1, 2]. For three states the
usual electric-dipole selection rules of optical transitions
produce a simple chain of inter-state linkages, depicted
as either a ladder, a lambda or a vee.
For some time it has been known that, either by means
of a rotation of the arbitrary quantization axis for defin-
ing magnetic sublevels, or by more general reorganization
of the Hilbert-state basis states (a Morris-Shore transfor-
mation [3]), such patterns can be presented as a set of in-
dependent two-state excitations (bright states) together
with spectator states that are unaffected by the specific
radiation (dark states or spectator states).
The presence of a third interaction, linking the two
states that terminate the three-state chain, turns the
linkage pattern into a loop, see Fig. 1. Such interac-
tion would violate the usual selection rules for electric-
dipole radiation (which connects only states of opposite
parity), but is possible for a variety of other interactions,
such as occur with two-photon optical transitions or mi-
crowave transitions between hyperfine states. To avoid
the presence of rapidly varying exponential phases in the
RWA Hamiltonian, such a link should occur with carrier
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FIG. 1: (Color online) RWA linkage pattern for a loop, show-
ing linkages: states 1 and 2 by Rabi frequency ΩP , states 2
and 3 by ΩS and states 1 and 3 by ΩC . The energy levels
are shown with an ordering appropriate to state ψ1 as ground
state and state ψ2 as excited state, but the symmetry of the
loop linkage allows initial population in any state.
frequency suitably chosen.
Within the RWA there is no longer a distinction of the
original bare-state energies; all that matters is the de-
tunings, i.e. differences between a Bohr frequency and
the associated laser-field carrier frequency. Nonetheless,
it is traditional, when depicting the linkage pattern of
laser-induced interactions, to place representations of the
states in a vertical direction ranked according to the orig-
inal bare-state energies, and to consider excitation in
which the initial population resides entirely in a ground
state. Such display convention is particularly useful in
emphasizing the difference between low-energy stable or
metastable states, unable to radiatively decay, and ex-
cited states, from which spontaneous emission is possible
2– visible as fluorescence.
The three-state loop is the simplest example of discrete
quantum states that can exhibit nontrivial probability-
amplitude interferences, and hence it has attracted con-
tinuing interest [4–14].
With the loop pattern it is not immediately obvious
that any simple restructuring of the Hilbert-space coor-
dinates will produce a single unit vector that is immune
to the effects of any interaction – a spectator state. For
example, the loop system does not satisfy an essential
condition for the MS transformation [3], namely that the
quantum states be classified in two sets, with transitions
only between the sets, not within them.
A special case of the three-state loop was considered by
Carroll and Hioe [6]. They presented analytical solutions
for the probability amplitudes when three resonant laser
pulses of different shapes were present and two of the cou-
plings where real, while the third was purely imaginary.
For this special case, the underlying SU(2) symmetry al-
lows the three-state loop to be reduced to an effective
two-state system.
Another fully resonant three-state loop was examined
by Unanyan et al. [10]. In that work a pulsed quasistatic
magnetic field supplemented the two optical pulses of a
lambda linkage used for stimulated Raman adiabatic pas-
sage (STIRAP) [15]. This additional field provided a sup-
plement to the usual adiabatic constraints and allowed a
reduction of diabatic loss, thereby improving the usual
adiabatic constraints on achieving complete population
transfer.
The three-state loop was examined also by Fleis-
chhauer et al. [11]. They showed that when each link
was resonant, the dark state of STIRAP [15] could be
modified to a higher-order trapping state, becoming an
approximate constant of motion even for small pulse ar-
eas. This state adiabatically rotates, in Hilbert space,
from the initial to the target state. This adiabatic mo-
tion leads to efficient population transfer, though at the
expense of placing some population into the decaying
atomic state.
Recently a three-state loop was shown to occur in phys-
ical processes where the free-space symmetry is broken,
as it is in chiral systems [12, 13]. Such quantum systems
occur in left- and right-handed chiral molecules [12], or in
“artificial atoms”. Loop linkages amongst discrete quan-
tum states can also occur in superconducting quantum
circuits [13], and in modeling entangled atoms coupled
through an optical cavity [14].
We here consider loops that have less stringent con-
straints on the frequencies, although some do exist. We
shall show in the following that it is possible, under ap-
propriate conditions (including three-photon resonance),
to break the loop into a chain. A further transformation
of the basis states can then convert the linkage pattern
into a pair of coupled states and a spectator state. Alter-
natively, if the population resides initially in the middle
state of the chain, the system has the dynamics of the
vee linkage.
The required initial transformation, converting the
loop into a simple chain, is taken to be a Householder
reflection (HR) of the Hamiltonian matrix [16]. Such
matrix manipulations, commonplace in works dealing
with linear algebra [17], have recently been applied to
quantum-state manipulations [18–21].
When acting upon an arbitrary square matrix a suit-
able sequence of HRs produces an upper-diagonal (or
lower-diagonal) matrix. When acting upon a unitary ma-
trix, such a sequence produces a diagonal matrix, with
phase factors on the diagonal. This property has been
used for decomposition, and therefore synthesis, of arbi-
trary preselected propagators in multistate systems [18–
21]. We show here that, when utilised for a change of
basis in Hilbert space, a suitable HR (or a sequence of
HRs) can cast a (hermitian) Hamiltonian into a tridiago-
nal form. This tridiagonalization implies the replacement
of a general linkage pattern (for example, each state inter-
acting with any other state) with an effective chainwise-
connected system where only nearest-neighbour interac-
tions are present. We here apply this tridiagonalization
to the simplest nontrivial multistate system – a three-
state loop system – and demonstrate its potential ap-
plications, with examples ranging from effective chain
breaking and novel spectator states to hidden two-photon
resonances.
II. THE LOOP RWA HAMILTONIAN
We consider three fields, labelled pump (P ), Stokes
(S), and control (C),
Ek(t) = eˆk Ek(t) cos(ωkt+ φk), (k = P, S, C). (1)
The three carrier frequencies ωk can be chosen arbitrarily,
so long as they fulfill the three-photon resonance condi-
tion (Fig. 1)
ωC − ωP + ωS = 0. (2)
This constraint is necessary for the application of the
rotating-wave approximation (RWA) [1, 2]. However, at
the outset we impose no constraints on the single-photon
detunings,
~∆P ≡ E2 −E1 − ~ωP , ~∆S ≡ E2 −E3 − ~ωS. (3)
We introduce probability amplitudes Cn(t) in the usual
rotating Hilbert-space coordinates ψn(t),
Ψ(t) = exp(−iζ0t) [C1(t)ψ1 + C2(t)ψ2(t) + C3(t)ψ3(t)] ,
(4)
where the rotations originate with field carrier frequen-
cies, ψ2(t) ≡ exp(−iωP t)ψ2 and ψ3(t) ≡ exp(−iωCt)ψ3.
From the time-dependent Schro¨dinger equation we ob-
tain three coupled equations
d
dt
C(t) = −iW(t)C(t), (5)
3where C(t) ≡ [C1(t), C2(t), C3(t)]
T is a three-component
column vector of probability amplitudes and ~W(t) is the
slowly varying RWA Hamiltonian. We take the overall
phase factor ζ0 to nullify the first diagonal element of
the RWA Hamiltonian matrix; it then has the structure
W(t) =
1
2

 0 ΩP (t)e
iφP ΩC(t)
ΩP (t)e
−iφP 2∆2 ΩS(t)eiφS
ΩC(t) ΩS(t)e
−iφS 2∆3

 . (6)
where the interactions are parameterized by slowly vary-
ing real-valued Rabi frequencies Ωk(t), for k = P, S, C.
For simplicity and without loss of generality the C field
is assumed real (φC = 0); then φP and φS represent the
phase differences between the P and S fields, respectively,
and the C field. The cumulative detunings are
∆2 = ∆P , ∆3 = ∆P −∆S . (7)
III. THE HOUSEHOLDER REFLECTION
We seek a unitary transformation of the Hilbert-space
basis states that will first replace the loop with a three-
state chain. As we will show, the desired result can be
produced by a Householder reflection acting upon the
RWA Hamiltonian [19].
An N -dimensional Householder reflection is defined as
the operator
R = I− 2 |v〉 〈v| , (8)
where I is the identity operator and |v〉 is an N -
dimensional normalized complex column vector. The
Householder operator R is Hermitian and unitary, R =
R
−1 = R†, hence R is involutary, R2 = I. The transfor-
mation is a reflection, so detR = −1. If the vector |v〉
is real, the Householder reflection has a simple geomet-
ric interpretation: it is a reflection with respect to an
(N − 1)-dimensional plane normal to the vector |v〉.
The Householder reflection, acting upon an arbitrary
N -dimensional matrix, uses N − 1 operations to pro-
duce an upper or lower triangular matrix. This behav-
ior makes the Householder reflection a powerful tool for
many applications in classical data analysis, e.g., in solv-
ing systems of linear algebraic equations, finding eigen-
values of high-dimensional matrices, least-squares opti-
mization, QR decomposition, etc. [17]. For us, the re-
flection serves to transform the Hamiltonian from a full
matrix to one that lacks one interaction – it breaks the
loop into a chain.
The three-state system offers three basis vectors with
which to define a Householder reflection. Because of the
symmetry of the loop system it is only necessary to con-
sider one of these; the effect of others can be examined by
a permutation of state labels. We shall take state ψ1 as
a fixed coordinate, within the plane of the reflection, and
introduce an alteration of the Hilbert subspace spanned
by the remaining unit vectors ψ2(t) and ψ3(t). Figure 2
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FIG. 2: (Color online) The Householder reflection leaves state
ψ1 unchanged. Initial population might be (a) in this state,
or (b) in one of the altered states. Relative energies of the
original bare states are not relevant, only the couplings.
illustrates the connection of the reflection with the basis
states, and the possible choices of initial state.
With this choice the Householder vector reads
|v〉 =
[
0, sin(θ/2)e−iφP , cos(θ/2)
]T
, (9)
and the matrix representation of the Householder reflec-
tion is
R =

 1 0 00 cos θ e−iφP sin θ
0 eiφP sin θ − cos θ

 . (10)
The angle θ, defined by the equation
tan θ ≡
ΩC
ΩP
, (11)
is twice the angle from the mirror normal to state ψ2
(i.e. the twist of the mirror about the ψ1 axis). Hereafter
we omit explicit mention of time dependences; all Rabi
frequencies are to be considered slowly varying in time,
as is the Householder reflection R and the angle θ.
The connection between the probability amplitudes C˜
in the Householder basis and the amplitudes C in the
original (bare) basis is
C˜ = RC. (12)
The transformed equation of motion reads
d
dt
C˜ = −iW˜C˜, (13)
where the Householder Hamiltonian is W˜ = RWR− iRR˙,
with an overdot denoting a time derivative. Explicitly,
W˜ = 12

 0 Ω˜P 0Ω˜∗P 2∆˜2 Ω˜S − 2ie−iφp θ˙
0 Ω˜∗S + 2ie
iφp θ˙ 2∆˜3

 , (14)
with effective detunings
∆˜2 =
∆3Ω
2
C +∆2Ω
2
P +ΩPΩCΩS cos (φP + φS)
Ω2
,(15a)
∆˜3 =
∆2Ω
2
C +∆3Ω
2
P − ΩPΩCΩS cos (φP + φS)
Ω2
,(15b)
4and effective couplings
Ω˜P = e
iφpΩ, (16a)
Ω˜S =
1
Ω2
[
2e−iφP (∆2 −∆3)ΩPΩC
+
(
e−2i(φP+φS)Ω2C − Ω
2
P
)
eiφSΩS
]
, (16b)
with Ω ≡
√
Ω2P +Ω
2
C . All of these elements acquire time
dependence from the pulses, though that is not shown
explicitly.
The Hamiltonian in the Householder basis is that of a
simple chain, ψ1 ↔ ψ˜2 ↔ ψ˜3. By design the Householder
reflection places the original two interactions of state ψ1
into a single effective interaction with a new superpo-
sition state ψ˜2. This state, in turn, has an interaction
with the other terminal state of the chain ψ˜3, also a su-
perposition state. The new Householder states ψ˜n are
superpositions of the original basis states ψn,
ψ˜1 = ψ1, (17a)
ψ˜2 = cos θ ψ2 + e
−iφP sin θ ψ3, (17b)
ψ˜3 = e
iφP sin θ ψ2 − cos θ ψ3. (17c)
When the initial population resides entirely in state ψ1,
this chain is equivalent to a lambda or ladder system.
When the initial population occurs in state ψ˜2 it is a
generalization of the vee linkage. The chain Hamilto-
nian (14) in the Householder representation is conceptu-
ally simpler than the original loop Hamiltonian (6) for
it allows only for nearest-neighbour interactions; the re-
sulting chain linkage is easier to understand and treat
analytically by a variety of exact or approximate ap-
proaches. The inherent interference in the loop system is
now imprinted onto the Householder transformation and
is absent in the Householder chain. Moreover, this tran-
formation allows one to use the considerable literature
available on chainwise-connected three-state systems.
IV. SPECIAL CASES
In the remainder of this paper we consider special cases
of the Householder Hamiltonian, obtained when we con-
strain the various pulse parameters, which lead to simpli-
fication of the resulting Hamiltonian matrix. Two sim-
plifications are particularly interesting: (i) breaking the
three-state Householder chain ψ1 ↔ ψ˜2 ↔ ψ˜3 into a two-
state system and a spectator state, and (ii) two-photon
resonance in the Householder basis. We shall identify
conditions, and deduce implications, for these important
special cases.
A. Effective two-state system and spectator state
Under appropriate conditions the three-state House-
holder chain ψ1 ↔ ψ˜2 ↔ ψ˜3 breaks into two coupled
states and a spectator state. This occurs whenever one
of the Householder linkages vanishes. The vanishing of
Ω˜P requires that both ΩP and ΩC vanish, which is trivial
and uninteresting. We hence assume the null linkage to
be the coupling between states ψ˜2 and ψ˜3,
Ω˜S + 2ie
−iφp θ˙ = 0. (18)
Under this condition state ψ˜3, Eq. (17c), decouples from
the other two states and becomes a spectator state: its
population is trapped, within a subspace of the full
Hilbert space. The population distribution between
states ψ2 and ψ3 may change, but in a manner that con-
serves the population of the spectator state (17c).
1. Conditions for chain breaking
One possible solution to Eq. (18) reads
∆2 = ∆3, (19a)
φP = −φS −
pi
2
, (19b)
ΩS = −2θ˙. (19c)
The latter condition imposes a strict constraint on the
pulse shape. Given ΩP and ΩC , which determine θ˙
through Eq. (11), condition (19c) determines both the
shape and the magnitude of ΩS .
Another possible solution to Eq. (18) emerges when the
P and C pulses have the same time dependence, say f(t),
ΩP (t) = ΩP0f(t), ΩC(t) = ΩC0f(t), while the S pulse
could differ, ΩS(t) = ΩS0g(t). Then θ˙ = 0 and condition
(18) becomes Ω˜S = 0. This condition can be satisfied in
several ways, cf. Eq. (16b). A simple realization for that
condition occurs with the choice
∆2 = ∆3, (20a)
φP = −φS , (20b)
ΩC = ΩP . (20c)
Then θ = pi/4 and the spectator state reads
ψ˜3 =
1√
2
(
e−iφSψ2 − ψ3
)
. (21)
2. Analytical three-state solutions
The dynamics of the two coupled Householder states
ψ1 and ψ˜2, coupled by the interaction Ω˜P , offer other in-
teresting possibilities. For the two-state system ψ1 ↔ ψ˜2,
analytic solutions may be possible; these are known for
many examples of pulse and detuning time dependences.
Hence, by writing down the propagator in the House-
holder basis for a known two-state analytical solution,
and by using the transformation back to the original basis
by the Householder reflection R(t), one can write down
a number of analytic solutions for the three-state loop
system. These would generalize the similar analytical
solutions for a Λ system [22].
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FIG. 3: (Color online) Creation of an equal superposition
of states ψ1, ψ2 and ψ3 for Gaussian pulses: ΩP (t) =
ΩP0 e
−t2/T2 , ΩC(t) = ΩC0 e
−t2/T2 , ∆2(t) = ∆3(t) =
−ΩS(t)/2, ΩS(t) = ΩS0 e
−(t−τ)2 , with the following parame-
ters ΩP0 = ΩC0 = 0.76/T , ΩS0 = 1/T , τ = 0.5T .
3. Population initially in state ψ1
If only state ψ1 is initially populated then the dynam-
ics remains confined within the effective two-state system
ψ1 ↔ ψ˜2. In this two-state system we can enforce com-
plete population return to state ψ1, complete population
inversion to state ψ˜2 or create a superposition of states
ψ1 and ψ˜2.
Complete population transfer from state ψ1 to the
Householder state ψ˜2 can be produced by a resonant pi-
pulse [2], by adiabatic level-crossing adiabatic passage
[23], or by a variety of novel more sophisticated tech-
niques [24–27]. Viewed in the original basis, the system
ends up in a superposition of ψ2 and ψ3,
cos θ ψ2 + e
−iφP sin θψ3, (22)
with the angle θ given by (11); thus the superposition
is fully controlled by the ratio of ΩC and ΩP and has a
relative phase φP .
A predetermined superposition of states ψ1 and ψ˜2 can
be created by resonant fractional-pi pulses, or by mod-
ifications of adiabatic-passage techniques, for example,
half-SCRAP [28] and two-state STIRAP [29]. Such tech-
niques allow, for instance, the creation of an arbitrary
predetermined maximally coherent superposition of the
three states ψ1, ψ2, and ψ3. For example, one can cre-
ate a maximally coherent superposition using fractional-
pi pulses that obey conditions (20) and which are resonant
in the Householder basis (∆2(t) = ∆3(t) = −ΩS(t)/2).
Such an example is demonstrated in Fig. 3.
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FIG. 4: (Color online) Creation of an equal superpo-
sition of states ψ1, ψ2 and ψ3 for Gaussian pulses:
ΩP (t) = Ω0 e
−(t+τ)2/T2 + Ω0 cosα e
−(t−τ)2/T2 , ΩC(t) =
Ω0 sinα e
−(t−τ)2/T2 , ∆2(t) = ∆3(t) = 0, ΩS(t) = −2θ˙, with
the following parameters α = pi/4, Ω0 = 0.567/T , τ = 0.5T .
4. Population initially in state ψ2
Let us assume now that it is state ψ2 that is populated
initially. (The symmetric case of state ψ3 initially popu-
lated is just a matter of relabelling the states.) If the C
pulse precedes the P pulse, then we are in the dark state
(24) and this is a situation similar to STIRAP, then there
will occur complete population transfer to state ψ3. The
resonant case of this process was discussed and explained
earlier [10, 11]. If we are in state ψ2 and we apply the
pulse in the intuitive order (the P pulse precedes the C
pulse), then we are in the bright state and depending on
the pulses we can have complete population transfer to
state ψ1, or end up in a superposition of states ψ1, ψ2
and ψ3. For example, as illustrated in Fig. 4, one can
use fractional-pi pulses to create an equal superposition
of states ψ1, ψ2 and ψ3.
B. Effective two-photon resonance
We assume now that the P and C pulses have the same
time dependence and consider a resonance condition be-
tween states ψ1 and ψ˜3,
∆˜3 = 0. (23)
The resulting Householder Hamiltonian is exactly that
of the lambda linkage on two-photon resonance used for
STIRAP [15]. The traditional dark state of the STIRAP
6process appears here as
ΦD = cosϕψ1 − sinϕ ψ˜3
= cosϕψ1 − e
iφP sinϕ sin θ ψ2 + sinϕ cos θψ3,(24)
where tanϕ = Ω˜P /Ω˜S. The state ΦD is a spectator (or
population-trapping) state because it is not affected by
the specified radiation, but it has components of all three
of the original basis states. One can use this new kind
of spectator state, with the traditional STIRAP pulse
sequence of Ω˜S preceding Ω˜P , to move the initial popu-
lation from state ψ1 to a superposition of state ψ˜2 and
state ψ˜3. The superposition is controlled by the ratio of
ΩC and ΩP and has the phase φP .
Condition (23) can always be satisfied for an appro-
priate choice of the (time-dependent) detuning ∆2(t) [or
∆3(t)]. However, the specific time dependence, although
possible in principle, might be complicated and difficult
to produce experimentally. Condition (23) can be satis-
fied with constant detunings when the P and C pulses
share the same time dependence: ΩP (t) = ΩP f(t) and
ΩC(t) = ΩCf(t). Then the mixing angle θ is constant
[see Eq. (11)] and θ˙ = 0. Two options provide the needed
pulses:
(i) The conditions
φP + φS = pi/2, (25a)
∆3 = −∆2
Ω2C
Ω2P
(25b)
hold. Then the S field can be arbitrary and both detun-
ings ∆2 and ∆3 can be constant.
(ii) The S field is constant. Then condition (23) can
be fulfilled for constant detunings that obey the relation
∆3 = −∆2
Ω2C
Ω2P
+
ΩC
ΩP
ΩS cos(φP + φS). (26)
Therefore, the usual two-photon resonance condition,
necessary for the emergence of a spectator (dark) state in
the original basis, is replaced by a condition for the two-
photon detuning ∆3: either (i) Eq. (25b), for arbitrary S
field but with the phase relation (25a), or (ii) Eq. (26),
for constant S field.
If we now start initially in state ψ1 and apply the S
pulse before the P pulse, then the following superposition
is formed
−ie−iφS sin θ ψ2 + cos θψ3. (27)
The superposition characteristics are fixed by the S-field
phase and the angle θ defined by Eq. (11). Figure 5
illustrates how, starting in state ψ1 and applying the S
pulse before the P pulse we obtain an equal superposition
of ψ2 and ψ3.
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FIG. 5: (Color online) Creation of an equal superposition of
states ψ2 and ψ3, with the following couplings and detunings:
ΩP (t) = Ω0 cos θ e
−(t−τ)2/T2 , ΩC(t) = Ω0 sin θ e
−(t−τ)2/T2 ,
ΩS(t) = Ω0 e
−(t+τ)2/T2 , ∆2(t) = ∆3(t) = 0, where the pa-
rameters are θ = pi/4, Ω0 = 30/T , τ = 0.5T .
V. REDUCTION OF ARBITRARY
N-DIMENSIONAL QUANTUM SYSTEMS TO
CHAINS
The Householder transformation introduced here for a
three-state loop system is readily extended to a general
N -state quantum system with arbitrary linkages, even in
the most general case when each state connects to any
other state. A suitable sequence of at most N−2 House-
holder transformations can cast the Hamiltonian, which
is a hermitian matrix, into a tridiagonal form. In this
sequence the Householder vector for the nth reflection is
chosen as
|vn〉 =
|xn〉 − |xn| |en+1〉
||xn〉 − |xn| |en+1〉|
, (28)
where |en+1〉 is a unit vector that defines the (n + 1)-st
axis, i.e. its components are zero except a unity at the
(n+1)st place, Here |xn〉 is the nth column vector of the
transformed Hamiltonian after the nth step.
The tridiagonalization of the Hamiltonian implies that
in the Householder basis, each of the new basis states is
connected only to its nearest neighbor states, thus form-
ing a chainwise linkage pattern. The chain is concep-
tually simpler, and analytically easier, to treat, with a
variety of exact and approximate approaches available in
the literature.
7VI. CONCLUSIONS AND OUTLOOK
A two-parameter Householder reflection can break the
loop-linkage pattern of a three-state system, providing
instead a simple chain. For the three-state system the
result can appear either as a lambda system (with ini-
tial population at one end of the chain) or as a vee sys-
tem (with initial population in the middle state of the
chain). In either case the system can be transformed fur-
ther into a pair of coupled states and a spectator state,
within which population remains trapped. This is a new
kind of spectator state involving all three basis states; it
contrasts with the conventional dark states that have no
excited-state component.
These results hold intrinsic interest because the three-
state loop is the simplest discrete-state quantum system
in which nontrivial interference occurs. The present solu-
tions may therefore offer opportunities for manipulating
the quantum states of such systems.
Our objective in this paper has been to introduce this
important novel transformation, and with it to show that
a loop system is equivalent to a chain system. The pre-
sented examples of the uses of the Householder transfor-
mation in a three-state loop system, being by no means
exhaustive, have demonstrated a number of potential ap-
plications based on analytical approaches, ranging from
hidden chain breaking and spectator states to hidden
two-photon resonances and analytic solutions. These al-
low one to establish generic features of the interaction
dynamics and engineer interactions that can produce var-
ious superposition states at will.
The results in this work for three-state systems are
readily extended to N -state systems. More general se-
quences of Householder reflections can replace there ar-
bitrary complicated linkages with simple chain linkages.
Hence anN -state system wherein each state is coupled to
any other state can be reduced to an equivalent chain sys-
tem with nearest-neighbor interactions only. Then one
can apply various available analytical approaches to the
Householder chain to reveal interesting novel features of
the multistate dynamics, including Hilbert space factor-
ization, hidden spectator states and ensuing dynamical
invariants.
Acknowledgments
This work has been supported by the EU ToK
project CAMEL (Grant No. MTKD-CT-2004-014427),
the EU RTN project EMALI (Grant No. MRTN-CT-
2006-035369), and the Bulgarian National Science Fund
Grants No. WU-205/06 and No. WU-2517/07.
[1] L. Allen and J. H. Eberly, Optical Resonance and Two-
Level Atoms, (Wiley, New York, 1975).
[2] B.W. Shore, The Theory of Coherent Atomic Excitation
(Wiley, New York, 1990).
[3] J. R. Morris and B. W. Shore, Phys. Rev. A 27, 906
(1983).
[4] S.J. Buckle, S.M. Bamett, P.L. Knight, M.A. Lauder,
D.T. Pegg, Optica Acta 33, 1129 (1986).
[5] S.P. Krinitzky, D.T. Pegg, Phys. Rev. A 33, 403 (1986).
[6] C. E. Carroll and F. T. Hioe, J. Opt. Soc. Am B 5,1335
(1988).
[7] D.V. Kosachiov, B.G. Matisov, Yu.V. Rozhdestvensky. J.
Phys. B 25, 2473 (1992).
[8] W. Maichen, R. Gaggl, E. Korsunsky, L. Windholz, Eu-
rophys. Lett. 31, 189 (1995).
[9] W. Maichen, F. Renzoni, I. Mazets, E. Korsunsky, L.
Windholz, Phys. Rev. A 53, 3444 (1996).
[10] R.G. Unanyan, L.P. Yatsenko, K. Bergmann and B.W.
Shore, Opt. Commun. 139, 48 (1997).
[11] M. Fleischhauer, R. Unanyan, B. W. Shore, and K.
Bergmann, Phys. Rev. A 59, 3751 (1999).
[12] P. Kral and M. Shapiro, Phys. Rev. Lett. 87, 183002
(2001); P. Kral, I. Thanopulos, M. Shapiro, and D. Co-
hen, ibid. 90, 033001 (2003);
[13] Yu-xi Liu, J. Q. You, L. F. Wei, C. P. Sun, and Franco
Nori, Phys. Rev. Lett. 95, 087001 (2005).
[14] J. Metz, M. Trupke, and A. Beige, Phys. Rev. Lett. 97,
040503 (2006).
[15] U. Gaubatz, P. Rudecki, S. Schiemann, and K.
Bergmann, J. Chem. Phys. 92, 5363 (1990); K.
Bergmann, H. Theuer, and B. W. Shore, Rev. Mod. Phys.
70, 1003 (1998); N. V. Vitanov, M. Fleischhauer, B. W.
Shore, and K. Bergmann, Adv. At. Mol. Opt. Phys. 46,
55 (2001).
[16] A.S. Householder, J. A. C. M 5, 339 (1958).
[17] J. H. Wilkinson, Comput. J. 3, 23 (1960); Numer. Math.
4, 354 (1962); J. M. Ortega, ibid. 5, 211 (1963); D. J.
Mueller, ibid. 8, 72 (1966).
[18] E.S. Kyoseva, and N.V. Vitanov, Phys. Rev. A 73,
023420 (2006).
[19] P.A. Ivanov, E.S. Kyoseva, and N.V. Vitanov, Phys. Rev.
A 74, 022323 (2006).
[20] P.A. Ivanov, B.T. Torosov, and N.V. Vitanov, Phys. Rev.
A 75, 012323 (2007).
[21] E.S. Kyoseva, N.V. Vitanov, and B.W. Shore, J. Mod.
Opt. 54, 2237 (2007).
[22] N. V. Vitanov, J. Phys. B 31, 709 (1998).
[23] N. V. Vitanov, T. Halfmann, B. W. Shore, and K.
Bergmann, Ann. Rev. Phys. Chem. 52, 763 (2001).
[24] L. P. Yatsenko, B. W. Shore, T. Halfmann, K. Bergmann,
and A. Vardi, Phys. Rev. A 60, R4237 (1999); T. Rickes,
L. P. Yatsenko, S. Steuerwald, T. Halfmann, B. W. Shore,
N. V. Vitanov, and K. Bergmann, J. Chem. Phys. 115,
534 (2000); T. Rickes, J. P. Marangos, and T. Halfmann,
Opt. Commun. 227, 133 (2003).
[25] L. P. Yatsenko, B.W. Shore, N. V. Vitanov, and K.
Bergmann, Phys. Rev. A 68, 043405 (2003); A. P. Conde,
L. P. Yatsenko, J. Klein, M. Oberst, and T. Halfmann,
Phys. Rev. A 72, 053808 (2005)
[26] N. V. Vitanov, L. P. Yatsenko, and K. Bergmann, Phys.
Rev. A 68, 043401 (2003).
[27] G. S. Vasilev and N. V. Vitanov, Phys. Rev. A 73, 023416
8(2006); N. V. Vitanov, New J. Phys. 9, 58 (2007); B. T.
Torosov and N. V. Vitanov, Phys. Rev. A 76, 053404
(2007).
[28] L. P. Yatsenko, N. V. Vitanov, B. W. Shore, T. Rickes,
and K. Bergmann, Opt. Commun. 204, 413 (2002).
[29] N. V. Vitanov and B. W. Shore, Phys. Rev. A 73, 053402
(2006).
