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Let me go back to the session again. I know that you must be waiting for the 
interesting invited talks but this is the last talk from our research group, so please be 
patient for a little while. The third talk is by myself. My talk is about Bayesian evaluation 
of informative hypotheses in meta-analysis. I’m a Bayesian statistician and today’s talk is 
about combining meta-analysis and evaluation of informative hypotheses.
The idea of meta-analysis and evaluation of informative hypotheses is not very new. 
You see this kind of slide before, ‘big’ and ‘data’ are very common words but the 
combination of these two techniques is I think new, so I’m going to talk about that today. 
I’ll first talk about what meta-analysis is, and then about what evaluation of informative 
hypotheses is. Then I’m going to talk about my own contribution.
Meta-analysis refers to the analysis of analyses, according to the “father of meta-
analysis” Professor Glass. According to him, meta-analysis is the analysis of a large 
collection of analysis results from individual studies for the purpose of integrating findings 
from former studies.
In ordinary analysis, researchers typically collect the datasets by their own, and then 
calculate some test statistics such as t, F, and chi-squared.
Now I’m going to go back to this slide again. What is the effect size? Effect size is a 
measure of strength of an effect. One of the most well-known effect sizes would be this 
standardized mean difference which is given in this equation. This just shows the 
difference between the mean of one group and the mean of other group. But just the 
mean difference depends on the scale of measurement, for example, meter or centimeter 
or kilometer and so on.
Therefore, we divide the mean difference by standard deviation so that the mean 
difference does not depend on the measurement unit. The resultant measure, delta, is one 
of the most well-known effect size indices. This value is sometimes called Cohen’s d or 
Hedges’ g. There are also some other effect size indices such as proportion of variance 
explained that is used in analysis of variance, and association between two variables.
So, researchers are usually interested in these effect size measures. In meta-analysis, 
researchers calculate the effect size indices from the many published former studies. 
Researchers represent one former study by using mean and variation of effect size 
indices. And then, what meta-analyses do is to formally integrate the findings of former 
studies by using effect sizes and the equations of meta-analysis to obtain more reliable, 
more integrated result. That is the aim of meta-analysis.
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Recently, there is a trend to conduct big meta-analysis. For example, look at this paper. 
This paper is on the effect of gender on mathematics performance. The researchers, the 
authors of this paper collected data from 242 studies published in this period, representing 
a testing of more than 1 million people. That is very huge, isn’t it? By the way, their 
finding is that there is very little gender effect on mathematical performance, so that may 
be good news for educational colleagues.
There is also another big meta-analysis trend in biological and medical sciences, 
especially in the field of genetics. This paper is taken from the Nature Reviews Genetics, 
and it is on the meta-analysis method for Genome-Wide Association Studies, sometimes 
called GWAS. There are many this type of meta-analysis papers recently. This meta-
analysis was conducted on Parkinson’s disease, GWAS studies using a common set of 
more than 7 million variants of DNA. It includes about 100,000 cases and controls, that is 
about 100,000 people. So it’s like, 100,000 times 7 million datapoints. It’s a very big data. 
This kind of big meta-analysis has been in trend recently. 
This is what meta-analysis is, and for those audiences who are interested in meta-
analysis, I would like to recommend these very good introductory textbooks, both in 
Japanese and English.
Now I’m going to talk about what evaluation of informative hypotheses is. Maybe meta-
analysis is very well-known, but this evaluation of informative hypotheses might be less 
known. But recently there are many papers and books on this. What is informative 
hypothesis? Well, consider the case when you compare two means. Everyone I think 
knows about the independent group t-test. In t-test we use two types of hypotheses, that 
is, null hypothesis and alternative hypothesis. In Japanese they are called kimu-kasetsu 
and tairitsu-kasetsu, respectively. However when you think seriously about them, null 
hypotheses is almost never true in real data because this equality is in strong 
mathematical sense.
For example, when you compare the male and female mathematical performance, do 
you think that their performance is really exactly the same? This equality means that 
there should be no difference at all. If there exist even 0.001 difference, the null hypothesis 
is wrong. So, this is very strong assumption. In real data, especially in big data, this kind 
of null hypotheses is never true.
In the same manner. the alternative hypotheses is always true, because there should be 
at least some small difference between the mean of two groups in real data. So, the 
alternative hypotheses is always true. But because it is always true, it’s not very 
interesting. After all, it’s just always true anyway. So, instead of considering these null 
and alternative hypotheses, we are more interested in these kinds of hypotheses such as 
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one group of mean is greater than the other group, or the difference between the means 
is based on some threshold, like zero.
These informative hypotheses contain more information. The data can either support 
or reject these hypotheses. So, these hypotheses are the real interest of the researchers. 
Informative hypotheses refers to these kinds of hypotheses. Formerly, it is hypotheses 
with inequality constraints on the parameters. 
We are going to evaluate the informative hypothesis against this unconstrained 
hypothesis which is always true. In which there is no constraint on the parameters. We 
are going to evaluate the informative hypotheses against unconstrained hypotheses, 
instead of resorting to the classical approach. And we are going to evaluate the 
informative hypotheses in Bayesian manner, because as I will show shortly, the evaluation 
of informative hypothesis becomes very, very simple when you resort to Bayesian 
statistics.
In Bayesian statistics, we first have the prior distribution for the parameters. In 
Bayesian statistics we believe in probability. Every uncertainty can be represented by 
probability. That is the Bayesian philosophy. We have prior probability, then we collect 
data, and then calculate the likelihood from the data. After that , we apply the Bayes’ rule 
which is a mathematical truth. So when the prior and likelihood is set, we can always 
calculate the posterior probability.
That’s the basic paradigm of Bayesian statistics. For those audiences who are 
interested in Bayesian statistics, I think this book is very good book of Bayesian history. 
There also is a translated version. I would recommend this book.
In Bayesian statistics, model is evaluated using a quantity called Bayes factor. Bayes 
factor is the ratio of posterior to prior odds. In this paradigm, the comparison is made 
with informative hypotheses against alternative unconstrained hypotheses. You can see 
that this is posterior, all these are ratio to probabilities so this is posterior or after the 
data, and this is prior or before the data. Bayes factor measures the change in favor of 
one hypotheses, in this case in favor of informative hypotheses, when going from the prior 
to posterior. So in other words when you obtain the data, it is a measure of how the data 
contributes to the evaluation of the two hypotheses.
There is some golden rule for the interpretation of Bayes factors. Basically this is a 
ratio, so the value greater than one can be evidence for informative hypotheses while the 
value less than one can be evidence for unconstrained hypotheses. The greater the value, 
the more the evidence. And what is good about the evaluation of informative hypotheses 
is that the Bayes factor in comparing informative against unconstrained hypotheses can 
be calculated in this very simple manner, as in this very simple equation.
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These two terms are called ‘complexity’ and ‘fit’. These terms represent the 
proportion of unconstrained prior or posterior distributions in agreement with the 
constraints in other words informative hypotheses. These are just the ratio of density in 
informative hypotheses evaluated in the parameter space of unconstrained hypotheses. 
So, both of these two terms can be easily calculated by Markov chain Monte Carlo 
estimation.
Maybe you can have some ideas how the Bayes factor is calculated from these figures. 
In the prior distribution of unconstrained hypotheses, it’s basically like this. There is not 
much information beforehand, so we used prior distribution with large variance. When 
the data comes, the prior distribution shrinks by the information obtained from the 
observed data, to posterior distribution. In this case the data is something around here.
So, this is how the Bayesian estimation goes. Let us consider the case when we evaluate 
this under informative hypotheses, like μ1 is greater than μ2. Because the parameter 
space in agreement with this informative hypotheses is just this lower triangular part, 
and the upper triangular part is not consistent with this hypotheses, we just calculate the 
densities in this lower triangular part both in prior and posterior distributions.
In prior, this is just a half, so like it’s 0.5. The complexity of this informative hypotheses 
is 0.5. In posterior, because in this case the data supports this hypotheses, the density is 
more in this region. So, the fit of the informative hypotheses is 0.9. Then the Bayes factor 
can be calculated as a ratio of these two values to be 1.8. This can be a small evidence for 
the informative hypotheses.
This is the basic paradigm of Bayesian evaluation of informative hypotheses. For those 
audience who are interested in this paradigm, there is very good two textbooks, from 
Professor Hoijtink. Also a paper of mine is available in Japanese and available from my 
website, with WinBUGS’ program, so I’d be happy if you read it.
Now I would like to talk about my contributions in combining meta-analysis and 
evaluation of informative hypotheses to make Bayesian evaluation of informative 
hypotheses possible in meta-analysis. Today, I’m going to talk about the application in the 
meta-analysis of Cronbach’s alpha. What is Cronbach’s alpha? Cronbach’s alpha is one of 
the most important and widely used index of reliability. Actually this is quite surprising, 
but Web of Science reports over 6,500 citations of the original paper of Cronbach, which 
even outranks the Watson and Crick’s paper DNA structure paper on double helix. This 
is kind of amazing.
Reporting alpha has been a standard practice in many areas, including psychological 
science, social science, medical science. Meta-analysis of Cronbach’s alpha was proposed in 
2006 by Rodriguez and Maeda. This was based on the frequentist paradigm but Brannick 
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and Zhang just last year expanded their approach to propose the Bayesian meta-analysis 
of Cronbach’s alpha.
According to them, the benefits of taking Bayesian approach to meta-analysis of alpha 
can be summarized in these three points: stability in small samples, flexibility in modeling, 
and the result is obtained in distribution, so we can obtain posterior distribution. We can 
also obtain posterior predictive distribution when you want to make some prediction from 
the data. 
My contribution is to apply the framework of Bayesian evaluation on informative 
hypotheses to this Bayesian meta-analysis so that the proposed method makes it possible 
to evaluate researchers’ informative hypotheses on Cronbach’s alpha based on the large 
amount of former studies.
The next two slides show equations. I would like to quickly explain the method. This is 
the definition of Cronbach’s alpha. You can transform the Cronbach’s alpha to this T 
which has the asymptotic normal distribution with unknown variance. We use this fact in 
the modeling of Cronbach’s alpha meta-analysis. It is just a very simple hierarchical linear 
model when the alpha is transformed to this asymptotically normally distributed variable. 
For the prior distribution we used these natural conjugate setting with hyperparameter 
variance proposed in the former study.
Then this alpha bar represents integrated alpha value. This integrated alpha value is 
obtained by inverse transformation of this μ. So the inverse function of this 
transformation cam be used to obtain the posterior distribution of integrated alpha. We 
can use any MCMC software such as WinBUGS or OpenBUGS or any software to make 
inference of this kind of model.
I’m going to show you some true applications of the proposed method. The first data is 
on the GEQ questionnaire of which the meta-analysis was already conducted for 16 
studies in this paper. But in this paper, what researchers really wanted to evaluate is the 
informative hypotheses like this, the integrated alpha is greater than 0.8. That is the 
hypothesis that those researchers had. Those researchers wanted to evaluate these 
hypotheses but there was no technique to formally evaluate these hypotheses, so they 
just used a classical meta-analysis approach.
But using the proposed approach, we can evaluate these informative hypotheses that 
researchers really have against the unconstrained hypotheses. By the way, this 0.8 value 
is said to be a golden rule criterion for test reliability. These are the results and the 
MCMC trace for the integrated alpha, alpha bar, so you can see that this estimation 
converges very quickly. You can just count the number of MCMC samples that is in 
agreement with this informative hypotheses, so it’s just a counting task, very simple one.
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In this case, among the 100,000 MCMC iterations, almost all, such – actually this 
number of MCMC samples, satisfy the condition implied by the informative hypotheses. 
So the fit of the informative hypotheses is this, very high, 0.996, and the complexity of this 
informative hypotheses was 0.2 because it’s just 1/5th of the parameter space.
You can just calculate the Bayes factor by taking the ratio of this fit and complexity of 
informative hypotheses. The Bayes factor is calculated as 4.998. As a result, this informative 
hypothesis is supported from data by 5 times against the unconstrained hypothesis.
We can make use of more complex informative hypotheses too. For example, this 
questionnaire has several language versions and these researchers want to evaluate the 
informative hypotheses that the original English version has the highest reliability 
followed by the Spanish version which maybe is very popular and followed by other 
language versions. But these researchers formerly had no methods to evaluate this 
informative hypotheses. However, the proposed method can be used to evaluate this kind 
of informative hypotheses.
So, this informative hypotheses is compared against the unconstrained hypotheses that 
there is no restriction on the parameters. We can just calculate the posterior distributions 
using MCMC algorithm. The complexity of the informative hypotheses is the one of the 
factor of three, it’s this value, and among 100,000 MCMC iterations, this number satisfies 
the condition implied by the informative hypotheses. So the fit of the hypotheses is 0.814. 
Therefore, the Bayes factor again results in a value close to 5. The informative 
hypotheses is supported from the large former study dataset.
This slide shows the summary of my talk. I talked about the existing methods of meta-
analysis and informative hypotheses. But combining meta-analysis and informative 
hypotheses, we can obtain new knowledge that is what I wanted to say in this presentati. 
As an example, informative hypotheses in the case of Cronbach’s Alpha is introduced. 
This approach is not only restricted to the Cronbach’s alpha’s meta-analysis but can be 
used for other types of effect size measures. I’m now currently working on the variance 
ratio effect sizes and potentially this method can be applied to other effect sizes. This is 
all thank you very much.
Kensuke Okada
Any questions or comments?
Questioner
Thank you for the presentation. I was really interested and this was really new to my 
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knowledge, but you mentioned about the benefits of this approach, I’m wondering the 
possible flaws of this research method.
Kensuke Okada
Flaws, that’s kind of difficult to say from me, isn’t it? Well, flaws. This is a kind of 
addition to the existing methods so well it’s kind of technical but this model is validated 
in asymptotic sense. Do you understand asymptotic? Asymptotic means that end goes to 
the infinity, so this model is basically validated in the large samples, and these large 
samples means that number of former studies, so this method is validated only in theory, 
this method is validated only when you have a large, large collection of former studies.
This is a slide I didn’t explain in details but this variance is asymptotic variance so in 
small samples, in this case, when you have just small number of former studies, this 
asymptotic variance may not be applicable in practice that can be one restriction. Also, I’m 
making some distributional assumptions, also when these distributional assumptions are 
not really held, this model may return wrong answer, but that is the case for every 
parametric statistical method. So, basically you need to do the posterior predictive check 
to apply this kind of parametric model.
Do you have any other quick questions or comments? So, thank you very much for 
listening. Thank you.
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