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We study the current-driven skyrmion expulsion from magnetic nanostrips using micromagnetic simulations
and analytic calculations. We explore the threshold current density for the skyrmion expulsion, and show that
this threshold is determined by the critical boundary force as well as the spin-torque parameters. We also find
the dependence of the critical boundary force on the magnetic parameters; the critical boundary force decreases
with increasing the exchange stiffness and perpendicular anisotropy constants, while it increases with increasing
Dzyaloshinskii-Moriya interaction and saturation magnetization constants. Using a simple model describing
the skyrmion and locally-tilted edge magnetization, we reveal the underlying physics of the dependence of the
critical boundary force on the magnetic parameters based on the relation between the scaled Dzyaloshinskii-
Moriya-interaction parameter and the critical boundary force. This work provides a fundamental understanding
of the skyrmion expulsion and the interaction between the skymion and boundaries of devices and shows that
the stability of the skyrmion in devices can be related to the scaled Dzyaloshinskii-Moriya-interaction parameter
of magnetic materials.
I. INTRODUCTION
Magnetic skyrmions are non-trivial magnetic configura-
tions that are stabilized by presence of the Dzyaloshinskii-
Moriya interaction (DMI) [1–7]. Skyrmions have vortex- or
hedgehog-like two-dimensional configurations at the nanome-
ter scale in perpendicular magnetization systems and are sta-
ble under specific conditions due to their topology. They have
been predicted to occur in non-centrosymmetric crystals or
ultrathin films lacking inversion symmetry [8, 9], and have
been recently observed in chiral-lattice magnets and heavy-
metal/ultrathin-ferromagnet heterostructures at room temper-
ature [10–19]. Skyrmions have been studied intensively over
the past few years because they exhibit interesting features,
such as the topological Hall effect, one aspect of the emergent
electrodynamics [20–23]. Very recently, a topology-induced
Hall-like behavior of isolated skyrmions, so-called skyrmion
Hall effect, have been observed by magneto-optical Kerr mi-
croscopy and time-resolved X-ray microscopy. [24, 25].
Skyrmions have also attracted much attention because of
their potential applications for more efficient data storage, as
information carriers, and for microwave oscillators [7, 26–29].
Most of these applications rely on current-driven motion in
confined geometries. The potential performance of such de-
vices is related to how quickly and reliably a skyrmion can
be propagated within the nanostructure, which ultimately de-
pends on the current densities applied [20, 22–24, 27, 30, 31].
However, there exists a threshold current density above which
the skyrmion can be expelled from the nanostructure at the
boundary edges, which places a severe constraint on the up-
per limit for skyrmion propagation speeds that can be attained
using currents [27, 32, 33], if the system is not specially de-
signed to prevent the skyrmion reaching the boundaries [34–
36]. It is therefore desirable to have a quantitative understand-
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ing of the conditions under which such expulsion occurs, al-
though there were several earlier studies focused on the inter-
action between current-driven skyrmions and boundaries of
magnetic confinements [27, 32, 33, 37].
In this article, we present a theoretical investigation of the
expulsion of a skyrmion when moving through spin torque in
a nanostructure. First, using micromagnetic simulations, we
evaluate the threshold current densities for the expulsion with
different spin-torque parameters, the Gilbert damping and/or
non-adiabaticity parameters. Based on the simulation results,
we calculate a critical boundary force that is a key parame-
ter for determining the critical current density, and obtain the
dependence of the critical force on the magnetic parameters,
such as exchange stiffness, perpendicular anisotropy, satura-
tion magnetization, and DMI constants. Finally, using an an-
alytical model, we examine the underlying physics of the re-
lation between the critical boundary force and the magnetic
parameters.
II. GEOMETRY AND SIMULATION METHOD
The MuMax3 code is used for micromagnetic simula-
tions [38]. A 1000 × 500 × d nm3 nanowire is chosen with
d = 0.8 nm and the system is uniformly discretized with 512
× 256 × 1 finite difference cells [Fig. 1 (a)]. Periodic boundary
conditions are used for the x-direction to mimic an infinitely
long nanostrip. We consider the dipolar interaction in the sim-
ulations. The magnetic parameters used here correspond to
those of a Pt/Co/Ir multilayer [15]; we consider an exchange
stiffness constant of Aex = 16 × 10−12 J/m, a perpendicular
anisotropy constant of Ku = 0.717 × 106 J/m3, and a satura-
tion magnetization of Ms = 0.956 × 106 A/m. An interfacial
DMI constant of Di = 1.5 mJ/m2 is chosen such that the iso-
lated skyrmion state is metastable. Figure 1 shows the initial
state of the micromagnetic simulations obtained by the energy
minimization method, in which the Ne´el-type skyrmion at the
center and DMI-induced locally-tilted magnetization near the
edges are present [27, 39, 40].
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Figure 1. (a) A nanostrip model for micromagnetic simulations,
where d is the thickness of the film. The color indicates an initial
mz configuration in which a meta-stable skyrmion is located at the
center of the wire. The two insets show local magnetization vectors
of the skyrmion (yellow-colored region) and an edge of the nanos-
trip (orange-colored region), respectively. Note that the moments are
drawn only for about 41% of the effectively simulated sites. (b) mx,
my, and mz-profiles crossing the skyrmion center parallel to the y-axis
(the white dashed-line in (a)). Black dashed lines indicate boundaries
of the nanowire, y = −yb and yb, where, yb = 250 nm. The yellow-
and orange-colored regions correspond to the yellow- and orange-
colored regions in (a), respectively.
For the current-driven dynamics, we solve the Landau-
Lifshitz equation with Gilbert damping and consider sepa-
rately spin-torques, Γst, associated with current flowing in the
film plane (CIP) or perpendicular to the film plane (CPP) [41–
43],
dm
dt
= −γ0m ×Heff + αm × dmdt + Γst. (1)
This equation describes the time evolution of the magneti-
zation configuration described the unit vector m = m(r, t),
where γ0 = µ0γ is the gyrotropic ratio, Heff is the effective
field and α is the Gilbert damping constant. For the CIP case,
we use the Zhang-Li form for the spin torques [38, 42],
Γst,CIP = − (vs · ∇)m + βm × (vs · ∇)m, (2)
where vs is an effective spin-current drift-velocity with a mag-
nitude of vs = −µBp/
[
eMs(1 + β2)
]
j, µB is the Bohr magne-
ton, j is the current density, and β is the nonadiabatic spin
torque parameter. We assume a spin polarization of p = 0.5
for all simulations. For the CPP case, we use the Slonczewski
form for the spin torques [38, 43],
Γst,CPP = ζ jm × (m × pˆ), (3)
where ζ = γ~p/(2eMsd) is the efficiency factor and pˆ is the
unit vector of the spin polarization. This term is equivalent
to the spin torque induced by the spin Hall effect, if we set
j = jhm and p = ϑsh, where jhm and ϑsh are the current density
flowing in the heavy metal and the spin Hall angle, respec-
tively [44].
III. RESULTS
A. Micromagnetics simulations
Using micromagnetic simulations, the threshold values of
the in-plane current density, jthx , are extracted for different val-
ues of the Gilbert damping constant, α, and the nonadiabatic
spin-torque parameter, β, because these parameters determine
the current-driven motion of the skyrmion with respect to
the direction of the current flow [20]. After the application
of the x-directional in-plane current, jx, the skyrmion starts
to move from the initial position, Xsk = (xsk, ysk) = (0, 0),
in a diagonal direction with an angle of Φ [Fig. 2(a)], be-
cause of the skyrmion Hall effect. This motion corresponds
to the dynamics in infinite films where boundary edges are
not present. After a certain duration, the skyrmion reaches
one of the boundaries of the nanostrip, which for applied cur-
rents below a threshold jx < jthx , the skyrmion exhibits only
motion along the x-direction at constant ysk as a result of
the restoring force induced by the boundary, Fb [27, 32, 33].
In this case, the topological charge over the total system,
Q = (1/4pi)
∫
m·
(
∂xm × ∂ym
)
dxdy, is conserved, as shown in
Fig. 2(c) (red line). This motion is accompanied by a reduc-
tion in the size of the skyrmion core, but the radial symmetry
of the spin configuration about the core center is largely pre-
served [Fig. 2(d)]. On the other hand, in the case of jx > jthx ,
the skyrmion is annihilated after shrinking [Fig. 2(c)], then
expelled from the nanostrip (t = 18 ns), as shown in Fig. 2(b).
From the simulations, we obtained jthx in a wide range of
different α and β values [27, 45]. In Fig. 3(a) (symbols), we
show the dependence of this threshold current as a function
of β, which is presented for three different values of α. The
threshold current is found to diverge when β approaches α and
the curves are largely symmetric about β = α. This divergence
at β = α (dashed lines) results from the fact that the deflection
angle vanishes for this choice of parameters (Φ = 0).
Similar motion and expulsion can also be achieved by spin
polarized currents in the CPP geometry [27], jz, for which a
finite threshold is also found. In this geometry, the deflection
angle Φ depends only on the Gilbert damping constant α, in
contrast to the CIP geometry for which it is the ratio between
α and the nonadiabaticity β that counts. The variation of the
threshold current as a function of α is presented in Fig. 3(b)
(symbols), where a linear relationship is found. Here, jz is
assumed to be spin polarized in the +y-direction, i.e., pˆ = +yˆ.
B. Analytical model of the critical boundary force
Based on the simulation results, we investigated the un-
derlying physics of the threshold current density by using
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Figure 2. (a) Snapshots of mz configuration during the jx-driven
skyrmion-motion at indicated time, t, for α = 0.3 and β = 0.1. The
applied current density, jx = −1.0 × 1012 A/m2, is smaller than the
threshold current density, jthx . (b) Snapshots of mz configuration dur-
ing the jx-driven skyrmion-motion up to the the skyrmion expulsion
with jx = −2.0 × 1012 A/m2 which is larger than jthx . White dashed
lines in (a) and (b) show trajectories of the skyrmion from t = 0. Φ
is an angle between the x-axis and the trajectory at t ∼ 0 ns. (c) Evo-
lutions of the topological charge, Q, over the system in the cases of
jx = −1.0 × 1012 A/m2 (red line) and jx = −2.0 × 1012 A/m2 (blue
line). (d) mz profiles parallel to x- (red lines) and y-axes (blue lines) at
t = 0 ns and 71 ns during the skyrmion motion with jx = −1.0× 1012
A/m2. Xsk(t) = (xsk(t), ysk(t)) is the position vector of the skyrmion
center in the nanostrip. The insets show the mz configurations near
the skyrmion at indicated times in (a), and the dashed lines corre-
sponds to the paths of the profiles.
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Figure 3. (a)
∣∣∣ jthx ∣∣∣ versus β for different values of α obtained from
the micromagnetic simulations (symbols) and Eq. 5 (solid lines).
The dashed-lines show β = α. (b)
∣∣∣ jthz ∣∣∣ versus α obtained from the
micromagnetic simulations (symbol) and Eq. 8 (solid line). Error
bars of the simulations are the same size or smaller than the symbols.
For the analytic calculations in (a) and (b), Fcb = 1.215 × 10−12 N is
used.
Thiele’s approach [46], which involves assuming a rigid pro-
file for the skyrmion that allows us to integrate out all other de-
grees of freedom. As such, the approach allows us to describe
the dynamics entire in terms of the skyrmion position, Xsk. In
order to analyze the jx-driven steady-state skyrmion-motion
near the edge, we assume a Thiele equation of the following
form,
G × (vs − v) +D(βvs − αv) + Fb = 0, (4)
where Fb = ∂U/∂Xsk is the boundary force. Here, U is
the total magnetic energy of the system, v = (vx, vy, 0) is
the skyrmion velocity, G = zˆG = zˆ(4piQ)Msd/γ is the gy-
rovector, Q is topological charge of a skyrmion, γ is the gy-
romagnetic ratio, andD = −(16/3)piMsd/γ is a damping con-
stant [20, 33, 47]. In the geometry we consider, Fb only has
a y-component, i.e., Fb = yˆFb, by assuming infinitely long
nanostrips in the x-direction. Because of the force balance,
|Fb| increases with increasing jx, and |Fb| reaches the maxi-
mum value,
∣∣∣Fcb∣∣∣ at jx = jthx . The analytic form of jthx can be
obtained as
1
jthx
= −Gτ
Fcb
(
1 − β
α
)
, (5)
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Figure 4. (a)
∣∣∣Fcb∣∣∣ versus β for different values of α in the case of the
jx-driven skyrmion expulsion (Eq. 5). (b)
∣∣∣Fcb∣∣∣ versus α in the case of
the jz-driven skyrmion expulsion (Eq. 8). The dashed lines and gray-
colored regions in (a) and (b) indicate the mean value and standard
deviation, respectively,
∣∣∣Fcb∣∣∣ = (1.215 ± 0.036) × 10−12 N. The inset
in (b) shows the critical characteristic-size for the expulsion, κc, and
the dashed line indicates the mean value of κc.
where we have assumed vy = 0 near the edge and inserted jx =
jthx and Fb = F
c
b. Here, τ = −µBp/
[
eMs(1 + β2)
]
. Equation (5)
clearly shows that jthx is a function of F
c
b as well as α and β.
As such, Fcb can be calculated by rearranging Eq. (5)
Fcb = −Gτ
(
1 − β
α
)
jthx , (6)
which can be obtained numerically by using the values of jthx
determined from simulations in Fig. 3(a). The calculated val-
ues of
∣∣∣Fcb∣∣∣ are plotted in Fig. 4(a) for the different α and β
considered, and we find that
∣∣∣Fcb∣∣∣ does not depend on α and β,
unlike jthx .
Fcb for jz-driven skyrmion expulsion was also examined. A
similar Thiele equation can be obtained for this geometry,
G × v + αDv + Fst + Fb = 0, (7)
where Fst = σκ jzzˆ × pˆ is a force from the spin torque with
σ = −pi~p/(2e), and κ = ∫ ∞0 dr (r∂rθ + sin θ cos θ) is the char-
acteristic length of the skyrmion [27, 29]. θ and r are the
polar angle of the local magnetization and the distance from
the skyrmion center, respectively. By assuming vy = 0 and
inserting jz = jthz and Fb = F
c
b, an analytic form of j
th
z can be
obtained as a function of α and Fcb as
jthz = −
DFcb
Gσκc
α, (8)
where κc is the size of the compressed skyrmion before ex-
pulsion. κc can be determined numerically from the spatial
profile of the perpendicular magnetization component, mz, as
shown in Fig. 2(d), at the largest value of jz < jthz consid-
ered in simulation. The numerical values of κc we obtained
are shown in the inset of of Fig. 4(b) as a function of α. As
expected, the critical size does not depend on α and we find
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∣∣∣Fcb∣∣∣ versus (a) Aex, (a) Ms, (a) Ku, and (d) Di calculated
by Eq. 6 (red squares). The open symbols in (a) - (d) indicate
|∂U/∂ysk|max versus the magnetic parameters. In these calculations, α
= 0.3 and β = 0.1 are used.
κc = (37.7 ± 0.3) nm in this model. Along with the numerical
estimates of jthz , we can determine F
c
b from
Fcb = −
Gσκc
Dα j
th
z . (9)
The result is plotted in Figure 4(b) which shows that
∣∣∣Fcb∣∣∣ for
the jz-driven skyrmion expulsion is also not dependent on α
and the value is very close to
∣∣∣Fcb∣∣∣ obtained from the jx-driven
skyrmion expulsion.
From the results in Figs. 4(a) and 4(b), we find that
Fcb = (1.215 ± 0.036) × 10−12 N in our system, which is in-
dependent of α and β, and almost identical for both jx- and jz-
driven skyrmion expulsion. By using this value of the critical
boundary force, we are able to determine the jthx and j
th
z using
Eqs. 5 and 8, respectively, which are in good agreements with
the simulation results, as shown in Figs. 3(a) and 3(b). How-
ever, this critical boundary force does depend on the magnetic
parameters, Aex, Ms, Ku, and Di. Figures 5(a) - 5(d) show the
dependence of Fcb on these magnetic parameters (closed sym-
bols with solid lines). In the calculation, jx is used for driving
the skyrmion motion and the range of magnetic parameters
are chosen such that the skyrmion state remains stable. We
find that Fcb monotonically decreases with increasing Aex and
Ku, while it increases with increasing Ms and Di in the given
parameter ranges.
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Figure 6. (a) U versus |yb − ysk| obtained from micromagnetic sim-
ulations with different values of α, β, and jx, where yb is the position
of the boundary of the nanowire. The inset shows U versus |yb − ysk|
for different Aex. (b) |∂U/∂ysk| versus |yb − ysk| numerically obtained
from the result of α = 0.3, β = 0.1, and jx = 1.3 TA/m2 in (a) before
the skyrmion expulsion. |∂U/∂ysk|max indicates the maximum value
of |∂U/∂ysk|. Orange- and violet-colored dashed lines in (a) and (b)
indicate the positions of the maximum U and |∂U/∂ysk|max, respec-
tively.
C. Physical interpretation of the critical boundary force
In the Thiele equation, Fb is defined as the gradient of
U(Xsk). In our case, U(Xsk) = U(ysk), because we assume
an infinitely extended nanostrip in the x-direction. Thus, in
order to examine the physical meaning of Fcb, we constructed
numerically the function U(ysk) from the micromagnetic sim-
ulations, as shown in Fig. 6(a). In the calculation, α = 0.3,
β = 0.1, and jx = −1.3 × 1012A/m2 were chosen such that
the skyrmion is eventually expelled at the boundary edge, but
the function U(ysk) does not depend on the parameters, α,
β, and jx [see the blue and green lines in Fig. 6(a)]. Fig-
ure 6(a) shows that U(ysk) has an almost constant value when
the skyrmion is far enough from the boundaries, yb. How-
ever, when the skyrmion is sufficiently close to the boundary
edge and |yb − ysk| becomes smaller, U(ysk) increases sharply
as a result of the interaction between the skyrmion and the
boundary. When |yb − ysk| reaches a certain critical value [or-
ange dashed line in Fig. 6(a)], U(ysk) attains a maximum and
then decreases drastically as the skyrmion is expelled from the
nanowire. From the function of U(ysk), the gradient, ∂U/∂ysk,
can be obtained numerically [Fig 6(b)]. |∂U/∂ysk| has the
maximum value, |∂U/∂ysk|max, just before the expulsion [vi-
olet dashed line in Fig. 6(b)], and the value of |∂U/∂ysk|max =
1.200×10−12 N is very close to ∣∣∣Fcb∣∣∣ = (1.215 ± 0.036)×10−12
N obtained from the simulations with Eqs. (5) and (8).
The function U(Xsk) is strongly dependent on the magnetic
parameters, as shown in the inset of Fig. 6(a). We also calcu-
lated |∂U/∂ysk|max for different magnetic parameters and plot-
ted them in Figs. 5(a) - 5(d) (open symbols with dashed lines),
which are in good agreements qualitatively and quantitatively
with
∣∣∣Fcb∣∣∣s obtained from Eqs. 5 and 8. These results clearly
show that the maximum gradient of U(ysk) before the expul-
sion, |∂U/∂ysk|max, corresponds to
∣∣∣Fcb∣∣∣, as expected from the
Thiele equation, and the magnetic-parameter dependence of∣∣∣Fcb∣∣∣ originates from the dependence of U(Xsk) on the mag-
netic parameters.
D. Model of the skyrmion-boundary interaction
The potential U (ysk) results from the interaction between
the skyrmion and the boundary of the nanostrip. Here, we
present a simple model to describe this interaction by consid-
ering how a skyrmion is repelled by a partial Ne´el domain
wall, which describes the magnetization tilt at the boundary
edge. This tilt can be seen in Fig. 1 (orange-colored region),
where the magnetization near the edge deviates from the easy
axis (mz = −1) direction as a result of the DMI-induced
boundary condition, Dimz + 2Aex(∂my/∂y) = 0 and −Dimy +
2Aex(∂mz/∂y) = 0 [39, 40]. The nonuniform magnetization
near the boundary can be described by a partially expelled
Ne´el-type domain wall [40], mdw =
(
mx,dw,my,dw,mz,dw
)
=
(cos φdw sin θdw, sin φdw sin θdw, cos θdw), where
θdw = ± arccos [tanh (y˜ − y˜c)] (10a)
and φdw = ±pi2 (10b)
are the polar and azimuthal angles of the local magnetization
vector, respectively. In this calculation, we use the charac-
teristic length scale λ =
√
Aex/K0 in order to define the di-
mensionless spatial variables, x˜ = x/λ, y˜ = y/λ, and z˜ = z/λ,
respectively. In Eq. (10), y˜c = y˜b±arcsech (D0/2) is the center
of the domain wall which is located outside of the nanostrip,
where D0 = Di/
√
AexK0 and K0 = Ku − µ0M2s /2.
The configuration of an isolated skyrmion can be described
using the double-soliton ansatz, msk =
(
mx,sk,my,sk,mz,sk
)
=
(cos φsk sin θsk, sin φsk sin θsk, cos θsk) [29, 48, 49], where
θsk = ± arccos
(
4 cosh2 c˜
cosh (2c˜) + cosh (2r˜)
− 1
)
(11a)
and φsk =
pi
2
+ arctan
(
y˜ − y˜sk
x˜ − x˜sk
)
± pi
2
. (11b)
In Eq. 11, r˜ =
√
(x˜ − x˜sk)2 + (y˜ − y˜sk)2 is a distance from the
skyrmion center and c˜ is a distance between two successive
180◦ homochiral domain-walls that is proportional to the size
of the skyrmion. The (±) signs in Eqs. 10 and 11 are deter-
mined by the saturation direction of the given nanowire and
the sign of Di. Note that we have assumed a fixed domain-
wall width λ =
√
Aex/K0, in both mdw and msk.
To describe the interaction between the skyrmion and the
partial Ne´el wall, which represents the boundary edge, we
construct a superposition of the two spin textures msk and mdw
6m
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Figure 7. (a) mx, my, and mz distributions obtained from Eq. 12
(left panels) and micromagnetic simulations (right panels). For the
analytic model (left panels), we used y˜sk = 4.70 and c˜ = 1.30 which
values correspond to the simulation result (right panels). (b) mx, my,
and mz profiles of the skyrmion and the edge of nanowire along the
y-direction (dashed lines in (a)).
in the following way,
m =
wskmsk + wdwmdw
|wskmsk + wdwmdw| . (12)
wsk = |θs − θsk|/w and wdw = |θs − θdw|/w are weighting func-
tions of each spin texture, where w = |θs − θsk| + |θs − θdw|.
The values of wsk and wdw are proportional to the deviation of
the local magnetization from the saturation orientation of the
magnetization in the nanowire, θs = pi or 0. These weights are
necessary since a simple superposition of the spin textures,
msk + mdw, would not preserve the condition on the norm
of the magnetization field, ‖m‖ = 1. In Fig. 7, we compare
this analytical model with results from micromagnetic simu-
lations. First, we obtained the magnetic configuration from
the simulation at certain skyrmion position (y˜sk = 4.70) and
skyrmion size (c˜ = 1.30). Using the obtained values of y˜sk
and c˜, Eq. 12 is calculated, and mx, my, and mz are displayed
in Fig. 7 as well as those obtained from the micromagnetic
simulations. As shown in Fig. 7, we found that the skyrmion-
boundary model, Eq. 12, provides a good description of the
magnetic configuration of the skyrmion near the edge as well
as that of the boundary.
Based on this model, we can compute the potential energy
U as a function of ysk. In order to simplify the calculation,
we assume a local form for the dipolar interaction and use an
energy scale of U0 = Aexd, U/U0 = u. By assuming y˜b > y˜sk,
the total magnetic energy, u, can be calculated by u = uex +
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Figure 8. (a) - (d) u versus c˜ calculated from Eq. 13 for different
values of y˜b − y˜sk. The red and orange triangles indicate the local
minimum states of the skyrmion and partially expelled skyrmion, re-
spectively. The blue arrows in (c) and (d) represents the energy bar-
riers between the two minimum states. The insets show the magnetic
configurations at the minimum states. (e) Most stable c˜, (f) u, and (g)
∂u/∂y˜sk versus y˜b − y˜sk obtained from the skyrmion-boundary model
(red lines) and those obtained from the micromagnetic simulations
(blue open circles). The gray-colored regions correspond to the par-
tially expelled skyrmion state obtained from the skymion-boundary
model. The dashed arrows represent the approaching direction of the
skyrmion to the boundary.
uani + udmi, where
uex =
∫ ∞
−∞
∫ y˜b
−∞
(∇m)2 dy˜dx˜, (13a)
uani =
∫ ∞
−∞
∫ y˜b
−∞
mz2dy˜dx˜, and (13b)
udmi = D0
∫ ∞
−∞
∫ y˜b
−∞
(
mz
∂mx
∂x˜
− mx ∂mz
∂x˜
)
+
(
mz
∂my
∂y˜
− my ∂mz
∂y˜
)
dy˜dx˜
(13c)
are the Heisenberg exchange, anisotropy, and DMI energies,
respectively. Note that u in Eq. 13 is only a function of c˜,
y˜b − y˜sk, and D0, i.e., u (c˜, y˜b − y˜sk,D0), and, in our case, D0 ∼
0.9925 for the chosen magnetic parameters.
By using Eq. 13 and the given D0, u as a function of c˜ can
be calculated at finite values of y˜b − y˜sk, and, from the u-c˜
relations, the most stable c˜ can be obtained by ∂u/∂c˜ = 0
[Fig. 8(a)]. When the skyrmion is sufficiently far from the
boundary, the system only has one minimum energy state
[Fig. 8(a)], which corresponds to the stable isolated skyrmion
state in an infinite magnetic film; the value of c˜ almost does
not vary with y˜b − y˜sk, when y˜b − y˜sk  0. As the skyrmion
approaches the edge, the stable c˜ configuration gradually de-
creases and another minimum state, the partially expelled
skyrmion state, appears at a larger value of c˜ [orange triangle
in Fig. 8(b)]. The energy of the partially expelled skyrmion
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Figure 9. f cb obtained from the skyrmion-boundary model (solid
line) and approximate linear function, f cb = η (D0 − 1) + f cb (1) (Eq.
14), where η = 3.699 and f cb (1) = 1.04 (dashed line). The symbols
are f cb s obtained from the micromagnetic simulations, which corre-
spond to the data in Figs. 5(a) - 5(d) represented by the filled sym-
bols. The inset shows f cb versus Aex, Ms, Ku, and Di.
states decreases with decreasing y˜b− y˜sk, and it becomes more
stable than the whole skyrmion state [Fig. 8(c)]. In this cal-
culation, however, a zero temperature is assumed, thus the
skyrmion state [red triangle in Fig. 8(c)] cannot overcome
the energy barrier to another minimum energy states. Finally,
when the energy barrier between the two minimum states dis-
appears, the skyrmion is expelled from the magnetic nanowire
[Fig. 8(d)]. The most stable c˜ value and the corresponding
u are plotted in Figs. 8(e) and 8(f), respectively, as a func-
tion of y˜b − y˜sk. We find good agreement with the variation
in c˜ and u obtained from micromagnetics simulations before
the skyrmion is expelled. We note that, for the skyrmion-
boundary model, we consider the dipolar energy as a local ap-
proximation that affects the calculated skyrmion energy and
skyrmion size. If we consider the dipolar coupling without
this approximation, the results would be more agreement with
the simulations, however, the difference is negligibly small, as
shown in Fig. 7 and Fig. 8, because the approximation is quite
valid for the ultrathin system [39].
From the relationship between u and (y˜b − y˜sk), the criti-
cal boundary force, f cb = F
c
bλ/U0, can be calculated from
the maximum gradient value, |∂u/∂y˜sk |max, before the partial
expulsion. As shown in Fig. 8(g), the obtained value f cb =|∂u/∂ysk |max = 1.012 is in a good agreement with the simu-
lation result f cb = 1.005 presented in Fig. 4. Finally, f
c
b for
different D0 are calculated and plotted in Fig. 9. Note that f cb
cannot be obtained accurately from the skyrmion-boundary
model for D0 ≤ 0.98, since for these values the skyrmion size
before expulsion is below that given by c˜ = 0. Figure 9(a)
shows that f cb increases monotonically with increasing D0.
Near D0 ∼ 1, the function f cb (D0) shows a quasi-linear behav-
ior which can be approximately expressed by a linear function
as
f cb (D0) = η (D0 − 1) + f cb (1) , (14)
where η = ∂ f cb /∂D0|D0=1 ∼ 3.699 and f cb (1) = 1.04. As shown
in Fig. 9, the function of f cb and the approximate function (Eq.
14) are in good agreements with the simulation results in Fig.
5 in the range of 0.9 < D0 < 1.1, and clearly explains the
dependences of f cb on the magnetic parameters: Aex, Ms, Ku,
and Di [The inset of Fig. 9]. From this result, we find that D0
is the key parameter for determining f cb , and D0 is the origin
of the dependence of Fcb on the magnetic parameters presented
in Fig. 9.
IV. CONCLUSION
We have presented a theoretical study of current-driven
skyrmion expulsion in magnetic nanostrips. A finite current
threshold exists for this expulsion because magnetization tilts
at the boundary edge result in a confining potential that acts
to keep the skyrmion within the nanostrip. The threshold cur-
rent density for the expulsion depends on the critical boundary
force as well as the spin torque parameters, such as the Gilbert
damping constant and/or the non-adiabaticity parameter. The
critical boundary force is found to depend on the scaled DMI
parameter, D0 = Di/
√
AexK0. A linear approximation for the
critical boundary force as a function of D0 is found to de-
scribe well the simulation results for a range of values around
D0 ∼ 1. This work provides a fundamental understanding
of the skyrmion-boundary interaction as well as skyrmion ex-
pulsion, and shows that the stability of the skyrmion at the
boundaries of devices can be related to D0 of magnetic mate-
rials.
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