Ecological data are available at the level of the group, rather than at the level of the individual. The use of ecological data in spatial epidemiological investigations is particularly common. Although the computational methods described are more generally applicable, this paper concentrates on the situation in which the margins of 2×2 tables are observed in each of n geographical areas, with a Bayesian approach to inference. We consider auxiliary schemes that impute the missing data, and compare with a previously suggested normal approximation. The analysis of ecological data is subject to ecological bias, with the only reliable means of removing such bias being the addition of auxiliary individual-level information. Various schemes have been suggested for this supplementation, and we illustrate how the computational methods may be applied to the analysis of such enhanced data. The methods are illustrated using simulated data and two examples. In the first example, the ecological data are supplemented with a simple random sample of individual-level data, and in this example the normal approximation fails. In the second example case-control sampling provides the additional information.
Introduction
Ecological data, in which data are available for groups rather than individuals, are ubiquitous in many disciplines including epidemiology, the social sciences and education research [1, 2] . In this paper, we focus on applications in spatial epidemiology in which data are available across multiple areas. Within each of the areas, the observed data consist of the margins of a 2×2 table. As an example, in Section 5.1 we consider a situation in which we observe, across zip codes in Washington State, the number of women of white and non-white races and the number diagnosed with diabetes. Crucially, in the ecological data we do not observe the cross-classification of diabetes status by race and, hence, inference is fraught with difficulties, since there is an intrinsic non-identifiability problem, which can lead to ecological bias. The latter describes the difference between estimated parameters from individual-and ecological-level analyses. Understanding and characterizing ecological bias has a long history [3--7] .
As illustrated by a number of authors, the only reliable method for removing ecological bias is to supplement the ecological data with individual-level information. The benefits of simple random sampling have been previously illustrated [8--12] . In the case of a rare event, random sampling will produce few cases. This prompted the development of the aggregate data method in which ecological data are combined with random subsamples of individuals who provide covariate information, but no individual response data [13] . Inference is carried out using estimating functions, with adjustment for the effects of subsampling. Again for rare diseases, an approach has been developed to combine ecological data with case-control samples gathered within areas, [14, 15] , with computation via both maximum
Model formulation

Ecological data
We let y i0 and y i1 represent the number of individuals with disease from populations of sizes N i0 and N i1 , respectively, in each of i = 1, . . . , n areas. Table I summarizes notation. In different contexts the two populations, j = 0 and j = 1 might represent two races (Section 5.1), female and male (Section 5.2) or unexposed/exposed. In the ecological inference problem, y i0 and y i1 are unobserved, with the total, y i+ = y i0 + y i1 only, being available, in addition to N i0 and N i1 .
If the individual-level data were observed then a starting model would be y ij | p ij ∼ Binomial(N ij , p ij ), for j = 0, 1. Letting p i = ( p i0 , p i1 ) and N i = (N i0 , N i1 ), the distribution of the sum, y i+ , is the convolution Pr(y i+ |p i , N i ) = (1− p i1 ) N i1 −y i+ +y i0 ,
which we label as Binomial-Conv(N i , p i ), and where
gives the range of admissible values that y i0 can take, given the margins in Table I . This likelihood has been considered by a number of authors [9, 19, 20] . Many authors, [1, 9--12, 21] , have suggested hierarchical models for the analysis of ecological data. Generically, (1) is combined with a second-stage model in which the distribution of p i |/ is specified as a function of hyperparameters /. At the third stage / are assigned a hyperprior.
For ecological analysis we consider a previously suggested three-stage hierarchical model [9] : In an alternative specification, we could replace the normal distributions at Stage 2 with a pair of beta distributions for p ij , with the parameters of these distributions being assigned hyperpriors at Stage 3. 
We let p = (p 1 , . . ., p n ), y + = (y 1+ , . . . , y n+ ) and N = (N 1 , . . ., N n ). The posterior of interest is available as the product of the three stages:
Ecological data with random sampling
In this section we assume that a random sample of size 0 m ij N ij is drawn, within population j and area i. The disease status of the sampled individuals is then determined, with z ij denoting the number of diseased individuals. We let y i+ = y i+ − z i+ and N ij = N ij −m ij , j = 0, 1, represent the residual aggregate data that are constructed from the full totals, with the observed individual-level data subtracted, as detailed in Table II . Let
We decompose the posterior as
with the residual ecological data modeled as y i+ |p i ∼ Binomial-Conv(N i , p i ), and the individual data as z ij | p ij ∼ Binomial(m ij , p ij ), for j = 0, 1 and i = 1, . . ., n. Stages 2 and 3 are as in Section 2.1. Note that there is no need for random samples to be available in all areas, so that m i0 = 0 and/or m i1 = 0 in some areas.
Ecological data with case-control sampling
We now consider the hybrid ecological case-control design, [15] , in which samples of Y = 0 and Y = 1 individuals are gathered within areas, rather than random samples from the j = 0 and j = 1 populations. are the control and case sample sizes in area i. Subsequently, we determine the population ( j = 0/1) to which each of these M i0 and M i1 individuals belong. We suppose that a number z 1 i0 of the controls and z 1 i1 of the cases fall in the j = 1 population; these data constitute the case-control outcomes. Let
The case-only design in which M i0 = 0, for i = 1, . . ., n, is particularly appealing since it requires the population status of only the cases to be determined, and information about cases may be more straightforward to obtain than information about controls, for example from a cancer registry.
The posterior is given by 
with Pr(y i+ |p i , N i ) providing the likelihood contribution from the ecological data (i.e. the binomial convolution) in area i, and Pr(z 1 i |y i+ , p i , N i , M i ) the contribution from the case-control data, given the ecological data. Detailed arguments given elsewhere [15] show that the latter distribution is
where the support of y i0 is
is the log odds ratio comparing the log odds of the probability of Y = 1 for X = 0, versus X = 1.
Computation
In this section we discuss computation for three designs. In the first, ecological data only are available; in the second and third situations we supplement the ecological data, first with random samples, and then with case-control samples.
Ecological data
The posterior distribution in (3) is analytically intractable, and various approaches to computation have been suggested. In a truncated normal random effects model [1] numerical integration was used, while in a binomial-beta model [21] MCMC was utilized. In the context of a Poisson model for rare events, an auxiliary variable MCMC scheme was proposed [22] and this scheme was subsequently used in the non-rare situation [9] . With respect to the posterior (3), a generic MCMC Metropolis-Hastings algorithm cycles through the following steps:
We emphasize that in step 1, we systematically cycle through each table in turn, on each occasion sampling p i , and similarly for y i in step 2, i = 1, . . . , n. It is straightforward to construct MetropolisHastings/Gibbs proposals for steps 1 and 3 since, when the individual-level data are available, we simply have a generalized linear mixed model. Specifically, in step 1 we parameterize in terms of the pair of
, and use a random walk chain with a multivariate normal proposal (so that we carry out block updating, with each block consisting of the pair of logits). In step 3 we assume conjugate distributions (normal and gamma distributions) so that Gibbs steps are possible.
Full enumeration.
The obvious method for generation in step 2 is a Gibbs step in which we evaluate the full conditional distribution. Since we observe y i+ we need to sample from
where l i and u i are given in (2) , and i is the log odds ratio defined in (5).
A normal approximation.
Sampling from (6) for each area requires the evaluation of the summation in the denominator, and at each iteration of the Markov chain, which in many applications is a computationally prohibitive task, because N 0i and N 1i are large. Instead, a normal approximation to the convolution was introduced for the situation in which the marginal totals are large [9] . Specifically, the normal approximation is
WinBUGS code for ecological inference using this approximation is available, [23] . The approximation is also implemented in the MCMCpack R function MCMChierEI, [24] . In Sections 4 and 5 we examine the accuracy of the normal approximation, (7), and in Appendix A we describe a new implementation method that acknowledges the lack of identifiability in the likelihood. In the JAGS (Just Another Gibbs Sampler) software, [25] , there is a novel distribution dsum that may be used in the ecological inference context, as we now describe (Plummer, personal communication) . The specification y ∼ dsum(y0, y1), where y is observed and y0, y1 are unobserved discrete-valued stochastic nodes, creates an MCMC sampler that will simultaneously update y0 and y1, while respecting the constraint y0 + y1 == y. In JAGS 1.0.x discrete slice sampling [26] was used. In JAGS 2.0.0 a random walk Metropolis step is used, with the step size drawn from a geometric distribution. We now describe a related approach.
Markov basis method.
We consider a generic scheme based on Markov bases [27] , and previously employed, without example, for ecological data [28] . The domain of applications of Markov bases includes the calculation of exact p-values [29] , testing goodness-of-fit for categorical data [30] and data augmentation in multi-way contingency tables [31] . Here, we present its application as a method for missing data imputation in two-way tables with fixed row and column totals, and possibly with supplementary individual-level data. Appendix B presents a more technical discussion of the use of Markov basis methods, including the consideration of more complex situations in which data on more than two variables are available. The idea is to replace the expensive sampling in (6) with a Metropolis step in which, given a current point y i0 , a new point is proposed asỹ i0 = y i0 +t orỹ i0 = y i0 −t, each with probability 0.5, where t is drawn uniformly from {1, 2, . . . , T }, for a fixed T >0, with y i1 correspondingly replaced with y i1 = y i1 −t orỹ i1 = y i1 +t, respectively. The new point will clearly respect the margins (as given in Table I ), but first we must check that it is valid with respect to the constraints (2) . If the latter check fails, we remain at the current point. If a 'legal' full table is generated, we move to the new point via a Metropolis move with probability min{ p, 1} where
In the case T = 1, we propose either {ỹ i0 = y i0 +1,ỹ i1 = y i1 −1}, or {ỹ i0 = y i0 −1,ỹ i1 = y i1 +1}, each with probability 0.5. The acceptance ratio (8) takes a particularly simple form:
Ecological data with random sampling
The extension to the case in which random samples of individual-level data are drawn within areas is straightforward. In this case the auxiliary variable scheme is applied to (
, and (y i0 , y i1 ) replaced by (y i0 , y i1 ), with (2) similarly amended.
Ecological data with case-control sampling
In previous analyses of ecological plus case-control data, exact sampling was used for the unobserved cases and non-cases [14] . As with the extension to the situation in which ecological data are supplemented with individual-level samples drawn at random, the extension to the situation in which case-control samples are drawn from the areas is relatively straightforward. Specifically, the acceptance ratio in the Metropolis step for updating the auxiliary variable, y i0 , is modified to accommodate the additional information to give:
Similar to the ecological only case of Section 3.1, the acceptance ratio can be simplified considerably. For example, when T = 1, we have
For the case-only analysis, (9) is modified by removing the terms that involve M i0 and/or z 1 i0 .
Simulation study
We report a small simulation study that compares the Markov basis and normal approximation methods in terms of speed and accuracy. For a subset of simulations we also consider the full enumeration approach. We generate data with n = 100 areas and 0 = −2, 1 = 0, 0 = 1 = 0. In these three situations we analyze with the Markov basis approach. In all simulations and for all methods the Markov chain was initially run for 250 000 iterations, following 10 000 burn-in, with the summaries based on thinning by 250 (to give a sample size of 1000). For the N i+ = 100 results further runs were required due to poor convergence, as detailed below. Figure 1 displays the results, with a panel for each of 0 , 1 , 0 and 1 , and the horizontal dashed line indicating the true values from which the data were generated. Since we only carry out a single simulation for each scenario, the filled black circles, which correspond to the individual-level analysis, should be viewed as the gold standard.
For the balanced design with N i+ = 1000 individuals in each area, there is ecological bias for each parameter though little difference between the Markov basis and normal approximation, indicating that the latter is accurate. The bias is quickly reduced when individual data supplement the ecological data, and accurate inference results when samples of both 10 and 20 per cent are added. N=1000 U N=500 B N=500 U N=100 B N=100 U N=1000 U N=500 B N=500 U N=100 B N=100 U N=1000 B N=1000 B N=1000 U N=500 B N=500 U N=100 B N=100 U N=1000 U N=500 B N=500 U N=100 B N=100 U (20 in each area) does not redeem the situation. In this scenario the convergence of the Markov chains for each of the analyses based on the ecological data along was very poor, and so runs of 1 million iterations were performed. We report timings based on the first figure (total user time) produced by the proc.time() function in R. The analyses were run on an Apple Macintosh laptop with a 2.4 GHz Intel Core 2 Duo processor and 4 GB of memory. The individual analyses all took a similar time, with an average of 6153 s. The Markov basis method took an average of 8685 s, which is a 40 per cent increase in time. With the addition of the individual-level data, this time increased to around 8996 s (averaged across the three percentage sample sizes, they were all approximately equal). The normal approximation averaged 9823 s, but this was for the code that was written by the authors of this paper. The normal approximation available in MCMCpack is orders of magnitude faster, since it utilizes compiled C++. All timings were for analyses that were run for the same number of iterations.
The full enumeration method took a very large amount of time to run, and so was only used on a limited subset. For example, the method took 28 379 s for the case of N i+ = 100 individuals. This method does not scale well, and for the N i+ = 500 case the run time was 102 863 s, which is 12 times the run time of the Markov basis method. Approximate versions of this technique are available, for example, by truncating the range of y i0 when the probabilities become 'negligible' [9] , but care is required with such shortcuts. We would clearly expect the individual-level analysis to have the shortest convergence time, and the full enumeration method should display better convergence than the method based on Markov bases.
The simulated data sets and R code to implement the methods are available at: http://faculty. washington.edu/jonno/software.html.
Examples
We present two real-world examples. In the first example we illustrate the inaccuracy of the normal approximation when compared with the Markov basis method, and show the benefits of supplementing the ecological data with individual random samples. In the second example we illustrate how the Markov basis method can be implemented in a non-standard scenario, namely the ecological plus case-control sample design. In both examples we have access to the individual-level data, which allows examination of the extent of ecological bias.
Diabetes and race
To illustrate the approach described in Sections 3.1 and 3.2 we analyze data from the Behavioral Risk Factor Surveillance System (BRFSS), collected in Washington State in 2006. We consider females only, and take as the outcome of interest a binary response, with Y = 1 corresponding to 'Ever told you had diabetes,' and Y = 0 to the complementary event. The binary explanatory variable is white/non-white (corresponding to j = 0/1), and zip codes provide the geographical level of aggregation, with 506 in total. We wish to compare the algorithm of Section 3.1 with the normal approximation, (7). Table IV gives numerical summaries of the data. Let y i0 and y i1 represent the number of white and non-white diabetes cases in area i, with N i0 and N i1 the respective denominators. Based on the complete data, the proportion of whites with diabetes across areas, y i0 /N i0 , ranges between 0 and 0.5 for whites, with mean 0.091, and the proportion of non-whites with diabetes across areas, y i1 /N i1 , ranges between 0 and 1, with mean 0.11. We carry out ecological inference based on y i+ only. Subsequently, we examine the case in which subsamples are taken within areas, to provide a subset of individual-level data.
The unobserved fractions of white and non-white diabetes cases may be bounded, based on the observed row and column margins, as given in (2) . Given the margins, there is only a single unknown within each table, and the two unobserved fractions are linearly related. So-called tomography lines [1] plot these linear combinations, and graphically allow the bounds on the fractions with diabetes for whites and non-whites to be examined. Figure 2 illustrates these bounds for the diabetes data. The bounds are far wider for non-whites since, as noted, the latter are a far smaller population in the sample. Consequently, we would expect inference for the non-whites, based on the ecological data only, to be particularly unreliable.
We use the three-stage hierarchical model described in Section 2.1. As hyperpriors we assume j ∼ N(0, 2.9), −2 j ∼ Gamma(0.5, 0.008) for j = 0, 1. The priors on j are such that the medians, across 2, 5] ; further details on these derivations are provided elsewhere [32] . We initially report three analyses: (1) individual-level based on the full data, (2) aggregate-level using the normal approximation to the convolution likelihood, (3) aggregate-level using the Metropolis Markov basis algorithm described in Section 3 using T = 1 (since the denominators are relatively small here). Table V presents results for the different analyses. For each of the analyses based on the ecological data, mixing of the Markov chain was slow, and 250 000 iterations were performed, following burn-in. When compared with the results from the individual-level data, the ecological analyses clearly produce biased results, in particular for 1 and 1 (because there is far less information for the non-white sample). Results from the normal approximation, (7), showed inaccuracy for 1 and 1 in particular, due to the small denominators for the non-white sample.
To supplement the ecological data, we adopt a design in which random samples of size 10 were taken from the white sample in all areas containing 15 or more whites (there were 257 such areas), with the diabetes status of these individuals being recorded. For non-whites, samples of size 3 were drawn from areas containing at least 4 or more non-whites (there were 189 such areas). Of the 506 areas, 161 contributed both white and non-white individual data. This design led to individual-level data for a total of 2570 white and 567 non-white individuals, corresponding to 20 and 29 per cent of the total. Table V gives the results from the combined aggregate/individual data, based on the algorithm described in Section 3.2, and illustrates that ecological bias has been greatly reduced. For the white group little is lost when moving between the individual and combined data situations, Copyright Posterior summaries for the means and standard deviations of the logits for each population, for individual, aggregate and combined analyses of the diabetes and race data. For each method and parameter we present the posterior median and (5 per cent, 95 per cent) interval. The 'Individual' analysis is based on the totality of data, as described in Table IV , so that there are 12 919 and 1943 individuals of white and non-white races, respectively. The combined analysis is based on the ecological data combined with individual-level data on 2570 white and 567 non-white individuals. while for the non-white group the estimate of 1 from the combined analysis is subject to a little ecological bias. In addition, interval estimates from the combined analysis have increased in width when compared with the individual data analysis. For the individual-level analysis the time for 55 000 iterations was 5 802 s. For the normal approximation and Markov basis analyses a greater number of iterations were required. For 255 000 iterations the timing for the normal approximation (using our own code) was 39 572 s. For the Markov basis method, the timings were 33 390 s for the ecological data alone, and 31 779 s for the combined data.
Low birth weight and gender
In this example we illustrate the method of Section 3.3. In particular, we consider a study of the impact of gender on the probability of a low birth weight (LBW: weight less than 2500 g), using data compiled by the North Carolina State Center for Health Statistics (http://www.irss.unc.edu/).
Restricting our analysis to the years 2003 and 2004, there were a total of 237 982 births in the state of North Carolina, of which 21 493 were LBW. Across the n = 100 counties in North Carolina, the number of births, N i+ , varied from 89 to 25 718, and the number of low birth weight babies, (y i+ ), varied from 9 to 2172. The corresponding LBW rate varied from 6.0 to 15.9 per cent, while the percent male varied from 45.0 to 56.8 per cent. Figure 3 presents maps and histograms of the percentages of LBW and male individuals. Further summaries are provided in Table VI. The information presented in Figure 3 , along with county-specific population totals, corresponds to the information that one would have access to in an ecological study: marginal outcome and gender information. Before presenting the results based on the methods of Section 3, we first briefly consider naive analyses that are commonly performed given ecological data alone in this rare outcome setting. Specifically, letting Y = 0/1 denote normal/low birth weight, we consider a simple county/genderspecific log-linear model (for a rare outcome) for p ij = Pr(Y = 1|county i, j):
with j = 0/1 corresponding to female/male. In an ecological setting it may be tempting to fit the ecological regression model:
where q i = N i1 /N i+ denotes the proportion of males in county i. However, it is simple to show that this model bears little resemblance to the induced aggregate regression model which averages the individual-level model (10) over the gender distribution within area i. Specifically, from (10), the average risk in county i is
which is of completely different form to (11) . In the latter the contextual effect of gender is being estimated, that is, the effect on birth weights of having differing proportions of female births in the county. Hence, the parameters in the ecological and induced aggregate regression models, have completely difference meanings, which is why we label these parameters as j and j , j = 0, 1, respectively. An alternative derivation of (12), follows by recognizing that when Y ij | p ij ∼ Poisson(N ij p ij ) for j = 0, 1, the convolution (1) is simply the sum of two Poisson distributions, leading immediately to the mean model (12) . Assuming a Poisson likelihood for the counts Y i+ , the maximum likelihood estimates for the ecological and induced aggregate regressions are exp( 1 ) = 0.45 (95 per cent confidence interval: 0.17, 1.2) and exp( 1 ) = 0.33 (95 per cent confidence interval: 0.03, 3.8), respectively. In contrast, an analysis based on the complete individual-level data, with model (10), yields a maximum likelihood estimate of exp( 1 ) = 0.84 (95 per cent confidence interval: 0.82, 0.86). As such, despite wide confidence intervals, point estimates from both the ecological and induced aggregate regression analyses vastly overstate the relative differences between male and female birth weights. A major difficulty with the aggregate analyses is that there is little information in the data, due to the narrow spread in the gender ratio across counties. As we see below, analyses that combine ecological and case-control data, can exploit within-, as well as between-county, information.
Returning to the methods of Section 3, suppose the county/gender-specific LBW probabilities are specified via the logistic model
where
. It is usual to assume a common random effect for both populations, when the outcome is rare. Hence in the notation of Section 2, / = ( 0 , 1 , 2 ). Independent normal priors with large variances were assumed for 0 and 1 , with −2 ∼ Gamma(0.5, 0.008), as in the analysis of the BRFSS data. Table VII presents posterior medians and 90 per cent credible intervals from three analyses of the LBW data. The first row reports on an individual-level analysis of the full data. The second and third analyses consider the incorporation of supplemental case-control data consisting of 10 cases and 10 controls, sampled from each of the 100 counties. The case-control analyses uses all of the resulting 1999 samples (one county only had 9 cases); the cases only analyses solely uses the 999 cases.
For each analysis, three chains were run, each for 50 000 iterations, again with T = 1 for the sampling of the population counts, using the Metropolis Markov basis methodof Section 3.3. Posterior summaries Table VII . Posterior summaries for the baseline odds, odds ratio and random effects standard deviation, for individual and combined analyses of the low birth weight and gender data. For each method and parameter we present the posterior median and (5 per cent, 95 per cent) interval. The 'Individual' analysis is based on the totality of data, as described in Table VI were then evaluated after removing a burn-in of 20 per cent of the resulting sample. Focusing on the odds ratio parameter, exp ( 1 ), the complete data individual-level analysis indicates that the odds of LBW among male births are estimated to be 0.83 (95 per cent credible interval: 0.81, 0.85) times those among female births. These results are therefore very similar to the maximum likelihood analysis of the individual-level data, which is not surprising given the very low estimate of . Both combined analyses yield similar results, highlighting the benefit of individual-level data. Not surprisingly, the credible intervals for the analyses based on the subsample of individual-level data are wider than those based on the complete data, although, in this example at least, there appears to be little loss associated with solely using information about the cases. Finally, an analysis was carried out based solely on the case-control data and yielded similar results for the gender odds ratio (0.89, 95 per cent credible interval: 0.76, 1.0), as compared with the gold standard, complete data, results. Interestingly, compared to the results based on the combined aggregate/individual-level data, the credible interval for the odds ratio parameter is clearly wider. This reflects that, once identifiability of the underlying individual-level model is established (via the individual-level data), the incorporation of the ecological data can provide substantial efficiency gains. The timings for each of the three analyses in Table VII were approximately equal.
Discussion
In this paper we have described algorithms for carrying out inference when we have ecological data, or ecological plus individual-level data, in the case in which the basic sampling unit is a 2×2 table. The extension to R ×C tables, as previously considered, [12, 33] , is simple, with the Markov basis being applied to a pair of randomly selected rows and columns (see Appendix B). When individuallevel data are available, it is natural to include random effects with a spatial structure in the linear predictor, and computation for such models is also straightforward using the methods described here. The computational approach described in the paper is designed for discrete outcome and covariates, however, and so cannot be extended to continuous variables. In Section 4 we saw that the normal approximation breaks down as the number of individuals in each area decreases, as we would expect. Unfortunately we cannot offer universal guidelines as to when the approximation will be accurate, but the Markov basis method offers an alternative with improved accuracy, which is straightforward to implement.
probabilities. Hence, we describe a new method for sampling the pair ( p i0 , p i1 ) under the normal approximation. The (conditional) posterior is
where the third line corresponds to the Jacobean. The approach is based on a random walk chain in which we propose a point, ( p i0 , p i1 ), uniformly within a rectangle whose center is at the current point, and whose sides are parallel to, and perpendicular to, the tomography line, which is given by
Parallel to the tomography line we sample uniformly in the range (− 0 , 0 ), and in the perpendicular direction in the range (− 1 , 1 ). In the ( p i0 , p i1 ) space we have a symmetric proposal, and so the acceptance probability is simply the ratio of conditional posteriors, each of which takes the form (A1), evaluated at the new and old points. 
Appendix B
Mehta and Patel, [34] , described one of the first algorithms for sampling two-way contingency tables with known row and column totals. More recent key developments include importance sampling algorithms [35--37] and MCMC algorithms [29, 38--40] . One of the central contributions to the MCMC literature was the seminal paper of Diaconis and Sturmfels [27] . They generate tables in a reference set S through a Markov basis. The fundamental concept behind a Markov basis is easily understood by considering all the possible pairwise differences of tables in S, i.e. M = {n −n : n , n ∈ S}. The elements of M are called moves. A key issue is the ability to define moves so that all tables within S can be visited. Any table n ∈ S can be transformed to another table n ∈ S by applying the move n −n ∈ M. Clearly, not all the moves in M are needed to connect any two tables in S through a series of moves. A Markov basis for S is obtained by eliminating some of the moves in M such that the remaining moves still connect S. The simplest Markov basis contains only moves with two entries equal to 1, two entries equal to −1, and the remaining entries equal to zero. It connects all the two-way tables with the same row and column totals [27] . This result is actually straightforward to prove. In this appendix we change notation, in order to be able to simply generalize to three-way and greater tables, and denote a 2×2 table by n = (n ij ) 1 i, j 2 . The known row totals are (n i+ ) 1 i 2 and the known column totals are (n + j ) 1 j 2 . The set of tables S with the same row and column totals, i.e. S = {n = (n ij ) 1 i, j 2 : n 1+ = n 1+ , n 2+ = n 2+ , n +1 = n +1 , n +2 = n +2 } can be described as: S = {(x, n 1+ − x, n +1 − x, n 2+ −n +1 + x) : max{0, n 1+ +n +1 −n ++ } x min{n 1+ , n +1 }} .
The lower and upper bounds for the (1,1) cell are identical to (2), on recognizing that n +1 = y i0 and n 1+ = N i0 . In equation (B1) the cells of a 2×2 table are arranged in the order (1,1), (1,2), (2,1), (2,2).
For two consecutive values of the (1,1) cell, say x and x +1, the difference between the corresponding 2×2 tables is g = (1, −1, −1, 1)
Therefore, for any two tables in the set S, the difference between them is ±tg = ±(t, −t, −t, t), where 1 t min{n 1+ , n +1 }−max{0, n 1+ +n +1 −n ++ }. It follows that {g, −g} is a Markov basis for S. Any set of moves that includes {g, −g} is also a Markov basis for S. Diaconis and Sturmfels [27] prove that a Markov basis associated with an arbitrary I × J table contains moves that have two entries equal to 1, two entries equal to −1, and the remaining entries equal to zero-see also Proposition 4.1 of [41] . In fact, Dobra [41] proves that moves of this type connect sets of multi-way tables defined by known marginals that are the cliques of decomposable graphs. These are a smaller class of graphs with special properties (e.g. they can be broken into components without losing information) that considerably simplify sampling and inference-see Lauritzen [42] . Markov bases based on decomposable graphs include, for example, sets of three-way tables with (i) all the three one-way marginals known; (ii) one one-way marginal known and the two-way marginal associated with the remaining variables known; (iii) two two-way marginals known. We may translate these into the ecological context. Suppose we have three binary variables which we label as disease outcome, exposure and gender. Then knowing the marginal disease, exposure and female/male rates across areas corresponds to (i). In addition if we know the exposure-gender margin (say) we obtain (ii), and knowing both the exposure-gender and the disease-gender margins (say) corresponds to (iii). A case not covered by Dobra's results are sets of three-way tables defined by all three two-way marginals, since this is no longer a decomposable model. In the ecological setting this corresponds to knowing the exposure-gender, exposure-disease and gender-disease margins across areas. The corresponding graph has three vertices and it is complete (that is, all possible edges are present), while the fixed marginals are associated with its three edges. Hence, the simple scheme used in this paper would not work for data of this type. A Markov basis connecting such a set of tables would have to be identified using other methods, such as computational algebra [43] . Examples of more complex Markov bases can be found in the repository maintained by Kahle and Rauh (http://mbdb.mis.mpg.de). Once a Markov basis M is available for the set of tables S, a Markov chain that involves moving from one table in S to another table in S proceeds as follows. We denote by n the current state of the chain. We draw a move g from the uniform distribution on M. Let n * = n + g be a candidate table obtained by applying the selected move to n . If n * contains strictly negative entries, the chain stays at n . Otherwise, since M is a Markov basis for S, we must have n * ∈ S. The next state of the Markov chain is n * with probability min{1, Pr(n * )/ Pr(n )}. Otherwise the chain stays at n .
