Connes and Kreimer have discovered the Hopf algebra structure behind the renormalization of Feynman integrals. We generalize the Hopf algebra to the case of ribbon graphs, i.e. to the case of theories with matrix fields. The Hopf algebra is naturally defined in terms of surfaces corresponding to ribbon graphs. As an example, we discuss the renormalization of Φ 4 theory and the 1/N expansion.
Introduction
Connes and Kreimer have discovered the Hopf algebra of graphs [1] . This algebra underlies Bogolubov's recursive formula [4] for the renormalization of Feynman integrals. The renormalization becomes more clear and natural from the algebraic point of view. The Hopf algebra of graphs is dual to universal enveloping of some Lie algebra. This Lie algebra generates diffeomorphisms in the space of coupling constants [2, 5, 6] . This paper is devoted to generalization of Connes and Kreimer's constructions to the case of ribbon graphs. Ribbon graphs appear in theories with matrix fields. We can not permute any two matrices in a product, thus we are not allowed to permute any two edges at the vertex of interaction. If the Lagrangian has the form of trace of matrices, then there are only cyclic permutations of lines at any vertex of the ribbon graph. In the paper we consider a more general situation. We assume that lines, attached to any vertex of the ribbon graph, can be divided into groups. In any group cyclic permutations of lines are allowed, also we admit any permutations of groups. In this case the interaction has the form of product of traces.
It is known that any ribbon graph correspond to surfaces with boundary. One can draw a ribbon graph without self intersections on any corresponding surface. There are infinitely many such surfaces but a surface with the maximal Euler characteristic is unique. We describe the one-to-one correspondence between ribbon graphs and surfaces with some special structure. This structure has the form of cell decomposition. In the cell decomposition the two dimensional cells are open disks. In our structure we use open spheres with holes instead of open disks. We call this structure quasi cell decomposition. After that we construct the Hopf algebra of surfaces with quasi cell decomposition. This algebra immediately gives us Bogolubov's recursive formula in theories with matrix fields. The Hopf algebra of surfaces and the corresponding Lie algebra may show up in string theories.
The plan of the paper is as follows. In the second section we define ribbon graphs and corresponding surfaces with quasi cell decomposition. As an example, we consider φ 4 theory and discuss the 1 N expansion. In the third section we deal with corresponding surfaces. At first we introduce necessary definitions and essential operations. After that we define the Hopf algebra.
In the fourth section we consider dual objects to the Hopf algebra. The dual space is the space of linear functions on the Hopf algebra. This space is isomorphic to universal enveloping of some Lie algebra. Generators of this algebra correspond to 1PI graphs [1] . After that we introduce the group of characters of the Hopf algebra. Any Quantum Field Theory can be viewed as a character of the Hopf algebra of graphs. Using algebraic methods of Connes and Kreimer [1] , we obtain the renormalization of Feynman integrals. The last section is devoted to appendixes, we give proofs and special constructions in this section.
Ribbon graphs
A ribbon graph consists of vertices connected by lines. Two vertices can be connected by several lines, and a line can begin and finish at the same vertex, we also say that this line makes a loop at the vertex. Also a graph can be a disjoint union of connected graphs. Vertices of a ribbon graph are called ribbon vertices. In general, only cyclic permutations of lines are allowed in ribbon vertices.
Let Γ be a ribbon graph and let C ∈ Γ be a ribbon vertex. We denote by Λ C = {l 1 , l 2 , . . . l n } the set of all lines attached to the vertex. If a line l i makes a loop at C, then the set Λ C contains this line twice: Λ C = {l 1 , . . . l A ribbon vertex C will be called simple if the order of elements of Λ C is fixed and only cyclic permutations are allowed. For instance, {l 1 , l 2 , . . . l n } ∼ {l n , l 1 , . . . l n−1 }. Corresponding interaction has the form of trace.
A ribbon vertex C will be called complex if the set Λ C can be divided into subsets Λ
In each subset the order of elements is fixed and cyclic permutations are allowed. In Λ C any permutations of the subsets are allowed:
Corresponding interaction has the form of product of traces.
Example. Consider a theory of scalar complex fields Φ(x) in 4-dimensional Euclidian space with the Lagrangian
Here we have denoted
The field Φ(x) is a complex N × N matrix. We have
There is a summation over all repeating indexes i, j, k, l = 1, . . . , N.
Propagators in the theory < Φ
For brevity we do not discuss momenta here. In Feynman diagrams propagators have the form
It is convenient to represent the propagators consisting of two threads with arrows, indexes and signs at the ends.
The sign ′ + ′ corresponds to the field Φ + , the sign ′ − ′ corresponds to the field Φ. The incoming arrow corresponds to the upper index, the outgoing arrow corresponds to the lower index.
The vertices of interaction in the theory are
The degree of vertices is equal to four. The left vertex is simple. The right one is complex, the set of lines attached to the vertex consists of two subsets. There are two lines in each subset.
We see that the structure of vertices is rather complicated in ribbon graphs. We can consider two-dimensional objects instead of vertices. This enables to describe different structures of vertices more effectively. Now we construct surfaces corresponding to ribbon graphs. Let Γ be a ribbon graph. For simplicity, assume that all vertices in Γ are simple. Let C be a vertex of Γ, we associate to this vertex a polygon with deg Γ (C) edges. For example, a simple vertex with four attached lines corresponds to a square.
A line at the vertex corresponds to an edge of the polygon. We put indexes, signs and arrows of the line on the corresponding edge. A line between two vertices is a common edge between two corresponding polygons. 
fig. 5
We put indexes near the ends of edges of polygons. We have only one index near any such point . This property remains after the connection of polygons. For instance, we have the index j near the vertex A and the index m near the vertex B.
In ribbon graphs indexes are associated with threads. Consequently points at the ends of edges correspond to threads in ribbon graphs. We shall denote by indexes the corresponding threads or points at the ends of edges. For instance, we shall say 'the thread k' or 'the point j'.
If a line makes a loop at a vertex, then we connect the corresponding edges of a polygon. 
fig. 6
Thus we can find the corresponding surface with boundary for any ribbon graph with simple vertices. Internal lines of the graph correspond to internal edges on the surface, external lines correspond to external edges (edges on the boundary of the surface). We leave edges of polygons on the surface. Note that the surface is a CW-complex in this case.
Let us recall the definition of the CW-complex. Any CW-complex is a union of cells. We denote by C (2) such that the boundary of any k-dimensional cell C (k) i k for all k ∈ {1, . . . , N} belongs to
For simplicity, we assume that the union (2) is finite.
For example, if we have a square, then the boundary of any edge consists of two points and the interior of the square has the boundary consisting of four edges. Thus any square is a two-dimensional CW-complex.
We see that if we construct a surface by identifying, or gluing, edges of polygons, then this surface is a CW-complex. In this case we also say that polygons give the cell decomposition of the surface.
Remark. Let us consider fig. 6 . There is a closed thread inside the loop. Hence we have a sum over index k in Feynman integral associated with this diagram. The sum gives the factor N. Closed thread are also called index loops. The fact that index loops give the factors N is exploited in the 1 N expansion ('t Hooft [3] ). We see that the number of index loops is an important characteristic of ribbon graphs.
We are going to find the objects on surfaces which correspond to index loops. Let S be a surface. Let j be a common end of edges l Since open threads end at external lines, they correspond to points on the boundary. Closed threads go along internal lines, hence they correspond to internal points. Thus index loops correspond to internal points at the ends of edges.
Let Γ be a ribbon graph without external lines and let S Γ be the corresponding surface. This surface has no boundary. We can draw the graph on the surface without self intersections. Indeed, we can put each vertex of the graph at the center of the corresponding polygon. Lines of the graph intersect the corresponding edges on the surface.
We have noted that polygons give a cell decomposition of the surface. We see that the graph gives another cell decomposition of the surface. By construction, the number of vertices of the graph equals the number of polygons, i.e. two-dimensional cells. Lines between vertices of the graph or edges of polygons are one-dimensional cells, we have the same numbers of lines and edges. One can view threads of the ribbon graph as 'boundaries' of faces, then the number of faces is equal to the number of index loops. Index loops correspond to points at the ends of edges. We see that the number of zero-dimensional cells of one decomposition is equal to the number of twodimensional cells of another; the numbers of one-dimensional cells are the same. Such two cell decompositions are called dual.
We denote by V the number of vertices of the graph Γ, by P the number of lines and by I the number of index loops. Note that in our example the graph Γ has no external lines and the surface S Γ has no boundary. We have V polygons, P edges and I points at the ends of edges on S Γ . Let χ be the Euler characteristic of S Γ . The Euler formula in this case is
The last equation is very important in 1 N expansion. But if there are complex ribbon vertices, then this formula is not so simple.
Let C be a complex vertex of a ribbon graph Γ. Let Λ C be the set of lines attached to C. Suppose that Λ C is divided into m subsets Λ i C , i = 1, . . . , m, then we associate to the vertex a sphere with m holes. 'A sphere with holes' means any manifold, topologically equivalent to a sphere with holes. We assume that a sphere with one hole is equivalent to a polygon. The subset Λ j C corresponds to the j-th hole. The boundary of this hole consists of deg j Γ (C) edges, i.e. the number of edges in the j-th hole is equal to the number of lines of the corresponding j-th subset. A line between two vertices is a common edge between two corresponding spheres with holes. We see that the surface corresponding to the graph Γ has decomposition on spheres with holes. This decomposition resembles the cell decomposition but open spheres with holes are not diffeomorphic to open disks. Thus the decomposition on spheres with holes will be called quasi cell decomposition. The corresponding surface will be called the surface with quasi cell decomposition or simply the surface with decomposition.
Let S Γ be a surface with decomposition corresponding to a ribbon graph Γ. We denote by V, P, I the numbers of vertices, of lines and of index loops of Γ respectively. Then in S Γ we have V spheres with holes, P internal edges and I internal points at the ends of edges. Let m k be the number of holes in the k-th sphere, k = 1, . . . , V . We assume that m k ≥ 1. We can put (m k − 1) edges on the k-th sphere in order to obtain a cell decomposition of this sphere. Such decomposition of all spheres yields a cell decomposition of S Γ . If χ is the Euler characteristic of S Γ , then the Euler formula is
Numbers of points and edges on the boundary cancel each other and we do not write them in formulas.
Denote by χ m k the Euler characteristic of a sphere with m k holes. Since χ m k = 2 − m k , we have
The last formula is nontrivial from the point of view of graphs.
Example. Let us consider the 1/N expansion in the theory with the Lagrangian (1).
Let Γ be a ribbon graph in this theory. Suppose that we have V 1 vertices g 1 and V 2 vertices g 2 . The corresponding Euler characteristics are χ 1 = 1 and χ 2 = 0. Let P be the number of internal lines, R be the number of external lines, I be the number of index loops and χ be the Euler characteristic of the corresponding surface. We associate to Γ the number
We can put points near ends of lines attached to vertices. Then there are four points near every vertex, any internal line has two points, any external line has one point. The number of points is
We have
Another equation is
We replace P by 2(
in the last formula and obtain
If we assume that g 1 = 
If the number of external lines is fixed, then X Γ depends only on topological characteristics of the corresponding surface.
We see that for a given ribbon graph we can construct the corresponding surface. Now, assume that a surface consists of spheres with holes connected along the edges. We can always find the ribbon graph corresponding to this surface. Hence we have the one-to-one correspondence between ribbon graphs and surfaces with decomposition on spheres with holes.
Surfaces
In this section we deal with surfaces with boundary and decomposition on spheres with holes. A 'sphere with holes' means any manifold topologically equivalent to a sphere with holes. We assume, that any sphere with holes has edges on its boundary.
Let C be a sphere with holes. The number of edges of C is called the degree of C and is denoted by deg(C). Let m be the number of holes of C. We denote by deg i (C) the number of edges on the boundary of the i-th hole,
. Let l 1 and l 2 be different edges, they may belong either to one sphere with holes or to different ones. We can identify l 1 and l 2 , the edge l ∼ l 1 ∼ l 2 is internal. We do not identify internal edges with any other edges, i.e. one may identify only two (but not more) different external edges. If we take a number of spheres with holes and identify some pairs of edges, then we obtain a surface. We let the surface be a disjoint union of connected components. We say that this surface has the decomposition on spheres with holes. Further such surfaces will be also called surfaces with decomposition. In the previous section we have shown that such surfaces correspond to ribbon graphs.
Let S be a surface with decomposition, and let C ⊂ S be a sphere with holes. We denote by deg S (C) the degree of C inside S and define it by the formula deg S (C) = deg(C). Similarly, if C has several holes, then deg
Now we define the operation of extraction of a subsurface. Let S be a surface with decomposition, and let s be an open subsurface of S (the points on the boundary of s do not belong to s). Suppose that s is a disjoint union of connected components s j , j = 1, . . . , J. There is a natural mapping of connected open surfaces to open spheres with holes. We define the mapping by the following rule. A surface with h holes maps to a sphere with h holes. Now let c j be the open sphere with holes corresponding to s j . We can extract s j from S and insert c j in the place of s j in the way that the boundary of s j becomes the boundary of c j . We denote by S/s the surface which we obtain after the extraction of all s j and the insertion of corresponding c j . Now we define the closure of s with respect to S. The closure of s is denoted bys. We add edges on the boundary of s, so that every sphere with holes insides has the same degree as it has had in S. In other words, let C ⊂ S be a sphere with holes and let int(C) ⊂ s. 1 We defines to be the closure of s such that degs(
If s is the empty surface ∅, then we define S/∅ = S. Ifs = S, then we define S/s = ∅.
Also we use the following notation for the operation of extraction ϕ s : S → S/s.
Example. Here S/s is the surface S with extracted s, the surfaces is the closure of s with respect to S. Observe, that the number of internal edges on the surface S is the same as on S/s ands together. Indeed, we have three internal edges on S, one internal edge on S/s and two internal edges ons. Also we have conservation of the number of internal vertices, there are two of them on S, one on S/s and one ons. The third number, which is conserved, is the number of spheres with holes minus the number of connected components of the surface S.
The corresponding ribbon graphs are planar and we can draw them as ordinary ones. In graphs we have the conservation of the number of internal lines, of the number of index loops and of the number of vertices minus the number of connected components of the graphs.
We denote by P S the number of internal edges on the surface S, by T S = C S − con(S) the number of spheres with holes minus the number of connected components of the surface S and by I S the number of internal points at the ends of internal edges on the surface S. Remark. During the operation of extraction we have the conservation of the numbers P S , T S and I S P S = Ps + P S/s ,
We use the conservation of P S in proofs by induction, the conservation of I S is important for
In the construction of the Hopf algebra Connes and Kreimer use 1PI (one particle irreducible) graphs [1] . Similarly, we introduce 1PI surfaces. A surface with decomposition is called 1PI if it is connected, contains at least 1 internal edge and remains connected after the removal of any internal edge. Also we need the empty surface and disjoint unions of 1PI surfaces. We call these surfaces allowed. Thus the set of allowed surfaces, denoted by {S 1 , S 2 . . . }, contains the empty surface, 1PI surfaces and disjoint unions of 1PI surfaces. Note that this set is countable.
Let S be an allowed surface. We can restrict 
Also it is not difficult to prove that the set of the surfaces S 1 /s 0 is equal to the set of allowed subsurfaces of S/s 0 . Thus we have the bijective mapping ϕ s 0 : 
In terms of mappings we have
The mappings are bijective, thus for any given s 1 ⊂ S and s 2 ⊂ S/s 1 there exists unique s 12 ⊂ S that satisfies (5).
These properties are necessary for the construction of consistent Hopf algebra.
The Hopf algebra is a linear space together with the operations of the product, of the unit, of the coproduct, of the counit and of the antipode. The Hopf algebra of surfaces is similar to the Hopf algebra of graphs defined by Connes and Kreimer in the paper [1] .
The basis in the linear space is labeled by all allowed surfaces. It is convenient to designate the basis vectors by the same letters S 1 , S 2 . . . as the corresponding surfaces. We denote by H the linear space with the basis {S 1 , S 2 . . . } over the field F containing the field of rational numbers. By definition, any vector V ∈ H is a linear combination
where λ k ∈ F and λ k = 0 for a finite number of indices k ∈ N. We use the notation N = {1, 2, . . . }.
The product is a bilinear mapping m : H ⊗ H → H. The basis in H ⊗ H is given by S i ⊗ S j , i, j ∈ N. We define the product on basis vectors as a disjoint union of the corresponding surfaces:
We also use the notation m(S i ⊗ S j ) = S i · S j . Obviously, the product m is associative and commutative. Further we denote by Γ arbitrary basis vector. When we say that Γ is a surface, we mean the surface corresponding to the basis vector. The letter Γ is chosen to keep in mind that the surfaces correspond to ribbon graphs.
Since Γ · ∅ = ∅ · Γ = Γ for any Γ, the empty surface ∅ is the unit element with respect to the product m.
The unit is a linear mapping i : F → H. We defined it by the formula
Consequently i(λ) = λ∅ for all λ ∈ F . The linear space H together with the product m and the unit i is an algebra.
A linear space together with a coproduct and a counit is called a coalgebra.
The coproduct is a linear mapping ∆ : H → H ⊗ H. We define the coproduct by the formula
the sum is over all allowed open subsurfaces γ ⊂ Γ.
Example. If Γ = ∅, then the only subset γ ⊂ Γ is ∅ and the coproduct is ∆∅ = ∅ ⊗ ∅.
For Γ = ∅ we shall also use other two formulas. The first is
The prime near the sum means that the summation is over allowed open subsurfaces γ ⊂ Γ :γ = Γ, γ = ∅. The second is
where the sum is over all open γ ⊂ Γ such thatγ = Γ, note that γ = ∅ is allowed. The coproduct is not cocommutative but coassociative
The proof of the coassociativity is given in appendix 1. The counit is a linear mapping ε : H → F . We define the counit by the formula
Observe, that the coproduct and the counit map spaces in the opposite directions with respect to the product and the unit.
A linear space together with structures of an algebra and of a coalgebra is called a bialgebra if the following conditions are satisfied
It is not difficult to prove using (8) and (12) that these conditions hold in the algebra of graphs.
The antipode is a homomorphism S : H → H. We define the antipode by the formula m(S ⊗ id)∆(Γ) = iε(Γ).
We denote by id the identity mapping. The tensor product of mappings acts in the following way (S ⊗ id)(
In the case Γ = ∅ we have
Consequently we have a recursive formula
or using (10)
The recursion is on the number of internal edges. Indeed, sinceγ = Γ on the right hand side, we have
The base of the recursion is S(∅) = ∅, because P Γ ≥ 0 and P Γ = 0 ⇔ Γ = ∅ for any allowed surface Γ. Proposition 3.1. The antipode, defined recursively by (14), is a homomorphism of H. We have to prove that
for any allowed γ 1 and γ 2 . The proof is given in appendix 2. Also the antipode S satisfies
This equation is called the axiom of the antipode. The axiom is proved in appendix 3. There are two nontrivial facts in the construction of the Hopf algebra H. These facts are the coassociativity and the axiom of the antipode. The proof of these axioms is based on properties of the operation of extraction (see page 14). These properties are the only required conditions. Thus we can choose another set of allowed subsurfaces, and if the properties are satisfied, then we can construct another Hopf algebra. For example, let γ be an open subsurface of Γ, the surfaceγ is the closure of γ with respect to Γ. We say that γ is an allowed subsurface of Γ ifγ is an allowed surface and every connected component ofγ has four external edges. Also the surface Γ and the empty surface ∅ are allowed subsurfaces of Γ.
Example. Consider the theory with the Lagrangian (1). We construct the Hopf algebra of surfaces corresponding to ribbon graphs in this theory. We have two types of vertices in the theory. The vertices g 1 correspond to squares, the vertices g 2 correspond to cylinders with two edges on each boundary. Also it is convenient to view the massive term as an interaction, thus we have vertices m 2 with two atached lines, they correspond to disks with two edges on the boundary. Thus corresponding surfaces consist of spheres with one or two holes, also these spheres have two or four external edges. If we extract a 1PI surface with four (or two) external edges, then we insert a sphere with four (or two) external edges, this sphere has the same type as other spheres with holes in the theory. Thus we say that a subsurface is allowed if it gives 1PI surfaces with two or four external edges after the extraction. By definition, the surface itself and the empty surface are allowed subsurfaces. We see that the set of surfaces corresponding to ribbon graphs in the theory is closed with respect to the operation of extraction of allowed subsurfaces. It is not difficult to check that the properties of the operation of extraction hold. Thus we can construct the Hopf algebra of such surfaces. This Hopf algebra will be denoted by H 4 . The coproduct in H 4 is
the sum is over open γ ⊂ Γ such thatγ is a disjoint union of 1PI surfaces with two or four external edges.
Functions on surfaces. Renormalization
At first we consider linear functions on H. Linear functions form a linear space H * , this space is called dual to the space H. The set of allowed surfaces {S 1 , S 2 . . .} is formally a basis in H. The basis in the dual space is given by linear functions S i , i ∈ N such that
It is convenient to denote S i (S j ) = (S i , S j ). We can say that the function S i corresponds to the surface S i , and that the space H * is also the linear space of surfaces.
We use the coproduct in H to define the product in H * . The product is a mapping µ : H * ⊗ H * → H * . The basis in H * ⊗ H * consists of bilinear functions S i ⊗ S j . The pairing of S i ⊗ S j with basis vectors of H ⊗ H is the following
The product µ :
We have (S i ⊗ S j , ∆S k ) = 0 if there is an open subsurface s ⊂ S k such thats = S i and S k /s = S j . Thus we get S j after the extraction of S i from S k .
In order to find the product S i * S j we define the operation of insertion, which is inverse to the operation of extraction. Let γ be a surface with m holes and R i edges on the boundary of the i-th hole, i = 1, . . . , m. Also let Γ be a surface and let C be a sphere with holes inside Γ. If C has m holes and deg 
In order to define the product more precisely we introduce a new formula for the coproduct. Let Γ be a surface. Sometimes we can find different open subsurfaces γ, γ ′ ⊂ Γ such thatγ ∼γ ′ and Γ/γ ∼ Γ/γ ′ . We denote by N(Γ 1 , Γ 2 ; Γ) the number of open subsurfaces γ ⊂ Γ such thatγ ∼ Γ 1 and Γ/γ ∼ Γ 2 . If there is no such subsurfaces, then N(Γ 1 , Γ 2 ; Γ) = 0.
Example. Let a be a surface and let Γ = a n , Γ 1 = a m , Γ 2 = a n−m , where n ≥ m and n, m ∈ N. Then N(a m , a n−m ; a n ) = ( 
Now the product is
and
We see that the sum is over all surfaces that appear after the insertion of S i into S j , multiplied by symmetry factors. We can introduce a new basis in order to get rid of the symmetry factors N(S i , S j ; S k ).
The new basis isS i = Z(S i )S i , where Z(S i ) is the number if symmetries of the surface S i (see appendix 4).
Example. Let a be a surface without internal symmetries, then Z(a n ) = n!, n = 1, 2, . . .
Let S i and S j be 1PI surfaces. In the new basis the product is
the sum is over all nonequivalent insertions of S i into S j , the surface S i · S j is a disjoint union of S i and S j , the notation (
Since the coproduct '∆' is coassociative, the product ' * ' is associative. Thus we have the associative algebra H * with respect to the product ' * '. Now we define the Lie algebra L with the basis labeled by 1PI surfaces S i . The Lie bracket is
We see that [S i ,S j ] * ∈ L since it is a sum of 1PI surfaces (S i • S j) and (S j • S i) . The Jacobi identity is fulfilled, since the product ' * ' is associative. The universal enveloping U(L) ≃ H * . Thus the space of linear functions on H has the structure of the universal enveloping of the Lie algebra.
Consider the Hopf algebra H 4 . The dual Lie algebra L (4) spans the vectors corresponding to 1PI surfaces, constructed of spheres with two or four external edges. We represent L (4) as a direct sum
where L 1 spans the vectors corresponding to 1PI surfaces with two or four external edges.
Since we can't insert the surfaces Γ 2 , Γ ′ 2 into any other surfaces, we have the following commutators
we assume that all the surfaces are in the new basis. We can write
We see that L 2 resembles the Lie algebra of translations and L 1 resembles the Lie algebra of rotations. The Poincaré group is a semi-direct product of translations by the action of rotations. If G, G 1 and G 2 are the Lie groups corresponding to the Lie algebras
Now we proceed with characters of H. A character is a linear function χ : H → F such that
The set of characters has the structure of a group. Let χ 1 and χ 2 be characters, we define the product χ 1 * χ 2 by the formula
where
The product χ 1 * χ 2 is a character, since ∆(Γ 1 · Γ 2 ) = ∆Γ 1 · ∆Γ 2 and
The unit of the group is the counit of H. We have
and similarly χ * ε(Γ) = χ(Γ) .
The inverse character χ
The axiom of the antipode gives
Example. Exponentiation. Consider the Lie algebra L (4) dual to the Hopf algebra
. Let a ∈ L 2 be a surface such that the symmetry factor Z(a) = 1. We define a k to be a disjoint union of k surfaces a, by definition a 0 = ∅. Assume that a has no allowed subsurfaces except for the empty one and the surface itself. Then the coproduct of a n is
The product a k * a l in the dual algebra is
In the new basisã n = n!a n . We havẽ
We may complete the Hopf algebra by formal series and define
Note that
Now we prove that eã is a character. Let
If Γ 1 = a k and Γ 2 = a l for some k and l, then (eã,
As before, we see that if Γ 1 = a k and Γ 2 = a l for some k and l, then (eã, Γ 1 )(eã, Γ 2 ) = 1, else (eã, Γ 1 )(eã, Γ 2 ) = 0. Consequently
end we see that eã is a character.
Let R be a ring containing the field F . Suppose that R = R − ⊕ R + and
Example. The ring of Laurent series. The space R − consists of polynomials in 1/z without constant terms
The space R + consists of series
We denote by P − : R → R − the projector on R − . Let F be a character, F : H → R. Note, that Feynman integrals in dimensional regularization are such characters. Indeed, if Γ 1 and Γ 2 are graphs-surfaces and Γ 1 · Γ 2 is their disjoint union, then the Feynman integral
. Also in dimensional regularization Feynman integrals are Laurent series in the parameter of regularization.
We say that F + is a positive character if F + : H → R + . We say that F − is a negative character if (1 − P − )F − (Γ) = δ ∅,Γ , i.e. F − (∅) = 1 and
Proposition 4.1. For any character F there exists a positive character R such that R = C * F , where C is a negative character. Characters C and R depend on F . The product ' * ' is defined by (18).
In terms of Feynman integrals, C is a counterterm, R is a renormalized value of the Feynman integral F .
We define C recursively. C(∅) = 1.
Assume that we have found C(γ) for all surfaces γ with the number of internal lines P γ ≤ N. Let Γ be a surface with P Γ = N + 1. We have two conditions on C P − (C * F )(Γ) = 0;
By the definition of the product
Applying conditions (19) we have
Since in the sum on the right hand side γ ⊂ int(Γ) and γ = int(Γ), the number of internal edges P γ < P Γ = N + 1, i.e. P γ ≤ N. Thus we have defined C(Γ). The formula (20) is also called Bogolubov's recursion. Proposition 4.2. Let F be a character, then the function C defined by (20) is a character, i.e. C(
The proof is given in appendix 5. Corollary 1. The function R as a product of characters C and F is a character. Also we see that C is a negative character and R is a positive one.
Example. Renormalizations of the theory Φ 4 with the Largangian (1). Let Γ be a ribbon graph. The Feynman integral corresponding to Γ is divergent if
where d = 4 is the dimension, L Γ = P Γ − V Γ + 1 is the number of independent integrations, P Γ is the numbers of internal lines and V Γ is the number of vertices. We have (compare (3))
where R Γ is the number of external lines. Hence
Thus divergent integrals correspond to graphs with R Γ ≤ 4. If Γ = ∅ and R Γ > 4, then C(Γ) = 0. The renormalized Feynman integral
the last sum is over open γ ⊂ Γ such thatγ is a disjoint union of 1PI surfaces with two or four external edges, also we haveγ = ∅ andγ = Γ in the sum. We see that for the renormalization it suffices to construct the Hopf algebra H 4 . Now we find the structure of the renormalization in the 1 N expansion. Graphs-surfaces which give renormalization of vertices g 1 contain four external edges and have the topology of disks with handles, hence
where g is the number of handles. The surfaces corresponding to vertices g 2 have the topology of a cylinder with handles, consequently the renormalization ∆g
We have g
We have to prove
Using the left hand side:
We use the second property of the operation of extraction (see page 14) in order to find γ 12 ⊂ Γ such that (Γ/γ 1 )/γ 2 = Γ/γ 12 andγ 12 /γ 1 = γ 2 . Since the operation of extraction is bijective we can change the sum over γ 2 ⊂ Γ/γ 1 on the sum over γ 12 : γ 1 ⊂ γ 12 ⊂ Γ. After that we change the order of sums.
Thus the axiom is proved.
Appendix 2. The antipode as a homomorphism of the Hopf algebra. The antipode is defined by
The coproduct of Γ is
where the sum is over all open γ ⊂ Γ such thatγ = Γ, note that the number of internal edges Pγ < P Γ in this case. Formula (22) gives recursion
We must prove that S(
We prove it by induction on the number of internal edges
Assume that we have proved the assertion for all γ 1 and γ 2 such that P γ 1 ·γ 2 ≤ N. Now we prove it for Γ 1 and Γ 2 such that P Γ 1 ·Γ 2 = N + 1. If Γ 1 = ∅ or Γ 2 = ∅ then the proof is trivial. Thus we assume that Γ 1 = ∅ and Γ 2 = ∅. Also since H is a bialgebra, ∆(
here we have used equations (23) and inequalities
Let Γ be a surface. As always we denote by P Γ the number of internal edges on Γ. Let {γ 0 , γ 1 , . . . , γ n+1 } be a set of open surfaces such that γ i = γ j ∀ i = j and ∅ = γ n+1 ⊂ γ n ⊂ . . . ⊂ γ 0 = int(Γ). Assume that for all i = 0, . . . , n there is no γ ⊂ Γ such that γ = γ i , γ i+1 and γ i ⊂ γ ⊂ γ i+1 , in this case the set {γ 0 , γ 1 , . . . , γ n+1 } will be called the maximal decreasing sequence of subsurfaces of Γ. Note that n ≤ P Γ , thus the sequence is finite.
Consider the mapping ϕ γ i+1 :γ i →γ i /γ i+1 . Since the mapping is bijective and the set {γ : γ i ⊂ γ ⊂γ i+1 } consists of two elements {γ i ,γ i+1 }, we have {γ :
Also we shall use the following fact. If {γ 0 , γ 1 , . . . , γ n+1 } is a maximal decreasing sequence of subsurfaces of Γ, then
We denote by M Γ the number of elements in the longest decreasing sequence. Note that M Γ ≤ P Γ + 1.
The axiom of the antipode is
The left equation is used for the definition of the antipode
We prove the right equation
Assume that Γ = ∅. We prove the assertion by induction. It is convenient to denoteγ 0 = Γ and Σ = m(id ⊗ S)∆γ 0 .
The first step of the induction is
we have used recursive formula (25) for S(γ 0 ).
The second step is
Similarly, as in the proof of the coassociativity, we find γ Assume that after the n-th step we have
(S(γ n ) ·γ n−1 /γ n −γ n · S(γ n−1 /γ n )) · ·γ n−2 /γ n−1 · . . . ·γ 0 /γ 1 .
We repeat the reasonings of the second step and obtain ′ γn⊂γ n−1 (S(γ n ) ·γ n−1 /γ n −γ n · S(γ n−1 /γ n )) = ′ γn⊂γ n−1 ′ γ n+1 ⊂γn (S(γ n+1 ) ·γ n /γ n+1 −γ n+1 · S(γ n /γ n+1 )) ·γ n−1 /γ n . Thus after the (n + 1)-th step we have Σ = (−1)
⊂γn (S(γ n+1 ) ·γ n /γ n+1 −γ n+1 · S(γ n /γ n+1 )) · ·γ n−1 /γ n · . . . ·γ 0 /γ 1 .
Observe, that the sums are over decreasing sequences of subsurfaces of Γ. If n + 2 = M Γ , then after the n-th step we have the sum only over maximal decreasing sequences {γ 0 , γ 1 , . . . , γ n+1 }, where γ n+1 = ∅ and γ 0 = int(Γ).
Since we have S(γ n ) ·γ n−1 /γ n −γ n · S(γ n−1 /γ n ) = 0 in this case, we conclude that Σ = (−1)
n ′ {γ 1 ,..., γn} (S(γ n ) ·γ n−1 /γ n −γ n ·S(γ n−1 /γ n )) ·γ n−2 /γ n−1 · . . . The new basis isS i = Z(S i )S i . Let S i and S j be 1PI surfaces, then the product
the last sum is over all nonequivalent insertions S i • S j , the surface S i · S j is a disjoint union of S i and S j . We havẽ
where the notation (
and the assertion is proved.
