This paper provides an investigation of the economic value of multivariate volatility forecasting ability using a testing framework in which the quality of competing methods is assessed from a conditional investment perspective. In doing this we are able to provide a novel means by which the benefits of using a particular set of volatility forecasts can be assessed. The results associated with an application to US bond and stock futures markets indicate that investors are willing to pay a significant premium for knowledge of the dynamics of volatility, though the magnitude of this premium varies over time, and depends on risk preferences and economic conditions. The latter variation implies that selection of appropriate dynamics (this is, forecasting method choice) should be a conditional exercise.
Introduction
The importance of forecasting risk in financial markets has motivated a vast literature on the evaluation of volatility forecast quality (see Poon and Granger, 2003 , for a comprehensive review). The value of any new approach is often assessed by establishing (or refuting) both the statistical and economic significance of the proposed forecasts. Assessment of the former is characterised by well-defined metrics (e.g., the mean squared error), while the latter is often based on economic criteria that provide a translation of forecasting ability into meaningful units (e.g., a performance fee measured in basis points). Despite their usefulness, improvements in existing measures are possible. The purpose of the current paper is to introduce a measure of the economic value of volatility forecasting ability such that it varies over time. In doing this, we are able to conduct a more thorough examination of volatility forecast quality by considering unconditional and conditional aspects of this ability.
A variety of economic measures of forecasting performance have been considered in the extant literature. Commonly-employed examples include the Sharpe ratio and the performance fee associated with conditionally-optimised portfolios constructed using volatility forecasts; see, e.g., West et al (1993) , Fleming et al (2001 Fleming et al ( , 2003 , Marquering and Verbeek (2004) , Şerban et al (2007) , Clements et al (2009 ), Liu (2009 , and Chiriac and Voev (2011) . 1 Such measures are unconditional in nature and deliver a single performance measure over the entire sample. 2
For instance, the unconditional performance fee represents the amount an investor is willing to pay to switch from one investment strategy to another in order to equate the unconditional expected utility levels over the two strategies. By contrast, we introduce a measure based on conditional expected utility levels. Use of this measure drives the primary contribution of this paper: an assessment of multivariate volatility forecast quality using the Giacomini and White (2006) conditional testing framework under economically meaningful loss function assumptions.
The proposed approach is applied to data pertaining to US bond and stock futures markets.
In particular, we consider investors (with various utility functions) who take positions in the 30-year Treasury bond and S&P 500 index futures market at the beginning of each day in order to maximise their conditional expected utility over the day. The investors in our study differentiate themselves in terms of their volatility forecasting method. At the limit we consider investors who select portfolio weights based on a simple random walk model, and those who select portfolio weights based on advanced volatility methods. By considering the economic cost of competing forecasting methods, we are explicitly examining the benefits of using one volatility method with respect to a competing method within a meaningful investment context. Moreover, we are able to measure how this economic value is distributed over time, and to test whether this value covaries with market conditions (including volatility, correlation, and economic activity levels). Few, if any, studies have conducted such a rich assessment of the economic value of multivariate volatility forecast quality.
To anticipate some of the results, we find that methods based on parameters estimated by optimising investors' utility perform well. Moreover, the conditional testing framework reveals that the performance of each method (relative to a competing method) varies in a predicable fashion over time, with volatility levels contributing to performance differences. For instance, GARCH-based methods typically exhibit below average performance during low volatility periods, but perform very well during high volatility periods. Such predictability means that methods based on functions of forecast sets (including those based on switching to the best method each period) exhibit excellent performance under all conditions. The results also highlight the virtues of using simple methods. The moving average method consistently beats the majority of competing models and enjoys relatively low levels of portfolio turnover (and thus transaction costs). Moreover, a method based on the random walk assumption performs very well when investors face portfolio weight restrictions. Such results have two practical implications: researchers should be mindful of the nature of the data sample used (e.g., a method that is successful during high volatility periods may not be so successful during other periods), and investors should consider switching between a set of forecasting methods that includes those based on economic criteria optimisation and those based on simple dynamics.
Multivariate volatility forecasting methods
A wide variety of multivariate volatility forecasting methods have been proposed in the literature, each of which differentiates itself in terms of model specification and/or the estimation technique used. While we cannot include all methods, we do consider a representative subset of this universe. Specifically, we consider methods based on five popular realised volatility (RV) models, four popular conditional volatility (CV) models, combinations thereof, and on a number of different estimation procedures.
RV-based methods
The first method we consider is the simplest of all methods whereby forecasts of realised covariance are given by realised covariance observed in the preceding period; formally, vech( Y t ) = vech(Y t−1 ), t ∈ {S + 1, . . . , T },
where vech(A) is the half-vectorisation operator such that it stacks the nonredundant elements of the matrix A, and Y t is an (N × N ) daily frequency realised covariance matrix measure. 3 As this method assumes that covariances follow a random walk (RW), this method is henceforth referred to as the RW method.
The next two methods assume that forecasts of realised covariance are given by the mean of previously observed realised covariances; specifically,
where ϕ 0,t−1 is the (N (N +1)/2×1) out-of-sample maximum likelihood (ML) coefficient vector. 
s.t. λ i (ϕ 0,r−1 ) > 0, ∀ r ∈ {t 0 , . . . , t − 1}, and i ∈ {1, . . . , N },
where λ i (A) is the ith eigenvalue of A, and t 0 = t − t win dictates the amount of past data to use in the estimation process. We use an expanding window of past observations such that t win = t − 1 (henceforth the MEAN method ), and a 20-day moving average (MA) such that t win = 20 (henceforth the MA method ). 4
Given the documented benefits of vector autoregressive (VAR) models of realised volatility (see, e.g., Andersen et al, 2003) , the next method we consider assumes that forecasts are given 3 The covariance matrix measure used is based on the subsampling methodology of Zhang et al (2005) within a multivariate setting (see, e.g., Chiriac and Voev, 2011 , for use of this methodology in a similar context). Further details are provided in Appendix A. 4 The 20-day fixed window size is selected because of its use in previous studies within the volatility forecasting literature; see, e.g., Jorion (1995) .
by the following first-order vector autoregressive moving average (VARMA) structure: vech( Y t ) = ϕ 0,t−1 + ϕ 1,t−1 vech(Y t−1 ) + θ 1,t−1 ξ t−1 ,
where ξ t−1 is a (N (N + 1)/2 × 1) vector of residuals, and ϕ 1,t−1 and θ 1,t−1 are (N (N + 1)/2 × N (N + 1)/2) ML-estimated coefficient matrices based on an expanding window of data (that is, data observed up to time t − 1). This method is henceforth referred to as the VARMA method.
The above approach is augmented in two ways. First, Engle and Rangel (2007) find that macroeconomic variables such as GDP growth have an impact on low frequency volatility. To investigate whether macroeconomic effects are present in high frequency volatility measures, we consider forecasts generated as follows:
where Γ t−1 is an (N (N + 1)/2 × 1) ML-estimated coefficient vector based on an expanding window of data, and X t is the daily frequency real-time measure of economic activity introduced by Aruoba, Diebold, and Scotti (2009) . This method is henceforth referred to as the VARMAX method.
The second augmentation adopts the heterogeneous autoregressive (HAR) model of realised variance introduced by Corsi (2009) . 5 This provides a convenient way of allowing for longmemory dynamics and is achieved via an additive cascade model of volatility components defined over different time periods. In the spirit of this model, we consider the following HAR-based forecasts:
where ϕ 2,t−1 and ϕ 3,t−1 are (N (N + 1)/2 × N (N + 1)/2) ML-estimated coefficient matrices based on an expanding window of data. This method is henceforth referred to as the vector-HAR method. 6
As an alternative to using ML-estimated parameters based on the RSS function, Kirby and
Ostdiek (2011) demonstrate that improvements in performance are available to investors (with 5 Corsi concludes that the performance of the HAR model 'is comparable to the much more complicated and tedious to estimate long-memory ARFIMA model '.
6 The subsequent analysis finds that the performance of the VAR-based methods is improved by assuming that all coefficient matrices are diagonal.
unconditional mean-variance risk preferences) if parameters are estimated using an objective function that matches the portfolio management strategy rather than a conventional RSStype objective function. Within the current context, we examine this potential by considering new versions of the VAR-based methods in which parameters are estimated such that the economic criterion (utility-based loss function) in Corollary 1 in Appendix B is minimised using an expanding window of data; henceforth these methods are referred to as the VARMA (econ.), VARMAX (econ.), and vector-HAR (econ.) 
CV-based methods
In addition to the above RV-based methods, we also consider four CV-based methods that are commonly used in practise (each of which is based on low frequency measures of past volatility). First, motivated by the current RiskMetrics methodology introduced in 2006, we assume that forecasts are generated via the weighted average of several different exponential weighted moving average (EWMA) forecasts:
In turn, each EWMA forecast is given by
with coefficients,
and weights,
where R t−1 is an (N × 1) vector of lagged open-to-close daily returns, and C is a normalising constant designed to ensure that the weights sum to unity. 
then the old methodology is replicated. This restricted approach, and its unrestricted counterpart, are henceforth referred to as the RM1994 and RM2006 methods, respectively.
The third CV-based method is similar in spirit to the RM1994 method in that past volatility is exponentially-weighted. However, in contrast, the decay parameter is estimated. Specifically, we follow Fleming et al (2001 Fleming et al ( , 2003 and assume that covariance forecasts are given by
where λ t−1 is the ML-estimated decay parameter based an expanding window of data and a Gaussian likelihood function; see Fleming et al (2003) for further details of the estimation methodology. This method is henceforth referred to as the EXP method.
While the above method is widely employed it is limited in its ability to capture complex conditional volatility dynamics via a single parameter. To address this issue we consider a method based on the dynamic conditional correlation (DCC) multivariate generalised autoregressive conditional heteroskedasticity (MGARCH) model introduced by Engle (2002) . This model implies decomposed forecasts given by
where ρ t is the value of the conditional correlation matrix. The diagonal elements in Y t each follow a separate univariate GARCH(1,1) process,
where α 0,t−1 , α 1,t−1 , and β 1,t−1 are (N × 1) ML-estimated parameter vectors for each separate 8 The weighting of different EWMA forecasts is designed to capture long memory in the volatility process (Zumbach, 2007) .
GARCH equation based on an expanding window of data and a Gaussian likelihood function (as suggested in Engle, 2002) , and ⊙ denotes the Hadamard product. The value of the conditional correlation matrix is obtained by assuming that
and modelling Q t as follows:
where ψ 1,t−1 and ψ 2,t−1 are ML-estimated parameters based on an expanding window of data and the Gaussian likelihood function specified in Engle (2002) , and υ t−1 is the standardised return vector with unconditional covariance Q t−1 . This method is henceforth referred to as the DCC-MGARCH method. 9
Combination methods
Given the documented superior performance of combination forecasts in other literatures (see, e.g., Stock and Watson, 2003) , we combine the forecasts associated with the above methods (excluding those based on economic criterion minimisation). Specifically, we examine the performance of the median of the forecasts associated with all methods and subsets thereof (viz.
RV-based and CV-based methods). These are henceforth referred to as the combination (RV), combination (CV), and combination methods. 10 In addition, we also consider a portfolio weight shrinkage approach in which an investor's weights are given by the median of the weights implied by the forecasting methods described above and subsets thereof. These combined weights are then used to generate the values of the economic loss functions derived in Appendix B. 11 These methods are henceforth referred to as the shrinkage (RV), shrinkage (CV), and shrinkage methods.
9 It is possible to allow for leverage effects in the DCC-MGARCH model; see, e.g., the asymmetric DCC-MGARCH model of Cappiello et al (2006) . Indeed, we considered such a model in the current analysis. However, as the results were very similar to those of the DCC-MGARCH model, we refrained from presenting these results -though they are available on request.
10 The mean of the forecasts is also considered. Indeed, Timmermann (2006) demonstrates that mean combining is optimal in the presence of squared error loss. However, we find that median forecasts deliver slightly superior results in the current application. See Andreou et al (2012) , for further details of volatility forecast combination performance under a variety of loss functions.
11 Tu and Zhou (2011) demonstrate that optimal combinations of various sophisticated portfolio rules with the 1/N rule are superior to competing strategies from an unconditional perspective. However, in the absence of an optimal conditional combining scheme, we focus on the simplest of all combination strategies in which the median of all portfolio weights is used.
Assessing forecast quality
Volatility forecasts are assessed using investor utility-based loss functions and a conditional testing framework. These are described in the following subsections.
Utility-based loss functions
Under the assumption that investors allocate their wealth each period by selecting their optimal portfolios based on competing covariance matrix forecasts (generated by the above forecasting methods), the economic cost of forecasting method B with respect to forecasting method A is defined by the following conditional utility difference:
where f (.) is the utility function, R p t is the portfolio return, and G a,t and G b,t depend on forecasting methods A and B, respectively. If we replace forecasting method A with a method that generates perfect covariance matrix forecasts (that is, realised values of the covariance matrix), then the expression in (11) can be interpreted as a loss function that measures the cost of forecast imperfection associated with method B. Explicit expressions for the above measure are provided in Appendix B under HARA and quadratic utility.
In addition, the results in Appendix B demonstrate that these differences can be interpreted as the performance fee an investor is willing to pay each period to avoid using a competing investor's forecasting method; see Proposition 3. Specifically, we demonstrate that under quadratic utility, the (maximum) performance fee δ * t given by the root of the following equation:
is equal to ∆L t . Consequently, the economic cost of forecast method B with respect to method A, is equal to the performance fee an investor who employs forecasting method A is willing to pay each period to avoid using forecasting method B. 12 12 We also demonstrate that, under certain assumptions, the proposed measure is a member of Patton's (2011) Homogeneous Robust (HR) loss function family; see Proposition 4 in Appendix B. Consequently, we demonstrate that it is robust to the presence of noise in the realised volatility measure; see, e.g., Hansen and Lunde (2006) , Laurent et al (2009), and Patton (2011) for details of robust loss functions.
The testing framework
We wish to test whether the relative costs associated with competing volatility forecasting methods are orthogonal to a particular information set. This can be achieved via the following ordinary least squares (OLS) regression:
where ∆L t is the out-of-sample relative economic cost of competing forecasting methods, φ is a vector of coefficients, Z t−1 is a vector of explanatory variables, and ϵ t is a suitably defined error term. We express each hypothesis as q zero restrictions Θφ = 0 q imposed upon the above regression and calculate the following robust Wald test statistic:
where
and V is a heteroscedasticity and autocorrelation consistent (HAC) estimator of the variance-covariance matrix of φ.
A number of existing tests can be considered within the above framework. First, a test similar to the conditional predictive ability test of Giacomini and White (2006) , henceforth the GW conditional test, can be performed. Specifically, we test the null hypothesis
by assuming that Θ = I q (with q set equal to the number of elements in Z t−1 ), where I t−1 is an information set of interest, and Z t−1 is I t−1 -measurable. Note that the test statistic implied by these assumptions is slightly different from the simplified one suggested by Giacomini and White (2006) ; see equation (4) in their paper. Use of their formulation in the current application is not recommended as expanding window forecasting schemes are used. Second, it is also possible to examine the impact of more specific information sets on costs.
In particular, the unconditional predictive ability test of Giacomini and White (2006) can be conducted, henceforth the GW unconditional test (see Giacomini and White, 2006, for a comparison to the related approaches of Mariano, 1995, and West, 1996) . This test examines the hypothesis
by assuming that Θ = 1, and Z t−1 = 1 ∀ t. Here I t−1 has been replaced with an empty set such that only a constant term is included in the test regression.
Third, the above framework also enables consideration of relative costs within different regimes. In particular, we are interested in testing the null hypotheses that
where R t is the regime at time t. We can go further and test the null hypothesis that costs are equal across all regimes:
These hypotheses can be tested by respectively assuming that Θ = e ′ j,J (henceforth the regime test (individual)), and Θ = (1 J−1 , −I J−1 ) (henceforth the regime test (difference)), where
, X t is the variable of interest underlying the regimes, e j,J is the jth column of I J , 1 K equals one if condition K is satisfied (and zero otherwise), and c j are pre-selected cutoff points.
Results
We proceed with an empirical analysis of daily return volatility in the 30-year Treasury bond and S&P 500 index futures markets. This begins with a description of the data used.
Data
We consider trades in the 30-year Treasury bond and S&P 500 index futures markets over the period, January 1, 1983, to December 31, 2011. In particular, one-second frequency transaction prices were obtained for each market (with ticker symbols US and SP, respectively) from TickData, Inc., with the grid of prices filled with the most recently available price. 13 To obtain a single continuous series for each futures contract, we adopt the common practise that futures contracts with the nearest maturity are replaced (through trading) by contracts with the next nearest maturity when the next contract's daily tick count exceeds the current contract tick count using TickData's automatic roll dates. These data were collected over the daytime trading period in which both markets are open. 14 The subsequent analysis also makes use of various macroeconomic data. These data were obtained from the following sources. We use the latest vintage of the daily Aruoba-Diebold-Scotti 
Estimation details
Before proceeding to a description of the results, further details of the assumptions used in the estimation process are required. First, all models are estimated using a minimum of five years of data such that the sample period, t ∈ {5 × 251, . . . , T } is used, with out-of-sample 1-step ahead forecasts generated at each point in time. These forecasts are then compared to realised variance and covariance (given by the averaged subsample realised covariance matrix measure). Second, the models (where applicable) are estimated using the BFGS optimisation method with Brent line search programmed via use of the Constrained Optimization application in GAUSS 11.0 (64-bit version). 15
Summary statistics
A selection of summary statistics associated with the averaged subsample realised covariance matrix measure given by (A.5) are given in Table 1 . The results highlight three main characteristics of the data. First, the S&P 500 index futures market is more volatile than the 30-year Treasury bond futures market, reflecting the well established result that stocks are more risky than bonds. Second, all volatility measures are highly time-dependent (as evinced by the 14 The intersection point of trading hours varies over the sample. At the start of the sample in 1983 the trading hours of the 30-year Treasury bond and S&P 500 index futures markets were 8.00am to 2.05pm (CT) and 9.00am to 3.15pm (CT), respectively. However, the current (circa February 2012) trading hours of these markets are 7.20am to 2.00pm (CT) and 8.30am to 3.15pm (CT), respectively.
15 All code used in this paper is available on request.
first and fifth-order autocorrelations), with fifth-order autocorrelation only slightly lower than first-order autocorrelation. Thus, it is important to allow for strong levels of persistence when modelling these volatility measures. Third, realised correlation is noticeably less than unity and exhibits nontrivial variation over time. For instance, during the sub-periods 1983 to 1997 and 1998 to 2011, average realised correlation was 0.347 and −0.302, respectively; see Yang et al (2009) for an economic rationale for such variation. This has two implications: there would appear to be diversification benefits to those investors who simultaneously trade both of these markets; and one must adequately account for the persistence and time-variation in correlation.
Insert Table 1 here
Statistical measures of forecast accuracy
The results associated with selective members of Patton's (2011) HR loss function family
given by (B.14) are provided in Table 2 . Specifically, we consider
(QLIKE), and b = −3. The last of these loss functions is particularly relevant in the current application as it coincides with the loss function derived in the current paper under, inter alia, the single-asset portfolio and quadratic utility assumption; see Proposition 4 in Appendix B.
The null hypothesis that the MA method has equal forecast quality to each of the other methods is tested using a Wald test based on Newey-West HAC standard errors.
Insert Table 2 here
The results can be summarised as follows. First, irrespective of the shape of the loss function, only a small number of methods produce variance forecasts that are significantly more accurate than the forecasts associated with the MA method, particularly when considering the utilitybased loss function considered in this paper (this is, b = −3). Second, the forecasts associated with the utility-optimised and combination methods appear to be highly accurate. Third, the relative performance of the other methods depends upon the measure and/or loss function used.
For instance, the RM2006 method produces highly accurate realised variance forecasts when stock data and b = −3 are used. However, its relative performance deteriorates when applied to bond data (under the same loss function). 16
16 The RM2006 method provides uniformly more accurate forecasts than the RM1994 method.
Economic measures of forecast accuracy
Having established an initial ranking of various forecasting methods in terms of their statistical accuracy, we proceed with an examination of the economic value of this accuracy.
Mean imperfection costs
The economic costs of forecast imperfection for each forecasting method are calculated under the assumption that investors hold unbounded positions in either bonds, stocks, or a combination of the two, have log or quadratic utility, γ ∈ {1, 2, 4, 8}, and µ ′ − R f = (0.017, 0.055) (annualised), where γ is the coefficient of relative risk aversion, µ is the expected return vector, and R f is the risk-free rate. 17 The means of these costs are provided in Table 3 , with differences between these costs representing the mean performance fees associated with competing methods. 18
Insert Table 3 here A number of features are apparent amongst the considerable variation in the mean costs over the portfolios, utility functions, and methods considered. First, as γ is proportional to costs (see (B.11a) in Corollary 1), it follows that these fall as γ increases. Second, the ranking of the methods is consistent over the utility function assumptions, with log utility results similar to the quadratic utility (γ = 1) results. Finally, combination-type methods perform particularly well, with those based on all methods outperforming those based on RV or CV methods. For instance, when investors are permitted to simultaneously hold bonds and stocks, the mean cost of forecast imperfection to an investor who uses the shrinkage method under log utility is 8.0%
per annum. This compares to 8.6% for the MA method, and 16.3% for the MEAN method (the worst method). 19
The mean costs of forecast imperfection in Table 3 also highlight the virtues of using forecasting methods with parameters optimised according the objective function used. In particular, the VARMA (econ.), VARMAX (econ.), and vector-HAR (econ.) methods deliver mean costs of 17 The assumption that µ ′ − R f = (0.017, 0.055) (annualised) is based on the average mean returns to 30-year Treasury bond and S&P 500 index futures over the 1983 to 2011 period. Unless otherwise stated, this assumption is maintained in the subsequent analysis.
18 All costs are given in annual percentage terms.
19 Despite their simplicity, the quality of MA-type methods has been documented previously. For instance, González-Rivera et al (2004) demonstrate that an MA method based on 20 days of past squared returns is no worse than a variety of GARCH-based methods when forecasting S&P 500 index volatility under an option-based loss function assumption. The excellent performance of such methods may explain their popularity within the practitioner community.
forecast imperfection that are uniformly lower than the competing methods. For instance, for investors with log utility who trade both futures markets, the mean cost of forecast imperfection equals 7.1% (vector-HAR (econ.) method), compared to 10.5% (vector-HAR (stat.) method) -implying a benefit to using parameters based on the utility-based loss function of 3.4%. It is also noticeable that the utility-optimised methods are the only ones (apart from the shrinkage method) to provide significantly lower costs than the MA method. This result is consistent with the findings of Kirby and Ostdiek (2011) regarding the superior performance of methods based on parameters that are estimated using an objective function that matches the portfolio management strategy. 20
Portfolio turnover
To give an indication of the magnitude of transaction costs that are likely to be incurred by investors in the current analysis, we report mean portfolio turnover for each asset (including the risk-free asset). This is defined as the mean of the absolute change in portfolio weights associated with each asset and forecasting method. Results provided in Table 4 are calculated under the assumption that investors trade both futures markets.
Insert Table 4 here
The results indicate that for low risk aversion levels the majority of methods exhibit a fairly large amount of portfolio turnover, with only the MEAN and MA methods providing low levels of portfolio turnover. Indeed, only the portfolio turnover associated with the MEAN method is significantly lower than the turnover associated with the MA method. Thus, apart from these methods, the performance of the forecasting methods documented elsewhere in this paper should be tempered by the fact that they are likely to deliver significant transaction costs.
The distribution of performance
To gain an appreciation for the distribution of relative costs over time, plots of these costs (and associated portfolio weights) are provided in Figure 1 for a selection of methods under the assumption that investors trade both futures markets and have quadratic utility (with γ = 4).
20 These methods perform well in the current context as the loss function upon which they are based (and assessed) is highly asymmetric and more heavily penalises volatility forecasts that are below realised volatility (cf. the symmetric RSS loss function). This will manifest itself in generally higher volatility forecasts associated. Consequently, when volatility increases unexpectedly, costs are more likely to be lower for these methods in comparison to methods based on the RSS loss function. See subsection B.4.2 in Appendix B for details of the utility-based loss function used in this paper.
The use of this value of γ is motivated by the fact that the portfolio weights take reasonable values under this assumption. For instance, the mean portfolio weights associated with the MEAN method are 0.473 (bond futures) and 0.755 (stock futures).
Insert Figure 1 here
It is apparent that imperfection costs associated with the MEAN method are highly variable.
This variation is due to the static nature of the forecasts (and hence portfolio weights). The relative costs associated with this method (with respect to the MA method) appear to show two peaks: around 1994/95 and 2008/09 (see panel (h)). The first of these is due to MEAN method users not taking offsetting positions in bond and stock futures when their correlation was high (cf. weights in panels (d) and (e)). The second is due to these users taking too high a position in bond and stock futures during the recent financial crisis period. In both cases it is the failure of the MEAN method to adjust to current conditions that causes the high relative costs. By contrast, the MA and vector-HAR (econ.) both adjust to market conditions, such that the relative costs of these methods is relatively small over the sample (with the latter method almost always less costly).
To explore unconditional distributional features of the performance of all competing methods, we present histograms of the annualised relative costs between the MA method and all the other methods under the assumption that investors trade both futures markets and have quadratic utility (with γ = 4). These are provided in Figure 2 . Under the performance fee interpretation, these costs represent the amount an investor is willing to pay to avoid switching from using each method to the MA method during each period.
Insert Figure 2 here
The plots highlight the merits of using the MA, VARMA (econ.), VARMAX (econ.), and vector-HAR (econ.) methods. For the majority of methods, relative costs appear to be more often negative than positive -implying that investors are less often willing to pay a fee to avoid switching to the MA method. However, there are some exceptions. Most notably, the VARMA (econ.), VARMAX (econ.), and vector-HAR (econ.) methods appear to be the only methods with positive modal performance fees. 21 21 The RW method delivers a small number of highly negative relative costs not captured by these plots. Hence, the apparent contradiction of the symmetry of the RW plot and the large mean RW imperfection costs found in Table 3 .
Predicting future performance
To gain further insight into the conditional nature of performance, we present the results of the test regression given by (13) estimated over the out-of-sample period. Specifically, coefficients (and adjusted R 2 values) associated with regressions of relative costs (for investors who trade both futures markets and have quadratic utility (with γ = 4)) upon a constant, lagged relative costs, lagged 1/N volatility (that is, volatility associated with a portfolio containing equal weights in bond and stock futures), and lagged values of the ADS index of economic activity are presented in Table 5 . In addition to relative costs based on unrestricted method comparisons, we also consider relative costs with respect to restricted versions of each method in which all correlation forecasts are set to zero. 22 For all comparisons, we indicate whether the null hypothesis that each coefficient equals zero can be rejected using a HAC-based Wald test.
Insert Table 5 here
The results indicate that relative costs are dependent on each of the independent variables considered (though there is considerable variation across method comparisons). For instance, when comparing the RM1994 and RM2006 methods, 19.4% of the variation in relative costs is due to these variables, with the future relative performance of RM2006 over RM1994 improving as past relative performance increases, and volatility decreases. By contrast, when comparing the MA and vector-HAR (econ.) methods, only 0.6% of the variation in relative costs is explained, with future relative performance unrelated to any of the independent variables. However, it is noticeable that in this instance the intercept is positive and significant implying that the vector-HAR (econ.) method generally exhibits superior performance. The results also indicate that for the majority of methods it is better to avoid imposing the zero-correlation forecast restriction (the exception applies to the MEAN method). However, there is considerable predictability in this relative cost -suggesting potential benefits if one could switch to the restricted method when the predicted relative cost of the restriction is negative in the next period.
The above regression results suggest that for some methods it may be possible to predict relative performance in the next period. This motivates a new method in which one switches from a poor forecasting method to a good forecasting method each period. To this end (and in the spirit of Giacomini and White, 2006) , we consider a method based on the following decision rule:
Step 1: Perform the regression of ∆L t on Z t−1 over the out-of-sample period, where ∆L t is the relative cost of a forecasting method with respect to a benchmark method, and Z t−1 contains the independent variables described above. Let φ denote the estimated coefficient vector from this regression.
Step 2: Repeat Step 1 until all forecasting methods have been examined. Switch to the forecasting method that delivers the lowest predicted relative cost at each point in time (that is, the lowest value of φ ′ Z t−1 ).
Given the excellent performance of the vector-HAR (econ.) method in the previous analysis, this method is selected as the benchmark method. Two versions of the above decision rule are considered. This first compares the benchmark method and unrestricted versions of each method, henceforth referred to as the hybrid method. 23 The second version attempts to exploit the predictability in switching to zero-correlation forecasts documented in Table 5 . To this end, the benchmark method is compared to unrestricted and restricted (zero-correlation forecast)
versions of each method. This method is henceforth referred to as the hybrid (zero-corr.) method. The conditional performance of these and competing methods is formally tested in the next subsection.
Testing conditional performance
The GW conditional and unconditional tests described in subsection 3.2 are performed.
Regarding the former test, we also adopt the test rule proposed by Giacomini and White (2006) . Specifically, we define method B as superior to method A if the proportion of time the expected (predicted) relative costs (the fitted value from (13)) are positive is below 50% and the GW conditional test rejects the null at the 5% level. These proportions (and an indication of which method is superior according to the above rule) are presented in Table 6 for various method comparisons under the assumption that investors trade both futures markets and have quadratic utility (with γ = 4). Regarding the GW unconditional test (and associated test rule),
we report the ratio of the costs of forecast imperfection and provide an indication as to which 23 The performance of this method appears best when the vector-HAR (econ.) method is only compared to the MA and DCC-MGARCH methods. This assumption is maintained in the subsequent analysis.
method is superior (that is, a ratio below unity and a significant GW unconditional test result at the 5% level).
Insert Table 6 here A clear ranking emerges regarding the quality of each method. In particular, the hybrid method is the best, following closely by the VARMA (econ.), VARMAX (econ.), Vector-HAR (econ.) methods, and then the combination-type and MA methods. 24 Of these, the first four methods exhibit very similar performance and are the clear winners in that they are almost always selected as the superior methods irrespective of the method it is compared to or the test used. While the quality of these methods is unequivocal, for other comparisons the conditional and unconditional tests deliver different method rankings. For instance, the DCC-MGARCH method beats five other methods (that is, it has five successes) when the GW conditional test rule is adopted, but only four when the GW unconditional test rule is used. This difference is ultimately due to the superior power of the GW conditional test derived from the dependence of relative costs on the independent variables.
To gain further insight into the conditional nature of method performance, we report the results of the regime tests described in subsection 3.2 for a selection of the best forecasting methods. Specifically, the results in Table 7 provide the results of the regime (individual) and regime (difference) tests under the assumption that investors trade both futures markets and have quadratic utility (with γ = 4). The following regimes are considered: low and high volatility regimes (based on 1/N volatility), low and high (absolute) bond-stock correlation periods (based on the correlation between bond and stock futures returns), economic contraction and expansion periods (based on NBER dates), and low and high inflation expectation periods (based on Thomson Reuters/University of Michigan inflation expectations). 25 With the exception of the economic contraction/expansion regime, the median value is used to determine the distinction between the low and high regimes.
Insert Table 7 here
The results indicate that the superiority of the hybrid and vector-HAR (econ.) methods is somewhat dependent on the level of volatility. In the low volatility regime, these methods 24 The hybrid and hybrid (zero-corr.) methods exhibit very similar performance. This suggests that the predictability of the zero-correlation restriction documented in Table 5 does not have value in the current context. For this reason the subsequent analysis focuses exclusively on the hybrid method.
25 The inclusion of the economic activity and inflation expectation regimes is motivated by their documented relationship with asset return correlations (see, e.g., Yang et al, 2009). dominate the other methods considered. However, in the high volatility regime, they are significantly better than the MA method, but not significantly better than the shrinkage method. For instance, the ratio of the hybrid mean forecast imperfection cost to the shrinkage mean forecast imperfection cost is 0.81 (and significantly different from unity) in the former regime, but 1.04 (and insignificantly different from unity) in the latter regime. Other changes in performance are noteworthy: the MA method appears useful during low volatility regimes (it is superior to the shrinkage method), but less so during high volatility regimes (it is not superior to any of the featured methods), and the superiority of the hybrid and vector-HAR (econ.) methods is maintained, with only minor variation in their dominance over the non-volatility regimes.
Summarising method performance
To summarise the above results we provide the ranks of the methods for all time periods (based on the GW conditional and unconditional test rules), and within the four types of regimes used previously, under the assumption that investors trade both futures markets and have quadratic utility (with γ = 4). The ranks are based on the number of successes achieved, where successes are defined as occasions when the method is selected by the test rule. Results are given in Table 8 .
Insert Table 8 here A number of features are apparent from this table. The hybrid and vector-HAR (econ.) methods are dominant though they weaken slightly during high volatility periods. Here combinationtype methods are the best -a result consistent with the literature on optimal weight combining in the presence of parameter uncertainty (see, e.g., Tu and Zhou, 2011) . For the other methods there is clear variation in the ranks across the regimes. For instance, the MA method is particularly strong (3rd best) during low volatility periods, but only 7th best during high volatility periods. By contrast, the DCC-MGARCH method is the 9th and 3th best method during these regimes, respectively. Results of this type imply that variation in the conclusions of previous studies may be due to use of different sample periods in which certain events (such as high volatility episodes) are more prominent. Finally, there appears to be less variation in the ranks when other regimes are considered.
Robustness checks
The robustness of the above results is examined with respect to variation in the assumptions of the investment framework: viz. the mean return and portfolio weight assumptions.
Asset return assumptions
To examine the robustness of the superiority of the vector-HAR (econ.) method to the investment framework assumptions, the mean relative costs (and associated HAC standard errors) are calculated for investors who trade both futures markets, have quadratic utility (with γ = 4), and µ − R f ∈ (−0.08, 0.08) (annualised). The contour plots in Figure 3 present the relative costs of the MA and combination methods with respect to the vector-HAR (econ.) method.
Insert Figure 3 here
The contour plots exhibit fairly regular non-linearities, with relative costs increasing as the absolute value of the risk premia increases (unsurprising given the presence of (µ ′ − R f ) 2 in (B.11a) in Corollary 1). The plots also indicate that mean relative costs from 20 to 40 basis points exist for realistic risk premia levels. Moreover, these costs are likely to be significantly different from zero (in a statistical sense), as the mean relative costs are typically five to ten times larger than the associated standard errors.
Portfolio weight assumptions
As a second check of the robustness of the results to variation in the investment environment, we consider the ranks of the methods in the absence of a risk-free asset (with and without short-sale restrictions). The results in Table 8 indicate that the hybrid and vector-HAR (econ.) methods remain dominant. However, the ranking of the other methods does change. Most notably, there is a clear improvement in the relative performance of the RW method. For instance, under the GW conditional test rule with no portfolio restrictions, it is the worst method. However, it is the 7th best method (out of 12 methods) under the no risk-free asset restriction (without short-sale restrictions), and 2nd best (jointly) if we go further and forbid short-selling.
The success of the RW method under portfolio restrictions can be explained as follows.
The nature of the RW method means that the forecasts produced are highly variable. In the absence of portfolio weight restrictions this means that extreme positions in the assets are required (as evinced by the portfolio turnover in Table 4 ) leading, in turn, to potentially outlying performance. By contrast, when restrictions are imposed the effect of these positions is mitigated. At the limit, when there is no risk-free asset and no short-selling, portfolio weights must lie between zero and unity (and must sum to unity); consequently, the extreme RW method positions are truncated and there adverse effects limited to reveal the quality of this method.
Concluding remarks
A conditional assessment of the economic value of volatility prediction is provided within a dynamic investment environment. The evidence presented suggests that it is worth investing in knowledge of volatility dynamics -though this result is highly temporal and depends on investor risk preferences and economic conditions (including volatility levels); see Henkel et al (2011) for similar conditional evidence within the asset return predictability literature. 26 Of the methods considered there is overwhelming support for use of forecasts based on hybridtype methods and those in which the underling model parameters are estimated by minimising the economic criterion considered in this paper; however, simple moving average and random walk-type methods also have value depending on the nature of the sample of data used and the investment environment adopted.
It is possible to augment the investment environment assumed in this paper in a number of ways. First, investors with Epstein-Zin preferences could be considered. However, the recursive nature of the utility function would mean that deriving expressions for the associated forecasting performance loss function would present a significant challenge that would undoubtedly require use of simplifying assumptions within a numerical optimisation framework. Second, transaction costs could be incorporated by changing the objective functions given by (B.7a) and (B.7d), such that portfolio returns that appear in these equations are adjusted to reflect the cost of changing portfolio weights. Finally, the analysis assumes that only second moments are predictable. This could be relaxed by dropping the Gaussian assumption and allowing for time variation in higher moments (see, e.g., Brooks et al, 2005 , for evidence of such time variation). This would then result in a new set of approximations in Proposition 1; specifically, (B.8) in the proof of Proposition 1 would replace (B.7b), such that higher conditional moments are considered.
Implementation of these improvements in left for future work. 26 Henkel et al (2011) do not consider the economic value of asset return predictability. Rather, they examine the adjusted R 2 statistics associated with predictor equations within economic contraction and expansion periods. 
Appendices A Realised covariance matrix measures
As we allow for simultaneous positions in more than one market in the analysis, we require realised covariance matrix measures. Prior to defining these measures, some preliminary notation is required: let day t have unit length, and let the full grid of all observation points be given by G = {t 0 , . . . , t m }. Given this notation, the following realised covariance matrix estimator can be defined:
where P t i is an (N × 1) vector of log prices observed during the ith intraday period of day t, and t i,+ represents the next observation after t i on G. We use 1-second frequency data to construct this particular realised covariance measure. While the asymptotic distribution theory for the realised covariance estimator in (A.1) has been established (Barndorff-Nielsen and Shephard, 2004), it is known to be adversely affected by the microstructure noise observed at high frequencies. The non-robustness of the above measure has spawned a number of competing measures. We follow Zhang et al (2005) and apply their subsampling methodology within a multivariate context. In particular, we first partition the grid G into J nonoverlapping subgrids G (j) , such that,
where G (j) ∩ G (k) = ∅ when j ̸ = k, and the jth subgrid G (j) contains s j equally spaced observations such that G (j) = {t j−1 , t j−1+J , t j−1+2J , . . . , t j−1+s j J }. Based on these subgrids we can construct the following (sparse) realised covariance matrix estimator for each grid:
where if t i ∈ G (j) , then t i,+ is the following element in G (j) . We follow the extant literature and construct each subgrid realised covariance measure using five-minute frequency data (K = 300).
To construct a single realised covariance measure based on the J measures in (A.3), the average is taken over all subgrid measures to give the following realised covariance matrix measure:
Within a univariate context, Zhang et al (2005) demonstrate that the asymptotic bias and variance associated with the estimator given by (A.4) are both smaller than those associated with the measure given by (A.1). However, it remains biased. To correct for this, we consider a multivariate version of their bias-corrected measure:
where m = (m − J + 1)/J is the (average) number of G (j) subgrid elements. This measure is henceforth referred to as the averaged subsample realised covariance matrix measure. Given its demonstrated superiority over competing measures (see the Monte Carlo simulation evidence in Table 2 of Zhang et al, 2005) , only this measure is considered in the analysis.
B Economic measures of forecasting method quality
Methods for calculating the economic value of competing forecasting methods are established in two stages: the assumptions of the investors are stated, and measures of the comparative performance of two competing investor strategies are derived.
B.1 The investment framework
Assumption 1. A myopic investor selects an optimal portfolio in order to maximise the conditional expectation of next period utility given by
where M(F t−1 ) is the method used to generate forecasts of utility, F t−1 is chosen as the σ-field generated by a set of conditioning instruments available at time t − 1, R p t is the gross return to the investor's risky asset portfolio, and the function f is a monotonic, quasi-concave, and globally non-satiated utility function dependent on R p t such that f: [0, +∞) → R. Assumption 2. The risky asset portfolio consists of N risky assets, with returns to this portfolio given by
where R t is an (N ×1) vector of gross returns to the risky assets, R f is the risk-free rate, and w t is an (N × 1) vector containing the fractions of wealth allocated to the risky assets constructed using the set of conditional moments of these returns based on a forecasting method (with 1 − 1 ′ w t allocated to the risk-free asset).
Assumption 3. Risky asset returns evolve as follows:
where µ is an (N × 1) vector of risky asset return means, ϵ t = Σ 1/2 t ν t is an (N × 1) vector of errors, Σ 1/2 t is the (unique) square root of an (N × N ) covariance matrix Σ t , and ν t ∼ IN(0, 1) .
Remark. The covariance matrix Σ t is given by the averaged subsample realised covariance matrix measure Y t described in Appendix A.
Assumption 4. Two types of (imperfect) investor exist (referred to as investor A and investor B), each with a different forecast of the next period return covariance matrix. 27 These investors can be represented in terms of the following conditional distributions:
where µ is the expected return vector, Σ i,t|t−1 is the expected covariance matrix of the i-type investor generated by their forecasting method (M (F i,t−1 ) ).
Given the above assumptions, we wish to assign an interpretable economic value to the expectation of the difference in utility levels associated with the two investor strategies. The extant literature often considers the performance fee required to force the unconditional expectation of utility differences to zero (see, e.g., Fleming et al, 2001 Fleming et al, , 2003 . By contrast, we consider the conditional expectation of these differences in order to provide a time-specific measure of economic value. We penalise use of incorrect conditional expectations by conditioning on the current value of the realised covariance matrix (in addition to the portfolio weights based on the expected covariance matrix). Thus, we have the following definitions: Definition 1. The economic cost of a volatility forecasting method is given by the following conditional expectation:
where w * i,t (Σ t ) is the perfect foresight vector of optimal fractions of wealth allocated to the risky assets, and w * i,t (Σ i,t|t−1 ) is the i-type investor allocation constructed using
Remark. The first term on the RHS of (B.5a) measures the highest available conditional expectation, while the second expression gives the conditional expectation achieved using Σ i,t|t−1 . Conditioning on realised covariance ensures that the above cost is non-negative, is negatively related to volatility forecast accuracy, and equals zero for perfect-foresight volatility forecasts. Definition 2. The economic cost of volatility forecasting method B with respect to forecasting method A is given by the difference in conditional expectations:
Definition 3. The (maximum) performance fee δ * t investor A is willing to pay each period to avoid use of investor B's volatility forecasts is given by the root of the following equation:
B.2 A solution under HARA utility
Expressions for the above loss functions are available under a general class of utility functions.
Assumption 5. The i-type investor employs the hyperbolic absolute risk aversion (HARA) class of utility functions given by
where γ 2 > 0 and γ 2 R p t /γ 1 + γ 3 > 0. Remark. This class of utility functions contains a number of important special cases: isoelastic (power) utility (γ 1 > 0, γ 2 = γ 1 , γ 3 = 0, with the Arrow-Pratt coefficient of relative risk aversion given by γ 1 ), logarithmic utility (γ 1 = 1, γ 2 = 1, γ 3 = 0), and negative exponential utility (γ 1 = ∞, γ 2 > 0, γ 3 = 1, with the Arrow-Pratt coefficient of constant risk aversion given by γ 2 ).
Closed-form expressions are unlikely to be available given the complex nature of the conditional expectations involved. Therefore, we propose the following numerical procedure.
Proposition 1. Under assumptions 1 to 5, and Definition 2, the economic cost of forecast differences to investor B (with respect to investor A) is given by the following non-linear equation:
and f 
and w l and w u are the user-specified lower and upper bounds on portfolio weights, respectively.
The solutions to (B.7d) is obtained by numerical methods.
Proof. Taking the conditional expectation of a Taylor series expansion of the HARA utility function in (B.6) about the conditional mean of x we obtain
Truncating to a 2Kth-order series expansion, and invoking the conditional Gaussian assumption (see Assumption 4), leads to (B.7b) such that it involves nonlinear transformations of the first two conditional moments only. 28
B.3 A closed-form expression under quadratic utility
If we make the following quadratic (mean-variance) utility assumption, then a closed-form expression is available.
Assumption 6. The i-type investor maximises the conditional expectation of quadratic utility given by
where γ is the coefficient of relative risk aversion.
Proposition 2. Under Assumptions 1 to 4, and 6, and Definition 2, the economic cost of forecast differences to investor B (with respect to investor A) is given by
and tr(X) is the trace of the X.
Proof. Replacing the conditional expectations in (B.5b) with those in (B.9), using the expressions in (B.2), (B.3), and (B.4), and rearranging, eventually leads to (B.10a) and (B.10b).
It is possible to go further and express the above values in terms of a familiar statistical loss function via the following additional assumption.
Assumption 7. Investor A possesses perfect-foresight covariance expectations (referred to as the perfect investor ), while investor B remains imperfect in this regard (referred to as the imperfect investor ).
Corollary 1.
Under Assumptions 1 to 4, 6 and 7, and Definition 1, the cost of forecast imperfection (L q (Σ t , Σ t|t−1 ) ∈ R + ) can be decomposed as follows:
is the expected covariance matrix of the perfect (imperfect) investor, and dg(X) is a diagonal matrix containing the diagonal elements of X. The term C t ∈ R represents the sum of all covariance effects such that it equals zero in the presence of zero-correlated asset returns (and zero-covariance forecasts), and is given by
utility with a 10th-order Taylor approximation imposed and no bounds placed on the admissible weight values. The choice of K has been investigated within an unconditional context. Levy and Markowitz (1979) demonstrate the quality of second-order Taylor series approximations of standard utility functions. However, higher order approximations may be more appropriate particularly when the series converge, though this choice is ultimately an empirical issue (Hlawitschka, 1994) .
Proof. For a single asset portfolio (or for each risky asset within a zero-correlated portfolio), the loss function in Corollary 1 simplifies to
where σ 2 t (h t ) is the volatility forecast made by the perfect (imperfect) investor, and L q : R 2 + → R + . The HR loss function proposed by Patton (2011) is given by
where b governs the shape of the loss function (b < 0 indicates heavier penalisation of underprediction, b = 0 corresponds to the MSE loss function, and b = −2 corresponds to the QLIKE loss function, with degree of homogeneity given by b + 2), and
, it follows that the loss function in Corollary 1 is robust with degree of homogeneity equal to −1.
The above loss function is asymmetric with respect to forecast errors (σ 2 t − h t ). Underprediction of volatility (σ 2 t > h t ) is more heavily penalised than over-prediction (σ 2 t < h t ); cf. the MSE function -a result also theoretically established by West et al (1993) within a utility framework. The reasons for this asymmetry stem from the fact that it is based on investors maximising per period conditional utility in which under-prediction (hence an excessively high risky asset portfolio weight) is more heavily penalised in the utility function. In this sense, the proposed loss function provides a formal rationale for the commonly advised use of asymmetric loss functions when using financial data. Notes: This table contains summary statistics (including first and fifth-order autocorrelations, ρ 1 and ρ 5 , respectively) associated with realised variance in the 30-year Treasury bond futures market, realised variance in the S&P 500 index futures market, and realised correlation associated with these markets. The realised variance and covariance measures are constructed using the averaged subsample approach of Zhang et al (2005) . The variance measures are given in square root form and are in annualised percentage terms. The sample period used is January 1, 1983, to December 31, 2011. This table contains The null hypothesis that the evaluation measure associated with the MA method equals the evaluation measure associated with each other method is tested using a Wald test based on Newey-West HAC standard errors. Rejections at the 5% and 1% level are indicated by superscripts * and * * , respectively. Notes: This table contains the estimated standardised coefficients (and adjusted R 2 statistics) associated with the regression given by (13). Specifically, regressions of relative cost (B with respect to A in annualised percentage terms) upon a constant (with coefficient ψ 0 ), lagged relative costs (ψ 1 ), lagged 1/N volatility (ψ 2 ), and lagged ADS economic activity (ψ 3 ). The relative costs assume that investors trade both futures markets and have quadratic utility (Q(4)). The null hypothesis that each coefficient equals zero is tested using a HAC-based Wald test. Rejections at the 5% and 1% level are indicated by superscripts * and * * , respectively. Notes: This table contains the results of conditional and unconditional tests for method quality using the GW tests described in the main text, respectively. The relative costs assume that investors trade both futures markets and have quadratic utility (Q(4)). The entries in Panel A show the proportion of time the expected value of relative costs (as given by the fitted values from (13)) associated with the method in the column with respect to the method in the row are positive. In this panel, rejections of the GW conditional test at the 5% level are indicated by superscripts − and +, with the former (latter) denoting the case where the GW conditional test is rejected at the 5% level and the entries are above (below) 0.5. The entries in Panel B show the ratio of the mean forecast imperfection costs associated with the method in the column to the mean forecast imperfection costs associated with the method in the row. In this panel, rejections of the GW unconditional test at the 5% level are indicated by superscripts − and +, with the former (latter)
denoting the case where the GW unconditional test is rejected at the 5% level and the entries are above (below) unity. Successes are defined as occasions when the method in the column is selected by the GW conditional and unconditional test rules. Notes: This table contains the results of conditional tests for forecasting method quality using the regime (individual) and regime (difference) tests described in the main text, respectively. The relative costs assume that investors trade both futures markets and have quadratic utility (Q(4)). The entries in Panel A show the ratio of the mean forecast imperfection costs associated with the method in the column to the mean forecast imperfection costs associated with the method in the row, for two regimes: regime 1 is the low volatility regime and regime 2 is the high volatility regime (with the cutoff point given by the median volatility level). In this panel, rejections of the regime (individual) test at the 5% level are indicated by superscripts − and +, with the former (latter) denoting the case where the regime (individual) test is rejected at the 5% level and the entries are above (below) unity. The entries in Panels B, C, and D provide similar information except here a correlation and two macroeconomic regimes are considered: regime 1 is the low correlation (in absolute terms), NBER-defined recession, or the Thomson Reuters/University of Michigan low inflation expectation regime, and regime 2 is the high correlation (in absolute terms), NBER-defined expansion, or the Thomson Reuters/University of Michigan high inflation expectation regime. For all panels we include the absolute difference in the forecast imperfection cost ratios. Here rejections of the regime (difference) test at the 5% level are indicated by superscripts − and +, with the former (latter) denoting the case where the regime (difference) test is rejected at the 5% level and the forecast imperfection differences in regime 1 are higher (lower) than in regime 2. Successes are defined as occasions when the method in the column is selected by the GW unconditional test rule. 
Figure 2 -Histograms of relative costs
This figure contains distributional plots of the mean relative costs associated with the MA and various competing forecasting methods. The costs assume that investors trade both futures markets, have quadratic utility (with γ = 4), and µ ′ − R f = (0.017, 0.055) (annualised). The relative cost can be interpreted as the performance fees an investor is willing to pay to avoid switching from using the MA method to the competing method. 
Figure 3 -Contour plots of relative costs
This figure contains contour plots of the relative costs (measured in basis points) between the MA (or combination) method and the vector-HAR (econ.) method. In addition, we provide contour plots of the HAC standard errors associated with these costs. The costs assume that investors trade both futures markets, have quadratic utility (with γ = 4), and µ − R f ∈ (−0.08, 0.08) (annualised). The intersection of the dashed lines represent the values of µ used in the paper, viz. µ ′ − R f = (0.017, 0.055). The relative cost can be interpreted as the performance fee an investor is willing to pay to avoid switching from using the vector-HAR (econ.) method to the competing method.
