Abstract-This paper presents a novel hybrid machine learning (ML)reduction approach to enhance cancer classification accuracy of microarray data based on two ML gene ranking techniques (T-test and Class Separability (CS)). The proposed approach is integrated with two ML classifiers; Knearest neighbor (KNN) and support vector machine (SVM); for mining microarray gene expression profiles. Four public cancer microarray databases are used for evaluating the proposed approach and successfully accomplish the mining process. These are Lymphoma, Leukemia SRBCT, and Lung Cancer. The strategy to select genes only from the training samples and totally excluding the testing samples from the classifier building process is utilized for more accurate and validated results. Also, the computational experiments are illustrated in details and comprehensively presented with literature related results. The results showed that the proposed reduction approach reached promising results of the number of genes supplemented to the classifiers as well as the classification accuracy.
INTRODUCTION
Creatures consist of organisms and every organism carries the same genetic information. This genetic information is represented in the form of genes, where only a subset of these genes is active or expressed. Simply, Microarray gene expression data refers to such repositories of gene information that made the technology of modern biological research. Its goal is to understand the regulatory mechanism that governs protein synthesis and activity of genes. Furthermore, analyzing the gene with respect to whether and to what degree they are expressed can help characterize and understand their functions. It can further be analyzed how the activation level of genes changes under different conditions such as for specific diseases (e.g. cancers are generally caused by abnormalities in the genetic material of the transformed cells or change in their activation or function) [1] .Actually, microarray represents a powerful tool in biomedical discoveries and harnessing the potential of this technology depends on the development of appropriate mining approaches [1] [2] [3] [4] .
The mining phase in the knowledge discovery process can be defined as the process of discovering interesting and unknown patterns from large amounts of data stored in information repositories [5, 6] . The mining task could be one of regression, summarization, clustering and classification [5] . Classification is certainly a helpful research area in cancer diagnosis and drug discovery.
Based on the fact that microarray data is a high dimensional data with small number of samples and huge number of genes; then achieving a successful mining results with target of highly accurate and satisfied classification, the whole mining process must be divided into two main phases 1) finding the prioritized genes subset and2) building the classifier [3] [4] [5] [6] . ML approaches achieved powerful results in data mining area. It is a bough of Artificial Intelligence (AI) that uses a variety of statistical, probabilistic and optimization methods that permit computers to -learn‖ from past examples and to detect hard-to-discern patterns from large, noisy or complex data sets [5] . In the literature, there are several ML techniques for both phases. Examples of the most widely applied gene prioritized techniques for microarray data are Mean Difference (MD), Signal to noise ratio (SNR), F(x) score (FS), Fisher discriminant criterion (FC), T-test, Entropy (E), Correlation Coefficient (CC), Euclidean distance (ED), and CS [6] . Also, examples of classification techniques are Support Vector Machine (SVM), K-Nearest neighbor (KNN), Fuzzy Neural Network (FNN), and Linear Discriminate Analysis (LDA) [2] [3] [4] [5] [6] .
In this paper, we conduct a comprehensive study that focuses on exploring and analyzing the efficiency of applying ML approaches for cancer classification. In addition, the paper mainly proposes a novel hybrid reduction approach for the enhancement of cancer classification of microarray data based on T-test, CS, KNN and SVM. The residue of this paper is primed as follows. Section 2 focuses some of related research work. Section 3 provides our methodology for reaching results of this paper. Section 4 details the four public microarray databases; with samples of their genes and their experimental settings. Computational results, comparisons & discussions are presented in section 5. Section 6 concludes the paper.
II. RELATED WORK
(2005), Wang, et al., [4] ; highlighted the challenging task to choose relevant genes involved in different types of cancer. They purposed a feature selection algorithm for microarray data based on Wrappers Filters and CFS (correlation-based feature selector) and the ML algorithms such as decision trees, naïve Bayes and SVM for the classification phase. The data used in this paper was leukemia and lymphoma. F. Chu & L. Wang [7] , used a SVM for cancer classification with the microarray gene expression data. The selection of genes has been completed by the use of four effective feature dimensionality reduction methods, for instance, principal www.ijarai.thesai.org components analysis (PCA), CS measure, FC, and T-test. The data set used here is SRBCT, lymphoma and leukemia data sets. The results showed that genetic selection of T-test performed well than the other three approaches. Also, in all the three data set, the SVMs obtained very good accuracies with very few numbers of genes.
(2006), Jin et al., [8] ; proposed a ML techniques and used Serial Analysis of Gene Expression (SAGE) technology to facilitates and concurrently measure the expression levels of tens of thousands of genes in a inhabitants of cells. They used Chi-square is used for tag/gene selection. They investigated both binary and multi-category classification. Their experiments are performed on two human SAGE datasets: brain and breast. The results show that SVM with Chi-square is the outperforming SAGE classifier.
(2007), Wang et al., [9] , proposed a new approach of two main steps. First step is gene selection, where the scoring method such as T-test, CS is used. The second one is the classification accuracy of gene combination that has been carried by using a fine classifier. Divide and conquer approach are used to attain good accuracy. Two of the datasets used in this experiment are Lymphoma Data, SRBCT Data. They used a KNN algorithm, for the treatment of missing values in microarray data. Also, they used a FNN and SVM classifier. The top marker genes are passed one by one to the classifier until good accuracy is achieved.
(2009), M. Rangasamy & S. Venketraman [10] developed a new algorithm for ranking the gene based on a classical statistical technique and two various classifiers. The paper used two types of databases, two classes datasets such as Liver and Leukemia and more than two classes database such as Lymphoma. They used a Gene selection like ANOVA, LDA and SVM-OAA RBF Kernel according to suitability of database type. Also, they used SVM-one-against-all (SVM-OAA) and LDA as a classifier for performance evaluation. The classifier is trained using all possible gene combinations; therefore the best gene combination was reported. Manuel et al., [11] presents a Kernel Alignment KNN for cancer classification using gene expression profiles. Kernel alignment KNN performs well when compared with other metric learning strategies and improves the classical KNN.
(2010), N. Revathy & R. Amalraj [12] developed a new technique that combines the enrichment score with the SVM classifier for cancer classification in microarray data. The data set is randomly divided into training and testing. The gene ranking is done then the top genes is passed into the classifier one by one if no good accuracy is attained, gene combination can be performed from the ranked data set. The performance accuracy of the SVM with the enrichment score performed well with higher accuracy than the SVM with T-Score.
(2011), Z.Ghorai et.al, [13] offered a nonparallel plane proximal classifier (NPPC) ensemble for cancer classification based on microarray gene expression profiles. A hybrid computer-aided diagnosis (CAD) framework is introduced based on filters and wrapper methods. Minimum redundancy maximum relevance (MRMR) ranking method is used for feature selection. The wrapper method is applied on those gene sets to reduce the computational burden and nonparallel plane proximal classifier (NPPC).
(2013), Abeer M. Mahmoud, et.al [14] highlighted the discovery of differentially expressed genes (DEGs) in microarray data in their way to build an accurate and cost effective classifier. A T-Test feature selection technique and KNN classifier was applied on the Lymphoma data set to reach the DEGs and to analyzing the effect of these genes on the classifier accuracy, respectively.
III. COMPUTATIONAL INTELLIGENCE TECHNIQUES
The main objective of this paper is to successfully mine the high dimensional microarray data using ML techniques and hence propose a better approach for the mining process. The mining process will be divided into two main phases 1) finding the prioritized genes subset and2) building the classifier. Two approaches for gene ranking (T-test and CS) and two classifiers (KNN & SVM) are used. Therefore, the coming subsections presents necessary background and nomenclatures for understanding the applied ML techniques.
A. Finding the Prioritized Genes
Gene expression profiling or microarray analysis has enabled the measurement of thousands of genes. Identifying genes that are differentially expressed under two or more treatment conditions is a primary goal of most microarray studies. Traditionally, the methods for gene selection are broadly divided into three categories: filter, wrapper and embedded methods [15] . A filter method relies on general characteristics of the training data to select genes which show dependences on the class labels without involving any classifier for evaluation [16] .They evaluate a gene based on its discriminative power for the target classes without considering its correlations with other genes. Examples are methods based on statistical ranking of individual genes, such as, correlation coefficient, t-statistics, class separability, or Fisher's criterion, etc. [6] . The wrapper methods involve the classifiers as evaluation functions and search for the optimal gene set for classification [16] . Where training sets are used while validation set is kept separated from the training data. Therefore, the wrapper method is very slow as they search several combinations of genes and optimal parameter set and certainly adds excessive computational complexity. The embedded method performs the selection of genes during the training procedure and is specific to the particular learning algorithms [17] . This paper concatenates on the filter method, where the selected two machine learning methods for finding the differentially expressed genes are T-test & CS. (1) and (2) . Actually, the T-test is used to measure the difference between two Gaussian distributions. Then the P-values which define the difference significance are computed. Therefore, a threshold of P-values is used to determine a set of informative genes [6] . www.ijarai.thesai.org
T-test Statistics (TS): The T-test statistics is a very 1) famous ranking gene selection technique which is widely used by many researchers. The TS starts by calculating the Mean Difference and then normalizing it as illustrated in
The standard T-test is only applicable to measure the difference between two groups. Therefore, when the number of classes is more than two, we need to modify the standard Ttest.
In this case, the T-test has been used to calculate the degree of difference between one specific class and the centroid of all the classes. Hence, the definition of T-test for gene i can be described from (3) to (7) [6] .
Here max {yk; k = 1; 2; . . . K} is the maximum of all yk. refers to class k that includes samples. is the expression value of gene i in sample j. ̅ is the mean expression value in class k for gene i. n is the total number of samples. ̅ is the general mean expression value for gene i. is the pooled within-class standard deviation of gene i.
Class Separability (CS):CS of gene i is defined as: 2)
Here SBi is the sum of squares of between-class distances (the distances between samples of different classes). SWi is the sum of squares of with-in class distances (the distances of samples within the same class). In the whole data set, there are K classes. refers to class k that includes nk samples. is the expression value of gene i in sample j. ̅ is the mean expression value in class k for gene i. n is the total number of samples. ̅ is the general mean expression value for gene i. CS is calculated for each gene. A larger CS indicates a larger ratio of the distances between different classes to the distances within one specific class. Therefore, CS is used to measure the capability of genes to separate different classes [9] .
B. Machine Learning Classifiers
The most important application of microarray in gene expression analysis is to classify the unknown tissue samples according to their gene expression levels with the help of known sample expression levels. The small number of samples and the level of noise make the classification task of a test of challenge. In the following, two machine learning classifiers (KNN and SVM) are presented. [6, 7] .
K-Nearest Neighbor (KNN)
The structure of SVM depends on kernel functions, where the most commonly used are liner and polynomial. If there are more than two classes in the data set, binary SVMs are not sufficient to solve the whole problem. To solve multi-class classification problems, the whole problem should be converted into a number of binary classification problems. Usually, there are two approaches [7] . One is the -one against all‖ scheme and the other is the -one against one‖ scheme. In -one against all‖, if there are N classes in the entire data set, then N independent binary classifiers are built. Each binary classifier is in charge of picking out one specific class from all the other classes. For one specific pattern, all the N classifiers are used to make a prediction. The pattern is categorized to the class that receives the strongest prediction. The prediction strength is measured by the result of the decision function. For the -one against one‖ scheme, there must be one (and only one) classifier taking charge of the classification between any two classes. Therefore, for a data set with K classes, K(K−1)/2 binary classifiers are used. To get the ultimate result, a voting scheme is used. For every input vector, all the classifiers give their votes so there will be K(K−1)/2 votes, when all the classification (voting) finished, the vector is mapped to the class getting the highest votes. If a vector gets highest votes for more than one class, it is randomly designated to one of them [7, 10] . In our practice, we choose the -one against one‖ scheme for database with multiclass.
C. Divcovery Workflow
Actually, to demonstrate the computational results detailed in next section, we divided the effort of this study into two main consequent lines.
In the first line,we ran all combination of applying the gene filter techniques (T-test & CS) and two ML classifiers (KNN & SVM) on four gene expression databases. Fig. 1 , shows the mining workflow. First, a T-test was applied then evaluated using a KNN classifier on the three gene expression databases. Second, the prioritized genes by T-test were evaluated one more time using SVM to analyze the effect of the classifier technique on the classification accuracy. Third, CS was applied on the identical databases and evaluated by the (KNN & SVM) classifiers to analyze the effect of using different prioritized genes by different filter techniques on classification accuracy. Finally, concluding the key results.
Input In the second line, as an improvement of the obtained results, we proposes a novel hybrid reduction approach for enhancing classification accuracy. A pseudo code of the proposed approach is show in Fig.2 . From the figure, our proposed methodology starts by applying the T-test on the microarray data, where a ranked genes subset1 is obtained (ex: the first 100 prioritized genes). In the other hand a ranked genes subset2 is obtained from CS. A third reduction step is done by intersecting Subset1 and Subset2, where this step confirms the most important genes as a CommonSet. Then the confirmed CommonSetis searhed for the optimal genes set that enhance classification accuracy.
IV. DATA SETS & EXPERIMENTAL SETTING
For knowledge discovery in gene expression microarray data, an essential understanding of the nature of the data sets must be reached before the rest mining-workflow could proceed successfully. Hence, introductions of these databases with the experimental settings are presented in this section.
A. Microarray Genes Profile Data
Microarray datasets take the form of expression data matrix where rows represent the genes and columns represent the samples. Each cell in this data matrix is a gene expression value which expresses the gene intensity in the corresponding sample. The expression data matrix will be finally dealt with in the form Xij where; 0<i ≤ ng, 0<j ≤ ns and ng, ns are the total number of genes, total number of samples respectively as in Fig. 3 . [2] .
Microarray data could be one of two types, paired and unpaired. Paired Data, is collected where two measurements from each patient, one before treatment and one after treatment. Then the difference between the two measurements (the log ratio) shows whether a gene has been up-regulated or downregulated following that treatment. www.ijarai.thesai.org [ ]
Fig. 3. Expression Data Matrix
Unpaired Data, is collected where two groups of patients with two or more classes exists. To identify the genes that is up-or down-regulated in unpaired data relative to the targeted classes (i.e., differentially expressed between the two classes are selected ex: based on their statistical p-value). Therefore, the smaller p-value, the less likely it is that the observed data have occurred by chance, and the more significant the result.
B. Lymphoma dataset
The lymphoma dataset is downloaded from Lymphoma Molecular Profiling Project (LLMPP) webpage [http:// llmpp.nih.gov/lymphoma/data/figure1/figure1.cdt].This dataset contains 4026 genes and 62 samples, 42 samples derived from diffuse large B-cell lymphoma (DLBCL), 9 samples from follicular lymphoma (FL), and 11 samples from chronic lymphocytic lymphoma (CLL). The lymphoma dataset downloaded consist of noisy and inconsistent data based on its available description, ex: some additional unnecessary columns exist, and after a deep study of its important columns needed to precede our work, which are (Gene ID, Name, Class Label (DLCL, FL, CLL)), we removed such unnecessary data. Also, we found many cells values equal zero, and although we concerned reflect of such values on the classifier, but many references of our related work kept these zeros values without concern [5, 6, 8] . Finally, the treatment of missing attribute values (empty string), where we imputed these missing values using KNN impute technique ( Matlab), where this technique replaces such data with the corresponding nearest neighbours columns and if that value is also missing, it go further to the next nearest column and so on until the treatment is achieved. Table: 1 show a sample of the Lymphoma data, where the cells in bold are the ones that were missing and then their values are imputed after pre-processing.
C. Leukemia dataset
This dataset is downloaded from the web site [http://www.broadinstitute.org/cgi-bin/cancer/publications/ pub_paper.cgi?mode%20=%20view&paper_id=43].It contains of 7129 genes and 72 samples (47 the acute lymphoblastic leukemia (ALL) samples and 25 the acute myeloid leukemia (AML) samples). The original Leukemia data was already divided into training and testing sets. There are totally 38 training samples and 34 testing samples. The 38 training samples contain 27 ALL and 11 AML. Also, the 34 testing samples contain 20 ALL and 14 AML. Actually, the downloaded leukemia dataset is already partially preprocessed where no noisy or inconsistent data exists. The available description of the leukemia dataset showed that, the only preprocessing task needed is normalization for its values to reduce the systemic bias introduced during experiments. A sample from the data is shown in Table 2 .
D. The SRBCT dataset
This Table 4 .
V. RESULTS AND DISCUSSION
In this section, the experimental results are presented to establish the contribution of each factor used during the mining task (Phase 1: gene ranking &Phase 2: classifiers). We have conducted numerous assessments of the proposed mining workflow on four public microarray databases (Lymphoma, Leukemia, SRBCT and Lung).We have implemented it in MATLAB 7.11 (R2010b) in Windows 7 running on a PC with system configuration Intel Core 2 Duo processor (2.40 GHz) with 3 GB of RAM. Actually, to more accurately compare the performances of our applied machine learning approaches for mining microarray data, we have utilized the strategy to select genes only from the training samples. The testing samples are totally excluded from the classifier building process. Lymphoma dataset: For the lymphoma dataset and for 2) each of the previously explained three cases, we applied the KNN classifier. Fig. 6 : shows the testing classification accuracy for the three cases. From Fig. 6, if Fig. 7: shows the classification accuracy of KNN versus SVM classifiers of every case. The figure shows that although obtaining the SVM classifier for multiclass data set took more computational effort, the SVM recorded better classification accuracy than the KNN classifier for the three cases.
A. Phase 1: Gene Ranking and Dimensionality Reduction

The
Leukemia Database: Fig. 8 The proposed hybrid reduction approach was applied on leukemia and resulted with CommonSet that contains 24 confirmed prioritized genes in Table 9 . These common 24 genes were then searched for the optimal subset that intended to be submitted to the classifiers by applying combination and permutation. Actually, after building the first 24 SVM classifiers, where a single gene was tried at a time, the hybrid approach could reach the highest classification accuracy (94.12%) and (100%), by submitting only one gene (ranked No 6 in our CommonSet and named (M23197-at)) and integrated with SVM and KNN, respectively. Please note that (94.12%) classification accuracy was recorded before without using the proposed reduction approach and instead using the integration of (T-test+SVM) but with Subset of top ranked 30 genes instead of only one gene in our proposed reduction approach. [19] .
For the SRBCT dataset, integrating (T-test& SVM), recorded 100% accuracy with 3 genes. Also, integrating (Ttest& KNN) recorded 90% with 23 genes. Based on that, it is clear that SVM classifier achieved higher results on SRBCT. Actually, from table 12: and in comparison with some very related work on the same SRBCT dataset, it can be concluded that among many applied mining methods, integrating (T-test and SVM) classifier recorded best results in both classification accuracy and number of selected genes (in this case=3).
Form table 10, for the Lymphoma dataset, integrating (Ttest & SVM) reached 100% in case3 with only 2 genes. Also, integrating (T-test and KNN) records 96% using 15 genes in case2. Therefore, integrating (T-test and SVM) recorded better www.ijarai.thesai.org mining results in comparison with other listed mining approaches in table 13 in terms of both classification accuracy and number of genes.
VI. CONCLUSION& FUTURE WORK
Biological data is known to be with a huge size; therefore mining this data is a very important research area as it deeply reflects the drug discovery, diseases diagnosis and treatment. Classifying the cancer into a predefined class based on microarray expression datasets is divided into two main phases. Phase 1 is implementing an effective gene ranking technique to reduce the number of genes involved in the classification process. Phase 2 is adjusting a powerful classifier to achieve accurate classification accuracy for new unclassified samples. This paper presented a novel hybrid machine learning (ML) reduction approach to enhance cancer classification accuracy of microarray data based on two ML gene ranking techniques (Ttest and CS). The proposed approach was integrated with two ML classifiers; KNN and SVM; for mining microarray gene expression profiles. Four public cancer microarray databases were used for evaluating the proposed approach and successfully accomplish the mining process. These were Lymphoma, Leukemia SRBCT, and Lung Cancer. The strategy to select genes only from the training samples and totally excluding the testing samples from the classifier building process was utilized for more accurate and validated results. Also, the computational experiments were illustrated in details and comprehensively presented with literature related results. Actually, integrating (T-test+SVM) recorded higher classification accuracy than the mining integrated approaches (T-test+KNN, CS+SVM, CS+KNN), where it recorded a test classification accuracy of 100% using the highest ranked 2 and 3 genes for Lymphoma and SRBCT, respectively. It also recorded 94.12% using the highest ranked 6 genes for Leukemia. The results showed that the proposed reduction approach reached promising results of the number of genes supplemented to the classifiers as well as the classification accuracy in comparison with literature similar mining approaches for microarray data.
Our future work intends to apply the proposed hybrid reduction approach on more microarray data for confirmation and verification of it performance. Also, more classifiers and ranking techniques will be studied.
