Abstract-This correspondence develops a linear whitening transformation that minimizes the mean-squared error (MSE) between the original and whitened data, i.e.,one that results in a white output that is as close as possible to the input, in an MSE sense. When the covariance matrix of the data is not invertible, the whitening transformation is designed to optimally whiten the data on a subspace in which it is contained. The optimal whitening transformation is developed both for the case of finite-length data vectors and infinite-length signals.
in quantum mechanics [6] , and later applied to the design of optimal frames [9] , [10] .
Paralleling the concept of LS orthogonalization, in this paper we develop an optimal linear whitening transformation. Our criterion for optimality is motivated by the fact that, in general, whitening a data vector or signal introduces distortion to the values of the data relative to the unwhitened data. In certain applications of whitening, it may be desirable to whiten the data while minimizing this distortion. Therefore, in this correspondence we propose choosing a linear whitening transformation that minimizes the mean-squared error (MSE) between the original and whitened data, i.e., that results in a white output that is as close as possible to the input in an MSE sense. We refer to such a whitening transformation as a minimum MSE (MMSE) whitening transformation. Extensions of this concept to other forms of covariance shaping are considered in [4] , [11] .
Applications of MMSE whitening and subspace whitening to matched-filter detection, multiuser detection, and LS estimation are considered in [3] , [5] , [12] [13] [14] . The essential idea in the detection applications is to improve the detection performance by optimally whitening the output of conventional receivers prior to detection using an MMSE or subspace MMSE whitening transformation. As we show by simulations in [3] and analytically in [5] , in many cases this approach can, in fact, lead to improved detection performance.
To illustrate the use of MMSE whitening and subspace whitening in more detail, we consider here an application of these ideas to LS estimation. This application is developed and explored in more detail in [12] , [13] . Specifically, we consider the problem of estimating a set of unknown deterministic parameters x x x observed through a known linear transformation H H H and corrupted by additive noise. The traditional LS estimator chooses as its estimate the parameters that minimize the LS error between the observed data and the estimated noise free data that would be obtained with the estimated parameters. Depending on H H H, large errors in x x x might result in small errors in the output in which case the resulting LS estimate can be a poor estimate of the parameters x x x.
In the infinite-dimensional case, this problem corresponds to linear LS deconvolution of noisy data which is well known to be highly sensitive to additive noise, when the signal-to-noise ratio (SNR) is low or moderate or the dynamic range of the spectrum of the linear transformation is high. Exploiting the results developed in this paper for linear MMSE whitening, in Section V we apply MMSE whitening to the LS estimator so that we control the spectral shape and the dynamic range of the estimation error. This leads to a new estimator which we refer to here as the whitened LS (WTLS) estimator. This estimator is a special case of the more general covariance shaping LS estimator, developed in [12] .
As we show, regardless of the value of x x x there is always a threshold SNR, below which the WTLS estimator yields a lower MSE than the LS estimator. In Section II, we derive the linear MMSE whitening transformation for a finite-length data vector with positive definite covariance matrix. In Section III, we consider optimal whitening for the case in which the covariance matrix is not positive definite, i.e., is not invertible. In this case, whitening and optimal whitening are restricted to the subspace in which the random vector is contained with probability 1. In Section IV, we consider optimal whitening of infinite-length stationary data, i.e., stationary random processes, both in the case of positive definite and positive semidefinite covariance functions. Section V considers the application of MMSE whitening and subspace whitening to LS estimation.
Throughout the correspondence, we denote vectors in R m (m arbitrary) by boldface lower case letters, and matrices in R m2m by boldface upper case letters. P P P V denotes the orthogonal projection operator [3] , [4] and multiuser detection [5] . We, therefore, propose a whitening transformation that is optimal in the sense that it results in a random vector b b b that is as close as possible to a a a in MSE. Specifically, among all possible whitening transformations we seek the one that minimizes the total MSE given by
subject to (1), where a k and b k are the kth components of a a a and b b b, respectively. We may wish to constraint the constant c in (1), or may choose c such that the total MSE is minimized.
The MMSE whitening transformation is given by the following theorem. 
Theorem 1 (MMSE Whitening
a where 1) if c is specified then = c;
1 If the mean E(a a a) is not zero, then we can always define a a a = a a a 0 E(a a a) so that the results hold for a a a . 2 In this correspondence, we define a random vector a a a to be white if the covariance of a a a, denoted C C C , is given by C C C = c I I I for some c > 0.
2) if c is chosen to minimize the MSE then 
To determineŴ W W , we express " MSE of (2) as
where d k = E(a 
Alternatively, we may choose to further minimize (4) with respect to c. Substituting b k = (c= p d k )a k back into (4), we choose c to minimize
The optimal value of c, denoted byĉ, is therefore given bŷ (8) and the optimal whitening transformation iŝ
It is interesting to note that the MMSE whitening transformation has the additional property that it is the unique symmetric whitening transformation [17] (up to a possible minus sign). It is also proportional to the Mahalanobis transformation, that is frequently used in signal processing applications incorporating whitening (see, e.g., [18] , [1] , [2] ).
III. OPTIMAL SUBSPACE WHITENING

A. Subspace Whitening
Suppose now that a a a is a zero-mean random vector in R m with noninvertible covariance matrix C C C a, where rank(C C C a) = n < m, and let V R m denote the range space of C C C a . It then follows that for any 
for some c > 0. Combining (10) and (11) 
B. MMSE Subspace Whitening Transformation
We now seek a subspace whitening transformation W W W s such that the vector b b b = W W W s a a a is white on the range space V of C C C a , and is as close as possible to a a a in the MSE sense. Thus, we seek the transformation that minimizes (2) subject to
whereĨ I I is given by (13) . The MMSE subspace whitening transformation, denoted byŴ W W s , is derived in the Appendix in an analogous manner to the derivation of the MMSE whitening transformation of Section II, and is summarized in the following theorem. Let V denote the range space of C C C a spanned by the first n columns of V V V . LetŴ W W s be any subspace whitening transformation that minimizes the MSE defined by (2) , between the input a a a and the output b b b with covariance C C C b = c 2 P P P V = c 2 V V VĨ I IV V V 3 , whereĨ I I is given by (13) and c > 0. Then 1)Ŵ W W s is not unique; 3 Throughout this section, when we say a random vector lies in a subspace we mean w.p. 1. 
IV. OPTIMAL WHITENING OF STATIONARY RANDOM PROCESSES
We now consider optimal whitening and subspace whitening of a stationary random process. Note that the MMSE whitening filter is the unique zero-phase filter that satisfies (16) . (18) where S ab (!) is the cross spectrum between a[n] and b[n] and is given by [18] S ab (!) = W 3 (!)S a (!): (19) It, therefore, follows that minimizing (18) 
A. MMSE Whitening
or, equivalently
We conclude that if c is specified, then the MMSE whitening filter is given byŴ
We may further wish to minimize the MSE with respect to c. The MMSE whitening filter given by Theorem 3 is reminiscent of the MMSE whitening transformation given by Theorem 1. The optimal whitening transformation is proportional to the inverse square root of the input covariance matrix, and is symmetric. Similarly, the Fourier transform of the optimal whitening filter is proportional to the inverse square root of the input spectral density function, and has zero phase.
B. MMSE Subspace Whitening
When the correlation function of a[n] is not positive definite so that Sa(!) = 0 for some !, in analogy to the finite-dimensional case, we propose whitening a[n] on the subspace to which it is confined, which is equivalent to whitening a[n] over the frequency intervals for which Sa(!) 6 = 0. Thus, the subspace whitening filter satisfies jW(!)j The frequency response of the MMSE subspace whitening filter is given by Theorem 3 at frequencies for which Sa(!) 6 = 0, and is arbitrary otherwise.
V. APPLICATION TO LS ESTIMATION
We now consider an application of MMSE whitening to the problem of estimating the unknown deterministic parameters x x x in the linear model y y y = H H Hx x x + n n n (27) where H H H is a known n 2 m matrix and n n n is a zero-mean random vector with covariance C C C n . For simplicity of exposition, we assume that C C C n = 2 I I I n. This application is developed in more detail in [12] , [13] . Many signal processing estimation problems can be represented by the linear model (27), and consequently, this problem has been studied extensively in the literature (see, e.g., [19] , [18] ). A common approach to estimating the parameters x x x is to restrict the estimator to be linear and unbiased, and then seek the estimator of this form that minimizes the variance [19] . The optimal estimator is the well-known LS estimator x that results in an estimated data vectorŷ y y that is as close as possible to the original data vector y y y.
However, in an estimation context, typically we are more interested in minimizing the error between x x x and the estimate of x x x. In many cases, the data vector y y y is not very sensitive to changes in x x x, so that a large error in estimating x x x may translate into a small error in estimating the data vector y y y, in which casex x x LS may be a poor estimate of x x x. This effect is especially predominant at low to moderate SNR, where the data vector y y y is typically affected more by the noise than by changes in x x x; the exact SNR range will depend on the properties of the model matrix H H H. To improve the performance of the LS estimator at low to moderate SNR, we propose a modification of the LS estimate based on the concept of MMSE whitening, which we refer to as the WTLS estimator.
Sincex x x LS = x x x +ñ n n whereñ n n = (H H H 3 H H H) 01 H H H 3 n n n, the covariance of the noise componentñ n n inx x x LS is equal to the covariance ofx x x LS, which is given by 2 (H H H 3 H H H) 01 . Evidently, the estimation error resulting from the LS estimator can have a large variance and a covariance structure with a large dynamic range. These properties of the estimation error tend to limit the performance of the LS estimator. Therefore, to improve the performance of the LS estimator, we propose whitening the noise component in the estimatorx x x LS on the space in which it is contained, so that we control the dynamic range and spectral shape of the covariance of the estimation error. 
Note that WC is a worst case bound. In practice, the WTLS estimator will outperform the LS estimator for higher values of SNR than WC .
Examples presented in [12] , [4] indicate that in a variety of applications WC can be quite large.
In Fig. 1 , we illustrate the performance advantage in using the WTLS estimator with one simulation from [12] . In this figure, we plot the MSE in estimating a set of autoregressive (AR) parameters in an autoregressive moving average (ARMA) model contaminated by white noise, using both the WTLS and the LS estimators from 20 noisy observations of the channel, averaged over 2000 noise realizations, as a function of 010 log 2 , where 2 is the noise variance. As can be seen from the figure, in this example, the WTLS estimator significantly outperforms the LS estimator. Further simulations presented in [4] , [12] strongly suggest that the WTLS estimator can significantly decrease the MSE of the estimation error over the LS estimator for a wide range of SNR values. 
If we choose to minimize the MSE with respect to c as well, then it is straightforward to show that the optimal value of c is given by s = 1 n n k=1 d k :
