Abstract-Spectral clustering has aroused extensive attention in recent years. It performs well for the data with arbitrary shape and can converge to global optimum. But traditional spectral clustering algorithms set the importance of all attributes to 1 as default, when measuring the similarity of data points. In fact, each attribute contains different information and their contributions to the clustering are also different. In order to make full use of the information contained in each attribute and weaken the interference of noise data or redundant attributes, this paper proposes a feature weighted spectral clustering algorithm based on knowledge entropy (FWKE-SC). This algorithm uses the concept of knowledge entropy in rough set to evaluate the importance of each attribute, which can be used as the attribute weights, and then applies spectral clustering method to cluster the data points. Experiments show that FWKE-SC algorithm deals with high-dimensional data very well and has better robustness and generalization ability.
I. INTRODUCTION
Clustering is an important research field in multivariate statistical analysis and pattern recognition. The purpose of clustering is to classify a dataset into several different clusters, so that we can identify the structure of the dataset, and find the internal relations of the data points [1] . Traditional clustering methods, such as k-means algorithm [2, 3] and FCM algorithm [4, 5] , can get good clustering results for the data set of convex structure, but when the sample space is non-convex, these algorithms are easy to fall into local optimum [6] .
Due to the good clustering performance and the feature of easy to implement, spectral clustering has aroused more and more attention of academia in recent years [7] . Spectral clustering doesn't make any assumptions on the global structure of the data. It can converge to global optimum and performs well for the sample space of arbitrary shape, especially suitable for non-convex dataset [8] . The idea of spectral clustering is based on spectral graph theory. It uses the data points of the given dataset to construct a weighted graph, in which every edge is weighted by the similarity value between its two vertices. In this way, the data clustering problem is transformed into a graph partitioning problem. There are a variety of traditional graph cut methods, such as Minimum cut [9] , Ratio cut [10] , Normalized cut [11] and MinMax cut [12] . The optimal clustering results can be obtained by minimizing the objective function of the graph cut methods. However, the eigen-decomposition of Laplacian matrix is usually required during the calculation, in order to gain the global optimal solution of the objective function in the relaxed continuous domain. At present, spectral clustering has been successfully applied to speech separation [13] , video indexing [14] , character recognition [15] and image processing [16, 17] , etc. Spectral clustering algorithms provide a new idea to solve the problem of clustering and can effectively deal with many practical problems, so their research has great scientific value and application potential.
However, in spectral clustering algorithms, it is generally assumed that the importance of all data attributes is the same (default as 1) when measuring the similarity of data points. In fact, each attribute contains different information and their contributions to the clustering are also different. Moreover real data sets often contain noise and irrelevant features, which are likely to cause "dimension trap" and interfere with the clustering process [18] . For example: assume a data set has 20 dimensions, in which only 2 attributes are most relevant to clustering, but they may have the farthest distance in the entire attribute space. In this case, it is easily lead to clustering errors, if do not distinguish the attribute roles when calculating the similarity. One of the effective ways to overcome this problem is to add a weight parameter for each attribute, and make different attributes play different roles in the clustering. In Euclidean space, it is elongate the axis corresponding to relevant attributes and shorten the axis corresponding to unrelated attributes [19] .
Because of the above reasons, researchers develop a variety of feature weighting methods [20] [21] [22] . These methods can be broadly divided into two categories: one is subjective weighting method, in which the weights are obtained by the subjective judgment of experts according to their experience; the other is objective weighting method, which automatically generate the weight value based on the characteristics of the data itself. In order to make full use of the information contained in each attribute and eliminate the impact of redundant attributes on the clustering results, this paper proposes a feature weighted spectral clustering algorithm based on knowledge entropy (FWKE-SC).
II. SPECTRAL CLUSTERING
Given a dataset which contains n data points
has a similarity value W. Then the clustering problem can be transformed into a graph partitioning problem on graph G. The optimal partitioning criteria based on graph theory is maximizing the internal similarity of the two divided sub-graphs, and minimizing the similarity between sub-graphs. Most spectral clustering algorithms search clusters utilizing the eigenvectors of similarity matrix [23] . The similarity matrix
of spectral clustering algorithm is composed of ij w , which is usually represented by Gaussian kernel function:
is the Euclidean distance between point i x and j x ; σ is the scaling parameter which controls how rapidly the similarity ij w falls off with ) , (
In graph G, the sum of the weights of the edges connected to vertex i, is defined as the degree of vertex i, which can be represented by i d :
of graph G is a diagonal matrix: the diagonal element is i d , while the elements outside the diagonal are 0.
In graph cut methods, seeking the optimal solution of the objective function is often NP-hard. With the help of spectral method, the original problem can be solved in polynomial time by relaxing the original discrete optimization problem to the real domain [24] . For graph partitioning, a point can be considered part belonging to subset A and part belonging to subset B, rather than strictly belongs to one cluster. It can be proved that the classification information of vertices is contained in the eigenvalues and eigenvectors of graph Laplacian matrix. And we can get good clustering results, if we make full use of the classification information during the clustering process. This kind of clustering method is essentially based on matrix spectral theory, so it is called spectral clustering. The result of spectral clustering is an approximate optimal solution, which is the relaxation solution of graph cut objective function.
Spectral clustering has many specific implement methods, and these methods are dependent on different graph partitioning criterion and spectral graph theory. According to the 2-way and k-way cut criteria, spectral clustering algorithms can be divided into two categories: iterative spectral methods and multi-way spectral methods. The main steps of spectral clustering algorithms are as follows [25] :
Step 1 Create similarity matrix and Laplacian matrix to describe the samples;
Step 2 Calculate the eigenvalues of the Laplacian matrix, and choose appropriate eigenvalues and their corresponding eigenvectors to create the space k R ; 1) 2-way: the initial samples are distributed into onedimensional space (k=1).
2) k-way: the initial samples are distributed into space k R and we can obtain matrix Y which consists of k orthogonal vectors.
Step 3 Treat Y as a new representation space of data samples, and then cluster the data samples according to the new representation space.
1) 2-way: optimize the objective function in the onedimensional space, and then repeatedly partition the obtained sub-graphs.
2) k-way: use a typical clustering algorithm such as kmeans to deal with the eigenvectors in k R . These steps form a unified basic framework of spectral clustering algorithms. At present, many spectral clustering algorithms have been proposed and some of them perform very well in specific clustering applications. Their main differences lie in: how to construct the similarity matrix to describe the original dataset and how to select a proper graph cut method. Celikyilmaz [26] uses fuzzy kappa-nearest neighbor approach to identify clusters and develops a new soft-link spectral clustering algorithm. Zhang [27] constructs the similarity matrix based on a random walk approach instead of simply using Gaussian kernel function. Liu [28] introduces Mercer kernel method to spectral clustering, in order to make full use of the local neighborhood information in kernel space. Wang [29] proposes spectral multi-manifold clustering algorithm, which can deal with intersections between clusters very well. For high-dimensional data, Nie [30] develops a spectral embedded clustering framework, which adds a linear regularization into the objective function to reduce the computational complexity of the algorithm. Zhao [31] develops a fuzzy similarity measure for spectral clustering (FSSC), utilizing the prototypes and partition matrix obtained by fuzzy c-means clustering algorithm. Chen [32] proposes parallel spectral clustering, which can deal with large data sets on distributed computers.
III. ATTRIBUTE IMPORTANCE BASED ON KNOWLEDGE ENTROPY

A. Description of Knowledge
Rough set theory is a new mathematical tool to deal with fuzzy and uncertain knowledge. It is based on the boundary line region thought of G. Frege, and was first proposed by Polish mathematician Z. Pawlak in 1982 [33] . In rough set theory, knowledge is an ability to classify objects. The "object" can be anything around, such as kind, state, concept, process, time, etc. Therefore, knowledge must be linked with a specific semantic, which described in mathematical language is domain. Domain is a non-empty finite set, which does not have any subjective assumptions on the characteristic of knowledge. In fact, domain not only provides explicit knowledge about reality, but also has the ability to deduce tacit knowledge from the explicit knowledge.
Definition 1 [34] Knowledge: Suppose U is a nonempty finite set of objects, and then U is called a domain.
), is called a concept or scope of U. The sub-cluster in domain U is called the abstract knowledge about U, or knowledge for short.
Rough set theory focuses on the knowledge that can form partition and overlap in domain U. Classification and knowledge is usually represented with the equivalence relation.
Definition 2 [34] Knowledge base: Given a domain U and a cluster of equivalence relations S of domain U, then tuple K=(U,S) is called a knowledge base or approximation space about domain U.
The equivalence relation in domain represents the partition and knowledge. Knowledge base contains a wide range of knowledge which is exported by equivalence relations. The knowledge reflects the classification ability of equivalence relations to the domain. And the various relationships among the knowledge are also implied in the knowledge base.
Definition 3 [34] Indiscernibility relation: Given a domain U and a cluster of equivalence relations S of domain U, if S P ⊆ and Φ ≠ P , then the intersection of all equivalence relations in P ( P I ) is still an equivalence relation of domain U and is called the indiscernibility relation on P, denoted by IND(P), which is often abbreviated as P in the case of no confusion.
where
is the set of all the objects that meet the indiscernibility relation with object x, and is called the equivalence class of object x determined by the equivalence relation R.
The collection of all equivalence classes exported by IND(P) is denoted by U/IND(P), which constitutes a classification of U and is called P-basic knowledge of domain U. U/IND(P) can be abbreviated as U/P.
B. Measure Knowledge Entropy
Rough set theory defines knowledge as the classification mode of domain and the roughness of knowledge is described by equivalence relations and inclusion relations in algebra. Specifically, domain U is divided into several equivalence classes by knowledge.
The more equivalence classes, the less the samples in each class, and the smaller the knowledge roughness; conversely the less equivalence classes, the more the samples in each class, and the greater the knowledge roughness. Miao DuoQian et al. [35] study rough set from the view of information theory and establish the relationship between knowledge roughness and information entropy. They treat the knowledge in rough set as random variables. The smaller the information entropy of knowledge, the greater the amount of information contained in knowledge, and the smaller the uncertainty or randomness of knowledge.
Definition 4 [36] Knowledge representation system: The tuple KRS=(U,A,V,f) can be called a knowledge representation system, where U is a non-empty finite set of objects, called domain; A is a non-empty finite set of attributes, containing condition attribute C and decision attribute D,
; V is the range of all attributes,
, a V is the range of
Knowledge representation systems can be divided into two categories: one is information system (information table), in which decision attribute set Φ = D , namely the knowledge representation system that does not contain decision attributes; the other is decision system (decision table), in which decision attribute set Φ ≠ D , namely the knowledge representation system that contains decision attributes.
Definition 5 [37] Information entropy: Assume KRS=(U,A,V,f) is an information system, and A P ⊆ is the set of equivalence relations in U. The partition exported from U by P is U/P=U/IND(P)
, then the information entropy of knowledge U/P is defined as
represents the probability of equivalence class Xi in U.
Theorem 1 [38] Assume KRS=(U,A,V,f) is an information system, and equivalence relation set
. Theorem 1 shows that the more partitions the domain is divided into, the greater the information entropy of knowledge. The range of the information entropy obtained by this method is (1, +∞), which is not suitable for use as attribute weight. Therefore, scholars proposed another method to measure knowledge entropy (see Definition 6) .
Definition 6 [39] Knowledge entropy:
L is a partition of domain U, then the knowledge entropy of Z is defined as
describes the amount of information contained in knowledge Z and it has the following properties:
, if and only if
). The above method of measuring knowledge entropy is easy to understand, and the calculation is simple. From property (1) we can see that if n Z = , then
, which is more in line with the requirements of weight values; property (2) indicates that if there is no partition, uncertainty will not exist, so the knowledge entropy is 0; property (3) shows that when domain is divided evenly, knowledge entropy reaches the maximum. In this case, uncertainty is the greatest and it is difficult for people to make a choice, so more knowledge is needed to eliminate the uncertainty.
C. Calculate Attribute Importance
Using knowledge entropy to measure the importance of sample attributes can objectively reflect the partition ability of the attributes to sample data, without the need for any prior information [40] . Here are the concrete steps of calculating attribute importance based on knowledge entropy.
(1) Data preprocessing. Rough set method can only handle discrete data. If the data is continuous, it should be discretized first. Namely, selecting appropriate points to divide the range of continuous attribute values into a number of discrete intervals, and then use different integers to represent the attribute values of each subinterval.
(2) Calculate the knowledge entropy of attributes. Based on the discretization of attribute values, determine the partition of sample data corresponding to the current attribute. The partition corresponding to attribute j a is
Calculate its knowledge entropy according to 
(3) Determine the importance of attributes. Normalize the knowledge entropy of each attribute, and treat the proportion of knowledge entropy as attribute importance. The formula is as follows:
IV. FEATURE WEIGHTED SPECTRAL CLUSTERING ALGORITHM BASED ON KNOWLEDGE ENTROPY
Real world datasets may contain redundant and irrelevant attributes. In view of the fact that different attributes make different contributions to the clustering, this paper proposes a feature weighted spectral clustering algorithm based on knowledge entropy (FWKE-SC). The basic idea of this algorithm is: first calculate the importance of each attribute according to the concept of knowledge entropy in rough set; then weight the attributes with the corresponding attribute importance; next measuring the similarities between data points to construct similarity matrix and Laplacian matrix; select the eigenvectors corresponding to the largest k eigenvalues of Laplacian matrix and map the points of original dataset to a k R space; finally, using k-means or other traditional clustering algorithm to cluster the data points in k R space. The detailed steps of FWKE-SC algorithm are as follows.
Input:
), Class number k.
Output: k clusters (independent connected components).
Step 1 Preprocess dataset χ. According to specific problems of the study, transform the attribute values of dataset into the data format suitable for rough set approach, such as discretizing continuous attribute values.
Step 2 Calculate the importance of each attribute. Using formula (7) to calculate the knowledge entropy of each attribute and then confirm the importance of each attribute according to formula (8) .
Step 3 Weight the attributes with the corresponding attribute importance and obtain the feature weighted dataset χ ′ .
Step 4 Based on χ ′ , using formula (1) to construct similarity matrix n n R W × ∈ and using formula (2) to construct degree matrix
, according to the similarity matrix W and degree matrix D.
Step 6 Calculate the eigenvectors
and form the matrix U by stacking these eigenvectors in columns:
Step 7 Form the matrix Y by normalizing each row of matrix U to have unit length:
Step 8 Treat each row of matrix Y as a point in space k R and classify them into k clusters via k-means or any other algorithm.
Step 9 Assign the original point i x to cluster j, if and only if row i of matrix Y is assigned to cluster j.
The implementation process of FWKE-SC algorithm is described in detail by the above nine steps. Figure 1 shows the flowchart of FWKE-SC algorithm, so that people can make a more intuitive understanding of this algorithm. 
V. EXPERIMENTAL EVALUATION
A. Clustering Evaluation Criteria
In order to verify the effectiveness of FWKE-SC algorithm, we select four real world datasets from UCI machine learning database and their characteristics are shown in Table I . Evaluating the merits of clustering results needs appropriate clustering evaluation criteria. F-measure is an effective clustering evaluation method coming from the field of information retrieval. It uses precision and recall to get a comprehensive evaluation index F-score, which objectively reflects the quality of the generated clusters [41] . Assume that the original dataset consists of k classes, in which class i corresponds to the class i* of clustering results. Then the precision P, recall R and F-score of class i are defined as: For the entire clustering results, the overall index F of F-measure is the weighted average F-score of each class:
where n is the total number of elements in dataset, k is the number of clusters, i N is the number of elements in class
, the larger the F value, means the better the clustering.
B. Experimental Results and Analysis
In the experiment, we compare FWKE-SC algorithm with NJW algorithm [42] and k-means algorithm [43] . NJW algorithm is a typical spectral clustering algorithm. It conducts the k-way partitioning using multiple eigenvectors, which is easy to implement and has low time complexity. k-means algorithm is a partition-based clustering algorithm. It requires setting cluster number or cluster centers in advance, and then iteratively calculates the distances between data points to get the optimal clustering partition. The comparison results of the three algorithms on each dataset are shown from Figure 2 to Figure 5 . In these figures, the abscissa represents the class labels of clustering results; the ordinate represents the Fscore of each class. In the above experiment figures, k-means algorithm has the lowest indicators, because this algorithm is very sensitive to the initialization of cluster centers and easy to fall into local minimum, resulting in poor clustering results. FWKE-SC algorithm and NJW algorithm are all spectral clustering algorithms. By constructing Laplacian matrix and spectral decomposition, the objective function can converge to global optimum and obtain more balanced clusters. However, the curve of NJW algorithm is slightly lower than FWKE-SC algorithm, because NJW algorithm treats all the attributes of dataset equally without discrimination. In fact, each attribute contains different information and their contributions to the clustering are also different. FWKE-SC algorithm takes into account the importance of attributes. The feature weighted method fully taps the information contained in each attribute, which can help the algorithm to generate better clustering results. The overall index F of FWKE-SC algorithm, NJW algorithm and k-means algorithm on each dataset are given below, as shown in Table II . From the above experimental results, we can see that FWKE-SC algorithm performs better than NJW algorithm and k-means algorithm on real world datasets. For different datasets, FWKE-SC algorithm can improve the clustering performance to some extent and raise the accuracy of clustering results. This algorithm uses the concept of knowledge entropy in rough set to determine the importance of each attribute. Attribute importance strengthen the role of important attributes and weaken the negative impact of noise data and redundant attributes on the clustering. So when measuring the similarities between data points, the distribution of sample data can be better described, which can improve the performance of spectral clustering and enhance the robustness and generalization ability of the algorithm.
VI. CONCLUSION
Traditional spectral clustering algorithms ignore attribute importance when measuring the similarities between data points and are susceptible to the interference of noise data and irrelevant attributes. In order to solve these problems, this paper proposes a feature weighted spectral clustering algorithm based on knowledge entropy (FWKE-SC). This algorithm adds a weight parameter for each attribute, so that different attributes are able to play different roles in the clustering. The weight parameters are obtained through knowledge entropy in rough set theory. Using knowledge entropy to measure attribute importance can objectively reflect the partition ability of each attribute on the sample data, without the need for any prior information. Experiments show that FWKE-SC algorithm can better handle highdimensional data and has strong robustness and generalization ability. However, in FWKE-SC algorithm, the number of clusters needs to be given in advance. How to automatically determine the class number of dataset and improve the self-adaptability of algorithm, still need further research.
