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Abstract
This article is devoted to the theoretical and numerical analysis of a network
of excitatory and inhibitory neurons of Hodgkin and Huxley type inspired by the
visual cortex V1. The model emphasizes an approach combining a driven stochas-
tic drive for each neuron and recurrent inputs resulting from the network activity.
After a review of the dynamics of a single HH equation, for both deterministic and
stochastic driven case, we proceed to the analysis of the network. Our numerical
analysis highlights emergent properties such as partial synchronization and syn-
chronization, waves of excitability, and oscillations in the gamma-band frequency.
keywords Network; Synchronization; Excitability; Hodgkin-Huxley; Emergent
Properties; Visual Cortex
1 Introduction
1.1 Background and motivation
This paper deals with the analysis of the dynamics of a Network of Hodgkin-Huxley
(HH) Ordinary Differential Equations (ODEs). Let us briefly recall that HH equations
have been introduced in 1952, see [21], to describe formation and propagation of action
potentials along the giant squid neuron axon. It has served as a basis of numerous other
mathematical models in Neuroscience such as the FitzgHugh-Nagumo (FHN) [18], the
Moris-Lecar [23] or the Hindmarsh-Rose model [20], to cite only a few. For a general
textbook on mathematical models related to the HH model, we refer to [14, 17, 22]. All
the above mentioned models are initially intended to describe the electrical activity of
a single neuron. Naturally, as models aim at become more realistic, networks of ODE’s
and their related meanfield models have been after introduced to describe the electrical
activity of assembly of neurons, see for example [9, 13, 15, 17, 19, 30, 31].
From a physiological point of view, modelling assembly of neurons in the brain
with networks of ODE’s, addresses issues such as: how neurons in primary sensory
∗This work has been funded by FEDER XTERM, Re´gion Normandie, CNRS IEA
1
ar
X
iv
:2
00
4.
10
65
6v
1 
 [q
-b
io.
NC
]  
6 A
pr
 20
20
areas produce their responses, how cortical maps process information, etc... For ex-
ample, the relative role played by feed-forward (circuitry with no synaptic loops) and
recurrent (circuitry with synaptic loops) in shaping neuronal responses (and of course
subsequent perception of information) is a challenge and a subject of debate in neuro-
science. A typical example is provided by the neurons in layer IV of the primary visual
cortex. They receive afferent inputs from the lateral geniculate nucleus but they also
receive abundant inputs from other cortical neurons, see [30].
From a mathematical perspective, networks of ODE’s have attracted lots of atten-
tion. We refer to [7, 24] for general concepts on networks and networks of ODE’s.
A phenomenon which has played a central role in theoretical analysis of networks
dynamics is the synchronization phenomenon.There are several ways of studying the
synchronization phenomenon, and subsequently several definitions of synchronization.
Mathematically, the most tractable is the complete synchronization, when all the nodes
of the network evovle identically. A famous physical example, always striking, of
complete synchronization is given by networks of metronomes: few metronomes sit-
ting on a light, wooden board which lies on two empty soda cans will synchronize
their oscillation after some time. Biology abounds with examples of synchronization.
A biological example, for which complete synchronization is relevant is the synchro-
nization of fireflies flashlights. One can also think about synchronization of pacemaker
cells, or even synchronization of applauses in an assembly. Other type of synchroniza-
tions have been introduced to better describe natural phenomena. One of interest in
Neuroscience is the clustering synchronization, when subgroups of neurons or the total
population synchronize their activity, see for example [8, 16]. The litterature about syn-
chronization, from large to expert audience is abundant. See for example [5, 25, 26, 28]
and references therein cited. Other topics of interest regarding networks of Dynamical
Systems obviously include the existence of the attractor, pattern formation, bifurcation
phenomena, wave-propagations... In a series of previous papers, [1, 2, 3, 4], we have
provided some contributions related to these topics in the context of networks of both
ODEs and Reaction-Diffusion systems inspired by neuroscience.
In the present paper, we will study a Network of HH systems for which the coupling
relies on the following assumptions:
• the feed-forward inputs are described by a stochastic drive
• the recurrent inputs are described by excitatory and inhibitory synaptic coupling
terms
This basic idea has been successfully used, among other real data, in a series of recent
papers aiming to describe the electrical activity of the visual cortex V1, see [10, 11, 12].
These three articles bring important contributions in the understanding of emergent
properties such as clustering phenomenon and gamma-band oscillations. Hereafter,
we summarize, in our perspective, the main points of these works which will play an
important role in our analysis of the network.
In [12], see also [27], the authors considered a network of a few hundred of In-
tegrated and Fire, excitatory (E) and inhibitory (I) neurons, connected with a sparse
network topology inspired by real data from V1. This numerical study documents and
analyzes emergent spiking behavior in local neuronal populations. Emphasis is given
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to the clustering synchronization phenomenon, also referred as partial synchronization,
which refers there to a tendency of random groups of neurons large and small to sponta-
neously coordinate their spiking activity in some fashion. The occurrence of a notable
amount of spikes is referred as an event. A conclusion of this work is that driving
the system with a relatively high feed-forward input imposes a certain regularity on its
inter-event times, producing a rhythm consistent with broad-band gamma oscillations.
In [10], the authors developed the mathematical model of [12] to build a realistic
model, namely the SCY model, of layer 4Cα of the visual cortex of the macaque mon-
key. The model is much more involved that in their previous work, integrating new
features such as: data driven inputs from LGN, feedback inputs from layer 6 and spe-
cific equations for these neurons. Their model is presented as the first realistic model
that has captured the sparseness of magnocellular LGN inputs to the macaque primary
visual cortex and successfully derived orientation selectivity from them. Three impli-
cations are (1) even in input layers to the visual cortex, the system is less feed-forward
and more dominated by intracortical signals than previously thought, (2) interactions
among cortical neurons in local populations produce dynamics not explained by single
neurons (emergent properties), and (3) such dynamics are important for function. The
authors claim that their study points to the need for paradigm shifts in neuroscience
modeling i.e. greater emphasis on population dynamics and, where possible, a move
toward data-driven, comprehensive models.
Finally in [11], the authors further analyzed the CSY model to study mechanisms
for cortical gamma-band activity in the cerebral cortex and identify neuro-biological
factors that affect such activity. At the end of this article the authors emphasized the so
called REI (recurrent excitation inhibition) mechanism to explain the clustering phe-
nomenon. They state that this mechanism seems to be applicable to any local popula-
tion of E and I neurons that have many recurrent connections. The explanation is the
following: occurrence of grouped spikes in a population of spike trains is typically pre-
cipitated by the crossing of threshold by one or more E neuron. This may or may not
lead to more substantial excitatory firing through recurrent excitation. The excitation
produced raises the membrane potentials of E and I neurons alike. This may lead pos-
sibly to the firing of more spikes and the generation of a partially synchronous event.
I-cells being quite densely connected to both E and I-cells, firing in I-cells eventually
brings the excitation down and leads to hyper-polarization of membrane potentials for
a large fraction of the local population, and a period of quiescence. Then the decay of
inhibition and continued excitatory drive return the network to a state where, through
stimulation or by chance, another clustering spike is initiated.
With this background in mind, the aim of this article is to proceed to the analysis
of a model of a few hundreds of HH E and I neurons, set up with an input stochastic
drive and a topology inspired by V1. Then analyze the specifities of HH model, deter-
ministic and with stochastic drive and then finally analyze emergent properties of the
network. Basically, we consider a model analog to [12], where the single IF neurons
are replaced by HH neurons. Considering the above mentioned background, and the
identified emergent properties, our goal in this paper is to analyze the relevance of HH
networks in this context. As we will see, we can conclude that this model falls into the
REI classification with some specificities. The HH model has a richer structure than
IF models, but it is more difficult to track theoretically and numerically. The main dif-
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ference here is that in IF models the reset and resting delay are set manually whereas
in HH they are intrinsic properties of the dynamics. Note also that the dynamics of
HH induce an individual hyperpolarization which is not present in IF models. Our ap-
proach of analysis is the following. As we said, we first review and emphasize some
known facts on dynamical characteristics of a single HH ODE model. We focus on
the analysis on a region of the parameter I where HH goes from a steady state to os-
cillatory behavior. Note that this parameter is crucial for our analysis, since for each
neuron of the network, the current balance resulting from inhibitory and excitatory in-
puts correspond to this parameter. Next, we replace the parameter I by a stochastic
Poisson input, corresponding to a feed-forward drive and analyze the switch between
quiescent activity and excitatory activity as the drive intensity is increased. Finally, we
investigate the dynamics of the whole network.
Our article is consequently divided as follows. First, in this section, we introduce
the network that we will consider in the work. In section 2, we recall and revisit the
main features of the HH model. Then, in section 3, we focus on an HH equation driven
by poisson inputs. We show numerically the existence of a dynamical bifurcation when
the driving intensity Sdr is increased. We also establish the link with the classical
analysis of HH performed in section 1 and provide some theoretical results. In the last
section, we illustrate numerical simulations of the network and discuss the appearance
of emergent properties.
1.2 The HH ODE network model
The single unit of our network is the classical following HH ODE system:
CVt = I + gNam
3h(ENa − V ) + gKn4(EK − V ) + gL(EL − V ),
nt = αn(V )(1− n)− βn(V )n,
mt = αm(V )(1−m)− βm(V )m
ht = αh(V )(1− h)− βh(V )h,
(1)
with
αn(V ) = 0.01
−V−55
exp (−5.5−0.1V )−1 , βn(V ) = 0.125 exp(−(V + 65)/80),
αm(V ) = 0.1
−V−40
exp (−4−0.1V )−1 , βm(V ) = 4 exp(−(V + 65)/18),
αh(V ) = 0.07 exp(−(V + 65)/20), βh(V ) = 11+exp(−0.1V−3.5)) .
(2)
and
C = 1, EK = −77, ENa = 50m, EL = −54.387
gK = 36, gNa = 120, gL = 0.3
Hodgkin and Huxley established these equations by a series of voltage measurements
thanks to the new voltage clamp technique, which allowed them to maintain constant
the membrane potential. Thanks to this approach, they were able to fit the functional
parameters of their model of four ODEs with their experiments. Basically, the model
is obtained by considering the cell as an electrical circuit, and writing the Kirchoff law
between internal and external currents. Then the model assumes that the membrane
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acts as a capacitor. Ionic currents result from ionic channels acting as variable voltage
dependent resistances. The model takes into account three ionic currents: potassium
(K+), sodium (Na+) and leakage (mainly chlorure, Cl−). In equation(1), subscript
t stands for the derivative ddt , I is the external membrane current, C is the membrane
capacitance, gi, Ei, i ∈ {K,Na,L} are respectively the maximal conductances and
the Nernst equilibrium potentials. The value of parameters is taken from, [15, 29].
The final goal of this article is to study networks of HH equations, in which each
neuron receives excitatory and inhibitory inputs from its presynaptic neurons. Hence,
adapting [12], we consider a network of N = 500 HH-neurons with additional entries
for excitatory and inhibitory presynaptic inputs which leads to the following equation
for the network:

CVit = gNam
3h(ENa − Vi) + gKn4(EK − Vi) + gL(EL − Vi)
+gE(EE − Vi) + gI(EI − Vi), i ∈ {1, ..., N}
nit = αn(Vi)(1− ni)− βn(Vi)ni,
mit = αm(Vi)(1−mi)− βm(Vi)mi
hit = αh(Vi)(1− hi)− βh(Vi)hi,
τEgEit = −gEi + Sdr
∑
s∈D(i) δ(t− s) + SQE
∑
j∈ΓE(i),s∈N (j) δ(t− s)
τIgIit = −gIi + SQI
∑
j∈ΓI(i),s∈N (j) δ(t− s)
(3)
This means that we add two equations to the original HH ODE system. Those are the
equations which contain coupling terms inputs coming from:
1. the network (presynaptic E and I-neurons)
2. a stochastic input drive, only for gE .
These two variables stand here for gating variables and are added as such to the first
equation. Let us explicit some notations and characteristics of the network and also set
up the values of fixed parameters.
Network inputs
When the variable Vj of a given neuron j crosses a threshold Tr upward, a kick is
generated in all its postsynaptic neurons. In equation (3), the kicks coming from E
neurons are represented mathematically by the Dirac term δ(t− s) in the gEi equation.
Accordingly, in equation (3), ΓE(i) denotes the set of the presynaptic E-neurons of the
neuron i. The notation N (j) refers to the set of times at which the neuron j crosses
the threshold Tr upwards. Similar notations hold for the gIi equation. Each E neuron
receives kicks with coupling strentgh SEE from presynaptic E-neurons, and coupling
strength SEI from presynaptic I-neurons. Each I neuron receives kicks with coupling
strength SIE from E-neurons, and coupling strength SII from I-neurons, see figure
1. In equation (3), we have therefore Q = E if the neuron i is a E-neuron, Q = I
otherwise. We set also
EE = 0 and EI = −80
which makes kicks coming from presynaptic E-neurons to have a depolarizing effect
on the membrane potential Vi and kicks coming from presynaptic I-neurons to have
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N = 500 Ne = 375 Ni = 125 VE = 0 VI = −80 τE = 2 τI = 3
Nee = 50 Nei = 25 Nie = 190 Nii = 25 S
dr = 0.04 ρE = 0.9 ρI = 2.7
Table 1: This table sumarizes the value of fixed parameters used in numerical simula-
tions of the network equation (3).
hyperpolarizing effect on Vi.
The value of the threshold Tr is set to −10.
Input drive
An input drive is added to the gEi evolution equation as Poisson inputs of parameter
ρE = 0.9 for E-neurons and parameter ρI = 2.7 for I neurons. Assuming that the
time unit is ms, this implies that the mean value between two stochastic driven inputs
is about 10.9 ms for E-neurons and
1
2.7 ms for I-neurons. Analog notations, as for kicks
coming from the network are used for stochastic input drive: D(i) refers to the set of
times at which the neuron i receives kicks corresponding to the input drive. The kicks
have an amplitude given by the parameter
fracSdrτE = 0.04/2 = 0.02.
Network Topology
We consider a network of N = 500 neurons with Ne = 375 E-neurons and Ni =
125 I-neurons. The network is constructed as follows: for each neuron, we pick-up
randomly a fixed number of E and I presynaptic neurons. These fixed number only
depend on the nature of the neuron. They are important fixed parameters of our model.
More explicitely:
• for each E neuron we pickup randomly Nee = 50 presynaptic E neurons,
• for each E neuron we pickup randomly Nei = 25 presynaptic I neurons,
• for each I neuron we pickup randomly Nie = 190 presynaptic E neurons,
• for each I neuron we pickup randomly Nii = 25 presynaptic I neurons.
Note that in our network, I neurons are highly connected with presynaptic E neurons.
These numbers fix the network topology. They are inspired by the ratio found in [10].
Value of parameters
The dynamical effects of parameters SII , SEE , SIE , SEI and Sdr will be discussed in
the following sections. Table 1.2 summarizes the values of fixed parameters.
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Figure 1: Shematic representation of the coupling in the network. Each
E neuron receives kicks with coupling strengh of SEE from E neurons,
coupling strengh of SEI from I neurons. Each I neuron receives kicks
with coupling strengh of SIE from E neurons, coupling strengh of SII
from I neurons.
Figure 2: A three-dimensional representation of our network of N = 500 neurons.
Left: we have represented the 375 E-neurons in red and the 125 I-neurons in green.
Right: we have represented the pre and postsynaptic connections of the E-neuron #100
as well as the postsynaptic connections of the I neuron #400. Postsynaptic connections
of E-neurons are represented in red while postsynaptic connections of I neurons are
represented in green.
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2 Analysis of the HH equation
In this section, we recall and revisit some properties of solutions of equation (1):
C
dV
dt
= I + gNam
3h(ENa − V ) + gKn4(EK − V ) + gL(EL − V ),
dn
dt
= αn(V )(1− n)− βn(V )n,
dm
dt
= αm(V )(1−m)− βm(V )m
dh
dt
= αh(V )(1− h)− βh(V )h,
with the above values of parameters. A simple analysis shows that the following theo-
rem holds.
Theorem 1. There exists Vm, VM ∈ R such that the compact set:
K = [Vm, VM ]× [0, 1]3
is positively invariant for system (1).
Proof. First note that α’s and β’s functions are positive. This implies that [0, 1]3 is
positively invariant for n,m and h. Note then, that from the first equation, Vt becomes
negative for V large enough. It becomes positive for −V large enough. This implies
the result.
Next, the following proposition holds.
Proposition 1. The stationary solutions of (1) satisfy:
f(V ) = 0
n = αn(V )αn(V )+βn(V ) ,
m = αm(V )αm(V )+βm(V ) ,
n = αm(V )αm(V )+βm(V ) ,
(4)
with
f(V ) = I+gNa
(
gm(V )
)3
gh(V )(ENa−V )+gK
(
(gn(V )
)4
(EK−V )+gL(EL−V )
and
gκ(V ) =
ακ(V )
ακ(V ) + βκ(V )
, κ ∈ {n,m, h}
Furthermore,
lim
V→−∞
f(V ) = +∞ lim
V→+∞
f(V ) = +∞
Numerical simulations provide evidence that f is decreasing. Figure 3 illustrates
the case I = 0, which gives a unique stationary solution with V ' −65. It is known,
from numerical simulations [6] and references therein that, as I increases trough an
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interval [I0 − I1] within in the region of interest here, system (1) exhibits a cascade of
bifurcations giving rise to unstable and stable limit cycles, with persistence of the stable
stationary point. At some value I2 the stationary point becomes finally unstable trough
an subcritical Hopf bifurcation. Figure 4, taken from [6] summarizes these facts. For
the readers convenience, we have illustrated here some part of the phenomenon, with
our set of parameters. In figure 5, we have drawn the bifurcation diagram for two initial
conditions. Figure 5 shows the coexistence of stable limit-cycle and stable stationary
solution for an interval containing [6.4, 7.5]. Figure 6 illustrates this phenomenon with
trajectories for I = 7. Figures 7 and 8 illustrate the temporal evolution of the variables.
One can describe the temporal behavior of figure 8 over a period as follows. Let start
at a time where m( in green) is at its minimum. Consider for example t ' 20. At this
point, m and h (in blue) increase while n( in red) decreases. These movements are
slow. Around t = 45, n starts to increase and h starts to decrease. The movements are
still slow, until t ' 50. At this time, we observe fast dynamics in V , and in n,m, h:
V , m and n increase while h decreases. This correspond to the action potential. Then,
V starts to decrease fastly, followed by m. Next, n decreases in a slow regime while h
starts to increase in a slow regime. Then, m reaches its local minimum, and the cycle
is completed. Since nt, mt and ht depends only on the values of, respectively, (n, V ),
(m,V ) and (h, V ), figure 9, which represents these trajectories and the nullclines, give
insights on the nonlinear dynamics occuring here. Analog description is relevant for
the dynamics represented in figure 7 which illustrates an action potential followed by
evolution to the stationary state. Finally, figure 10 gives a 3 dimensional representation
of the coexistence of the limit-cycle and the strationnary stable state. And figure 11
illustrates the basin of attraction of these two specific solutions.
Biological interpretation According to the model, variable n regulate the flux of
potassium, while variables m and h regulate the sodium flux. The spike in V occurs
when it is pushed trough the sodium gradient (ENa = 50), and corresponds to the
depolarization of the membrane. Repolarization and hyperpolarization, results from
the potassium gradient (EK = −77). According to HH paper, hight values for m and
n correspond to the activation of respectively potassium and sodium gates. Low value
of h correspond to deactivation fo the sodium gate.
Action Potential and Excitability One of the reason of the success of the original
HH paper, is the physiological based mechanism proposed to induce action potentials
or spikes. From a dynamical modeling point of view it corresponds to a large and fast
excursion in the phase space, especially in the V variable and away fromthe stationary
stable point. This is also known as the excitability and illustrated in figure 2. This fea-
ture of (1) is of fundamental importance for the next sections, for perturbations above
a threshold will induce a spike.
In this section, we have revisited the dynamics of the HH equation. The key point
for the next sections, is that varying the parameter I , or moving IC, the HH system
is able to produces spikes. This is the key point for the network analysis because the
spikes will determine the behavior of the network.
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Figure 3: Illustrations of f(V ) for I = 0. Left: V ∈ [−80, 50], Right:V ∈ [−80, 60].
Equation f(V ) = 0 is satisfied for V ' −65 which corresponds to the stationary
solution.
Figure 4: Bifurcation Diagrams extracted from [6].
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Figure 5: Bifurcation Diagrams. Both figures plot lim sup
t→+∞
V (t) and lim inf
t→+∞ V (t) as a
function of I for fixed initial conditions. Left:(V, n,m, h)(0) = (−50, 0.5, 0.5, 0.5).
Right: (V, n,m, h)(0) = (−65, 0.1, 0.1, 0.1). There is numerical evidence of coexis-
tence of attractive limit cycle and stationary stable point for a region of I
Figure 6: Coexistence of attractive limit cycles and stationary point for I = 7.
Left: V (t) for two initial conditions, (V, n,m, h)(0) = (−65, 0.1, 0.1, 0.1) in red,
(V, n,m, h)(0) = (−50, 0.5, 0.5, 0.5) in blue. Right: analog representations in the
(n, V ) projection plane.
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Figure 7: Temporal evolution for I = 7 and IC (V, n,m, h)(0) = (−65, 0.1, 0.1, 0.1)
. Left: n,m, h as functions of time, respectively in red, green and blue. Right: V as a
function of time. These figures represent an action potential or spike. It is followed by
a return to the stationary state.
Figure 8: Temporal evolution for I = 7 and IC (V, n,m, h)(0) = (−50, 0.5, 0.5, 0.5)
. Left: n,m, h as functions of time. Right: V as a function of time. We observe a train
of spikes.
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Figure 9: Dynamics for I = 7 and IC (V, n,m, h)(0) = (−50, 0.5, 0.5, 0.5). Top left
panel: figure provides the nullclines of n (red), m (green) and h (blue) as a function
of V . One may rely on them to explain the the dynamics. The three others pictures,
illustrate respectively the dynamics of (V, n), V,m) and (V, h), with their nullclines.
These picures highlits the dynamics of th HH model.
13
Figure 10: Dynamics in the 3-dimensional phase space (V, n, h) for I = 7, for different
IC. Blue curves correspond to IC (V, n,m, h)(0) = (−50, 0.5, 0.5, 0.5). Red curves
correspond to (V, n,m, h)(0) = (−65, 0.1, 0.1, 0.1). There is numerical evidence of
coexistence of attractive limit cycle and stationary stable point for a region of I .
Figure 11: This figure illustrates the bassin of attraction for I = 7, of the stationnary
solution and the limit-cycle. It is a projection in the V, n, h plan. In red, we plot IC
which evolve to the stationary point. In blue, we plot IC which evolve to the limit cycle.
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3 One driven neuron
In this section, we focus on the dynamics of one driven neuron. We assume that I = 0.
This implies that if there is no drive imputs, as sketched in paragraph 1 the system
evolves toward the steady state. The equation writes in this case
Vt = gNam
3h(ENa − V ) + gKn4(EK − V ) + gL(EL − V ),
+gE(EE − V )
nt = αn(V )(1− n)− βn(V )n,
mt = αm(V )(1−m)− βm(V )m
ht = αh(V )(1− h)− βh(V )h,
τEgEt = −gE + Sdr
∑
s∈D δ(t− s)
(5)
where D refers to the set of times at which the neuron receives kicks from the input
drive. In comparison with system (1), we have added one equation. This last equation
accounts for external drive. Mathematically, we assume that spikes occur as a realiza-
tion of a Poisson process of rate λ. This means that, for any fixed T > 0, we assume
a finite number of spikes occurring at different times s ∈ D. Ordering the elements D
by increasing order, we denote
D = (ti)i∈N
and the time intervals (ti+1−ti), are fixed at the beginning as realization of exponential
laws of parameter λ:
∀i, ti+1 − ti ∼ eλ.
Biological interpretation
The introduction of these spikes stand in the model as the external drive, which is of
fundamental role in applications, since electrical activity of neurons results from the
interaction of the external drive and recurrent inputs. Mathematically, in this model,
the external drive is Poissonian and generates Diracs. The recurrent inputs correspond
to the coupling terms coming from the network. In this paragraph, we focus on the
external drive.
This last formulation, dividing the interval [0, T ] into subdivision {t0, t1, ...} is well
adapted to our framework. Note that the derivative gEt has to be taken in the sense of
distributions. A classical computation leads to:
gE(t) = gE(ti)e
− 1τE (t−ti)
on the time interval [ti, ti+1), then at time ti+1 a kick arrives and,
gE(ti+1) = gE(ti)e
− 1τE (ti+1−ti) +
Sdr
τE
Therefore gE(t) is a discontinuous function with jumps, which belongs to L1loc. The
aim of this section is, given the input drive, to look at the behavior resulting from an
increase in the parameter Sdr.
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3.1 Some analytical results
Before going into that, we state some propositions which clarify the mathematical
framework.
Proposition 2. Let T > 0 a fixed number. Equation (5) admits a unique continuous
solution defined on [0, T ]. The function is C∞ in each interval [ti, ti+1).
Proof. Existence and uniqueness on each interval [ti, ti+1) follows from the Cauchy
theorem. At time ti+1 a jump occurs, which determines the value of gE in the next
time interval. The solution is C∞ in each interval [ti, ti+1).
Next, the following result of boundedeness of trajectories holds.
Proposition 3. The compact set
[EK , ENa]× [0, 1]3
is positively invariant for system (1).
Proof. The proof of theorem 1 remains valid, with the specific assumption that I = 0.
There are jumps on Vt but V is continuous. The derivative Vt is negative if V is above
ENa and positive if V is below EK . This implies the result.
Remark 1. Note that the value of gE after the jump is therefore given by the following
recurrence equation.
gE(ti+1) = gE(ti) exp(− ti+1 − ti
τE
) +
Sdr
τE
.
The following proposition follows from the above recurrence equation.
Proposition 4. We assume gE(0) = 0. Then, for t ∈ [ti, ti+1), gE is given by the
following expression:
gE(t) =
Sdr
τE
i∑
k=1
exp(
t− tk
τE
)
Since the tk+1−tk are independants exponential laws. We can compute the value of
the mean E[gE(ti)] (just before kick). Computations lead to the following proposition.
Proposition 5. Under the above asumptions, the following expression holds:
E(gE(ti)) =
Sdr
τE
i−1∑
k=1
(λτE)
k
(λτE + 1)k
=
Sdr
τE
r − ri
1− r
where
r =
λτE
1 + λτE
.
And,
lim
i→+∞
E[gE(ti)] = S
drλ (6)
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Figure 12: Simulations of equation (5), for Sdr ∈ {0., 0.008, 0.04} are illustrated in the
first 3 columns. Figures illustrate a birfucation between no spike and spiking regime.
The first row represents V (t), the second row −gEV (t) which corresponds to a I(t)
for (1). The last row illustrates the projection in the n − V plane. The first spiking
regime occurs for Sdr = 0.007 (mean of −V gE ' 1.5). The value for λ is 0.9. For
Sdr = 0.006 (mean of−V gE ' 1.3), there is no spikes, while for Sdr = 0.008, we
obtain 6 spikes per second. Note that each spike for V occurs after a increase signal in
−gEV . For Sdr = 0.04 (mean of−V gE ' 7.4), there is 60 spikes per second. The last
column correspond to Sdr = 0.04 and λ = 2.7. We observe a frequency of 84 spikes
per second (mean of −V gE ' 22). The values of parameters for the two last columns
are those set to the input drive for E and I-neurons.
Biological interpretation
Note that equation (6) gives a quantitative simple information about the drive. Roughtly
speaking, it says that the mean value of gE after kicks and exponential decay is the
product of the amplitude of the kicks (S
dr
τE
), the inverse of the rate of decay τE and the
frequency of inputs per ms (λ).
3.2 Varying Sdr
Next, we set values of λ = 0.9 and τE = 2, and vary Sdr. When increasing Sdr,
we reach a treshold at which the driven neuron starts to spike. Increasing more Sdr
increases the spiking rate. This is illustrated in figure 12. This numerical analysis
serves as a basis for the study of the network for which we set ρE = 0.9, ρI = 2.7,
τE = 2 and Sdr = 0.04. For theses values, one single driven neuron, exhibits multiple
spikes.
Remark 2. It is worth noting that for the last two columns neurons exhibit a quite high
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frequency regime. Next, we will point point the effects of recurrong inputs coming from
the network on these dynamics.
4 Emergent properties in a Sochastic Driven Network
In this section, our aim is to illustrate how variation of parameters leads to emergent
properties in the network. This section results from a large set of numerical simulations.
We have in particular, started our exploration from:
SEI = SIE = SII = SEE = 0.01
and then moved each one of the paramaters within the range [0.002; 0.03]. Among the
parameters we have tested, the parameter SEE appears to be the most effective to reach
synchronization in the network. Varying this parameter allows to identify a path from
stochastic homogeneity to synchronization. According with our numerical simulations,
we will further discuss and illustrate the apparition of the following phenomena in the
network:
• path from homogeneity to partial synchronization and synchronization.
• Correlation between gE and gI .
• Emergence ot the γ rythm. At some point the network has his own rythm of
oscillation consistent with the so called gamma frequency, and which may be
different from individual neuronal rythm.
• We will also discuss the effect of parameters variation on mean E and I-spikes
per second.
This section relies strongly on figures 13 and 14.
4.1 A path from random-homogeneity toward partial synchroniza-
tion and synchronization
In this part, we focus on the following set of parameters:
SEI = SIE = SII = 0.1
and
SEE is varied from 0.01 to 0.3.
This variation of SEE provides a path along which the system goes from stochastic ho-
mogeneity toward partial synchronization and synchronization. We describe hereafter
the dynamical behavior corresponding to three disctinct values of SEE at which those
three typical states are observed. The main tool used to characterize thes states is the
rasterplot: for each time, we plot the spikes which are in a spiking state. The rasterplots
relevant for this section are illustrated in the first row of figure 13
18
4.1.1 Random-homogeneity
In this paragraph, we consider the parameter values
SEI = SIE = SII = 0.01 and SEE = 0.01.
For these values, the network exhibits a behavior for which no specific pattern seems to
emerge, see top left panel of figure 5. We call this state randomly-homogeneous since it
looks like the spikes of neurons might be chosen to spike randomly and independently.
Note that the mean value of spikes per second is around 11.48 forE-neurons and 48.48
for I neurons, see table 5. A simple and relevant indicator of the total excitability of
the network is given by the mean value of V across the network over the time. In figure
5, we have therefore plotted the mean value of V over all neurons as a function of time.
For illustrative comparison, and to characterize this random-homogeneous state, we
have also plotted in figure 5, the following output. At each time step (here the time step
is set dt = 0.01ms), a spike similar to the HH-V spike is generated with a probability
p. The probability p is such that
1
dt
× 100× p ' 11.48× 375 + 48.48× 125
in order to have a similar amount of spikes. Them the signal is divided by 500 to ob-
tain a mean value. We observe that the two plots are similar, which suggests that the
appelation ’randomly-homogeneous’ is relevant.
Biological interpretation
From a Neuroscience point of view this behavior is consistent with the so-called back-
ground activity.
Remark 3. Note that the coupling has dramatically decreased the number of spikes
per neuron, in comparison with simulations done in the previous section with neurons
stimulated only by Poissonian drives. This points out the inhibitory effect of I-neurons.
4.1.2 Partial Synchronization
As SEE is increased, the synchronization phenomenon emerges. As SEE reaches a
range of values, all the neurons of the network will fire within a short interval of time,
see rasterplot of figure 5, first row and last column. Between the random-homogeneous
state and the state of synchronization, a partial synchronization is observable: i.e. a
state in which only a portion of the population will fire during an identified event. In
this paragraph, we describe this state which is typically observed, for the following
values of parameters:
SEI = SIE = SII = 0.1 and SEE = 0.018
The rasterplot, for these parameters is reported in figure 13, first row, second column.
The observation of the rasterplot has to be combined with other figures. In figure 14,
second row, third column, we report the number of E and I spikes occurring in the
time interval [425, 450] which corresponds to an identified event. We observe that only
around 190 spikes from E−neurons have been recorded during this interval. Around
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175 spikes from I−neurons have been recorded during the considered interval. The
panel in the second row, second column of figure 13 shows moreover a given E-neuron,
which only spikes 2 times over the interval [400,500], even though 4 events are iden-
tified in the network dynamics. The panel in the second row, second column of figure
14 shows a specific I-neuron which spikes 6 times during the same interval. Finally,
we refer also to figure 16 which provides a 3 dimensional visualization of the phe-
nomenon. In this figure, neurons that spike during the time interval appear highlighted
in comparison with those which do not spike.
4.1.3 Synchronization
When SEE is increased above, the synchronization occurs. We refer to columns 3 and
4 of figures 5 and 5 for observation of this state. These columns correspond respectively
to the following values of the parameters:
SEI = SIE = SII = 0.1 and SEE = 0.02
and
SEI = SIE = SII = 0.1 and SEE = 0.03
. Rasterplot are the most illustrative representation and are reported in the first line. The
rasterplot, for these parameters is reported in figure 5. The first row of figure 5 indicates
a regime where all the neurons will spike during a given event. See also the second row
of figure 5 which illustrates a E-neuron which spikes at each event. Synchronization in
this context can be seen as excitation waves spreading over the whole network in short
time intervals.
4.2 gE and gI correlation
The values of gE and gI are correlated. This can be observed in rows 3 in figures 5 and
5, specifically in regimes of partial synchronization and synchronization. Recall that,
according to equations, for a given neuron, gE results from the number of presynaptic
E-spikes received, while gI results from the number of I-spikes received. This tells us
that, for a specific neuron, if the presynaptic E and I-neurons spike and rest at the same
time, we observe correlation. This is typically the case during synchronization.
4.3 Gamma frequency and neurons frequencies
Note that when partial synchronization and synchronization occur, events occur in the
network at a frequency of 40Hz, see figure 5, first row, which is a typical oscillation
in the gamma regime. Note that the frequency of the network is different from the
frequency of each E and I neurons in the state of partial synchronization. Note also,
that the variation fo SEE has a strong effect on the frequency of individual E-neurons
but limited effect on the frequency of I-neurons, see table 5 and third rows of figures 5
and 5. We must also recall here that each neuron if it was not connected would have a
higher frequency: 60 for E-neurons and 84 for I-neurons. For the case considered here,
the network activity pushes down the spiking activity of each neuron, and in some
regimes allows a gamma rythm oscillation for the network.
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4.4 Waves of excitation
We want to emphasize here, that each cell of the network, individually is in a high
frequency spiking state. The network activity basically drastically brings down this
activity. In states of partial synchronization and synchronization, spikes spreads trough
the network thanks to the network connections. It would be of dynamical interest
to follow these paths of excitation through the network. This relates to patterns of
excitations found in excitable systems like spirals, rings... We let it for a forthcoming
work.
4.5 I(t) and spikes
Note that the spiking activity of a specific neuron is highly related to the value of I
as sketched in section 2. Note also that in the network model (3), the parameter I
corresponds to the currents coming from excitation and inhibition fluxes. This means
that the dynamics of a specific neuron in the network are the same as the dynamics
of a single neuron modeled by equation (1) with a corresponding I(t) equal to the
excitatory and inhibitory fluxes. According with that, we denote:
I(t) = gE(t)(VE − V ) + gI(t)(VI − V ).
This quantity is plotted in figures 5 and 5, row 3. Some qualitative properties may be
inferred from this remark, and observation of figures 5 and 5. We remark for example
that, even in the synchronization regime, individual neurons may exhibit sort of mixed
mode oscillations (see fig 5 row 3, columns 3 and 4). We also remark, that if I is varied
while the neuron has already started to spike, it has a little effect on the dynamics. We
refer here to row 3 column 4, where we observe a high current I(t) around time 442
which is not followed by a spike. Note finally, that the shape of the spike remains
roughtly the same.
4.6 Statitics of spikes
Finally, an usual output to monitor the activity of such a network is the mean value of
E and I spikes per second per neuron. We denote these outputs respectively by Ess
and Iss. We have reported those outputs in tables 5 to 5. These tables allow to infer,
that in the network and range of parameters considered here:
• increasing SEE has a stong effect on Ess but little efect on Iss.
• increasing SIE has a stong effect on Iss but little efect on Ess.
• increasing SEI has a notable effects both on Iss and Ess.
• increasing SII has a stong effect on Iss but little efect on Ess.
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SEE Ess Iss
0.001 10.35 48
0.01 11.4933 48.48
0.02 36.51 49.12
0.03 40.11 48.56
Table 2: Variation of SEE and its effect on the mean value of E and I-spikes per
second per neuron.
SIE Ess Iss
0.005 11.12 44.72
0.01 11.4933 48.48
0.02 11.7867 52.56
0.03 11.7333 60.88
Table 3: Variation of SIE
5 Conclusion
In this article we have considered a network of inhibitory and excitatory neuron where
eah single neuron is modeled by HH-equations. The topology chosen for the network
inspired by previous works on the visual cortex V 1. It can be considered as a random
network. After reviewing and revisiting the dynamics of a single HH model, we have
considered a single HH driven by an external drive. We have proved some theoreti-
cal results, and accordingly set up the parameters, Then, we numerically abalyzed the
network by varying the coupling parameters Sab, a, b ∈ {I, E}. From there, we have
identified SEE as the most effective parameter to reach synchronization, and draw a
path from random homogeneity toward partial synchronization and synchronization.
We have also pointed out emerging phenomena such as: wave propagation, gE and
gI correlation, gamma-oscillations and statistics. A striking point of our study is that
rythm emerge as a property of the network activity: for example, in the synchroniza-
tion regime, the network is oscillating at a gamma rythm of 40 hz, even tough each
individual neuron would oscillate at frequencies of 60 and 80 hertz if there were not
connnected. In a forthcoming work, we plan to investigate more in depth the causality
behind these rythms as well as the paths for excitation of waves.
Annex
For the reader’s convenience, we provide here some notations which may help some
readers for the HH analysis.
Note that αn(V ) and αm(V ) both write
= d
ua
− exp(−bua) + 1
with ua = V + a and appropriate values of d, a and b. This gives for the derivatives
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Figure 13: Left panel: simulation of equation (3) for SII = SEI = SIE = SEE =
0.01. This plot shows the evolution of the mean value over (Vi)i∈{1,..,N} as a function
of time. Middle panel: for comparison, we have simulated a sample of the HH action
potential over 10 ms. At each time, the sample was generated randomly with a mean of
10.375 spikes per ms. This gives in mean, 10375 spikes over one second. This choice
is made to approximate the 11.5× 375 + 48.5× 125 = 10375 spikes occurring in the
network, see table 2. Then, the signal is divided by 500, and plotted. The sample is
represented in the right panel.
SEI Ess Iss
0.001 13.84 48.64
0.01 11.4933 48.48
0.02 10.2933 47.28
0.03 9.6 43.6
Table 4: Variation of SEI
SII Ess Iss
0.005 11.7067 47.68
0.01 11.4933 48.48
0.02 11.9467 45.84
0.03 11.5733 44.16
Table 5: Variation of SII
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Figure 14: Simulation of system (3). This figure illustrates a path from random ho-
mogeneity to synchronization as the parameter SEE is increased. In this picture, the
parameters SII = SEI = SIE = 0.01 are set and each column from left to right cor-
responds to a specific value of SEE . Respectively: SEE = 0.01, 0.017, 0.02 and 0.03.
The first row represent the rasterplot: at each time the spiking neurons are represented
by a point. On the top of the figure, in green, the I-neurons are plotted. E-neurons are
plotted in red below. At left, the rasterplot illustrates a state where any event appears to
be distinguishable. We call it random homogeneous activity. Increasing SEE induces
synchronization. The second row represents the potential V1 of neuron #1 as a func-
tion of a time. The third row, the E-conductance gE in red and the I-conductance gI
in blue for the same neuron. The third row, the E-current denoted by IE in red and
the I-current denoted by II in blue. The fifth row, the sum of E and I currents which
plays the role of I(t) in a single HH equation. The last row illustrates the projection of
the trajectory of neuron #1 in the (V, n) phase space.
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Figure 15: Simulation of system (3). This figure illustrates a path from random ho-
mogeneity to synchronization as the parameter SEE is increased. In this picture, the
parameters SII = SEI = SIE = 0.01 are fixed and each column from left to right
corresponds to a specific value of SEE . Respectively: SEE = 0.01, 0.017, 0.02 and
0.03. The first row represents the number of E and I-spikes occuring during an identi-
fied event. The rows 2 to 6 are analog to those of figure 5, but for a I-neuron.25
Figure 16: Simulation of equation (3) for SII = SEI = SIE = 0.1 and SEE =
0.017. This figure illustrates partial synchronization. Only some part of the neurons
are spiking during the time interval [425, 450]. The neurons which spike during this
interval appear in hilighted color. Red for E−neurons and green for I−neurons.
the form:
−d−1 + exp(−bu) + bu exp(−bu)
(1− exp(−bu)2) .
Note that these functions are C1.
Note also that βn(V ), βm(V ) and αh write
= d exp(−ua
b
)
with appropriate values of d, a and b. This gives for the derivatives the form:
−d
b
exp(−ua
b
).
Finally βh(V ) both write
=
1
exp(−bua)
with ua = V + a and appropriate values of a and b. his gives for the derivatives the
form:
= d
exp(−dua)
(exp(−dua) + 1)2
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