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Abstract
We give a method to construct pseudo-trace functions for vertex operator al-
gebras satisfying Zhu’s finiteness condition not through higher Zhu’s algebras and
apply our method to the Z2-orbifold model associated with d-pairs of symplectic
fermions. For d = 1, we determine the dimension of the space of one-point func-
tions. For d > 1, we construct 22d−1+3 linearly independent one-point functions
and study their values at the vacuum vector.
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1 Introduction
In this paper, we concern one-point functions associated with the vertex operator
algebra F+ obtained as a Z2-orbifold model of the symplectic fermionic vertex
operator superalgebra with d-pairs of symplectic fermions. The vertex operator
algebra F+ is intensively studied by Abe [1] and is known as the first example
which is not rational but satisfies Zhu’s finiteness condition.
Let V be a vertex operator algebra satisfying Zhu’s finiteness condition. In
[15], it is shown that any one-point function is constructed in terms of a sym-
metric linear function on the n-th Zhu’s algebra An(V ) introduced in [9] for
sufficiently large integer n. However, by the reason why it is not easy to de-
termine the n-th Zhu’s algebra An(V ), more simple way to obtain one-point
functions is desired.
On the other hand, it is shown in [14] that there exists a finite-dimensional
associative algebra whose category of finite-dimensional modules is equivalent
to the category of V -modules. Then it is expected that the space of one-point
functions is linearly isomorphic to the one of symmetric linear functions on the
algebra. In fact, it is proved in [18] and [19] that the space of one-point functions
is isomorphic to the vector space of symmetric linear functions on some algebra
which is closely related to conformal field theory.
We will take an another way, but adopting the spirit proposed in [15, 18, 19].
More precisely, suppose we are given a V -module M . We consider a subal-
gebra P of the endomorphism ring of M such that M is projective as a left
P -module. This subalgebra P is called a projective commutant in this paper.
For any symmetric linear function ϕ on P , we are able to define a symmetric
linear function ϕM on the endomorphism ring EndP (M). Then we can obtain a
function ϕM (J0(a)q
L0−cV /24) for any a ∈ V which gives rise to a one-point func-
tion, where cV denotes the central charge of V and J0(a) denotes the zero-mode
of a ∈ V . We remark that L0 is not necessarily semisimple on M so that this
linear functional ϕM may not be the trace on M .
The main interest in this paper is the space of one-point functions associated
with the vertex operator algebra F+. The vertex operator algebra F+ is an even
part of the vertex operator superalgebra F constructed from the 2d-dimensional
symplectic vector space h. The vertex operator algebra F+ for d = 1 is known
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to be isomorphic to the triplet W(2)-algebra. It is shown in [1] that there are
four simple F+-modules F± and F±t for any integer d ≥ 1. Moreover, two in-
decomposable F+-modules F±+ are constructed as the even and odd parts of
the indecomposable F-module F+. We will find that the endomorphism ring
P = EndF+(F+) is itself a projective commutant of F+ and show that P is a
symmetric algebra with a symmetric linear function ϕ. It is well known that
the center of a symmetric algebra is isomorphic to the vector space of symmetric
linear functions on the algebra. The center of P is explicitly determined and it is
(22d−1 + 1)-dimensional, which enables us to obtain a basis of the space of sym-
metric linear functions on P . Together with including ordinary trace functions
defined on F±t , we have linearly independent (2
2d−1+1+2) one-point functions.
For d = 1, we show that one-point functions constructed here form a basis of
the space of one-point functions and that their values at the vacuum vector are
also linearly independent. In this proof, we use the fact that the dimension of the
space of one-point functions is less than or equal to the dimension of the vector
space of symmetric linear functions on Zhu’s algebra A0(V ). Since Zhu’s algebra
A0(F
+) with d = 1 is known (cf. [1, 4, 17]), by using the explicit structure of
A0(F
+), it is proved that the vector space of one-point functions is 5-dimensional.
The notion of pseudo-characters is defined as values of one-point functions at
the vacuum vector. We will show that the space of one-point functions associated
with F+ for d = 1 is isomorphic to the space of pseudo-characters, while in [2], it
is proved that the space of pseudo-characters is 5-dimensional by showing that
pseudo-characters are solutions of an ordinary differential equation. For d > 1,
we will show that values at the vacuum vector of a part of one-point functions
constructed in this paper are trivial.
This paper is organized as follows. In Sect. 2, we recall definitions of modules
for vertex operator algebras, Zhu’s finiteness condition and Zhu’s algebras. We
also prove several properties for modules for vertex operator algebras satisfying
Zhu’s finiteness condition.
In Sect. 3, we recall the definition of one-point functions and prove that the
dimension of the space of one-point functions is less than or equal to the one of
symmetric linear functions on Zhu’s algebra A0(V ).
In Sect. 4, we introduce a notion of pseudo-trace functions and prove that
pseudo-trace functions are one-point functions under Zhu’s finiteness condition.
Sect. 5 is devoted to the construction of the vertex operator algebra F+,
the classification of simple F+-modules, and the construction of reducible in-
decomposable F+-modules. The structure of Zhu’s algebra described in [1] are
explained. It is worthy to mention that, for d = 1, we have
A0(W(2)) ∼= A0(F
+) ∼= C⊕M2(C)⊕M2(C)⊕
{(
a b
0 a
)
| a, b ∈ C
}
. (1.1)
In Sect. 6, we apply our method given in Sect. 4 to construct pseudo-trace
functions to F+-module F+ = F
+
+ ⊕ F
−
+. We explicitly determine the struc-
ture of the endomorphism ring P of F+ and show that F+ is projective as a
3
P -module. We take an appropriate P -coordinate system of F+ (see [5]) and
construct pseudo-trace functions.
2 Preliminaries
In this section, we will recall definitions of modules for vertex operator algebras,
and Zhu’s algebras. Throughout this paper, Z, Z≥0, Z>0 and C denote the
set of integers, non-negative integers, positive integers and complex numbers,
respectively.
2.1 Vertex operator algebras and their modules
A vertex operator algebra is a quadruple (V, Y, | 0 〉, ω) which consists of a Z-
graded vector space V =
⊕
n∈Z Vn over the field C of complex numbers, a linear
map
Y : V → EndC(V )[[z, z
−1]] (a 7→ Y (a, z) =
∑
n∈Z
a(n)z
−n−1), (2.1)
and two non-zero vectors | 0 〉 ∈ V0 called the vacuum vector and ω ∈ V2 called
the Virasoro element satisfying a number of conditions (see e.g. [13]). For any
a ∈ Vn, we write |a| = n. We often refer V to be a vertex operator algebra for
short. Throughout the paper, we always assume that a vertex operator algebra
V is Z≥0-graded, that is, V =
⊕∞
n=0 Vn.
A weak V -module is a complex vector space M equipped with a linear map
YM : V → EndC(M)[[z, z
−1]] which maps a ∈ V to YM (a, z) =
∑
n∈Z a
M
(n)z
−n−1
satisfying the following:
(1) For any pair (a, u) ∈ V ×M , there exists an integer n0 such that a
M
(n)u = 0
for all n ≥ n0.
(2) YM (| 0 〉, z) = idM .
(3) For all a, b ∈ V and p, q, r ∈ Z, the Borcherds identity holds:
∞∑
i=0
(
p
i
)
(a(r+i)b)
M
(p+q−i)
=
∞∑
i=0
(−1)i
(
r
i
)
(aM(p+r−i)b
M
(q+i) − (−1)
rbM(q+r−i)a
M
(p+i)).
(2.2)
We will often omit the subscript and the superscript M of YM and a
M
(n) (a ∈
V, n ∈ Z) for simplicity.
Set Y (ω, z) =
∑
n∈Z Lnz
−n−2. Then {Ln, idM |n ∈ Z} gives rise to a repre-
sentation of the Virasoro algebra on M , that is,
[Lm, Ln] = (m− n)Lm+n +
m3 −m
12
δm+n,0cV idM (2.3)
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for all m,n ∈ Z, where cV ∈ C is the central charge of V . We also have
d
dz
Y (a, z) = Y (L−1a, z) (2.4)
for all a ∈ V (see for instance [13]).
Setting r = 0 and p = 0 in the Borcherds identity, respectively, we have
[a(p), b(q)] =
∞∑
i=0
(
p
i
)
(a(i)b)(p+q−i), (2.5)
(a(r)b)(q) =
∞∑
i=0
(−1)i
(
r
i
)
(a(r−i)b(q+i) − (−1)
rb(q+r−i)a(i)) (2.6)
called the commutator formula and the associativity formula.
For any homogeneous a ∈ V and n ∈ Z, we set J0(a) = a(|a|−1+n) by Jn(a)
and extend it by linearity. Note that J0(| 0 〉) = idM and Jn(ω) = Ln. By the
commutator formula and (2.4), we have
[L0, Jn(a)] = −nJn(a) (2.7)
for all a ∈ V and n ∈ Z.
Definition 2.1.1 ([14], cf. [16]). A module for a vertex operator algebra V is a
weak V -module M satisfying the following conditions:
(1) M is finitely generated as a weak V -module.
(2) For any u ∈M , there is an integer m such that
Jn1(a
1)Jn2(a
2) · · · Jnr(a
r)u = 0 (2.8)
for all a1, a2, . . . , ar ∈ V and n1 + n2 + · · ·+ nr ≥ m.
We note that the integer m appeared in Definition 2.1.1 (2) must be positive
since J0(| 0 〉) = idM .
Remark 2.1.2. In [14], a weak V -module satisfying Definition 2.1.1 (2) is called
an exhaustive module.
2.2 Zhu’s finiteness condition
In this subsection, we recall the definition of Zhu’s finiteness condition introduced
by Y. Zhu ([20]) and we give several properties of modules for a vertex operator
algebra satisfying Zhu’s finiteness condition.
Let V be a vertex operator algebra and let C2(V ) be the vector subspace
of V linearly spanned by elements a(−2)b for all a, b ∈ V . If V/C2(V ) is finite-
dimensional, we say that the vertex operator algebra V satisfies Zhu’s finiteness
condition.
The following lemma is a modified version of [15, Lemma 2.4] by using the
operator Jn(a). The proof is similar to the one given in [15].
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Lemma 2.2.1 (cf. [15, Lemma 2.4], [14, Lemma 8.3.1]). Let V be a vertex opera-
tor algebra satisfying Zhu’s finiteness condition and let M be a finitely generated
weak V -module. Then there is a finite-dimensional graded vector subspace U of
V such that V = C2(V ) + U and M is linearly spanned by
Jn1(a
1)Jn2(a
2) · · · Jnr(a
r)u (r ∈ Z≥0, a
i ∈ U, n1 < n2 < · · · < nr, u ∈ B) (2.9)
where B is a set of generators of M .
Under Zhu’s finiteness condition, we can prove that any V -module decom-
poses into a direct sum of finite-dimensional generalized eigenspaces for L0.
Proposition 2.2.2 ([16, Corollary 3.2.8]). Let V be a vertex operator algebra
satisfying Zhu’s finiteness condition and let M be a non-zero V -module. Then
there exist complex numbers r1, r2, . . . , rk with ri−rj 6∈ Z for any 1 ≤ i, j ≤ k and
non-negative integers d1, d2, . . . , dk such that M =
⊕k
i=1
⊕∞
n=0M(ri+n) where
M(ri+n) = {u ∈ M | (L0 − ri − n)
di+1u = 0} and M(ri) 6= 0 for all 1 ≤ i ≤ k.
Moreover each generalized eigenspace M(ri+n) is finite-dimensional.
Proof. First we shall prove that M decomposes into a direct sum of finite-
dimensional generalized eigenspaces for L0.
Let B be a finite set of generators of M and let U be a finite-dimensional
graded vector subspace of M such that V = C2(V ) + U . We may assume that
U contains the Virasoro element ω. By Lemma 2.2.1 and the definition of V -
modules, there exists a positive integer m such that M is linearly spanned by
elements of the form (2.9) with n1 + n2 + · · ·+ nr < m.
Let W be the vector subspace of M linearly spanned by elements of the form
(2.9) with 0 ≤ n1 + n2 + · · · + nr < m. Since U is finite-dimensional and B is a
finite set, the vector space W is finite-dimensional. Since W is L0-invariant by
(2.7), the vector spaceW decomposes into a direct sum of generalized eigenspaces
for L0. We may assume that any u ∈ B is a generalized eigenvector for L0. Then,
for any u ∈ B, there exist a complex number ru and a non-negative integer du
such that (L0 − ru)
du+1u = 0. By (2.7), we have
(L0 − ru + n1 + n2 + · · · + nr)
du+1Jn1(a
1)Jn2(a
2) · · · Jnr(a
r)u
= Jn1(a
1)Jn2(a
2) · · · Jnr(a
r)(L0 − ru)
du+1u
= 0
(2.10)
for all ai ∈ U , u ∈ B and n1 < n2 < · · · < nr, which proves that M decomposes
into a direct sum of generalized eigenspaces for L0.
Let M(s) be a generalized eigenspace for L0 with eigenvalue s. Then M(s) is
linearly spanned by Jn1(a
1)Jn2(a
2) · · · Jnr(a
r)u with ai ∈ U , u ∈ B, n1 < n2 <
· · · < nr and n1 + n2 + · · · + nr = ru − s. This shows that each generalized
eigenspace is finite-dimensional.
Set P (B) = {ru |u ∈ B}. Introduce the partial order on C as follows:
r ≤ s if and only if s− r ∈ Z≥0. (2.11)
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Then there exist minimal elements r1, r2, . . . , rk in P (B) with respect to the par-
tial order. Thanks to Definition 2.1.1 (2), for any ri, there exists a positive integer
mi such that M(ri−mi+n) = 0 for all n < 0 and M(ri−mi) 6= 0. For any 1 ≤ i ≤ k,
let {ui1, u
i
2, . . . , u
i
ℓi
} be the subset of B consisting of all elements whose eigenval-
ues for L0 are ri. Take the maximum element di in the set {dui1
, dui2
, . . . , dui
ℓi
}.
Then we have (L0 − ri +mi − n)
di+1M(ri−mi+n) = 0 for all n. This completes
the proof.
Let M =
⊕k
i=1
⊕∞
n=0M(ri+n) (ri − rj 6∈ Z) be a module for a vertex oper-
ator algebra V satisfying Zhu’s finiteness condition. Then, by (2.7), we have
Jm(a)M(ri+n) ⊂ M(ri+n−m) for all m ∈ Z and a ∈ V . Since ri − rj 6∈ Z for
any 1 ≤ i, j ≤ k, it follows that
⊕∞
n=0M(ri+n) is a V -submodule of M for all
1 ≤ i ≤ k.
Proposition 2.2.3. Let V be a vertex operator algebra satisfying Zhu’s finiteness
condition and let M be a simple V -module. Then there exists a complex number
r such that M =
⊕∞
n=0Mr+n with Mr 6= 0 where Mr+n is a finite-dimensional
eigenspace for L0 with eigenvalue r + n.
2.3 Zhu’s algebra A0(V )
In this subsection, we recall from [20, 9] the definition of Zhu’s algebra.
Let O(V ) be the vector space linearly spanned by elements
a ◦ b = Res
z=0
Y (a, z)b
(1 + z)|a|
z2
dz (2.12)
for any homogeneous a ∈ V and b ∈ V , and set A0(V ) = V/O(V ). We denote by
[a] the image of a ∈ V in A0(V ). We define a bilinear operation ∗ on V ×V → V
by
a ∗ b = Res
z=0
Y (a, z)b
(1 + z)|a|
z
dz (2.13)
for homogeneous a ∈ V and b ∈ V .
Theorem 2.3.1 ([20]). The bilinear operation ∗ induces a structure of an asso-
ciative C-algebra on A0(V ). Moreover, [| 0 〉] is the unity of A0(V ) and [ω] is a
central element.
Theorem 2.3.2 ([20]). Let V be a vertex operator algebra and let M be a V -
module.
(1) The linear map J0 : V → EndC(Ω(M)) defined by a 7→ J0(a) induces a
representation of A0(V ) on Ω(M) where Ω(M) = {m ∈ M |Jn(a)m =
0 for any a ∈ V and integers n > 0}.
(2) The operation Ω induces a bijection between the complete set of inequivalent
simple V -modules and the set of inequivalent simple A0(V )-modules.
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3 The space of one-point functions
In this section, we recall the definition of one-point functions and discuss their
properties.
3.1 One-point functions on elliptic curves
In this subsection, we shall recall the definition of one-point functions on elliptic
curves.
The Eisenstein series G2k(τ) (k ≥ 1) are series defined by
G2k(τ) =
∑
(m,n)6=(0,0)
1
(mτ + n)2k
(3.1)
for k ≥ 2 and
G2(τ) =
π2
3
+
∑
m∈Z−{0}
∑
n∈Z
1
(mτ + n)2
. (3.2)
It is well-known that the Eisenstein series have the q-expansions
G2k(τ) = 2ζ(2k) +
2(2πiτ)2k
(2k − 1)!
∞∑
n=1
σ2k−1(n)q
n (3.3)
for all k ≥ 1, where ζ(s) is the Riemann zeta function, σk(n) =
∑
d|n d
k, q = e2πiτ
and τ ∈ H = {τ ∈ C | Im τ > 0}.
For any elliptic curve Eτ = C/(Z ⊕ Zτ) with a modulus τ in H, we have
two canonical coordinate systems: the one is the coordinate z of C and the
other is the coordinate e2πiz of P1. There exist two vertex operator algebra
structures corresponding to these two coordinate systems, respectively (cf. [11]
for instance).
Theorem 3.1.1 ([20, Theorem 4.2.1]). Let (V, Y, | 0 〉, ω) be a vertex operator
algebra of central charge cV . Define Y [a, z] = Y (a, e
2πiz − 1)e2πi|a|z for ev-
ery homogeneous a ∈ V and set ω˜ = (2πi)2
(
ω − cV24 | 0 〉
)
. Then the quadruple
(V, Y [ ], | 0 〉, ω˜) is a vertex operator algebra.
For any a ∈ V , we denote Y [a, z] =
∑
n∈Z a[n]z
−n−1 and set L[n] = ω˜[n+1] for
any integer n. Then the set
V[n] = {v ∈ V |L[0]a = na}. (3.4)
is not equal to Vn in general, however, it is shown in [10] that for each non-
negative integer n we have ⊕
k≤n
Vk =
⊕
k≤n
V[k]. (3.5)
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Since V is assumed to be Z≥0-graded, it follows from (3.5) that the vertex oper-
ator algebra (V, Y [ ], | 0 〉, ω˜) is also Z≥0-graded.
Let Oq(V ) be the C[G4, G6]-submodule of V ⊗ C[G4, G6] generated by
a[0]b, (3.6)
a[−2]b+
∞∑
k=2
(2k − 1)a[2k−2]b⊗G2k(τ) (3.7)
for all homogeneous a ∈ V and b ∈ V . Then we can define one-pint functions.
Definition 3.1.2. Let Γ ⊂ C be an integral lattice and let EΓ = C/Γ be the
corresponding elliptic curve. A map S : V ⊗ C[G4, G6] ×H → C satisfying the
following conditions is called a one-point function on the elliptic curve EΓ.
(1) For any a ∈ V ⊗ C[G4, G6], the function S(a, τ) is holomorphic in τ ∈ H.
(2) S(
∑
i ai ⊗ fi(τ), τ) =
∑
i fi(τ)S(ai, τ) for all ai ∈ V and fi ∈ C[G4, G6].
(3) S(a, τ) = 0 for all a ∈ Oq(V ).
(4) For any a ∈ V[n], the following relation holds:
S(L[−2]a, τ) = (2πi)
2q
d
dq
S(a, τ) +
∞∑
k=1
G2k(τ)S(L[2k−2]a, τ) (3.8)
where q = e2πiτ .
We denote the space of one-point functions by C(V ).
Let V be a vertex operator algebra satisfying Zhu’s finiteness condition and
let S be a non-zero one-point function. It is shown in [15, pp. 85] (also see [20,
pp. 295] and [10, Theorem 6.5]) that there exist complex numbers r1, r2, . . . , rd
with ri − rj 6∈ Z for i 6= j and non-negative integers N1, N2, . . . , Nd such that
S(a, τ) =
d∑
i=1
Si(a, τ)q
ri , (3.9)
Si(a, τ) =
Ni∑
j=0
Sij(a, τ)(2πiτ)
j , (3.10)
Sij(a, τ) =
∞∑
k=0
Sijk(a)q
k (3.11)
for all a ∈ V . It is obvious that Sijk ∈ HomC(V,C).
Remark 3.1.3. Since ri − rj 6∈ Z for i 6= j, the map V ⊗ C[G4, G6] × H → C
defined by (a⊗ f, τ) 7→ Si(a⊗ f, τ)q
ri is a one-point function (cf. [15]).
Let S be a one-point function. If there is a complex number r such that
S(a, τ) =
d∑
j=0
∞∑
k=0
Sjk(a)q
r−cV /24+k(2πiτ)j (3.12)
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for all a ∈ V with S00 6= 0 where cV denotes the central charge of V , then we
call S a one-point function of conformal weight r.
Definition 3.1.4. We set Ch(V ) = {S(| 0 〉, τ) |S ∈ C(V )}. We call any element
of Ch(V ) a pseudo-character (It is called a generalized character in [15]).
Note that, by definition, there is a surjective linear map C(V ) → Ch(V )
defined by S 7→ S(| 0 〉, τ). If V satisfies Zhu’s finiteness condition, then the
vector space Ch(V ) contains characters of simple V -modules and it is finite-
dimensional (see [15, 20]).
3.2 Symmetric linear functions on associative alge-
bras
In order to state the relationship between one-pint functions and Zhu’s algebra,
we recall the notion of symmetric linear functions on associative algebras.
Let A be a finite-dimensional associative C-algebra and let Z(A) be the center
of A. A linear function φ : A → C is called a symmetric linear function if
φ(ab) = φ(ba) for all a, b ∈ A. We denote the vector space of symmetric linear
functions on A by SA. The vector space SA is canonically a Z(A)-module by the
action
(c · ϕ)(a) = ϕ(ca) for all a ∈ A. (3.13)
Proposition 3.2.1. Let A be a finite-dimensional associative C-algebra and let
ω be a non-zero central element. Then there exist complex numbers r1, r2, . . . , rk
and non-negative integers d1, d2, . . . , dk such that
∏k
i=1(ω − ri)
di+1 = 0. In par-
ticular, A =
⊕k
i=1Ari where Ari = {a ∈ A | (ω − ri)
di+1a = 0}.
Proof. Let M be a simple left A-module. Then there exists a primitive idem-
potent e such that M ∼= Ae/J(A)e where J(A) is the Jacobson radical of
A. Since ω acts on Ae/J(A)e as a scalar r by Schur’s lemma, we see that
(ω − r)e ∈ J(A)e ⊂ J(A). Because J(A) is nilpotent and ω ∈ Z(A), there exists
a non-negative integer d such that (ω− r)d+1e = 0. Therefore (ω− r)d+1Ae = 0.
Since A is a direct sum of left A-modules generated by primitive idempotents,
we have the assertion.
By (3.13) and Proposition 3.2.1, we have:
Proposition 3.2.2. Let A be a finite-dimensional associative C-algebra and
let ω be a non-zero central element of A. Then there exist complex numbers
r1, r2, . . . , rk and non-negative integers d1, d2, . . . , dk such that S
A =
⊕k
i=1 S
A
ri
where (ω − ri)
di+1 SAri = 0.
3.3 Zhu’s algebras and one-point functions
Let V be a vertex operator algebra satisfying Zhu’s finiteness condition. It is
shown in [10, Proposition 3.6] that A0(V ) is finite-dimensional. Then, by The-
orem 2.3.2, there are finitely many simple V -modules. Let {M1,M2, . . . ,Mk}
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be the complete set of all inequivalent simple V -modules. By Proposition 2.2.3,
for any 1 ≤ i ≤ k, there is a complex number ri such that M
i =
⊕∞
n=0M
i
ri+n
with M iri 6= 0 where each M
i
ri+n is a finite-dimensional eigenspace for L0 with
eigenvalue ri + n. The complex number ri is called the conformal weight of M
i.
Let Λ be the subset of C consisting of conformal weights of all simple V -modules.
Note that the cardinality of Λ is equal to or smaller than k.
Remark 3.3.1. We use the terminology “conformal weight” for simple V -modules
and one-point functions. By the result given in [15, Lemma 5.7] (see Lemma 3.3.3
in this paper), we will find that, if there is a one-point function of conformal
weight r, then r ∈ Λ.
Throughout the paper, we denote the space of symmetric linear functions on
A0(V ) by S
V . Then, by Proposition 3.2.2, we obtain
SV =
⊕
r∈Λ
SVr (3.14)
where
SVr = {φ ∈ S
V |φ(([ω] − r)dr+1 ∗ [a]) = 0, ∀[a] ∈ A0(V )}. (3.15)
Lemma 3.3.2 ([15, pp.82]). Let S be a one-point function. Suppose that S(a, τ)
is expressed as S(a, τ) =
∑d
j=0
∑∞
k=0 Sjk(a)q
r+k(2πiτ)j for all a ∈ V where
r ∈ C. If S00 = 0, then Sj0 = 0 for all 0 ≤ j ≤ d.
Lemma 3.3.3 ([20], [15, Lemma 5.7]). Let S be a one-point function. Suppose
that S(a, τ) is expressed as S(a, τ) =
∑d
j=0
∑∞
k=0 Sjk(a)q
r−cV /24+k(2πiτ)j for all
a ∈ V where r ∈ C. Then S00 ∈ S
V and S00((ω − r)
d+1 ∗ a) = 0 for all a ∈ V .
In particular, if S00 6= 0, then r ∈ Λ and S00 belongs to S
V
r .
The following theorem is one of the main results in [15].
Theorem 3.3.4 ([15, Theorem 5.5]). Let V be a vertex operator algebra satis-
fying Zhu’s finiteness condition and let cV be the central charge of V . Suppose
that any simple V -module is infinite-dimensional. Then the vector space C(V )
has a basis {Sr,ir | r ∈ Λ, 1 ≤ ir ≤ kr} where
Sr,ir(a, τ) =
dir∑
j=0
∞∑
k=0
Sr,irjk (a)q
r−cV /24+k(2πiτ)j (3.16)
for all a ∈ V with Sr, ir00 6= 0. Moreover, any one-point function of conformal
weight r1 is a linear combination of S
r2,ir2 such that Re(r2) ≥ Re(r1).
Remark 3.3.5. The condition “any simple V -module is infinite-dimensional” in
Theorem 3.3.4 is not explicitly assumed in [15]. The basis of C(V ) in Theorem
3.3.4 consists of pseudo-trace functions in the sense of [15]. In order to define
pseudo-trace functions in [15], the integer N such that M iri+n 6= 0 for all n > N
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and 1 ≤ i ≤ k plays an important role, where {M1,M2, . . . ,Mk} is the complete
set of all inequivalent simple V -modules (see [15, pp. 71]). However, if there
is a finite-dimensional simple V -module, we cannot choose such an integer and
therefore may not obtain the basis as in Theorem 3.3.4. For example, the vertex
operator algebra W2,3 satisfies Zhu’s finiteness condition but admits a finite-
dimensional simple module (see [3]).
By Theorem 3.3.4, we obtain an upper bound of the dimension of the space
of one-point functions:
Theorem 3.3.6. Let V be a vertex operator algebra satisfying Zhu’s finiteness
condition. Suppose that any simple V -module is infinite-dimensional. Then
dimC C(V ) ≤ dimC S
V .
Proof. By Theorem 3.3.4, we can choose a basis {Sr, ir | r ∈ Λ, 1 ≤ ir ≤ kr} of
C(V ) such that
Sr, ir(a, τ) =
dir∑
j=0
∞∑
k=0
Sr, irjk (a)q
r−cV /24+k(2πiτ)j , (3.17)
Sr, irjk ∈ HomC(V,C), S
r, ir
00 6= 0. (3.18)
Suppose that dimC C(V ) > dimC S
V . Then there exists a conformal weight
r ∈ Λ such that dimC S
V
r < kr since dimC C(V ) =
∑
r∈Λ kr. By Lemma 3.3.3,
we see that the set {Sr, ir00 | 1 ≤ ir ≤ kr} is contained in S
V
r . Therefore the set
{Sr, ir00 | 1 ≤ ir ≤ kr} is not linearly independent so that there exist i and complex
numbers ajr such that S
r, i
00 =
∑
jr 6=i
ajrS
r, jr
00 . Set
T = Sr, i −
∑
jr 6=i
ajrS
r, jr . (3.19)
Hence we can express T as
T (a, τ) =
d∑
j=0
∞∑
k=0
Tjk(a)q
r−cV /24+k(2πiτ)j (3.20)
for all a ∈ V . Then T00 = 0 so that we have Tj0 = 0 for all 0 ≤ j ≤ d by Lemma
3.3.2. Therefore the one-point function T is rewritten as
T (a, τ) =
d∑
j=0
∞∑
k=0
Tjk(a)q
s−cV /24+k(2πiτ)j , (3.21)
for all a ∈ V where Re(s) > Re(r). By Theorem 3.3.4, T is a linear combi-
nation of one-point functions in the basis whose conformal weights have real
parts greater than or equal to Re(s). Then, by (3.19), we see that Sr, i is a
linear combination of other elements of the basis of C(V ). Therefore the set
{Sr, ir | r ∈ Λ, 1 ≤ i ≤ kr} is not linearly independent. This is a contradic-
tion.
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4 Pseudo-trace functions
In this section, we introduce a generalization of a notion of pseudo-trace functions
defined in [15]. For this purpose, we recall pseudo-trace maps and introduce a
notion of a projective commutant of modules for a vertex operator algebra V .
Then we prove that any pseudo-trace function is a one-point function if V satisfies
Zhu’s finiteness condition.
4.1 Pseudo-trace maps
In this subsection, we will recall the notion of pseudo-trace maps (see e.g. [5]).
Let A be a finite-dimensional associative C-algebra and Let W be a finitely
generated projective left A-module. It is well known that there exists a pair of
sets {ui}
n
i=1 ⊂ W and {fi}
n
i=1 ⊂ HomA(W,A) such that w =
∑n
i=1 fi(w)ui for
all w ∈ W . The set {ui, fi}
n
i=1 is called an A-coordinate system of W (cf. [6,
Chapter II, § 2.6, Proposition 12]).
Let {ui, fi}
n
i=1 be an A-coordinate system of W . For any φ ∈ S
A, we define
the linear map φW : EndA(W ) → C by φW (α) =
∑n
i=1 φ(fi(α(ui))). The map
φW is called the pseudo-trace map.
Proposition 4.1.1 (cf. [5, § 2]). Let A be a finite-dimensional associative C-
algebra, W a finitely generated projective left A-module and φ a symmetric linear
function on A. Then the pseudo-trace map φW is independent of the choice of
A-coordinate systems.
The following proposition will be needed to prove that pseudo-trace functions
are one-point functions.
Proposition 4.1.2 (cf. [7]). Let A be a finite-dimensional associative C-algebra
and let φ be a symmetric linear function on A. Suppose P and Q are finitely
generated projective left A-modules. Then we have φP (β ◦ α) = φQ(α ◦ β) for all
α ∈ HomA(P,Q) and β ∈ HomA(Q,P ). In particular, φP is a symmetric linear
function on EndA(P ).
Proof. Let {ui, fi}
m
i=1 and {vj , gj}
n
j=1 be A-coordinate systems of P and Q, re-
spectively. Then we have
α(ui) =
n∑
j=1
gj(α(ui))vj , β(vj) =
m∑
i=1
fi(β(vj))ui, (4.1)
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It follows from (4.1) that
φP (β ◦ α) =
m∑
i=1
φ(fi ◦ β ◦ α(ui)) =
m∑
i=1
n∑
j=1
φ(fi ◦ β(gj(α(ui))vj))
=
m∑
i=1
n∑
j=1
φ(gj(α(ui))fi(β(vj)) =
m∑
i=1
n∑
j=1
φ(fi(β(vj)gj(α(ui)))
=
m∑
i=1
n∑
j=1
φ(gj ◦ α(fi(β(vj))ui)) =
n∑
j=1
φ(gj ◦ α ◦ β(vj))
= φQ(α ◦ β),
(4.2)
which shows the proposition.
4.2 Projective commutants
LetM be a module for a vertex operator algebra V . A subalgebra P of EndV (M)
is called a projective commutant of M if M is projective as a left P -module.
Suppose that V satisfies Zhu’s finiteness condition. By Proposition 2.2.2,
any V -module M decomposes into a direct sum of generalized eigenspaces for
L0 and each generalized eigenspace is finite-dimensional. It is shown in [16,
Proposition 5.9.1] that EndV (M) is finite-dimensional, which shows that any
projective commutant P of M is finite-dimensional. Since any α ∈ EndV (M)
preserves generalized eigenspaces for L0, we have the following:
Proposition 4.2.1. Let V be a vertex operator algebra satisfying Zhu’s finiteness
condition and let M be a V -module. Then any projective commutant P of M is
finite-dimensional and each generalized eigenspace for L0 is a finite-dimensional
projective left P -module.
4.3 Pseudo-trace functions and one-point functions
Let V be a vertex operator algebra satisfying Zhu’s finiteness condition and let
M be a V -module. Then we can assume that there exist a complex number r
and non-negative integer d such that M =
⊕∞
n=0M(r+n) with M(r) 6= 0 where
(L0 − r − n)
d+1M(r+n) = 0 and dimCM(r+n) < ∞ for all n ≥ 0 (see Sect. 2.2).
We define the operator qL0 on M by
qL0 =
d∑
j=0
1
j!
(L0 − r − n)
jqr+n(2πiτ)j on M(r+n) (4.3)
where q = e2πiτ and τ ∈ H.
Let P be a projective commutant of M and let φ be a symmetric linear func-
tion on P . Since each M(r+n) is a finite-dimensional projective left P -module by
Proposition 4.2.1, we can define the pseudo-trace map φM(r+n) : EndP (M(r+n))→
14
C for all n ≥ 0. Note that Jm(a) ∈ HomP (M(r+n),M(r+n−m)) for all a ∈ V ,
m ∈ Z and non-negative integers n. We can set
φM(r+n)(J0(a)q
L0) =
d∑
j=0
1
j!
φM(r+n)(J0(a)(L0 − r − n)
j)qr+n(2πiτ)j (4.4)
for all a ∈ V and n ≥ 0,
φMY (a, z)q
L0 = z−|a|
∞∑
n=0
φM(r+n)
(
J0(a)q
L0
)
(4.5)
and
φMY (a, z)Y (b, w)q
L0
=
∞∑
n=0
∞∑
m∈Z
zm−|a|w−m−|b|φM(r+n)
(
J−m(a)Jm(b)q
L0
) (4.6)
for homogeneous a, b ∈ V . Let {uni , α
n
i | 1 ≤ i ≤ kn} be a P -coordinate system
of M(r+n). We can extend α
n
i to the P -homomorphism M → P by letting
αi(M(r+m)) = 0 if n 6= m. Then (4.5) and (4.6) respectively become
φMY (a, z)q
L0 =
∞∑
n=0
φM(r+n)(Y (a, z)q
L0) (4.7)
and
φMY (a, z)Y (b, w)q
L0 =
∞∑
n=0
φM(r+n)(Y (a, z)Y (b, w)q
L0) (4.8)
for any homogeneous a, b ∈ V .
Proposition 4.3.1. Let M =
⊕∞
n=0M(r+n) be a V -module and let P be a pro-
jective commutant of M . Then we have
φMY (a, z)Y (b, w)q
L0 = q|a|φMY (b, w)Y (a, zq)q
L0
= q−|b|φMY (b, wq
−1)Y (a, z)qL0
(4.9)
for any homogeneous a, b ∈ V , m ∈ Z and φ ∈ SP .
Proof. Since M(r+n) = 0 for n < 0, we have φM(r+n)(J−m(a)Jm(b)q
L0) = 0 (0 ≤
n ≤ m− 1) for any positive integer m. By Proposition 4.1.2 and the fact that
Jm(b)q
L0 =
dr∑
j=0
1
j!
Jm(b)(L0 − r − n)
jqr+n(2πiτ)j
=
dr∑
j=0
1
j!
(L0 − r +m− n)
jJm(b)q
r+n(2πiτ)j
= qmqL0Jm(b)
(4.10)
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on each M(r+n), we obtain
φM(r+n)(J−m(a)Jm(b)q
L0) = qmφM(r+n−m)(Jm(b)J−m(a)q
L0). (4.11)
Remark that the left-hand side of (4.11) is zero for any 0 ≤ n ≤ m−1 (m > 0)
and so is the right-hand side. Therefore we get
∞∑
n=0
φM(r+n)(J−m(a)Jm(b)q
L0) =
∞∑
n=m
φM(r+n)(J−m(a)Jm(b)q
L0)
=
∞∑
n=m
qmφM(r+n−m)(Jm(b)J−m(a)q
L0)
=
∞∑
n=0
qmφM(r+n)(Jm(b)J−m(a)q
L0)
(4.12)
for any non-negative integer m. Since
J−m(a)M(r+n) ⊆M(r+n+m) = 0 (0 ≤ n ≤ −m− 1)
for any negative integer m, it follows that
φM(r+n)(Jm(b)J−m(a)q
L0) = 0. (4.13)
Hence we obtain
∞∑
n=0
φM(r+n)(J−m(a)Jm(b)q
L0) =
∞∑
n=0
qmφM(r+n−m)(Jm(b)J−m(a)q
L0)
=
∞∑
n=−m
qmφM(r+n)(Jm(b)J−m(a)q
L0)
=
∞∑
n=0
qmφM(r+n)(Jm(b)J−m(a)q
L0)
(4.14)
for any negative integer m. As a consequence, we have
φMY (a, z)Y (b, w)q
L0
=
∑
m∈Z
∞∑
n=0
φM(r+n)(J−m(a)Jm(b)q
L0)zm−|a|w−m−|b|
=
∑
m∈Z
∞∑
n=0
qmφM(r+n)(Jm(b)J−m(a)q
L0)zm−|a|w−m−|b|
= q|a|φMY (b, w)Y (a, zq)q
L0
(4.15)
and
φMY (a, z)Y (b, w)q
L0
=
∑
m∈Z
∞∑
ℓ=0
qmφM(r+n)(Jm(b)J−m(a)q
L0)zm−|a|w−m−|b|
= q−|b|φMY (b, wq
−1)Y (a, z)qL0 .
(4.16)
16
Definition 4.3.2. Let V be a vertex operator algebra of central charge cV satisfy-
ing Zhu’s finiteness condition. Let M be a V -module, P a projective commutant
of M and φ a symmetric linear function on P . We define the pseudo-trace func-
tion SP,φM on M by
SP,φM (a, τ) =
∞∑
n=0
φM(r+n)(J0(a)q
L0−cV /24) (q = e2πiτ , τ ∈ H) (4.17)
for any a ∈ V .
By using Proposition 4.3.1 and the discussions given in [20], we have:
Proposition 4.3.3 ([20, Proposition 4.3.5, Proposition 4.3.6, Lemma 4.4.3]). A
pseudo-trace function SP,φM satisfies
SP,φM (a[0]b, τ) = 0, (4.18)
SP,φM (a[−2]b, τ) +
∞∑
k=2
(2k − 1)G2k(τ)S
P,φ
M (a[2k−2]b, τ) = 0, (4.19)
SP,φM (L[−2]a, τ) = (2πi)
2q
d
dq
SP,φM (a, τ) +
∞∑
k=1
G2k(τ)S
P,φ
M (L[2k−2]a) (4.20)
for all a, b ∈ V .
It is well known that any function subject to (4.18)–(4.20) is a formal solution
of the ordinary differential equation with a regular singularity at q = 0:
(
q
d
dq
)s
SP,φM (a, τ) +
s−1∑
i=0
hi(q)
(
q
d
dq
)i
SP,φM (a, τ) = 0, (4.21)
where hi ∈ C[G2, G4, G6] (see [20], [10]). Since quasi-modular forms hi(q) con-
verge on the domain |q| < 1, SP,φM (a, τ) converges on the same domain. Therefore
the pseudo-trace function SP,φM (a, τ) is holomorphic on H.
Proposition 4.3.3 together with the above discussions shows:
Theorem 4.3.4. Let V be a vertex operator algebra satisfying Zhu’s finiteness
condition and let M =
⊕∞
n=0M(r+n) be a V -module. For a projective commutant
P of M and a symmetric linear function φ on P , the pseudo-trace function SP,φM
is a one-point function.
Remark 4.3.5. Let V be a vertex operator algebra satisfying Zhu’s finiteness
condition. Let M be a simple V -module and set P = EndV (M) ∼= C. Then the
pseudo-trace function SP, idPM is noting but the usual trace function on M which
gives rise to the character of M when it is evaluated at the vacuum vector.
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Let P be a projective commutant of a V -module M =
⊕∞
n=0M(r+n). Recall
that the space of symmetric linear functions SP is a Z(P )-module. Then, by the
definition of pseudo-trace functions, we have:
Proposition 4.3.6. Let V be a vertex operator algebra satisfying Zhu’s finiteness
condition and let P be a projective commutant of a V -module M =
⊕∞
n=0M(r+n).
Then the vector space linearly spanned by {SP,φM |φ ∈ S
P} is a Z(P )-module by
the action defined by
c · SP,φM = S
P,c·φ
M . (4.22)
5 The vertex operator algebra F+
In this section, we recall from [1] the definition of the Z2-orbifold model F
+ of
the symplectic fermionic vertex operator superalgebra and the classification of
its simple modules. We also review the construction of certain indecomposable
modules and the structure of Zhu’s algebra for d = 1, which are given in [1].
5.1 The vertex operator algebra F+ and its simple
F
+-modules
Let h be a 2d-dimensional C-vector space with a non-degenerate skew symmetric
bilinear form 〈 , 〉 : h × h → C. Then there exists a basis {φi, ψi}di=1 of h such
that
〈φi, φj〉 = 〈ψi, ψj〉 = 0, 〈φi, ψj〉 = −〈ψj , φi〉 = −δij. (5.1)
We denote by hˆ the affinization of h, that is,
hˆ = h⊗ C[t, t−1]⊕ CK. (5.2)
The vector space hˆ becomes a superspace by letting CK be an even part and
h⊗ C[t, t−1] an odd part. The commutation relations on hˆ are given by
[a⊗ tm, b⊗ tn]+ = m〈a, b〉δm+n,0K, [K, hˆ] = 0 (5.3)
for all a, b ∈ h and m,n ∈ Z, where [ , ]+ denotes the anti-commutator.
We set A = U(hˆ)/(K − 1) where U(hˆ) is the universal enveloping algebra of
the Lie superalgebra hˆ and (K − 1) is the two-sided ideal of U(hˆ) generated by
K − 1. We denote h⊗ tn by hn for any integer n. The Z2-grading on hˆ induces
the Z2-grading on A, that is, A decomposes into a direct sum of the even part A0¯
and the odd part A1¯ of A. More precisely, the even part A0¯ is linearly spanned
by the set
{
h1−n1h
2
−n2 · · · h
2r
−n2r1 | r ∈ Z≥0 , h
j ∈ h, nj ∈ Z
}
and the odd part A1¯
is linearly spanned by the set
{
h1−n1h
2
−n2 · · · h
2r+1
−n2r+11 | r ∈ Z≥0, h
j ∈ h, nj ∈ Z
}
.
Let A≥0 be the left ideal of A generated by hn1 for all h ∈ h and non-negative
integers n. We set F = A/A≥0 and denote the image of the unity 1 ∈ A by | 0 〉.
Then F is a left A-module and is Z2-graded since F = (A≥0 ∩A0¯)⊕ (A≥0 ∩A1¯).
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For any h ∈ h, we define a field h(z) =
∑
n∈Z hnz
−n−1 on F. Then the first
of commutation relations (5.3) is equivalent to the operator product expansion
h1(z)h2(w) ∼
〈h1, h2〉
(z − w)2
(a, b ∈ h), (5.4)
in particular, any two fields h1(z) and h2(z) are mutually local.
For any field h(z) (h ∈ h), we set
h(z)− =
∑
n<0
hnz
−n−1, h(z)+ =
∑
n≥0
hnz
−n−1. (5.5)
We define the normally ordered product ◦
◦
h1(z)h2(z) ◦
◦
of two fields h1(z) and
h2(z) for h1, h2 ∈ h by ◦
◦
h1(z)h2(z) ◦
◦
= h1(z)−h
2(z) − h2(z)h1(z)+. Then we
extend it to ◦
◦
h1(z)h2(z) · · · hn(z) ◦
◦
, recursively, that is,
◦
◦
h1(z)h2(z) · · · hn(z) ◦
◦
= ◦
◦
h1(z) ◦
◦
h2(z) · · · hn(z) ◦
◦
◦
◦
. (5.6)
Then we obtain a linear map Y : F 7→ EndC(F)[[z, z
−1]] which is defined by
Y (h1−n1−1 · · · h
r
−nr−1| 0 〉, z) =
◦
◦
∂(n1)h1(z) · · · ∂(nr)hr(z) ◦
◦
, (5.7)
where ∂(n) = 1n!
dn
dzn and ni (1 ≤ i ≤ r) are non-negative integers. Then we set
Y (a, z) =
∑
n∈Z a(n)z
−n−1 for any a ∈ F.
By the definition of linear maps a(n) (a ∈ F, n ∈ Z), it follows that (h−1| 0 〉)(n) =
hn for any h ∈ h and n ∈ Z. Therefore the superspace h is identified with a super
subspace of F by the injective map h→ F (h 7→ h−1| 0 〉).
We set ω =
∑d
i=1 φ
i
−1ψ
i and denote the corresponding vertex operator by
L(z) =
∑
n∈Z Lnz
−n−2. Since
L(z)L(w) ∼ −
d
(z − w)4
+
2L(w)
(z − w)2
+
∂L(w)
z − w
, (5.8)
the operators Ln = ω(n+1) with n ∈ Z as well as the identity map idF give rise to
a module structure of the Virasoro algebra of central charge −2d on F. Moreover
we have
L(z)h(w) ∼
d∑
i=1
◦
◦
φi(z)ψi(z) ◦
◦
h(w)
∼
d∑
i=1
(
−〈φi(z)h(w)〉ψi(z) + 〈ψi(z)h(w)〉φi(z)
)
∼
d∑
i=1
(
−
〈φi, h〉ψi(z)
(z − w)2
+
〈ψi, h〉φi(z)
(z − w)2
)
∼
h(z)
(z − w)2
∼
h(w)
(z − w)2
+
∂h(w)
z − w
.
(5.9)
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Then
[Lm, hn] = −nhm+n (5.10)
for all m,n ∈ Z. In particular, [L−1, hn] = −nhn−1 for all integers n, which is
equivalent to [L−1, h(z)] =
d
dzh(z). By the definition of the field L(z), we have
L0h = h, Lnh = 0 (5.11)
for any h ∈ h and any positive integer n.
By using the existence theorem (cf. [12, Theorem 4.5]), we have:
Theorem 5.1.1. ([1, Theorem 3.1]) The quadruple (F, Y, | 0 〉, ω) is a simple
vertex operator superalgebra of central charge −2d with the vacuum vector | 0 〉
and the Virasoro vector ω. The gradation of F is given by F =
⊕∞
n=0 Fn where
Fn is linearly panned by
h1−n1h
2
−n2 · · · h
r
−nr | 0 〉 (n1 + n2 + · · ·+ nr = n) (5.12)
with r ∈ Z≥0, h
j ∈ h and nj ∈ Z>0
It is obvious that the even part F+ of F is a vertex operator algebra and the
odd part F− is a simple module for F+:
Proposition 5.1.2 ([1, Proposition 3.2]). The even part F+ of F is a simple
vertex operator algebra of central charge −2d with the vacuum vector | 0 〉 and the
Virasoro vector ω. The odd part F− of F is a simple F+-module.
Recall that F+ =
⊕∞
n=0 F
+
n where F
+
n is linearly spanned by elements
h1−n1h
2
−n2 · · · h
2r
−n2r | 0 〉 (n1 + n2 + · · · + n2r = n) (5.13)
with r ∈ Z≥0, h
j ∈ h and nj ∈ Z>0. In particular, we have F
+
0 = C| 0 〉 and
F
+
1 = 0. We also have F
− =
⊕∞
n=1 F
−
n where F
−
n is linearly spanned by elements
h1−n1h
2
−n2 · · · h
2r+1
−n2r+1 | 0 〉 (n1 + n2 + · · ·+ n2r+1 = n) (5.14)
with r ∈ Z≥0, h
j ∈ h and nj ∈ Z>0.
Remark 5.1.3. The vertex operator algebra F+ for d = 1 is isomorphic to the
triplet W-algebra W(2) (see [1, Remark 3.9] and references therein).
One of the important features of the vertex operator algebra F+ is:
Theorem 5.1.4 ([1, Theorem 3.10]). The vertex operator algebra F+ satisfies
Zhu’s finiteness condition.
As we have already mentioned, there are two inequivalent simple F+-modules
F
+ and F−. In [1], two more simple F+-modules F+t and F
−
t are found as the
even and the odd parts of the simple twisted F-module Ft. The conformal weights
of F+t and F
−
t are −d/8 and (−d+ 4)/8, respectively.
Theorem 5.1.5 ([1, Theorem 4.2]). The complete list of inequivalent simple
F
+-modules is {F±,F±t }.
Corollary 5.1.6. The set of conformal weights is Λ = {0, 1, −d/8, (−d+ 4)/8}.
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5.2 Indecomposable modules for the vertex operator
algebra F+
Let A+ be the left ideal of A which is generated by hn1 with h ∈ h and n ∈ Z>0.
Then F+ = A/A+ is a left A-module. We denote the image of 1 in A by | 0 〉+.
The left A-module F+ is isomorphic to the exterior algebra
∧
(h ⊗ C[t−1]) as
vector spaces (see [1]).
Proposition 5.2.1 ([1, Section 5]). The left A-module F+ is an F-module whose
module structure is given by
Y (h1−n1−1 · · · h
r
−nr−1| 0 〉, z) =
◦
◦
∂(n1)h1(z) · · · ∂(nr)hr(z) ◦
◦
. (5.15)
It follows from the construction of F+ that the F
+-module F+ is linearly
spanned by elements
h1−n1h
2
−n2 · · · h
r
−nr | 0 〉+ (r ∈ Z≥0, h
j ∈ h, nj ∈ Z≥0). (5.16)
Since
L0| 0 〉+ =
d∑
i=1
(φi−1ψ
i
−11)(1)| 0 〉+
=
d∑
i=1
(∑
n<0
φinψ
i
−n −
∑
n≥0
ψi−nφ
i
n
)
| 0 〉+
=
d∑
i=1
φi0ψ
i
0| 0 〉+
(5.17)
and (h0)
2 = 0 for any h ∈ h, we have
Ld+10 | 0 〉+ = 0. (5.18)
Then, by (5.10), we see that F+ decomposes into a direct sum of finite-dimensional
generalized eigenspaces for L0, that is, F+ =
⊕∞
n=0 F+(n) where where F+(n) is
linearly spanned by elements
h1−n1h
2
−n2 · · · h
r
−nr
( d∏
i=1
(φi0)
mi(ψi0)
ni
)
| 0 〉+ (mi, ni = 0, 1) (5.19)
with r ∈ Z≥0, h
j ∈ h, nj ∈ Z>0 and
∑r
j=1 nj = n and (L0 − n)
d+1
F+(n) = 0.
Since the Z2-grading of hˆ also induces a Z2-grading on A+, it follows that F+
is a superspace with the even part F++ and the odd part F
−
+. Note that F
+
+ is
linearly spanned by elements of the form (5.16) of even length and F−+ is linearly
spanned by elements of the form (5.16) of odd length.
Proposition 5.2.2 ([1, Corollary 5.2]). The F+-modules F±+ are reducible and
indecomposable.
Remark 5.2.3. The vertex operator algebra F+ satisfies Zhu’s finiteness condition
but it is not rational by Proposition 5.2.2.
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5.3 Zhu’s algebra A0(F
+) for d = 1
Let us denote by T+ the vertex operator algebra F+ for d = 1. The minimal
polynomial of [ω] of A0(T
+) is given as follows:
Proposition 5.3.1 ([1, Proposition 4.4]). The minimal polynomial of the central
element [ω] of A0(T
+) is
[ω]2 ∗ ([ω]− 1) ∗ (8[ω] + 1) ∗ (8[ω]− 3) = 0. (5.20)
The proposition yields
A(T+) = A0 ⊕A1 ⊕A− 1
8
⊕A 3
8
(5.21)
which is the decomposition into a direct sum of two-sided ideals, where Aλ is the
generalized eigenspace of [ω] with eigenvalue λ.
The structure of Zhu’s algebra A0(T
+) is described as follows.
Proposition 5.3.2 ([1, Proposition 4.6], [17, Theorem 4.6], [4]). (1) For λ =
1 and λ = 3/8, the two-sided ideal Aλ is isomorphic to the 2 × 2 matrix
algebra M2(C).
(2) The two-sided ideal A−1/8 is one-dimensional.
(3) The two-sided ideal A0 is isomorphic to the algebra{(
a b
0 a
) ∣∣∣ a, b ∈ C} . (5.22)
Since the vector space of symmetric linear functions on a matrix algebra is
one-dimensional and A0 is a commutative algebra, we have the following:
Corollary 5.3.3. The vector space ST
+
is 5-dimensional.
6 Pseudo-trace functions on F+
In this section, we determine the endomorphism ring of F+ and prove that the
endomorphism ring is itself a projective commutant of F+. We also determine
the vector space of symmetric linear functions on the endomorphism ring. Then
we introduce a P -coordinate system of F+ and construct pseudo-trace functions
on F+.
6.1 The endomorphism ring of F+
In order to construct pseudo-trace functions on F+, we need a projective com-
mutant of EndF+(F+) and symmetric linear functions on it.
Recall that F+ is linearly spanned by “even length elements”
h1−n1h
2
−n2 · · · h
2r
−n2r | 0 〉 (n1 + n2 + · · · + n2r = n) (6.1)
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with r ∈ Z≥0, h
j ∈ h and nj ∈ Z>0. By (5.15), the operators a(n) (a ∈ F
+, n ∈ Z)
on F+ are written as linear combinations of operators h
1
n1h
2
n2 · · · h
2r
n2r with h
j ∈ h
and nj ∈ Z. Hence, by (5.3), it follows that operators φ
i
0 and ψ
i
0 (1 ≤ i ≤ d) on
F+ commute with a(n) for any a ∈ F
+ and integers n. Therefore it follows that
φi0, ψ
i
0 ∈ EndF+(F+). Let θ be the automorphism on F+ = F
+
+ ⊕ F
−
+ defined by
a+ b 7→ a− b where a ∈ F++ and b ∈ F
−
+, respectively. Let P be the subalgebra
of EndF+(F+) which is generated by ei = φ
i
0, fi = ψ
i
0 and K = θ. Noting that
h10h
2
0 + h
2
0h
1
0 = 0 and θh
1
0 + h
1
0θ = 0 for any h
1, h2 ∈ h, we have
K2 = 1, eiej = −ejei, fifj = −fjfi,
Kei = −eiK, Kfi = −fiK, eifj = −fjei
(6.2)
for 1 ≤ i, j ≤ d. Note that e2i = f
2
i = 0 for all 1 ≤ i ≤ d.
Now we can describe a basis of the algebra P .
Proposition 6.1.1. The set
Ω =
{( d∏
i=1
emii f
ni
i
)
Kℓ |mi, ni, ℓ = 0, 1
}
(6.3)
is a basis of P where
(∏d
i=1 e
mi
i f
ni
i
)
Kℓ = (em11 f
n1
1 e
m2
2 f
n2
2 · · · )K
ℓ.
Proof. The definition of P and (6.2) imply that P is linearly spanned by Ω.
Suppose that
∑
c∈Ω acc = 0 where ac are complex numbers. Let us set the
subset
◦
Ω =
{∏d
i=1 e
mi
i f
ni
i |mi, ni = 0, 1
}
of Ω. Then we have
0 =
∑
c∈Ω
acc =
∑
c∈
◦
Ω
(acc+ acKcK). (6.4)
Applying (6.4) to | 0 〉+, we have
ac + acK = 0 (6.5)
for all c ∈
◦
Ω since the set
{∏d
i=1(φ
i
0)
mi(ψi0)
ni | 0 〉+ |mi, ni = 0, 1
}
is a basis of
F+,(0). On the other hand, applying (6.4) to h−1| 0 〉+ for h ∈ {φ
i, ψi | 1 ≤ i ≤ d},
we have
ac − acK = 0 (6.6)
for any c ∈
◦
Ω since the set
{ d∏
i=1
(φi0)
mi(ψi0)
nih−1| 0 〉+ |h = φ
i, ψi,mi, ni = 0, 1
}
(6.7)
forms a basis of F+,(1). Then we have ac = acK = 0.
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We can find a symmetric linear function on P which induces a non-degenerate
bilinear form on P .
Proposition 6.1.2. Let us define the linear function ϕ : P → C by
ϕ
((
d∏
i=1
emii f
ni
i
)
Kℓ
)
=
d∏
i=1
δmi,1δni,1δℓ,1. (6.8)
Then P is a symmetric algebra with ϕ, that is, ϕ is symmetric and induces a
non-degenerate bilinear form on P .
Proof. If ϕ(ab) = 0 for a, b ∈ Ω, then, by (6.2), we have ϕ(ab) = ±ϕ(ba) = 0,
which yields ϕ(ab) = ϕ(ba). Therefore we can assume that ϕ(ab) 6= 0.
Suppose that a = a1a2 · · · aℓ ∈ Ω where aj ∈ {ei, fi,K | 1 ≤ i ≤ d}. Then
there exists a unique element b ∈ Ω such that ab = ±
(∏d
i=1 eifi
)
K. The
element b is expressed as b = bℓ+1bℓ+2 · · · b2d+1 with bj ∈ {ei, fi,K | 1 ≤ i ≤
d}\{a1, . . . , aℓ}. Then we have
ab = (−1)ℓ(2d+1−ℓ)ba = ba, (6.9)
which shows that ϕ is symmetric.
The matrix A = (Aab) where Aab = ϕ(ab) with a, b ∈ Ω is invertible since for
any a ∈ Ω, there exists a unique b ∈ Ω such that Aab = ±δab. Therefore we see
that the bilinear form P×P → C defined by (a, b) 7→ ϕ(ab) is non-degenerate.
By the relations (6.2), we can determine the center of the algebra P .
Proposition 6.1.3. The center Z(P ) of P has the basis Z(Ω) ⊂ Ω which consists
of monomials of ei and fi (1 ≤ i ≤ d) of even length, and
(∏d
i=1 eifi
)
K. In
particular, dimC Z(P ) = 2
2d−1 + 1.
The map Z(P ) → SP defined by c → c · ϕ where c · ϕ(x) = ϕ(cx) for any
x ∈ P is an isomorphism since P is a symmetric algebra with ϕ (see [7, Lemma
2.5]).
Corollary 6.1.4. We have SP = {c · ϕ | c ∈ Z(P )}, in particular, dimC S
P =
dimC Z(P ) = 2
2d−1 + 1.
6.2 P -coordinate systems of F+
In order to construct pseudo-trace functions on F+ from symmetric linear func-
tions on P , we will introduce a P -coordinate system of the left P -module F+.
Set T± = (1 ±K)/2 and let Q± be P -submodules generated by T±, respec-
tively. We can show that T± are primitive idempotents of P ; suppose that M
is a simple P -submodule of Q±. For any non-zero element x of M , there ex-
ists an element p of P such that px =
(∏d
i=1 eifi
)
T±. So the submodule M
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contains a simple P -submodule C
(∏d
i=1 eifi
)
T±. Since Q± have unique simple
submodules, it follows that Q± are indecomposable. Therefore T± are primi-
tive idempotents. Thus {Q±} gives rise to the complete list of indecomposable
projective P -modules.
By (5.19), we see that any homogeneous subspace F+(n) of F+ is a direct sum
of the vector subspaces with a basis
{
ur~n
d∏
i=1
(φi0)
ki(ψi0)
ℓi | 0 〉+ | ki, ℓi = 0, 1
}
(6.10)
for fixed ur~n = u
1
−n1u
2
−n2 · · · u
r
−nr where n1 ≥ . . . ≥ nr > 0,
∑r
j=1 nj = n, u
j ∈
{φ, ψ} and nj 6= nj+1 when u
j = uj+1. The vector subspace linearly spanned
by the set (6.10) is a P -module. If r is even, this is isomorphic to Q+ as left
P -modules by the P -homomorphism induced by the correspondence
ur~n| 0 〉+ 7→ T
+. (6.11)
On the other hand, if r is odd, this is isomorphic to Q− as left P -modules by the
P -homomorphism induced by
ur~n| 0 〉+ 7→ T
−. (6.12)
Since the vector subspace of F+ which is linearly spanned by elements of the
form
h1−n1h
2
−n2 · · · h
r
−nr
d∏
i=1
φi0ψ
i
0| 0 〉+ (r ∈ Z≥0, h
j ∈ h, nj ∈ Z>0) (6.13)
is isomorphic to F = F+ ⊕ F− as F+-modules, it follows that
F+(n)
∼= (Q+)⊕ dimC F
+
n ⊕ (Q−)⊕ dimC F
−
n . (6.14)
Proposition 6.2.1. The set
{v+n,i, v
−
n,j , α
+
n,i, α
−
n,j | 1 ≤ i ≤ dimC F
+
n , 1 ≤ j ≤ dimC F
−
n } (6.15)
is a P -coordinate system of F+(n) where α
+
n,i is defined by (6.11), α
−
n,j is defined
by (6.12), and v+n,i = u
r
~n| 0 〉+ for an even r, v
−
n,i = u
r
~n| 0 〉+ for an odd r.
Proof. Let Q±n,i be left P -submodules of F+(n) generated by v
±
n,i = u
r
~n| 0 〉+,
respectively. Then the modules Q±n,i are isomorphic to Q
±, respectively. For any
monomial x of ei and fi (1 ≤ i ≤ d), we have
α±n,i(u
r
~nx| 0 〉+)v
±
n,i = (−1)
|x|xT±v±n,i = (−1)
|x|xv±n,i = u
r
~nx| 0 〉+, (6.16)
where |x| ∈ Z2 indicates u
r
~nx| 0 〉+ = (−1)
|x|xur~n| 0 〉+. Therefore, {v
±
n,i, α
±
n,i} are
P -coordinate systems of Q±, respectively.
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6.3 Pseudo-trace functions on F+
In this subsection, we will construct pseudo-trace functions on F+ associated
with symmetric linear functions on the algebra P . For any g ∈ SP , we denote
the pseudo-trace function SP,g
F+
by Sg for short.
Set ν =
∑d
i=1 eifi ∈ Z(P ). By (5.10) and (5.17), we have L0 − n = ν as
operators on F+(n) for any non-negative integer n. Note that ν
d = d!
∏d
i=1 eifi
and νd+1 = 0.
Recall that P is a symmetric algebra with ϕ. Given a symmetric linear
function c ·ϕ with c ∈ Z(P ), we can define the pseudo-trace function Sc·ϕ. Since
(L0 − n)
d+1
F+(n) = 0 for any non-negative integer n, we have
Sc·ϕ(a, τ) =
d∑
j=0
∞∑
n=0
1
j!
(c · ϕ)F+(n)
(
J0(a)(L0 − n)
j
)
qn+d/12(2πiτ)j
=
d∑
j=0
∞∑
n=0
1
j!
(c · ϕ)F+(n)
(
J0(a)ν
j
)
qn+d/12(2πiτ)j .
(6.17)
for all a ∈ F+. Each term which appears in the right-hand side of (6.17) can be
rewritten by using the coordinate system given in Proposition 6.2.1:
(c · ϕ)F+(n)
(
J0(a)ν
j
)
= ϕ
( dimC F+n∑
i=1
α+n,i(J0(a)cν
jv+n,i) +
dimC F
−
n∑
i=1
α−n,i(J0(a)cν
jv−n,i)
)
. (6.18)
Suppose that c ∈ Z(Ω) is of length 2k. Then cνj = 0 for j > d − k since
νj (0 ≤ j ≤ d) is a linear combination of elements in Z(Ω) of length 2j. Hence
(6.18) yields that (c · ϕ)F+(n)
(
J0(a)ν
j
)
= 0 for j > d− k.
Proposition 6.3.1. Suppose that c ∈ Z(Ω) is of length 2k. Then the pseudo-
trace function Sc·ϕ is
Sc·ϕ(a, τ) =
d−k∑
j=0
∞∑
n=0
Sjn(a)q
n+d/12(2πiτ)j (6.19)
for all a ∈ V where Sjn ∈ HomC(F
+,C).
We now can state one of our main results.
Theorem 6.3.2. Let ϕ be the symmetric linear function on P defined in Propo-
sition 6.1.2.
(1) For c =
(∏d
i=1 eifi
)
K, we have
Sc·ϕ(a, τ) =
1
2
trF+
(
J0(a)q
L0+d/12
)
+
1
2
trF−
(
J0(a)q
L0+d/12
)
(6.20)
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for all a ∈ F+ and
Sc·ϕ(| 0 〉, τ) =
1
2
trF+
(
qL0+d/12
)
+
1
2
trF−
(
qL0+d/12
)
. (6.21)
(2) If c ∈ Z(Ω) is a monomial of eifi (1 ≤ i ≤ d) of length 2k (k ≤ d), then the
coefficient of (2πiτ)d−k of Sc·ϕ(a, τ) is
1
2
(
trF+
(
J0(a)q
L0+d/12
)
− trF−
(
J0(a)q
L0+d/12
))
(6.22)
for all a ∈ F+ and
Sc·ϕ(| 0 〉, τ) =
(2πiτ)d−k
2
(
trF+
(
qL0+d/12
)
− trF−
(
qL0+d/12
))
. (6.23)
(3) If c ∈ Z(Ω) is neither a monomial of eifi (1 ≤ i ≤ d) nor
∏d
i=1 eifiK, then
we have Sc·ϕ(| 0 〉, τ) = 0.
(4) For any c ∈ Z(Ω), the pseudo-trace function Sc·ϕ is not zero and the set
{Sc·ϕ | c ∈ Z(Ω)} is linearly independent.
(5) dimC C(F
+) ≥ 22d−1 + 3.
Proof. (1) Note that cv+n,i =
(∏d
k=1 ekfk
)
v+n,i and cv
−
n,i = −
(∏d
k=1 ekfk
)
v+n,i. This
implies that the vector subspaces spanned by {cv±n,i |n ≥ 0, 1 ≤ i ≤ dimF
±
n } are
isomorphic to F±, respectively. Now we obtain, by the definition of ϕ,
ϕ(α±n,i(cv
±
n,i)) = ϕ
( d∏
k=1
eifiα
±
n,i(v
±
n,i)
)
= ϕ
( d∏
k=1
eifiT
±
)
= ±
1
2
. (6.24)
Therefore the sets {2ϕ ◦ α±n,i | 1 ≤ i ≤ dimF
±
n } are dual to the bases {cv
±
n,i | 1 ≤
i ≤ dimC F
±
n } of F
±
n , respectively. Then we have
ϕ
( dimF+n∑
i=1
α+n,i(J0(a)cv
+
n,i) +
dimF−n∑
i=1
α−n,i(J0(a)cv
−
n,i)
)
=
1
2
(tr
F
+
n
(J0(a)) + trF−n (J0(a))).
(6.25)
Remark that cνj =
(∏d
i=1 eifi
)
Kνj = 0 for all positive integers j. Then
(6.17) and (6.18) show the statement (1).
(2) By (6.17) and (6.18) the coefficient of (2πiτ)d−kqn+d/12 of Sc·ϕ(a, τ) is
1
(d− k)!
ϕ
( dimC F+n∑
i=1
α+n,i(J0(a)cν
d−kv+n,i) +
dimC F
−
n∑
i=1
α−n,i(J0(a)cν
d−kv−n,i)
)
. (6.26)
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Since νj is equal to
j!× {the sum of all monomials of eifi (1 ≤ i ≤ d) of length 2j}, (6.27)
we have cνd−k = (d− k)!
∏d
i=1 eifi. By the same argument in (1), we have
1
(d− k)!
ϕ
( dimC F+n∑
i=1
α+n,i(J0(a)cν
d−kv+n,i) +
dimC F
−
n∑
i=1
α−n,i(J0(a)cν
d−kv−n,i)
)
=
1
2
(tr
F
+
n
(J0(a))− trF−n (J0(a))).
(6.28)
This proves the first statement of (2). In order to prove the second statement,
by virtue of Proposition 6.3.1, it is sufficient to show
ϕ
( dimC F+n∑
i=1
α+n,i(cν
jv+n,i) +
dimC F
−
n∑
i=1
α−n,i(cν
jv−n,i)
)
= 0 (6.29)
for 0 ≤ j < d − k. Since νj is a scalar multiple of the sum of all monomials of
eifi (1 ≤ i ≤ d) of length 2j and c is of length 2k, the element cν
j is a scalar
multiple of the sum of monomials of eifi (1 ≤ i ≤ d) whose length is smaller than
2d for 0 ≤ j < d− k. Therefore, by the definition of ϕ, we have
ϕ(α±n,i(cν
jv±n,i)) = ϕ(cν
jT±) = 0, (6.30)
which shows (6.29).
We now give a proof of (3). Since c 6=
(∏d
i=1 eifi
)
K, the length of c ∈ Z(Ω)
is 2k. If k = d, then c =
∏d
i=1 eifi which contradicts to the assumption of (3).
Then we have k < d. Therefore, by (6.17), (6.18), and Proposition 6.3.1, in order
to prove (3), it is sufficient to prove
ϕ(α±n,i(cν
d−kv±n,i)) = ϕ(cν
d−kT±) = 0 (6.31)
for all 1 ≤ i ≤ dimC F
±
n . Since the element cν
d−k is a linear combination of
monomials of length 2d by (6.27), the element cνd−k is equal to λ
∏d
i=1 eifi for
a complex number λ. If λ is non-zero, then c must be a monomial of eifi (1 ≤
i ≤ d). This contradicts to the assumption of (3) and therefore we have λ = 0,
that is, cνd−k = 0. Hence we have shown (6.31).
We will prove the statement (4). By (1) and (2), the pseudo-trace functions
Sc·ϕ for c =
∏d
i=1 eifi and c = (
∏d
i=1 eifi)K are both non-zero. For any c ∈ Z(Ω)
of length 2k, there exists a unique element c′ ∈ Z(Ω) of length 2(d−k) such that
cc′ = ±
∏d
i=1 eifi. By Proposition 4.3.6 and Theorem 6.3.2 (2), we have
c′ · Sc·ϕ(a, τ) = ±S(cc
′)·ϕ(a, τ)
= ±
1
2
(trF+(J0(a)q
L0+d/12)− trF−(J0(a)q
L0+d/12)) 6= 0
(6.32)
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for all a ∈ F+ and then Sc·ϕ 6= 0.
For proving the second statements of (4), we suppose that∑
c∈Z(Ω)
acS
c·ϕ = 0 (6.33)
with complex numbers ac. We proceed induction on the length of elements in
Z(Ω). For the central element c = 1, we choose c′ =
∏d
i=1 eifi. Then we see that
c′′c′ = 0 for any c′′ ∈ Z(Ω) whose length is non-zero. Therefore we have
c′ ·
∑
c′′∈Z(Ω)
ac′′S
c′′·ϕ = acS
c′·ϕ = 0. (6.34)
Since Sc
′·ϕ 6= 0 we have ac = 0.
Suppose that ac = 0 for any c ∈ Z(Ω) whose length is strictly smaller than
2k with k > 0. Let c be an element of Z(Ω) of length 2k. Then there exists a
unique c′ ∈ Z(Ω) such that the length of c′ is 2(d − k) and cc′ = ±
∏d
i=1 eifi.
Note that c′′c′ = 0 for any c′′ ∈ Z(Ω) whose length is greater than or equal to
2k except for c. Hence we have ac = 0. This proves that ac = 0 for all c ∈ Z(Ω)
whose length is 2k. Therefore, we obtain ac = 0 for all c ∈ Z(Ω) whose length
is strictly smaller than 2d. We still have to show ac = 0 with c =
∏d
i=1 eifi and
c =
∏d
i=1 eifiK. In these cases, by Theorem 6.3.2 (1) and (2), we have ac = 0.
Then we conclude that ac = 0 for all c ∈ Z(Ω).
(5) By Theorem 6.3.2 (1) and (2), we obtain ordinary trace functions on sim-
ple modules F± as special cases of pseudo-trace functions. Moreover, we have two
ordinary trace functions on F±t . If the length of c ∈ Z(Ω) is smaller than 2d, then
the pseudo-trace function Sc·ϕ has logarithmic terms. Thus the set consisting of
ordinary trace functions on F±t and pseudo-trace functions S
c·ϕ (c ∈ Z(Ω)) is lin-
early independent. Since |Z(Ω)| = 22d−1+1, we see that dimC C(F
+) ≥ 22d−1+3
by (4).
By virtue of Theorem 6.3.2 (3) and (4), the surjective linear map C(F+) →
Ch(F+) restricted to the subspace of C(F+) linearly spanned by {Sc·ϕ | c ∈ Z(Ω)}
is not injective. Therefore, and so is the linear map C(F+)→ Ch(F+).
Corollary 6.3.3. If d > 1, then the dimension of Ch(F+) is strictly smaller
than the dimension of C(F+).
In the case d = 1, we have five linearly independent one-point functions by
Theorem 6.3.2. Recall from Corollary5.3.3 that dimC S
T
+
= 5. Therefore, by
Theorem 3.3.6, we have:
Theorem 6.3.4. The space of one-point functions of T+ is 5-dimensional. In
particular, C(T+) ∼= Ch(T+).
We close this paper by giving the following conjecture.
Conjecture 6.3.5. dimC C(F
+) = 22d−1 + 3 for any positive integer d.
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