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An  important feature of computers connected to networks is 
the a va il ability of standardized protocols for communicating 
across the network. The International Standard O r g an iz at io n 
proposes various protocols for different levels of communi­
cation and the File Transfer Protocol is one of them. With 
the decreasing cost of computer systems it is possible to 
dedicate a computer as a communications server in a network. 
Its sole res po ns ib il it y  is to provide its host w i t h  the 
capability of commu ni ca ti on  w i t h  any other host by hiding 
the details of the communication. In this project a File 
Transfer Protocol as specified by the International Stan­
dards Org an iz at io n  is developed on a communications server 
CS/1 system man uf ac tu re d  by Bridge Communications, Inc. The 
author's purpose for undertaking this project was to explore 
current net wo rk  technology while mak in g  use of software 
e ngineering techniques.
A fter a d etailed analysis and specifications the parts of 
the system wer e  identified. The system consists of a File 
Transfer Utility on the host (connected to the CS/1) that 
allows a user to request the services on the CS/1, a host to 
CS/1 interface on the host and a CS/1 to host interface on 
the CS/1 that drive the hardware b e t we en  the host and the 
CS/1 and is responsible for a logical connection bet we en  the 
communicating process on the host and the CS/1, a host agent 
on the CS/1 w hich accesses the File Transfer services on 
behalf of the host, and finally the File T ransfer service 
that is to be built on top of the existing Virtual Terminal 
Connection Service. The design of these parts is discussed, 
and a possible implementation outlined.
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Chapter 1 
Background
1.1. Local Area Networks
The decrease in cost of computer systems and the 
economic benefits of sharing expensive peripheral dev­
ices are the primary causes of the growing interest in 
local area networks. Local area networks allow diverse 
computer systems, terminals and other peripherals to 
exchange information at high speeds over short dis­
tances, thus permitting a single printer, plotter, tape 
. drive, etc. to serve several computers. A local area 
network may span distances of up to three kilometers, 
but they are usually contained within one building, or a 
small number of adjacent buildings. They usually have 
data transfer rates in the range of one to ten Mbits per 
second.
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A local area network provides a decentralized and 
integrated environment of different computer systems and 
other peripheral devices. The network appears to the 
user to be a single computer system even though dif­
ferent devices are located at different locations. 
Features of local area network include the potential of 
incremental expansion by adding new machinery, easy 
access to expensive peripherals, high reliability due to 
decentralization, and the possibility of dedicating a 
machine to perform a specialized function. Dedication 
of a machine to a specialized task has recently become 
attractive due to the decrease in the cost of computer 
systems. Such dedication has the additional benefit of 
reducing complexity in implementation.
As desirable as the interconnection of computer 
systems and devices is, it cannot be quickly or easily 
accomplished. Due to their diverse designs computer 
systems and devices have varied characteristics. Dif­
ferent machines employ different word lengths, for exam­
ple, some machines work with 8 bit words, some with 16 
bit words and others with 32 bit words. Also there are 
different character representations. For example, some 
machines use ASCII, whereas others use EBCDIC. More­
over, the representation of numbers also varies with 
different machines. For example, some machines use ones
3
complement for integer representation, whereas others 
use twos complement. Finally, due to the different 
operating systems driving these machines, different con­
trol mechanisms, conventions, etc. exist. In order that 
these machines can be connected in an integrated 
environment, it is necessary that they abide by common 
standards of communication and use common physical 
interfaces.
The Ethernet[1] local area network developed 
jointly by Digital Equipment Corporation, Intel Corpora­
tion, and Xerox Corporation is becoming an industry 
standard for physical interfaces between communication 
devices, particularly in the United States of America. 
Ethernet is a system which provides a high-performance 
channel for communication between devices connected in a 
local area network. The collaborative effort of the 
above companies has resulted in the Ethernet specifica­
tion. This specification is an attempt to standardize 
the design of local area networks and to allow diverse 
computing devices to communicate with each other, thus 
allowing compatibility between all implementations of 
Ethernet. Basically, the specification provides pre­
cise, detailed design information for an Ethernet local
[1] Ethernet is a trademark of Xerox Corporation.
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area network. However, this specification only 
describes the delivery of units of data between communi­
cating devices. Hence, for complete network operations, 
higher level protocols are needed for interconnection of 
dissimilar computers and devices across one network, or 
different networks, and to implement network functions 
and management facilities.
Perhaps the most important issue in computer com­
munication designs like Ethernet is the definition of 
protocols. A protocol is a rigid set of rules and con­
ventions for communication between systems across an 
interface. However, in order that protocols can be 
defined for communication across a computer network of 
diverse devices a universal framework is required in 
which networking can be discussed. This framework would 
apply to local area networks as well as long-haul net­
works, which are together known as computer networks.
1.2. ISO Standards
The International Organization for Standards (ISO), 
which is a consortium of institutions, is a proponent of 
a universal framework for computer networks based on a 
model called the Reference Model of Open Systems Inter­
connect.
5
This reference model provides an architecture of 
computer networks so that it could serve as a basis for 
all future development standards for world-wide distri­
buted information systems. The model is being adopted 
by a large number of computer vendors, largely because 
the use of an international standard provides them with 
the greatest amount of flexibility for dealing with 
heterogeneous environments of diverse designs and 
manufacture.
The ISO architecture identifies a seven-layer model 
by which computer networks are considered to be 
designed.[2] The model is illustrated in Figure 1-1 and 
is referred to as the OSI model. After identifying the 
OSI model, the ISO defined the OSI service specifica­
tions. The service specifications define in greater 
detail the service provided by each layer. Finally, the 
ISO protocol specifications have been developed. These 
define precisely the exact protocol that would satisfy 
both the OSI model and the service specifications.
1 . 2 . The OSI Reference Model
The OSI Reference Model, as mentioned above, has 
been designed to provide a universal framework in which
[2] Day, et al, "The OSI Reference Model," 1983
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networking could be discussed. The seven layers of the 
model as shown in Figure 1-1 are:
(1) The Physical layer
(2) The Data Link layer
(3) The Network layer
(4) The Transport layer
(5) The Session layer
(6) The Presentation layer
(7) The Application layer
The physical layer creates a raw bit stream 
between two communicating machines. The data link 
layer adds a structure to the raw bit stream and 
attempts to deal with the transmission errors. These 
two layers deal with the physical connections and are 
specific for different types of networks. The network 
layer handles congestion control and routing. It also 
deals with inter-networking. The transport layer pro­
vides a network independent transport service to the 
session layer, that is, it resolves the differences 
between different networks. The session layer sets up 
and manages process-to-process connections. The 
presentation layer performs a variety of conversions. 
Finally, the application layer is left open for the
8
user to add enhancements. These top three layers are 
the same for all the networks. For more details about 
each of the layers the reader is referred to Tanenbaum, 
Computer Networks. 1981.
ISO is now in the process of approving the proto­
cols for each of the seven layers of the model. The 
network, transport and session layer protocols have 
been approved as draft international standards.[3] Most 
of the other protocols are at the draft proposal stage. 
The OSI File Transfer Protocol document is currently in 
the draft proposal stage. In order to demonstrate 
nationally a multivendor OSI environment operating 
effectively across all seven layers, a subset of the 
ISO File Transfer Protocol, National Bureau of Stan­
dards, "Multi-Vendor Demonstration File Transfer Proto­
col", 1983, is being implemented and will be on display 
in the National Computer Conference in Las Vegas, 
Nevada, July 1984.
1.3. The 0,S_I File Transfer Protocol
One of the primary uses of computer networks is 
transferring of blocks of information in the form of 
files. When a file is moved across a network it could
[3] Systems & Software, "OSI: NCC takes a peek," 1984.
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be for the purpose of storing it for subsequent 
retrieval, for printing it on a different machine, or 
for running the file as a program, or to process it as 
data.
When a file is stored for subsequent retrieval it 
must be reproduced to the bit. Problems arise when the 
communicating machines have different word lengths. 
Also, in heterogeneous networks the communicating 
machines have different file structure which leads to 
incompatible representation of the data contained in a 
file. Hence, there should exist a mechanism that helps 
this process of storing and retrieval files on different 
machines.
When a file is transferred for printing, there are 
more problems. Files that can be printed contain tex­
tual data with control information. Hence, they are 
problems due to differences in character set and dif­
ferent printing conventions. For example, some machines 
store the lines to be printed as fixed length records, 
whereas others use variable length records demarcated by 
a new-line character. Consequently, when the file is 
transferred for printing, in addition to reproducing the 
file to the bit, the semantics of the contents should be 
preserved. To solve these problems there must be a
10
mechanism that resolves these differences.
Finally, when a file is being transferred in order 
to be used as source program or as data to be processed, 
there are more serious problems. If the file contains 
integer, floating point numbers, characters etc., there 
may be differences in representation and parameters. 
For example, integer representation could be either in 
ones or twos complement and character representation 
could be either in ASCII or EBCDIC, etc.
To solve all these difficulties a protocol is 
defined that preserves the semantics of the data. The 
ISO File Transfer Protocol attempts to provide such a 
definition. This protocol is meant to serve as an 
international standard for transferring, accessing and 
managing information stored in or moved between open 
systems as files.
A file transfer protocol, or FTP, defines the set 
of rules and conventions for moving files from one
machine's file system to that of another. In case of
networks that have a variety of open systems, a virtual
file system is used as the working model. The situation 
can be likened to an internationally standardized (and 
known) spoken natural language. The existence of such a 
language would obviate the necessity of having an
11
interpreter for every pair of languages. It would only 
require a single interpreter to translate from (into) 
the native language to (from) the standardized language; 
i.e. one interpreter for each language. (The inter­
preters speak with each other using the standardized 
language.) The virtual file system serves the same pur­
pose as the (hypothetical) international, natural 
language. It therefore provides a way to be independent 
of any particular file system. It allows a local 
machine to access remotely stored data as if it were 
stored locally. The virtual file system model used by 
the OSI File Service is called the Virtual Filestore.
The virtual file system should allow for different 
functions of the FTP. The major functions of the FTP 
are file manipulation, file transformation, and file 
transfer.
The file manipulation function allows the creation, 
deletion, and renaming of files. It also enables opera­
tions on directory information like creation date, 
filename and access controls. The Virtual Filestore 
defines File attributes, which are properties associated 
with a file. These properties allow for the file 
management and file manipulation functions of the FTP. 
The model classifies the file attributes into two
12
classes (1) file identity attributes and (2) file 
activity attributes.
The file identity attributes distinguish files from 
bulk data and represent properties of the file itself. 
They help to identify an individual file. There are 
three subsets of the file identity attributes. The ker­
nel subset consists of the attributes necessary for the 
basic act of file transfer. It contains the filename, 
presentation context and identification structure type. 
The storage subset defines the concepts associated with 
physical storage. It contains account, date and time of 
creation, modifications, last read access and identities 
of creator etc. The security subset provides a standard 
for access controls. It contains encryption name, pro­
tection information, etc.
The file activity attributes give information about 
the state of the file activity in progress. They do not 
reflect the state of the communication path. The attri­
butes are type of access, identity of initiator, pass­
word etc.
The file transformation function of an FTP attempts 
to provide a canonical representation of the data in a 
file. This canonical representation would allow the 
source to map the file into the proper canonical format,
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and the destination to map the received form into the. 
proper local format. These transformations convert the 
file into a form that is a standard across the network
and usable at the destination. The Virtual Filestore
defines a file structure that specifies the structure of 
data contained within a file. This structure allow for 
the file transformation functions. The model classifies 
the structure into (1) access structure and (2) presen­
tation structure.
The access structure defines the organization of 
data contained within a file. The file.is viewed as a 
collection of one or more identifiable data units which 
are related in a logical fashion. These relations can 
be sequential, hierarchical, network or relational. A 
tree structure is used to represent the relation among
the units. Each subtree is a typed data object; it is
on these that the operations of file data are performed. 
For example, a UNIX[4] file in this structure would be 
represented as a flat file, where all the data units 
(the leaf nodes of the tree) belong to one single sub­
tree.
[4] UNIX is a trademark of Bell Laboratories
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The presentation structure is used by the presenta­
tion layer of the network (in the OSI model) to relate 
the type of the data units. The presentation structure, 
for example, could represent records in a COBOL indexed 
sequential file.
Finally, the file transfer functions of the FTP 
serve to open a file by name, address data within a 
file, and transfer data to or from the file. These 
operations take place under an access control mechanism. 
File transfer functions could allow passage of all or 
part of the file. The Virtual Filestore model defines 
the file operations that may be performed on a file. 
These allow for the file transfer functions of the FTP. 
The Virtual Filestore defines valid operations and the 
data contained in them. These file operations are 
invoked by file service primitives. The operations are 
grouped into two classes (1) operation on entire files
(2) operation on the file contents.
The operation on entire files include create, 
select, change attribute, read attribute, open, close, 
delete and deselect a file. The operations on file con­
tents include locate, read, insert, replace, extend and 
erase. The operations on file contents attempt to pro­
vide a mechanism for restarting the transfer from any
15
intermediate point. Such mechanisms are required to 
avoid retransfer of a large amount of data in the event 
of a network failure.
The major functions of an FTP have been outlined, 
and how the Virtual Filestore model of ISO File Service 
accounts for these functions have been pointed out. For 
finer details about the Virtual Filestore that have been 
left out the reader is referred to Lewan, et al, "The 
OSI File Service", 1983.
.1.4.. The OSI File Service
The OSI File Service specifications define the 
various actions that occur from the file operations 
invoked by each file service primitive. They specify 
only the services that would be offered, but not how 
these services should be implemented. The goal of the 
File Service specifications is to define the facilities
provided to the user of the service independent of the
%
mechanism used to accomplish the service. It defines 
the file primitives that a user of this service may 
request with no implication of how, or if, that inter­
face is implemented.
The OSI File service assumes that a connection has 
been established between the service points. The opera­
16
tion consists of a number of stages that create a work­
ing environment in which the file service initiator's 
desired activities can take place. Each of these stages 
introduces a part of the operational context for the 
file service activity. The time period for which some 
part of the operational context is valid is called a 
regime. The time period in which protocol exchanges 
have a particular purpose is called a phase. For each 
phase, a set of valid messages is defined. At any one 
instance, the initiator and the responder are in exactly 
one phase. The relation between the phases and the 
regimes of the ISO File Service is illustrated in Figure 
1-2.
The file service primitives defined for the Multi- 
Vendor Demonstration File Transfer Protocol (a subset of 
the ISO File service) are:
F CONNECT — file service initiation
F..RELEASE — file service termination
(orderly)
F..ABORT — file service termination
(abrupt)
F..SELECT — file selection
F..DESELECT — file deselection
F..OPEN — file access initiation
F_ CLOSE — file access termination
F..CREATE — file creation
F..READ — data retrieval initiation
F..TRANSFER END — data transfer commitment
F..DATA — data transfer
F._DATA_END — data transfer completion
F..CANCEL — data transfer cancellation
F_.WRITE — data storage initiation
FILE SERVICE CONNECTION
FILE SELECTION RES IHE 
FILE ftCCESS REGIME 
DATA TRANSFER REGIME
Data Transfer/ 
Data Transfer 
Cancellation
Data Transfer
Initiation
Data Location/
Data Erasure
Eileftccess Initiation 
File Management
File Selection/ creation
Connection Estab1ishsent
Figure 1-2 Relation between regimes and phases
Data Transfer 
Commitment
File Access Termination
File Deselection/ 
Removal
Connection Termination
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1.5.. The Multi-Vendor Demonstration Protocol
Work is still underway by ISO to specify completely 
the standard transfer syntax for the OSI File Service 
Protocol. For demonstration purposes at the National 
Computer Conference, Las Vegas, Nevada, July 1984, a 
subset of the proposed protocol has been specified in 
detail by National Bureau of Standards, "Multi-Vendor 
Demonstration File Transfer Protocol," 1983. The 
specifications outline the initiator and the responder 
state diagrams, and define the structure of the protocol 
data units to be handled by the File Service. Out of
the various service subsets offered by the ISO File Ser­
vice only the File Transfer Service Subset is addressed. 
This protocol is designed to handle ASCII text, variable 
length record of ASCII characters, 327 0 compatible and 
binary data, data for graphics. Basically, this proto­
col specifies transmission and receipt of protocol con­
trol information at the level of complete data units.
1..6. Communication Servers
The current trend in computer communication is to 
have a separate communications server that handles the 
various protocols. Basically, this communication server 
is a computer in its own right, but dedicated to han­
dling all the communication across the network on behalf
19
of its host computer or device. The idea is to relieve 
the host computer of the load and the details of the 
communication. In addition, since the communications 
server performs the single function of providing commun­
ication facility for its host devices, the complexity of 
implementing this function is reduced. A communications 
server would potentially have a number of different host 
computers and devices attached to it, so that it can 
service each of their needs. This set-up requires 
minimal amount of interface software on the host device 
to communicate with the communications server. Thus, 
with only the effort of implementing this host dependent 
interface software, it would be possible to link the 
host into a comprehensive network.
The Bridge CS/1 system is one such computer dedi­
cated to provide communication facilities for computers 
and devices on a Xerox Network Systems (XNS) Ethernet 
local area network. The major communication facility 
available on the CS/1 when this project started was the 
virtual connection service.
The next chapter discusses the Bridge CS/1 system 
and describes the functions it provides to its host dev­
ices.
Chapter 2 
The Bridge CS/1 System
,2.1. Overview of the CS/1 [5J
The Communications Server (CS/1) is one of Bridge 
Communications, Inc. communications computer-base pro­
ducts. It is a member of the Ethernet System Product 
Line manufactured by Bridge, which is a family of pro­
ducts that bridge the gap between the current non­
networked devices and the future fully integrated office 
and factory automation environments. It is a family of 
programmable communications computers that link the Eth­
ernet local-area network to non-networked devices and to 
other local and remote networks. Since Ethernet is 
becoming a network standard in the industry, it is the
[5] Information on the CS/1 provided in this document 
has been adapted from Bridge documentation.
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focus of initial product emphasis by Bridge. These pro­
ducts allow the user to integrate existing equipment 
into an Ethernet network and also provide vendor 
independence. Since vendor independence is one of the 
features of the CS/1, the implementation of the Multi- 
Vendor File Transfer Protocol would enhance its capabil­
ities.
The CS/1 functions as a communications front end to 
the Ethernet local network for terminals, printers, 
modems and host computers. It links these non-networked 
devices with standard RS-232/423 serial interfaces to 
Ethernet networks. The CS/1 implements the DEC, Intel, 
Xerox Ethernet Version 1.0 protocol at the physical and 
data link layers. The higher level protocols are fully 
compatible with the those used by the Xerox Network' Sys­
tem product line. A CS/1 can thus provide network ser­
vices for non-networked devices by serving as a bridge 
between individual devices and an XNS Ethernet network.
2.2. System Architecture
The CS/1 consists of three basic functional 
modules; they are the Central Communications Processor 
(CCP) module, and two external interface modules (II and 
12). These modules are illustrated in Figure 2-1. The 
hardware modules and their correspondence with the
N e t w o r k  or 
D e v i c e
Figure 2_
N e t w o r k  or
D e v i c e
I n t e r f a c e  1 I n t e r f a c e
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C e n t r a l  C o K u n i c a t i o n s  P r o c e s s o r
1 Basic functional modules of CS/1^-
tO,
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functional modules are illustrated in Figure 2-2. 
Finally the CS/1 software modules and their relationship 
with the functional modules are shown in Figure 2-3. 
For more information about the CS/1 and it's architec­
ture the reader is referred to Bridge Communications, 
"Communications Server/1 User's Guide," 1983.
Since the Virtual Terminal Protocol is relevant to 
this project, its description is pursued. The Virtual 
Terminal Protocol (VTP) and the Virtual Terminal Monitor 
(VTM) modules provide a virtual circuit service to their 
clients. This service includes name lookup, establish­
ment of virtual circuits, negotiation of terminal param­
eters, reliable exchange of data, attention signaling, 
and synchronized disconnection. VTP implements a Vir­
tual Terminal Protocol utilizing the XNS Courier proto­
col functions.[6] The VTP and the VTM module software 
resides on the Main CPU module.
The User/Host Interface (UI) module provides the 
terminal user and the host with the capacity to control 
the interface to the CS/1 by specifying parameters that 
describe transmission and device characteristics. The 
terminal user specifies these parameters interactively,
[6] Xerox Corporation, "Courier: The Remote Transport 
Protocols," 1981.
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while the host interface parameters are set via program 
control. The UI software resides on the Main CPU 
module.
2.3,. CS/1 Facilities
The CS/1 provides 8 ports per serial I/O con­
troller, with a maximum of 32 ports. All ports have 
independently programmable baud rates. There is a 
facility to select parameters at system generation time, 
thereby enabling custom generation to some degree. In 
the case of the Virtual Terminal sessions, there is a 
possibility of opening multiple sessions on a single 
port.
The CS/1 offers two types of services; they are the 
User Interface (UI) Services and the Program Interface 
(PI) Services. The UI Services are available to a user 
communicating with the CS/1 using a terminal device or 
a host computer. These services provide reliable inter­
face for the user and a fast interface for the host. 
The two UI Services provided by the CS/1 are the Connec­
tion Service and the Application Service. The Connec­
tion Service allows the user to utilize the network to 
establish a virtual circuit between two terminals, 
between terminal and a host, or between two hosts. The 
Application Service allows the user to access the Xerox
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compatible resources via three subservices: The File
transfer service, Print service, and Xerox Terminal 
Access service.
The CS/1 Program Interface (PI) Services are avail­
able to a program residing on the CS/1 or on an attached 
host computer. If the program resides on an attached 
computer, it requires the assistance of a "program 
agent" residing on the CS/1 to access PI Services. The 
six PI services available on the CS/1 are:
(1) Data Link (DL) Service
(2) Internetwork Datagram Protocol (IDP) Service
(3) Packet Stream Service
(4) Byte Stream Service
(5) Connection Service
(6) Application Service
The packet stream and byte stream services are collec­
tively known as the Sequenced Packet Protocol (SPP) Ser­
vice. These services are accessed through a defined set 
of kernel interface messages.
2.1. The Virtual Connection Service
The Virtual Connection Service on the CS/1 provides 
a connection service. That is, it establishes a virtual
28
circuit between two communicating devices. Once a con­
nection is established, it allows for the reliable 
transfer of data across the network between the two com­
municating devices. The Virtual Connection Service is 
implemented as a single module containing several sub­
processes. The structure of the Virtual Connection Ser­
vice module is illustrated in Figure 2-4.
The file transfer protocol has to use this Virtual 
Terminal Connection Service to establish a connection 
between the communicating devices. It does so by using 
the Program Interfaces to VT. The kernel that runs on 
the CS/1 is message oriented. That is, inter-process 
communication is achieved via messages. If one process 
wishes to communicate with another it does so by sending 
messages to the process' data or control mailbox. A 
process that wishes to communicate has to create the 
required mailboxes.
The Virtual Terminal process on the CS/1 has a data 
and a control mailbox. It is these mailboxes that are 
used when utilizing the Program Interface. Figure 2-5 
illustrates the communication between the VT process and 
it's client.
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2.4.1. The Program Interface
This section provides a brief summary of the mes­
sages used to implement a program interface between a 
Virtual Terminal process and a client program. The 
program interface is accessible through 'virtual 
ports,1 these are a set of system elements (limited to 
48). A virtual port is used for communicating between 
a client process and a VT process. The virtual termi­
nal connection service on the CS/1 provides the follow­
ing messages for interfacing with programs on the CS/1:
(1) VT_OPEN - Open Port Message
(2) VT_OPENED - Port Opened Message
(3) VT_CL0SE - Close Port Message
(4) VT_CL0SED - Port Closed Message
31
(5) VT_CONNECT - Connection Request Message
(6) VT_CONNECTED - Connected Message
(7) VT_DATA - Data Message
(8) VT_DISCONNECT - Disconnection Request Mes­
sage
(9) VT_DISCONNECTED - Disconnected Message
(10) VT_ATTN - Attention Message
(11) VT_LISTEN - Start Listening Message
(12) VT„STOP - Stop Listening Message
By utilizing these messages a client process (in this 
case the file transfer process) can establish a connec­
tion, listen for a connection and received data, or the 
client process can request a connection and can send 
data. The complete state diagrams of the initiator and 
the responder are illustrated in Figures 2-6a and 2-6b. 
These diagrams provide a better picture of the various 
primitives of the Virtual Terminal Connection.
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Chapter 3 
Project Formulation
3.1,. Project Background
Bridge Communications, Inc., expressed interest in 
having the Department of Computer Science at the Univer­
sity of Montana undertake the development of the ISO 
File Transfer Protocol that would allow the transfer of 
files across an Ethernet network between host computers 
connected to the network via CS/1 systems. Due to the 
understanding that this project would involve exposure 
to the nuances of working with a real user and would 
also require application of software engineering, work 
on this project was undertaken. In addition, the 
author's interest in local area technology was an impor­
tant driving factor. The author's purpose for undertak­
ing this project was to explore current network technol­
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ogy while making use of software engineering techniques.
Bridge Communications, Inc. (henceforth referred to 
as. Bridge) provided a brief outline of what had to be 
developed and a set of documents on the CS/1 and its 
related software.[7] The overall requirement, as speci­
fied in the outline, was to provide a standard mechanism 
for transferring files between different host computers 
connected to the Ethernet local-area network via CS/1 
Communications Servers. The initial focus of this sys­
tem had to be on ASCII file transfers between UNIX-based 
hosts.
Using the outline provided by Bridge, the overall 
objective was laid out. This consists of:
(1) Development of the part on the CS/1 with
the implementation of the File Transfer 
Protocol using the Bridge Virtual Terminal 
Connection Service.
(2) Development of a Host to CS/1 protocol to
control and monitor file transfers between
the Host and the CS/1.
(3) Development of a part of the system on a
UNIX-based system to access the CS/1 and 
the File Transfer Protocol.
[7] Bridge Communications, "Exhibit," 1984.
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These parts of the system will be collectively referred 
to as the file transfer system.
2.2. Scope of the project
The specific goal of this project involved the 
design and the partial implementation of the file 
transfer system on a UNIX-based machine connected to a 
CS/1 system using software engineering techniques. 
Since much of the actual Bridge system, including
detailed documentation and software code samples, was
unavailable it was decided that this project would focus 
on the software to be developed on the UNIX machine and 
provide the requirements and a tentative design of the 
software on the CS/1 system.
This project involved building the ISO File
Transfer protocol subset on top of connection service 
provided by the CS/1 system. Essentially, this allows a 
File Transfer connection that results in the reliable
A
transfer of files. This Transfer protocol is a client 
of the existing Bridge Virtual terminal connection ser­
vice requesting the establishment of a connection and 
reliable transfer of data.
The host computer that is connected to the CS/1 
needs interface software for communicating with it and
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handling the transfer of files between the host and the 
CS/1. This project also involved the development of 
this interface software for a UNIX-based host.
Finally, to monitor and control the transfer of a 
file between the Host and the CS/1 a protocol exists 
allowing for such transfers. This protocol is specified 
and developed as part of this project. A user interface 
that allows the host user to access the file transfer 
service on the CS/1 is also included.
These concepts are the state-of-the-art in local 
area networks and would gain popularity among the com­
puter vendors because computer networking is the way of 
computing for the future.
The Bridge Virtual Terminal Connection Service 
corresponds to the service provided at the session layer 
of the OSI Reference Model of Network Architecture 
(chapter 2). The OSI File Service resides in the appli­
cation layer and relies on the presentation layer to 
resolve syntactical difference between open systems and 
on the session layer to manage the dialogue between the 
open systems. The resolution of the syntactical differ­
ences between the communicating systems is out of the 
scope of this project. For this project, it is assumed 
that the communicating systems are similar to each other
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and that they are based on the UNIX operating system.
In principle, the presentation layer exists and it 
provides a protocol that allow systems to communicate 
using the syntax of application layer information 
exchanges. Where differences occur between a local sys­
tem syntax and the transfer syntax, mapping must done in 
this layer. Since this project assumes that communicat­
ing machines have identical file systems such mapping is 
not addressed.
3..3. Software Engineering Techniques
The development of software for any medium-sized 
project involves different phases. These phases include 
analysis, design, implementation, and testing. Among 
these different phases in the development life-cycle, 
the analysis and the design phases are the most impor­
tant. This is because these phases result in the estab­
lishment of the major pieces of the system, their rela­
tionships, interfaces to other systems, and careful 
specification of what must be done and how these have to 
be done. The review process of these phases help the 
process of discovering the nature of the problem and the 
proper structure of the solution. Once the major work 
is accomplished by way of analysis and design, imple­
mentation is relatively straight forward.
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3.4. Analysis
Before the technical process of design can occur, 
the problem to be solved has to be understood and a 
clear picture of what is to be designed and built has to 
be obtained. Analysis is the process of understanding a 
problem and its context, along with identifying the 
requirements for a solution.
There are many approaches to requirements 
analysis.[8] These are process-oriented, where a system 
is analyzed in terms of the activities that are per­
formed; data-oriented, where a system is analyzed in 
terms of the data that are used; finally, user-oriented, 
where a system is analyzed in terms of what the user can 
do.
Since a complete analysis demands that all aspects 
of a system be addressed, two or more of the above 
approaches are used. When analyzing systems that deal 
with computer networks both the process-oriented and the 
data-oriented approaches are used. This is because 
various activities are performed in network systems 
depending on the type of data that is being used.
[8] IEEE Computer Society, "Tutorial on Software Design 
Techniques," 1983.
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Once the system has been analyzed the final result 
is the system specification. The specification outlines 
the decomposition of the system into basic elements and 
provides an overview of each element. The design phase
uses the specification as input to produce the details
/
of how to implement each of the elements identified in 
the specification.
3_. 5. Design
The design phase of a project is the central, uni­
fying activity of software engineering. Working from 
the specification for the project, the underlying struc­
ture of the problem for which the system will be a solu­
tion is sought out. When this structure is clear, the 
details at the gross level are specified. The parts of 
the system and their relationships, the basic algorithms 
the system will use, and the major data representations 
and organizations that will be needed are outlined for 
the purposes of implementation. It is important to note 
that this phase stops short of specifying all program­
ming details.
A successful design is one that matches the struc­
ture of the problem for which the designed object is a 
solution. The first purpose of design is to find out 
the details of the structure of the problem, so that
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there is a good chance of devising an appropriate solu­
tion. Once the problem structure is discovered, the 
outline of a solution is developed. The major activity 
of design is the establishment of the architecture of 
the system. This also involves specifying how things 
are to be done in the system. Finally, review of the 
design is done to check that the system is designed in 
the way it should be. Review at the design phase is an 
integral part of the process of discovering the nature 
of the problem and the proper structure of the solution.
3.6,. Mode of development
The mode of the software development in this pro­
ject can be classified as the embedded mode as defined 
by Boehm.[9] Boehm points out that there are several 
modes of software development. These are the organic 
mode, the semi-detached mode and the embedded mode. The 
features that distinguish these modes as outlined by him 
are:
(1) Organizational understanding of product 
objectives.
(2) Experience in working with related 
software systems.
[91 Boehm, Software Engineering Economics, 1981.
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(3) Need for software conformance with pre- 
established requirements.
(4) Need for software conformance with exter­
nal interface specifications.
(5) Concurrent development of associated new 
hardware and operational procedures.
(6) Need for innovative data processing archi­
tectures, algorithms.
(7) Premium on early completion.
(8) Product size range.
However, these classifications are made for the develop­
ment of large-scale software involving several people. 
But it is possible to narrow down these features and use 
this classification for small projects undertaken by an 
individual (such as the one outlined in this document) 
by considering only the features (1), (2), (3), (7) and
(8). Further Boehm points out that:
A medium-sized embedded-mode project devotes 
only (54%)(55%) = 30% of its effort to program­
ming activities during the programming phase. 
Further, almost half of this 30% is devoted to 
detailed design, and the remainder split about 
evenly between coding and unit testing. This 
means that only about 8% of the project's effort 
is devoted to writing code.[10]
[10] Boehm, Software Engineering Economics, pp 102, 
1981.
43
Weighing these features across the three modes for 
individual projects this project can be classified as 
being moderately-size, embedded-mode. This is because 
only a general understanding of the product objectives 
was at hand when the project initially started and there 
was relatively no experience in working with related 
software systems. Also, the pre-established require­
ments had to be met, and there was a relatively high 
premium On early completion. Finally, the size of the 
product was definitely large. Consequently, the devo­
tion of the effort in the analysis and the design phases 
of the project is justifiable.
Chapter 4
The Analysis and specification of the system
1.1. Analysis
The exhibit [Bridge Communications, Exhibit, 1984] 
provided by Bridge gives a brief list outlining the 
requirements of the file transfer system. The specific 
requirement, as mentioned in that document, is to pro­
vide a standard mechanism for transferring files 
between different host computers connected to an Ether­
net network via CS/1 Communications servers. Though the 
program architecture is general, this project focused on 
the transferring of ASCII files and host computers run­
ning the UNIX operating system.
After an initial phase of reading and understanding 
the scope of the project, the scenario and the setup of 
the complete system was visualized and a data flow
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diagram, that depicts the flow of information through 
the various components of the system, drawn. The data 
flow diagram evolved after the identification of the 
various components of the system. Since the CS/1 coor­
dinates and structures the flow of information between 
various computer systems, it assumes responsibilities of 
providing reliable connections and transfers of data 
between host computers. So when a host computer is con­
nected to the CS/1, all it has to do is to request the 
CS/1 for the type of data transfer it requires and pro­
vide the required information.
As mentioned in chapter 2, the user can utilize the 
Virtual Terminal connection service on the CS/1 to 
establish a virtual circuit (logical connection) between 
two host computers. Once the circuit is established, 
all data is passed reliably to the destination. This 
connection service is utilized to set up the reliable 
connection between two communicating hosts. The File 
Transfer Protocol (FTP) is built on top of this connec­
tion service. Once this is completed the host computer 
connected to the CS/1 can initiate a file transfer and 
leave all the responsibilities to the CS/1 for monitor­
ing and transferring the file across the network. Fig­
ure 4-1 illustrates a typical scenario of a host to host 
connection using the CS/1. It also shows the sequence
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of events that is envisioned as occuring when a user 
request for a file transfer connection is completed.
The file system within which the files are stored 
resides on the host computer. Since it is the responsi­
bility of the CS/1 to transfer the files, there has to 
be some mechanism for transferring the file from the 
host computer to the CS/1. An ideal situation would be 
if the CS/1 had its own file system. In such a case, 
the host computer could request the CS/1 to initiate a 
transfer and send the complete file over to the CS/1. 
The CS/1 would store the file in its own file system and 
make the transfer across the network to the destination 
computer without interrupting the host computer, except 
for unusual conditions. The host computer would, then, 
be free of all the responsibilities for the transfer. 
The CS/1, however, does not possess a file system. 
Therefore it has to communicate with the host computer 
whenever it needs a unit of data that it can send or 
receive. On receiving a request from the CS/1, the host 
computer accesses the file reads or writes the data 
unit, as the case may be. This requires that a simple 
protocol should exist between the host and the CS/1 
which would allow transfer of data in either direction. 
The CS/1 would access the host computer's file system 
using this protocol. Since the CS/1 guarantees a
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HOST TERMINAL
I "VAX" | / /
I port 4 | port 1
ICS/1 #3| ICS/1 #4|
=X=================X====================X=
Ethernet I
CS/1 #7|
I port 2
I "PDP"
HOST "VAX" to HOST "PDP" HOST
1: User on "VAX" connects to CS/1 #3.
2: User then requests file transfer connection to "PDP". 
3: CS/1 #3 determines address of "PDP".
4: CS/1 #3 tells CS/1 #7 to open a connection on port 2.
5: CS/1 #7 notifies host "PDP" of the connection request.
6: CS/1 #7 tells CS/1 #3 that connection is open.
7: CS/1 #3 notifies host "VAX" that connection is
established.
8: DATA is transferred between host "VAX" and host "PDP".
Figure 4-1. Host to Host connection using the CS/1
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reliable connection across the network, the protocol 
between the CS/1 and the host is required to guarantee a 
reliable transfer of information to make the complete 
transfer across the network to another computer reli­
able.
Having envisioned the operation of the system, the 
various components that are required to provide the 
desired function of the file transfer system were iden­
tified. The data flow diagram that was drawn to illus­
trate the various functional components is given in Fig­
ure 4-2. This figure illustrates the components at one 
end of the communication.
The system has two parts, one that resides on the 
CS/1 and the other that resides on the host computer. 
To use the file transfer service the host user connects
to the utility programs and via the host to CS/1 proto­
col communicates with the host agent on the CS/1. The 
host agent accesses the file transfer services on behalf 
of the host and replies back to the utility services
using the Host to CS/1 protocol. The host to CS/1 pro­
tocol consists of a host to CS/1 interface driver (that 
makes the hardware interface between the host and the 
CS/1 accessible to the utility programs residing on the 
host), the CS/1 to host interface driver (which provides
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Figure 4-2 Data flow diagram of the system
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similar service to the host agent), and finally the 
driver agent (which makes the physical interface between 
the CS/1 and the host transparent to the protocol 
between them). The protocol that controls the transfer 
of files would follow the ISO file transfer protocol 
standard, as defined in the Multi-vendor demonstration 
file transfer protocol.
4.2. Specifications
In the this section the specifications of the vari­
ous components that were identified is outlined. Essen­
tially, each component would be a module that would 
carry out the desired function.
4..2.1. Specification of the modules on the host
The modules on the host would provide a user 
interface and an interface to communicate with the 
CS/1. It would provide a file transfer utility and 
also implement one end of the CS/1 to Host protocol.
File transfer utility :
This module residing in the host is invoked 
by the host users to request a file 
transfer. It accesses the host file system 
and communicates with the host agent on the 
CS/1 using the Host to CS/1 protocol. This 
program would be host dependent (in this 
the program is dependent on the UNIX 
operating system), therefore it would have
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to be rewritten for different host comput­
ers connected to the CS/1 in order to meet 
the requirements of the operating system on 
host computer. Note that this module would 
implement the Host to CS/1 protocol.
Host to CS/1 interface :
This module would interface the host com­
puter system with the CS/1. The interface 
between the host computer and the CS/1 is 
by means of a serial line. Therefore, this 
module would take care of all the hardware 
dependencies of the interface and provide 
the file transfer utility with a means of 
communicating with the CS/1 without expos­
ing the details of the communication. The 
main reason in making this module tran­
sparent to the file transfer utility is to 
allow for changes in the communication 
mechanism between the CS/1 and the host 
without changing the utility itself.
4.2.2. Specification of the Host to CS/1
The Host to CS/1 protocol would allow the host 
resident programs to access the file transfer services 
provided by the CS/1. Basically, it would allow for 
the establishment of a file transfer connection, pass­
ing file name, type and other control information back 
and forth between FTP users. It would also be respon­
sible for transferring file data back and forth between 
FTP users. This protocol would have two parts. One 
that would reside on the CS/1 and the other on the 
host. The part that resides on the host would be host 
dependent. However, the part that resides on the CS/1
52
would be host independent.
This Host to CS/1 protocol would be independent of 
the physical interface between the CS/1 and the host. 
Thus, it would be possible to change the hardware 
characteristics of the interface and still be able to 
use the protocol without any changes. This protocol 
would be reliable, since end to end reliability is only 
guaranteed by the CS/1 between direct clients of the 
connection service provided by the Virtual Terminal 
Protocol.
4..2.3.. Specification of the modules on the CS/1
The modules on the CS/1 would allow for communica­
tion with the host and provide the host with a file 
transfer service. They would implement the other end 
of the Host to CS/1 protocol and the ISO File transfer 
protocol on top of the Virtual Terminal protocol that 
exists in the CS/1 system.
File transfer service :
As mentioned in Chapter 2 the CS/1 system 
provides Virtual Terminal Protocol (VTP).
The VTP only provides a reliable connection 
service between its users. However in ord­
er to co-ordinate and structure the file 
transfer operation among the communicating 
CS/1 systems a protocol would be developed.
This protocol would follow the Multi-Vendor 
Demonstration File Transfer Protocol. The
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file transfer service would utilize this 
protocol and would act as a client of the 
Bridge VTP protocol. It would use the VT 
Program Interface Service documented in 
[Bridge Communications, ESPL Software 
Technical Reference Manuals, 1983] to es­
tablish a connection between its users. 
The FTP itself would provide a Program In­
terface to other programs.
Host Agent :
The host agent is the module that resides 
inside the CS/1 and accesses the FTP ser­
vices on behalf of the host. It communi­
cates with the file transfer utility on the 
host using the Host to CS/1 protocol. In 
fact, this end of the protocol implementa­
tion is host independent. It should be 
noted that the host agent communicates with 
the host via a driver agent. For every 
connection'there would a host agent process 
servicing the requirements of the connec­
tion.
CS/1 to Host interface :
The CS/1 to Host interface consists of two 
parts. One is the CS/1 to host interface 
driver and the other the driver agent. The 
primary function of the driver agent is to 
provide an interface to the serial line 
firmware. These modules exist in the CS/1 
under the name of the Serial I/O module and 
are explained in [Bridge Communications, 
ESPL Software Technical Reference Manuals, 
1983] .
Chapter 5 
The Design of the system
Structure of the file transfer system
The different elements of the file transfer system 
that were identified during the analysis phase and 
specified in the previous chapter are:
(1) The File Transfer utility - this consists of 
both a client and a server
(2) The Host to CS/1 interface
(3) The CS/1 to Host interface
(4) The Host Agent - this consists of both a
client and a server
(5) The File Transfer Service
The elements are independent of one another but they 
provide an interface which could be used by another
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designated part. These elements of the system execute 
independently in the file transfer system. Conse­
quently, the multiple elements of the system run as dif­
ferent processes on the machine on which they are imple­
mented. (The File transfer utility and the Host to CS/1
interface run on the UNIX machine, whereas the CS/1 to
Host interface and the File Transfer Service run on the
CS/1.) Due to this property of the system it is diffi­
cult to illustrate the structure by means of a structure 
chart of the type recommended by Constantine and Your- 
don.[11]
The different elements of the file transfer system 
communicate with each other by means of packets of 
information. A typical relation between the various 
elements would be as follows: The file transfer utility 
client would direct packets towards the Host to CS/1 
interface. The Host to CS/1 interface communicates the 
packet to the CS/1 to the Host interface. The CS/1 to 
Host interface receives the packet and routes it to the 
Host Agent. On receiving the packet the Host Agent may 
interface with the File Transfer service. The File 
Transfer service uses the CS/1 functions to communicate
[11] Constantine and Yourdon, Structured Design. 1979.
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with a remote CS/1 connected to the remote host. The 
File Transfer service on the remote host invokes the 
Host agent client which in turns communicates with the 
CS/1 to Host interface. The CS/1 to Host interface in 
turn communicates with the Host to CS/1 interface which 
communicates with the file transfer utility server. 
This completes one part of the communication. The same 
relation holds when the remote file transfer utility 
wishes to communicate with the host that initiated the 
communication. The relationship of the different parts 
is illustrated in Figure 5-1.
5..2, The Host to CS/1 protocol
The Host to CS/1 protocol is a protocol that allows 
the transfer of files from the Host to the CS/1 or 
vice-versa. The requirement of this protocol is due to 
the fact that the ISO File Service is implemented on the 
CS/1. Hence, whenever the CS/1 requests (sends) data 
from (to) a file in the host file system there has to be 
a uniform mechanism to carry out this transfer.
Initially, it was thought that this protocol should 
be comprehensive enough to allow for connections to the 
CS/1, requesting the file transfer connection and then 
transferring data. Once the transfer was complete, an
L O C A  L R e m o t e
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orderly shutdown of the services was thought to be use­
ful. The states of the initiator and the responder that 
this protocol required for the read operation are 
presented as Figure 5-2a and 5-2b. Note that these 
diagrams do not handle premature termination during 
data transfer. As explained in the next chapter this 
protocol was modified.
■5.2.1.. Overview of the protocol
The protocol that was developed is a simple pro­
tocol that allows for transfer of files between the 
host computer system and the CS/1 system. It assumes 
that interfaces between the host computer and the CS/1 
exist both on the host and on the CS/1. These inter­
faces would allow a logical connection to be esta­
blished between the initiator and the responder. A 
logical connection is set up by the initiator by using 
a connect request. Once the connection has been esta­
blished, the interfaces are responsible for the correct 
transfer of information. This protocol handles only 
ASCII files, however, the same principle could be used 
for binary or other kinds of files.
Initiation of transfer of data between an initia­
tor and a responder begins with a connect request.
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This connect request is to establish a logical connec­
tion between the host and the CS/1. Once a connection
has been established, all information sent by the ini­
tiator is received by the responder. The operations on 
the file that are supported by this protocol are read 
and write." For the transfer of data to begin a read 
or a write request is issued by the initiator. If the 
responder grants this request, the file is sent to the 
responder in fixed length blocks of 1024 bytes.
The protocol strongly resembles a stop-and-wait 
protocol, where the sender sends one packet of data and 
then waits for an acknowledgment before proceeding. 
Every acknowledgment packet contains a block number 
that indicates the block that is being acknowledged. 
An error during the file transfer operation is indi­
cated by an error packet. The error packet is not ack­
nowledged and not retransmitted. Errors during the 
transmission are handled by timeouts. The sender of a 
packet waits until he receives an acknowledgment before 
the next packet can be sent, however he waits for a 
finite time for the acknowledgment. If the acknowledg­
ment is not received in time, the packet is retransmit­
ted. After five consecutive tries, if the transmission 
is not successful, the sender assumes that the network
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has failed and aborts the transmission. It is impor­
tant to note that both the host and the CS/1 are con­
sidered senders and receivers. One sends data and 
receives acknowledgments, the other sends acknowledg­
ments and receives data.
Each packet of data contains one block of data 
that has to be acknowledged. A data packet containing 
fewer than 1024 bytes indicates the end of transfer. 
(This a revision of the initially designed protocol 
where it was necessary to indicate the end of transfer 
by a special packet.) If the responder receives a data 
packet that is less than 1024 bytes it is assumed that 
it is the last packet in the transfer. The initiator 
can break the connection after receiving the ack­
nowledgment of the last block by sending the responder 
a disconnection request. The disconnect request is not 
acknowledged. It is redundant to have a special packet 
to indicate the end of transfer because the data packet 
that is fewer than 1024 bytes makes this indication. 
However, the elimination of this redundancy does not 
effect the reliability of the protocol because the ack­
nowledgment of the last data packet confirms the 
transfer of the entire file.
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5.»2.«2.» Initial connection
<
An initial connection between an initiator and a 
responder is established by sending a request to con­
nect (CRQ) and receiving a connection confirmation 
(CCN). An error packet indicates that the connection 
request has been denied. The initiator has to wait and 
try to connect again.
The connection request is designed to establish a 
logical connection. It is the responsibility of the 
interface between the host and the CS/1 to make sure 
that the transfer identities are determined. The 
transfer identities are the actual port numbers of the 
source and the destination. Once the connection is 
established, the transfer identities are known to the 
interface. These identities are used for routing the 
packets to the required destination.
After the establishment of a connection the ini­
tiator can request to read (RRQ) or request to write
(WRQ). If the initiator sends an RRQ, the first data
packet would indicate that the read request has been
granted. If the initiator sends an WRQ, then an ack­
nowledgment packet, with block number zero indicates 
that the write request has been granted. An error
packet in either case indicates that/the request has 
been denied.
5.2.2. Transfer syntax
The Host to CS/1 protocol supports 8 different 
types of packet. Each packet has a field that desig­
nates the type of the packet. The different types are:
type operation
0 Connection request (CRQ)
1 Connection confirm (CCN)
2 Read request (RRQ)
3 Write request (WRQ)
4 Data (DAT)
5 Acknowledgment (ACK)
6 Error (ERR)
7 Disconnect request (DRQ)
The syntax of the CRQ, CCN and DRQ packets is shown in 
Figure 5-3. These packets are one byte long as they do 
not have any parameters for use. These packets are 
used for establishing/relinquishing the logical connec­
tion between the host computer and the CS/1.
The read and write packets have the syntax as 
shown in Figure 5-4. The host name and file name are 
sequence of bytes terminated by a null (ASCII zero). 
The host name is required for the CS/1 to identify the 
remote host it should communicate with, and the file 
name is the name of the file in the remote host system.
C R t I CCN
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Transfer of data takes place in packets of the 
form depicted in Figure 5-5. They have a block number 
and a data field. The block numbers on the data pack­
ets have values beginning from one. It increase by one 
for each new blockr allowing the program to keep track 
of the current block in use. The data field is either 
1024 bytes or less than 1024 bytes long.
All the packets other than those used for ter­
minating a connection are acknowledged unless a timeout 
occurs. The sending of a data packet is an ack­
nowledgment for the ACK packet of the previous data 
packet. The block number in an ACK indicates the block 
number of the data packet that is acknowledged. The 
WRQ packet is acknowledged with a block number of zero. 
Figure 5-6 depicts the syntax of a data packet.
An ERR packet can be the acknowledgment of any 
other type of packet. Figure 5-7. illustrates an ERR 
packet. The error code is an integer indicating the 
nature of the error. The different error codes are:
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Value Interpretation
0
1
2
3
4
5
6
Cannot open connection 
File does not exist 
File already exists 
File busy
File space not available 
Access violation 
Illegal parameter
5.»2.4.» Termination
The end of a file transfer is indicated by a DAT 
packet that is less than 1024 bytes long. This packet 
is acknowledged and the host acknowledging the final 
DAT packet may disconnect its side of the connection 
after sending the acknowledgment. However, the host 
that sends the final ACK will 'sleep' for a while 
before it breaks the connection. This ensures that it 
can send the final ACK in case it is lost. The ack­
nowledger would know that the ACK is lost if the final 
data packet is received again. The final data is 
retransmitted until it is acknowledged or the sending 
host times out. If the sender receives an ACK, or
eventually times out, the connection is broken.
There is also a possibility of premature termina­
tion. If some error occurs during the transfer, or if 
a request cannot be granted, then an ERR packet is 
sent. Timeouts will be used to detect errors in
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sending the error packet, as they are neither 
retransmitted nor acknowledged.
Once the Host to CS/1 protocol had been designed, 
the design of the rest of the system was carried out. 
Since the File Transfer Utility, the Host to CS/1 
interface, the CS/1 to Host interface and the Host 
Agent all involve the use of the this protocol, it is 
one of an important element of the system. The follow­
ing sections specify the design of the rest of the sys­
tem.
5.3. Design of the File Transfer Utility
This part of the system has two major subparts (1) 
the user interface and (2) the file transfer functions. 
This part is designed to be implemented on the UNIX 
4.2BSD operating system. However, the concepts are gen­
eral, and therefore can be used for building this net­
work element around another operating system. The file 
transfer functions provide the facility to send or 
receive files, this part is the client. It is important 
to note that one of the file transfer functions is to 
provide a part that is a server. This server would be 
an independent process waiting for connections so that 
it can access the file system on behalf of requests
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issued by the CS/1 system. In fact, this server process 
is identical to the Host Agent. Therefore, it was not 
neccesary to design it separately.
5..3..1,. The user interface
This part of the system provides the user of the 
file transfer system with an interface. It helps in a 
"user-friendly" fashion to request the type of transfer 
desired (send or receive files). It requests the 
parameters that are required and interfaces with the 
part of the system that provides the file transfer 
utilities to carry out the desired transfer. The com­
mands the user can specify are:
(1) Connect (to) hostname - where hostname is 
the name of the machine the user wishes to 
connect to.
(2) Send filename remote - where filename is 
the name of the file to be sent from the 
local file system and remote is the name of 
the file in the remote system.
(3) Receive filename remote - where filename is 
the name of the file to be received in the 
local file system and remote is the name of 
the file that is to be received from the 
remote system.
(4) Trace - to toggle the trace flag. If this 
flag is enabled, a trace of the packets 
that are sent and received is provided. 
This is useful for debugging purposes. The 
default would be to disable the trace flag.
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(5) Quit - to quit the user interface.
This part of the system should carry out the following:
(1) Create a socket in the UNIX domain to allow 
the transfer functions to communicate with 
the Host to CS/1 interface.
(2) Display prompt
(3) Get command from the terminal
(4) Validate the command
(5) In case the command is; 
connect -
Prepare parameters for the host name 
to be used by the transfer functions.
send -
open the file from which data has to 
be sent. Prepare parameters for send, 
and call transfer functions to send a 
file to the CS/1.
receive -
open the file in which to receive the 
data. Prepare parameters for receive, 
and call transfer functions to handle 
the receiving of the file from CS/1.
trace -
toggle the trace flag of the transfer 
functions.
quit -
perform a shutdown and quit the user 
interface.
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5.3..2. The file transfer functions
When invoked by the user interface the file 
transfer functions actually initiates a connection to 
the CS/1 and handle the transfer of a file between the 
host and the CS/1. This part of the system implements 
one part of the Host to CS/1 protocol. This protocol 
is used to transfer files across the serial link 
between the host and CS/1. The complete state diagrams 
of for this element are presented as Figures 5-8a and 
5-8b. The file transfer functions utilizes the CS/1 to 
Host interface to communicate with the CS/1.
This part performs the following:
(1) Connect to socket of the Host to CS/1 in­
terface.
(2) Send initial connection request (CRQ pack­
et) .
(3) Wait for connection confirmation (CCN pack­
et) . Timeout if necessary.
(4) If sending a file - send a write request 
(WRQ packet) and set the timeout alarm. 
Wait until a write confirmation is received 
(ACK with block number zero). Reset alarm. 
If an error packet is received, print the 
error code and abort. If an ACK is re­
ceived, data can be sent. Data is sent re­
peatedly by reading a block of 1024 bytes 
from the file, setting the timeout alarm, 
sending the data packet (DAT) and waiting 
for an acknowledgment. When an acknowledg­
ment is received, the alarm is reset and
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the packet examined. If the packet is the 
correct ACK the next data block is sent, 
otherwise if the packet is an error packet 
the transmission is aborted. If the 
correct ACK is not received the data block 
is retransmitted. The transfer is carried 
out in the above fashion until a data block 
of less than 1024 is read from the file. 
At that point the data block is transferred 
upon receiving the ACK for that block, a 
disconnection request (DRQ packet) is is­
sued to terminate the connection.
(5) If receiving a file - send a read request 
(RRQ packet) and set the timeout alarm. 
Wait until a packet is received. Reset 
alarm. If an error packet is received, 
print error code and abort transmission. 
If a data packet of the expected block 
number is received, write to the file. If 
write is unsuccessful send error packet. 
However, if the data block is successfully 
written to the file, send an acknowledgment 
(ACK packet) for the received block number. 
Sending of data is done repeatedly, until a 
data packet which is less than 1024 bytes 
is received. After sending an ACK for the 
data packet that was less than 1024 bytes, 
a disconnection request is sent (DRQ pack­
et) to signal the termination of connec­
tion.
(6) On receiving packets, while sending or re­
ceiving files, the trace flag is checked to 
see if it is enabled, or disabled. If it 
is enabled, the type of the packet is writ­
ten to the output; if the packet is DAT or 
ACK, the block number is also written to 
the output.
5.. 4. Design of the_ Host Agent
This part of the system resides on the CS/1 and 
implements the other part of the Host to CS/1 protocol.
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On one hand, it communicates with the CS/1 to Host 
interface for receiving or sending files across the 
serial link to the Host, and, on the other, it inter­
faces with the File Transfer service. The complete 
state diagrams for this element are given as Figures 5- 
9a and 5-9b. The host agent is designed as a process 
that would keep listening for a connection from the host 
at a "well-known" port (a port whose name is known by 
all the communicating processes). It receives this con­
nection when the CS/1 to Host interface sends an indica­
tion to the well-known port. When the indication is 
received the Host Agent would create a child process 
which would, in turn, be responsible for all the commun­
ication.
This part should perform the following:
(1) Listen at a well-known port for a connec­
tion.
(2) When an indication of a connection is re­
ceived fork a child process and exit the 
parent process (note the parent process 
keeps listening to the well-known port for 
new connections). The child process now 
starts executing.
(3) Connect to the CS/1 to Host interface.
(4) Handle initial connection - On receiving a 
CRQ packet send the CCN packet to confirm a 
connection.
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(5) On receiving the next packet determine 
whether it is a RRQ or WRQ and get the re­
mote host name and file name.
(6) if WRQ, then - make an F_CONNECT request to 
the File Transfer Service with the remote 
host name (known as the called address), the 
local host name (known as the calling ad­
dress) and the service subset for file 
transfer. On receiving an F_CONNECTED con­
firmation, make an F_SELECT request with 
filename. On receiving an F_SELECTED con­
firmation, it sends an F_CREATE request. 
After receiving a confirmation via the 
F_CREATED, the Host Agent sends an ACK for 
the write request. Now the file is open 
for writing at the other end. At any of the 
above confirmation stages an error indica­
tion would result in an ERR packet being 
sent to the Host. For every data packet 
that is received an F_READ request is is­
sued, after a confirmation the data is sent 
to the remote CS/1 using an F_DATA request. 
This request is confirmed by an F_DATA_END 
indication. Now an F_TRANSFER_END request 
is initiated and when a confirmation is re­
ceived an ACK of the data block number is 
sent to the local host. When a data block 
that is less than 1024 bytes has been sent 
to the remote CS/1 and acknowledged, the 
host Agent waits for the DRQ packet and then 
sends an F_CLOSE, F_DESELECT and F_RELEASE 
requests in sequence after the previous re­
quest have been confirmed.
(7) if RRQ, then - issue F_CONNECT and F_SELECT 
as above. On receiving an F_SELECTED con­
firmation an F_OPEN request is issued. The 
F_OPEN confirmation indicates that the file 
is open for reading at the remote host. Now 
the reading process starts by sending an 
F_READ request and then sending an F_DATA 
request after confirmation of the F_READ. 
The data is received when an F_DATA_END con­
firmation is received. In order to inform 
the remote host that the data is received, 
the host agent issues an F_TRANSFER_END re­
quest and on confirmation sends this first 
block of data to the local host. The next
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read proceeds in similar fashion when an ACK 
is received for the previous data block.
When a data block of less than 1024 bytes is 
read from the remote host, and that block 
has been acknowledged, the host agent waits 
to receive the DRQ packet; then the connec­
tion between the host agent and the remote 
system is closed by sending an F_CLOSE, 
F_DESELECT and F_RELEASE in succession after 
the previous requests have been confirmed.
This design is specific for the host agent on the CS/1. 
As mentioned before the server part of the file transfer 
utility functions that reside on the host has similar 
functions. However, instead of issuing the various File 
Service primitives, it accesses the host file system for
reading or writing. , A successful read or write in the
host file system indicates a confirmation. The client 
part of the Host agent which is the process that exe­
cutes in a remote CS/1, is similar to the client part of 
the file transfer utilities. However, instead of 
receiving its input from a user it receives it from the 
File Transfer Service interface.
5.15. Design of the interfaces
In this section the design of the Host to CS/1
interface is discussed. Though the discussion addresses
only the Host to CS/1 interface, it is completely 
applicable to the CS/1 to Host interface. This is
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because the interfaces are symmetrical and have identi­
cal functions. Consequently the CS/1 to Host interface 
is not explicitly addressed. The only difference
between them is that the Host to CS/1 interface resides
on the host and the CS/1 to Host interface resides on 
the CS/1.
This interface drives the serial line between the 
Host and the CS/1 and hides the details of this communi­
cation. The Host to CS/1 interface communicates with
the file transfer utilities on one side and the CS/1 to 
host interface (which is on the CS/1) on the other (in 
the case of the CS/1 to Host interface, it communicates 
with the host agent on one side and the Host to CS/1 
interface on the other). Basically, it does two things.
(1) It receives packets from the file transfer functions 
and is responsible for sending it across the serial line 
to the CS/1 to host interface along with some routing 
information. (2) It receives packets from the serial 
line and according to routing information on the packet 
it routes the content of the packet to a file transfer 
function. Since this interface software drives the 
hardware between the host and the CS/1, it is hardware 
dependent. The interface senses for errors in transmis­
sion across the serial line by verifying the checksum.
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It is possible that different file transfer client 
processes on the host are communicating with different 
Host Agent servers on the CS/1 and different Host agent 
clients processes on the CS/1 are communicating with the 
file transfer server processes on the host. Conse­
quently, for a logical connection to be possible between 
the processes, the interface has to keep track of the 
various end points of the communications. A route_table 
that has a structure as illustrated in Figure 5-10 is 
maintained. Note that on the UNIX system the source_id 
and the destination_id correspond to socket descriptors. 
The interfaces build the source_id and the 
destination_id on every packet that they transmit. The 
source_id and the destination_id that are built into a
I Source_id | Destination_id
I Source_id | Destination_id
I Source_id | Destination_id |
Figure 5-10. Routing tables for interfaces
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packet (that is sent across the serial line) are collec­
tively known as Transfer Identities.
5..5.1. Building the Transfer Identities
The transfer identities are built whenever a con­
nection request (CRQ) is received by the interface. 
These identities are stored in the route_table and they 
represent the end points of the communications. The 
identities are removed from the route_table when a 
disconnection request (DRQ) is received.
Since the' interface has to determine the arrival 
of a CRQ, CCN or a DRQ, it has to 'peek* at every 
incoming or outgoing packet. When the interface 
receives a connect to socket request from a file 
transfer client process it accepts the socket connec­
tion request and stores the socket descriptor in the 
source_id field of the route_table. The well-known 
port (the port that the Host Agent parent is listening 
to) is stored as the destination_id field. When the 
CRQ arrives from the client process the source_id and 
the destination_id are used as the transfer identities 
and sent across the serial line to the CS/1 to Host 
interface. As soon as a CCN packet arrives across the 
serial line, the interface uses the destination_id from
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the packet and finds the appropriate entry in the 
route_table and replaces the destination_id field of 
that entry with the source_id from the received packet 
(it is assumed that the CS/1 to host interface will 
provide the correct source_id). Now the transfer iden­
tities have been built and all subsequent packets 
received from the client process can have their packets 
properly routed. This is done by using the transfer 
identities in the route_table. The building of the 
transfer identities is illustrated in Figure 5-11. 
When the interface receives a DRQ it sends the packet 
across, and removes the appropriate transfer identities 
from the route_table.
5.»2. Functions of the interface
The functions that the interface should perform
are:
(1) Create, bind and listen to a socket.
(2) Select to read from the listening socket,
the serial line or any accepted socket.
(3) If reading from the listening socket - Ac­
cept a connection and enter the new socket 
descriptor in the source_id of the 
route_table. Enter the well-known port on 
the CS/1 as the destination_id.
(4) If reading from the serial line - Receive a
packet and verify the checksum. Peek at
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the length of packet and read the whole 
packet, then peek at the packet type. If 
the packet type is:
CRQ :
Enter source_id from the received
packet in the destination_id field of 
the route_table. Send the packet to
destination_id that was in the re­
ceived packet (well-known port). Wait 
to accept a connection. When the con­
nection is accepted, enter the new
socket descriptor in the source_id of 
the route_table (The transfer identi­
fies have now been built for incoming 
traffic have been built).
CCN :
Find appropriate entry in the 
route_table by searching the source_id 
field using the destination_id from
the received packet. Set the
corresponding destination_id in the 
route_table using the source_id from 
the received packet (The transfer 
identities for ongoing traffic have
now been built). Strip the transfer
identities and send packet to the
socket as specified in the
destination_id of the received packet.
DRQ :
Look up to find the transfer identi­
ties from the route_table. Send the
packet to the destination_id and re­
move the identities from the 
route_table.
Otherwise :
Send packet to the socket specified in 
the destination_id of the received
packet.
(5) If reading from accepted sockets - Build
the transfer identities from the 
route_table. If the packet type is DRQ,
remove the identities from the route_table. 
Build the checksum and the length of the 
packet. Finally send the newly built pack-
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et across the serial line.
5.6,. Design of the File Transfer Service
The file transfer is designed such that the CS/1 
assumes responsibility for coordinating the ISO File 
Transfer Protocols. Hence, instead of implementing the 
protocols, on the host they are implemented on the CS/1. 
The FTP will act as a client to the Bridge VTP protocol. 
The host will act as a client of the CS/1 requesting 
services through the host agent. The host will communi­
cate with the CS/1 using Host to CS/1 protocol. Thus, 
the CS/1 provides the FTP service and the host utilizes 
this service by providing the required information. The 
files would be transferred across the network using the 
UNIX file format. This would be the canonical file for­
mat used by the File Transfer Service.
Initialization
At the time of system initialization, the parent 
"init" process creates a Parent FT process, creates a 
default mailbox for the process, and makes the Parent 
FT process runnable. The Parent FT's default mailbox 
is "PF." When the Parent FT initializes, it learns the 
Parent VT's default mailbox identifier.
HOSTtf/i
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Figure 5-11. Building of transfer identities
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After initialization, the primary task of the 
Parent FT is to spawn a new child FT process whenever a 
connection request is made by the client (in this case, 
the Host Agent) or the Parent VT. Communication 
between FT and its clients is accomplished primarily 
via IPC messages. Communication between FT and VT is 
also accomplished via IPC messages.
The Structure of the File Transfer Service is as 
given in Figure 5-12.
5..6..2. Alternative structure for the file service
An alternative structure can be built by modeling 
it on the user interface of the Virtual Terminal Proto­
col. Here the FT service provides a user interface 
which communicates with the driver agent. However, 
the FT process will also provide a program interface 
for use by other programs in the CS/1. This is similar 
to the VT process which uses the user interface to 
interact with the SIO agent and also provides a program 
interface for its clients. This structure is illus­
trated in Figure 5-13.
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File Transfer Process
1
1
1 Program
1------ |
I FTP | |
1 interface I Protocol | I|— (C) — (D)- 
1 1 
1 1
-(C)-(D)--
1 1 
1 1
I Host I 1 VTP |
1 Agent I |- --- |— (C) — (D)- 1 | 1 SPP I1 1 
1 1 1 IDP |
I Driver I I DL 
I Agent I -----
I
HOST | |-------
--------  virtual
File Transfer Process
I -----------  |
I |FTP | Program |
I I Protocolj interface I
 (C)-(D)-----(C)--(D) —
I I I I
I VTP | | Host |
I---------- j j Agent I
I SPP I -(C) — (D) —
I IDP | | |
I DL I I Driver I 
-----------  I Agent j
---------| | Host |
circuit -----------
Figure 5-12. Structure of the File Transfer Service
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File Transfer Process File Transfer Process
I User |FTP | |I interface jprotocolj I
— (C) — (D)--- (C)-(D)-
I I  I I
I I I VTP || | | 1I I I SPP I
I I I IDP |
iDriver I | DL |I Agent j ------
I HOST | |-----------  virtual
I |FTP | user |I I Protocol! interface!
 (C)-(D)-- (C) — (D) —I I  I II I  I I-----------  I jI VTP | | I
I SPP I I I
I IDP | I I
I DL I IDriver | ----   | Agent |
I II I
--------- | | host |circuit ------
Figure 5-13. Alternative for the File Transfer Service
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5..6..3. Program Interface
The facilities of the FT are available to the FT 
client via IPC messages to FT's data and control mail­
boxes. The following messages will be available to the 
client (in this case, the host agent).
1. F_CONNECT, F_CONNECTED
2. F_SELECT, F_SELECTED
3. F_OPEN, F_OPENED, F_CREATE, F_CREATED
4. F_READ, F_WRITE, F_TRANSFER_END
5. F_DATA, F_DATA_END
6. F_CLOSE, F_CLOSED
7. F_RELEASE, F_RELEASED
8. F_ABORT, F_ABORTED
9. F_CANCEL, F_CANCELED
5.6..4.* Connection Establishment
The process of connection establishment consists 
of three main steps.
(1) Initiation by the host agent server and ac­
ceptance by a FT process.
(2) Setting up connection between the local FT 
process and the remote process.
(3) Completion of connection from the remote FT 
process to the remote host agent client.
Step one (Host Agent server to FT process) -
The first major step of the connection establish­
ment procedure occurs when a connection is
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initiated from the host agent (F_CONNECT request) 
and accepted by a File Transfer Process. Whenever 
the host agent detects the presence of a connec­
tion request from the host, the host agent issues 
a connection request message to the Parent FT pro­
cess, specifying the HOSTID. The Parent FT then 
spawns a child FT process and passes on the con­
nection request to it. The child FT process 
issues a message to the host agent to acknowledge 
this connection, including as parameters the 
appropriate control and data mailbox IDs. Note 
that this CONNECTED state refers to the host being 
"connected" to a FT process; it does not imply a 
connection to another host. Figure 5-14 illus­
trates this step.
The following steps are involved (refer Figure 5-
14) :
(1) Connection request with host_id specified.
(2) FT process spawned, host_id forwarded.
(3) FT replies to the host agent with mailbox 
IDs.
Step Two (FT process to FT process) -
During this step, a connection is established
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Parent 
FT process
2
> | FT process
 (C)--- —  (C)----- (D)---
II 31
Host Agent.
Figure 5-14. Connection Establishment, Step One
between the local FT process and the remote FT 
process through the Virtual Terminal Service. The 
detailed connection mechanism is described in Sec­
tion 5.0 of Bridge's ESPL Software Technical 
Reference Manual. Figure 5-15 provides a summary 
of thisr mechanism. It shows the message flow 
between the FT process and the related system ele­
ments. However, it does not show the message flow 
between processes lower than VTP and the Parent 
VTP.
The following steps are involved (refer Figure 5-
(1) File transfer connect message (F_CONNECT), 
along with the destination address is sent 
from the Host Agent to FT process.
15) :
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(2) FT sends an open port message (VT_OPEN) 
with the destination address to the Parent 
VT, who responds by spawning a child VT.
(3) The remote Parent VT sends a connection re­
quest message (VT_CONNECT) to the remote 
Parent FT.
(4) The remote Parent FT spawns a child FT pro­
cess and forwards the connection request.
(5) The new FT sends to the Parent VT a open
port message (VT_OPEN), who responds by 
spawning a child VT.
(6) The new VT sends to the FT a port opened
message (VT_OPENED).
(7) The local VT sends the local FT a port
opened message (VT_OPENED) when it receives 
an acknowledgement from the remote station.
Step Three (Remote FT to Host Agent) -
During this step, the connection is initiated by 
the remote FT process to the remote Host Agent. 
Since the host is directly connected, the host 
agent will immediately return a connected message 
back to the FT process and put itself in the CON­
NECTED state. Figure 5-16 illustrates this step.
The following steps are involved (refer Figure 5-
16) :
(1) When the FTP receives a F_SELECT request, 
it sends the filename by issuing a VT„DATA 
call.
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Figure 5-15. Connection Establishment, Step Two
(2) Remote FTP server receives this VT^DATA re­
quest.
(3) The remote FTP server indicates this re­
quest to remote Host Agent.
(4) On receiving confirmation from the remote 
host, the remote Host Agent sends an ACK to 
FTP server.
(5) FTP server builds the message and issues a
VT_DATA requests.
(6) FTP client receives the VT_DATA indication.
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Figure 5-16. Connection Establishment, Step Three
Whenever the FTP processes wishes to send data it does 
so by issuing a VT_DATA request. When it receives data 
a VT_DATA messages appears in its control mailbox. In 
this fashion the VTP is used for the transfer of infor­
mation between the two CS/1 systems.
Chapter 6 
Discussion
£. JL. Implementation
Since the Bridge CS/1 was not available, the file 
transfer system could not be completely implemented. 
The File Transfer Service interfaces with the Bridge VTP 
and uses the message based kernel of the CS/1. Without 
the CS/1, this part of the system cannot be implemented.
However the other parts of the system and the Host 
to CS/1 protocol are implemented on the UNIX 4.2BSD 
operating system. This implementation was carried out to 
test various features of the design. In this simulated 
implementation, the File Transfer utility Client, the 
Host to CS/1 interface, the CS/1 to Host interface and 
the Host Agent Server are implemented as independent 
processes communicating with each other using the
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'sockets' construct (end points of communication between 
processes on the 4.2BSD UNIX operating system). The 
CS/1 to Host interface and the Host to CS/1 interface 
are forked by a parent process that creates a 'socket- 
pair' between the two. The socketpair mimics the serial 
line between the Host and the CS/1. Socketpairs on the 
4.2BSD UNIX system are an unnamed pair of connected 
sockets that are indistinguishable. It could be con­
sidered as a two-way pipeline. Once the socketpair is 
set up, both the interfaces can use the UNIX operating 
system 'read' or 'write' function calls to perform I/O 
operations on the socketpair.
The Host to CS/1 interface, the CS/1 to Host inter­
face and the Host Agent Server execute as background 
processes. The Host to CS/1 process has a socket that 
is bound to a name in the inter-process communication 
domain of UNIX and listens for connections to this 
socket. Similarly the CS/1 to Host interface creates a 
socket that is bound to a name and also runs in the 
background listening for connections to that socket. 
Finally, the Host Agent server creates a socket and 
binds it to a name that is known to the Host to CS/1 
interface (the well-known port) and runs in the back­
ground listening for connections. The Host agent server 
accesses the UNIX file system for information about
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files (it does not access a remote host using the File 
Service as would be the case in the true system).
This simulated initial execution profile is as fol­
lows: (Figure 6-1 illustrates the various steps)
The Host to CS/1 interface process listens to 
socket under the name "HOST”. The CS/1 to HOST 
listens to socket under the name "CS1”, and the 
Host Agent server listens to socket under the name 
”WKS”.
(1) The File Transfer Client process issues a
connect socket call to HOST.
(2) The Host to CS/1 interface process 'accepts' 
this connection and uses the new socket 
descriptor 's' (created by the accept call) 
as the source_id.
(3) The Host to CS/1 reads a packet from 's’ (if 
and when the Client process writes to that 
socket). It then, processes the packet and 
writes the packet to the socketpair.
(4) The CS/1 to Host reads the packet from the
socketpair and sends it to socket WKS.
(5) The Host Agent on receiving the packet from 
socket WKS forks off a child process and 
hands the packet to it.
(6) The Host Agent child process now connects to 
socket CS1.
(7) The CS/1 to Host interface accepts this con­
nection and uses the new socket descriptor
'p' as its source_id.
The sockets have now been created and the processes can 
function as outlined in chapter 5. The only difference
5oc<erPAi/^
Figure 6-1 Simulated processes on UNIX (D
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exists in the Host Agent server processes. When it 
receives a RRQ/WRQ packet it accesses the same file sys­
tem on UNIX, instead of issuing the File Service primi­
tives to the File Service interface to access a remote 
system.
6..1.1. Structure of UNIX processes
The structure charts for the File Transfer client, 
the interfaces and the Host Agent server are given in 
the Figures 6-2, 6-3 and 6-4. These diagrams give a 
detailed picture of the structure of these processes 
and the modules they contain. They also depict the
hierarchical relationships of modules within each pro­
cess.
£ . 1 . 2 .  U n ix  s y s te m  in .fe .g f^ c e s
The inter-process communication provided by the
UNIX 4.2 BSD operating system is used for communicating 
between the processes. On this system two processes 
can communicate with each other using sockets. Sockets 
are endpoints in a communications domain. When the
socket is created, the communication domain in which 
the communication would take place is specified. Each 
socket has to be associated with a protocol type that 
determines the mode of communication between it and
Figure 6-2 Structure of the File Transfer Client 101
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Figure 6 - 3  Structure of the interfaces
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Figure 6—4 Structure of the Host Agent server
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another socket of the same type.[12]
If a process wants to communicate with another 
process, it should create a socket and connect to the 
other process’ socket. The other process should also 
create a socket, and in addition it should bind the 
socket to a name and listen to the socket for connec­
tions. The name used to bind the socket is that which 
the first process uses to connect.- Once a process 
starts listening to a socket, it can accept connec­
tions.
The sockets are analogous to file descriptors in 
UNIX. Therefore, it is possible to read from and write 
from sockets in the same way as reading or writing to
■tfiles. An interesting feature available in UNIX is the 
ability to multiplex i/o synchronously using the select 
function. The select function examines the i/o 
descriptors specified to see if they are ready for 
reading, writing, or have an exceptional condition 
pending. This is very useful for the implementation of 
the interface modules because it has to determine which 
socket it has to read from.
[12] For more information about inter-process communi­
cation, the reader is referred to Barr, "Unix from the in­
side out," 1984] and Joy, et al, "4.2BSD System Manual,"
1983.
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The UNIX system interfaces used by the processes 
are as follows (the number in parenthesis indicate the 
UNIX manual number):
Socket (2)
The SOCKET system call to create a socket 
for inter-process communication in the UNIX 
domain.
Connect (2)
The CONNECT system call to connect the 
socket to the socket having the name HOST.
Bind (2)
The BIND system call to bind a socket to a 
name in the communication domain it was 
created.
Listen (2)
The LISTEN system call to listen to a sock­
et that has been bound to a name by the 
BIND system call.
Read (2)
The READ system call to read from a con­
nected socket or from an opened file.
Write (2)
The WRITE system call to write to a con­
nected socket or to a created file.
Open (2)
The OPEN system call to open a file for 
reading or writing.
Signal (3C)
The SIGNAL system call to handle the gen­
eration of a signal (SIGALRM) that is
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schedule by the ALARM system call.
Alarm (3C)
The ALARM system call to send the signal 
SIGALRM to the invoking process in a number 
of seconds given by the argument. This 
call is used to set and detect timeout de­
lays.
Setjmp, longjmp (3)
The SETJMP and the LONGJMP system calls are 
used for non-local gotos in C programs. 
The SETJMP call marks the point in the pro­
gram where a LONGJMP would transfer con­
trol. This is used to mark the position in 
the program to deal with retransmission of 
a packet when timeout occurs.
£.2. Conclusion
The analysis and the design stages of the file 
transfer system were the most significant aspects of 
this project. An in depth analysis of the concepts and 
terminology used by Bridge Communications in their CS/1 
system was necessary because the documentation provided 
by them was not detailed or complete enough to facili­
tate the understanding of the exact structure of the 
software on their system. It was necessary to determine 
the inter-process communication mechanism and the 
details of integrating software on the CS/1 in order to 
accomplish the final design of the file transfer service 
using the virtual terminal connection service on the 
CS/1, and this information was not readily available in
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their documents. In some cases it was necessary to sur­
mise what that might be in order to proceed.
The software technical manuals from Bridge Communi­
cations only document the interfaces provided by the 
various elements on the CS/1. They provide no examples 
to illustrate the use of these interfaces. Therefore, 
they were not very useful as aids in designing the file 
transfer service. For example, it is mentioned in the 
software technical manuals that the operating system 
driving the CS/1 system is message-based, and that pro­
cess communicate with each other using control and data 
"mailboxes." However, there were neither examples to 
illustrate the sequence Of events (sequence of calls to 
the operating system) that lead to the creation and ini­
tialization of these "mailboxes" nor were there any 
explanation of how to use things like "mailboxes."
It is likely that the process of documentation is 
difficult. The system developer involved in building a 
product has to know exactly how much information to 
include, depending on the purpose of the documentation. 
For example, a document that serves as a user's guide 
for a product should have sufficient information to help 
the user to make efficient use of the product but should 
not be overburdened with technical details. However, a
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software technical manual that describes the software 
residing in a product should describe in detail the 
interfaces provide by the system with illustrative exam­
ples of how these interfaces could be used effectively. 
The author is of the opinion that good documentation is 
an integral part of every software product, and should 
be prepared with the same care, and by somewhat the same 
methods, as software. In this case, Bridge did not 
properly anticipate that the manuals provided by them 
would be used by someone designing a file transfer 
mechanism on the CS/1.
After the successful completion of the analysis of 
the system, the design was accomplished. The design 
phase comprised of reviewing different system architec­
tures and discussing various scenarios. Reiteration of 
analysis and design of the system provided a better 
understanding which resulted in an overall final design 
of the structure of the file transfer system.
No other major difficulties were encountered in the 
design of the elements of the file transfer system. The 
Host to CS/1 protocol is a significant element of this 
system. Initially, this protocol was defined on the 
lines of the Multi-Vendor File Transfer Protocol, han­
dling file selection, file de-selection and end of
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transfer. However, such details were only a duplication 
of the file transfer protocol on the CS/1. Since the 
purpose of the Host to CS/1 protocol is to coordinate 
the passage of data from a file between the Host and the 
CS/1, such elaborate details are not necessary. When­
ever the CS/1 requests a read/write from/to the host 
file system, the host computer should be able to access 
the file and be able to transfer the data to the CS/1 
notifying the CS/1 whenever there are errors. Hence, 
the Host to CS/1 protocol was designed to be simple, 
handling only the transfer of data and error conditions. 
In the modified protocol file selecting is handled while 
opening a file, and, since data is transferred in multi­
ples of 1024 character packets with the last data packet 
sent as an irregular size packet, any data packet fewer 
than 1024 bytes indicates an end of transfer. In addi­
tion, since every data packet is acknowledged an expli­
cit end of transfer phase was not required.
The design of the file transfer service on the CS/1 
is tentative. This is largely due to the unavailability 
of detailed information on the working of the CS/1. 
Since the Host Agent is a representative of the host on 
the CS/1, there would be a host agent process for every 
host computer connected to the CS/1. There would also 
be a file transfer process for every host agent process
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that initiates a connection. These processes occupy 
memory space in the CS/1 and the CS/1 to Host interface 
would have to multiplex between all the host computers, 
there would be some overhead involved in dealing with 
these different processes. This overhead would cause a 
decrease in the throughput of the packets transferred in 
the communication.
The development of the project followed the 
software development cycle model using software 
engineering techniques. Essentially, major focus was 
placed on analysis and design. The use of communica­
tions servers like the Bridge CS/1 system and the imple­
mentation of the ISO protocols are current state-of- 
the-art in network technology. This project has made an 
attempt to work towards the direction of a complete 
implementation of the ISO File Transfer Protocol on the 
Bridge CS/1 system. A complete implementation of this 
protocol would allow the connection of different host 
computers to the CS/1. Consequently, it would be possi­
ble to effectively build an integrated environment of 
diverse computer equipment into a network using the 
CS/1.
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