Non-linear quantization for arbitrary distributions and applications to Medical Image Processing by Tannous, C



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Where the probability density function (pdf) p(x) is
dened over the interval [a; b]. E is the expectation value
with respect to the pdf p(x) and x^ is the mean value
with respect to p(x). The total number of levels J = 2
n
b
depends on the number n
b
of available bits to encode




levels, the minimumof the mean-square error is obtained































































These sets of equations form the Lloyd-Max algorithm.
Starting from some initial value r
0
the Lloyd-Max set
of equations will allow us to calculate all the decision
and reconstruction levels. In fact, it appears that the
error E is a function of r
0
only when we are dealing with












() from [5] get d
j
;
from [4] get r
j
;
j = j + 1;
if (j  J) go to ();
end (6)
The above algorithm has two main ingredients:
 A minimization procedure to nd the optimal value
of the starting reconstruction level r
0
.







with an implicit func-
tion [5] of d
j+1
which is the ratio of two integrals.
Several diÆculties might arise:
1. The function E(r
0
) is highly singular with many lo-
cal minima separarted by large values of the func-
tion as illustrated in Figure 1. This means that one
has to have a good guess for the starting value r
0
otherwise one will converge to the local minmium
and not the global one.
2. The integrals appearing in [2] should be calcu-
lated with a very high accuracy despite the fact we
are dealing with very rapidly exponential functions
in the integrand (this is the case of the Laplace,
Gamma, Rayleigh, Gaussian and Stretched expo-
nential pdf's. The Uniform distribution does not
have these problems but many other pdf's contain
an exponential term).
III. IMPLEMENTATION OF THE ALGORITHM
AND APPLICATIONS
We have implemented an algorithm based on an ana-
lytical approach that will deal with an integrand contain-
ing arbitrary powers of x and an exponential function of
an arbitrary power of x. The minimization procedure is
handled graphically within the software by plotting the
function E(r
0
) over a large interval, allowing the approx-
imate location of the starting point that will drive the
search towards the global minimum region.
Several examples will be treated below and look-up ta-
bles are given for the levels for a quantization based on
an arbitrary number of bits. Some of these tables are
compared to highly accurate published tables and new
tables are given for the stretched exponential pdf needed
in mutiresolution image processing. The various pdf that
are illustrated below are:
1. Uniform pdf
p(x) = 1=2a x 2 [ a; a]: (7)
p(x) = 0 x elsewhere: (8)














); x 2 ] 1;+1[ (9)











) x 2 ] 1;+1[ (10)
Mean  = 0, Standard deviation: x = .











); x 2 ] 1;+1[ (11)
Mean  = 0, Standard deviation: x = .














and x 2 ] 1;+1[ (12)











 (x) is the Euler Gamma function.










) x 2 ]0;+1[ (13)
Mean  = 
p




















and x 2 ]0;+1[ (14)
Mean  = , Standard deviation: 
p
.
Four bit quantization tables of decision and recon-
struction levels for all the above double-sided pdf in the
case the mean  = 0 and the standard deviation x = 1
are given in Tables 1-7 and are compared to published
values in Table 8 and 9.
For the one-sided Rayleigh and Gamma pdf's we con-
sider the case where the standard deviation x = 1 (For
the one-sided Gamma pdf we take  = 1:2). The  pa-
rameter of the stretched exponential pdf with mean  = 0
and standard deviation x = 1 can be set arbitrarily. We
set it to 1.2 as in the one-sided Gamma pdf. Figures 2
and 3 illustrate the reconstruction levels versus the de-
cision levels in the case the number of bits is 6. The
quantized levels are shown for the Uniform, Gaussian,
Laplace, Symmetric Gamma, Stretched exponential and
the one-sided Rayleigh and Gamma pdf's. All symmetric
pdf's have ( = 0 and x = 1) whereas the one-sided
pdf's have x = 1.
IV. MULTIRESOLUTION AND MEDICAL
IMAGE PROCESSING
From a histogram of an image pixel intensities, we
evaluate the absolute mean jj and standard deviation
 and extract from them the parameters  and  of the
stretched exponential probability density function given
by Eq.12.
Following [1], we perform rstly the extraction of the







































 is equal to the ordinary mean, since the histogram
function of a picture is dened for positive values of the














In Fig.4 we display the variation of H as a function
of  in the interval [0.1-5] for a given  picked in
the interval [0.8-1.5]. Similarly, we show in Fig.5 the
variation of H as a function of  in the interval [0.1-5]
for a given  picked in the interval [0.8-1.5].
Once the parameters  and  have been determined for
a particular image along with its corresponding entropy,
we proceed to the quantization procedure. We have
implemented the simple Lloyd-Max algorithm [2,3] that
minimizes the quantization error for the stretched expo-
nential pdf. Figures 2 and 3 illustrate the reconstruction
levels versus the decision levels in the case the number of
bits is 6 and the values  = 1:2 and  = 1:56. The quan-
tized levels are compared to the Gaussian and Laplace
cases for the same number of bits. In the stretched expo-
nential case, an arbitrary value of  is valid in order to
have  = 0 and  = 1. Choosing  = 1:2 as in the one-
sided Gamma pdf,  is obtained as a solution of Eq.17.
As a specic illustration of our methodology, we take
two medical images (MRI-T1 format images of human
brain sections) and apply the above analysis. The
4histograms of the images and the Stretched exponential
ts are shown in gures 6 and 7, whereas the values
of  and  along with the entropies are given in Table 10.
V. CONCLUSION
We have developed an Lloyd-Max type algorithm to
build several quantization tables for arbitrary pdf's. We
have considered symmetric and single-sided pdf's. Our
results agree with published values in the 4-bit quantiza-
tion case and outperform them in accuracy. In the case
of medical images, we develop a tting procedure to the
Stretched exponential case by taking raw histograms of
the brain MRI images.
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Table Captions
Note: Tables 1-7 is a set of tables displaying 4-bit
quantization levels for various pdf's. Decision levels and
Reconstruction levels according to the Lloyd-Max algo-
rithm. The calculated 4-bit quantization decision and
reconstruction levels use the following double-sided pdf's
with mean  = 0 and standard deviation x = 1. The





4. Double-sided Gamma pdf.
5. Stretched Exponential pdf ( = 1:2)
The second set contains one-sided pdf's with mean
and standard deviation x = 1 given below:
6. One-sided Rayleigh pdf: Mean  = 
p
=2, Stan-
dard deviation: x = 
p
2(1  =4).

















TABLE I: Uniform pdf (Double-sided Symmetrical, mean=0,
Standard deviation=1). All values agree with corresponding














TABLE II: Gaussian ( Double-sided Symmetrical, mean=0,
Standard deviation=1). All values agree with corresponding














TABLE III: Laplacian pdf (Double-sided Symmetrical,
mean=0, Standard deviation=1). All values agree with cor-














TABLE IV: Strectched exponential pdf (Symmetrical,















TABLE V: Symmetric Gamma pdf (Double-sided Symmet-
rical, mean=0, Standard deviation=1). All values agree with
corresponding entries of Table 9. Note that some misprints






















TABLE VI: Rayleigh pdf (Single-sided, Standard devia-























TABLE VII: One-sided Gamma pdf (Single-sided, Standard
deviation=1) [ = 1:2;  = 0:912871]
Figure Captions
Fig. 1: Behaviour of the quantization error versus the rst
reconstructed level r
0
. The presence of several local
minima surrounded by large values of the error is
the reason why the search for the global minimum
is diÆcult when the starting guess value is far away.
Fig. 2: Comparative decision and reconstruction levels for
6-bit quantization. Two-sided symmetric pdf case
(Uniform, Gamma, Stretched Exponential, Laplace

















1 -1.0000 -0.5000  1 -0.7979  1 -0.7071 0.0000 1.2657
0.0000 0.5000 0.0000 0.7979 0.0000 0.7071 2.0985 2.9313
1.0000 1 1 1
2 -1.0000 -0.7500  1 -1.5104  1 -1.8340 0.0000 0.8079
-0.5000 -0.2500 -0.9816 -0.4528 -1.1269 -0.4198 1.2545 1.7010
-0.0000 0.2500 0.0000 0.4528 0.0000 0.4198 2.1667 2.6325
0.5000 0.7500 0.9816 1.5104 1.1269 1.8340 3.2465 3.8604
1.0000 1 1 1
3 -1.0000 -0.8750  1 -2.1519  1 -3.0867 0.0000 0.5016
-0.7500 -0.6250 -1.7479 -1.3439 -2.3796 -1.6725 0.7619 1.0222
-0.5000 -0.3750 -1.0500 -0.7560 -1.2527 -0.8330 1.2594 1.4966
-0.2500 -0.1250 -0.5005 -0.2451 -0:5332 -0.2334 1.7327 1.9688
0.0000 0.1250 0.0000 0.2451 0.0000 0.2334 2.2182 2.4675
0.2500 0.3750 0.5005 0.7560 0.5332 0.8330 2.7476 3.0277
0.5000 0.6250 1.0500 1.3439 1.2527 1.6725 3.3707 3.7137
0.7500 0.8750 1.7479 2.1519 2.3796 3.0867 4.2124 4.7111
1.0000 1 1 1
4 -1.0000 -0.9375  1 -2.7326  1 -4.4311 0.0000 0.3057
-0.8750 -0.8125 -2.4008 -2.0690 -3.7240 -3.0169 0.4606 0.6156
-0.7500 -0.6875 -1.8435 -1.6180 -2.5971 -2.1773 0.7509 0.8863
-0.6250 -0.5625 -1.4371 -1.2562 -1.8776 -1.5778 1.0130 1.1397
-0.5000 -0.4375 -1.0993 -0.9423 -1.3444 -1.1110 1.2624 1.3850
-0.3750 -0.3125 -0.7995 -0.6568 -0.9198 -0.7287 1.5064 1.6277
-0.2500 -0.1875 -0.5224 -0.3880 -0.5667 -0.4048 1.7499 1.8721
-0.1250 -0.0625 -0.2582 -0.1284 -0.2664 -0.1240 1.9970 2.1220
0.0000 0.0625 0.0000 0.1284 0.0000 0.1240 2.2517 2.3814
0.1250 0.1875 0.2582 0.3880 0.2644 0.4048 2.5182 2.6550
0.2500 0.3125 0.5224 0.6568 0.5667 0.7287 2.8021 2.9492
0.3750 0.4375 0.7995 0.9423 0.9198 1.1110 3.1110 3.2729
0.5000 0.5625 1.0993 1.2562 1.3444 1.5778 3.4566 3.6403
0.6250 0.6875 1.4371 1.6180 1.8776 2.1773 3.8588 4.0772
0.7500 0.8125 1.8435 2.0690 2.5971 3.0169 4.3579 4.6385
0.8750 0.9375 2.4008 2.7326 3.7240 4.4311 5.0649 5.4913
1.0000 1 1 1
TABLE VIII: Published reconstruction and decision levels for Uniform, Gaussian, Laplace and Rayleigh pdf's. The number of
quantization bits ranges from 1 to 4. All double-sided pdf's are with mean  = 0 and standard deviation x = 1. The table
also contains the decision and reconstruction levels for the one-sided Rayleigh pdf with standard deviation x = 1. Adapted
from [6].
and Gaussian). All pdf's have zero mean and stan-
dard deviation x = 1.
Fig. 3: Comparative decision and reconstruction levels for
6-bit quantization. One-sided pdf case (Rayleigh
and Gamma). All pdf's have a standard deviation
x = 1.
Fig. 4: Entropy H of the stretched exponential pdf as a
function of  in the interval [0.1-5] for a given 
picked in the interval [0.8-1.5].
Fig. 5: Entropy H of the stretched exponential pdf as a
function of  in the interval [0.1-5] for a given 
picked in the interval [0.8-1.5].
Fig. 6: First MRI image histogram and stretched exponen-
tial t.
Fig. 7: Second MRI image histogram and stretched expo-
nential t.
Fig. 8: First analysed MRI medical image.

















1 0.000 0.866 0.000 0.433 0.000 0.217 0.000 0.109
2 0.866 1.299 0.433 0.650 0.217 0.326
3 0.866 1.083 0.433 0.542





1 0.000 0.798 0.000 0.453 0.000 0.245 0.000 0.128
2 0.982 1.510 0.501 0.756 0.258 0.388
3 1.050 1.344 0.522 0.657
4 1.748 2.152 0.800 0.942




1 0.000 0.707 0.000 0.420 0.000 0.233 0.000 0.124
2 1.127 1.834 0.533 0.833 0.264 0.405
3 1.253 1.673 0.567 0.729
4 2.380 3.087 0.920 1.111




1 0.000 0.577 0.000 0.313 0.000 0.155 0.000 0.073
2 1.268 2.223 0.527 0.899 0.230 0.387
3 1.478 2.057 0.591 0.795





TABLE IX: Published values of reconstruction and decision levels for Symmetric Double-sided Uniform, Gaussian, Laplace and
Gamma pdf's. The number of quantization bits ranges from 1 to 4. Only positive values are given. Several misprints and
missing entries are found in the table. For instance in the Uniform case the last entry 1.73205 (given in Table 1) is missing.
The entry 1 is missing in the Laplace case. In the Double-sided Gamma pdf, the entries 0.051 and 1.390 are wrong as shown
in Table 5. The last entry 1 is also missing. Adapted from [7].
Fig. 9: Second analysed MRI medical image.
9First Image Second Image
Raw Characteristics
Intensity Levels 256 256
Ordinary Mean 5.19436 5.47491
Standard Deviation 8.98966 8.53209
Variance 80.8140 72.7966




Entropy/Pixel 3.28169 bits 4.43392 bits
TABLE X: Characteristics of the MRI images and values of  and  from the stretched exponential t to the histograms along
with the entropies from the raw histograms.
FIG. 1: Behaviour of the quantization error versus the rst reconstructed level r
0
. The presence of several local minima
surrounded by large values of the error is the reason why the search for the global minimum is diÆcult when the starting guess
value is far away.
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FIG. 2: Comparative decision and reconstruction levels for 6-bit quantization. Two-sided symmetric pdf case (Uniform, Gamma,
Stretched Exponential, Laplace and Gaussian). All pdf's have zero mean and standard deviation x = 1.
FIG. 3: Comparative decision and reconstruction levels for 6-bit quantization. One-sided pdf case (Rayleigh and Gamma). All
pdf's have a standard deviation x = 1.
11
FIG. 4: Entropy H of the stretched exponential pdf as a function of  in the interval [0.1-5] for a given  picked in the interval
[0.8-1.5]. The uppermost curve corresponds to  = 0:8 and the lowest is for  = 1:5.
FIG. 5: Entropy H of the stretched exponential pdf as a function of  in the interval [0.1-5] for a given  picked in the interval
[0.8-1.5]. The top curve corresponds to  = 0:8 and the lowest is for  = 1:5.
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FIG. 6: First MRI image histogram and stretched exponential t. The t parameters are displayed in Table X. The raw
histogram is indicated with a continuous line and the diamonds 3 correspond to the t.
FIG. 7: Second MRI image histogram and stretched exponential t. The t parameters are displayed in Table X. The raw
histogram is indicated with a continuous line and the diamonds 3 correspond to the t.
13
FIG. 8: First analysed MRI medical image.
FIG. 9: Second analysed MRI medical image.
