A comprehensive particle size distribution model has been developed for the simulation of c 0 precipitation in multicomponent Ni alloys. Nucleation, growth and coarsening of the precipitates are described by a particle size distribution. The growth rate of each precipitate class is calculated with a multi-component diffusion model formulated for non-diagonal matrices of diffusion coefficients. The model is fully coupled with CALPHAD calculations of the thermodynamic equilibrium at the interface, including a direct treatment of the effect of curvature through modification of the Gibbs free energy. An optimization strategy was developed to minimize the computational cost. The model was used to simulate ageing heat treatment at 600°C of Ni-7.56 at.% Al-8.56 at.% Cr, which was studied experimentally by Booth-Morrison and others (Booth-Morrison C, Weninger J, Sudbrack CK, Mao Z, Noebe RD, Seidman DN. Acta Mater 2008;56:3422; Mao Z, Booth-Morrison C, Sudbrack CK, Martin G, Seidman DN. Acta Mater 2012;60:1871). The comparisons showed that the precipitation stages of c 0 precipitates are correctly captured by the numerical model. It was shown that non-diagonal diffusion coefficients substantially influence the selection of the operating tie-line and the overall transformation kinetics. With non-diagonal diffusion matrices, complex phenomena such as uphill diffusion of Cr due to the Al gradients were evidenced and explained.
Introduction
Nickel-base superalloys are widely used in the aerospace industry for their outstanding mechanical properties at high temperatures [1] . Their creep resistance depends on the volume fraction and average size of the c 0 precipitates formed in the c matrix. Over the last two decades considerable effort has been made to develop numerical models for the description of precipitation in metallic systems. A first approach is to calculate the evolution of the average radius of the precipitates as a result of Ostwald ripening [2] . The mean radius approach proposed by Langer and Schwarz also includes the nucleation and growth regimes that precede and partly overlap with the coarsening regime [3] . This approach was limited to a dilute binary alloy and suffers from limitations in the case of complex nucleation sequences, in particular for non-isothermal heat treatments, which can lead to complex particle size distributions (PSDs). For this reason, precipitation models are preferentially based on a direct representation of the PSD, following the numerical model initially proposed by Kampmann and Wagner [4] . The nucleation rate is calculated from the homogeneous or heterogeneous nucleation theory and the concept of critical nucleation radius. Specific examples of the PSD approach are found in Refs. [5] [6] [7] [8] . Several models address the problem of precipitation in multicomponent alloys by using the extremum principle and the mean-field approach [9, 10] . Other modelling approaches are based on the Monte Carlo technique [11] and the cluster dynamic method [12] , or simply on the integration of Time Temperature Transformation (TTT) diagrams [13] . These models are aimed at being coupled with related additional microstructural features [14] and prediction of mechanical properties [15] . Some of these models have been coupled with the CALPHAD approach [8, 16, 17] .
Modelling precipitation in Ni-base superalloys implies several difficulties. First, the alloy chemistry is very complex, with a large number of alloying elements. For a quantitative prediction of the precipitation kinetics, a multicomponent formulation is thus required and the model should be directly or indirectly coupled with CALP-HAD calculations in order to compute the thermodynamic equilibrium. Another difficulty is related to the final volume fraction of precipitates in Ni-base superalloys, which is very large (60% or more). Due to the high supersaturations, some of the usual assumptions regarding the growth kinetics are no longer valid [8] . The role of the cross-diffusion, i.e. non-diagonal matrices of diffusion coefficients, is also known to be important in Ni-base alloys [18] and should not be neglected. While individual solutions to these problems already exist, they are seldom combined. Moreover, another difficulty in addressing this problem is to keep a good computational efficiency, in particular when the model is coupled to external CALPHAD computation modules.
In this paper, we present a comprehensive PSD model which addresses the aforementioned difficulties. A particular emphasis is put on the coupling with the CALPHAD approach and the numerical aspects associated with it. The model is applied to a ternary alloy of the Ni-Al-Cr system for which detailed experimental data have been published [19] .
Modeling
The model is based on the discretization of the particle size distribution into size classes. Each class k corresponds to a category of precipitates, having its own values of precipitation variables such as the radius, the number density, the interface and average concentrations. Using the terminology introduced by Perez [20] , a so-called Lagrange-like approach is used to track the PSD. As opposed to the Eulerian approach, where a class represents a fixed size interval and particle fluxes between adjacent classes are calculated to describe the evolution of the PSD [21] , the Lagrange-like approach consists of tracking the evolution of the precipitation variables of a series of classes of precipitates whose population is normally fixed. Each class represents a family of particles that have nucleated within the same time interval and are assumed to evolve in the same way. The population in a given class is normally kept constant until the class potentially disappears due to the dissolution phenomena.
Nucleation
The nucleation rate of the precipitates, I (m À3 s À1 ), is calculated with classical nucleation theory (CNT) [22, 23] : 
Nuclei are considered to be stable only beyond an effective radius, R effective , which is larger than the critical radius from the CNT, R * . This hypothesis allows accounting for the size fluctuations of the critical precipitates [20, 24] :
A new PSD class is created if the density of precipitates that have nucleated since the creation of the last class, n cumul , is larger than a user-defined minimum number of particles in a class, n min . This condition expresses mathematically as:
where t last is the time of the last class creation event.
If n cumul is larger than a user-defined maximum number, n max , the time-step is reduced in order to limit the number of particles in a class. The choice of n min and n max determines the accuracy of the PSD discretization. Typical values for the calculations presented hereafter are 10 19 and 10 22 m À3 , respectively.
Growth/coarsening
The growth rate is calculated in each class as a function of the current radius, the interface concentrations and the average concentrations of the matrix. Following a mean field approximation, the average concentrations of the matrix are assumed to be common for all classes.
Neglecting the gradients in the c 0 phase and assuming equal molar volumes in c and c 0 for all elements, the growth rate in a given class k of radius R k must satisfy the following local solute balances:
where N is the number of solute elements, and X 
The concentration gradient of element j in c near the c/c 0 interface in class k is estimated with the following expression:
where d i,k is the length of the diffusion layer around the precipitates of class k for the solute element i. It is linked to the supersaturation
i;k Þ with the exact analytical solution of the diffusion problem in a semiinfinite matrix for a binary alloy [8, 25] :
where k i,k is defined by the following equation:
Assuming that the interface concentrations are given by the local equilibrium corrected for the Gibbs-Thomson effect, the growth rate of a precipitate class k can be calculated by solving the following set of non-linear equations:
where k i,k are the partition coefficients defining the tie-lines and T solvus is a function representing the solvus temperature. These quantities depend on the precipitate radius due to the Gibbs-Thomson effect. If the functions k i,k and T solvus are described by a CALPHAD approach, the Gibbs-Thomson effect can be taken into account by adding the following contribution to the Gibbs free energy of the c 0 phase:
The model assumes equal mole and volume fractions of phases and elements. At a given temperature T, Eqs. (11)-(13) form a set of 2N + 1 equations which can be solved directly to obtain the 2N unknown interface concentrations, X cÃ i;k and X c 0Ã i;k , and the unknown interface velocity, v k . This problem is, however, non-linear and difficult to solve directly if the phase diagram information is obtained from the CALPHAD approach. The chosen strategy is to decompose the problem into a kinetic step and an equilibrium step, during which the local equilibrium at the interface is calculated, taking into account the GibbsThomson effect. The method consists of defining a spherical volume (or cell) around the precipitate/matrix interface, as schematized in Fig. 1 . This cell is assumed to be at local thermodynamic equilibrium (with the interface curvature contribution). The volume of c 0 considered in the cell depends on the assumption made for the diffusion in the precipitates. If diffusion is neglected in c 0 , the thickness of c 0 embedded in the spherical shell, h c 0 k , is equal to the thickness of c, h c k , which is taken to be proportional to the minimum depth of the diffusion layers in c defined by the smallest d i,k value (Eq. (9)). If complete mixing is assumed in c 0 , the whole precipitate is embedded in the cell and h c 0 k ¼ R k . This assumption offers the advantages of a simpler formulation and a higher numerical stability, together with a lower computational cost.
The average concentrations in the cell are first calculated from the equilibrium concentrations and the local phase fractions at the previous time-step (t superscript): X cell;t i;k 
where Dt is the time step, Sk is the outer surface of the precipitate, Vk is the volume of the cell and J cÃ i;k is the flux obtained from Eqs. (7)- (10).
Schematic concentration fields around the c 0 spherical precipitate/c matrix interface for class k, and the cell representation used to compute local equilibrium.
The new average concentrations in the cell are then used as a condition to compute the local equilibrium with a call to the software Thermo-Calc through the TQ interface [26] , or, alternatively, with an optimization method which will be described in the next paragraph.
The equilibrium calculation provides a new volume fraction of c 0 in the cell, u c 0 ;tþDt k , which can be converted into a new c 0 radius:
and thus to a radius increment DR ¼ R tþDt k À R t k and a growth rate v k = DR/Dt.
At each time step, average quantities for the population of the c 0 precipitates such as the total number density, n tot , the fraction of c 0 phase, g c 0 , the number averaged radius, R n , and the fraction averaged radius, R, are calculated as follows (the time step superscript is omitted for simplicity):
The average concentration of the matrix, X
where X 0,i is the alloy nominal concentration of solute element i and X c 0 i is the average concentration in the precipitates, calculated as follows: i is assumed to remain constant in the class. To represent the PSD, the density of the distribution in a given class k, D k (m À4 ), is given by the ratio of the precipitate number density, n k (m À3 ), to the size interval:
where R k and R k+1 are the radii of two consecutive classes of the PSD. The cumulative size distribution up to class k is calculated as follows:
The normalized distribution, D norm k , is calculated using the values of D k , R n and n tot :
is generally represented as a function of the normalized radius, q k , which is defined by:
During the last stages of precipitation, the number of size classes quickly decreases due to coarsening. In order to keep a smooth evolution of the average quantities, new classes are inserted following the method described by Perez et al. [20] .
Optimized CALPHAD coupling
In order to increase the calculation speed, the number of equilibrium calculations performed with the software Thermo-Calc can be substantially reduced by using simplified phase diagrams for the calculation of interface concentrations and phase fractions. For given values of the average concentrations and curvature energy, DG c 0 GT , the c solvus is approximated for each size class by the following equation:
where a i,k is the solvus slope with respect to the concentration of solute element i, and b k is the sensitivity coefficient with respect to the curvature energy:
The matrix and precipitate concentrations are related by linearized partition coefficients as follows:
where a ij,k and b i,k are the sensitivity coefficients with respect to the interface concentrations of solute elements j and the curvature energy, respectively:
The
In the equilibrium cell previously defined, the average concentrations can be expressed, for each size class, as follows: The model was used to simulate isothermal heat treatment of Ni-7.56 at.% Al-8.56 at.% Cr at 600°C during 4 Â 10 6 s. These conditions correspond to those studied by Booth-Morrison et al. [19] and Mao et al. [27] for the atom probe tomography characterization of c 0 precipitates in Ni-Al-Cr alloys. Initially, the alloy was assumed to be free of c 0 precipitates. The diffusion matrix used in the simulation is given in Table 1 . The values were calculated from data published by Mao et al. [27] , which are based on Monte Carlo simulations of the diffusion-driven growth of c 0 precipitates. The other input parameters are summarized in Table 2 . Nucleation was assumed to be homogeneous, with a number density of potential nucleation sites, n 0 = N av /V m , where N av is the Avogadro number (mol À1 ) and V m is the constant molar volume (m 3 mol À1 ). The evolution of R, n tot , and g c 0 is shown in Fig. 2 (thick black curves). During the first regime (t < 200 s), the number density of precipitates quickly increases, whereas almost no change of the average radius can be noticed. The c 0 fraction remains close to 0 due to the small size of the precipitates. This regime corresponds to the nucleation of c 0 precipitates. As shown in Fig. 2b , growth occurs essentially in the time interval 200 s < t < 10 4 s, during which the Table 2 Input parameters of the precipitation model used for the full simulations. Time evolution of (a) the mean precipitate radius, R, (b) the total number density, n tot and (c) the volume fraction of the c 0 precipitates, g c 0 , in heat-treated Ni-7.56 at.% Al-8.56 at.% Cr at 600°C. The symbols correspond to the experimental data of Booth-Morrison et al. [19] . nucleation rate diminishes due to the decrease of the supersaturation of the matrix and thus the nucleation driving force. During this regime, the volume fraction of precipitates increases due to the diffusion-controlled growth and nucleation (Fig. 2c) . At about t = 10 4 s the maximal number density is reached, and growth is the only mechanism contributing to the increase of g c 0 . As the supersaturation of c decreases, curvature effects have a larger influence on the evolution of the precipitate sizes, number density and volume fraction. At longer ageing times, coarsening becomes dominant, which is characterized by a very slow increase of the volume fraction, while the averaged radius keeps increasing. The time dependencies of R and n tot are close to t 1/3 and t À1 , respectively, as predicted by the classical LSW theory. This is illustrated by the dashed grey curves in Fig. 2a and b . Fig. 3 shows the cumulative size distributions at different ageing times. The maximum value of the cumulated distribution increases from the initial stage to 10 4 s, due to the nucleation. Simultaneously, the distributions are shifted to higher precipitate sizes without significant changes of shape, this being determined by the growth of the nucleated precipitates. At 1.3 Â 10 4 s, the maximum density is the same as at 10 4 s, but the radius of the smallest precipitates is less. This can be explained by the dissolution of the smallest precipitates. For longer ageing times, broadening of the distribution and decrease of the maximum value occur simultaneously, which corresponds to a mixed growth/coarsening regime with an increasing influence of coarsening as g c 0 approaches the equilibrium value. This can also be seen in Fig. 4 , where the normalized size distributions are shown at different times. At t = 1.3 Â 10 4 s, the dissolution of the smallest precipitates is not completely achieved. However, the shape of the corresponding cumulated distribution indicates a very fast shrinking, which will lead to the total dissolution of the smallest classes and cause the decrease of the total precipitate density observed in Figs. 2b and 3. After 10 6 s, the shape of the normalized distributions remains similar, with a single maximum corresponding to a normalized radius of $1.2. One can observe in Fig. 4 that a steady state has been reached after 10 6 s. The final normalized distribution does not superimpose exactly with the theoretical Lifshitz-Slyozov-Wagner (LSW) distribution also plotted in Fig. 4 . This could indicate that coarsening is not the only operating phenomenon. Another explanation could be that the assumptions of the LSW theory do not apply exactly here, due to the residual supersaturation of c and the complex dependency of interface concentrations with respect to the radius of the c 0 precipitates. Indeed, the LSW theory was formulated for binary alloys with the approximation of an ideal dilute solution, which is not the case for the numerical model. Finally, the cross-diffusion can have a strong influence on the growth/dissolution kinetics, which may also result in differences with the theoretical distribution. This aspect will be analysed in more detail in the next paragraphs.
Comparisons with experimental data
The experimental data published by Booth-Morrison et al. [19] have been reported in Figs. 2 and 5. As can be seen in Fig. 2a , the average precipitate radii predicted by the model (black curve labelled "Dcross") are in good agreement with the measured values. The trends are also similar for the total number density n tot , although in the simulation the maximal value of the precipitate density is higher than in the experiments (Fig. 2b) . These discrepancies can be explained by the assumption of homogeneous nucleation. One can note that the differences in g those observed for n tot . Fig. 5 shows the paths of the simulated and measured concentrations in c and c 0 during precipitation. In the simulation, the final average concentrations, labelled (e), lie on the equilibrium tie-line given by the thermodynamics database [28] . Measurements are also found close to the equilibrium tie-line at points (e), but at different positions compared with the simulation. In c 0 , important discrepancies between 0.0 4.0x10 -9 8.0x10 calculated and measured concentrations are observed. The initial Al concentrations, labelled (s), are significantly lower in the simulation than in the measurements (by $3 at.%). Also, the model does not predict the global decrease of the average Cr concentration in c 0 observed experimentally. A possible source of discrepancies between simulation and experiments is the mean field approach used for the concentration fields, which does not take into account the local shapes of the concentration profiles influenced by the high particle density and the relative positions of the precipitates. In the model, coarsening is assumed to occur only via the diffusion fluxes in the matrix, whereas in real systems, direct contacts between c 0 precipitates can occur and lead to coalescence or coagulation events, as reported in Ref. [19] . Substantial differences are observed on the equilibrium concentrations, which are directly linked to the thermodynamic database [28] . Finally, the role of vacancies, which may have a strong influence on the diffusion kinetics and possibly also on nucleation, is not accounted for in the simulation. In spite of these limitations, the overall transformation kinetics (average radius and volume fraction of precipitates) are well reproduced by the model. It is worth mentioning that the results of the simulation were obtained with the assumption of homogeneous nucleation, which, unlike heterogeneous nucleation laws, does not involve adjustable parameters. The interfacial energy used in the simulation, 27 mJ m À2 , lies in the experimental range given by Booth-Morrison et al. (24 ± 6 mJ m À2 ) [19] .
Importance of cross-diffusion
The role of the non-diagonal diffusion coefficients on the precipitation response of the alloy has been analysed in more detail by performing calculations with different diffusion matrices. Three new cases were considered. They correspond to simplified versions of the diffusion matrix shown in Table 1 . In the case which will be referred to as "Trinf", the term D Table 1 .
The results obtained for the three new cases are reported in Fig. 2 , where they are compared with the results for the full diffusion matrix ("Dcross") already presented in the previous paragraph. The overall behaviour is qualitatively similar for all cases. The nucleation, growth and coarsening regimes discussed in the previous paragraph can also be observed for the simplified diffusion matrices. However, the results are substantially different from a quantitative point of view. The quickest growth kinetics is observed for the Trinf case. The c 0 fraction increases faster for this case, and thus the nucleation driving force also decreases earlier. Consequently, the total precipitate density, n tot (Fig. 2b) , is the lowest. The slowest precipitation kinetics among the four cases is observed for Dcross. The nucleation rate remains high during a long period of time, which leads to the highest maximum for n tot . Intermediate behaviours are observed for the Diag and Trsup cases.
To better isolate the role of each diffusion coefficient, an independent analysis has been conducted. The model was applied to the case of a single precipitate growing in a spherical volume of matrix. The initial precipitate radius was 10 À9 m, and the radius of computation domain was 10.6078 nm, corresponding to a number density of 2 Â 10 23 m À3 . No Gibbs-Thomson effect was considered. As for the first type of simulations, the temperature was kept constant, at 600°C. The calculations were carried out for the four diffusion matrices, Dcross, Trsup, Trinf and Diag. In addition the Diag calculation was repeated using a frozen concentration profile in the precipitate, rather than full mixing, which is similar to the GulliverScheil approximation. This case will be referred hereafter as "Diag-Scheil".
Fig . 6 shows the evolution of the radius for the five cases. As for the multiclass simulations, the highest growth rate is observed for the lower triangular matrix (Trinf) and the slowest for the full diffusion matrix (Dcross). Between these two extrema, the Diag case exhibits slightly higher growth rates than Trsup. These variations are similar to those for the overall kinetics displayed in Fig. 2 .
As shown in Fig. 5 , c 0 is richer in Al and poorer in Cr than c. As growth proceeds, the matrix is progressively depleted in Al and enriched in Cr, and the two profiles have opposite variations. Therefore, the non-diagonal coefficients of the matrix, which are both positive, tend to decrease the magnitude of the Al and Cr fluxes computed with Eq. (7). This effect explains qualitatively why the Dcross case has the slowest kinetics, and why Trsup has a slightly slower kinetics than Diag. However, the fact that Trinf exhibits faster growth kinetics than Diag shows that this argument can be misleading. The variations of the diffusion fluxes and the modification of the tie-line during the transformation have to be analysed more carefully to understand the influence of the diffusion matrix. Fig. 7 shows the composition paths in the c phase for the four cases. The deviation of the trajectory from the equilibrium tie-line indicates that the Al depletion of the matrix occurs faster than the Cr enrichment. This effect is more pronounced for Trinf and Dcross but also visible for the other cases. It is obviously associated with the high value of the D c Al;Al diffusion coefficient reported in Table 1 . Figs. 8-10 show the evolution of the average concentrations, interface concentrations and solute fluxes in c at the c/c 0 interface. It can be seen in Fig. 10 that for Trinf and Dcross the Cr flux is negative at the beginning of the growth (t < 6 s). This is at first sight unexpected, knowing that X cÃ Cr > X 0;Cr , but it can be easily understood by considering the high value of D Cr is thus observed (see Fig. 9 ). At t > 6 s, X cÃ Cr has sufficiently risen to obtain a positive Cr flux. The Cr gradient is then larger than for the Ddiag and Trsup cases. Al;Cr are considered (Dcross), the steep gradient of Cr will have a negative contribution on the Al flux. More time will be needed to homogenize Al in the matrix than for the other cases, which translates as a long plateau of X c Al ffi 0.055 (see Fig. 8 ). The total precipitation time is finally larger for Dcross than for the other cases. Fig. 6 shows that the time evolution of the radius is very similar for the complete mixing in the precipitates (Diag) and no diffusion (Diag-Scheil). Due to the relatively small size of the c 0 precipitates, the concentration gradients in c 0 do not significantly influence the overall solute balance, and finally the growth kinetics remains almost unchanged.
Conclusions
A comprehensive model has been developed for the simulation of c 0 precipitation in a multicomponent Ni alloy. It is shown that the model can describe the different regimes of precipitation: nucleation, growth and coarsening. After a transient regime between growth and coarsening, during which the particle size distributions rearrange, the present model recovers stationary size distributions and the time dependencies of the average quantities predicted by the LSW theory. The results of the simulation for ageing of Ni-7.56 at.% Al-8.56 at.% Cr at 600°C reaches global agreement with the experimental observations by BoothMorrison et al. [19] . The computed evolutions of the phase fraction and average radius are quantitatively close to the measurements. Discrepancies were, however, observed for the nucleation kinetics and the equilibrium concentrations at the c/c 0 interface. A possible reason is the assumption of homogeneous nucleation, which is rather restrictive and does not contain any adjustable parameters to represent the influence of defects such as vacancies or dislocations. Also, the mean-field approach used in this work does not allow for the description of geometrical aspects, such as the precipitate shape and direct contacts between particles. However, the results obtained in this study indicate that the quality of the thermodynamic and kinetic data could be the most limiting factor for more quantitative simulations of precipitation in Ni-Al-Cr, especially at low temperatures.
Cross-diffusion (non-diagonal diffusion matrices) turned out to affect significantly the calculated evolution of average concentrations and, to a lower extent, the average radius, number and volume fraction of precipitates. In industrial nickel-base superalloys, this aspect is expected to have an even larger influence on the overall precipitation kinetics, due to the higher solute contents. More generally, the present model offers excellent perspectives to simulate and optimize heat treatment in industrial multicomponent alloys, for which the exploitation of the latest kinetic and thermodynamic databases is crucial for quantitative predictions. 
