In this paper, we investigate the connection between infinite permutation monoids and bimorphism monoids of first-order structures. Taking our lead from the study of automorphism groups of structures as infinite permutation groups and the more recent developments in the field of homomorphism-homogeneous structures, we establish a series of results that underline this connection. Of particular interest is the idea of MB-homogeneity; a relational structure M is MB-homogeneous if every monomorphism between finite substructures of M extends to a bimorphism of M.
Let M be a first-order structure with automorphism group Aut(M). As "structure is whatever is preserved by automorphisms" [17] , the automorphism group is a key concept in understanding the model theory of M. Every automorphism of M is a permutation of the domain M of M; hence we can view Aut(M) as an infinite permutation group. Much of the existing literature in this field explores connections between infinite permutation group theory and model theory; see [2] and [7] for instance. More recent work has studied the endomorphism monoid End(M) of a first-order structure M; analogously, these are examples of infinite transformation monoids. By imposing additional conditions on the type of endomorphism of M, we can obtain various Fraïssé [14] gives a characterisation of homogeneous structures, which can then be used to construct many examples of structures with an oligomorphic automorphism group. Such structures include the countable dense linear order without endpoints (Q, <), the random graph R, and the generic poset P . This was followed in time by complete classification results for countable homogeneous structures; for posets by Schmerl [32] , undirected graphs by Lachlan and Woodrow [19] and directed graphs by Cherlin [10] .
In the study of infinite permutation monoids and bimorphism monoids of first-order structures, the natural analogue of homogeneity is MB-homogeneity. A structure M is MB-homogeneous if every finite partial monomorphism of M extends to a bimorphism of M. This notion of homogeneity was first introduced by Lockett and Truss in [20] , in which they determined conditions using MB-homogeneity for the existence of generic bimorphisms of a structure. Further results were shown by the same authors [21] ; where they classified homomorphism-homogeneous (and hence MB-homogeneous) posets in a wide-ranging result. MB-homogeneity is a natural extension of MM-homogeneitywhere every finite partial monomorphism of M extends to a monomorphism of M -which has been more widely considered; for instance, Cameron and Nešetřil [9] demonstrated a Fraïssé-theoretic result about construction and uniqueness of MMhomogeneous structures.
The aim of this paper is to develop the theory of infinite permutation monoids, with a particular focus on bimorphism monoids and MB-homogeneous structures. We begin in Section 1 by recalling the definition of an oligomorphic transformation monoid from [25] , and extend results of the same paper by considering other self-map monoids as introduced by Lockett and Truss [21] . Section 2 investigates permutation monoids and MB-homogeneity in more detail, including a characterisation of closed permutation monoids (Theorem 2.1) and a Fraïssé-like theorem for MB-homogeneity (Propositions 2.6, 2.7, and 2.8). Section 3 is devoted to MB-homogeneous graphs; including establishing some useful properties of MB-homogeneous graphs, introducing the notion of bimorphism equivalence (Definition 3.7) and demonstrating that there exist 2 ℵ 0 nonisomorphic MB-homogeneous graphs, each of which is bimorphism equivalent to the random graph R (Theorem 3.20) . Furthermore, we show that for any finite group H, there exists a MB-homogeneous graph Γ such that Aut(Γ) ∼ = H (Theorem 3.21); consequently there exists an oligomorphic permutation monoid with H as its group of units. Finally, Section 4 assesses a selection of previously known homogeneous structures to determine whether or not they are MB-homogeneous, culminating in a complete classification of countably infinite graphs that are both homogeneous and MB-homogeneous (Theorem 4.11).
Throughout the article, maps act on the right of their arguments, and we compose maps from left to right. A relational first-order signature σ consists of a collection of relations {R i : i ∈ I} where each R i has an arity n i ∈ N for all i ∈ I. A σ-structure with equality M consists of a domain M and subsets R i ⊆ M n i interpretingR i in σ for each i ∈ I. We follow usual convention for notation regarding relations; for a σ-structure M, we write R M i (x) ifx ∈ R i ⊆ M n i . All structures M will be countably infinite unless stated otherwise.
Oligomorphic transformation monoids
Let X be a countably infinite set and let T be an infinite submonoid of End(X). Then T is a transformation monoid acting on the set X via (x, α) → xα for all x ∈ X and α ∈ T . We can extend this to an action of T on tuplesx ∈ X n , with T acting componentwise onx. We begin by outlining some important definitions regarding the notion of orbits on tuples for a transformation monoid; versions of these appear in [33] . Definition 1.1. Let T ⊆ End(X) be a transformation monoid acting on tuples X n as above, and let U be the group of units of T .
• Define the forward orbit of a tuplex to be the set F (x) = {ȳ ∈ X n : (∃s ∈ T )(xs =ȳ)}.
• Define the strong orbit ofx to be the set S(x) = {ȳ ∈ X n : (∃s, t ∈ T )(xs =ȳ andȳt =x)}.
• Define the group orbit ofx to be the set U (x) = {ȳ ∈ X n : (∃s ∈ U )(xs =ȳ)}.
We note immediately that U (x) ⊆ S(x) ⊆ F (x) for any tuplex and that ifȳ ∈ F (x) then F (ȳ) ⊆ F (x). Furthermore, the relationx ∼ȳ if and only ifx andȳ are in the same strong orbit is an equivalence relation [33] . In comparison, the forward orbit is reflexive and transitive (and thus a preorder), but it may not be symmetric. This notion therefore differs slightly from Steinberg's weak orbits, obtained by taking the symmetric-transitive closure of the forward orbit preorder [33] . We outline a basic lemma regarding these orbits which will be useful throughout the section; the proof of this is omitted. Lemma 1.2. Let T be a transformation monoid acting on a set of tuples X n . For any tuplex ∈ X n , we have the following:
(1) F (x) = ȳ∈F (x) S(ȳ);
(2) S(x) = ȳ∈S(x) U (ȳ).
Recall that a permutation group G ⊆ Sym(X) acts oligomorphically on X if and only if there are finitely many orbits on X n for every n ∈ N [7] . If the action of G componentwise on tuples of X is oligomorphic, we say that G is an oligomorphic permutation group. The next definition, originally of [25] , places these concepts in the context of transformation monoids. Definition 1.3. We say that a transformation monoid T ⊆ End(X) acts oligomorphically on X if and only if there are finitely many strong orbits on X n for every n ∈ N. If the componentwise action of T on tuples of X is oligomorphic, then call T an oligomorphic transformation monoid.
We note that if T is itself a group, then the strong orbits are the group orbits and the definitions coincide; so any oligomorphic permutation group is an oligomorphic transformation monoid. Our next result provides more connections between oligomorphic permutation groups and oligomorphic transformation monoids, generalising [25, Lemma 2.10] . Proposition 1.4. Let T ⊆ End(X) be a transformation monoid with group of units U . If U is an oligomorphic permutation group then T is an oligomorphic transformation monoid.
Proof. As U is an oligomorphic permutation group, there are finitely many group orbits U (ȳ) with y ∈ X n for every n ∈ N. As every strong orbit S(x) arises as the union of group orbits U (ȳ), we conclude that there are at most finitely many strong orbits of T acting on X n for every natural number n by Lemma 1.2.
Remark. By the Ryll-Nardzewski theorem (see [17] ), U is an oligomorphic permutation group if and only if it is the automorphism group of some ℵ 0 -categorical structure M. By this proposition and the fact that Aut(M) acts as the group of units for any endomorphism monoid of M, we conclude that if M is ℵ 0 -categorical then T ∈ {End(M), Epi(M), Mon(M), Bi(M), Emb(M)} is an oligomorphic transformation monoid. (See [21] for the definitions of these various transformation monoids.)
This result provides us with numerous examples of oligomorphic transformation monoids, with the caveat that they are closely related to ℵ 0 -categorical structures via their group of units. The main result of this section distances the notion of oligomorphicity in monoids from ℵ 0 -categoricity by providing a different source of suitable examples; but first we detail some preliminary conditions. In the same way that homogeneous structures over a finite language provide examples of ℵ 0 -categorical structures (and hence oligomorphic permutation groups), we turn to homomorphism-homogeneity to provide examples of oligomorphic transformation monoids. In the table below, we recall the eighteen different notions of homomorphism-homogeneity as presented in the two papers of Lockett and Truss [20, 21] . We note that if a structure M is XY-homogeneous then it is also IY-homogeneous. For shorthand in our next result, denote the monoid of maps of type Y by Y(M) for some structure M. For example, H(M) is the endomorphism monoid of M, and A(M) is the automorphism group. A previous observation of Lockett and Truss in [21] says that an endomorphism of a finite relational structure is an automorphism if and only if it is a bijection. Proof. The composition map f g : A − → A is a bijective endomorphism of A; by the observation above, f g must be an automorphism of A. For someā ∈ A n i , if ¬R A i (ā) and R B i (āf ), then R A i (āf g) as g is a homomorphism. Since f g is an automorphism this is a contradiction; so f must preserve non-relations and is therefore an isomorphism. A similar argument applies to show that g is an isomorphism. Proposition 1.6. Let M be an XY-homogeneous structure with domain M . Then two tuplesā = (a 1 , . . . , a n ) andb = (b 1 , . . . , b n ) are in the same strong orbit of Y(M) if and only if there exists a partial isomorphism f of M such thatāf =b.
Proof. Suppose that α, β ∈ Y(M) are maps such thatāα =b andbβ =ā respectively; so a i α = b i and b i β = a i for 1 ≤ i ≤ n. If α sends elements a i = a j ofā to elements a i α = a j α ofb, then we have that a i αβ = a j αβ and so a i = a j ; a contradiction. Hence the restrictions α|ā and β|b are injective maps and so they are also bijections. Now, we consider the maps α|ā : A − → B and β|b : B − → A, where A, B are the structures induced by M onā,b respectively. By Lemma 1.5, we see that A ∼ = B and so we can define f = α|ā. Conversely, we see that if f is an isomorphism between the structures A and B; by XY-homogeneity (and hence IY-homogeneity) of M, we extend f to a map α ∈ Y(M) such thatāα =b. Similarly, we extend the map f −1 : B − → A to a map β ∈ Y(M) such thatbβ =ā and soā andb are in the same strong orbit.
We now move on to proving the final result of this section. A result of [7, ch2] states that, for Aut(M) acting on M n , the number of group orbits on n-tuples is finite if the number of group orbits on k-tuples of distinct elements is finite for every k ≤ n. Using the fact from Proposition 1.6 that maps between two tuples in the same strong orbit are bijections, it is not hard to show that a similar result holds for the number of strong orbits of n-tuples when Y(M) is acting on M n . This, together with Proposition 1.6, proves the following theorem. Theorem 1.7. If M is an XY-homogeneous structure over a finite relational language, then Y(M) is an oligomorphic transformation monoid.
Proof. As M is over a finite relational language, it has finitely many isomorphism types on k-tuples of distinct elements for any k ∈ N; by Proposition 1.6, there are finitely many strong orbits on k-tuples of distinct elements for every k ∈ N. The result then follows from the observation above.
Using this theorem, we can find examples of structures with oligomorphic transformation monoids that are not ℵ 0 -categorical; for instance, any homomorphism-homogeneous poset not in Schmerl's classification (see [23] or [21] ) has an oligomorphic endomorphism monoid. A notable instance is Corollary 2.2(a) in [9] ; there exists a countably infinite graph Γ with oligomorphic endomorphism (and monomorphism) monoid but a trivial automorphism group.
Of particular interest to this paper is the idea of an oligomorphic permutation monoid. This follows as a special case of Definition 1.3, where the transformation monoid T is also a permutation monoid. It is a corollary of Theorem 1.7 that if M is an MB-homogeneous structure over a finite relational language, then Bi(M) is an oligomorphic permutation monoid. It follows that finding MB-homogeneous structures give interesting examples of permutation monoids; this motivates the study of MBhomogeneous structures in Section 2.
Permutation monoids and MB-homogeneity
Among the endomorphism monoids of a first-order structure M mentioned in the introduction was the collection of bimorphisms Bi(M). As a set of endomorphisms it is a submonoid of End(M); however as a collection of bijective maps it is a submonoid of Sym(M ), the symmetric group on the domain of M . It follows that Bi(M) is a group-embeddable monoid and so it acts on M by permutations as opposed to transformations. Thus Bi(M) (for a countably infinite M) expressed in this fashion is an infinite permutation monoid. This section is devoted to the study of infinite permutation monoids, outlining some general properties and presenting a method for constructing interesting infinite permutation monoids via MB-homogeneous structures.
To start, recall that the symmetric group Sym(M ) on a countably infinite set M has a natural topology given by pointwise convergence, with a basis for open sets given by the cosets of stabilizers of tuples. It is well-known ( [30] , see 4.1.4 in [17] ) that G ≤ Sym(M ) is closed under the pointwise convergence topology if and only if it is the automorphism group of some first-order structure M on domain M . This was generalised by Cameron and Nešetřil [9] to closed submonoids T ≤ End(M ) under the product topology; this occurs if and only if T is the endomorphism monoid of some first-order structure M on domain M . Our first proposition provides an analogous result for closed permutation monoids; the proof of which is similar to other results along these lines. To do this, we recall the following standard result from point-set topology [29, Theorem 17.2] ; if Y is a subspace of some topological space X, then a set A is closed in Y under the subspace topology inherited from X if and only if A = Y ∩B, where B is some closed set in X. Furthermore, the pointwise convergence topology on Sym(M ) is the same as the topology induced on the set by End(M ) via the inclusion map: so Sym(M ) is a subspace of End(M ). For the forward direction, assume that T is a closed submonoid of Sym(M ). Define an n-ary relation Rx by Rx(ȳ) ⇔ (∃s ∈ T )(xs =ȳ) for each n ∈ N andx ∈ M n . Let M be the relational structure on M with relations Rx for all tuplesx ∈ M n and all n ∈ N. The proof that T = Bi(M) is by containment both ways. As every element of T is already a permutation of the domain M of M, proving that T acts as endomorphisms on M is enough to show that T ⊆ Bi(M). Assume then that s ∈ T andȳ ∈ M n such that Rx(ȳ) holds; as this happens, there exists an s ′ ∈ T such thatxs ′ =ȳ. Thereforexs ′ s =ȳs and so Rx(ȳs) holds; so T ⊆ End(M) and hence T ⊆ Bi(M).
It remains to show that Bi(M) ⊆ T ; so suppose that α ∈ Bi(M). Our aim is to show that α is a limit point of T ; as T is closed, it must contain all its limit points.
Note that each n-tuplex defines a neighbourhood of α, consisting of all functions β such thatxα =xβ. As T is a monoid, it follows that Rx(x) holds and so Rx(xα) holds. By definition of Rx, there exists s ∈ T such thatxα =xs; hence α is a limit point of T . Therefore α ∈ T and so Bi(M) ⊆ T , completing the proof.
Remark. It is a well-known result from descriptive set theory that any closed subset A of a Polish space X is itself a Polish space with the induced topology from X (see [18] ). As Sym(M ) is a Polish space, it follows that Bi(M) is also a Polish space; so bimorphisms of first-order structures provide natural examples of Polish monoids. We leave this area of investigation open.
Our aim now is to determine a cardinality result for closed submonoids of Sym(X). For anyx ∈ X n , define the pointwise stabilizer ofx to be the set St(x) = {α ∈ Bi(M) :xα =x} Note also that as Bi(M) is a group-embeddable monoid, it is therefore cancellative. Proof. Assume that St(x) = {e} for somex ∈ M n . Let γ 1 , γ 2 ∈ Bi(M) wherexγ 1 = xγ 2 =ȳ. As Bi(M) is a collection of permutations, it embeds in Sym(M ) = G, and the action of Bi(M) on M extends to an action of G on M. As a consequence, there exists a unique γ On the other hand, suppose that St(x) = {e} for all tuplesx ∈ M n . As M is countably infinite, we can enumerate elements of M = {x 1 , x 2 , . . .}. Using this enumeration, we define a sequence of tuples (x k ) k∈N wherex k = (x 1 , . . . , x k ) for all k ∈ N. Since St(x) = {e} for all tuplesx of M, for each elementx k of (x k ) k∈N there exists t k ∈ Bi(M) such that t k = e andx k t k =x k . This means that the sequence (t k ) k∈N of elements of Bi(M) is an infinite sequence where each bimorphism t k is not the identity element of Bi(M). As the sequence of tuples (x k ) k∈N will eventually encapsulate every element of M , the sequence of bimorphisms (t k ) k∈N approaches the pointwise stabilizer of M. This is the identity element and so e is a limit point of Bi(M). Now, for some α ∈ Bi(M), consider the sequence (t k α) k∈N . Here, t k α = α for any k ∈ N; for if t k α = α for some k, then cancellativity of Bi(M) implies that t k = e, contradicting our earlier assumption. Then α is a limit point for the sequence (t k α) k∈N , and so every element of Bi(M) is a limit point. This means that Bi(M) is a perfect set and thus has cardinality of the continuum (ch 6, [18] ).
MB-homogeneity
As mentioned in the introduction, automorphism groups of homogeneous structures are examples of infinite permutation groups whose orbits on n-tuples of distinct elements are determined by isomorphism types of substructures (see Proposition 1.6). It is a consequence of Theorem 1.7 that bimorphism monoids of MB-homogeneous structures provide examples of infinite permutation monoids whose orbits on n-tuples are defined in the same way. Motivated by this, we aim to find a way of constructing MBhomogeneous structures; our inspiration for this task is Fraïssé's theorem for finding homogeneous structures (see [2] ). Building on a similar result of Cameron and Nešetřil [9] for MM-homogeneous structures, the rest of this section is devoted to providing a Fraïssé-like theorem for constructing MB-homogeneous structures. Throughout this section σ is a relational signature, C is a class of finite σ-structures and, following convention, we write A, B to mean the σ-structures on domains A, B. We refer the reader to [17] for further background on model theory.
There are two main properties that a class of finite structures C has that guarantee the existence of a countable homogeneous structure with age C . The first is the joint embedding property (JEP); this property ensures that we can construct a countable structure M with age C . The second is the amalgamation property (AP); this ensures our constructed structure M is homogeneous by showing that it has the equivalent extension property (EP). When building a countable MB-homogeneous structure M with age C , we still need the JEP to ensure that M has the age we want but we need a different amalgamation property to ensure MB-homogeneity rather than standard homogeneity. As we are aiming to extend to bijective endomorphisms, we require a "back and forth" style argument to ensure that the extended map is indeed bijective. Due to the fact that bimorphisms are not automorphisms in general, we require two amalgamation conditions, and hence two extension conditions, to ensure that M is MBhomogeneous. We begin this section by examining the required extension properties.
If M is MB-homogeneous then M is MM-homogeneous; it follows (by Proposition 4.1(b) of [9] ) that M must have the mono-extension property (MEP), which takes care of the forward extension:
(MEP) For all A, B ∈ Age(M) with A ⊆ B and monomorphism f : A − → M, there exists a monomorphism g : B − → M extending f .
Any suitable "back" condition should express in its statement the key difference between a monomorphism of M and a bimorphism. This difference is the existence of a preimage; for any α ∈ Bi(M) and substructure A ⊆ M there exists a substructure B ⊆ M such that Bα = A. Note that this is not true for an arbitrary monomorphism β of M as Mβ is not required to equal M. The existence of a preimage for every extended map is the condition we wish to ensure in our "back" extension property, and this motivates our next definition. Definition 2.3. Let A, B be two σ-structures. We say that an injective map f : A − → B is an antimonomorphism if and only if ¬R A (a 1 , . . . , a n ) implies ¬R B (a 1 f, . . . , a n f ) for all n-ary relations R of σ.
Remarks. Note that any map that is both a monomorphism and an antimonomorphism is an embedding.
It is an easy exercise to show that the function composition of two antimonomorphisms is again an antimonomorphism; in particular, it is important to note that the composition of an antimonomorphism and an embedding is an antimonomorphism.
We now state and prove a lemma stating that a preimage of a monomorphism is an antimonomorphism. For any bijective function f : A → B, we writef : B → A to be the unique bijection such that ff = 1 A andf f = 1 B . Notice here thatf = f . Lemma 2.4. Let A, B be two σ-structures, and suppose that f : A − → B is a bijection. Then f is a monomorphism if and only iff is an antimonomorphism.
Proof. Suppose f is a monomorphism and that ¬R B (b 1 , . . . , b n ) = ¬R B (a 1 f, . . . , a n f ) holds in B. Since f preserves relations, it follows that ¬R A (a 1 , . . . , a n ) holds in A; as ff = 1 A we have that ¬R A (a 1 , . . . , a n ) = ¬R A (a 1 ff, . . . , a n ff ) = ¬R A (b 1f , . . . , b nf ). In the converse direction, suppose thatf is an antimonomorphism and that R A (a 1 , . . . , a n ) is a relation with a i = b if for all 1 ≤ i ≤ n. Asf preserves non-relations, it follows that R B (b 1 , . . . , b n ) holds. Finally, asf f = 1 B , we have that
. . , a n f ) and therefore f is an monomorphism.
Remarks. By restricting the codomain of a monomorphism f : A − → B to the image, we see that f ′ : A − → Af is a bijective homomorphism and thereforef ′ : Af − → A is an antimonomorphism by the above lemma. Similarly, by restricting the codomain of an antimonomorphismf : B − → A to the image, we see thatf ′ : B − → Bf and so we obtain a bijective homomorphism
It is an immediate corollary of this result that if A, B, C are σ-structures, and f : A → B, g : B → C are bijective homomorphisms, then (f g) =ḡf : C → A is a bijective antimonomorphism.
We use antimonomorphisms to express the backward extension in the bi-extension property These properties prove to be necessary and sufficient for MB-homogeneity. Proposition 2.5. Let M be a countable structure with age C . Then M is MBhomogeneous if and only if M has the BEP and the MEP.
Proof. Suppose that M is MB-homogeneous; then M is also MM-homogeneous and has the MEP from Proposition 4.1(a) of [9] . Let A ⊆ B ∈ C andf : A → M be an antimonomorphism. As Age(M) = C , there exist copies A ′ ⊆ B ′ ⊆ M of A and B and isomorphisms θ : B − → B ′ and θ −1 : B ′ → B. Restrict the codomain off to its image to find an antimonomorphismf ′ : A → Af ; so θ −1f ′ =h : A ′ → Af is a bijective antimonomorphism. By Lemma 2.4,h = h : Af → A ′ is a monomorphism; as M is MB-homogeneous, extend h to a bimorphism α of M. So α| B ′ θ −1 : B ′ → B is a bijective homomorphism; by Lemma 2.4, define θᾱ =ḡ : B → B ′ . It remains to show that θᾱ extendsf ; indeed, for a ∈ A we have that af = af αᾱ = af f θᾱ = aθᾱ as α extends f θ. Therefore M has the BEP.
Conversely, suppose that M has the BEP and the MEP, and let f : A − → B be a monomorphism between finite substructures of M. We shall extend f : A → B to a bimorphism α of M in stages using a back and forth argument. Set A 0 = A, B 0 = B and f 0 = f . At a typical stage, we have a bijective monomorphism f k : A k − → B k extending f , where A i ⊆ A i+1 and B i ⊆ B i+1 for all i ≤ k. As M is countable, we can enumerate the points M = {m 0 , m 1 , . . .}. When k is even, pick a point m i , where i is the smallest number such that
Again, by restricting the codomain we obtain a bijective antimonomorphismf k+1 :
By ensuring that every m i appears at both an odd and even stage, countably many applications of this procedure yield a bimorphism α of M extending f .
Remark. We note here that this process of extending one point at a time eventually creates a bimorphism. In a similar fashion to Dolinka [12, Section 3] we can present equivalent conditions to Proposition 2.5 using one point extensions.
(1PBEP/1PMEP) Suppose that A ⊆ B ∈ C and there is a (anti)monomorphism
A straightforward proof by induction shows that a structure M has both these conditions, if and only if it also has the BEP and MEP. These easier-to-handle properties are useful in determining whether or not a structure is MB-homogeneous.
We now turn our attention to the actual process of construction. As we also need to ensure MM-homogeneity, it would make sense to take our "forth" amalgamation condition to be the mono-amalgamation property introduced in [9] .
(MAP) Let C be a class of finite structures. For any A, B 1 , B 2 ∈ C and any maps f i : A − → B i (for i = 1, 2) such that f 1 is a monomorphism and f 2 is an embedding, there exists C ∈ C and monomorphisms g i : B i − → C (for i = 1, 2) such that f 1 g 1 = f 2 g 2 and g 1 is an embedding.
Similar to the BEP, we use antimonomorphisms to set out the "back" amalgamation condition, known as the bi-amalgamation property (BAP).
(BAP) Let C be a class of finite structures. For any elements A, B 1 , B 2 ∈ C , antimonomorphismf 1 : A − → B 1 and embedding
We have enough now to prove the first of our propositions that detail our Fraïssé-like construction.
Proposition 2.6. Let M be an MB-homogeneous structure. Then Age(M) has the MAP and the BAP.
Proof. As M is MB-homogeneous it is necessarily MM-homogeneous; by Proposition 4.1(b) of [9] , Age(M) has the MAP.
Suppose then that A, B 1 , B 2 are structures in Age(M), and assume we have an antimonomorphismf 1 : A − → B 1 and an embedding f 2 : A − → B 2 . Without loss of generality, further assume that A, B 1 , B 2 ⊆ M and that f 2 is the inclusion map. From Lemma 2.4,f 1 induces a bijective monomorphism f 1 : Af 1 − → A. As M is MBhomogeneous we extend f 1 to some α ∈ Bi(M). Restricting α to B 1 yields a bijective monomorphism α| B 1 : B 1 − → B 1 α, where B 1 α ⊇ A. Let D be the structure induced by M on B 1 α∪B 2 ; it follows that A ⊆ D. As α is surjective, we define C to be the structure such that Cα = D; set g 1 : B 1 − → C to be the inclusion map. As α : M − → M is a bijective homomorphism, thenᾱ : M − → M is an antimonomorphism by Lemma 2.4. Hence,ᾱ| B 2 : B 2 − → B 2ᾱ ⊆ C and defineḡ 2 : B 2 − → C to be this antimonomorphism. It is easy to check thatf 1 g 1 = f 2ḡ2 and so Age(M) has the BAP.
For our next result, recall that a class of finite structure C has the JEP if for all A, B ∈ C there exists a D ∈ C such that A, B ⊆ D.
Proposition 2.7. If C is a class of finite relational structures that is closed under isomorphisms and substructures, has countably many isomorphism types and has the JEP, MAP and BAP, then there exists an MB-homogeneous structure M such that Age(M) = C .
Proof. We build M over countably many stages, assuming that M k has been constructed at some stage k ∈ N. Note that as C has countably many isomorphism types, we can enumerate them by C = {A 0 , A 1 , . . .}.
If k ≡ 0 mod 3, select a structure A i ∈ C , where k = 3i. Use the JEP to find a structure D that embeds both M k and A i ; define M k+1 to be this structure D. If k ≡ 1 mod 3, select a triple (A, B, f ) such that A ⊆ B ∈ C and f : A − → M k is a monomorphism. Using the MAP, we find a structure M k+1 ∈ C such that there is an embedding e : M k → M k+1 and f extends to some monomorphism g :
Using the BAP we find a structure M k+1 such that there is an embedding e ′ : M k → M k+1 andf is extended to an antimonomorphismḡ : Y − → M k+1 . We can arrange the steps such that:
• every structure A ∈ C appears at some 0 mod 3 stage;
• every triple (A, B, f ) appears at some 1 mod 3 stage, where for every such k, for every A ⊆ B ∈ C and every monomorphism f : A → M k , there exists ℓ ≥ k and embedding e k,ℓ : M k → M ℓ such that f extends to a monomorphism g : B → M ℓ .
• every triple (X, Y,f ) appears at some 2 mod 3 stage, where for every such k, for every X ⊆ Y ∈ C and every antimonomorphismf : X → M k , there exists ℓ ≥ k and embedding e k,ℓ :
Following this, define M = k∈N M k . All that remains to show is that M has age C and that M is MB-homogeneous. Our construction ensures that every A i ∈ C appears at a 0 mod 3 stage, so it follows that C ⊆ Age(M). Conversely, we have that M k ∈ C for all k ∈ N; as C is closed under substructures, Age(M) ⊆ C and so they are equal. Now suppose that A ⊆ B ∈ C and f : A − → M is a monomorphism. From the arrangement of steps above, there exists a k such that Af ⊆ M k . From the construction, there exists an ℓ ∈ N such that M ℓ ⊃ M k and the monomorphism g : B → M ℓ extends f ; so M has the MEP. We can use a similar argument to show that M has the BEP in a similar fashion and so M is MB-homogeneous by Proposition 2.5.
A major consequence of Fraïssé's original theorem is the fact that any two Fraïssé limits with the same age are isomorphic. While we cannot guarantee that any two structures with the same age constructed in the manner of Proposition 2.7 are isomorphic (see Section 3 for some examples) we can provide a uniqueness condition for this method of construction using a weaker notion of equivalence. Once again, we extend an idea of [9] to achieve this goal.
Let M, N be two countable structures with the same signature σ. We say that M, N are bi-equivalent if:
• Age(M) = Age(N ), and;
• every embedding from a finite structure of M into N extends to a bijective monomorphism α : M − → N , and vice versa.
Note that bi-equivalence is an equivalence relation on structures with the same signature. Two σ-structures M and N can be bi-equivalent without being isomorphic; see Example 3.11 for more details. We now show this is the relevant equivalence relation for MB-homogeneity. Proof. 1) By Proposition 2.5 it suffices to show that N has the MEP and BEP. If M and N are bi-equivalent, they are certainly mono-equivalent in the sense of Proposition 4.2 of [9] ; as M is MM-homogeneous, so is N (by the same result of [9] ) and thus N has the MEP.
Suppose then that A ⊆ B ∈ Age(N ) and there exists an antimonomorphismf : A − → A ′ ⊆ N . Note that A need not be isomorphic to A ′ . As Age(M) = Age(N ) there exists a copy A ′′ of A ′ in M; fix an isomorphism e : A ′ → A ′′ between the two. Therefore, e is a isomorphism from a finite structure of N into M; as the two are bi-equivalent, we extend this to a bijective homomorphism α : N → M. This in turn induces a bijective antimonomorphismᾱ : M − → N by Lemma 2.4. Now, define an antimonomorphismh =f e : A → A ′′ ; this is an antimonomorphism from A into M. Since M is MB-homogeneous, it has the BEP by Proposition 2.5 and so we extendh to an antimonomorphismh ′ : B → M. Now, the maph ′ᾱ : B − → N is a antimonomorphism; we need to show it extendsf . So, for all a ∈ A, and using the facts that α extends e andh ′ extendsh =f e, we have that
Therefore N has the BEP. 2) Let f : A − → B be a bijective embedding from a finite structure of M into N . We utilise a back and forth argument constructing the bijection over countably many steps; so set A 0 = A, B 0 = B and f 0 = f . At some stage, we have a bijective monomorphism f k : A k − → B k extending f , where A i ⊆ A i+1 and B i ⊆ B i+1 for all i ≤ k. As both M and N are countable, we can enumerate the points M = {m 0 , m 1 , . . .} and N = {n 0 , n 1 , . . .}.
If k is even, select a point m i ∈ M dom f k , where i is the smallest natural number such that m i / ∈ dom f k . We have that A k ∪ {m i } ⊆ M and so is an element of Age(N ) by assumption. As N is MB-homogeneous it has the MEP and so f k can be extended to a monomorphism f ′ k+1 : A k ∪ {m i } − → N . Restricting the codomain to the image of f ′ k+1 gives a bijective monomorphism f k+1 :
where j is the least natural number such that n j / ∈ im f k . Therefore B k ∪ {n j } ⊆ N and is an element of Age(M). As M is MB-homogeneous, use the BEP to extendf k to an antimonomorphismf ′ k+1 :
Restricting the codomain to the image once more delivers the required bijective antimonomorphism
} extendingf k ; taking the inverse shows that f k+1 is a bijective homomorphism extending f k as required. Repeating this process countably many times, ensuring that each m i is in the domain and each n j in the image, provides a bijective homomorphism α : M − → N extending f . The converse direction is entirely analogous.
We conclude the section by observing that due to Proposition 2.7 and Proposition 2.8, a MB-homogeneous structure is determined by its age up to bi-equivalence.
MB-homogeneous graphs
In this section, we focus on MB-homogeneous graphs in more detail. In this article, a graph Γ is a set of vertices V Γ together with a set of edges EΓ, where this edge set interprets a irreflexive and symmetric binary relation E. If {u, v} ∈ EΓ, we say that u and v are adjacent and write u ∼ v ∈ Γ. If {u, v} / ∈ EΓ, we say that {u, v} is a non-edge, that they are non-adjacent, and write u ≁ v. For a graph Γ, define the complementΓ of Γ to be the graph with vertex set VΓ = V Γ and edges given by u ∼ v ∈Γ if and only if u ≁ v ∈ Γ. For n ∈ N ∪ {ℵ 0 }, recall that a complete graph K n on n vertices is a graph on vertex set V K n (with |V K n | = n) with edges given by u ∼ v ∈ K n if and only if u = v ∈ V K n . The complement of the graph K n is called the null graph on n vertices, and is denoted byK n . Say that ∆ is an induced subgraph of a graph Γ if V ∆ ⊆ V Γ and u ∼ v ∈ ∆ if and only if u ∼ v ∈ ∆. In this paper, whenever we say ∆ is a subgraph of Γ, we mean that ∆ is an induced subgraph of Γ. The only exception is the case of a spanning subgraph; say that ∆ is a spanning subgraph of Γ if V ∆ = V Γ and u ∼ v ∈ ∆ implies that u ∼ v ∈ Γ.
A logical place to start our investigation is by demonstrating some properties of MB-homogeneous graphs.
Proposition 3.1. Let Γ be an MB-homogeneous graph. Then its complementΓ is also MB-homogeneous.
Proof. We note that A ∈ Age(Γ) if and only ifĀ ∈ Age(Γ). Since Γ is MB-homogeneous, it has the MEP and BEP by Proposition 2.5. Now suppose that A ⊆ B ∈ Age(Γ) and thatf : A − → Γ is an antimonomorphism. Any suchf preserves non-edges and may change edges to non-edges; sof :Ā − →Γ is a monomorphism. As Γ has the BEP,f can be extended to an antimonomorphismḡ : B − → Γ; this in turn induces a monomorphism g :B − →Γ and henceΓ has the MEP. The proof thatΓ has the BEP is similar.
Following this, we can guarantee that certain subgraphs appear in an MB-homogeneous graph. Cameron and Nešetřil [9, Proposition 2.5] prove that every MM-homogeneous graph must contain an infinite complete subgraph; we expand this proposition.
Corollary 3.2. Any infinite non-complete, non-null MB-homogeneous graph Γ contains both an infinite complete and an infinite null subgraph.
Proof. Any MB-homogeneous graph is necessarily MM-homogeneous and hence it contains an infinite complete subgraph from the aforementioned result of [9] . By Proposition 3.1 we have thatΓ is also MB-homogeneous and so contains an infinite complete subgraph; the result follows from this.
A consequence of this argument is that an MB-homogeneous graph Γ is neither a locally finite graph (where for all v ∈ V Γ, there are only finitely many edges involving v) nor the complement of a locally finite graph. In fact, we can say more than this. Recall that the diameter of a graph Γ is the greatest length of the shortest path between any two points u, v ∈ V Γ. The next result is a restatement of [9, Proposition 1.1(c)]; the proof follows as every MB-homogeneous graph is also an MH-homogeneous graph.
Corollary 3.3 (Proposition 1.1(c), [9] ). Suppose that Γ is a connected MB-homogeneous graph. Then Γ has diameter at most 2 and every edge is contained in a triangle.
We now examine cases where the graph is disconnected (and non-null to avoid triviality). It is shown in [9] that any disconnected MH-homogeneous graph is a disjoint union of complete graphs of all the same size. We use this result in conjunction with Corollary 3.2 to see that the only candidates for a disconnected MB-homogeneous graph must be disjoint unions of infinite complete graphs. Building on an observation of [31] that any disconnected MM-homogeneous graph is a disjoint union of infinite complete graphs, we classify disconnected MB-homogeneous graphs in our next result.
1) If I is finite with size n > 1, then Γ is MM-homogeneous but not MB-homogeneous.
2) If I is countably infinite, then Γ is MB-homogeneous.
Proof. In both cases, we note that every A ∈ Age(Γ) can be decomposed as finite disjoint union of finite complete graphs; so we can write that A = k j=1 C j , where C j is a complete graph of some finite size.
1) As |I| = n we note that k ≤ n for all A = k j=1 C j in the age of Γ. Suppose that A ⊆ B ∈ Age(Γ) with B A = {b}. We have two choices for b; either b is completely independent of A or b is related to exactly one C j for some 1 ≤ j ≤ k. If it is the former, we can extend any monomorphism f : A − → Γ to a monomorphism g : B − → Γ by sending b to any vertex v ∈ V Γ Af . If it is the latter, then we can extend any monomorphism f : A − → Γ to a monomorphism g : B − → Γ by sending b to a vertex v ∈ K i C j f , where j is defined as above. Hence Γ has the MEP. However, note that Γ does not embed an independent n + 1 set and so Γ is not MB-homogeneous by Corollary 3.2.
2) The proof that Γ is MM-homogeneous when I is infinite is as above. Assume then that A ⊆ B ∈ Age(Γ) with B A = {b}, and letf : A − → Γ be an antimonomorphism. We note that as A is finite then Af is finite; since I is infinite, there will always exist i ∈ I such that K i ∩ Af = ∅. Therefore, regardless of how b is related to A, we can extendf to an antimonomorphismḡ : B − → Γ by mapping b to some v ∈ K i , where i is as stated above. Hence Γ is MB-homogeneous by Proposition 2.5.
Remark. We note that from Proposition 3.4 and Proposition 3.1 that the complement of i∈N K ℵ 0 i , which is the complete multipartite graph with infinitely many partitions each of infinite size, is also MB-homogeneous.
The proof that Γ = i∈N K ℵ 0 i is MB-homogeneous relied on the existence of an independent element to every image of a finite antimonomorphism. Our aim now is to obtain some sufficient conditions for MB-homogeneity along these lines in order to construct some new examples.
Definition 3.5. Let Γ be an infinite graph.
• Say that Γ has property (△) if for every finite set U ⊆ V Γ there exists u ∈ V Γ such that u is adjacent to every member of U .
• Say that Γ has property (∴) if for every finite set V ⊆ V Γ there exists v ∈ V Γ such that v is non-adjacent to every member of V . We note here that if a graph Γ has property (△) then it is algebraically closed (see [13] ); due to the self-complementary nature of these properties, if Γ has property (∴) then its complement Γ is algebraically closed. These properties prove to be sufficient for MB-homogeneity. Proposition 3.6. Let Γ be an infinite graph. If Γ has both properties (△) and (∴) then Γ is MB-homogeneous.
Proof. Suppose once more that A ⊆ B ∈ Age(Γ) with B A = {b}, and that f : A − → Γ is a monomorphism. As A is finite, Af is a finite set of vertices in Γ and so by property (△) there exists a vertex v of Γ such that v is adjacent to every element of Af . We have then that v is a potential image point of b, and the map g : B − → Γ extending f and sending b to v is a monomorphism; so Γ has the MEP. Using property (∴) in a similar fashion shows that Γ has the BEP and so is MB-homogeneous by Proposition 2.5.
Remark. The converse of this result is not true. Proposition 3.4 2) is an example of an MB-homogeneous graph with property (∴) but not property (△). Its complement is an example of an MB-homogeneous graph with property (△) but not property (∴).
This shows that any algebraically closed graph Γ whose complement is also algebraically closed is MB-homogeneous. We now present a notion of equivalence that extends an idea of [13] . Definition 3.7. Let Γ, ∆ be two graphs. We say that Γ is bimorphism equivalent to ∆ if there exist bijective homomorphisms α : Γ − → ∆ and β : ∆ − → Γ.
Remark. Informally, this definition says that you can start with Γ, and draw some number (possibly infinite) of extra edges onto Γ to get ∆; from there, you can draw some number (possibly infinite) of extra edges onto ∆, to get a graph isomorphic to Γ. This is a weaker version of bi-equivalence introduced in Proposition 2.8. Every pair of bi-equivalent graphs are bimorphism equivalent by definition, but the converse is not true; specifically, bimorphism equivalent graphs need not have the same age (see Corollary 3.10 and Example 3.11). Note that this definition is equivalent to saying that Γ, ∆ contain each other as spanning subgraphs. Justifying the name, this is an equivalence relation of graphs (up to isomorphism); we denote this relation by ∼ b . The product αβ : Γ − → Γ of the two bijective homomorphisms induces a bimorphism on Γ, and so if Bi(Γ) = Aut(Γ) we have that α and β are necessarily isomorphisms. If this occurs, then [Γ] ∼ b is a singleton equivalence class. We show that bimorphism equivalence preserves properties (△) and (∴). Proof. Suppose that Γ has property (△) and X ⊆ V Γ. From this, there exists a vertex v ∈ V Γ adjacent to every element of X. As α is a homomorphism, Xα is a finite subset of V ∆ and vα is adjacent to every element of Xα; since α is bijective, every finite subset Y of V ∆ can be written as Xα for some X ⊆ V Γ. These observations show that ∆ has property (△). Using the fact that α is a bijective monomorphism, by Lemma 2.4 there exists an antimonomorphismᾱ : ∆ − → Γ. Since Γ has property (∴), for any finite X ⊆ V Γ there exists a vertex w ∈ Γ independent of every element in X. Due to the fact thatᾱ preserves non-edges, any Y ⊆ V ∆ has a vertex x ∈ V ∆ independent of every element of Y ; and as α is bijective this happens for every finite set X ⊆ V Γ and so ∆ has property (∴). The converse direction is symmetric.
In fact, we can say more about the connection between bimorphism equivalence and properties (△) and (∴). Proof. Assume that Γ, ∆ are two graphs with properties (△) and (∴). We use a back and forth argument to construct a bijective homomorphism α : Γ → ∆ and a bijective antimonomorphismβ : Γ → ∆, which by Lemma 2.4 will be the converse of a bijective homomorphism β : ∆ → Γ. Suppose that f : {c} → {d} is a function sending a vertex c of Γ to a vertex d of ∆; this is a bijective homomorphism. Now set {c} = C 0 , {d} = D 0 , f = f 0 , and assume that we have extended f to a bijective homomorphism If k is even, select a vertex c j ∈ Γ where j is the smallest number such that c j / ∈ C k . As ∆ has property (△), there exists a vertex u ∈ ∆ such that u is adjacent to every element of D k . Define a map f k+1 : C k ∪{c j } → D k ∪{u} sending c j to u and extending f ; this map is a bijective homomorphism as any edge from c j to some element of C k is preserved (see Figure 3 for a diagram of an example). Now, if k is odd, choose a vertex d j ∈ ∆ where j is the smallest number such that d j / ∈ D k . As Γ has property (∴), there exists a vertex v ∈ Γ such that v is independent of every element of C k . Define a map f k+1 : C k ∪ {v} → D k ∪ {d j } sending c to d j and extending f k . Then f k+1 is a bijective homomorphism as f k is and every edge between c and C k is preserved; because there are none. See Figure 4 for a diagram of an example of this stage. Figure 4 : k odd in proof of Proposition 3.9
Repeating this process infinitely many times, ensuring that each vertex of Γ appears at an even stage and each vertex of ∆ appears at an odd stage, defines a bijective homomorphism α : Γ → ∆. We can construct a bijective antimonomorphismβ : Γ → ∆ in a similar fashion; replacing homomorphism with antimonomorphism and using property (∴) of ∆ at even steps and property (△) of Γ at odd steps. So the converse map β : ∆ → Γ is a bijective homomorphism and so Γ and ∆ are bimorphism equivalent.
Recall that the random graph R is the countable universal homogeneous graph. It is well known (see [8] ) that R is characterised up to isomorphism by the following extension property (EP):
(EP) For any two finite disjoint sets of vertices U, V of R there exists x ∈ V R such that x is adjacent to every vertex in U and non-adjacent to any vertex in V . (see Corollary 3.10. Suppose that Γ is a countable graph. Then Γ has properties (△) and (∴) if and only if it is bimorphism equivalent to R.
Proof. As R has both properties (△) and (∴), the converse direction follows from Proposition 3.8, and the forward direction follows from Proposition 3.9.
Remarks. These three results together show that the equivalence class [R] ∼ b is precisely the set of all countable graphs Γ with properties (△) and (∴).
In particular, if Γ ∈ [R] ∼ b and Γ ≇ R (such a Γ exists: see Example 3.11), then Γ is bimorphism equivalent to R. This means that you can draw infinitely many extra edges on R (a necessity, see Proposition 2 of [8] ) to get an MB-homogeneous graph Γ ≇ R, and then draw infinitely many more edges on Γ to get a graph isomorphic to R.
Constructing uncountably many examples
The aim of this subsection is to use these properties of MB-homogeneous graphs in order to construct uncountably many examples. To begin with, we construct an initial example of an MB-homogeneous graph that is not homogeneous. This is important; if we wish to describe 2 ℵ 0 many examples of MB-homogeneous graphs, then they cannot also be homogeneous; as there are only countably many non-isomorphic homogeneous graphs [19] .
Example 3.11. Let P = (p n ) n∈N 0 be an infinite binary sequence with infinitely many 0's and 1's. Define the graph Γ(P ) on the infinite vertex set V Γ(P ) = {v 0 , v 1 , . . .} with edge relation v i ∼ v j if and only if p max(i,j) = 0. From this, we can observe that:
• if p i = 0 then v i ∼ v j for all natural numbers j < i;
where < is the natural ordering on N. Say that Γ(P ) is the graph determined by the binary sequence P . An example (where P = (0, 1, 0, 1, . . .)) is given in Figure 6 .
Figure 6: Γ(P ), with P = (0, 1, 0, 1, . . .)
As P has infinitely many of each term, we have that for every finite subsequence A = {a i 1 , . . . , a i k } of P there exist natural numbers c, d > i k such that p c = 0 and p d = 1. This together with the manner of the construction ensures that Γ(P ) has both properties (△) and (∴) and is therefore MB-homogeneous.
We check that for any sequence P satisfying the above conditions the graph Γ(P ) is not isomorphic to a homogeneous graph by using the classification of countable homogeneous graphs by Lachlan and Woodrow [19] . As Γ(P ) has both an edge and a non-edge it is neither K ℵ 0 nor its complementK ℵ 0 . Since Γ(P ) is connected, it is not a disjoint union of complete graphs; as it has property (∴), it is not the complement of a disjoint union of complete graphs. From Corollary 3.2, as Γ(P ) is neither complete nor null it contains both an infinite complete subgraph and an infinite null subgraph; so it is not isomorphic to the K n -free graph H n or its complementH n for any n. Finally, we note that as no term p of P can be both 0 and 1 simultaneously, there is no vertex v p that is adjacent to {v 0 } and non-adjacent to {v 1 }. Hence Γ(P ) does not satisfy the extension property characteristic of the random graph. This accounts for all countable graphs in the classification; so Γ is not a homogeneous graph.
Remarks. Let P, Q be two infinite binary sequences with infinitely many 0's and 1's. Any such infinite binary sequence contains every finite binary sequence X as a subsequence. The finite induced subgraphs Γ(X) of Γ(P ) are those induced on V Γ(X) by the edge relation of P . As this is true for all such binary sequences P and Q, we conclude that Γ(P ) and Γ(Q) have the same age. It can be shown from here that for any two such sequences P and Q, then Γ(P ) and Γ(Q) are bi-equivalent (see Proposition 2.8).
Throughout the rest of this section, any binary sequences P, Q have infinitely many 0's and 1's. This guarantees that any graph Γ(P ) determined by P has properties (△) and (∴).
Many natural questions arise from this construction. Perhaps the most pertinent of these is: to what extent does Γ(P ) depend on the binary sequence P ? Answering this question will tell us exactly how many new MB-homogeneous graphs there are of this kind. We achieve a solution by investigating the automorphism group as an invariant of Γ(P ). Our first lemma establishes a convention for the zeroth place of such a sequence. We denote the neighbourhood set of a vertex v ∈ V Γ by N (v).
Lemma 3.12. Suppose that Γ(P ) and Γ(Q) are the graphs on the vertex sets V = {v 0 , v 1 , . . .} and W = {w 0 , w 1 , . . .}, with edges determined by the binary sequences P = (p n ) n∈N 0 and Q = (q n ) n∈N 0 respectively, and assume that p i = q i for all i > 0.
Following this, we can take p 0 = p 1 for any binary sequence P without loss of generality; we adopt this as convention for the rest of the section. Now, if P is a binary sequence, denote the k th consecutive string of 0's and 1's by O k and I k respectively, and denote the vertex sets corresponding to these subsequences by V O k and V I k (see Figure 7) . Furthermore, denote the graph induced by Γ(P ) on any subset V X of V Γ by Γ(X). Lemma 3.13. Let P = (p n ) n∈N 0 be a binary sequence, and let Γ(P ) be the graph determined by this binary sequence. Suppose that v j is a vertex in V I n for some n ∈ N.
Proof. From the assumption that p j = 1, the observation of Example 3.11, and the definition of an edge in Γ(P ), we have that v j ∼ v k if and only if j < k and p k = 0; so N (v j ) = {v k : k > j, p k = 0}. As there are infinitely many 0's in P , this set is infinite as j is finite. Now, take v a , v b ∈ N (v j ). Here, v a ∼ v b ∈ Γ(N (v j )) if and only if p max(a,b) = 0; but p a = p b = 0 and so any two vertices of N (v j ) are adjacent.
Lemma 3.14. Let P = (p n ) n∈N 0 be a binary sequence. Suppose that v, w are vertices in some
Proof. Define the sets X = {v j : j < i 1 } and Y = {v k : k ≥ i 1 , a k = 0}. Due to the construction of Γ in Example 3.11, we have that
. Using a similar argument to the proof of Lemma 3.13, we have that Γ(Y {u}) is an infinite complete graph for any u ∈ Γ(V O k ), and every element in Y is adjacent to every element of
fixing X pointwise and sending (Y {v}) to (Y {w}) in any fashion; this is an isomorphism between Γ(N (v)) and Γ(N (w)).
Before our next proposition, recall that if there exists γ ∈ Aut(Γ) such that vγ = w, then the graphs induced on N (v) and N (w) are isomorphic. Furthermore, recall that an independent set U of a graph Γ is a maximum independent set if there does not exist a subset W of Γ such that W is a independent set with |W | > |U |. Proposition 3.15. Let P = (p n ) n∈N 0 be a binary sequence. Then
the infinite direct product of automorphism groups on each Γ(O k ) and Γ(I k ).
Proof. Using Lemma 3.12, we set the convention that p 0 = p 1 throughout; hence either O 1 or I 1 (depending on whether P starts with a 0 or 1) has size at least 2. For some i, write O i = {p i 1 , . . . , p in } and I i = {q i 1 , . . . , q im }, and we write V O i = {v i 1 , . . . , v in } and V I i = {w i 1 , . . . , w im }.
We first show that any automorphism of Γ(P ) fixes both V O k and V I k setwise for all k ∈ N, using a series of claims. Then, we prove that any bijective map from Γ(P ) to itself fixing every point except those in a single V O k (or V I k ) and acting as an automorphism on that V O k (or V I k ) is an automorphism of Γ(P ). We begin with our first claim.
Proof of Claim 1. Without loss of generality, suppose that i < j and so i 1 < i 2 < . . . < i n < j 1 < j 2 < . . . < j m . We define the following sets:
Lemma 3.14 asserts that N (v) = X i ∪ (Y i {v}) and N (w) = X j ∪ (Y j {w}). By reasoning outlined in Lemma 3.14, if v a ≁ v b ∈ Γ(N (v)) then v a , v b ∈ X i . Note also that both X i and X j are both finite sets, and so any maximum independent set of X i , X j (and hence of N (v), N (w)) must be finite. Consider the sets A = {v a : a < i 1 , p a = 1} ∪ {v 0 } and B = {v b : b < j 1 , p b = 1} ∪ {v 0 }, contained in X i and X j respectively. So if v a , v d ∈ A, then p max(a,d) = 1 and so v a ≁ v d . Now, if v c ∈ X i A then p c = 0, and as v c = v 0 it follows that p max(c,0) = 0 and so v c ∼ v 0 . Hence A is the maximum independent set in X i ; using a similar argument, we can show that B is the maximum independent set in X j . Since i < j there exists an I k between O i and O j ; so there is a e ∈ N where i n < e < j 1 and p e = 1. Hence v e ∈ B A and so |B| > |A|. Therefore, as Γ(N (v)) and Γ(N (w)) have different sizes of maximum independent sets, they are not isomorphic and this concludes the proof of Claim 1.
This shows that there is no automorphism α of Γ(P ) sending a vertex v ∈ V O i to a vertex w ∈ V O j where i = j, as they have non-isomorphic neighbourhoods. We move on to our next claim.
Claim 2. Suppose that v ∈ V O i (with i ≥ 2) and w ∈ V I j . Then there is no automorphism of Γ(P ) sending v to w.
Proof of Claim 2. Define the set A = {v a : a < i 1 , p a = 1} ∪ {v 0 } as in the previous claim. As i ≥ 2, there exists a c such that 0 < c < i 1 with p c = 1. Hence we have that |A| ≥ 2 and so Γ(N (v)) has at least one non-edge. However, Γ(N (w)) ∼ = K ℵ 0 by Lemma 3.13 and so there cannot possibly be an automorphism sending v to w. This proves the second claim.
From these claims, we see that any automorphism α of Γ(P ) fixes V O i setwise for i ≥ 2. Now, for k ≥ 2, any V I k (or V I k+1 ) sandwiched between V O k and V O k+1 , as V I k (or V I k+1 ) are the only vertices not adjacent to every vertex in V O k and adjacent to every vertex in V O k+1 . As V O k and V O k+1 are fixed setwise, we conclude that V I k (or V I k+1 ) is fixed setwise for k ≥ 2.
Claim 3. V O 1 and V I 1 are fixed setwise by any automorphism of Γ(P ).
Proof of Claim 3:
There are two cases to consider; where P either begins with a 0 or a 1.
Case 1 (p 0 = 0). Suppose for a contradiction that there exists an α ∈ Aut(Γ) sending a v ∈ V O 1 to a w ∈ V I 1 . Due to our case we have |V O 1 | ≥ 2 and so Γ(V O 1 ) has an edge from v to some u ∈ V O 1 . But w ∈ V I 1 and thus is independent of everything in V O 1 ∪ V I 1 ; so the edge between v and u is not preserved by α and so V O 1 is fixed setwise. From this, we can use a similar argument to above to show that V I 1 is fixed setwise.
Case 2 (p 0 = 1). From this assumption, we have that |V I 1 | ≥ 2 and so Γ(V I 1 ) contains a non-edge. Hence for some v ∈ V O 1 , the graph Γ(N (v)) contains a nonedge. Therefore, from Lemma 3.13 and Claim 1, Γ(N (v)) ≇ Γ(N (w)) for some w ∈ V Γ(P ) V O 1 and so V O 1 is fixed setwise. As this happens, both V I 1 and V I 2 are fixed setwise. This concludes the proof of Claim 3.
So for any k ∈ N, we have that V O k and V I k are fixed setwise by any automorphism of Γ(P ). It remains to prove that any automorphism of Γ(V O k ) or Γ(V I k ) whilst fixing every other point in Γ(P ) is an automorphism of Γ(P ). Here, as Γ(V O k ) is a complete graph and Γ(V I k ) is a null graph, it follows that Aut(
So suppose that f : Γ(P ) − → Γ(P ) is a bijective map that acts as an automorphism on some Γ(V O k ) and fixes V Γ V O k . By Lemma 3.14 any two elements v, w ∈ V O k have the same extended neighbourhood N (v) ∪ {v} = N (w) ∪ {w} (and Γ(N (v)) ∼ = Γ (N (w)) ). It follows that f preserves all edges and non-edges between V O k and V Γ(P ) V O k and so it is an automorphism of Γ(P ). The proof that the bijective map g : Γ(P ) − → Γ(P ) that acts as an automorphism of some Γ(V I k ) and fixes every other point is similar.
This proposition guarantees the existence of countably many MB-homogeneous graphs. For instance, define a binary sequence P n = (p i ) i∈N by the following:
Here, P n is a sequence of n many 1's followed by alternating 0's and 1's. It follows that Aut(Γ(P n )) is the infinite direct product of one copy of Sym(n) together with infinitely many trivial groups; so Aut(Γ(P n )) ∼ = Sym(n). This is true for all n ≥ 2. So if m = n, then Aut(Γ(P m )) ≇ Aut(Γ(P n )) and so Γ(P m ) ≇ Γ(P n ). Furthermore, it is straightforward to see that if two monoids T, T ′ have nonisomorphic groups of units U, U ′ respectively, then T ≇ T ′ . Hence we have constructed several examples of non-isomorphic oligomorphic permutation monoids on bi-equivalent structures. By Proposition 1.6, this means that each of these oligomorphic permutation monoids have the same strong orbits.
We now aim to use the basic framework established here to construct 2 ℵ 0 nonisomorphic examples of MB-homogeneous graphs. To achieve this, the idea is to add in pairwise non-embeddable finite structures into the age of some Γ(P ) to ensure uniqueness up to isomorphism. To this end, let A = (a n ) n∈N 0 be a strictly increasing sequence of natural numbers. We use A to recursively define a binary sequence P A = (p i ) i∈N as follows;
Base: 0 followed by a 1 many 1's.
Inductive: Assuming that the n th stage of the sequence has been constructed, add a 0 followed by a n+1 many 1's to the right hand side of the sequence.
For instance, if A = (2, 3, 5, . . .) then P A = (0, 1, 1, 0, 1, 1, 1, 0, 1, 1, 1, 1, 1, . . .). Using such a binary sequence P A, we construct Γ(P A) in the fashion of Example 3.11. As P A has infinitely many 0's and 1's then Γ(P A), the graph determined by P A, is MBhomogeneous. The eventual plan is to induce finite graphs onto the independent sets induced on Γ(P A) by strings of consecutive 1's in P A. By selecting a suitable countable family of pairwise non-embeddable graphs that do not appear in the age of Γ(P A), we ensure graphs of different ages. We prove two lemmas which form the basis for our construction of 2 ℵ 0 non-isomorphic examples of MB-homogeneous graphs. The second lemma is folklore; and the proof is omitted.
Lemma 3.16. Let P be any binary sequence. Then Γ(P ) does not embed any cycle graph of size m ≥ 4.
Proof. Let V X = {v i 1 , . . . , v im } ⊆ V Γ(P ), with m ≥ 4. Let X be the graph on V X with edges induced by Γ(P ), and suppose X is an m-cycle. As each vertex in a cycle graph has degree 2, we see that p i j = 0 for i j > i 3 . But this means that p i 4 = . . . = p im = 1 and so v i 4 has degree 0 in X. This is a contradiction and so X is not an m-cycle.
Lemma 3.17. Let C m and C n be two cycle graphs with m, n ≥ 3. Then C m embeds in C n (and vice versa) if and only if m = n; in which case they are isomorphic.
Hence C = {C n : n ≥ 4} is a countable family of pairwise non-embeddable graphs such that Age(Γ(P A)) ∩ C = ∅. Now suppose that A = (a n ) n∈N is a strictly increasing sequence of natural numbers with a i ≥ 4; construct Γ(P A) in the usual fashion. We have that the size of each I k in P A is a k . For each independent set Γ(I K ) ⊆ Γ(P A), draw an a k -cycle on its vertices, thus creating a new graph Γ(P A) ′ (see Figure 8 ). In particular, note that even with these additional structures, Γ(P A) is still MBhomogeneous as it has properties (△) and (∴). Since we have added so many structures to the age, we must be careful that we have not added extra cycles of sizes not expressed in the sequence A. The next proposition alleviates this concern.
Proposition 3.18. Suppose that A = (a n ) n∈N is a strictly increasing sequence of natural numbers with a 1 ≥ 4 and suppose that m ≥ 4 is a natural number such that m = a n for all n ∈ N. Then the graph Γ(P A) ′ outlined above does not contain an m-cycle.
Proof. Suppose that M ⊆ Γ(P A) ′ is an m-cycle. Then the edge set of M is a combination of the edges of the graph induced by the finite subsequence Q = (q i 1 , . . . , q im ) of P A (where i 1 < i 2 < . . . < i m ) on V M = {v i 1 , . . . , v im } and the edges from cycles added onto Γ(P A). We aim to show that M = Γ(I n ) for some n ∈ N; that is, the only cycles of size ≥ 4 in Γ(P A) ′ are precisely those we added in the construction. So assume here that Q contains a 0. As M is an m-cycle, d M (v) = 2 for all v ∈ M and so the only elements of Q that can be 0 are q i 1 , q i 2 and q i 3 . We split our consideration into cases.
Case 1 (q i 3 = 0). As we assume this, v i 3 is adjacent to both v i 1 and v i 2 . If q i 2 = 0, then v i 2 ∼ v i 1 creating a 3-cycle; this is a contradiction as M does not embed a 3-cycle. Therefore, q i 2 = 1 and so v i 1 is adjacent to some v i j where 3 < j ≤ m. Since q i j = 1 for all i j > i 3 , it follows that the edge between v i 1 and v i j was induced by an added cycle. This implies that v i 1 , v i j ∈ V Γ(I k ) for some k. Therefore, (b i 1 , . . . , b i j ) is a sequence of 1's where i 1 < i 2 < . . . < i j are consecutive natural numbers; a contradiction as i 1 < i 3 < i j and so 1 = q i 3 = 0. Hence, q i 3 = 0.
Case 2 (q i 2 = 0). Since this happens, v i 2 is adjacent to v i 1 and some vertex v i j = v i 1 ; so i j > i 2 . If q i j is 1, then v i j is non-adjacent to any vertex v i k with i k < i j and q i k = 0, as the construction of Γ(P A) ′ ensures that no edges are drawn in this case. But this is a contradiction as q i 2 = 0 and v i j ∼ v i 2 . So q i j must be 0 in this case; but i j > i 2 and so q i j = 1 by Case 1 and the argument preceding Case 1. This is a contradiction and so q i 2 = 1.
A similar argument to that of Case 2 holds for when q i 1 = 0 and so no element of Q is 0. Hence, Q is made up of 1's; however, it is still a possibility that these originate from from different I k 's. We now show however that every vertex of M comes from a single V I k for some k. As no element of Q is 0, we conclude that two vertices in M have an edge between them only if they are contained in the same V I k and have an edge between them in Γ(I k ). As M is connected, we have that M ⊆ Γ(I k ) for some k. Finally, as Γ(I k ) is an a k -cycle embedding an m-cycle, we are forced to conclude that m = a k by Lemma 3.17 and so we are done. 
Proof. As A and B are different sequences there exists a j ∈ N such that a j = b j ; without loss of generality assume that a j < b j . Hence Γ(P A) ′ embeds an a j -cycle; but as a j / ∈ B, by Proposition 3.18 Γ(P B) ′ does not embed an a j -cycle. Hence Age(Γ(P A) ′ ) = Age(Γ(P B) ′ ) and so they are not isomorphic.
These results prove the following: Theorem 3.20. There are 2 ℵ 0 many non-isomorphic, non-bi-equivalent MB-homogeneous graphs, each of which is bimorphism equivalent to the random graph R.
Proof. As there are 2 ℵ 0 strictly increasing sequences of natural numbers we have continuum many examples of Γ(P A) ′ by Corollary 3.19. As these graphs have different ages, this means we have constructed 2 ℵ 0 many non-isomorphic, non-bi-equivalent MBhomogeneous graphs. Furthermore, as each these examples has property (△) and (∴), they are bimorphism equivalent to R by Corollary 3.10. Finally in this section, we utilise this technique of overlaying finite graphs in order to prove the second main theorem of the section. Recall that a graph Γ is n-regular if every v ∈ V Γ has degree n for some n ∈ N. Proof. By a version of Frucht's theorem [15] there exists countably many 3-regular graphs Γ such that Aut(Γ) ∼ = H; and so, as there are only finitely many graphs of size less than or equal to 5, there exists a 3-regular graph ∆ of size n ≥ 6 such that Aut(∆) ∼ = H. By the handshake lemma (see p5 [11] ), such a graph must have a total of 3n/2 edges out of a total of (n 2 − n)/2 possible edges; as n ≥ 6, this means that ∆ must induce at least 6 non-edges.
Define a binary sequence P = (p i ) i∈N by the following:
So P is a sequence of n many 1's followed by alternating 0's and 1's. Using the notation established above for Lemma 3.12, it follows that |I 1 | = n and |O k | = |I m | = 1 for k ≥ 1 and m ≥ 2. Construct Γ(P ) on V Γ(P ) = {v 0 , v 1 , . . .} as illustrated in Example 3.11, and draw in edges on V I 1 such that Γ(V I 1 ) ∼ = ∆ to obtain a graph Γ(P ) ′ (see Figure 9 ). In a similar fashion to Proposition 3.15, we aim to show that V O i and V I i are fixed setwise for any automorphism α of Γ(P ) ′ through a series of claims.
Proof of Claim 1. As |V O k | = 1 for all k ∈ N, we have that V O i = {v a } and V O j = {v b }. Assume without loss of generality that a < b. We define the following sets:
Lemma 3.14 applies in this situation; so
As in the proof of Proposition 3.15, any maximum independent set of N (v a ), N (v b ) is contained in X a , X b respectively. Now, as Γ(V I 1 ) ∼ = ∆ is a 3-regular graph on more than six vertices, there exists some maximal independent set M ⊆ V I 1 of Γ(V I 1 ) with size greater than or equal to 2.
Now we consider the sets
the maximum independent sets of X a and X b respectively. As i < Here, V O k is fixed setwise for all k ∈ N; as |V O k | = 1 for all such k we have that they are also fixed pointwise. As in the proof of Proposition 3.15, we have that any V I k sandwiched between V O k−1 and V O k are the only vertices not adjacent to every vertex in V O k and adjacent to every vertex in V O k+1 . As V O k and V O k+1 are fixed setwise, we deduce that V I k is fixed setwise (and hence pointwise) for k ≥ 2. We conclude that V I 1 is fixed setwise under automorphisms of Γ(P ) ′ . Finally, we show that any bijective map γ : Γ(P ) ′ → Γ(P ) ′ acting as an automorphism on V I 1 and fixing everything else is an automorphism of Γ(P ) ′ . As every v ∈ V O k for all k is connected to each u ∈ V I 1 and every w ∈ V I m for all m is independent of each u ∈ V I 1 , we have that this map preserves all edges and non-edges of Γ(P ) ′ and so is an automorphism of Γ(P ) ′ .
Using this together with Theorem 1.7, it follows that for any finite group U there exists an oligomorphic permutation monoid that has U as a group of units.
Worked examples
This section is devoted to determining MB-homogeneity of examples of homogeneous structures. This investigation concludes in a complete classification of countable homogeneous graphs that are also MB-homogeneous.
There are a variety of ways to demonstrate that a structure M is MB-homogeneous. Firstly, if M is a homogeneous structure where each finite partial monomorphism h is also a finite partial isomorphism, then M is MB-homogeneous as we can extend h to an automorphism. If M is a graph, then it suffices to show that M has properties (△) and (∴) by Proposition 3.6. Finally, recall the remarks of Proposition 2.5; to prove that M is MB-homogeneous it suffices to show that M has both the 1PBEP and the 1PMEP. All of these techniques are used at points in demonstrating the following positive examples.
Example 4.1. Let Γ = K ℵ 0 , the complete graph on countably many vertices; this graph is homogeneous [19] . Suppose that h : A − → B is a monomorphism between two finite substructures of Γ. As there are no non-edges to preserve, it must preserve non-edges and so h is a finite partial isomorphism. Using homogeneity of Γ, we extend h to an automorphism (and hence a bimorphism) of Γ and so Γ is MB-homogeneous. Its complementΓ, the infinite null graph, is also MB-homogeneous by Proposition 3.1.
Example 4.2.
A tournament is defined to be an oriented, loopless complete graph. By a similar argument to the complete graph in Example 4.1, every finite partial monomorphism of a tournament is a finite partial isomorphism. So the three homogeneous tournaments (Q, <), the random tournament T and the local order S(2) (see Cherlin [10] ) are all MB-homogeneous. Example 4.3. Let R be the countable universal homogeneous undirected graph, also known as the random graph. It follows from the extension property characteristic to the random graph (see Figure 5 ) that R has properties (△) and (∴) (see Definition 3.5) and so is an MB-homogeneous graph by Proposition 3.6.
Example 4.4. Let D be the Fraïssé limit of the class of directed graphs without loops or 2-cycles, otherwise known as the generic digraph. It is well known that D satisfies the following extension property (see [1] ).
(DEP) For any finite and pairwise disjoint sets of vertices U, V, W of D, there exists a vertex x of D such that there is an arc from x to every element of U , an arc to x from every element of V , and x is independent of every vertex in W . (see Figure 10 for a diagram of an example.)
Using this, we show that D is MB-homogeneous by demonstrating that it has the 1PMEP and 1PBEP in turn.
Suppose that A ⊆ B ∈ Age(D) with B A = {b} and that f : A − → D is a monomorphism. Decompose A into three disjoint sets b − → = {a ∈ A : b − → a}, b ← − = {a ∈ A : b ← − a} and b = {a ∈ A : b a}. The fact that f is injective means that the sets b − → f, b ← − f and b f are pairwise disjoint subsets of V D. Using the DEP, select a vertex x ∈ V D such that x has an arc to all elements of b − → f , an arc from all elements of b ← − f and is independent of all elements of b f . Define g : B − → D to be the map such that bg = x and g| A = f ; due to our choice of x, this is a monomorphism. So D has the 1PMEP. Now suppose that X ⊆ Y ∈ Age(D) with Y X = {y} and thatf : X → D is an antimonomorphism. The fact that X is finite implies that imf is finite, and so there exists a vertex w ∈ V D such that w is independent of all elements in Xf by the DEP. We continue our investigation by focusing on a class of structures known as cores; a structure M is a core if every endomorphism of M is an embedding. Every ℵ 0 -categorical structure has a core, and is homomorphically equivalent to a model-complete core [3] . Cores play an important role in the theory of constraint satisfaction problems; see Bodirsky's habilitation thesis [4] for an introduction to the topic. Widely studied examples of cores include the countable dense linear order without endpoints (Q, <), the complete graph on countably many vertices K ℵ 0 , and its complementK ℵ 0 . Proving that a structure M is a core is a useful way to show that a structure is not MBhomogeneous, as this next result shows.
Lemma 4.5. Let M be a core such that there exists a finite partial monomorphism of M that is not an isomorphism. Then M is not MH-homogeneous (and hence, not MB-homogeneous).
Proof. Let h be a finite partial monomorphism of a core M that is not an isomorphism. As any endomorphism of M is an embedding, we cannot extend h.
We can use this result to detail some homogeneous structures that are not MBhomogeneous.
Example 4.6. Let G be the countable homogeneous K n -free graph for n ≥ 3. By results of Mudrinski in [28] , it is shown that G is a core for all such n. As there are finite partial monomorphisms of G that are not isomorphisms (send any non-edge to an edge, for instance) we have that G is not MB-homogeneous by Lemma 4.5.
Example 4.7. The oriented graph analogues of the homogeneous K n -free graphs are the Henson digraphs M T . These are the Fraïssé limits of the class of all digraphs not embedding elements of some set T of finite tournaments. We show that M T is a core for any non-empty T containing tournaments of three or more vertices.
Suppose for a contradiction there exists a γ ∈ End(M T ) such that for some independent pair of vertices v, w we have that vγ = wγ. Select a tournament Y ∈ T with the least number of vertices, and choose x, y ∈ Y such that x − → y. Create a oriented graph Y ′ by removing the arc between x and y, adding an extra vertex x ′ and drawing an arc x ′ − → y; see Figure 11 for an example. Now assume that there exists an independent pair of vertices v, w ∈ M T such that vγ − → wγ. Select a Y ∈ T in the same fashion as before, choose two vertices x − → y of Y and remove this arc to obtain a oriented graph Z that embeds in M T . Via homogeneity of M T , we find an isomorphic copy of Z with v, w in place of x, y respectively. Hence the image of Z under γ induces a copy of Y in M T ; a contradiction as Y does not belong to the age of M T . So M T is a core for any such set of tournaments T ; therefore M T is not MB-homogeneous by Lemma 4.5. . Draw an arc a − → b if and only if arg(a, b) < 2π/3; note that this means that S(3) embeds no directed 3-cycles. We show that this structure is a core.
Assume that there is an endomorphism γ of S(3) with aγ − → bγ for some independent pair of points a, b ∈ S(3). As this occurs, we have that both arg(a, b) and arg(b, a) > 2π/3. As arg(a, b) = 2π − arg(b, a), it follows that arg(b, a) < 4π/3. From this, there exists a point c such that arg(b, c) = arg(c, a) < 2π/3 and so b − → c and c − → a. The endomorphism γ then creates a directed 3-cycle (or a loop) and this is a contradiction. Now suppose that for some non-related pair a, b ∈ S(3), there is an endomorphism γ such that aγ = bγ. As before, we can find a point c ∈ S(3) such that b − → c and c − → a. As γ is an endomorphism it must preserve these relations and so bγ − → cγ and cγ − → aγ = bγ. Hence we have a directed 2-cycle and this is obviously false; so S(3) is a core. Applying Lemma 4.5 again implies that S(3) is not MB-homogeneous.
Finally, we note that as Proposition 2.5 is an if and only if statement, it is enough to prove that a structure M does not have the MEP or the BEP to show that M is not MB-homogeneous.
Example 4.9. Let D n be the generic I n -free digraph for n ≥ 3; this is a homogeneous digraph [10] . We show here that D n does not have the BEP, and hence is not MBhomogeneous by Proposition 2.5 So let T be some tournament on n − 1 vertices, and let U be the disjoint union of T with a vertex u. We note that T ⊆ U ∈ Age(D n ). Letf : T − → D n be an antimonomorphism sending T to an independent set of n − 1 vertices in D n ; such a substructure exists by construction. Then as antimonomorphisms preserve non-arcs, a potential image point for u in D n must be independent of Tf ; this cannot happen as then D n would induce an independent n-set. So D n does not have the BEP and hence is not MB-homogeneous by Proposition 2.5.
Example 4.10. Let H be the complement of the homogeneous K n -free graph for n ≥ 3. We note that H contains R as a spanning subgraph (as it is algebraically closed) and so it is MM-homogeneous as it satisfies the MEP [9] . However, as H does not embed an independent n-set, it does not contain an infinite null graph. As H is not complete (as it has a non-edge), it follows that H is not MB-homogeneous by Corollary 3.2.
Following this final example, we are able to present a complete classification of those homogeneous graphs that are also MB-homogeneous. Proof. We check every item in the classification of countably infinite, undirected homogeneous graphs given in [19] . We showed that those graphs on the list are MBhomogeneous in Example 4.1, Proposition 3.4 and Example 4.3. Any other disconnected homogeneous graph must be the a countable union of complete graphs or a finite union of infinite complete graphs; these are not MB-homogeneous by Proposition 3.4. The only other countable homogeneous graphs are the K n -free graphs and their complements; these are not MB-homogeneous by Example 4.6 and Example 4.10.
We end on some open questions concerning MB-homogeneous graphs in general. As we have seen, it would be an arduous task to classify MB-homogeneous graphs up to isomorphism; the idea of bimorphism equivalence represents the best hope to identify all MB-homogeneous graphs. A positive answer to the following question would constitute the best classification result possible for MB-homogeneous graphs, given the amount and range of examples above. Finally, we notice that every example of an MB-homogeneous graph in this article is also HE-homogeneous. This motivates our final question: Question 4.14. Is there a countably infinite MB-homogeneous graph that is not HEhomogeneous? Conversely, is there a HE-homogeneous graph that is not MB-homogeneous?
