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Abstract
Background: Progress testing is an assessment tool used to periodically assess all students at the end-of-curriculum
level. Because students cannot know everything, it is important that they recognize their lack of knowledge. For
that reason, the formula-scoring method has usually been used. However, where partial knowledge needs to be
taken into account, the number-right scoring method is used. Research comparing both methods has yielded
conflicting results. As far as we know, in all these studies, Classical Test Theory or Generalizability Theory was used to
analyze the data. In contrast to these studies, we will explore the use of the Rasch model to compare both methods.
Methods: A 2 × 2 crossover design was used in a study where 298 students from four medical schools participated. A
sample of 200 previously used questions from the progress tests was selected. The data were analyzed using the Rasch
model, which provides fit parameters, reliability coefficients, and response option analysis.
Results: The fit parameters were in the optimal interval ranging from 0.50 to 1.50, and the means were around 1.00.
The person and item reliability coefficients were higher in the number-right condition than in the formula-scoring
condition. The response option analysis showed that the majority of dysfunctional items emerged in the
formula-scoring condition.
Conclusions: The findings of this study support the use of number-right scoring over formula scoring. Rasch model
analyses showed that tests with number-right scoring have better psychometric properties than formula scoring.
However, choosing the appropriate scoring method should depend not only on psychometric properties but also on
self-directed test-taking strategies and metacognitive skills.
Keywords: Assessment, Multiple choice questions, Formula scoring, Number-right scoring, Rasch model, Reliability,
Validity, Construct-irrelevant variance
Background
Progress testing is a systematic, longitudinal assessment
method, by which students are periodically assessed at
end-of-curriculum level. Research has shown that the
progress test is a valid and reliable tool for measuring
knowledge growth [1–3], it reduces examination stress,
and it positively influences student learning [4].
Over the past few decades, test scores on assessment
tools based on multiple-choice questions (MCQs) have
been calculated in two ways: “number-right scoring” and
“formula scoring.” Number-right scoring implies that
only the number of correct answers is taken into ac-
count when calculating the total score, and that incor-
rect answers are not subtracted from the total score.
Number-right scoring has frequently been applied for a
number of reasons. First, its simplicity allows for an un-
complicated interpretation of the results for both stu-
dents and professionals. Second, number-right scoring
allows students to answer all questions, and their partial
knowledge is included in the outcomes. If students have
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partial knowledge about an item and can rule out alter-
natives with more or less certainty, they will obtain
higher scores [5]. Third, under the presumption that the
test tries to measure the knowledge a student has and
not just the knowledge that they are confident in using,
the willingness to guess is not accounted for in
number-right scoring, which reduces bias regarding
construct-irrelevant sources of variance due to risk-
avoidance behavior.
Although formula-scoring method tests are not fre-
quently used, except for progress tests in medicine, it
gives students the opportunity to acknowledge that they
do not know the correct answer instead of forcing them
to guess [6]. It is important to realize that students can-
not know everything. Due to the different knowledge
levels of the participating students in the case of pro-
gress testing, the inclusion of an “I don’t know” option
becomes a logical choice. In progress tests using formula
scoring, an “I don’t know” option – which does not lead
to a penalty – is included. When such a scoring method
is applied, junior students tend to answer a smaller per-
centage of the questions than senior ones. Formula
scoring offers an individualized way of correction for
guessing and may reduce random guessing to as low as
2% of the items [7].
Comparisons between number-right scoring and for-
mula scoring have been the subject of study for many
years. Data comparing the reliability of both methods
have yielded conflicting results. Formula scoring has
shown an increase [6, 8] and a decrease [9] in the
reliability coefficient as compared to number-right scor-
ing. This increase in reliability, however, might be related
to other constructs that are reflected in the final score
[10–12], such as risk-taking strategies [6, 13–15], gender
[16–19], self-efficacy beliefs, and metacognitive skills,
instead of students’ medical knowledge alone [6, 20,
21]. From a practical perspective, one could argue that
knowledge is only useful if the student is willing to use it
and that focusing only on the knowledge in the ‘heads’ of
students might be a case of construct-underrepresentation.
Furthermore, students have differed in their tendency to
choose the “I don’t know” option [17, 19, 22].
This study aims to answer the following research
questions:
a) Which scoring method provides fewer dysfunctional
items?
b) Which scoring method provides the most reliable
score?
Traditionally, Classical Test Theory (CTT) and
Generalizability Theory analyses have been used to in-
vestigate differences between number-right and formula
scoring [6, 8, 9]. In contrast to these previous studies,
we have based our data analyses on Item Response
Theory (IRT). IRT was chosen because it allows for an
estimate of student ability (theta) that is independent of
item selection; moreover, item difficulty (b) can be esti-
mated in a way that is independent of the sample of
students. These two properties are called parameter in-
variance. Additionally, IRT provides an estimate of the
measurement error at each point of the theta (ability),
which allows for an estimation of the reliability of each
student’s performance. Despite evidence of the advan-
tages of IRT models over CTT [23], it is only possible to
take full advantage of IRT if two assumptions are met.
The first assumption is unidimensionality, which implies
that a single underlying trait accounts for the perform-
ance of the student. The second assumption is local in-
dependence, which implies that test items cannot be
related to each other [24]. For more information about
IRT and the comparison between IRT and CTT, see
Downing (2003) [25] and De Champlain (2010) [26].
Since IRT models are more sensitive to construct-
irrelevant sources of variance, we expected that the tests
taken using the number-right scoring condition would
be more reliable and have better validity. In addition,
fewer dysfunctional items should emerge for the tests
that use the number-right scoring condition.
Methods
To answer our research questions, an experiment was
designed comparing the number-right and formula-
scoring methods using a 2 × 2 crossover design (Table 1).
For the first test of group A, formula scoring was used
and, for the second, number-right scoring, whereas
group B was tested the other way around. This design
avoided cueing and priming effects, and ensured similar
student knowledge levels.
Participants and procedure
Medical students from years 2, 3, and 4 were invited to
participate in the experiment. Unlike year-one students,
their knowledge levels were expected to be sufficient to
provide useful information, and they would then be
more likely to make an educated guess instead of not an-
swering an item (the “I don’t know” option). Addition-
ally, years 2, 3, and 4 medical students were chosen
because they were in a structured learning environment,
where there was likely to be more homogeneity in the
Table 1 Crossover design of tests 1 & 2 versus groups A & B






Test 1 Formula scoring (FS) Number-right scoring (NR)
Test 2 Number-right scoring (NR) Formula scoring (FS)
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cohorts in terms of educational experience. Two hun-
dred ninety-eight students from four Dutch medical
schools participated in the experiment (Table 1).
In this particular research field, it is important for the
participating students to already be acquainted with the
blueprint and the test format. Our participants were fa-
miliar with both types of questions and scoring methods,
since they had taken both kinds of tests at least five
times. This provided a methodological advantage that
enabled us to better establish construct validity through
the comparison of scores, minimizing measurements of
other traits [5, 11].
Instruments
The Dutch progress test covers the whole domain of
medical knowledge at end level, based on the Dutch
National Blueprint for the Medical Curriculum. The
progress test is simultaneously administrated four
times a year to all medical students who take part in
the consortium. At that time, roughly 10,000 students
take the progress test. Each progress test consists of
200 multiple-choice questions. Since 2005, the Dutch
Interuniversity Progress Test has comprised items
with a varying number of response options, ranging
from 2 to 5. The penalty for guessing for each item
varies according to the number of distracters (−1/[the
number of answer options-1]), ranging from −1.00
to −0.25.
We selected 250 questions out of seven progress tests
that had been administered between 2005 and 2007.
Subsequently, we reduced the number of questions to
200 items with a p-value > .25, indicating the probability
of the question being answered correctly in a cohort of
students. We created two equal tests of 100 multiple-
choice questions, based on the progress test blueprint.
Both sets of 100 questions were equally distributed in
terms of mean p-values, based on the results of
graduate level students, through use of the sum of
p-values, the sum of p-corrected, the total of “I don’t
know” options chosen, and the total number of dis-
tractors per question (2, 3, or 4). All those statistics
are based on Classical Test Theory and were gath-
ered from the quality control of the Dutch progress
test consortium.
Students were divided into two groups: Group A took
the first set of 100 items under formula-scoring condi-
tions and group B the same items under number-right
scoring conditions. For the second set of 100 items, it
was the other way round: group A under number-right
scoring conditions and group B under formula-scoring
conditions. For the test using formula-scoring, students
could choose an “I don’t know” option. For the test
using the number-right scoring, the “I don’t know” op-
tion was not available, and students had to give an
answer. An example of a question in the formula-
scoring test is:
In patients with hydrocephalus, the cerebrospinal fluid
is in most cases re-routed through a shunt system from
the lateral ventricles
a) To the venous system
b) To the thoracic duct
c) To the peritoneal cavity
d) To the spinal cord
e) I don’t know
The same question was in the number-right test.
In patients with hydrocephalus, the cerebrospinal fluid
is in most cases re-routed through a shunt system from
the lateral ventricles
a) To the venous system
b) To the thoracic duct
c) To the peritoneal cavity
d) To the spinal cord
Data analysis based on item response theory (IRT)
There are several IRT models available, but the Rasch
model was used for several reasons. First, it is a simpler and
stricter model than the 2-parameter and the 3-parameter
logistic models, which means that the Rasch model is
more susceptible to a violation of the data than the
2-parameter and the 3-parameter logistic models [26, 27],
thus allowing dysfunctional items to be identified. The
Rasch model requires a smaller sample size. For a two-
tailed 99% confidence interval, the minimum sample size
is 108 subjects [28]. Furthermore, it is widely used in med-
ical education [29–33].
Preliminary analysis
Unidimensionality was tested using the Principal-
Components Analysis of Residuals (PCAR) and a fit-only
approach [34]. The latter has two fit parameters for per-
son and item. Whereas infit excludes the outliers from
the analysis, outfit includes the outliers from the ana-
lysis. Both infit and outfit were calculated using the
mean square (MS). The optimal fit value is 1.00 [35]
with a range from .50 to 1.50 [36] for both the person
and the item. However, violations of the fit parameter
for a person are better tolerated and expected, whereas
items with infit and outfit higher than 2.0 are a threat to
the validity of the test [36] and are recommended
for exclusion.
For the Principal-Components Analysis of Residuals,
we first considered whether another dimension would
have more than two items. If so, we further investigated
the amount of explained variance. Correlation of the
standardized residual was calculated to check the local
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independency. If items present a correlation lower than
0.7, the local independency assumption holds.
Linking and equating
Linking and Equating was not deemed necessary, be-
cause both groups answered the same multiple-choice
questions. Our 2 × 2 crossover design (Table 1) ensured
similar student knowledge levels in both scoring
methods, which controlled for guessing and discrimin-
ation of the items throughout the groups. Furthermore,
a post analysis of the level of students’ ability revealed
no significant difference between students in Tests 1
and 2 (t = 1.803, p = 0.07 and t = 1.771, p = 0.08, re-
spectively). Since the data were analyzed using the Rasch
model, which has the property of parameter invariance,
all four groups were comparable.
Calibration of the Rasch models
The four tests were analyzed and calibrated separately,
since we were interested in comparing the psychometric
properties of both scoring methods. Because of that, the
most appropriate Rasch model for each condition needed
to be chosen. For formula scoring, we used the Rasch
Partial Credit model for polytomous categories, since the
categories follow an ordinal arrangement with the right
answer having the highest (5), the question mark having
the second highest (4), and the penalties having the lowest
values, representing the amount of penalty (3, 2, and 1).
The penalty was recoded according to the number of dis-
tractors. Items with two-options answers were recorded as
one; three-option items were recoded as two; and four op-
tions as three, since the penalty is higher in cases of fewer
distractors. For the number-right scoring, we used the
Rasch dichotomous model. All data were analyzed using
Winsteps 3.70.1.1 (Winsteps Rasch Measurement 2009).
To answer our first research question, the response-
option analysis was conducted to evaluate the average
ability for each response option. This analyzes the
appropriate category order (whether the category of
polytomous items is ordered as expected).
To answer our second research question, we calculated
two reliability coefficients based on the Rasch, one for the
person and another for the item. The latter is an indication
of sample size. Low item reliability means that the sample
size is not large enough to estimate the parameters. The
person reliability is equivalent to the traditional test reli-
ability (e.g., Kuder-Richardson-20, Cronbach’s alpha); low
values can indicate a small number of items or a narrow
range of person measurements. The person reliability coef-
ficient is calculated using measurement standard errors.
Results
First, we will describe the analyses of dimensionality, fit
parameter, and local independence. After that, we will
present the Rasch reliability coefficients for person and
item. Finally, we will describe the dysfunctional items.
Preliminary analysis
The four tests had three or four items in the first con-
trast, which could indicate a second dimension. The
variance explained by the items in the number-right
scoring condition was higher than five times the vari-
ance explained by the first contrast: 17.9% vs. 3.3%. In
addition, the explained variance in the first contrast was
smaller than the variance explained by persons and
items. Comparable values were found for the items in
the formula-scoring condition: The explained variances
were 17.9 and 3.7% for the first contrast.
Regarding the items, the fit parameters were in the op-
timal interval from 0.50 to 1.50 [36], and the means
were near 1.00, which is the optimal value for the infit
and outfit. Mean, standard deviation, minimum and
maximum of measurement, infit, outfit, and error based
on Rasch outcomes are shown in Table 2.
There was only one item in the formula-scoring condi-
tion of group B that had outfit higher than 2.00. Regard-
ing the person parameters, there were some violations of
the maximum and minimum value of the recommended
interval, especially in the formula-scoring condition.
Regarding local independency, the highest correlation
of the standardized residual was 0.35. If items present a
correlation lower than 0.7, the local independency as-
sumption holds. Locally dependent items are considered
as threats to unidimensionality [24, 25].
Which scoring method provides fewer dysfunctional
items?
There was a clear difference in numbers of dysfunctional
items between the formula-scoring and number-right tests.
Most dysfunctional items were found (1) when participants
in the question-mark category had higher or equal ability
versus those in the right-answer category (n = 7) and (2)
when participants in the penalty category had higher ability
versus those with a correct answer or a question mark
(n = 25). For both groups in the number-right condition, (1)
5 items had the higher ability in the wrong category, and (2)
one item had the same ability between the right and wrong
categories. Table 3 summarizes the dysfunctional items in
terms of the relationship between ability and category.
Based on these findings, all dysfunctional items were ex-
cluded from the model in terms of further analysis. After
the exclusion of items, the variance explained by the items
increased, and the fit parameters were in the optimal inter-
val. There was no item with an infit or outfit above 2.0.
Which scoring method provides the most reliable score?
Interestingly, the reliability coefficients for person were
higher after the exclusion of the items, whereas the
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reliability coefficients for the items were similar for both
scoring methods. After the exclusion, the Rasch reliabil-
ity coefficients for person and item for each test are
shown in Table 4. The reliability coefficients ranged
from 0.73 to 0.82 for the persons and from 0.94 to 0.96
for the items. The item reliability coefficients were
comparable in both conditions. However, the person re-
liability coefficients were higher in the number-right
(0.80 and 0.82) than in the formula-scoring condition
(0.73 and 0.77) on Tests 1 and 2, respectively.
In Figs. 1 and 2, the influence of both the scoring
methods on the same items is visualized in Tests 1 and
2. As is visualized at the left side, the items using the
formula-scoring method ranged from −2 to 2 logit for
both tests, while the items using the number-right scor-
ing method ranged from −5 to 3 and −3 to 3 logit. The
items using formula scoring varied less in terms of diffi-
culty than the items using number-right scoring, result-
ing in lower discrimination regarding student ability.
Because of that, the students subjected to number-right
scoring could be better differentiated in both tests than
those students subjected to formula scoring. The
difference in variability also explains why the re-
liability for number-right scoring was higher than for
formula scoring.
Discussion
In this study, the Rasch model methodology was used to
investigate whether number-right or formula scoring
should be preferred for progress testing. The outcomes
of the Rasch model analysis showed that item-reliability
coefficients were comparable. Number-right scoring pre-
sented higher person reliability coefficients and fewer
dysfunctional items than formula scoring.
Our methodology and findings differ from previous
studies in several ways. The 2 × 2 crossover design is
especially useful for avoiding cueing and priming effects
during data collection. Moreover, we ensured that all
students answered different tests in both conditions,
which allowed us to assume similar knowledge levels in
Table 2 Mean, standard deviation, minimum and maximum of measurement, infit, outfit, and error for items and person
Items Person
Measure Infit Outfit Error Measure Infit Outfit Error
Test 1 FS Mean 0.00 1.00 1.00 0.12 0.32 1.04 1.00 0.13
SD 0.55 0.05 0.10 0.05 0.25 0.37 0.41 0.01
Minimum −1.85 0.91 0.52 0.05 −0.38 0.41 0.36 0.11
Maximum 1.55 1.22 1.48 0.38 1.54 2.51 2.21 0.21
NR Mean 0.00 1.00 1.00 0.20 0.24 1.00 1.00 0.23
SD 1.17 0.06 0.10 0.07 0.50 0.09 0.20 0.01
Minimum −4.15 0.84 0.79 0.17 −1.32 0.81 0.72 0.22
Maximum 2.57 1.12 1.37 0.71 1.57 1.29 2.58 0.26
FS Mean 0.00 1.00 1.03 0.12 0.33 1.03 1.03 0.12
Test 2 SD 0.59 0.05 0.14 0.05 0.25 0.35 0.44 0.01
Minimum −2.68 0.90 0.83 0.05 −0.31 0.27 0.34 0.11
Maximum 1.71 1.25 2.02 0.39 1.27 2.14 3.46 0.18
NR Mean 0.00 1.00 0.99 0.18 0.24 1.00 0.99 0.22
SD 0.90 0.06 0.10 0.03 0.51 0.10 0.15 0.01
Minimum −2.32 0.85 0.66 0.17 −1.53 0.78 0.66 0.22
Maximum 2.42 1.13 1.19 0.30 1.75 1.32 1.53 0.27
FS formula-scoring group, NR number-right scoring group
Table 3 Differences between formula score and number right
from a Rasch perspective, influence on items
W > R W = R ? = P ? > R ? = R P >? P >?;R Total
Test 1 FS NA NA 3 5 0 6 2 16
NR 5 1 NA NA NA NA NA 6
Test 2 FS NA NA 1 1 1 11 6 20
NR 5 1 NA NA NA NA NA 6
FS formula-scoring group, NR number-right scoring group, W Wrong, R Right,?
Question Mark, P Penalty. Count, NA not applicable
Table 4 Person and Item reliability coefficient per test based on
the Rasch
Test 1 Test 2
FS NR FS NR
Person reliability 0.73 0.80 0.77 0.82
Item reliability 0.94 0.96 0.94 0.96
FS formula-scoring group, NRB number-right scoring group
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both conditions. Another methodological difference was
the use of the Rasch model. To our knowledge, this has
not been done in previous studies. Regarding our results,
two main findings emerged. First, person reliability coef-
ficients, which are similar to CTT reliability coefficients,
were clearly higher for number-right scoring for both
tests, which contradicts some previous studies [6, 8].
Higher person reliability indicates that the test can dif-
ferentiate better between levels of student ability and
that obtaining the same ordering of students using re-
peated measurements is more likely [35]. This study
shows that it is possible to obtain higher reliability coeffi-
cients with fewer items when the Rasch model is used.
Further studies are necessary to investigate whether our
findings are transferable to other years in medical school.
Second, the response options analysis showed clear
differences between number-right scoring and formula
scoring. The formula-scoring tests produced around
three times more dysfunctional items. In theory, the
question-mark category could have higher ability aver-
ages, since students who know the content would also
be aware of what they do not know. However, the
highest number of dysfunctional items emerged when
students in the penalty category had a higher average
ability than students in the right or question-mark cat-
egories. At the same time, our results showed that there
were only two items that were dysfunctional in both
scoring conditions. Therefore, we believe that formula
scoring could be a possible source of dysfunctionality. To
our knowledge, this is the first study to indicate that for-
mula scoring may possibly be a contributing factor in this
phenomenon. Further studies are necessary to investigate
whether formula scoring contributes to item misfit.
Some limitations have to be considered. Students’ test-
taking strategies may change after a series of tests. In
this particular study, however, students were already
Fig. 1 Map of question difficulty and student ability for Test 1. Left hand side shows questions under the formula scoring method and the right
hand side shows questions under the right number scoring method
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acquainted with both scoring methods. The second
limitation may be that the experimental setting is some-
what artificial. In reality, the progress test is a mix of
summative and formative formats, so the scores in our
study may be biased by the students’ willingness to par-
ticipate. The formative format allows students to receive
feedback without the risk of being categorized. A sum-
mative decision is only made after a serious of progress
tests. Third, there may be small recognition effects due
to our item sample. Some of the students may have
answered some of the questions three or more years
earlier. The final limitation may be that the reliability
estimates could not be compared between years of
medical school separately.
Despite the importance of the psychometrics proper-
ties of a test, other aspects should be taken into consid-
eration, especially because the progress test is just one of
the many assessment tools that are used to evaluate stu-
dent learning. Since we do not expect junior students to
be able to answer all questions, the inclusion of an “I
don’t know” option becomes a logical choice. However, a
recent study has demonstrated that students in the later
years are more likely to guess and actually answer a
question incorrectly than first-year medical students
[37], which raises the question of the educational pur-
pose of the “I don’t know” option. At the same time,
formula scoring may penalize students with more know-
ledge, since they are less likely to guess and so do not
Fig. 2 Map of question difficulty and student ability for Test 2. Left hand side shows questions under the formula scoring method and the right
hand side shows questions under the right number scoring method
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answer items that they only have partial knowledge
about [11]. Additionally, the use of formula-scoring
causes bias due to both item-specific and systematic
willingness to guess. Item-specific means that students
weigh the penalty for an incorrect answer against the
probability of a correct answer [38]. Systematic willing-
ness to guess means that some students are more willing
to guess than others, for example, male students appear
to guess more often than female students [16]. Formula
scoring may encourage students to use self-directed test-
taking strategies. This may happen, for example, if an
item has a higher penalty, because it has fewer response
options. Whether a student will answer an item will
therefore not just depend on the student’s estimate of
the probability of answering the item correctly but also
on the risk-avoidance behavior of the student [14]. This
may introduce noise into the test, since the score vari-
ance may also be influenced by self-efficacy beliefs and
metacognitive skills instead of students’ medical know-
ledge alone [6, 20, 21]. Our finding that the person
reliability coefficient is lower in the formula-scoring
condition supports these considerations. It is, however,
encouraging that the item reliability coefficients of both
conditions were similar in terms of the impact of for-
mula scoring on students’ learning behavior. Future
studies are necessary in order to investigate whether the
use of the “I don’t know” option leads to increased self-
efficacy beliefs. Further research on the use of Rasch ana-
lysis for progress testing is still necessary, especially taking
into account the longitudinal character of the test.
Conclusions
Rasch model analyses showed that number-right tests
have better psychometric properties than formula scor-
ing. Based on our psychometric analysis alone, the use
of the number-right scoring method seems logical for
multiple-choice question tests.
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