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Practical Issues in Constructing a Bayes Belief Network 
Max Henr ion  
Department of Engineering and Public Policy and Department of 
Social and Decision Science, Carnegie-Mellon University, 
Pittsburgh, Pennsylvania 15213 
Bayes belief networks and influence diagrams are tools for constructing coherent 
probabilistic representations of uncertain expert opinion. The construction of such a 
network with about 30 nodes is used to illustrate a variety of techniques that can facilitate 
the process of structuring and quantifying uncertain relationships. These include some 
generalizations of the "noisy OR gate" concept. Sensitivity analysis of generic elements 
of Bayes networks provides insight into when rough probability assessments are sufficient 
and when greater precision may be important. 
NAIVE: A Method for Representing Uncertainty and Temporal 
Relationships in an Automated Reasoner 
Michae l  C. H igg ins  
Hewlett-Packard Laboratories, 1651 Page Mill Road (28(?), Palo 
Alto, California 94304 
This paper describes NAIVE, a low-level knowledge representation language and 
inferencing process. NAIVE has been designed for reasoning about nondeterministic 
dynamic systems like those found in medicine. Knowledge is represented in a graph 
structure consisting of nodes, which correspond to the variables describing the system of 
interest, and arcs, which correspond tothe procedures used to infer the value of a variable 
from the values of other variables. The value of a variable can be determined atan instant 
time, over a time interval, or for a series of times. Information about the value of a 
variable is expressed as a probability density function that quantifies the likelihood of 
each possible value. The inferencing process uses these probability density functions to 
propagate uncertainty. NAIVE has been used to develop medical knowledge bases 
including over 100 variables. 
Reasoning About Beliefs and Actions Under Computational 
Resource Constraints 
Er ic  J. Horv i tz  
Medical Computer Science Group, Knowledge Systems 
Laboratory, Stanford University, Stanford, California 94305 
Enthusiasm about he use of reasoning systems within high-stakes domains like medicine 
has stimulated interest in characterizing the behavior of the systems in terms of a coherent 
theory of rationality. Although many investigators affirm a desire to build reasoning 
systems that behave consistently with the axioms of probability theory and utility theory, 
limited resources for engineering and computation may make a complete normative 
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analysis impossible. This paper is an attempt to move discussion beyond the debate over 
the scope of the problems that can be handled effectively to cases where it is clear that 
there is insufficient computational or engineering resource to perform an analysis deemed 
to be adequately complete. Under these conditions, it is important to consider the 
expected costs and benefits of alternative computation and knowledge-acquisition 
strategies. The paper focuses on incorporating knowledge about inference-related costs 
associated with the use of alternative inference strategies under varying time constraints. 
It discusses how knowledge about he structure of user utility can be used to control 
computational value trade-offs for tailoring inference to alternative contexts. In this 
regard, a framework and language for the formal meta-level analysis of problem 
formulation and inference is introduced. Finally, the notion of real-time rationality is 
addressed, focusing on the application of knowledge about the expected timewise- 
refinement abilities of reasoning strategies to balance the benefits of additional 
computation with the costs of acting with a partial result. 
Dempster-Shafer versus Probabilistic Logic 
Daniel Hunter 
Northrop Research and Technology Center, One Research Park, 
Palos Verdes Peninsula, California 90274 
The combination of evidence in Dempster-Shafer theory is compared with the 
combination f evidence in probabilistic logic. Sufficient conditions are stated for these 
two methods to agree. It is then shown that these conditions are minimal in the sense that 
disagreement can occur when any one of them is removed. An example is given in which 
the traditional ssumption of conditional independence of evidence on hypotheses holds 
and a uniform prior is assumed, but probabilistic logic and Dempster's rule give radically 
different results for the combination of two evidence vents. 
Higher Order Probabilities 
Henry E. Kyburg, Jr. 
Department of Philosophy, University of Rochester, Rochester, 
New York 14627 
A number of writers have supposed that for the full specification of belief, higher order 
probabilities are required. Some have even supposed that there may be an unending 
sequence of higher order probabilities ofprobabilities ofprobabilities . . . .  In the present 
paper it is shown that higher order probabilities can always be replaced by the marginal 
distributions ofjoint probability distributions. The discussion considers both the case in 
which higher order probabilities are of the same sort as lower order probabilities and that 
in which higher order probabilities are distinct in character, as when lower order 
probabilities are construed as frequencies and higher order probabilities are construed as 
subjective degrees of belief. In neither case do higher order probabilities appear to offer 
any advantages, either conceptually or computationally. 
