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1. IN~R~DLXTIO~: 
Consider the second order ordinary differential equation 
N” “f(t, x) = 0, (l-1) 
where f and x are either scalars or tl-vectors, j(l, X) is continuous in (t, x), 
0 :<< t CC< T and f (t, 0) = 0. In this paper we provide sufficient conditions, 
in order that (1.1) have nontrivial solutions w(t) satisfying the boundary 
conditions 
x(O) = 0 L z x(T), (1.2) 
or the more general separated boundary conditions 
jax(0) -- 6x’(O) =. 0, 
!cx(T) -! dx’( 1’) - = 0, (1.3) 
a, h, c, d > 0, a -(- b > 0, E -1 d > 0, a L c > 0. 
We approach the study of these problems by establishing two general 
fixed point theorems for completely continuous operators A which leave 
a positive cone K in a Banach space E invariant. These fixed point theorems 
arc then applied to the study of the above boundary value problems. 
The type of result we obtain may best be illustrated by means of the 
following example. 
Let p(t) be a continuous nonnegative function on [0, XI) having only 
isolated zeros. Then for any T > 0, the equation 
X” + p(t)(sgn x) i x iv --: 0 (1.4) 
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has a nontrivial solution x(t) with x(0) = x(T) = 0, or x(0) = x’(T) = 0 
for any y, 0 < y < 00, y # 1. 
This generalizes a result of Moore and Nehari [I] for the equation 
x” + p(t)x2n+l = 0. (1.5) 
Further, we are able to include a result obtained by Nehari [2] for the 
equation 
xv + xF(x2, t) = 0. (1.6) 
Using existence and comparison theorems from [3, 41 we are further 
able to apply our fixed point theorems to the study of similar problems 
for delay and functional differential equations. For example we are able 
to show that under suitable hypotheses on g(t) (the delay) and p(t) the 
equation 
xM + P(t) w &W I 4&W ‘= 0 (1.7) 
will have a nontrivial solution x(t) satisfying the boundary conditions 
x(t) = m>, t < 0, I(0) = 0, x(T) = 0, (1.8) 
whenever I(t) 3 0 (< 0), / J(t)/ is sufficiently small and y > 0, y f 1. 
2. PRELIMINARY RESULTS-FIXED POINT THEOREMS 
In this section we establish two fixed point theorems which we shall 
use to prove existence theorems for positive solutions of various types of 
boundary value problems. These fixed point theorems bear some resemblance 
to the compression and expansion theorems of Krasnosel’skii [5, 61 for 
completely continuous positive operators. Our theorems, however, are more 
suitable to the applications to boundary value problems to follow. 
For the readers convenience we shall first provide some definitions. 
DEFINITION 2.1. Let E be a real Banach space. A set KC E is called a 
positive cone or simply a cone if 
(a) K is closed, 
(b) if u, ZJ E K, then olu + pv E K for all nonnegative scalars 01, E, 
(c) for every x E E, x f 0, at least one of the pair x, --x does not 
belong to K. 
DEFINITION 2.2. Let KC E be a cone, we say x < y if and only if 
y--xEK. 
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DEFIXITIOS 2.3. An operator A : E ---* B is called positive (with respect 
to a cone K) if A(K) C K. 
l’hc following lemma, to be found in Krasnosels’kii [6] will be used in 
the proofs of the theorems to follow. 
LEMMA 2.4. Let E be a real Banach space with a cone K and let A be 
a completely continuous positive operator on E. Let there exist positive constants 
r, Ii, 0 -:: r < R such that 
Ar _ !VO’ if XE K, I4 x!’ -= r 
i% , if x E K, I/ x 1 =- R, ’ 
where ! z’,) I < r < R < 1: u. /I. Then the operator A has ut least one fixed 
point s E EC, I’ < !I x j; < R. 
Proof. See Lemma 4.5, p. 147, of [6]. 
THEOREM 2.5. Let the norm j !I of E be monotone Gth respect to the 
cone K (i.e., for all x, y E K with x :< y, 1, x 1 < i y I,) and let A be a completely 
continuous positive operator satisfying the following conditions: 
(a) There exists k E K, :, k ‘1 < r, such that all solutions s E k’ of 
x = AAs + (1 - A)k, 0 < h < 1 (2.1) 
satisfy ,, Y + r. 
(b) There exists h E K, /I h I’ > R > r such that all solutions y E K of 
y =. Ay + M, O<h<l 
satisfy y f R. 
Then R has at least one fixed point x E K zcith r ~1 x I 
Proof. Choose positive numbers (Y, /3, y such that 
r - 01 : 0, R -, 28 < /I h ) , 
Ri-,6b 
R ---- - 
Y 
and define the completely continuous positive operato] B b, 
(2.2) 
.. R. .2. 
-1 
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B, so defined, satisfies the following conditions: 
k, if ~EK and (1 x I( = Y -- (Y 
if ~EK and 1; x 11 -== R + 2/3. 
Since [(r - a)/~] ,I kl: < Y -- cy < R + 2/3 < I! h I), we may apply Lemma 2.4 
to conclude that B has a fixed point x E K with r - 01 < jj x ,j < R -+ 2& 
We examine three cases to conclude that in fact I < (j x ji < R and hence 
that x is a fixed point of the operator A. 
Case 1. I - (Y < 1; x ,I < Y. Then 
and hence the element z :-. rx/j/ x il satisfies I! z I/ =-I Y and z = hAa j (1 - h)k, 
where 
Further, 0 < h < 1. 
By hypothesis (a) ,I z Ij -/ I’, a contradiction. 
Case2. R<l;x,i <R+/3. 
The clement y = Rx/,1 x ‘/ then satisfies i y 11 = R and y I= Ay -I- A/r, 
where 
x=;ppR - . 
Y 
Since 
o<x,8,R--OV I -2 - . 
Y --x-r =:= ’ 
our hypothesis implies that j, y ;! f R, a contradiction. 
Case 3. Rfj3 <!; x I < R -+ 2/L Then 
Since 1’ . ,I is monotone with respect to K, we have that II x 1’ > I! h // > R -!L 28, 
a contradiction. 
The three cases together then imply that Y 5; 11 x !I < R, completing the 
proof. 
The previous theorem will be used to study boundary value problems 
whose nonlincarities are supcrlinear. In the sublinear case the following 
theorem applies. 
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THEOREM 2.6. Let A he a completely continuous positice operator satisfying 
the following conditions: 
(a) There exists k E K, )I k 1, = 1, and a number r > 0 such that all 
solutions y c K of 
y = Ay -I- Ak, O<A<x 
satisfy 1: y ‘1 -;A r. 
(b) There exists R > r such that all solutions z CI K of 
z = AAx, O<A-zl 
satisfy) :I z ,’ .f R. 
Then A has a jixed point x E K, r .< j! x ‘1 < R. 
Proof. Choose (Y > 0, 0 < Y - 01 < r and define the completely con- 
tinuous operator B by 
Since A is completely continuous there exists R, Ga R >, 0 such that H 
maps the ball {.x : !I x ,; -2 R,} back into itself. By the Schaudcr Fixed Point, 
‘l’he operator R will have a fixed point x, I! x 1, <i H, . As in the proof of the 
previous theorem we may consider several cases to show that r :<l I; x Ii < R 
and hence that x is a fixed point of A. The details are similar, we shall therc- 
fore omit them. 
3. S~srmtS 01; 5ox1,1sm~ DIFFERIXTIM. EQUATIONS: 
THE SUPERLINEAR (1.4~ 
Let B be the linear space of all continuous functions s(t) 7. (xl(t),..., Qt)), 
0 Y; t -1 Y’, withx(0) : 0 -- x(T), where for x E I;, ‘1 x ;’ rnaxoGts*r x(t);, 
the vector norm ! . 1 being defined by I u =- max, -.,I<,, j uIr j. 
Let K be the collection of all x E E with xk(t) :r- 0 on 0 :<: t :<< 7’ and 
xk(t) concave on [0, 7’1, 1 s k < 71. If x E K WC write 0 5: x and similarly 
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if zc E [w” and uk > 0, 1 < k ,< n, we also write 0 < U. (No ambiguity 
will arise by using “<I’ for both of the partial orderings implicit in these 
inequalities.) 
Letf(t, U) be continuous on [0, T] x [w” with values in IR”. In this chapter 
we investigate the question of the existence of nontrivial solutions of the 
BVP. 
1 
xn +f(t, x) = 0 
x(0) = 0 = x(T). (3.1) 
In fact, we give conditions under which (3.1) will have nontrivial solutions 
x(t), with x E K. 
THEOREM 3.1. Assume f (t, u) 3 0 for 0 < t < T, and let f satzkfy the 
following conditions: 
(a) There exists a continuous nornegative function q(t) = (VI(t),..., v,(t)) 
with 
s ’ G(t, s) qk(s) ds d 1, 
l<k<?Z, 
0 
where G(t, s) is the (nonnegative) Green’s function associated with the scalar 
BVP y” = -h(t), y(0) = 0 = y(T), and a positive number r > 0 such that 
.fk(& u> < pk@) j u 1, 1 < k < n, 0 < t 6 T, 0 < u, j u 1 < Y. (3.2) 
(b) There exists a constant R > Y such that all solutions x E K of the 
differential inequality 
xs + f (t, x) ,< 0 (3.3) 
satisfy Ij x 11 # R. 
Then the BVP (3.1) has a solution x E K, Y < I/ x j/ < R. 
Proof. Define the operator A : E -+ E by 
(Ax)(t) = j-1 G(t, s> f (s, x(s)) ds. (3.4) 
Fixed points of (3.4) are solutions of (3.1) and conversely (see [7]). The 
operator A is completely continuous and leaves the cone K invariant. We 
now show that the conditions of Theorem 2.5 are satisfied for the operator A 
given by (3.4). 
Let k = 0 E K and let x be a solution of (2.1), i.e., 
x = XAx, O<h<l. 
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If ‘1 x :! :- Y, then 
Xk(t) . . . . x jr G@, s>fk(s, x@)) ds d h 1’ G(t, s) q,it(s) ds ,; x /, G hr, 
0 0 
1 <k<nn. 
Hence iI h: ,I -51 Xr. Since 0 < X < I, 1; x jl cannot equal r. 
Thus part (a) of Theorem 2.5 is satisfied. 
Sext let h e K, h E C2[0, 7’1, ,] h 11 > K, and consider the operator equation 
(2.2), i.e., 
y = Ay + Ah, O<h<l. 
If y E K is a solution of (2.2), then 
y” $ f(t, y) = Ah” < 0. 
By hypothesis (b), j’ y 11 # R. 
i\ll conditions of Theorem 2.5 are therefore satisfied and we conclude 
the existence of a solution x E K of (3.1) with T < ii x ‘1 < R. 
We now apply Theorem 3.1 to several concrete situations. Some of the 
applications we give arc extensions of known results contained in [I, and 21. 
As a first application we consider the frictionless second order system 
XI -!- 2 akj(l)(sgn xj) : xj jykl -= 0 
j-z) 
x,(O) := 0 = Xk(T), 1 :;:k:<n. 
(3.5) 
‘THEOREM 3.2. Let ski(t) be nonnegative and continmus on [0, T] and let 
Ykj>l, 1 <k, j < n. Further usszmze that min{a,,(t),..., u&t)} $ 0 on 
[0, T]. Then there exists a nontrivial solution x E K of (3.5). 
Proof. For u E W, u ,>, 0, j u j :s r, let pk(t) = CTL., ukj(t) r’aj--l and let 
fk(t, u) = CryI a,C,(t) up. 
Thenf,(t, u) < y,:(t) ! u j, 1 < k :g n, 1 u / :< r. Further, 
[’ G(t, s) qlt(s) ds == i Y”J-’ [‘G(t, s) uBj(s) ds c; 1, 
* 0 j=l '0 
for r > 0 sufficiently small. Thus part (a) of Theorem 3.1 is satisfied. 
ketting a(t) -= min(u,t(t) ,..., ann( and y = min(y,, ,..., Ye,}, sll(t, /1) = 
u(t) Xv--r. Then #(t, A) > m(t), for A 2 cl/(y I), c > 0. Now for c > 1 and 
large enough, the equation 
u” + cu(t)u := 0 (3.6) 
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is conjugate on (0, T), because a(t) 3 0 and n(t) + 0 on [0, T]; hence there 
exists E > 0 such that (3.6) is conjugate on every interval [n, 61 C (0, T) 
with /I - a > 7’ - E. [Equation (3.6) is said to be conjugate on (0, 7’) if 
there exists a nontrivial solution which has at least two zeros on (0, T)]. 
The above statement is an elementary consequence of Sturm’s comparison 
theorem. 
Assuming that (3.3) has solutions in K of arbitrarily large norm we obtain 
a solution x(t) of (3.3) and an interval [a, h] with h - a > T - E such 
that some component x*(t) has the property that 
But then, 
x,(t) 9 c ’ \ 1:(1--Y) ) a <; t ,< 6. 
t1 u,,(t) Xj(tp 3 u(t) x&)Y = u(t) Xk(t)Y-’ q(t), 
and hcncc 
xi(t) .I- cu(t) Xk(t) < 0, a < t .< h. 
This, however, implies that (3.6) h as a positive solution on [Q, b] (set Jackson 
[g]) and hence that (3.6) is disconjugate on [a, h] (see Hartman [7]) con- 
tradicting the conjugacy of (3.6). Th’ IS shows that by choosing R large 
enough, hypothesis (b) of ‘Theorem 3.1 may be satisfied and hence the proof 
is complete. 
Remark. Consider the scalar second order equation 
x” + u(t)(sgn ix) ! x :y = 0, Y > 1, (3.7) 
where u(t) 3 0 is continuous and has only isolated zeros. Theorem 3.2 
guarantees that for any interval [a, b] C [0, ‘I’] there exists a solution x(t) 
of (3.7) with x(u) ; 0 = x(6), x(t) > 0, a < t < 6. It will follow from 
later results (Theorem 5.1) in this paper that there also exists a nontrivial 
solution x with X(U) 7. 0 -- x’(b). Th’. g 1s eneralizes a theorem of Moore and 
Nehari [l] established for the equation X” + u(t) .P.l = 0. 
COKOLLARY 3.3. Consider the equation 
x0 1. xF(t, 9) :.= 0, (3.8) 
where k’(t, u) is continuous on [0, 1’1 X W, F(t, u) > 0, 24 > 0, and for some 
7j > 0, u -nF(t, u) is increasing in u, u > 0. Then there exists a nontrivial 
solution x E K of (3.8) with x(0) = 0 =. x(T). Fwthw there exists u nontriciul 
solution x of (3.8) with x(0) .- 0 = x’(T). 
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Proof. Choose I > Y > 0 small enough and F(L) :: F(t, 1) r2? so that 
To prove that solutions x E K of X” +- rF(t, x’) 5.1: 0, arc uniformly 
bounded, we again assume the contrary. 
For R :- 0 sufficiently large, the equation 
X” f F(t, 1) RPnx = 0 (3.9) 
will we conjugate on (0, 7’), hence, as before for some E > 0 (3.9) will be 
conjugate on any interval [a, h] C (0, 7’) with b - a > II’ -.- E. If there 
exist solutions x E K of s” ..i xF(t, x2) :zG 0 of arbitrarily large norm we can 
find an integer m 2 1 and an interval [a, b] C (0, 7”) with b - a :-- I’ .-- E 
such that x(t) 3 mR on [a, b]. Hence X” $- xF(t, x2) :; 0 implies 
x” + P(t, 1)(mR)2” .t :-;: 0. 
As before we may argue that (3.9) is d’ lsconjugate on [a, 61, a contradiction. 
To obtain the second conclusion of the corollary we apply Corollary 5.3 
and an argument similar to the above. 
Remark. Corollary 3.3 includes a result of Xehari [2]. 
Remark. Again consider Bq. (3.7) [d statement similar to the one to 
follow will hold for (3.8)] h w erc we assume that a(t) ;z. 0, a(t) -+ 0 and 
a(t) is periodic of period 2T, i.e., a(t -I- 27’) -- n(t), -co < t < cc. Further, 
let a(--t) -7 a(t). Then Eq. (3.7) will have a nontrivial 2?‘-periodic solution. 
To verify this claim, we apply Theorem 3.2 to obtain a solution x(t) of 
(3.7) with r(O) == 0 -= x(T) and x(t) > 0, 0 < t < T. It is easily seen 
that if WC define x(--t) = -x(t), 0 15; t -5: T, then x(t) will be a solution 
of (3.7) on [-T, I’], a 2T periodic extension of r(t) to (..- x, ‘;o) will then 
yield the desired nontrivial periodic solution. If the equation is autonomous: 
i.e., a = const, then nontrivial periodic solutions of any period exist. :I 
similar result, of course, holds true for the system (3.5). 
As a further application we consider the following result. 
THEOREM 3.4. Let f : [0, T] x W - Iw be continuous and be continuously 
difJerentiable with respect to the dependent variable y. Further let f (t, 0) 1 
f*,(t, 0) : 0, 0 :< t :< I’, f(t, u) 3 0, fy(t, u) ;3 0 for II > 0, and f?,(,(t, 24) < 
f,,(t, a), 0 :< u :s v, 0 :g t CT T. In addition let there exist a constant M > C 
such that the equation U” t f,,(t, IU)u = 0 is conjugate on (0, I’). Then the 
BVP (3.1) has a nontrivia solution x E K. 
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Proof. For somey”, 0 < y* < y, we havef (t, y) = fv(t, y*)y <f,(t, y)y. 
Hence part (a) of Theorem 3.1 may be satisfied. As before there exists 
E > 0 such that u” + fv(t, M)u = 0 . is conjugate on any interval [a, b] C (0, T) 
with b - a > T - E. To satisfy part (b) of Theorem 3.1 we argue once more 
indirectly. We therefore obtain an interval [a, b] C (0, T), b - a > T - E 
and a solution x E K of x” + f(t, x) < 0 such that x(t) > Iw, a < t < b. 
But (x(t) - M)” + fg(t, &2)(x(t) - M) < x” + f(t, x) < 0. Therefore 
z/ + f,( T, Nl)u = 0 will h ave a positive solution on [a, b] (see Jackson [S]) 
and therefore u” +f,(t, M)u = 0 is disconjugate on [a, b], contradicting 
the conjugacy of this equation on [a, 61. 
Remark. Theorem 3.4 again covers the equation x” + u(t) x2n+1 = 0 of 
Moore and Nehari [l]. Th eorem 3.4 was motivated by the paper by Erbe [9] 
who studied problems of this type under the above assumptions except 
the conjugacy of the equation us +f,(t, M)u = 0 but also assuming the 
conclusion of the above theorem. Theorem 3.4 therefore provides a general 
condition under which the assumptions in [9] are valid. The following 
example shows that Theorem 3.4 is no longer true when the conjugacy 
of the equation u” +f,(t, 2M)u = 0 is deleted. 
Let f(t, u) = a[u”/( 1 + u)], 21 > 0, a > 0. 
If 2” + f(t, x) = 0’ h as a solution x(t) with x(0) = 0 = x(l), x(t) > 0, 
0 < t < 1, then Z” + p(t)z = 0, x(O) = 0 = z(1) has a nontrivial solution, 
where p(t) = a{x(t)/[l + x(t)]). However, p(t) < a, so the equation 
w” + aw = 0 is conjugate on [0, 11. This, however, is impossible if a > 0 
is sufficiently small. 
Many conditions on f, however, exist for which U” +f,(t, &?)u = 0 is 
conjugate on (0, T) for some m > 0. Indeed, if fv(t, r) + cc uniformly on 
[0, 1] as r -+ co, then the conjugacy condition is satisfied for some M. 
In the special case f(t, y) = u(t)g(y), a(t) > 0, u(t) + 0 on [0, I] and 
g’(y) -+ cc as y + co we obtain a nontrivial solution x E K of x” + a(t) g(x) = 0. 
The same conclusion holds also under the weaker assumption that 
d + u(t) g’(r)u = 0 is conjugate on (0, T) for r sufficiently large. 
4. THE SUBLINEAR CASE 
In this section we consider some applications of Theorem 2.6 to differential 
equations whose nonlinear terms are essentially sublinear. The results 
established in this section, together with our previous results allow us to 
conclude that the BVP 
f 
X” + u(t) sgn x(t) / x(t)lY = 0 
x(0) = 0 = x(t) (4.1) 
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will have a nontrivial solution on [0, l] v&never a(t) > 0, a(t) + 0 and 
0 <. y < so, y :,‘. I. 
TIIEORRM 4.1. Let f(t, y) be continuous on [0, T] x R into W and satisfy 
the following properties: 
(i) f(/,y) 2 0, 0 < t :< II’, y 2 0. 
(ii) f(t, .z) :< cp(t)R OIZ j x I c$ R, R > 0. 
(iii) ]i G(t, S) v(s) d.7 2:: 1, where G(t, s) is the Green’s function defined 
pse&ously. 
(iv) There exists a number r, 0 < I < R, such that all solutions y E K 
of the diflerential inequality 
y” +f(t, y) :< 0 
satisfy 1: y f r. 
Then the problem X” $ f (t, x) :- 0, x(O) = 0 =.. x(T) has a solution x E K, 
with r ..$ i, x >g R. 
Proof. Let A be the operator defined previously. Again A is completel!; 
continuous and leaves the cone K invariant. 
Let lz E K, ,: h II : 1, k E P[O, T] and consider a solution y of 
y -= Ay k ti, O<h<co. 
Then y satisfies 
y” -I-f(t, y) . ..= hk”(t) .< 0, y(0) = 0 y(T). 
Hence bv hypothesis 11 y i’ # r. 
If z -= A.42, z E K, 0 < X < I and )’ z il =: R, then 1, z ‘i : A ;, AZ ! <: 
/I Az I, .:; sup, su’ G(t, s) &) d s z ,i < j z 1; a contradiction. Hence z = hilz, 11
0 < h < 1 , z E K implies / .a !i :/- R. By Theorem 2.6, .1 has a fixed point 
x E K, vvith r 25.: I/ x /I < R. 
Remark. A theorem similar to the above map be formulated for second 
order systems. 
COROLLARY 4.2. Let a(t) be continuous on [0, I’], a(t) > 0, a(t) ,.i 0. Then 
for any y, 0 < y < x, y ii- 1, the BVP (4.1) has a nontrivial solution x E K. 
Proof. The case 1 < y < 00 has already been considered. Assume 
therefore that 0 < y < 1. Put 
f(t, x) = a(t)x’, x ;3 0. 
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Then 
f(t, x) = a(t) xy = $$ R (+I’ 
dt> R 
<-- Rl-Y on 1 x / < R, x > 0. 
Let v(t) = a(t)/Rl+ and choose R > 0 large enough, so that 
1 
-----j-TG(t,s)a(s)ds < 1. RI-Y 
0 
Then f and rp have the properties required by Theorem 4.1. 
Now if y E K is a solution of the differential inequality, 
then 
y”(t) + 4t>y(t)Y ,< 0, (4.2) 
4) YW + /YW < 0. 
On the other hand for r sufficiently small, r > 0, the equation 
un + 3 u = 0 
is conjugate on (0, 2’). Choose Y > 0 so that this is the case. Using arguments 
similar to the ones used before, we conclude that (4.2) cannot have a solution 
y E K with 11 y 11 = r. 
5. OTHER BOUNDARY CONDITIONS 
In this section we consider the BVP 
a? +f(t, x) = 0, (5.1) 
m(0) - bx’(0) = 0, 
m(T) -I- d%‘(T) = 0, 
(5.2) 
where a, b, c, d > 0, a + b > 0, c + d > 0, a + c > 0. 
As in the previous section we restrict ourselves to scalar problems. Similar 
theorems may be formulated for systems. It is apparent from Theorem 3.1, 
how these formulations should proceed. 
Let G(t, s) be the Green’s function of the BVP 
ym = --h(t), ay(0) - by’(O) = 0, cy(T) + dy’(0) = 0. 
Then, as may easily be checked, G(t, s) > 0 on [0, T] x [0, Yj, (see, e.g., [7]). 
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T,et E be the Banach space of continuous functions x : [0, T] -+ W and 
let K be the cone in E with x(t) 2 0 and x(t) concave on [0, T]. 
‘1’klliORliM 5.1. Let f(t, x) ;: 0, x 2. 0, 0 C. t ::I T and let there exist 
numbers I, R, 0 < r c R such that 
zchere v(t) is continuous and 
I T G(t, s) q(s) ds :< 1. 0 
Further assume that all solutions u” E K which satisfy (5.2) of the dzjYerentia1 
inequality a” -i-f(t, Z) < 0, satisfy I! a / -I- R. Then the BVP (5.1), (5.2) 
has a solution x E K7 with r 5:; !/ .Y )) 5: R. 
Proof. The proof is the same as the proof of ‘Theorem 3.1. One merclv 
needs to check that A(K) C K, where Ax = sl G( ., s).f(s, x(s)) ds. 
COROLLARY 5.2. Let p(t) be continuous on [0, ‘I’], p(t) > 0, p(t) -,A 0 and 
let y :> 1. Then the B\TP 
x” -+ p(t)(sgn x) I x iy -: 0 
ax(O) - b.%‘(O) = 0 (5.3) 
bx(T) ,- a’(T) : 0. 
has a nontrivial solution. 
Proof. l’hc inequality f(t, x) :< q(t)x, 0 5: .t’ -..:: r is satisfied for g)(f) :- 
p(t) YY r. Choose I > 0 small enough so that r*g--t sr G(t, s) p(s) ds :< 1. 
To satisfy the remaining requirements of Theorem 5.1 we proceed just 
as in the proof of l’heorem 3.2. 
Remark. Corollary 5.2 justifies part of the remark following Theorem 3.2. 
COROLLAHY 5.3. Let the conditions of Corollary 3.3 or Theorem 3.4 hold. 
Then the B\:P (5.1) (5.2) has a nontrivial solution x E K. 
The sublinear case is covered by the following results. 
l’morw~~ 5.4. Let f (t, x) > 0 f or .r 3 0, 0 <: t <: T and let f(t, x) 5: 
tb(t)R, 0 -;; x <Z R, with j’,’ G(t, s) 4/,(s) ds << 1, where G(t, s) is the Green’s 
function defined above. Further assume that the diJferentia1 inequality 
Z” f f(t, Z) < 0 has no solutions z E K satisfying the boundary conditions 
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(5.2) with 11 x /I = Y, and0 < r < R. Then the BVP (5.1), (5.2) has a nontrivial 
solution x E K. 
Proof. We proceed as in Theorem 4.1. 
COROLLARY 5.5. Let the conditions of Corollary 5.2 hold except that 
0 < y < 1. Then the BVP (5.3) has a nontrivial solution. 
6. BOUNDARY VALUE PROBLEMS 
POR FUNCTIONAL DIFFERENTIAL EQUATIONS 
Let E be the Banach space of continuous functions x on [-T, T], r, T > 0 
with values in R and x(O) = x(T) = 0. Let K be the set of all x E E such that 
(i) x(t) > 0, -T < t < T 
(ii) x(t) is concave on [0, T]. 
Then K is a cone in E. 
Let C = C[--7, 0] and for every x E E define for t 2 0, xt E C by 
x$(e) = x(t + e), --7 < 0 < 0. We shall use jj * Ij for the norms in both 
spaces E and C. 
Letf : [0, T] x C - R be continuous and map bounded sets into bounded 
sets. 
We consider the functional differential equation 
together with the boundary conditions 
x(t) = l(t), ---I- <t<o, IEC, I(O)=O, 
(6.2) 
x(T) = 0. 
In this chapter we establish results for the BVP (6.1), (6.2) analogous to 
those obtained in the previous sections for ordinary differential equations. 
THEOREM 6.1. Let f (t, xi) > 0 fog x E K, 0 < t < T and assume the 
following: 
(i) For any x E K with j/ x I/ = y, Y > 0, we have f(t, xt) < g)(t) II xt II, 
where sl G(t, s) p(s) ds < 1 (G(t, ) s is the Green’s function of Section 3). 
(ii) There exists a constant R > I such that all solutions z E K of the 
diSfeerentia1 inequality z” + f (t, zt) < 0 which satisfy (6.2) with initial function 
I(t), j/I I/ < r, are such that I/ x II < R. 
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Then there exists a nontrivial solution x E K of (6.1) (6.2) for every I(t) 2 0, 
l,I:I : Y. . 
Roof. R’c verify that the hypotheses of ‘Theorem 2.5 are satisfied. 
Define the operator A : 6 --, E by 
(Ax)(t) =. I(t), ----7 c$ t f 0 
=. J -‘G(t, s)f(s, x,) ds, 
0 ::; i -< T. 
0 
.4gaio the operator A is completely continuous and leaves the cone K 
invariant. 
If x E K and !\ x )I 1 T, then 
(Ax)(t)! < (1: G(t, s) q(s) a!sj ‘1 x ;’ 0 -; t < T 
hence, x ‘-‘ h/lx, x E K, 0 < X < 1 implies that il x ji # r. 
Now let h E C2[0, T], h E K, h(t) :I 0, ---T :< t << 0, I\ h I/ > R. If 
G =: As + AJz has a solution z 6 K, then z is of class C2 on LO, T] and for 
0 < X < I, we have X” $ f(t, zt) ..-= hh” < 0, 0 < t < T. Further z 
satisfies the boundary conditions (6.2). By hypothesis, 1’ 2 Ij + R. By 
Theorem 2.4, we obtain a solution s E K of (6. I), (6.2) with I < :I x )! < R. 
WC now turn to some applications of the previous theorem to BVP’s 
for delay differential equations. In particular, we shah be interested in the 
equation 
x”(t) -k P(t>(sgn 4gtt))) i x(g(t)>,’ :- 0. (6.3) 
Concerning the delay term g(t) and p(t) we shall make the following 
assumptions: 
(i) g(t) and p(t) arc continuous on [0, T], g(t) -2 t. 
(ii) The set F == {t : 0 < t < T, 0 < g(t) < T} ,c- 3. 
(iii) p(t) + 0 on F, p(t) > 0 on [0, T]. 
WC next consider some lemmas necessary for the proof of our result 
concerning (6.3). 
LEMMA 6.2. Let P be a set of positive measure PC (0, T). If A > 0 then 
m(t : t E P and x(t) > X} -+ m(P) as I/ x ‘! -+ OC, i?z the space of continuous 
nonnegative concave functions on [0, T]. 
505/12/l-IO 
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LEMMA 6.3. Let [a, b] be a closed subinterval of (0, T) and suppose 
u E C2[u, b] is linear on [0, a] u [b, T], concave wz [0, T], u(0) = u(T) = 0. 
Then there exists a constant N = N(u) with the following property: if x(t) 
is continuous and concave on [O, T], x(0) = 0 = x(T), and (/ x jj 3 N, then 
x(t) > u(t) for 0 < t < T. 
THEOREM 6.4. Let y > 1 and let g(t) andp(t) satisfy the above assumptions. 
Then there exists a number r > 0, such that fog every nonnegative initial 
function I(t), I(0) = 0, with jlIi( < r, there exists a nontrivial solution x 
of (6.2), (6.3), x E K. 
Proof. Put f (t, xt) = p(t) XY( g(t)). For x E K, with jj x/j = r, we have 
PM xy( g(t)> G p(t) ry-ix( g(t)). Choose r > 0 small enough so that 
e--l Jf G(t, s) p(s) ds < 1, satisfying condition (i) of Theorem 6.1. For 
Y > 0 chosen as above we let I(t) by any nonnegative initial function with 
1(O) = 0 an I/ I(1 < r. We next show that condition (ii) of Theorem 6.1 
may be satisfied. 
Let T, E (0, T) be such that there exists to E (0, T,) such that g(t,,) E (0, T,,) 
and p(tJ > 0. Further, select an interval [a, b] with the properties 
(1) to E (a, 4 C (0, T,), 
(2) p(t) 3 P > 0 on [a, 4, 
(3) 0 < E <g(t) < T, - E on [a, b]. 
Construct a function a(t) E C2[0, T,,] having the properties that 
(4) a”(t) = 0, t 6 [a, b], cl’(t) < 0, 0 < t < T, 
(5) a(O) = ol(T,) = 0 , 
(6) a(t) > 0, 0 < t < T, . 
Let Lu = U” + p(t) UY( g(t)). And put u(t) = ~01, 0 < t < T,, , u = 0, 
t < 0. Then 
Lu = p(t) u’k@>), t # [a> 4
and 
Lu = u”(t) + p(t) U’(g(t)) 
3 u”(t) + p min E<S<T$p V(s) 
For 7 > 0 large enough, the right hand side of this last inequality is positive 
on [a, b], because y > 1, and minrGsGrO+ C?‘(S) > 0. It follows immediately 
that the problem 
U” + p(t) @Q(t)) = 0 
u(t) = 0, t < 0, u(T,,) = 0 
(6.4) 
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has the function 
’ ’ t ’ ” t -< 0 (for r large enough) 
as a ZVZOCY solution as defined in Grimm and Schmitt [3]. 
Xow suppose that the differential inequality 
X” .+ p(t) x’&(t)) <; 0 
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(6.5) 
has a solution x E K, with x(t) : f(t), t < 0, x(T) = 0. M;e show that 
,I x (! cannot be arbitrarily large. 
If we suppose the contrary, then by Lemmas 6.2,6.3, there exists a solution 
x(t) of (6.5) satisfying the desired boundary conditions and x(t) 3 u(t) for 
t :< T, . The function x(t) will then be an upper solution for the RVP 
(6.4) as defined in [3]. It then follows from Theorem 9 of [2] that (6.4) 
has a solution y(t) such that 
u(t) < y(t) < x(t), t c< To. 
Kow select a number A, with 0 < /I < x(l‘,). Applying Theorem 9 of 
[3] once more we obtain a solution w(t) of the BYP 
w”(t) + p(t)v( g(t)) = 0 
w(t) XI 0, t .< 0, w( T,,) : A 
(6.6) 
such that y(t) 6 w(t) < x(t), for t < ‘I’,, . 
I’ut N(t) = cY-l( g(t))p(t) and n(t) -= y’-l( g(t)) f(t). Since w(t) > y(t) 2: 0 
for t < T, , we have that N(t) 2 n(t) 2 0 on [0, Y’“]. Further a(t) and y(t) 
arc solutions of 
w”(t) + N(t) c(g(t)) = 0 (6.7), 
r”(t) + WYMtN -7 0 (6.8) 
with w(t) ..I 0 --- y(t), t :< 0. Since y(t) satisfies y(t) > 0, t E (0, T,,,), 
y(T,) = 0, it follows from the comparison theorems of Schmitt [4] (speci- 
fically, Corollary 3.4 of [4]) that w(t) must vanish at some point of (0, T,], 
contradicting the fact that c(T,) =. A > 0 and w(t) > y(t) on (0, I’,,). 
This contradiction establishes the desired a priori bound on solutions 
of the differential inequalities (6.5) satisfying the required boundary condi- 
tions. We arc now in a position to apply Theorem 6.1 to obtain the conclusion 
of the theorem. 
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COROLLARY 6.5. Let p(t) be continuous on [0, co), p(t) > 0, and let p(t) 
have only isolated zeros. Further let y > 1 and let 0 < k < 1. Then for any 
T > 0, there exists a solution x(t) of 
x” + p(t)(sgn x(kt)) 1 x(kt)lY = 0 
such that x(0) = 0 = x(T) and x(t) > 0 on (0, T). 
Let I(t) be a fixed initial function on [-T, 01, and consider the space E 
of all continuous extensions of I(t) to the interval [-T, T]. If J(O) = 0, 
then E is a Banach space with addition, scalar multiplication, and norm 
induced by the restrictions of functions in E to [0, T]. The cone K shall 
be all functions in E whose restriction to [0, T] is nonnegative and concave. 
The following weaker form of Theorem 6.1 follows from minor modifications 
of the above proof: 
THEOREM 6.6. Let f (t, xt) > 0 fey x E K, 0 < t < T, and assume the 
following: 
(i) For any x E K with jj x 11 = r > 0, we have f (t, xt) < v(t)r with 
s 
T G(t, s) v(s) ds < 1. 
0 
(ii) There exists a constant R > Y such that all solutions x E K of the 
dt@zrential inequality 
qt> +f(t, 3) G 0 
satz3fy jj x (/ < R. 
Then there exists a nontrivial solution x E K of (6.1), (6.2). 
It should be remarked that the condition j/I/l < r which appears in 
Theorem 6.1 is hidden in statement (i) of Theorem 6.6. However, Theorems 
6.1 and 6.6 are quite different in range of application, because the hypotheses 
of Theorem 6.6 need only be checked for the given initial function I(t), 
rather than all initial functions of small norm. 
Results similar to Theorem 4.1 and Corollary 4.2 may be obtained for 
sublinear functional and delay-differential equations. We state these results 
below without proof. 
THEOREM 6.7. Let f : [0, T] x C --+ 5% be continuous and map bounded 
sets into bounded sets. Assume that f (t, XJ >, 0 for x E K, 0 < t < T, and 
(i) For any x E K with 11 x Ij = R > 0 we have f(t, xt) < p(t)R with 
s 
T 
G(t, s) F(S) ds < 1. 
0 
SIXOND ORDER ORDIXARY XiD DELAY-DIFFERBNTIAI. EQUATIONS 147 
(ii) There exists a constant r E (0, R) such that all solutions z E K of the 
differential ineyuality z”(t) )- f (t, zl) ,< 0 satisfy ;, x ,’ > r. 
Then there exists a nontriz’iul solution x E K of (6.1), (6.2). 
COROLL.&RY 6.8. Let p(t) > 0 be continuous on [0, co) and hare only 
isolated zeros. Further, let y E (0, a), y /: I, and let k E (0, 11. Then for any 
‘1’ ~2 0, there exists a solution x(t) of x”(t) f p(t)(sgn x(kt)) 1 .v(kt)iY =--- 0
such that s(O) : x(T) : 0 and x(t) > 0 on (0, T). 
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