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Abstract
The aim of this paper is to deﬁne the notions of n-valued Lukasiewicz-Moisil algebra of fractions
and maximal algebra of fractions taking as a guide-line the elegant construction of a complete ring
of fractions by partial morphisms introduced by [Lambek, 1996. Lectures on Rings and Modules,
p. 36]. For some informal explanations of the notion of fraction see [Lambek, 1996. Lectures on
Rings and Modules, p. 36]
In the last part of this paper we prove the existence of a maximal n-valued Lukasiewicz–Moisil
algebra of fractions for an n-valued Lukasiewicz–Moisil algebra (Theorem3.2) andwe give an explicit
description of this n-valued Lukasiewicz–Moisil algebra for some classes of n-valued Lukasiewicz–
Moisil algebras (ﬁnite, chains, Boolean algebras).
© 2005 Elsevier B.V. All rights reserved.
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The concept of maximal lattice of fractions for a distributive lattice was deﬁned by
Schmid in [17,18] taking as a guide-line the construction of a complete ring of fractions
by partial morphisms introduced by Findlay and Lambek (see [14, p. 36]). For the case of
Hilbert, Heyting, MV and BL algebras see [3–5,10]. The central role in these constructions
is played by the concept of multiplier.
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Multipliers on semilattices and lattices have beenpreviously studiedmainly from the point
of view of interior operators by Szász [19,20], Szász and Szendrei [21] and Kolibiar [13].
Analogues of multipliers have been studied bymany other workers in various branches of
algebra, for example, in semigroups byClifford,Gluskin andPetrich, in rings byHochschild,
and Kohls and Lardy, in f-rings by Keimel, in semirings, lattices and BCK-algebras by
Cornish ([7–9]), and in l-groups by Bigard and Keimel; for references the reader can do no
better than consult Petrich’s survey [16]. The concept also arise in harmonic analysis and
the theory of Banach algebras; for references see [15].
The paper is organized as follows.
In Section 1 we recall the basic deﬁnitions and put in evidence many rules of calculus in
n-valued Lukasiewicz-Moisil algebras (shortly, LMn) which we need in the rest of paper
(n2).
In Section 2 we deﬁne the notion of multiplier for an LMn-algebra; also, we put in
evidence many results which we need in the rest of the paper (especially in Section 3).
In Section 3 we deﬁne the notions of LMn-algebra of fractions and a maximal
LMn-algebra of fractions for an LMn-algebra.
In the last part of this paperwe prove the existence of amaximalLMn-algebra of fractions
for anLMn-algebra (Theorem 3.2) and we give an explicit description of thisLMn-algebra
for some classes of LMn-algebras (ﬁnite, chains, Boolean algebras).
1. Deﬁnitions and preliminaries
Let n be an integer, n2.
Deﬁnition 1.1 (Boicescu et al. [2]). An n-valued Lukasiewicz–Moisil algebra (shortly,
LMn-algebra) is an algebra L = (L,∧,∨, N, 0, 1, {i}1 in−1) of type (2, 2, 1, 0, 0,
{1}1 in−1) satisfying the following conditions:
(1.1) (L,∧,∨, N, 0, 1) is a De Morgan algebra,
(1.2) 1, . . . ,n−1 : L→ L are bounded lattice morphisms such that for every x, y ∈ L:
(1.2.1) i (x) ∨Ni (x)= 1 for every i = 1, . . . , n− 1,
(1.2.2) i (x) ∧Ni (x)= 0 for every i = 1, . . . , n− 1,
(1.2.3) ij (x)= j (x) for every i, j = 1, . . . , n− 1,
(1.2.4) i (Nx)=Nj (x) for every i, j = 1, . . . , n− 1 with i + j = n,
(1.2.5) 1(x)2(x) · · · n−1(x),
(1.2.6) If i (x)= i (y) for every i = 1, . . . , n− 1, then x = y.
The relation (1.2.6) is called the determination principle. As consequences of the
determination principle we obtain:
(1.2.7) If x, y ∈ L, then xy iff i (x)i (y) for all i = 1, . . . , n− 1,
(1.2.8) 1(x)xn−1(x) for all x ∈ L.
We denote an LMn-algebraL= (L,∧,∨, N, 0, 1, {i}1 in−1) by its universe L.
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Remark 1.1. The endomorphisms {i}1 in−1 are called chrysippian endomorphisms.
Examples.
(E1) Let Ln = {0, 1n−1 , . . . , n−2n−1 , 1}. We deﬁne x ∨ y = max{x, y}, x ∧ y = min{x, y},
Nx = 1− x (N( j
n−1 )= n−1−jn−1 ) and i : Ln → Ln,i ( jn−1 )= 0 if i + j <n and 1
if i + jn, for i, j = 1, . . . , n− 1.
Then (Ln,∧,∨, N, 0, 1, {i}1 in−1) is an LMn-algebra.
(E2) If (B,∧,∨,′, 0, 1) is a Boolean algebra, then (B,∧,∨,′, 0, 1, {i}1 in−1) is an
LMn-algebra, where i = 1B for every i ∈ {1, . . . , n− 1}.
(E3) Let (B,∨,∧,′, 0, 1) be a Boolean algebra and D(B) = {(x1, . . . , xn−1) ∈ Bn−1,
x1 · · · xn−1}. We deﬁne pointwise the inﬁmum and the supremum, N(x1, . . . ,
xn−1)= (x′n−1, . . . , x′1) and i (x1, . . . , xn−1)= (xi, . . . , xi) for all i = 1, . . . , n− 1.
Then (D(B),∧,∨, N, 0, 1, {i}1 in−1) is an LMn-algebra.
In the rest of this paper, by L we denote an LMn-algebra.
We denote byC(L) the set of all complemented elements of the bounded lattice (L,∧,∨,
0, 1) and we call it the center of L; it is easy to see that (C(L),∨,∧, N, 0, 1) is a Boolean
algebra.
Lemma 1.1 (Boicescu et al. [2]). LetL be anLMn-algebra.The following are equivalent:
(i) e ∈ C(L),
(ii) there are i ∈ {1, . . . , n− 1} and x ∈ L such that e = i (x),
(iii) there is i ∈ {1, . . . , n− 1} such that e = i (e),
(iv) e = i (e) for every i = 1, . . . , n− 1,
(v) i (e)= j (e) for every i, j = 1, . . . , n− 1.
Remark 1.2. If x ∈ L, then i (x) ∈ C(L) for every i = 1, . . . , n− 1.
Lemma 1.2 (Boicescu et al. [2]). LetL be anLMn-algebra.The following are equivalent:
(i) e ∈ C(L),
(ii) Ne ∈ C(L),
(iii) e ∧Ne = 0,
(iv) e ∨Ne = 1.
Lemma 1.3. If L is an LMn-algebra, then, for every x∈L, x∧1(Nx)=x ∧
Nn−1(x)=0.
Proof. For every x ∈ L we have xn−1(x), so
x ∧ 1(Nx)= x ∧Nn−1(x)n−1(x) ∧Nn−1(x)= 0 (by (1.2.2)),
hence x ∧ 1(Nx)= 0. 
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Theorem 1.1 (Balbes and Dwinger [1]). For an LMn-algebra L (with 0 = 1), the follow-
ing are equivalent:
(i) C(L)= {0, 1},
(ii) L is a chain,
(iii) L is subdirectly irreducible.
Corollary 1.1 (Boicescu et al. [2]). Every chain which is an LMn-algebra is ﬁnite.
Deﬁnition 1.2 (Boicescu et al. [2]). Let L and L′ be LMn-algebras. A function f :
L → L′ is a morphism of LMn-algebras iff it satisﬁes the following conditions, for every
x, y ∈ L:
(i) f (x ∨ y)= f (x) ∨ f (y),
(ii) f (x ∧ y)= f (x) ∧ f (y),
(iii) f (0)= 0, f (1)= 1,
(iv) f (i (x))= i (f (x)) for every i = 1, . . . , n− 1.
Remark 1.3. It follows from (1.2.4) and (1.2.6) that
f (Nx)=Nf (x)
for every x ∈ L (see [2], Remark 3.1.29 and the subsequent remark (3.1.52)).
We denote by LMn the category of LMn-algebras and by B the category of Boolean
algebras.
Deﬁnition 1.3 (Balbes [1]). A distributive lattice L with 0 and 1(0 = 1) is a Post algebra
of order n(n2) if L has a subset CL = {c0 = 0c1 · · · cn−2cn−1 = 1} such that
for each x ∈ L, x has a unique representation
x = (a1 ∧ c1) ∨ · · · ∨ (an−1 ∧ cn−1),
where {a1, . . . , an−1} ⊆ C(L), a1 · · · an−1.
The chain CL is uniquely determined and will be called the chain of constants of L. The
integer n is called the order of L. The representation of an element x in the sense of the
above deﬁnition is called the monotonic representation of x.
Remark 1.4 (Balbes [1]). In the monotonic representation, x=∨n−1i=1 (ai ∧ci), x ∈ C(L)
iff a1 = · · · = an−1.
Deﬁnition 1.4. Let (L,CL= {c0= 0c1 · · · cn−2cn−1= 1}) and (L′, CL′ = {c′0=
0c′1 · · · c′n−2c′n−1 = 1}) be two Post algebras of order n (n2). A function
f : L → L′ is a morphism of Post algebras of order n if f is a morphism of lattices
with 0, 1 and f (ci)= c′i (i = 0, 1, . . . , n− 1).
We denote by Pn the category of Post algebras of order n (n2).
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Remark 1.5 (Balbes [1]). Let (L,CL) ∈ Pn with CL = {c0, c1, . . . , cn−1}. For x ∈ L, let
x=∨n−1i=1 (ai∧ci)be themonotonic representation ofx. Puttingi (x)=ai for i=1, . . . , n−1
and Nx = a1 (the complement of a1 in C(L)), then (L,∧,∨, N, 0, 1, {i}1 in−1) is an
LMn-algebra.
We have two functors C : LMn → B andD : B→ LMn (see example E3 and [11,12]).
Remark 1.6 (Georgescu and Vraciu [11]). Ln =D(L2) (see example E1).
Also, if for every L ∈ LMn we deﬁne L : L → DC(L) by L(x) = (1(x), . . . ,
n−1(x)) for any x ∈ L, then we obtain a functorial morphism  : 1LMn → DC.
Theorem 1.2 (Boicescu et al. [2], Georgescu and Vraciu [11]).
(i) The functor C has D as a right adjoint, C is faithfull and D is fully faithfull,
(ii) C preserves colimits and epimorphisms and D preserves limits and monomorphisms,
(iii) For every L ∈ LMn the adjointness morphism L is a monomorphism in LMn,
(iv) If L ∈ LMn, then L ∈ Pn iff the monomorphism L is an isomorphism in LMn,
(v) The couple (C,D) establishes a categorical equivalence between Pn and B.
Deﬁnition 1.5 (Boicescu et al. [2]). Let L be an LMn-algebra. We say that a nonempty
subset I ⊆ L in an n-ideal if I is an ideal of the lattice L and if x ∈ I implies n−1(x) ∈ I .
Remark 1.7. From (1.2.5) we deduce that if I ⊆ L is an n-ideal and x ∈ I , theni (x) ∈ I
for every i ∈ {1, . . . , n− 1}.
Deﬁnition 1.6. We denote by Idn(L) the set of all n-ideals of the LMn-algebra L and by
Id(C(L)) the set of ideals of the Boolean algebra C(L).
Remark 1.8 (Georgescu [12]). If I is an n-ideal of L, then I b = I ∩ C(L) is an ideal of
the Boolean algebra C(L); also, every ideal J of C(L) induces an n-ideal −1n−1(J ) of L.
The mappings I → I b, J → −1n−1(J ) establish a bijection between the n-ideals of L and
the ideals of C(L).
Deﬁnition 1.7 (Boicescu et al. [2]). A congruence of anLMn-algebraL is an equivalence
relation of L compatible with the operations ∧,∨, N,i , for every i = 1, . . . , n− 1.
Proposition 1.1 (Boicescu et al. [2]). For an equivalence relation  of an LMn-algebra
L, the following conditions are equivalent:
(i)  is a congruence of L,
(ii)  is compatible with ∧,∨,i , for every i = 1, . . . , n− 1.
2. Multipliers of an LMn-algebra
We recall [8,15–21] some folklore about multipliers.
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Let (A, ) be a poset. A nonempty subset I ⊆ A is an order ideal (also known as a
down-set or decreasing set) in A whenever xy ∈ I implies x ∈ I ; we denote by I (A) the
set of all order ideals in A.
If A is an inf-semilattice and I ∈ I (A), a map f : I → A is called a multiplier (alias a
partial translation) if f (a ∧ x)= a ∧ f (x) for all a ∈ A and x ∈ I .
Such maps have been studied extensively by Cornish in [8].
In this paper, we are concerned with multipliers on an LMn-algebra L; clearly
Idn(L) ⊆ I (L).
Deﬁnition 2.1. By a partial multiplier of Lwe mean a map f : I → L, where I ∈ Idn(L),
which veriﬁes the following condition:
(2.1) f (e ∧ x)= e ∧ f (x), for every e ∈ L and x ∈ I .
Sometimes we will denote the domain of f by dom(f ); if I = L we say that f is
total.
To simplify the language, we will use multiplier instead of partial multiplier and total to
indicate that the domain of a certain multiplier is L.
Examples. (1) Themap 0 : L→ L deﬁned by 0(x)=0 for every x ∈ L, is a total multiplier
of L.
(2) The map 1 : L → L deﬁned by 1(x) = 1 for every x ∈ L, is also a total multiplier
of L.
(3) For a ∈ L and I ∈ Idn(L), the map fa : I → L deﬁned by fa(x)= a ∧ x for every
x ∈ I , is a multiplier of L (called principal).
If dom(fa)= L, we denote fa by fa ; clearly, f0 = 0 and f1 = 1.
Remark 2.1. If I ∈ Idn(L),f : I → L is amultiplier ofL, then for allx, y ∈ I, f (f (x))=
f (x), f (x)x, f (x ∧ y)= f (x) ∧ f (y) and x ∧ f (y)= y ∧ f (x).
Indeed, f (f (x))= f (f (x ∧ x))= f (x ∧ f (x))= f (x)∧ f (x)= f (x), f (x)= f (x ∧
x) = x ∧ f (x)x and f (x ∧ y) = f (f (x ∧ y)) = f (x ∧ f (y)) = f (y) ∧ f (x) =
f (x) ∧ f (y).
Deﬁnition 2.2. For I ∈ Idn(L), we denote
M(I,L)= {f : I → L : f is a multiplier on L}
and
M(L)=
⋃
I∈Idn(L)
M(I, L).
Remark 2.2. If we have f ∈ M(I,L) ∩M(J,L), then I = J , that is, the relation f ∈
M(I,L) determines uniquely I .
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Deﬁnition 2.3. If I1, I2 ∈ Idn(L) and fi ∈ M(Ii, L), i=1, 2, we deﬁne f1∧f2, f1∨f2 :
I1 ∩ I2 → L by
(f1 ∧ f2)(x)= f1(x) ∧ f2(x),
(f1 ∨ f2)(x)= f1(x) ∨ f2(x),
for every x ∈ I1 ∩ I2.
Lemma 2.1. If I1, I2 ∈ Idn(L) and fi ∈ M(Ii, L), i = 1, 2, then f1 ∧ f2, f1 ∨ f2 ∈
M(I1 ∩ I2, L).
Proof. Routine. 
Deﬁnition 2.4. For I ∈ Idn(L) and f ∈ M(I,L) we deﬁne f ∗ : I → L by
f ∗(x)= x ∧Nf (n−1(x)),
for every x ∈ I .
Remark 2.3. For x ∈ L we have 0∗(x) = x ∧ N0 = x ∧ 1 = x, that is, 0∗ = 1, and
1∗(x)= x ∧Nn−1(x)= 0 (by Lemma 1.3), that is, 1∗ = 0.
Lemma 2.2. If I ∈ Idn(L) and f ∈ M(I,L), then f ∗ ∈ M(I,L).
Proof. If x ∈ I and e ∈ L, then
f ∗(e ∧ x)= e ∧ x ∧Nf (n−1(e ∧ x))= e ∧ x ∧Nf (n−1(e) ∧ n−1(x))
= e ∧ x ∧N(n−1(e) ∧ f (n−1(x)))
= e ∧ x ∧ (Nn−1(e) ∨Nf (n−1(x)))
= (e ∧ x ∧Nn−1(e)) ∨ (e ∧ x ∧Nf (n−1(x)))
= 0 ∨ (e ∧ f ∗(x))= e ∧ f ∗(x).  (1)
Deﬁnition 2.5. For I ∈ Idn(L) and i = 1, . . . , n− 1 we deﬁne ˜i : M(I,L)→ M(I,L)
by
˜i (f )(x)= x ∧ i (f (n−1(x))),
for every f ∈ M(I,L) and x ∈ I .
Lemma 2.3. If I ∈ Idn(L)andf ∈ M(I,L), then ˜i (f ) ∈ M(I,L) for all i=1, . . . , n−1.
Proof. If x ∈ I and e ∈ L then, for all i = 1, . . . , n− 1, we have:
˜i (f )(e ∧ x)= e ∧ x ∧ i (f (n−1(e ∧ x)))
= e ∧ x ∧ i (f (n−1(e) ∧ n−1(x)))
= e ∧ x ∧ i (n−1(e) ∧ f (n−1(x)))
= e ∧ x ∧ n−1(e) ∧ i (f (n−1(x)))
= e ∧ x ∧ i (f (n−1(x)))= e ∧ ˜i (f )(x). 
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Proposition 2.1. (M(L),∧,∨,∗, 0, 1, ˜1, . . . , ˜n−1) is an LMn-algebra.
Proof. We verify the axioms of LMn-algebras.
In the following we work with f ∈ M(I,L) and fi ∈ M(Ii, L) where I, Ii ∈ Idn(L),
i = 1, 2, and we denote I ′ = I1 ∩ I2 ∈ Idn(L).
(1.1) It is easy to verify that (M(L),∧,∨, 0, 1) is a bounded distributive lattice.
To prove that it is a De Morgan algebra, for x ∈ I ′ we have:
(f1 ∨ f2)∗(x)= x ∧N((f1 ∨ f2)(n−1(x)))
= x ∧N(f1(n−1(x)) ∨ f2(n−1(x)))
= x ∧Nf 1(n−1(x)) ∧Nf 2(n−1(x))
= (x ∧Nf 1(n−1(x))) ∧ (x ∧Nf 2(n−1(x)))
= f ∗1 (x) ∧ f ∗2 (x)= (f ∗1 ∧ f ∗2 )(x),
that is, (f1 ∨ f2)∗ = f ∗1 ∧ f ∗2 .
Also, for every x ∈ I :
(f ∗)∗(x)= x ∧Nf ∗(n−1(x))
= x ∧N(n−1(x) ∧Nf (n−1(n−1(x))))
= x ∧N(n−1(x) ∧Nf (n−1(x)))
= x ∧ (Nn−1(x) ∨ f (n−1(x)))
= (x ∧Nn−1(x)) ∨ (x ∧ f (n−1(x)))
= 0 ∨ (x ∧ f (n−1(x)))= n−1(x) ∧ f (x)
= f (x),
that is, (f ∗)∗ = f .
Then,
(f1 ∧ f2)∗ = (f ∗∗1 ∧ f ∗∗2 )∗ = ((f ∗1 ∨ f ∗2 )∗)∗ = (f ∗1 ∨ f ∗2 )∗∗ = f ∗1 ∨ f ∗2 .
(1.2) ˜i : M(L) → M(L), for all i = 1, . . . , n − 1, are bounded lattice morphisms that
satisfy (1.2.1)–(1.2.6).
For x ∈ I ′ we have:
˜i (f1 ∨ f2)(x)= x ∧ i (f1(n−1(x)) ∨ f2(n−1(x)))
= x ∧ (i (f1(n−1(x))) ∨ i (f2(n−1(x))))
= (x ∧ i (f1(n−1(x)))) ∨ (x ∧ i (f2(n−1(x))))
= ˜i (f1)(x) ∨ ˜i (f2)(x)= (˜i (f1) ∨ ˜i (f2))(x),
hence ˜i (f1 ∨ f2)= ˜i (f1) ∨ ˜i (f2) for all i = 1, . . . , n− 1 and similarly
˜i (f1 ∧ f2)(x)= (˜i (f1) ∧ ˜i (f2))(x),
hence ˜i (f1 ∧ f2)= ˜i (f1) ∧ ˜i (f2) for all i = 1, . . . , n− 1.
Also, for all x ∈ L and i=1, . . . , n−1, ˜i (0)(x)=x∧i (0(n−1(x)))=x∧0=0=0(x),
that is, ˜i (0)= 0 and similarly ˜i (1)= 1.
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(1.2.1) For x ∈ I, we have: (˜i (f ) ∨ (˜i (f ))∗)(x)
= ˜i (f )(x) ∨ (˜i (f ))∗(x)
= (x ∧ i (f (n−1(x)))) ∨ (x ∧N˜i (f )(n−1(x)))
= x ∧ (i (f (n−1(x))) ∨N(n−1(x) ∧ i (f (n−1(n−1(x))))))
= x ∧ (i (f (n−1(x))) ∨Nn−1(x) ∨Ni (f (n−1(x))))
= x ∧ 1= x = 1(x),
hence ˜i (f ) ∨ (˜i (f ))∗ = 1 for all i = 1, . . . , n− 1.
To prove (1.2.2) we use the De Morgan relations and (1.2.1):
˜i (f ) ∧ (˜i (f ))∗ = (˜i (f ))∗∗ ∧ (˜i (f ))∗ = [(˜i (f ))∗ ∨ ˜i (f )]∗ = 1∗ = 0.
(1.2.3) For x ∈ I and i, j ∈ {1, . . . , n− 1} we have:
˜i˜j (f )(x)= x ∧ i (˜j (f )(n−1(x)))
= x ∧ i (n−1(x) ∧ j (f (n−1(n−1(x)))))
= x ∧ i (n−1(x) ∧ j (f (n−1(x))))
= x ∧ n−1(x) ∧ j (f (n−1(x)))
= x ∧ j (f (n−1(x)))= ˜j (f )(x),
that is, ˜i˜j (f )= ˜j (f ).
(1.2.4) For i = 1, . . . , n− 1 we have to prove that:
˜i (f
∗)= (˜n−i (f ))∗.
Indeed, for x ∈ I :
˜i (f
∗)(x)= x ∧ i (f ∗(n−1(x)))
= x ∧ i (n−1(x) ∧Nf (n−1(n−1(x))))
= x ∧ i (n−1(x)) ∧ i (Nf (n−1(x)))
= x ∧ n−1(x) ∧ i (Nf (n−1(x)))
= x ∧ i (Nf (n−1(x))),
and
(˜n−i (f ))∗(x)= x ∧N˜n−i (f )(n−1(x))
= x ∧N(n−1(x) ∧ n−i (f (n−1(n−1(x)))))
= x ∧N(n−1(x) ∧ n−i (f (n−1(x))))
= x ∧ (Nn−1(x) ∨Nn−i (f (n−1(x))))
= (x ∧Nn−1(x)) ∨ (x ∧Nn−i (f (n−1(x))))
= 0 ∨ (x ∧ i (Nf (n−1(x)))),
so, ˜i (f
∗)= (˜n−i (f ))∗.
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(1.2.5) For x ∈ I we obtain successively:
1(f (n−1(x))) · · · n−1(f (n−1(x))),
x ∧ 1(f (n−1(x))) · · · x ∧ n−1(f (n−1(x))),
˜1(f )(x) · · · ˜n−1(f )(x),
˜1(f ) · · · ˜n−1(f ).
(1.2.6) If ˜i (f1)=˜i (f2) for all i=1, . . . , n−1, then we get in turn, for all i=1, . . . , n−1
and all x ∈ I ′:
˜i (f1)= ˜i (f2),
˜i (f1)(x)= ˜i (f2)(x),
x ∧ i (f1(n−1(x)))= x ∧ i (f2(n−1(x))),
n−1(x) ∧ i (f1(n−1(n−1(x))))= n−1(x) ∧ i (f2(n−1(n−1(x)))),
i (n−1(x) ∧ f1(n−1(x)))= i (n−1(x) ∧ f2(n−1(x))).
But fk(n−1(x))n−1(x), hence i (fk(n−1(x)))i (n−1(x))= n−1(x), there-
fore
i (f1(n−1(x)))= i (f2(n−1(x))),
and since this holds for i = 1, . . . , n− 1, it follows that
f1(n−1(x))= f2(n−1(x)).
So,
f1(x)= f1(x) ∧ n−1(x)= x ∧ f1(n−1(x))= x ∧ f2(n−1(x))
= f2(x) ∧ n−1(x)= f2(x), hencef1 = f2. 
Lemma 2.4. The map vL : L → M(L) deﬁned by vL(a) = fa for every a ∈ L is a
monomorphism in LMn.
Proof. Clearly, vL(0)= f0 = 0, vL(1)= f1 = 1. Let a, b ∈ L and x ∈ L.We have:
(vL(a) ∨ vL(b))(x)= vL(a)(x) ∨ vL(b)(x)= (a ∧ x) ∨ (b ∧ x)
= (a ∨ b) ∧ x = (vL(a ∨ b))(x),
hence
vL(a ∨ b)= vL(a) ∨ vL(b),
and similarly
vL(a ∧ b)= vL(a) ∧ vL(b).
Also, for every x ∈ L:
(vL(i (a)))(x)= i (a) ∧ x,
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and
˜i (vL(a))(x)= x ∧ i (vL(a)(n−1(x)))= x ∧ i (a ∧ n−1(x))
= x ∧ i (a) ∧ n−1(x)= i (a) ∧ x,
hence vL(i (a))= ˜i (vL(a)) for all i= 1, . . . , n− 1. Therefore vL is a morphism in LMn
(see Deﬁnition 1.2 and Remark 1.3).
To prove the injectivity of vL, let a, b ∈ L such that vL(a)= vL(b). Then a ∧ x = b∧ x,
for every x ∈ L; for x = 1 we obtain a = b. 
Deﬁnition 2.6. A nonempty set I ⊆ L is called regular if for every x, y ∈ L, if x∧e=y∧e
for every e ∈ I , then x = y.
For example, L is a regular subset of L.
More generally, every subset of L which contains 1 is regular. Also, every supraset of a
regular set is regular.
Deﬁnition 2.7. We denote
R(L)= {I ⊆ L : I is a regular subset of L}
and
Mr(L)= {f ∈ M(L) : dom(f ) ∈ Idn(L) ∩ R(L)}.
Lemma 2.5. If I1, I2 ∈ Idn(L) ∩ R(L), then I1 ∩ I2 ∈ Idn(L) ∩ R(L).
Proof. Obviously, I1 ∩ I2 ∈ Idn(L). To prove I1 ∩ I2 ∈ R(L) let x, y ∈ L such that
x ∧ e= y ∧ e for every e ∈ I1 ∩ I2. If ei ∈ Ii , i = 1, 2, are arbitrary, then e1 ∧ e2 ∈ I1 ∩ I2
so, we have
e1 ∧ (e2 ∧ x)= (e1 ∧ e2) ∧ x = (e1 ∧ e2) ∧ y = e1 ∧ (e2 ∧ y).
Thus e2 ∧ x = e2 ∧ y, hence x = y. Therefore I1 ∩ I2 ∈ Idn(L) ∩ R(L). 
Remark 2.4. By Lemma 2.5, we deduce thatMr(L) is an LMn-subalgebra ofM(L).
Lemma 2.6. (i) If I ∈ Idn(L) ∩ R(L), then
I b = I ∩ C(L) ∈ Id(C(L)) ∩ R(C(L)).
(ii) If J ∈ Id(C(L)) ∩ R(C(L)), then −1n−1(J ) ∈ Idn(L) ∩ R(L).
Proof. (i) Clearly, I b ∈ Id(C(L)) (see Remark 1.8). To prove I b ∈ R(C(L)), let x, y ∈
C(L) such that f ∧ x = f ∧ y for every f ∈ I b = I ∩ C(L). If e ∈ I , then for
every i ∈ {1, . . . , n − 1},i (e ∧ x) = i (e) ∧ i (x) = i (e) ∧ x = i (e) ∧ y (since by
Remark 1.7, i (e) ∈ I b)=i (e ∧ y), hence e ∧ x = e ∧ y (by (1.2.6)). Since I ∈ R(L)
we deduce that x = y. So, I b ∈ R(C(L)).
(ii) Clearly, −1n−1(J ) ∈ Idn(L) (by Remark 1.8).
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Let x, y ∈ L such that e∧ x= e∧ y for every e ∈ −1n−1(J ). Since −1n−1(J )∩C(L)= J ,
then for every i ∈ {1, . . . , n− 1}, e ∧ i (x)= i (e) ∧ i (x)= i (e ∧ x)= i (e ∧ y)=
i (e) ∧ i (y) = e ∧ i (y). Since J ∈ R(C(L)), then i (x) = i (x), hence x = y (by
(1.2.6)). Thus, −1n−1(J ) ∈ R(L). 
Deﬁnition 2.8. Given two multipliers f1, f2 on L, we say that f2 extends f1 if dom(f1) ⊆
dom(f2) and f2|dom(f1) = f1; we write f1f2 if f2 extends f1. A multiplier f is called
maximal if f cannot be extended to a strictly larger domain.
Lemma 2.7. If f1, f2 ∈ M(L), f ∈ Mr(L) and f f1, f f2, then f1 and f2 agree on
dom(f1) ∩ dom(f2).
Proof. If by contrary there is x ∈ dom(f1) ∩ dom(f2) such that f1(x) = f2(x), since
dom(f ) ∈ R(L), then there is e ∈ dom(f ) such that e ∧ f1(x) = e ∧ f2(x),
hence f1(e ∧ x) = f2(e ∧ x), which is contradictory, since e ∧ x ∈ dom(f ) (because
e ∧ xe). 
Lemma 2.8. Every multiplier f ∈ Mr(L) can be uniquely extended to a maximal multi-
plier.
Proof. Let f ∈ Mr(L) be a multiplier and
Mf = {(I, g) : I ∈ Idn(L), g ∈ M(I,L), dom(f ) ⊆ I and g|dom(f ) = f }.
Clearly, if (I, g) ∈ Mf , then I ∈ Idn(L) ∩ R(L).
The setMf is ordered by (I1, g1)(I2, g2) iff I1 ⊆ I2 and g2|I1 = g1.
Let {(Ik, gk) : k ∈ K} be a chain inMf . Then I ′ =⋃k∈K Ik ∈ Idn(L) and dom(f ) ⊆ I ′.
So, g′ : I ′ → L deﬁned by g′(x)= gk(x) if x ∈ Ik is correctly deﬁned (since if x ∈ Ik ∩ It
with k, t ∈ K , then gk(x)= gt (x)).
Clearly, g′ ∈ M(I ′, L) and g′|dom(f ) = f (since if x ∈ dom(f ) ⊆ I ′, then x ∈ I ′ and so
there is k ∈ K such that x ∈ Ik , hence g′(x)= gk(x)= f (x)).
So, (I ′, g′) is an upper bound for the family {(Ik, gk) : k ∈ K}, hence by Zorn’s lemma,
Mf contains at least one maximal multiplier h which extends f ; by Lemma 2.7 we deduce
that h is unique with this property. 
Lemma 2.9. Each principal multiplier fa with a ∈ L and dom(fa) ∈ Idn(L) ∩ R(L) can
be uniquely extended to the total multiplier fa and each non-principal multiplier can be
extended to a maximal non-principal one.
Proof. First we prove that fa with a ∈ L cannot be extended to a non-principal multiplier.
Let I = dom(fa) ∈ Idn(L) ∩ R(L), fa : I → L and suppose by contrary that there
are I ′ ∈ Idn(L), I ⊆ I ′ (hence I ′ ∈ Idn(L) ∩ R(L)) and a non-principal multiplier
f ∈ M(I ′, L) which extends fa . Since f is non-principal, there is x0 ∈ I ′, x0 /∈ I , such that
f (x0) = x0 ∧ a. Since I ∈ R(L), there is e ∈ I such that e ∧ f (x0) = e ∧ (a ∧ x0), hence
f (e ∧ x0) = e ∧ (a ∧ x0)= a ∧ (e ∧ x0).
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Denoting x1 = e ∧ x0 ∈ I (since x1e), we obtain that f (x1) = a ∧ x1, which is
contradictory (since faf ).
Hence fa is uniquely extended by fa . Clearly, if f ∈ Mr(L) is non-principal and
h ∈ Mr(L) extends f , then h is non-principal. 
Deﬁnition 2.9. Deﬁne the relation L on the LMn-algebraMr(L) by the prescription:
(f1, f2) ∈ L iff f1 and f2 agree on the intersection of their domains.
Lemma 2.10. L is a congruence onMr(L).
Proof. The reﬂexivity and the symmetry of L are immediate. To prove the transitivity of
L, let (f1, f2), (f2, f3) ∈ L. If there is x0 ∈ dom(f1) ∩ dom(f3) such that f1(x0) =
f3(x0), since dom(f2) ∈ R(L), there is e ∈ dom(f2) ∩ C(L) such that e ∧ f1(x0) =
e ∧ f3(x0), hence f1(e ∧ x0) = f3(e ∧ x0), which is contradictory, because e ∧ x0 ∈
dom(f1) ∩ dom(f2) ∩ dom(f3), which implies f1(e ∧ x0)= f2(e ∧ x0)= f3(e ∧ x0).
To prove the compatibility of L with the operations∧,∨ and ˜i , for all i=1, . . . , n−1,
onMr(L), let (f1, f2), (g1, g2) ∈ L.
To prove (f1∨g1, f2∨g2) ∈ L and (f1∧g1, f2∧g2) ∈ L, letx ∈ dom(f1)∩ dom(f2)∩
dom(g1)∩dom(g2). Thenf1(x)=f2(x) and g1(x)=g2(x), hence (f1∨g1)(x)=(f2∨g2)(x)
and (f1 ∧ g1)(x)= (f2 ∧ g2)(x), that is, f1 ∨ g1, f2 ∨ g2 and f1 ∧ g1, f2 ∧ g2 agree on the
intersection of their domains, hence L is compatible with the operations ∨ and ∧.
If x ∈ dom(f1) ∩ dom(f2), then n−1(x) ∈ dom(f1) ∩ dom(f2) and f1(n−1(x)) =
f2(n−1(x)) andi (f1(n−1(x)))=i (f2(n−1(x))) for all i=1, . . . , n−1,which implies
x∧i (f1(n−1(x)))=x∧i (f2(n−1(x))) for all i=1, . . . , n−1, hence ˜i (f1), ˜i (f2)
agree on the intersection of their domains, hence L is compatible with the operations ˜i
for all i = 1, . . . , n− 1. 
Deﬁnition 2.10. For f ∈ Mr(L) with I = dom(f ) ∈ Idn(L) ∩ R(L), we denote by [f, I ]
the congruence class of f modulo L and LM =Mr(L)/L.
Remark 2.5. For every I ∈ Idn(L)∩R(L) and a ∈ L we have [fa, L] = [fa, I ] (because
for every x ∈ I ∩ L= I we have fa(x)= fa(x)= a ∧ x).
Remark 2.6. As was proved by Cignoli [6] (see also [2, Theorem 2.4]), the class of
LMn-algebras is equational, therefore LM is an LMn-algebra, where, for [f, I ], [g, J ] ∈
LM, [f, I ]∧[g, J ]=[f∧g, I∩J ], [f, I ]∨[g, J ]=[f∨g, I∩J ], and for i=1, . . . , n−1, ˜i :
LM→ LM, ˜i ([f, I ])= [˜i (f ), I ].
Lemma 2.11. Let the map vL : L→ LM be deﬁned by vL(a)= [fa, L] for every a ∈ L.
Then:
(i) vL is a monomorphism in LMn,
(ii) For every a ∈ C(L), [fa, L] ∈ C(LM),
(iii) vL(L) ∈ R(LM).
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Proof. (i) Clearly, vL is a morphism of LMn-algebras. To prove the injectivity of vL, let
a, b ∈ L such that vL(a)= vL(b). Then [fa, L] = [fb, L], hence for every x ∈ L, fa(x)=
fb(x), that is, a ∧ x = b ∧ x. For x = 1 we obtain that a = b.
(ii) For a ∈ C(L) and x ∈ L we have:
˜i (fa)(x)= x ∧ i (fa(n−1(x)))= x ∧ i (a ∧ n−1(x))
= x ∧ i (a) ∧ n−1(x)
= a ∧ x = fa(x), for all i = 1, . . . , n− 1,
that is, ˜i (fa)= fa , for all i = 1, . . . , n− 1, therefore [fa, L] ∈ C(LM).
(iii) Let [fa, L] ∈ vL(L) such that [fa, L] /∈R(LM), that is, there are f1, f2 ∈ Mr(L)
such that [f1, dom(f1)] = [f2, dom(f2)] (that is, there is x0 ∈ dom(f1) ∩ dom(f2) such
that f1(x0) = f2(x0)) although [f1, dom(f1)] ∧ [fa, L] = [f2, dom(f2)] ∧ [fa, L]. Then
(f1 ∧ fa)(x) = (f2 ∧ fa)(x) for every x ∈ dom(f1) ∩ dom(f2) and every a ∈ L, which
implies f1(x)∧ a ∧ x = f2(x)∧ a ∧ x for every x ∈ dom(f1)∩ dom(f2) and every a ∈ L.
For a = 1 and x = x0 we obtain that f1(x0) ∧ x0 = f2(x0) ∧ x0, that is, f1(x0) = f2(x0),
which is contradictory. 
Remark 2.7. Since by Lemma 2.4 and Lemma 2.11, for every a, b ∈ L, [fa, L] = [fb, L]
iff fa = fb iff a = b, the elements of L can be identiﬁed with the elements of the sets
{[fa, L] : a ∈ L} and {fa : a ∈ L}. So, vL(L) ≈ vL(L) ≈ L (as LMn-algebras).
Lemma 2.12. If [f, I ] ∈ LM (with f ∈ Mr(L) and I = dom(f ) ∈ Idn(L) ∩ R(L)),
we have:
I ⊆ {a ∈ L : ˜n−1([fa, L]) ∧ [f, I ] ∈ vL(L)}.
Proof. We recall (see Remark 2.6) that for a ∈ L, we have:
˜n−1([fa, L]) ∧ [f, I ] = [˜n−1(fa) ∧ f, I ].
Let now a ∈ I ; since for x ∈ I ,
(˜n−1(fa) ∧ f )(x)= ˜n−1(fa)(x) ∧ f (x)= x ∧ n−1(fa(n−1(x))) ∧ f (x)
= x ∧ n−1(a ∧ n−1(x)) ∧ f (x)
= x ∧ n−1(a) ∧ n−1(x) ∧ f (x)
= x ∧ n−1(a) ∧ f (x)= n−1(a) ∧ f (x)
= x ∧ f (n−1(a))= ff (n−1(a))(x),
we deduce that ˜n−1(fa)∧f=ff (n−1(a)) on I , hence [˜n−1(fa)∧f, I ]=[f f (n−1(a)), L] ∈
vL(L). So, a ∈ {a ∈ L : ˜n−1([fa, L]) ∧ [f, I ] ∈ vL(L)}, that is, the required
inclusion. 
D. Bus¸neag, F. Chirtes¸ / Discrete Mathematics 296 (2005) 143–165 157
3. Maximal LMn-algebra of fractions
Deﬁnition 3.1 (Georgescu [12], Schmid [18]). Let L,L′ be two distributive lattices. We
say that L′ is a lattice of fractions of L (we write LL′) iff L is a sublattice of L′ and for
all a′, b′, c′ ∈ L′, a′ = b′, there is a ∈ L such that a ∧ a′ = a ∧ b′ and a ∧ c′ ∈ L.
The above deﬁnitionwas suggested by the deﬁnition due toUtumi for the ring of quotients
[14, p. 40].
We denote by Ld the category of distributive lattices.
In [18], Schmid proves that for everyL inLd, there areQ(L) inLd and amonomorphism
vL : L→ Q(L) in Ld such that:
(i) vL(L)Q(L),
(ii) For every L′ in Ld such that LL′, there exist a monomorphism vL : L′ → Q(L) in
Ld such that its restriction to L coincides with vL.
Deﬁnition 3.2. Q(L) is called the maximal lattice of fractions of L.
Also, in [18], L ∈ Ld is called fractionally complete if for every L′ ∈ Ld such that
LL′ implies L ≈ L′ in Ld.
We have:
Theorem 3.1 (Schmid [18]). For every L ∈ Ld,Q(Q(L)) ≈ Q(L) in Ld and Q(L)
is, up to isomorphism in Ld, the unique lattice of fractions of L which is fractionally
complete.
We refer to [17, Section 6], for an explicit description of the latticeQ(L) forL belonging
to one of several important classes of lattices.
However, for convenience, we reproduce here a short summary:
(i) If L is a Boolean algebra, thenQ(L) is the Dedekind–MacNeille completion of L,
(ii) If L is a generalized Boolean algebra, thenQ(L) is the completion of the free Boolean
extension of L,
(iii) If L is relatively complemented, thenQ(L) is the Crawley completion of L,
(iv) If L is disjunctive, thenQ(L) ≈ Ann(L) (the annihilator algebra of L),
(v) If L is complete and upper continuous, thenQ(L) ≈ L,
(vi) If L is a chain, then Q(L) ≈ L if L has a greatest element, and Q(L) ≈ L ⊕ 1 if L
has no greatest element.
Deﬁnition 3.3. An LMn-algebra L′ is called an LMn-algebra of fractions of L if:
(3.1) L is an LMn-subalgebra of L′,
(3.2) For every a′, b′, c′ ∈ L′, a′ = b′, there is e ∈ L such that e ∧ a′ = e ∧ b′ and
n−1(e) ∧ c′ ∈ L (where by n−1 we denote the chrysippian endomorphism of L
which is the restriction to L of the chrisippian endomorphism ′n−1 of L′).
Remark 3.1. As a notational convenience, we write LL′ to indicate that L′ is an
LMn-algebra of fractions for L.
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Remark 3.2. If L,L′ are LMn-algebras, then in [12] L′ is called an LMn-algebra of
fractions of L if LL′ as lattices (in the sense of Deﬁnition 3.1). For any embedding
f : L→ L′ in LMn such that f (L)L′ we shall write Lf L′.
Remark 3.3. If LL′, e ∈ L and a′, b′ ∈ L′ are such that e∧ a′ = e∧ b′, then n−1(e)∧
a′ = n−1(e) ∧ b′.
Indeed, if by contraryn−1(e)∧a′=n−1(e)∧b′, then e∧n−1(e)∧a′=e∧n−1(e)∧b′,
hence e ∧ a′ = e ∧ b′, a contradiction.
Remark 3.4. If LL′, e ∈ L, c′ ∈ L′ and n−1(e)∧ c′ ∈ L, then e∧ c′ = [e∧n−1(e)]∧
c′ = e ∧ [n−1(e) ∧ c′] ∈ L.
Remark 3.5. For every L ∈ LMn, LL. Indeed, L is an LMn-subalgebra of L and we
can take e = 1.
Lemma 3.1. Let LL′; then for every a′, b′ ∈ L′, a′ = b′, and any ﬁnite sequence
c′1, . . . , c′m ∈ L′, there is e ∈ L such that e ∧ a′ = e ∧ b′ and n−1(e) ∧ c′i ∈ L for
i = 1, 2, . . . , m(m1).
Proof. For m = 1 this reduces to (3.2). Let m2 and assume the lemma holds true for
m − 1. So we may ﬁnd f ∈ L such that f ∧ a′ = f ∧ b′ and n−1(f ) ∧ c′i ∈ L for
i = 1, 2, . . . , m − 1. Since LL′, we ﬁnd g ∈ L such that g ∧ (f ∧ a′) = g ∧ (f ∧ b′)
and n−1(g) ∧ c′m ∈ L. Since n−1 is a morphism of inf-semilattices, then the element
e = f ∧ g ∈ L has the required properties. 
Lemma 3.2. Let LL′ and a′ ∈ L′. Then
Ia′ = {e ∈ L : n−1(e) ∧ a′ ∈ L} ∈ Idn(L) ∩ R(L).
Proof. We prove ﬁrst that Ia′ ∈ Idn(L). Let e1, e2 ∈ Ia′ . Then n−1(e1) ∧ a′,n−1(e2) ∧
a′ ∈ L. Butn−1(e1∨e2)∧a′=(n−1(e1)∨n−1(e2))∧a′=(n−1(e1)∧a′)∨(n−1(e2)∧
a′) ∈ L, hence e1∨e2 ∈ Ia′ . If e1 ∈ Ia′ and e2 ∈ L is such that e2e1, thenn−1(e2)∧a′=
n−1(e2 ∧ e1)∧ a′ = (n−1(e1)∧n−1(e2))∧ a′ = (n−1(e1)∧ a′)∧n−1(e2) ∈ L, that
is, e2 ∈ Ia′ .If e ∈ Ia′ , then n−1(n−1(e))∧ a′ =n−1(e)∧ a′ ∈ L, hence n−1(e) ∈ Ia′ .
Therefore Ia′ ∈ Idn(L).
To prove Ia′ ∈ R(L), let x, y ∈ L such that e∧x=e∧y for every e ∈ Ia′ . If, by contrary,
x = y, since LL′, there is e0 ∈ L such that n−1(e0) ∧ a′ ∈ L (that is, e0 ∈ Ia′) and
e0 ∧ x = e0 ∧ y, which is contradictory. 
Theorem 3.2. For everyLMn-algebraL, theLMn-algebraLM in Deﬁnition 2.10 has the
following properties:
(i) vL(L)LM,
(ii) For every LMn-algebra L′ such that LL′, there exists a monomorphism of LMn-
algebras u : L′→LM which induces the canonical monomorphism vL of L into LM.
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Proof. (i) The fact that vL(L) is an LMn-subalgebra of LM follows from Lemma 2.11.
To prove (3.2), let [f, dom(f )], [g, dom(g)], [h, dom(h)] ∈ LM with f, g, h ∈ Mr(L)
such that [g, dom(g)] = [h, dom(h)] (that is, there is x0 ∈ dom(g) ∩ dom(h) such that
g(x0) = h(x0)).
Let I = dom(f ) ∈ Idn(L) ∩ R(L) and
I[f,I ] = {a ∈ L : ˜n−1([fa, L]) ∧ [f, I ] ∈ vL(L)};
then, by Lemma 2.12, I ⊆ I[f,I ].
Suppose that for every a ∈ I , [fa, L] ∧ [g, dom(g)] = [fa, L] ∧ [h, dom(h)]; then
[fa ∧g, dom(g)]= [fa ∧h, dom(h)], hence for every x ∈ dom(g)∩dom(h), (fa ∧g)(x)=
(fa∧h)(x).We obtain a∧x∧g(x)=a∧x∧h(x), hence, by Remark 2.1, a∧g(x)=a∧h(x)
for every x ∈ dom(g) ∩ dom(h) and a ∈ I .
Since I ∈ R(L), we deduce that g(x)=h(x) for every x ∈ dom(g)∩dom(h); in particular
g(x0)= h(x0), which is contradictory.
Hence, if [g, dom(g)] = [h, dom(h)], then there is a ∈ I , such that [fa, L]∧[g, dom(g)]
= [fa, L] ∧ [h, dom(h)]. But for this a ∈ I we have ˜n−1([fa, L]) ∧ [f, I ] ∈ vL(L)
(by Lemma 2.12).
(ii) To prove the maximality of LM, let L′ be an LMn-algebra such that LL′; thus
L ⊆ L′.
L  L′
vL ↘ ↙u
LM
For a′ ∈ L′, Ia′ = {e ∈ L : n−1(e) ∧ a′ ∈ L} ∈ Idn(L) ∩ R(L) (by Lemma 3.2).
Thus fa′ : Ia′ → L deﬁned by fa′(x)= a′ ∧ x is a multiplier.
We deﬁne u : L′ → LM, by u(a′) = [fa′ , Ia′ ], for every a′ ∈ L′; clearly u|L = vL
(by Remark 2.5), u(0)= 0 and u(1)= 1.
For a′, b′ ∈ L′ and x ∈ Ia′ ∩ Ib′ , we have:
(fa′ ∧ fb′)(x)= (a′ ∧ x) ∧ (b′ ∧ x)= (a′ ∧ b′) ∧ x = fa′∧b′(x),
hence u(a′) ∧ u(b′)= u(a′ ∧ b′), and similarly u(a′) ∨ u(b′)= u(a′ ∨ b′).
For every x ∈ Ia′ , then a′ ∧ x ∈ L, hence:
˜j (fa′)(x)= x ∧ j (fa′(n−1(x)))= x ∧ j (a′ ∧ n−1(x))
= x ∧ j (a′) ∧ j (n−1(x))= x ∧ j (a′) ∧ n−1(x)
=j (a′) ∧ x = fj (a′)(x),
so, u(j (a
′)) = ˜j (u(a′)) for every j ∈ {1, . . . , n − 1}. Therefore u is a morphism of
LMn-algebras.
To prove the injectivity of u, let a′, b′ ∈ L′ such that u(a′) = u(b′), hence [fa′ , Ia′ ] =
[fb′ , Ib′ ], that is, fa′(x) = fb′(x) for every x ∈ Ia′ ∩ Ib′ , so, a′ ∧ x = b′ ∧ x for every
x ∈ Ia′ ∩ Ib′ . If a′ = b′, by Lemma 3.1 (since LL′), there exists e ∈ L such that
n−1(e)∧a′,n−1(e)∧b′ ∈ L and e∧a′ = e∧b′ which is contradictory (sincen−1(e)∧
a′,n−1(e) ∧ b′ ∈ L implies e ∈ Ia′ ∩ Ib′ ∈ Idn(L) ∩ R(L)). 
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Theorem 3.2 provides the motivation for the following:
Deﬁnition 3.4. For anyLMn-algebraL,LM is called amaximalLMn-algebra of fractions
of L. To range with the tradition [3,4,12,17,18] we denote LM byQn(L).
Open problem: For any LMn-algebra L, is LM (in Deﬁnition 3.4) unique, up to isomor-
phism in LMn, with property of “maximality” from Theorem 3.2?
Proposition 3.1. Let L ∈ LMn. For [f, I ] ∈ Qn(L), the following are equivalent:
(i) [f, I ] ∈ C(Qn(L)),
(ii) f (n−1(x)) ∈ C(L) for every x ∈ I .
Proof. (i)⇒ (ii). The hypothesis implies [f, I ] = ˜i ([f, I ]) = [˜i (f ), I ], hence f (x) =
˜n−1(f )(x)= x ∧ n−1(f (n−1(x))) for every x ∈ I .
But x ∈ I implies n−1(x) ∈ I , hence:
f (n−1(x))= n−1(x) ∧ n−1(f (n−1(n−1(x))))
=n−1(x ∧ f (n−1(x))) ∈ C(L).
(ii) ⇒ (i). Let i ∈ {1, . . . , n − 1} and x ∈ I . Since f (n−1(x)) ∈ C(L), then
i (f (n−1(x)))=f (n−1(x)). Thusn−1(x)∧i (f (n−1(x)))=n−1(x)∧f (n−1(x))
=f (n−1(x)), hence x ∧ n−1(x) ∧ i (f (n−1(x))) = x ∧ f (n−1(x)). So x∧
i (f (n−1(x)))= n−1(x) ∧ f (x)= f (x), hence ˜i (f )(x)= f (x), that is, ˜i (f )= f .
Therefore ˜i ([f, I ])= [f, I ], that is, [f, I ] ∈ C(Qn(L)). 
Theorem 3.3. Let L ∈ LMn.
(i) If L ∈ B, thenQn(L) ∈ B,
(ii) If L ∈ Pn, thenQn(L) ∈ Pn.
Proof. (i) Let L be a Boolean algebra.
If by contrary Qn(L) is not a Boolean algebra, then ˜i ([f, I ]) = [˜i (f ), I ] = [f, I ]
for some [f, I ] ∈ Qn(L) and i ∈ {1, . . . , n − 1}, hence there is a ∈ I such that a ∧
i (f (n−1(a)))= ˜i (f )(a) = f (a).
SinceL is aBoolean algebra, it follows thati (x)=x, soa∧i (f (a))=a∧f (a)=f (a) =
f (a), a contradiction.
(ii) If L ∈ Pn, then by Theorem 1.2, (iv), L : L → DC(L),L(x) = (1(x), . . . ,
n−1(x)) for every x ∈ L, is an isomorphism in LMn.
We consider Qn(L) : Qn(L) → DC(Qn(L)) and we have to prove that Qn(L) is an
isomorphism. By Theorem 1.2, (iii), we have only to prove that Qn(L) is onto, that is,
for every ([f1, I1], . . . , [fn−1, In−1]) ∈ DC(Qn(L))with [fi, Ii] ∈ C(Qn(L)), i=1, . . . ,
n − 1 and [f1, I1] · · · [fn−1, In−1], there exists [f, I ] ∈ Qn(L) such that
Qn(L)([f, I ]) = ([f1, I1], . . . , [fn−1, In−1]), that is, ˜i ([f, I ]) = [fi, Ii] for every
i = 1, . . . , n− 1.
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For every x ∈ I=I1∩· · ·∩In−1 we have that f1(x) · · · fn−1(x), hence f1(n−1(x))
 · · · fn−1(n−1(x)).
Since [fi, Ii] ∈ C(Qn(L)), then by Proposition 3.1 we deduce that for every x ∈ I ,
fi(n−1(x)) ∈ C(L) for every i=1, . . . , n−1, that is, (f1(n−1(x)), . . . , fn−1(n−1(x)))
∈ DC(L).
ButL is in particular onto, so, for every x ∈ I there exists a unique element ax ∈ L such
thatL(ax)=(f1(n−1(x)), . . . , fn−1(n−1(x))), which meansi (ax)=fi(n−1(x)) for
every i ∈ {1, . . . , n− 1}.
We deﬁne f : I → L by f (x) = x ∧ ax for every x ∈ I . If x ∈ I and e ∈ L, then
f (e ∧ x)= e ∧ x ∧ ae∧x and e ∧ f (x)= e ∧ x ∧ ax , so, to prove f (e ∧ x)= e ∧ f (x) it
sufﬁces to use (1.2.6), that is, to prove that for every i ∈ {1, . . . , n− 1},
i (e ∧ x ∧ ae∧x)= i (e ∧ x ∧ ax).
Indeed,
i (e ∧ x ∧ ae∧x)= i (e) ∧ i (x) ∧ i (ae∧x)
=i (e) ∧ i (x) ∧ fi(n−1(e ∧ x))
=i (e) ∧ i (x) ∧ fi(n−1(e) ∧ n−1(x))
=i (e) ∧ i (x) ∧ n−1(e) ∧ fi(n−1(x))
=i (e) ∧ i (x) ∧ fi(n−1(x))= i (e) ∧ i (x) ∧ i (ax)
=i (e ∧ x ∧ ax).
Hence f ∈ Mr(I, L) and
Qn(L)([f, I ])= (˜1([f, I ]), . . . , ˜n−1([f, I ]))= ([˜1(f ), I ], . . . , [˜n−1(f ), I ]).
Since for i ∈ {1, . . . , n− 1} and x in I ,
˜i (f )(x)= x ∧ i (f (n−1(x)))= x ∧ i (n−1(x) ∧ an−1(x))
= x ∧ n−1(x) ∧ i (an−1(x))= x ∧ fi(n−1(n−1(x)))
= x ∧ fi(n−1(x))= n−1(x) ∧ fi(x)= fi(x),
we deduce that Qn(L)([f, I ])= ([f1, I1], . . . , [fn−1, In−1]), that is, Qn(L) is onto, hence
an isomorphism in LMn. Then,Qn(L) ∈ Pn. 
Remark 3.6. (1) IfL is a ﬁniteLMn-algebra andLL′, thenL′=L, henceQn(L)=LM ≈
L. Indeed, we consider x in L′; we deduce that there exists e ∈ L such that e ∧ x ∈ L
(for example e = 0!). L being ﬁnite, there exists the largest element ex ∈ L such thatex ∧
x ∈ L. Suppose ex ∨ x = ex , then, by (3.2) and Remark 3.4, there exists e ∈ L such that
e ∧ (ex ∨ x) = e ∧ ex and e ∧ x ∈ L. But e ∧ x ∈ L implies eex and thus we obtain that
e=e∧(ex∨x) = e∧ex=e, a contradiction. Therefore ex∨x=ex , so xex , consequently
x = ex ∧ x ∈ L, that is, L′ ⊆ L. Therefore L′ = L.
By Theorem 3.2(i) we have vL(L)LM. Since vL(L) is ﬁnite, we deduce that vL(L)=
LM, hence in this caseQn(L) ≈ L (by Remark 2.7).
(2) If L is an LMn-algebra with C(L) = {0, 1} = L2 (see Theorem 1.1), then also
Qn(L) = LM ≈ L. Indeed, let L′ such that LL′. If a′ ∈ L′, a′ = 0 then there exists
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e ∈ L such that e ∧ a′ = 0 and n−1(e) ∧ a′ ∈ L (clearly e = 0). Since n−1(e) ∈
C(L), en−1(e) and e = 0 we deduce that n−1(e)= 1, hence a′ ∈ L, that is, L′ = L.
In particular (since C(Ln)= L2) we haveQn(Ln) ≈ Ln.
(3) If L is a Boolean algebra, by Theorem 3.3 (i), Qn(L) is a Boolean algebra. Then
n−1 = 1L, hence in this case, Deﬁnitions 3.3 and 3.2 are equivalent. We have Qn(L) is
just the classical Dedekind–MacNeille completion of L (see [18, p. 687], and [14, p. 45]).
So, in this caseQn(L) coincides withQ(L) from Deﬁnition 3.2.
Proposition 3.2 (Georgescu [12]). If L,L′ ∈ LMn and B,B ′ ∈ B, then:
(i) If LL′, then C(L)C(L′),
(ii) If BB ′, then D(B)D(B ′),
(iii) If LL′, then D(C(L))D(C(L′)),
(iv) If L,L′ ∈ Pn, then LL′ iff C(L)C(L′).
In the following we give some connections between the relations  and  :
Proposition 3.3. If L,L′ ∈ LMn and B,B ′ ∈ B, then:
(i) If LL′, then LL′,
(ii) BB ′ iff BB ′,
(iii) BB ′ iff D(B)D(B ′).
Proof. (i) It follows from Remark 3.4.
(ii) Clearly, because n−1 = 1B .
(iii) Assume BB ′. Clearly, D(B ′) ⊆ D(B ′). Consider the following elements of
D(B ′) : a′ = (a′1, . . . , a′n−1), b′ = (b′1, . . . , b′n−1), c′ = (c′1, . . . , c′n−1) with a′ = b′ (that
is, there exists i0 ∈ {1, . . . , n − 1} such that a′i0 = b′i0 ). Since a′i0 , b′i0 , c′1, . . . , c′n−1 ∈ B ′,
by Lemma 3.1 there exists a ∈ B such that a ∧ a′i0 = a ∧ b′i0 and a ∧ c′i ∈ B for every
i = 1, . . . , n− 1.
It follows that for e=(a, . . . , a)=n−1(e) ∈ C(D(B)), e∧a′ = e∧b′ andn−1(e)∧c′ ∈
D(B). Hence D(B)D(B ′).
Assume D(B)D(B ′); then D(B) ⊆ D(B ′) (as an LMn-algebra), hence C(D(B)) ⊆
C(D(B ′)) (as a Boole subalgebra). SinceC(D(B))={(a, . . . , a) : a ∈ B} andC(D(B)) ⊆
C(D(B ′)) we deduce that B ⊆ B ′ (as a Boole subalgebra). To prove that BB ′, let
a′, b′, c′ ∈ B ′, a′ = b′. Then a′′ = (a′, . . . , a′), b′′ = (b′, . . . , b′), c′′ = (c′, . . . , c′) ∈
D(B) and a′′ = b′′. Since D(B)D(B ′), there exists a = (a1, . . . , an−1) ∈ D(B) such
that a ∧ a′′ = a ∧ b′′ and n−1(a) ∧ c′′ ∈ D(B).We recall that a1 · · · an−1 and
n−1(a)= (an−1, . . . , an−1).
From a ∧ a′′ = a ∧ b′′ we deduce that an−1 ∧ a′ = an−1 ∧ b′, because otherwise
an−2∧a′ = (an−2∧an−1)∧a′ =an−2∧ (an−1∧a′)=an−2∧ (an−1∧b′)= (an−2∧an−1)∧
b′ = an−2 ∧ b′ and analogously an−3 ∧ a′ = an−3 ∧ b′, . . . , a1 ∧ a′ = a1 ∧ b′, therefore
a ∧ a′′ = a ∧ b′′, a contradiction.
From n−1(a) ∧ c′′ ∈ D(B) we deduce that an−1 ∧ c′ ∈ B.
So, for a′, b′, c′ ∈ B ′, a′ = b′ we have an−1 ∧ a′ = an−1 ∧ b′ and an−1 ∧ c′ ∈ B, hence
BB ′. 
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Theorem 3.4. (i) For every L ∈ LMn, C(Qn(L)) ≈ Q(C(L)) (in B),
(ii) For every B ∈ B,Qn(D(B)) ≈ D(Q(B)) (in LMn).
Proof. (i) Let [f, I ] ∈ C(Qn(L)). Then I ∈ Idn(L) ∩R(L), f ∈ Mr(L) and f (n−1(x))
∈ C(L) for every x ∈ I (by Proposition 3.1). If we consider I b = I ∩ C(L) (see
Remark 1.8), then f b : I b → L, f b = f|Ib has the property that if x ∈ I b, then f b(x) =
f (x)= f (n−1(x)) ∈ C(L), that is, f b : I b → C(L).
Then [f b, I b] inQn(L) exists by Lemma 2.6.
We deﬁne  : C(Qn(L)) → Q(C(L)) by ([f, I ]) = [f b, I b] for every [f, I ] ∈
C(Qn(L)).
If [f, I ], [g, J ] ∈ C(Qn(L)) are such that [f, I ] = [g, J ], then f|I∩J = g|I∩J . Since
I b ∩ J b = (I ∩ J )∩C(L) we deduce that f b|Ib∩J b = gb|Ib∩J b , that is,  is correctly deﬁned.
If [f, I ], [g, J ] ∈ C(Qn(L)) are such that [f b, I b] = [gb, J b], then for every x ∈
I b ∩ J b = (I ∩ J ) ∩ C(L) we have f (x)= g(x).
Then for every x ∈ I ∩ J , we have n−1(x) ∈ (I ∩ J ) ∩ C(L), hence f (x) = f (x) ∧
n−1(x) = x ∧ f (n−1(x)) = x ∧ g(n−1(x)) = g(x) ∧ n−1(x) = g(x), which proves
that [f, I ] = [g, J ]. Therefore  is an injective map.
To prove the surjectivity of , let [g, J ] ∈ Q(C(L)); thus J ∈ Id(C(L)) ∩ R(C(L)),
g : J → C(L) and g(e ∧ x)= e ∧ g(x) for every e ∈ C(L) and x ∈ J .
By Lemma 2.6 we have that −1n−1(J ) ∈ Idn(L) ∩ R(L). If x ∈ −1n−1(J ), then
n−1(x) ∈ J . Since xn−1(x) and J ∈ Id(C(L)), we deduce that x ∈ J , hence
−1n−1(J ) ⊆ J .
We consider f : −1n−1(J )→ L, f (x)= g(x) for every x ∈ −1n−1(J ). Since −1n−1(J ) ∩
C(L) = J , we deduce that f ∈ Mr(−1n−1(J ), L). Since for x ∈ −1n−1(J ), f (n−1(x)) =
g(n−1(x)) ∈ C(L), we deduce by Proposition 3.1 that [f,−1n−1(J )] ∈ C(Qn(L)).
But ([f,−1n−1(J )])= [f b, (−1n−1(J ))b] = [f b,−1n−1(J )∩C(L)] = [f b, J ] and f b =
f|(−1n−1(J ))b = f|J = g|J , hence ([f,
−1
n−1(J )]) = [g, J ]. Therefore  is onto, hence a
bijection.
It is routine to verify that is a morphism inB, hence we deduce that is an isomorphism
in B.
(ii) For B ∈ B, D(B) ∈ Pn (see [2], p. 166); then by Theorem 3.3(ii) we deduce that
Qn(D(B)) ∈ Pn, so, if we denote L=Qn(D(B)), then L
L≈ D(C(L)) (Theorem 1.2(iv)).
But C(L)= C(Qn(D(B))) ≈ Q(C(D(B))) (by (i)).
Since B ≈ C(D(B)) (see [2], p. 167), then Qn(D(B)) = L ≈ D(Q(C(D(B)))) ≈
D(Q(B)), that is,Q(D(B)) ≈ D(Q(B)). 
Remark 3.7. For L ∈ LMn in [12] the Post algebra D(Q(C(L))) is denoted by Q1(L),
where Q(C(L)) is the maximal Boolean algebra of fractions (quotients) of the Boolean
algebra C(L) (see Remark 3.6, 3).
The canonical embedding of C(L) inQ(C(L)) ([12,18]) is denoted by vC(L) : C(L)→
Q(C(L)). So, we obtain the canonical embeddingL ofL inQ1(L) byL=D(vC(L))◦L :
L→ Q1(L) (see Theorem 1.2).
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In [12] the following result is proved:
Proposition 3.4. Let L,L′ be two LMn-algebras and f : L → L′ a momomorphism in
LMn such that Lf L′ (that is, f (L)L′). Then there exists a monomorphism h : L′ →
Q1(L) in LMn such that the diagram:
L
f−→ L′
L ↘ ↙h
Q1(L)
is commutative (that is, h ◦ f = L).
This result provides the motivation for the assertion in [12, p. 196] that Q1(L) is the
maximal Post algebra of quotients of L.
So, for L ∈ LMn there are two related notions:
(1) The maximal LMn-algebra of fractionsQn(L) of L (see Deﬁnition 3.4) and
(2) The maximal Post algebra of quotientsQ1(L) L (deﬁned in [12]; see Remark 3.7).
Remark 3.8. Following Theorem 3.4(i) we deduce that for L ∈ LMn : Q1(L) =
D(Q(C(L))) ≈ D(C(Qn(L)))=DC(Qn(L)). In particular, if L ∈ Pn, thenQn(L) ∈ Pn
by Theorem 3.3, (ii), hence by Theorem 1.2(iv),Q1(L) ≈ Qn(L).
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