Itinerant routing in elastic optical networks by Szcześniak, Ireneusz et al.
ar
X
iv
:1
60
9.
04
90
6v
1 
 [c
s.N
I] 
 16
 Se
p 2
01
6
1
Itinerant routing in elastic optical networks
Ireneusz Szczes´niak, Artur Gola, Andrzej Jajszczyk, Andrzej R. Pach, and Boz˙ena Woz´na-Szczes´niak
Abstract—We state a new problem of itinerant routing in
elastic optical networks, which we define as the establishment
and reconfiguration of an itinerant connection. In an itinerant
connection, one of the connection end nodes is allowed to
change. Itinerant routing could also be considered a form of
connection restoration, where a connection has to be restored to a
different end node. With the introduction of new mobile-network
architectures, the progressing integration of wireless and optical
networks, the continuing growth of wireless high-bitrate services,
and the eventual deployment of elastic optical networks, there
is a need to support this itinerant routing in the elastic optical
networks. We present and discuss two major use cases of the
itinerant routing, and propose a novel reconfiguration algorithm.
Our algorithm does not deteriorate the network performance,
and requires half as many new links to configure as the shortest-
path reconfiguration algorithm. The performance evaluation was
carried out with 46800 simulation runs using randomly-generated
realistic transport networks.
Index Terms—elastic optical networks, optical transport, 5G,
wireless access networks, itinerant routing, spectrum fragmenta-
tion, mobile backhaul
I. INTRODUCTION
The wireless access network traffic has increased manyfold
in recent years along with the number of users, and network
operators are expecting its further dynamic increase which has
to be serviced by the optical transport network [2]. Since this
trend is expected to continue, the network densification across
all network layers is regarded as a key and inevitable enabler
of the fifth generation mobile (5G) networks [3], putting higher
requirements on the optical transport network.
Network densification is a major reason why optical trans-
port networks should continue to grow in the metropolitan
area networks (MANs). Currently the Optical Transport Net-
work (OTN) is deployed in MANs over wavelength-division
multiplexing (WDM) networks [4]. Even though OTN was
designed for long-haul communication, it is also deployed in
MANs because it can economically switch a large number of
subwavelength short-distance circuits.
The elastic optical networks (EONs) are very likely to
be deployed because they utilize the limited erbium window
more efficiently than the incumbent WDM networks [5]. The
flex-grid has now been standardized with 6.25 GHz channel
spacing [6], but as the technology is deployed and further
improved, we can expect smaller channel spacing in the future,
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supporting lower client bitrates, which would increase network
utilization, lower blocking probability and lower spectrum
fragmentation. For even lower bitrates, OTN over the EONs
is an option [7].
The centralized radio access network (C-RAN, also called
the cloud RAN) is a major candidate for a 5G network
architecture [8]. In the C-RAN, the base station (BS) is kept
simple to allow for a large-scale deployment of inexpensive
small cells (picocells or femtocells), while the data processing
is relegated to various data centers (DCs), which allows for the
load balancing of radio signal processing, the network function
virtualization (NFV), and easier hardware upgrades. However,
the C-RAN requires agile high-bitrate connections between
BSs and DCs for transporting digitized radio signals according
to bandwidth-demanding standards like, most notably, the
Common Public Radio Interface (CPRI). The ambitious opera-
tion of the C-RAN, and quite likely of other 5G architectures,
is termed the wireless-optical network orchestration, and is
being enabled by the first commercial silicon photonic inte-
grated circuits [2]. The wireless-optical network orchestration
requires the support of itinerant routing in the EONs.
There are a number of novel 5G use cases, where the
capacity provided by the transport network should migrate
between BSs to efficiently utilize the transport capacity. For
example, to provide service in buses and trains, the moving
femtocell (MFC) [9] migrates between BSs, and along with it
the capacity should migrate too. Likewise, moving crowds and
the emergency vehicles also require the capacity to migrate
between BSs. These mobile high-bitrate wireless services
require the support of itinerant routing in the EONs.
Our contribution is the statement of the new research
problem of itinerant routing in the EONs, and its solution: a
novel reconfiguration algorithm. We study the algorithm per-
formance in comparison with the shortest-path reconfiguration.
This paper is an extension of a conference paper [1], where
we introduced the itinerant routing, though we initially called
it the mobile routing. However, we renamed it to itinerant
routing, not to confuse it with routing in mobile networks.
We carry out the simulative performance evaluation of the
reconfiguration algorithms with three algorithms for finding
candidate paths, and three policies of allocating spectrum.
The two metrics of chief interest compared are the number
of new links to configure, and the probability of reconfiguring
a connection, along with a number of other metrics which
augment the comparison.
The paper is organized as follows. In the following section
we review key related works. In Section III we state the
research problem, in Section 1 we describe the proposed algo-
rithm, and in Section V-B we report the obtained performance
evaluation results. Section VI concludes the paper.
2II. RELATED WORKS
This paper differs from [1] in a number of ways. First, we
extend the study of itinerant routing, so that candidate paths are
computed not only with the adapted and constrained Dijkstra
algorithm for the EONs [10], but also with two other algo-
rithms frequently used: the Yen K-shortest paths (Yen-KSP)
algorithm, and the link-disjoint all shortest paths (LD-ASP)
algorithm. Second, we replace a complicated traffic model
with a simple and tractable one. Next, we extended the study
to include the random spectrum allocation policy. Finally, we
remove the incremental reconfiguration algorithm from the
study, since we have already shown it is markedly inferior,
and since its performance results would only obfuscate the
study.
Reconfiguration in itinerant routing is a form of routing
and spectrum assignment (RSA) in EONs. Several variations
of the RSA problem in EONs have been well studied, both
for many demands at once and for a single demand using the
integer linear programming and heuristic algorithms [11], [12].
The RSA problem has been tackled in various contexts, e.g.,
grooming or virtual network embedding, and to the best of
our knowledge, the end nodes of a demand in these problems
do not change, while in our case they do.
In [13] the authors argue that the quality of service (QoS) of
optical connections does not take into account the parameters
of the connection setup, rerouting or tear down, such as
the preemption probability, and therefore introduce the grade
of service (GoS) for optical connections to address these
parameters. Our work contributes new results on the GoS of
itinerant routing in elastic optical networks.
The research on mobile backhaul usually concentrates on
PONs which integrate the wireless access network with the
optical transport network [14]. We, however, concentrate on
the support of itinerant routing in the EONs required by the
mobile backhaul, which will further gain in importance if the
mobile backhaul becomes elastic.
In [15] the authors propose the concept of the moving
extended cell (MEC), which guarantees the high-bitrate con-
nectivity for a highly mobile client by transceiving wireless
signal for this client also in the picocells neighboring the
picocell in which the client currently resides. Our algorithm
can be used to reconfigure quickly a high-bitrate connection
when the client roams between picocells serviced by different
hotels.
Our research results are well suited for radio-over-fiber
(RoF) mobile backhaul which amalgamates the optical and
wireless networks by transceiving subcarriers [16]. In [17] the
authors propose a cost-effective RoF architecture which con-
verts the 60 GHz radio subcarriers directly into the subcarriers
of the optical erbium window, thus enabling the elastic optical
networks to make inroads into mobile backhaul.
We note that itinerant routing is not the anycast routing,
though it bears some resemblance. In the anycast routing,
commonly used in the Internet, the destination node of a
connection can be any from a given set, but once the con-
nection is established, the destination node does not change.
The hallmark of the itinerant routing is that the end nodes can
change during the duration of the connection.
BS1 BS2
A B
C D
DC1 DC2
(a) before reconfiguration
BS1 BS2
A B
C D
DC1 DC2
(b) after reconfiguration
Fig. 1: Two use cases of itinerant routing, where is a base
station, is a data center, is a means of public transport,
and A, B, C, and D are the EON nodes.
III. PROBLEM STATEMENT
We model the EONs by an undirected graph G(V,E), where
V is the set of nodes, and E is the set of links. The links have
the attributes of length and available slices. Optical spectrum
is divided into slices of equal bandwidth, with Ω being the
set of all slices. A given number of contiguous slices create
a slot, which can be used to transport an optical signal. A
bidirectional unicast symmetric connection is established by
allocating the same slices on undirected links.
We introduce a new concept of the itinerant connection,
where one of the connection end nodes is allowed to change
during the duration of the connection. A connection is estab-
lished between the source node s and the destination node
t with the set of contiguous slices S along the path P .
The problem is to find a reconfiguration path P ′, and a set
of reconfiguration slices S′, when the connection has to be
reconfigured for the new destination node t′. The problem of
reconfiguring the connection for a new source node s′ is the
same.
There are two major use cases of an itinerant connection in
5G networks: 1) a connection is switched to a different DC,
and 2) a connection is switched to a different BS. These use
cases are illustrated in Fig. 1, where the connections before
the reconfiguration are shown in Fig. 1a, and after in Fig. 1b.
In the first use case, a connection from a BS is switched
to a new DC, because the current DC is overloaded or went
down, or the new DC offers a better deal. As shown in Fig. 1,
the connection from BS1 is switched from DC1 to DC2.
In the second use case, a connection from a DC is switched
to a new BS, because an MFC or a crowd roams to this BS.
As shown in Fig. 1, the MFC of a bus makes a transition from
BS2 to BS1, and the transport capacity migrates along, i.e.,
the connection from DC2 is switched from BS2 to BS1.
In general, the problem is how to reconfigure the connection
fast and frugally. We want to minimize both the reconfigu-
ration time and the resources used, but there is a trade-off
between them in that the faster we want to reconfigure the
connection, the more resources we might need to spend.
3IV. PROPOSED ALGORITHM
Specifically, we concentrate on the number of link config-
urations, since they require substantial time, and can cause
service disruptions. Limiting the number of the required link
configurations would also limit the control traffic in the
network, and limit the network destabilization.
A natural solution to the problem is to tear down the
established connection, and search for a new path from the
source node to the new destination node t′ with any available
slices capable of supporting a demand. We call it the complete
reconfiguration.
However, we propose a reconfiguration algorithm, which
minimizes the number of the required new links by reusing
the links of the already established connection. The algorithm
attempts to optimally bridge one of the nodes of the already
established connection to the new destination node. The algo-
rithm could be implemented in the path computation element
(PCE) of the Generalized Multiprotocol Label Switching (GM-
PLS) control plane.
For every node n of the path P of the established connec-
tion, the algorithm searches for a shortest bridging path Bn
from a node n to the new destination node t′, provided the
bridging path meets the spectrum contiguity and continuity
constraints, i.e., it has to use on all its links the same
set of contiguous slices S already used by the established
connection. Having a bridging path found, a candidate recon-
figuration path Pn is produced by concatenating Cn and Bn,
where Cn = CUT(P, n) is the front of the path P cut at a
node n, as returned by the function CUT(P, n).
Candidate reconfiguration paths are pushed into the priority
queue Q, where they are sorted in ascending order first by the
number of the new links they require (i.e., by the number of
links in Bn), and next by the number of all their links, new
or reused (i.e., by the number of links in Pn). The number
of candidate reconfiguration paths pushed into Q equals to
at most the number of nodes in the path P . Once all the
candidate paths have been pushed into Q, the solution sought
is at the front of the queue. If no candidate reconfiguration path
is found with bridging, the algorithm resorts to the complete
reconfiguration.
The shortest bridging paths belong to the reverse shortest-
path tree (SPT) rooted at the new destination node t′. The
paths in a reverse SPT end at the root, and lead from other
nodes, as opposed to an SPT whose paths start at the root, and
lead to other nodes. We get a reverse SPT by reversing an SPT
obtained for GR, the reverse graph of G. For an undirected
graph G, an SPT and its reverse SPT are the same, but we
keep the distinction anyway to make the algorithm applicable
to directed graphs too.
We grow an SPT using our shortest-path algorithm for
the EONs [10]: an adapted and constrained Dijkstra, which
takes into account the spectrum continuity and contiguity
constraints. The algorithm finds all available slices in the
SPT. The objective of the algorithm is to find a shortest
path to a given node (or a given set of nodes), and to this
end the algorithm builds an SPT. To grow a minimal SPT,
the algorithm stops when all the nodes of the established
connection are reached.
Algorithm 1
Input: G, P , S, s, t′
Output: P ′, S′
Q← ∅ {priority queue of candidate reconfiguration paths}
T = SPT (GR, t′, nodes of P )R
for each n ∈ nodes of P do
Bn = PATH (T, S, n)
if Bn exists then
Cn = CUT (P, n)
Pn = Cn +Bn
push Pn to Q
end if
end for
if Q is not empty then
P ′ = front of Q
S′ = S
else
P ′, S′ = PATHSSC (T,Ω, s, |S|)
end if
return P ′, S′
s
i t
j t′
destination
node
changes
source
node
Fig. 2: Reconfiguration example, where is the established
connection, are the links of the shortest-path tree, and
are the candidate bridging paths rooted in t′.
Algorithm 1 displays the proposed reconfiguration algo-
rithm. The algorithm takes as input the graph G, the path P ,
the set of slices S, the source node s, and the new destination
node t′, and produces the reconfiguration path P ′ and the
reconfiguration set of slices S′. If no solution can be found,
P ′ and S′ are returned null.
The algorithm produces the bridging paths Bn from the
reverse SPT T , obtained by reversing the SPT returned by
the SPT function. The function PATH (T, S, n) returns a
path from a node n in the reverse SPT T , provided the
path can support exactly the set of slices S. The function
PATHSSC (T, s, |S|) returns a pair of a path from the node s
in the reverse SPT T , and a set of |S| contiguous slices, where
|S| is the cardinality of S. The returned set of contiguous
slices is selected from the set of slices available along that
path according to an employed spectrum selection policy.
Figure 2 shows a reconfiguration example. A connection
( ) is established from s to t, and the destination node
changes to t′. A reverse SPT is built ( ), and candidate
bridging paths ( ) are produced.
As reported in [10], the optimal shortest-path search can
take even a second, which is too long for a network to react in
real time. Therefore, we propose that the reconfiguration paths
4are calculated in advance for the foreseeable reconfigurations.
V. SIMULATIVE STUDY
We study with simulations the performance of the proposed
algorithm in comparison with the complete reconfiguration.
We are mainly interested in the number of new links required
during the connection reconfiguration, but we also mind other
performance metrics, to ensure the proposed algorithm does
not impede the network performance in general. The perfor-
mance of the two reconfiguration algorithms is evaluated for
various loads, and compared for three routing algorithms, and
three spectrum allocation policies. We do not use a single
network topology, like NSFNet, but instead a hundred of
randomly-generated realistic network topologies.
A routing algorithm is responsible for finding a path for a
given demand. In our simulations, a routing algorithm is used
in three cases: 1) to establish a connection, 2) to find a path
for the complete reconfiguration, and 3) to find bridging paths.
The three routing algorithms compared are as follows: opti-
mal, Yen-KSP, and LD-ASP. The optimal routing algorithm
finds a shortest-path (using the algorithm in [10]), while
the Yen-KSP and LD-ASP algorithms do not guarantee that
the path they find is the shortest, since they are heuristic
algorithms. These routing algorithms search for a path with
the largest set of slices, capable of supporting at least a
given demand. From that largest set of slices, we select the
contiguous slices according to the spectrum allocation policy.
For a given generated graph, in the routing algorithms we do
not consider paths which are longer than twice the length of
the longest shortest-path in the graph.
The Yen-KSP routing algorithm finds at most K-shortest
paths with the Yen algorithm, and then selects the shortest one
which can support a given demand. We search for K = 10
paths. The LD-ASP routing algorithm finds all link-disjoint
paths by repeatedly searching for a shortest path with the links
used by previous shortest paths disabled until no path can be
found. From among the paths found, the shortest one capable
of supporting a demand is selected.
In the simulations we also evaluate the performance of
the reconfiguration algorithms when the Yen-KSP and LD-
ASP algorithms are harnessed. The proposed reconfiguration
algorithm efficiently gets all the bridging paths from a reverse
SPT obtained once with the optimal routing algorithm, but it
can also get the bridging paths separately with the Yen-KSP
and LD-ASP algorithms.
From the set of slots found, we choose exactly the number
of requested contiguous slices according to one of three
policies: first, fittest, or random. In the first available policy,
the slices with the lowest number are chosen. In the fittest
available policy, the slot with the lowest number of slices
are chosen which still can handle the demand. In the random
policy, the slices are chosen at random.
The demand arrival time follows the exponential distribution
with the mean of λ hours. The end nodes of a demand are
different and chosen at random. A connection is reconfigured
only once after it is established. The holding time follows the
exponential distribution with the mean of β hours, after which
the connection is torn down. We set the mean holding time
β = 10 hours.
Furthermore, the number of slices of a demand is constant
throughout the duration of the connection and follows the
distribution of (Poisson(γ − 1) + 1) with the mean of γ,
i.e., the Poisson distribution shifted by one to the right, to
avoid getting zero for the number of slices. We set γ = 10.
The new destination node t′ is chosen at random in such a
way that the number of hops it is away from the destination
node t follows the (Poisson(0.5)+1) distribution. We add one
to the Poisson distribution to avoid getting zero, which would
result in the destination node t′ = t. This way of choosing t′
allows us to model the connections being frequently switched
to a new BS (which are close to the node t), and infrequently
switched to a new DC (which are farther from the node t).
We define the offered load µ as the ratio of the num-
ber of slices demanded to the number of slices in the
network. We vary the offered load µ with 26 values of
0.1, 0.15, . . . , 0.7, 0.8, . . . , 2.0. We express the mean demand
arrival time λ as a function of the offered load µ as given by
(1), where α is the mean number of links of all shortest-paths
in a network begin simulated. We keep the mean connection
holding time β constant. The average number of demanded
slices is αβγ/λ, since the intensity of a demand arrival is
1/λ, and since in an unloaded network a connection takes
on average αγ slices over the mean holding time of β. The
number of slices in the network is |E||Ω|, and so the offered
load µ = αβγ/(λ|E||Ω|), from which (1) follows.
λ(µ) =
αβγ
µ|E||Ω|
(1)
We define network utilization as the ratio of the number of
the slices in use to the total number of slices on all edges. We
cannot directly control the network utilization, but measure it
in response to the offered load µ.
In the simulations we generated random Gabriel graphs,
which can be used to model mesh transport network topologies
[18]. Gabriel graphs can capture the properties of mesh
transport network topologies in that they are planar, model
well the length of fiber cables, the node degrees, and the
biconnected property. We efficiently generate Gabriel graphs
by first using the Delaunay triangulation, and then removing
those links which violate the Gabriel graph properties.
The complete reconfiguration gives a chance to defragment
the optical spectrum, as the connection is completely torn
down and established anew with potentially different slices.
If the new connection uses different slices than the previously
established connection, all the links of the new path have to
be configured. However, if the new connection uses the same
slices, then only the links not present in the already established
connection have to be configured, thus reducing the number
of the required link configurations.
We developed and ran the software simulator under Linux
within PL-Grid, the Polish supercomputing infrastructure. We
wrote the simulator in C++ with the Boost libraries, but
without a simulation framework, like OMNet++, as most of
the functionality needed is already provided by Boost, such as
the graph manipulation with the Boost Graph Library, or the
5TABLE I: Statistics of the generated Gabriel networks.
value min average max variance
Number of links 160 179.13 194 48.47
Link length 1 97.91 347 2695.48
Node degree 1 3.583 8 1.221
SP length 1 589.45 1582 78103.1
SP hops min 1 6.7667 22 10.8898
measurement accumulation with the Boost Accumulator. The
software is available at [19].
A. Runs and populations
The objective is to produce credible simulation results,
which allow us to compare the performance of the proposed
reconfiguration algorithm and the complete reconfiguration
algorithm. We carry out simulation runs and produce credible
means for statistical populations.
A simulation run simulates 100 hours of a network in
operation. There are two groups of measurements taken. In
the first group, during every simulated hour, the measurements
related to connections are taken when the network tries to es-
tablish or reconfigure a connection, then the measurements are
averaged and reported for that simulated hour. In this group,
the following are reported: (a) the probability of establishing
a connection, (b) the length of an established connection,
(c) the number of slices of an established connection, (d) the
probability of reconfiguring a connection, (e) the number
of new links of a reconfigured connection, (f) the number
of reused links of a reconfigured connection, (g) the length
of a reconfigured connection, and (h) the number of slices
of a reconfigured connection. In the second group, every
simulated hour, the following measurements related to the
network are taken: (a) the instantaneous network utilization,
(b) the instantaneous number of active connections, and (c) the
instantaneous amount of capacity served. The measurements
for every hour are averaged and reported as the results of the
simulation run.
A statistical population is described by four parameters:
the reconfiguration algorithm, the routing algorithm, the spec-
trum allocation policy, and the offered load µ. We have 468
populations: two reconfiguration algorithms × three routing
algorithms × three spectrum allocation policies × 26 values
of the offered load µ. In a given population, all simulation
runs have the same parameters, except the seed of a random
number generator in order to generate different Gabriel graphs
and different traffic. To get credible results for a population,
we carry out 100 simulation runs which are the population
samples, and calculate the sample means of the results reported
by a simulation run. In total there are 46800 simulation runs
(468 populations × 100 samples). We reckon the sample
means credibly estimate the means of their populations, since
their relative standard error is below 1%.
For the simulation runs of every population, we use the same
sample of a hundred different randomly-generated Gabriel
graphs. Each graph in the sample has 100 nodes uniformly
distributed over an area 1000 km long and 1000 km wide,
with undirected edges having 400 slices. In generating Gabriel
graphs, the number of edges and their length cannot be directly
controlled, as it depends on the random location of nodes, and
on the candidate edges meeting the conditions of the Gabriel
graph. Table I reports the statistics of the generated graphs.
B. Simulation results
Figures 3 and 4 show the sample means of the measured
values as lines, where each line has 26 data points. The figures
do not report the standard errors as error bars, because they
were too small to be drawn as the aforementioned relative
standard errors were below 1%. Most of the sample means
are reported as a function of network utilization, and not
of the offered load, because we are interested in how the
reconfiguration algorithms perform under a given network
state expressed by the network utilization.
We do not plot the obtained simulation results for the
ED-ASP routing algorithm, because they were worse by a
few percent than the results for the Yen-KSP algorithm, and
because they would obfuscate the plots. Our general finding
is that Yen-KSP outperforms ED-ASP in establishing and
reconfiguring a connection, and so we compare the results of
the optimal and Yen-KSP routing algorithms only. The optimal
routing algorithm performs the best.
Of the central interest is the number of new links required
for a reconfigured connection, shown in Fig. 3a. The proposed
algorithm requires about half as many new links as the
complete reconfiguration, because it reuses more links of the
established connection than the complete reconfiguration, as
shown in Fig. 3b. The low number of new reconfiguration links
is the reason, we argue, for using the proposed reconfiguration
algorithm over the complete reconfiguration algorithm.
The number of all links of a reconfigured connection is
a few percent higher for the proposed configuration than for
the complete reconfiguration as shown in Fig. 3c, which we
show has negligible detrimental effect on the network. The
number of links of a reconfigured connection increases up to
the network utilization of 0.35, because the network is able to
support circuitous reconfiguration paths, while for the higher
network utilization, the longer connections are less likely to
be reconfigured, and so the number of all links gets lower.
In Fig. 3, for the proposed reconfiguration algorithm, we
show the results for the fittest policy only, because for the
first and random policies the algorithm performed comparably,
and plotting these results would obfuscate the figures. For the
complete reconfiguration algorithm, we also show the results
for the random policy, since they are the worst: the algorithm
does not try to meet the spectrum continuity constraint, and
with the random policy the algorithm is unlikely to reuse the
links of the already established connection, especially for the
lightly utilized network.
Fig. 4 shows the results for the fittest policy only, because
for the first and random policies, the results are worse by a
few percent, and reporting them would obfuscate the plots.
Figures 4a, 4b, and 4c show the results for establishing
a connection in gray, and for reconfiguring a connection in
black. We are mainly interested in the reconfiguration results,
and show the results of establishing connections only to argue
that the proposed reconfiguration does not impede the network
performance.
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Fig. 3: The number of new, reused, and all links of a reconfigured connection.
The probabilities of establishing and reconfiguring a con-
nection are shown in Fig. 4a. With the optimal routing
algorithm employed, the proposed reconfiguration algorithm
performs equally well as the complete reconfiguration.
The lengths of established and reconfigured connections are
shown in Fig. 4b. The length of a reconfigured connection is
by a few percent larger for the proposed reconfiguration than
for the complete reconfiguration, analogously to the number
of all links of a reconfigured connection.
The number of slices of a reconfigured connection is shown
in Fig. 4c. As expected, the number of slices gets lower, since
the more slices a connection has, the more difficult it is to
find a candidate reconfiguration path in an increasingly utilized
network. The number of slices of a reconfigured connection in
comparison with the established connection is lower because
of the reconfiguration case, which requires no slices: the
source node is the new destination node.
Fig. 4d shows the network utilization as a function of the
offered load µ. The network responds differently to the offered
load depending on the way a connection is established, the way
a connection is reconfigured, and a number of parameters,
e.g., β. For the optimal routing algorithm, the proposed re-
configuration algorithm utilizes the network comparably with
the complete reconfiguration. In comparison with the optimal
routing, the Yen-KSP utilizes the network less, as it is less
likely to establish and reconfigure the connection, and favors
short connections with a small number of slices.
Fig. 4e shows the number of established and reconfigured
connections in the network. The proposed reconfiguration
algorithm perform slightly worse in comparison with the
complete reconfiguration, which is the only detrimental effect
of the proposed algorithm we found. Even the Yen-KSP
routing algorithm performs well in terms of the number of
connections, but its connections are increasingly shorter as
the load increases, as shown in Fig. 4b.
The capacity served better captures the network perfor-
mance, as it takes into account the length of the connections.
The capacity served is the sum of the capacities served by
every currently established and reconfigured connection. The
capacity served by a connection is the product of the number
of slices and the path length. An advantage, albeit minute, is
a slightly higher capacity served for the proposed reconfigu-
ration in comparison with the complete reconfiguration.
VI. CONCLUSION
We stated a new and important problem of itinerant routing
in elastic optical networks and proposed a novel connection
reconfiguration algorithm. The algorithm achieves the key
objective of minimizing the number of new links to configure,
which is beneficial for real-time reconfiguration.
We obtained credible simulation results, which suggest
the proposed algorithm performs better than a shortest-path
reconfiguration algorithm. In comparison with the shortest-
path reconfiguration, the proposed algorithm requires half as
many new links to reconfigure, and performs comparably
in terms of several measured metrics related to establishing
and reconfiguring connections, and to the overall network
performance.
For these reasons, we argue, the proposed reconfiguration
algorithm is indispensable for the itinerant routing in the
emerging elastic optical networks, especially in the context
of the integration with the next-generation wireless access
networks based on the cognitive or cloud radio architectures.
Two general findings for both establishing and reconfiguring
a connection are: (a) the optimal routing algorithm for elastic
optical networks markedly outperforms the routing with Yen
K-shortest paths, and all edge-disjoint paths, and (b) the fittest
spectrum allocation policy performs slightly better than the
first and random policies.
The proposed reconfiguration algorithm could also be used
in link restoration of connections in elastic optical networks,
where a connection rerouting is localized to the end nodes of
the failed optical link.
Future work could concentrate on the network control for
itinerant routing, for example on the trade-offs between the
distributed control (itinerant routing can be coordinated au-
tonomously by any node) and the centralized control (itinerant
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Fig. 4: Simulation results related to connection and network performance.
routing can be coordinated by a designated node or a set of
nodes).
Further research could elaborate on the proposed proactive
calculation of candidate reconfiguration paths for the foresee-
able events, such as switching a connection to one of the
neighboring base stations, or some selected data centers.
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