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Synthetic turbulence has been useful in the modelling and simulation of turbulence,
and as a surrogate to understand the dynamics of real hydrodynamic turbulence. In a
recently proposed Multiscale Turnover Lagrangian Map (MTLM) method, an initial
random field is transformed into a synthetic field after a series of simple mappings,
with moderate computational cost. It has been shown that the resulted fields reproduce
highly realistic statistics on many aspects of isotropic hydrodynamic turbulence,
including small-scale intermittency, geometric statistics, and pressure statistics. Thus,
it is of great interests to generalize the method to model inhomogeneous turbulence.
In this paper, we formulate the problem as an optimization problem, where the initial
random field is taken as the control variable, and the additional features presented
in inhomogeneous turbulence are taken as a target function to be matched by the
synthetic fields. The goal is to find the optimal control variable which minimizes
the difference between the target function and the synthetic field. Using the adjoint
formulation, we derive the optimality system of the problem, which formulates a
procedure to generate inhomogeneous synthetic turbulence. The procedure, named the
Constrained MTLM, is applied to synthesize two Kolmogorov flows where persistent
large scale structures produce nontrivial mean flow statistics and local anisotropy in
small scales. We compare the synthetic fields with direct numerical simulation data,
and show that the former reproduces closely the mean flow statistics such as Reynolds
stress distribution and mean turbulent kinetic energy balance. They also reproduce
the effects of inhomogeneity on small scale structures, which is manifested in the
distributions of mean subgrid-scale energy dissipation, and the alignment between
the subgrid-scale stress tensor and the filtered strain rate tensor, among others. We
conclude that the method is useful to further extend the applicability of synthetic
turbulence. C© 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4890322]
I. INTRODUCTION
Synthetic turbulence refers to stochastic fields that possess characteristics of real hydrodynamic
turbulent flows, and that are usually generated by ways more cost-efficient compared with solving
the Navier-Stokes (NS) equations. The interest in synthetic turbulence has been motivated by two
different applications. On one hand, it provides a suitable framework for numerical experimentations
aiming at determining the smallest set of dynamical processes that still allow the manifestation or
modelling of features distinctive of real turbulence. In that way, it helps to shed light on internal
mechanisms of turbulence that have not yet been well understood. Different approaches have been
developed from this perspective, aiming at modelling different aspects of turbulent flows. Some have
a)Author to whom correspondence should be addressed. Electronic mail: yili@sheffield.ac.uk
b)Electronic mail: carlos.rosales@usm.cl
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focused on small-scale intermittency.1, 2 Others have focused on subgrid-scale (SGS) dissipation and
interscale interactions,3, 4 or temporal correlation properties, which are important for modelling
particle dispersion.5–7
On the other hand, the evolution of Large-Eddy simulation (LES) towards applications in in-
creasingly complex flows has brought with it the need for more sophisticated means of prescribing
the turbulent characteristics of the flow at inlet boundaries. Thus, as a matter of practical inter-
ests, synthetic turbulence has also been used to generate initial and inlet boundary conditions for
numerical simulations (for a review of other techniques, see, e.g., Refs. 8 and 9). Most synthetic
turbulence models are based on combination of Fourier modes,10–14 which are rescaled to comply
with a target spectrum. In order to produce the required anisotropic turbulent Reynolds stress,15
turbulent fluctuations are then rescaled at each point according to given Reynolds stress distribution.
Different rescaling techniques have been proposed,12, 16–20 most of which are based on certain matrix
decomposition (such as the Cholesky decomposition) of the Reynolds stress tensor. A different line
of research is based on the superposition of vortices at random positions in the inlet plane, and
with random orientation. These vortices are given a Langevin random walk in order to develop
fluctuations in time.21 A derivative of this procedure is the Synthetic-Eddy Method (SEM),22–24 in
which the eddies are convected at the inlet plane with a constant velocity characteristic of the flow.
When applied as inlet conditions, all the methods mentioned still require, at different degrees,
a zone of redeveloping of the turbulence inside the computational domain, and there is a strong
need for improvements. A novel approach has been proposed in two recent studies,25, 26 followed
on from related works.27, 28 The authors show that realistic synthetic isotropic turbulent fields can
be generated by the so-called Multi-scale Minimal Lagrangian Map (MMLM), and the Multi-scale
Turnover Lagrangian Map (MTLM). Starting from a random field, the mappings allow the fluid
particles to advect freely over short time scales while maintaining incompressibility and the energy
spectrum. When the advections are applied over a set of nested grids with increasing resolution, it
is shown that the synthetic fields not only reproduce accurately the multi-scaling properties of small
scale turbulence, but also many properties related to small-scale geometrical structures as well as
the pressure field. Using the synthetic fields as initial conditions for simulations, more realistic time
evolution can be obtained for time evolving problems, and initial transient period can be significantly
shortened for stationary problems.25 It has been generalized to the synthesis of scalar fields.29 The
pressure field associated with the velocity field is also further investigated.30
Given its many desirable properties, one may ask if it is possible to generalize the MTLM
method to anisotropic turbulence, which is more relevant to practical applications. In this paper, we
propose a generalization to the MTLM that is able to accommodate anisotropic flow features. As
is explained above, the MTLM method applies a mapping to a random field and obtain a realistic
synthetic field. We propose to formulate the procedure as an optimization problem, where the input
(the random field) serves as the control variable, and the additional features we aim to produce is
taken as a target function to be matched by the synthetic fields. By solving the optimization problem,
we find the optimal random field that gives us the desirable synthetic field.
In what follows, we first give a brief introduction to the MTLM method, in Sec. II. We reformulate
slightly some of the steps in the procedure to facilitate the derivation of the optimization problem. We
then formulate the optimization problem and derive the optimality system and explain its solution in
Sec. III. Two test cases are examined in Sec. IV, where the results are discussed. Some derivations
are given in details in the Appendix.
II. THE MULTISCALE TURNOVER LAGRANGIAN MAP
We start with a brief introduction of the Multiscale Turnover Lagrangian Map.26 The main
building block of the procedure is the Riemann equation
∂t u + (u · ∇)u = 0
which describes the velocity field of a collection of particles when the inter-particle interactions are
neglected. The solution at time t is ut(x) = u(y) where y is the initial location of the fluid particle
which locates at x at time t, i.e., x= y+ tu(y). Thus, the dynamics can be represented by an operator
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A, which maps u(y) to ut(x), with the advection time t as a parameter. ut(x) is usually a highly
distorted, non-Gaussian field, even if u(y) is a Gaussian random velocity field. Thus, operator A
is the key ingredient that enables the MTLM method to reproduce the non-Gaussian statistics in
turbulence.
Operator A will be called the advection operator. In its numerical implementation, we use its
integral expression, given as follows:
Au(x) =
∫
W (x − y − u(y)t)u(y)d3y, (1)
where W (x) is a weighting function. When W (x) is the Dirac-δ function δ(x), we recover the
definition above. In our numerical implementation, W (x) is approximated as follows: W (x) = C/|x|
when |x| ≤ ℓ, and W (x) = 0 when |x|> ℓ, where ℓ is the grid size, and C is a normalization constant,
ensuring the sum of the weights is unit.25
To facilitate later exposition, we define a few more operators. The filtering operator G is defined
in a standard way: for an arbitrary velocity field u(x), we have
Gu(x) =
∫
G(x − y)u(y)d3y, (2)
where G is the cut-off filter with a given filter length. We also use the projection operator P , which
is defined by
Puˆ(k) = [I − ˆk ⊗ ˆk]uˆ(k), (3)
where uˆ(k) is the Fourier transform of u(x), k is the wavenumber, and ˆk = k/|k|. The projection
operator removes the divergence of the operand. Finally, the rescaling operator R is defined by
Ruˆ(k) =
(
E p(k)
Eu(k)
)1/2
uˆ(k), (4)
in which Eu(k) is the energy spectrum of uˆ(k) at k = |k|, and Ep(k) is a prescribed one. The output
ofR is a velocity field with energy spectrum given by Ep(k). Ep(k) typically is extracted from direct
numerical simulation (DNS) data or analytic approximations.
Note that G and P are both linear operators. On the other hand, A and R are highly nonlinear.
We now give a brief summary of the MTLM procedure. The input to the procedure is a random
velocity field ϕ(x) and the prescribed energy spectrum Ep(k), and the output is an isotropic synthetic
velocity field with Ep(k) as its energy spectrum. As a first step, ϕ(x) is projected onto the divergence-
free subspace, giving u10(x) ≡ Pϕ(x). The procedure then defines a hierarchy of M scales ℓn = 2−nL
(n = 1, 2, . . . , M), where L is a reference length at the order of the integral length scale. Each scale
ℓn corresponds to one iteration, which takes as input the velocity field generated from the previous
iteration, and generate a new velocity field.
As a consequence, following ϕ, we have M + 1 velocity fields after M iterations: u10, u20,. . . ,
uM0, and ue, where ue is the final velocity field, and un0 is the output of the (n − 1)th iteration and
the input for the nth iteration.
In each iteration, the advection operator, the projection operator, and the rescaling operator are
applied successively to the input velocity field. More specifically, supposing we start with un0 (hence
in the nth iteration), the following operators are applied:
1. un0 is low-pass filtered to generate un1 ≡ Gnun0, where Gn represents the filtering operation
with length scale ℓn. Note the high wavenumber components of un0 are kept unchanged.
2. Advection operator An , which is A with advection time equal tn associated with ℓn, and the
projection operator P are then applied to un1 mn times. Let the resultant velocity field be un2,
then un2 ≡ (PA)mn un1. The advection time tn and mn are specified below.
3. un2 is rescaled, giving un3 = Rnun2, where Rn denotes the rescaling operator associated
with un2.
4. un3 is then merged with the high wavenumber components of un0 to generate the final velocity
field of current iteration, which is also the initial field for the next iteration, i.e., u(n+1)0 (or the
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final field ue). Mathematically, we have
u(n+1)0 = un3 + Gcnun0,
where Gcn = 1 − Gn .
Combining the operations together, we may write
u(n+1)0 = [Rn(PAn)mnGn + Gcn]un0. (5)
Hence, the final field ue is given by
ue =Mϕ, (6)
where
M =
M∏
n=1
[Rn(PAn)mnGn + Gcn]P. (7)
The product is ordered such that from left to right n decreases from M to 1.
Several parameters need to be specified before the description is complete. The advection time
scale tn in the operator An is determined by the condition that the associated Courant-Friedrichs-
Lewy number is unit, that is,
tn =
ℓn
u′n
, where u′n =
(
2
3
∫ kc,n
0
E p(k)dk
)1/2
.
u′n is the root-mean-square (rms) velocity for the low-pass filtered velocity field, and kc, n = π /ℓn is
the cut-off wavenumber corresponding to ℓn.
Let ǫ be the energy dissipation rate corresponding to the prescribed energy spectrum, then the
eddy turnover time scale τ n at scale ℓn is given by
τn =
ℓ
2/3
n
ǫ1/3
. (8)
As is explained in Rosales and Meneveau,26 the application of the operatorAn has to be repeated so
that accumulated advection time is at the order of τ n. Hence, we have
mn = τn/tn. (9)
Note here both u′n and mn are calculated from the prescribed energy spectrum, whereas in Rosales
and Meneveau26 they are calculated from the generated velocity field. Our computations show that
no difference is observed, presumably because the spectrum of the velocity field for most of the time
is the same as the prescribed one. However, the modification greatly simplifies the derivation of the
optimality system to be discussed in Sec. III.
The synthetic fields generated by the procedure has been studied in previous works,26 where it
is shown that the multi-scaling properties of the velocity as well as pressure fields are reproduced to
high accuracy.
III. CONSTRAINED MTLM
A. The optimization problem and the optimality system
Given the many desirable properties of the MTLM synthetic fields, we attempt to generalize
the method to model additional features in more complex flow fields. To formulate the problem, we
suppose a velocity field w(x) is known, and our goal is to model some of its features with a modified
MTLM synthetic velocity field.
To accomplish the task, one may try to modify the MTLM procedure, i.e., modify the operator
M. However, we observe that ue may be adjusted by tuning ϕ too. So far, ϕ has always been
assumed to be a random Gaussian field, but it does not have to be so. Therefore, we conjecture that
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it is possible to find an initial field ϕ such that ue matches the desirable features of w(x) and, in the
meantime, maintains its other realistic features.
Such an initial field can be found via an optimization procedure. Let F be a filtering operator
that extracts some particular features of a velocity field. To be concrete, we assume for the moment
F is a cut-off filter with a large filter scale. We thus define a cost function
J (ue) = 12 ||F[ue(x) − w(x)]||
2. (10)
We seek to minimize J over all possible ϕ(x), subject to the constraint ue =Mϕ, i.e., Eq. (6). The
operator F shows that the optimization procedure will only modify the large scale structures of ue.
In the terminologies of flow optimization, ϕ is the control variable, and ue is the state variable. The
constraint is also called the state equation.31
The optimal solution for ϕ can be found as part of the solution of the coupled optimality
system, which includes the constraint (Eq. (6)), the adjoint equation, and the optimality condition.31
Introducing a Lagrangian multiplier ξ (x) (also called adjoint variable), we form the Lagrangian of
the system
L(ue,ϕ, ξ ) = J (ue) +
∫
ξ · (ue −Mϕ)d3x. (11)
The adjoint equation is given by the condition that functional derivative of Lwith respect to the state
variable ue equals zero. Following the standard technique,31 we find that the adjoint equation reads
ξ (x) = −F[ue(x) − w(x)]. (12)
We have used F+F = F = F+, where F+ is the adjoint operator of F . The relation is true when
F is, e.g., a cut-off filter.
The optimality condition states that the partial functional derivative of L with respect to the
control variable ϕ is zero at the optimum. To find the derivative, we use Eqs. (10) and (11), and find
δL
δϕ
∣∣∣∣
ue,ξ
= −
∫
ξ · δMϕ
δϕ
d3x. (13)
Details of further derivation are given in the Appendix, where it is shown that
δL
δϕ
∣∣∣∣
ue,ξ
= −M+ξ , (14)
where formally M+ is the adjoint operator of M (or the adjoint of the tangent operator of M),
defined as
M+ = P
M∏
n=1
(Bn + Gcn) = P
M∑
i=1
Gci−1
M∏
n=i
Bn, (15)
where the operators in the products are ordered such that n increases from left to right. Gc0 is
understood as the identity operator, and Bn is defined by
Bn = GnDA+n DR+n . (16)
DR+n and DA+n are the adjoint operators of the linearization of Rn and (PAn)mn , respectively. Their
expressions are given in the Appendix. Note that they depend on the intermediate velocity fields
generated during the MTLM procedure (i.e., when solving Eq. (6) for ue).
The total derivative of the cost function with respect to ϕ, denoted as DJ/Dϕ, can also be
found. Since the adjoint equation and the state equation are solved exactly, we have31
DJ
Dϕ
= δL
δϕ
∣∣∣∣
ue,ξ
, (17)
which equals to −M+ξ in our system. Thus, it can be calculated once ξ and the operator M+ are
known.
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The above results show that the optimality condition becomes
M+ξ = 0. (18)
Equations (6), (12), and (18) together constitute the optimality system for the optimization problem.
The solution of the system provides an optimal initial field ϕ so that the MTLM procedure produces
a synthetic field that matches the desired features in a target flow field. In what follows, we called
the procedure Constrained MTLM (CMTLM).
B. Solution of the optimality system
Due to the strong nonlinearity of the equations, it appears unlikely to solve the optimality system
by direct methods. However, it is straightforward to devise an iteration procedure. Given ϕ0, the
initial guess for ϕ, and a tolerance e, we repeat the following steps for i = 0, 1, 2, . . . :
1. Find uie from ϕi by applying the MTLM procedure on the latter, and save intermediate velocity
fields (see the Appendix). Note this procedure solves the state equation [Eq. (6)].
2. Calculate the cost function J i ≡ J (uie). Exit if Ji < e, otherwise continue to the next step.
3. Find ξ i from the adjoint equation, Eq. (12).
4. Find DJ/Dϕi from ξ i and the velocity fields saved in the first step, and update the control
ϕi − λ DJ
Dϕi
→ ϕi , (19)
where λ is the stepsize.
In actual implementation, the stepsize λ is adjusted dynamically each iteration. It is increased by a
fraction if the cost function is successfully reduced during the current iteration. If the cost function
is increased however, we reduce λ and retry the iteration.
It is observed that the above algorithm uses the steepest descent method to update the approx-
imate solution. Our computation shows that the iteration always converges in less than ten steps.
Therefore, we have not pursued more sophisticated methods.
A few remarks on the evaluation of DJ/Dϕ = −M+ξ are in order. The right-hand side of
Eq. (15) can be re-arranged into a set of nested operations, as follows:
P{{[. . .]BM−2 + GcM−2}BM−1 + GcM−1}BM . (20)
The expression suggests finding M+ξ via the following procedure: BMξ is evaluated and decom-
posed at length scale ℓM − 1, by filter GM−1, into a group of high wavenumber modes (HWMs)
and a group of low wavenumber modes (LWMs). The HWMs are saved, whereas the LWMs are
subjected to the operation of the next operator BM−1. The output from BM−1 again is decomposed
into LWMs and HWMs, at length scale ℓM−2. The HWMs are then merged with the HWMs saved
aside during the operation of BM , whereas the LWMs are subject to the operation of BM−2, and so
on. The procedure is repeated until the output of B1 is merged with all the HWMs without further
decompositions.
The above procedure shows the elegant symmetry with the original MTLM procedure. While in
MTLM the iteration is performed on finer and finer grids, the above procedure starts from the finest
grid and iterates on coarser and coarser ones.
Bn is computed according to its definition, Eq. (16). We use the definitions for DR+n and DA+n
given in the Appendix [Eqs. (A15) and (A18)]. The calculation of DR+n is straightforward. DA+n has
a similar structure as the advection operatorA, and is evaluated in a similar way, which is explained
in details in Ref. 25.
IV. SIMULATIONS AND DISCUSSIONS
We demonstrate the applications of the CMTLM method with two Kolmogorov flows in this
section. The tests are a priori tests in the sense that we focus on the ability of the synthetic fields to
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reproduce the statistics in DNS. How the synthetic field can be used as initial or inlet conditions for
large eddy simulations is left for future study.
Kolmogorov flows usually refer to turbulence in a periodic box driven by deterministic forcing
at large scales, which leads to persistent anisotropic large scale circulations. In the first test, we focus
on the small scale statistics and the effects of the large scale structures. A DNS and experimental
study has been reported in Kang and Meneveau32 (KM hereafter). We will compare the statistics of
the CMTLM fields with the latter. In the second test, we look into the mean statistics of the large
scale structures themselves. The CMTLM fields are compared with the hyperviscosity DNS reported
in Borue and Orszag33 (BO hereafter).
In each case, we need to specify the target velocity field w and the operator F . It is easy to
check that, in both cases, the derivation in Sec. III is still valid for the operator F given below.
A. SGS dissipation and geometry in Kolmogorov flows
We consider the first case in this subsection. The DNS study is reported in KM,32 in which
the authors investigate the effects of large scale straining and rotation on SGS dissipation and the
geometry of SGS motions.
In this Kolmogorov flow, the forcing term is proportional to the following vector field:
w(x) = A[sin k f y, sin k f x, 0], (21)
with A a constant and kf = 1. As a consequence, a mean field with same structure is generated
in DNS. Therefore, we set our target flow as w(x). We note that kf defines the scale of the target
field, and w is non-zero only on a set of four wavenumbers: 	 = {(1, 0, 0), (0, 1, 0), (−1, 0, 0),
(0, −1, 0)}. A is chosen to make sure that the energy spectrum of w on 	 matches Ep(k), the
prescribed spectrum.
Ep(k) is taken from a 2563 DNS of stationary turbulence with mean energy dissipation rate
ǫ = 0.1, ν = 0.0015, and the Taylor micro-scale Reynolds number Reλ ≈ 140. Ep(k) is plotted in
Fig. 1, which shows a short k−5/3 range.
The operator F is defined to be 1 on 	, and 0 otherwise. In other words, the cost function
measures only the difference between ue and w over 	. As a consequence,
ˆξ (k) = −[uˆe(k) − wˆ(k)] when k ∈ 	 (22)
and ˆξ (k) = 0 otherwise.
FIG. 1. The prescribed energy spectrum Ep(k): solid line with circles. The dashed line is proportional to k−5/3.
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FIG. 2. The mean flow in the x − y plane. Streamlines: mean velocity. Contours: the z-component of the normalized mean
vorticity.
We choose tolerance e = 3%. The number of grid points is 2563, so that the grid size is
δx = π /128. For the given parameters, δx is about twice the Kolmogorov length scale η = (ν3/ǫ)1/4.
We set M = 6 and L is chosen such that the length scales correspond to cut-off wavenumbers kc, n
= 4, 8, 16, 32, 64, and 128.
Forty synthetic fields are generated by solving the CMTLM optimality system iteratively as
described in Sec. III. All solutions are found to within tolerance in less than 10 iterations. Given that
the flow fields are homogeneous in the z-direction, the statistics to be presented below are averaged
over the 40 fields as well as the z-direction, unless otherwise stated. This average is denoted by
pointed brackets.
1. Large scale structure
As expected, CMTLM is able to generate large scale structures mimicking the target flow field.
This assertion is confirmed by Fig. 2, where the mean velocity field 〈u〉 is shown with streamlines
and the ωz component of the mean vorticity 〈ω〉 = ∇ × 〈u〉 is shown in contours. ωz is normalized
by ǫ1/3(π /kf)−2/3. The patterns of the streamlines follow closely what one would find from w(x), with
a saddle in the middle of the square and centers on the boundaries. The vorticity distribution shows
the two pairs of counter rotating vortices, consistent with the streamlines.
2. Geometry of the strain rate and SGS dissipation
Straining and rotation dominate in the saddles and centers, respectively. Such anisotropic large
scale structure has significant effects on the structures of the small scales of the velocity field. We
now focus on the effects of these large scale structures on SGS stresses and related quantities. The
SGS stress tensor is defined as
τi j = u˜i u j − u˜i u˜ j , (23)
where tilde denotes low-pass filtering, and ui is the ith component of the velocity vector. In what
follows, we will use the Gaussian filter with filter scale .15 A key parameter characterizing the
effects of τ ij is the SGS energy dissipation, defined as15, 34
 = −τi j S˜i j , (24)
in which S˜i j = (∂ u˜i/∂x j + ∂ u˜ j/∂xi )/2 is the filtered strain rate tensor.
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FIG. 3. Distribution of the averaged SGS dissipation rate normalized by mean energy dissipation rate: 〈〉/ǫ. Filter scale
 = 64η.
The distribution of normalized mean SGS energy dissipation, i.e., 〈〉/ǫ, is shown in Fig. 3. It
is observed that the peak values are observed around the saddle points of the large scale circulations,
where the straining is the strongest. The peak in the middle of the flow field is elongated along the
stretching directions of the saddle. On the other hand, small values are observed around the vortex
centers. These features reproduce faithfully the results reported in KM.32
We look closer into the mean values for the SGS dissipations around the saddles and the centers.
We calculate an aggregated mean value around the saddles (centers) by averaging 〈〉 over a
10 × 10 square around the saddles (centers). As a comparison, the aggregated mean over the whole
synthetic field is also calculated. We use Ms, Mc, and Mw to denote these values, which are
given in Table I. The numbers are consistent with Fig. 3, showing that the SGS energy dissipation
is stronger around the saddle points, and weaker around the centers. Only modest difference is
observed, which suggests that the effects of the large scale circulations are mostly felt by relatively
large scales. Nevertheless, the comparison at the two filter scales indicates that the effect becomes
stronger for larger filter scales.
The probability density functions (PDF) of for the CMTLM fields also reproduce well-known
features observed in real turbulence. Fig. 4 plots the PDF of the normalized  sampled over the
whole synthetic field (shown with circles), and the conditional PDFs sampled around the saddles
(squares) and the centers (diamonds), respectively. The PDFs display a strong positive skewness.
On the other hand, a significant probability for negative fluctuations is also observed, indicating
backscattering from small scales to large ones. Both again are consistent with known behaviors in
real turbulence.35–37 Some differences between the three PDFs are observed for large fluctuations,
but they are not significant enough for definite conclusions.
The structure of the filtered strain rate tensor S˜i j has been shown to correlate with the behav-
iors of the SGS energy dissipation.32 The structure of S˜i j can be characterized by the following
TABLE I. The normalized mean SGS dissipations Mi/ǫ averaged over a 10 × 10 square around the saddles (i = s), the
centers (i = c), and over the whole field (i = w).
/η Ms/ǫ Mc/ǫ Mw/ǫ
32 0.742 0.690 0.716
64 0.761 0.688 0.717
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FIG. 4. The PDFs of the normalized SGS energy dissipation (−Mi)/σMi for= 32η. Circles: unconditional distribution;
squares: sampled in a 10 × 10 square around the saddles; diamonds: sampled in a 10 × 10 square around the centers. Mi
and σMi are the respective means and standard deviations.
non-dimensional parameter:38
s∗ = − 3
√
6αsβsγs
(α2s + β2s + γ 2s )3/2
, (25)
where αs, βs, and γ s are the eigenvalues of S˜i j and αs ≥ βs ≥ γ s. s∗ is bounded between −1
and 1, where s∗ = −1 corresponds to local axisymmetric contraction and s∗ = 1 corresponds
to axisymmetric expansion. It is known that, in turbulence, the probabilistically dominant local
structure corresponds to the latter.38 The prediction from the synthetic CMTLM fields is given in
Fig. 5, where we plot the contours of 〈s∗〉. Despite some statistical fluctuations, the contours show
clearly that s∗ tends to take larger values around the saddles in the mean flow field, whereas low
values are observed near the vortex centers. The contours for high s∗ in the center of the flow field
are elongated along the unstable directions of the saddle. The distribution shows close correlation
FIG. 5. The distribution of 〈s∗〉 which characterizes the geometric structure of the filtered strain rate tensor.  = 64η.
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FIG. 6. The relative orientation between the eigenframes of S˜i j and −τ ij is characterized by the three angles θ , φ, and ζ
shown in the figure. γ Ps is the projection of eigenvector γ s on the β−τ − γ−τ coordinate plane. θ and φ are the spherical
polar angles made by α−τ in the eigenframe of S˜i j . ζ is the angle between γ Ps and γ−τ .
with the distribution of 〈〉 shown in Fig. 3. These qualitative trends are the same as what have been
observed in DNS.32 The magnitude of the contours are also close (see Fig. 5(c) in KM32).
3. Stress-strain alignment
According to Eq. (24), the behavior of  is correlated with the relative alignment between the
eigenframes of τ ij and S˜i j . We denote the eigenvalues of −τ ij, in descending order, as α−τ ≥ β−τ
≥ γ−τ , and corresponding normalized eigenvectors α−τ , β−τ , γ−τ . Those of S˜i j are: αs ≥ βs ≥ γ s,
and αs , βs , γ s . The relative orientation of the eigenframes is described by the relative alignment of
the eigenvectors.
We will look into the alignment in the CMTLM fields in comparison with the DNS fields.
However, in order to obtain a complete picture, we first present the alignment data for the isotropic
MTLM field. The latter has not been reported before, hence is also of interest by itself.
It is well-known that, in real hydrodynamic turbulence, there are two preferable relative orien-
tations between the eigenframes of −τ ij and S˜i j 42. Using the angles θ , φ, and ζ defined in Fig. 6 to
describe the relative orientation between the two frames, the above observation is demonstrated in
Fig. 7. The joint PDF shows two peaks at (cos θ , φ, ζ ) = (0.78, π /2, 0) and (0, 0, 0.76), with peak
value 2.34 and 1.65, respectively. The first peak, which we will call configuration A, corresponds
to perfect alignment between βs and β−τ , and approximately a 39◦ angle between α−τ and αs . The
0.4
0.8
1.2
1.6
2
PDF
0.01
2.34
FIG. 7. Joint PDF of (cos θ , φ, ζ ) for a 2563 DNS data set. Filtered at  = 32η. X = cos θ , Y = φ, and Z = ζ .
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FIG. 8. Same as Fig. 7 but for MTLM fields.
second peak, configuration B, corresponds to perfect alignment between α−τ and βs , and a 44◦
angle between γ−τ and γ s . The implications of these non-trivial alignment configurations have been
discussed in details in previous works.42, 43
The joint PDF for MTLM fields is shown in Fig. 8, where the fields are generated using the
same parameters given above for the CMTLM method. It can be seen immediately that the PDF
also displays two peaks. Inspection of the data shows that, the two peaks are located at (cos θ , φ, ζ )
= (0.75, π /2, 0) and (0, 0, 0.71), with values 4.16 and 1.22, respectively. Thus, the MTLM fields
reproduce the two configurations with only slightly different angles (41◦ for the angle between α−τ
and αs in configuration A, and same for the angle between γ−τ and γ s in configuration B).
The above result reveals the ability of MTLM to reproduce the geometrical structures of SGS
stresses. On the other hand, it is also observed that the peak PDF value 4.16 at configuration A is
much larger than the DNS value 2.34. The deviation could be attributed to the fact that MTLM fields
produce insufficient vortex tubes, as having been discussed before.26
We now discuss the results for the CMTLM fields. It turns out that the unconditional joint PDF
for (cos θ , φ, ζ ) in the synthetic CMTLM Kolmogorov flows displays similar trends observed in
the isotropic MTLM fields (Fig. 8), i.e., we reproduce the bi-modal behavior, but also observe a
over-predicted strong peak at configuration A. We thus omit the figure and focus on the conditional
statistics reported in KM.32 The distribution of 〈〉 in Fig. 3 indicates that the relative orientation
between the eigenvectors of τ ij and S˜i j is different around the saddle and the vortex centers, which
is indeed observed in KM.32 For the CMTLM fields, the results are shown in Fig. 9, where we plot
the PDFs of |α−τ · αs | ≡ | cos(α−τ ,αs)| conditioned, respectively, around the saddle (circles) and
the centers (squares). While the PDFs are calculated for the direction cosines, we plot them against
the corresponding angles, to compare with the same result documented in KM.32 Fig. 9 shows that,
in the centers of the vortex, the most likely angle between α−τ and αs is around 42◦. Around the
saddle, α−τ and αs tend to align more closely to each other. There is a much higher probability
to observe small angles, compared with in the vortex centers. This behavior is consistent with
Fig. 3, since closer alignment between α−τ and αs tends to increase . This general trend is also
in agreement with previous findings.32 There are, however, quantitative differences. For DNS data,
the peak of the PDF sampled around the saddle is at θ ∼ 0◦ (see Fig. 9(c) in KM32). On the other
hand, for CMTLM data, there is a residual peak at θ ≈ 38◦, even though the probability distribution
is shifted significantly towards small angles, as explained above.
The discrepancy is most likely due to the deficit of the MTLM procedure, which is inherited by
the CMTLM fields. Because of the overestimated probability for configuration A in which α−τ and
αs align at the 41◦ angle, the conditional PDF in Fig. 9 has had a relatively weak peak at 38◦.
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FIG. 9. The PDF of the magnitude of the direction cosine between α−τ and αs : P(| cos(α−τ ,αs )|). Circle: sampled from a
10 × 10 square around the saddle; squares: sampled from a 10 × 10 square around the vortex centers. Filtered at  = 128η.
4. Anisotropy in the SGS stress tensor
It is also of interests to look into the geometrical structure of the SGS stress tensor τ ij. One
way to inspect the geometry of τ ij is to use the so-called Anisotropy Invariant map (AIM).15, 39, 40
Defining
ai j =
τi j
τkk
− 1
3
δi j , (26)
which is the normalized anisotropic part of τ ij, the anisotropy of τ ij is characterized by the two
invariants of aij
II = −ai j a j i/2, III = ai j a jkaki/3. (27)
We evaluate II and III for filter scales /η = 32, 64, and 128 from the synthetic fields. The
overall averages of the quantities as well as the averages conditioned around the saddles and centers
are calculated. However, it turns out that the conditional averages are nearly the same as the overall
averages. Therefore, only the latter is presented. The data are shown in Fig. 10, where we plot
(−II/3)1/2 against (III/2)1/3 using the convention in Pope.15 The data points fall inside the so-called
Lumley triangle defined by the solid lines, along the right straight boundary of the triangle. Therefore,
the SGS stress tensor tends to have an axisymmetric “cigar” shape.15, 40, 41 It thus displays the same
trends observed in fully developed pipe flows39 and isotropic turbulence.42 (We note that we observe
similar trends for the isotropic MTLM synthetic fields. Results are not shown here.) Fig. 10 also
indicates that, when the filter scale increases, the SGS stress tensor tends to be more isotropic, with
data points moving towards the origin.
5. Small scale intermittency and structures
The above discussion demonstrates that CMTLM fields can capture important effects of large
scale structures. The method has yielded these results without compromising the MTLM procedure’s
ability to reproduce small scale structures and intermittency. We demonstrate this in this subsection.
Small scale intermittency can be characterized by velocity increments. The longitudinal incre-
ment over a displacement r is defined as
δur = [u(x + r) − u(x)] · r/r, (28)
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FIG. 10. Anisotropy invariant map for the SGS stress tensor with filter scales 16η (circles), 32η (squares), 64η (diamonds),
128η (triangles). The solid lines represent the boundaries of the Lumley triangle.
where r = |r| is the magnitude of r. Transverse velocity increments can be defined similarly, but
for clarity we will discuss only longitudinal ones. When r is small and well into the dissipation
range, the statistics of δur become the same as the longitudinal velocity gradient ∂xu, and the
transverse increment becomes same as the transverse velocity gradient ∂yu (for more details, see,
e.g., Frisch44). Fig. 11 presents the PDFs for δur for several values of r, as well as the PDFs of
∂xu and ∂yu. As expected, the PDFs show exponential tails when r is small, an indication of small-
scale intermittency. In particular, the PDF of the gradients display stretched-exponential tails. The
transverse gradient has wider tails than the longitudinal one. Both are well-known properties in
hydrodynamic turbulent flows. The negative skewness in the PDF of the longitudinal gradient and
increments is also reproduced. Moreover, the tails of the PDFs become narrower when r increases,
and tend to the Gaussian distribution when r is large, which is also consistent with observations in
real turbulence.
FIG. 11. PDFs of normalized longitudinal velocity increments δur (solid line: r = 8η, dashed line: r = 16η, dashed-dotted
line: r = 32η), the longitudinal velocity gradient ∂xu (line with circles), and the transverse velocity gradient ∂yu (line with
squares). Black dots represent the Gaussian distribution.
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FIG. 12. The joint PDF of the normalized invariants Q ≡ −TrA2/2 and R ≡ −TrA3/3.
The deviation from the Gaussian distribution is quantified by the flatness and the skewness
factors. For a variable X, their definitions are
F(X ) = 〈X
4〉
〈X2〉2 , S(X ) =
〈X3〉
〈X2〉3/2 ,
respectively. We find that, in the CMTLM fields, the flatness is 5.7 for ∂xu and 7.7 for the ∂yu. The
skewness factor for ∂xu is −0.45. These numbers are in close proximity of the data compiled in
previous works45 for real turbulence.
Another important aspect of small scales of turbulence is their geometrical structures, which
can be characterized by the tensor invariants of the velocity gradient tensor A, where Aij = ∂ jui. The
invariants are denoted as Q and R, where46, 47
Q = −TrA2/2, R = −TrA3/3.
The joint PDF of Q and R is shown in Fig. 12, where Q and R are normalized by TrAAT and
(TrAAT)3/2, respectively. It is clear that the well-known tear-drop shape is reproduced by the contours
of the joint PDF. Thus, this and the previous result confirms that CMTLM maintain the desirable
properties of the MTLM method while it is able to model additional features in anisotropic flows.
B. Mean energy balance and Reynolds stress in Kolmogorov flows
In this section, we consider the mean statistics of a Kolmogorov flow simulated using hypervis-
cosity in Borue and Orszag,33 and compare the results with the latter.
As is commented in BO,33 a large ensemble is needed to obtain statistically converged mean
statistics. We thus choose a modest resolution with 1283 grid points, and the following analytic
expression37, 48 as the prescribed energy spectrum Ep(k)
E p(k) = Ckǫ2/3k−5/3
[
kℓ
((kℓ)α2 + α1)1/α2
]5/3+α3
exp(−α4(kη)4/3), (29)
where Ck = 1.5 is the Kolmogorov constant, ℓ≈ 2.07 is an estimate of the integral length scale. Mean
dissipation ǫ is specified by ǫ = u3rms/ℓ with urms = 1.0, hence ǫ ≈ 0.48. The viscosity is chosen
such that the Kolmogorov length scale η = 1.5/kmax where kmax = 64 is the maximum wavenumber.
As a consequence, the viscosity is ν ≈ 0.005. The other parameters are α1 = 0.98, α2 = 2,
α3 = 4.0, and α4 = 2.25.
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FIG. 13. The mean velocity profile in the synthetic CMTLM fields.
It is well-known that mean statistics such as the production rate of turbulent kinetic energy
are flow-dependent, and in particular depend on the specific shape of the low-wavenumber range
of the energy spectrum. However, there is no detailed data for the energy spectrum of the present
Kolmogorov flow. Given that we will look into the spectral property of the Reynolds stress distribution
(see below), it is desirable to extend the inertial range as far as possible. We thus choose to use the
above analytic spectrum, even though it does not capture the production range of the spectrum of flow
realistically. The parameters in the spectrum are chosen to extend the inertial range, hence produce
only a narrow production range and an under-resolved dissipation range. As a consequence, we will
mainly focus on the spatial dependence of the statistics. Nevertheless, the magnitudes of most of the
statistics are consistent with those in BO,33 except that the energy dissipation is over-predicted as is
shown below.
The DNS in BO33 produces a mean velocity profile as follows:
ux = 0, u y = A cos(k f x), uz = 0, (30)
where kf = 1 and A is a constant. We set the mean profile as the target field for the CMTLM fields.
As a consequence, 	 = (1, 0, 0). F is defined as in Sec. IV A, i.e., F = 1 on 	 and 0 otherwise.
We set A = 0.4.
Using tolerance e = 10%, we generate more than 2000 CMTLM fields. The statistics are
averaged over all the fields as well as the y and z directions. The mean velocity generated by the
CMTLM procedure is plotted in Fig. 13, which reproduces the target field we have specified.
The flow field allows non-trivial distribution for the Reynolds stress component Rxy = 〈u′x u′y〉,
where u′x = ux − 〈ux 〉 is the fluctuation of the x-component of the velocity, and similarly for u′y . Rxy
as a function of x is plotted in Fig. 14. It has a sinusoidal distribution with a π /2 phase-shift from
the mean velocity profile. The distribution reproduces very well the DNS result reported in BO.33
FIG. 14. The Reynolds stress 〈u′x u′y〉 in the synthetic CMTLM fields.
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
143.167.5.197 On: Thu, 31 Jul 2014 13:08:00
075102-17 Y. Li and C. Rosales Phys. Fluids 26, 075102 (2014)
FIG. 15. The one-dimensional co-spectrum C(kz; xmax) in the CMTLM fields (solid line with circles) as a function of the kz
component of the wavenumber, which is evaluated at xmax = 3π /2 where the mean shear is the strongest. The dashed line
has slope k−7/3z .
We note that this result is non-trivial, since we only use the mean velocity field as the target field
in our optimization. The Reynolds stress distribution is generated by the MTLM procedure coupled
with the optimization process.
The distribution of mean Reynolds stress over different length scales can be characterized by
the co-spectrum of ux and uy. We use the one-dimensional co-spectrum C(kz; x) defined as
C(kz ; x) = Re{〈uˆx (x, y, kz)uˆ∗y(x, y, kz)〉},
where Re{·} denotes the real part, and uˆx (x, y, kz) is the one-dimensional Fourier transform of ux
and similarly for uˆ y . The average is taken over different realizations and the y direction. C(kz; x) is
a function of x as the mean Reynolds stress depends on x. For high Reynolds number turbulence
with characteristic mean shear S, C(kz; x) is predicted dimensionally to scale with Sǫ1/3k−7/3
for wavenumber k < ks = S3/2/ǫ1/2 but large compared with the wavenumbers characterizing the
integral scales.15, 33, 49 In the DNS study by BO,33 a short scaling range has been observed for C(kz;
x). The result for the CMTLM fields is plotted in Fig. 15 for x= 3π /2 where the mean shear ∂〈uy〉/∂x
is the maximum. Given the moderate Reynolds number of the fields, only approximate scaling is
observed. Nevertheless, the result is consistent with a k−7/3z spectrum and the hyperviscosity DNS
results.33
The distribution of mean turbulent kinetic energy K ≡ 〈u′i u′i 〉/2 is shown in Fig. 16. Apart from
small deviation due to statistical fluctuations, the distribution has a periodic distribution with period
π , which agrees with observations in DNS.33 The kinetic energy distribution is determined by the
FIG. 16. The mean turbulent kinetic energy K in the CMTLM fields.
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
143.167.5.197 On: Thu, 31 Jul 2014 13:08:00
075102-18 Y. Li and C. Rosales Phys. Fluids 26, 075102 (2014)
FIG. 17. Terms in turbulent kinetic energy balance in the synthetic CMTLM fields. Circles: production term P; gradients:
transport term T; squares: rescaled turbulent energy dissipation −D (see text); dashed line: sum of the three terms.
turbulent energy production P, turbulent transport T, and turbulent energy dissipation D, where
T = − ∂
∂xi
[〈
u′i
u′j u
′
j
2
〉
+ 〈u′i p′〉 − ν
∂K
∂xi
]
, (31)
P = −〈u′i u′j 〉
∂〈ui 〉
∂x j
, (32)
D = ν〈∂ j u′i∂ j u′i 〉, (33)
in which p′ ≡ p − 〈p〉 is the pressure fluctuation. The constant density has been assumed to be unit.
In the statistically stationary turbulence, we have
T + P − D = 0.
T and P, as well as a rescaled −D term, are plotted in Fig. 17 for the CMTLM fields. The sinusoidal
distributions for P and T follow closely DNS results.33 In particular, the transport term T counteracts
with the production term P, but with smaller amplitude. In BO,33 it is shown that the difference
is made up for by the turbulent dissipation term D. Hence, D also has a sinusoidal distribution.
In the CMTLM field, we also observe sinusoidal distribution for D. However, its magnitude is
over-predicted, because the analytic spectrum does not resolve the dissipation range as explained
previously. To illustrate the distribution of D, we rescale it with a scaling factor defined as (T + P)/D,
where overbar denotes averaging over the x direction. The rescaled turbulent dissipation thus on
average equals the sum of the production and transport terms. For the current CMTLM fields, the
value for the factor is approximately 0.07. The (minus) rescaled D is shown in Fig. 17 with squares.
It indeed displays the weak oscillatory behavior observed in DNS. The sum of the three terms is
shown by the dashed line, which oscillates with a small amplitude around zero. It confirms that the
dissipation term tends to balance the combined effects of the other two terms, even though there is
still some discrepancy in the magnitudes.
V. CONCLUSIONS
We introduce a new technique in this paper to generate anisotropic synthetic turbulence. The
technique generalizes the MTLM, and is named the CMTLM. In this method, we adjust the random
input to the map so that the output contains the large scale anisotropic structures we aim for. After
the MTLM procedure is slightly simplified, we derive the optimality system corresponding to the
mapping, and show that the adjustment can be accomplished by an adjoint-based optimization
process.
We then apply the method to synthesize two Kolmogorov flows, in which the mean flows are
known and set as the target fields. Direct numerical simulations have shown that the persistent large
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scale structures in such flows lead to non-trivial mean flow statistics, and also have significant effects
on the small scale motions. We look into the anisotropic distribution in subgrid-scale dissipation,
the alignment between the subgrid-scale stress and the filtered strain rate tensor, the mean Reynolds
stress, and mean turbulent kinetic energy budget, among others, in the synthetic fields. Comparing
with direct numerical simulations, we observe that the synthetic fields capture the effects with very
good qualitative agreement.
Our calculations show that the method is cost efficient and almost always converges in few
(less than 10) iterations to within a 3% tolerance. It also appears to be more flexible than some
of the previous techniques. In principle, additional flow features can easily be incorporated where
needed. For example, the distribution of the Reynolds stress tensor can be imposed as a constraint
if precise values are required. The procedure could also be generalized to synthetic scalar fields. On
the other hand, it is desirable to implement the method with a simulation code to verify its benefits
a posteriori. These ideas and other possible generalizations are the topics of future research.
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APPENDIX: EXPRESSIONS FOR THE OPERATORS
The derivation in the main text has shown that the following integral:
I =
∫
ξ ·Mϕd3x (A1)
appears in functional derivatives such as δL/δϕ and DJ/Dϕ. Thus, we evaluate the variation of I,
δI, with respect to δϕ, the variation of ϕ.
Let δun0 be the variation of un0 corresponding to δϕ. Using Eq. (5), we find
δu(n+1)0 = δ[Rn(PAn)mnGn + Gcn]un0.
= δ[Rnun2] + Gcnδun0
= DRn δun2 + Gcnδun0. (A2)
Operator DRn is the linearization ofRn .DRn itself depends on un2. The second term follows from the
linearity of filter Gcn . δun2 is the variation of un2.
Note un2 = (PAn)mn un1. We introduce the following notations:
vni = (PAn)i un1, (A3)
for i = 0, 1, . . . , mn − 1, where vn0 ≡ un1. Thus,
δun2 = δ(PAnvn(mn−1))
= DAn(mn−1)δvn(mn−1), (A4)
where DAn(mn−1) is the linearization of operator PAn when the latter is applied to vn(mn−1). The
subscript of DAn(mn−1) emphasizes that it depends on vn(mn−1).
Given that vni = PAnvn(i−1), the above derivation can be repeated, leading to
δun2 = DAn(mn−1)DAn(mn−2) . . . DAn0δun1. (A5)
Let
DAn = DAn(mn−1)DAn(mn−2) . . . DAn0, (A6)
we have
δun2 = DAn δun1 = DAn Gnδun0. (A7)
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Thus, we find
δu(n+1)0 = (DRn DAn Gn + Gcn)δun0. (A8)
Therefore,
δ I =
∫
ξ · (DRMDAMGM + GcM )δuM0d3x
=
∫
(GMDA+M DR+M + GcM )ξ · δuM0d3x
=
∫
(BM + GcM )ξ · δuM0d3x, (A9)
where we have used the fact that Gn and Gcn are self-adjoint. Repeating the above derivation, we find
δ I =
∫ M∏
n=1
(Bn + Gcn)ξ · δu10d3x
=
∫
P
M∏
n=1
(Bn + Gcn)ξ · δϕd3x, (A10)
where the product is ordered with n increasing from left to right. The facts that δu10 = Pδϕ and that
P is self-adjoint have been applied. Hence,
δ I
δϕ
=
∫
ξ · δMϕ
δϕ
d3x
= P
M∏
n=1
(Bn + Gcn)ξ ≡M+ξ , (A11)
Eq. (A11) gives the definition of M+. Using Eqs. (13) and (17), we thus find
DJ
Dϕ
= δL
δϕ
∣∣∣∣
ue,ξ
= −M+ξ . (A12)
M+ has the following equivalent form:
M+ = P
M∑
i=1
Gci−1
M∏
n=i
Bn. (A13)
It can be shown by expanding the product in Eq. (A11), and noting Gcn−1Gcn = Gcn , and Bn−1Gcn = 0.
As is shown in the main text, this expression allows us to calculateM+ξ via an iteration symmetrical
to the MTLM procedure.
It remains to derive the expressions for DR+n and DA+n . We outline the main steps of the
derivations.
To find DR+n , we start with Ru , namely, R acting on a generic velocity field u. Using the
definition ofR [Eq. (4)], it is not difficult to find the variation δ(Ruu), hence DRu δu, which gives us
the expression of DRu . We then form the following inner product:
IR =
∫
η(x) ·DRu δu(x)d3x, (A14)
where η(x) is a test function. The action of DR+u on η is then found by integration by parts, which
gives the definition of DR+u . In Fourier space, the result can be written as
DR+u ηˆ(k) = Ru ηˆ(k) −
E p(k)1/2
Eu(k)3/2
ζuη(k)uˆ(k), (A15)
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where ηˆ is the Fourier transform of η, and ζ uη(k) is the co-spectrum between u and η, defined as
ζuη(k) = 12
∮
Sk
ηˆ∗ · uˆd S, (A16)
where the integral is conducted over the spherical surface Sk = {k: |k| = k} in the Fourier space,
and the asterisk denotes complex conjugate. DR+n is simply DR+u with u replaced by un2.
As for DA+n , in light of Eq. (A6), we have
DA+n = DA+n0 DA+n1 . . . DA+n(mn−1). (A17)
Therefore, we need to find DA+ni in order to find DA+n . We consider DA+u , which is defined as the
adjoint of the linearization of PA when the latter is applied to a generic function u. In other words,
DA+u is the same as D
A+
ni with vni replaced by u. Following the same ideas presented above, we can
derive the expression for DA+u acting on the test function η(x)
DA+u η(x) =
∫
d3yW (y − x − u(x)t)Pη(y)
+
∫
d3yW (y − x − u(x)t)[∇yPη(y)] · u(x)t, (A18)
in which W (·) is the same weight function used in the MTLM procedure, and t is the advection time
parameter. ∇y denotes the gradient operator with y as the variables.
DR+u and DA+u both depend on u. Thus, in order to find M+ξ , we need velocity fields vni for
i = 0, 1, . . . , mn − 1, and un2. They are found and stored during the solution of the state equation
[Eq. (6)].
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