Abstract As compared to simple models, the mixture models of underlying lifetime distributions are intuitively more appropriate and appealing to model the heterogeneous nature of process. This study focuses on the problem of estimating the parameters of a newly developed 3-component mixture of Burr Type-XII distributions using Type-I right censored data. Firstly, considering a Bayesian structure, some mathematical properties of a 3-component mixture of Burr Type-XII distributions are discussed. These mathematical properties include Bayes estimators and posterior risks for the unknown component and proportion parameters using the non-informative and the informative priors under squared error loss function, precautionary loss function and DeGroot loss function. Secondly, in case when no or little prior information is available, elicitation of hyperparameters is given. Also, the posterior predictive distribution for a future observation and the Bayesian predictive interval are constructed. Moreover, the limiting expressions for the Bayes estimators and posterior risks are derived. In addition, the performance of the Bayes estimators for different sample sizes, test termination times and parametric values under different loss functions is investigated. Finally, simulated datasets are designed for the different comparisons and the model is illustrated using the real data. 
Introduction
In many practical studies, it is observed that in place of other lifetime distributions, the Burr distribution can be used quite effectively. Burr distribution is a very flexible distribution that can express a wide range of distribution shapes. The Burr distribution can be fitted to a wide range of empirical data because it has many types. One of its different types can be suitably fitted to a given set of data. Several authors have worked on the problem of fitting Burr distribution. For example, Burr [1] , Burr and Cislak [2] and Rodriguez [3] have given special attention to one of the twelve forms of cumulative distribution function of the Burr distribution presented by Johnson et al. [4] . As a theoretical development, Tadikamalla [5] presented a nice account on the Burr and related distributions. Similarly, Economou and Caroni [6] presented the Burr distribution in Graphical testing procedures. Furthermore, Saleem [7] discussed Bayesian estimation of the parameters of two component mixtures of Burr Type-XII distributions assuming different priors under squared error loss function.
Finite mixture models have received great attention during the recent years due to their important role in modeling different real-life applications. In the situations where the data are given only from overall mixture distributions, applying mixture model is termed as a direct application of the mixture models. Direct applications of mixture models can be seen mostly in industrial engineering [8] , medicine [9] , biology [10] , social sciences [11] , economics [12] , life testing [13] and reliability analysis [14] . In many applications, available data can be considered as coming from a mixture of two or more distributions. This idea enables us to mix statistical distributions to get a new distribution.
Several authors have applied mixture modeling in different practical problems using classical and Bayesian analysis. For a detailed discussion and applications of mixture modeling, one can refer to Jones and McLachlan [15] , McLachlan and Krishnan [16] , McLachlan and Peel [17] , Abu-Zinadah [18] , Afify [19] , Amin [20] , Eris ßog˘lu et al. [21] , Kamaruzzaman et al. [22] and many others. The Bayesian analysis of a 2-component mixture distributions has been considered by many authors such as Saleem et al. [23] , Santos [24] , Al-Hussaini and Hussein [25] , Kazmi et al. [26] , Ahmad and Al-Zaydi [27] , Mohammadi et al. [28] , Ali [29] , Ateya [30] , Mohamed et al. [31] and Zhang and Huang [32] and many others.
Due to time and cost problem it is almost impossible to continue testing until the last observation. The values greater than a fixed life-test termination time are taken as censored observations. To have a deep insight about censoring one can refer to Gijbels [33] and Kalbfleisch and Prentice [34] .
Motivated by above mentioned applications of the Burr Type-XII distribution and mixture modeling, in this article, we plan to develop a mixture of Burr Type-XII distributions for efficient modeling of a given lifetime data. All the parameters of a mixture distribution are assumed to be unknown. Bayesian analysis is performed on type-I right censored data by considering different priors and loss functions through direct application of mixture models.
The rest of the article is organized as follows. The analytical structure of a 3-component mixture of Burr Type-XII distributions is presented in Section 2. The sampling scheme and likelihood function for a 3-component mixture of Burr Type-XII distributions are defined in Section 3. The joint and marginal posterior distributions assuming non-informative and informative priors are derived in Section 4. Section 5 is about the Bayesian estimation under squared error loss function, precautionary loss function and DeGroot loss function. The posterior predictive distribution and the Bayesian predictive intervals are given in Section 6. Elicitation of the hyperparameters is discussed in Section 7. Limiting expressions of the Bayes estimators and their risks are derived in Section 8. Simulation study and a real-life application are presented in Sections 9 and 10, respectively. Finally, the conclusion of this study is given in Section 11.
The 3-component mixture of Burr Type-XII distributions
A random variable Y is said to follow a finite mixture distribution with h components if density function of Y can be written in the form: fðyÞ ¼ P h m¼1 p m f m ðyÞ, where p m ðm ¼ 1; 2; . . . ; hÞ is mth mixing proportion such that p h ¼ 1 À P hÀ1 m¼1 p m and f m ðyÞ is mth component density function. Using the above definition, probability density function (pdf) of a finite 3-component mixture of Burr Type-XII distributions with mixing proportions p 1 and p 2 can be written as follows:
fðy; XÞ ¼ p 1 f 1 ðy; X 1 Þ þ p 2 f 2 ðy; X 2 Þ þ ð1 À p 1 À p 2 Þf 3 ðy; X 3 Þ; The cumulative distribution function (cdf) of a finite 3-component mixture of Burr Type-XII distributions is defined as follows:
Fðy; XÞ ¼ p 1 F 1 ðy; X 1 Þ þ p 2 F 2 ðy; X 2 Þ þ ð1 À p 1 À p 2 ÞF 3 ðy; X 3 Þ; ð2Þ where F m ðy; X m Þ ¼ 1 À ð1 þ yÞ Àdm .
Sampling scheme and likelihood function
In this section, sampling scheme and likelihood function for a 3-component mixture of Burr Type-XII distributions are presented.
Sampling scheme for a 3-component mixture of Burr Type-XII distributions
Suppose n units are used in a life testing experiment with fixed test termination time t. The experiment is performed and it is observed that r out of n units failed up to time t. There are many practical situations where failed objects can be recognized as belonging to subpopulation-I, subpopulation-II or subpopulation-III. For example, based on causes of failure, an engineer may classify a certain failed object as a member of either subpopulation-I, subpopulation-II or subpopulation- 
III. After classification of the failed objects, it may be noted that out of r failures, r 1 , r 2 and r 3 failures belong to subpopulation-I, subpopulation-II and subpopulation-III, respectively. So, the number of uncensored observations is r ¼ r 1 þ r 2 þ r 3 and the remaining n À r observations are censored giving no information about to which subpopulation they belong. Define y lk , 0 < y lk 6 t, as the failure time of the kth unit belonging to the lth subpopulation, where l ¼ 1; 2; 3 and k ¼ 1; 2; . . . ; r l .
Likelihood function
For the data obtained through sampling scheme described in Section 3.1, the likelihood function for the type-I right censored data coming from a 3-component mixture of the Burr Type-XII distributions is written as follows: ( )
( )
A simplified form of the above likelihood function becomes the following: 
Joint and marginal posterior distributions assuming the non-informative and the informative priors
Now, we present the derivation of joint and marginal posterior distributions of parameters when non-informative and informative priors are available for making Bayesian inference.
Joint and marginal posterior distributions assuming the uniform prior
Commonly used non-informative priors (NIP) are the uniform prior (UP) and the Jeffreys' prior (JP). We assume the improper uniform prior (UP) for the unknown component parameter d m , that is, d m $ Uniformð0; 1Þ, m ¼ 1; 2; 3, and the UP over the interval ð0; 1Þ for the unknown proportion parameter p s , that is, p s $ Uniformð0; 1Þ, s ¼ 1; 2.
Assuming independence of parameters, the joint prior distribution of parameters d 1 ; d 2 ; d 3 ; p 1 and p 2 is given by p 1 ðXÞ / 1. There, the joint posterior distribution of parameters d 1 ; d 2 ; d 3 ; p 1 and p 2 is defined as follows:
where
lnð1 þ y 2k Þ; 
where -; p and g take the values as follows:
Also, BðÁ; ÁÞ is the usual beta function.
where n; ! and D take the values as follows: 
lnð1 þ y 1k Þ;
Thus, the joint posterior distribution of parameters d 1 ; d 2 ; d 3 ; p 1 and p 2 is defined as follows:
where 
g3 BðA 03 ; C 03 ÞBðB 03 ; A 03 þ C 03 Þd 
Bayesian estimation under different loss functions
In this section, we present derivation of the Bayes estimators and their risks using the UP, the JP and the IP under three different loss functions, namely squared error loss function (SELF), precautionary loss function (PLF) and DeGroot loss function (DLF). We know that the Bayes estimator, sayd, of the parameter h is obtained by minimizing posterior risk defined as qðdÞ ¼ E h y j fLðh;dÞg, where Lðh;dÞ is the loss incurred in estimating h byd. Using these notations, the general form of the Bayes estimator and its risk under SELF, PLF and DLF are given in Table 1 . Table 6 Limiting expressions for the Bayes estimators assuming the IP under SELF, PLF and DLF.
Bayes Estimators and their Risks
Bayes estimators Table 7 Limiting expressions for the posterior risks assuming the IP under SELF, PLF and DLF.
Posterior risks 
where v ¼ 1 for the UP, v ¼ 2 for the JP and v ¼ 3 for the IP.
Similarly, the Bayes estimators and their risks using the UP, the JP and the IP under PLF and DLF can also be derived. To save the space, we have not presented these expressions but these expressions are available with the corresponding author.
Posterior predictive distribution and Bayesian predictive interval
A posterior predictive distribution contains information about future observation X ¼ Y nþ1 of a random variable given the Table 9 The BEs and the PRs assuming the JP with d data y, already observed. We, now, present the derivation of posterior predictive distribution and Bayesian predictive interval. The posterior predictive distribution of a future observation X ¼ Y nþ1 given data y assuming the UP, the JP and the IP is written as follows:
fðx X j Þq v ðX y j Þdd 1 dd 2 dd 3 dp 1 dp 2 ; ð11Þ 
So, under the assumption of the UP, the JP and the IP, the posterior predictive distribution defined in (11) of a future observation X ¼ Y nþ1 given data y is given by the following: In order to construct a Bayesian predictive interval, suppose L and U be the two endpoints of the Bayesian predictive interval. These two endpoints can be obtained using the posterior predictive distribution defined in (12) . A 100ð1 À cÞ% Bayesian predictive interval (L, U) can be obtained by solving the following equations:
In our case, these equations are given by
and
Elicitation of hyperparameters
According to Garthwaite et al. [35] , elicitation is a process used to quantify a person's professional belief and knowledge about the subject matter. Following Aslam [36] , we adopt prior predictive method based on predictive probabilities to elicit the hyperparameters. For a given informative prior, the prior predictive distribution of a random variable Y is defined as follows:
On substituting (1) and (6) in (13) and then simplifying, we get the following:
To elicit the nine hyperparameters involved in the PPD in (14) 
fb 2 þlnð1þyÞg
fb 3 þlnð1þyÞg
1 ðaþbþcÞð1þyÞ
The elicited values of the hyperparameters a 1 ; b 1 ; a 2 ; b 2 ; a 3 ; b 3 ; a; b and c, thus obtained, are 1.930747, 1.866852, 1.725742, 1.631218, 1.511704, 1.446841, 4.219401, 4.064265 and 3.876251, respectively.
Limiting expressions for complete dataset
When t ! 1, uncensored observations are included in the sample, r ! n and r l tends to n l . Consequently, all the censored observations become uncensored and amount of information contained in the sample are increased resulting in reduction Tables 2-7 .
Simulations study
As is obvious that the analytical comparisons among the Bayes estimators (under different priors and loss functions) are difficult, a simulations study is conducted to serve this purpose. Performance of the Bayes estimators has been scrutinized under different priors, loss functions, parametric values, sample sizes and test termination times. For each of the five parameters d 1 ; d 2 ; d 3 ; p 1 and p 2 of a 3-component mixture of Burr Type-XII distributions, we simulated the Bayes estimates and their risks through simulations using the following steps.
1. A sample of size n is generated from a 3-component mixture of Burr Type-XII distributions as follows: (i) Generate p 1 n observations randomly from first component density f 1 ðy; d 1 Þ. (ii) Generate p 2 n observations randomly from second component density f 2 ðy; d 2 Þ: (iii) Generate remaining ð1 À p 1 À p 2 Þn observations randomly from third component density f 3 ðy; d 3 Þ. 2. Select a sample censored at a fixed test termination time t.
Take observations that are greater than a fixed test termination time t as censored ones. The choice of the test termination time should be made in such a way that the censoring rate in resulting sample remains in between 10% and 25%. 3. Calculate the Bayes estimateĥ i and posterior risk qðĥ i Þ of a parameter say h using the censored sample in solving (7)- (10). The simulated results, so obtained, are arranged in Tables  8-13 (see Appendix A). From Tables 8-13 , it is observed that the extent of under-estimation (and/or over-estimation) of component and proportion parameters using the UP, JP and the IP under SELF, PLF and DLF is lower for larger sample size as compared to smaller sample size for a fixed test termination time. Also, the extent of over-estimation (or underestimation) of component and proportion parameters is higher for smaller test termination time as compared to larger test termination time for a fixed sample size. In addition, over or under estimation of component and proportion parameters not only depend upon the sample size and test termination times but also depend upon the true values of the component parameters. It is larger (smaller) for smaller (larger) values of component parameters. Over and under estimation diminishes when either n or t or both the n and t become very large.
Keeping the other parameters fixed, it can be seen that posterior risks of the Bayes estimators of parameters assuming the UP, the JP and the IP under SELF, PLF and DLF decrease with an increase in sample size and/or test termination times. As far as the problem of selecting a suitable prior is concerned, it can be seen that the IP materializes as a more efficient prior because it yields the least associated posterior risk than those yielded by UP and the JP under all the loss functions considered in this study. On the other hand, for estimating the component parameters, the DLF is observed performing better than PLF and SELF, whereas SELF is observed performing superior to PLF and DLF for estimating the proportion parameters. The selection of the best prior and loss function does not depend on test termination time and sample size. However, it is to be noted that selection of best prior (loss function) for a given loss function (prior) is made based on posterior risks associated with it.
A real-life example
Davis [37] reported a mixture data, x ¼ ðx 11 ; x 12 ; . . . ; x 1r 1 ; x 21 ; x 22 ; . . . ; x 2r 2 ; x 31 ; x 32 ; . . . ; x 3r 3 Þ, on lifetimes (in thousand hours) of many components used in aircraft sets. To illustrate the proposed methodology, we take the data on three components, namely R105 RESISTOR USED IN PE218 CONVER-TER, Z303 NETWORK USED IN RF UNIT and V7 TRANSMITTER TUBE. Davis showed that the data x can be modeled by a mixture of exponential distributions. The transformation y ¼ expðxÞ À 1 of an exponential random data ðxÞ yields the Burr Type-XII random data ðyÞ. This transformation allows us to use the Davis mixture data for applying the proposed Bayesian analysis. It is unknown that which component fails until a failure occurs at or before the test termination time (1 h). The tests are conducted 582 times. The data summary required to evaluate the Bayes estimates and posterior risks is given by the following:
x 3k ¼ 46:125; n ¼ 582;
Since n À r ¼ 101, we have almost 17.35% type-I right censored sample. The Bayes estimates and posterior risks are shown in Table 14 .
From Table 14 (see Appendix A), it is noticed that results obtained through real-life data are well-matched with the simulated results. The performance of the Bayes estimators using the IP is seen as the best than the both NIP under different loss functions. It is also observed that DLF (SELF) is superior to PLF and SELF (PLF and DLF) for estimating component (proportion) parameters.
The results in Table 15 (see Appendix A) are the 90% Bayesian predictive intervals assuming a NIP and an IP. It is observed that the Bayesian predictive intervals using the IP are narrower than the predictive intervals using the NIP.
Conclusion
To judge the relative performance of the Bayes estimators of a 3-component mixture of Burr Type-XII distribution and to deal with the problems of selecting the suitable priors and loss functions at different sample sizes and test termination times, a comprehensive simulations and real-life study have been conducted. The simulations study revealed some important and interesting properties of the Bayes estimators. From numerical results given in Tables 8-13 (see Appendix A), we observed that an increase in sample size or test termination time provides improved Bayes estimators. The effect of test termination time, sample size and parametric values on the Bayes estimators is in the form of over-estimation or under-estimation. To be more specific, the smaller (larger) sample size results in larger (smaller) extent of over-estimation or underestimation at a fixed test termination time. On the other hand, the extent of over-estimation or under-estimation of parameters is quite smaller (larger) with relatively larger (smaller) test termination times for a fixed sample size. Also, the extent of over-estimation or under-estimation of parameters is lesser for larger values of component parameters. However, as sample size (test termination time) increases (decreases) the posterior risks of Bayes estimators of parameters decrease (increase) for a fixed test termination time (sample size). As the cutoff test termination time tends to infinity, the limiting expressions (for complete dataset) of the Bayes estimators and posterior risks, shown in Tables 2-7 , are greatly simplified. Moreover, the posterior risks of the Bayes estimators (for complete dataset) are expected to reduce further as there is no more effect of test termination time. Finally, we conclude that for a Bayesian analysis of mixture data, the informative prior (gamma) paired with SELF (DLF) is preferable choice for estimating proportion (component) parameters. Also, the results, given in Table 14 (see Appendix A), obtained through real-life data coincide with the simulated results as we have discussed in Section 9.
Appendix A
See Tables 8-15 . ( )
A.2. Derivation of posterior distribution assuming the uniform prior
ln 1 þ y 2k ð Þ ;
ln 1 þ y 3k ð Þ ;
ð1 À p 1 À p 2 Þ jþr3 Â 1 Ã dd 1 dd 2 dd 3 dp 1 dp 2 q 1 X y j ð Þ ¼ A.4. Derivation of posterior distribution assuming the informative prior
i dd 1 dd 2 dd 3 dp 1 dp 2 q 2 X y j ð Þ¼ 5 dd 1 dd 2 dd 3 dp 1 dp 2 q 2 X y j ð Þ¼ 
C 03 ¼ j þ r 3 þ c; 
