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a b s t r a c t
In this paper we study a particular version of the stochastic knapsack problem with nor-
mally distributed weights: the two-stage stochastic knapsack problem. Contrary to the
single-stage knapsack problem, items can be added to or removed from the knapsack at the
moment the actual weights become known (second stage). In addition, a chance-constraint
is introduced in the first stage in order to restrict the percentage of cases where the items
chosen lead to an overload in the second stage. To the best of our knowledge, there is no
method known to exactly evaluate the objective function for a given first-stage solution.
Therefore, we proposemethods to calculate the upper and lower bounds. These bounds are
used in a branch-and-bound framework in order to search the first-stage solution space.
Special interest is given to the case where the items have similar weight means. Numerical
results are presented and analyzed.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The knapsack problem is a widely studied combinatorial optimization problem. Special interest arises from numerous
real life applications for example in logistics and scheduling. The basic problem consists in choosing a subset out of a given
set of items such that the total weight (or size) of the subset does not exceed a given limit (the capacity of the knapsack)
and the total benefit of the subset is maximized (for a survey on (deterministic) knapsack problems see the book by Kellerer
et al. [9]).
However, most real life problems are non-deterministic in the sense that some of the parameters are not (exactly) known
at the moment when the decision has to be made. For example, the exact capacity available can be unknown due to delays
in previous jobs or the rewards of the items might depend on market fluctuations [3,8,17]. In this paper we study the case
where the item weights are random. This case entails the problem that we cannot be sure if the items chosen in advance
(i.e. before the revealing of the actual weights) meet the knapsack capacity constraint. Depending on the situation given,
the resulting stochastic optimization problem can be handled in two different ways: Either as a single-stage problemwhich
means that the final decision has to bemade before the randomparameters are revealed, or as a two- ormulti-stage problem
that allows later corrections of the decision made in advance.
If for each of the random variables only a finite number of scenarios have non-zero probability, one can choose the items
in a way that the capacity constraint is respected in any of the finitely many possible scenarios. In this single-stage model
the stochastic problem is reformulated as a deterministic equivalent problem by introducing a corresponding constraint for
every possible scenario. However, this approach is often intractable as the number of constraints grows with the number of
scenarios. Another drawback is caused by the fact that we force the chosen items to respect the capacity constraint in any
case which might lead to a decision that is far from the optimum in most of the cases.
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If an overload is acceptable in some few cases, one can replace the knapsack constraint by a chance-constraint that
restricts the percentage of cases where the chosen items lead to an overload. The resulting single-stage problem is known
as chance-constrained knapsack problem [7,10,13,14].
However, in most applications an overload can or even has to be corrected later or leads at least to a loss of benefit or to
additional costs, respectively [1,4,5,12,14]. In these cases, a corrective decision has to be made at the moment all or part of
the random variables come to be known. If all random variables are revealed at the same instant, we can correct our decision
once for all, i.e. we are in the situation of a two-stage stochastic knapsack problem. If, in contrary, information is revealed in
more than one stage and if we allow corrections to be made on partial information, we are in the case of a multi-stage or
on-line stochastic knapsack problem [6,11,16,18].
Stochastic optimization problems with a single stage have the advantage that, given the probability distribution of the
random variables, they can generally be reformulated as a deterministic equivalent problem. This reformulation does not
always imply the possibility to solve the problemefficiently using a deterministicmethod, but at leastwe are able to compute
the objective function value to a given decision [14]. A deterministic equivalent reformulation is (generally) also possible for
two-stage problems where the second stage only consists in paying a penalty in case of an overload [5,1,14] or when only
finitely many scenarios are considered [15]. If, in contrary, there are infinitely many scenarios with non-zero probability
and if the second-stage decision consists in correcting the first-stage decision by adding and/or removing items, the exact
evaluation of the objective function becomes very difficult, or even impossible.
In this paper we study the last case: We assume the item weights to be continuously distributed following a normal
distribution. In the second stage, items have to be removed in case of an overload and can be added in case of an underload.
Exchanging items in the second stage in order to increase the total benefit is not allowed. We further introduce a chance-
constraint in the first stage, but all methods presented in this paper are also applicable if the first-stage problem contains
no such constraint.
To give an example of an application of our model in logistic optimization consider the following:
Given a logistic company with a certain transport capacity. Its clients are not able to provide exact measurements of
the goods they demand to transport, as these might vary around an average value. However, the company has to decide
in advance which items to accept. Typically, rejecting items later due to lack of capacity leads to additional costs (e.g. to
purchase further capacity) and, probably more important, might give the client reason not to hire the company again. The
company is thus obliged to restrict the risk of an overload. In case the capacity is not reached by the total weight of the items
chosen in advance, items can be added in the second stage. However, choosing items at short notice might entail additional
costs and therefore lower the reward of the item. For the same reason that the risk of an overload should be restricted, the
company might want to avoid removing an item in the second stage in favor of a more cost-effective item.
The first aim of this paper is to propose a method to compute upper bounds on the optimal overall solution value of the
studied problem. As there is no method known to exactly evaluate the objective function for a given first-stage solution,
our second aim is to give lower bounds that replace this exact evaluation. More precisely, given a first-stage solution, we
proposemethods to compute a lower bound on the corresponding objective function value. By replacing the exact evaluation
of the objective function by the computation of this lower bound, one could use any appropriate framework to search the
first-stage solution space for good (or best possible) overall lower bounds.
This paper is organized as follows: in Section 2 the studied problem is presented and discussed. Sections 3 and 4 deal
with the computation of upper and lower bounds on the overall solution, respectively. Particular lower bounds are given
for the case of similar items (Section 4.4). In Section 5 we present a branch-and-bound framework that searches for the
best possible overall lower bound that we can obtain by using the proposed bounds. Finally, numerical results are given and
discussed in Section 6.
2. Mathematical formulation
We consider a stochastic knapsack problem of the following form: Given a knapsack with fixed weight capacity c > 0
as well as a set of n items. Each item has a weight that is not known in the first stage but comes to be known before the
second-stage decision has to be made. Therefore, we handle the weights as random variables and assume that weight χi of
item i is independently normally distributed with mean µi > 0 and standard deviation σi. Furthermore, each item has a
fixed reward per weight unit ri > 0. The choice of a reward per weight unit can be justified by the fact that the value of an
item often depends on the item weight which we do not know in advance.
In the first stage, items can be placed in the knapsack. However, if the outcome of the total weight of these items should
exceed the capacity, some of these first-stage items have to be removed in the second stage. Therefore, we restrict the
percentage of cases where the first-stage items lead to an overload by introducing a chance-constraint in the first stage.
At the beginning of the second stage theweights of all items are revealed. In case of an overload, items have to be removed
and a penalty d has to be paid for each unit of weight that is unpacked. Our objective is thus to minimize the total penalty. If
we decide to remove item i, the corresponding second-stage decision variable y−i is set to 1. In this case, all components of
y+ can automatically be set to 0. If the capacity constraint is respected, items can be added if and only if this does not lead
to an overload (second-stage items). If we decide to add item i, we set y+i = 1. In this second case, all components of y− can
be set to 0. It is easy to see that this model only makes sense if the reward per weight unit r i of an item that is added in the
second stage is strictly smaller than ri. The aim is to maximize the expected total reward of the knapsack:
S. Kosuch, A. Lisser / Discrete Applied Mathematics 159 (2011) 1827–1841 1829
The Two-Stage Stochastic Knapsack Problem (TSKP)
(TSKP) max
x∈{0,1}n
E

n−
i=1
riχixi

+ E [Q(x, χ)]
s.t. P

n−
i=1
χixi ≤ c

≥ p (1a)
Q(x, χ) = max
y+,y−∈{0,1}n
n−
i=1
r iχiy+i − d
n−
i=1
χiy−i , (1b)
s.t. y+k ≤ 1− xk, k = 1, . . . , n. (1c)
y−k ≤ xk, k = 1, . . . , n. (1d)
y+k ≤ 1R+

c −
n−
i=1
χixi

· y+k , k = 1, . . . , n. (1e)
y−k ≤ 1R+

n−
i=1
χixi − c

· y−k , k = 1, . . . , n. (1f)
n−
i=1
(xi + y+i − y−i )χi ≤ c, (1g)
where P{A} denotes the probability of an event A, E [·] the expectation, 1R+ denotes the indicator function of the positive
real interval, r i < ri for all i = 1, . . . , n, d ≥ maxi∈{1,...,n} ri and p ∈ (0.5, 1] is the prescribed probability.
Constraints (1e) and (1f) assure that items can only be added in the second stage in case the first-stage items do not lead
to an overload, and they can only be removed in case of an overload. Therefore, the above setting does not allow an exchange
of items in the second stage. These 2n nonlinear constraints could be replaced by the n2 − n following linear constraints:
y+i + y−j ≤ 1 ∀ i, j ∈ {1, . . . , n}, i ≠ j.
However, we chose the nonlinear problem formulation (1) in order to be able to rewrite the second-stage problem as a
linear combination of two independent problems, one treating the second-stage decision variables y+i , the other the decision
variables y−i (see Section 2.1, Property 3).
Throughout, we assume that the optimal first-stage solution is non-zero, i.e. that at least one item is put in the knapsack
in the first stage.
2.1. Properties of the TSKP
The following properties are mainly used in Section 4 to calculate lower bounds on the objective function value for a
given first-stage solution.
Property 1. The two-stage problem (1) is a relatively complete recourse problem, i.e. for every first-stage decision there exists a
feasible second-stage decision.
Property 2. Given a first-stage decision and a realization of χ , solving the second-stage problem means solving a deterministic
knapsack problem:
In case of an underload, the capacity of the ’’second-stage knapsack’’ equals the amount of capacity that is still unused after
the first stage. The set of items that one can choose from contains all items that have not been added in the first stage.
In case of an overload, the second-stage knapsack is the initial knapsack. The choice can, however, only be made among the
first-stage items.
It is thus clear how to solve the second-stage problem once the first-stage decision is made and the actual item weights
are revealed. However, no method to compute the expected second-stage solution value for a given first-stage decision is
known, mainly due to the assumption that the item weights follow continuous distributions. This implies, that for a given
first-stage solution, we are not able to compute the corresponding objective function value, either. Instead, one can compute
a lower bound (see Section 4), for example in order to get an idea of the quality of the chosen decision and/or to replace
the exact evaluation of the objective function value in an appropriate framework in order to search for good overall lower
bounds (see Section 5).
1830 S. Kosuch, A. Lisser / Discrete Applied Mathematics 159 (2011) 1827–1841
Property 3. The random variable Q(x, χ) can be written as the linear combination of two random variables Q1(x, χ) and
Q2(x, χ):
Q1(x, χ) = max
y+∈ {0,1}n
n−
i=1
r iy+i χi (2a)
s.t. y+k ≤ 1− xk, k = 1, . . . , n (2b)
y+k ≤ 1R+

c −
n−
i=1
xiχi

· y+k , k = 1, . . . , n (2c)
1R+

c −
−
xiχi
 n−
i=1
(xi + y+i )χi ≤ c (2d)
and
Q2(x, χ) = min
y−∈ {0,1}n
n−
i=1
y−i χi (3a)
s.t. y−k ≤ xk, k = 1, . . . , n (3b)
y−k ≤ 1R+

n−
i=1
xiχi − c

· y−k , k = 1, . . . , n (3c)
1R+
−
xiχi − c
 n−
i=1
(xi − y−i )χi ≤ c. (3d)
It follows E[Q(x, χ)] = E[Q1(x, χ)] − d · E[Q2(x, χ)].
Property 4. Let x˜ be a given feasible first-stage solution. If x˜ leads to an underload, i.e. if for the realization χˆ of χ we have∑n
i=1 χˆix˜i ≤ c, it followsQ2(x˜, χˆ) = 0. On the contrary, in the case of an overload, we haveQ1(x˜, χˆ) = 0.
3. Computing upper bounds on the optimal solution of the TSKP
Given a feasible first-stage solution vector x˜, the expectation of the second-stage solution can be bounded (from above)
by
E[Q(x˜, χ)] ≤ rmax · E

c −
n−
i=1
x˜iχi
+
− d · E

n−
i=1
x˜iχi − c
+
where [x]+ := max(0, x) = x · 1R+(x) (x ∈ R) and rmax = max{r i|i ∈ {1, . . . , n}}. The right hand side of the inequality
is in fact the expectation of the optimal second-stage solution value in case of continuous second-stage variables and a
uniform second-stage reward rmax. More precisely, if y+i can take any value between 0 and 1, we could fill the knapsack up
to the capacity in case of an underload and the expectation of Q1(x˜, χ) would be at most rmax · E
[c −∑ni=1 x˜iχi]+. And
if y−i ∈ [0, 1], we would have to pay exactly d times the overload as additional costs in case the capacity is not respected,
i.e. E[Q2(x˜, χ)] = d ·E
[∑ni=1 x˜iχi − c]+. An upper bound on the optimal solution of TSKP (1) is thus given by the optimal
solution of the following simple recourse problem:
(SRKP) max
x∈{0,1}n\{0}
E

n−
i=1
rixiχi

+ rmax · E

c −
n−
i=1
xiχi
+
− d · E

n−
i=1
xiχi − c
+
s.t. P

n−
i=1
xiχi ≤ c

≥ p. (4a)
We solve the SRKP approximately by the method proposed by Kosuch and Lisser in [14]: Their basic idea is to solve the
corresponding Lagrangian relaxation using the Stochastic Arrow–Hurwicz algorithm. It is also shown how to approximate
the gradient of the function E
[∑ni=1 xiχi − c]+ using Approximation by Convolution.
In order to handle the chance-constraint using a Lagrange multiplier, let us rewrite the constraint as follows:
p− P

n−
i=1
xiχi ≤ c

≤ 0.
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Unfortunately, the left hand side of this inequality is generally not convex. However, this can be achieved by further
reformulating the constraint (see e.g. [2]):
p− P

n−
i=1
xiχi ≤ c

≤ 0⇐⇒
n−
i=1
xiχi + Φ−1(p)‖Σ1/2x‖ − c ≤ 0. (5)
Here Φ denotes the cumulative distribution function of the standard normal distribution and Σ the diagonal covariance
matrix of the random vector χ . As p > 0.5 and therefore Φ−1(p) > 0, the obtained inequality is a Second Order Cone
constraint with a convex left hand side function whose gradient on {0, 1}n \ {0} can easily be computed. We thus get a well
defined Lagrangian problem which can be solved using a stochastic gradient algorithm as described in [14].
4. Computing lower bounds on the optimal solution of the TSKP
In this section we propose lower bounds on the overall solution value for a given fixed first-stage decision x˜. More
precisely, we bound E[Q1(x˜, χ)] (from below) as well as E[Q2(x˜, χ)] (from above) in order to get a lower bound on the
expected second-stage solution E[Q (x˜, χ)]. Let in the following S denote the index set of those items that have been chosen
in the first stage and S its complement (i.e. S = {i ∈ {1, . . . n}|x˜i = 1} and S = {i ∈ {1, . . . n}|x˜i = 0}) and define
rmin = min{r i|i ∈ {1, . . . , n}}.
4.1. Lower bound on the expectation ofQ1
We first show the following:
Proposition 4.1.
E[Q1(x˜, χ)] > rmin ·

E

[c −
n−
i=1
x˜iχi]+

−p · E [max
i∈S
χi
]
wherep = P{∑ni=1 x˜iχi ≤ c} denotes the probability of an underload.
Proof. Let us rewrite the optimal solution of the (partial) second-stage problemQ1(x˜, χˆ) for a realization χˆ of χ as
Q1(x˜, χˆ) =
n−
i=1
r i(y+)∗i χˆi ≥ rmin ·
n−
i=1
(y+)∗i χˆi (6)
= rmin ·

c −
n−
i=1
x˜iχˆi

+

n−
i=1
(y+)∗i χˆi −

c −
n−
i=1
x˜iχˆi

(7)
where (y+)∗ = (y+)∗(x˜, χˆ) is the (unknown) optimal second-stage solution vector that depends on x˜ as well as χˆ .
In case of anunderload, (c−∑ni=1 x˜iχˆi)−∑ni=1(y+)∗i χˆi = c−∑ni=1(x˜i+(y+)∗i )χˆi is the difference between the capacity and
the finalweight of the knapsack. Note that this quantity figures negatively in (7). This amount can be bounded independently
of the second-stage solution (y+)∗, as in the worst case we have to keep a weight of maxi∈S χˆi − ϵ of the knapsack unused
(where ϵ > 0):
c −
n−
i=1
x˜iχˆi

−
n−
i=1
(y+)∗i χˆi < max
i∈S
χˆi. (8)
It follows
Q1(x˜, χˆ) > rmin

c −
n−
i=1
x˜iχˆi

−max
i∈S
χˆi

. (9)
Whenever we are in the case on an overload,Q1 is zero. We thus get:
E[Q1(x˜, χ)] > rmin

E

1R+

c −
n−
i=1
x˜iχi

c −
n−
i=1
x˜iχi

−max
i∈S
χi

= rmin

E

c −
n−
i=1
x˜iχi
+
− E

1R+

c −
n−
i=1
x˜iχi

·max
i∈S
χi

.
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In the case of independently normally distributed items, E
[c −∑ni=1 x˜iχi]+ has a deterministic equivalent formulation
that is a linear combination of the density and cumulative distribution function of the standard normal distribution. It can
therefore be computed exactly (see e.g. [5] or [14]). So let us see how to further bound E

1R+(c −
∑n
i=1 x˜iχi) ·maxi∈S χi

:
Claim 4.2.
E

1R+

c −
n−
i=1
x˜iχi

·max
i∈S
χi

≤p · E[max
i∈S
χi].
Proof of the Claim. It is easy to see that
E

1R+

c −
n−
i=1
x˜iχi

·max
i∈S
χi

+ E

1R+

n−
i=1
x˜iχi − c

·max
i∈S
χi

= E
[
max
i∈S
χi
]
so either
E

1R+

c −
n−
i=1
x˜iχi

·max
i∈S
χi

≤p · E[max
i∈S
χi]
or
E

1R+

n−
i=1
x˜iχi − c

·max
i∈S
χi

≤ (1−p) · E[max
i∈S
χi]
and if one of the two inequalities is satisfied with equality, the secondwould be satisfied with equality, too.We further have
E

max
i∈S
χi
 n−
i=1
x˜iχi ≤ c

≤ E

max
i∈S
χi
 n−
i=1
x˜iχi ≥ c

which excludes the case that
E

1R+

n−
i=1
x˜iχi − c

·max
i∈S
χi

< (1−p) · E[max
i∈S
χi] and
E

1R+

c −
n−
i=1
x˜iχi

·max
i∈S
χi

>p · E[max
i∈S
χi].
Thus,
E

1R+

c −
n−
i=1
x˜iχi

·max
i∈S
χi

≤p · E[max
i∈S
χi]. 
This concludes the proof. 
Unfortunately, (even) in the case of independently normally distributed random variables, E[maxi∈S χi] is not easily
computable. We thus bound it by discretization of the probability space of the random variable maxi∈S χi:
Let us define a new random variable χ Smax := maxi∈S χi. LetΦi be the cumulative distribution function of χi, andΦSmax the
cumulative distribution function of χ Smax. Then one can easily show thatΦ
S
max =
∏
i∈S Φi.
Furthermore, if there exists a β <∞ such that P{χ Smax ∈ (−∞, β]} = 1, we can bound E

χ Smax

by splitting the interval
(−∞, β] into K disjoint intervals (K scenarios) (αk, βk], k = 1, . . . , K , and it follows
E

χ Smax

≤
K−
k=1
βkP{max
i∈S
χi ∈ (αk, βk]} =
K−
k=1
βk(Φ
S
max(βk)− ΦSmax(αk)).
Unfortunately, in the case of normally distributed weights, (theoretically) no such β exists. However, as for every ϵ there
exists a β such that P{∃i ∈ S|χi ≥ β} ≤ ϵ, we can approximate the upper bound on E

χ Smax

by defining β in such a way
that P{∃i ∈ S|χi ≥ β} is (sufficiently) small. From a numerical point of view, ϵ can even be chosen to be zero as we generally
deal with distributions that have small variances (compared to the mean) and whose density functions go to zero very fast.
So we finally get:
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Corollary 4.3. Let αk, βk (k = 1, . . . , K) be defined as above. Then
E[Q1(x˜, χ)] > rmin

E

c −
n−
i=1
x˜iχi
+
−p · K−
k=1
βk(Φ
S
max(βk)− ΦSmax(αk))

wherep = P{∑ni=1 x˜iχi ≤ c} denotes the probability of an underload. 
Remark. As the item weights have been assumed to be independently normally distributed, X := ∑ni=1 x˜iχi is normally
distributed with mean
∑n
i=1 x˜iµi and standard deviation
∑n
i=1 x˜
2
i σ
2
i . We are thus able to computep = P{X ≤ c} as well
as E
[c −∑ni=1 x˜iχi]+ = E [c − X]+.
4.2. Upper bound on the expectation ofQ2
Similar to the approach presented in the previous subsection, we first bound E[Q2(x˜, χ)] depending on the expected
maximum first-stage item weight E[maxi∈S χi]. However, in the case of an overload no claim such as Claim 4.2 can be
proved.
Proposition 4.4.
E[Q2(x˜, χ)] < E

n−
i=1
x˜iχi − c
+
+ E

1R+

n−
i=1
x˜iχi − c

·max
i∈S
χi

.
Proof. The proof is similar to the proof of Proposition 4.1: For a realization χˆ of χ , let (y−)∗ = (y−)∗(x˜, χˆ) be the
corresponding optimal second-stage solution. It follows
Q2(x˜, χˆ) =
n−
i=1
χˆi(y−)∗i
=

n−
i=1
x˜iχˆi − c

+

n−
i=1
(y−)∗i χˆi −

n−
i=1
x˜iχˆi − c

∑n
i=1(y−)
∗
i χˆi − (
∑n
i=1 x˜iχˆi − c) is the amount of weight that we remove from the knapsack in addition to the overweight.
This amount can be oncemore bounded independently of the second-stage solution (y−)∗, as in theworst case the knapsack
weight might fall maxi∈S χˆi − ϵ under the capacity due to the removal of items in the second stage (where ϵ > 0). Thus
n−
i=1
(y−)∗i χˆi −

n−
i=1
x˜iχˆi − c

< max
i∈S
χˆi (10)
and it follows
Q2(x˜, χˆ) <

n−
i=1
x˜iχˆi − c

+max
i∈S
χˆi. (11)
Whenever we are in the case of an underload,Q2 is zero:
E[Q2(x˜, χ)] < E

1R+

n−
i=1
x˜iχi − c

n−
i=1
x˜iχi − c

+max
i∈S
χi

. 
We finally boundE

1R+(
∑n
i=1 x˜iχi − c) ·maxi∈S χi

bydiscretization in the sameway asE

maxi∈S χi

has beenbounded
in Section 4.1: under the condition that
∑
i∈S χi ≥ c , we have maxi∈S χi ≥ c/|S|. So let αck , βck (k = 1, . . . , K c) such thatK c
k=1(α
c
k, β
c
k ] = ( c|S| , β ] (if c|S| ≥ β we define K c = 0). It follows
E

1R+

n−
i=1
x˜iχi − c

·max
i∈S
χi

≤
K c−
k=1
βck (Φ
S
max(β
c
k )− ΦSmax(αck))
which leads to the following corollary:
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Corollary 4.5. Let αck, β
c
k (k = 1, . . . , K c) be defined as above. Then
E[Q2(x˜, χ)] < E

n−
i=1
x˜iχi − c
+
+
K c−
k=1
βck (Φ
S
max(β
c
k )− ΦSmax(αck)). 
4.3. Lower bound on the overall solution
Combining the results from the previous subsections (Corollaries 4.3 and 4.5) and as
E

c −
n−
i=1
xiχi
+
= E

n−
i=1
xiχi − c
+
− E

n−
i=1
xiχi − c

we get the following lower bound on the overall solution for a given feasible first-stage vector x˜:
Proposition 4.6. Let αk, βk, (k = 1, . . . , K), αck , βck (k = 1, . . . , K c) be defined as in Sections 4.1 and 4.2. Let x˜ be a feasible
first-stage solution. Then the following lower bound on the corresponding overall solution holds:
E

n−
i=1
riχix˜i

+ E Q(x˜, χ) > n−
i=1
(ri − rmin)µix˜i + (rmin − d) · E

n−
i=1
x˜iχi − c
+
+ rmin ·

c −p · K−
k=1
βk(Φ
S
max(βk)− ΦSmax(αk))

− d ·
K c−
k=1
βck (Φ
S
max(β
c
k )− ΦSmax(αck))
wherep = P{∑ni=1 x˜iχi ≤ c} denotes the probability of an underload. 
4.4. Lower bound on the expectation ofQ in the case of similar items
In order to tighten the lower bounds, we make the assumption that the item weights are similar in the following sense:
The probability of an item to have more than twice the size of another item is zero. (∗)
In the following, we refer to this assumption as assumption (∗).
In the case of normally distributed items assumption (∗) is theoretically never true. However, inmany practical problems
the probability that the weight of an item varies by 100% is practically zero. Hence, whenever we treat items whose means
are similar, assumption (∗) is practically true.
Lower bound on the expectation of Q1
In the previous sections we bounded the optimal second-stage solution value depending on the expectation of the max-
imum item weight among all the items that had not been added in the first stage. In the case of similar items, this lower
bound can be improved due to the following lemma:
Lemma 4.7. Let r i = r j for all i, j ∈ {1, . . . , n}. Then, under assumption (∗), it follows
c −
n−
i=1
x˜iχˆi

−
n−
i=1
(y+)∗i χˆi < min
i∈S
χˆi.
Proof. If the first-stage items lead to an overload, the left hand side of the inequality is negative and the lemma is true for
positive item weights. So let us suppose that we are in the case of an underload. Let T be the set of indexes such that i ∈ T
if and only if x˜i = (y+)∗i = 0.
It is clear that (c−∑ni=1 x˜iχˆi)−∑ni=1(y+)∗i χˆi < mini∈T χˆi as otherwise we could have added another item in the second
stage. It follows that if (at least) one of the items having minimum weight of all the items that have not been added in the
first stage has not been added in the second stage, either, we are done, as in this casemini∈T χˆi = mini∈S χˆi. So letmini∈S χˆi <
mini∈T χˆi and define j := argmini∈S χˆi as well as j′ := argmini∈T χˆi. It follows that (c−
∑n
i=1 x˜iχˆi)−
∑n
i=1(y+)
∗
i χˆi+ χˆj < χˆj′
as otherwise we could have added item j′ instead of item jwhich would have increased the optimal objective function (here
we use the assumption that r i = r j for all i, j ∈ {1, . . . , n}). We consequently get
c −
n−
i=1
x˜iχˆi

−
n−
i=1
(y+)∗i χˆi < χˆj′ −min
i∈S
χˆi ≤ 2min
i∈S
χˆi −min
i∈S
χˆi = min
i∈S
χˆi. 
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Using this lemma we can prove the following lower bound on E[Q1(x˜, χ)] in case of similar items:
Proposition 4.8. Under assumption (∗), the following holds:
E[Q1(x˜, χ)] > rmin ·
Ec − n−
i=1
x˜iχi
+
−p ·
∑
i∈S
µi
|S|

wherep denotes the probability of an underload.
Proof. First of all we replace the second-stage rewards r i (i = 1, . . . , n) by rmin. This replacement allows us to apply
Lemma 4.7 and we get:
E[Q1(x˜, χ)] > rmin ·

E

1R+

c −
n−
i=1
x˜iχi

c −
n−
i=1
x˜iχi

−min
i∈S
χi

= rmin ·

E

c −
n−
i=1
x˜iχi
+
− E

1R+

c −
n−
i=1
x˜iχi

·min
i∈S
χi

.
The following claim is similar to Claim 4.2 (and so is its proof):
Claim 4.9. Under assumption (∗), the following holds:
E

1R+

c −
n−
i=1
x˜iχi

·min
i∈S
χi

≤p · E [min
i∈S
χi
]
wherep denotes the probability of an underload. 
It follows:
E[Q1(x˜, χ)] > rmin ·

E

c −
n−
i=1
x˜iχi
+
−p · E [min
i∈S
χi
]
.
For any set S ⊆ {1, . . . , n}, E mini∈S χi can easily be bounded, as the weight of the lightest item among all items in S is at
most 1/|S| of the total weight of the items in S:
min
i∈S
χi ≤
∑
i∈S
χi
|S| . (12)
It follows
E
[
min
i∈S
χi
]
≤
E[∑
i∈S
χi]
|S| =
∑
i∈S
µi
|S|
which ends the proof. 
The previous proposition can be generalized as follows:
Proposition 4.10. If the probability for an item to have more than k times the size of another item is zero (k ≥ 2), it follows
E[Q1(x˜, χ)] > rmin ·
Ec − n−
i=1
x˜iχi
+
−p · (k− 1) ·
∑
i∈S
µi
|S|

wherep denotes the probability of an underload. 
Upper bound on the expectation of Q2
The following lemma is the counterpart of Lemma 4.7 in the underload case. The proof is similar:
Lemma 4.11. Under assumption (∗), the following holds:
n−
i=1
(y−)∗i χˆi −

n−
i=1
x˜iχˆi − c

< min
i∈S χˆi. 
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Proposition 4.12. Under assumption (∗), the following holds:
E[Q2(x˜, χ)] <

1+ 1|S|

E

n−
i=1
x˜iχi − c
+
+ c · (1− p˜)|S|
wherep denotes the probability of an underload.
Proof. Due to Lemma 4.11 we have
E[Q2(x˜, χ)] < E

n−
i=1
x˜iχi − c
+
+ E

1R+

n−
i=1
x˜iχi − c

·min
i∈S χi

.
Using inequality (12) we further have
E

1R+

n−
i=1
x˜iχi − c

·min
i∈S χi

≤ E
1R+

n−
i=1
x˜iχi − c

·
n∑
i=1
x˜iχi
|S|

= 1|S|

E

n−
i=1
x˜iχi − c
+
+ c · (1− p˜)

. 
Proposition 4.12 can be generalized as follows:
Proposition 4.13. If the probability for an item to have k times the size of another item is zero (for k ≥ 2), it follows
E[Q2(x˜, χ)] <

1+ k− 1|S|

E

n−
i=1
x˜iχi − c
+
+ c · (1− p˜) · (k− 1)|S|
wherep denotes the probability of an underload. 
Lower bound on the expectation of Q in case of similar items
Combining the previous results from this subsection,we get the following lower bounds on the expectation of the optimal
second-stage solution Q (x, χ):
From Propositions 4.8 and 4.12 it follows:
Proposition 4.14. Let x˜ be a feasible first-stage solution. Under assumption (∗), the following upper bound on the corresponding
overall solution holds
E

n−
i=1
riχix˜i

+ E Q(x˜, χ) ≥ n−
i=1
riµix˜i + rmin ·
Ec − n−
i=1
x˜iχi
+
−p ·
∑
i∈S
µi
|S|

− d ·

1+ 1|S|

E

n−
i=1
x˜iχi − c
+
+ c · (1− p˜)|S|

wherep denotes the probability of an underload. 
From Propositions 4.10 and 4.13 we get:
Proposition 4.15. Let x˜ be a feasible first-stage solution. If the probability for an item to havemore than k times the size of another
item is zero (for k ≥ 2), the following upper bound on the corresponding overall solution holds:
E

n−
i=1
riχix˜i

+ E Q(x˜, χ) ≥ n−
i=1
riµix˜i + rmin ·
Ec − n−
i=1
x˜iχi
+
−p · (k− 1) ·
∑
i∈S
µi
|S|

− d ·

1+ k− 1|S|

E

n−
i=1
x˜iχi − c
+
+ c · (1− p˜) · (k− 1)|S|

wherep denotes the probability of an underload. 
S. Kosuch, A. Lisser / Discrete Applied Mathematics 159 (2011) 1827–1841 1837
5. Branch-and-bound algorithm
In the previous section we proposed methods to calculate a lower bound on the objective function value for a given
first-stage solution x˜. However, for a bad choice of x˜ this lower bound might be far from the optimal overall solution.
In order to search the first-stage solution space for a best possible lower bound on the overall problem (1), we chose a
branch-and-bound framework involving the bounds proposed above.
Concerning the computation of the upper bounds that serve to evaluate subtrees, we apply the following policy:
In [5], Cohn and Barnhart solve the SRKP (4) without the chance-constraint (4a), i.e. the basic Simple Recourse Knapsack
Problem (basic SRKP) (or Static Stochastic Knapsack Problem). They propose very simple and fast computable upper bounds
for the basic SRKP that serve them to prune non-valuable subtrees in a branch-and-bound framework. We use their upper
bounds for the same purpose as relaxing the chance-constraint gives us an upper bound on the SRKP and thus also on the
initial problem. If their upper bounds are not tight enough to prune the subtree that we are currently evaluating, we solve
the SRKP as proposed in Section 3.
As described in [5,14] the first step of the branch-and-bound algorithm is to rank the items following their value of ri/σ 2i
which defines the binary search tree. The full framework is presented in Algorithm 5.1.
Branch-and-Bound Algorithm
1. Rank the items by their value of ri/σ 2i . This ranking defines the binary tree with the highest ranked item at the root.
2. Set INF ← 0. Define L as the set of first-stage decisions to explore. Set L ← ∅.
3. Plunge the tree to find the first first-stage decision x: Beginning at the root of the tree, add the current item if and only
if the lower bound on the overall objective function value increases and the probability constraint is still satisfied after
adding the item. Calculate a lower bound LB(x) on the first-stage objective function. Set INF ← LB(x). Add the found
first-stage decision x to L. Set the associated upper bound UB(x) to infinity.
4. If L = ∅, go to step 8.
Else select x ∈ L such that x = argmaxx∈L LB(x). Go to step 5.
5. If UB(x) > INF , go to step 6.
Else remove x from L. Go to step 4.
6. If there is no accepted item left in the selected first-stage decision x such that the subtree defined by rejecting this item
has not already been plunged or rejected, remove x from L. Go back to step 4.
Else, following our ranking, choose the first accepted item such that the subtree defined by rejecting this item has not
already been plunged or rejected. Calculate an upper bound UB on this subtree. Go to step 7.
7. If UB ≤ INF , reject the subtree, go to step 6.
Else plunge the subtree as described in step 3 to find a new first-stage decisionx. Calculate LB(x) and set UB(x) ← UB.
Addx together with the values UB(x) and LB(x) to L. If LB(x) > INF , set INF ← LB(x).
Go to step 4.
8. The current value INF is the best lower bound for problem (1) that can be obtained by the proposed method(s).
Algorithm 5.1:
6. Numerical results
The aim of this section is twofold: First of all we want to give the reader an idea of the relative gap between the proposed
upper bound and the best possible lower bound that one can get by using the lower bounds proposed in Section 4. The latter
is obtained by applying the branch-and-bound algorithm given in the previous section. The second aim is to analyze the
quality of the branch-and-bound algorithm itself, i.e. the CPU-time it needs to find the best possible lower bound and the
number of upper bounds it has to calculate. Obviously, these subjects are linked as the better the quality of the upper and
lower bounds, the more subtrees are pruned during the branch-and-bound algorithm and the less upper bounds have to be
computed.
We tested our method on 50 randomly generated instances for each case and each dimension. In the general case the
weightmeanswere generated uniformly between 100 and 1000. For the case of similar items,we chose a normal distribution
with mean 225 and variance 25 to generate the weight means (see [5]). We tested our method on the problem variant with
chance-constraint in the first stage and fixed the prescribed probability p to 95%. The tests were carried out on an Intel PC
with 2 MB RAM and we allowed a maximum average CPU-time of 1 h. In the following tables, ∗ indicates that an average
CPU-time of more than 1 h would have been needed to treat all instances of this dimension.
The following analysis of the numerical tests is divided in three parts: In the first part, we study the case where, in the
second stage, items can be added only.When solving the instances with similar itemswe compare the general lower bounds
with the lower bounds proposed particularly for this case. In the second part, we study the problem variant where items
can be rejected only. The last part contains the numerical results for the problem setting where items can be added in case
of an underload and have to be removed in case of an overload.
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Table 1
Items can only be added in the second stage.
n General items
Minimal gap Maximal gap Average gap Standard deviat. CPU-time (s) # Considered nodes
15 3.18% 31.09% 11.41% 4.98% 0.1 29
20 2.43% 21.51% 9.35% 4.94% 0.16 38
30 2.12% 14.87% 7.02% 3.48% 0.40 70
50 1.48% 16.50% 6.82% 3.36% 55.00 6693
75 1.08% 11.02% 6.49% 2.14% 12.36 970
100 2.07% 14.29% 6.69% 2.41% 59.00 3501
150 2.30% 10.99% 6.61% 2.06% 928.02 36807
250 * * * * * *
Table 2
Items can only be added in the second stage (similar items).
n Minimal gap Maximal gap Average gap Standard deviat. CPU-time (s) # Considered nodes
Similar items, general lower bounds
15 2.64% 18.86% 7.11% 3.38% 0.06 14
20 1.87% 12.26% 5.46% 2.41% 0.08 17
30 1.58% 6.29% 3.05% 0.96% 0.16 25
50 0.92% 8.37% 2.09% 1.15% 0.44 47
75 0.72% 1.85% 1.28% 0.34% 0.96 73
100 0.57% 5.17% 1.07% 0.85% 1.70 97
150 0.41% 0.93% 0.65% 0.17% 4.40 170
250 0.29% 0.63% 0.43% 0.10% 14.28 335
500 0.17% 0.33% 0.25% 0.05% 68.80 809
1000 0.08% 0.19% 0.14% 0.02% 308.44 1776
2000 0.06% 0.11% 0.09% 0.01% 1927.06 5586
3000 * * * * * *
Similar items, particular lower bounds
15 2.39% 18.49% 6.67% 3.38% 0.06 13
20 1.73% 11.95% 5.22% 2.38% 0.06 15
30 1.42% 6.05% 2.86% 0.95% 0.14 23
50 0.83% 8.23% 1.96% 1.15% 0.42 45
75 0.60% 1.77% 1.20% 0.34% 0.88 67
100 0.50% 5.10% 1.01% 0.84% 1.62 93
150 0.37% 0.89% 0.60% 0.17% 3.96 154
250 0.26% 0.55% 0.43% 0.06% 14.24 314
500 0.16% 0.32% 0.23% 0.04% 62.86 747
1000 0.09% 0.17% 0.13% 0.02% 276.78 1633
2000 0.06% 0.11% 0.08% 0.01% 1534.18 4477
3000 * * * * * *
The following tables present for each set of instances the minimal gap (between upper and best lower bound found;
second column) and the maximal gap (third column) recorded as well as the average gap (fourth column) and the standard
deviation of the gaps (fifth column). Moreover, the tables contain the average CPU-time needed by the branch-and-bound
algorithm (sixth column) as well as the average number of nodes considered during the branch-and-bound algorithm (i.e.
the number of computed upper bounds per run; seventh column).
For a study of the stochastic gradient algorithm used to solve the continuous problem (4) see [14].
6.1. Items can only be added in the second stage
Table 1 shows the results of ourmethod for non-similar items. First of all we observe that up to 30 items the gaps improve
visibly while their diminution is less obvious for a greater number of items.
Furthermore, we notice that the number of nodes considered during the branch-and-bound algorithm depends not only
on n, but also on the hardness of each particular instance: while for instances with 75 and 100 items the branch-and-bound
algorithm considers on average 970 and 3501 nodes, respectively, it computes on average 6693 upper bounds to solve the
instances of size 50 due to one single, hard instance (230 370 nodes).
When applying the general lower bounds to instances of similar items (Table 2) we observe much smaller relative gaps
and standard deviations compared to the general instances. In addition, the minimal and the average gap are continuously
decreasing for increasing n. As a result of the tighter bounds, the branch-and-bound algorithm needs to compute less upper
bounds. As the computation of upper bounds using a stochastic gradient algorithm is the most time consuming part of
Algorithm 5.1 (see [14]), the corresponding CPU-times are, as well, significantly smaller. Given a maximum average CPU-
time of 1 h, we are thus able to treat instances of more than 2000 items, contrary to 150 items in the general case.
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Table 3
Items can only be rejected in the second stage.
n General items
Minimal gap Maximal gap Average gap Standard deviat. CPU-time (s) # Considered nodes
15 17.77% 42.44% 27.79% 5.63% 0.30 93
20 14.18% 43.36% 23.67% 7.31% 0.84 215
30 10.15% 36.81% 21.57% 7.52% 10.44 1887
50 5.85% 23.93% 9.61% 3.95% 47.76 5408
75 4.10% 13.56% 5.97% 1.86% 142.98 11223
100 3.17% 6.53% 4.19% 0.72% 291.10 17244
150 2.13% 3.31% 2.69% 0.30% 2273.92 90672
250 * * * * * *
Table 4
Items can only be rejected in the second stage (similar items).
n Minimal gap Maximal gap Average gap Standard deviat. CPU-time (s) # Considered nodes
Similar items, general lower bounds
15 8.32% 25.71% 14.84% 3.65% 0.08 27
20 6.71% 24.26% 14.42% 3.87% 0.30 77
30 9.18% 22.16% 14.99% 2.60% 2.76 495
50 10.85% 21.33% 14.85% 2.16% 69.98 7863
75 13.03% 21.22% 15.74% 2.12% 3325.820 249275
100 * * * * * *
Similar items, particular lower bounds
15 0.53% 8.14% 3.82% 2.32% 0.02 7
20 0.29% 7.26% 2.61% 1.78% 0.06 12
30 0.30% 3.72% 1.72% 1.03% 0.12 19
50 0.22% 2.23% 1.02% 0.62% 0.34 36
75 0.16% 1.41% 0.69% 0.38% 0.72 53
100 0.10% 1.03% 0.40% 0.27% 1.16 66
150 0.05% 0.60% 0.26% 0.18% 2.62 101
250 0.01% 0.35% 0.13% 0.11% 7.22 170
500 −0.03% 0.17% 0.04% 0.05% 25.16 300
1000 −0.06% 0.08% 0.00% 0.03% 98.68 590
When comparing the performance of the algorithm that uses the general method to compute lower bounds with that
proposed for the special case of similar items, we notice that the latter performs only slightly better due to insignificantly
better lower bounds.
6.2. Items can only be rejected in the second stage
When solving instances with non-similar weight means (see Table 3), we first of all remark the high average relative
gap between upper and lower bound for small size items. We assume that the dimension of the gap is essentially due to
the lower bound whose quality depends mainly on the estimation of E

1R+(
∑n
i=1 x˜iχi − c) ·maxi∈S χi

(see Section 4.2).
However, contrary to the case where items can only be added, the average gap is continuously shrinking with increasing n
and for medium size instances it is even smaller than in the former case. We are thus able to solve instances with up to 150
items, as well.
When applying the general method to compute lower bounds on instances with similar items (Table 4), the gaps are less
important for instances of small size. However, unlike all the cases studied before, the average gap as well as the minimum
gap seem to increase with n (at least within the dimensions tested).
Contrary to the case where items can only be added in the second stage, we observe an important improvement of the
gap when replacing the general method to compute lower bounds by the particular method for similar items. In terms of
computing time, we are now able to solve problems with up to 1000 items (and more) in less than 1 h (on average).
However, a drawback of our approach is revealed: To compute upper bounds, we use a stochastic gradient method that
only computes approximate solutions of the relaxed version of our problem. More precisely, the value obtained might
be slightly smaller than the optimum of the relaxation. Consequently, in case of large size instances with a very small
integrality gap, we cannot be sure if the upper bound computed is in fact an upper bound on our problem. If in addition the
best lower bound obtained is close to the optimal solution, we might have the strange situation that the computed upper
bound is smaller than the computed lower bound, which was the case for some of the instances with 500 and 1000 items
(Table 4).
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Table 5
Items can be added or rejected in the second stage.
n General items
Minimal gap Maximal gap Average gap Standard deviat. CPU-time (s) # Considered nodes
15 19.67% 45.12% 28.63% 5.33% 0.72 223
20 17.66% 42.91% 27.15% 2.57% 5.86 1441
30 12.08% 32.08% 23.43% 5.43% 478.62 75234
50 * * * * * *
Table 6
Items can be added or rejected in the second stage (similar items).
n Minimal gap Maximal gap Average gap Standard deviat. CPU-time (s) # Considered nodes
Similar items, general lower bounds
15 9.58% 25.05% 15.36% 3.16% 0.14 43
20 9.38% 22.38% 14.55% 2.68% 0.52 133
30 9.32% 19.23% 13.62% 1.90% 3.48 621
50 9.64% 18.10% 13.13% 1.78% 113.26 12791
75 * * * * * *
Similar items, particular lower bounds
15 2.92% 18.80% 6.87% 3.33% 0.04 13
20 1.90% 11.95% 5.30% 2.34% 0.06 16
30 1.59% 6.05% 2.88% 0.94% 0.14 24
50 1.06% 8.23% 1.99% 1.15% 0.42 45
75 0.78% 1.76% 1.23% 0.31% 0.90 69
100 0.62% 5.24% 1.04% 0.85% 1.62 98
150 0.45% 0.96% 0.63% 0.15% 4.32 170
250 0.30% 0.61% 0.42% 0.09% 13.68 324
500 0.19% 0.34% 0.24% 0.04% 63.48 755
1000 0.11% 0.17% 0.14% 0.02% 303.40 1797
2000 0.06% 0.11% 0.09% 0.01% 1739.30 5104
3000 * * * * * *
6.3. Items can be added or rejected in the second stage
Concerning the evaluation of the expected second-stage solution, this case is the most difficult among the three problem
variants. Therefore, it is not surprising that the gaps in the case where items can be added or rejected in the second stage
are slightly higher than in the previous cases (see Tables 5 and 6).
Concerning the instances of similar items, we observe oncemore a significant improvement of the results when replacing
the general method by the particular one and the results are of nearly the same quality as in the case where items can be
added only. In fact, the latter is what one could expect due to the chance-constraint, as in only 5% of the cases items have to
be rejected in the second stage.
6.4. Recapitulation of the numerical results
To summarize the above results, we assume that whenever items can be rejected in the second stage, the lower bounds
obtained by the general method are of a rather poor quality.
Furthermore, we notice that in this same case the particular method for similar items significantly improves the gap
between upper and lower bound, the number of considered nodes and the CPU-time compared to the general method. If, in
addition, we allow items to be added in case of an underload, we are able to treat instances of more than 2000 items in an
average CPU-time of less than 30 min.
In contrary, in the case where items can only be added in the second stage the general method performs on instances
with similar items nearly as good as the particular one. We deduce that Claims 4.2 and 4.9 are important factors in the
computation of the general lower bounds.
7. Conclusion
In this paperwe study a two-stage knapsack problemwith randomweights.We introduce a chance-constraint in the first
stage in order to restrict the probability of an overload, but all methods and bounds proposed are still valid if the problem
contains no such constraint. As the weights are assumed to be normally distributed, no method to exactly evaluate the
expectation of the second-stage solution for a given first-stage decision is known. Instead, we propose to compute lower
bounds on this expectation and we use a branch-and-bound framework in order to find first-stage solutions that provide
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best possible lower bounds. For comparison, upper bounds are computed by solving a continuous version of the problem
using a stochastic gradient algorithm. Special interest is given to the case where the items have similar weight means.
Numerical tests have shown that our method provides bounds with small relative gaps for medium size instances with
similar items and even near-optimal lower bounds for large size instances with similar items. However, for non-similar
items the gaps are rather high, especiallywhenwe allow items to be rejected in the second stage. Furtherworkwill therefore
primarily consist in improving the quality of the general bounds.
Furthermore, when searching for good lower bounds, one could replace the exhaustive branch-and-bound framework
by a heuristic. Especially in cases where the best lower bound that we can obtain is close to the computed upper bound (and
thus to the optimal solution), it might be promising to just search a small subspace of the first-stage solution space.
In order to evaluate the quality of the upper and lower bounds, an idea could be to apply a Sample Average Approach
method to the initial problem, i.e. to approximate the optimal solution by discretization of the continuous sample space and
solving the corresponding deterministic equivalent linear problem. However, this approach is only practicable if already a
relatively small sample is sufficient to obtain good approximations.
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