It is well known that auditory nerve (AN) fibers overcome bandwidth limitations through the "volley principle", a form of multiplexing. What is less well known is that the volley principle introduces a degree of unpredictability into AN neural firing patterns which makes even simple stimulus categorization tasks difficult. We use a physiologically grounded, unsupervised spiking neural network model of the auditory
The hierarchy of the auditory brain is complex, with numerous interconnected 2 subcortical and cortical areas. While a wealth of neural response data has been 3 collected from the auditory brain [1] [2] [3] , the role of the computations performed within 4 these areas and the mechanism by which the sensory features of auditory objects are 5 transformed into higher-order representations of object category identities are yet 6 unknown [4] . How does the auditory brain learn robust auditory categories, such as 7 phoneme identities, despite the large acoustical variability exhibited by the raw auditory 8 waves representing the different auditory object exemplars belonging to a single 9 category? How does it cope once this variability is further amplified by the spike time 10 stochasticity inherent to the auditory nerve (AN) when the sounds are encoded into 11 neuronal discharge patterns within the inner ear? 12 One of the well accepted theories explaining the information encoding operation of 13 the AN is the so called "volley principle" [5] . It states that groups of AN fibers with a 14 similar frequency preference tend to phase-lock to different randomly selected peaks of a 15 simple sinusoidal sound wave when the frequency of the sinusoid is higher than the 16 maximal frequency of firing of the AN cells. This allows the AN to overcome its 17 bandwidth limitations and represent high frequencies of sound through the combined 18 frequency of firing within groups of AN cells. It has not been considered before, however, 19 that the information encoding benefits of the volley principle may come at a cost. Here 20 
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we suggest that this cost is the addition of the so called "spatial jitter" to the AN firing. 21 It is useful to think of the variability in AN discharge patterns as a combination of 22 "temporal" and "spatial jitter". Temporal jitter arises when the AN fiber propensity to 23 phase lock to temporal features of the stimulus is degraded to a greater or lesser extent 24 by poisson-like noise in the nerve fibers and refractoriness [6] . "Spatial jitter" refers to 25 the fact that neighbouring AN fibers have almost identical tuning properties so that an 26 action potential that might be expected at a particular fiber at a particular time may 27 be observed in one of the neighbouring fibers [5] . In this paper we argue that space and 28
time jitter obscure the similarities between the AN spike rasters in response to different 29 presentations of auditory stimuli belonging to the same class, thus impeding auditory 30 object category learning.
31
The reason why we believe that excessive amount of jitter in the AN can impair 32 auditory object category learning in the auditory cortex is the following. Previous 33 simulation work has demonstrated that one way category learning can arise in 34 competitive feedforward neural architectures characteristic of the cortex is through the 35 "continuous transformation" (CT) learning mechanism [7, 8] . CT learning is a 36 biologically plausible mechanism based on Hebbian learning, which operates on the 37 assumption that highly similar, overlapping input patterns are more likely to be 38 different exemplars of the same stimulus class. CT learning then binds these similar 39 input patterns together onto the same subset of higher stage neurons, which, thereby, 40 learn to be selective and informative about their learnt preferred stimulus class. The CT 41 learning principle is a biologically plausible mechanism for learning object 42 transformation orbits as described by [9] . CT learning breaks when the similarity Methods section.
47
In this paper we argue that the additional spike time variability introduced in the 48 AN input representations of the different exemplars belonging to a single auditory 49 object class break CT learning. We show this by training a simple biologically realistic 50
feedforward spiking neural network model of the auditory cortex with spike timing 51 dependent plasticity (STDP) learning [10] to perform simple categorisation of two 52 PLOS 3/29 synthesised vowel classes using raw AN firing as input (AN-A1 model shown in Fig. 1B ). 53 We show that such a model is unable to solve this easy categorisation task because the 54 reproducibility of AN firing patterns for similar stimuli necessary for CT learning to 55 operate is disrupted by the multiplexing effects of the volley principle in the AN. Table 1 . Similarity measure scores between the AN and IC spike rasters in response to: (i) different presentations of the same exemplar of a stimulus (Same Exemplar Index), (ii) different exemplars of the same stimulus class (Different Exemplars Index), and different stimulus classes (Different Categories Index). Scores vary between 0 and 1, with higher scores indicating higher levels of similarity and consequently low levels of jitter.
Reduced AN-A1 Auditory Brain Model

97
We begin by presenting simulation results from the reduced AN-A1 spiking neural The input stage of the AN-A1 model is a highly biologically realistic AN model by [11] , 101 and the output stage is a loose and simplified approximation of the A1 in the real brain. 102 We tested the ability of the AN-A1 model to learn robust representations of auditory 103 categories using a controlled yet challenging task, whereby twelve different exemplars of 104 each of two classes of vowels, /i:/ and /a/, were synthesised and presented to the Schematic representation of twelve transforms of two synthesised vowels (/a/ -blue, /i:/ -red) projected onto the two-dimensional plane defined by the first two formants of the vowels. Each transform was generated by randomly sampling three formant frequencies from a uniform 200 Hz distribution centered around the respective average values reported by [13] for male speakers. It can be seen that the generated vowel transforms are in line with the vowel distribution clouds produced from natural speech of a single speaker [14] . All transforms were checked by human subjects to ensure that they were recognisable as either an /a/ or an /i:/. The ellipses approximate the 70% within-speaker variability boundary for a particular phoneme class.
The ability of the AN-A1 model to learn robust vowel categories depends on how it 113 is parameterized. A hyper-parameter search using a grid heuristic was, therefore, 
PLOS
7/29
The performance of the best AN-A1 model found through the parameter search is 127 shown in Fig. 3 
Removing Auditory Nerve Jitter
135
The reduced AN-A1 model was unable to learn the identities of the two vowel classes is similar to the encoding hypothesis described in [21] .
195
In the full AN-CN-IC-A1 model, a population of ON cells was simulated using 100 reported experimentally (Fig. 4 , left column). identity information approaching the theoretical maximum of 1 bit (Fig. 3, pink) . for auditory category learning in the brain than PLn neurons.
359
The simplicity of the synthesised vowel stimuli and the small number of exemplars in 360 each stimulus class are not representative of the rich auditory world that the brain is of the auditory brain to solve it.
369
We took inspiration from the known neurophysiology of the auditory brain in order 370
to construct the spiking neural network models described in this paper. As with any 371 model, however, a number of simplifying assumptions had to be made with regards to 372 certain aspects that we believed were not crucial for testing our hypothesis. These in either model. While we believe that all of these aspects do affect the learning of 377 auditory object categories to some extent, we also believe that their role is not crucial 378 for the task. Therefore, we leave the investigation of these effects for future work.
379
The full AN-CN-IC-A1 model described in this paper possesses a unique of jitter in the real AN and IC in response to the same auditory stimuli, with the 388 expectation being that the level of jitter will be significantly reduced in the IC.
389
Materials and Methods
390
Stimuli
391
A stimulus set consisting of twelve exemplars of each of two vowels, /i:/ and /a/, was 392 generated using the Klatt synthesiser [17] . Each 100 ms long sound was created by however, introduce higher trial to trial variability. Hence, we fixed the presentation 412 schedule for the simulations described in this paper for a more fair model comparison. 413
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Continuous Transformation Learning
414
The CT learning mechanism was originally developed to account for geometric 415 transform invariance learning in a rate-coded neural network model of visual object 416 recognition in the ventral visual stream [7] , but has recently been shown to also work in 417 a spiking neural network model of the ventral visual stream [8] . A more detailed 418 description of CT learning for vision can be found in [26] .
419
In vision, simple changes in the geometry of a scene, such as a shift in location or produce the same speech sound. Thus, many natural auditory objects are prone to 431 shifts in frequency space that are not too unlike the shifts in retinotopic space observed 432 when visual objects undergo geometric transformations. We, therefore, propose that CT 433 learning may play a crucial role in auditory category learning.
434
The original CT learning mechanism relies on the presence of a significant overlap 435 between input representations of temporally static stimulus transforms; in other words, 436 neural representations of "snapshots" of the same object taken from somewhat different 437 points of view often exhibit areas of high correlation which can be discovered and 438 exploited by an associative learning mechanism [7, 8] . Unlike snapshots of visual objects, 439 auditory stimuli have an essential temporal structure. In order for CT learning to associated with them of the order of milliseconds to tens of milliseconds [27, 28] .
460
It is, therefore, suggested that the CT mechanism can enable a spiking neural responses, and p(s) = r∈R p(s, r) and p(r) = s∈S p(s, r) are the marginal distributions [29] . The upper limit of I(S; R) is given as H(s) = s p(s)log 2 1 p(s) , which, 475 given that we had two equiprobable stimulus classes, here equals 1 bit.
476
Stimulus-response confusion matrices were constructed using a simple binary 477 encoding scheme [12] , and used to calculate I(S; R). Binary encoding implies that a cell 478 could either be "on" (if it fired at least once during stimulus presentation), or "off" (if it 479 never fired during stimulus presentation).
480
We used observed frequencies as estimators for underlying probabilities p(s), p(r) of recording trials [29] . Given the large value of N = 960 in our tests of model 484 performance, the bias was negligible (Bias = 0.004 bits) and was ignored.
485
Quantifying Spike Raster Similarity
486
As mentioned above, we hypothesise that a spiking neural network can learn auditory Apart from the AN, all other cells used in this paper were modelled according to the 564 spiking neuron model by [16] . The model by [16] was chosen because it combines much 565 of the biological realism of the Hodgkin-Huxley model with the computational efficiency 566
of integrate-and-fire neurons. We implemented our models using the Brian simulator 567 with a 0.1 ms simulation time step [30] . The native Brian exponential STDP learning 568 rule with nearest mixed weight update paradigm was used [30] . A range of conduction 569 delays between layers is a key feature of our models. In real brains, these delays might 570 be axonal, dendritic, synaptic or due to indirect connections, but in the model, for approximately match the range reported by [31] .
573
Excitatory Cells: Neurophysiological evidence suggests that many neurons in the 574 subcortical auditory brain have high spiking thresholds and short temporal integration 575 windows, thus acting more like coincidence detectors than rate integrators [32, 33] . This 576 is similar to the behaviour of Izhikevich's "Class 1" neurons [16] . excitatory to inhibitory cells within a model area was modelled using strong one-to-one 586
connections from each excitatory cell to an inhibitory partner. Each inhibitory cell, in 587 turn, was fully connected to all excitatory cells. Such inhibition implemented dynamic 588
and tightly balanced inhibition as described in [36] , which resulted in competition 589 between excitatory neurons, and also provided negative feedback to regulate the total The reduced AN-A1 spiking neural network model of the auditory brain consisted of two 596 fully connected stages of spiking neurons, the AN (input) and the A1 (output) (Fig. 1B) . 597
The AN consisted of 1000 medium spontaneous rate neurons modeled by [11] with CFs 598 between 300-3500 Hz spaced logarithmically, and with a 60 dB threshold. The firing 599 characteristics of the model AN cells were tested and found to replicate reasonably 600 accurately the responses of real AN neurons recorded in neurophysiology studies.
601
The AN and A1 stages were fully connected using feedforward connections 602 modifiable through spike-time dependent plasticity (STDP) learning. The connections 603
were initialised with a uniform distribution of axonal delays (∆ ij ) between 0 and 50 ms. 604
The randomly chosen axonal delay matrix was fixed for all simulations described in this 605
paper to remove the confounding effect of different delay initialisation values on 
