Abstract. In this paper we present a study of the overlapping clustering algorithms OKM, WOKM and OKMED, which are extensions to the overlapping case of the well known Kmeans algorithm proposed for building partitions. Different to other previously reported comparisons, in our study we compare these algorithms using the external evaluation metric FBcubed which takes into account the overlapping among clusters and we contrast our results against those obtained by F-measure, a metric that does not take into account the overlapping among clusters and that has been previously used in another reported comparison.
Introduction
Among the clustering algorithms, those building overlapping clusters are useful in different applications, where it is common that objects belong to more than one cluster. Some examples of this kind of applications are information retrieval [1] , social network analysis [2] , text segmentation [3] , among others. In the literature, several algorithms have been proposed for overlapping clustering [4, 5, 6, 7, 8, 9, 10, 11] , which are different according to their mathematical basis and clustering strategies, as well as the type of datasets they can process. Due to their simplicity, the Kmeans algorithm [12] together with its variants are clustering algorithms that have been widely used in several applications. However, since these algorithms do not produce overlapping clusterings therefore, they could be non suitable for applications needing this kind of clustering. The algorithms OKM [8] , WOKM [9] and OKMED [9] , have been proposed as extensions to the overlapping clustering case of the Kmeans algorithm [12] , weighting Kmeans [13] , and kmedoids (Partitioning Around Medoids) algorithms [14] , respectively.
In [9] an experimental evaluation of these algorithms is reported; however, in this work the efficacy of the algorithms was assessed using F-measure that is not defined for evaluating overlapping clustering. Taking into account that some metrics have been recently proposed for evaluating overlapping clusterings, we perform an experimental evaluation of the above commented algorithms employing these metrics. In this way, we will be able to know how good really are these algorithms for overlapping clustering problems. This paper is organized as follows: Section 2 briefly describes the algorithms OKM, WOKM and OKMED. Section 3 reports the experimental study in which we compare these algorithms using some standard overlapping datasets. Finally, in section 4 some conclusions are presented.
OKM, WOKM and OKMED Algorithms
The problem of clustering a set of objects , , … in clusters (a priori parameter), using the Kmeans algorithm [12] is formulated as an optimization problem, where the objective function (1) is minimized.
being , … is a set of clusters, , for ; , …
is a set such that is the centroid of , for 1, … , ; and , is the Euclidean distance between objects and .
OKM
The OKM algorithm [8] , extends the objective function used in Kmeans [12] , to consider the possibility of overlapping clusters. In this algorithm, the objective function is defined as in (2) .
where , and are as in (1) , removing the condition of , for ; is the "image" of , which is defined as a combination of the centroids of the clusters where belongs to, computed as in (3).
, … , with
where |
There are two important differences between Kmeans and OKM. The first one is in the way the objects are assigned to one or more clusters and, the second, is in the way the centroid of each cluster is computed. The assignment step for an object , consists in scrolling through the list of centroids, from the nearest to the farthest, and assigning to the respective cluster while , decreases. The new assignment list is stored only if it is better than the previous one.
The centroid for the cluster is updated as follows:
where: , denotes the feature of the centroid , is the number of clusters to which belongs to ( | |) and is computed as follows:
where is as in (3).
WOKM
In WOKM [9] the objective function of weighting-Kmeans [13] is extended to take into account feature weights into each cluster; therefore, it is necessary to redefine the concept of "image". In this algorithm the image for is defined through a weighted average of the cluster centroids for as follows:
where , is defined as in (4); , 0, 1 denotes the weight associated to the feature in the cluster (initially this value is 1/ ); is a parameter ( 1) that regulates the influence of the weights in the algorithm.
The vector of weights for the images is defined as follows:
From this definition the objective function for the algorithm WOKM is given by:
where and are as in (1) . The assignment step is similar to the corresponding step in the OKM algorithm, i.e., an object is assigned to its nearest clusters while ∑ , | , | decreases.
The new centroid for the cluster is obtained from the set , ; τ like in OKM, allows those objects that belong to more clusters to have less impact on the position of the new centroid; denotes the weight vector and it is defined as follows:
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For computing the weights WOKM introduces a heuristic based in the one proposed in [15] ; the heuristic for each class consists in:
• Computing a new weight , for the cluster by estimating on each feature the variance of the objects that belong only to :
• Store the weight only if it improves the objective function (8).
OKMED
OKMED [9] is based on the k-medoids algorithm, which uses medoids instead of centroids. With this purpose, the objective function is extended from the OKM algorithm, so that we can use any dissimilarity function between objects. Assuming that , is a dissimilarity function from , the objective function for OKMED is given by (2) .
The notion of image was redefined using cluster medoids instead of centroids. The image of in the cluster is then defined as the object from that minimizes the sum of the dissimilarities with all the medoids of the clusters where belongs to:
Notice that, in this new definition, the computation of an image requires to test all the objects in the collection.
The assignment of an object to one or more clusters is done in the same way as in OKM, but using a medoid for each cluster instead of a centroid.
For updating the medoid OKMED tests each object in the cluster , until finding the first object that improves the objective function with respect to the current medoid, that object will be the new medoid for .
Experimental Analysis
For our study we propose to use the FBcubed validation metric [16] , since this, unlike most external metrics reported in the literature, allows to evaluate overlapping clustering algorithms. Additionally, we compare our results against those results reported in [9] . The clustering algorithms were programmed in ANSI C. F-measure combines Precision and Recall taking into account a labeled dataset and the result of clustering the same dataset. Let be the set of pairs of objects belonging to the same class (same label) and the set of pairs of objects belonging to the same cluster, the Precision, Recall and F-measure metrics are defined as:
FBcubed is calculated using the Bcubed Precision and Bcubed Recall metrics as proposed in [16] . The Bcubed Precision and Bcubed Recall are based on the Multiplicity Precision and Multiplicity Recall metrics respectively; which are defined as:
where are two objects, are the classes associated to , are the clusters associated to . These formulas are only defined when and share at least one cluster (15) and when they share at least one class (16) .
Let be the set of objects that share at least one cluster with including . The Bcubed Precision metric of is defined as:
Let be the set of objects that share at least one class with including . The Bcubed Recall metric of is defined as:
Finally, the FBcubed metric is defined as follows:
Where is the number of objects in the dataset. In [16] the authors present an analysis of different external metrics for clustering evaluation, and based on this analysis they propose some constraints, that these metrics should satisfy. They conclude that FBcubed satisfies all constraints, but Fmeasure does not, therefore, F-measure is unable to distinguish certain undesirable situations at evaluating overlapping clusters:
In order to show an example of these situations, suppose a dataset , , , , , , , , , , which is divided in three overlapping classes 
Both results have two objects in a wrong cluster but in , and , the error is in the objects , , which belong to the overlapping with , . While in , and , the error is in the objects , , which belong to only one cluster, clearly both errors are different. However, when the assessment is done through F-measure in both cases we get the same result (0.8095), while if we do the assessment through FBcubed it allows to distinguish these different errors, obtaining 0.8166 and 0.7750; indicating that the first clustering algorithm obtains a better result than the second one. Based on the situations above commented it is noteworthy that F-measure may not be adequate for evaluating overlapping clusters; as it will be analyzed in the following experiments.
For our experiments, we used three datasets taken from the MULAN repository 1 (see table 1 ). These data sets were chosen because they are the same used in [9] where the clustering algorithms OKM, WOKM, and OKMED were compared through Fmeasure. Since the WOKM algorithm uses the parameter to regulate the influence of feature weights. In order to study the behaviour of , as first experiment, several values, 1.1, 1.5, 1.9, 2, 2.1, 2.5 and 3, for were tested, these values were used in [13] . Table 2 shows the results of F-measure (FM), Fbcubed (FBC), and the relative overlapping 2 (RO) of these experiments, the best result for each column is boldfaced. From Table 2 , it can be seen that a higher value of the parameter does not necessarily mean a better result. According to F-measure, the values of that produced the best results were 3 for Emotions and Scene, and 2.5 for Yeast. But, according to Fbcubed the best values are 3, 1.5 and 2.5, respectively. 1 http://mulan.sourceforge.net/datasets.html 2 Relative overlapping is computed dividing the overlapping of the clustering result by the overlapping of the original dataset. Values close to 1 mean that the overlapping build by the clustering algorithm is close to the original overlapping, values greater than 1 mean that the original dataset has more overlapping than the overlapping built by the clustering algorithm and values lesser than 1 represent the opposite. Analyzing with more detail the results in Table 2 , for the Scene dataset, we can observe that 1.5 produces the worst clustering result according to F-measure, while for the same value of , according to FBcubed, it obtains the best result. In order to better understand what is happening, notice that the clustering result evaluated through F-measure for 1.1 is 0.3528, while for 1.5 is 0.3342, and the relative overlapping obtained for 1.1 is 2.385 and for 1.5 is 1.826, i.e. Fmeasure gives a better evaluation in the case where more overlapping is obtained. This is a clear example of what happens when the clustering built by an algorithm has a higher rate of overlapping with respect to the overlapping in the original classes. If there is a high overlapping in the clusters, it means objects belong to more than one cluster; increasing the intersection of object pairs in the same cluster and class, and consequently, it makes the Recall increases. Precision is affected only by the number of pairs of objects belonging to the same cluster 3 . Conversely, if the overlapping is not high, Recall will have a lower value and Precision will only be slightly higher compared to the high overlapping scenario. It explains why F-measure gets a higher values (better results) for 1.1 in comparison to 1.5. Contrarily, FBcubed obtains better results for 1.5 in comparison to 1.1, since it is formulated for considering the amount of classes and clusters to which each object belongs instead of only taking into account if they are in the same cluster or class.
We present another experiment, reported in table 3, for comparing WOKM, OKM and OKMED algorithms using F-measure (FM) and Fbcubed (FBC). For WOKM we report the best result obtained in the previous experiment after testing different values of , for OKMED we use as dissimilarity function the Euclidean distance. For the three algorithms the parameter k was set as the number of classes in the dataset. In order to have a fair comparison, the same seeds were used in the initialization of each algorithm. In Table 3 , also the relative overlapping (RO) obtained by each algorithm is reported. In Table 3 , we can see that the only dataset where OKMED obtained the best result compared to OKM and WOKM was Scene dataset, contrarily to the results reported in [9] where the author reports that both OKMED and OKM obtained a similar result for this dataset, since he used F-measure and in terms of this metric the F-measure results didn't show a great difference. However in our experiments evaluating using FBcubed a different result is obtained, and clearly OKMED outperforms OKM and WOKM. Notice that Scene is a dataset with little overlapping (1.074) and OKMED obtains less overlapping than the other clustering algorithms. From our experiments we can see that OKMED builds clusterings with low overlapping therefore it is a good algorithm at those datasets were we expect a clustering with low overlapping. From this experiment we also can see that WOKM algorithm obtained the best results in average. From this, we can deduce that the use of weights helps to get better results in most cases, the problem with WOKM algorithm lies in finding an adequate value for that allows getting a good result, and if it is not possible to determine what value of is the best, possibly WOKM is not the best choice. Finally the OKM algorithm is a good choice since it only requires, as input, the number of clusters, moreover, in terms of quality OKM results are very close to the results obtained by WOKM and both algorithms are good at datasets were we expect a clustering with high overlapping.
Conclusions
This paper presents a study of the overlapping clustering algorithms OKM, WOKM and OKMED, which are based on the Kmeans algorithm. Different to other previously reported comparisons, in our study we compare these algorithms using the external evaluation metric FBcubed which takes into account the overlapping among clusters.
From our experiments we can conclude that in general WOKM algorithm obtains the best results in comparison to OKM and OKMED however it is not easy to finding out an adequate value for parameter, while OKM results are very close to the results obtained by WOKM and it only requires, as input, the number of clusters, moreover in terms of overlapping both algorithms produce similar clusterings with high overlapping. On the other hand, OKMED builds clusterings with low overlapping but unlike OKM and WOKM it has the characteristic that can use any dissimilarity function. Finally, and the most important, we can conclude that for evaluating overlapping clustering algorithms a metric that takes into account the overlapping must be used, since the use of other metrics as F-measure cannot correctly evaluate the results obtained by this kind of algorithms.
