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Abstract
We study the information-based complexity of the approximation problem on the multivariate Sobolev
space with bounded mixed derivative MWrp, in the norm of Lq by linear Monte Carlo methods. Applying
the Maiorov’s discretization technique and some properties of pseudo-s-scale, we determine the exact orders
of this problem for 1<p, q <∞.
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1. Introduction
One of the most intensively disputed questions of computational mathematics is the following:
What is the use of Monte Carlo methods, i.e., can it be of help to involve chance, randomness into
numerical processes, and if yes, in which situations is this advisable? The first results about the
analysis of efficiency of randomized (Monte Carlo) methods were due to Bakhvalov [2] in 1959,
while an intensive wider research started only after the theory of information-based complexity
[22] was established. In particular, recently many authors have investigated the complexity of
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the problems of approximation, quadrature formulae, approximate solutions of differential and
integral equations in the randomized setting [6–10,12–15,17,22].
Information-based complexity provides the notions to give a precise mathematical meaning
to the efficiency issues both for deterministic and randomized methods, and the complexity of
some basic numerical problems can be determined by this theory. In this way some comparison
between the worst case setting and the randomized settings becomes possible.
A basic problem of information-based complexity theory is to compute asymptotic degrees of
complexity on various numerical problems, and give an optimal algorithm in different computa-
tional settings. In particular, Traub, Wasilkowski, Woz´niakowski [22], Novak [14], Mathé [12,13]
and Heinrich [8,9] studied the approximation problem on the classical multivariate Sobolev space
Wrp([0, 1]d) in the norm ofLq([0, 1]d), 1p, q∞ by Monte Carlo methods, and they found that
the optimal errors in the randomized setting depend exponentially on the number d of variables
as those in the deterministic setting.
In this paper we are mainly concerned with the approximation problem on the multivariate
Sobolev space of periodic functions with bounded mixed derivative MWrp,(Td) [1] in the norm
of Lq(Td), 1 < p, q < ∞ by linear randomized (Monte Carlo) methods. This problem is
crucial for numerical analysis, since it includes, in particular, interpolation and optimal recovery
of functions, and also has close relation to some more complicated numerical problems such as
approximate solutions of integral and differential equations. Moreover, it is also a typical problem
in the research fields of the information-based complexity theory [3,22].
The paper is organized as follows: In section 2, we provide the necessary notions of approxi-
mation theory and information-base complexity and state our main result. In section 3, using the
Maiorov’s discretization technique, we give the proof of our main result.
2. Main result
First, we recall some fundamental notions from the information-based complexity theory [9,22],
and start with the deterministic setting. Given Banach spaces X and Y , let L(X, Y ) denote the
space of all bounded linear operators from X to Y . Let S be a continuous (possibly nonlinear)
mapping from a closed bounded subset X0 of a Banach space X to a Banach space Y . Here X0 is
interpreted as the set of problem elements, that is, the collection of problem instances for which
we want to solve the given numerical problem. Throughout this paper, we assume that X0 = BX
is the unit ball of X, and S is an operator mapping the problem elements to the exact solution of
the problem which is usually called a solution operator. We seek to approximate S by mappings
of the form
u =  ◦ N,
where
N : X0 → Rk,  : N(X0) → Y.
N and  describe a numerical method. The mapping N , called information operator, stands for
the process of gaining information about f ∈ X0 (e.g., computing values of the function f
at certain points or Fourier coefficients of f ), and the mapping , called algorithm, represents
the computational process in the way that (N(f )) is the outcome of the numerical operations
performed on N(f ) in order to obtain an approximation to S(f ). The natural number k is called
the cardinality of a method u. Since we are only concerned with linear methods, we assume that
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N is a continuous linear mapping from X0 to Rk and  is a linear mapping from Rk to Y . Let
Ak(X0, Y ) denote the set of linear methods with cardinality k, and let An(X0, Y ) and A(X0, Y )
denote the sets given by
An(X0, Y ) =
n⋃
k=0
Ak(X0, Y )
and
A(X0, Y ) =
⋃
n∈N
An(X0, Y ),
respectively.
The worst case error of any single linear method u ∈ A(X0, Y ) is measured by
ewor(S, u,X, Y ) := sup{‖S(f ) − u(f )‖Y : f ∈ BX}.
Minimizing the errors with respect to the choice of methods within the given class, we get the
n-th approximation number of S
an(S,X, Y ) := inf{ewor(S, u,X, Y ) : u ∈ An−1(X0, Y )},
for any n ∈ N.
Next we pass to the setting of randomization, or Monte Carlo methods. As compared to deter-
ministic procedures, the randomized methods, and hence also the approximation results, depend
on chance, or on a random parameter.
Definition 1. The n-th Monte Carlo approximation number of S is defined as
aMCn (S,X, Y ) := inf sup
f∈BX
(∫

‖S(f ) − u(f )‖2Y d()
)1/2
,
where the infimum is taken over all measure spaces (,, ) and families u ∈ A(X0, Y )
( ∈ ) with the properties:
(i) The mapping (f,) → u(f ) is (B(X0) × ,B(Y )) measurable, and
(ii) there is a measurable mapping k :  → N such that u ∈ Ak()(X0, Y ) for all  ∈  and∫

k() d()n − 1,
where B(X0),B(Y ) denote the -algebras of Borel subsets of X0 and Y . Thus aMCn (S,X, Y )
describes the best possible error of a linear randomized approximation to S which uses not
more than n − 1 information functionals.
It is clear that if S ∈ L(X, Y ) then the following inequality holds
aMCn (S,X, Y )an(S,X, Y ). (1)
In this paper, we study the approximation problem in which a solution operator S is an embedding
operator I from X to Y . Note that the notation I will stand for different embedding operators and
can be determined according to the context.
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Now we introduce the space of functions MWrp, which will be studied in this paper. Denote by
Lp(T
d), 1 < p < ∞, the classical space of p-th powers integrable 2-periodic functions defined
on the d-dimensional torus Td := [0, 2)d with the usual norm ‖ · ‖p := ‖ · ‖Lp(Td ). Consider
the Bernoulli kernel
Fr(x, ) = 1 + 2
∞∑
k=1
k−r cos
(
kx − 
2
)
, r > 0,  ∈ R,
which converges in the sense of L1 and let
Fr(x, ) =
d∏
j=1
Frj (xj , j ),  = (1, . . . , d),
be its multidimensional analogue, where the vector r = (r1, . . . , rd) has the form
0 < r = r1 = · · · = r	 < r	+1 · · · rd, 1	d.
We associate the vector 
 = (
1, . . . , 
d), 
j = rj /r , j = 1, . . . , d with the vector r =
(r1, . . . , rd).
The multivariate Sobolev space with bounded mixed derivative is defined by
MWrp, = {f (x) : f (x) = Fr(x, ) ∗ , ‖‖p < ∞}, 1 < p < ∞,
where f (r)(x) := (x) is the (r, )-derivative of f (x). If the space is endowed with the norm
‖f ‖MWrp, := ‖f ‖p + ‖f (r)‖p, it is not difficult to verify that MWrp, is a Banach space. For
more information on the Bernoulli kernel and the spaces with bounded mixed derivative, one can
refer to the monographs [20,21].
The purpose of this paper is to study the complexity of the approximation problem by linear
Monte Carlo methods on the space MWrp, in the norm of Lq for 1 < p, q < ∞. In other
words, we study the approximation complexity of the solution operator S = I , where I denotes
Sobolev embedding from MWrp, to Lq . In this paper, we are only concerned with the linear
approximations in the deterministic and the randomized settings. For the deterministic setting,
the asymptotic orders of the n-th approximation numbers on this space have already been obtained
(see [7,19]). While for the randomized setting, the problem of the asymptotic orders is still open.
It’s the aim of this paper to solve this problem.
Now we are in a position to state our main result.
Theorem 1. For 1 < p, q < ∞ and 0 < r = r1 = · · · = r	 < r	+1 · · · rd , 1	d, we
have
aMCn (I,MW
r
p,, Lq) 	
⎧⎪⎪⎨⎪⎪⎩
(n−1 log	−1 n)r , qp, (a)
(n−1 log	−1 n)r , 2p < q, r > 1/2, (b)
(n−1 log	−1 n)r−(1/p−1/q), p < q < 2, r > 1/p−1/q, (c)
(n−1 log	−1 n)r−(1/p−1/2), p < 2q, r > 1/p. (d)
In this paper, we have used the following notations> and 	. For two sequences {an}n∈N and
{bn}n∈N of positive real numbers we write an>bn provided that ancbn for a certain c > 0. If,
furthermore, also bn>an, then we write an 	 bn.
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To compare the Monte Carlo approximation numbers in Theorem 1 with its deterministic
counterpart, we summarize the results obtained by Romanyuk [19], Galeev [5] and some known
results in [20,21] as
Theorem 2. Let 1 < p, q < ∞, 1/p+ 1/p′ = 1 and 0 < r = r1 = · · · = r	 < r	+1 · · · rd ,
1	d. Then
an(I,MWrp,, Lq) 	
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(n−1 log	−1 n)r , qp,
(n−1 log	−1 n)r−(1/p−1/q), 2p < q, p < q < 2,
r > 1/p − 1/q,
(n−1 log	−1 n)r−(1/p−1/2), p < 2q, p′ > q, r > 1/p,
(n−1 log	−1 n)r−(1/2−1/q), p < 2q, p′ < q, r > 1 − 1/q.
Comparing Theorem 2 with Theorem 1, one can see that there are situations, in which linear
Monte Carlo methods provide better rates than those of linear deterministic ones (if max{p′, p} <
q). The difference can reach a factor
(n−1 log	−1 n)1/p−1/q
for 2p < q < ∞ and
(n−1 log	−1 n)1−(1/p+1/q)
for 1 < p < 2q < ∞, p′ < q. In both cases, the exponent can almost reach 12 when p = 2,
q → ∞ or p → 2, q → ∞. This indicates that the linear randomized methods have a potential
superiority over the linear deterministic ones at least in some cases, and gives an example to
answer the questions posed at the beginning of this paper.
3. Proof of main result
In this section, we shall prove our main result, and start with the definition of pseudo-s-scale
[16].
Definition 2. A map s assigning to every S ∈ L(X, Y ) a sequence {sn(S)}n∈N is called a pseudo-
s-scale if the following properties are satisfied:
(i) s1(S) = ‖S‖s2(S) · · · 0,
(ii) sm+n−1(S + T )sn(S) + sm(T ) for m, n ∈ N, and T ∈ L(X, Y ),
(iii) sn(VSU)‖V ‖sn(S)‖U‖ for all Banach spaces X˜, Y˜ and operators U ∈ L(X˜,X), V ∈
L(Y, Y˜ ).
It is readily checked that the quantities an, aMCn are pseudo-s-scales. We first establish the lower
bounds in Theorem 1. Associate every vector s = (s1, . . . , sd) whose coordinates are nonnegative
integers with the set
(s) = {k ∈ Zd : 2sj−1 |kj | < 2sj , j = 1, . . . , d},
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where y denotes the integral part of the real number y, that is, the largest integer y such that
yy. Let s(f, x) denote the “blocks” of the Fourier series for f (x), namely
s(f, x) =
∑
k∈(s)
fˆ (k)ei(k,x).
We set
S∗ = {s = (s1, . . . , s	, 1, . . . , 1) ∈ Nd : (s, 1) = k},
FS∗ = span{ei(k,x) : k ∈ (s), s ∈ S∗},
where 1 = (1, . . . , 1) ∈ Nd and k will be chosen later on. The space of trigonometric polynomials
FS∗ will play an important role in the lower estimates. Denoting ‖S∗‖ :=∑s∈S∗ |(s)|, we have‖S∗‖ = 2k|S∗|, where |A| denotes the cardinality of a set A. It’s easy to see that ‖S∗‖ equals to
the dimension of the space FS∗ .
We shall use the discretization technique due to Maiorov (see [11]), which is based on the
reduction of the approximation problem of Sobolev embedding to those of identities between
finite-dimensional spaces. The following three known lemmas are crucial for carrying out a
discretization.
Lemma 1 (Galeev [4]). Let s ∈ Nd . Then the space of trigonometric polynomials
span{ei(k,·) : k ∈ (s)}
is isomorphic to the space R2(s,1) via the mapping
f (x) → {fs,m(j)}m∈M, j∈J ∈ R2(s,1) , fs,m(x) =
∑
sgnkl=sgnml
l=1,...,d
fˆ (k)ei(k,x),
m = (±1, . . . ,±1) ∈ Rd , j = (22−s1j1, . . . , 22−sd jd),
ji = 1, . . . , 2si−1, i = 1, . . . , d,
and the following order equality is valid:
‖sf ‖p 	
⎛⎜⎜⎝2−(s,1) ∑
m∈Mj∈J
|fs,m(j)|p
⎞⎟⎟⎠
1/p
, 1 < p < ∞, (2)
where M = {m : m = (±1, . . . ,±1) ∈ Rd}, J = {j : j = (j1, . . . , jd), ji = 1, . . . , 2si−1, i =
1, . . . , d}, and the asymptotic constants in (2) may depend on p, d.
For any f (x) ∈ FS∗ , we have
f (x) =
∑
s∈S∗
∑
k∈(s)
fˆ (k)ei(k,x) :=
∑
s∈S∗
fs(x),
where fs(x) =∑k∈(s) fˆ (k)ei(k,x). Denote by IS∗ the isomorphism from FS∗ to ‖S∗‖p and define
IS∗(f (x)) := {fs,m(j)}s∈S∗,m∈M, j∈J .
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Lemma 2 (Galeev [4]). Suppose that Q ⊂ Nn and is finite, f = ∑s∈Q sf ,  ∈ Rn, and
1 < p < ∞. Then
|Q|(1/2−1/p)−
⎛⎝∑
s∈Q
‖2(,s)sf ‖pp
⎞⎠1/p>‖f ()‖p>|Q|(1/2−1/p)+
⎛⎝∑
s∈Q
‖2(,s)sf ‖pp
⎞⎠1/p ,
where a− = min{0, a}, b+ = max{0, b}, and f () is the derivative in the sense of Weyl, that is,
for f (x) =∑k ckei(k,x) ∈ Lp and  = (1, . . . , n) with nonnegative components,
f ()(x) =
∑
k
(ik1)
1 · · · (ikn)nckei(k,x),
where (ikj )j = |kj |j exp{ 12ij sign kj }, j = 1, . . . , n.
Lemma 3 (Temlyakov [21, p.17]). Let G be a finite set of vectors s, and let the operator SG map
a function f ∈ Lp, p > 1, to a function
SG(f ) =
∑
s∈G
s(f ).
Then
‖SG‖Lp→LpC(d, p), 1 < p < ∞.
To get the lower estimates, we need also the following lemmas. The first lemma is the lower
estimates of the n-th Monte Carlo approximation numbers of finite dimension sequence spaces
mp , where mp is an m-dimensional normed space of vectors x = (x1, . . . , xm) ∈ Rm, with the
norm
‖x‖mp :=
⎧⎨⎩
(
m∑
i=1
|xi |p
)1/p
, 1p < ∞,
max{|xi |, 1 im}, p = ∞.
Lemma 4 (Mathé [12]). Let 1p, q∞. Then
aMCn (I, 
2n
p , 
2n
q )a
avg
n (I, 
2n
p , 
2n
q )C(n, p, q),
where
(n, p, q) :=
⎧⎨⎩
1 if pq2,
n1/q−1/p if qp, 2pq,
n1/q−1/2 if p2q,
and aavgn denotes the average approximation number (see [12]).
Lemma 5 (Temlyakov [21, p. 100]). Let 1 < p < q∞ and f ∈ Lp. Then
‖f ‖LpC(q, p, d)
(∑
s
‖s(f )‖pLq 2‖s‖1(p/q−1)
)1/p
.
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Lower Estimates of Theorem 1: We will use the discretization technique. To this end, we need
to decompose the identity operator I from ‖S
∗‖
p to 
‖S∗‖
q as follows:
‖S∗‖p
I−1
S∗−→ MWrp, I−→ Lq P−→ FS∗ ∩ Lq
IS∗−→ ‖S∗‖q ,
where P denotes the orthogonal projection from Lq onto the space FS∗ ∩ Lq . From the above
decomposition, the property (iii) of pseudo-s-scales for the quantity aMCn yields
aMCn (I, 
‖S∗‖
p , 
‖S∗‖
q )‖IS∗‖‖P ‖‖I−1S∗ ‖aMCn (I,MWrp,, Lq). (3)
Next, we estimate the norms of the operators in (3). By Lemma 2 and the Bernstein inequality
(see [21, p.96]), we have
‖I−1S∗ ‖>2rk|S∗|(1/2−1/p)+2−k/p,
and
‖IS∗‖>|S∗|−(1/2−1/q)−2k/q,
which together with Lemma 3 and the inequality (3) imply
aMCn (I,MW
r
p,, Lq)? 2
−rk+k(1/p−1/q)|S∗|−(1/2−1/p)+
×|S∗|(1/2−1/q)−aMCn (I, ‖S
∗‖
p , 
‖S∗‖
q ). (4)
Now we choose a number k such that
‖S∗‖ = |S∗|2kck	−12k2n.
By the choice of k, we have the relation 2kk	−1 	 n 	 |S∗|2k .
We continue to estimate the lower bounds. First let 1 < qp < ∞. In this case, by the
embedding relation MWrp, ↪→ MWrq,, clearly it suffices to prove the lower bounds for 1 <
q2p < ∞. By the relation (4) and Lemma 4, we have
aMCn (I,MW
r
p,, Lq)?2
−rk. (5)
Now let 1 < p < q < ∞. We split our considerations into three cases 1 < p < 2q < ∞,
2p < q < ∞, and 1 < p < q < 2. First, let 1 < p < 2q < ∞. In this situation, we only
need to consider 1 < p < 2 and q = 2. Therefore the relation (4) and Lemma 4 again imply
aMCn (I,MW
r
p,, L2)?2
−rk+k(1/p−1/2). (6)
Second, we deal with the case 2p < q < ∞. Now the relation (5) gives the required lower
bounds. Finally, it remains to estimate the lower bounds for 1 < p < q < 2. In fact, we have
proved that
aMCn (I,MW
r
p, ∩ FS∗ , L2)?2−k(r−1/p+1/2). (7)
By Lemmas 3, 5 and (7), we obtain
aMCn (I,MW
r
p,, Lq)  aMCn (I,MWrp, ∩ FS∗ , Lq)
? aMCn (I,MW
r
p, ∩ FS∗ , Lq ∩ FS∗)
? 2k(1/2−1/q)aMCn (I,MWrp, ∩ FS∗ , L2 ∩ FS∗)
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? 2k(1/2−1/q)aMCn (I,MWrp, ∩ FS∗ , L2)
? 2−k(r−1/p+1/q),
which together with (5), (6) and the relation n 	 2kk	−1 gives the required lower bounds.
Now we turn to the proof of the upper bounds in Theorem 1. For the upper estimates, we still
adopt the Maiorov’s discretization technique. To do this, we need the special series representation
of a function f from the Sobolev space MWrp,, which is crucial for the discretization. First, we
introduce some necessary notations. For m ∈ N0 := N ∪ {0}, let
Q


m =
⎧⎨⎩k : k ∈ ⋃
(s,
)<m
(s)
⎫⎬⎭
be a step hyperbolic cross, where 
 = (
1, . . . , 
d), 
i = ri/r , i = 1, . . . , d., and 0 < r =
r1 = · · · = r	 < r	+1 · · · rd , 1	d . Consider the Fourier partial sum operators SQ
m(see [20])
SQ
m(f ) = f ∗ DQ
m, f ∈ L1,
and define a sequence of operators
T0 = SQ
0 = 0, Tm = SQ
m − SQ
m−1 for m1,
where DQ
m(x) =
∑
k∈Q
m e
i(k,x)
. Let
Sm,k = {s ∈ Nd : m − 1(s, 
) < m, (s, 1) = k},
Fm,k = span{ei(k,x) : k ∈ (s), s ∈ Sm,k}, (8)
and let ‖Sm,k‖ := ∑s∈Sm,k |(s)|. Then it is clear that Sm,k =  if k < d or km, and ‖Sm,k‖
equals to the dimension of the space Fm,k . Define operators Tm,k as follows:
Tm,k(f ) :=
{∑
s∈Sm,k s(f ), Sm,k = ,
0 otherwise.
Then Tm(f ) =∑mk=d Tm,k(f ), for f ∈ MWrp,. According to the inequality below
‖f − SQ
m(f )‖p>2−rm‖f ‖MWrp, , 1 < p < ∞
(see [20, p.36]) and the definitions of the operators Tm and Tm,k , we obtain
f =
∞∑
m=d
Tm(f ) =
∞∑
m=d
m∑
k=d
Tm,k(f ), f ∈ MWrp,
in the sense of convergence in Lp space.
Lemma 6 (Mathé [12]). There is a constant C < ∞ such that for 1p2 and 1nm, we
have the estimate
aMCn (I, 
m
p , 
m
q )Cm1/q/n1/2, 2q < ∞.
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Lemma 7 (Romanyuk [18]). For any d, u ∈ N,  > 0, there is a constant c > 0 such that
∞∑
m=d
m∑
k=d
jm,k>2uu	−1,
where
jm,k :=
{ ‖Sm,k‖, dkm, mu,
|Sm,k|2u+u−2m+k, dkm, m > u,
and m, k, Sm,k as those in (8).
Upper Estimates of Theorem 1: By the relation
aMCn (I,MW
r
p,, Lq)an(I,MWrp,, Lq),
and Theorem 2, obviously it remains to estimate the upper bounds for 2p < q < ∞ and
1 < p < 2q < ∞, p′q.
First we consider 2p < q < ∞. In this case, it is sufficient to estimate the upper bounds for
p = 2, 2 < q < ∞. For f ∈ MWr2,, according to the above analysis, we have
f =
∞∑
m=d
Tm(f ) =
∞∑
m=d
m∑
k=d
Tm,k(f ) (9)
in the sense of convergence in L2, which together with the property (ii) of pseudo-s-scales implies
aMCn (I,MW
r
2,, Lq)
∞∑
m=d
m∑
k=d
aMCjm,k (Tm,k,MW
r
2,, Lq), (10)
where
∑∞
m=d
∑m
k=d jm,kn. In order to use the discretization technique, we factor further the
operators Tm,k : MWr2, → Lq as follows:
MWr2,
Tm−→ Fm ∩ L2 T˜m,k−→ Fm,k ∩ L2
ISm,k−→ ‖Sm,k‖2
I−→ ‖Sm,k‖q
I−1Sm,k−→ Fm,k ∩ Lq,
where
Fm := span{ei(k,x),k ∈ (s),m − 1(s, 
) < m},
and ISm,k denotes the isomorphism from Fm,k to 
‖Sm,k‖
2 . Thus we obtain
Tm,k = I−1Sm,k ◦ I ◦ ISm,k ◦ T˜m,k ◦ Tm, (11)
where T˜m,k are the operators Tm,k restricted on Fm ∩L2. To proceed the upper estimates, we need
to estimate the norms of the operators in (11). First, by Lemma 2, we have
‖I−1Sm,k‖>|Sm,k|1/2−1/q2−k/q, ‖ISm,k‖>2k/2. (12)
Then from the definitions of Tm, T˜m,k , it’s clear that
‖Tm‖>2−rm, ‖T˜m,k‖1. (13)
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For any n ∈ N, we can choose a number u such that 2uu	−1n < C2uu	−1, and let the numbers
jm,k in (10) be defined as those in Lemma 7 with this u. It follows from the property (iii) of
pseudo-s-scales, and the relations (10)–(13) that
aMCn (I,MW
r
2,, Lq)>
∞∑
m=d
m∑
k=d
2−rm+k(1/2−1/q)|Sm,k|1/2−1/qaMCjm,k (I, 
‖Sm,k‖
2 , 
‖Sm,k‖
q )
>
∞∑
m=u
m∑
k=d
2−rm+k(1/2−1/q)|Sm,k|1/2−1/qaMCjm,k (I, 
‖Sm,k‖
2 , 
‖Sm,k‖
q )
=
∑
m,k
jm,k>0
2−rm+k(1/2−1/q)|Sm,k|1/2−1/qaMCjm,k (I, 
‖Sm,k‖
2 , 
‖Sm,k‖
q )
+
∑
m,k
jm,k=0
2−rm+k(1/2−1/q)|Sm,k|1/2−1/q
:= I1 + I2. (14)
In the course of the above proof, we have used the simple fact that
aMCjm,k (I, 
‖Sm,k‖
2 , 
‖Sm,k‖
q ) = 0, dkm,mu.
Now we estimate the two terms on the right side of (14) separately, and start with the term I1.
By virtue of Lemma 6 and the choice of jm,k , we have
I1>2(−u−u)/2
∞∑
m=u
2−rm+m
m∑
k=d
2k(1−)/2.
Since r > 1/2, so we can choose a constant  such that 0 <  < min{1, 2r − 1}. By a simple
computation, we get
I1> 2(−u−u)/2
∞∑
m=u
2−(r−/2−1/2)m
> 2−ru. (15)
We turn to estimate the term I2. By jm,k = 0, i.e., |Sm,k| < 22m−u−u−k and the above chosen
, we have
I2> 2(−u−u)(1/2−1/q)
∞∑
m=u
2−rm+2m(1/2−1/q)
m∑
k=d
2k(1−)(1/2−1/q)
> 2−ru. (16)
In virtue of the relations (15),(16) and n 	 2uu	−1, we obtain
aMCn (I,MW
r
2,, Lq)>(n
−1 log	−1 n)r .
Now we pass to the case 1 < p < 2q < ∞. By the embedding relation MWrp, ↪→ MWr−12, ,
where  = 1/p − 1/2, and the result which has already been proved, we obtain the required
upper bounds, and the proof of Theorem 1 is complete.
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Remark 1. The linear Monte Carlo algorithms that yields the upper bounds in Theorem 1 are still
unclear. We conjecture that the lower bounds are also valid for non-linear Monte Carlo methods
in special cases.
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