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Superspecial trigonal curves of genus 5
Momonari Kudo∗† and Shushi Harashita‡
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Abstract
This paper provides an algorithm enumerating superspecial trigonal curves of genus 5 over
finite fields. Executing the algorithm over a computer algebra system Magma, we enumerate
them over finite fields Fpa for any natural number a if p ≤ 7 and for odd a if p ≤ 13.
1. Introduction
Let p be a rational prime. Let K be a perfect field of characteristic p. Let K denote the algebraic
closure of K. By a curve, we mean a nonsingular projective variety of dimension 1. A curve over K
is called superspecial if its Jacobian is isomorphic to a product of supersingular elliptic curves over
K. It is known that C is superspecial if and only if the Frobenius on the first cohomology group
H1(C,OC ) is zero, where OC is the structure sheaf of C. As superspecial curves in characteristic p
often descend to maximal curves over Fp2, they are important objects for example in coding theory.
In the series of papers [13], [14], [15] and [16], we enumerate superspecial curves of genus 4 over
small finite fields and study their automorphism groups. This paper is the first attempt to obtain
an analogous result for genus 5. As the whole moduli space of curves of genus 5 is so huge, we here
restrict ourselves to trigonal ones. Here, a curve C is said to be trigonal if there exists a morphism
C → P1 of degree 3.
In [6, Theorem 1.1], Ekedahl proved that 2g ≤ p2 − p holds if a superspecial curve C of genus g
in characteristic p exists. This implies that there is no superspecial curve of genus 5 in characteristic
p = 2 ,3. The non-existence holds also for p = 5. Indeed, by [13, Lemma 2.2.1], if there were a
superspecial curve of genus 5 in characteristic 5, then there would exist a maximal curve of genus 5
over F25, but this contradicts the fact due to Fuhrmann and Torres [8] that if there exists a maximal
curve of genus g over Fp2 , then 4g ≤ (p− 1)2 or 2g = p2 − p.
In this paper, we enumerate superspecial trigonal curves of genus g = 5 over finite fields Fpa for
any a if p ≤ 7 and for odd a if p ≤ 13. Since the number of isomorphism classes of superspecial
curves depends on the parity of a (cf. [14, Proposition 2.3.1]), it suffices to study the case of a = 1,
2 if p ≤ 7 and the case of a = 1 if p ≤ 13. The main theorems are as follows. We state them
separatedly in characteristic p = 7, 11 and 13 respectively.
Theorem A. There is no superspecial trigonal curve of genus 5 in characteristic 7.
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Theorem B. Any superspecial trigonal curve of genus 5 over F11 is F11-isomorphic to the desin-
gularization of
xyz3 + a1x
5 + a2y
5 = 0 (1.0.1)
in P2, where a1, a2 ∈ F×11, or the desingularization of
(x2 − 2y2)z3 + ax5 + bx4y + (9a)x3y2 + 4bx2y3 + (9a)xy4 + 3by5 = 0 (1.0.2)
in P2, where (a, b) ∈ (F11)⊕2 r {(0, 0)}.
Based on Theorem B, we can find complete representatives of F11-isomorphism classes (resp.
F11-isomorphism classes) of superspecial trigonal curves of genus 5 over F11, see Proposition 5.1.1.
Theorem C. There is no superspecial trigonal curve of genus 5 over F13.
Here, let us describe our strategy to prove Theorems A, B and C. First, we parametrize trigonal
nonsingular curves of genus 5 by quintic plane curves. Concretely, it is shown that each trigonal
curve C of genus 5 over K is the desingularization of a quintic C ′ = V (F ) with a unique singular
point for some quintic form F ∈ K[x, y, z]. It is also shown that the quintic forms defining our
curves are divided into three types.
Second, we present a criterion for the superspeciality of trigonal curves of genus 5. Specifically,
we give a method to compute their Hasse-Witt matrices, which are representation matrices for the
Frobenius on the first cohomology group H1(C,OC). As we have an explicit defining equation
F (x, y, z) = 0 of the singular model C ′, we can compute its Hasse-Witt matrix by known methods,
e.g., [11, Section 5]. However, there is a gap between the Frobenius on H1(C ′,OC′) and that on
H1(C,OC ) since H1(C,OC ) is realized as a quotient space of H1(C ′,OC′) ∼= H2(P2,OP2(−5)). To
solve this problem, we give an explicit basis of the quotient space of H2(P2,O
P
2(−5)), and represent
its image elements by the Frobenius as linear combinations of the basis. Thanks to these explicit
representations, it is proved that the Hasse-Witt matrix of C is determined from certain coefficients
in F p−1. This is an analogous result to previous works on computing Hasse-Witt matrices or
Cartier-Manin matrices of algebraic curves (cf. [18] for the Cartier-Manin matrices of hyperelliptic
curves, and [12, Section 4] for the Hasse-Witt matrices of complete intersections).
Third, we give an algorithm for enumerating singular models V (F ) of superspecial trigonal
curves of genus 5. Regarding unknown coefficients of quintic forms F as indeterminates, we reduce
enumerating them into solving multivariate systems over K derived from our criterion for the
superspeciality. To solve the multivariate systems, we apply the hybrid method [3], which mixes the
brute-force on some coefficients with Gro¨bner bases techniques. In fact, our algorithm doubly uses
the brute-force on coefficients, similarly to the algorithms for the genus 4-case given in [14] and
[15]. For each root, we substitute it into unknown coefficients of F , and decide whether C ′ = V (F )
has a unique singularity or not. In this way, one can collect quintic curves V (F ) such that their
desingularizations are superspecial trigonal curves of genus 5.
Moreover, we also give reductions of the defining equations of the singular models of C. Since
the number of variables deeply affects the efficiency of solving multivariate systems (see, e.g., [2]),
reducing the number of unknown coefficients in F is quite important for our computational enu-
meration to finish in practical time. Using techniques similar to the reduction methods in [13], [14]
and [15], we shall reduce the number as much as possible for each type of the quintic forms.
Executing our enumeration algorithm1 over Magma [4], we have succeeded in finishing all the
computation to enumerate all superspecial trigonal curves of genus 5 over Fq for q = 49, 11 and 13.
1We implemented the algorithm on Magma V2.22-7. All the source codes and log files are available at the web
page of the first author [19].
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This paper is organized as follows. In Section 2, we recall some basic facts on trigonal curves and
study a (singular) model C ′ in P2 of each trigonal curve C of genus 5. After we realize H1(C,OC )
as a quotient of H2(P2,O
P
2(−5)), we present a method to determine the Hasse-Witt matrix of
C, in particular we get an algorithm determining whether C is superspecial or not. In Section 3,
we study reductions of the defining equations of the models in P2 obtained in Section 2 in order
to reduce the number of unknown coefficients of defining equations. This step is indispensable for
making our computational enumeration efficient. After these preparations, the main theorems will
be proved in Section 4. Finally we study in Section 5 the automorphism groups of the superspecial
trigonal curves obtained in the main theorem(s) and the compatibility with the enumeration by the
Galois cohomology theory.
Acknowledgments
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2. Trigonal curves of genus 5
In this section, we parametrize trigonal nonsingular curves of genus 5 by quintic plane curves,
preserving the base field. In the last subsection, we give an algorithm determining whether C is
superspecial, depending on the type of the defining equation of each quintic plane curve.
2.1. General facts on trigonal curves
Let C be a trigonal nonsingular curve of genus g. Let π : C → P1 be a morphism of degree 3. For
the reader’s convenience, we here recall a proof of the fact that C is not hyperelliptic if g ≥ 3 and
the pencil π is unique if g ≥ 5.
Let ρ : C → P1 be a morphism of degree d = 2 or 3. Note that ρ is associated to a linear
subspace M ⊂ H0(C,M) with dimM = 2 for some invertible sheaf M on C of degree d. If
g ≥ 3, then M has to be complete, i.e., M = H0(C,M) by the inequality of Clifford’s theorem
h0(C,M) − 1 ≤ deg(M)/2 (cf. [10, Theorem 5.4]), since M is special (cf. [10, Example 1.3.4]) by
Riemann-Roch
h0(ωC ⊗M−1) = h0(C,M) − deg(M)− 1 + g > 0.
Let L be the invertible sheaf on C making the pencil π : C → P1 chosen first.
Suppose thatM is distinct from L (if d = 3) and that g ≥ 3 if d = 2 and that g ≥ 5 if d = 3. We
shall show that the existence of such aM makes a contradiction. Let s1, s2 be linearly independent
sections of L. Applying the Base-Point-Free Pencil Trick [1, Chap. III, § 3, p.126] to L, M and
s1, s2, we have an exact sequence
0 −−−−→ H0(C,L−1 ⊗M) −−−−→ H0(C,M)⊕2 (s1,s2)−−−−→ H0(C,L ⊗M).
As L and M are distinct, we get h0(C,L−1 ⊗M) = 0 and therefore h0(C,L ⊗M) ≥ 4, and in
particular L⊗M is special by Riemann-Roch. Then by the inequality of Clifford’s theorem again,
we have
h0(C,L ⊗M)− 1 ≤ 3 + d
2
. (2.1.1)
If d = 2, then this is absurd, whence there does not exist such a M, i.e., C is not hyperelliptic.
Also if d = 3, so is this. Indeed by Clifford’s theorem the inequality (2.1.1) has to be strict, since
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C is nonhyperelliptic and L ⊗M is not the structure sheaf nor the canonical sheaf by looking at
its degree.
2.2. Quintic models
Let p be a rational prime. Assume p 6= 2. Let K be a field of characteristic p. To each trigonal
curve C over K, we can associate a quintic in P2K .
Lemma 2.2.1. (1) Let C be a trigonal curve of genus 5 over K. Then C is the desingularization
of a quintic C ′ in P2K such that C
′ has a unique singular point, which is a K-rational point
and has multiplicity 2, i.e., the singular point is either a node or a cusp. Moreover
(i) If C ′ has a node, C ′ can be written as V (F ) in P2 for a single irreducible polynomial
F =
{
xyz3 + f or
(x2 − ǫy2)z3 + f,
where ǫ ∈ K r (K×)2 and f is the sum of monomial terms which can not be divided by
z3.
(ii) If C ′ has a cusp, C ′ can be written as V (F ) in P2 for a single irreducible polynomial
F = x2z3 + f,
where f is the sum of monomial terms which can not be divided by z3 and f contains
non-zero y3z2-term.
(2) Conversely, for C ′ as in (i) or (ii) above with a single singular point, its desingularization is
a trigonal curve of genus 5.
(3) There is a canonical isomorphism from AutK(C) to {µ ∈ AutK(P2) | µ(C ′) = C ′}.
Proof. (1) Let C be a nonsingular trigonal curve of genus 5 over K. Let L be an invertible sheaf
making a pencil C → P1 of degree 3. The uniqueness of such L (Section 2.1) implies that L is
defined over the ground field K.
Let ωC denote the canonical sheaf on C. We have deg(ωC ⊗ L−1) = (2g − 2) − 3 = 5 and
Riemann-Roch for L shows h0(ωC ⊗ L−1) = h0(L) − deg(L) − 1 + g = 3. Moreover ωC ⊗ L−1
has no base-point. Indeed, otherwise, let M be the invertible sheaf whose divisor is obtained by
subtracting the base-point from the divisor of ωC ⊗ L−1, then deg(M) = 4 but still h0(M) = 3.
This contradicts Clifford’s theorem, as C is nonhyperelliptic and M is special but is not ωC nor
OC . The linear system of ωC ⊗ L−1 defines ϕ : C → P2.
Let C ′ denote the image of ϕ. Note that C ′ is a curve of degree 5 in P2. Let δ be the cokernel
of OC′ → OC . The short exact sequence
0 −−−−→ OC′ −−−−→ OC −−−−→ δ −−−−→ 0 (2.2.1)
gives a basic exact short sequence
0 −−−−→ H0(δ) −−−−→ H1(C ′,OC′) −−−−→ H1(C,OC) −−−−→ 0. (2.2.2)
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Recall the general fact (cf. [9, 8.3, Corollary 1. on p. 103]) that for any plane curve C of degree
d and geometric genus g we have
g ≤ (d− 1)(d − 2)
2
−
∑
P
mP (mP − 1)
2
where mP is the multiplicity of C
′ at P (cf. [9, 3.1, p. 32]). This implies that C ′ has a single
singular point having multiplicity 2, since otherwise the geometric genus of C ′ less than 5. By using
a K-automorphism of P2, the singular point is assumed to be at (0, 0, 1) and therefore an equation
F defining C ′ has to be of the form
F = Qz3 + f,
where Q is a quadratic form in x, y and f is the sum of monomial terms which can not be divided
by z3.
If Q is non-degenerate (node case), there exists a linear transform in x, y which sends Q to xy
in the split case and to x2 − ǫy2 in the non-split case for some ǫ ∈ K r (K×)2.
If Q is degenerate (cusp case), there exists a linear transform in x, y which sends Q to x2. Note
that C is normalization of C ′. If the coefficient of y3z2 were zero, then one could write
F = x2g + xy2u+ y4v,
where g, u, v ∈ K[x, y, z] with y ∤ g. Since
(
xg
y2
)2
+ u
(
xg
y2
)
+ vg =
g
y4
F
is zero on C ′, the cokernel δ in (2.2.1) contains the two-dimensional space generated by the images
of xg/y2 and xg/y. Then the genus of C is less than or equal to 4 by (2.2.2).
Assume the coefficient of y3z2 is not zero. Then at least two of x2, xy2 or y3 have the same
order in discrete valuation ring OC,(0:0:1) as the minimal order among monomials in F . From this
we get ord(x) > ord(y), whence x2 and y3 have the same mimimal order. This implies that δ is of
length one which is generated by the class of x/y.
(2) Let C ′ ⊂ P2 be as in (i) or (ii) above. Consider the normalization C → C ′ of C ′. We
denote by ϕ the composition C → C ′ → P2. Set M = ϕ∗O
P
2(1). As M is of degree 5, we
have deg(ωC ⊗ M−1) = 3. By Riemann-Roch, h0(M) − h0(ωC ⊗ M−1) = 1. As h0(M) ≥
h0(O
P
2(1)) = 3, we have h0(ωC ⊗M−1) ≥ 2. Hence M is a special divisor. By Clifford’s theorem
h0(M) ≤ deg(M)/2 + 1 = 7/2. Hence h0(M) = 3 and h0(ωC ⊗M−1) = 2. Thus ωC ⊗M−1 is a
g13 , which is base-point-free by Clifford’s theorem in the same argument as in the second paragraph
of the proof of (1).
(3) Let ν be an automorphism of C over K. By the uniqueness of L, this canonically induces an
automorphism µ of two dimensional projective space |ωC⊗L−1|, which stabilizes C ′. Conversely let
µ be an automorphism of P2 stabilizing C ′. Let τ : C → C ′ be the normalization. By the universal
property of the nomalization, the composition µ ◦ τ : C → C ′ factors as τ ◦ ν for a morphism
ν : C → C. Clearly ν is an automorphism. 
Proposition 2.2.2. Let C ′ be of the form above. The image of the homomorphism in (2.2.2)
H0(δ)→ H1(C ′,OC′) ≃ H2(P2,OP2(−5))
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is the one-dimensional K-vector space generated by
1
xyz3
in the split node case and in the cusp case
and by
1
(x2 − ǫy2)z3 in the non-split node case.
Proof. Node case: First consider the split case. On the affine open subscheme Uz of C
′ defined
by z 6= 0, write F = xyz3 + f and choose u, v with f = u + v such that x2|u and y2|v. Put
w := uv/(xy)2. We substitute 1 for z. The equation(
u
f
)2
− u
f
= −uv
f2
= −x
2y2w
f2
≡ −wmod (F )
says that
u
f
is integral over Uz.
Let us analyze the connecting homomorphismH0(δ)→ H1(C ′,OC′) of (2.2.1). As a lift of H0(δ)
we take (αx, αy, αz) := (0, 0, u/f) ∈ Γ(Ux,O) × Γ(Uy,O) × Γ(Uz ,O). The differences (considered
on Uxy, Uxz, Uyz) of αx, αy, αz give a cocycle, which defines an element of H
1(C ′,OC′): on Uxy we
have βxy := αx − αy = 0 and on Uxz, setting v′ = v/y we have
βxz := αx − αz = −u
f
= −1 + v
f
≡ −1− v
xyz3
= −1− v
′
xz3
.
and on Uyz, setting u
′ = u/x we have
βyz := αy − αz = −u
f
≡ u
xyz3
=
u′
yz3
.
Recall the map H1(C ′,OC′)→ H2(P2,OP2(−5)) is obtained as the connecting homomorphism
of
0 −−−−→ O
P
2(−5) F×−−−−→ O
P
2 −−−−→ OC′ −−−−→ 0. (2.2.3)
The image of H0(δ)→ H1(C ′,OC′)→ H2(P2,OP2(−5)) is obtained by dividing
βxy − βxz + βyz = 0−
(
−1− v
′
xz3
)
+
u′
yz3
=
F
xyz3
.
by F .
In the non-split case, use X = x−√ǫy and Y = x+√ǫy. Then over E := K[√ǫ] with respect to
X,Y, z one can determine as above the image of the mapH0(δ)→ H1(C ′,OC′)→ H2(P2,OP2(−5)).
It is generated by
1
XY z3
=
1
(x2 − ǫy2)z3 .
As the map is defined over K and the compatibility with the base-change with respect to E/K
holds clearly, we have the desired result.
Cusp case: Write F = x2g + y(u+ v) where x2g is the part which does not contain y, and u and
v are polynomials chosen so that x|u and y|v. Put u′ = u/x and v′ = v/y. We claim that xg/(yz3)
is integral over Uz. Indeed, substituting one for z, we get(
xg
y
)2
+ u′
(
xg
y
)
+ v′g ≡ −y(u+ v)g
y2
+
ug
y
+
vg
y
= 0.
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In the same way, we get the desired result replacing u/f by xg/(yz3) in the argument in the node
case above. Specifically we put αx = 0, αy = 0 and αz = xg/(yz
3) over Ux, Uy and Uz respectively,
and get βxy = 0 over Uxy,
βxz = − xg
yz3
= − x
2g
xyz3
≡ u+ v
xz3
over Uxz and βyz = −xg/(yz3) over Uyz. Then the image ofH0(δ)→ H1(C ′,OC′)→ H2(P2,OP2(−5))
is obtained by dividing
βxy − βxz + βyz = −u+ v
xz3
− xg
yz3
= − F
xyz3
by F . 
2.3. Hasse-Witt matrices
Let C be a trigonal curve of genus 5. Let us give a method to obtain a Hasse-Witt matrix of C,
which is a matrix representation of the map F∗C : H1(C,OC )→ H1(C,OC ) induced by the absolute
frobenius FC on C. Let C ′ be the quintic plane curve associated to C, obtained in Lemma 2.2.1.
Here is a basic commutative diagram
H0(δ) //

H2(P2,O
P
2(−5)))
F∗
P2

H1 (C ′,OC′)≃oo
F∗
C′

vv♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
// H1 (C,OC)
F∗
C

H2(P2,O
P
2(−5p)))
F p−1×

H1 (C ′p,OC′p)≃oo
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
H0(δ) // H2(P2,O
P
2(−5))) H1 (C ′,OC′)≃oo // H1 (C,OC) ,
where C ′p is the closed subscheme of P2 defined by (F p), and FS is the absolute Frobenius maps
on a scheme S in characteristic p.
Split node case and cusp case: In this case, the space H1(C,OC) is realized as the quotient of
H2(P2,O
P
2(−5)) by H0(δ) the one-dimensional subspace generated by 1
xyz3
. By the commutative
diagram above, we obtain
Proposition 2.3.1. Let C be a trigonal curve of genus 5 which is of split node type or of cusp type.
Let C ′ = V (F ) be the associated quintic in P2 obtained in Lemma 2.2.1 (1). Let cl,m (1 ≤ l,m ≤ 5)
be the coefficients of the monomials
xpil−imypjl−jmzpkl−km
in F p−1, where (i1, j1, k1) = (3, 1, 1), (i2, j2, k2) = (1, 3, 1), (i3, j3, k3) = (2, 2, 1), (i4, j4, k4) =
(2, 1, 2) and (i5, j5, k5) = (1, 2, 2). Then the Hasse-Witt matrix of C is given by (cl,m) the square
matrix of size 5.
Since C is superspecial if and only if its Hasse-Witt matrix is zero, we get
Corollary 2.3.2. C is superspecial if and only if all the coefficients of the monomials
xpi−i
′
ypj−j
′
zpk−k
′
in F p−1 are zero, where (i, j, k) and (i′, j′, k′) run through (3, 1, 1), (1, 3, 1), (2, 2, 1), (2, 1, 2), (1, 2, 2).
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Non-split node case: The space H1(C,OC) is realized as the quotient of H2(P2,OP2(−5)) by
the one-dimensional subspace generated by
1
(x2 − ǫy2)z3 . As a basis of H
1(C,OC), it is natural
to use the rational functions of the right hand sides of (2.3.1) below. This basis is obtained by
the Zariski cohomology with respect to the open covering (UX , UY , Uz), where X = x −
√
ǫy and
Y = x+
√
ǫy and UX is the part of X 6= 0 and so on. Note
1
X3Y z
+
1
XY 3z
=
2(x2 + ǫy2)
(x2 − ǫy2)3z ,
1√
ǫ
(
1
X3Y z
− 1
XY 3z
)
=
4xy
(x2 − ǫy2)3z ,
1
X2Y 2z
=
1
(x2 − ǫy2)2z , (2.3.1)
1
X2Y z2
+
1
XY 2z2
=
2x
(x2 − ǫy2)2z2 ,
1√
ǫ
(
1
X2Y z2
− 1
XY 2z2
)
=
2y
(x2 − ǫy2)2z2 .
The Hasse-Witt matrix H with respect to the basis consisting of the right hand sides of (2.3.1) is
given by P (p)H ′P−1, where H ′ is the Hasse-Witt matrix with respect to
B1 =
1
X3Y z
, B2 =
1
XY 3z
, B3 =
1
X2Y 2z
, B4 =
1
X2Y z2
, B5 =
1
XY 2z2
, (2.3.2)
i.e., the (i, j)-entry of H ′ (1 ≤ i, j ≤ 5) is the coefficient of the monomial BiB−pj in X,Y, z of
F
(
X + Y
2
,
X − Y
−2√ǫ , z
)p−1
,
and P is the coordinate-change matrix corresponding to (2.3.1)
P =


1 1 0 0 0√
ǫ
−1 −√ǫ−1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0
√
ǫ
−1 −√ǫ−1


and P (p) is obtained by taking the p-th power of each entry of P .
3. Reduction
Let p be a rational prime. Assume p ≥ 5. Let K be the finite field Fq consisting of q = pa elements.
Let ζ be a primitive element of K×.
3.1. Split node case
Proposition 3.1.1. Any trigonal curve over K of split node type has a quintic model in P2 of the
form
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(1) for ai ∈ K,
F = xyz3 + (x3 + b1y
3)z2 + (a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5, (3.1.1)
where b1 ∈ {0, 1} if q ≡ 2 mod 3 and b1 ∈ {0, 1, ζ} if q ≡ 1 mod 3.
(2) for (c1, c2) = (0, 0), (1, 0), (0, 1), (1, 1), (1, ζ) and for ai ∈ K,
F = xyz3 + (c1x
4 + c2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5. (3.1.2)
Proof. Considering z → z+ ax+ by, we can transform the quintic to a quintic whose coefficients of
x2yz2 and xy2z2 are zero. One may write
F = xyz3 + (b0x
3 + b1y
3)z2 + (a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5.
If (b0, b1) 6= (0, 0), then considering the exchange of x and y we may assume b0 6= 0. Consider
(x, y)→ (αx, βy) and the multiplication by (αβ)−1, the coefficients b0 and b1 are transformed into
b0α
2β−1 and b1α−1β2 respectively. Set β := b0α2; then b0 and b1 become 1 and b20b1α
3 respectively.
Thus we may assume that b0 = 1 and b1 is 0 or a representative of an element of K
×/(K×)3, i.e.,
(b0, b1) = (1, 0), (1, 1), (1, ζ), (1, ζ
2). Considering the exchange of x and y again, one may reduce to
(b0, b1) = (1, 0), (1, 1), (1, ζ).
If (b0, b1) = (0, 0), then there exist elements α, β of K
× such that the transformation (x, y) 7→
(αx, βy) and the multiplication by (αβ)−1 to the whole make F the form of (2). 
3.2. Non-split node case
Let ǫ be an element of K× r (K×)2.
Proposition 3.2.1. Any trigonal curve over K of non-split node type has a quintic model in P2
of the form
(1) for ai ∈ K,
F = (x2 − ǫy2)z3 + (x(x2 + 3ǫy2) + by(3x2 + ǫy2))z2
+(a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5, (3.2.1)
where b = 0 if q 6≡ −1mod 3 and otherwise b has three possibilities determined by the condition
that (1, b) is parallel to (1, 0)A with representatives A of C˜/C˜3 (for example b = 0, 6, 10 if
q = 11), where
C˜ =
{(
r ǫs
s r
)∣∣∣∣ (r, s) ∈ K2, (r, s) 6= (0, 0)
}
.
(2) for c = 1, ζ and for ai ∈ K,
F = (x2 − ǫy2)z3 + (cx4 + a2x3y + a3x2y2 + a4xy3 + a5y4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5. (3.2.2)
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(3) for ai ∈ K,
F = (x2 − ǫy2)z3 + a6x5 + a7x4y + a8x3y2 + a9x2y3 + a10xy4 + a11y5. (3.2.3)
Proof. Let V be the K-vector space consisting of cubic forms in x, y over K. As seen in [13, Lemma
4.1.1], the representation V of C˜ defined by γx = rx+ ǫsy and γy = sx+ ry for
γ =
(
r ǫs
s r
)
∈ C˜
is decomposed as V1⊕V2, where V1 = 〈x(x2−ǫy2), y(x2−ǫy2)〉 and V2 = 〈x(x2+3ǫy2), y(3x2+ǫy2)〉.
We write
F = (x2 − ǫy2)z3 + {c1x(x2 − ǫy2) + c2y(x2 − ǫy2) + b1x(x2 + 3ǫy2) + b2y(3x2 + ǫy2)} z2
+(a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5. (3.2.4)
Considering the transformation sending z to z − (c1/3)x − (c2/3)y, we may eliminate the terms of
x(x2 − ǫy2)z2 and y(x2 − ǫy2)z2 from F , i.e., we may assume (c1, c2) = (0, 0).
Put e1 := x(x
2 + 3ǫy2) and e2 := y(3x
2 + ǫy2). It is straightforward to see that the action of
C˜ on V2 is described as b → det(γ)−1γ3b, with respect to b =
(
b1
b2
)
for v = b1e1 + b2e2 ∈ V2. Put
E = K[
√
ǫ]. Use an isomorphism E× ≃ C˜ sending α = r + s√ǫ (r, s ∈ K) to γ =
(
r ǫs
s r
)
, where
det(γ) is equal to the norm N(α) = αq+1 of α. Considering the scalar multiplication by K× on V2,
the set of the orbits of K× × C˜ in V2 r {0} is bijective to
E×/(K×(E×)3) =
{
1 q + 1 6≡ 0mod 3,
E×/(E×)3 q + 1 ≡ 0mod 3,
where the equality follows from K× = N(E×) = (E×)q+1. Thus if (b1, b2) 6= (0, 0) is not zero, then
we have the reduction of the form (1).
Let us consider the case of (b1, b2) = (0, 0):
F = (x2 − ǫy2)z3 + (a1x4 + a2x3y + a3x2y2 + a4xy3 + a5y4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5. (3.2.5)
Note that an element
(
r ǫs
s r
)
of C˜ transforms F to a quintic with x4-coefficient r4a1 + r
3sa2 +
r2s2a3+rs
3a4+s
4a5. If either of a1, a2, a3, a4, a5 is not zero, then r
4a1+r
3sa2+r
2s2a3+rs
3a4+s
4a5
is not zero for some r, s ∈ K× = F×q , since q ≥ 5. Thus, it is enough to consider the case of a1 6= 0
and the case of a1 = a2 = a3 = a4 = a5 = 0. The quintic in the latter case is of the form
(3). In the former case, considering a transformation (x, y, z) 7→ (αx, αy, βz) (α, β ∈ K×) and the
multiplication by (α2β3)−1 to the whole, we can make a1 either of 1, ζ, i.e., we have the reduction
of the form (2). 
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3.3. Cusp case
Proposition 3.3.1. Any trigonal curve over K of cusp type has a quintic model in P2 of the form
F = x2z3 + a1y
3z2 + (a2x
4 + a3x
3y + a4x
2y2 + b1xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + b2xy
4 + a10y
5 (3.3.1)
for ai ∈ K (i = 1, . . . , 10) with a1 6= 0, where b1 ∈ {0, 1} and b2 ∈ {0, 1}.
Proof. Since the coefficient of y3z2 is not zero, considering y → y + cx (c ∈ K), we can transform
the quintic to a quintic whose coefficient of xy2z2 is zero. Next considering z → z + ax + by, we
can fransform the quintic to a quintic whose coefficients of x3z2 and x2yz2 are zero. Thus we may
write F as
F = x2z3 + a1y
3z2 + (a2x
4 + a3x
3y + a4x
2y2 + b1xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + b2xy
4 + a10y
5.
Consider (x, y)→ (αx, βy) and the multiplication by α−2 to the whole, the coefficients b1 and b2 are
transformed into α−1β3b1 and α−1β4b2 respectively. If b1 6= 0, then setting α := β3b1; then b1 and
b2 become 1 and βb
−1
1 b2 respectively. Hence we may assume that b1 = 1 and b2 ∈ {0, 1} by choosing
β appropriately. If b1 = 0, then we may assume that b2 ∈ {0, 1}, by choosing α appropriately. 
4. Main results
In this section, we state our main results and prove them. We put computational parts of the proofs
together in Subsection 4.3. We choose a primitive element ζ(q) of Fq for each q = 49, 11 and 13.
Specifically, we set ζ(49) := −3−√6, ζ(11) := 2 and ζ(13) := 2.
4.1. Superspecial curves
Our main theorems show the (non-)existence of superspecial trigonal curves of genus 5 over Fq for
q = 49, 11 and 13. Specifically, for q = 49 and q = 13, there does not exist such a curve, but
for q = 11, there exist precisely 4 (resp. 1) superspecial trigonal curves of genus 5 over F11, up to
isomorphism over F11 (resp. F11).
Theorem A. There is no superspecial trigonal curve of genus 5 in characteristic 7.
Proof. It suffices to show that there is no superspecial trigonal curve of genus 5 over F49. Indeed,
a superepecial trigonal curve of genus 5 in characteristic 7 descends to a maximal trigonal curve of
genus 5 over F49, which is also superspecial. Let C be a trigonal curve of genus 5 over K = F49.
By Lemma 2.2.1, the trigonal curve C is given as the desingularization of a quintic C ′ = V (F ) in
P2 having a node or a cusp which is the unique singular point of C ′. Here F is a quintic form in
F49[x, y, z]. By Propositions 3.1.1 – 3.3.1, we may also assume that F is a quintic form in either of
the following five cases:
1. Split node case (1):
F = xyz3 + (x3 + b1y
3)z2 + (a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5
for ai ∈ F49 with 1 ≤ i ≤ 11 and for b1 ∈ {0, 1, ζ(49)}.
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2. Split node case (2):
F = xyz3 + (c1x
4 + c2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5
for (c1, c2) = (0, 0), (1, 0), (0, 1), (1, 1), (1, ζ
(49)) and for ai ∈ F49 with 3 ≤ i ≤ 11.
3. Non-split node case (1):
F = (x2 − ǫy2)z3 + (x(x2 + 3ǫy2) + 0 · y(3x2 + ǫy2))z2
+(a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5
for ai ∈ F49 with 1 ≤ i ≤ 11, where ǫ is an element of F×49 r (F×49)2.
4. Non-split node case (2):
F = (x2 − ǫy2)z3 + (cx4 + a2x3y + a3x2y2 + a4xy3 + a5y4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5
for c ∈ {1, ζ(49)} and for ai ∈ F49 with 2 ≤ i ≤ 11.
5. Non-split node case (3):
F = (x2 − ǫy2)z3 + a6x5 + a7x4y + a8x3y2 + a9x2y3 + a10xy4 + a11y5
for ai ∈ F49 with 6 ≤ i ≤ 11.
6. Cusp case:
F = x2z3 + a1y
3z2 + (a2x
4 + a3x
3y + a4x
2y2 + b1xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + b2xy
4 + a10y
5
for ai ∈ F49 with 1 ≤ i ≤ 10 and a1 6= 0, where b1 ∈ {0, 1} and b2 ∈ {0, 1}.
It follows from Propositions 4.3.1 – 4.3.5 in Subsection 4.3 that for each of the above five cases, there
does not exist any quintic form F of the form stated in the case such that the desingularization of
V (F ) is a superspecial trigonal curve of genus 5. 
Theorem B. Any superspecial trigonal curve of genus 5 over F11 is F11-isomorphic to the desin-
gularization of
xyz3 + a1x
5 + a2y
5 = 0 (4.1.1)
in P2, where a1, a2 ∈ F×11, or the desingularization of
(x2 − ǫy2)z3 + ax5 + bx4y + (9a)x3y2 + 4bx2y3 + (9a)xy4 + 3by5 = 0 (4.1.2)
in P2, where ǫ ∈ F×11 r (F×11)2 and (a, b) ∈ (F11)⊕2 r {(0, 0)}.
Proof. Let C be a trigonal curve of genus 5 over K = F11. By the same argument as in the proof
of Theorem A, the curve C is assumed to be given as the desingularization of the quintic in P2
defined by F ∈ F11[x, y, z], where F is a quintic form in either of the following five cases:
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1. Split node case (1):
F = xyz3 + (x3 + b1y
3)z2 + (a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5
for ai ∈ F11 with 1 ≤ i ≤ 11 and for b1 ∈ {0, 1}.
2. Split node case (2):
F = xyz3 + (c1x
4 + c2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5
for (c1, c2) = (0, 0), (1, 0), (0, 1), (1, 1), (1, ζ
(11)) and for ai ∈ F11 with 3 ≤ i ≤ 11.
3. Non-split node case (1):
F = (x2 − ǫy2)z3 + (x(x2 + 3ǫy2) + by(3x2 + ǫy2))z2
+(a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5
for ai ∈ F11 with 1 ≤ i ≤ 11 and for b ∈ {0, 6, 10}, where ǫ is an element of F×11 r (F×11)2.
4. Non-split node case (2):
F = (x2 − ǫy2)z3 + (cx4 + a2x3y + a3x2y2 + a4xy3 + a5y4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5
for c ∈ {1, ζ(11)} and for ai ∈ F11 with 2 ≤ i ≤ 11.
5. Non-split node case (3):
F = (x2 − ǫy2)z3 + a6x5 + a7x4y + a8x3y2 + a9x2y3 + a10xy4 + a11y5
for ai ∈ F11 with 6 ≤ i ≤ 11.
6. Cusp case:
F = x2z3 + a1y
3z2 + (a2x
4 + a3x
3y + a4x
2y2 + b1xy
3 + a5y
4)z
+a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + b2xy
4 + a10y
5
for ai ∈ F11 with 1 ≤ i ≤ 10 and a1 6= 0, where b1 ∈ {0, 1} and b2 ∈ {0, 1}.
It follows from Propositions 4.3.6, 4.3.8 – 4.3.10 in Subsection 4.3 that for each of the cases 1,
3, 4 and 6, there does not exist any quintic form F of the form stated in the case such that the
desingularization of V (F ) is a superspecial trigonal curve of genus 5. By Propositions 4.3.7 and
4.3.9 in Subsection 4.3, the claim holds. 
Theorem C. There is no superspecial trigonal curve of genus 5 over F13.
Proof. Similarly to the proof of Theorem A, the claim follows from Propositions 4.3.11 and 4.3.13
– 4.3.17 in Subsection 4.3. 
Remark 4.1.1. As we mentioned in Section 1, it is theoretically proved that there does not exist
any superspecial trigonal curve of genus 5 over F25. We have also checked this in a way similar to
the (computational) proofs of Theorems A – C, but let us omit to write details in this paper.
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4.2. Algorithms for enumerating superspecial trigonal curves of genus 5
This subsection presents algorithms for enumerating superspecial trigonal curves of genus 5 over
K = Fq. Let C be a trigonal curve of genus 5 over Fq. As we showed in Subsection 2.2, the curve C
is given as the desingularization of a quintic C ′ in P2 having a node or a cusp which is the unique
singular point of C ′. Let F be a quintic form in Fq[x, y, z] defining C ′. The quintic form F is written
as
F =
t∑
i=1
aipi +
u∑
j=1
bjqj, (4.2.1)
where pi’s and qj ’s are monomials of degree 5 or quintic forms with a few monomials, and where
ai’s and bj’s are elements in Fq. Assume that each bj , which is the coefficient of qj, takes an element
in a small range, e.g., {0, 1}. As we showed in Section 3, the forms of F have three cases: (Split
node case), (Non-split node case) and (Cusp case).
Thus, for enumerating all superspecial trigonal curves of genus 5 over K = Fq, it suffices to
enumerate irreducible quintic forms F ∈ Fq[x, y, z] of the form (4.2.1) such that
• V (F ) has a node or a cusp which is its unique singular point, and
• the desingularization of V (F ) is superspecial and it has (geometric) genus 5,
in each of the three cases.
4.2.1. Algorithm for (Split node case) and (Cusp case)
Here, we give an algorithm for (Split node case) and (Cusp case). For simplicity, we assume that
F is of the form F =
∑t
i=1 aipi for some quintic forms pi’s in Fq[x, y, z].
Enumeration Algorithm 1
Input: (i) A rational prime p, (ii) a power q of the prime p, and (iii) a set {p1, . . . , pt} of quintic
forms in Fq[x, y, z].
Output: A list of quintic forms of the form
∑t
i=1 aipi for ai ∈ Fq with 1 ≤ i ≤ t.
Let F := ∅, and
(0) Regard some unknown coefficients in F =
∑t
i=1 aipi as indeterminates. Specifically, choose
1 ≤ s1 ≤ t and indices 1 ≤ k1 < · · · < ks1 ≤ t, and then regard ak1 , . . . , aks1 as indeterminates.
Assume for simplicity that the first s1 coefficients a1, . . . , as1 with s1 ≤ t are indeterminates
here, i.e., we take (k1, . . . , ks1) to be (1, . . . , s1). The remaining part (as1+1, . . . , at) runs
through a subset A1 ⊂ (Fq)⊕t−s1 .
For each (cs1+1, . . . , ct) ∈ A1, proceed with the following three steps:
(1) Substitute respectively cs1+1, . . . , ct into as1+1, . . . , at in F , and compute h := F
p−1 over
Fq[a1, . . . , as1 ][x, y, z].
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(2) Regard some unknown coefficients among a1, . . . , as1 as indeterminates. Specifically, choose
1 ≤ s2 ≤ s1 and indices 1 ≤ i1 < · · · < is2 ≤ s1, and then regard ai1 , . . . , ais2 as indetermi-
nates. Assume for simplicity that the first s2 coefficients a1, . . . , as2 with s2 ≤ s1 are indeter-
minates here, i.e., we take (i1, . . . , is2) to be (1, . . . , s2). The remaining part (as2+1, . . . , as1)
runs through a subset A2 ⊂ (Fq)⊕s1−s2 .
(3) Let S ⊂ Fq[a1, . . . , as1 ] be the set of the coefficients of the 25 monomials in h = F p−1, given
in Corollary 2.3.2. We proceed with the following three steps for each (cs2+1, . . . , cs1) ∈ A2:
(a) For each f ∈ S, substitute respectively cs2+1, . . . , cs1 into as2+1, . . . , as1 in f . Put
S ′ := {f(a1, . . . , as2 , cs2+1, . . . , cs1) : f ∈ S} ∪ {as2+1 − cs2+1, . . . as1 − cs1}.
(b) Solve the multivariate system g = 0 for all g ∈ S ′ over Fq with known algorithms via the
Gro¨bner basis computation (e.g., an algorithm given in [16, Subsection 2.3]).
(c) For each root of the above system, substitute it into corresponding unknown coefficients
in F , and decide whether C ′ = V (F ) has just one singular point or not. If C ′ has just
one singular point, replace F by F ∪ {F}.
Return F .
Proposition 4.2.1. With notation as above, Enumeration Algorithm 1 outputs the list of all the
quintic forms of the form F =
∑t
i=1 aipi such that if F is irreducible over Fq, the desingularizations
of V (F ) ⊂ P2 are superspecial trigonal curves of genus 5 over Fq.
Proof. This follows immediately from Corollary 2.3.2 together with the construction of the algo-
rithm. 
4.2.2. Algorithm for (Non-split node case)
We give an algorithm for the non-split node case. For simplicity, we assume that F is of the form
F =
∑t
i=1 aipi for some quintic forms pi’s in Fq[x, y, z]. Let ǫ be an element in F
×
q r (F
×
q )
2.
Enumeration Algorithm 2
Input: (i) A rational prime p, (ii) a power q of the prime p, and (iii) a set {p1, . . . , pt} of quintic
forms in Fq[x, y, z].
Output: A list of quintic forms of the form
∑t
i=1 aipi for ai ∈ Fq with 1 ≤ i ≤ t.
Construct the quadratic extension field K ′ := Fq[t]/〈t2 − ǫ〉 ∼= Fq2 , where we interpret t =
√
ǫ.
Compute
P =


1 1 0 0 0√
ǫ
−1 −√ǫ−1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0
√
ǫ
−1 −√ǫ−1


and P−1. Compute P (p), which is the matrix obtained by taking the p-th power of each entry of P .
Let F := ∅, and
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(0) Regard some unknown coefficients in F =
∑t
i=1 aipi as indeterminates. Specifically, choose
1 ≤ s1 ≤ t and indices 1 ≤ k1 < · · · < ks1 ≤ t, and then regard ak1 , . . . , aks1 as indeterminates.
Assume for simplicity that the first s1 coefficients a1, . . . , as1 with s1 ≤ t are indeterminates
here, i.e., we take (k1, . . . , ks1) to be (1, . . . , s1). The remaining part (as1+1, . . . , at) runs
through a subset A1 ⊂ (Fq)⊕t−s1 .
For each (cs1+1, . . . , ct) ∈ A1, proceed with the following five steps:
(1) Substitute respectively cs1+1, . . . , ct into as1+1, . . . , at in F , and compute h := F
p−1 over
K ′[a1, . . . , as1 ][x, y, z].
(2) Regard some unknown coefficients among a1, . . . , as1 as indeterminates. Specifically, choose
1 ≤ s2 ≤ s1 and indices 1 ≤ i1 < · · · < is2 ≤ s1, and then regard ai1 , . . . , ais2 as indetermi-
nates. Assume for simplicity that the first s2 coefficients a1, . . . , as2 with s2 ≤ s1 are indeter-
minates here, i.e., we take (i1, . . . , is2) to be (1, . . . , s2). The remaining part (as2+1, . . . , as1)
runs through a subset A2 ⊂ (Fq)⊕s1−s2 .
(3) Substitute X+Y2 and
X−Y
−2√ǫ into x and y in h = F
p−1. Let h′ denote the polynomial transformed
from h by the above substitution.
(4) LetH ′ be the Hasse-Witt matrix with respect to (2.3.2), i.e., the (i, j)-entry ofH ′ (1 ≤ i, j ≤ 5)
is the coefficient of the monomial BiB
−p
j in h
′. Here Bi for 1 ≤ i ≤ 5 are given in (2.3.2).
(5) Compute H := P (p)H ′P−1. Let S be the set of the 25 entries of H. Note that S ⊂
Fq[a1, . . . , as1 ]. We proceed with the following three steps for each (cs2+1, . . . , cs1) ∈ A2:
(a) For each f ∈ S, substitute respectively cs2+1, . . . , cs1 into as2+1, . . . , as1 in f . Put
S ′ := {f(a1, . . . , as2 , cs2+1, . . . , cs1) : f ∈ S} ∪ {as2+1 − cs2+1, . . . as1 − cs1}.
(b) Solve the multivariate system g = 0 for all g ∈ S ′ over Fq with known algorithms via the
Gro¨bner basis computation.
(c) For each root of the above system, substitute it into corresponding unknown coefficients
in F , and decide whether C ′ = V (F ) has just one singular point or not. If C ′ has just
one singular point, replace F by F ∪ {F}.
Return F .
Proposition 4.2.2. With notation as above, Enumeration Algorithm 2 outputs the list of all the
quintic forms of the form F =
∑t
i=1 aipi such that if F is irreducible over Fq, the desingularizations
of V (F ) ⊂ P2 are superspecial trigonal curves of genus 5 over Fq.
Proof. This follows from Corollary 2.3.2 together with the construction of the algorithm. 
4.3. Computational parts of our proofs of the main theorems
In this subsection, we give computational results for the proofs of our main theorems (Theorems
A, B and C). The computational results are obtained by executing Enumeration Algorithms 1 and
2 in Subsection 4.2. We implemented and executed the algorithms over Magma V2.22-7 [4] in its
64-bit version (for details on the implementation, see Subsection 4.4).
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4.3.1. Split node case (1) with q = p2 = 49
Proposition 4.3.1. Consider the quintic form
F =xyz3 + (x3 + b1y
3)z2 + (a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5,
(4.3.1)
where ai ∈ F49 for 1 ≤ i ≤ 11 and b1 ∈ {0, 1, ζ(49)}. Then there does not exist any quintic form F
of the form (4.3.1) such that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of
genus 5.
Proof. Put t = 11, u = 3 and
{p1, . . . , pt} = {x4z, x3yz, x2y2z, xy3z, y4z, x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {y3z2, xyz3, x3z2}.
For each b1 ∈ {0, 1, ζ(49)}, execute Enumeration Algorithm 1 given in Subsection 4.2. We here give
an outline of our computation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1,
A2 and a term ordering in the algorithm.
(0) We set s1 := 11, and (k1, . . . , ks1) := (1, . . . , 11) (we regard the 11 coefficients a1, a2, a3, a4,
a5, a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := ∅.
We proceed with the following three steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F49[a1, . . . , a11][x, y, z], where
a1, . . . , a11 are indeterminates, and (b2, b3) = (1, 1).
(2) We set s2 := 9, and (i1, . . . , is2) := (2, 4, 5, 6, 7, 8, 9, 10, 11) (we regard the 9 coefficients a2,
a4, a5, a6, a7, a8, a9, a10 and a11 as indeterminates). For the Gro¨bner basis computation
in F49[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] below, we adopt the graded reverse lexicographic
(grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F49[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 :=
(F49)
⊕2.
(3) Let S ⊂ F49[a1, . . . , a11] be the set of the coefficients of the 25 monomials in h, given in
Corollary 2.3.2. We proceed with the following three steps for each (c1, c3) ∈ A2 = (F49)⊕2:
(a) For each f ∈ S, substitute respectively c1 and c3 into a1 and a3 in f . Put
S ′ := {f(c1, a2, c3, a4, . . . , a11) : f ∈ S} ∪ {a1 − c1, a3 − c3}.
(b) Solve the multivariate system g = 0 for all g ∈ S ′ over F49 with known algorithms via
the Gro¨bner basis computation.
(c) For each root of the above system, substitute it into corresponding unknown coefficients
in F , and decide whether C = V (F ) has just one node or not.
From the outputs, we have that there does not exist any quintic form F of the form (4.3.1) such
that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
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4.3.2. Split node case (2) with q = p2 = 49
Proposition 4.3.2. Consider the quintic form
F =xyz3 + (c1x
4 + c2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5,
(4.3.2)
where ai ∈ F49 for 3 ≤ i ≤ 11 and (c1, c2) ∈ {(0, 0), (1, 0), (0, 1), (1, 1), (1, ζ(49))}. Then there does
not exist any quintic form F of the form (4.3.2) such that the desingularization of V (F ) ⊂ P2 is a
superspecial trigonal curve of genus 5.
Proof. Put t = 11, u = 1 and
{p1, . . . , pt} = {x4z, x3yz, x2y2z, xy3z, y4z, x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {xyz3}.
Execute Enumeration Algorithm 1 given in Subsection 4.2. We here give an outline of our compu-
tation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1, A2 and a term ordering
in the algorithm.
(0) We set s1 := 11, and (k1, . . . , ks1) := (1, . . . , 11) (we regard the 11 coefficients a1, a2, a3, a4,
a5, a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := ∅.
We proceed with the following three steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F49[a1, . . . , a11][x, y, z], where
a1, . . . , a11 are indeterminates and b1 = 1.
(2) We set s2 := 9, and (i1, . . . , is2) := (3, 4, 5, 6, 7, 8, 9, 10, 11) (we regard the 9 coefficients a3,
a4, a5, a6, a7, a8, a9, a10 and a11 as indeterminates). For the Gro¨bner basis computation
in F49[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] in (3), we adopt the graded reverse lexicographic
(grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F49[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 :=
{(0, 0), (1, 0), (0, 1), (1, 1), (1, ζ(49))}.
(3) Let S ⊂ F49[a1, . . . , a11] be the set of the coefficients of the 25 monomials in h, given in
Corollary 2.3.2. For each (c1, c2) ∈ A2, conduct procedures similar to the proof of Proposition
4.3.1.
From the outputs, we have that there does not exist any quintic form F of the form (4.3.2) such
that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
4.3.3. Non-split node case (1) with q = p2 = 49
Proposition 4.3.3. Consider the quintic form
F =(x2 − ǫy2)z3 + x(x2 + 3ǫy2)z2 + 0 · y(3x2 + ǫy2)z2
+ (a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5,
(4.3.3)
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where ai ∈ F49 for 1 ≤ i ≤ 11, and ǫ ∈ F×49 r (F×49)2. Then there does not exist any quintic form F
of the form (4.3.3) such that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of
genus 5.
Proof. Put t = 11, u = 3 and
{p1, . . . , pt} = {x4z, x3yz, x2y2z, xy3z, y4z, x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {(x2 − ǫy2)z3, x(x2 + 3ǫy2)z2, y(3x2 + ǫy2)z2}.
Execute Enumeration Algorithm 2 given in Subsection 4.2. We here give an outline of our compu-
tation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1, A2 and a term ordering
in the algorithm.
First construct the quadratic extension field K ′ := F49[T ]/〈T 2 − ǫ〉 ∼= F492 , where we interpret
T =
√
ǫ. Compute
P =


1 1 0 0 0√
ǫ
−1 −√ǫ−1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0
√
ǫ
−1 −√ǫ−1


and P−1. Compute P (7), which is the matrix obtained by taking the 7-th power of each entry of P .
(0) We set s1 := 11, and (k1, . . . , ks1) := (1, . . . , 11) (we regard the 11 coefficients a1, a2, a3, a4,
a5, a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := ∅.
We proceed with the following five steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F49[a1, . . . , a11][x, y, z], where
a1, . . . , a11 are indeterminates and (b1, b2, b3) = (1, 1, 0).
(2) We set s2 := 9, and (i1, . . . , is2) := (1, 3, 5, 6, 7, 8, 9, 10, 11) (we regard the 9 coefficients a1,
a3, a5, a6, a7, a8, a9, a10 and a11 as indeterminates). For the Gro¨bner basis computation
in F49[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] in (5), we adopt the graded reverse lexicographic
(grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F49[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 :=
(F49)
⊕2.
(3) Substitute X+Y2 and
X−Y
−2√ǫ into x and y in h. Let h
′ denote the polynomial transformed from
h by the above substitution.
(4) LetH ′ be the Hasse-Witt matrix with respect to (2.3.2), i.e., the (i, j)-entry ofH ′ (1 ≤ i, j ≤ 5)
is the coefficient of the monomial BiB
−p
j in h
′. Here Bi for 1 ≤ i ≤ 5 are given in (2.3.2).
(5) Compute H := P (7)H ′P−1. Let S be the set of the 25 entries of H. Note that S ⊂
F49[a1, . . . , a11]. For each (c2, c4) ∈ A2, conduct procedures similar to the proof of Propo-
sition 4.3.1.
From the outputs, we have that there does not exist any quintic form F of the form (4.3.3) such
that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
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4.3.4. Non-split node case (2) and (3) with q = p2 = 49
Proposition 4.3.4. Consider the quintic form
F =(x2 − ǫy2)z3 + (cx4 + a2x3y + a3x2y2 + a4xy3 + a5y4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5,
(4.3.4)
where ai ∈ F49 for 2 ≤ i ≤ 11, c ∈ {0, 1, ζ(49)} and ǫ ∈ F×49 r (F×49)2. Then there does not exist any
quintic form F of the form (4.3.4) such that the desingularization of V (F ) ⊂ P2 is a superspecial
trigonal curve of genus 5.
Proof. Put t = 11, u = 1 and
{p1, . . . , pt} = {x4z, x3yz, x2y2z, xy3z, y4z, x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {(x2 − ǫy2)z3}.
Execute Enumeration Algorithm 2 given in Subsection 4.2. We here give an outline of our compu-
tation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1, A2 and a term ordering
in the algorithm.
First construct the quadratic extension field K ′ := F49[T ]/〈T 2 − ǫ〉 ∼= F492 , where we interpret
T =
√
ǫ. Compute
P =


1 1 0 0 0√
ǫ
−1 −√ǫ−1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0
√
ǫ
−1 −√ǫ−1


and P−1. Compute P (7), which is the matrix obtained by taking the 7-th power of each entry of P .
(0) We set s1 := 11, and (k1, . . . , ks1) := (1, . . . , 11) (we regard the 11 coefficients a1, a2, a3, a4,
a5, a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := ∅.
We proceed with the following five steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F49[a1, . . . , a11][x, y, z], where
a1, . . . , a11 are indeterminates and b1 = 1.
(2) We set s2 := 9, and (i1, . . . , is2) := (3, 4, 5, 6, 7, 8, 9, 10, 11) (we regard the 9 coefficients a3,
a4, a5, a6, a7, a8, a9, a10 and a11 as indeterminates). For the Gro¨bner basis computation
in F49[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] in (5), we adopt the graded reverse lexicographic
(grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F49[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 :=
{0, 1, ζ(49)} ⊕ F49.
(3) Substitute X+Y2 and
X−Y
−2√ǫ into x and y in h. Let h
′ denote the polynomial transformed from
h by the above substitution.
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(4) LetH ′ be the Hasse-Witt matrix with respect to (2.3.2), i.e., the (i, j)-entry ofH ′ (1 ≤ i, j ≤ 5)
is the coefficient of the monomial BiB
−p
j in h
′.
(5) Compute H := P (7)H ′P−1. Let S be the set of the 25 entries of H. Note that S ⊂
F49[a1, . . . , a11]. For each (c1, c2) ∈ A2, conduct procedures similar to the proof of Propo-
sition 4.3.1.
From the outputs, we have that there does not exist any quintic form F of the form (4.3.4) such
that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
4.3.5. Cusp case with q = p2 = 49
Proposition 4.3.5. Consider the quintic form
F =x2z3 + a1y
3z2 + (a2x
4 + a3x
3y + a4x
2y2 + b1xy
3 + a5y
4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + b2xy
4 + a10y
5,
(4.3.5)
where ai ∈ F49 for 1 ≤ i ≤ 10 with a1 6= 0 and (b1, b2) ∈ {(0, 0), (1, 0), (0, 1), (1, 1)}. Then there
does not exist any quintic form F of the form (4.3.5) such that the desingularization of V (F ) ⊂ P2
is a superspecial trigonal curve of genus 5.
Proof. Put t = 10, u = 3 and
{p1, . . . , pt} = {y3z2, x4z, x3yz, x2y2z, y4z, x5, x4y, x3y2, x2y3, y5},
{q1, . . . , qu} = {xy3z, xy4, x2z3}.
For each (b1, b2) ∈ {(0, 0), (1, 0), (0, 1), (1, 1)}, execute Enumeration Algorithm 1 given in Subsection
4.2. We here give an outline of our computation together with our choices of s1, s2, {k1, . . . , ks1},
{i1, . . . , is2}, A1, A2 and a term ordering in the algorithm.
(0) We set s1 := 10, and (k1, . . . , ks1) := (1, . . . , 10) (we regard the 10 coefficients a1, a2, a3, a4,
a5, a6, a7, a8, a9 and a10 as indeterminates). Let A1 := ∅.
We proceed with the following three steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F49[a1, . . . , a10][x, y, z], where
a1, . . . , a10 are indeterminates and b3 = 1.
(2) We set s2 := 9, and (i1, . . . , is2) := (2, 3, 4, 5, 6, 7, 8, 9, 10) (we regard the 9 coefficients a2,
a3, a4, a5, a6, a7, a8, a9 and a10 as indeterminates). For the Gro¨bner basis computation
in F49[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10] in (3), we adopt the graded reverse lexicographic
(grevlex) order with
a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F49[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 := F×49.
(3) Let S ⊂ F49[a1, . . . , a10] be the set of the coefficients of the 25 monomials in h, given in
Corollary 2.3.2. For each c1 ∈ A2, conduct procedures similar to the proof of Proposition
4.3.1.
From the outputs, we have that there does not exist any quintic form F of the form (4.3.5) such
that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
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4.3.6. Split node case (1) with q = p = 11
Proposition 4.3.6. Consider the quintic form
F =xyz3 + (x3 + b1y
3)z2 + (a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5,
(4.3.6)
where ai ∈ F11 for 1 ≤ i ≤ 11 and b1 ∈ {0, 1}. Then there does not exist any quintic form F of the
form (4.3.6) such that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus
5.
Proof. Put t = 11, u = 3 and
{p1, . . . , pt} = {x4z, x3yz, x2y2z, xy3z, y4z, x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {y3z2, x3z2, xyz3}.
We divide our computation into the following two cases (this is our technical strategy to avoid the
out of memory errors).
(i) Case of b1 6= 0 (i.e., b1 = 1). Execute Enumeration Algorithm 1 given in Subsection 4.2. We
here give an outline of our computation together with our choices of s1, s2, {k1, . . . , ks1},
{i1, . . . , is2}, A1, A2 and a term ordering in the algorithm.
(0) We set s1 := 11, and (k1, . . . , ks1) := (1, . . . , 11) (we regard the 11 coefficients a1, a2, a3,
a4, a5, a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := ∅.
We proceed with the following three steps:
(1) Compute F :=
∑t
i=1 aipi+
∑u
j=1 bjqj and h := (F )
p−1 over F11[a1, . . . , a11][x, y, z], where
a1, . . . , a11 are indeterminates and (b2, b3) = (1, 1).
(2) We set s2 := 8, and (i1, . . . , is2) := (1, 2, 3, 6, 7, 8, 9, 10) (we regard the 8 coefficients
a1, a2, a3, a6, a7, a8, a9 and a10 as indeterminates). For the Gro¨bner basis compu-
tation in F11[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] in (3), we adopt the graded reverse
lexicographic (grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F11[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put
A2 := (F11)⊕3.
(3) Let S ⊂ F11[a1, . . . , a11] be the set of the coefficients of the 25 monomials in h, given in
Corollary 2.3.2. For each (c4, c5, c11) ∈ A2, conduct procedures similar to the proof of
Proposition 4.3.1.
(ii) Case of b1 = 0. Execute Enumeration Algorithm 1 given in Subsection 4.2. We here give an
outline of our computation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1,
A2 and a term ordering in the algorithm.
(0) We set s1 := 11, and (k1, . . . , ks1) := (1, . . . , 11) (we regard the 11 coefficients a1, a2, a3,
a4, a5, a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := ∅.
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We proceed with the following three steps:
(1) Compute F :=
∑t
i=1 aipi+
∑u
j=1 bjqj and h := (F )
p−1 over F11[a1, . . . , a11][x, y, z], where
a1, . . . , a11 are indeterminates and (b2, b3) = (1, 1).
(2) We set s2 := 7, and (i1, . . . , is2) := (5, 6, 7, 8, 9, 10, 11) (we regard the 7 coefficients
a5, a6, a7, a8, a9, a10 and a11 as indeterminates). For the Gro¨bner basis computation
in F11[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] in (3), we adopt the graded reverse lexico-
graphic (grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F11[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put
A2 := (F11)⊕4.
(3) Let S ⊂ F11[a1, . . . , a11] be the set of the coefficients of the 25 monomials in h, given in
Corollary 2.3.2. For each (c1, c2, c3, c4) ∈ A2, conduct procedures similar to the proof of
Proposition 4.3.1.
From the outputs, we have that there does not exist any quintic form F of the form (4.3.6) such
that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
4.3.7. Split node case (2) with q = p = 11
Proposition 4.3.7. Consider the quintic form
F =xyz3 + (c1x
4 + c2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5,
(4.3.7)
where ai ∈ F11 for 3 ≤ i ≤ 11 and (c1, c2) ∈ {(0, 0), (1, 0), (0, 1), (1, 1), (1, ζ(11))}. Then the desingu-
larization of V (F ) ⊂ P2 is superspecial if and only if a6, a11 ∈ F×11, ai = 0 for i = 3, . . . , 5, 7, . . . 10
and c1 = c2 = 0.
Proof. Put t = 11, u = 1 and
{p1, . . . , pt} = {x4z, x3yz, x2y2z, xy3z, y4z, x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {xyz3}.
Execute Enumeration Algorithm 1 given in Subsection 4.2. We here give an outline of our compu-
tation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1, A2 and a term ordering
in the algorithm.
(0) We set s1 := 11, and (k1, . . . , ks1) := (1, . . . , 11) (we regard the 11 coefficients a1, a2, a3, a4,
a5, a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := ∅.
We proceed with the following three steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F11[a1, . . . , a11][x, y, z], where
a1, . . . , a11 are indeterminates and b1 = 1.
23
(2) We set s2 := 7, and (i1, . . . , is2) := (5, 6, 7, 8, 9, 10, 11) (we regard the 7 coefficients a5, a6,
a7, a8, a9, a10 and a11 as indeterminates). For the Gro¨bner basis computation in the polyno-
mial ring F11[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] in (3), we adopt the graded reverse lexico-
graphic (grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1.
Put A2 := {(0, 0), (1, 0), (0, 1), (1, 1), (1, ζ(11))} ⊕ (F11)⊕2.
(3) Let S ⊂ F11[a1, . . . , a11] be the set of the coefficients of the 25 monomials in h, given in
Corollary 2.3.2. For each (c1, c2, c3, c4) ∈ A2, conduct procedures similar to the proof of
Proposition 4.3.1.
Each quintic form obtained as an element of the output is irreducible over F11, which we check
by the method for the irreducibility test given in Appendix A. From the outputs, we have that
the desingularization of V (F ) ⊂ P2 is superspecial if and only if a6, a11 ∈ F×11, ai = 0 for i =
3, . . . , 5, 7, . . . 10 and c1 = c2 = 0. 
4.3.8. Non-split node case (1) with q = p = 11
Proposition 4.3.8. Consider the quintic form
F =(x2 − ǫy2)z3 + x(x2 + 3ǫy2)z2 + by(3x2 + ǫy2))z2
+ (a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5,
(4.3.8)
where ai ∈ F11 for 1 ≤ i ≤ 11, b ∈ {0, 6, 10} and ǫ ∈ F×11 r (F×11)2. Then there does not exist any
quintic form F of the form (4.3.8) such that the desingularization of V (F ) ⊂ P2 is superspecial.
Proof. Put t = 11, u = 3 and
{p1, . . . , pt} = {x4z, x3yz, x2y2z, xy3z, y4z, x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {y(3x2 + ǫy2))z2, (x2 − ǫy2)z3, x(x2 + 3ǫy2)z2}.
For each b ∈ {0, 6, 10}, execute Enumeration Algorithm 2 given in Subsection 4.2. We here give an
outline of our computation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1, A2
and a term ordering in the algorithm.
First construct the quadratic extension field K ′ := F11[T ]/〈T 2 − ǫ〉 ∼= F121, where we interpret
T =
√
ǫ. Compute
P =


1 1 0 0 0√
ǫ
−1 −√ǫ−1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0
√
ǫ
−1 −√ǫ−1


and P−1. Compute P (11), which is the matrix obtained by taking the 11-th power of each entry of
P .
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(0) We set s1 := 11, and (k1, . . . , ks1) := (1, . . . , 11) (we regard the 11 coefficients a1, a2, a3, a4,
a5, a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := ∅.
We proceed with the following five steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F11[a1, . . . , a11][x, y, z], where
a1, . . . , a11 are indeterminates and (b1, b2, b3) = (b, 1, 1).
(2) We set s2 := 6, and (i1, . . . , is2) := (6, 7, 8, 9, 10, 11) (we regard the 6 coefficients a6, a7, a8,
a9, a10 and a11 as indeterminates). For the Gro¨bner basis computation in the polynomial ring
F11[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] in (5), we adopt the graded reverse lexicographic
(grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F11[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 :=
(F11)
⊕5.
(3) Substitute X+Y2 and
X−Y
−2√ǫ into x and y in h. Let h
′ denote the polynomial transformed from
h by the above substitution.
(4) LetH ′ be the Hasse-Witt matrix with respect to (2.3.2), i.e., the (i, j)-entry ofH ′ (1 ≤ i, j ≤ 5)
is the coefficient of the monomial BiB
−p
j in h
′.
(5) Compute H := P (11)H ′P−1. Let S be the set of the 25 entries of H. Note that S ⊂
F11[a1, . . . , a11]. For each (c1, c2, c3, c4, c5) ∈ A2, conduct procedures similar to the proof of
Proposition 4.3.1.
From the outputs, we have that there does not exist any quintic form F ∈ F11[x, y, z] of the form
(4.3.8) such that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
4.3.9. Non-split node case (2) and (3) with q = p = 11
Proposition 4.3.9. Consider the quintic form
F =(x2 − ǫy2)z3 + (cx4 + a2x3y + a3x2y2 + a4xy3 + a5y4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5,
(4.3.9)
where ai ∈ F11 for 2 ≤ i ≤ 11, c ∈ {0, 1, ζ(11)} and ǫ ∈ F×11 r (F×11)2. Then the desingularization of
V (F ) is superspecial if and only if (a6, a7) ∈ (F11)⊕2r{(0, 0)}, a8 = a10 = 9a6, a9 = 4a7, a11 = 3a7,
ai = 0 for i = 2, 3, 4, 5 and c = 0.
Proof. Put t = 11, u = 1 and
{p1, . . . , pt} = {x4z, x3yz, x2y2z, xy3z, y4z, x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {(x2 − ǫy2)z3}.
Execute Enumeration Algorithm 2 given in Subsection 4.2. We here give an outline of our compu-
tation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1, A2 and a term ordering
in the algorithm.
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First construct the quadratic extension field K ′ := F11[T ]/〈T 2 − ǫ〉 ∼= F121, where we interpret
T =
√
ǫ. Compute
P =


1 1 0 0 0√
ǫ
−1 −√ǫ−1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0
√
ǫ
−1 −√ǫ−1


and P−1. Compute P (11), which is the matrix obtained by taking the 11-th power of each entry of
P .
(0) We set s1 := 11, and (k1, . . . , ks1) := (1, . . . , 11) (we regard the 11 coefficients a1, a2, a3, a4,
a5, a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := ∅.
We proceed with the following five steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F11[a1, . . . , a11][x, y, z], where
a1, . . . , a11 are indeterminates and b1 = 1.
(2) We set s2 := 6, and (i1, . . . , is2) := (6, 7, 8, 9, 10, 11) (we regard the 6 coefficients a6, a7, a8,
a9, a10 and a11 as indeterminates). For the Gro¨bner basis computation in the polynomial ring
F11[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] in (5), we adopt the graded reverse lexicographic
(grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F11[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 :=
{0, 1, ζ(11)} ⊕ (F11)⊕4.
(3) Substitute X+Y2 and
X−Y
−2√ǫ into x and y in h. Let h
′ denote the polynomial transformed from
h by the above substitution.
(4) LetH ′ be the Hasse-Witt matrix with respect to (2.3.2), i.e., the (i, j)-entry ofH ′ (1 ≤ i, j ≤ 5)
is the coefficient of the monomial BiB
−p
j in h
′.
(5) Compute H := P (11)H ′P−1. Let S be the set of the 25 entries of H. Note that S ⊂
F11[a1, . . . , a11]. For each (c1, c2, c3, c4, c5) ∈ A2, conduct procedures similar to the proof of
Proposition 4.3.1.
Each quintic form obtained as an element of the output is irreducible over F11, which we check by
the method for the irreducibility test given in Appendix A. From the outputs, we have that the
desingularization of V (F ) is superspecial if and only if (a6, a7) ∈ (F11)⊕2r {(0, 0)}, a8 = a10 = 9a6,
a9 = 4a7, a11 = 3a7, ai = 0 for i = 2, 3, 4, 5 and c = 0. 
4.3.10. Cusp case with q = p = 11
Proposition 4.3.10. Consider the quintic form
F =x2z3 + a1y
3z2 + (a2x
4 + a3x
3y + a4x
2y2 + b1xy
3 + a5y
4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + b2xy
4 + a10y
5,
(4.3.10)
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where ai ∈ F11 for 1 ≤ i ≤ 10 with a1 6= 0 and (b1, b2) ∈ {(0, 0), (1, 0), (0, 1), (1, 1)}. Then there does
not exist any quintic form F of the form (4.3.10) such that the desingularization of V (F ) ⊂ P2 is
a superspecial trigonal curve of genus 5.
Proof. Put t = 10, u = 3 and
{p1, . . . , pt} = {y3z2, x4z, x3yz, x2y2z, y4z, x5, x4y, x3y2, x2y3, y5},
{q1, . . . , qu} = {xy3z, xy4, x2z3}.
For each (b1, b2) ∈ {(0, 0), (1, 0), (0, 1), (1, 1)}, execute Enumeration Algorithm 1 given in Subsection
4.2. We here give an outline of our computation together with our choices of s1, s2, {k1, . . . , ks1},
{i1, . . . , is2}, A1, A2 and a term ordering in the algorithm.
(0) We set s1 := 10, and (k1, . . . , ks1) := (1, . . . , 10) (we regard the 10 coefficients a1, a2, a3, a4,
a5, a6, a7, a8, a9 and a10 as indeterminates). Let A1 := ∅.
We proceed with the following three steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F11[a1, . . . , a10][x, y, z], where
a1, . . . , a10 are indeterminates and b3 = 1.
(2) We set s2 := 7, and (i1, . . . , is2) := (2, 4, 6, 7, 8, 9, 10) (we regard the 7 coefficients a2, a4, a6,
a7, a8, a9 and a10 as indeterminates). For the Gro¨bner basis computation in the polynomial
ring F11[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10] in (3), we adopt the graded reverse lexicographic
(grevlex) order with
a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F11[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 :=
F×11 ⊕ (F11)⊕2.
(3) Let S ⊂ F11[a1, . . . , a10] be the set of the coefficients of the 25 monomials in h, given in Corol-
lary 2.3.2. For each (c1, c3, c5) ∈ A2, conduct procedures similar to the proof of Proposition
4.3.1.
From the outputs, we have that there does not exist any quintic form F ∈ F11[x, y, z] of the form
(4.3.10) such that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5.

4.3.11. Split node case (1) with q = p = 13
Proposition 4.3.11. Consider the quintic form
F =xyz3 + (x3 + b1y
3)z2 + (a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5,
(4.3.11)
where ai ∈ F13 for 1 ≤ i ≤ 11 and b1 ∈ {0, 1, ζ(13)}. Then there does not exist any quintic form F
of the form (4.3.11) such that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve
of genus 5.
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Proof. Put t = 11, u = 3 and
{p1, . . . , pt} = {x4z, x3yz, x2y2z, xy3z, y4z, x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {y3z2, xyz3, x3z2}.
For each b1 ∈ {0, 1, ζ(13)}, execute Enumeration Algorithm 1 given in Subsection 4.2. We here give
an outline of our computation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1,
A2 and a term ordering in the algorithm.
(0) We set s1 := 10, and (k1, . . . , ks1) := (2, . . . , 11) (we regard the 10 coefficients a2, a3, a4, a5,
a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := F13.
For each c1 ∈ A1, we proceed with the following three steps:
(1) Substitute c1 into a1 in F , and compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over
F13[a2, . . . , a11][x, y, z], where a2, . . . , a11 are indeterminates and (b2, b3) = (1, 1).
(2) We set s2 := 6, and (i1, . . . , is2) := (6, 7, 8, 9, 10, 11) (we regard the 6 coefficients a6, a7, a8,
a9, a10 and a11 as indeterminates). For the Gro¨bner basis computation in the polynomial
ring F13[a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] in (3), we adopt the graded reverse lexicographic
(grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2,
whereas for that in F13[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 :=
(F13)
⊕4.
(3) Let S ⊂ F13[a2, . . . , a11] be the set of the coefficients of the 25 monomials in h, given in
Corollary 2.3.2. For each (c2, c3, c4, c5) ∈ A2, conduct procedures similar to the proof of
Proposition 4.3.1.
From the outputs, we have that there does not exist any quintic form F of the form (4.3.11) such
that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
Remark 4.3.12. When we executed the computation described in the proof of Proposition 4.3.11
over Magma, we divided our computation program into two files (this is our technical strategy to
avoid the out of memory errors). One of them is a code for the case b1 6= 0 (i.e., b1 ∈ {1, ζ(13)}),
and the other is a code for the case b1 = 0.
4.3.12. Split node case (2) with q = p = 13
Proposition 4.3.13. Consider the quintic form
F =xyz3 + (c1x
4 + c2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5,
(4.3.12)
where ai ∈ F13 for 3 ≤ i ≤ 11 and (c1, c2) ∈ {(0, 0), (1, 0), (0, 1), (1, 1), (1, ζ(13))}. Then there does
not exist any quintic form F of the form (4.3.12) such that the desingularization of V (F ) ⊂ P2 is
a superspecial trigonal curve of genus 5.
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Proof. Put t = 11, u = 1 and
{p1, . . . , pt} = {x4z, x3yz, x2y2z, xy3z, y4z, x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {xyz3}.
Execute Enumeration Algorithm 1 given in Subsection 4.2. We here give an outline of our compu-
tation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1, A2 and a term ordering
in the algorithm.
(0) We set s1 := 11, and (k1, . . . , ks1) := (1, . . . , 11) (we regard the 11 coefficients a1, a2, a3, a4,
a5, a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := ∅.
We proceed with the following three steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F13[a1, . . . , a11][x, y, z], where
a1, . . . , a11 are indeterminates and b1 = 1.
(2) We set s2 := 6, and (i1, . . . , is2) := (6, 7, 8, 9, 10, 11) (we regard the 6 coefficients a6, a7, a8,
a9, a10 and a11 as indeterminates). For the Gro¨bner basis computation in the polynomial ring
F13[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] in (3), we adopt the graded reverse lexicographic
(grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F13[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 :=
{(0, 0), (1, 0), (0, 1), (1, 1), (1, ζ(13))} ⊕ (F13)⊕3.
(3) Let S ⊂ F13[a1, . . . , a11] be the set of the coefficients of the 25 monomials in h, given in
Corollary 2.3.2. For each (c1, c2, c3, c4, c5) ∈ A2, conduct procedures similar to the proof of
Proposition 4.3.1.
From the outputs, we have that there does not exist any quintic form F of the form (4.3.12) such
that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
4.3.13. Non-split node case (1) with q = p = 13
Proposition 4.3.14. Consider the quintic form
F =(x2 − ǫy2)z3 + x(x2 + 3ǫy2)z2 + 0 · y(3x2 + ǫy2)z2
+ (a1x
4 + a2x
3y + a3x
2y2 + a4xy
3 + a5y
4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5,
(4.3.13)
where ai ∈ F13 for 1 ≤ i ≤ 11 and ǫ ∈ F×13 r (F×13)2. Then there does not exist any quintic form F
of the form (4.3.13) such that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve
of genus 5.
Proof. Put t = 11, u = 3 and
{p1, . . . , pt} = {x4z, x3yz, x2y2z, xy3z, y4z, x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {(x2 − ǫy2)z3, x(x2 + 3ǫy2)z2, y(3x2 + ǫy2)z2}.
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Execute Enumeration Algorithm 2 given in Subsection 4.2. We here give an outline of our compu-
tation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1, A2 and a term ordering
in the algorithm.
First construct the quadratic extension field K ′ := F13[T ]/〈T 2 − ǫ〉 ∼= F169, where we interpret
T =
√
ǫ. Compute
P =


1 1 0 0 0√
ǫ
−1 −√ǫ−1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0
√
ǫ
−1 −√ǫ−1


and P−1. Compute P (13), which is the matrix obtained by taking the 13-th power of each entry of
P .
(0) We set s1 := 11, and (k1, . . . , ks1) := (1, . . . , 11) (we regard the 11 coefficients a1, a2, a3, a4,
a5, a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := ∅.
We proceed with the following five steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F13[a1, . . . , a11][x, y, z], where
a1, . . . , a11 are indeterminates and (b1, b2, b3) = (1, 1, 0).
(2) We set s2 := 6, and (i1, . . . , is2) := (6, 7, 8, 9, 10, 11) (we regard the 6 coefficients a6, a7, a8,
a9, a10 and a11 as indeterminates). For the Gro¨bner basis computation in the polynomial ring
F13[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] in (5), we adopt the graded reverse lexicographic
(grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F13[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 :=
(F13)
⊕5.
(3) Substitute X+Y2 and
X−Y
−2√ǫ into x and y in h. Let h
′ denote the polynomial transformed from
h by the above substitution.
(4) LetH ′ be the Hasse-Witt matrix with respect to (2.3.2), i.e., the (i, j)-entry ofH ′ (1 ≤ i, j ≤ 5)
is the coefficient of the monomial BiB
−p
j in h
′.
(5) Compute H := P (13)H ′P−1. Let S be the set of the 25 entries of H. Note that S ⊂
F13[a1, . . . , a11]. For each (c1, c2, c3, c4, c5) ∈ A2, conduct procedures similar to the proof of
Proposition 4.3.1.
From the outputs, we have that there does not exist any quintic form F of the form (4.3.13) such
that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
4.3.14. Non-split node case (2) with q = p = 13
Proposition 4.3.15. Consider the quintic form
F =(x2 − ǫy2)z3 + (cx4 + a2x3y + a3x2y2 + a4xy3 + a5y4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + a10xy
4 + a11y
5,
(4.3.14)
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where ai ∈ F13 for 2 ≤ i ≤ 11 and c ∈ {1, ζ(13)}. Then there does not exist any quintic form F of
the form (4.3.14) such that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of
genus 5.
Proof. Put t = 11, u = 1 and
{p1, . . . , pt} = {x4z, x3yz, x2y2z, xy3z, y4z, x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {(x2 − ǫy2)z3}.
Execute Enumeration Algorithm 2 given in Subsection 4.2. We here give an outline of our compu-
tation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1, A2 and a term ordering
in the algorithm.
First construct the quadratic extension field K ′ := F13[T ]/〈T 2 − ǫ〉 ∼= F169, where we interpret
T =
√
ǫ. Compute
P =


1 1 0 0 0√
ǫ
−1 −√ǫ−1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0
√
ǫ
−1 −√ǫ−1


and P−1. Compute P (13), which is the matrix obtained by taking the 13-th power of each entry of
P .
(0) We set s1 := 11, and (k1, . . . , ks1) := (1, . . . , 11) (we regard the 11 coefficients a1, a2, a3, a4,
a5, a6, a7, a8, a9, a10 and a11 as indeterminates). Let A1 := ∅.
We proceed with the following five steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F13[a1, . . . , a11][x, y, z], where
a1, . . . , a11 are indeterminates and b1 = 1.
(2) We set s2 := 6, and (i1, . . . , is2) := (6, 7, 8, 9, 10, 11) (we regard the 6 coefficients a6, a7, a8,
a9, a10 and a11 as indeterminates). For the Gro¨bner basis computation in the polynomial ring
F13[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] in (5), we adopt the graded reverse lexicographic
(grevlex) order with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2 ≺ a1,
whereas for that in F13[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 :=
{(0, 0), (1, 0), (0, 1), (1, 1), (1, ζ(13))} ⊕ (F13)⊕3.
(3) Substitute X+Y2 and
X−Y
−2√ǫ into x and y in h. Let h
′ denote the polynomial transformed from
h by the above substitution.
(4) LetH ′ be the Hasse-Witt matrix with respect to (2.3.2), i.e., the (i, j)-entry ofH ′ (1 ≤ i, j ≤ 5)
is the coefficient of the monomial BiB
−p
j in h
′.
(5) Compute H := P (13)H ′P−1. Let S be the set of the 25 entries of H. Note that S ⊂
F13[a1, . . . , a11]. For each (c1, c2, c3, c4, c5) ∈ A2, conduct procedures similar to the proof of
Proposition 4.3.1.
From the outputs, we have that there does not exist any quintic form F of the form (4.3.14) such
that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
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4.3.15. Non-split node case (3) with q = p = 13
Proposition 4.3.16. Consider the quintic form
F =(x2 − ǫy2)z3 + a6x5 + a7x4y + a8x3y2 + a9x2y3 + a10xy4 + a11y5, (4.3.15)
where ai ∈ F13 for 6 ≤ i ≤ 11. Then there does not exist any quintic form F of the form (4.3.15)
such that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5.
Proof. Put t = 6, u = 1 and
{p1, . . . , pt} = {x5, x4y, x3y2, x2y3, xy4, y5},
{q1, . . . , qu} = {(x2 − ǫy2)z3}.
Execute Enumeration Algorithm 2 given in Subsection 4.2. We here give an outline of our compu-
tation together with our choices of s1, s2, {k1, . . . , ks1}, {i1, . . . , is2}, A1, A2 and a term ordering
in the algorithm.
First construct the quadratic extension field K ′ := F13[T ]/〈T 2 − ǫ〉 ∼= F169, where we interpret
T =
√
ǫ. Compute
P =


1 1 0 0 0√
ǫ
−1 −√ǫ−1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0
√
ǫ
−1 −√ǫ−1


and P−1. Compute P (13), which is the matrix obtained by taking the 13-th power of each entry of
P .
(0) We set s1 := 6, and (k1, . . . , ks1) := (6, . . . , 11) (we regard the 6 coefficients a6, a7, a8, a9, a10
and a11 as indeterminates). Let A1 := ∅.
We proceed with the following five steps:
(1) Compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over F13[a6, . . . , a11][x, y, z], where
a6, . . . , a11 are indeterminates and b1 = 1.
(2) We set s2 := 5, and (i1, . . . , is2) := (7, 8, 9, 10, 11) (we regard the 5 coefficients a7, a8, a9,
a10 and a11 as indeterminates). For the Gro¨bner basis computation in the polynomial ring
F13[a6, a7, a8, a9, a10, a11] in (5), we adopt the graded reverse lexicographic (grevlex) order
with
a11 ≺ a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6,
whereas for that in F13[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 := F13.
(3) Substitute X+Y2 and
X−Y
−2√ǫ into x and y in h. Let h
′ denote the polynomial transformed from
h by the above substitution.
(4) LetH ′ be the Hasse-Witt matrix with respect to (2.3.2), i.e., the (i, j)-entry ofH ′ (1 ≤ i, j ≤ 5)
is the coefficient of the monomial BiB
−p
j in h
′.
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(5) Compute H := P (13)H ′P−1. Let S be the set of the 25 entries of H. Note that S ⊂
F13[a6, . . . , a11]. For each c6 ∈ A2, conduct procedures similar to the proof of Proposition
4.3.1.
From the outputs, we have that there does not exist any quintic form F of the form (4.3.15) such
that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
4.3.16. Cusp case with q = p = 13
Proposition 4.3.17. Consider the quintic form
F =x2z3 + a1y
3z2 + (a2x
4 + a3x
3y + a4x
2y2 + b1xy
3 + a5y
4)z
+ a6x
5 + a7x
4y + a8x
3y2 + a9x
2y3 + b2xy
4 + a10y
5,
(4.3.16)
where ai ∈ F13 for 1 ≤ i ≤ 10 with a1 6= 0 and (b1, b2) ∈ {(0, 0), (1, 0), (0, 1), (1, 1)}. Then there does
not exist any quintic form F of the form (4.3.16) such that the desingularization of V (F ) ⊂ P2 is
a superspecial trigonal curve of genus 5.
Proof. Put t = 10, u = 3 and
{p1, . . . , pt} = {y3z2, x4z, x3yz, x2y2z, y4z, x5, x4y, x3y2, x2y3, y5},
{q1, . . . , qu} = {xy3z, xy4, x2z3}.
For each (b1, b2) ∈ {(0, 0), (1, 0), (0, 1), (1, 1)}, execute Enumeration Algorithm 1 given in Subsection
4.2. We here give an outline of our computation together with our choices of s1, s2, {k1, . . . , ks1},
{i1, . . . , is2}, A1, A2 and a term ordering in the algorithm.
(0) We set s1 := 9, and (k1, . . . , ks1) := (2, . . . , 10) (we regard the 9 coefficients a2, a3, a4, a5, a6,
a7, a8, a9 and a10 as indeterminates). Let A1 := F×13.
For each c1 ∈ A1, we proceed with the following three steps:
(1) Substitute c1 into a1 in F , and compute F :=
∑t
i=1 aipi +
∑u
j=1 bjqj and h := (F )
p−1 over
F13[a2, . . . , a10][x, y, z], where a2, . . . , a10 are indeterminates and b3 = 1.
(2) We set s2 := 7, and (i1, . . . , is2) := (2, 3, 4, 6, 7, 8, 9) (we regard the 7 coefficients a2, a3, a4, a6,
a7, a8 and a9 as indeterminates). For the Gro¨bner basis computation in the polynomial ring
F13[a2, a3, a4, a5, a6, a7, a8, a9, a10] in (3), we adopt the graded reverse lexicographic (grevlex)
order with
a10 ≺ a9 ≺ a8 ≺ a7 ≺ a6 ≺ a5 ≺ a4 ≺ a3 ≺ a2,
whereas for that in F13[x, y, z], the grevlex order with z ≺ y ≺ x is adopted. Put A2 :=
(F13)
⊕2.
(3) Let S ⊂ F13[a2, . . . , a10] be the set of the coefficients of the 25 monomials in h, given in
Corollary 2.3.2. For each (c5, c10) ∈ A2, conduct procedures similar to the proof of Proposition
4.3.1.
From the outputs, we have that there does not exist any quintic form F of the form (4.3.16) such
that the desingularization of V (F ) ⊂ P2 is a superspecial trigonal curve of genus 5. 
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4.4. Remarks on our implementation to prove main theorems
We implemented and executed computations in the proofs of Propositions 4.3.1 – 4.3.17, including
Enumeration Algorithms 1 and 2 given in Subsection 4.2, over Magma V2.22-7 [4], [5]. All our
computations were conducted on a computer with ubuntu 16.04 LTS OS at 3.40 GHz CPU (Intel
Core i7-6700) and 15.6 GB memory. All the source codes and the log files are available at the web
page of the first author [19]. All the computations for our enumeration were terminated in about
4.4 days in total. In our implementations, we computed Gro¨bner bases with the Magma function
GroebnerBasis, which adopts the F4 algorithm [7].
5. Automorphism groups
This section studies the isomorphisms and the automorphism groups of superspecial trigonal curves
of genus 5, and enumerate superspecial trigonal curves over F11 by Galois cohomology theory.
5.1. Isomorphisms
Proposition 5.1.1. (I) There are precisely 4 F11-isomorphism classes of superspecial trigonal
curves of genus 5 over F11. The four isomorphism classes are the desingularizations of the
curves Ci = V (Fi) ⊂ P2 given by
F1 = xyz
3 + x5 + y5,
F2 = xyz
3 + 2x5 + y5,
F3 = xyz
3 + 3x5 + y5,
F4 = (x
2 − 2y2)z3 + x5 + 9x3y2 + 9xy4.
(II) There is a unique F11-isomorphism class of superspecial trigonal curves of genus 5 over F11.
The unique isomorphism class is the desingularization of the curve C(alc) = V (F ) ⊂ P2 given
by F = xyz3 + x5 + y5.
Proof. (I) By Theorem B, any superspecial trigonal curve of genus 5 over F11 is F11-isomorphic
to the desingularization of the quintic in P2 defined by
xyz3 + a1x
5 + a2y
5 = 0 (5.1.1)
for some a1, a2 ∈ F×11, or
(x2 − ǫy2)z3 + ax5 + bx4y + (9a)x3y2 + (4b)x2y3 + (9a)xy4 + (3b)y5 = 0 (5.1.2)
for some (a, b) ∈ (F11)⊕2 r {(0, 0)}. Let F0 be the set of quintic forms of the forms (5.1.1)
and (5.1.2). Here we set K := F11. Recall from Lemma 2.2.1 (3) that V (F ) ∼= V (F ′) over
K for F,F ′ ∈ F0 if and only if their desingularizations are isomorphic to each other over K.
Thus, it suffices to compute a set F ⊂ F0 such that for each F,F ′ ∈ F with F 6= F ′, the
two curves V (F ) and V (F ′) are not isomorphic to each other over K. More specifically, V (F )
and V (F ′) are not isomorphic to each other over K if and only if there dose not exist any
element µ ∈ AutK(P2) such that µ(V (F )) = V (F ′). Here, an element µ ∈ AutK(P2) with
µ(V (F )) = V (F ′) is given as a matrix M ∈ GL3(K) such that M ·F = λF ′ for some λ ∈ K×.
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Since the action of such an M stabilizes the singular point (0 : 0 : 1) on V (F ) and V (F ′),
its (1, 3), (2, 3) and (3, 3) entries are 0, 0 and 1 respectively. Thus, executing the following
procedures (a) – (c) for each pair (F,F ′) of elements in F0 with F 6= F ′, we obtain such a set
F :
(a) We set
M :=

a b 0c d 0
e f 1

 ,
where a, b, c, d, e and f are indeterminates.
(b) Computing F ′′ :=M ·F −λF ′, construct a multivariate system over K derived from the
equation F ′′ = 0 together with λ · g · det(M) = λg(ad − bc) = 1. Here λ and g are extra
indeterminates.
(c) Decide whether the system constructed in (b) has a root over K or not. If the system
has a root over K, the two curves V (F ) and V (F ′) are isomorphic to each other over K.
Otherwise V (F ) and V (F ′) are not isomorphic to each other over K.
To proceed with the above procedures (a) – (c), for example use a Gro¨bner basis (see the web
page of the first author [19], for a code by Magma). The set F computed by our implemen-
tation over Magma consists of Fi for 1 ≤ i ≤ 4 in the statement.
(II) This is proved in a way similar to (I). Specifically, replacing K by F11, execute the same
procedures as in (I) for F0 := {Fi : 1 ≤ i ≤ 4}.

Remark 5.1.2. The number of F121-rational points on each curve given in Proposition 5.1.1 (1) is
#C1 = 232, #C2 = 122, #C3 = 122, #C4 = 232. Hence C1 and C4 are maximal curves over F121.
5.2. Automorphism
Proposition 5.2.1. (I) Let Ci = V (Fi) denote the superspecial trigonal curve of genus 5 over
F11 defined by Fi for each 1 ≤ i ≤ 4. Here each Fi is given in Proposition 5.1.1 (I). Then we
have the following isomorphisms:
(1) AutF11(C1)
∼= D5, (2) AutF11(C2) ∼= C5,
(3) AutF11(C3)
∼= C5, (4) AutF11(C4) ∼= C2,
where Dt and Ct denote the dihedral group and the cyclic group of degree t for each t.
(II) Let C(alc) = V (F ) denote the F11-isomorphism class of superspecial trigonal curves of genus 5
over F11 defined by F . Here F is given in Proposition 5.1.1 (II). Then we have an isomorphism
Aut(C(alc)) ∼= C3 ×D5.
Proof. (I) We prove only the statement (1) since the other cases (2) – (4) are proved in ways
similar to this. To simplify the notation, we set F := F1 and C := C1 = V (F ). Putting
GK := {M ∈ GL3(K) :M · F = λF for some λ ∈ K×}
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with K := F11, we have AutK(C) ∼= GK/ ∼, where M ∼ cM for some c ∈ K×. Note that the
(1, 3), (2, 3) and (3, 3) entries of each element in GK are 0, 0, and 1 respectively. Determining
the set GK is reduced into solving a multivariate system over K as follows: Here we set
M :=

a b 0c d 0
e f 1

 ,
where a, b, c, d, e and f are indeterminates. Now we have a multivariate system over F11
derived from the equation M · F = λF together with λ · g · det(M) = λg(ad− bc) = 1, where
λ and g are extra indeterminates. To solve this, for example use a Gro¨bner basis (see the
web page of the first author [19], for a code by Magma). As a result, we have that GK/ ∼ is
generated by
a :=

0 1 01 0 0
0 0 1

 and b :=

3 0 00 4 0
0 0 1

 ,
whose orders are 2 and 5, respectively. Hence, the homomorphism defined by a 7→ (1, 5)(2, 4)
and b 7→ (1, 2, 3, 4, 5) gives an isomorphism between GK/ ∼ and D5, where we identify D5
with the subgroup of S5 generated by the permutations (1, 5)(2, 4) and (1, 2, 3, 4, 5).
(II) This is proved in a way similar to (I). Specifically, we have that GK/ ∼ with K = F11 is
generated by
a :=

4 0 00 3 0
0 0 1

 , b :=

0 4 03 0 0
0 0 1

 , and c :=

ζ80 0 00 ζ80 0
0 0 1

 ,
whose orders are 5, 2 and 3, respectively. Here ζ is a root of t2 + 7t+ 2, which is a primitive
element of F121. Hence, the homomorphism defined by a 7→ (4, 5, 6, 7, 8), b 7→ (4, 8)(5, 7) and
c 7→ (1, 2, 3) gives an isomorphism between GK/ ∼ and C3 × D5, where we identify C3 × D5
with the subgroup of S8 generated by the permutations (4, 5, 6, 7, 8), (4, 8)(5, 7) and (1, 2, 3).

In Table 1, we summarize the results in Proposition 5.2.1. Here an F11-form of C is a (non-
hyperelliptic superspecial trigonal) curve C ′ over F11 such that C ∼= C ′ over F11, where Aut(C)
denotes the automorphism group over F11.
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Superspecial trigonal
Aut(C) #Aut(C)
F11-forms C
′
AutF11(C
′) #AutF11(C
′)
curves C over F11 of C
C(alc) C3 ×D5 30
C1 D5 10
C2 C5 5
C3 C5 5
C4 C2 2
Table 1: The automorphism group Aut(C(alc)) := AutF11(C
(alc)) of the superspecial trigonal curve
C(alc) := V (F ) = V (F1) over F11 and the automorphism groups AutF11(Ci) of the superspecial
trigonal curves Ci := V (Fi) over F11 for 1 ≤ i ≤ 4. Here F and Fi for 1 ≤ i ≤ 4 are defined in
Proposition 5.1.1.
5.3. Compatibility with Galois cohomology
In this subsection, we show that our enumeration of superspecial trigonal curves over the prime
field F11 is compatible with that by Galois cohomology together with our result over the algebraic
closure.
We denote by Γ the absolute Galois group Gal(F11/F11). Let C be a nonhyperelliptic superspe-
cial trigonal curve over F11, and Aut(C) its automorphism group over the algebraic closure F11. Let
σ be the Frobenius on Aut(C). For two elements a and b of Aut(C), they are said to be σ-conjugate
if a = g−1bgσ for some g ∈ Aut(C). Then one has the group isomorphism
H1(Γ,Aut(C)) ∼= Aut(C)/σ-conjugacy. (5.3.1)
Here, it is known that H1(Γ,Aut(C)) parametrizes F11-forms of C, see [17, Chap.III, §1.1, Prop.
1]. Let a ∈ Aut(C), and let C(a) denote the F11-form associated to a via the isomorphism (5.3.1). If
Frob is the Frobenius map on C, then the Frobenius on C(a) is given by a(Frob) via an isomorphism
from C ⊗ F11 to C(a) ⊗ F11. Then we have
AutF11(C
(a)) ≃ {g ∈ Aut(C) | g(a(Frob)) = (a(Frob))g}
= {g ∈ Aut(C) | a = g−1agσ}
= σ-StabAut(C)(a),
where ≃ is a bijection and σ-StabAut(C)(a) denotes the σ-stabilizer group of a in Aut(C). Then, we
have the following:
Proposition 5.3.1. With notation as above, we have |Aut(C)/σ-conjugacy| = 4. Moreover, the
orders of the σ-stabilizer groups are 10, 5, 5, and 2.
Proof. Let F = xyz3 + x5 + y5. Recall from Proposition 5.1.1 (II) that F gives the singular model
of a representative of the unique F11-isomorphism class of superspecial trigonal curves over F11. As
in the proof of Proposition 5.2.1 (II), we put
GK := {M ∈ GL3(K) :M · F = λF for some λ ∈ K×}
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with K = F11, and we write M ∼ cM for c ∈ K×. Recall from the proof of Proposition 5.2.1 (II)
that the group GK/ ∼, which is isomorphic to Aut(C), is generated by
a :=


4 0 0
0 3 0
0 0 1

 , b :=


0 4 0
3 0 0
0 0 1

 , and c :=


ζ80 0 0
0 ζ80 0
0 0 1


whose orders are 5, 2 and 3, respectively. Here ζ is a root of t2+7t+2, which is a primitive element
of F121. To compute Aut(C)/σ-conjugacy, we conduct the following: For each pair (M,M
′) of
two distinct elements M and M ′ in the group 〈a, b, c〉 = GK/ ∼, decide whether M and M ′ are
σ-conjugate, i.e., M = g−1M ′gσ for some g ∈ 〈a, b, c〉, or not. This can be easily decided by a
straightforward computation, e.g., brute force on all elements in g ∈ 〈a, b, c〉. As a result, we can
take the following four matrices as representatives of σ-conjugacy classes:
g1 :=


1 0 0
0 1 0
0 0 1

 , g2 :=


3 0 0
0 4 0
0 0 1

 , g3 :=


9 0 0
0 5 0
0 0 1

 , and g4 :=


0 ζ64 0
ζ16 0 0
0 0 1

 .
By a computation similar to the computation of Aut(C)/σ-conjugacy, the σ-stabilizer group of each
gi is determined as follows:
(1) The σ-stabilizer group of g1 has order 10, and is generated by

3 0 0
0 4 0
0 0 1

 ,


0 3 0
4 0 0
0 0 1

 ,


0 4 0
3 0 0
0 0 1

 ,


0 5 0
9 0 0
0 0 1

 , and


0 9 0
5 0 0
0 0 1

 ,
whose orders are 5, 2, 2, 2 and 2, respectively.
(2) The σ-stabilizer group of g2 has order 5, and is generated by g2.
(3) The σ-stabilizer group of g3 has order 5, and is generated by g3. Note that this group is the
same as the σ-stabilizer group of g2.
(4) The σ-stabilizer group of g4 has order 5, and is generated by b, which is a generator of GK/ ∼.

We see that |Aut(C)/σ-conjugacy| coincides with the number of F11-isomorphism classes of
superspecial trigonal curves of genus 5 over F11, see Proposition 5.1.1 (I). Moreover, the orders of
the σ-stabilizer groups also coincide with those of automorphism groups over F11 in Proposition
5.2.1 (I). These support the correctness of our computational enumeration over F11 in Theorem B
and Propositions 5.1.1 (I) and 5.2.1 (I).
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A. Testing the irreducibility for a given quintic form
In this appendix, we describe a simple method to test the irreducibility for a given quintic form
in Fq[x, y, z]. Specifically, testing the irreducibility is reduced into testing the (non-)existence of
roots of multivariate systems. This method is used in the proofs of Propositions 4.3.7 and 4.3.9,
where we show the irreducibility for some quintic forms in F11[x, y, z]. Note that we do not write
down this simple method in algorithmic format since the irreducibility test for polynomials is not
the main subject of this paper. By the same reason, let us not refer to any other method, while
various algorithms for the irreducibility test have been already proposed.
Let f be a quintic form in Fq[x, y, z] such that the coefficient of x
5 in f is 1. In the following,
we consider the irreducibility over K = Fq (resp. K = Fqs for some s ≥ 0). It is clear that the
quintic form f is reducible over K if and only if f is factored into a product of a quadratic form
and a cubic form over K, or a linear form and a quartic form. If f is factored into a product of a
quadratic form g2 and a cubic form g3, there exists (b1, . . . , b14) ∈ K⊕14 with f = g2g3 such that
g2 = x
2 + b1xy + b2y
2 + b3xz + b4yz + b5z
2,
g3 = x
3 + b6x
2y + b7xy
2 + b8y
3 + b9x
2z + b10xyz + b11y
2z + b12xz
2 + b13yz
2 + b14z
3.
In other word, the multivariate system derived from the coefficients of monomials in f − g2g3 with
respect to x, y and z has a root over K, where we regard bi’s as indeterminates. One can check this,
for example, by computing a reduced Gro¨bner basis of the ideal generated by the coefficients (resp.
the coefficients and {bqsi − bi : 1 ≤ i ≤ 14}) in Fq[b1, . . . , b14]. If the basis is {1}, then the system has
no root over K, otherwise it has a root over K. Thus, computing the reduced Gro¨bner basis with
respect to some term ordering, we can decide whether f is factored into a product of a quadratic
form and a cubic form over K. Similarly, one can test whether f is factored into a product of a
linear form and a cubic form over K. In this way, we can test the irreducibility for f .
Note that this method can be applied to more general cases: polynomials of arbitrary degree in
the polynomial ring of n variables over Fq (while the computational cost will become much higher).
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