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1Introducción
1.1 Propósitos generales
La generalización es el fin último del método científico. Se generaliza, por ejemplo, cuamído
se supone que las leyes de la Física se cumplen en todo el Universo o cuando se consideran
las mismas propiedades en la evolución de todas las especies biológicas. La Naturaleza
parece usar de una estabilidad feimomenológica que permite establecer hipótesis sobre ella.
contra.starla.s y coimíprobarlas o refutarías.
Fi estudio del desarrollo de los sistemas nerviosos sensoriales está movido por esta idea
de gemteralización. El estudio de procesos cerebrales, tales como la memnoria. el raciocinio
y la consciencia, se puede facilitar mediante uit paso previo: el análisis de la ontogenia
de los sistemas nervjosos sensoriales. Se tiene la convicción de que las propiedades que
se encuentren en estos procesos mas simples y accesibles podrán usarse como base para
comprender estos procesos superiores. Sin embargo, esta generalización no es trivial y
habrá de ser contrastada con la expemiencia.
En el estudio del desarrollo de los sistemas sensoriales destaca el del sistema nervioso
visual [SNV].La razón es que el tipo de estímulos que procesa es muy variado y a la vez de
fácil control por el experimentador. Así, se puede experimentar con la relación existente
entre las distintas partes del SNX». la transmisión de información entre estas partes, st,
mnteraccio,, comí otros sístemna.s nerviosos (sensoriales o no) y los efectos que las alteraciones
del conjunto producen en el desarrollo del sistemna.
1.2 El desarrollo del sistema nervioso depende de la ac-
tividad
En el desarrollo del SNV de los mnamíferos superiores se pueden distimiguir cuatro etapa.s
segámí el tipo de muecanisn]os que actúen emí cada. oria. (le ella.s y las estrn ct u ra.s a l ‘a.s que
den lugar. Imíl cialmente, se forrmmamm las distintas capas de céltmla.s nerviosas: í’eti u a. cimerpos
gerii cuí ados late rak.s FC CL.] ‘y corteza. visual. ¡ini esta. primera. lase act ti mí mítecan t snos
niorfogenéd cus comtí o los que rigemí el d esarrollo (le las demnás partes (le! individuo.
En lima scgo ¡ida fase se desarmoil ami fibras mí erviosa.s q tic comíectamí las disni mitas caja.s.
3
4 1. lnt.roduúc¿on
En el caso de las conexiones entre el CGL y la corteza, existe un tiempo de espero hasta
que se forma la capa IV de la corteza y aparecen neuronas intermedias entre amubas capas
[Chosby Shatz. 19923. Al final de esta etapa fibras nerviosas conectan las distintas capas
con ona ramificación extensiva no específica.
Estas dos primeras fases no son de especial interés para la elaboración de conclusiones
acerca de la funcionalidad del sistema ya desarrollado. Sus reglas, sin ser ni niuclio mnenos
evidentes, son de gran generalidad y no precisan de mecanismos de auto-organización de
gran precisiómí. No obstante, en una tercera fase del desarrollo se produce una ordenacióíí
precisa de la conectividad entre capas. Esta ordenación aparece ya en el estado embrio-
nario. previaniente por tanto a que el sistema visual reciba infornmación coherente del
exterior El3lakemore y \‘ital-Durand, 1986: NuIjis y R.akic. 1990; Purves el al., 19903. Sin
embargo. se lía comprobado que depende de muanera crítica de la actividad espontánea que
es generada por los fotorreceptores de la retina casi desde su formación y transmitida de
capa a capa [Changeaux y Danchin, 1976; Kleiuschmidt el aL. 19873. Por tanto, la “fuerza st>
directora” del proceso de desarrollo durante esta tercera fase es esta actividad espontaitea.
Finalmente, durante un corto período posterior al nacimiento (seis semanas en el caso
más estudiado, que es el del gato), se produce una nueva ordenación de fibras a míivel
cortical, extremadamente dependiente de la. experiencia visual. Si ésta es “míatural’. cm,
esta etapa siniplemente se confirma la conectividad desarrollada en la etapa anterior. Pero
la ordenación de fibras puede ser alterada si la información visual recibida es manipulada st
(por ejemplo, sí un ojo no recibe luz) ~Hube1 y Wiesel, 1963: Strvkcr cf eL. 1978: Nato.
19903. Tras esta fase, en el caso de que haya habido un desarrollo en condiciones normales,
el SNV alcanza un estado funciona] con una conectividad muy precisa que da lugar a 5-”’
neuronas de alta selectividad a ciertas propiedades de los estímulos, tales corno posición
en el campo visual, tamaño, orientación, dirección y velocidad del movimiento, color, etc.
—y
Como ejemplo ilustrativo se describen en la tabla 1.1 las principales características de
estas etapas y sus límites temporales en el caso del desarrollo del SNV <le gato.
Cada una de esas cuatro fases del desarrollo plantea problemas ~ dificultades parti-
—y
culares a la hora de comprender sus mecanismos, pero las dos últimas smi especia.lmeiit.e
interesantes ya. que producen un estado dc conectividad altamente específico. Evidente-
mente, el desarrollo morfogenético depende cii último término de la iufornxacióit genética
y posicional; pero la cantidad de información necesaria para indicar a cada una de las
fibras dónde y cómo lía de conectarse de modo que la estructura total sea fumtcional es tan
grande que. literalmente, no puede tener cabida cii el material gemiético. Por lo tanto. hax
que descartar como estrategia para alcanzar un estado tan ordenado la especificación, cmi
la información genética, del origen y destino de cada conexión sináptica ~ de su forma de
actuar. En cotísecuencia no es posible conseguir ese estado mediante información explícita.
Un sistema alternativo que requiere mucha menor cantidad dc información, es el tiso
de reglas (le organización codificadas genéticamente. que coloquen al sistemna en uit estado
inicial determinado. y que generen restricciones que controlen su <lesarrollo hast.a el estado
funcional a través dc un proceso de auto-organizaciómí. En lugar de precisar totalíneitie
cómo han de ser las co¡í exiones entre las ncuroii as. lo que se dan son las i ímsi mmi cci oííes para
producir ese estado desarrollado de elevada coniplejidad. 5-,
ileso miii en do. el desarrollo del SN \‘ d epem ide de la. actividad nemmí’oí al. espoiitá oea y
st,.
0<-
51.3, El sistema neruzoso es complejo
Tabla 1,1: Etapas del desarrollo del SNV del gato [Frégnac e lmbert, 1984]. E indica día embriónico
y P día post-natal (el nacimiento sucede en el E65).
Efecto ____ ______
[iFormación de la.s
capas neuronales
ConectivWad no específica
tOrdenación de fibras
Fuerza directriz — Periodo ‘~
1~~~’’’~
Mecanismos mnorfogenéticos EO-30
Inter-neurona.s
Maduración de capas
Actividad espontánea
Ordenación de fibras ¡
(periodo crítico> Actividad visual
E30-50
ESO-PS
P18-~P42
aleatoria primero, y proveniente de estímulos visuales y coherente después. Se da me-
diante reglas generales de evolución y selección de conexiones. Precisamente. el trabajo
presentado se centrará en la modelización de la fase de desarrollo dependiente de actividad
espontánea para encontrar qué requerimientos precisa el desarrollo de ciertas propiedades
neuronales de selectivida.d a los estímulos visuales. Estos requerimientos imponen umtas
reglas cmi la evolución sináptica y una arquitectura de la red. Antes de introducir con
nma.yor detalle un resumen del trabajo que se presenta y de las directrices seguidas .se hace
necesana una pequeña introducción acerca del sujeto de estudio.
1.3 El sistema nervioso es complejo
El sistema nervioso [SN] es una de las estructuras más fascinantes que existen crí la natu-
raleza. Aunque no es indispensable para la vida, dota al ser que lo posee de importantes
capacidades de análisis de la información que recibe de su entorno, de adaptacion a. este
y de niemoria y aprendizaje. El SN ofrece una riqueza de comportamientos frente a dicho
entorno y una capacidad de predicción de sucesos niucho más elaborada que la permitida
por mniecamusníos mas “automáticos” que no usan señales eléctricas, basados en sustancias
químicas, como son el sistema hormona] o el inmunológico.
Los estudios de la base física del SN, mediante la citología, la histología y la feo-
química, gemieran una enorme cantidad de datos, de niodo que cada día se sa.be más sobre
su organización: qué tipos de neuromías contiene, qué sustancias están implicadas en la. co-
murmicacion entre neuronas. y cómo las mícuronas respomíden a. estas sustaíícías, El est udio
de la muorfol ogía va paralelo al estudio de la. fu ncion alidad de las míen romía s. esto es. de a
tareas en las tímie parti cipamí y (le los mecanismos que emnpleamí .iÁt propíed ací iv ás (si deím te
del SN imídica. c tía] es la. cl ave de su fu nciomialida.d: una Imase íisiol6gica. eííorníueuíien te como -
pleja que pernmít.e tina. eleva.d a \‘ari edad de commmportarnient os sta. compleji d a.d al) arece
6 1. Introduecton
Figura 1.1: Neurona piramidal de
la corteza de ratón. st-
Se señalan las partes
principales. Adaptada
dc ~Kuffler el al.. 1984$
a tres niveles.’ el celular, el de las interacciones entre neuronas y el de las organizaciones
neuronales. 0<
El SN se manifiesta mediante el impulso nervioso. Este es generado por las neuronas
debido a su estructura peculiar. Por una parte. cada neurona tiene una diferencia de
potencial entre su medio intra-celular y el exterior, mantenido mediante un transporte
activo de distintos iones. Se trata de un potencial excitable: es sensible a variaciones locales
de potencial que puedan aparecer en diversas partes de la memubrana celular. de modo que lv
la alteración del estado eléctrico de una o varias partes de la neurona pueden traducirse
en un brusco cambio de potencial que se transmite por toda la célula. Por otra parte, la
neurona es un elemento direccional. Su cuerpo celular (o soma) tiene ramificaciones (las
dendritas> en los cuales se pueden producir esas alteraciones locales de potencial. dando
lugar a una vanacion en la diferencia de potencial global entre el medio intra-celular ‘y
el medio externo. La diferencia de potencial resultante es transmitida desde el cuerpo
celular hacia afuera por una prolongación (el axón>, mucho más larga qtíe cualquier otra
prolongación celular, hasta otra. neurona (ver figura 1.1).
Entre diferentes neuronas se pueden producir diversos tipos de conexiones. Las has’
directas, en las cuales los medios intra-celulares de diferentes neuronas entran cmi cont.ac to.
Pero la conexión más frecuente es la sinapsis. No se trata de un contacto físico directo soto
de la proximnidad espacial del axómí de una micurona y la dendrita o el sonia de otra. Entre
axón y demíd rita se encuentra un espacio llamado espacio sináptico. En la t.ransmisióíí del
impulso nervioso este espacio es salvado mediante la liberación por el axóím de la neurona
entisora. de unía sustancia. química (míeurotram¡smisor). En la. dendrita de la iieurona. recep-
tora existemí proteínas de mmíembramía (neurorreceptores) senísibles a ese :ieurotram¡smnisor.
Estas proteínas son activadas por el neurotransmisor produciendo un paso selectivo de
iones a través de la membrana. El trasiego de iones se traduce en una variación local cii
el potencial de mímembrana de la neurona receptora.
A partir de aquí pueden darse nmux distintos procesos. La intensidad del cambio de
potencial local puede ser mayor o menor en función de la cantidad de neurotra.nsniisor
liberado, de la capacidad de los neurorreceptores de responder al neurotransníisor, del
lv
1.3. El s’st¿ma nerínoso es complejo
Tabla 1.2: Niveles de complejidad del SN
1YÑnentos —___
Proteínas reguladoras: Dinámica del Ca2±.
Celular kinasas ff segundos mensajeros.
habituación, sensibilización
Interacciones , Neurotransmisores, Transmisión del
neuronales neurúrreceptores, canales jónicos ,~ impulso nervioso
¡ N
Red neuronal - enronas, Actividad coordinada.
conexiones procesamiento en paralelo
punto concreto de la neurona sobre el que se haya liberado el neurotransmisor. de la
presencia en el medio de otros tipos de neurotransmísores. etc. Se conocemí decenas de
neurotrausnusores y este numero crece continuamente. Asimismo suelemí existir varios
neurorreceptores para un mmsmo neurotransmísor con efectos diferentes. De modo que hay
mnúltiples posibilidades ala hora de considerar cuál es el efecto local de uit neurotransmisor
en la membrana postsináptica.
Si el nivel de las interacciones neuronales es complicado, también lo es el de las or-
ganízacíones neuronales. Cada neurona puede recibir y transmitir variaciones locales de
potencial a un conjunto de neuronas muy grande. En el caso del sistema nervioso central
1SNC] humamio existen unos mil millones de neuronas que por término medio establecen
conexiones con diez mil. Los axones, por otra parte. pueden extenderse distancias de
hasta. varios centímetros de un lado a otro del cerebro formando una intrincada níafla (de
hecho, la mayor parte de la masa nerviosa no esta formada por cuerpos celulares sino por
axones). Además, en su camino hasta. otras neuronas. los axones pueden, recibir sinapsis
reguladoras que n-iodulen el potencial que los recorre.
Finalmente. ah ¿nL da ¿u. la comntpleJi dad de las interacciones entre neuronas. cad a míe u -
rona.. corno célula que es. está. sujeta. a. una. serie de procesos muetabólicos internos que
tom ami parte mío sólo en la transmi sión del impulso mt ervioso, sino tamb¼.:hícii fenómenos
de aprendizaje, potenciación a largo plazo, habituaciómí. semisibilización, etc. En definitiva.
la capacidad de respuesta de cada neurona individual es muy difícil de predecir debido
a estos tres niveles de complejidad descritos en la. tabla 1.2). Cada míivel implica unos
element c~s y produce umios efectos característicos.
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1.4 Una aproximación al estudio del sistema nervioso: mo-
delización de su desarrollo
La complejidad de la estructura del SN le permite desarrollar una inmensa variedad de
tareas y respuestas, pero obviamnente complica su estudio. Así, para entender su fun-
ciona,miento no basta el estudio de su base física sino que es necesario también abordar el
estudio del nivel de redes neuronales.
Las estrategias de estudio de las redes del SN se pueden separar en dos grandes cate-
gorías:
• Experimentación.
— Invasiva. Supone la alteración muchas veces irreversible del objeto estudiado.
Usan este tipo de técnicas la morfología y la fisiología.
No invasiva. Observación del sistema sin alteración de sus propiedades. Usait
esta técnica los estudios psicofísicos, mediante los que se intenta extraer del
análisis de la percepción y del comportamiento cuál es el funcionamiento internt
del sistema, o las modernas técnicas de registro de actividad cortical inediaiíte
técnicas de resonancia magnética nuclear.
• Modelización. En general es la abstracción de las propiedades míninías necesarias
para obtener un comportamiento.
Mediante la modelización del SN se sintetizan los datos experimentales en niodelos ‘0<
que simulen la fenomenología nerviosa. Mediante cada modelo se pueden comprobar
las hipótesis sugeridas por la investigación experimental, deducir compornanmíentos,
encontrar nuevas relaciones entre elementos y proponer nuevos experimentos. Emí tui
modelo se puede experimentar de manera más rápida y simple que en el objeto mod-
elizado. No obstante, cada modelo particular lleva a cabo distintas simplificaciones
que, evidentemente, y dada la complejidad del sistenma estudiado, habrán (le ser
muy importantes. Por ello, cualquier procedimiento de modelización está obligado
a la pérdida de realismo en aras de la obtención de resultados. En manos de cada
investigador está el “arte” de saber qué características del objeto modelizado soím
fundamentales a la hora de plantear íííí modelo y. sobre todo, hasta dóííde permite
llegar el modelo en la obtención de conclusiones.
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Una manera “dinámica” de estudiar el SN es el análisis de su desarrollo. Mediante los
estudios de desarrollo, se pretende buscar una lógica en la estructura “adulta” del SN a
través de los requerimnientos en la estructímra inmpuestos por el mismo. La. nuodelizaciómí WC
de los procesos del desarrollo del SN está perniitiendo establecer uíía nueva teorta que va
más allá de Icís procesos de morfogénesis. basada en procesos de auto-organización (ver
capítulo 3). En concreto, muchos de los trabajos de modelización neíirobiológica. sean o —
no de desarrollo, se centraní cii el est mídio de los sistemas semísoriales tales cotímo el aíídit yo.
olfativo o visual. Esto se debe a una razón biemí sencilla.: stí accesibilidad. Como se lía
comentado, el desarrollo del SNC depende del tipo de información que recibe del eiitoríto.
basta. el puntc’ de que la limitación total o parcial de la información sensorial afecta mmiv
0<
0<
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negativamente a su correcto desarrollo. De este modo, un método experimental clásico
de análisis del desarrollo consiste en producir restricciones en los canales sensoriales y
observar cómo afectan al estado maduro del sistema. Más aún, en los sistemas sensoriales
resulta fácil observar la. variedad de patrones de actividad de una neurona en función
de la información que reciba. Esta informacion es fácilmente controlable sin muás que
proporcionar al canal sensorial dado un estímulo muy concreto; por ejemplo, un sonido
de frecuencia determinada para el auditivo, un punto luminoso en una posición dada del
espacio para el visual, etc.
De los distintos canales sensoriales destaca. por su riqueza e importancia, el visual. La
vision es una de las n¡íaneras más efectivas de percepción de los seres vivos que. en el caso
de los animnales superiores, permite un análisis muy detallado del entorno. Por ejenmíplo, el
SNC humano. en etapas relativamente básicas de iíttegración de la señal visual, es capaz de
extraer característi<:as de uní estímulo visual tales corno posición, distancia al observador,
color, tamaño. dirección y velocidad del movimiento. etc. Todas estas características son
perfectamente controlables por el experimeimtador. que puede alterarías a su gusto. Por
ello hay una creciemíte cantidad de trabajos sobre el SNV y numerosos estudios analizan
el desarrollo de este sistema, con la certeza de que las reglas que rigen el desarrollo del
mismo pueden ser trasladadas a otros sistemas sensoriales y, probablemente, a cualquier
otra parte del SN. Lun esta última frase se resumne la característica más importante <le
este tipo de trabajos y s~ fin último: comprender la organización del SNC a partir de su
desarrollo.
La evolución biológica conlíeva una lógica tanto en la evolución de las especies (filoge-
ida) como crí el desarrollo vital de cada organismo (ontogenia). La competencia entre las
especies y la existencia de un medio ambiente cambiante favorece a aquellos organismos
capaces de solucionar nuevos problemas, pero, a la vez, a aquellos que., habiendo solu-
cionado un problema.. han encontrado la solmíción más eficaz. En el caso de los mamíferos
superiores, la evolución ha alcanzado la solución al problenma. de procesar una cantidad
ingente de inforníacion sensormal y de producir respuestas nnuy elaboradas ante ese emítorno
mediante una estructura neuronal, la corteza, con unas características que les permuitení el
desarrollo de selectividades a diferentes estímulos muy precisas. Comno se ha apuntado an-
teriorrm¡emtt.e. la aparición de este tipo de organización lía de estar basada en regla.s siniples
que impliquen un escaso gasto de material genético, necesariamente dirigidas por pro<:esos
aumo-organí zat.m vos.
1.5 Modelos neurofisiológicos de desarrollo mediante redes
neuronales
Entre los mnét.odos de modelización del SNC los más frecuentemente usados son los de redes
neuronales. Estas constituyen un campo de reciente aparición y de desarrollo creciente (en
el capítulc> 4 se profundizará. en estos ufetodos). En su origen (y cmi nulmierosus aspectos)
las redes nieu con ales se imispiraroní en el funciomí am ienit.(m del cerebro y por est a razon 5í)ii
muy apropiada.s para modelizar el SN. y extensamente usadas comt est.e fimí. En el sentido
ni á.s ¿uit]) li<í. 1 a.s redes ríenron ales soií si mit piemnemite algo rif mitos • es <1 cci r, proce(Ii miemit. os
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para llevar a cabo un cálculo. La particularidad de este tipo de algoritmos es que no
emplean una función determinada para la resolución de un problema sino un algorinmito
paralelo basado en elementos que pueden adoptar una serie de estados y conexiones cmii re
esos elementos que pueden variar con el tiempo. Esa variación temporal de las conexiones.
que hace que la red responda con más eficacia ante determinados estímulos. se considera
como un modelo de aprendizaje.
Las redes neuronales se vienen empleando con éxito en la realización de tareas qmw
e-
se podrían denominar “inteligentes’j tales como el almacenamiento de información, re-
conocmmíento de objetos, predicción de series temporales. etc. ~Rume1hart y McClellanxd.
1988]. Pero, en una especie de vuelta a sus orígenes, las redes neuronales se aplican tain-
bién como modelos simplificados de partes del SN y de su desarrollo [Anderson y Rosem¡fel<l.
1988].
Los inspiradores de la modeiización del SN mediante redes puede considerarse que
fueron, por una parte, McCulloch y Pitts que sentaron las bases del conexionismo: tínía
manera de entender los procesos nerviosos a través de neuronas y conexiones (ver capítulo
4) [McCulloch y Pitts, 1943]; y por otra parte, Donald O. Hebb que planteó una regla de
evolución sináptica basada en correlación de actividades (ver capítulo 3) [l-lebb. 1943]. A
partir de estas dos ideas, redes de neuronas y reglas de evolución no supervisadas. aparecetí
los trabajos pioneros de Christoph von der Ma]sburg en el uso de redes comí propiedades
auto-organizativas para explicar el desarrollo del SM’ [von der Malsburg. i973. 1979:
Willshaw y von der Malsburg. 1979] que son la base del presente trabajo.
Desde entomices se pueden destacar tres tendencias en este tipo de modelos:
1. Aparece una mayor inter-relación entre las propiedades cuyo desarrollo se quiere st-
mular. Inicialmente se simulaba en cada modelo el desarrollo de una propiedad de
selectividad a estímulo (posición, tamnaño. orientación, etc.), pero hay modelos re-
cientes que explican la aparición simultánea de diferentes propiedades de selectividad
[Tanaka. 1991a].
2. Se imponen menos restricciones en las condiciones iniciales del sistema y en la.s
posibilidades de evolución de las conexiones y se da más participacióíí a los procesos
auto-organizativos.
st’
3. A mnedida que mejoran la potencia de cálculo y capacidad de memnioria de los co¡im~
puiadores. y aumenta la disponibilidad de éstos, se incrementa el núnnero de elememí-
tos que comnponemí el muodelo. Se ha pasado de muodelos con decenas de neurolmas. a
modelos de miles e incluso de cientos de níiles de neuromías.
lv
Este trabajo pretende inscribirse en estas límíeas. simnulando la. aparición de mníilt.i-
píes propiedades de selectividad. damído la mayor participacióíí posible a los procesos de
auto-organización en la evolución del sistema y aprovechando al máxinio los recursos iii-
formáticos de los que se dispone.
4~
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1.6 Objetivos
Así pues. el objetivo del presente trabajo es estudiar los procesos de auto-organización
mmplicados crí la estructuración final del SNV. Se mostrará que esta auto-organizacion
es consecuencia directa de la existencia de ciertas restricciomíes impuestas crí el sistema
y mnecanmsmos de evolucióni de sinapsis. Asimismo, se describe el funcionamiento de es-
tos mecanmsmos y las causas que permiten este funcionamiento. Para ello se niodelizan
partes muy concretas del SNV. Se proponen distintos modelos basados en principios ammto-
organizativos tales como difusión de activida.d espontánea entre neuronas próximas de
una misma capa, leyes de evolución sináptica Ikbbianas y limitaciones en el crecimiento
siniáptico (bien de sinapsis individuales. bien de árboles sinápticos).
Los niodelos se presentan en la parte de resultados (capítulos del 5 al 9). Antes de pre-
sentar cada modelo se hará una introducción del problema fisiológico de que se trata y una
breve discusión acerca de los nnodelos previos que traten problemas similares. En un prinner
paso, se presenta un modelo que recoge las ideas y principios básicos propuestos por von
der Malsburg [1983]. con el fin de establecer en un primer sistema las bases de posteriores
mímodelos muás complejos. En concreto, se estudia un modelo de desarrollo de retinotopía
(capítulo 6) y se extiende su formulación para dar cuenta del desarrollo de modelos ocula-
res (capítulo 7). Se estudia la dinámica de una red simple para remarcar las propiedades
de los modelos de retinotopía x’ dominios oculares y sugerir un modelo de campos recep-
tivos (capítulo 8). Por último. se plantea un modelo que connbina aprendizaje Hebbiano
y anti-Hebbiamío para simular la aparición simultánea de múltiples propiedades de selec-
tividad mienronal para. las que ya estaban planteados modelos diferentes, y la simulación
de otras para las cuales no había muodelo (capítulo 9). Entre las primeras se encuentramí
los camnpos receptivos on-off y la selectividad a orientación. Se simula. la aparición de
selectividad a tamaño en conjunción con las características anteriores, y se propone una
explicación plausible para recientes experimentos que describen plasticidad neuronal crí
el estado adulto provocada por umía lesión en la retina [Cilbern y Wiesel. 1992: Pettet. y
Cilbert. 1992].
En la parte de conclusiones se conjuntan las discusiomíes establecidas a partir de cada
uno de los modelos ‘~ se extienden ciertas sugerencias extraídas de los resultados. Se apunta
la posibilidad de que. bajo ciertas suposiciones. reglas mnuy parecidas a las plamíteadas per-
íííitan explicar la aparición de selectividad a nbovimiento y direcciónt, es decir. el desarrollo
de neuronas con campos receptivos dc propiedades espaciales y temporales. (capítulo 10).
liníalniemire. se resu mnen las conclusiones ni ás imu portantes capitulo 11).
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2Estructura funcional del sistema
nervioso visual
Con el fin de introducir los modelos que se presentan en la parte II, a contiiíuacomí se
describe brevemente la anatomía del SNV. haciendo especial hincapié cmi los aspectos
neurofisiológicos.
La descripción se centrará en el SN de mamíferos superiores ya que este es el sujeto
usual del estudio del desarrollo del SNV En el caso de mamíferos, los sujetos primícipales de
experimentación son la rata, la paloma, el conejo. el macaco y. especialmnemite.. el gato. Una
de las principales diferencias entre la visión del gato y la de los prinmates es que el primero
no distingue los colores, pero su SNV es usado corno modelo experimnenítal para estudiar
la fisiología y funcionamiento del SNV humano. De todas formas, en el presente trabajo
ncí se va a abordar la mnodelizaciómí de la sensibilidad al color por lo que no se entrara en
mnucho detalle acerca de las propiedades de seusil)ilidad a color del sistema visual tunjano.
La ruta visual de los mamíferos superiores consta de las retinas, los cuerpos genticulados
laterales [CCLs] y la corteza visual. En la figura 2.1 se esquemnatiza la distribución de
estas estructuras. En las siguientes secciones se describe brevemente su estructti ra y
fmicion amento.
2.1 Retina
La retina es la. parte del ojo que se encarga de transformar la luz que recibe. crí impulsos
uiervi osos qn e vm ajan por el iíervio óptico hacia el cerebro. Se di sni miguemí cmi ella <los zomí as
especiales: la papila. regióíí de la que parte el nervio oplí co y por ello carente de células
fotoseií sibles. y la mdcv.kí. en el centro de la cual se hall a. la fóvea. mmna región de 1500
pmn de d~ anietmo (el equivalente a unos ,5” del campo visn al ) . A Ii n dentro <le la fóvea se
distingue otra zona <le untos 350 ¡¡mu de diámetro, la foí.’eoia.
Los fotorreceptores soní las cd u 1 a.s de la. reti na. qtíe 4 ran sfornt a.ím directaíííemíí.e los es-
(ni ulos luminosos q nc recíben cii immmpulsos eléctricos. La ini forní ac iómí visual ieci be ~ ti
procesamiento previo antes de viajar por el nervio óptico. De éste se encargan cuatro
ti])os de cél tilas: bipolares. líen zoii tales. amacrinas y ganíglioíí ares. sieíí do las él ti ¡ua.s las
•~ .3
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(a)
Corteza
visual
IZQUIERDO
DERECHO
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(b) (c) ‘e-
Corteza
Figura 2.1 (a) Esquema de la ruta visual en primates, visto desde la base del cerebro El lado
derecho de cada retina proyecta sobre el CCL derecho que a su vez manda sus conexiones al
hemisferio izquierdo. (b, c) Vistas medial y lateral de la superficie cortical. El área 17 se conoce
también como corteza estriada o área visual 1. Las áreas 17 y 18 se correspoii dcii colí las áreas
visuales II y III. Se señalan también las áreas 4 (corteza motora) y las 1.2 y 3 (áreas de la corteza
sensorial). Figura adaptada de [Kuffler et al,, 1984]. lv
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Fibras del
nervio óptico
Células
ganglionares
Células anlaermas
Células bipolares
Células horizont.les(
Capa de receptores
Figura 2.2: Tipos celulares de la retina y disposición. Adapt.~ida de [Lindsay y Norman. 1977].
que producen la señal que viaja por el nervio óptico hacia el tálamo (ver figura 2.2).
Los fotorreceptores se encuentramí, paradójicamente, en la. capa. más profunda de la
retnmía. es decir. la luz atraviesa las capas en las que se encuentran células ganglionares,
amnacnmmas, bipolares y horizontales, en este ordemt antes de llegar a. los fotorreceptores
(ver figura 2.2). En la reúna existen. dos tipos de células receptoras: comios y bastones. El
nomubre de estas células responde a. su morfología: cilíndrica en el caso de los bastones.
coníca. cm, el caso de los conos Los bastonies son sensibles a mt ensidades luminosas bajas
y los conos a. iníteíísida.des altas y al color.
La sen si bi lid así a la luz se consigue mediante pigmnientos que contíemí cmi retinal mmmi a.
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molécula que cambia de conformación por absorción de un fotón. La sensibilidad a umia
longitud de onda dada proviene de la distribución de cargas del complejo proteico cii
el que se encuentra el retinal. Así, luz con una determinada longitud de onda óptima
produce un cambio isomérico en el retinal. El resultado es la activación del pigmento el
cual desencadena una serie de cambios que finalizan en el cierre de canales de sodio, lo e->
cual produce la hiperpolarización de la membrana de la célula (el potencial de membrana
se hace muás negativo). Los bastones poseen uní pigmento cuyo máximo de absorcion esta
a 500 nní. Se detectan tres tipos de conos según los foto-pigmentos que contengan. Estos
tienen ma=umasensibilidad para longitudes de onda de 445 nm (azul), 535 nm (verde) x’
570 nm (rojo>. respectivamente. Dependiendo del color característico que detecten asi se
denominan a los conos que los contienen. 5->
Cada cono y cada bastón tienen un engrosanuento llamado cuerpo sináptico mediante
el cual envían impulsos eléctricos simultáneamente a células bipolares y horizontales. Tam-
biéní hay interacciones entre cuerpos sinápticos de distintos fotorreceptores, de conos con 5-
conos y de conos con bastones (ver figura 2.2).
En la capa más próxima a los fotorreceptores se encuentramí las células horizontales que
reciben señales desde conos y bastones. Estas células pueden activarse o inhibirse frente
a la iluminación de amuplias zonas del campo visual [Kufller U al., 19843. En la siguiente
capa, más próxima a la superficie de la retina. se encuentran las células bipolares. Cada
bipolar establece sinapsis con unos 40 a 50 bastones, lo cual supone una convergencia
de señal bastante considerable. Su axón establece conexiones llamadas díadas, con umia
célula gaíiglionar y imna amacrina. También efectúan sinapsis recíprocas con las células
0<
bipolares. Debido a la conectividad tan complicada de las bipolares con los otros tipos
de inter-neuronas y con los fotorreceptores. los potenciales de acción de estas células cii
respuesta a estímulos visuales son especiales.
Se introduce aquí el importante concepto de campo receptivo de una nícurona. níta.
función que nos indica cuál es la relación entre la posición de un estímulo cmi el campo visual
y la respuesta que produce en dicha célula. Las ya comentadas células bipolares presentan
0<
dos tipos de campos receptivos, ambos de simetría circular. En uno, la activaciómí de la
zona central produce activación y la activación de una zona. amiular produce inhibición.
Se le flauta campo receptivo on.—off (ver figura 2.3). El otro tipo es el camnípo inverso
del anterior (off-on) en el cual hay una zona central de inhibición y una zona. anular de
activación.
Ení la misma capa que las células bipolares se hallan las células amacrinas. E.sta.s
células reciben señales de bipolares y de otras amnacrinas,y envían señales exclusivameiite
a las ganglionares. Finalmente, las células más lejanas a. la. capa de fotorreceptores son
la.s gangliomiares. Son las úmíicas células de la retimía que producen una salida directa por
el nervio óptico, hacia. los CC Ls. Al iguí al qn e sucede con las células bipolares. ta.m bieií se
encuentran ganglionares colí campos receptivos on-off y aif-orn.
En la retina del gato se distimíguen. segúíí su respuesta, célula.s ganglionares X y células —
gangliomíares Y. Las células X responden a zonas pequenas del campo visual y dan res-
puestas sostemnidas (que persisten cuí el tienipo) y lineales (proporcionales a la intensidad
del estímulo). Las células Y dan respuestas transitorias (de corta, duración), no lineales
(n.o proporcionales a la intensidad del estímulo), responden a grandes zomma,s del carmile>
.9-
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Figura 2.3: Estructura de un campo receptivo de tipo on-off. Describe los efectos que un estímulo
visual consistente en un punto luminoso produce en el nivel de actividad de una neurona. Cada
neurona tiene un nivel de actividad espontánea en ausencia de estímulos que se mide en numero
de disparos pon unidad de tiempo. La presentación de] estímulo en la zona del campo visual
correspondient.e a la zona central del campo receptivo produciría la activación de la neurona.
que se traducmría en un incremento en su probabilidad de disparo. La excitación de la zona anular
produciría un decrecimiento en la probabilidad de disparo: un efecto inhibidor. Estíntulos colocados
en el resto del campo visual no alteran la actividad de la neurona.
visual ‘y tienen cierta. sensibilidad ante objetos en movimiento. Hay un tercer grupo, el XV.
cuyos camupos receptivos tienen propiedades más complejas que los típicos on-oif u oif-o¡a.
Sus centros pueden ser activados indistintaníente por un punto oscuro o lumninoso.
En la retina de los primates, se describen las células M, llamadas así porque establecen
conexjones con la zona magnocelular del CCL, y las células P. que proyectan a la zona
parvocelular del CCL. Las células P producen respuestas más sostenidas que las M y suri
sensibles a pequeñas zonas del campo visual, pero no se corresponden con el tipo X de
gato. En las lvi se encuentran dos tipos que sí dan respuestas comparables a los tipos Xl e
Y, y que por ello se deniominan IvL~ M~.
La imagen que llega a la retina contiene más inforníación de la que el cerebro es capaz
de procesar. Es necesaria, por lo tanto, una labor de selección de información que lía.
de ser lo más óptima posible desde el punto de vista de las necesidades del ser vivo en
cuanto a su percepción e interacción con el entorno, Así, la disposiciómí por tamaños de
los camnpos receptivos es distinta según la especie considerada, dependiendo de que zona
del campo visual necesite mmmi análisis más fino. En los primates o cmi el gato los canopos
receptivos ¡u as pequemios (que permiten una visiólí muás aguda) se crí cuemínran en la. zoií a
foveal . Comí cretamnente. en la retina. humana existen u nas l0~ nieuroii as gangí ionares comí
unía distribucion variable. y dotadas asimnisilmo de una resolución variable: níás liria cmi. la.
fóvea. unas i0~ céiula.s por grado de campo visual en los 2 grados lóveales [Van Esscn
ct al.. 19921. l)e este mnodo. la. retina efectúa esa. necesaria reducción de la cantidad de
información medianite la limitad a (aunque elevada) cantidad de células gangliorí ares.
De la descripción que se ha seguido de los tipos celulares de la retina. y cíe sim mmi-
18 2. Estructuro funcional del sistema nervioso visual
terconenones, se puede apreciar que la retina no se linnita a ser un mero transníísor
de información. Por el contrario, efectúa un complejo procesamiento de la información
recibida, de modo que esta información sea aprovechada de la manera más efectiva posible.
De hecho, se puede demostrar empleando la Téoría de la Inform.aczon. qmíe la forma del
campo receptivo descrita para las células ganglionares, es la óptima en cuanto a la reduc-
crón de la relación señal/ruido [Atick y Redlich. 19901. El fin del procesa.¡níieuto visual
es codificar los datos sensoriales a fin de reducir la redundancia en la imiformnacióm. La.
estrategia seguida ha sido resolver el problema en una serie de etapas para cada una. de
las cuales se ha encontrado el sistema de codificación óptimo. La codificación de la rel.iíía
constituye una primera etapa, en la cual las células ganglionares detectan una media de
lumínancía en una zona del campo visual que corresponde a multitud de receptores. Lii -~
etapas sucesivas se codifican características del estímulo visual de comnplejidad creciente.
hasta llegar al reconocimiento de objetos.
e-.-
2.2 Cuerpos geniculados laterales
Los CGLs, izquierdo y derecho, son estructuras gemelas situadas en el tálamo. que hacen
de estación de relé de la señal nerviosa entre las retinas y la corteza. En los primates
cada uno de los CGLs tiene seis capas de neuronas, que se nunmeran desde la más vemítra.l
a la más dorsal (de abajo a arriba). Cada una. de estas capas está recibe conexiomíes
unicamente de axones provenientes de un ojo. Las capas 2. 3 y 5 reciben conexiones desde
la retina ¿psilateral (del mismo lado: izquierda si se trata del geniculado izquierdo, derecha 0<
sm se trata del geniculado izquierdo). Las capas restantes reciben conexiones de la retimia
coraLralateral (retina del lado opuesto). Las capas 1 y 2 son las inagnocelulares. llantadas
así por el mayor tamaño de las células que contienen. Las restantes son las parvocelulares.
(Ver figura 2.4).
Es destacable que cada neurona del geniculado recibe escasos aferentes de las galo
glionares: no existe una convergencia notable cmi las conexiones entre las neuronas gamí-
glionares y las del geniculado. A esto se debe que anmbos tipos celulares presenten campos
receptivos similares.
stSegún las propiedades temporales en la respuesta a un esmínmulo se distinguen las céltilas
con retardo (que presentan un retraso entre la estimulación y la producción de señal
nerviosa) y las células sin retardo de las cimales existen tanto de tipo Xl corno de Y. Por
0<
ejemuplo, las células X e Y son muy diferentes en cuanto a su sensibilidad a frecueíícma
espacial (tamaño> e idénticas en su sensibilidad a frecuencia temporal. pero la resoluciómí
temporal de las células con retardo es mucho niás baja que la. de las células sin retardo
[Saul y H u mp h rey. 199(1].
En las comíexiones entre mmeuroní as gan glionares y las del genicul nAo apa.receii dos vía,s (le
procesamiento claramente diferenciadas: en los primates la información 1)roveniemit.e de las —<
celulas ganglionares Nl y P es conducida separadamente a. las células gamigliominies de tipo
M y P; de manera similar, en el gato las neuronas ganglionares Xl eX de la reti¡ía establecen
conexiones comí los correspondientes tipos celulares Xl e Y de los CCLs. Eim aníbos ca.sos,
la infomnuación proveniente d.e dos tipos celulares es conducida, separadamente a cada ((fi.
t¶O
st-
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Figura 2.4: Esquema de la disposición de las capas en el cuerpo geniculado lateral. (a) En el gato.
(U) En el momio. Las capas parvocelulares son de la 3 a la 6. La 1 y la 2 son las magnoceltílares.
y después a la corteza visual [Van Essen eL al., 1992].
Se observa que las células próximas entre sí en el CCL responden a estímulos próximos
en el campo visual. Así pues, el CCL efectúa una representación del espacio visual en
cada lámina de neuronas. Es la propiedad que se conoce comno retinolopio. En la dirección
perpendicular a la laminación, las neuronas responden a estímulos sitmtados en la misma
regióím del campo visual.
Las neuronas del (‘CL establecen conexiones con las neuronas de la capa IV de la
corteza estriada. Pero el flujo de información no es exclusivamente desde la “periferia’~
al interior. Ta.mmíbién existen conexiones en senitido inverso: hay fibras córtico-talánuicas
que se conectan al (‘Ci. desde la capa VI de la corteza estriada, las fibras denominíadas
centrífugas.
2.3 Corteza visual
En el SM’ destaca la corteza cerebral, una delgada capa de neuronas cuya. superficie au-
menta en la escala evolutiva a base de retorcerse sobre si misma mediante circunvoluciones.
Aparece relativamente tarde en la evolución: está presente en aves y mamíferos. El hombre
tiente una corteza de grau superficie en comparación coíí el resto de los mnamníferos. lo cual
le pernmite umía capacidad extraordinaria de razonamiento, anticipación de sucesos. usar el
lenguaje. etc, y probablemente constitímva la base de la consciemícia (para la que algunos
autores llegamí a da.r umia fecha de aparición: hace unos 200 millones de años [Eccíes. 1992]>.
La corteza visual ocupa la. parte posterior del cerebro. Lii el hoinbre ocupa. u míos 100
cnn
2 en cada. hemisferio cerebral. Se han descrito al menos 32 diferentes áreas corticales
relacion a.d as con el procesamnmiento visual. 25 de ellas tienemí una fu uíciórí pri ti cipalní emite
Ventral Ventral
20 2. Estructum funcional del sistema nervioso visual
relacionada con la visión. Las siete restantes están además implicadas en funciones depemí-
dientes de otros sentidos o en el control motor guiado visualmente. Existen al nmenos unas
300 vías interconectando las 32 áreas corticales. Para estas áreas ha sido propuesta una
organización jerárquica [Van Essen el al., 1992]. Según ésta, se encontraríaít conexiones
tanto de abajo a arriba como de arriba a abajo y laterales entre áreas del mismo nivel
jerárquico.
La corteza visual se divide en 6 capas, y la cuarta a su vez en las capas 1X’~,. lY’~, y
1½. La imiformación visual llega del CCL a las capa IV y VI de la corteza estriada, y de
allí viaja hasta diversas áreas visuales de la corteza. extra-estriada. Cobcretaníente. los
axones provenientes de las capas magnocelulares del CCL conectan con las capas lxi y
VI. Los provenientes de las parvocelulares conectan con las capas IV,, TV0 y VI.
Se distinguen en la corteza visual primaria dos tipos principales de células atendiendo
al tipo de respuesta a estímulos: las respuestas de las células simples son sumación lineal
de los estímulos; las células complejas dan sumación no lineal. Ambas pueden detectar
una o combinaciones de distintas características del estímulo visual comnio oriemitacion.
frecuencia espacial y temporal, posición espacial x’ color. La detección de caracterist¡ca.s
más complejas queda reservada a etapas superiores.
En la superficie de la corteza estriada, al igual que en los CGLs, se da umia proyeccíorí
retinotópica del campo visual. Además, cada área retiniana proyecta sus estímulos sobre
—Ouna región cortical de tamaño superior. Así pues, se produce una magnificación. qtíe es
mayor para las zonas más cercanas al área central del campo visual y menor para. las más
lejanas.
La corteza estriada está organizada en columnas de dominancia ocular. Los mamíferos —
superiores presentan una gran zona de superposición de los campos receptivos de ambos
ojos, a fin de obtener dos imnágenes dispares que permitan la percepción de la. profundidad
‘-Ode la imagen. Si se representa la disposición de las células dominadas por uno u otro
ojo en algunas capas de la corteza, se observa que no se hallan distribuidas aleatoria-
mente, sino que se agrupan en patrones conocidos como de “piel de cebra”: bandas de
‘st’
células dominadas por un solo ojo alternadas con bandas dominadas por el otro (ver figuia.
2.5). El grosor de estas bandas es de unos 850 pm en mamíferos. Constituyen lámninas
perpendiculares a las láminas de la corteza (ver figura 2.6a).
La presencia de regiones de dominancia ocular parece no ser universal emí mamíferos.
Así, aparece de una manera muy marcada en el gato y en los prinmates pero no en ratones o
ratas. La conclusión obvia es que la dominaucia ocular no es estrictanmente necesaria para
el procesamiento visual. No obstante. comno cualquier otra característica. organizativa del
sístenma visual, es una estructura que puede dar indicaciones acerca del mecanismo de auto-
organización neuronal. Indica la importancia de la actividad para el proceso de desarrollo.
ya qmme dmmrante el período critico, si se interrumpe o reduce la actividad proveitiente de mita
de las retintas, estas columnas de dommminancia quedam¡ alteradas y se produce miii reparto de
espacio en favor del ojo dominante.
—O
Superpuesta a la organización en dominios octílares de la corteza. existe tina organi-
zación columunar (puesta de manifiesto por vez primera por Hubel y Wiesel [1963]) l>er-
pendicular a la laminacion cortical. En cada columnna aparecen neuromías sensibles a imita
misma orientación del estiunlo. en el caso de que éste se trate de una barra orientada, o
st>
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Figura 2.5: Patrón de columnas de dominancia ocular en corteza de mono. La barra equivale a 5
mm. Figura adaptada de [Kuffier et al.., 1984].
campo de barras en movimiento (ver figura 2.6b). Estas columnas aparecen ordenadas de
modo que columnas contiguas contienen neuronas que son preferentemente activadas por
orientaciones similares. Así, en una región cortical se puede encontrar que hay neuronas
selectivas para cualquiera de las orientaciones del estímulo. Esta región fue denominada
hipcrcolurnna por Hubel y WieseL. El campo de selectividad a orientaciones no varía uííi-
formemnente. A lo largo de una dirección de la corteza se puede encontrar que la orientación
preferida de las imeuronas gira hacia orientaciones cada vez nias levógiras y muás adelante
hacia orientaciones más dextrógiras (ver figura 2.7).
Otra propiedad del estímulo visual para la cual se encuentra sensibilidad en las neu-
ronas corticales es la frecuencia espacial. Así, cuando se emplea como medio de excitación
visual un patrón forniado por barras paralelas. se encuentra que hay neuronas cuya res-
puesta depende de la distancia entre barra y barra (a. excepción de las de la capa 1V que
responden a. todas las frecuencias por igual). Ciertos autores describen una organízacíon
en columnas de neuronas selectivas a la misma frecuencia espacial perpendiculares a la.
superficie cortical [TooI.ell U al, 19811 (ver figura 2,6c). Colummías selectivas a misma fi-e-
cuenda espacial están separadas entre sí por distancias de entre 0.8 y 1 mm. En delim¡itiva..
se observa, una organización columnar muy similar a la que se observa para selectividad
a orientaciones. Correspondiéndose con la disminución de resolución que se aprecía cmi
las zonas de la retina niás excéntricas (alejadas de la zona foveal), aparecen columnas de
neuronas selectivas a. altas frecuencias espaciales en aquellas zonas de la corteza en las que
se proyectan los estímulos correspondientes a. las zonas centrales del campo visual. Las
columnas de neuronas selectivas a bajas frecuencias espaciales aparecemí cii Las regiones
corticales que reciben proyecciones de las zomías mnas excentricas del caímmpo vistíal.
Las intersecciones entre las láminas de orientaciones y las de frecuencia espacial impli-
can la existencia de neuronas capaces de responder selectivanímente a estímnulos con cualquier
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Figura 2.6: Esquema de la disposición de las propiedades de selectividad neuronal cii la corteza
visual. La laminación cortical sería horizontal. Cada una de las tres disposiciones de coltímonas es
perpendicular a la laminación cortical. (a) Láminas de dominancia ocular. En trama se muesmralí
las zonas dominadas por aferentes provenientes del ojo derecho (1)) y en blanco las dominadas por 0<
el ojo izquierdo (1). (b) Láminas de selectividad a frecuencia espacial. (c) Lámninas de selectividad
a orientación. Son perpendiculares a las de frectaencia espacial. (d) Superposiciómí de las tres
representaciones. Se encuentman puntos dc la corteza coma neuronas que presentmm selectividad a
distintas cotnbinaciones de propiedades.
Retinotopia
0<
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Figura 2.7: Heconstrucción de un mapa de selectividad a
orientaciones en la corteza estriada del gato.
Las flechas de la parte superior indican la posi-
ción de los caminos paralelos seguidos por el
electrodo. Los círculos negros indican las nen-
ronas medidas. La dareccion vertical se corres-
ponde con un espaciado de 1 mm en la direc-
cion antero-posterior, y la horizontal con uno
de 0.5 mm en la direccion medial-lateral (es
decir, la vista es desde arriba). Los huecos en-
tre las neuronas medidas experimentalmente
se han rellenado con neuronas hipotéticas se-
lectivas a orientaciones con variaciones de l0~
en l0~, y cotí un espaciado de 50 pm. Las
dos regiones recuadradas son equivalentes a
hipercolumnas en cuanto a la selectividad a
orientaciones, ya que contienen una distribu-
ción extemtsa de orientaciones. Figura tomada
de [Orban. 1984]
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combinación de orientación y frecuencia espacial (ver figura 2.6d) [Tootell ci al,, 1981].
Las neuronas corticales presentan también selectividad a la frecuencia temporal del
estímulo, De hecho, en la comprobación de la orientación preferida por una neurona.
habitualmente se empleaní estímulos temporalmente no estaciomiarios, ya que las respuestas
ante estímulos estáticos son casi nulas. Bay que distinguir. no obstante, entre selectividad
debida a camnbios temnporales en la señal, y selectividad a movimiento. Concretamente.
las neuromías corticales somí selectivas a estímulos de intensidad luminosa temporalmente
variable sin necesidad de que éstos se muevan [De Valois y De Valois, 1988]. Así. se
en cuentran neuronas que respon demí mejor ante uní a. frecuen cia. de oscilación teniporal
óptima.
El concepto de hipercolumna. aplicado a la selectividad a orientaciones, puede extemí-
derse para definir una regióm¡ que realiza el análisis conmpleto de las propiedades de los
estímulos producidos en una parte del espacio visual. Resumiendo, este análisis ha de
incluir orientación, velocidad y tamaño (y. en el caso de primnates. color). La existencia
de dos canales, uno proveniente de cada retina, permite extraer informuacióní además de la.
posición espacial tridimnensional del estímulo (profundidad de la imagen o estereoscopía).
Ya. que los distimitos mapas corticales se hayan totalmente superpuestos, su fornnacíorí
lía de suceder si mun Itáncainen te. con gramí cantidad de iíiteracciones entre ti nos y otros.
‘ram biéim la. reacción de tinta nemírona. frente a. umía propied a.d det.ermmm:m¡a.da. del estímnn 1 o U a
de estar correlacionada con la existencia de selectividad a otras propiedades fV idyasagar
y Sigii entra. 198.5]. hec lío que mio ptí ede olvi darse en los estu dios de fu n cioímalidad . Por
ejempí o. si se estu di a la. semísi bilidad a. orientaciones x se quiere u acer tí míe el esi u dio sea
comparable. itay que ciiid arse de tiar claramnent.e las otras’ caracierí sn icas del .~stiion lo q mi e
se usa. tales corno [ongitud y anchura de la barra. su contraste con el fondo, su color y
su velocidad si es que se muueve. En caso contrario se pueden estar estinnínlando céinlas
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diferentes en diferentes estudios y los resultados no son comparables [Orban.1984]. i)e
la misma manera. a la hora de un estudio de modelización de la auto-organizaciómm de
estos mapas. no se debe perder de vista su aparición simultánea e interrelacionada. 1:lía
modelización realista debe incluir el mayor númnero posible de estas caracteristícas.
5-?
$5-
5-e-
3Auto-organización del sistema nervioso
visual
Ya en etapas muy tempranas del desarrollo del SNV. las neuronas son eléctricamente
excitables, capaces de transmitir señal antes de que el sistema disponga de patrones de
información eléctrica con algún significado. En etapas poco avanzadas del desarrollo grau
parte de las señales que se transmiten, provienen de esta actividad espontánea. con lo
cual, pese a que el sistema no recibe aún información coherente del exterior, ya. se emplean
los canales sensoriales. Esta transmisión de impulsos que mio respomiden a. una estructura.
ordenada no es imíútil: de smi existencia depende el refinamiento de las conexiones imeuronales
que da lugar a la formación del SNV adulto [Hubely Wiesel, 1963; Stryker et al.. 1978:
hato, 1990].
Otra característica importante de la corteza sensorial, es la homnogemíeidad de su desa.-
rrollo a pesar de la diversidad de estímulos que analiza. Esta se lía puesto de manifiesto
comí los experimentos de desviación, en etapas tempramías del desarrollo. de la informacióim
provemíiente de rin canal sensorial a una región de la corteza típicamente especializada en
la sensibilidad a otro canal sensorial. Concretamnente. cuando la información visual se
desvía a la corteza auditiva, se obtienen organizaciones neuronales con las propiedades
típica.s del corteza visual como son las bandas de dominancia ocular [Roe U al. 19903.
Otro ejemplo en este semítido, es la implantación de tejidos de la corteza visual en la zona
correspondiente a la corteza somalosensorial en eníbrión de rata. Finalizado el desarrollo
se observan estructuras típicas de la corteza somatosensorial pese a que el tejido provicite
de la zona. visual [Schlaggary OLean’. 1991].
Otra. ijídicaciórí de la generalidad de la. corteza sensorial es la simnilaridad estructural
de los sistemnas sensoriales. Al igual que existen mapas retinotópicos en el sistenma visual.
tarn biétí hay mapas nonotópicos (en los cuales las distintas frecuencias próximas percibidas
por el oido activan mini romí as espaci alment e próKimmla.s ) x mapa.s somna.totópicos (estímulos
táctiles próximos activan neuronas próxinias). Tambiéní existemí numerosos ejemplos de
sel ec ti x’ i dad mí ení rcni al e it si st enrias sen son ales no visuales t.a.les coní o las í e tiro itas dc la
corteza auditiva serisi bies a soitidos de frecuencia creciente o decreciemíte. olas de la corteza
somnatosensorial selectivas a la velocidad cuando se usa como estímnulo táctil una. barra
desplazándose sobre la piel [Cardnerct al.. 1992]. Emí amnbos casos, esas propiedades
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selectivas son similares a las de selectividad a movimiento de que gozan ciertas neuronas
del sistema visual. La conchisión que parece deducirse de estos hecítos es que la corteza
es como una “página en blanco” preparada para auto-organizarse en fuímción del tipo de
información que se le proporcione.
Esta elevada capacidad auto-organizativa de la corteza sensorial de debe a. la existencia
de mecanismuos celulares mediante los cuales el SN evoluciomía para ajustarse a los canibios
evolutivos que ocurren en el resto del cuerpo [Shaw y Moore, 1989]. Precisamente, la
evolución biológica de la complejidad y del tamaño de la corteza y la de los canales y
receptores sensoriales están correlacionadas: una mutación que permite tener uní órgano
sensorial capaz de producir señales eléctricas más variadas ante estímulos externos. tui
sirve de nada si no existe una corteza lo suficientemente grande y complicada como para 5-’
ser capaz de desarrollar selectividad a esos estímulos de complejidad incrementada A
su vez, no tiene sentido incrementar las capacidades selectivas de la corteza frente a los
estímulos si éstos no son lo suficientemente complejos. 5-
Como se comentó en el capítulo 1, destacan dos propiedades de la organtización cortical
visual, también compartidas por otras organizaciones sensoriales: su complejidad y su
5-desarrollo dependiente de actividad. Estas características indican que el desarrollo del
sistema visual se lleva a cabo umediante un proceso de auto-organízacíon. De este niodo. se
puede concluir que el único papel de la información genética es el de controlar la ontogenia
del sistenma nervioso, es decir, la división celular, y la migración y diferemíciaciómí neuronal
que dan lugar a las distintas capas del SNV y al subsiguiente establecimiento de fibras que
conectan unas capas con otras.
Antes de explicar el proceso del desarrollo del SI’4V en términos de un proceso de auto-
organización se hace necesario introducir este concepto, lo cual se hace en los siguientes
párrafos.
3.1 Principios básicos de la auto-organización
Por organización se entienden dos conceptos muy diferentes: uno estatico. corno es la.
estructura de un sistema, r otro dinámnico que es el proceso que da lugar a la. obtenícióíí
de esa estructura [vonder Malsburg y Singer. 19881. Los siguiemites párrafos se ceutratí cmi
el concepto dinámico.
La auto-organización es un fenómeno observable en la naturaleza. a muy distintos níve-
les. Básicaniezile supone la aparición de estructuras ordenadas a partir de sistemas unas
simples muediante mecanismos internos al propio sistema. El proceso auto-orgaitizatívo rin-
plica. necesariamnente una dismuimiución de enntropía cmi el sistemna. lo cual contradice aparente
mente el segundo principio de la termodinámica. Por ello, estos procesos son exclusivos
de sistemas abiertos sonmetidos a un intercambio de materia y energía cotí el enterito de
manera que puedan disminuir su propia entropía a cost.a de aunríentar la entropía dcl
universo.
La. aimto-orgamíización es característica., cmi general. de los sistemas alejados (leí eqtai-
librio, y cmi particular. de los biológicos. El desarrollo de u u individuo a vartir de u ti
embriómí, la. evoin ciómí biológica de es1íeci es cern pleja.s a. partir de especies rIn mis si ru píes. la
a’-
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creación de sociedades animales, la construcción de los nidos de insectos como termníitas y
abejas, la cultura humana, son variados ejemplos que muestran cómo la auto-orgamnzacíoíi
aparece a muy diferentes escalas, tanto temporales como espaciales.
Pero la auto-organización sucede igualmente cmi otros ámbitos de la Ciencia y en algunos
casos mas fáciles de coímtrolar y analizar [(‘ross y Hohenberg. 1993]. Por ejemuplo. la
aparición de celdas de convección (celdas de Bénard) cuando se produce uní gradiente de
temperatura en una lámnina de fluido, o la emisión de una lámpara de láser. Son dos
procesos físicos que suceden en sistemas que reciben energía cuamtdo esta alimentarnoní
supera un cierto umubral. En el primer caso. el fluido se mueve con un flujo laminar, en
el segundo la lámpara emite luz corriente. Pero superado un valor crítico, las propiedades
de esos sistemas camubian bruscamente. Se desarrollan celdas de convección en caso del
fluido calentado, se emite luz coherent.e en el caso del láser Se dice que se ha producido
una transición dc fase. Otros procesos de este tipo son la cristalización, la magnetízaciolí
y. a escala astronónmica. la formación de estrellas y galaxias.
En sistemas químicos existen tambiéní ejemplos de reacciones auto-organizativas (por
ejemplo la reacción de Belousov-Zhabotinski o la de Briggs-R.ausdher). implican la exis-
tencia de reacciones auto-catalíticas en las cuales un conjunto de reacciones que reciclaní
ciertos productos producen. en condiciones de difusión baja. ondas concéntricas o espirales.
En este caso la vamiable cuyo valor crítico marca la transiciómí de fase es la concentración de
determinados productos químicos. En general, los sistemnías de reacción-difusión. pueden
dar cuenta. de la aparición de estructuras espacio-temporales, conocidas como estructuras
disipativas [Prigogimie.i 955]. recientement e descritas en modelos de poblaciones de especies
auto-replicatívas coní error [Chacóny Nuño. 1993].
Estos sismemnas auto-organizables estámí formados por un grami núníero de elementos
análogos intera(:cionando entre si. Por ejemplo: átomos, pequeños volúmenes de líquido.
estrellas..., o sinapsis emí el caso que aquí se trata. El proceso de auto-organmzacion
depende de la míaturaleza de las fuerzas de interacción entre los elemeintos del sistenna y
de las comídicioníes de contorno del sistema.
Previamneíite a la auto-organízacíoni, el sistema presenta umí estado inicial inestable rel-
atíva,níente homogéneo. Pueden existir mnúltiples estados estables hacia los que el sistenmia
puede evolucionar. Las pequeñas fluctuaciones debidas al ruido, imihíerente a cualquier pro-
ceso físico. lamí ¡ant al sistema por lina. “pendiente (let.ermíitnista (le entre munchas posibles.
hacia. nito de los est ados estacionarios. Es un juego entre el azar, esa.s fuerzas estocás-
ticas. y la necesidad. las ectí aciones deterministas que describen la. evol nc ióii del sist emíma.
[Ilaken.1977]. La elección de un camino de evolución entre todos los posibles es el proceso
llamado “ruptura espontánea de simetría”. Es la parte del proceso auto-organíízativo que
u su almuen te consume muá.s tiempo [vonder Malsburg y Simiger. 1988].
Posteriormnente, las pequeñas fluctuaciones que desemícadenan la aníto-organizacion se
a tito- amplifi catí debido a algún tij) O (le limitación de recursos qníe cori duce a la selecc ióíí
de una o de varias de las fluctuaciones de crecinmienno mná.s rápido. Ciertas fi tíct nacioníes
cooperan (‘nf re sí. tic mitotlo que el c recimmniento (le algín n a.s de ellas favorece el c recirnieimt o
de otras propagan (lo la forman ón¡ de nuevas estructuras. Fil resultado Uní al es la aparición]
de umí orden global,
Lst e proceso se pu cdc observar en el ejemuplo antes referido: la forní ación de las (‘el (las
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Figura 3.1: Patrón hexagonal de conveccioní
en una célula cilíndrica de 002
gaseoso. La relación de la anchura
de la placa con su profundidad es
de 86:1. Nótese cómo aparte de
las estructuras hexagonales apare-
cen bandas en el borde de la placa
debido a las condiciones de con-
torno. Figura adaptada de fCnoss y
Hohenberg, 1993]. te-.
de Benárd. El calentamiento de una lámina de líquido produce la formación de corrientes
5-tv
de convección inicialmente desordenadas. A medida que el gradiente de tenmperatiiras
entre la parte inferior y la superior de la lámnina aumenta, empiezan a aparecer comentes
que cooperan entre sí formando celdas en fornía de prismas, paralelos al gradiente. por
cuyo centro asciende fluido y por cuyas paredes desciende. Las celdas compiten entre si
por el espacio. pero se alcanza un equilibrio, de manera que todas adquieren el mísnio
tamaño y quedan rodeadas por otras seis, dando lugar a prismuas hexagonales (ver figura
3.1).
El SN se encuentra entre todos estos ejemplos de sistemas auto-organizativos por los
distintos motivos que ya han sido apuntados. Pero una importante diferencia de los
procesos de organización nerviosos, respecto de otros procesos de au to-orga.níiza.cíon. es
que actúan sobre un sistema en el cual las interacciones no tienen por qué ser locales va.
que se dan a través de sinapsis entre neuronas espacialmemíte distantes. En las siguientes
secciones se describe con mayor detalle en qué consiste la auto-organizacióii del SNV y de
qué fuerzas depende.
3.2 Auto-organización del sistema nervioso visual
Como ya se ha comentado, la especificidad de las conexiones sinápticas del SN no puede
obtenerse niediante instrucciones que precisení cada una de las conexiones. Existe una fase
de desarrollo en la cual se establecen conexiones entre los distintos tipos nienronales. qmne
sí puede ser determinada genéticamente, pero son mnecanísmnos dependientes de actividad
los que producen la estabilizacióni selectiva de ciertas conexiones que finalníeníte condice
a umt estado lunciomnal [Changeaux y Danchin, 19761. En su conjunto, la rniorfogémiesis tic1
SN puede describirse como una secuencía de mnecamiisníos progresivos y regresivos (ver 1
tabla 3.1).
Los órganos de la. visión apenas somí empleados durante el desarrollo embrionario. Es
la actividad espontánea neurona! la responsable de la orgamzación del SNV durante ese
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labIa 3.1. Morfogénesis del SN. Los “módulos” axonal y dendrítico se definen como las regiones
que contienen todos los procesos axonales y dendríticos de la neurona, respectivamente. Adaptada
de LWolff y Missler, 1992].
Proceso progresivo Proceso regresivo Producto
Prolíferación Muerte celular selectiva Número de neuronas
Mígracion Colocación errónea Distribución neuronal
( re imiento axonal Retracción de colaterales Cableado axonal
Formación del teledendron Retracción parcial “módulo axonal’
(r cimiento dendrítico Retracción parcial “módulo dendrítico”
período de modo que en el momento del nacimiento existen neuronas selectivas a. omien-
taciones. frecuencia espacial. temporal, etc. pese a que aún no han sido excitadas por
informaciomí sensorial coherente.
Un buen ejemplo de este hecho, y del procedimiento experimental típico para la comn
probación de los efectos producidos por alteraciones prenatales en la comunicación míeu-
ronal, son los estudios sobre la segregacíómi en distintas capas de los CCLs de los aferentes
de la retina. Si se exponen los axones celulares de las neuronas gamígliomíares en desarrollo
a tetrodotoxina [TTX]. una toxina que anula la actividad neuronal. estos axones no se
di stri bu ven segúní el patrón normnal de arborización, sino que invaden láníminas del (‘CL
que en situacton normal están reservadas a los aferentes del ojo contrario [Shatz y Stryker.
1988: Srevatan U al.. 1988]. El mismo efecto se consigue si se tratan las células del (‘Cl.
con ácido D.L-2-arnino-5-fosfonovaleriánico [APV]. uit bloqueante de los receptores de N-
metil-D-aspártico [NMDA] [Hahmn ct a!.. 1991]. En este caso, existe actividad neuronal de
las Iteuronas ganglionares, pero no puede ser detectada por las células ganglionares ya que
los receptores para NMDA. que contribuyemí sustancialmente a la generacióní de impulsos
míerviosos en estas células. se htayamí bloqueados por efecto del APV.
(~omno ya se comenlo. esta dependencia del desarrollo con la actividad se níanifiesta
tamu biéní en tina, fase posterior al n acimiento. dii rante el ílammta(lo período crtti.co. En cotí -
creto. en eí gato tiene lugar niás o menos a partir de las dos semníajías después del nacimnílento
y dmra uua.s seis semanas fLe \‘a.y’ el al. l97~]. llurante éste, las conexiones del sistema
visual., pese a estar realizadas. pueden ser modificadas por la experiencia vistíal Así, se
prod u ce bien refuerzo o (lebili tamiento (e incluso desapari cióní ) de las conexion es estable-
cidas en la. etapa aníterior a la experiencia vistíal.
Al comnienzo del peri odo crítico, el SN Y muestra. alteraciones lla.mnati va.s que explican
la. elevada plasticidad propia del periodo. Por ejemplo, en la c.ortez~t visual de la rata. los
niveles de ami itoací dos a.ctix’adores ( aspárt co y glutámnico) ~ la. capacidad (le absorción
de aspárti co. amníentt aní al canzalí do valores muáximnios en torito al día P20 [lErdé y Wolff.
1990]. No obstan me. no es posible definir u n período crítico global para. las distintas
futic iones vi su ales. (.‘aV a u mia de ellas ti en e ti rí período di stinto dura rite el cxi al ti cdc ser
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alterada por una privaciómi de señal monocular o binocular [Harwerth el al., 19991.
Durante el período critico, períodos cortos de actividad desigual entre amnbos ojos
(producidos, por ejemplo, por oclusión monocular) producen una restricción del territorio
donminado por las sinapsis provenientes de unto de los ojos [Stryker, 1986]. Casos de
estrabismo en los cuales ni siquiera se consigue una experiencia visual coherente indíncení
una mayor segregación binocular. Una estimulación visual correcta produce correlaciones
entre las señales aferentes de ambos ojos con lo que se produce una terminación mioriríal
de la segregación y la “corroboración” de las neuronas con conexiones binoculares.
Un experimento realizado para comprobar esta hipótesis en el gato consiste en el empleo
de patrones de actividad controlada [Stryker. 1986]. En dicho experimento se elinninó la
actividad espontánea de los fotorreceptores durante el período crítico, y se proporcionaron
corrientes eléctricas directas a los nervios ópticos como única fuente de actividad hacia el
CCL. En un grupo de animales se produjeron excitaciones correlacionadas entre ambos ojos
y en otro no correlacionadas. En el caso de producir actividad correlacionada el resultado
fue indistinguible del obtenido tratando a los animales con TTX: no se produjo segregación
de aferentes en el CCL al existir la misma correlación entre las señales proveniemítes de
ambos ojos, lo cual las hace indistinguibles para el mecanismo que ordena las fIbras.
Sin embargo, en el caso de estímulos no correlacionados. sí se dio la segregaciómí al
existir correlación entre las señales de los aferentes provenientes de un ntismo ojo. pero
no de ojos diferentes. La conclusión obvia es que existen mecamtismos auto-organizatívos
dependientes mio sólo de actividad, sino de la correlación temporal de esta a:tividad.
En esta etapa. también se encuentra dependencia del desarrollo con los receptores para
NMDA, ya que bloqueándolos se evitan, por ejemplo, los cambios ení binocularidad depeií-
dientes de actividad. Por ejemplo, si durante el período crítico se bloquean los receptores
para NMDA cmi la corteza estriada inyectando APV, los efectos de la privación monocular
se anulan [Kleinschmidt U al., 1987]. Estos resultados indican que la activación de los
receptores NMDA es necesaria para la plasticidad del SNV en desarrollo. Precisamnenite.
los cambios de conductancia dependientes de NMDA ocurremí únicamente cuando la niem-
brana post-sináptica está suficientemente despolarizada. El receptor para NMDA produce
cambios de conductancia sólo si la actividad pre-sináptica coincide con suficiente actividad
post-sináptica; luego. constituye un detector (le correlación de señal.
Como la señal post-sináptica relevante para decidir si hay o no correlación es mitas
un suceso dendrítico local que la salida global de señal de la neurona, pnedeíí darse sí-
multáneamemite varios procesos de plasticidad que involucren diferentes zonas del árbol
dendrítico de una misma neurona.
Las respuestas dendriticas son más duraderas que los pomenciales de acción. Por ello.
para. prodmicir uní cambio en las propiedades de respuesta de las neuronas es níecesaria la
correlación de señal durante espacios de tiempo mnás largos (varios cientos de milisegundos
según datos experimentales lAndersen, 1987]).
Posteriormente, estos efectos han de concretarse en alteraciones funcionale.s de la rieti-
rona. de mnaníera. que sus propiedades de respuesta. se vean alteradas. A utíedida que la
auto-organizacióní progresa. aparecemí conexiones cada vez niás selectivas y se hace nítas
difícil que nuevos patrones de entrada. alteren la conectividad del sistenna. hasta que fintal-
mente se alcanza el estado funcional y la plasticidad a estos niveles se detícíte.
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3.3 Mecanismos de plasticidad neuronal
La auto-organización del SN, el aprendizaje y la memnoria precisan de la plasticidad neu-
ronal, es decir. de la capacidad de las neuronas de trausforníar sus caractermsl.a:as en cuanto
a la integración y transmisión de la señal eléctrica. Esta plasticidad puede producirse por
modificaciones de la eficiencia de la transmisión sináptica. del umbral de disparo, del
número, tipo y disposición en la níembrana de los neurorreceptores, de la síntesis de nen-
rotransmisores. del muetabolismo celular, etc.
Se conocen diversos mecanismos de plasticidad neuronal en el sistema visual [Rauscheker.
1991]. Los más estudiados son la potenciación a largo plazo (LTP. “long term poten-
tiatiomí”). el decaimiento a ¿argo plazo (LTD, “long terna depression”) y la plasticidad
Hebbiana. Los dos primeros parecen estar involucrados más en el aprendizaje que cmi el
desarrollo [Brown et al.. 1988]. aunque pueden ser encontrados en la corteza visual en de.
sarrollo [Isumnoto e/ al., 1989]. No obstante, por su inmportancia en la auto-organííza.cio¡m
del SNX’. esta sección se centrará en la plasticidad Hebbiana, descrita por primera vez por
Donald llebb en 1949 [Hebb. 1949] del siguiente modo:
Cuando el axón de una célula A estó suficientemente cercano como para excitar
a una célula B y repetida o persistentennente toma parte en activarla, algun
proceso o cannbo metabólico sucede en. una o en am~s céíuía.s de modo que la
eficiencia di .4 en act var a B se incrernenta.
Complenientariamente al postulado de Hebb el inverso ha sido propuesto más recíemí-
temente. explicando commío si una célula A “falla” al excitar a. tina célula post-sináptica
B. mientras la célula B está disparando bajo la influencia de otros axoníes pre-sinápticos.
habría camnbios metabólicos en una o en aníbas células, de modo que la eficacia de A en
activar a 3 decrecería JStent. 1973]. Se han propuesto mecanismos fisiológicos para dar
cuenta de estos mecanismos. [Stent. 1973: Changeaux y Danchin. 1976].
¿Cómo el contacto sináptico hecho por A puede sentir si sin actividad es o no asincrona
con las actividades de otras células convergiendo cmi la mismna célula 3? Esta detecciouí
puede suceder a. nivel pre-sináptico mediante conexiones colaterales entre los axones que
convergen, pero esto supone un gran gasto de material sináptico. Es más sencillo suponer
que se t raia de umn suceso post.-simiáptico. Si la actividad de la sinapsis de la. célula A
sobre la U es asíncromia con la de las otras sinapsis que convergen en U. la mayoría de los
mmnpulsos que llegamm a U ocurren mientras A está en reposo. Un mecamrismno posn-sináprico
de detección de coherencia de actividad actuaría cmi función de la coincidencia temporal
de dos sucesos: el intento de la célula A en activar a. la U y la. respuesta. de la cél ti la 13 a
este imiteníto.
¿Cuál podría ser el nmecanismno de decrecimiento de la eficacia de A oit a.ctiva.r a 13?
Puede ser a nuivel p re- simiptico o post—sinápti co. A nivel p re- simrápt.i co conmsi sti ría cmi ti mí
decrecimniento de la cantidad de neurotransmisor liberado por la sinapsis por acción del
impulso nervioso. A nivel post-sináptico consistiría, en un decrecinnienito (le la perttnea 1)1 Ii -
dad de menibramí a. (le la cél mmla. post—sináptica al neurotraítsmisor prcd nci do por la nien ion a
p~’~- simí áptica. Se cori o(:erm meca.ni smnos de plasticidad a. largo plazo que darían cuenta del
mecanismo f)ost -simiáptico pero no se conocen para. cambios pre-si nájt cos.
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Varios autores proponen al receptor para acetilcolina [ACh] como candidato para ex-
plicar estos efectos [Stent, 1973; Changeaux y Danchin, 1976]. El receptor de ACIm e~ 5-’
una proteína, de membrana que reacciona frente a la presencia de ACIí extracelular pro-
duciendo una despolarización de la célula. Estos receptores son metabólicamnente estables
en períodos de días, pero se pueden observar cambios en su distribución cmi la membrana..
dependientes de actividad, en períodos de tiempo menores.
En experimentos de denervación de neuronas musculares (eliminación del nervio unotor)
se encuentra que la actividad de los impulsos en la neurona estimulada causa la eliminación
activa del receptor ACIí de todas las partes de la membrana excepto de la zona sináptica.
Sin embargo, en las neuronas en estado embrionario (anteriores a la llegada de los nervios
motores) o denervadas, los receptores están uniformemente distribuidos por la inemubramia.
Para explicar este hecho. Stent [1973] propone que la estabilidad del receptor en la
membrana celular depende de que se mantenga un potencial de membrana negativo. La
proteína receptora seria entonces un dipolo eléctrico orientable según las líneas del camnpil) 5-
eléctrico. El impulso generado por un brusco cambio de potencial hacia valores altos
eliminaría los receptores de sus posiciones funcionales en la membrana.
¿Cómo pueden resultar protegidos de los cambios de potencial ciertos receptores de la.
meníbrana post-sináptica? Stent [1973]. postula que la memnbrana post-si náptica tiene dos
estados: uno imímaduro, plástico..y otro maduro, no plástico. En el estado maduro se habría
producido alguna modificación de la membrana en la zona post-sináptica que protegería
a los receptores de los cambio de potencial; por ejemplo, la inserción en la membrana
de alguna otra proteína. Entonces se propone que en la membrana plástica inmad ura el
5-.-
receptor quedaría protegido si el axón pre-sináptico activa repetida y persistentement.e ese
receptor. De hecho, se encuentra que la amplitud de los potenciales de acción provocados
por estimulaciómí del nervio motor en la neurona motora es 10-20 m\r mnás negativa crí la
zona sináptica que a unos pocos mm de ésta. Sin embargo. esto no sucede, si se prod ti ce
un potencial de acción directamente, induciendo una variación de potencial en la nienrínia
muscular. 5-?
Esta diferencia de comportamientos se debe a que en el caso de la activación del niervio
motor, la. ACh liberada por el terminal nervioso estimulado produce la despolarización de
la membrana post-sináptica. De este manera. se nncrementa localmente la permeabilidad
selectiva a Na+ y a K+, lo cual produce un cambio en el potencial de nmemnbranía a valores
de -10 y -20 mV. que sigue siendo del mismo sigmio que el potemícial de reposo. Así, en
la zona sináptica el receptor para ACII queda preservado, ya que el propio transmsor
evita, que en el momento de la transmisiómi del impulso nervioso se alcancen variaciomíes
de potencial tan grandes como las que se producen en las resnamítes zonas de la niembrana
(ver figura 3.2).
Mediante el nuecanismo de la plasticidad ílebbiana, se puede explicar la. est.abilizacióit
selectiva, de conexiones dependiente (le correlaciómí de actividad. En los niodelos de de
sarrollo, las reglas de evolución simiáptica. que se empleen temí (1 rámí en cii emíl a este hedí o.
Se considerará., en general, crecimiento de aquellas conexiones que coneel cii neuronas comí
actividad correla.ci omnada.. y el dcc recimniento de las (Imie conecten mí cnn tontas dc actividad iii)
correlacionada.
Sr.
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Figura 3.2: Esquema del mecanisme-to de selectividad axonal propuesto por Stent 11973]. (a) Tres
axones (1,2 y 3) producen la excitación de una neurona. En el estado inicial los receptores de
.4(1 (representados por círculos) cubren el total de la membrana posm.-sináptica. (b) Los axones
1 y 2 conducen actividad correlacionada. De esta mantera, cada vez que los axones 1 y 2 ejercen
su acciolí simultánea., protegen mii tuamente los receptores próxinímos pon el efecto de la. ACII que
beramn . Sin embargo. el axón 3 compite con el 1 y el 2. a que cada vez que éstos disparaní, los
receptores bajo sin axón son degradados debido a que no reciben el efecto protector de la A (ilm . A
su vez, e mí ah 4< el uNen 3 dispara. el cambio de potencial favorece la degradación de los receltí ores
baj o los axomies 1 y 2. El resto de los recelí tomes esta sicíripre desprotegido. 1 )e 1>’do a la cooperac i ót
cnt re las nc ci ones di> los aN oríes 1 y 2, sus receptores en la. toen ibrau a post - sin ápr ica se it ab ítem temí
y los de la :s se degradan. (e) Se produce la regresión del axón 3.
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4Redes neuronales artificiales
4.1 Desarrollo histórico
Las redes neuronales son un concepto de reciente aparición debido a que sólo en este siglo
lía sido posible el análisis de los datos obtenidos del cerebro y de la mente. Durante el
siglo pasado y buena parte de este no hubo la interacción interdisciplinar que existe hoy
cmi día em el campo de la neurofisiologia: los físicos se desentendieron del estudio de la
pscologna y de la neurobiología; los psicólogos y los neurobiólogos igitoraron los estudios
teorícos y nntanemáticos. El resultado fue la acunnulación de datos acerca del cerebro. sin
una leorízación que explicara y usara esa informnación.
Sin embargo, en la. segunda mitad del siglo XX. la aparición de nuevos datos en el
estudio de los prc.nce.sos nerviosos y de nuevas teorías níatemríáticas permitió acercarse a
la explicación de un problema básico: ¿cónmo el ser humano es capaz de adaptarse con
rapidez y sin esfuerzo aparente a entornos comuplejos y afectados por ruido, cnmya.s reglas
puedení cambiar de forma imupredecible?
La respuesta está en el aprendizaje., pero la idea clásica sobre el aprendizaje es la
de airen dizaje supe cn’iso do: existe un control del coinportammmiento extermio al sistema..
El aprendizaje supervisado func]ona en un entorno estacionario, pero no cmi un entorno
cambianl.e e impredecible. Frente a esta concepción estática del aprendizaje.. surgió la idea
de aprendizaje no supervisada: el comportamiento es autónomno: las señales que iníducení
el apremídizaje son parte natural del entorno.
Esta segunda coíícepción conduce a la pregunta central del estudio de la. “inteligencia
biológica?’: ;,cómno conseguir un comportamniento autónomno cmi un mnundo cambiante?
El proceso qín e da 1 rí gar al aprendizaje se puede desglosar en unía serie (le pasos cori -
seemí ti vos:
Peí’cepcióní del estímniulo. NI cdi ahtt e los semítidos.
2. (~ogiíi ciómí : :‘ecomiocimnmiemtto del estímnuio. comprobación de las hipótesis iorrnu ladas
acerca <leí estimíl nlo, cm Neo de recuerdos. desarrollo de plamies de accio rm
3 .Ac ciórí exíW oraciómí, movinmentos orientad os a. un ob el i ve.
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4. Interacciones cognitivo-emocionales, que premian la acción o la castigan, en fujíción
del éxito o fracaso que produjo su realización.
La reorganización del ciclo de percepción-cognicion-accíon constituye el aprendizaje.
Las respuestas a una accion no son conocidas, sino que se alcanzan por el método de e
ensayo y error. Es la auto-organizaciómí de un aprendizaje adaptativo.
Con el fin de toníar ventaja. de este conocinniento, se hizo necesario coticretar estas
ideas en principios de diseño, teorías coumputacionales, y, de manera física, en aparatos. r
para lo cual fue imprescindible el desarrollo reciente de las técnicas informáticas. Ru
ese punto es cuando se acudió al conocimiento acumulado acerca del SN, concretamnenle
de los mecanismos de control neuronal. Las redes neuronales artificiales recogen para si
conceptos tales como neurona, potenciales eléctricos y neurotransmisores. Por otra parre
se tienen las manifestaciones del SN. los conceptos que provienemí del mundo de nuestra
experiencia, personal y sabemos basados en esos elementos: percepciones, sentimientos.
planes e ideas. ¿Cómo se salva la distancia entre ambos niveles?
La respuesta proviene de la estructura especial del SN. Como va se comento en el capi-
talo 1, el SN emplea un número muy grande de elemnentos profusamente interconectados
con lo cual las unidades de conocimiento se hallan distribuidas en una red celular La in
teligencia es generada por la emergencia de comportamientos en estos sistemnas. Se hacen
necesarios para describir estos procesos. nuevos lenguajes formales y métodos analíticos
ya que las estructuras obtenidas son:
• No lineales: el todo es mucho más que la suma de las partes.
• No estacionarias: capaces de aprendizaje y desarrollo.
• No locales: dotadas de interacciones de largo alcance.
Los orígenes de la investigación en redes neuronales pueden dividirse emí tres grupos.
que aquí se reflejan en orden historíco: 5-e-’
1. Empleo de elementos de respuesta binaria: la neurona de McCulloglu-Pitts o neu-
rona formal [McCuliogh y Pitts. 1943]. un artefacto binario (capaz de dos estados),
inspirado en el procesamiento neuronal de señal. Se demnuestra (Inc mnediante uit
algoritmuo basado en la acción conjummta de elementos sintples, se puede conseguir
un gran potencial computacional. A partir de esta idea nacen coniceptos tales como 5’
el perceptrón [Rosenblat, 1958] (un tipo de red neuronal artificial) y el computador
digital [von Neumann. 1958].
2. Elemníentos de respuesta lineal. Se desarrollan simultáneamente dos nímodelos de aso-
ciadores linteales por dos ammtores que se desconocían [Rohonen. i972; Andersoui.
1972]. En lugar de respuestas binarias las neuronas empleadas: en sus modelos smi
capaces de respuestas continuas (neuronas analógicas).
3. Elemenitos de respuesta continínos y no lineales. En general, son usados en los mo-
delos neurofisiológicos y (le comportarnímenno. Se basan en (latos biológicos: la ley cíe
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Hebb [Hebb 1949]. los estudios de la generación del potencial de accion en el axómí
gigante del calamar (modelo de I-lodgkin-Huxley), el descubrimiento de la inhibición
latera! en la retina de liniulus (un tipo de cangrejo), etc.
Naturalmmmente. se han encontrado muchas maneras dc concretar en algoritníos de apren-
dizaje los principios antes sugeridos. Los distintos tipos de redes neuronales emmíplean dife-
renles elemnentos constituyentes de la red, reglas de evolución de las relaciones entre esos
elementos y arquitecturas construidas a partir de esos módulos y esas reglas de evolución.
Pero todos los modelos responden a algunos principios generales que se conmentan cii la
siguiente seccion.
4.2 Conceptos básicos
lina red neuronal es un algoritmo cuya principal particularidad consisl.e emí el uso de
múltiples elementos operando en paralelo. Estos elenmientos tienen un estado o actividad
que varia con el tiempo. El estado de cada elemento depende del estado de todos o parte
de los demás elementos a través de una serie de relaciones entre éstos, que pueden ser
también variables comí el tiempo.
Cuatro conceptos definen una red neuronal: los clenientos de proceso (neuronas). las
conexiones (sinapsis), la disposición de los elementos y conexiomíes (arquitectura) y la
variación de las conexiones (aprendizaje).
Neurona formal. Por su similaridad con los procesos cerebrales, a los elementos
componentes de una red neuronal se les denomina neuronas formales, término introducido
por vez primera en 1943 [McCulloch y Pitts, 1943] para señalar que si bien estání inspiradas
en neuronas, son una burda simplificación de las mismas. Las neuronas formales estamí
relacionadas por conexiomíes con una fuerza o peso deteníniííadtx Cada neurona puede
recibir señales de mmmuchas otras neuronas, procesarías nnedia.ntte una función, y enmitir
una sefíal de salida. Esta. señal es transmitida mediante una serie de comíexioníes a otras
neuronas, de mímodo que todas ellas reciben una señal cuyo origen es un mismo valor de
actividad: pero cada neurona recibe un valor distinto de activaciómí ya que esta señal es
mnodiflcada segúmí el valor del peso que la transmite.
Función de transferencia. Cada neurona es un operador nmuy sin~ple. l3ásicantente.
realiza unía operación con todas las señales que recibe para proporcionar otra señal. Esta
operacióní se realiza en dos pasos.. En prinrier lugar se evalda el conjunl.o de los estímulos
recibidos. mtorm alineníte tornando la. suma (le las señales (le entrad a (le nítod O (Inc 51 se
con si <lera un a nemí toima Y. q nc recibe un a serie de coitexioxtes desde neuroní as Y, (para
1..... o>. se toma corno señal de entrada total
E Uf A (1.1)
donde 14< <la <:uenta de la fuerza de la conexión entre una neurona Y.; y la neurona Y¡, y
A, es la actividad de salida de cada. neurona N, (ver figura 4 1). En el caso de las míenroitas
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Figura 4.1: Disposición de neuronas formales y c<-
nexiomnes. Las neuronas 1,2 y 3, repre-
sentadas por círculos, tienen unos valo-
res de actividad (Am, A2 y Aa, respecti-
vamente), La actividad es transmitida
hasta la neurona 4 mediante conexnones
de valores Wm4, 1/11)4 y 1434. La activi-
dad resultante en la neurona 4. A4. se
calcula en función de las actividades de
las neuronas que envían sus conexiones
sobre esta neurona y los valores de estos
pesos.
de tipo sigma-pi, la evaluación de las señales de entrada tiene en cuenta la actividad de la
propia neurona que recibe la señal:
a
Ii = EWóAjA; (4.2)
La señal de salida se calcula. de acuerdo con una función de transferencia. Las más
usadas son funciones con umbral: solamemite se produce señal de salida si la señal de
5’
entrada supera un cierto valor. Entre ellas se encuentra la función de respuesta “todo-
nada?’: la salida adquiere valor nulo para una entrada menor que el umnbral y da un valor
positivo por emmcima del umbral. La función sigmoide, que es usada exteiísamente, sin
llegar a ser una función de umbral, actúa como una función “todo-nada” suavizada (ver
figura 4.2).
Arquitectura. La red tiene tina disposición de elementos y conexiones que se de-
nomnina arquitectura. La más habitual es la disposición de las neuronas en una serie de
capas de modo que cada capa transmite la actividad hacia la siguiente. No existen cone-
xiones entre las neuronas dc una misma capa. pero sí con las demuás capas. La capa dc
entrada contiene neuronas cuya uníca entrada es actividad que suele corresponderse co¡í
un ejemplo adecuadamente codificado. La capa de .satda contiene neuronas cuya actividad
no estimula a otras neuronas: esta actividad se evalúa como la respuesta de la red ante tui
determinado estímulo.
Existen otro tipo de arquitecturas en las que las neuronas no se agrupan por capas,
snno que existen conexiones recíprocas entre todas las neuronas. El cálculo de la actividad
de cada neurona se hace sinnulnáneamnente y no capa por capa de manera. secuencial. ..\
modo d e ilímst raciómí , se mu estraní algunas di sposi ciomíes mien ron ales comniuní es cii la figmí ra
4.3.
Aprendizaje. Las propiedades de las conexiones entre las neuronas pueden variar
en lo que se denomina. de nuevo por similitud cori el SN. aprendizaje. Este aprendizaje
:1
4
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Funciones de transferencia típicas. Se representa la actividad resultante., A. fremíte a la
(a) Lineal. Es la más simple. La salida es proporcional a la entrada. (b) Lineal con
señala el uníbral en la entrada por L. (c) Todo-riada. (d) Sigmoide
l)mmede ser supervisado o no supervisado.
Ení el aprendizaje supervisado la red es entrenada mediante una serie de ejemplos ante
cada cual se espera de la red una respuesta determinada. Al inicio del entrenannienito.
las conexiones tienen valores arbitrarios y la red no produce la respuesta adecuada. De
acuerdo con el error cmi la respuesta se efectúa una corrección en los valores de los pesos para
mmnimizar ese error. Si al cabo de una serie de rondas de entrenamiento el proceso converge
la red puede alcanzar un estado de aprendizaje en el cual produce respuestas adecuadas
al grupo de ejemplos de entrenamniento. J)ependiendo del proceso de entrenamienl.o la red
ptíede adquirir capacidad de generalización, es decir, la red habría extraído del grupo de
ejemplos tinta serie de leyes que le permitan dar respuestas correctas para nuevos problemas
mio usados para entrenar la. red.
En las redes de aprendizaje no
n herentes al propio sistenría. sin la
acerca del error cometido, La red
supervisado las conexiones varian de acuerdo a leves
participación de un agemíte externo. No hay informacion
evoluciona de acuerdo a procesos de auto-organizacion.
Ventajas de las redes neuronales. Los algoritmnos de redes nícuronales desarnollatí
tareas inieligentes” tales como clasificaciómí y generalización. Pero sobre todo es desta-
cable la resistencia de estos sistemas frente al error, que se debe a dos propiedades de su
4.2. Conceptos básicos
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Figura 4.2:
entrada, /.
umbral. Se
1
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<a> <b) ‘Ltt
capa de
salida
capa
«~1ta
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Capa de
capa dc
catrada
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(c>
Sr,capa delma a
Figura 4.3: Algunos ejemplos de arquitecturas neuronales. De aprendizaje supervisado, con propa-
gación de señal hacia adelante: (a) perceplrdn, (b) red de retro-propagación. De aprendizaje no
supervisado: (c) mapa de características de Rohonen [1982], (d) red de Hopfleld [1982].
procesamiento:
• Paralelismo. Un ordenador normal es incapaz de hacer nada si falta uno solo de
sus componentes, o un programa de ordenador falla si falta parte del código. Por el
contrario, en una red neuronal la eliminación de una pequeña parte de las neuronas
suele traducirse en una pequeña dismuinución de la eficacia global del sistema, pero
esta sigue funcionando. Esta propiedad proviene del paralelismo de las redes není-
ronales: usan múltiples elementos trabajando al mismo tiempo en lugar de elementos
colocados en una cadena en la que si falta un eslabón el sistema falla.
• Distribución. Las redes neuronales soportan un cierto grado de ruido en los estinítílos
sin una mermna importante en la eficacia de su funcionanmiento. Esto se debe a que Sr
el almuacenamiento de información está distribuido y por ello su tratainiemíto permite
una cierta. flexibilidad. La activación de imnías neuronas u otras, que produce la
respuesta de la red frente a un estímulo, se debe a fenómenos de competencia que
dependemi más de la calidad dcl estimulo que de su fornía detallada.
Estas características son las que han mnotivado el uso de las redes neuronales para ta-
reas de reconocimiento, clasificación y predicción, por un lado, y como unétodo de estudio
‘rs,
capa de
salida
‘5’
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del SN. por otro. Por supuesto. el tipo de reglas de evolución de los pesos. el tipo de
funciones de transferencia y la arquitectura de la red (disposición de conexiones y neu-
ronas) dependen de los fines que se persigan y vamíamt mucho de unios modelos a otros. .á
contínnaemón. se presenta una enumeración de aquellos modelos niás interesantes, bien por
Sil lisO extensc. bien por mazoites históricas.
4.3 Breve enumeración de modelos de redes neuronales.
De aprendizaje supervisado.
• Perceptróu [Rosemíblat. 1958]. Emplea neuronas binarias y corrección de pesos a
través del error en la predicción de un ejemplo, en una red con una capa dc entrada
y otra de salida.
• ADALíNE fwidrow y Hoff. 1960]. Usa una arquitectura simnilar a la del perceptrón.
pero con mícuronas analógicas.
• Redes de retro-propagación [Rurnelharn et aL, 1986]. Son básicamente uní perceptrón
formado por varias capas~, en el cuál el error producido en la capa de salida cmi la
prediccióíí de un ejemplo es propagado capa por capa hacia la capa de entrada.
• Neocognitrón [Fukushinía et al.. 1983]. Es una red mnulti-capa para la extraccióní de
características visuales y reconocimiento de patrones imívarnante a la deformacion.
De aprendizaje no supervisado
• ART (de .4dapt.iíx Resonance Tbeory) [Crossberg, 1980]. Está basado cii la iníterar-
ciomí de dos sistenías de memoria: un sub-sistema de atemícióní capaz de memoria a
corto plazo y un subsistemna de orientación capaz de memoria a largo plazo.
• Redes de mapas auto-organizativos [Rohonen. 1982]. Realizamí la distribución de
un conjunt.o de ejemplos cii un mapa de características. Estas características son
ext.raí(l as por la re(l
• Redes (le 1 loplicíd [Hopfleld . 1982]. Se basan cmi elenmíenítos bimí arios totalmuemíte i mí-
tercon i ectados: mio hay capa de entrada ni de salida. El sistemna evoluciona hacia un
estad o de eíi ergía muínimua cii ímmí proceso smmilar al qn e se produce en los vidrios de
es pi nies. dependiente de las condiciones iniciales cii los valores cíe actividad bin arios
de las neuronas y de los valores iniciales de las conexiones.
4.4 Modelización del desarrollo del SN mediante redes neu-
ronales
La. modelizacióní del desarrollo recoge de las redes neuromíales artificiales:
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• Conceptos simplificadores, tales como la multiplicidad de elementos similares ac-
tuando en conjunto o las conexiones entre ellos también similares.
• Ideas de diseño: las capas de neuronas, la propagación de actividad, la existencia de
conexiones activadoras o inhibidoras.
• Conceptos generales: las neuronas analógicas, las funciones de transferencia. el
lenguaje computacional. La idea de aprendizaje no supervisado, generado por la
propia dinámica interna del sistema.
La modelización del desarrollo se aprovecha también de las características de los sis-
temas neuronales biológicos: propagación de actividad a. corta distancia, reglas de non -
malización que limitan eí crecimiento de las conexiones, leyes de modificación de sinapsis
dependientes de actividad (LTP, plasticidad Hebbiana), oscilaciones de la señal neuronal,
funciones de transferencia de tipo biológico (no lineales, dotadas de un umbral). distribu-
ciones de conexiones con patrones especiales en lugar de capas totalmente itíterconectadas,
etc.
La combinación del paradigma de las redes neuronales artificiales con la experienicia
obtenida del estudio del desarrollo de las redes neuronales naturales, inspiró la creaciómí de
modelos redes neuronales artificiales que simulan el desarrollo de redes neuronales reales.
St?En el siguiente capítulo se exponen las características connunes de las redes usadas cii el
presente trabajo.
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En el proceso simplificador que supone la formalización de un modelo hay que escoger
qué propiedades del objeto modelizado son relevantes y cuáles pueden descartarse. Ení
la. modelización del desarrollo del SNV las condiciones que le permiten ser objeto de un
proceso de auto-organízacion. necesariamente habrán de ser tenidas en cuenta. Aunque
estas características (auto-amplificación de las fluctuaciones y existencia de fenóníenios
cooperativos y competitivos) fueron ya introducidas cmi el capítimlo 3, aquí se comnentamí
con mayor extemísióní y se relacionan con los conceptos recogidos de los modelos de redes
neuronales artificiales cii cl capítulo anterior.
5.1 Condiciones para el establecimiento de mapas topográ-
ficos
Como sc comentó en el capítulo 1. en una cierta etapa del desarrollo del embrión de ver-
tebrados. se establecen sinapsis entre las distintas capas que formíían el SNV. apareciendo
un ordenamiento de conexiones que da lugar a mapas topográficos para selectividad neu-
ronal a distintas propiedades del estímulo visual (posicion. orientación, frecuencia espacial,
frecuencia temporal. color, etc.) descritos en el capítulo 2.
Para el establecintiento de estos mapas son necesarios tres mecanismos:
1. Para guiar las sinapsis desde una capa a la siguiente.
2. Para colocar las fibras dentro de la capa de destino.
3. Para ordenar las fibras.
El segunído mecanismo proporciona un estado iííicial de conexiomíes no diferenciado.
esto es. sin tina coníectividad i)recisa y por lo ta.nto no funcional. El tercer mínecanisnio se
origi mí a 8 elY do a qn e la red genera internamente un patióní de actividad que se di st ri bnive
por la estruct tira en desarrollo, Debido a la l)lasticida.(l simiáptica. el valor de la~ coiiextomíes
se ve mníodiñcado cmi función de ese patrón de actividad.
Los modelos de desarrollo se centramí en este tercer mne.cani smnno que comí st it uve amia
van actoní (le simia psis competitiva: tinas d ec recení y otras crecen. El “éxito’ de u mí a si míapsi s
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depende de su capacidad de inducir correlaciones entre las señales pre- y post-sinápticas.
Por tanto. depende no sólo de la propia conexion. sino de la estructura compieta de la red
de umodo que puede recibir efectos cooperativos de otras conexiones. A la vez se establece
una competencia entre las conexiones debido a que el número de contactos que una neurona.
puede recibir y el número de conexiones que puede establecer están limitados.
Se cumplen de este modo las condiciones generales necesarias para un proceso de auto-
organizaciómí comentadas en el capítulo 3:
1. Auto-amplificación de fluctuaciones. La modificación del patrón de conexiones da
lugar a patrones de actividad cambiantes. Ello hace que el sistema se desvíe del
estado de conexiones no diferenciado geníerando a su vez mayores desviaciones que
aceleran el proceso.
Los niiecanismos de plasticidad Hebbiana, descritos en el capítulo 3, explican este
fenóníeno: el refuerzo de una sinapsis determinada da lugar a una mayor similitud
entre la señales pre- y post-sinápticas de las neuronas que conecta. Esta coincidencia
mncrementa la fuerza de la propia sinapsis.
2. Fenómenos competitivos. Sr’
Aparecen restricciones a dos niveles:
• En la cantidad de señal que una neurona emite o recibe. Se debe a la limitación
en la cantidad de neurotransmisor que la neurona puede liberar, y a la limitada
capacidad de detección de los neurorreceptores de la meníbramia post-sinápl.ica.
Así. cada célula tiende a mantener una actividad mnedia constante si se promnedia
en largos períodos teníporales.
• En el número de sinapsis que establece cada neurona. Comuo consecuencia, el
reforzamiento de algunas sinapsis necesariamente se comupensa con el decreci-
miento de otras.
3. Fenómenos cooperativos. Si las sinapsis de dos neuronas pre-sinápticas que coíi-
vergen en una mmsma celula post-sináptica conducen actividad coincidente, estas
conexiones cooperan y se refuerzan. El incremento de una de las conexiones hace
que la actividad de la otra resulte aúmí más correlacionada con la actividad de la rieti-
rona post-sináptica. Esto puede ocurrir si las neuronas pre-sinápticas son activadas
simultáneamente, o si existen interacciomíes activadora.s entre ambas.
Sr’
El curnplimmmiento de estas tres condiciones permite explicar la aparición de una dis-
tribución de conexiones ordenada. Así, el llammíado control genético se lintita a “lanzar”
el proceso auto-organizanívo. estableciendo las condiciones de contorno y las reglas de mí -
teraccioií. simí la necesidad de una supervisión detallada de la plasticidad .N ótese que mini
control particular sobre el estado de cada sinapsis es inimaginable. El SN consta (le tintas
neuronas y dc 1014 simíapsis. Si se tardara. un núlisegundo en evalúar cada conexioní.
‘4,
se necesitarían 3000 años tan sólo para coníprobar unía. vez la estrucin ra comtmpleia del SN.
Estos principios auto-organizativos serán formualizados. siguiendo los comíceptos de la>
redes neuronales artificiales. cii elenríentos de red, en una arquitectura. y cuí reglas de
evoluciómí temporal.
4,
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5.2 Conceptos generales
En los siguientes párrafos se definen una serie de conceptos comunes a los distintos mnodelos
de desarrollo que se presentan. Asimismo, se concretaií las principales simplificaciones
realizadas y se introduce la notación empleada.
5.2.1 Elementos de la red
Neuronas. Las neuronas se demiotarámí con la letra Y. con un superindice que hace
referencia a la capa a la que pertenecen y comí tantos subíndices como dinmensiones tenga
esta. capa, indicando su posiciómí. En los modelos se eníplarán dos capas y se usará el
superíndice a para la. capa de entrada, y b para la capa de salida. Los subíndices como
dimensiones tenga esta capa. La geometría de la disposición de las neuronas es regular:
para capas unidinmensionales las neuronas se hallarán espaciadas uniformemente: para
capas bidimmmensionales. las neuronas estarámí situadas en las intersecciones de umía inalla
cuadrada. En este caso. las neuronas vienen denotadas como -~ ~, doíí de n responde de la
fila y j <le la colunimia en la que se halla la neurona.
Conexion sínaptica. Una única conexión sináptica engloba el conjuníto de sinapsis
entre dos neuronas dadas. De este modo, los datos relevantes de una coníexion son sin
origen, su destino, y el efecto global de las sinapsis de las que responde (el peso sináptico)
que puede ser activador o inhibidor (peso sináptico positivo o negativo. respectivamente).
En este trabajo no se ha considerado la posibilidad de que una conexión determnina<la
pueda alterar su carácter de activador a inhibidor, o viceversa, a lo largo <le su evolución
temporal. Como se verá, la evolución dinámica seguida por pesos los activadores y los
inhibidores puede seguir caminos distintos.
En general, se denotará un peso determinado por unía letra. maym’iscula acompañada
de dos subímídices o grupos de subíndices ( W,1,Q ). La letra mnayóscula hace referencia
al tipo de sinapsis considerado y a las capas conectadas (W~ indicará conexiones desde
neuronas de la capa de emítrada hasta neuronas de la capa de salida, de carácter activador:
Q~1< indicará conexiones desde neuronas la capa de salida hasta otras neuronas de la capa
de salida, de carácter imíhíibidor). Los subíndices indican (en est e orden preciso) cl indice
de a miet]romia (1<’ origen ( N; ) y el de la neurona de destimio ( ,\ 9 (l( la simtapsís. liii nuíiclíos
trabajos se ti tili za el ord en inverso, pero por convenio. Itemuios escogíd o u mí ord crí a cord e
comí la di ree ciónn (1 C lectura. Si se enipleait capas bidin mí cii si on ales 1 is mí cii roní a s tienteni do
índices y cuatro la.s conexiones Así. la conexión activadora desde una. netíromía de la capa
de entrada N~ hasta, una neurona de la capa de salida x~, sc denioma por II ~;,,p;:el prilmíerU
grupo de índices se refiere al origení. y el segumído a] destino; la. letra. íríavniscííla indica
las capa.s <le origen y de destino de la. conexión, va que en la definiciómí de la coníexiomí se
especifica su signo y qmíé capas que couíecta.
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5.2.2 Arquitectura
rs
Disposición en capas. Como ya se ha dicho, se considerarán únicamente una capa de
entrada y una. capa de salida. Por supuesto. el SNV consta de un número de capas mnnv rs
superior, pero se pretende establecer la complejidad esencial que permite la. aparición de
la estructura ordenada que se estudia.
Homogeneidad espacial de las propiedades de cada capa neuronal. Se supomie
que las propiedades dc las neuronas son independientes de su posición dentro de una capa.
Consecuentemente, dado un tipo dc conexiones, se considera que involucra a todas las
neuronas posibles. Por ejemplo, si existen conexiones activadoras entre dos capas, estas
conexiones se permiten entre todas las neuronas de esas dos capas.
rs..,
Empleo de condiciones toroidales. Se consideran capas cuyos bordes están comí.c-
tados entre sí. En el caso de una capa unidimensional, la última célula y la primera son
vecinas. Ení el caso de capas bidimensionales. las células de la parte de arriba son vecínas
de las de abajo y las células del borde izquierdo son vecinas de las del borde derecho.
Esta condición viene impuesta por la anteriormente comentada homogeneidad en las
propiedades neuronales dentro de una muisma capa. Si se consideran capas con condiciones
no periódicas, las neuronas de los extremos tienen menor nninnero de vecinías por lo que
responderán de manera. diferente que las neuronas alejadas de los extremos. Esto puede
constituir uní problema cuando la evolución de ciertas variables resulta de un proceso
competitivo (como sucede en los sistenías auto-organizativos) y esta evolución se hace
depender dc correlaciones de actividades (como cuando se usan leyes Bebbianas). En este
caso, es de crucial importancia la diferencia de recepción de actividades por difusión que
pueda tener lugar entre unas células y otras. En último término, la actividad es la que
da lugar al proceso auto-organizativo. pemo el uso de capas no toroidales implica que hay
una serie de células desfavorecidas que reciben una menor cantidad de actividad. Si no
se consideramí condiciones torol dales la conectividad de las células se anula. Este efecto se
amortigua si se emplean capas de un elevado núnnero de células. Pero, al mismo tienipo,
el cálculo sc comuphica debido al mayor número de variables. 1) liso de las condiciones
toroidales es umí umal menor.
5.2.3 Dinámica de la red
Actividad. Conio se ha contentado extensamente, la actividad es el “motor” auto-
organizativo por excelencia en el tipo de sistema que se modeliza. Serán las neuromias
de la capa de entrada las que proporcionarán la única fuente de actividad de la red. Se
supone que esta actividad está totalmente no correlacionada. (en consecuencia c<un la etapa
de desarrollo que se modeliza: la ennibrional. durante la cual mío hay experiencia visual co
herente) y sc propagara a través de la red neuronal en evoll]ción hacia el resto (le la.s
neuronas.
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Experinmentalmente se observa que las neuronas tienen una actividad de disparo espomí-
tánea que está presente aunque no reciban un estímulo. La estinnulacióní de unía, neurona
se traduce en un aumento en su número de disparos por unidad de tiempo por encima del
nivel de reposo. Los fotorreceptores son también una fuente de actividad espontántea. ya
que generan actividad incluso en la oscuridad, probablemente debido a la isomenzacioní
de una foruma inestable de rodopsina [Barlow el al., 1993]. Más aún. en la re6na de
los mamíferos en desarrollo se encuentran ondas de actividad, que comienzalí cii puntos
aleatorios de la retina. y se expanden con una velocidad constante [Meister el al.. 1991].
Así pues. los datos experimentales indican que hay múltiples fuentes de actividad cmi el
sistema visual. Para el desarrollo embrionario no hay necesidad de estímulos externos que.
por otra parte. apenas existen durante esa etapa.
Ya que el proceso del desarrollo del SN sucede a una escala de horas y días. se supone
que la actividad de la cual depende este proceso es un promedio temporal de la frecuemícía
de disparo de cada neuromma. No se considera relevante la posible existencia de señales
oscilatorias, o que presenten una dinámica compleja, ya que ésta sucede en tina escala
temporal de mucha mayor resolución (por ejemplo, algunas neuronas de la corteza visual
producen trenes de disparos en respuesta a estímulos en movimiento espacia.dí.s comí una
frecuencia del orden de 50 Hz [Cray y Singer. 1987]).
Difusión lateral de actividad. En los modelos presentados se considerará la exis-
tencia dc difusión lateral de actividad dentro de cada capa (bien sea de retinta. CCL o
corteza) debida a la difusión de los neurotransmisores. Esta difusiómí es la que propor
ciona a cada neurona información acerca de su posicióní relativa respecto a las neuronas
veennas, y que se traduce en una. umavor o menor correlación de actividades. La difusióní
de actividad se considerará decreciente con la distancia.
Siguiendo el principio de honnogeneidad en las propiedades de una capa neuronal. se
consideran funcionmes de difusiómí lateral idénticas para todas las neuronas de una misnia
capa, lc cual permite usar funciones dependientes de la. distancia y no de los puntos
concretos entre los que se este considerando la difusiómí de señal: los valores de la difusiómí
lameral de señal desde unía neurona hasta todas las que se encueimtran a una misma distancia.
de ella son idénticos.
Aproximacion adiabática. En el cálculo de la actividad de la red que resulta (1<’
unos valores comícretos de conexiones, surge un problema de inter-dependemicia de variables:
la actividad eléctrica depende de los valores de las conexiones: pero, al mismo tiempo. los
valores de la.s conexiones varían temporalnnente debido a que se modeliza uní proceso de
desarrollo (lepení diente de la actividad.
lisie problermí a se puetí e solventar adoptan do la llamada aproximación adía bético [la-
naka. 1990]. Fmi el desarrollo del SN existení dos escalas de tiemupo. La ritas rapida es la
de la variaciómí de la actividad eléctrica de las neuronas (del orden de los níilisegu nidos).
La evoln cióní de los pesos simí á1)ti cos se correspon de a uní nivel temporal mitas 1 emito. q ni e se
desarrolla cmi horas o días. Esto pe rruite suponer que la van ación lemíma de la.s coníex oit es
es ini depení (lien te del tiempo (y por tanmto. constan te) c u anido se calc ula la actividad tI
la red. 1 na vez obtenidos los valores de a.c ti vi (la(l entplea.nd o coníexioníes fijas. se a pl it’
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las ecuaciones temporales que describen la modificación de las conexiones dependiente de
actividad.
Así, la variación de los pesos y la de la actividad se toman como procesos independien-
tes, de modo que el cálculo de la evolución temporal de la red se simplifica sobremanera.
Esta aproximación está justificada, ya que los procesos de aprendizaje sináptico dependení,
más que de valores instantáneos de actividad eléctrica, de la integración o promedio de
estos valores durante largos periodos de ticumpo.
4,
Aproximación de primer orden. En los modelos que se presentan, la existencia de
una difusión lateral de actividad dentro de cada capa supone añadir al cálculo de actividad
debido a la propagación por la red, el efecto de las interacciones entre las neuronas de unía
misnía capa. Por ejemplo, la actividad de una neurona Y1 se ve influida por la actividad
de su vecina Aj. cuya actividad está influida a su vez por la de la primera neurona. Nr. No
se podría calcular la actividad resultante en cada una de ellas, a menos que se empleara 5’
un proceso iterativo que consunmirja nmucho ticmnpo de cálculo.
El problema se resuelve mediante la aproximación de primer orden [Taníaka. 1990]:
el efecto de cada neurona en la actividad de la otra decrece en magnitníd si se considera
un ordení cnt la interacción superior, y se puede despreciar. Simplemnente. obtenidas las
actividades de estas dos neuronas sin interacción, se corrige la actividad de A1 por el
efecto de la actividad de N~, y viceversa, en un sólo paso.
Discretización temporal. La evolución temporal de la red se evalúa en pasos discre-
4,
tos mediante ecuaciones en diferencias. La velocidad de cambio se controlará mediante una
constante de integración (3) que medirá la rapidez de estos cambios. El conítrol adecuado
de este paráníetro es delicado ya que valores bajos permiten un seguinlielíto perfecto del Sr.
proceso pero lo ralentizan, mientras que valores altos aceleran el proceso de integración
pero pueden conducir a resultados falsos.
Sr,
Sr
Sr
‘4>
6Modelo de desarrollo de conexiones
retinotópicas
Comí el fin de establecer las bases y la metodología de modelos más conmplejos, prinmeramente
se presenta y analiza un modelo para el desarrollo de retinotopía en las conexiones entre dos
capas neníronales. A modo de introducción, antes de plantear el mnodelo. se explica en los
próximos párrafos cómno se produce la auto-organización de retinotopía en las conexiones
entre las neuronas ganglionares de la retina y las células del CCL, usando los conceptos
establecidos en capítulos precedentes. Procesos simnilares son aplicables a la apariciómí de
retinotopía en otros lugares del SNV.
6.1 Retinotopía
,41 comienzo del período de desarrollo dependiente de actividad del SNV, el conjunto de
las conexiones desde las neuronas ganglionares de la retina hasta las neuronas dcl CCL
presenta un estado no ordenado. En este estado, si bien existe ya una segregacióní en
la conectividad de modo que las conexiones provenientes de retinas distintas se conectan
cmi láminas del CCL distintas, no existe la ordenación retinotópica que se observa en el
estado adulto. Actúa entonces un mecanismo de ordenación de conexiones que obedece a
los principios de auto-organizacnon comentados cmi cl capítulo 5:
• Fuerzas cooperativas debidas a la plasticidad Rebbiana.
• Fuerzas connpetitivas que provienen de las limitaciones en el tamaño de los árboles
sinápticos.
• Auto-aumplificación de las fluctuaciones que consístení cnn desviaciones de la densidad
inicialmente honriogénea de conexiones.
Cada vez que la comíexiómí de una neurona del CCL con unía neuromía ganglionar parti-
cmmíar se u’cfníerza. sus conexiones con otras neuronas ganglionares se debilitaní cmi razóní de
la conservación del árbol axómíico. Conno consecuencia, esa celula del (.úCL tiende a recibir
mmi as actí Vi (1 a(l de esa netí rona gamíglionar y muemios de otras, lo i:.ni al ami ¡tienta la (orrelacioní
51
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entre ambas células y por lo tanto favorece el crecimiento de la conexión que las unte.
Inicialmente, una neurona del CCL puede que posea conexiones con diferentes neuronas
ganglionares, pero los efectos competitivos acaban primando a una de las conexiones.
La correlación de actividades entre neuronas ganglionares se debe a la difusión df’ ac-
tividad dentro de la retina, ya que, durante el desarrollo embrionario, no existe experiencia
visual coherente. En esta fase, los patrones de descaiga de las células ganglionares de la
retina son producidos por procesos aleatorios que suceden en los fotorreceptores. Pero
a esta actividad autónoma se añade una difusión latemal de señal, de manera que sí una
neurona tiene en un momento dado una alta actividad, sus vecinas tendrán una mayor
tendencia a disparar. A ello se debe el que neuronas cercanas con el mismo tipo de canopo
receptivo (on-off u off-on) estén altamente correlacionadas en tiempos de pocos mihiseguní-
dos [Mastronarde. 1983a] (ver figura 6.1). En los CCLs y en las capas corticales aparecen
también relaciones locales de correlación similares.
En definitiva, ambas organizaciones neuronales, retina y geniculado conítienejí tina dis-
tribución neuronal con similares relaciones locales debidas a la difusión lateral de actividad.
Ambas capas tienen relaciones topológicas equivalentes. El mecanismo df’ ordeníacióní de
fibras es capaz de detectar esa equivalencia y de “representarla” conectando selectiva-
mente puntos de una capa con los de otra de una manera retinotópica. De este muodo,
para el establecimiento de conexiones retinotópicas entre retina y CCL, mío es necesaria
más información que la que codifica las reglas de competencia y cooperacnon. —
6.2 Moddo
A. continuación se analiza un modelo que explica el desarrollo de conexiones retinotópicas
entre dos campos neuronales cualesquiera, siempre que se mantengan relacioníes locales de
difusión dc señal lateral dentro de cada campo. Este modelo está basado en eí niodelo de
von der Malsburg para el desarrollo de conexiones entre retina y téctun¿ óptico (la capa
neuronal de peces y reptiles equivalente a los CCLs de mamíferos) [Háussler y von der
Malsburg. 1983]. Se han extendido los resultados presentados para capas unidimensionales
a capas bidimensionales. Asimismo. se analizan los efectos que la arquitectura del modelo
Sr,
impone en e] estado estacionario resultante, concretamente las condiciones toroidales en
la estructura de las capas, y la muavor o menor difusióni de señal intra-capa.
La red consta de dos capas, retinta (la capa de entrada: una capa de neuronas ganí-
glionares) y CCL (la capa de salida: una lánúnía de neuronas de CCL ),y de uní sistema de
conexiones activadoras entre ellas que es variable con el tiempo (ver figura (5.2). La capa de
entrada de señal se denotará por E (de retina) y la de salida por U (de genticínlado). Cada
una de ellas se considera formada por n neuronas. Cada neurona de la retina.. A’2. donide
= 1 u. puede conectar con cada una de las iteuronas del CCL. Y9 para ¡ = 1 mm.
J
a través de un peso sináptico. W~,.
La evolución temporal de la umatriz de pesos activadores se formnaíiza cmi uní sisteníta de
ecuacmones diferenciales ordinarias. Para definir los términos de crecimiento y de decre
cimiento de una conexiomi. se emplean las siguientes hipótesis (expresadas en los mnodelos
matemáticos de Tan ata [1990]):
re
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Figura 6.1: Correlogramas cruzados para seis panes diferentes de células ganglionares (A y B) del
mismo tipo de centro Dentro de cada recuadro, se indica a la izquierda el tipo al que pertenece
la célula A y a la derecha el tipo al que pertenece la célula B. En horizontal se muestra el tiempo
desde que sucede un disparo de A y en vertical la tasa de dmsparos en picos por segundo de B.
Si no existiera correlacióní. se observaría la línea base de actividad espontánea de B. Si existe
correlacióní positiva, corno es el caso, se observa un pico a / = 0, y sí exmste anti-correlación (como
sucede comí neuronas ganglionares de centro de signo opuesto) se observaría una depresión a 1 = 0.
Las depresiones que se observan a los lados de los picos. se deben que una vez que la célula dispara.
tiene uit periodo durante el cual su probabilidad de disparo decrece (período refraemtarno) ,,4sí, a
la derecha del pico aparece actividad de fi mnenor que la espontánica debido al periodo refractario
de 13: al disparar A es muy probable que 13 haya disparado también (en t = 0) y poco probable
que vuelva a hacerlo. A la izquierd a del pico tambiémí aparece unía actividad menor de fi. pero
est a vez es debida al periodo refractario de.4 : la actividad de II en ese punt.o (para. t < (11 implica
que A ha disparado uní poco más tarde (para / = 0); peno habiendo fi disparado en / < (1 es mnuv
probah le que A tambiéní Itay a dis parado en t < O debido a la correlación de actividades y cnt onces
es difícil que a / xv (1 A vuelva a hacerlo. El experimento se reali’z.ó. miecesariamení e, en gatos
mac idos. va qn e para Cori tprob ar si ti n a célula es de t.ijn o o n— oi/ u cfi’ on se hace inmíprescin di ble la.
con nprobación mcd fluí te est noii los visí] ales, y para. e lío el ojo lía (le ser fu mícion al No obsíante.
¡<Ira eliminar correlaciones tiebidas a señales visuales se empleó commio estímulo unía pai]t.aiia de
Inmini a Ci oit u nifo rime. Ligura cxi raid a de [Mast roriard e’ 1983 a]
so
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R G
NR GFigura 6.2: Esquema de la arquitec- 1
tura de la red. It es
la capa de entrada y C
la capa de salida, cada
G
una compuesta de n nen- N.
nonas. Ambas capas es-
tán totalmente interconec-
tadas mediante una fía.-
tniz de conexiones actí- R
vadoras 14’.
1. Las sinapsis son estabilizadas o desestabilizadas debido a la competencia. entre ellas
por una cantidad limitada de un factor que es secretado por las células post-sinápticas.
De este modo, el número de conexiones que una neurona post-sináptica puede recibir
está limitado.
2. Las sinapsis son estabilizadas por un factor que es transportado anterógradamente
por el axón de la célula pre-sináptica. Esto implica una limitación en el numero de
conexiones que una neurona pre-sináptica puede establecer.
e-
3. Las sinapsis son estabilizadas por mi proceso dependiente de actividad de acuerdo
con una regla Hebbiana
Las dos pmimeras hipótesis responden de efectos competitivos que conducen a la limita-
ción del tamaño de los árboles de conexiones. La tercera responde de la fuerza cooperativa..
Estos dos efectos. se concretan en dos términos de variación en el tiempo para cada níiío
de los pesos sinápticos. Así, se plantea la siguiente ecuación diferencial para cada sinapsis
Itj que conecta a una neurona N,~ de la capa 1? con una neurona de la capa O:
W~~(t) = W11(t) (F1(t) — í,j = 1 u ((5.1)
El térnmino Fú representa el factor de cmcimiento de la conexión 14%. debido a la ley de
Hebb. y el término B11 es el factor de arborización, que da cuenta del decrecinniento de
W~J por comupetencia con otras sinapsis, resultado de la. conservacion del árbol axoníco
total de cada neurona.
Para tener en cuenta un crecimiento continuado de las sinapsis. independiente de la
actividad o de los valores de las conexiones, se añade a esta ecuación el térniinno o( 1 —
Ya que este crecimiento se considera varios órdeníes de magnitud inferior al generado por
las reglas dependientes de actividad. se emplearán valores de a del ordení de It
4. La
ecuacion resultante se multiplica por el paránmetro 3. que mide la velocidad (le la variacioní
del peso sináptico con el tiempo:
= ¡3 (c4l — 14%) + 1t3F
1 — Y> (($2
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Nótese que el término a( 1 — WjJ) hace que el peso IV~) tienda a la unidad. El segundo
término favorece a las conexiones que reciban más efectos cooperativos que competitivos,
o lo que es lo nuisumo, cníyo factor de crecimiento sea superior a su factor de arbor¡zaciomi.
Para el cálculo del factor de crecimiento de unía sinapsis se supone una regla. llebbiana:
es equivalente a la correlación temnporal de las actividades de las neuronías que la sinapsis
conecta. Entonces. el valor del factor de crecimiento 1% dc umia conexióní U’;, se calcula
corno
donde A[? es la actividad de la neurona pre-sináptica y AG la de la neurona post-sináptica.
3
Si los dos valores de actividad tienen valores muy parecidos a lo largo del tiempo. el factor
dc crecinniento torna valores altos; en caso contrario toma valores bajos.
Por tanto. para calcular los factores de crecimiento son necesarios los valores de activi-
dad de todas las neuronas del sistenma. Se aplican ahora las dos suposiciones ya expuestas
acerca del oí’igen y distribución de la actividad en la arquitectura de red propuesta:
1. Cada neuromia. de la capa de retina, Yf. recibe actividad. f~(t). debido a los procesos
initernios aleatorios de los fotorreceptores. Esta actividad está totalmente no correla-
cionada tanto a míivel temporal (la señal varia aleatoriamente con el tiemnípo) como
espacial (no hay correlación entre las señales que llegan a dos nícuronas cualesquiera).
Es decir:
< f0(/1>.f<jt21 >~ = O para todo fl ~
xv O paratodoa#b
Esta. actividad que Llega a. las nemnronas es la. úníica fuente de actividad en el
s]stemna. (como se ha comentado antes, este nuodelo no snípone informacióní coherente
proveniemite del exterior
2. En cada capa hay difusión lateral de la señal neuronal. Sc representa mediante
imna serie (le ternímmios, .D~5. cuyo valor indica la intensidad de la difusión de señal
desde uní a nc u romí a A. hasta otra Kb (le la mníismrí a capa. lIstos t.érnníi nos de difusióní
se puedení ajmnsí a.r cmi general a mmnía función decreciente coní la dista ni cia entre las
miemí roíí a.s consm dera da.s, de mmíodo que
KV D~ > O para todo a # b xv 1 ti
N ót ese que e t.érníi mío de di fusión D0~ , indica cómo la cxi stemí cia de la difní si óíí
lateral afecta a la actividad de la neurona. Aj: debido a la difusión (le su señal hacía
las ni ení rorías vecí mías, su eficacia para activar a. las míen ronas post - si ni á.pt ica.s q uctí a
m erín 4(1 a resí>ec t 0 (le la que len dría si no existiera difo sión de la se fi al
Se tiuní ami capas (le nien ron as noroi dales comí el fi mí tic’ evitar los efec tos de Ii OC de que so ti
irtevital) 1 es cmi cap a> (le decenas de ni cmi rcmní as. con río las q ti e se si ini nlaró ni . ( i>o¡ i ram 1 acmomí es
en la ve 1 OC tíatí dE’ cál etilo. SE’ lían restringido las i ¡it egrac i orí es ni ni mu crí cas 41 val OrEs de
~ < 20. cii el caso ríe capas íinidiimiemísmonia.les x de e § U para capas bidimitensioítales de
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Figura 6.3: Cálculo de la distancia entre dos
neuronas en una capa toroidal
bidimensional. La distancia
desde la neurona N~ basta la
neurona N5, dentro de la capa
es d2. Pero existen otras muchas
distancias posibles si se conside-
ran las distancias cruzando los
bordes de la capa (flechas grises).
En este caso, la distancia d~ re-
sulta ser más corta que d2 y es
la que finalmente se toma como
distancia entre ambas neuronas.
1
1
~~~~1
~e
-L
las que se simularán. Así, en el cálculo de los términos de difusión, la distancia entre dos
neuronas, dab, no se calcula como la distancia directa entre las neuronas. Por ejemplo, en
el caso de tomar una distancia entre dos neuronas en una capa unidimensional, se toma en
principio la distancia directa, pero se comprueba cuál es la distancia a través del extremo
de la red y sc escoge la más corta de las dos. Para capas bidimensionales se reali¡ ‘s la
misuna comparación entre las posibles distancias a través de los bordes de la capa, segí’ííí
se muestra en la figura 6.3.
Siguiendo estas indicaciones, se puede calcular el valor de actividad de cada neurona.
de la red siguiendo un proceso de propagación de actividad, en una serie de pasos sucesivos
(véase un esquema de este proceso en la figura 6.4).
Tomando como fuente exclusiva de actividad los valores de f¿(1), la actividad de salida
resultante en una célula de la retina. AR. es:5,
‘e
re
‘e
Af(É) = ZÍ~wD~
i=1
(6.’l
e-es decir, su propia actividad espontánea. f3(1), corregida por el término Dt. más la
actividad tranísmitida por difusión lateral. La actividad de entrada de una neurona de la
capa de geniculado, if se calcula comno la suma de todas las actividades resultamítes crí
las neuronas de la capa de entrada, multiplicadas por los correspondientes valores de los
pesos sinápticos que las unen:
e-
(6.5)I{(i) xv E A>l)14jí(t)
= 1
Finalmente, para el cálculo de la actividad resultante se aplica uní mecantistrio de difusión
lateral en la capa b. similar al aplicado para las neuronas de la retina:
A~’(l) = EífrwD~ (5.6
1-
1’——
1 •~
77—
e-
6.2. Modelo a
R
Figura 6.4: Se muestra uno de los muchos caminos posib]es a través de los cuales la actividad
espontánea f de una neurona de la capa de metimia, N1~, puede llegar hasta otra de la capa de
CCL, N1
0. La actividad de la neurona N~ difunde en la retina, y produce un aumento en la
actividad de la neurona N.>~. definido por el término de difusión D11 A su vez, la níetírona3 13, 3
excita a la neurona de la capa de CCL, NG, a través de un peso activador. VI>. Finalmente, esta
tercera neurona actúa sobre la neurona N
1
0 que recibe un efecto activador debido a la difusión de
señal en la capa de CCL.
Corno se hizo con las neuronas de retina. la actividad de salida de cada neurona de ge-
níiculado. A0 se calcula como la que le llega directamente de la capa de entrada. ‘2.
corregida con el factor DE!, más la adición de los efectos de la difusión de actividad desde
las neuronas vecinas.
Sustituyendo en la ecuación 6.3 los valores de actividad A~ y Av’. se obtienen¡ las
expresiones para los términos de crecimiento F~
1 en función exclusivamente de los valores
de actividad aleatoria, de los pesos y de los coeficientes de difusión
e a a U
F0;(t) xv E D4~ZEED~D~1V3~(t) < fKt),f~1(í) >~
mn=1 =i j~’i k=i
(6.7)
Puesto que los valores de actividad espontánea no están temporalmente correlacionados
Si Z 1-u.
si #m
o lo que es lo mismo
(6.9)
(6.8)
donde t es el delta de Kronecker. lo cual permite simuplificar la expresión para. los factores
de crecimiemíto ( 6.7):
E (t)zzzEDR
ay
U) SI
(6.1 O
kI
ÉL D~1D4,~314tk(t)
y—) k—I
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La expresión 6.10 se puede simplificar definiendo ciertos productos cruzados, Dm. entreiktérmuinos de difusión en la retina:
U
ay brVR = ¿4
1~ba’> (6.11)
6=1 ‘4
Reescribiendo resulta:
F«~(t) — EDQZD~SW%kW (6.12)
ki j1
El término de conservación del árbol axónico, B
5~, es el término que da cuenta de e-
los efectos de competencia entre sinapsis por unos recursos estructurales limitados. Por
lo tanto, tiene un efecto negativo en la evolución temporal de una sinapsis. Dada nimia.
conexión, IVa;. el correspondiente Bar se calcuta como la suma de las conexiones que
compiten con ésta, multiplicadas por su factor de crecimiento:
U U
B0 (t) = LWay(I)Fáp(t)+LWb;(t)Ii,r(I) (6.13)
b=n
El primer surnatorio considera todas las conexiones que parten de la neurona Af.yel
segundo todas las que llegan a la neurona Nf. De esta manera, si una neurona recibe
o emite muy pocas conexiones, las sinapsis correspondientes tendrán bajos factores de
arborización y teníderán a crecer. Si. por cl contrario, una neurona tiene un arbol dc
conexiones más extenso que el del proníedio de las neuronas, snís sinapsis tendrán altos
factores de arborización y tenderán a decrecer.
‘nl
6.3 Dinámica del sistema
Sustituyendo en la ecuación ( 6.2) los valores de los factores de crecimniemíto y de ar-
borización, resulta un sistema de ecuaciones diferenciales ordinarias para la evolución de
los pesos entre la capa de retina y la de geniculado que depende de los pesos y de los
valores de difusión, pero que es totalmente independiente de los valores de actividad
U U
xv /3%ctIll —I4’a;>-~--V&’a;(ZZD’,’íD7xI4~2
y=i c=i
44 D~fS~I4T~~ + ÉL D§’iDtI4%))]
dsi et~1 w
l)ara a.x = 1 mi (6.11)
Mediante el promedio temporal de las ecníaciones dependientes de la actividad aleatoria
se Iran obtenido ecuaciones deterministas. Si nio fuera por esto, seria necesario síniular los
valores de actividad variables de la capa de entrada. Distintas evaluacioííes del compor-
tamiento dinámico del sistema empleando los muismos parámetros podrían dar difereíttes
resultados, lo que obligaría a un estudio estadístico exhaustivo.
‘e
e-
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Este sistema tiene utúltiples atractores. En caso de que o = O. una serie de ellos
presentan uní único peso seleccionado por fila y por columna, y cumplen que
U
= Z1v§~ — W0 para todo x.y = 1 u (6.15)
x=I
donde W0 es el valor de estado estacionario de los pesos no nulos Illáusslem y von der
Malsburg, 1983]. Si cx > O los pesos no seleccionados toman valores próximos a cero pero
no mulos. debido al efecto del térnuino de crecimiento independiente de difusión
En uní sistema toroidal y carente de difusión. ninguno de estos atractores está favore-
cido: todos tienten la misnía cuenca de atraccióní. Pero la difusión cambia la geoníetría
de las separatrices del espacio de fases. de nnanera que aumenta la cuenca de atracciómí de
aquellas soluciones cnt las que aparecen relaciones de vecindad en las conexiones, cmi detri-
níento de otros estados. Bajo ciertos valores de los parámetros que controlan la difusión.
un grupo de estados resulta ser el más favorecido: aquéllos en los que dadas dos neuronas
vecinas cualesquiera. éstas se conectan a otras dos neuronas de la otra capa vecinas entre
sí. En estos casos aparecen los siguientes tipos de soluciones:
1. La solucióní retinotópica. Sólo se seleccionan los pesos 14% que cmimnplen que xv
los de la diagonal de la matriz de pesos. Los demás toman valores próxintos a cero.
Cada nícurona dc la capa de entrada. N~, se comíecta comí su correspondiente neurona
retinotópica cii la capa de salida, Nf?. para i xv 1 ni. Esta es la solución que se
correspomíde con la experimentalmente observada.
2. La solucióní anti-retinotópica. Sólo se seleccionan aquellos pesos Hj que cumplen
que +1= n-s- 1. A4 se conectaa V. x¡L, a A?’ ....,N
1~ a. N4.
3. Soluciones equivalentes a la retinotópica y a la anti-retiníotópica.. pero desplazadas.
Por ejemuplo. N~ se conecta a N2
0. N~ a A< — Q? aN0 y N~ aII — 1
Por lo tanto. existemí 2n soluciones equivalentes.
Condiciones iniciales. Ya que este sistenía presenta multiplicidad de estados esta-
cionarnos, las condiciones iniciales en los valores de los pesos se muestran criticas en el
desarrollo del sistema,
Para cl cálculo dc los pesos inmiciales 14j~(O) sc usan valores aleatorios, a IE)5 que se
añade un sesgo retinotópico de la siguiente forma:
1V
1, (01 xv íu (11 — b)r + <~~) (6.1(5)
1?
donde mo es el valor máximní o que pmmede tomar una coníexióní (le acuerdo comí el rau go de va-
lores aleatorios, b E (0. 1) es la temí demícia retinotópi ca cmi las comid icioní e~ liii cid les ( mínintí a
para b = O y niaximna. para b xv 1). y r E (0, 1) es un itónniero geiterado ak<un onnaitiente.
O bsérvese que si no se tonta ninígun a. ten(leni cia ret i mtE)tópi ca ( b = O) 11 0 ni r . Vii
est e castí el valor de los pesos asign a.d o a tienni po cero es inlElepelí (lien te Ele 1 i posicí omí es
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Figura 6.5: Billete alemán de diez marcos de curso legal con Ja efigie de Carl (iauss Puede
apreciarse que se esquematiza la ecuación general de la gaussiana f(x) cvk exp( ti) y amia
representación gráfica de la misma.
que conecte. Por otra parte, si se tiene en cueníta una tendencia retimiotópica maxíma
re(b = 1), cl valor de los pesos es
1’V~1(0) xv rnl(l+ li—iI) (6.17)
En este caso, aquellos pesos más próximos a la diagonal de la matriz de pesos tienten re
valores cercanos a tu. A medida que están más lejanos de la diagonal tonnan valores
menores, formando una matriz de conexión simétrica. Las situaciones ení las que b toma
valores intermedios corresponden a una gamna de estados en los que existe una mayor o
menor tendencia retinotópica añadida a las condiciones puramente aleatorias.
Función de difusión. Para los términos de difusión en retina sc empleó una función
gaussiana (ver figuras 6.5 y 6.6):
= hRI,sRexp(~(dab/sR)
2)/2) (6.18) e-
donde h~ y son parámetros que controlami la forma de la gaussiana, y daS es la. distancia
entre la neurona a y la neurona b en retina. h~ indica la superficie de la ganssiana ~
su anchura.. Altos valores de A indican una gaussiana ancha, es decir, difusión de la señal
a distancias lejanas. La altura de la función para la distancia d~
5 xv O viemie dada por la
relación hR¡,5h (ver figura 6.6). Para los términos de difusión en el CCI,. (i)j) se emplea
una función gaussiana similar a la descrita ( 6.18). pero controlada por los parámetros ¡Y
o
ys
Como se muestra en la figura 6.7, el sistema tiene una elevada multiplicidad de estados
estacionarios. de los cuales únicamente uno, señalado con una 11. supone la aparición de
-1.
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Figura 6.6: Sc muestran tres funciones gau-
ssíanas de idéntica superficie (de-
pendiente del parámetro u = 3)
pero de diferentes ancburas (de-
pendientes del parámetro s —
5.8 = 1O.s= 15).
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conexiones ordenadas retinotópicameríte. Si no se considera difusión de señal, no existe
información posicional y todos los estados descritos por la ecuación 6.15 tienen la misma
cuenca de atracción (ver figura 6.7a). Sin embargo, como se comnentó antes, la difusión
favorece los estados en los cuales las conexiones “representan” las reglas de vecindad, de
modo que las cuencas de atracción de estos estados se ven aumentadas (ver figura 6.7b).
Si se dan condicioiíes iniciales en los pesos que estén contenidas en la cuenca de atrac-
ción de níno de los estados. el sistema termina cayendo en ese estado estacionario. Dando
a los pesos valores iniciales bajos y totalmente aleatorios, sc sitúa al sistema emí una zona
del espacio fase (un espacio de dimensión u2) próxima al origen de coordenadas (la zona
sombreada en la figura 6.7). Se puede conjeturar que un elevado número de estados esta-
cionarios tienen parte de su cuenca de atracción en esta zona, entre ellos el retinotópico.
Si se considera b = O para el calculo de las condiciones iniciales puede que el sistema caiga
en la cuenca de atracción de ese estado, pero esto es altamente improbable dado el elevado
numero de cuencas de atracción del sistema. Sin emnbargo, con b > O cii la. asignación
de condiciones iniciales, lo que se hace es desplazar el punto de partida de la integraciómí
del sistema hacia la cuenca de atracción del estado funcionalníente correcto (figura 6.7c).
Valores bajos de b pueden no ser suficientes para asegurar que con toda probabilidad se
vaya a caer en esa cuenca de atracciómí, pero tampoco es necesario un valor de b xv 1, que
concentraría la zona de part da en un único punto del espacio de pesos, para asegurar que
el sistenía evolucione a un estado retinotopíco.
Valor de estado estadonario, ¡4/O, Se puede dedudr fácilmente el valor del estado
estacionario cuanído éste consiste en el tipo de estado descrito por la ecuación ( 6.15). Si
se desprecia el efect.o del término multiplicado por o. lo cual se puede hacer siempre que
o sea suficientemnente bajo. la condición de estado estacioníario es
8”U? xv ~ para todo a. ¿y xv 1 ((5.1 9)
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Figura 6.7: Esquema del plano fase. Los puntos representan estados estacionarios. Cada sector re-
presenta la correspondiente cuenca de atracción. El estado señalado con una Res el retinotópico y
el A el anti-retinotópico. (a) Plano fase en el sistema sin difusión. Los distinítos estados estacionar-
nos del tipo descrito en la ecuación 6.15, están igualmente favorecidos Si se integra el sistemita
a partir de condiciones iniciales totalmente aleatorias (la región sombreada), el sistema tiente la
misma probabilidad de acabar en cualquiera de estos estados. (b) Plano fase para el sistema comí
difusión. Las cuencas de atracción de los estados retinotópico, anti-retinotópico y la’ soluciones
equivalentes pero desplazadas, se ven aumentadas. Si sc integra desde condiciones iniciales aleato-
mas, existe mayor probabilidad de caer en estos 2n estados, que en el resto. (c) Si se enipleamí
condiciones iniciales con una tendencia retmnotópica, la región desde la cual se empieza a integrar e-
el sistema puede estar totalmente incluida en la cuenca de atracción del estado retinotópico. y este
es el finalmente alcanzado.
A continuación se calcula el valor de E—~ ~ W~1 B~ aplicando las conídiciones de
estado estacionario
WC.
ÉÉW~XB~I = ti ÉH],ZHU?1+ZZ14% É”Qia=i rl rl 6=] orn xsn
U 1’ U U
=
sri Sri orn ~=l
xv 2W0ÉÉ14¿J{
Aplicando la condición 6.19
2W
0 >: >: 147
1F¿ — 211 0 Z It ~ [30U ~ ql ay
irí srl 1—1 si
Por lo tanto tenemos que
xv 211 >:>:~~
1 ¡2=1 2~= i
y 1~4fO xv 1/2.
e-
‘2,
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6.4 Resultados
A continuación se presentan algunos de los resultados obtenidos al integrar el sistema
6.14. La integración se hace numéricamente: se proporciona a la matriz de pesos valores
de acuerdo con la ecuación 6.16; a partir de estas condiciones iniciales se recalculan los
pesos sinápticos de acuerdo con los valores de sus derivadas. En este proceso, como va sc
hizo notar, el valor del parámetro $ es crítico: valores bajos alargan innecesariamente el
proceso de integración. mientras que valores altos pueden conducir a resultados erroneos.
Por lo tanto se busca empíricamente su valor, de modo que. dando una variación suave
de las derivadas, su valor sea lo más alto posible. El método de integración numeníca
empleado ha sido el método de Euler de paso fijo. Las trayectorias que siguen las variables
no tienen “aristas”. Siguen una evolución asintótica hasta un estado estacionario estable
sin apenas camnibios en el signo de las derivadas. Dada esta simplicidad en la evolucióní
del sistema y el elevado número de variables, no se ha considerado oportunto el uso de un
método de integración más elaborado.
En la figura 6.8 se muestra la evolución del sistema para valores de los parámetros y de
las condiciones iniciales que aseguran la evolución del sistema hacia el estado retinotópico.
Durante el proceso de integración se produce inicialmente una honíogeneizacióuí de los
valores de los pesos, después un crecimiento de los pesos próximos a la diagonal y el
decrecinmiento de los restantes. En el estado final, permanecen estrictamente los pesos de
la diagonal comí valores cercanos a 1/2, como se predijo anteriormemile. El resto de los
íesos valen prácticamente cero.
6.4.1 Efecto de la difusión
La difusión es la que hace que cada neurona “sepa” cuál es su posición relativa respecto de
las demás dentro de una misma capa. Si no existe difusión de actividad en cada capa. no
existe ningtímí tipo de correlación de señal y no hay cooperatividad entre los crecimientos
de diferentes sinapsis. Para observar el efecto de la difusión se sinriuló la evolución del
sistemna cnt condiciones de difusión nula en retina y geniculado. Para considerar difusión
de señal nula se puede loníar
— tXC —
xv
de muodo que. sustituyendo en la ecuación del factor de crecimiento ( 6.12), resulta
F$í) xv W711( t
es decir. cada peso crece en fumíción exciusivannente de su propio valor. La. única interaccioní
comí otros pesos vendrá dada por el térmimro competitivo de conservación del árbol sináptico.
En el crecimnieníto de los ~ sinápticos. el término de arborización hace tender el sistema
a soluciones en las que solaníente vemice uní peso por fila y por col u iii n a de la niatri z de
conexion. En este caso, en el cual no hay cooperación entre los pesos (debido a que mío hay
difusión. y por taníto a la caremícia de cualquier correlación emítre pesos). las condiciones
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Figura 6.8: Evolución de conexiones retinotópicas entre dos capas unidimensionales de veinte neu-
nonas. Se nmmuesrran los valores de la matriz de conexiones a diferentes tiempos de integración, Las
columnas, de izquierda a derecha, dan cuenta de la neurona de origen, y las filas, de arriba a abajo.
de la neurona de destino. El tamaño de los cuadros negros indica el valor de la correspondiente
entrada de la matriz. El tamaño máximo posible se corresponde a un valor de 0.5 en esta figura.
Condiciones empleadas: ~ = 0.001,0 = 0.001.
8R xv 50 — í,IA = ji
0 xv 2,b xv 0.8 (tendencia
retinotópica en las condiciones iniciales), mu xv 0.1. (a) t xv 0. Son las condiciones iniciales. (b)
= 200. La diagonal de la matriz se refuerza. (c) 1 xv 1000, Estado final. Sólo los pesos de la ‘4
diagonal se seleccionan.
re
iniciales soní las que determinan totalmente el peso “ganador” en cada fila y en cada
colunina..
Sin embargo, en caso de que haya una cierta difusión, aparece cooperación emitre pesos.
La solución, cualitativamente, es la misma: la selección de un único peso por columumía >
fila. Pero en este caso algunos pesos han recibido una “ayuda” que les permite superar las
condiciones iniciales desfavorables a su desarrollo.
En la figura 6.9 se ilustra este particular. Se presentan tres parejas de simulaciones
con diferentes valores de b, con difusión (columna izquierda) y sin difusión (columna
derecha), partiendo de idénticas condiciones en los valores iniciales de los pesos. Para
valores de b por encima. de 0.5, se tenga o no difusión, el estado final es el retinotópico
(ver figuras 6.9a y 6.9b). Es razonable, ya que si las condiciones iniciales ya imponen la
solución retinotópica, la difusión, que ayuda al sistema a caer en esa mnisma solución, no
produce ningún efecto apreciable. Pero conforme la tendencia retinotópica inipuesta en
las condiciones iniciales se hace níenor. la acción de la difusión se hace evidente, corno sc
puede apreciar en las figuras 6.9c y 6.9d. Para ji xv 0.4, cuamído hay difusión la. solución
es prácticamníenre retinotópica (salvo umna inversión de las conexiones entre las neuronías .1
y 5 dc retina y geniculado), pero sin difusión la diagonal de la matriz de pesos presemíla
huecos. Alguntos de los pesos no retinotópicos favorecidos por las condiciones iniciales tau
sido seleccionados en detrimento de los retinotópicos correspondientes.
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Figura 6.9: Estado final (1 xv 1000) para una serie de simulaciones para distintos valores de la
tendencia retinotópica inicial en los valores de los pesos. El tannafio máximo de los cuadros se
corresponde con un valor de 0.5. Condiciones generales: o xv 0.001.4 xv 0.001. En la columna de
la izquierda se integna el sistema con difusión
8R xv s<~ — 0.5, ji
11 xv ji0 xv 2 y en la de la derecha
sin ella (Dq,>. xv tayh/8). (a y b) b xv 0.8. En ambo casos se observa la selección de la diagonal
neulniorópica. (c y d) fi xv 0.4. Puede observarse cómo la difusión produce diferencias sustanciales.
(e y Q. fi xv 0: condiciones ínnciales aleatorias. Pese a la difusión considerada mio se alcanza la
selección de los pesos de a diagonal.
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Figura 6.10: Se presenta el estado final (t xv 1000) de la integración del mismo sistema que cmi la
figura 6.Oe, con condiciones iniciales en los pesos totalmente aleatorias, y los mismos parámetros (le
integración, a excepción de los referentes a la difusión: ~Rxv s< xv 1, h11 xv ji0 xv 4. Se empleó umía
difusión más extendida, pero manteniendo la relación s/h idéntica para que los valores a d
4n, xv O
se mantengan inalterados, e-
Para condiciones iniciales totalmente aleatorias, si no existe difusióní el resultado es
desordenado, como se muestra en la figura 6.9e. No obstante el estado estacionario alcaní-
zado se aproxima bastante al descrito por la ecuacion 6.15: selección de uní único peso
por cada fila y por cada columna. En este caso, la excepción la representan la fila 8 y la
columna 8 que no contienen ningún peso seleccionado, es decir, las neuronas 8 de la retina
y 8 del geniculado han quedado sin conectar. Si se aplica la misma difusión que en los
ejemplos anteriores, el resultado cambia (ver figura 6.9f), son otros los pesos favorecidos.
e-pero no se obtiene un cambio espectacular.
Sin embargo, el resultado es más llamativo si se incrementa el alcance de la difusiómí
(ver figura 6.10>. En este ejemplo, las tendencias de correlación que impone la difusión baím
generado la aparición de cuatro dominios de conexiones de entre cuatro y cinco neuronas.
El cambio respecto a las dos figuras anteriores es miotable y da buena cuenta. de los efectos de
Ja difusión: inducir la selección de pesos correlacionados (cada neurona de retinta conectada
a la neurona de geniculado vecina de la nenromia a la que se ha conectado su vecimía de
retina). En la tabla 6.1 se pueden comparar los valores de la función de difusióní segúní la
distancia. empleados en estos ejeumplos.
6.4.2 Efecto de las condiciones toroidales
El hecho de que se comísideren condiciones toroidales o no. se ve reflejado exclusivamente
en el cálculo de los términos de difusión. Si las condiciones no son toroidales, las células
proxímas a los bordes de las capas reciben valores de actividad menores que las deimiás.
tanto muás parecidos a los valores generales cuanto más alejadas del borde estémí. Las
es
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Tabla 6.1: Valores de la función de difusión D,~ xv l4s exp(—(d05/s)
2)/2) empleados en los ejem-
píos. Nótese como para la difusión baja el alcance se restringe a distancias de una o dos neuronas,
y a tres o cuatro para la difusión más alta,
Distancia (d) sin difusión . h xv 2.s xv 0.5 lx xv 4,5 xv 11
0 4.0 ¡ 4.0 4.0
1 ¡ 0.0 0.54 2.42
2 0.0 1.3 i0<~ 0.54
¡ : 0.0 1.5.10—8 44.10—2
4 0.0 : ~ 1014 1.3 lo—3
diferencias, en el momento en que se usen capas suficientemente grandes., no son por ello
notables.
Concretamente, si en los ejemplos mostrados en las figuras anteriores no se empleaní
condiciones toroidales, el resultado final no se altera cualitativamente. No obstante, las
neuronas próximas a los extremos de la capa dejan de emitir o recibir conexiones. con lo
cual parte de la red es “desaprovechada”.
6.4.3 Capas bidimensionales.
La extensión del modelo para capas de entrada y de salida bidinmensionales es simple.
Todas las ecuaciones son cualitativamente similares, salvo que existe una duplicación de
sunnatorios y subíndices acorde con la bidimensionalidad de la disposición neuronal. Ya
que la función de difusión empleada depende exclusivammmcnte de la distancia entre dos
mícuronas y no de la posición concreta de esas míeuronas, el único cambio en el cálculo de
los términos de difusióní es que han de ser calculados a partir de la distancia cuclídea entre
las neuronas Asimismo, la consideración de capas toroidales sigue siendo válida de la
misma manera que para capas niono-dimensionales.
En la figura 6.11 se muestra el resultado final de la integración del nuodelo usando capas
bidimnensionales. De manera similar al ejemplo de retinotopía para capas untidimensionales.
cada neurona. de geniculado se conecta a umia sola neurona de la corteza con un peso de
0.5, y precisamente a la neurona de geniculado que corresponde a su posición retinotópica.
En este ejemplo se ha emupleado una tendencia retiniotópica de b xv 0.8. En la figníra
6.12 se nnuestra el efecto de considerar condiciones iniciales más aleatorias (ji xv 0.4). En
este ejemplo, de manera similar a lo que sucedía en el caso de capas unidimeusionales.
una serie de micuronas establece sus conexiones de manera “adecuaóa” . l)~’~ alguna~ no.
El resultado es equivalente a la diagonal con huecos que se observaba por ejemplo en la
matriz de conexioníes en la figura 6.9d. salvo que cmi este caso sc trata de una diagonmal cii
una. nuatrmz de conexiomíes de cuatro dimensiomies.
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Figura 6,11: Estado final (t xv 1000) en el desarrollo de las conexiones entre dos capas bidimen-
smonales de 6 x 6 neuronas. Los parámetros y condiciones de integracióní fueron los del ejemplo de
la figura 6,8, Ahora la matriz de conexiones tiene cuatro dimensiones. Se representa desplegada cii
submatrices bidimensionales, cada una de las cuales representa las conexiones de una neurona de
la capa de CCL con las neuronas de la capa de retina. En este ejemplo, cada recuadro contiene los
6 x 6 valores de los pesos sinápticos de una neurona de geniculado con todas las 6 x 6 neuronas de la
capa de retina. Nótese, como cada neurona de geniculado está conectada sólo a su correspomídieíite
neurona retinotópica de retina. Por ejemplo, la neurona del geniculado de arriba a la izquierda.
ha seleccionado la conexión con la neunona de arriba a la izquierda en la netina.
Estado final (1 xv 1000) de la in-
tegración de un sisten]a sin-illar al
de la figura 6.11. a excepción de
las condiciones retimiotópicas en
Vs valores iniciales de los pesos,
que en este caso se han tomado
nná-s bajas (b = 0.4).
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6.5 Discusión
Este muodelo sirve como una introducción a los modelos que se presentan en los siguientes
capítulos. El fin de este capítulo es el de comprender el papel que los parámetros y la
arquitectura del sistema juegan en su dinámica, con el fin de establecer las bases de partida
para aconmeter el estudio de modelos más complicados.
Así, se ha podido apreciar la importancia de la acción combinada de la tendencia re-
tinotópica en las condiciones iniciales, dada por el parámetro ji, y de la difusióní, cuya
geometría está definida por los parámetros fi y .s. Las condiciones iniciales pueden ser
tan retinotópicas, que el sistema, aun sin ningún tipo de información posicional neu-
rona/neurona. se vea colocado en la cuenca de atracción del estado retinotópico. Sin
embargo. la difusión permite menos restricciones en las condiciones iniciales, tantas menos
cuanto umayor alcance tenga esta difusión.
Situaciones de este tipo son las previsibles en el caso del desarrollo del sistema visual.
Si cada imenírona tuviera que recibir información específica y diferente de la. recibida por
las dennás acerca de cómo establecer sus conexiones, seria necesario proporcionar una gran
cantidad de información. Es más razonable la existencia de reglas locales, como son la
difinsión lateral de señal y las reglas de competencia y cooperación entre conexiones, que
se aplican de forma idéntica en cada una de las neuronas. Estas reglas conforman uní
espacio de fases que contiene al estado de conectividad retinotópica. Con la adición de
otra regla local, como es una ligera tendencia retinotópica en los valores iniciales de las
conexiones. el sistema tiene mayor probabilidad de partir desde la cuenca de atracción del
estado retinotópico. que es el que finalmente se alcanza. Esto demnuestra que. la retinotopía
es nína propiedad global quíe puede emerger de estas reglas locales.
En este capítulo se ha mostrado también cómo las condiciones toroidales no afectan
sensiblemente al estado final cuando se usan capas unidimensionales de al níeiíos 20 neu-
ronas o l)idinnensionales de 6 x 6 neuronas. Asimismo se ha observado que los resultados
son cualitativamente similares para capas bidimensionales que para capas unidimensona-
les. Estas observaciones permiten abordar con mayor confianza problemas que requieren
el empleo de capas bidimensionales, que se estudiarán en capítulos posteriores.
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7Modelo del desarrollo de dominios
oculares en la corteza visual
En este capítulo se muestra un modelo para el desarrollo de dominios oculares, basado
en reglas de competencia y de cooperación entre sinapsis similares a las formalizadas
en el umodelo para el desarrollo de conexiones retinotópicas. Se emplean dos capas de
entrada, cada. una sirviendo a señales provenientes de ojos diferentes y unía capa de salida
sobre la cual establecen sus conexmones. El conflicto debido a la competencia entre ambas
capas de entrada por conectarse a las neuronas de la capa de salida, es resuelto mediante el
desarrollo de regiones de la capa de salida dominadas alternativamnente por una u otra capa.
Se analizará la dependencia de la geometría de los dominios oculares dc los parámetros
del modelo.
Como en el capítulo anterior, antes de introducir el modelo se describe el proceso
del desarrollo de los dominios oculares en las conexiones entre el CCL y la capa IV de
la corteza estriada visual, usando los conceptos de auto-organmzac]on introducidos previa-
mente (capítulo 3) y parte del conocimiento extraído del estudio del modelo de retinotopia
(capítulo 6).
7.1 Dominios oculares
En muchos vertebrados, los canipos visuales de ambos ojos se superponen. Ení estos aníi-
males se enict]entran estructuras en el cerebro que reciben conexiones que transportan
información proveniente de amnbos ojos. Esas proyecciones, pese a. provenir de distintos
ojos, tien den a apumnta.r a la. mismnma. posición de la corteza visual si tramísmniten inípul-
sos provenientes de estímulos de zonas coincidentes del campo visual .N o obstante. la.s
conexiones que conducen información de cada ojo aparecen segregadas en regiones deno-
minadas dominios oculares. A continuaciómí se puntualiza cómo los mecanisnios generales
expuestos en el capítulo 3 pueden dar cuenta. de la ontogenia de estos dominios.
Conviene resallar que, como sucede con el desarrollo de otras orga]ínzacíones dci SNV.
la experiencia visual coherente no es necesaria para la plasticidad de la doruiníancia ocular:
smi papel se reducc a. corroborar la estructura alcanzada. bajo la influencia de la actividad
7’
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durante el llamado período crítico. Esta actividad espontánea puede provenir de la activi-
dad espontánea de los fotorreceptores o de la propia actividad espontánea del SNV. La e-
actividad espontánea de las neuronas de otros niveles interumedios. tales comno el CCL. mío
serviría para el establecimiento de dominios oculares, ya que para su formación es nece-
sana la existencia de dos fuentes de actividad correlacionada, que ení cualquier caso haní
de provenir de cada retina.
El establecimiento de conexiones retinotópicas entre las retinas y las lánninas del (?CL.
Imace que las actividades conducidas por fibras que provengan de zonas próximnas dc unía e-
misma lámina del CCL estén correlacionadas. Sin embargo, esta correlación no sn]cede
entre las actividades de fibras que conducen actividad proveniente de láminas de CCL qtíe
sirvan distintas retinas al no haber ninguna relación entre ellas; estas fibras compitemí y
cada célula de la corteza selecciona conexiones provenientes de láminas que sirvan a la
retina derecha o a la retina izquierda. La cooperación entre las proyecciones de activi-
dad correlacionada favorece la formación de regiones dominadas por una nmníca retijia: la
formación de dominios oculares.
El tamaño de los dominios al final del desarrollo depende del equilibrio entre estas
e-.fuerzas competitivas y cooperativas. Por una parte, un aumento en el tamaño de los do-
minios se ve limitado por las interacciones competitivas de las conexiones de neuronas que
son obligadas a establecer conexiones alejadas de su correspondiente posición retinotópica.
Por otra parte, los dominios nuás grandes son los que tienen mayores efectos cooperativos
por el hecho de contener conexiones que conducen actividad correlacionada.
Lógicamnente. la forma de los dominios depende de la forma de tas interacciones lo-
e-
cales. Si son anisotrópicas (independientes de la dirección) los donninios tendrán fornía (le
manchas redondeadas, si son isotrópicas (dependientes de la direcciónt) serán barras, En
humanos y primates se da este último caso, y resulta una estrimctura en columnas de cnt re
500 y 1000 ¡imn [Ilorton et al.. 1990}. y dc 250 a 500 pm de anchura Ihuifier U al.. i984}.
respectivamente.
7.2 Modelos de dominancia ocular
Con el fin de enmarcar el presente modelo cii la. bibliografía. se comentan modelos pro- 0’
puestos previamente para explicar el desarrollo de dominios oculares. liii ellos. se lía
encontrado inspiración, tanto por sus aciertos, que se han intentado incorporar. conno por
sus carencias, que se han tratado de superar. Como se verá, ciertas de las suposiciones
que establecem, contradicen los principios expuestos en capítulos precedentes,
Modelo de von der Malshnrg. La arquitectura de la red consta de dos capas
unidimnensionmles correspondientes a dos lámnminas de CCL sirviendo a retinas izquierda
y derecha, respectivamente, conectadas a una capa unidimensional de corteza [vomí(lcr
Malsburg. ‘1979]. En cada una de estas tres capas existen dos marcadores qu~inicos tí míe
difunden dentro de cada capa formando dos gradiemítes lineales opuestos. Los ninarcadores
del CCL son transportados por las sinapsis hacia la capa de corteza., en níavor nnetl¡(l;t
cmna.nto mna.s fuerte es la. conectivid ad . y se d ifuí ni den iateralmrícnte en la capa de corteza.
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La plasticidad de las conexiones depende de una función de similaridad, proporcional
a la coincidencia en tipos de marcadores entre las neuronas conectadas por la sinapsis
que se considere. La competencia entre conexiones proviene de una normalización en los
arboles de conexiones. El principal problema de este modelo es que no se han eiícontrado
estos marcadores. De hecho, la teoría de marcadores neuronales como método de guía del
desarrollo cayó en desuso en favor de la de correlación de actividades. No obstante, la
idea de una competencia entre aferentes de retinas distintas y de una cooperacióní entre
aferentes de la misuma retina, que es evaluada en la capa cortical mediante una especie
de “detector de coincidencias”, conceptualmente está correctamente planteada en este
niodelo. Pero, desde la perspectiva de las bases sentadas en los capítulos anteriores, esta
descripción ha de ser funidamentada no en la detección de la correlación de unía serie de
marcadores, sino en la de la correlación de actividad.
Modelo de Miller. El modelo de Miller y colaboradores [Miller et al, 19893. propuesto
muy posteriormente al anterior, emplea una arquitectura similar. A diferencia del nuodelo
de retinotopía presentado en el capítulo anterior, este es un modelo estocástico. debido a.
que no se establece ningún tipo de aproximación acerca de la correlación temporal de la
señal entre neuronas, por lo que es necesario trabajar con valores concretos de actividad.
Se emplean funciones de arborización decrecientes en función de las distancias entre las
posiciones relativas de las dos células que se consideremí. Las sinapsis desde una neurona
de la capa de entrada se circunscriben a un cuadrado de siete por siete neuromías centradas
en la correspondiente posición retiniotópica. Con ello, no sólo se impone unía codificación
retinotópica. de partida, sino que se impide la aparición otro tipo de conectividad lío
retinotópica, ya que las conexiones para su establecimiento no existen propiamente.
Se usa para la evolución de conexiones una ley Hebbiana, de modo que la corn’elaciónt
de actividades entre dos células refuerza la conexión que las une. Básicanmente.. para la
evolución temporal de cada peso sináptico se considera el esquenía
1V xv (correlación — competencia) — decaimiento (7.1)
Entre los términos de correlación se consideran términos de signo negativo debidos a la
anti-correlaciómí entre las actividades de neuronas pertenecientes a capas distintas. Estos
termnmnos son discutibles ya que es poco plausible la correlación o auti-correlación de las
neuronas de dos capas de geniculado que respondan de la actividad de retinas distinítas.
si la única fuente de act:ividad es actividad espontánea. x’ no hay i nteraccioítes mii entre 1 a.s
retinas, ni entre las distintas capas de geniculado.
Modelo de Tanaka. Tanaka. tras establecer una teoría de estabilizacióní sináptica
durante el desarrollo [Tanaka. 1990] propone una teoría termodinámica sobre el desarrollo
de dominios oculares basada en la terunodinámica estadística de un sistema dc espines
[Tanaka 1991a]. Posteriorniente, expresa el mismo proceso en térmninos de unía transícion
de fase [Tanalia. 199i Ii]. Este modelo no emplea una red nícuronal. La corneza se simula
mnedi anac uní sistennía de espines: un comíjunto de elemnentos que puedení tornar dos esta(los.
Ení este caso, los elennenmos son níeuromías y smms dos estados posibles son la selección de
aferenítes (le u u a ti otra retí mía..
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Para evaluar la probabilidad de transición de una neurona a. ser dominada por un ojo
o por e] otro, se calcula la variación en la energía del sistema que produciría el cambio
de espín (el que una neurona cambie de estar dominada, por un ojo a estar dominada por
el contrario). Esta variación de energía sc obtiene del hamiltoniano del sistema. Ení el
hamiltoniano se emplea una función de correlación entre las neuronías que supone correla, e-.
ción positiva entre aquellos elementos que (:onduzcan información proveniente de retinas
distintas, es decir. se suponen estímulos visuales externos. Además, se usa nína funícióní
de interacciones locales entre neuronas que presupone la existencia de una conectividad r
retinotópica. y que connbina valores negativos y positivos.
Este modelo se aparta mucho de los fines del presente: demostrar una evolución depein-
diente de actividad. Se centra nnás en asimilar eí proceso de organización de los dom]níos
a un proceso que minimiza una función de energía. Pero la introducción de una serie de
conceptos generales a este tipo de modelos, tales como las aproximaciones en eí estudio
matemático del sistema, o la significación fisiológica de algunas de las reglas de evolución
y restricción de conexiones, se hacen con gran claridad y han servido para fundamnentar cl
muodelo presentado.
7.3 Modelo
es.
Mediante el modelo que se propone en este capítulo se pretenden estudiar los procesos dc
auto-organización de dominios oculares entre las conexiones de los CCLs con la capa IV
del área 17 de la corteza visual. A diferencia de otros modelos propuestos para analizar
la misma propiedad. no se presupone informacióní proveniente del exterior, mii correlación
o anti-correla.ción alguna entre las señales de annbos ojos. es decir, se mmíodeia un Pioceso
de auto-organízacion independiente de la experiencia visual coherente.
La red consta de dos capas de entrada y unía capa de salida. Las capas de entrada (1..
y R.) representan dos láminas de un COL que sirven a retinas diferentes, cada una. con
un numero determinado de neníronas u (ver figura 7.1). La capa de salida ((~1) representa e-
la capa IV del área 17 dc la corteza visual primaria y tiene también ¡¡neuronas. Cada
neurona de las capas de entrada, NÍ? (para la capa de geniculado que reciba señales del
ojo derecho) o N¿ (para la capa de geniculado que reciba señales dcl ojo izquierdo), donide
xv 1. ....n, puede conectar con una. o varias de las neuronías de la corteza visual A< para
j xv 1, a través de un peso sináptico determinado. W~ o H,L, respec ti vamel it e.
ti Ii 0’Para el establecimiento del sistenía de ecuaciones difereniciales ordinarias que den
cuenta. de la evolución temuporal de las dos nnma.trices de pesos siniápticos (VV y
se van a aplicar pasos similares a los efectuados en el nuodelo de retinotopía. Pero al ser
la arqnmitect ura de la red diferente, habrá que definir nuevos parámetros que dcii cuieníta
de la cxi stenícia. de dos mnatri ces de pesos. y tener cnt enmenta. la. correl acion (le sen ales cmi -
tre aferentes provenientes de la. mnisma. capa de entrada. (conexiones ipsiloh za/rs) y la
correlaciómí de los aferentes provenmientes (le las capas de entrad a couíl ra ni a> (onexioites 0’
contraíateraíes).
Se plamítea la ecuación de evolución temporal de un peso sinápth o (II 1 desde la
u e u romía (le la capa. izquierda Xt ltast a la ni eu roní a de la capa de salida A . tom anido ¡muí
‘2
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Figura 7.1: Esquema de la red del mo-
delo propuesto. Consta
de dos capas de entrada y
una capa de salida, de u
neuronas cada una, total-
mente interconectadas por
pesos activadores.
término de variación independiente de actividad regulado por el parámetro cm; un término
de crecimiento dependiente de actividad debido a plasticidad Hebbiaua, descrito por su
Jacto de crrcimiento pL. y un término de decrecimiento dependiente de actividad debido3,
a restricciones en el crecimiento total del árbol de conexiones de una neurona, descrito por
su factor de; arjiori.zación RL
u
W¿( t) xv ¡3 (oíl ~Ñt(t)) + W~f (t)(flf (1) — Bt.(t))) i, j xv 1 ,....n (7.2)
Los significados de cada parámetro y de lo que representa cada término son similares a los
del modelo de retinotopía. De la misma forma, para la evolución de itt se cumo píe que
1V«(t) xv ¡3 (o( 1 — 14Á’~(t)) + 14’j(t)(Ff~(t) — Bg(t))) a. x = 1 r (7.3)
De muanera sinnilar al modelo de retinotopía. se forumaliza la ley de evolución Hebbiana
de un peso sináptico Wf en un térmuino de cmecimiento, <, propomciormal a ~a correlación
tenuporal de los valores de actividad de las neuronas que conecta W1t Para las cone=aoniesu
desde la capa derecha se aplica la misma ecuación.
Entonces, es níecesario el cálculo de las actividades de cada una de las neuronas del
sistenía. Siguiemído las directrices expuestas en capítulos previos, la fuenite de actividad
reside exclusivaníeníte en las neuronas de la capa de entrada: cada nenmrona del genicu-
lado recibe una actividad que varía aleatoriamente a lo largo del tiempo. y que mío esta
corielacionada con la actividad que reciben las demás.
L
R
R
ji
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La difusión lateral de señal dentro de cada capa se considera de la misma manera que
en el modelo de retinotopía: se emplea una función decreciente con la distancia para el
cálculo de los términos de difusión. ~«b, para la difusión de señal desde una neurona
hasta otra N~ de la misma capa, con el superíndice L, R o C según la capa dc que se trate.
No hay ningún tipo de comunicación entre la capa izquierda y la derecha, por lo cual no e-
se consideran términos de difusión de una a. otra..
Para calcular los valores de actividad de salida de todas las neuronas del sistema
se propaga la actividad por la red. Tomando como única fuente de actividad valores
de actividad no correlacionados en las neuronas del CCL (4(t), fttb, la actividad
resultante en cada célula de las capas de entrada es, tras aplicar la difusión lateral:
xv Zúnnt. AflI) E f11(l)D~ (7.5)
7=1
La actividad de entrada cmi una neurona de la capa de corteza A7 depende de la actividad
que llega de las dos capas de entrada ya que, en principio, recibe conexiones de ambas
capas,
15(1) xv yj (Áf (t)W%t) + A>t)VI~U)) (7.6)
jxvn
donde el primer término da cuenta de la actividad que llega desde la capa izquierda y el
segundo de la que llega desde la capa derecha. Aplicando a continuación la. difusión (le
señal en la capa de salida, se añaden los efectos de la activación de las neuronas vecinas
nmediante los términos de difusión. Para una neurona de la capa de salida Nf:
5>
A~(í) xv ZIpWDJ (7.7)
k=i
Sustituyendo el valor de J,jt) descrito en 7.6. se puede desarrollar esta última ecuación:
a a
A?(1)xvEE(A?(t)Wfi(t)+A>i)W’ht)) (7.5%
k=n J=m
y sustituyendo los valores de actividad referidos en 7.5 sc puede establecer la dependení-
cia de la actividad de las neuronas de la capa de salida comí los valores (le actividad no
correlacionada que llegan a las neuronas de las capas de entrada:
5 7 /7 .5>
<(1) xv E E (E ÍLU)D4i;LU) -1- E fi(1)D~HÑfl(t)j (7.9)
k=1 = t ¡
Ahora se pued n sustituir los valores de actividad dados cmi 7.5 y 7.9 en las ecuaciones
de los factores de crecimiento 7.4, de modo que se obtienen las expresiones para y
57 17 7>5>
Jj(i) xv ZD4ÚLEEEDS
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rL 5> rL
xv ZD7ThZZZD~
rn=l i=n ~=nk=n
Pero como los valores de actividad, fj(t). varían aleatoriamente a lo largo del tiempo, se
puede considerar que:
<ft(t),ffr(I)>t xv
< jR (1) ¡RU) N xv
donde 6 es el delta de Kronecker. Además. al no existir correlación (ni positiva, ni negativa)
entre las señales espontáneas de la capa izquierda y las de la capa derecha se cumple que:
xv O
Sustituyendo las expresiones de las correlaciones temporales en la ecuación del factor de
crecimiento 7.11 resulta:
7> 7157
PSI) xv 5 ZZD~D5nD~§Wtk(t) (7.12)
m=l gl ki
Ftlt) xv >j ±ÉD~DtD~IW>I) (7.13)
rn=1 jxvl k=1
Estas expresiones pueden sinmplificarse calculando los siguientes valores de productos cruza-
dos. D5 o D~, entre térmuinos de difusión:
5> 57
xv ZDÍáD[1. D~ xv>~5 D[~<,Dt§ (7.14)
b=n b=i
Aplicando los térmninos cruzados:
5> 5>
5
2=1
5> 7>
xv ZJ{5D2$5(1) (7.16)
L-=i ¡=1
El término de coníservación del árbol sináptico para una sinapsis dada. Df o se
calcula a partir (le 105 valomes de los pesos sinápticos y de los factores de crecimiento de
aquellas conexiones que se conectan a las neuronas N4~ o N8 y N<. Por ejenmplo, dada7 7 .7
una sinapsis entre una neurona de origen en la capa izquierda y una neurona. de destnno en
la capa de salida., las expresiones resultantes comitienen tres termnínos: el de las conexiones
desde la neuronía de origenm hasta todas las neuronas de la corteza, el de las coníexionmes
desde todas las neuronas de la capa izquierda hasta la nícurona de destimio cmi la corteza.
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Figura 7.2: Cálculo del factor de arborización de una conexión W~. Cada triángulo representa la
arborizaciómí de una neurona: los punteados, la de la neurona Nf sobre las capas de entrada; eí
rayado, la de la neurona Nf sobre la capa de salida. Se contabilizan todas aquellas conexmones
que compiten con la conexión considerada, debido a que provienen de la mnisma neurona de origein
(triángulo rayado), o bien, debido a que llegan a la misma neurona en Ja corteza (triángulos
punteados).
u
E
R
1
1
1
Nc
y el de las conexiones desde todas las neuronas de la capa derecha hasta
destino en la corteza (ver figura 7.2)
a 5>
BtU) xv kn 5(W41(t)F~jt) + k2Wg(t)F¿~1)) + 5 W~(i)F~(t)
bxvl mm
1
a
la neurona de
(7.17)
0’
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Bj~(t) xv kn 5(Wg(t)Fg(1) + k
2141’j()F¿i~(t)) + 5 IV¿VÉ)Fj(I)
yn
(7. i 8)
k1 inídica la importancia de la competencia de las conexiones que convergeíí cii nínna
misma neurona de la corteza. k2 da cuenta de la interacción entre las simíapsis (le d ileremites
geniculados. Si k2 xv O, las sinapsis de un geniculado no interacciomí.ann coin el otro. por lo
que cada capa de entrada puede desarrollar un patrón de conexiones retinotópico com¡ la
corteza..
n
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7.4 Dinámica del sistema
Sustituyendo en las ecuaciones 7.2 y 7.3 los valores de los factores de crecimiento y
de arborizacnon. resultan las siguientes expresiones para la evolución de los pesos que
dependen de los valores de los pesos y de los valores de difusión:
77 17
xv I3[a( 1 IVf~ (t)) + 14’4%(1)(>3 >3 D~L~D%X I4”~( t)
~77 71 77 51 71
—k1 >3(Wt(l) >3>3 D¿/D~X1I?k(ñ + k2W~(t) >3>3D¿~DVWj~(í))
bxvl yxvl cl vxvl 7=1
acDt wLw)] (7.19)
yi s=1
xv /3[ct(l — ))+WII(~YZZ D§:D0~W4~(1)
7> 11 77 77 77
—k
1>3(T4.~g(t)>3>3D~3D51Wj~(t) + k2VI¿t2.(t)~3>3D~D%1Wj»))
b=i y=i c=1 vm c=1
y=I s=i ¡cxvi
Nótese que, al igual que en el modelo de retinotopia, las aproximaciones hechas en la
correlación de actividad permiten que la actividad no aparezca explícitamnente en las ecua-
ciones, pese a que el modelo es intrínsecamente dependiente de actividad. Esto supone
una serie de ventajas en la integración y análisis del mnismno.
La solución de este sistema equivalente a la descrita para el nuodelo de retinotopía
fHáussler y von der Malsburg. 1983], cuando se emplean dos capas de entrada den neuronas
que establecen sus conexiones sobre una capa de salida de u, consiste cnn que todas las
neuronas de las capas de entrada se conectan a todas las neuronas de la capa. de salida.
de mríodo que cada neurona de la capa de salida recibe sólo conexiones de dos neuronías.
que pertenecan a la misnna capa de entrada. Las condiciones de estado estacionario son
enton ces:
¡440 >3 H~P —
Z 14.go + E ~.Lo — 21470 (7.21)
a 1
donde el superíndice O indica valor de estado estacionario. VE
0 es el valor de los pesos que
son seleccionados en el estado estacionario.
Función de difusión. Para el cálculo de los términos de difusión. Dm. se eníplea.
comno en el modelo amiterior la siguiente función gaussíamia:
xv h/sexp(—(dab/.sí)/2) (7.22)
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modulada por los parámetros Ir y >s, que controlan la forma de la gaussiana, con el su-
períndice L, R o C según a qué capa se apliquemí. d~s es la distancia entre la neuronía. AV,
y la neurona Nb. La arquitectura de las capas es toroidal. lo cual se tiene cmi cuenta a la
hora de calcular las distancias entre células.
Condiciones iniciales. Las condiciones iniciales en las matrices de pesos se conside-
ran de manera similar a la ecuación ( 6.16):
W~1(0) xv m ((1 — b)r + ~ $— 1k
)
(7.23)
donde el parámetro b, que toma valores entre cero y uno, indica el grado de retinotopía
de las condiciones iniciales. nr indica el valor máximo que puede tomar un peso cmi las
condiciones iniciales, y r es un número aleatorio entre cero y uno.
Valor de estado estacionario. Fin caso de que el estado estacionario responda. a
las condiciones expresadas en 7.21, el cálculo del valor de VE
0 es simple . Ení general. y
despreciando el término multiplicado por a. la condición general de estado estacionario es
pLO — ex — ex — ex
ex FROBLoBRO para todoa,xxvl a. (7.21)
A continuacion, se caicula el valor de Z~§n Z~=~ 14~Z2Bt2. para k
2 xv
=1=1“‘±~~r
am x=1
17 7> /5> 5>
xv kn>3 >3 ~12(>3n%0rL0 + >3 W«~F’~)cx=nx=1 :10 \s=1 0=1
>7
+ >3>3 ~4’tf>3J4.4OpLO
axvl xn
Aplicando las condiciones de este estado estacionario particular descritas cnn 7.21:
rL 5>
>3>31í~2B~ -
el c=n
0’-
5> 77 /77 5>
k
1>3>3144
0 (~>3 l4’$F~? +5 w40F$)
axvi =1 b=i bxvi
¡0’
+110=1=1 ~~0J2’t0e=1 >qt4
Del mismo modo se cumnple que:
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Sumando ambos términos se puede deducir el valor de VE0:
57 7> 5> 5>
>3>3u;4;oBt94>3Zui~oB~3~? xv
axvi ~n a=i ~=n
57 5> /7 77
krr(WLOÁwRo) ir
14 ROFR0±r14íLoay bx bar ¿~bx
__ b=i
VE
0 r VERo FRO >3 nLOFLo’\r (=1..~ aay + 5> =1 ay ay
\al vxvi axviyxvn
y usando las comidiciones del estado estacionario particular 7.21
77 71 77 5>
>3>3UZLOBLo±>3>3HJROBRO xv
axvlxzi azn =i
>3>3 14Q0F¿02k
11’V
0 (=1=1VE4~0F~0 + 5> 5> )
.r=i b=1 y=i
a=nyxvi
Aplicando la condición general de estado estacionario 7.24:
4 xv 2k
1W
0 + VE~
por lo cual:
VE0 1 (7.25)
xv 2k
1±1
7.5 Resultados
A partir del sistema de ecuaciones formado por ( 7.19) y ( 7.20), se puede estudiar la
dinámica. de las conexiones del modelo mediante integración numérica de las ecuaciones.
Como en el niodelo de retinotopía, el parámetro ¡3 es equivalente al paso de integración.
Su valor es escogido empíricamente como el más alto posible de los que permmten una
varíacioní suave de las variables en el proceso de integración.
7.5.1 Conexiones retinotópicas.
Para comprobar que el sistema reproduce los resultados del modelo de retinotopía, lo cual
ha de suceder ya que el planteaníieni.o de este muodelo es similar. basta comí eliminar las
interacciones entre las conexiones provenientes de ambas capas de enítrada. De este modo.
cada capa de entrada pnnedc desarrollar su conectividad smi ninguna interacción con la
conectividad contralateral. Esta es una situación irreal, pero facilita la comprensión de la
(linámniica (leí mníodelo.
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Las únicas interacciones entre conexiones contralaterales se definen en ]a parte del
primer sumatorio de la expresión del cálculo de los factores dc arborización ( 7.17 y 7.18)
que esta multiplicado por k2. Es el nínico término empleado en cl cálculo de la derivada
de cada WL en el que aparecen variables pertenecientes a neuronas de la capa derecha
(concretamente. ¡<VR y FR). Si ¼xv O. este término se anula y cada capa desarrolla su
conectividad solapando con la otra. Como se puede observar en la figura 7.3. cl desarrollo
de las conexiones de cada capa de enítrada discurre paralelo hasta la formmmacióní de conexio-
nes retinotópicas, representadas por la diagonal principal de cada matriz de conexiones. >54>
comprobándose la equivalencia entre este muodelo r el presentado en el capítulo anterior.
54-
7.5.2 Aparición de dominios oculares
Sin embargo, si se permiten las interacciones entre ambos ojos dando un valor positivo
a la constante k2. aparece una conmpetencia entre conexiones contralaterales que imnpide e-
que una mísmna neurona de la corteza reciba. conexioníes simultáneas de las dos capas dc
entrada. Al muisnio tiempo, e] principio de conservación del árbol de conexiones obligo a
todas las neuronas de las capas de entrada. a conectarse a la corteza. En los ejennplos que
se están mostrando, hay el doble de neuronas en el conjunto de las dos capas de entrada
que en la de salida. Por lo tanto. necesarianneníte algunas neuronas de la capa de entrada
compartirán en el estado final, alguna neurona de la capa de salida. La difnsión de señal
dentro de cada capa de entrada produce correlaciones entre las conexiones ipsiiaterales.
que favorecen esta. convergencia de conexiones.
Como va se comentó. el resultado de la existencia simultánea de fuerza.s coopera.tiva.s
debidas a la correlación de actividades y connpetitivas debidas a. la. Ii mi ta.c ion cnt la ar-
borización, es la aparición de dominios oculares (ver figura 7.4). Los distintos domunnios
mantienen una ordenación retinotópica uííos respecto de otros: apareeíí ordenados de *
arriba hacia abajo, y de izquierda a derecha., ~á su vez, en cada uno de los dominios las
conexiones son retinotópicas, es decir, en la representación de la figura 7.4 se corre..spoi~demi
0’
con una disposición de valores situados en una límíca de arriba a abajo, y dc izquierda a
derecha. Estas propiedades se observan con nnayor facilidad en la figura 7,5. cnt la que se
muestra la distribución final de pesos de manera esquemátiea.
e-,.El estado obtenido se aproximna al descrito cii la sección 7.3 (todas las netíromias están
conectadas y existen conexiones convergentes desde grupos de dos neuronías a una nusnína.
neurona de la corteza). Consecuenteníente. los pesos seleccionados han alcamizado valores
proxmmnos a l/(2k1 + 1) de acuerdo con la ecuacióní 7.25. t
Emí l(is ejemplos mostrados,. la variación grad nial de los pesos sin áp ticos i mié ica que el
proceso de initegración es correcto. Conio s,e muestra en la figura 7.5. unía serie de pesos *
sínápticos parten de valores muy parecidos y crecen al unísono (véase la evoluiciorí tennporal
de cuatro pesos clave, en la. figura 7.6). El proceso de evolucióní favorece inticialmnientc a
aquellos pesos próximos a la diagonal retinotópica. en lo que sería una evolución pareja a la
mostrada por el ejemplo de la figura 7.3, para el cnal no se usaron interacciones cmii re capas
de entrada (valor del paránnetro k2 xv 0). Sin ennbargo, la competencia cutre ioniectivida.des
contralaterales inupide la coexistencia de dos diagonales retiííotópicas solakaiítes. x la
‘54
diagonal se fragínent a prod uciéridose nímí reparto (leí espacio cortical entre as ¡temí rom¡ a
7%.
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Figura 7,3: Desarrollo de conexmones sin interacciones contralaterales (k2 xv 0) desde dos capas
unidimensionales de entrada de veinte neuronas cada una, hasta una capa de salida de venníte
neuronas. Se muestran los valores de las matrices de conexiones a diferentes tiempos de integración.
Eíí cada recuadro, las colunnmas, de izquierda a derecha, dan cuenta de la neurona de origen, ~
las filas. de arriba a abajo. de la neurona de destino. El tamanio de los cuadros negros indica el
valor de la correspondiente entrada de la matriz. El tamaño máximo posible se corresponde a
un valor de 0.5 en esta figura. Las figuras de la izquierda dan cuenta de los valores de la matriz
VV’ y las (le la derecha de los valores dc la matriz VVR. X<alores de los parámetros empleados:
= 0.5.o 000] 3 xv 00018L = 0< xv xv 1 í’d — xv = 41 xv 0.8 (tendenícia
retimiotópica crí las condiciones iniciales), 7r7 xv 0.1. (a) 1 xv 0. Condiciones in ciales. ti bs$rvese
~nio los valores (le un a y otra nial riz son diferentes, ( b ) 1 xv ‘200. La 4 iagommal (le la matriz se
refuerza, (cl t xv 100(1. Ení el estado final sólo los pesos de la diagonal se seleccionan.
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Figura. 7,4: Desarrollo de dominios oculares entre dos capas de entrada de veinte neuronas
y una capa de salida de veinte neuronas. La columna de figuras de la izquierda mues-
tra los valores de la matriz VV7L y la de la derecha los de la matriz VVI? El tamníauio
máximo de los cuadrados indica un valor dc 0.66. Valores de los paráníetros enípleados:
km xv 0.5< k9 xv la xv 0.001>3 xv 0.001, 5L xv s~ xv 0 xv Ib’ — h
0 xv 2.b xv (LS,
xv 0.1, (a) / xv 0. Condicioníes iniciales. (b) ¡ xv ‘200. (c) t v 1000. En eí estado final, la corteza
queda repartida en seis dominios, tres para el ojo izquierdo y tres para el ojo dereclvx El reparto
de neuromias lía sido ligeramente asimetríco cmi favor de la capa izquierd a (omí ci miení ronas de cori.ez:í
han quedado conectadas a la capa izquierda y nueve a la derecha).
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Figura 7.5: Esquema de la disposición de los dominios obtenidos en la figura 7.4. Se indican las
conexiones que se han seleccionado. Con tramas oscuras de distintos tonos de gris, se representan
las neuronas que forman los dominios de la capa derecha. Con tramas rayadas de diferente densidad
se representan las neuronas que forman los dominios oculares de la capa izquierda. Tres neuronas
de la capa R< no establecieron conexiones. Las dos neunonas de cada uno de los extremos de la capa
R forman un único dominio, debido a que las capas son toroidales. La retinotopia de la ordenación
interna de los dominios se nnanifiesta en que los trazos de las conexiones dc una misma capa no
se cruzan. La retinotopia en la ordenación de unos dommníos respecto de otros sc manifiesta en
que los haces de conexiones de dominios pertenecientes a una mmsma capa de entrada no se cruzan
entre si.
de las capas de entrada. Posteriormente se produce un lento proceso de reordenación de
los restantes pesos, de modo que apenas quedan neuronas de las capas de entrada sin
conectar.
7.5.3 Experimentos de privación monocular de señal
Como se ha comnentado en el capítulo 2, el efecto de privación monocular de actividad se
produce experimentalníente impidiendo la apariciómí de actividad en una retina mnediante
TTX. o directamente cortando el nervio óptico. EJ resultado es el mnismo: no llega ningilmí
tipo de actividad por uno de los dos nervios ópticos.
En el nuodelo sc puede simular una privación mnmonocular gradual, alterando las carac-
terísticas de la funíción de difusión de una de las capas de entrada. La superficie bajo la
curva de la función de difusión gaussiana (proporcional al paránmetro lv véase la ecuacioní
7.22) es una indicación de la actividad recibida por las neuronas de esa capa. ~ variar Ii.
la anchura de la campana no varía, pero sí la cantidad de actividad transmitida. De este
mnodo.se puede simular cualquier grado <le privación rebajando el valor de Ir en una de
las capas de entrada. Nótese que esto no quiere decir que exista. realmente unía difusión]
menor de actividad cii unma retina que en la otra.
Supongamos qmíe se priva totalmente de actividad a la capa izqímierda. Entonces los
valores de difusión en la capa izquierda DL se anulan. Por lo tanto, al ser cero estos valores.
los factores de crecinniento correspondienítes. EL. taumbiéní son nulos (ver las ecuaciones
R
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Figura 7.6: Evolución temporal de cuatro pesos sinápticos, dos de la diagonal principal de cada
matriz de pesos, para el ejemplo mostrado en la figura 7.4. En línea continua se representa el
valor de los pesos WJ?Q y W0
3%, que compiten por la misma neurona de destino N3. En límnea
discontinua se representa el valor de los pesos y Wf
1, que compiten por la misma neurona
de destino N
0 A t — 0, el tipo de condiciones iniciales escogido da a estos cuatro pesos valores
muy similares en torno a 0.1. Hasta / = 50 los valores de los cuatro pesos crecen de forma pareja
hasta alcanzar valores próxinmos a 0.2. Entonces sucede la selección de uno de los pesos de cada
pareja competidora: el VVf~
0 y el VV!:1 tienden a 0.5, mientras que los otros dos pesos caen a cero,
La neurona Nr queda dominada pon la capa derecha y la Nf por la izquierda.
<.15 y 7.16). Sin embargo, los términos de arborización son positivos debido al crecmmienro
“normal” de las conexiones contralaterales, según puede verse en las ecuaciones 7.17 y
¿.18. El resultado es que la expresión del crecimiento de los pesos de la capa izquierda. es:
xv /3 [0(1 — VE¿(t)) + it~§(l) (— ~llg(t)Fg(i))] (7.26)
Como o toma valores muy pequeños, el término negativo hace que la derivada sea negativa
y los distintos l~V.k decrecen. Pero, por otra parte, no pueden alcanzar el cero. El termino23
o(i — W¿) les hace tender a uno y el otro término, al ser un producto de 1Ff. tiende a
cero cuando el peso se aproxinía a cero. Fmi & estado estacionario,
a(i — 14<Lo) xv iix-¿O (ÉI4ZRoFRo) (7.27)
Despejando el valor del peso en el estado estacionario.
VELO — cjE + 0)>’ (7. ‘2.~)
ya que o es inferior en varios órdenes de magnitud a los valores que tomnan los distimítos
productos 14&QJt. Es decir. que los pesos de la retina sin actividad tienden a valores casi
nulos.
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Figura 7.7: Disposición de dominios no retinotópicos. Estado final (t xv 1000) de un sistema similar
al mostrado en la figura 7.4, integrado con los mismos valores de los parámetros, a excepción de
la tendencia netinotópica en las condiciones iniciales que fue nula (b xv 0). Izquierda: valores de la
matriz VVL, Derecha: valores de la matriz ~R, El tamaño máximo de los cuadrados equivale a
un valor de 0.66.
En las simulaciones no es necesario llegar al extremo de anular totalmente la actividad
en una de las capas de entrada para obtener dominio de las conexiones por parte de la
capa “normal”. Por ejemplo, para el caso mostrado en la figura 7.4, una privación de
actividad de una de las capas del 75% (simulada empleando el valor normal de 1$ = 4
para la capa derecha, y el de ,¡~L xv 1 para la izquierda) basta para que la capa desfavorecida
pierda toda conectividad,y la favorecida establezca conexiones retinotópicas invadienído
la totalidad de la corteza. La baja actividad presente en la capa desfavorecida no permite
la correlación suficiente entre las conexiones que contrarreste el efecto competitivo de las
conexiones de la capa contraria.
7.5.4 Efecto de la tendencia retinotópica inicial
La tendencia dada inicialmente a los pesos. pese a ser pequena en relación a. los valores
de los pesos cii el estado estacionario, es importante para la obtención de un resultado
funcionalmeute correcto. En el experimento presentado como normual (figura 7.4), el valor
de la tendencia retimiotópica se tomó como b xv 0.8. Se muestra a continuación qué es It>
que sucede cuando no se introdnmce este sesgo. En la figura 7.7 se presenta el efecl.o de
emplear condiciones iniciales totalmente aleatorias (b xv 0).
Prácticamente todas las neuronas de las capas de entrada quedan conectadas a neu-
ronías de la corteza. conmo en el caso anterior. Fmi este ejemplo, el número de dominios
que aparece y su tanníalio es también similar. Sin embargo, la ordenación de los dominios
no es retiniotópica x ni siquiera los propios dominios tienen una estructura de conexiones
retinotópica. E.u el caso de las conexiones desde la capa izquierda. todos los dominios
han resultado anti-retinotópicos. En la figura 7.8 se representa de nuanera esquemática la
disposición fimmal dc pesos. En esta figura pueden distinguirse los dommíinios retinmotópicos
(que se conectan por haces de conexiones convergentes) de los aníti-retiníotópicos (cii los
cuales las conexiones se cruzan). La distribución anti-retinotópica de uní dominio respecto
de otro en cada (‘CL se puede observar por el hecho de que los haces de contexiones de un
dominio se cruzan con los del otro.
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Figura 7,8: Esquema de la disposición de los dominios obtenidos en la figura 7.7, Se indican las
conexiones que se han seleccionado y los diferentes dominios y neuronas participantes cmi ellos
mediante la misma clave de tramas que en la figura 7,5.
7.5.5 Geometría de los dominios oculares
El modelo propuesto contiene una serie de parámetros cuyos valores hay que ajustar para
obtener de la simulación resultados coherentes. Destacan los parámetros que afectan a la
función de difusión lateral de actividad. Estinnar estos valores a priori no es posible. va
que no existen datos experimentales explícitos sobre esta propiedad. Esta esthna.cnon se
consigue de acuerdo con los resultados obtenidos del modelo.
Un estudio detallado muestra que la forma, tamaño y por tanto, número de los donmínios
varía de manera crítica con los parámetros que controlan las funciones de difusión (It y s). ‘e
Las variaciones de estos valores influyen en la geometría de los dominios. Por ejenníplo. cmi
la figura. 7.9 se muestra la integración del sistema con una difusión de anchura y superficie
menores, pero manteniendo la relación ¡mis, que, como puede verse en la ecuación 7.22. ‘5
da cuenta de los términos de difusión a distancia cero. Debido a la baja difusión, no se
consigue la correlación suficiente que contrarreste siquiera la competencia entre los pesos
‘ede una misma capa de entrada. l)e este modo, en cada matriz de pesos aparece un unten
peso seleccionado por fila y por columna. Necesariannente quedan varias nícuronas sin
conectar. Se puede observar que varios pesos de una de las mmíatrices solapan con los de la
44<
otra. Si por ejemplo, se disminiuven anín más las interacciones entre pesos que conivergení
en una núsma neurona, haciendo k~ xv 0.2 (ver ecuaciones 7.17 y 7.18). ambas capas
establecení conexiones retinotópicas completamente solapamítes.
‘e
Si en lugar de disminuir la difusión, se aunníenta respecto a la del caso nnostrado cii
la figura 7.4, la geomnetría de los donninios no se ve excesivamente alterada. En la figura
7.10 se muestra un ejemplo. En est.e caso, al revés de lo que sucedía cmi el ejemníplo dc la
figura 7.4. todas las neuronas dc la capa derecha quedan coniectadas Al entiplearse ti mía
difusión más extensa en las capas de enítrada. aunríentan los efectos cooperativos debidos
a correlación de actividades y se favorece la conectividad de sus míenronas.
‘5
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Figura 7.9: Desarrollo de dominios con baja
similar al de la figura 74, a excepción de
¡mt xv ¡mR xv ¡mc xv 2. Como en el ejemplo de
las matrices de pesos VV’ y iv~. El tamaño
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difusión lateral, Estado final (t xv 1000) de un smstema
los parámetros de difusión: 5L xv A = 0.5,
aquella figura, bis xv 2. Se representan los valores de
máximo de los cuadrados representa un valor de 0.66.
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Figura 7 10 Desarrollo de doníiníios con alta difusión latera]. Resultado final (/ xv 1000) de la
integración del ejemplo imiostrado en la figura 7.4. a excepción de los parámetros de difusión:
xv xv ‘2,s< xv i./í — ¡1R -- 8.hc — 4. En este caso, se ha hecho más extensa la difusión emí
las capas de entrada. Se mantiene en todas las capas la relación h/s. Se representamn las matrices
de pesos VV’ y VVR. E] tamaño nláKimno de los cuadrados indica un valor de 0.66.
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Figura 711: Ejemplos de los estados finales (/ xv 1000) que se obtienen a partir de sistemas corno
los de la figura <7.4, Las figuras de la izquierda representan los valores de la manniz de pesos VV
y las de la derecha los de la matriz vv~. El tamaño máximo de los cuadrados indica un valor
de 066. En esta ocasión solamente se varían 5L xv A y ~ Los valores de 1< se dejan fijos.
¡mL xv ¡mli xv 4. (a) 8~ xv xv 14,1 xv 0.6. Se obtienen cuatro dominios para cada capa (le
entrada, (h) 5L xv =0.3. ~ =0.6. Se. obtienen seis dominios para cada capa de entrada.
constante. se observa que el númnero de dominios no varía.. Los caníbios cii la difusióna
afectan más bien al número de neuronas sin conectar. Sin embargo. sí se consideran
cambios en los valores de la anchura de la gaussiana sin variar smi superficie. los resultados
son muy distintos (véase la figura 7.11).
En la. figura 7.12 se resumen los resultados obtenidos en unía serie de siniulacioníes “mí
las cuales el único parámetro que se varió fue la anchura de las funcione.s gaussianías de
difusión. Se puede observar cómo a medida. que ~osvalores de s se hacen más grandes. pon
efecto del aumento de la correlación aparecení dominios cada vez mayores. hasta que se
produce uní solapamiento de conexiones. Por el contrario, si las gaussknnías sc estrechan ant
valores dc s bajos se limnita el alcamíce de la difusión y aparecen dominios niás pequefios. Se
puede observar también cofto los desequilibrios entre la función de difusión del geniculado
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Figura 7.12: Se muestran los resultados de distintas simulaciones del sistema mostrado en la figura
7.4. variando s~ xv y 5<, La línea punteada responde a la ecuación ~%~<3xv 2. Las simulaciones
efectuadas para esas condiciones en los valores de s evitan el conflicto debido a la existencia de
un menor nmin-iero de neuronas corticales que de neuronas totales de geniculado mediante una
difusión “la mitad” de extensa en la capa cortical. Cada recuadro da cuenta de las características
de la disposición de pesos alcanzada en cada simulación, La fila superior de núníeros describe
las conexiones desde el geniculado izquierdo, y la inferior desde el derecho. La primera colunína
índica el número de dominios, la segunda el numero de neuronas corticales a las cuales se conecta
el geniculado y la tercera el número de neuronas del geniculado que se conectan con la corteza.
y la de la corteza provocaní la aparición de neuronas sin conectar. Debido a. que existe umi
número doble de neuronas en el conjunto de las capas de entrada que en la capa de salida.
la relación de difusiones que contrarresta la diferencia de tannanos es aquella eni la cual
la difusión en las capas de entrada es el doble de extensa que cnt la capa de salida. Para
relaciones entre xv y J~< superiores a 2:1. algunas neuronas de la capa de entrada
quedan smi conectar. Para relaciones prox~mas a 2:1 cada nenmromta de la capa de salida
recibe conexiones convergentes de dos neuronas de la mismna capa dc entrada: todas las
neuronas quedan comíectadas. Para relaciones inferiores a 2:1. algunas de las neuronas de
la capa de salida quedan sin conectar. Existe un rango para los valores de s en que el
tamaño dc los dominios se incrennenta con la difusióní. fuera de este rango aparecerían
mícinromias sin conectar, aunque se mantenga la relación 2:1.
7.5.6 Conexiones entre capas bidimensionales
Con el fin de encontrar si el modelo da cuenta del tipo de patrón de domintios bidiínensional
que se encuentra experimentalníente [Horton el aL, 1990]. se considera a contmnuacíon¡
una arquitectura de capas bidinmiensionales. La extensión desde el caso unidinmensional al
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Figura 7.13: Ejemplo de una simulación de privación molecular. Se muestra el estado final
(1 xv 1000) de las conexiones desde dos capas bidimensionales de 6 x 6 neuronas, hasta una capa de
salida de 6 x 6 neuronas, Los parámetros empleados son: ¡3 xv 0.001, a xv 0.001, t xv 0.8w xv 0 1
En las funciones difusión se han introducido diferencias para simular privación monocular en la
capa derecha: 5L xv A xv s<3 xv 0.4. ¡mL xv 2, ¡mR xv 0.5, ¡mc — 2 Se representan los valores de las
matrices de pesos VVL y VVW En estas figuras eí tamaño máxinio de los cuadrados representa
un valor de 0.5 ‘y de 0.1, respectivamente. Las conexiones de la capa izquierda alcanzan valores
retinotópicos dc basta 0.5; las de la capa derecha apenas llegan a 0.05.
bidimensional se puede hacer con el muismo procedimiento que se empleó para el modelo
de retinotopía. ya. que arribos modelos se basamí en los mismos principios. duplicando los
sumatorios y los subíndices de acuerdo con el cambio de arquitectura.
Como se hizo con el modelo con capas unidimnensionales, se pueden simular para capas
bidimensionales los experimentos de privación de señal monocular. disminuyendo el valor
del parámetro Ji. en la función de difusión correspondiente a una de las capas de entrada. En
la figura 7.13 se muestra un ejemplo de privación monocular para capas bidiníensionales.
En este caso se ha desfavorecido a la capa derecha y en el estado final todas las neuronas
corticales quedan dominadas por las neuronas de la capa izquierda. cada una de las cuales
conecta con la neurona de la corteza en la correspondiente posición retinotópica. Al
dominar totalmente sobre la otra capa, las conexiones proventientes de la capa. izquierda
tienen neuromías suficientes para repartirse y no aparece convergencia de conmexioníes.
Por el contrario, si se conísidera actividad similar en amnbas capas dc emírrada sc da
el proceso mí ormal de evolución sináptica. que mío cambia cual itati vamen te respect o al
descrito para los ejemnplos mostrados comí capas unmidimnensionaies: hay tina evolucióní de
las conexiones retinotópicas de cada capa de entrada (seleccióní de las diagonales de las
dos iníatrices de conexionmes). posteriormeníte la conupetencia entre capas conduce a la
fragmentación de la diagonal. y finalmenite aparece una reordenración lenta qnic conduce
a la conexión de todas las neuronas de la capa. de entrada x de todas las micuronías (le la
capa de salida.
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No obstante, en el caso de capas bidimensionales aparece otro grado de libertad en
cuanto a la geometría de los dominios: ahora no son segmentos. sino que tienen dos
dimensiones. En la figura 7.14 se muestra la evolución temporal de las conexiones desde dos
capas de entrada bidimensionales de nueve por nueve neuronas hasta una capa de idéntico
tamaño. Obsérvese la continuidad retinotópica de la correspondencia en las conenones:
neuronas próximas de las capas de entrada se conectan con neuronas próximas en la capa
de salida o incluso con la misma neurona. En la figura 7.15 se muestra con mayor claridad
el mapa de dominios oculares obtenido en la figura 7.14.
Las diferencias en numero de neuronas de la capa de salida dominadas por cada capa
están dadas por la aleatoriedad en las condiciones iniciales. Hay una muy baja probabilidad
de que estas condiciones no favorezcan ligeramente a una capa sobre la otra. En el caso
niostrado en la figura 7.7 la retina derecha parece haber sido la favorecida. Pero sí se
íntegra con otras condiciones iniciales diferentes la situación final puede alcanzarse por
otro camino. seguranmente con una forma distinta de dominios, pero con un tamaño de
éstos y con un núnmero de células dominadas por la capa derecha. y por la capa izquierda
similares.
Al igual que se demostró para capas unidimensionales, existe una marcada dependen-
cia de la geometría de los dominios con los valores de difusión. Este efecto se ilustra en las
figuras 7.15 y 7.17. Funciones de difusión más extensas en las capas de entrada que las del
ejemplo mostrado en la figura 7.14, producen dominios de una anchura superior. La an-
chura de los dominios oculares observada experimentalmente puede servir para cuantificar
la extensión de la difusión lateral de señal.
Las funciones de difusión empleadas para capas bidimenisionales tienen simetría, cir-
cular. de modo que la difusión es la misma en todas las direcciones (difusiómí isotrópica).
De nítanera correspondiente, no se observa ninguna direccionalidad en la geometría de os
dominios nmostrados en las figuras 7.15 y 7.17. Sin embargo. de usarse una fumíción de
difusión dependiente de la dirección (difusión anisotrópica) los dominios resultarían tamní-
l)ie.n anisotrópicos. De hecho, los dominios que se observan experimentalmente tienten unía
marcada orientación (ver figura 2.5). Se puede concluir que la difusión lateral de actividad
está influida por la disposición geométrica de las neuronas o de sus conexiones. Queda
descarnada la posibilidad de que el mecanismo de difusión latera] de señal se deba a la
difusión de neurotramísmmnsores. va que el proceso de difusión de una sustancia química en
el medio níennonal es probablemente un fenómeno isotrópico.
Se hace ¡totar, que la integración de sistemas como los mostrados en la figura 7.14 o en
la 7.16, consideran la evolución de 94 xv 6561 conexiones, para las cuales hay que calcular
hasta tres stmnnatorios anudados, cada uno a su vez desdoblado en dos sunuatorios de nueve
elementos (ver ecuacioníes 7.19 y 7.20), que obligan a repetir algunos cálculos en cada paso
de integraciómí. para cada unía de las variables. 96 xv 531441 veces; es decir, teniendo en
címenta todas las variables algunos bucles del programa de integración numnérica se efectúan
unas 3.51(1<> veces para cada paso de integración. Los 1000 pasos de imítegnación consnmmeu
unas 60 horas de CPt< al 100% de una estación de trabajo SUN Sparc2. Se coumpremíde
que no se hayan emísayado redes de tamaño superior, lo cual hubiera sido deseable para
una mejor apreciación de la. estructura dc los dominios oculares bidimensionales.
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Figura 7.14: Desarrollo de las conexiones desde dos capas de entrada de 9 x 9 neuronas hasta
una capa de corteza de 9 x 9 neuronas. La columna izquierda de figuras representa la matriz
VVL ‘y la derecha la matriz VVR Cada recuadro de 9 x 9, indica las conexiones que establece
una neurona cortical con las 81 neuronas de la capa de entrada. Valores di> los parámetros:
5L =s¡? xvs< “‘ 1 b’ — ¡mR ¡mÚ 2 &‘0.00l,axv 0.001k1 xv 0.5,k~ xv 1,nmxv0.l.bxvO.8.
Ya que no se ha favorecido la conectividad de ninguna de las capas de entrada frente a la otra, el
número de neuronas de la corteza que es dominado por cada una de ellas es aproximadamente igual:
39 para la capa izquierda, 42 para la capa derecha. (a> 1 xv 0. Condiciones iniciales (h) / xv 200
Se han seleccionado las conexiones retinotópicas, pero aún hay una evolución de. la conectividad.
El patrón de donninios oculares aparece tempranamente, y de hecho en el ejemplo es eí mnismnío para
(c) / xv 500 que para (d) ¡ xv 1000. Sin embargo, ení ese intervalo temporal. las conexiones se siguen
reorganizando. de modo que neuronas que estaban sin conectar acaban encontrando una neurona
diana. En este caso, para / xv 500. 17 neuronas de la capa izquierda y 9 de la capa dereclía mío
habían encontrado destino Sin embargo, para t xv 1000 sólo quedan 6 neuronas smi conectar cii
la capa izqníierda, y ninguna en la derecha. El tamaño máximo de los cuadrados indica valores de
0.1 en (a), 0.15 en (1<. y 0.5 en (c) y en (d).
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Figura 7,15: Esquermía del mapa de dominios obtenido en la figura 7.14. (a) Capa de salida. Se
representan en trama gris aquellas neuronas que haíí quedado conectadas a la capa izquierda, y
sín trama las que han quedado conectadas a la capa derecha. (b) Para mostrar cónio, debido a las
condiciones de contorno periódicas, el mapa es continnio a través de los bordes <le a capa se repte- ‘*5
sent a. el mapa por cuad r pl icado . Fi ii esta figura la au chura de las colu mm mu as es ap rox nimia danteune
de una neurona
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figura 7.16: Se nnuestra el estado final (/ xv 1000) de un ejemplo similar al de la figura 71ff a
excepción de que se lía escogido la relación 2:1 entre anchuna de la difusión en la capa de entrada
y en la capa de salida s~ = xv 1.2,s<3 xv 0,6..Se representan las matrices (le pesos ‘14L .~
El tanuaño niáxinmo de los cuadrados representa un valor de 0.66.
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Figura 7.17: Se representa el mapa de dominios oculares de la capa cortical, obtenido en la figura
7.16. (a) Con trama oscura se representan las neuronas conectadas a la capa izquierda, con traína
clara las que han quedado conectadas a ambas capas, y sin trama las conectadas a la capa dereclía.
En este caso, los dominios tienen tnna anchura de entre tres o cuatro neuronas, cmi cualquier case
notablemente superior a la mostrada en la figura. 7.15. (b) Se muestra el mapa cn adrtiplic ad’ ¡. para.
u u a mejor obse.rvac i dr’ de la estru ct ura de. los dominios.
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7.6 Discusión
En este capítulo se ha presentado un modelo para el desarrollo de dominios oculares.
Se ha basado en la formalización de las reglas de desarrollo descritas en el capítulo 5.
planteada para el modelo de retinotopía en el capítulo 6. La arquitectura de la red.
dos capas de entrada que se conectan a una misma capa de salida, introduce factores de
competencia añadidos a los que ya estaban presentes en el modelo de retinotopía. en el cual
se consideraba una. única capa de entrada, pero mantiene algunas de las características
descritas para aquel modelo, tales como la tendencia a establecer conexiones retinotópicas
y el papel de la difusión lateral de señal.
Se han obtenido las ecuaciones diferenciales para la evolución temporal de las corie-
xíones sinápticas. La integración numérica de las ecuaciones ha permitido estudiar el
desarrollo de estados que se observan experimentalmente: los dominios oculares, de los
que se ha mostrado su estructura retinotópica. Se ha encontrado y analizado la dependen-
cia de la geometría de estos dominios con las condiciones iniciales de los pesos y con los
parámetros que controlan la difusión lateral de señal. La extensión de la difusión deter-
mina el tamaño de los domninios: a mayor difusión los dominios son mayores, si la difusión
es de inás corto alcance los dominios son más pequeños. También, la difusión influye en la
extensión de la conectividad neuronal. Si las funciones de difusión en el geniculado están
nnuy descompensadas con las de la corteza aparecen neuronas que no emiten o no recibení
conexiones.
El efecto de las condiciones iniciales se concentra en la disposición de unos dominios
respecto a otros y en la propia disposición (retinotópica o no) de cada uno. Una baja
tendencia retinotópica en las condiciones iniciales difícilmente permite la obtencióní de
un estado funcional. Por el contrario, no es necesaria la existencia de conexiones total-
mente retinotópicas. Una pequeña tendencia inicial basta para la obtención de un estado
funcional. Son válidas aquí las consideraciones respecto al mecanismo generador de esta
tendencia inicial. hechas en el capítulo anterior: se supone la existencia de un nnecan-
ismo general basado en un marcador morfogenético. En el planteamiento del modelo de
retinotopía es discutible la necesidad de este mecanismo, ya que en sí, esa tendenícia con-
stituía la propiedad que se quería encontrar. Ahora sin embargo, la propiedad simulada.
los dominios oculares, no esta implícita en la tendencia inicial, sino que surge del proceso
auto- organí zativo.
Los experimentos de privación de señal monocular muestran que eí equilibrio entre
fuerzas cooperativas y competitivas es bastante delicado y que no todos los valores de
los paránmetros lo permuten: pese a que se consideraron pequeñas diferencias entre las
actividades de mini ojo y de otro, éstas bastan para que el ojo desfavorecido no consiga el
estableciníiemmto dc conexiones, obteniéndose resultados similares a los que sc encuentran
en los experimentos de privaciómí monocular de señal.
La extensión del modelo a capas bidimensionales ha permitido la observación de los
patrones corticales típicos en formna de piel de cebra. Estos muestran de inamícra nuas
espectacular que para el modelo coni capas unidimensionales la dependencia dc la fornía
de los dominios con la extensión de la difusión. Este resultado sugiere el emupleo de las
medidas geonnérnicas de los patrones de donninios oculares para cuantificar la extensióní dc
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la difusión lateral de señal en la corteza.
El modelo que se ha planteado ha seguido reglas de evolución y restricciones cmi las
condiciones iniciales que se han procurado hacer acordes con los datos experimentales
de los que se dispone. Así, a diferencia del nnodelo de von der Malsburg para dominios
oculares [von der Malsburg, 1973] en lugar de suponer una evolución dependiente dc unía
difusión de marcadores se ha empleado la difusión lateral de actividad propugnada por el
mismo autor para un modelo de retinotopía [Willshaw y von der Malsburg. 1979]. Además,
se ha demostrado que no es necesario ningún tipo de interacción entre las distintas capas —
del CCL para el establecimiento de los donninios oculares, lo cual es usado comno base
de organización en otros modelos [Miller U al., 1989]. Así, no se ha considerado ningón
tipo de difusión de señal entre las dos capas de entrada: sus únicas interacciones han sido
a nivel post-sináptico; ni se ha tomado ningún tipo de correlación o anti-correlació.n de
actividades de entrada en ambas capas. Nótese que no se quiere decir que esta interaccmoií
no exista; simnplemente que no es necesaria, según los resultados obtenidos en este niodelo
particular, para explicar el desarrollo de donninios oculares.
Pese a que el modelo da cuenta de la retinotopía y de la aparición de dominios ocínia-
res, no parece permitir la aparición simultánea de conexiones convergentes y divergenítes
necesaria en la descripción de un mapa de campos receptivos: la convergencia es necesaria
para describir el campo receptivo de una neurona, ya que ha de recibir conexiones desde
múltiples neuronas; la divergencia es necesaria para explicar la aparición de ca.mnpos recep- 95
tivos solapanl.eí.. en los cuales las neuronas de la capa de entrada participan en múltiples
campos receptivos. Por lo tanto, este sistenna. que presenta restricciones al crecimiento
de cada peso globales (restricciones en el tamaño de los árboles de conexiones)., parece nio ‘e
ser apropiado para describir la formación de árboles de conexiones, aunque sí para la de
ciertas propiedades geométricas, tales como la retinotopía o la aparición de donninios,
A fin de comprobar este respecto, en el próximo capitulo se analizará una red sim- ‘5<
píe siguiendo las directrices del modelo para estudiar la estabilidad de los estados que
presentan convergencia y divergencia simultánea de conexiones cmi un ejeniplo sencillo.
‘e
‘e
‘e
8Convergencia y divergencia de
conexiones en una red simple
8.1 Introducción
Como se ha podido observar en los modelos presentados en los capítulos anteriores. no
parece encouítrarse simultáneamente fa aparición de conexiones diwrr.p u/es (conexíoííes
desde una misma neurona de la capa de entrada a múltiples neuronas de la capa de
salida) y convcrqent..cs (conexiones desde varias neuronas de la. capa (le entrada a oria
misma neurona de la capa. de salida). Sin embargo. convergencia y divergencia de pesos
son necesarias para dar cuenta de campos receptivos solapantes. Sin estas estructuras
no se pueden describir gran parte dc las propiedades select.i vas n curen ¿des. tales (0100
selectividad a orientación, tamaño y movimiento.
Surge la cuestión de si estos modelos son intrínsecamente incapaces de dar soluciones
en las cuales coexistan pesos convergentes y divergentes. L111 este ea¡>íl u lo se iii lcr] t a
demostra.r este particular mediante una red simple que permite tina aproxímacion analítica.
(oncretamnente. se analiza una. red con una. capa de entrada de dos neuronas conectada
a una capa de salida dc dos neuronas en la. que se mantienen el tipo de conexiones y la
difusión del modelo (le retinotopía.. La. existencia y estabilidad (le un estado estacíoíí ario
en el que las dos neuronas de la capa de entrada quedaran conectadas a las dos de la
capa. de salida, mdi caria. que, al menos en este ruodel o tan sim pl i ficado. la convergencia
y la divergencia (le conexiones simultánea es posible. En caso contrario. el resultado
cori sti tui ría un mdi cativo d.c .1 a necesidad de plantea.r un modelo dotado de nuevas regías
de de sarrol lo. y de u ua u u e va arq ni tectu ra. para estudiar la. forrí ía.ci ómn de caí np os rece¡> ti
8.2 Cálculo de los estados estacionarios
A conti un a.c icín se cal cii tau las ex presic)n es para. la. evol ííc idrí de la red descrita e el cap it ti
6. con dos neuronas crí la capa. de enrra.d a. y dos cli la capa de salid a (ver figíí ra S. 1
Este sistema consta de cuatro coiiexíones cuyo valor es descrito por los peso~ U.,,. para
i.j 1.. 2. Para. ca.d a peso se considera que la. evol uciotí temporal viene tl ¿1(1 a por la
[01
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U
d
U
U
d
D
Figura 8.1: Arquitectura de la red analizada, Consta de dos capas de dos neuronas cada una.
totalmente interconectadas. La matriz de pesos tiene cuatro valores. Se señala mediante flechas
curvas, la existencia de difusión lateral de señal dentro de cada capa.
ecuación 6.1
ti’ — (8.1)
Por simplicidad, se prescinde del parámetro o. Tal como ha sido empleado en las simula-
clones de los capítulos 6 y 7, su único efecto ha sido el de acelerar los primeros pasos de la
integración numérica, durante los cuales las variables toman valores bajos en comparac]oii
con los pesos de las conexiones seleccionadas en el estado hnal. I)e hecho en los trabajos
originales de von dar Malsburg. o toma valores no nulos sólo al comienzo de la. integra ion
[Háussler x von der Malsburg, 1983].
Particularizando la expresión del factor de crecimiento 6.10. resulta:
IJ D~~D~,0D~1 H%•
yrl c~l b=1
Los valores de los factores de crecindento son:
‘ir = ATt1-t-BW21
E12 = AW12+BW22
E21 Sr AH’21 + BV¶Áí
Sr Alt22 + BIIÁ2
donde se han definido las constantes positivas
A Sr + ]»/2 + D
2d + d3
B = 2D2d + 2Dd2
rs.
(8.2)
(8.3)
(Sil)
e
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Se ha considerado asimismo que la función de difusión en ambas capas es idéntica. De este
modo, se ha tomado D?1 = = = fl y m2 Sr = — _ — 4. Para
mantener una función de difusión decreciente con la distancia se considera que D > d.
Se puede demostrar que A > B. Más adelante se hará uso de esta propiedad. Susti-
tuyendo los valores de A y de B dados en 8.3 y 8.4, puede verse que para que A sea
mayor que B ha de cumplirse que:
-F DI]2 + D24 + d> > 2D2ó + 2Dd2
Ordenando se tiene que
D3 + 42 — DI]2 — > O
Factorizando resulta
(D+dftD—d>2 > O
Como D > 4 > O ambos factores son positivos, y la condición A > B siempre se cumple.
Particularizando la expresion para los factores de arborización 6.13. resulta:
2 2
Sr E W½FS+ ~ Uj F~ (8.5)
Los valores de los factores de arborización son:
Sr 2W~P
11 + W21F12 -1- 14’12F~2
= 2W121½2+ W~F~ + 14\1Fjí
Sr 2W21½+ 1122122 + l
4lliii
= 214% ~22 + W
12F12 + W21F21
Sustituyendo los valores de F~, calculados arriba se obtienen los valores de los coeficientes
de arborización como función exclusiva de los parámetros de difusión y de los pesos:
Sr 2AWj1 4 3Bh4’1114~ + AII’#1 + AIIQ, + B14Á2U+
2.4lV~% + 3BUÁ2WW + A14Ñ% + .414’,% + RU’11 14j
‘ti Sr 2AWj1 3BW~W2~ + AWfI + AWft -í- BW12U 22
Sr 2AHj -4- 3BI4Á2Wn + .4W¿ + AW2% + R1%1 1V21
Sustituyendo las expresíon es de los factores (le crecimiento y de arborización cii 8.1
se encuentra que:
14¼1 Sr Uhí (AVE11 + RIF21 — 2AW#i — 313W11 1¼ — A 1117í — AW1t — Bu 121422)
¡12 ~¾2( AVE12 + 1311 22 2AU% — 313111 A I1Y?2 — AIF?I — Bh1~ 14<
1121 Sr W21(AlV21 + BE11 — 2AWj1 — 3BW21lV~1 AWft — .11W> BIt ~2U22i
Sr H224A1122 + 1311< — 2=lIVf— 31311Á2U1> AIII¿ — >111<— mV 1V21
Este sistema de ecuaciones iiiiplica una serie de estados estacionarios que coíisíderan
que u o a serw (le conexiones se seleccionan ( sus pesos tornan valores positivos ) x otras no
4>
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(sus pesos toman valores nulos), es decir, implican la coexistencia de una serie de pesos.
Diremos que un estado es de n-coexistencia, cuando responde de la selección de u pesos. A
continuación se analizan los valores de cada uno de los estados estacionados del sistema..
Estado de 4-coexistencia. Es aquel estado en el que todos los pesos son distintos
de cero. En este caso la condición de estado estacionario es
= ~ para i,j = 1.2
De este modo. el sistema de ecuaciones que resulta es:
F11(1 —2W11) = W21F21 +1t2F12
— 214’12) Sr fl/22¡4-~2 + 1A’11F11
211%) Sr
14fl41 + It½
2F22
— 2W22) = l~~2rf% + 1t%Fj2
Nótese que al intercambiar las variables con subíndices 11 con las de subíndice 22. olas
de subíndice 12 con las de 21, el sistema de ecuaciones resulta inalterado. Esto inípilca que
existe una solución de estado estacionario en la que ¡Vn Sr U’22~ It’12 = W2~. Entonces se
pueden definir los valores de estado estacionario de los pesos de la diagonal retinotópica de
la matriz de pesos ~d = W~ = 1122 y de la diagonal anti-retinotópica 1V, tV12 Sr 112:
y los factores de crecimiento de la diagonal ret.inotópica. y de la diagonal anti-retiuot ópica.
que son respectivamente:
= E11 = E22 = 4148 + 13W (SAi)
Sr E12 Sr Sr 4W. + BIt2 (8.71
De este modo. el sistema queda reducido a dos ecuaciones:
Ml — 2Wá) = 2W,E,
F,(l — 2W,) Sr 2WdFd
Ahora, sustituyendo las variables con subíndice 4 por las de subíndice c una ecuacion
se transforma en la otra. Por lo tanto. VV. = VE2 = VV, J~ Sr Sr E. Sustituyendo queda
que
1 — 2W Sr 2W (S.S>
Entonces, la solución del estado estacionario en la cual los cuatro pesos toman valores
superiores a cero es
w
1
Sr 1112 Sr 1~21 Sr ~t22 Sr -4
es decir. en esta solución todos los pesos toman valores idénticos.
3—coexistencia. U%i Sr 0, 1V12. 1121,1t22 > O. Este estado supone la selección de
todos los pesos a excepción del 14’11 (ver figura 8.2). A partir del sistema SG se oh erío
AVE12 + BII’22 — 24k2 — 3B11Á214+ — Ant Sr O
AW~ — 2AIt1j~ — ~ BW121li~ Sr ()
A it’22 + 1311% 2AW?2 — 313 H1211>2-- <11112 — A UI1 Sr O (8.91
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Disposición de las conexiones en los cuatro estados de 3-coexistencia Son equivalentes
Mediante métodos numéricos de gradiente, se
ciertos valores de k Sr 4/13 (ver tabla 8.1).
polinomios de segundo orden en k para 12 y
1412
1421
22
= f(k) Sr
Sr g(k) Sr
Sr 14k) =
obtuvieron las soluciones del sistema para
Se encontró que la solución se ajusta a
I4$~, y de tercer orden para W~2:
—0.1618 + 0.06998k — 0.005023k2
0.3234 -1- 0.007627k — 0.001264k2
(1.4125 — 0.05149k + 0.01029k2 — 0.0006656k’3
Es decir, la solución no depende de los valores de A ~ de 13. sino de su relación. Existen
otros tres estados de 3-coexistencia simétricos a éste, según se haga cero cada uno de los
demás pesos. Las soluciones de esos estados son equivalentes a. la de esie., ya que cualquiera
de esos tres estados puede trausformarse en el analizado, sin más que intercambiar entre
sí las neuronas de la capa de entrada, o las neuronas de la capa de salida, o ambas.
2-coexistencia. I’V~. 14’22 > 0, W12 = = 0. Esi.a es la solución retinotópica
(ver figura 8.3>. En este caso únicaniente se pueden aplicar las igualdades 1)~ = 13n y
‘22 Sr ~~22 sustituyen do por ceros aquellas variables que se Fi acen u íílas en est.e estado
Resulta el sistenía
fi$
2( 1
214
-- 214V2>
Sr (1
Sr O
Entonces
41V11 >1
A1V22( 1
— 2i4~~
— 21t%2)
=0
=0
y la solución es
Figura 8.2:
entre si.
Sr
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Tabla 8.1: Valores numéricamente obtenidos de las soluciones del estado
=0. k = A/B
de 3—coexistencia para
7k~Wl2 - 11% 14’22
3.5 0.02146 0.33453 0.32967f
3.7 0.02855 0.33439 0.32897
4.0 0.03798 0.33377 0.32840
4.2 0.04363 0.33318 0.32826
4.5 0.05133 0.33208 0.32830
4.8 0.05825 0.33081 0.32856
5.0 0.06250 0.32991 0.32882
0.06650 0.32897 0.32912
En este caso, los valores de la diagonal principal de la matriz de pesos son iguales y los
demás cero. Es la solución retinotópica en la que la neurona N~ queda conectada con la
N~ky la N~ con la N~.
Un estado equivalente a este es el estado ~ W~i = 1/2, ¡Vn Sr It22 Sr 0~ que responde
de la solución anti-retinotópica (ver figura 8.3). Esta solución supone la selección de los
pesos que no pertenecen a la diagonal principal de la matriz de pesos. Es la solución
anti-retinotópica en la que la neurona N~ queda conectada con la A?. y ]a.Xui’ con la Nr.
2-coexistencia. 11%, ¡1&2 > 0, 14% Sr 1412 Sr 0. En este caso, sólo
se conecta con la segunda capa. Es un estado de divergencia (ver figura
E21 Sr B21 y E22 Sr B22. Resulta el sistema
la. neurona JV7
8.4). Se aplica
~t
145~ Sr 2111k + 1t~2
1422 Sr 2W2% + ii1~
Operando resulta
VV22 —1121 Sr (11’22 — It21 )(1’Vn —
Existen dos soluciones, 1t½2 Sr
Si ~ = 14½2 Sr
W21 o ~ — ¡4% Sr 1.
y la solución es W~ Sr 1V22 Sr 1/3.
Figura 8.3: Disposición de las conexiones
en dos estados de ‘2-coe<istencia
equivalentes entre sí. Izquierda.
estado retinotópico. Derecha. es-
tado anti-retinotópico.
4>.
~4>
~fr
r
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Figura 8.4: Disposición de las conexiones en
los dos estados de ‘2-coexistencia
divergentes. Son equivalentes en-
Le sí.
Si la solución es — 14’22 = 1 entonces
—3+ ‘/T3i
VV22 — 2
— —1±‘~/ii
2
que son soluciones imaginarias y por tanto sin sentido físico en el tipo de sistema que se
esta. tratan do.
El estado simétrico a éste se corresponde con VV12, 11’~~ > 0. W~ Sr ¡v~ = 0, es decir,
un estado de divergencia en el cual es la neurona Ñ’ la que se conecta a las dos neuronas
de la capa de salida. Las soluciones se obtienen de la manera descrita para el estado
anlerior. Así, para este estado existe la solución: J’V~ 1421 Sr O y VIS~ = 1’V12 = 1/3. o
la solución de valores imaginarios.
2-coexistencia. 1V21 = VV11 > O, V~’í2 = VV22 = 0. Es otro estado en el cual se
seleccionan sólo dos conexiones, pero en el cual sólo una de las neuronas de la capa de
salida se conecta a la primera capa. Es un estado convergente (ver figura 8.5). En este
caso ha de cumplirse que
AU%1 + 13W21 — 24K1 — 3B
11’uIf’n — AW~ = O
A VV~ + Bit
11 — 2A11’jñ — 3BW11W21 --- 4W1
2
1 Sr O
Por la forma del sistema se puede asegurar que 14% = 1421 Sr VV. Entonces
Alt ±B14 — 2AW
2 — 313¡V2~~ 414¿2 = O
Operando se puede observar que A + B = VV(3A + 3B) por lo cual la solución de este
estado estacionario es
14% = ~‘2í 1/3
El estado simétrico a este también existe (~‘12 = W»
2 > 0, 1¶2~ VV11 = O). obtenién-
dos e:
Sr 1/3
1-coexistencia. U11 > 0, Vi 12.1121. U22 Sr 0. En este caso, sólo se aplica la igualdad
¡ — B~ Sr O. Sustituyendo queda.AW1 1 — 2A11’
2 Sr 0. Por lo tanto. I4%~ Sr i/2. Lo
11
mismo sucede para los otros cuatro posibles estados de 1-coexistencia. Cada uno de estos
estados supone la selección (le un ¡inico peso (ver figura 8.6).
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Figura 8.5: Disposición de las conexiones en
los dos estados de 2-coexistencia
convergentes. Son equivalentes
entre si.
O-coexistencia. Es el estado estacionario trivial en el cual Itj = O para todo a,x =
1,2, es decir, no se establecen conexiones. Recuérdese, que esta solución no existe si se
considera en la función de evolución de los pesos el término de crecimiento independiente
de actividad que es multiplicado por el parámetro a.
8.3 Estabilidad de los estados estacionarios
Para el análisis de la estabilidad de los estados estacionarios descritos en los apartados
anteriores se calcuta el sistema variacional del conjunto de ecuaciones diferenciales unoa-
tizado alrededor del estado estacionario correspondiente. Los coeficientes de este sistema
forman el jacobiano (5) cuyos elementos son de la forma:
014%
Por lo tanto:
J
11,11 = AW11 + Bit21 — 2A1Vf1 — 3B14’11TW21 — A14’~1 — ~~i2 — 1314121422
+14+ [A — 44W11 — 3BW21}
Ji1.12 = W~í[—2AWí2 1311%]
Ji1,21 = VV11[B — 3BI4~1í 2A14V11
Sr WiiVBVVi2I
Jl2fl Sr 11,2{—2A1’i’11 — 13117211
Ji2.12 = 411% + BVV~ — 24117% — 31311Á214’22 41172½— AIV?I — nw11w2
— 4A14’í2 — 3B14%]
= 14’12[—BW1 i]
Figura 8.6: Disposición de las conexiones
en los cuatro estados de 1-
coexistencia. Son equivalentes
cutre si.
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Sr — 3BW12 — 2AV1~22]
121,11 Sr ~~2l [B — 3131V21 — 2A14’~~]
Sr hX’211— Bit22]
121.21 Sr 41121 +
13141I — 2AVV~
1 — 313 VV1 it21 — AVVl
2I — 41<2 — 1314Á2 VV
22
— 4414<2] — 3BVV11]
= U+[—2AW22 1311 12]
122.11 Sr W22[—BWn]
122,12 Sr 14 22[B — 31311% 2AW121
122,21 Sr 14 22[—24VV21 — BW’íí]
41472
122,22 Sr 414½2+ 1314% — 2 22 3B14%14% — A1V~% — 1314+14%
±14=14— 4414% — 313W12]
Estado de 4-coexistencia. En este estado los valores de los pesos son 14< = j47 Sr
1/4. El valor de los autovalores del estado estaciomíario (A). se obtiene de la. ecuación
— 1> Sr P(Á) (8.11)
donde 1 es la matriz unidad.
Lii este caso.
i~B+A +4+~ —~±1
=Á4 +~B +Á B13 4 ‘~
13 13 13 34 4+2 1+4 tB+>
que responde a un determinanie simétrico. El polinoníio que resulta en A es
Pk~) = (—i)WLX + A + B]fÁ + B]L-~ — A + 13] (8.13)
por lo que las cuatro raíces del polinomio (los autovalores del jacobiano) son
Sr 9
>2 = -A--li
Sr
>4 Sr A—li
Sa. que A E siempre se cumple que >4 > 0. Por tanto, dcliido a la existen cia. de u
autova.lor real y positivo, este estad o es siempre inestable.
3-coexistencia. La complejidad de las ecuaciones del estado estacionario 8.9) ini-
pidió el caiculo explícilo de los valores de este estado, y por tanto de su estabilidad. En las
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integraciones numerícas muestra comportamiento de punto silla.
de que se traí.a de un estado inestable.
2-coexistencia. Estado retinotópico. ~‘12 = 1121 = 0.
de estado estacionario es 14% = 11% Sr 1/2. El polinomio que
valores en los elementos del jacobiano es
2(A) Sr
Operando resulta
~~—>
—i
O
o
o
E
—-4
E AA
o
513
—ji
o
O
O
O
—A — A
2
2(A) = [-S- >J E~ - -1 Lf - - i [4- A
lo cual es una indicación
En este caso la solución
resulta. al sustituir estos
(SíU
(8.15)
Por lo tanto, los autovalores en este caso son
A
Al = >2 Sr 2
B A
Sr = -~ — 2
Puesto que, como ya se demostró. A > 13 > O, todos los autovalores son negativos. Luego.
este estado estacionario es asintóticamente estable,
Para el estado equivalente a éste. el de 2-coexistencia anti-retinotópico. la estabilidad
es la misma: el estado anti-retinotópic.o es igualmente estable.
2-coexistencia divergente. 14% = Sr
solución para Á viene dada por
E
-I
2(A) =
A
9
O
o
E
O
~ _ .43 9
o
o
—A
o
O
_ A
sí
— ? ~
9
O. En este caso 1V22 = 11<21 = 1/3. La
O
o
il~
A _ A
o
(8. 16
Entonces
[B4]2[A] [2—>]
De este modo. los autoyalores que resultan son
13 A
= A2 Sr -- —
:3 9
= A
3
>4 = A
O
~4¿
(8.17>
44,
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Ya que >4 > O. este estado estacionario es siempre inestable. Para el estado simétrico a
este (11+ = I4~í2 = 1/3> se obtienen los mismos resultados.
2-coexistencia convergente. 14’í2 Sr VV22 = 0. En esta situación se cumple que
= 14%1 = 1/3. Ha de cumplirse que
—B — A — A
o
o
O
9 9
o
O
O
E _ A _ A
3 3
o
o
o (8.18)
E _ A _9 9
Se puede descomponer el determinante de modo que
2
P(A) = [>2 + 4/3(A + 13)A + 1/3(A + 13)2 + (24/3)2]
Los autovalores que resultan son
B A
>1 = >2 Sr - + — > O9 9
Sr —2/3(A + 13) +
>4 Sr —2/3(4 +
(A + 13)2 — (24/3)2
13)— <(A +B)
2 — (2A/3 >2
Comno los dos primeros autovalores son siempre positivos, este estado es inestable.
Estado de 1-coexistencia. ltí > O. En este estado sólo se selecciona un peso y
toma el valor 11Á~ Sr 1/2. Sustituyendo los valores de los pesos eíí el jacobiano resulta
A —
2
P(A) Sr
o
o
O
A
4
O
El polinomio en A es entonces
los au tovalores son
Sr 9
A
>2 —
Aa
.4
4
>4 Sr 13 A
2 .1
(8.19)
E
4
o
E24
o
O
o
AO
y
(8.20)
(8.21)
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Tabla 8.2: Valores de los pesos en los 2~ = 16 estados estacionarios, Se indica si son asint¿ticament.c
estables (+) o inestables (-).
‘ti ~12 1121 - MÁfflhI
.1
1/4 1/4 1/4 1/4 -
J
JÉk
f(k) g(k) 14k) -
O 14k) g(k)
g(k) 14k) 0 1(k) -
14k) g(k) f(k) o -
O 1/2 1/2 0 +
1/2 0 0 1/2 +
O 0 1/3 1/3 -
1/3 1/3 0 0 -
1/3 0 1/3 0
O 1/3 0 1/3 ___
1/2 0 0 0
O 1/2 0 0
__o 1/2
.0 0 ~½ 7/2 _
o O -O1.’ ¡
Como >2 > O este estado es inestable. Por simetría, los demás
son igualmente inestables.
O-coexistencia. La estabilidad del estado trivial (MS3 = O para todo ~ Sr 1.2) no es
calculable mediante el método aquí empleado. No obstante, en las simulaciones nunrerícas
realizadas siempre aparece como inestable.
8.4 Discusión
El análisis d estabilidad de los estados estacionarios del sistema (resumido cii la tabla
8.2), muestra que los únicos estados estacionarios estables son el retinotópico y el anl.i-
retimiotópico. Los demás son inestables y esta condición no depende de los valores de los
parámetros. El que se alcance uno u otro de los dos estados estacionarios estables depende
de las condiciones iniciales. Cada uno de estos dos estados tiene una cuenca de atraccioí¡
que se corresponde comí una mitad del eSpacIO (le fases. El estado en el cual todas las
neuronas de la. capa de entrada se conectan a todas la neuronas de la capa de salida (en
el que coexisten conexiones convergentes y divergentes) no es estable.
Pese a que este resultado 1)0 CS extensible a. la red general de n neuronas col¡e(t.a.d a>
a n neuronas. permite. por una parte muostrar la complejidad del análisis m atení ático del
modelo, y por otra. abunda en los resultados obtenidos en el análisis numérico de los ruo<
4,’
estados de 1-coexistencia
112
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delos mostrados en los dos capítulos anteriores: no se pueden obtener simultáneamente
conexiones convergentes y divergentes. Este resultado indica que un modelo con la estruc-
tura presentada no puede dar cuenta de la auto-organización de campos receptivos. Es
necesaria una nueva formalización de los conceptos formulados en el capítulo 5.
Dos fuentes de inforníación serán de gran ayuda en este proceso: el conocimiento ex-
perimental de la existencia en Ja corteza de una red de conexiones paralelas a la lamínacwn
cortical [Cilbert y Wiesel. 1979]; y los modelos de redes neuronales de aprendizaje anti-
Rebbiano. que se aplican en campos distintos de la inodelización del desarrollo del SNV
[Rubner y Schulten. 1990: Fdldiak, 1990].
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9Modelo del desarrollo de campos
receptivos
En capítulos anteriores se han presentado dos modelos basados en reglas de evolución de
conexiones sinápticas similares, con arquitecturas apropiadas para dar cuenta del desa-
rrollo de retinorop(a x de dominios oculares, respectivamente. Ahora bien, como se lía
explicado en el capítulo 3. el sistema sensorial visual presenta también una organización
en campos receptivos de diferente forma y tamaño, cuyo desarrollo no puede ser explicado
por estos modelos.
En este capítulo se presenta un modelo para el desarrollo de campos receptivos simples.
Estos campos aparecen en distintos tipos neuronales de las estructuras que participan en
las etapas del sistema visual tales como la retina, los CCLs y la corteza. En todos estos
casos los camnpos receptivos presentan una propiedad común: la existencia de una zona
activadora rodeada de una zolia inhibidora, paralos campos receptivos con centro activador
o, a la inversa, de una zona inhibidora rodeada de una zona activadora para los de centro
inhibidor. La estructura de un campo receptivo de este tipo depende de la distribución de
conexiones activadoras e inhibidoras de la neurona.
En el caso de las neuronas ganglionares de la retina, su conectividad con las inter-
neuronas genera campos de simetría circular. Las neuronas de los CCLs siníplemeííte
tienen una “réplica” de los canipos receptivos circulares de las ganglionares debido a.
la. existencia de conexiones retinotópicas entre ambas. Pero las neuronas de la corteza
primaría, no ceplican a su vez los campos receptivos de las ueíi roiías del geni c u lad o, simio que
preseiítau campos receptivos ovalados. Esta direccionalida.d no se refleja. emi los árboles de
conexiones que las neuronas corticales reciben de los geniciulados. Entonces, su origen ha de
estar basado en la principal diferencia morfológica entre la capa cortical x las de geniculado
y cetina: una red de conexiones paralelas a. la laminación cortical con efectos activadores
e inhibidores Acontinuación se describe brevemente la. naturaleza. del desarrollo de estas
conexiones corticales laterales y la participación que tienen en la funcionalidad del SNV
va desarrollado.
lis
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Figura 9.1: Ejemplos de células piramidales de corteza estriado de mono con proyecciones laterales.
En la parte A se muestra una vista lateral de una célula piramidal. Las líneas gruesas y oscuras en
el centro indican el árbol dendrítico. Se pueden apreciar los agrupamientos que forman los axolíes
que se extienden a una distancia de más de 4 mm. En la parte B se muestra la vista vertical de
otra célula piramidal cuyos axones se extienden unos fi mm. Las manchas oscuras indican zonas
que resultaron teñidas por citocromo oxidasa, un tinte que revela la actividad neuronal y por
tanto empleada en experimentos de privación de señal monocular para la detección de dominios
oculares. Obsérvese como esta neurona efectúa contactos selectivamente a zonas doniinadas por
un ojo. Figura tomada de [Cilbert, 1992]>.
9.1 Conexiones laterales en la corteza visual
En la corteza existe una densa red de conexiones paralelas a la laminación cortical lla-
madas laterales, horizontales o tangenciales. Consisten fundamentalmente en axones de
celulas piramidales, son activadoras y alcanzan las dendritas de otras células piramidales
y estrelladas [Cilbert y Wiesel. 1979]. Estas conexiones aparecen principalmente cii el
período postuatal, pasan una fase de proliferación alcanzando grandes distancias y poste-
riormemite son “podadas” durante la etapa de experiencia visual, de modo que en el estado
adulto se encuentra que los axones de una miósiría célula piramidal unen grupos de neuronas
que comparten las mismas característí ca.s de selectivida.d (tales coin o dom iii jos oculares o
columnas de selectividad a orientaciones) [Martin. 1988: Cilbert ci al., 1990] (ver figura
9.1). Esta disposición de las conexiones laterales sugiere que han de tener alguna relación
e
comí la organuzacion columnar de ~a corteza..
‘Mt
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Las células piramidales se encargan de las conexiones laterales de más largo alcance
de la corteza visual. Los axones se organizan en grupos de los cuales el 80% conecta
con otras células piramidales y el 20% con células estrelladas, que es precisamente la
proporción en la que se encuentran en la corteza visual, lo cual indica que estas conexiones
horizontales no están dirigidas con preferencia a ningún tipo celular. Se considera que las
células piraníidales sOn activadoras y las estrelladas inhibidoras. X’a que estas conexiones
terminan en una mayor proporción de células activadoras que inhibidoras, cabría deducir
que éstas conexiones serían de naturaleza activadora. Sin embargo, se ha observado que
su activación produce tanto efectos activadores como inhibidores en experimentos in rico
Cilberí ci ni., l99Oj. La explicación consiste en que las neuronas inhibidoras responden
de trianera mnas acusada a estímulos que las activadoras. Esto es una evidencia de que las
conexiones horizontales participaíí en las propiedades inhibidoras de los campos receptivos
[Gilbert. 1992].
En cuanto a su alcance, las conexiones laterales se extienden hasta distancias de 6
u 8 mm aproximadamente. Sin embargo, se considera que a una distancia de 1.5 mnríí
no existe ningún solapamiento de campos receptivos. Así pues, las conexiones laterales
permiten la comunicación entre neuronas cuyos campos receptivos están muy apartados.
J)e hecho, estímulos situados fuera del campo receptivo de una neurona pueden alterar sus
propiedades de selectividad [Cilbert, 1992].
Lii la siguiente seccion, se describe cómo la conectividad lateral participa en el desa-
rrollo de la select.ivida.d a orientación de las neuronas corticales y en su funcionalidad.
9.2 Desarrollo de la especificidad a orientación
Como se ha comentado anteriormente, la corteza visual presenta una organización column-
nar de neuronas sensibles a la orientación del estímulo. En el origen de esta sensibilidad
cobran gran importancia las conexiones laterales descritas en la sección anterior. Se en-
cuentrai¡ diversas evidencias experimentales de este hecho, tanto en la funcionalidad de la
generación de la repuesta neuronal, como en la nrorfología de los níapas de selectividad
ííeurona,l.
Al analizar el proceso de generación de la respuesta neuronal frente a uit estímulo a.
nivel cortical, se encuentra que los árboles de conexioíies de las neuroitas corticales sobre
las capas de geniculado ¡í<> reflejan la acusada selectividad a orientación que presentan
las neuronas corticales. Así, los ini entos de entender sus campos receptivos como árboles
de conexiones exclusivamente inter-laminares lían fracasado [Wérgétter ci al.. 19901. La
participacioii de las conexiones laterales es necesaria para conformar un campo receptivo
orientado.
En el plaíio temporal. la respuesta de estas neuronas tamnbién nínestra la. participación
de las conexioííes laterales. Durante el desarrollo, unas pocas horas de experiencia visual
bastan para que se desarrolle semísibilida.d a orientaciones [Buisseret cl al., 1978]. El
desarrollo de campos receptivos sensibles a oriemítación dependientes exclusivamente de
árboles (le conexioiies i nter-larmíinares llevaría mnuclí o imiás tiempo que el que se precisa
para. la reorgamí iza<i ¿u de la con ecti vidad lateral. En el estado adulto. se encueiímra q ti e
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los tiempos de respuesta de las células corticales son suficientemente altos como para
dar cuenta de varias interacciones inhibidoras o activadoras con otras señales corticales, 4>’
indicando la existencia de un proceso de computación intra-cortical [Cray y Singer. 1957].
Como ya se comenté en el capítulo 2. la experimentación muestra que. al igual que
el desarrollo de retinotopía y de dominios oculares, el desarrollo de neuronas selectivas
a orientación es un proceso dependiente de actividad. Los experimentos de privación de
señal producen resultados cualitativamente similares. En este caso, la característica del
estímulo de la cual se priva al animal es la orientación (al igual que en los experimentos de
privación monocular se eliminaba la visión por uno de los ojos). Efectivamente, si durante
el periodo crítico se restringe la experiencia visual a una sola orientación, el animal se
vuelve ciego a otras orientaciones diferentes [Frégnac e Imbert, 1984]. Al igual que se
observa en el desarrollo de los dominios oculares, el papel de los receptores NMDA es
importante para la plasticidad durante el periodo crítico. El bloqueo de estos receptores
protege el mapa de orientaciones, presente ya en el nacimiento, de cualquier alteraciomí
dependiente de actividad [Kleinschmidt el al., 1987].
Teniendo en cuenta que el desarrollo de la selectividad a orientaciones es un proceso
dependiente de actividad, se pueden extraer conclusiones sobre este proceso a partir de
la geometría de los níapas de selectividad. La dirección de las columnas de orienta.cioiies
ha de depender de la anisotropía en la correlación de señal entre neuronas próximas. La
corteza es anisotrópica a este respecto: las conexiones laterales inhibidoras producen la 4,’
anti-correlacién de las actividades de las neuronas de diferentes hipe rcolumna,s. Este efi’cio
no se da entre neuronas de capas distintas. El acoplamiento es más débil cii la. díreccion
de las conexiones laterales y más fuerte en la perpendicular, es decir, las unidades en una 4,’
columna perpendicular a la laminación cortical son forzadas a asumir la misma preferencia
en orientación. El resultado es el desarrollo de columnas de neuronas sensi bIes a una misma
orientación perpendiculares a la dirección de las conexiones horizontales. Este mecanismo
es extensible a cualquier organización de dominios en bandas o capas que agrupen neuronas
de la misma funcionalidad.
Una indicación más de que en el proceso de formación del mapa de orientaciones parti-
cípan procesos de difusión lateral de señal y de detección de correlación, es la dependencia
de la regularidad del sistema columnar con el grado de interferencia. con otros sistemas
columnares. Por ejemplo en la tupaya (un pequeño primate). cii la que los dominios ocíí-
lares se colocan en láminas corticales diferentes. el mapa de orientaciones int.eraccío3ía
débilniente con el desarrollo de los dominios oculares y, de acuerdo con lo esperado. el
sistema de columnas de orientación es altamente regular. Sin embargo. en el hombre,
en el cua.l los dominios oculares son perpendiculares a la laminación, las columnas de
orientaciones son muy poco regulares. apareciendo un mapa típicamente parcheado A [a
influencia de la binocularidad hay que afiadií en este caso la del mapa de neuronas selec-
tiva.s al color. El mapeo simultaneo de toda.s esta.s características implica la adopción (le
soluciones de compromiso por cada neurona, que ha de seleccionar entre una gran variedad
de propiedades del estímulo y por ello los resultados son más irregulares.
Por último, de la geometría de los n.íapas se puede deducir el ordemí t emnpora.l de la
aparición de las distintas selectividades corticales. Si se supone que en la morfogenesis
de selectividad a~ distintas cara.c ten stí cas (leí est 1junIo visi]al, pri mero aparecen la ret 11144-
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topía y los dominios oculares, y posteriormente las columnas de orientación, el proceso
de auto-organización de la selectividad a orientación se daría en neurona ya organizadas
en dominios oculares, entre las cuales habría correlación de actividad: neuronas de un
mismo dominio tenderían a responder a la misma orientación y por tanto el patrón de
columnas de selectividad a. orientación debería ser paralelo al de dominios oculares. Sin
embargo esto no se observa. La explicación es que las columnas de sensibilidad a orienta.-
ción se forman antes que los domninios oculares, como se ha comprobado en gatos [1-lubel
y Wiesel. 1963] y monos fStryker el al., 19781. Una vez generado el mapa retinotópico y
el campo de orientaciones aparece una segregación en la capa IV del área 17 en columnas
de doníinancia ocular [Stryker, 1986].
.X la luz de la importancia de la conectividad lateral en la generación de la respuesta
cortical, diferentes autores proponen y analizan un mecanismo basado en estas interaccio-
nes laterales que produce la selectividad a orientaciones. Las pequeñas desviaciones de la
simetría circular de la arborización de las neuronas corticales en los CCLs. las dotan de
una mínima sensibilidad a orientación. La conexión de estas neuronas a un sistema tic
fuertes interacciones laterales inhibidoras y activadoras basta para reforzar esa. selectivi-
dad [Ferster. 1987: Wórgótter el al, 1990]. Las conexiones laterales son activadoras a. largo
alcance. pero excitan neuronas que producen inhibición a corto alcance. De este modo.
cada columna de oríentacion produce la inhibición de aquellas neuronas que detectan
orientaciones parecidas. lo cual produce una detección más precisa, un campo receptivo
más afinado. En este capitulo, se abordará el desarrollo de esta conectividad.
9.3 Modelos de desarrollo de selectividad a orientación
Teniendo en cuenta las propiedades señaladas anteriormente, diversos autores han pro-
puesto modelos que explican la formación de campos receptivos orientados Acontinuaciotí
se presentan brevemente los modelos más destacables.
Modelo de von der Malsburg. Es el modelo pionero de los modelos de auto-
organización de selectividad neuronal dependiente de actividad. Modeliza el desarrollo de
células sensibles a orientación en la corteza [Von der Malsburg. 1973]. Básicamente el nío-
delo consta dc una capa de entrada. de 19 neuronas que interacciona mediante conexiones
distribuidas aleatoriamente con otra capa. de 338 neuronas que representa a la corteza.
En esa capa de salida se (?.Onsideradi dos tipos de neuronas distribuidas uniformnemeine:
células inhibidoras y células activadoras, que ejercen efectos sobre las neuronas vecinas.
El alcance de los efectos de las neuronas inhibidoras es superior al de las activadoras, pero
su fu’rza es nícmíor. de nlodo que la suma de los efectos de ambos tipos neuronales es
si tu ilai al de u ti a fu n ciómí (le difusión de tipo diferencia. dc gaussia.ria.s (representad a e it la
figura. 9.2). Además se considera que cada neurona cortical esta conectada únicamente a
íieuron as de una región (le la retin a por si napsis acti x-adoras y qn e carece de conexí omíes
cciii el resto, lo cual su pon e prefijar en gran medid a la con ecti vidad ent re la.s dos capas.
La lev U ebbia.ií a cm 9lCada en la. evolución de la.s conexiomíes responde a la que se u a
emii pleado ~ti 1 osí ti o (lelos de ca.p it ti los anteriores: si h av coi u ci (len ci a en los yabres (1e
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actividad de una célula de la capa de entrada y la de salida la conexión que las une se
ve reforzada en una cantidad proporcional a la correlación. En cuanto al crecimiento (le
los pesos, se emplea una restricción similar, considerando que la suma. de las conexiones
que convergen en una neurona ha de mantenerse constante. Pero la fuente de activida.d
no es actividad espontánea sino señales organizadas: se usaron nueve ejemplos crí forma
de barras de distintas orientaciones. A medida que se repite el proceso de entrenamiento.
las conexiones que producen la correlación de actividad más fuerte crecen en detrimento
del resto. El resultado es que ciertas neuronas se activan solamente frente a unos pocos de
los nueve patrones orientados, y aparecen agrupadas en dominios de neuronas sensibles a
una orientacion.
Incluso en sistemas relativamente sencillos como este, en el que gran parte de las
conexiones se hallan prefijadas y los estímulos son muy limitados, la resolución matematica
de las ecuaciones del modelo no es posible. No queda más remedio que recurrir a la
integración numérica. La limitación más importante de este modelo es la necesidad de
proporcionar señales de entrada tan organizadas. Aunque de hecho, recientemente lían
sido descubiertas ondas de actividad espontánea en retina similares a las usadas en el
modelo [Meister el aL, 1991], la eliminación de las retinas previa al desarrollo no impide
la formación de las hipercolumnas de la corteza [Kuljis y Rakic. 19903. Conio se ha
comentado, la experimentación demuestra que hay un mecanisnio dependiente de actividad
que da lugar a neuronas sensibles a orientación, pero no necesarianíente lía de consistir crí
señales orientadas.
Modelo de Linsker. En 1986, Linsker presenta en una serie de tres artículos [Lirísker,
1986a, 1986b. 1986c] un modelo de red neuronal multicapa mediante el cual describe la
aparición de campos receptivos de tipo on-off y off-on, campos receptivos orientados y
mapas de neuronas selectivas a orientación. En general, el modelo consta de sucesivas
capas bidirnensionales de ííeuronas con conexiones intra-capa activadoras e inhibidoras
diferenciadas, esto es. una misma. conexion no puede pasar de uní valor positivo a. un valor
negativo. Sc impone en el sistema una cierta tendencia retinotópica. nícdiaííte árboles de
conexiones de densidad decreciente en función (le la distancia retinotópica: la densidad
de conexiones de una neurona es una gaussíana centrada en la correspondiente posición
retinotópica. Se impide que toda neurona tenga la posibilidad de conectarse a cualquier
neurona.
En el primer trabajo [Linsker. 1986a] se estudia el desarrollo dc las conexiones cutre
tres capas (A.13y C). Se considera que las sinapsis entre las capas A y 13 son fijas, cori
lo cual el aprendizaje se reserva a las conexiones entre las capas U ~ C. Se introduceii
valores de actividad aleatorios en la capa A que se propagan por la red y se calciiia la
variación temporal de las conexiones entre 13 ~ U según una ley Hebbiana de ajrciídizaje.
Se propone una restriccion individual para cada una. de las conexiones de modo que su
fuerza esté en el intervalo [O.+ 1] para las conexiones activadoras. y crí cl [0.—1] para
las conexiones inhibidoras. En el estado final ¶ odas la.s comí ex]omies a.dopi -iii los yak res
{— 1.0, + 1}. Dependiendo dc los parámetros (leí modelo se desarrollan cairípos recept i w.s
de tipo <>~¿~ ofí o ti e tipo ofí—on. El ami áli si s niarenrático dc las soluciomí es obí.ernidas crí est e
modelo fue realizado por MacI{av x Miller [1900].
—r
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Figura 9.2: Función de diferencia de gaussianas, llamada también de “sombrero mejicano’. Se
forma por la diferencia entre dos gaussianas de la misma superficie h (por lo cual la integral
de esta funcion emúre —~cc y ~‘ es cero), pero de distinta anchura 5n ~
2• Se represent~a
Sr -~ exp (— x]Q /2) — ¿~- exp (— <52/2). Se usó h = 2.5. S¡ Sr 20 y ~2 = 40.
El siguiente trabajo de Limrsker consiste en el análisis del niodelo con más capas. 1).
E, F y (A. sujetas a la misnna distribución inicial de conexiones, reglas de aprendizaje
‘y restricciones en los valores de las conexiones que las primneras capas [Linsker, 1986b].
En la capa U aparecen células con campos receptivos orientados. Dependiendo de los
parármíetros enípleados. estos campos pueden tener una zonía activadora rodeada de una
zona inhibidora o estructuras más complejas con varias regiones activadoras e inhibidoras.
En el tercer articulo de la serie se añaden conexiones laterales entre las neuronas de
la capa c.; [Linsker. 1986c]. Inicialmente se les dota. de valores activadores o inhibidores
aleatorios. lambiéní sc emplean reglas liebbianías para el desarrollo de esas conexiones
laterales que evolucionaní a valores positivos. Debido a estas interacciones laterales, los
cainnpos receptivos de las células de la capa (A próxinnas tienden a. tener orientaciones
si mil ares. y los lejanos orientaciones diferentes. Se produce un nua4)a de neuronías sensi bIes
a oríentac iones.
Modelo de Miller de columnas de orientación. Emplea una arquitectura de red
de <los .a.pas i mítercomíectada,s.v reglas Hebbianas de evolución sináptica. A diferencia (leí
modelo anterior, en este se presupone la existencia de células coní camupos receptivos on-ojf
y oif— 00 ení la capa <le entrada [Miller. 1992]. Se l)roponi e la apa.ri canii de selectividad a
or]entacioii es a traves <1<’ conupeten cia entre los aferentes de cél nl as í<>ifx aif- un. Se u a
crecnmíent.o Hebbia.íío para los aferentes y una función de diflisión lateral de seña] de tipo
d.i feremici a de ga tnssi amias. Se obtienen ni apa.s <le ríen ron a.s seinsi bIes a oríeritacion
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9.4 Modelos de aprendizaje anti-Hebbiano
El aprendizaje Hebbiano ha sido empleado con éxito en los modelos presentados en los
capítulos anteriores. Ahora bien. en el modelo que se presenta se aplicará este tipo dc
regla de evolución a conexiones inhibidoras, por lo que no se puede hablar estrictamente
de aprendizaje Hebbiano, ya que un refuerzo de la conexión da lugar al silenciamiento
de la neurona postsináptica. En este caso. se habla de aprendizaje anti-Hebbiano. e.i
cual presenta. propiedades diferentes al Hebbiano. A fin de ilustrarías breverríente. se
comentan a continuación algunos de los modelos que emplean este tipo de ley de evolución
de conexiones.
El empleo de evolución de pesos según reglas anti-Hebbianas ha sido usado con éxito
en modelos de redes neuronales de desarrollo de detectores de características. Por ejeiíí-
pío, Rubner y Schulten [1990] emplean a este fin una red de dos capas completamente
interconectadas. Aplican una regla Hebbiana para la modificación de las coníexiones entre
las capas. La actividad es proporcionada mediante la presentación en la capa de entrada —,
de distintos patrones de entrenamiento que se pretende que la red aprenída a. reconocen’.
Además se considera que existen conexiones laterales en la capa de salida, cuyo crecimiento
se produce cuando no existe correlación entre las señales de las neuronas conectadas. (oií 4-
ello se introduce una especie de competición entre las neuronas de la capa de salida por
diferentes patrones del conjunto de entrenamiento. Estas acaban teniendo actividades lo-
talmente descorrelacionadas. de modo que ante cada estímulo responde una umca neurona..
Otro modelo muy similar, en el cual se usan conexiones inhibidoras cii la segunda capa.
es el de Fñldiak [1990]. El autor usa reglas l-lebbianas para el crecimiento de las conexiones
nnter-capa activadoras y anti-Hebbianas para las conexiones iritra-capa inílíibidoras. Lii la
propagación de actividad en la capa de salida no se aplica la aproximación de priníer ordeíí
mencionada en el capítulo 5 ( empleada por ejemplo cii el mitodelo de liii b ner y 5dm 1 teíí y
en los modelos de los capítulos 6 y 7). La señal de la capa de salida en respuesta a. cada
estímulo se calcuta a través de la integración numérica de una ecuación diferencial que
converge basta alcanzar un estado estacioníario en los valores de actividad. Esos valores
de actividad se aplican para el cálculo de la evolución de las conexiones. Es el equivalente
a aplicar al cálculo de las actividades de salida uní unétodo iterativo. Cada neuroíía tiene
un umbral para el disparo que es variado en función de su actividad. de modo que las
neuronas nmnactivas tienden a bajar su uníbral de disparo. ~ las activas a subirlo. LI
resultado es la aparición de neuronas selectivas a grupos de estímulos parecidos entre sí.
Al no ennplear difusión dc actividad no se obtiene simnilaridad entre las selectividades (le
neuronas proxímnas. esto es. no aparece un mapa de selectividad neuronal.
Así pues, la aplicación del aprendizaje anti-ilebbiano a las coníexiojíes laterales iii-
hibidoras se muestra eficaz en la fornna.ción de detectores de características. Por otra
parte. coin o va. se ha comentado, la principal diferencia estructural de la corteza comí las
capas previas del SNY es la conectividad latera]. Esta diferencia será la que perutitira
explicar el desarrollo de camnnpos receptivos orientados.
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9.5 Modelo
Para encontrar la dependencia de la. generación de los campos receptivos corticales coní
las conexiones laterales. se desarrolla un modelo que incluye interacciones laterales iii-
hibidoras. Precisamente, los modelos desarrollados en los capítulos anteriores, en los que
no se observaban estados estacionarios en los cuales aparecieran conexiones masivamente
divergentesyc.oiívergentes. consideraban conexiones entre capas e interacciones laterales
exclusivament..c actívadoras. Sin embargo, un campo receptivo como el de las neuronas
corticales necesita de algún efecto inhibidor. Este efecto inhibidor puede considerarse fijo
a lo largo del tiempo. producido por una red de conexiones inhibidoras y activadoras la-
torales o por una función de difusión con zonas negativas. En ciertos trabajos, como se
lía contentado, se emplean funciones de este tipo corno la de diferencia de gaussianas. Smi
ennbargo, ya que el modelo que se presenta es un modelo de desarrollo, se usaran conexio-
nos inítibidoras variables con el tiempo. Así, la aparición de campos receptivos con efectos
inhibidores se obt.enídrá mediante un equilibrio entre dos fuerzas que actúan dentro de una
capa:
1. Activación debida a una matriz de conexiones activadoras inter-capa (denotadas por
VV) cuyo valor varia con el tiempo de acuerdo a reglas I-lebbianas. Esta actividad
esta modulada por unía difusión lateral de señal que, como en los modelos analizados
previamente, existe en la capa de entrada y en la de salida, y no varía con el tiempo.
2. Inhibicióní debida. a una matriz de conexiones inhibidoras intra-capa (que se denosa
por (3) cuyo valor varía con el tiempo mediante reglas anti-llebbianas
Para resolver el problema de la falta de estabilidad de los árboles de contexiones que se
venía observando en los niodelos anteriores, se considerarán restricciones más débiles que
en el modelo anterior en el crecinniento de los pesos. En lugar de considerar que se tiende a
mantener con s.tamtte el árl)ol de conexiones cmii iti do o recibido por u mía neurona.. se tonniarait
restricciones zndin.’¿daaíes para cada conexiómt . Con este térmi u o se quiere indicar que solo
de pení den (leí valor de la propia. conexión, por oposi cióní a. las restxii cciotíes globales q tic’
depent (Lamí del coríjuníto de los pesos que connl)et.ian con él.
En este niodelo se propone una. arquitectura de red de dos ca:pas interconectadas por
sinapsis activadoras. Se considera que toda.s las neuronas de la capa. de entrada pueden
establecer coitexiomnes con todas las neuronas de la capa. dc salida. En esta segunda capa
existen conexiones laterales inhibidoras que conectamt todas las neurontas entre si. que
representan el efecto inhibidor de las internenironas. Se considera que cada neurona, cortical
u ecie mlii bí r a. la.s cIernas a través de las interneurona.s Y que estas ac.tu aíí como meros
1 ran síu ísoros de est a ini lii bi ción. sin añadir mt ada relevante a. la. ti inámi ca del si steiua.. Por
esto se 1 oní att ti i rectamente conexiones di recta.s entre las nen roíías corti ca.l es. \. tia se iii
esquema de la red en la fleura 9.3.
Estas dos capas de neuronas ( (m. 6) están totalmente comtecta.d a> por uit a íítat ri z de
conexiones act 1 va ¿iras VV e invos eleinemítos son VV Sr y Sr0, donde ji 1
En la capa 6 Itas couiexiones mlii bidora.s intra- capa. que se agrupan en la matriz ¿Y cm vos
ele incnt os s(>ii O~=> <1, ti oit cíe = 1 o y le Sr 1 no . 1. a t’vol u cióní teno p oí’al (1<’
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b
a b
Figura 9.3: Esquema de la red y de sus a
conexiones. Las neuronas de N
la capa de entrada (Nr, i — 1
1 u) están conectadas a to- 1%
das las neuronas de la capa de Sa- Ujk ti..
lida (N~ i — 1 n) a través de
una matriz de pesos activadores. 1
VV. A su vez, las neuronas de la Mt.
capa de salida están conectadas
entre sí por una matriz de pesos Na
laterales inhibidores Q. m
la matriz de conexiones activadoras es dirigida por reglas Hebbianas y la de conexiones
inhibidoras por reglas anti-I-lebbianas, es decir, la evolución de cada conexión depende de
la correlación entre los valores de actividad de las neuronas que conecta
donde A~’(t) para Sr 1 , u representa la actividad de las neuronas N~’ de la capa de
entrada, y ~>~)para ,y Sr 1 u representa la actividad de las neuronas X~ de la capa
de salida. Términos de restricción al crecimiento de los pesos se describiraní mas adelanto.
Como en los niodelos de retinotopía y de dominios oculares. se precisa el cálculo de los
valores de actividad de todas las neuronas, lo cual se hace a partir de la pmopagacióíí de
actividad por la red.
La capa de entrada es la única fuente de actividad del sistema y esta actividad se
supone proveniente de un proceso totalmente aleatorio. Así pues. como fuente de actividad
se toman valores de actividad aleatoria 141) para i u. como actividades de entrada
en cada una de las neuronas de la capa de entrada. Estos valores, conno crí los modelos
anteriores, están descorrelacionados entre sí espacial y temporalmente.
Un proceso dc difusión lateral dc señal tiene lugar en la capa a. La actividad sc difunde
desde cada neurona alas neuronas más cercanas vía actividad de salida desde las neuronas
de la capa a puede calcularse como
~4
A~(t) Sr EDJ$I) (9.3)
donde los térmniníos de difusión D~%, como en íos modelos anteriores, son función decrecientc’
de la distancia entre dos neuronas en la capa o. La actividad de salida desde las neuronas
de la capa a se transínite a las de la capa b níediante la matriz de conexiones sináptica.s
VV. De este nuodo. la actividad que recibe de la capa a cada neurona. de la capa b es
~~1
I~/) Sr E A?(t)Wnk(t) (9.4.1
4=1
w1J
o
b
‘Mt
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En el cálculo de la actividad de salida de la capa b se toman dos factores. Por una parte se
tíenie en cuenta la difusión de señal que actúa de modo activador. Así. de la misma manera
que en la capa dc entrada se da un proceso de difusión lateral de señal, las actividades de
salida de las neuronas de la capa b quedan alteradas por la difusión lateral de señal, que
se calcula según términos de difusión Db decrecie con entre neuronaskI , . utes la distancia las
consideradas:
Ir
= >7Dfl!)í (9.5)
Pero, por otra. parle. también existe la inhibición producida por los pesos intra-capa Q.
Finalníeiíte. la actividad do salida de una neurona de la capa 6 viene dada por
ni
<(1> Sr ,s$t> — >7 S~’(t)Q10(t) (9.6)
/=
Sustituyendo el valor de Sb calculado en la ecuación 9.5
ni ti Ti!
A)) = >7141>1) — >7 >7D~4(t)Q¿0(t) (9.7)
k=] k=i ¿=1
Ordenaníd o
nl
Ak(1> Sr >7 4hí1.yD¿ >7 J4QÁ/>) (9.8)
k=i
Finainneinte. susmitu endo los valores de i». la actividad de las neuronas de la capa de
sa Li da queda coní o:
ir!
A (~i) Sr >7>7>7 f,(l)D¿lIik(D> — >7 D%Q10) (9.9)
í—i i k=i Si
Sustituyendo cii las ecuaciones 9.1 y 9.2 los valores de actividad de salida cii la capa e y
cii la. capa 6. se pueden obtener las siguientes expresiones para las derivadas de los pesos:
r rl
Sr >7Db >7>7>7 D7¡Hj~(t)(D~, — >7 DtnQn4I)) < fft(t),fT(t) >, (9.10)
1k 1 ¡=1
rl!
Sr >7>7 >7 1) VIJ=(t)(D>— >7 DJQ~(1))
.2i A”-’1 1=1
II iii!. 2,
>7>7>7 L<]qltj(i)(D$¡ — >7 DkQ1~(í)) < f1(t).f$1) > (9.11)
/<ri >1 zirí
Siguiendo los no 1 sin os razomí amientos que cmi ini od elos previos. se pu edesu poner q oc p uest o
que la. a.ctivi ti ací dc entrada al sistermía. es totalmente aleatoria. se cumple que
It >t= ¼~;para n.< f;’(t >. . Sr 1 «u. Entonces. las ecuaciones 9.10 y 9.11 pueden
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expresarse en función de los valores de la difusión entre diferentes células y los valores de
los pesos eliminando la dependencia de los valores aleatorios de actividad
7!
W2(t) = >7D%,Ek1(Í) (9.12
7!
= >7EktU)Eki(Í) (9.13)
k=1
‘Mt
donde
7! flt rl
EiI) = >7 D~k>7Wk4t) — (Oil)(D~ >7 IoVOJk>)
k=1 ¡=1 __ 1
Los distintos valores Ein(t). para ‘~ Sr u, ji = 1,... ,m, agrupados en la matriz 1.
representan los efectos que la activación de las distintas neuronas de la capa u producen Mt,
en las neuronas de la capa b. Un valor de ~ positivo indica que la estimulación de la
neurona A? produce la activación de la neurona Por el contrario, un valor negativo
indica inhibición. En definitiva, el conjunto de valores {Em~(t). E2j1) 15j;(t )} deflnc’
el campo receptivo de la neurona 1V? en sus conexiones sobre la capa a.
Como puede verse a partir de la expresión ( 9.13), Qjj Sr Q» para todo ¿,J Sr 1, ni.
Las conexiones auto-inhibidoras (Q~~ para Sr 1 ma) no se desprecian. al contrario que
en otros modelos [Fóldiak, 1990; Rubner y Schulten, 1990].
Algunas características del modelo pueden ya. adelantarse a partir de las expresiones
9.12) y ( 9.13). El crecimiento de una conexión activadora 14< depende del efecto
que produce la estimulación desde la neurona X~ (y de sus vecinas más cercanas) cii la
actividad de la neurona N~. Por otra parte. una conexión inhibidora. Q ~, se desarrolla si
los valores de E desde una neurona de la capa a hasta dos neuronas i y ji de la <apa 1>
tienen el mismno signo.
Tal conno esta planteada la evolución de las conexiones (ecuaciones 9.12 y 9.13) éstas
no están acotadas. Valores positivos de E’0 harían crecer los pesos indefinidaniente. Para
limitar el crecinniento de las conexiones se han de considerar términos de restricción. Ya
que, como se ha visto en modelos anteriores, los términos do limitación global del árbol
sináptico no parecen adecuados para simnular el desarrollo de canípos receptivos. se emplea
un término de decaimiento individual para cada peso, considerando que la liínitaci<$ui cii
el crecimiento de la conexión es un factor local a la propia conexión .Asi. se aliado a
las expresiones de evolución temporal de cada variable un término cúbico etí la propia
variable, aparte de otros parámetros de control del proceso de evolución:
14< Sr ~3I4’jI) D~2Ek ji) — + o (9.15)
Sr JQ1jt ) [1 Ekjt)Ek2(í) — ~‘Q~}t )~ + a (9.16) Mt’
donde, al igual que en los modelos previos, a es unía, constante positiva, que da. cuenta
un crecimiento i nd epemí diente de acti vidad x el parámel.ro ¡3 comít roía. la veloc i da.d coí la
¶*fr
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que cambian las conexiones. Como es fácil ver, los valores de los pesos no pueden cruzar
el cero puesto que sus derivadas en cero valen o > O. Se tomarán valores de o muy
bajos de muodo que su influencia se haga despreciable frente a los valores de las conexiones
seleccionadas en el estado final.
Se emplean capas con condiciones periódicas para evitar los consabidos efectos de borde
que influyen en los mnodelos dependientes de actividad en los que hay una difusión lateral
de actividad. En cualquier caso, se analizará el efecto de tomar o no tomar condiciones
toroidales cii las capas iíeuronales. Precisamente el empleo de capas periódicas proporciona
al sistema una periodicidad que provoca que las soluciones de estado estacionario sean
múltiples aunque de forma similar. Por esto el estado estacionario final depende dc’ las
condiciones iniciales. de modo que en función de éstas el sistema cae en una u otra de
estas múltiples soluciones cualitativamente equivalentes, como sucedía en el modelo de
retinotopia. Para inuponer la solución retinotópica. basta con proporcionar una pequeña
tendencia retinotópica en las condiciones iniciales de la matriz de pesos activadores. Esto
se hace ermipleando una ecuación idéntica a la usada en los modelos anteriores (ver ecuacnon
6.16). es decir, la mniavom o menor tendencia retinotópica de los valores iniciales depende de
un parámetro b que va desde O para pesos totalmente aleatorios, a 1 para pesos totalnmiente
retinot ¿picos. Se ennplea también el parámetro mu que define el rasígo crí el cual se disponen
los valores iniciales de los pesos. Se encontró que la tendencia retinotópica en los pesos
inhibidores ~2no es necesaria para el establecimiento cannpos receptivos, y por no añadir
más innposiciones de las necesarias son dotados de valores nulos a 1 = 0.
Por último, hay que señalar que en este iriodelo se tomaron funcioníes gaussiannas para
los valores de los tértnini 05 dc difusión de act i x’idad en las capas a y
It a
D~. = expH(x/s~)2/2) (%. 17)
(9.18)U = ~. exp(—(x/s
5/2)
donde .s2 y
5b son constantes positivas que describen la anchura de la gaussiana. h
0 y It5
indican la superficie que abarca y x Sr —
9.6 Formación de campos receptivos
Conno en modelos anteriores, las ecuaciones de evolución de los pesos se han integrado
numerícamente para distintos valores de los parámetros x’ para distintas geometrías de Ja
red. encontrando siempre el valor de /3 adecuado para uní proceso correcto de evolución (le
las variables.
9.6.1 Conexiones entre capas unidirnensionales
Se presentan los resultados del desarrollo de conexiones cuando las capas a y b tienen umia
sola dinuensión. En la figura 9.4 se muestra la evolución temuporal de una simulación para
dos capas de diez nícmnronas. Ení este ejemplo se usa una elevada tendencia retimiotópica cii
los val ores i ni ci ales de las. conexiones miter-capa (.figtira 9 .
4a.). 5 ini ení l>a.rgo. cmi los primeros
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pasos de integración las diferencias relativas entre los pesos se amortiguan y el sistema se
aproxima a una situación en la cual tanto los pesos IV’ como los Q alcanzan valores níiív
similares entre sí y por lo tanto los valores de E también tomnan valores casi idénticos (ver
figura 9.4b).
A medida que la simulación progresa (figura U.4c). la correlación entre neuronas próxi-
mas de la capa de salida debida a la difusión latera] de señal favorece el crecimiento de cier-
tos pesos inhibidores, aquellos que conectan neuronas próximas. Estos pesos inhibidores
de corto alcance corresponden a una diagonal retinotópica (de izquierda a derecha. ‘y de
arriba a abajo en la representación de la figura 9.4). Los pesos activadores se disponeií
también de manera retinotópica, pero en una diagonal que presenta zonas de grosor vari-
able: la arborización de las neuronas de la capa de salida en la capa de entrada es de
extensión variable según la neurona que se considere. Los campos receptivos resultaíít.es
(las filas en la representación de los valores de E. parte derecha de la figura) muestran
zonas de activación y zonas de inhibición que reflejan las inhomogeneidades de la diago-
nal. Finalmnemite, para 1 = 1000, el sistema ha alcanzado un estado estacionario en el cual
las inhomogeneidades en los pesos activadores se han ampliado, lo cual no sucede en los
inhibidores. Aparecen campos receptivos de formas variadas dispuestos eíí íiuía ordemíacioíí
retinotópica.
En la figura 9.5 se muestra la evolución temporal de algunos valores de la matriz 8.
Nótese corno inicialmente todos los valores crecen exponencialmente muanteniendo valores
casi similares. Antes de 1 = 100 los valores de Q entre neuronas próximas empiezan a
crecer debido a la correlación de corto alcance que impone la difíísiómí de actividad de la
capa de salida, haciendo diferenciarse los valores ])róxin)os a. la. di agonía] retinotópica <le
aquellos alejados de ésta. Los altos valores de los pesos inhibidores hacen que los pesos
activadores desciemndan y por ende los valores do la. matriz ¿ también lo hacen. El descenso
se detiene cuando la bajada de los pesos VV se traduce ení un descenso en la correlación
entre las neurona.s de la. capa. desali da. Finainnonte se alcanza. un. equilibrio en el que los
valores de E lejanos de la diagonal caemí a valores negativos. En el ejenrnplo, se muestra
la evolución de dos pesos igualmente próximos a la diagonal. Si en el estado estacionario Mt
todos los campos receptivos fueran iguales, estos dos pesos deberían ser iguales. Pero la
mnhomogeneidad en las formas de los campos receptivos se manifiesta ení la separación (le
la evolución teníporal de estos valores, que sucede a partir de f Sr 100 (ver ligura 9.5).
La solución de estado estacionario que corresponde a una diagonal homogénea (caro-
pos receptivos idénticos para todas las neuronas de la capa de salida. vero ordenados
retinotópicamnente) también existe y se puede obtener en el (laso anterior si se enuplea. ulía
restricción en el creci nuiento de los pcs~~ nímás elevada. En la figura. 9.6 se nítuestra est e
estado estacionario. Existe otro estado estacionario más: un estado totalmente Inomogéumeo
en el que cada grupo de con exioní es ( a,ctiva dor c. u lii bidor ) alcanza valores lioiiíogéne ,s.
Resunuiemído. se observa la. aparición de tres tipos de estados estacionarios: el estado
homogéneo. el estado de diagonal hoinogóníca y el estado de diagoníal inhoniogéntea. La
aparición de uno u otro estado e incluso la. convergencia o íío del sistema hacia algnii{> de
estos tres estados depende del sesgo retinotópico en los valores iniciales de los pesos II.
y de los valores de los paránnetros del sistenía. tales como las coiistaiít.es que describen
la función ga.ussi ana. de <1 ifusión (/¿~. Ii ,. s~. .‘~ ) ~vel paránnet ro que pa.rti ci pa. en el terníí líO
lBS
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Figura 9.4: Evolución de las conexiones y de los campos receptivos entre dos capas iiríidi iríensionales
de diez ííe nroiías. En la. col umnina izquierda se representa la ri’iatriz de conexiones Uit em-capa. VV. en
la col unín a ceniral kv mai~ u iz (le cotieXiolIes intra—capa Q y en la col u ííííí a cíe la clemec la la mal riz
Las columnas dan cuemit. a (le la. posición crí la capa de e u t unid a y las filas de la posición el’ la
capa de salida. lEí tamaño del cuadrado indica el valor de la enítrada de la nuatríz correspondienjí e.
Para los pesos sinaplicos el iamaño máximo del cuadrado irí tuca un valor absoluto (le (1.3. Para
los “alomes de 1] el valor níáximiio es 4. Los cuadrados rellenos ini dicarí valores positivos y los
huecos negativos. Las coinexiones iníluibidoras (Q> se represemítatí coní valores positivos pese a que
síu efecto es inhibidor. Los valores de los parámníetros emnípleados son 3= 0.002.o Sr ((.0001. ~‘ = .500.
fi2 Sr fi¿ Sr 4 s _ —- ..> Sr j ~ para las condiciones iniciales mí Sr (1001, b Sr 0.~. (a.> / Sr 100
Sr 30<3. (c) / Sr 1000. Estado estacionario.
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Figura 9.5: Evolución temporal de tres valores de campo receptivo. Se representa la evolución:
temporal de tres valores de E a lo largo de la simulación presentada en la figura 9,4: uno alejado
de la diagonal y dos a una misma distancia de la diagonal y cercanos a ella.
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Figura 9.6: Estado final de las conexiones cii una red de dos capas unidimnensionales de diez
neuronas. Se usaron los mismos parámetros que cii la figura 9.4, a excepción de ‘y = 1000. (a)
Pesos activadores. (b) Pesos inhibidores. (c) Campos receptivos. El maniato nuáxinio de los
cuadrados indica valores de 0.3 en (a) y (b), y de 4 en (e).
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Figura 97: Se describe con cada símbolo el estado final de los campos receptivos que se desarrollan
en una red con capas de entrada y de salida dc veinte neuronas (situación en / = 1000). Los
parámetros empleados son: ha = h~ = 4, 0 = 0.002, a = 0.0001, b = O, rn Sr 0001 Se variaron ~ y
Sr 5¿- El aspa indica que eí sistema no convergió, la estrella hueca el desarrollo de conexnones
totalmente homogéneas. y la estrella rellena el desarrollo de un estado organizado.
cmibico de restricción individual (~). En la figura 9.7 se representa esta fenomenología
para una red de capas unidimensionales, pero de un mayor número de neuronas que cmi el
ejemplo anterior. (‘omo puede apreciarse. el valor óptimo dc ~ es mucho más alto que el
empleado en la red anterior. Comno es lógico, el tamaño de la red influye tannbiémí en: el
tipo de estado obtenido.
Influencia de las condiciones iniciales. La tendencia retinotópica inicial dada a los
pesos activadores tiene gran importancia en la disposición final de los campos receptivos.
pero afecta a los pesos activadores y no a los inhibidores. En este tipo de red, los pesos
inhibidores aparecemí en una disposición retinotópica. que en su caso indica conexiones
inhibidoras de corto alcance. Esto se debe a que en su evolucion se ven favorecidos por
las correlaciomíes entre neuronas pertenecientes a una misma capa y éstas deíenden nuíiy
fuertemente de la difusión de señal dentro de esa capa. que es alta para neuronas cercanas
y baja. para neuronias lejanas. La. función de difusión local impone c’orrelaci¿ní loca] y la
matriz de conexiones inhibidoras refleja esa. coherencia.
El caso cíe los pesos acti x’adores es diferemíte al (le los inínibidores han ai: le parecí do
al de los pesos activadores de los modelos I)resentados en los capítulos. anteriores: sni
evolución depende de las correlaciones entre las mícuronas de dos capas diferentes. Las
solucioníes que níaxinúzauí la. correlación enítre las neuromias conectadas por cada uno (le
132 9. Modelo del desarrollo de campos rectpini’os
• MMM ___ 3
MMM
u fl•M•1
UwluIk,p• ‘~~_
mLMU “--4----’,
—
u., . MM.
tu. MM
•MMfl
~ Ufl•MU
rn
ffL. -~
• MMM u
MMM
1-111 -t di.
(b)
conexiones y de los campos receptivos empleando los niísmnos
la figura 9.4. a excepción de las condiciones iniciales de los pesos
totaiment,v aleatorios (6 = O). (a) Pesos activadores. (1>) Pesos
E — LIII
T. MMM
LE .mMm
U ••
U •~ rL
MMM I4I~ Mt
MM
.~‘~— -~
u.
-E---— .,—---‘ $4’
U
E E ii2!iU.MM
(c) lB
‘$4
r
(a)
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los pesos activadores son múltiples debido a las condiciones toroidales. En el ejeníplo
mostrado en la figura 9.8 se muestra cónno con valores iniciales de los pesos totainíente
aleatorios, aunque manteniendo los misnios parámetros para la evolucióní de las conex]oues
y para la difusión que en el ejennplo de la figura 9.4. se obtiene igualmente el estado de
diagonal inhomnogénea. Pero en este caso, los pesos activadores han aparecido coní lina
ordenación anti-retinotópica (diagonal de izquierda a derecha y de abajo a arriba) y además
desplazada. Por el contrario, los pesos inhibidores aparecen en la diagonal relinotópica
una ligera níodulación de los valores. Los campos receptivos reflejan la disposición de los
activadores. Los pesos inhibidores hacen sino dotar de parte negativa alpesos no ‘ campo
receptivo resultante y afinar la zona positiva. dada en principio por los pesos activadores.
Es destacable que, a diferencia de lo que sucedía en los modelos anteriores, las coiidi-
ciones iniciales totalmente aleatorias no producen estados de conexiones desorganizadas’:
se produce la reorganización de las conexiones que da Jugar a una solución en la cual dos
neuronas vecinas cualesquiera tienen canípos receptivos centrados en posicioiies cercanas.
Influencia de las condiciones toroidales. Con el fin de analizar ei efecto de la
imposición de condiciones toroidales en el sistema, se integró éste con contdicioííes no pci’-
íodicas. Ení la figura 9.9 se muestra el estado final del mismo sistenna de dos capas de die!
neuronas. cuaíído se integra cnt las mismas comidiciones que en la. figura 9.S (es decir. t’oui
pesos iniciales aleatorios) a. excepción de que no se consideraron condiciontes cíe coíttoruítí
toroidales. Las neuronas de los extrenios de la. red dejan de estar correlacioiíaclas eint re sí.
De heclio. reciben menor diimnsidí de señal que las centrales, lo q ni e se trad u ce eíí tina mííavor
dificultad a la hora. de establecer conexiones. sean estas activadoras o inhibidoras (eíí el
caso (le las neu cortas de la. capa de sal i cía.). Ení la figínra. puede verse corito las lilas pri litera
y últina. de la rn atriz de pesos activadores tienen valores niuv Bajos. Con sectíen t terne it le.
las neuronas de los extremos de la. capa. de salida ito establecen coitexiones t.aní fácilnneíite
comno las centrales.
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Figura 9.9: Estado liíual de las conexiones y de los campos receptivos empleandolos mismos valores
de los parámetros que en la figura 9.8. Para el cálculo de los valores dc difusión se emplearon
condiciones no toroidales. (a> Pesos activadores. (b) Pesos inhibidores, (e) Campos receptivos. El
tamano nn&xirno de los cuadrados indica valores dc 0.8, 0.3 y 4, respectivamente.
Por otra parte. el hecho nmás destacable es que, conno se puede apreciar en la figura 9.9.
nio se obtiene unt estado dc diagomíal inhomogénca. corno sucedía para capas toroidales. sino
que se ha obtenido una diagonal anti-retinotópica centrada. La diagonal no puede aparecer
desplazada de la posición perfecta.mníente retinotópica o anti-retinotópica: ahora los campos
receptivos no puedemí cruzar de un lado a otro de la capa al no existir condiciones periódicas
para la difusión. Entonces, ya. no son posibles más que dos soluciones emí la disposicíoíu
óptimna de pesos entre capas. la retinotópica y la anti-retinotópica. Emí el ejemplo, los
valores alealorios de los pesos han favorecido la solución anti-retinotópica pero ambas
son equiprobables. La toroidalidad en las condiciones de borde de las capas genera una
nnultiplicidad de soluciones que no existiría de no usarse ese tipo de condiciones. Pero la
desventaja de mio ennplea.r condiciones periódicas es que las neuronas de los bordes efectúan
conexiones de valoí’es bajos. pudiendo llegar a no emitir o recibir conexiones en absoluto.
Ya que no se pueden usar capas más grandes debido a las linnitaciones de computación, la
aparición de soluciones múltiples es un nial menor.
Importancia de las conexiones inhibidoras. La importancia de la existencia de
conexiones inhibidoras en la segunda capa se hace evidente por el hecho deque su exisicuicia
es necesaria, junto con la de los términos de restricción imndividniales, para. la. convergencia
de los pesos activadores. Podría argiiirse que entonces basta comí emplear uita nnamriz de
pesos inhibidores fija. conno en: otros trabajos que hemos comentado al principio de est.e
capítulo. Sin embargo, la. evolución temporal de estas conexiones también es necesaria para
la. oblejí ciómí del estado de con exiortes retinotópico. Conto ejemniplo. se imítegró el sistemna
dc’ dos capas dc’ diez inc unonías empicando la matriz cíe [1C505 ínilni bidores obserud a. en: el
estado estacionario de la figura 9.6. con los mismos valores de los parámetros que allí. El
estado final (mostrado en la figínra 9.10) responde de una disposición de conexiones en la
cual todas las níenronas de la capa de entrada se conectaíí con un mismo valor a cada una
de las neuronas de la capa de salida. Se tral.a de un estado internuedio entre el totalníei]te
liormiogémuco (en: el q nie mío se organiza ningunia de las dos d imensiomíes cíe la mu al riz de pesos
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Figura 9.10: Resultado final (1 rs 1000) dc la evolución de las conexiones en el ejemplo de la
figura 9.6. Los parámetros empleados son los misnios que allí, pero se han usado los valores’ de
los pesos inhibidores que se obtuvieron en esa simulación sin permitir cambios en éstos. (a) Pesos
activadores. (h) Pesos inhibidores. (c) Valores de campo receptivo. El tanmiaño máximo de los
recuadros indica valores de 0.6, 0.3. y dc 16. respectivamente.
activadores) y cl organizado (en el cual aparecen varnaciones en las dos dimensiones de la
matriz). En éste. se ha desarrollado una sola de las dimensiones de la matriz de pesos
activadores.
9.6.2 Conexiones entre capas bidimensionales
Por razones evidentes, el sistema con capas bidimensionales es más connplicado de analizar
que el de capas unidimensionales. Primero, por el más prolongado tiempo que precisa. la
integración numeríca de las ecuaciones. El número de variables es de 2 x n4 si se consideran
las conexiones entre dos capas de u x u neuronas. Segundo, por que la femioníenología que
resulta es más variada. Antes se podían observar campos receptivos cii uíía dimension.
que pueden describirse con un par de variables: su anchura, y la posiciómí de su cenitro
en el canupo visual. Ahora se pueden obtener campos receptivos de dos dinneíísiones. que
precisan de más datos para ser definidos, tales como anchura y fornía.
Algunas características básicas que han sido descritas para el desarrollo de conexiones
entre capas unidimensionales se mantieneíí y han permitido comprender mejor los modelos
de capas bidimenusionales. Este es el caso de los tipos de estados estacionarios y de la
dependencia de la aparición de uno u otro con el valor del parámnetro y coíí la loimuja
de las funciones de difusión. Así, entre los estados de convergencia se encuentra el estado
homogénteo. en el cual pesos activadores y pesos imihibidores tonnan valores idénticos cmii re
5:. Sin enobargo. los estados heterogéneos cobran una gran varieda.d de fornías debido a la
tetradiníensionalidad de la. matriz de conexiones.
A fin de ilustrar esta complejidad se muestra a continuacióní el resunítado de integrar
una. red de capas bidimensionales (ver figura 9.11). Los cannipos receptivos que sc’ olit.iciic’nt
si sc emj)leai 1 condiciones retirí otópicas cnt los pesos dotadas cíe u ni pequefio valor aiea ion
son campos receptivos de simetría más o mítenos circular. La. disposición de e.stcs caiuipos
es perfee tautí ente retiní ot.ópi ca..
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Figura 9,11: Estado final (t = 1000) dc
los campos receptivos de las
neuronas de una capa de sa-
lida de 5 x 5 neuronas conec-
rada a una capa de entrada
dc 5 x 5 neuronas. Valo-
res de los parámetros: h, =
/u~ = 4. 5a = = 1, 0 rs0.002. El tamaño máximo de
los cuadrados indica un valor
<le 4.5.
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Sin embargo, si se parte de valores de pesos completamente aleatorios, aparecen campos
receptivos orientados vertical y horizontalmente (ver figura 9.12). Obsérvese como además
el campo receptivo de una neumrona presenta una posición próxima a los de sus neuronas
vecnmía.s. es decir. se mantienen las relaciones locales entre campos receptivos próxinnos
pese a la aleatoriedad en las condiciones iniciales.
Este resultado indica que para los mismos valores de los parámetros aparece la co-
cxmtencua de dos tipos do soluciones cualitativamente distintas: campos receptivos no
orientados (similares a los que aparecen en las neuronas ganglionares dc la retina) y can-
pos receptivos orienítados (propios de las áreas corticales). El alcanzar una u otra solución
depende de las condiciones iniciales. Es razonable que los pesos más retinotópicos diri-
jan el sistenía al estado de campos receptivos dc simetría circular ya que la tendencia
retinotópica inípone una simetría en las conexiones. Sin embargo. la aleatoriedad de las
condiciones iniciales permite que se favorezcan inicialmente algunos pesos alejados de la
diagonal retiniotópica. Estos pesos constituyen un “armazón” en torno al cual se construye
uní mapa. de níeu ron as sensibles a orientaciones.
Figura 9.12: Estado estaciouanio final (t =
1000) para la nuisma red y los
inisnuos valores de parámuietros
que en ta figura .11 a excep—
cióii de b rs O para las con di—
clones iniciales. El tamaño
maxinjo de los cuadrados in-
ciica u u valor (le 45.
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Figura 9.18: Estado final (1 = 400) para
la misma red y los mismos
parámetros que en la figura
9.12. Se emplearon condi-
cuones no periódicas para la
difusión. El tamaño maxmnio
de los cuadrados indica un
valor de 4.5.
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La aparición de campos alargados está favorecida, para esta red de tamaño tan Pe-
queño, por el hecho de considerar condiciones toroidales, ya que los cannpos receptivos
pueden “atravesar” los bordes y hacerse continuos gracias a la correlación eráre las neu-
ronas de los extremos de la red, Esto a la vez constituye una limitación a la. variedad de
selectividades a orientación que se desarrolla, ya que los campos que no tengan orienta.-
cion vertical u horizontal son difíciles de construir debido a que los eytreníos del campo
no pueden: casar a través de la capa.
En cl ejennplo de la figura 9.13 se muestra el efecto de usar condiciones no periódicas.
Pese a que las condiciones iniciales en los valores de los pesos activadores son aleatorias.
los bordes absorbentes emnpleados imponen que las neuronas de las esquinas’ de la capa
cortical se repartan las neuronas de las esquinas de la capa de entrada. De este modo.
cuatro soluciones son posibles, una dc ellas retinotópica.
927 Análisis de mapas de campos receptivos orientados
Con el fin de caracterizar las diferentes disposiciones de campos receptivos orientados
obtenidas, se analizó el estado estacionario obtenido de la siniulación del desarrollo de
conex)ones entre dos capas bidimensionales de 10 x 10 neuronas cada una. En las figuras
9.14a, 9.lAb y 9.14c se presentan los valores de las conexiones activadoras, iiihibidoras y
campos receptivos, respectivamente, en el estado final.
En el ejemplo mostrado, se observa, que la. forma de los campos receptivos vienie uit
puesta por la formna de las conexiones activadoras. como va se observó cii los ejemplos
unidinmensionales. Las conexiones inlmibidora.s cumplen su papel en la auto-organuizacnomi
del sistenía y en la aparición de zomías inhibidoras en el canípo receptivo. La disposi
ción de la.s conexiones inhibidoras no presenta. asinnetrías y se da. de mnaí:era ret inotópica
independientememíte de las condiciones iniciales en los valores de los pesos.
Para describir un mapa de campos receptivos es necesario asignar a cada uíeuíroíía cíe
la capa. cortical valores que cuantifiquen la. fornía y posición de su campo receptivo, los
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Figura 914: Estado final (/ rs 400> de las conexiomíes y valores de c ampo receptivo de una red de
dos capas: de 10 x 10 neuronas. Valores de los parámetros: a rs
1OE’ . t/ rs 0.002. ‘y rs 2 ‘ lOE->,
¡<0 rs fi5 rs 4 .s’~> rs rs 1. (a> Pesos activadores. (b) Pesos inhibidores. (c) Valores de canípo
receptivo. Fil tamaño n]axiimio de los cuadrados indica un valor de 0.02. 004 y 4, respectivaniíeuíie.
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parámetros que se han escogido son: posición del centro del campo, orientación y anchura.
Con el fin de buscar el estímulo óptimo para cada uno de los campos receptivos que
aparecen en el estado final del sistenna bidimensional. se siguió el siguiente procedmnniento.
Se busca el centro del campo receptivo: unia pequeña zona de la capa de entrada cuya
estimulación produce la máxima activación de Ja neurona correspondiente. Para esi.o se w.
usa un estimulo no orientado (ver figura 9.15a) que es centrado en distintos puntos del
campo visual comprobando el valor de actividad de entrada que provoca en la neurona de
Ja cual se quiere analizar su campo receptivo. El patrón de actividad se calcula para cada e’
posición (i,j) de la capa de entrada como producto de dos funciones, i1(i> y ~225>. que
se corresponden con dos funciones sinusoidales ,fí(i> y f2(j), respectivamente, cuya part.e
negativa se truinca:
tm(i) O 5~ fm(i> =Ofj(i.) si fd~j > O
t2(j) Sr { ~~~~ 12(1) =0
> o
siendo
fm(í) rs cos (2ir(
½) = cos (11(1~
donde n es el numero de neuronas del lado de la red. ~jy ~ indican la fase de las funciones
trigonométricas. De este modo, los valores de actividad que se obtienen para las neuroíías
de entrada se calculan comno
0{o ,&n) rs tí(i>tn(j> (9.19>
LÁ(q~~, ~) sólo toma valores positivos y alcanza su valor máximo en la posición {&. o~
de la capa de entrada. Estos valores de actividad de entrada se pueden propagar por la
red para obtener el valor de actividad de salida resultante en la neurona de la que se esta
analizando el campo receptivo. Pero en los valores de £ ya está analizado eí efecto que la
estimulación de cada una de las neuronas de cidrada produce en cada neurona de la capa
de salida. A sí. la actividad resultante en u ni a nien rona A’kn < jA >, debid a al est luí ile
LA (0 . ¾> se puede calcular directamente íísa.nudo sus valores de campo receptivo que son
E~3,u para. i.j — 1
J ½ <9.20>‘t/
~=1J=]
Se comprueba la activación que proporcionan los distintos LA variando O; y o El ceuitro
del campo receptivo de la neurona se toma, corno los valores de o; r 0; que producei: la
máxima activación.
El sigo en t.e paso comísiste en asignar al cann JiO receptivo un valor de orieíut ac ¿o y (le
anchura. Para ello se utiliza, un estímulo genérico orientado, L~, que consiste el: una rejilla
*
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Figura 9.15: Estímulos empleados para comprobar la sensibilidad de los campos receptivos.. (a> Es-
tímulo de snmetría circular empleado para buscare1 centro del campo receptivo (LA). & = rs5.
(b) Estimulo consistente en una rejilla (La>, que se emplea para comprobar la orientación y la
frecuencia de unu campo receptivo (La). & rs rs 5, 9 = 510, §1’ rs 4. (c) El anterior para 7= 8’
de periodo espacial (T> y de orientación (O) variables (ver figuras 9.15b y c>. Este estímulo
se proporciona a la capa de entrada colocado de modo que un máximo de la rejilla coincida
con el centro del campo receptivo calculado en el paso anterior (posiciones Ó;.~,). Para
un estímulo L~ de orientación O y periodo espacial T los valores de actividad para las
neuronas de la capa de entrada, L~, responden a la siguiente ecuacioní
= ‘cos [47- (sen6(i — ~;) + cos9(j — &)>] (9.21)
Posteriormuente los valores del estímulo se normalizan de modo que
ZEIAI
i=i ti
Nuevamente se calcínla la activación que produce el estímulo en la neurona Np¿, I?kl( L8)
co ino
7’ 0
= ZZL~EíJ.k¡ (9.22)
Los valores de O y de 1’ que producen la máxima activación son los que se asigmían al
campo receptivo de la uueurona N
1. De este nnodo. para cada campo receptivo se pueden
definir las dos coordenadas de su centro. un periodo espacial y una oruentacuon.
Como ejemplo del tipo de selectividad que han desarrollado las neuronas del ejemplo de
la figuira 9.14. se muestran en la figura 9.16 las superficies de respuesta, para dos neuronas
en funciómí dc la orientación y del periodo de un estímulo cnt forma de rejilla coní un níaxinio
de actividad situado emí el centro de sus respectivos canrupos receptivos. En la parte (a)
de la figura. se nuiestra la superficie que da un campo receptivo de alta selectivi(lad a
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Figura 9.16: Superficies de respuesta de dos neuronas correspondienites al mapa mostrado en la
figura 9.14. (a) Para la neurona At. El centro del campo receptivo que se usó para la figura se
encontró en 4~ rs 5, ~ rs 7. En el eje Z se representa la activación y en los ejes X e X el periodo
(T> y la orientación (0, en grados) del estinnulo Lh. El máximo de activación se encontró para
7’ = 8.0 rs 100~. (b) Para la neurona N4~. Se empleó un estímulo con ~ = 6. ~ rs 8. El moaxinno
de activación se encontró para 7’ rs 7,0 rs 95<’.
orientación. En la parte (b) se representa la superficie de un campo que sin dejar de
mostrar una cierta especificidad a orientación, presenta menos selectividad.
Obsérvese que en ambos casos, para estímulos de periodo bajo no se observa, sensibili-
dad a orientación (la neurona da la misma respuesta independientemente de la oriemítacióni
de la rejilla.>. La explicación es que a medida, que disminuye el periodo de la rejilla. el
estímulo se aproxima al que proporcionaría un campo de iluminacion unifornne, que iuo
activa a las neuronas con campos receptivos de tipo on-off.
La fornia de las superficies de respuesta se aproxinmna a la observada para ciertos tipos
de neuronas corticales sinnples. Para mostrar mejor esta similitud y comparar mejor los
diferentes grados de selectividad de estas dos neuronas se muestran secciones de las supen’-
e’
ficies de respuesta en la figura 9.17. correspondientes a la selectividad a frecuencia espacial
o a selectividad a orientación de las neuronas cuyas superficies de respuesta se muostraron
en la figura 9.16. En la figura 9.18 se muestran ejemplos reales. Mientras que las cii rvas
experimentales de selectividad a orientacioní son cualitativamente similares para céluílas
simples. complejas o hipercomplejas, las de selectividad a lomígitud del estínnulo reflejan
claramente una diferencia entre las simples y las dermis: las simples presentan uní ascenso
de selectividad con la longitud del estímulo mientras que las demás no A este respecto.
el tipo de campo receptivo obtemíido se aseuneja al mostrado por las células complejas o
hipeicomplejas.
En la figura. 9.19 se mnuestra. un esqinema de los resultados del análisis completo de la
e”.
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Figura 9.17: Curvas de respuesta de las neuronas del ejemplo mostrado en la figura 9.16 en un
función de un estímulo L~ colocado en el centro del campo receptivo. En línea continua se re-
presenta la respuesta de la neurona 7 y en linea discontinna la de la Nt (a) Respuesta en
función de la orientación del estímulo con el periodo óptimo del campo receptivo correspondiente.
(b> Respuesta en función del periodo del estímulo con la orientación óptima del campo receptixo
correspondieiit.e
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cuatro líuperoounplejas. Figura adaptada (le [Orban, 1984].
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interpretación de la disposi-
ción de campos receptivos de
la figura 9.14 en términos
de mapas de características.
Cada barra responde de las
propiedades de un campo re-
ceptivo. La orientación de la
barra responde de la orien-
tación óptinía. A fin de in-
dicar el periodo óptinno. se
han empleado cuatro tipos de
grosor. De menor a mayor in-
dican, periodo óptimo inferior
o igual a 7.5. de 8 a 9. de 9.5
a 12.5 y superior o igual a 13.
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distribución de campos receptivos mostrada en la figura 9.14. Aparece una continuidad es-
pacial en la orientación y en el periodo óptinuo de los campos receptivos del mapa obteíuudo
(compárese con el mapa mostrado en la figura 2.7> impuesta por la difusión lateral de señal.
que provoca que neuronas tiendan a tener árboles de conexiones parecidos. El mapa resul-
tante muestra que las neuronas de la capa de salida se han especializado en muy diversas
combinaciones de orientación y frecuencia espacial del estímulo: dada una orientacuon op-
tirna. se pueden encontrar varios campos receptivos de periodo óptimo dist.int.o para esa
mismna orientación y viceversa. En la figura 9.21 se representa la distribucióiu de los cain-
pos receptivos en función de su orientación y campo receptivo óptimos. Para una mnmsiiua
orientación se encuentran campos receptivos con períodos óptimos variados.v para un pe-
nodo se encuentran cannpos receptivos con diferentes orientaciones óptimas. Fimialmejute.
en la figura 9.20 se colocan los distintos campos receptivos en su posición correspondiente
en el campo visual. Obsérvese que practicamnente todo el espacio visual queda cubierto y
que para posiciones próximas e incluso idénticas se pueden encontrar campos receptivos
solapantes de orientaciones muy distintas.
Efecto de las condiciones toroidales en capas bidimensionales grandes. A
medida que se consideran capas más grandes. los efectos de borde producidos por con-
siderar condiciones no periódicas se amortiguan considerableiruente. Enu la figura 9.22 se
muestra el estado obtenido en el desarrollo de una red de dos capas bidimensioíuales (íÚ>
10 x 10 neuronas. Las neuronas de los lados de la red de entrada participan con valores
bajos en los diferentes camupos receptivos y las neuronas de los bordes de la capa de sa~
lida tienen campos receptivos de bajos valores, casi inexistentes para las lueníronas de las
esqininas. Por otra parte, las orientaciones vertical y horizontal no están especialnuente
favorecidas frente al resto, va qn e ahora los campos receptivos no pueden atravesar los
bordes de la capa. La distribuciónu de orientaciones es más luoinogénea en est.a sttuacuoni.
Figura 9.19:
5>
6”
4$
9.7. Análisis de mapas de campos receptivos orientados 143
¡y x»
¿2
la>
Oc~ o
CC
oc;
2 o o
cQo
) o~QQ
o
o
000
oocO~
rl
y
o
00
o
c
Figura 9.20: Disposición de los
elipse representa la ornentacion
proporcional al periodo ópu.iirío.
canupos receptivos de la figura 9.14
y la posición de un campo receptivo.
en el campo visual. Cada
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Figura 9.22: Resultado de la siniulación del desarrollo de conexiones para una red de la misma
geometría y los mismos valores dc parámetros que los de la figura 9.14. pero con condiciones no
periódicas. Se representan los valores de 8. El tamaño máximo de los recuadros equivale a uum
valor dc 0 4
9.8 Simulación del efecto en los campos receptivos de una
lesión retinal
El modelo presentado no sólo permite simular el desarrollo prenatal de campos receptivos.
smno que también da cuenta de otros efectos de plasticidad neuronal. A comutinuacouu se
propone la simulación del efecto que produce una lesión retinal local (escotomna) sobre la
distribución de campos receptivos una vez forníados éstos. Esta simulación se basa en los
trabajos recientes de Cilbert [&lbert y Wiesel, 1992; Pettet y Cilbert, 19921 acerca de los
cambios que un escotoma produce en las células cuyos campos receptivos coinciden con la
zona lesionada. Sus campos receptivos increment.asi ligeramente su tamaño al tiempo que
se desplazan fuera de la zona lesionada (ver figura 9.23>.
En el trabajo de Cilbert y Wiesel se señala que el tipo de lesión producida deja intacta
la capa de células ganglionares. Afecta principalmente a la capa de fotorreceptores. ya que
se emplea un láser al cual son transparentes el resto de las capas neuronales de la retina
(recuérdese que la luz las atraviesa nuormalmricnte emi su camino hasta los receptores). La
interpretación correspondiente segñn los autores, y que se emplea. tamnbién cii el modelo
que se presenta en este capítulo, es la de la existencia de una cierta plasticidad ení el estado
adulto que pernnite la evolución de la conectividad. De hecho, esta plasticidad aparece en
la propia observación de los campos receptivos [Pettet y Cilbert. .i992]. descniia p}~ les
autores como productora de una especie de “principio de incei-tidumnbre de 1-leisenberg
4$’
4$’
4$
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Fugura 9.23: Campos receptivos en la región cortical de un mono adulto que recibe los aferentes de la
zona retinal en la que se produjo la lesión. A la izquierda se representan los campos receptivos antes
de la lesión y ala derecha los campos receptivos dos meses después. indicando los desplazamuentos
producidos. La circunferencia indica la zona lesionada. La presencia dc campos receptivos dentro
de la zona del escotoma se achaca a destrucción incormipleta de receptores en los bordes de la lesión.
Nótese también como un campo receptivo exterior a la zona de la lesión se desplaza horizontalmente.
Figura tomada de [Cilbert y Wiesel, 19921.
en la medición de las propiedades de los campos receptivos corticales, ya que la propia.
observación de un campo receptivo parece alterar las características de éste.
El modelo de desarrollo de campos receptivos que se ha propuesto, puede dar cuenta
de estos experimentos. Ya que se trata de un resultado que se obtiene en el estado adulto.
los valores iniciales de los pesos han de ser los alcanzados tras la evolución normal de las
conexuones. como los mostrados en las figuras 9.14a y 9.14b. La existencia de un escotonia
se siniula anulando la actividad de entrada en las neuronas dc unoa zona de la capa de (X4L
(ver figura 9.24>. Supongamos que las neuronas de la lámina de CCi. correspondientes a
la posición del escotomna en retina son:
Nj para i e [¡~.i
2]
La ausencia de actividad de entrada en esa región se traduce en unos nuevos valores de
difusión en la capa a. . para los cuales se cunuple que
rs O para lodo i C [ii, i2]
Nótese que el grupo d.c neuíronas de la capa de entrada de la zona. del escotoma continua
activo y puede transnuitir la activida.d recibida a. traves de difusiómi lateral desde sus neu-
ronas vecinas y transmuitirla a la capa de salida por las conexiones establecidas antes de la
h.sion.
Por el hecl.uo de considerar estos valores de difusión, una serie de valores de E se hacen
cero (ver ecuacion 9.14): aquellos que tiemuenu su origen en el escotoma. Los valores le
campo receptivo tras la lesión. EX calculados en función de los nuevos valores de difusión
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Figura 9.24: Esquema del efecto propuesto en el modelo para simular la lesión retinal producida
en el experimento de Gilbemt y Wiesel [1992]. La capa de la izquierda responde por la capa de
retina, la capa central sería la de geniculado, y la capa de la derecha daría cuenta de la corteza.
Sc suponen coneXiones retina-geniculado retinotópicas e inmutables. La lesión en retina (zona
de trama oscura> produce una ‘zona de sombra” sin actividad en la correspondiente posición
retinotópica en la lámina de CCL, que a su vez se corresponde con una zona de sombra en la capa
cortical. (a) Antes de la lesión. (U) Ttas la 3esnon.
campo receptivo tras la lesión, E*, calculados en función de los nuevos valores de difusión
en la capa de entrada, D~, son
a ni rn
E¿(l>= ZD~:Zwé t} — E DtQ«Át’>) (9.23)
k=i 1=1 o=u
Ya que Dfl~ rs O para todo i E [i1,i2]. se cumple que E7 = O para todo ‘i e {ii.i2]a
Obviamente, ya que los valores de E dan cuenta del efecto quíe las estínnulaciónu de umnia
neurona de la capa de entrada produce eíí las neuronas de la capa de salida, aquellas 4$
neuronas de la capa de entrada que como consecuencia del escotomna no responden a. un
estímulo dan lugar a valores de E nulos.
Por efecto del escotoma las neuronas corticales conectadas a las neuronuas de esa zona
de sombra, dejan de recibir actividad directamente de ellas. Pero a la vez. recibeíu ac-
tividad laleral de las neuronas corticales vecinas y de conexiones débiles con la’ zonas no
afectadas. De este modo, como enu el modelo se permite que cualquier neurouua establezca
conexuones con cualquier neurona, éstas pueden abandonar sus conexiones con las neu-
ronas del escotoina y establecer nuevas conexiones con las regiones cercanas: se produce
la reorganización de las conexiones.
Con el fin de comprobar si el modelo presentado pernnite una interpretación) de estos
resultados. se simuló un escotoma afectanido a una zona cuadrada. de 4 x 4 neuronas de
4$la. capa. de entrada. Consecui ciutemnente. se tomnó el estado de conexiones <lot alIad o en 1 aS
figuras 9.14a y 9.14b y que produce los campos receptivos de la figura 9.14c r se anuilaron
los valores de DÓ.k¡ para ,i = [2,5] manteniendo el resto de los valores de difusión latera.l.
A continuaciómn se prosiguió la im)tegración nunmuerica del sisten)a..
—i
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Figura 9.25: Valores de campo receptivo inmediatamente después del escotoma. Las valores de
partida de £ son los del ejemplo mostrado en la figura 9.14. Los valores de los términos de difusión
son los misnuos que allí, a excepción de que se hizo rs O para i,j rs [2,5]. Los valores de
canupo receptivo con origen en esa zona se anulan. El taníano maxiumuo de los cuadrados indica un
valor de -1.
Ya desde 1 rs 0. el hecho de anular la actividad en una región de la capa de entrada
produce alteraciones en los camupos receptivos (ver figura 9.25). Concretamente, las neu-
ronas que tenían sus campos receptivos en la “zona de sombra’~ pierden éstos. ya que no
tienen miingún estímulo que recibir. Esto se traduce en el desplazamiento imístantáneo de
los centros de los campos receptivos afectados (ver figura 9.26). Este efecto no se debe a
plasticidad neuronal va que los valores de las conexiones aún no se han alterado.
Ení la figura 9.26 se muestra el desplazamiento y la nuneva posición de los campos recep-
tivos. Obsérvese que varios de ellos se desplazan a posiciones rníuy sinnilares lo cual indica
una sutuación de no equnilibrio. La evolución del sistema tenderá al reparto homogéneo del
canupo visual entre las neuronas de la capa de salida. de muodo que sus campos receptivos
se distribuyan por el espacio visual.
El primer efecto que produce la ausencia de producción de actividad en una zona de la
capa de entra(la es el decrecimiento de los pesos que provieneuu de esa zona. Esto se puede
explicar an al i zand o la. ecuación 9.1 5. Dad o un peso 14’ reci l.e la nmu avor comutri b uciónU.
positiva en su derivada de los térnninos de difusióní D~1 para aquellos k próximnos a a
¡‘ero para aqmnellos pesos con oru gen emn el escotonmua estos ternníimios de di fui sion se h acenu
cero, con lo que .su derivada se hace negativa. y’ puedeu terminar anunlándose. Los pesos
que proviemien de los bordes del escotoma no tienen por que luacerse cero ya que reciben
difusión de actividad de las zonas exteriores, pero estarán deslavorecidos. l’ist.e efecto se
refleja en la figmí ra 9 ITa.
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Figura 9.26: Desplazamiento inmediato de los campos receptivos debido a la lesión escotópica. Se
muestran a tamaño reducido los campos receptivos en el campo visual como se hizo en la figura
9.20, La zona recuadrada representa el escotoma. En gris se indican los campos antes de la lesión
y cuí negro después. Las líneas indican los desplazamientos de cada campo. Se produce la salida
dc todos los campos que están crí la zona afectada. Algunos cuyo centro estaba fuera también se
ven afectados, ya que tenían parte de su campo dentro del escotoma.
4$
Estas carencias en ciertos pesos It son “detectadas” por la matriz de pesos inhibidores
que había alcanzado el equilibrio mostrado en la figura 9.14b. en el cual cada neuromia
de la capa de salida establecía conexiones con un área circular. Ciertas neuronas de la
capa de salida tienen una arborización en la capa de entrada más liníita.da que otras. y
por lo tanto les llega, una actividad menor desde la capa de entrada. Conmio las conexiones
inhibidoras crecen por mecanismos anti-Hebbianos. aquellas neuronas que tengan menos ‘6’
conexiones con la capa de entrada perderán parte de sus conexiones inhibidoras con cl
resto. La manifestación de este efecto es una asimetría en la distribuciónu de las conexuones
inhibidoras que dejan de mostrar una simetría circular, especlainnente aun las posícuones
que se corresponden con la zona de somnbra en la capa de salida (ver figura 9.27b). Es uina
situación de desequilibrio ya que la tendencia de cada neurona es la de tenuer la nnísna
cantidad de conexiones que las demás. Las conuexiones inhibidoras conuduícenu al sistema. a
un nuevo estado de equilibrio. Los campos receptivos resultantes no son muy compactos
debido a que la conectividad aún no ha tenido tiempo de reorganizarse lo suficiente (ver
figura 9.27<.
Posteriormnente por efecto de las asimetrías ant la distribución de la matriz de conexiones
inhibidoras, las conexiones activadoras se reordenan de modo que aquellas neuronas qune
habían perdido sus conexiones las establecen en las zonas activas, y las deinris desplaza.uu
sus arborizaciones para “hacer sitio” (ver figura. 9.28). El resultado es uní nunevo reparto
del campo visual en el cual el espacio correspondiente a la zona de la retina intacta es
barrido por una nueva distribuciónu honnogénuea de campos receptivos (ver figura 9.29).
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Figura 9 27 I)ustribuíción de pesos y campos receptivos resultantes tras el escotomna. t rs 40. la)
Pesos ací uvadores. (5) Pesos inhibidores. (c> Valores de campo receptivo. El tamaño máxin-uo de
los cuadrados indica valores de 002. 004 y 4, respectivamente.
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Figuira 9.28: Distribución de pesos y de campos receptivos tras la plasticidad provocada por C-I
escotoma. t rs 500. Se prosiguió la integración liumenica del sistema de la figura 925. (a) Pasos
activadores. (b) Pesos inhibidores. (c) Valores de campo receptivo. El valor nuáxinmuo de los
cuadrados indica un valor de 0.02. 0.04 xl. respectivanuente.
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9.8. Simulación del efecto en los campos receptivos de una lesión retinal 151
Figura 9.29: Reorganización de los campos receptivos debida a la plasticidad. Se representan los
campos receptivos correspondientes a los valores de la figura 9.28 como en la figura 926.
Corno es lógico. la propiedad del mapa que si se ve afectada es la retinotopía. Aquellas
neuronas de la capa. de salida que tenían campos receptivos correspondientes a la zona
afectada sufren un desplazamiento del campo receptivo hacia otras zonas. Hay una serie
de neuronas cuyos campos receptivos no cambian de posición, principalmente aquellas que
tienen sus campos receptivos fuera o lejos del escotoma.
Se produce. de manera cualitativamente similar a la reseñada en el experimento de
Cilbert y Wiesel. un aumento considerable en el periodo óptimo de los campos receptivos
tras la lesión. Este particular se muestra en la figura 9.30. El periodo promedio antes de
la lesión es de 9 + 2 y de 10±3 después.
Es necesario rennarcar que una simulación más exacta precisaría del emupleo de capas
neuronales de un 1-amaño muy superior al usado en las simulaciomies. En el experimnento
de Cilbert y Wiesel [1992] el tamaño de la lesión es bastante mayor que el de los canopos
rece pti vos i)euronales. mientras que en el modelo los campos receptivos abarcan más que
la zona de la lesión. No obstante, el modelo presentado y la. nuanera de sinnular en este
una. lesión escotópica parecemn reproducir los resultados dc Cilbert y Wiesel. Se explica el
desplazamniento imínnuediato de los campos receptivos tras la lesión (que Cilbert y Wiesel
achacan a uina plasticidad sináptica rápida) no en términos de reorganización de la comiec-
tividad. sino como un efecto producido por la alteracióíu de las propiedades de difusiómí
lateral de señal en la capa de entrada. Se explica la reorganizacióni posterior de los cain-
pos receptivos como resultado de la plasticidad Hebbianua en las conexionues activadoras
inter-capa e inhibidoras intra-capa. Se observa un aunnento en el tamaño de los campos
receptivcus tras la lesión. <íue también se observa experinnentalnuente.
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Variación del periodo óptimo de-
bida a la lesión. Los asteriscos
representan el cambio de maníaño
de uno o varios campos recep-
tívos. de un caso y de dos los
grandes. En abscisas se indica el
periodo tras la lesión, T1, y en
ordenadas el periodo antes de la
lesión, T0. La mayor parte de
los puntos se encuentran por de-
bajo de la diagonal. lo cual in-
dica un aumento generalizado en
el periodo.
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9.9 Discusión
En este capitulo se ha presentado un modelo para la formación de campos receptivos a
través de un proceso de auto-organización. Se ha aprovechado la experiencia obtenida en
el análisis de los modelos de los capítulos previos. Pese a su simplicidad, se encuentran
urna serie de características que parecen sunfcientes para permitir la aparicio:u de árboles
de conexiones que produzcan efectos positivos y negativos organizados como canupos de
tipo on-oJJ.
Parecen imprescindibles algunas de las reglas ya empleadas en los modelos de los
capítulos precedentes, tales como difusión Ial-eral de actividad y reglas de evolución de
conexiones dirigidas por correlación de actividad. Pero a estas reglas se añaden otras tales
como la. existencia de una malla de conexiones laterales inhibidoras en la capa de salida y
la existencia de limitaciones de dependencia individual en el crecimienuto de cada conexuouu
por oposición a las reglas de limitación de árboles usadas anteriormenute.
Al igual que en el modelo de retinotopía. se han tenido que emplear condiciones
toroidales para evitar los efectos de borde que aparecen al considerar capa.s de pequiefio
tamaño. Las limitaciones computacionales hamu impedido el uso de capas de neuronas de
tamano mayor. Estas condiciones son un arma de doble filo ya que pese a permitir callas
pequeñas a la vez alteran la distribución de orientaciones posibles.
Dependiendo de los valores de ciertos parámetros del modelo se obtiene organizaciouu
de las conexiones del sistemna en valores variados o en uni estado honnogénuco que no pro-
porciona nnngíín tipo de selectividad a las neuronas de la capa de salida Además existen
diferentes estados organizados, y la obtenuc.ión de un estado organizado u otro depende de
las condiciones iniciales debido a que el sistema presenta nmulti-estabilidad (le estados es
tacionaruos. Algo similar sucede para el modelo de desarrollo de dominios ocuilares. Pero.
nncluso asegurando la. obtención de estados retinotópicos. la forma de los cannupos recep-
tivos depende de los valores de los parámetros. de modo que pueden obtennerse ulmuicanuente
patrones de simetría, circular de tamaño u u ifomnie. o un a variedad de c amn pos receptivos
Figura 9.30:
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de diferente orientación y anchura. De este modo las mismas reglas de desarrollo podrían
explicar la organización de la selectividad de neuronas tales como las de la capa IV del
área 17 de la corteza visual y las de las neuronas ganglionares, ya que en k retinta también
existen conexuones inhibidoras debidas a inter-neuronas. Esta idea está de acuerdo con el
principio de econonnia de información que parece regir el desarrollo ontogennético.
Cabe preguntarse por qué no aparece entonces selectividad a orientaciones en las neu-
ronas ganglionares de la retina, ya que la arquitectura necesaria para ello es tan simple.
l)e hecho. hay anfibios en los cuales aparecen selectividades en neuronas de la retina más
complejas que las de selectividad a orientaciones. La rana tiene en la retina neuronas
capaces de detectar el unovimiento de un punto oscuro de pequeño tamaño, que es iden-
tificado rápidamente con un insecto, una presa, o el movimiento de una masa grande que
es identiflcada como un predador ~Lindsay y Normant, 1977}. Así, la restricción de la
detección de orientaciones a las capas corticales no se debe a imposibilidades físicas. La
razón más probable es que la retina y los CCLs se dediquen a funciones de filtrado de la.
imagen, pernuitieiido a la corteza. una, evaluación de la, información visual más efectiva al
haberse eliminado la información redundante y el ruido. Para ello, campos receptivos de
simetría circular en forma de diferencia de gaussianas (zoIla positiva circumudada por una
anillo inhibidor, o viceversa). se nnunestra.n como óptimas funciones de transferencia [Atick
y Redlich. l990~.
Las conexiones inhibidoras tienen una importancia crucial para el desarrollo y es-
tablecimienro de campos receptivos con parte inhibidora. Pero, por sí mismas no son las
responsables directas de la vaniedad de campos receptivos que se encuentra. Las cone-
xiones inhibidoras se desarrollan simplemente conectando neuronas próximas y modulan
el crecimiento de las conexiones activadoras, pero sin dar variabilidad de forma a. los
distintos campos receptivos: toda- las neuronas adquieren en el estado estacionario una
distribución simnilar de pesos inhibidores. La asimetría y la variabilidad de los campos
receptivos aparece exclusivamente a través de los pesos activadores ‘No obstante, en los
experimentos de plasticidad en el estado adulto se observa cómo estas conexiones dirigen
la reorganización de la conectividad, favoreciendo la regeneración de la conectividad (le
las neuronas corticales que pierden su actividad por efecto de un escotoma.
El análisis de los campos receptivos orientados obteumidos con el presente modelo nuues-
tra uina organización en mnapas de diferentes características del estímulo (orientación.
tamaño, posición) pese a que en el modelo se presupone una actividad exclusivamente
aleatoria. La explicación de este hecho se basa en los principios de auto-organización ya
comentados. La competencia entre las neuronas de la capa de salida por la actividad
aleatoria que les llega de la capa de entrada. lleva a cada una de ellas a luchar por estable-
cer un grupo de conexiones con la capa de entrada. Debido a la difusión local de actividad,
es mnás favorable para las conexiones que se establecen hasta una nuisma neurona de la capa.
de salida provenir de una región compacta de la capa de entrada. ya que así se nuaxinmizan
las correlacioiues entre las actividades que conducen. Pero, debido a la difusión lateral
de señal. diferentes neuronías. o coiíexiomíes desde diferentes nueuurona.s. untentají efectuar
conexuones a la mnisuíua zona (ver figura 9.31 a). Viía maniera de repartirse el mnisnio espacio
de canopo visual es especializarse en pequenas partes de éste aunque puedan solapar. Ení
la figura 9.3 lb se esqunematiza el resultado de la competencia entre dos neuronas que han
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Figura 9.31: Competencia y cooperación entre los árboles de dos neuronas de la capa de salida
compitiendo por la misma zona de la capa de entrada. (a) Estado intermedio en el cual las dos
neuronas han establecido árboles en la misma zona. La correlación que aparece entre estas neu-
ronas, debido a que reciben entradas de la misma zona, favorece el desarrollo de fuertes conexiones’
inhibidoras entre ambas, que hacen que los pesos que reciben esas neuronas tengan que decrecer.
Se establece una competencia entre los dos árboles de conexiones y dentro dc cada uno dc los’
arboles. (b) Estado final. El conflicto se resuelve usando ambas neuronas el mismo centro (leí
campo receptivo pero correlacionanido éste con regiones distintas del resto de la zona. El resulta&.í
son campos receptivos alargados con orientaciones distintas.
‘64
establecido conexiones con la misma zona de la capa de entrada. En ese estado final la
neurona central de la zona circular de la capa de entrada está conectada a ambas neuronas
de la capa de salida lo cual en principio está dificultado por las fuerzas competitivas quue
tienden a que una neurona de la capa de entrada pertenezca al árbol de una única neurona
de la capa de salida. Pero a la vez, la actividad de esta neurona está en correlación coíu
neuronas de dos campos receptivos distintos con lo cual está proporcionuando efectos coo- ‘6
perativos a ambas conexiones al mismo tiempo. El equilibrio entre las fuerzas competítí vas
y cooperativas permite finalmente la coexistencia de dos campos receptivos en los cuiales
una misma neurona es parte activadora de ambos.
El desarrollo de los mapas de características obtenidos proviene de una de las fuerzas
que precisamente permiten la auto-organizacuon: la difusióní lateral de actividad. la.
difusión lateral en la. capa de entrada hace que los árboles de conexiomues de las ncuroíua.s ‘6<
de la capa de entrada vecinas sean muy similares. La difusión lateral de señal produce el
mismo efecto en la capa de salida. El resultado es que las neuronas vecinas tienenu campos
receptivos similares, lo cual se traduce en que la diferencia de propiedades de select vilA
cambia de manaera gradual a lo largo de la capa de neuronas.
Se resalta que el modelo propuesto permite explicar no sólo el desarrollo de la coujee-
tividad que da lugar a variados tipos de campos receptivos y a mapas corticales. “l’ambióíu
el estado final obtenido permUe interpretar algunos datos experimnientales observados eui el
estado adulto. Este es el caso de los camnbios en los campos receptivos debidos a lesiones
retinales. Se muestra imprescindible para esto la posibilidad considerada en el nuodelo de
9.9. Discusión 15-5
que cualquier neurona pueda establecer conexiones con cualquier neurona.
Finalnnente, se apunta que al igual que este modelo produce una organización reti-
notópica, puede dar cuenta de la aparición de dominios oculares. Basta para ello con
emplear dos capas de entrada cada una de ellas respondiendo de señales provenientes de
ojos distintos. Igualmente interesante sería el empleo de una capa de salida tridimensional
que probablemnente al ofrecer una dimensión más permita el establecimiento de mapas mas
perfectos dotados de una organización columnar. Esto constituiría una aproximnacion nnas
realista al problenna de los mapas corticales ya que realmente estos se desarrollan en tres
dimensiones.
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Discusión general y perspectivas
En cada uno de los capítulos de la parte de resultados se ha dedicado una sección a
la discusión particular de las derivaciones del modelo propuesto y del análisis llevado a
cabo. No obstante, a la luz del conjunto de los resultados surgen una serie de reflexiones
generales. La primera, acerca de las conclusiones que implica la extrapolación de los
resultados obtenidos en la modelización del desarrollo de la selectividad neurona] a tamaño
y orientación, al problema de] desarrollo de selectividad neuronal a velocidad. La segunda,
también de carácter generalizador, acerca de la detección de coincidencias como mmnecanísmo
empleado en niveles superiores del SN.
10.1 Desarrollo de selectividad a movimiento
Las propiedades de selectividad que se han analizado en capítulos anteriores son de carácter
exclusivamente espacial: los campos receptivos de las neuronas se describen comno una
correspondencia entre zonas del campo visual y el efecto activador o inhibidor que un
estímulo colocado en cada posición de ese campo visual produce en la actividad de la
neurona correspondiente.
Sin embargo. en la corteza visual se encuentran neuronas que prcscntami campos recep-
tivos con propiedades temporales, es decir, la respuesta de la neurona a la estimnulaciónL
de un punto concreto depende del tiempo. Más concretamente, existen muenronas que
responden ante estímulos de una velocidad determinada. Además estas células general-
mente presentan selectividad a la posición y dirección dcl estímulo en movimiento [Orban,
1984] dc modo que sus campos receptivos tienen propiedades espaciales adenuás de las
temporales.
El análisis de las propiedades temporales de los campos receptivos de estas neurouuas
puede realizarse excitando distintos puntos del campo visual y siguiendo después la evolu-
ción temporal de la señal neuronal [Sbapley et al.. 1991]. En la figura 10.1 se esquematizan
los resultados para dos neuronas hipotéticas, la primera de las cuales no presenta selectivi-
dad a velocidad ya que el comnportamniento temporal dc la respuesta es independiente de la.
posición de estimulación. El campo receptivo resultante tiene una orientacióní horizontal
emu la representación del espacio frente al tiemupo. Por el contrario, el comuportamiento tena-
1t9
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Figura 10.1: Esquema de la medición de las propiedades espacio-temporales de uní campo receptivo.
izquierda: se escoge una línea en el campo visual (usualmente el eje mayor del campo receptivo
espacial orientado). A lo largo de esta línea se efectúa una estimulación y se registra la varía.cuouu
temporal de la señal. Centro: se esquematizan las variaciones temporales de actividad de dos
neuronas hipotéticas en función de la posición del campo receptivo espacial excitada. Derecha:
se representa el correspondiente campo receptivo espacio-temporal. (a) Para esta neurona, las
respuestas se producen con el mismo retraso de tiempo y con la misma duración independient.ement’
de la posición del estímulo. El campo receptivo resultante es horizontal en la representación dcl
espacio frente al tiempo. La neurona no es sensible a velocidad. (b) Las respuestas de esta neurona
aparecen con metrasos distintos en función de la posición estimulada. El campo receptivo resultante
es inclinado y la neurona es sensible a la velocidad del estímulo.
poral de la respuesta de la segunda neurona depende de la posición estimulada, y su campo
receptivo se aparta de la horizontal. Para esta última neurona, el máximo efecto activador
es producido por un estímulo que se mueve de abajo a arriba a la velocidad apropiada para
que los distintos mnáximos de estinnulación produicida en cada punto espacial coincidan en
un único instante temporal (ver figura 10.2). En general, hay una correspomudencia entre
la pendiente del campo receptivo y la velocidad óptima de estinuulación.
Los campos receptivos espacio-temporales son muy similares cualitativamente a los
descritos para neuronas selectivas a orientación: tienen forma alargada y zonas activado-
ras e inhibidoras (véase un ejemplo obtenido para una neurona real en la figura 10.3).
Parece probable que los mecanismuos que dan lugar a la fornuación de los campos recep-
tivos orientados en la representación espacial bidimensional. nuodelizados en el capín mío
y
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Figura 10.2: Se muestra el efecto de un estímulo móvil para el campo receptivo de la neurona
selectiva a velocidad de la figura 10.1. (a) Si la velocidad del estímulo es la apropiada. el paso
del estíminlo almea los máximos de actividad correspondientes a la variación temporal de señal
producida por la estinnulación de cada punto y la suma de efectos activadores es máxinna. (b) Otra
velocidad 1)roduce menor actividad al no alinear los máximos.
anterior, sean también los responsables de la formación de campos receptivos orientados
en la representacion espacio-tiempo. Si este es el caso, hay una serie de propiedades del
proceso de auto-organización de los campos espaciales que han de tener su equivalente en
el desarrollo de los campos espacio-temporales: por una parte. los requenimnientos para
que el proceso se dé: por otra, las características de la distribución organizada de iieum-
m’onas selectivas. Estos dos puntos de vista se analizan a contunuacíoiu de acuerdo cori la
nomenclatura del nuodelo descrito en el capítulo anterior.
Requerimientos del proceso de auto-organizacion. La arquitectura de red con
una capa de entrada y otra de salida que se ha empleado para modelizar el desarrollo de
campos receptivos espaciales bidimensionales, puede aplicarse al de los canupos espacio-
temporales. Para ello habría que cambiar una de las dimensiones espaciales de anibas
capas por la dimensión temporal. En lugar de tener una capa de neuronas bidimensional
en la que una dimmnensión da cuenta de posición z y la otra de posición y. se consideranu
neuronas quíe en una dirección den cuenta de la posucion .r y en la otra de la. dumens¡oín
temnporal 1.
Esto implica umí comnportamiento particular en las neuronas de la. capa de entrada.
En ésta tiene que existir umía distribución de neuronas (o más en general. de elementos
neuronales) capaces de retrasar su respuesta frente a un estímulo desde t.iennpos rnux’ cortos
hasta tiempos más largos. Así, la estimulación de una posición deteruninada afectaria a
toda una. fila de nwunronas de esta capa. de entrada. bidimensional. Pero las neuronaí< de
esta fila no transmitirían simultáneamente la señal a la capa de salida, sino que la primnera
dispararia casi inmediatamente, la segunda lo haría un poco más tarde, y así sucesivannente
hasta la. última neuu ronía de la fila.
Esta. condición, añadida a las restantes propias del modelo detallado cuí el capítulo
9. es suficiente para el desarrollo de selectividad neuromual a velocidad del est.ímnuilo. A
continjuación se discute acerca de la- posible naturaleza de los elementos mucuroinales de la
IAl’ 1
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Figura 103: Gráfica espacio temporal de la res
puesta de una neurona simple de ~
corteza de gato. En abscisas se O’
representa la posición, a lo largo
del eje largo del campo receptivo
espacial de la neurona. En orde-
nadas se representa el tiempo. Las
lineas continuas indican nncremen-
tos de actividad dc 006 impulsos
por segundo y las punteadas decre-
mentos. Es un campo aif-en cuya
inclinación respecto de la horizon-
tal indica selectividad a velocidad.
Figura tomada de [Shapley et al.
1991]. t
capa de entrada capaces de producir diferentes desfases en la señal.
Elementos neuronales. Si estos elementos de la capa de entrada fueramn neuronas
mndividuales, habrían de ser capaces de recibir una estimulación y de emitir señal al cabo
de periodos de tiempo variables. Pero es poco probable que existan mecanismos para eí
desarrollo de neuronas individuales con muy diferentes propiedades temporales.
Sin embargo, estos elementos de la capa de entrada sí que pueden ser conjuntos de
neuronas capaces de reverberar frente a una estimulación con un periodo concreto. De este
modo, el desfase en la respuesta del elemento neuronal no se debe a propiedades neuronales
individuales, sino a las interacciones entre múltiples neuronas, las cuales ofrecen n9avor
riqueza de comportamientos y más flexibilidad para pasar de unos a otros que la que pueda
proporcionar una única neurona [Andrade U a¿.. 1993].
Experimentalmente, en algunas neuronas de la corteza visual se encuentra actividad
oscilatoria (en el rango de los 20-70 Hz), que no se observa en las neuronas de la retina o en
las de los CGLs [Mastronarde, 1983a, 1983W 1983c; Cray y Singer. 1989]. (?.oiucretamnenn~e.
esta actividad oscilatoria se manifiesta en que el promedio de disparo de la mueurona oscila
con una frecuemicia determinada (ver figura 10.4). Estas oscilaciones nnuestran electos
que indicanu la existencia de conmplejas interacciones. Se encuentra que la amplitud de la.
oscilación se incrementa con la estimulación binocular y se reduce si se estimula la céluila
con un estimulo combinación de barras en movimiento con orientacuon optinua y ortogonu.al
[Cray et al., 1990].
Así. estos elementos de la capa de entrada, quíe proporciomuan distintos desfases en la
respuesta a un estímulo, pueden ser conjuntos neuronales capaces de producir actividad
oscilatoria con periodos diferentes dependientes de la conectividad interna del grupo. -\ ut”
una estinnulación, una de las neuronas del ciclo recibiría unu efecto activador (lule aliirueiutan’ía
al ciclo entero, resonando éste con unna frecuencia característica. El tiempo que tarda. en
producirse la primera oscilación del ciclo produce el desfase en la respuesta. Precisaunciute.
las frecuencias observadas experimentalmente están en torno a los 40 Hz. El período
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Figura 104: Se presenta la respuesta ante un estí-
mulo de una célula compleja del área 17
qune muestra un patrón de disparos os-
citatorio. El estímulo empleado fue una
harma luminosa en la orientación óptima —
en movimiento a lo largo del campo re- lOms
ceptivo Los disparos estás agrupados
en ‘explosiones” que ocurren a interva-
los regulares. Tomada de [Engel et al,
1991]
equivalente. 25 ms, es del orden del retardo de respuesta que se encuentra en aquellas
neuronas que tienen campos receptivos espacio-temporales (ver figura 10.3>.
En definitiva, para el desarrollo de selectividad neuronal a velocidad es necesaria la
existencia de dos tipos neuronales: en la capa de entrada elementos basados emu neuronas
cuya probabilidad de disparo oscile con frecuemicias variables; en la capa dc salida neu-
ronas selectivas a velocidad (con campos receptivos espacio-temporales). Ambos tipos
se han encontrado experimentalmente [Cray y Singer, 1989; Shaple~ el al.. 199i]. pero
su conectividad no ha sido aún descrita en detalle. Los resultados obtenidos en capítulos
precedentes permiten proponer para estos tipos neuronales una arquitectura de red similar
a la mostrada en el capítulo 9.
Propiedades de la organización resultante. Si la dinámica de la auto-orgarnzacuon
de campos receptivos espacio-temporales es simnilar a la de los campos receptivos espa-
ciales, los campos receptivos que resulten han de ser de tamaños y orientaciones variados.
Las relaciones laterales dentro de cada capa deben producir una distribución continua de
neuronas con propiedades de selectividad a- velocidad: habría de observarse un mapa dc
neuronas selectivas a velocidad organizadas en columnas. Esta organización no ha sido
descrita por el mnonnento. Su hallazgo confirmaría la hipótesis aquí presentada.
10.2 La lógica del sistema nervioso
En el presente trabajo se ha abordado el estudio de deterrruinados aspectos de la conectivi-
dad del sistemna nervuoso vnsual mediante el análisis de. su auto-organización dependiente
de actividad. El estudio de estos procesos muediante modelización permite mostrar que la
complejidad de los mecanismos básicos que dirigeuu el SNV es aparente: depende de leyes
de gran simplicidad, que permiten que el sistema se orgamnice en funciómn de las señales
que llegan por los canales sensoriales. El SNV se revela como un sistema que se anuolda
al entorno para poder extracr de éste la información óptima para las necesidades del ser
yu yo.
La clave de esta aumo-organizacuon es el funuciomiamniento de dcícctorzs d coincidencias.
corno son las neuronas mediante sus sinapsis de desarrollo Hebbiano y anti-Hebbiano. Este
crecnnuento de conexiones activadoras e inhibidora’ dirigido por la actividad, permite qume.
de la homogeneidad que supone el ennpleo de reglas de evolución sináptica idénticas para
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diferentes neuronas, emerja un estado final de conectividad cortical inhomogéneo: una
variedad de detectores selectivos a múltiples características del estímulo visual. Debido
a las relaciones laterales entre las neuronas de cada capa neuronal, estos detectores se
organizan en mapas de selectividad a características del estímulo, de modo que las distinta,s
propiedades visuales son representadas en distintas regiones del espacio cortical.
El empleo de detectores de coincidencias, no se restringe al desarrollo del SNV. Aparece
también en el desarrollo de otros sistemas nerviosos sensoriales y diversas teorías lo pre-
sentan como “herramienta” básica en procesos dc asociación visual [Singer, 1990] y mental
[von der Malsbnrg, 1987]. Para von der Malsburg, la memoria asociativa se puede explicar
como un proceso basado en leyes Hebbianas y mediante una estructuración en elementos
de los distintos objetos mentales: imágenes sensoriales, conceptos abstractos, recuerdos
complejos, etc. Entre estos objetos existen conexiones físicas que se forman y refuerzan
cuando distintos elementos son evocados simultáneamente. Posteriormente, cuando unuo
de los elementos es “usado”. evoca aquellos otros elementos relacionados con él a.l)e este
modo, la activación de una de estas representaciones, por una estimulación sensorial o
por una estimulación interna al SN, desencadena una cascada de activaciones de otras
representaciones que pueden desembocar en una accion.
En definitiva, el empleo de los detectores de coincidencias es un mecanismo cognitivo
que babilita al ser para generar modelos internos de su entorno. Mediante estas repre-
sentaciones de la realidad, puede detectar reg]as existentes en el entorno, muemorizarlas
y actuar en consecuencia. A un nivel extraordinariamente simplificado, estos procesos
nerviosos superiores han sido manifestados por los sistemas sensoriales, en los que los
objetos que se manejan son átomos de información sensoriaL
51<
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Conclusiones
A lo largo del presente trabajo se han planteado modelos que permiten explicar el desarrollo
de ciertas propiedades de selectividad neuronal del sistema nervioso visual, a través de
procesos de auto-orgaunzacion. Se ha hecho particular hincapié en aqueflas propiedades de
la arquitectura y dinánnica neuronal, que aparecen como imprescindibles para que tenga
lugar esta alit(>-organunzacion.
1. Se han establecido las bases para poder explicar la organización de la comuectividad
del SN visual a partir de reglas simples basadas en la actividad neuronal:
• Actividad espontánea.
• Propagación lateral de actividad dentro de cada capa.
• Transmisión de la actividad entre capas mediante conexiones sinápticas que
pueden reforzarse o debilitarse.
• Modificación sináptica por medio de la ley de Hebba
2. Se obtienen conexiones retinotópicas (es decir, que conservan la topología local entre
capas contiguas) en todos los modelos estudiados.
3. La competencia entre las conexiones que conducen actividad originada cmi distimutas
retinas, es un factor determinante en la formna.ción de dominios oculares.
4. Se ha encontrado una correlación entre la anchura y forma de los dominios oculares
y la difusión [ateral (le señal.
5. El análisis matemático de un nuodelo siníplificado ha conducido a proponer el es-
tabíecimniento de restricciones individuales en el crecimniento de los pesos, en lugar
de globales. Tste hecho se comprueba necesario en la simulación del desarrollo de
caunpos recep ti vos.
6. Se lía obtenido un modelo que explica-el desarrollo mnorfogcnético de canupos recep-
tívos a’o-oif (le nat níraleza río simétrica (oriemitados).
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7. Para el desarrollo de campos receptivos de tipo on-off es estrictamente necesaria la
presencia de conexiones laterales inhibidoras Estas conexiones inhibidoras hamí de
evolucionar según leyes anti-Hebbianas de desarrollo.
8. A través de campos receptivos orientados se obtiene sensibilidad a la orientación e.
del estímulo. Se ha obtenido una distribución gradual de células con sensibilidad a
orientación, similar a la fisiológica.
9. La extrapolación de las condiciones de plasticidad a] estado adulto, permite explicar
los resultados obtenidos tras lesiones retinales. El desplazamiento de los campos
receptivos de la zona afectada es causa-do por la reorganización de las conexiones ení
sus proximidades. ‘6.
10. Los principios presentados en este trabajo permiten sentar las bases para el estudio
del desarrollo de neuronas selectivas a la velocidad del movimento. ‘1<’
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Abreviaturas
Ach Acetucolinía
APV D.L-2-amino-5-fosfonovaleriánico
CCL Cuerpo geniculado lateral
CABA ácido ~-aminobutírico
LTJ) Long termn depression
]LTP Long terrn potentiation
NMDA
SN Sistema nervioso
SNC Sistema nervioso central
SNV Sistema nervioso visual
TTX Tetrodotoxina
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