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Abstract
For an entire function f (z), let M(r) and m(r) be the maximum and minimum modulus, and
let n(r) be the number of nonzero zeros of f (z) in |z| < r . Suppose that α and ρ are pos-
itive numbers, with 0 < ρ < 1, and that φ(r) is an increasing, unbounded function satisfying
φ(r) = o(rρ) as r → ∞. It is shown that if f (z) has order ρ, and n(r) − αrρ → −∞ as r → ∞,
and |n(r) − αrρ | φ(r) for all large r , then
lim
r→∞
logm(r) − cosπρ logM(r)
φ(r) log r
−(1 − cosπρ).
An example shows that the constant on the right-hand side cannot be replaced by a number larger
than −(1 − cosπρ)/2.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
This note is related to earlier work of the author [1] and uses similar methods. Its interest
lies in the fact that the main result is of a new kind, providing a refined estimate for the
minimum modulus of certain entire functions which is very nearly best possible.
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M(r) = M(r,f ) = max|z|=r
∣∣f (z)∣∣, m(r) = m(r,f ) = min|z|=r
∣∣f (z)∣∣,
and let n(r) = n(r, f ) be the number of nonzero zeros of f (z) in |z| < r .
Kjellberg [2,3] showed that if f (z) is an entire function of lower order ρ, minimal type,
in other words if
lim
r→∞
logM(r)
rρ
= 0,
where 0 < ρ < 1, then for certain arbitrarily large values of r ,
logm(r) > cosπρ logM(r).
Naturally the same conclusion follows if f (z) has order ρ, minimal type, and it is in this
context that the result proved here is best viewed. The question is, what can be said if f (z)
is of order ρ, mean type? The conditions we impose on the growth of f (z) are expressed
in terms of n(r).
We shall prove:
Theorem 1. Suppose that α and ρ are positive numbers, with 0 < ρ < 1, and that φ(r) is
an increasing, unbounded function satisfying
φ(r) = o(rρ) as r → ∞. (1)
Given f (z), an entire function of order ρ, if
(a) n(r) − αrρ → −∞ as r → ∞, and (2)
(b) |n(r) − αrρ | φ(r) for all large r, (3)
then
lim
r→∞
logm(r) − cosπρ logM(r)
φ(r) log r
−(1 − cosπρ). (4)
An example will be given of an entire function f (z) for which n(r) = rρ − log r+O(1),
while
logm(r) − cosπρ logM(r)−1
2
(
1 − cosπρ + o(1))(log r)2, (5)
for all large r . In general then, the right-hand side of (4) cannot be replaced by a number
greater than −(1 − cosπρ)/2.
It is possible that (4) holds under the weaker assumption that (a) and (b) of Theorem 1
are satisfied simultaneously on a sequence of r → ∞, but I have been unable to show this.
2. Proof of Theorem 1
Without loss of generality we may assume, as usual, that the nonzero zeros of f (z) are
positive. It is convenient to assume also that f (z) has a certain number of zeros, σ say, at
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large enough to provide the new function with σ zeros at the origin, and, in fact, involves
no loss of generality, since each zero at the origin contributes only (1 − cosπρ) log r to the
numerator of the left-hand side of (4). Thus Theorem 1 will be proved for f (z) if it can be
proved for functions having a prescribed number of zeros at the origin.
The function n(t) − [αtρ], where here, departing from normal usage, [t] will denote
the largest integer strictly less than t , is constant on intervals that are open on the left and
closed on the right, and from (2) there is a sequence of such intervals on each of which
n(t)−[αtρ] takes a value strictly less than the values on all intervals to the left. At the left-
hand end point of such an interval, αtρ is necessarily an integer and n(t)−[αtρ] is greater
by 1 than its value on the interval. Taking R1 to be any of these left-hand end points, it is
thus possible to find arbitrarily large numbers R1 such that αRρ1 is an integer and
n(t) − [αtρ] n(R1) −
[
αR
ρ
1
]≡ −K, 0 < t R1. (6)
Having chosen R1 in this way, choose R2 > R1 arbitrarily large such that αRρ2 is an integer,
and
n(t) − [αtρ]−K, t > R2, (7)
which is possible from (2). Let
f0(z) =
(
1 − z
R0
)K
f (z), (8)
where R0 = (K/α)1/ρ . Notice that, from (3) and (1), αRρ0 = K = |n(R1) − [αRρ1 ]| 
φ(R1) + 1 = o(Rρ1 ), so that R0 = o(R1). We will suppose that R1 is large enough that
R0 < R1. With
ν(t) =


0, t R0,
[αtρ], R0 < t R1,
n(t) + K, R1 < t R2,
[αtρ], t > R2,
(9)
and n0(t) = n(t, f0), it follows from (6) and (7) that ν(t) n0(t) for t  R1, ν(t) = n0(t)
for R1 < t R2 and ν(t) n0(t) for t > R2. Since
logM(r,f0) = σ log r +
∞∫
0
rn0(t)
t (t + r) dt
and
logm(r,f0) = σ log r +
∞∫
0
rn0(t)
t (r − t) dt,
we deduce that, for all r satisfying R1  r R2,
logm(r,f0) − cosπρ logM(r,f0)
= σ(1 − cosπρ) log r +
∞∫
r(At + Br)
t (r2 − t2) n0(t) dt0
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∞∫
0
r(At + Br)
t (r2 − t2) ν(t) dt. (10)
Here
A = 1 + cosπρ and B = 1 − cosπρ. (11)
Now the integral on the right-hand side of (10) is
∞∫
0
r(At + Br)
t (r2 − t2) ν0(t) dt −
R0∫
0
r(At + Br)
t (r2 − t2) [αt
ρ]dt, (12)
where
ν0(t) =
{ [αtρ], t R0,
ν(t), t > R0.
(13)
Also, recalling that R0 = o(R1), so that, for R1  r R2, R0 = o(r),
R0∫
0
r(At + Br)
t (r2 − t2) [αt
ρ]dt = (1 + o(1))B
R0∫
0
αtρ−1 dt = ρ−1(1 − cosπρ + o(1))αRρ0
= Kρ−1(1 − cosπρ + o(1)). (14)
Thus, for all r satisfying R1  r R2,
logm(r,f0) − cosπρ logM(r,f0) σ(1 − cosπρ) log r +
∞∫
0
r(At + Br)
t (r2 − t2) ν0(t) dt
− Kρ−1(1 − cosπρ + o(1)). (15)
The first two terms on the right-hand side of (15) represent
logm(r,F0) − cosπρ logM(r,F0),
where F0(z) is the entire function of order ρ that has σ zeros at the origin and has ν0(t) as
the counting function of its nonzero zeros. Let us write
F(z) = zσ
∞∏
j=1
(
1 − z
(j/α)1/ρ
)
,
for which [αtρ] is the counting function of the nonzero zeros. R1 and R2 are zeros of
both F(z) and F0(z), and the zeros of F0(z) are obtained from the zeros of F(z) by re-
arranging the positions of zeros in (R1,R2), leaving all others unchanged. If σ is large
enough, logm(r,F ) − cosπρ logM(r,F ) is positive at some point between every suffi-
ciently large pair of successive zeros of F(z) [1, Lemma 3]. In particular it is positive
between every pair of successive zeros of F(z) in [R1,R2], if R1 is large enough. The
argument of [1, pp. 1878–1879] shows that, in consequence of this,
logm(r,F0) − cosπρ logM(r,F0) > 0 for at least one r ∈ (R1,R2).
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logm(r,f0) − cosπρ logM(r,f0)−Kρ−1
(
1 − cosπρ + o(1)), (16)
and for this r , from (8),
logm(r,f ) − cosπρ logM(r,f )
= logm(r,f0) − cosπρ logM(r,f0) − K
(
(1 − cosπρ) log r
R0
+ o(1)
)
−Kρ−1(1 − cosπρ + o(1))− K
(
(1 − cosπρ) log r
R0
+ o(1)
)
= −Kρ−1(1 − cosπρ)
(
ρ log
r
(K/α)1/ρ
+ 1 + o(1)
)
= −Kρ−1(1 − cosπρ)(ρ log r − logK + logα + 1 + o(1)), (17)
using the definition of R0. Recalling that K = |n(R1) − [αRρ1 ]| φ(R1) + 1 φ(r) + 1,
we deduce that, if R1 is large enough,
logm(r,f ) − cosπρ logM(r,f )−(1 − cosπρ)(φ(r) + 1) log r,
and Theorem 1 follows.
3. An example
Given ρ, with 0 < ρ < 1, we will construct an entire function f (z), of order ρ, for
which n(r) = rρ − log r + O(1) and for which (5) holds for all large r .
Define a sequence of positive numbers as follows: beginning with 11/ρ,21/ρ,
. . . , delete k1/ρ whenever the interval [k1/ρ, (k + 1)1/ρ) contains ej , for some nonneg-
ative integer j . Denote the resulting sequence by (rk), and let f (z) be the entire function
of order ρ that has zeros at rk , k = 1,2, . . . . With φ(t) = log+ t , we have
tρ − φ(t) − 2 n(t) = n(t, f ) tρ − φ(t) + 1.
For rk < r < rk+1,
logm(r) − cosπρ logM(r)
=
∞∫
0
r(At + Br)
t (r2 − t2) n(t) dt

rk−1∫
0
r(At + Br)
t (r2 − t2)
(
tρ − φ(t))dt +
rk−1∫
1
r(At + Br)
t (r2 − t2) dt
+
rk+2∫
r(At + Br)
t (r2 − t2)
(
n(t) − tρ + φ(t))dt +
rk+2∫
r(At + Br)
t (r2 − t2)
(
tρ − φ(t))dtrk−1 rk−1
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∞∫
rk+2
r(At + Br)
t (r2 − t2)
(
tρ − φ(t))dt − 2
∞∫
rk+2
r(At + Br)
t (r2 − t2) dt
= −
∞∫
0
r(At + Br)
t (r2 − t2) φ(t) dt +
rk−1∫
1
r(At + Br)
t (r2 − t2) dt
+
rk+2∫
rk−1
r(At + Br)
t (r2 − t2)
(
n(t) − tρ + φ(t))dt − 2
∞∫
rk+2
r(At + Br)
t (r2 − t2) dt
= −I1 + I2 + I3 − 2I4, (18)
say, using the fact that
∞∫
0
r(At + Br)
t (r2 − t2) t
ρ dt = 0.
We consider I1, I2, I3 and I4 separately. From (11),
I2 
rk−1∫
1
2r
t (r − t) dt = 2 log
(
rk−1(r − 1)
r − rk−1
)
 2 log
(
1
(rk/rk−1) − 1
)
+ O(log r), (19)
and since, for some q , rk−1 = q1/ρ and rk  (q + 1)1/ρ , rk/rk−1  1 + 1/(ρq), and there-
fore
I2  2 log(ρq) + O(log r) = O(log r). (20)
It can be shown similarly that
I4 = O(log r). (21)
For I3 we write
r(At + Br)
t (r2 − t2) =
rB + t
t (r + t) +
1
r − t .
Denoting by I ′3 and I ′′3 the corresponding integrals, it follows at once that I ′3 = o(1). Break-
ing I ′′3 into pieces, we have
rk+2∫
rk−1
tρ
r − t dt = r
ρ
rk+2∫
rk−1
1
r − t dt +
rk+2∫
rk−1
tρ − rρ
r − t dt = r
ρ log
(
rk+2 − r
r − rk−1
)
+ O(1),
(22)
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rk+2∫
rk−1
log t
r − t dt = log r log
(
rk+2 − r
r − rk−1
)
+ o(1).
For the remaining integral,
rk+2∫
rk−1
ν(t)
r − t dt
= −(k − 1) log
(
r − rk
r − rk−1
)
− k log
(
rk+1 − r
r − rk
)
− (k + 1) log
(
rk+2 − r
rk+1 − r
)
= −k log
(
rk+2 − r
r − rk−1
)
− log
(
(r − rk−1)(rk+2 − r)
(r − rk)(rk+1 − r)
)
. (23)
Combining these results gives
I ′′3 = −(k − rρ + log r) log
(
rk+2 − r
r − rk−1
)
− log
(
(r − rk−1)(rk+2 − r)
(r − rk)(rk+1 − r)
)
+ O(1)
= − log
(
1
(rk+1 − r)(r − rk)
)
+ O(log r), (24)
so that finally
I3 = − log
(
1
(rk+1 − r)(r − rk)
)
+ O(log r). (25)
The last integral to consider is
I1 =
∞∫
1
r(At + Br)
t (r2 − t2) log t dt =
∞∫
1/r
At + B
t(1 − t2) log t dt + log r
∞∫
1/r
At + B
t(1 − t2) dt
=
∞∫
1/r
B log t
t (1 − t2) dt + B log r
∞∫
1/r
1
t (1 − t2) dt + O(1)
= B
2
(log r)2 + O(log r), (26)
making use of the fact that
1
t (1 − t2) =
1
t
+ t
1 − t2 .
From (18), (20), (21), (25) and (26), we obtain
logm(r) − cosπρ logM(r)
(
−B
2
+ o(1)
)
(log r)2,
which, recalling the definition of B , is (5).
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