Excited states in variational Monte Carlo using a penalty method by Pathak, Shivesh et al.
Excited states in variational Monte Carlo using a penalty method
Shivesh Pathak,1 Brian Busemeyer,2 Joa˜o N. B. Rodrigues,3 and Lucas K. Wagner1
1University of Illinois at Urbana-Champaign, Urbana, IL 61801
2Center for Computational Quantum Physics, Flatiron Institute, York, NY 10010
3Universidade Federal do ABC, Santo Andre´, SP, 09210-580, Brazil
The authors present a technique using variational Monte Carlo to solve for excited states of elec-
tronic systems. The technique is based on enforcing orthogonality to lower energy states, which
results in a simple variational principle for the excited states. Energy optimization is then used to
solve for the excited states. An application to the well-characterized benzene molecule, in which
∼10,000 parameters are optimized for the first 12 excited states. Agreement within approximately
0.15 eV is obtained with higher scaling coupled cluster methods; small disagreements with experi-
ment are likely due to vibrational effects.
I. INTRODUCTION
The ground and first few excited states determine the
behavior of most systems in materials, condensed matter
and chemistry. A hallmark of correlated electron physics
is the presence of many disparate excited states near the
ground states, which may differ in complex ways that
depend on exactly how electronic correlation is treated,
as has been shown in the Hubbard model[1]. Methods
to access these low energy states in strongly correlated
systems are fundamental to understanding them.
Many-body wave function techniques like quantum
Monte Carlo offer often impressive accuracy, but are typ-
ically used rigorously only for ground states. The most
common technique is to severely restrict the variational
space by fixing a Slater determinant to approximate the
excited state. This technique works surprisingly well for
many materials[2–8], but has obvious flaws when the ap-
proximate excited state has large errors. There is thus
a need for a scalable method that can treat strongly
correlated systems and non-perturbatively access excited
states, which would generate new insights into long-
standing challenging systems such as the low-energy be-
havior of high-Tc cuprates/pnictides and twisted bilayer
graphene.
Recently, and not so recently, there have been exten-
sions to the variational Monte Carlo method to address
excited states systematically. Bernu and Ceperley have
proposed an algorithm based on projection,[9] which has
not been applied to many practical cases, presumably due
to high computational cost. Filippi and coworkers [10–
12] have implemented a method similar to state averaged
CASSCF in VMC, and demonstrated the technique on
impressively large wave function expansions. However,
state averaging is not optimal when the ground and ex-
cited states are very different, as often occurs in strongly
correlated systems. Neuscamman and coworkers [13–16]
have instead used alternate objective functions to opti-
mize excited states. While this technique does not suffer
from the state averaging problem, it so far has only been
applied to very few excited states, and requires some tun-
ing to function correctly.
In this manuscript, we implement and demonstrate a
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FIG. 1. The lower bound of E[Ψ] as a function of overlap
with the first two eigenstates. The vertices are the first three
eigenstates.
simple penalty method based on orthogonalizing to lower
energy states to compute excited states using variational
Monte Carlo. Similar techniques are commonly used in
DMRG calculations[17], but to our knowledge have not
been applied in the variational Monte Carlo context. The
orthogonalization based technique allows for access to
several excited states, and does not require state aver-
aging of any kind. It also is appropriate for generating
wave functions for the purposes of fitting effective Hamil-
tonians. [18] The technique is implemented in the pyqmc
package, available online. [19]
II. PENALTY-BASED OPTIMIZATION USING
QUANTUM MONTE CARLO
A. Objective function
As diagrammed in Fig 1, it is straightforward to show
that if |Φ0〉 is the ground state of the Hamiltonian, then
the function
lim
λ→∞
arg min
Ψ
(
E[Ψ] + λ| 〈Ψ|Φ0〉 |2
)
(1)
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21. Choose target overlaps ~S∗
2. Initialize ~p0
3. for i in range(nsteps) do
(a) Compute Ni, ~S, ∇pN0, ∇p~S, E, ∇pE
(b) if abs(N0-0.5) > threshold, normalize ΨN
(c) Objective function is O = E + ~λ · (~S − ~S∗)2
(d) Construct gradient∇pO = ∇pE+∇p(~λ·(~S−~S∗)2)
(e) ∇pN ← R−1∇pN
(f) ∇pO ← R−1∇pO
(g) ∇pO ← ∇pO − (∇pO)·(∇pN)|∇pN|2 ∇pN
(h) ~p(τ)← ~pi−1 − τ∇pO
(i) ~pi ← arg minp(O(~p(τ)), τ)
TABLE I. Implementation of the penalty-based optimization
for excited states.
is equal to the first excited state |Φ1〉, where E[Ψ] is
the expectation value of the energy. Similarly, the N ’th
excited state is given by
|ΦN 〉 = lim
λ→∞
arg min
Ψ
(
E[Ψ] +
N−1∑
i
λi| 〈Ψ|Φi〉 |2
)
. (2)
We will write the algorithm in terms of anchor states
|Ψi〉, where i = 0, . . . , N − 1. These states are fixed
during the optimization, and only the parameters of a
single wave function |Ψ〉 are optimized. While ideally
the anchor states are energy eigenstates, in general they
will be best approximations to them. We also find it
useful to consider the objective function
O[Ψ] = E[Ψ] +
∑
i
λi|~Si − ~Si
∗|2, (3)
where
Si =
〈Ψ|Ψi〉√〈Ψ|Ψ〉 〈Ψi|Ψi〉 , (4)
and ~S∗ is a set of target overlaps.
B. Computation of the objective function and its
derivatives using variational Monte Carlo
In this section, we will explain how to evaluate the
quantities needed using standard variational Monte Carlo
techniques[20]. In this implementation, we sample a dif-
ferent distribution for each anchor state:
ρi(R) = |Ψi(R)|2 + |Ψ(R)|2. (5)
Then the unnormalized overlap is estimated in Monte
Carlo
〈Ψj |Ψk〉i '
〈
Ψ∗j (R)Ψk(R)
ρi(R)
〉
R∼ρi
, (6)
where R is the many-electron coordinate and R ∼ ρi
means that R is sampled from the normalized distribu-
tion ρi(R)∫
ρi(R)
. Here the subscript i indicates that the over-
lap was estimated using ρi.
The relative normalization of the wave function |Ψ〉 is
thus
Ni = 〈Ψ|Ψ〉i , (7)
which is evaluated the same way as Eqn 6. For a param-
eter p of |Ψ〉,
∂pNi = 2Re
〈
∂pΨ
∗(R)Ψ(R)
ρi(R)
〉
R∼ρi
(8)
The overlap is given by
Si =
〈Ψ|Ψi〉i
Ai
, (9)
where Ai =
√〈Ψ|Ψ〉i 〈Ψi|Ψi〉i. The derivative of the
unnormalized overlap is
〈∂pΨ|Ψi〉 =
〈
∂pΨ
∗(R)Ψi(R)
ρi(R)
〉
R∼ρi
. (10)
The derivative of the normalized overlap is computed us-
ing the above components as follows
∂pSi =
〈∂pΨ|Ψi〉i
Ai
− 1
2
〈Ψ|Ψi〉i
Ai
∂pNi
Ni
. (11)
Thus, all derivatives can be computed using only the
wave function parameter derivatives.
We also regularize all derivatives using the stochastic
reconfiguration[21] step to compute
Rpq = 〈∂pΨ|∂qΨ〉 , (12)
for parameter indices p and q.
C. Practical algorithm
The algorithm is outlined in Table I. We provide com-
ments on steps that have some nontrivial considerations.
In step 2, the parameters are initialized. We typically
initialize the parameters using an approximate excited
state, typically either from an orbital promotion in a sin-
gle determinant, or from a small quantum chemistry cal-
culation. We have checked that it is possible to optimize
starting from the ground state, but such a strategy is un-
necessarily expensive, in particular because the objective
function of Eqn 3 is a saddle point at the ground state.
In step 3(a), all the quantities in Sec II B are com-
puted. A Monte Carlo sampling of ρi is done for each
anchor wave function. The algorithm thus scales mildly
with the number of anchor wave functions. The energy
and its derivatives are averaged among all samples, so
3the most costly component of the calculation does not
increase much with the number of anchor wave functions.
It is important for the normalization of the wave func-
tions to be similar; otherwise the density in Eqn 5 is un-
balanced. One could adjust weights in Eqn 5, but we find
it more convenient to normalize all wave functions. We
ensure that all anchor states have the same normaliza-
tion, and use the first anchor state as a reference. Before
performing an optimization move, we first check whether
N0 is too far from
1
2 . The threshold is typically about 0.1.
If it is too far, the parameters are rescaled to normalize
the wave function and VMC is repeated with the renor-
malized wave function parameters. This is performed in
step 3(b) in Table I.
In steps 3(e) and 3(f), we regularize the gradients
of the normalization and the objective function. It is
necessary to regularize both prior to the projection that
will come in the next step.
To prevent moves that change the normalization, we
project out the derivative of the normalization from the
objective function. Otherwise, the moves diverge from
the equal normalization manifold, and it becomes dif-
ficult to evaluate the overlaps accurately. This is per-
formed in step 3(g) in Table I.[22]
We find that line minimization, performed in step 3(i)
in Table I, improves the performance of the algorithm
significantly. We use correlated sampling to compute the
objective function for various values of τ , and fit to a
quadratic. We also reject moves that change the relative
normalization by more than 0.3.
III. DEMONSTRATION OF EXCITED STATE
OPTIMIZATION USING VMC
To demonstrate the technique, we apply it to two cases;
H2 at varying bond lengths to check for correctness versus
an exact solution, and the excited states of benzene to
demonstrate that it is capable of optimizing about 10,000
parameters on a nontrivial system.
A. Application to H2
For application to H2, the trial wave function was
a simple complete active space (CASCI) wave function
with 2 electrons and 2 orbitals taken from restricted
Hartree-Fock. We take the lowest three excited states
from this calculation, labeled ΨCASCI,i, where i runs from
0 to 2. This wave function was modified using a 2-body
Jastrow as parameterized in previous work[23] to obtain
ΨCASCI-J,0 = ΨCASCI,0e
U0 (13)
We then optimized the determinant, orbital, and Jastrow
parameters using a modified version of stochastic recon-
figuration implemented in pyqmc to obtain ΨCASCI-J,0.
We then considered two Jastrow-based approximations
to the excited states. The first, which we denote “Fixed,”
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FIG. 2. Targeted overlaps for H2 in the space of the lowest
three eigenstates. The yellow points are wave functions, using
the penalty method to set S∗. The x and y coordinates are the
measured overlaps after optimization, and the energy E[Ψ] is
the expectation value of the wave function after optimization.
is commonly used in the literature. It is given by
ΨFixed CASCI-J, i = ΨCASCI,ie
U0 . (14)
In this fixed wave function, no parameters are optimized
at all; that is, the Jastrow is the same as the ground
state and the determinant and orbital coefficients are
kept fixed. The second, we denote “Optimized,” begins
with Eqn 14, and uses the penalty method to optimize
determinant, orbital, and Jastrow parameters while en-
suring orthogonality to lower states. In the Supplemen-
tary Information, a Snakemake workflow[24] is provided
that performs the calculations shown here in pyqmc and
pyscf[25]. We use a λ of 2 Hartrees for these calcula-
tions, which were converged.
For reference values, we used full configuration interac-
tion (Full CI) to compute exact energies in a finite basis.
We found that at the triple ζ level, the energies were
fairly well converged. This is slightly earlier than most
materials, due to the fact that H2 is very simple.
In Fig 2, we demonstrate the targeting capability of
this technique. Each point is a wave function generated
in the Dunning cc-pvdz[26] basis as described above, with
S∗ set to various points on the Bloch sphere connecting
the first 3 excited states. As expected, the superpositions
of low energy wave functions fall on a plane as sketched
in Fig 1, a critical check that the calculation is creating
the desired wave functions.
Comparisons between the CASCI, QMC, and full CI
results are presented in Fig 3. With a rather compact
wave function, the optimized CASCI-J wave function ob-
tains close agreement with the exact calculation, while
optimizing significantly from the starting fixed CASCI-J
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FIG. 3. Comparison of FCI eigenvalues with energies of wave
functions optimized with orthogonal optimization to target
the first three eigenstates. The cc-pvtz basis of Dunning[26]
was used.
wave function. In the case of the first excited state, sim-
ply adding a Jastrow factor to an existing CASCI wave
function does not improve the energies at all; optimiza-
tion is required to obtain accurate results.
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FIG. 4. Benzene excited states computed using (a) VMC and
(b) time-step extrapolated DMC for the full pi-space spec-
trum. Different colors refer to increased parameter sets. ~α
are the Jastrow coefficients, ~c are determinant coefficients,
and ~β are orbital coefficients, as denoted in Eqn 15
B. Application to benzene excited states
As a demonstration on a larger system, we computed
the full pi space spectrum of benzene using our excited
state optimization method. This set of thirteen states
contains rich physical structure, with two different spin
channels, single and double electron excitations, and
states with ionic bonding in contrast to the covalently
bonded ground state [27]. As such, these excitations are
a standard benchmark set for excited state methods and
have been used to validate and compare electronic struc-
ture techniques for some time[28, 29].
To represent the wave functions, we used a multi-
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FIG. 5. Root mean square deviation (RMSD) between various
computation methods in eV. All VMC and DMC computation
is from this work. CCSD, CC3, CASPT2 and experiment are
taken Ref [29]. TDDFT results are from Ref [31].
Slater-Jastrow wave function parametrization of the form
|Ψ(~α,~c, ~β)〉 = eJ(~α)
∑
i
ci|Di(~β)〉. (15)
The Jastrow factor J(~α) is a 2-body Jastrow[23] factor.
The determinants |Di〉 in the multi-Slater expansion were
selected from a minimal CASCI calculation over the six pi
electrons and six pi orbitals in benzene. The single par-
ticle orbitals used in the CASCI were computed using
density functional theory (DFT) with the B3LYP func-
tional, BFD triple-ζ basis, and BFD pseudo-potential
[30]. The CASCI and DFT calculations were carried out
using pyscf[25]. The parameters in the wave function
are: 108 Jastrow parameters ~α, 400 determinant coeffi-
cients ~c, and 9,288 orbital parameters ~β.
We used the parameterization of Eqn 15 to compute
the benzene spectra using three different methods, with
increasing cost. The first method, denoted fixed, is a
standard QMC excited state technique, where the coeffi-
cients ~α,~c are first optimized on the ground state CASCI
root with frozen orbital coefficients ~β, then the optimized
Jastrow is multiplied with higher energy CASCI roots,
and finally these trial wave functions are used in VMC
to compute excited state energies. This method does not
allow for state-specific optimization of any of the param-
eters ~α,~c, or ~β.
To understand the effects of orbital optimization in this
system, we consider two parameter sets using the penalty
technique. In the first, we fix the orbital parameters ~β
to the DFT ground state orbital coefficients, and denote
the wave functions as VMC ~α,~c. Finally, we optimize
all coefficients in Eqn 15, denoting those wave functions
~α,~c, ~β. All QMC calculations were carried out in pyqmc
[19].
The results of our excited state computations at the
VMC level are shown in Fig 4a. We see a consistent 0.2
eV decrease in total energy across all twelve excited states
going from the fixed parameter QMC method to the ~α,~c
method using our new optimization technique. We find
that optimizing ~α,~c, ~β yields up to a 0.5 eV reduction in
total energy relative to the fixed technique across nearly
all of the excited states, a gain of around 0.3 eV due
to orbital optimization. However, the relative differences
between the excited states and the ground state are very
similar between the frozen and optimized orbital calcula-
tions, which demonstrates the extent to which standard
excited state techniques depend heavily on error cancel-
lation.
We computed the time-step extrapolated DMC ener-
gies for the computed excited state wave functions, which
are shown in Fig 4b. The additional benefit of optimiz-
ing the orbitals in DMC is seen primarily for just three
states, states 1, 6, and 11, with reductions in energy
of 0.14(3), 0.18(3), 0.22(3) eV respectively. The latter
two of these states are the 1B1u,
1E1u states which have
strong ionic bonding character among the pi orbitals, un-
like the ground state which has covalent bonding char-
acter [27]. This difference in bonding character is cap-
tured by the orbital optimization, leading to larger re-
ductions in total energy in these select states, while the
other states have no reduction in total energy. The fact
that only some excited states benefit from orbital opti-
mization in DMC means that the energy differences are
affected; ultimately they are improved as we will show in
the next paragraph.
We conclude by comparing our excited state results to
state-of-the art methods in Figure 5. We have plotted
a grid comparing methods pairwise by root-mean-square
deviation (RMSD) if their spectra. The branch structure
to the left of the grid indicates grouping of methods by
how similar their spectra are, as measured by RMSD.
We find close agreement between the QMC and coupled
cluster[29] (CC) calculations, with increasing agreement
as the QMC wave function parameterization is improved
via optimization. The RMSD between fixed DMC and
CC3 is 0.18(3) eV, which decreases to 0.16(3) eV once
the ~α,~c parameters are optimized, and a final value of
0.10(3) eV with all three ~α,~c, ~β being optimized. Similar
trends are observed between DMC and CCSD, VMC and
CCSD, as well as VMC and CC3.
The time-dependent DFT (TDDFT)[31] and complete
active space perturbation theory (CASPT2)[29] results
agree with experiment more than the coupled-cluster or
QMC calculations, but would be expected to be less ac-
curate. It may be the case that this discrepancy is due
to the fact that the results in Fig 5 were fixed nuclear
geometry vertical excitations. The experimental vertical
excitations include electron-nuclear effects, which were
not accounted for in our work or any of the cited works.
Rather, we believe that the consistency between accu-
6rate, correlated methods like coupled-cluster and our new
QMC technique, which have vastly different assumptions,
indicate that these methods are solving the fixed nuclear
geometry electronic problem the most accurately.
IV. CONCLUSION
We have presented a scalable algorithm to compute
approximate excited states of many-body systems us-
ing variational Monte Carlo. Our method is somewhat
less complicated to implement than the linear method
of Filippi [10–12], since the derivatives of the local en-
ergy are not required. Further, our technique is capa-
ble of optimizing complex parameters like orbital coef-
ficients in a state-specific manner, and likely would be
able to optimize parameters from wave functions such as
backflow[32, 33] and neural network forms [34–37] , as
well as pairing functions [38], since the complexity is not
much higher than normal wave function optimization. In
comparison to the method of Neuscamman [13–16], this
technique does not require a tuned parameter ω. One
positive aspect of this is that the penalty technique can
access, e.g., several distinct but degenerate excited states
separately. Degenerate ground states would also be de-
tected by the penalty technique.
The penalty technique is capable of optimizing wave
functions with any overlap with a reference state. This
capability may be useful in some circumstances, partic-
ularly for strongly correlated systems and magnetic sys-
tems, in which energy eigenstates may not be easily rep-
resentable by simple wave functions, but non-orthogonal
basis states can be used to make relevant experimental
predictions [39]. Such wave functions are also appropri-
ate for usage in density matrix downfolding [18].
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Appendix A: Properties of E(| 〈Ψ|Φ0〉 |2), and the
approximate versionE(| 〈Ψ|Φ˜0〉 |2)
Here we present a few simple properties of the energy
functional for reference.
1. E(| 〈Ψ|Φi〉 |2) ≥ E0 − (E1 − E0)| 〈Ψ|Φi〉 |2. This is
the bounding line.
2. For any complete linear subspace, the minimization
will form a line, and there are variational upper
bounds.[40]
3. Broken symmetry wave function parameterizations
(such as unrestricted Slater-Jastrow wave func-
tions) do not usually comprise a complete linear
space, so they may not form a line.
