Abstract-We analyze and implement a networked control system where the communication between the sensors, the controller, and the actuator takes place over a wireless LAN (802.11b) ad hoc system. The wireless LAN system introduces random delays and packet loss in the feedback loop. We present an extended version of the separation principle of Linear Quadratic Gaussian (LQG) control with both random delays and packet loss in the feedback loop. This paper is motivated by many of the implementation constraints encountered during the setup of an experimental NCS. We see from our experimental data that the optimal LQG controller that takes the delays and loss into account indeed performs better than traditional control methods.
NCS design involves both control system and communication system design. Designing reliable networks or improving existing network protocols to improve the control performance is studied in [?] The issue of packet loss is really separate from that of delay since it involves loss of information versus delayed information. Control with packet loss is considered in [?] , [?] , [?] . MJLS methods are particularly useful in analyzing LTI systems subject to packet loss. One of the most famous control results for jump linear systems is Chizeck and Ji's optimal Jump Linear Quadratic Gaussian (JLQG) solution found in [?] . By assuming the system is observable in all conditions they prove that a separation property exists which allows the separate design of the optimal JLQ controller and state estimator. The To design an NCS, the impact of delays and packet loss should not be considered separately. This is because there is a design tradeoff between delays and packet loss from the communication design point of view. Very few authors consider the delays and packet loss jointly. An example of such work can be found in [?] , where the LQG optimal controller is proved to satisfy the separation principle even in the presence of random delays and packet loss, if there is a reliable and instantaneous acknowledgment (ACK) from the actuator to the controller.
The work in this paper is largely motivated by our experimental NCS implementation. We have a non-deterministic wireless network subject to delay and packet loss. We favor performance over data accuracy, so we use UDP packets. Also, since packet retransmissions can cause excessive delay and block process execution, we assume ACK packets are not in use. Thus, each time a packet is sent, the sender does not immediately know if it has been successfully received. Finally, we use a "passive" controller strategy, meaning that the controller and estimator are triggered by the receipt of sensor packets rather than acting periodically 1 . The goal of this paper is to combine some of the existing NCS delay and packet loss results using a practical approach which can easily be applied to real systems. This paper is arranged as follows: In Section II we present our NCS setup and model formulation. In Section III we derive a control law which considers delay and packet loss and we demonstrate that under the appropriate 1 Throughout this paper we will use this definition of "passive", referring only to our chosen method of control strategy. assumptions separation between control and estimation exists. In Section IV we describe a test apparatus which was created to investigate these techniques, and we present some experimental data which validates the performance of our controller. Finally, in Section V we present our conclusions and describe the direction of future research in this area.
II. NETWORKED CONTROL SYSTEM FORMULATION
Our system model is shown in Fig. 1 . We consider a linear, timeinvariant, continuous-time plant described bẏ
sampled with a constant period h and controlled by a remote controller with communication networks on both sides. Here we have represented the packet transport delay from the sensor to controller as τ We assume that both the controller and the actuator are eventdriven. That is, the controller does not compute new control commands unless it receives the sensor measurements and the actuator continues to use the old control command until a new one is received. In this paper, we assume all the sensor measurements (possibly from different sensors) are encoded and sent in a single packet for each sample period. This is just for the simple implementation with our experimental setup. Our analytical results can be generalized to the case where different sensors encode and send their sensor measurements in separate packets.
Discretizing the continuous-time dynamics of (1) and considering the effects of delay and packet loss gives us
where
As dsB, and α k , β k ∈ {0, 1}. At time step k, we have β k = 0 if a sensor packet is lost and α k = 0 if a control command is lost.
Since we assume the actuator uses the previous control command in the event of an actuation packet loss, and since we also assume that the controller is passive, only supplying actuation when a packet is received from the sensor, we havê
Note that if a packet is lost the value of τ rt k is irrelevant sincê u k =û k−1 .
III. NCS CONTROLLER DEVELOPMENT
Now we will consider a method of NCS control which considers both delay and packet loss. Let I k be the information set available to the controller at the k th time step. The maximum possible set of I k is since it can be known only after control is computed and if the network provides an ACK packet upon successful delivery of the controller packet to the plant. However, α k does not affect the behavior of the controller at time k because if the k th control packet is lost any change in control at time k is irrelevant.
A. Our NCS Arrangement
We take a practical approach to the communication and control strategy used in our NCS. We assume that our network is nondeterministic and that the round-trip delay τ rt k is random. Without relying on ACK packets and using our passive control strategy, sensor packets are sent according the the sampling period h and include the following information:
Here, k is the packet i.d. corresponding to the current time step and s is the time step of the last packet received by the actuator from the controller. t k is the time the packet is sent from the sensor (time stamp). Since the packet size of most communication protocols is more of a function of overhead rather than actual data, this additional information does not impose much of a burden to most systems. By including this data with each sensor packet, when β k = 1, we have
Note that I k|β k =1 includes τ sc k which is determined from t k and the controller's clock which we assume is synchronized with the plant/sensor clock. τ ca k , however, is not included in (5) because of our NCS assumptions. Obviously, for β k = 0, the information set is reduced, but for our NCS this is not an issue since control is only calculated when β k = 1. Nevertheless, we must update our state estimate appropriately when packets are dropped.
B. Estimator Design
Since packets can be lost between the sensor and controller, our Kalman state estimator has the following form:
Kalman filter gain matrix and P k|k−1 is the error covariance which is a function of packet loss between the sensor and controller. P k|k−1 is updated according to
If one or more packets are dropped on either side of the feedback loop, then the next time a packet successfully arrives at the controller the estimator must be run in open loop up to time step k − 1 before using (6) .
For example, say the last time a control packet successfully arrived at the plant was at time step s, and say the last estimate of x isx s|s . Ifûs,ûs−1, and τ rt s = τ sc s + τ ca s are known, we can run the estimator open loop using the iteration
until we havex k−1|k−1 . Notice that (8b) is implied by our NCS control strategy from (3) and thus the value of τ rt s+1 is irrelevant. Also, consider that we may already have a proper estimate of x s+1|s+1 if βs+1 = 1 and αs+1 = 0. In this case the iteration is begun by calculatingx s+2|s+2 according toûs+1 =ûs.
Note that without ACK packets an accurate periodic state estimate is not possible because the estimator/controller can not know whether previous control actuation packets have successfully reached the plant. This is the justification for the passive control strategy and the inclusion of extra data within each sensor packet.
Of course, there is a limit to how many sensor packets we can loose before the estimator looses stability. The sequence {β k } ∞ 0 is assumed to be a Bernoulli random sequence and thus, so is the P k+1|k iteration. Defining the probability of successful sensor packet transmission as Pr[β k = 1] = ρ sc there is a critical value ρ 
C. Controller Design
Given the system dynamics of (2), we desire to minimize the cost function
Here Qx is positive semi-definite and Qu is positive definite. We previously defined the probability of successful packet transmission from the sensor to the controller as ρ sc = Pr[β k = 1]. Likewise, we define ρ ca = Pr[α k = 1]. Therefore, the probability of the actuator receiving a packet at the k th time step with τ
Because we are using a passive NCS control strategy, the event of losing a packet either on the sensor side or on the actuation side due to packet corruption, interference, excessive delay (τ rt k > h), etc. results in maintaining the previous control input for at least one more time step. Thus, we seek a state feedback control law based on the state variable
Defining additional terms to handle the case of packet loss allows us to extend Nilsson's optimal delay-compensating controller and leads to the following theorem: Theorem 3.1: When the probability of receiving a control command at the actuator with τ rt k ≤ h is ρ rt (thus, loss or delayed with a probability of 1 − ρ rt ), the optimal state feedback controller is given by:
for 0 < τ rt k ≤ h, where h is the sample period and (10) . Combined, the above is a stochastic Riccati equation evolving backwards in time from S k+1 to S k . The iteration involves expectation calculations with respect to τ sc and τ ca and is performed until a stationary value S∞ of S k is found. As expected, if the probability of packet loss is too high (ρ rt too low) the iteration will not converge. A lower bound on ρ rt can be found using MJLS methods. See [?] . Assuming the iteration converges, L ρ rt (τ sc k ) is calculated according to
Note that S∞ is independent of τ sc k thoughS∞ is not; it is calculated from (12) . In practice, a table for L ρ rt (τ sc k , S∞) is calculated off-line which is interpolated on-line to get a control law in the form of (11) .
The above iteration can easily be modified for different control strategies. For instance, as noted above, if the actuator applies zero control input when a packet is not received by some time-out period τ to then the 0 I row of F pl 1 and F pl 2 is replaced by 0 0 and equation (13) (5) is The proof of this theorem may be found in [?] . This theorem extends the separation principle to the case of packet loss on both the sensor side and the actuation side of the feedback loop without relying on the use of ACK packets. It does, however, rely on the passive control strategy and the extra data included with each sensor packet from (4).
IV. EXPERIMENTAL NCS TEST PLATFORM

A. Description
An experimental wireless NCS is created to investigate NCS control techniques. For our plant, we choose the classical control problem of the inverted pendulum since it is unstable, non-minimum phase and easily linearizable. Both pendulum angle and cart position are measured with rotational encoders provided with the pendulum, and the cart is driven by a DC electric motor by the accompanying power amplifier. Actuation and sensing of the pendulum is accomplished using a Sensoray 626 data acquisition card installed in an AMD AthlonXP 2200 desktop PC. The Controller component runs on a Dell laptop PC with a 2 GHz Intel processor. Sensor and actuation data packets are communicated to and from the controller using UDP sockets via Orinoco Silver PCMCIA 802.11b wireless cards running in ad hoc mode. Both the laptop (controller) and the desktop (plant) PCs use these cards. We use Gentoo Linux for the operating systems of both the controller and the plant. For more details refer to [?] . Figure 3 shows the typical results of an experiment using a 2 inch pendulum rod. The upper plot shows the dynamics of the pendulum. After synchronizing the clocks, (which takes about 35 seconds for this run) from 35 to 40 seconds the controller inverts the pendulum. At 40 seconds it is stabilized in the inverted position and from 42 to 62.5 seconds the pendulum cart is forced to track a square wave while keeping the pendulum rod upright. At 62.5 seconds the pendulum looses stability from too much packet loss and must be re-inverted. Tracking begins again at about 72 seconds until the experiment is complete. In this example, the laptop computer (controller) is carried out of the pendulum room and down to the end of a hallway where it stops moving at about the 60 th second of the experiment. The final distance is about 20 m from the pendulum. The lower plot demonstrates how SNR decreases as the distance increases. Note how the round-trip delay and packet loss increases as SNR decreases. Most of the packet loss in this experiment is due to excessive delay. In fact, of the 2407 dropped packets, only 33 were actually lost-the others were simply delayed beyond the 4 ms sampling period. Although a majority (77%) of the round-trip packet times (τ rt ) are well under 3.5 ms, periods of poor signal strength cause sudden jumps in packet latencey, thus, the average round-trip packet time for this experiment is 5.2 ms.
B. Results
C. Controller Performance Results
Our delay and loss-compensating estimator and controller improves the performance of our NCS when subjected to the delay and loss inherent to the wireless network. A detailed description of these results (and those that follow) can be found in [?] . Unfortunately, the bursty behavior and fast nonlinear dynamics of the 2 inch pendulum makes running experiments on the threshhold of stability (which is where the new controller shows the greatest improvement) very difficult since the pendulum constantly falls over, rendering the performance measurements meaningless. Longer pendulum rods are more stable, but the normal wireless range of delay and loss is not significant enough to reliably demonstrate correlated performance degradation with the slower dynamics. Fortunately, through our software we are able to add uniform random delay to both τ sc and τ ca , and we can prescribe packet arrival probabilities ρ sc and ρ ca . We use an 8 inch pendulum rod with a sampling period of 20 ms. The wireless network bit rate is set to a fixed 11 Mb/s and the pendulum-to-controller distance is fixed at about 1 meter. Thus, the delay induced by the hardware is minimal, and we expect zero packet loss except for that which is artificially added.
Using normalized performance indices (refer to [?] for details) we compare three scenarios depicted in Figures 4 and 5 by Groups A -C. For Groups A and B we use conventional time-invariant Kalman estimation and LQG control, but for Group A we have zero packet loss and mean round-trip packet delay is small so the estimator and controller performance is good (indicated by low performance indices).
In Groups B and C we artificially add delay and packet loss. We set τ sc and τ ca uniformly distributed on the interval [.89, 4] ms and [.85, 4] ms respectively. (Since there is still real packet transmission delay, the lower bound of the delay distributions cannot be controlled.) These delay distributions remained very constant for runs 16 -21 . For the packet arrival rates, we set ρ sc = ρ ca = .92, thus ρ rt = .85.
As expected, Group B shows the worst estimation and control performance since there is no compensation for the added delay and packet loss. For Group C we use the stochastic delay and loss properties to calculate our control law according to Theorem 3.1. Figure 5 demonstrates that the delay and loss-compensating estimator and controller performs the best. In fact, runs 19 and 21 from Group C actually performed slightly better than all the runs of Group A. This is not strictly a result of better estimation since the same cannot be said for Jest in Figure 4 . 
V. CONCLUSIONS AND FUTURE WORK
In this paper we have presented a practical NCS model which considers both random packet delay and loss on both the sensor and actuator sides of the feedback loop. This model can easily be applied to many NCS control and communication strategies. Motivated by our NCS implementation, we have presented an optimal control method which handles packet loss and delay without requiring the use of ACK packets in the network. By including some additional information in each sensor packet the controller's information set can be made sufficient to maintain the separation principle between controller and estimator.
Our NCS test platform allows us to verify these theoretical results and suggests future directions for this research. For example, we may be able to apply a more sophisticated packet loss and delay model to our control law derivation. A heuristic approach may also be applied where different control laws are used depending on which regime the channel statistics are in. As SNR drops, for instance, we may transition to a control law based on a higher loss probability.
One of the motivations behind NCS and distributed control is the assumed lack of processing power available at the actuator and/or plant. However, if we provide some computation power and intelligence to the actuator, we may implement different control strategies in the case of packet loss. Instead of maintaining the previous control input as dictated by (3), for instance, it might be better to apply zero input to the actuator, or perhaps a simplified control law based on an incomplete information set. These decisions depend on the plant dynamics and the overall NCS structure.
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