We present an asymptotically faster algorithm for solving linear systems in well-structured 3-dimensional truss stiffness matrices. These linear systems arise from linear elasticity problems, and can be viewed as extensions of graph Laplacians into higher dimensions. Faster solvers for the 2-D variants of such systems have been studied using generalizations of tools for solving graph Laplacians [Daitch-Spielman CSC'07, Shklarski-Toledo SIMAX'08].
INTRODUCTION
Linear systems in truss stiffness matrices arise from linear elasticity problems for simulating the effect of forces on geometrically embedded objects [ST08, DS07] . A truss is an undirected weighted graph over n vertices which are points embedded in d dimensions. We refer to the weights as stiffness coefficients. The associated truss stiffness matrix is a dn × dn matrix, which can be written as a sum of rank-one positive semi-definite matrices such that each matrix corresponds to an edge in the truss graph.
Graph Laplacian matrices can be viewed as a special case of truss stiffness matrices, in which each vertex is embedded in 1 dimension. 2-dimensional variants have been studied in [ST08] and [DS07] . In this paper, we solve linear systems in truss stiffness matrices of 3dimensional meshes. These meshes commonly arise from applying finite element methods [SF73] to simulating 3-dimensional physical space in scientific computing and numerical analysis.
Unlike linear systems in graph Laplacians for which nearlylinear time solvers exist (see for example [ST14, KMP10, KMP11, PS14, CKM + 14, KS16], etc.), solving linear systems in general truss stiffness matrices can be as hard as solving linear systems over the reals [KZ17] , even for 2-dimensional non-planar trusses.
Throughout this paper, we are interested in 3-dimensional trusses with additional geometric structures. Specifically, we assume a truss is a tetrahedral mesh, which can be decomposed into several convex simplicial complexes. In addition, each edge has bounded length and stiffness coefficient, and each tetrahedron has bounded aspect ratio. The aspect ratio of a tetrahedron is the ratio between its volume and the cubic of its diameter. Bounded aspect ratio of simplices is a common criterion in mesh generation [BEG94, Che89, MV92, Rup93] .
Existing works which use geometric structures to speed up algorithms are mostly for planar graphs (e.g., [Fre87, Goo95, HKRS97, BKM + 11a]). A common structure underlying these speed-ups is the r -division. An r -division divides a graph into balanced pieces in which only few edges are between any two pieces [Fre87, Goo95, KMS13] . Then divide-and-conquer can be applied. Usually one layer of r -division is sufficient for running time speedups [BKM + 11a, ŁS11, BENWN14] , while recursive r -divisions lead to even faster algorithms [HKRS97, BKM + 11b, KMS13] . Designing efficient algorithms for 3-dimensional graphs is much harder than in 2-dimensions, even for graphs with bounded genus surface embedded graphs [EN11, BENWN14, BCFN16].
Existing linear system solvers for 3-dimensional tetrahedral meshes are mainly based on nested dissection, which produces a vertex ordering for sparse Gaussian elimination [Geo73, LRT79] . The main idea of nested dissection is to recursively compute small separators, which recursively partition a (sub)graph into separate and balanced pieces. Due to small overlaps between any two pieces, Gaussian elimination with this ordering introduces only a small fill-in size. The study of nested dissection, and the prevalence of linear systems in 3-D complexes in turn motivated the study of small separators for 3-dimensional meshes [MT90, MTTV98] . However, the existence of 3-D complexes with no sub-linear sized constantfraction separators [MT90] means that such algorithms critically depend on the aspect ratios of the individual tetrahedrons.
In addition, support theory has been widely used for solving linear systems in graph Laplacian matrices [ST14, CKM + 14] and generalized Laplacian matrices (e.g., connection Laplacians [KLP + 16] ). Instead of directly solving the original linear system, support theory seeks a sparse preconditioner and iteratively solves a sequence of linear systems (refer to a survey [Axe85] ). Both nested dissection and support theory are well-studied techniques in the literature of solving linear systems, but usually they are applied separately.
We design a new approach for solving linear systems in 3-D truss stiffness matrices, by combining the ideas of nested dissection and support theory. We show that the O (n 2 )-time 1 bound for solving systems on simplicial complexes with bounded aspect ratios [MT90] can be further improved for truss matrices on simplicial complexes formed as a union of k convex tetrahedral meshes. Theorem 1.1 (Informal statement). Given a linear system in the stiffness matrix of a 3-D truss T over n vertices satisfying:
(1) T is a mesh of tetrahedrons formed by a union of k convex simplicial complexes with constant aspect ratio each, (2) each edge of T has constant length and stiffness coefficient, (3) each tetrahedron of T has constant aspect ratio, and an error parameter ϵ > 0, there is an algorithm which outputs a solution of the linear system up to accuracy ϵ in time O (k 1/3 n 5/3 log(1/ϵ )).
Theorem 1.1 improves on Nested Dissection for all k ≪ n. We also show a second result that improves on Nested Dissection even when we allow any aspect ratio for each of the k convex structures (but we still require individual tetrahedrons to have bounded aspect ratio and size). In this regime, we improve on Nested Dissection provided k ≪ n 1/44 .
Our requirements for trusses have more restrictions than the previous nested dissection based algorithms [MT90] , which only requires constant aspect ratios for individual tetrahedrons. Our additional restrictions are mainly due to the need to derive spectral bounds for the preconditioner. Assumptions such as bounded edge lengths and stiffness coefficients (in addition to aspect ratios) are also present in previous work by Daitch and Spielman [DS07] , which forms the starting point for our key technical results on eigenvalues of 3-D simplicial complexes. Furthermore, the need to maintain null spaces as well as truss structures in intermediate steps of Gaussian elimination places additional requirements on the mesh structure.
Our algorithm can be viewed as incomplete nested dissection. Specifically, for each convex simplicial complex, we compute an r -division whose boundaries have nice structures. We then eliminate all interior vertices of the r -division, which gives a partial state of Gaussian elimination. To solve the remaining linear system, we simply use the r -division boundaries to precondition the intermediate submatrix of the Gaussian elimination as an incomplete Cholesky factorization. Our key technical result shows that the associated stiffness matrix of carefully chosen boundaries has bounded condition number, which may be of independent interest. This algorithm only relies on the geometric structures of the underlying graphs and good eigenvalue bounds of the associated matrices. Our presentation only represents a basic instantiation of utilizing both geometric structures and spectral ideas to solve linear systems. It is likely that the same techniques can be extended to more linear systems.
Finally, due to reliance on numerical as well as combinatorial structures, our result, as well as previous works on faster linear system solvers for truss matrices [ST08, DS07] , are limited to meshes with both bounded side lengths and aspect ratios. This is significantly more restrictive than nested dissection based algorithms that only depend on the aspect ratios of the truss elements. We believe in future works it would be useful to extend our approach to more general cases, and more systematically study the necessity of restricting to such special cases.
Related Works
A comparison of related results and their geometric requirements are given in Table 1 . Many geometric restrictions are crucial to designing fast linear system solvers. In addition to requirements on individual truss elements (e.g., bounded aspect ratios, edge lengths and stiffness coefficients), a truss being stiffly connected, defined in [DS07] , is important as a global requirement. From a physical view, any deformation of a stiffly connected truss, except a translation and / or a rotation, requires energy. From an algebraic view, the associated stiffness matrix of a stiffly connected truss only has a trivial null space. In our algorithm, we always guarantee that our preconditioner of a convex truss is stiffly connected.
Both One key idea among these algorithms is incomplete Cholesky factorization. It was used in [KS16] to accelerate Gaussian elimination for graph Laplacian linear systems. Each time the algorithm eliminates a vertex, it sparsifies the partial Cholesky factorization by randomly picking a subset of its nonzeros. In addition, sparsified block Cholesky factorization and multigrid methods were applied in [KLP + 16] to solving connection Laplacian linear systems. In [KLP + 16] , they eliminate a subset of vertices, sparsify its Schur complement (which is an intermediate submatrix of Gaussian elimination, refer to Definition 2.4 for a formal definition) without explicitly computing it, and then repeat this process recursively.
The analyses of both these two papers crucially rely on the fact that graph Laplacian matrices and connection Laplacian matrices are closed under taking the Schur complement. However, this fact does not hold for truss stiffness matrices, for which the Schur complements can be essentially any PSD matrices [KZ17] . The hard instance given in [KZ17] is a 2D non-planar truss. In this paper, instead, we utilize the geometric structures, balanced divisions, and tetrahedral meshes whose tetrahedrons form simplicial complexes and have bounded size and aspect ratio. In this setting we can approximate Cholesky factorization.
One way of measuring the quality of a sparse approximated Cholesky factorization is the relative condition number of the sparse matrix and the original matrix, which determines the number of iterations of preconditioned iterative algorithms. Cheeger's inequality provides tight bounds on the smallest nonzero eigenvalues of graph Laplacian matrices through sparse cuts in graphs [Chu96] . Extensions to higher-order eigenvalues, connection Laplacian matrices, and simplicial complexes can be found in [LGT14, BSS13, SKM14, PRT16], etc. However, it is unclear whether a Cheeger-type inequality exists for truss stiffness matrices.
Organization of the Remaining Paper
In Section 2, we give definitions and notations on graphs and linear algebra, and formally define truss stiffness matrices. In Section 3, we present our algorithm for solving linear systems in 3-dimensional trusses and prove our main theorems. Sections 4 bounds eigenvalues of a well-structured truss stiffness matrix which is the key lemma for proving our main result. Section 5 describes our algorithm for constructing the preconditioner, and Section 6 shows our nested dissection based algorithms for solving linear systems in the preconditioners.
PRELIMINARIES 2.1 Tetrahedral Meshes
For a subset S ⊂ R 3 , we define the diameter of S to be the maximum Euclidean distance between any pair of points in S. We define the aspect ratio of S to be the ratio between the radius of the smallest ball containing S and the radius of the largest ball inscribed in S. In mesh generation, aspect ratio is a common criterion for individual elements (see for example [BEG94, Che89, MT90, MV92, Rup93]).
A tetrahedron is the convex hull of four non-coplanar points in R 3 . We will specify tetrahedrons in terms of sets of four such points. We refer to a set of tetrahedrons as a tetrahedral mesh.
We say a tetrahedral mesh is a simplicial complex if the intersection of every two tetrahedrons is either empty or a face of both two tetrahedrons. A simplicial complex is convex if the union of the images of its simplices is convex, as defined in [CFM + 14] .
Definition 2.1. A tetrahedral mesh is said to be simple iff it is a simplicial complex and every tetrahedron has bounded aspect ratio.
The following definition characterizes rigidity and stiffness of a tetrahedral mesh, which is an adaption of Definition 2.3 in [DS07] .
Definition 2.2. The rigidity graph of a tetrahedral mesh is a graph whose vertices correspond to tetrahedrons and whose edges connect any two tetrahedrons sharing a triangle face. A tetrahedral mesh is stiffly-connected iff (1) its rigidity graph is connected, and (2) for any vertex in the mesh, the rigidity subgraph induced on the tetrahedrons containing this vertex is connected.
We define a bounding box of a convex 3D shape to be a 3D box such that: (1) the box contains all points of this shape, and (2) the volume of the box is same as the volume of this shape up to a constant factor. [BHP01] gives a linear time algorithm which computes a bounding box of a convex shape in 3 dimensions. Lemma 2.3. (Lemma 3.6 of [BHP01] ) Given a 3D convex shape, one can compute in linear time a bounding box of this shape. 2 Moreover, the aspect ratio of the bounding box is same as the aspect ratio of the given shape up to a constant factor.
Vectors and Matrices
Given a vector x ∈ R n , for 1 ≤ i < i + j ≤ n, we denote x i the ith entry of x, and we denote x i:i+j the subvector whose entries are
For two symmetric matrices A, B ∈ R n×n , we say A ≽ B iff A − B is PSD. We define the condition number of A relative to B, denoted by κ (A, B), to be min
In addition, we define Schur complements which arise from the process of Gaussian elimination.
Definition 2.4 (Schur complement). Let S,T be a partition of the indices of a square matrix A so that A =
We will use the following fact of Schur complements.
Fact 2.5. Let A be a symmetric PSD matrix and Sc[A] T be its Schur complement.
(1) Sc[A] T is a symmetric PSD matrix.
(2) λ max (Sc[A] T ) ≤ λ max (A).
Solving Linear Systems
Our algorithm combines two of the most important tools for solving linear systems: Nested dissection and preconditioning. Below, we give a brief introduction to some of the central results on these techniques.
Classic results due to Lipton, Rose, and Tarjan [LRT79] , and Miller and Thurston [MT90] combine to show that linear systems arising from simple tetrahedral meshes (see Definition 2.1) can be solved in O (n 2 ) time. These results concern linear equations in an n × n matrix A where the indices {1, . . . ,n} can be embedded as points {p 1 , . . . , p n } that form the vertices of an explicitly given, simple tetrahedral mesh, and A i j is non-zero only if the vertices i and j share an edge in the tetrahedral mesh.
Theorem 2.6 (Nested dissection [MT90] ). Let A ∈ R n×n be a symmetric matrix defined on a simple tetrahedral mesh. A Cholesky factorization A = PLL ⊤ P ⊤ can be computed in time O (n 2 ), in which P is a permutation matrix and L is a lower triangular matrix with O (n 4/3 ) nonzero entries. As a result, a linear system in A can be solved in time O (n 2 ) by Gaussian elimination.
Theorem 2.6 can be extended to a block matrix A ∈ R cn×cn where c is a constant positive integer. Each vertex of the underlying graph corresponds to c indices of A. In addition, the block corresponding to the column indices for vertex i and the row indices for j should be non-zero only if the vertices i and j share an edge in the tetrahedral mesh, or if i = j, i.e. when the block is on the diagonal.
The Nested Dissection algorithm relies on invoking separators recursively. A separator is a set of indices S such that the remaining indices [n] \ S can be partitioned into two sets B and C such that every entry with i ∈ B and j ∈ C has A i j = 0. Furthermore, we guarantee that the partition is roughly balanced, for example, each of B and C contains no more than 3 4 · n indices. Nested Dissection recursively repeats the partitioning process on the union of each subset and the separator itself, that is, B ∪ S and C ∪ S. Given such a recursive partition scheme, we reorder the indices of the matrix so that the indices in the separator S are eliminated last, and we then order the indices in B and C recursively in a similar way. We perform Gaussian elimination on the matrix according to this ordering, which only introduces a small fill-in size and few multiplication counts. This approach also works for eliminating a subset of the variables, resulting in a Schur complement on the rest.
Both the running time and representation cost of nested dissection algorithms are bottlenecked by the costs of the top-level separators. In Algorithm 1 TrussSolver, we will utilize improved running time bounds for nested dissection when better separators exist. The following lemma characterizes the performance of Nested Dissection given better top-level separators.
Lemma 2.7. Suppose we have a recursive separator decomposition of a simplicial complex with n bounded aspect ratio tetrahedrons such that:
(1) the number of leaves, and hence total number of recursive calls, is at most n α .
(2) each leaf (bottom layer partition) has at most n β tetrahedrons.
(3) each top separator has size at most n γ .
Then we can find an exact Cholesky factorization of the associated stiffness matrix in time O (n α +2β + n α +3γ ), and the total resulting fill-in is O (n α + 4 3 β + n α +2γ ).
An adaption of the analysis in [LRT79] proves this lemma. We remark that the algorithmic realization of this can be viewed as utilizing the nested dissection algorithm 2.6 to complete this structure into a full separator tree.
Last but not least, we state the following theorem for preconditioned conjugate gradient, which will be used in bounding the running time of our algorithm.
Theorem 2.8 (Preconditioned conjugate gradient [Axe85] ). Let A, B ∈ R n×n be two symmetric positive semidefinite matrices and let b ∈ R n . Each iteration of the preconditioned conjugate gradient multiplies one vector by A, solves one linear system in B, and performs a constant number of vector additions. For any ϵ > 0, the algorithm outputs an x satisfying ∥Ax − b∥ 2 ≤ ϵ ∥b∥ 2 in O ( κ (A, B) log(1/ϵ )) such iterations.
We remark that while there are settings where the convergence of preconditioned conjugate gradient is numerically unstable, the eigenvalue-based bound that we utilize here is stable once the solves involving B have polynomially small errors.
Truss Stiffness Matrices
We extend the definition of 2-dimensional truss stiffness matrices from [DS07] (see Definition 2.1 and 2.2) to 3 dimensions.
ified in terms of four vertices, i.e. we identify tetrahedron
• A set of edges E which is exactly the set of pairs of vertices that appear in some tetrahedron together. Each edge e = (i, j) ∈ E represents a straight idealized bar between vertex points p i and p j . • A function γ : E → R + , which assigns a stiffness coefficient γ (e) to each edge e. The stiffness coefficient represents the stiffness of the idealized bar corresponding to edge e.
Definition 2.10 (Truss stiffness matrix).
The stiffness matrix of the truss T is defined as
In general, solving linear systems in truss stiffness matrices can be as hard as solving linear systems in real matrices [KZ17] .
In this paper, we study 3D trusses with some additional geometric structures. These structures enable us to design linear system solvers that run much faster than solvers for general simple tetrahedral meshes.
Definition 2.11. We say a 3D truss is edge-simple if its tetrahedral mesh is simple and every tetrahedron has bounded edge lengths and stiffness coefficients (i.e. both are bounded above and below by constants).
Definition 2.12. We say a 3D truss is convex edge-simple if it is edge-simple, and its tetrahedral mesh is convex.
ALGORITHM OVERVIEW
In this section, we present our algorithm for solving linear systems in stiffness matrices of edge-simple 3D trusses. Our first main result concerns trusses formed by combining k convex edge-simple trusses, each with constant aspect ratio upper bounded by some arbitrarily large but fixed constant.
Theorem 3.1. Given a edge-simple 3-D truss with n vertices, formed from a union of k convex edge-simple trusses each with aspect ratio at most O (1) 3 , and an error parameter ϵ > 0, there is an algorithm which solves a linear system in the corresponding stiffness matrix up to accuracy ϵ in time O (k 1/3 n 5/3 log(1/ϵ )).
This theorem is appealing because in many modeling applications, only large constant aspect ratios are needed for individual convex parts that are being combined. In Theorem 3.1, we see that the performance degrades smoothly towards the O (n 2 ) running time of Nested Dissection as k approaches n.
Our second main result deals with the case when we allow a truss formed from k convex edge-simple trusses, each of which may have arbitrarily large aspect ratio.
Theorem 3.2. Given a edge-simple 3-D truss with n vertices, formed from a union of k convex edge-simple trusses, and an error parameter ϵ > 0, there is an algorithm which solves a linear system in the corresponding stiffness matrix up to accuracy ϵ in time O (n 11/6 k 22/3 log(1/ϵ )).
We remark that the geometric assumptions of Theorem 3.2 are in many ways fairly weak. We need the individual truss tetrahedrons to have small aspect ratio, but each of the k convex edge-simple trusses may overall have a wide range of shapes: It can form a ball, a pancake, or even a very long beam with arbitrarily large aspect ratio. The dependence on k is fairly bad and has not been carefully optimized, meaning currently that only about k ≪ n 1/44 ≈ n 0.0227 convex edge-simple trusses can be combined while still achieving a speed-up over nested dissection. Even so, this allows the construction of some shapes with genus up to n 1/44 .
Fast matrix multiplication can be used in our algorithm, as well as earlier routines. In accordance with previous works on nested dissection, and to simplify presentation, we assume ω = 3 (the matrix multiplication constant) throughout our calculations. However, in the full version of this paper, we also give the ω-dependent bounds.
Assuming ω = 2.3728639 as in [LG14] , the bounded aspect ratio case from Theorem 3.1 takes time O (k 0.1210452 n 1.4608641 log(1/ϵ )), while the arbitrary aspect ratio case from Theorem 3.2 takes time O (k 5.7115596 n 1.5175803 log(1/ϵ )). In both cases the running times are less than the O (n 1.5819093 ) bound obtained by plugging ω = 2.3728639 into 3-D nested dissection.
Our algorithm pseudocode is stated in Algorithm 1. Note this algorithm proves both Theorem 3.1 and 3.2. Theorem 3.1 is a special case where I = [k] in line 4.
Main Ideas
Both our main theorems are based on speeding up Nested Dissection by combining it with preconditioning and iterative solvers. In Section 2.3 we gave a brief outline of Nested Dissection. In classical Nested Dissection, the main bottleneck that constrains the running time of the algorithm is the process of applying Gaussian elimination to the few separators in the top levels of the separator tree, after having eliminated all the matrix indices at lower levels. The intermediate matrix that arises during Nested Dissection after eliminating the indices at lower levels is in fact the Schur complement onto the separators at top levels.
Our central idea that gives us an advantage over Nested Dissection is that: the outer boundary of tetrahedrons of a single convex edge-simple truss 4 with small aspect ratio is a good preconditioner for the Schur complement of the whole truss onto the boundary.
By forcing Nested Dissection to use these outer boundaries of individual convex edge-simple trusses as the top-level separator, we get a separator which has a good sparse preconditioner. Fortunately, we can also ensure that this top-level separator has a small size.
The phenomenon that the boundary itself is a good preconditioner for the Schur complement onto the boundary has a natural interpretation based on structural mechanics. The quadratic form associated with the Schur complement corresponds to the energy associated with deforming the whole truss by squishing or stretching the boundary vertices while leaving the interior intact and finding the positions of the interior vertices that minimize the overall energy. We show that this energy is not much more than the energy that arises from applying the same deformation to just the boundary tetrahedrons after deleting the interior vertices.
This means that we can speed up the process of applying the inverse of the Schur complement onto the boundary, which is the bottleneck of nested dissection. We avoid directly inverting the Schur complement by instead solving a linear system in the Schur complement using the boundary itself as a preconditioner in preconditioned conjugate gradient. Because the boundary is much sparser than the Schur complement, and has much fewer tetrahedrons than the initial mesh, we significantly reduce the running time.
How good a preconditioner the boundary is for the Schur complement depends on the number of tetrahedrons in the initial convex mesh. If the mesh is large, then the preconditioner is worse in the sense that solving an associated linear system is time-consuming, but the gain from hollowing out the mesh is relatively larger, because the number of tetrahedrons on the surface is relatively smaller. Ideally, we want to balance these two phenomena against each other. We can ensure a good trade-off between these two effects by first dividing very large convex trusses into smaller chunks before hollowing out these chunks and using the resulting boundaries, which now look somewhat like a Swiss cheese, as a preconditioner.
All together, this approach of partitioning, hollowing out, preconditioning, and using Nested Dissection gives us Theorem 3.1.
If the aspect ratios of individual convex trusses are allowed to be extremely large, so that the trusses can be very thin, then we cannot gain much by hollowing out the trusses. However, if an individual convex truss has large aspect ratio, then we can get good separators for Nested Dissection by slicing the truss along its longest dimension. Combining this observation with our preconditioning approach, we are able to obtain Theorem 3.2, which has no requirements on the aspect ratios of each of the k trusses we are combining. Unfortunately, leveraging both the preconditioning behavior and the existence of good separators for individual large aspect ratio trusses requires fairly technical work, which currently introduces a bad dependence on k in this version of our main result. 4 It can be a subset of one of the k input individual convex edge-simpletrusses.
Input: a 3D truss T = ⟨V , {p i } i ∈V ,T ,E,γ ⟩ with n vertices, which is a union of k convex edge-simpletrusses T 1 , . . . , T k , a vector f ∈ R 3n , an error parameter ϵ > 0. Constants for aspect ratio threshold 0 < c α < 1, and hollowing rate 0 < c r < 1.
Hollow out the interior vertices of T i with parameter r i = n c r i to form H i . 7: end for 8: Run nested dissection on the preconditioner (possibly with a specific set of separators). 9: Run preconditioned conjugate gradient with this preconditioner to solve the overall system. 10: return the solution x.
Bounding Eigenvalues of a edge-simple and Stiffly Connected Truss
Our main structural results are bounds on the condition number of the stiffness matrix of a edge-simple and stiffly connected (see Definition 2.2) simplicial complex. As each vertex is involved in at most a constant number of tetrahedrons, we can easily obtain bounds on the maximum eigenvalue. Thus, our main technical contribution is a lower bound on the minimum non-zero eigenvalue of the stiffness matrix of a 3D edgesimple truss. We state the explicit bound in Lemma 3.3. Such a bound is analogous to the bound on minimum eigenvalues of a path in a graph. Lemma 3.3. Let T be a edge-simple and stiffly-connected 3D truss. Let n be the number of vertices of T and ∆ be the diameter. Let M denote the associated stiffness matrix. Then, λ min (M) = Ω(n −1 ∆ −4 ) and rank(M) = 3n − 6.
Our proof is heavily motivated by the Path Lemma by Daitch and Spielman [DS07] , which bounds the minimum non-zero eigenvalue of the stiffness matrix of a path of triangles in 2D. We start by shifting all the tetrahedrons by the normals w.r.t. a particular centering tetrahedron, which in effect projects away the coordinates from the null space. Then we lower bound the minimum dot-product of a quadratic form in terms of the pairwise ℓ 2 differences among these tetrahedrons. However, our calculations result in an exponential factor loss depending on the "hop distance" between the first and last tetrahedrons. This is due to the accumulation of rotational operators, which we need to treat as matrices instead of simple rotations.
We are not sure whether this exponential increase is simply due to an algebraic artifact in our proof. To circumvent it, we instead show that there exists a particular centering where a pair of closeby tetrahedrons are placed 1/ poly(n) apart. This proof relies on analyzing the "average behavior" of all centerings globally. It once again relies on treating the initial rotations and projections as linear operators, and working directly with the singular values of these projection operators.
Proving the Main Result for Small Aspect Ratio Truss Unions
To accelerate Nested Dissection, we need to find a set of balanced separators that are small and whose Schur complements have good sparse preconditioners.
To build these good separators, motivated by r -divisions, we divide each of the small-aspect ratio trusses in our union of k trusses into smaller chunks, such that the boundary of each chunk is a good preconditioner of the Schur complement onto that boundary. The union of all these boundaries is called a hollowing. To create a hollowing, we fix two parameters: a bounding box B that determines the directions of each smaller chunks of the hollowing, and a size parameter r that controls the size of the smaller chunks. We call each smaller chunk as a region. (
The next lemma describes the performance of algorithm Hollow, Algorithm 2 in Section 5, that we use to compute a (B,r )-hollowing of a convex edge-simple truss. Proof of Theorem 3.1. Let T be a edge-simple 3-D truss with n vertices, formed from a union of k convex edge-simple trusses, say T 1 , . . . , T k , each with aspect ratio at most O (1). For each 1 ≤ i ≤ k, let n i be the number of vertices of T i , and define r i def = n 1/2 i . In Algorithm 1, for each T i , we compute a (B i ,r i )-hollowing, where B i is a bounding box of T i . By Lemma 2.3 and 3.5, the total running time here is O (n). In each (B i ,r i )-hollowing region, we eliminate its interior vertices in total time Before running PCG, we compute a Cholesky factorization of A T ′ by nested dissection. According to Theorem 2.6, the running time is O (k 1/3 n 5/3 ), and the fill-in size is O (k 2/9 n 10/9 ). By Definition 3.4, the condition number is O (max i r 2 i ) = O (n). According to Theorem 2.8, the number of PCG iterations is at most O (n 1/2 log(1/ϵ )) to output a solution up to accuracy ϵ. In each PCG iteration, we do a matrix-vector multiplication with the Schur complement in time O (n 7/6 ), and solve a linear system in A T ′ in time O (k 2/9 n 10/9 ). Thus the total running time is O (k 1/3 n 5/3 log(1/ϵ )). □
Proving the Main Result for All-Aspect Ratio Truss Unions
We extend our result to cover the case when the union of convex edge-simple trusses also include trusses with arbitrarily large aspect ratios. The lemma below shows that large aspect ratio implies the existence of good plane separators, which is proven in Section 6.
Lemma 3.6. Given a convex edge-simple 3D truss with aspect ratio at least α > 0, say, T = ⟨V , {p i } i ∈V ,T ,E,γ ⟩, and its bounding box B. Let d ∈ R 3 be a unit vector along the longest direction of B, and let g ∈ R 3 be a unit vector with d · g > 0. Then every plane orthogonal to g intersects at most O (n 2/3 α −1/3 (d · g) −1 ) tetrahedrons.
The above lemma tells us that a single convex edge-simple truss with large aspect ratio has a good plane separator. It turns out that even if we have many such trusses whose longest dimension may point in different directions, and we have hollowed-out trusses from small aspect ratio parts, we can still find a single plane that acts as a reasonably good separator for all of these trusses at the same time. This is captured by the following lemma, which is obtained by instantiating Lemma 6.2 with c r = 1/3 and l = n 1/6 . Lemma 3.7 (Combining Separators). Given a edge-simple 3D truss T = ⟨V , {p i } i ∈V ,T ,E,γ ⟩, which is a union of k convex edgesimple trusses with up to n vertices in total. Let T ′ ⊂ T be a truss by selectively computing (B i ,r i )-hollowings of some of the pieces with parameter r i ≤ n 1/3 i . There exists a randomized algorithm which with high probability returns a vertex ordering so that a complete elimination of T ′ has size O (n 23/18 k 44/9 ), and takes time O (n 11/6 k 22/3 ) to compute.
The algorithm that achieves Lemma 3.7 is Algorithm 3 Convex-TrussUnionND in Section 6. Given these lemmas, we can now sketch a proof of Theorem 3.2. Proof of Theorem 3.2. We bound the running time of Algorithm 1 TrussSolver with the preconditioner and nested dissection constructed as per Lemma 3.7.
Since all the hollowings involve pieces with r i ≤ n 1/3 i , Definition 3.4 gives a bound of O (n 2/3 ) on the condition number, and in turn a bound of O (n 1/3 log(1/ϵ )) on the number of PCG iterations via Theorem 2.8. Furthermore, similar to the proof of Theorem 3.1, the Schur complement of T onto the elements of T ′ has size O (n 10/9 ), and computing them by eliminating all interior vertices of our hollowings takes time O (n 4/3 ).
Thus, the total running time of Algorithm 1 is O n 4/3 + n 11/6 k 22/3 + n 1/3 log (1/ϵ ) · n 10/9 + n 23/18 k 44/9
= O n 11/6 k 22/3 log (1/ϵ ) .
□

BOUNDING THE SMALLEST NONZERO EIGENVALUE OF A EDGE-SIMPLE TRUSS
In this section, we prove Lemma 3.3, which lower bounds the smallest nonzero eigenvalue of a edge-simple 3D truss. We restate Lemma 3.3 in the following.
Lemma 3.3. Let T be a edge-simple and stiffly-connected 3D truss. Let n be the number of vertices of T and ∆ be the diameter. Let M denote the associated stiffness matrix. Then, λ min (M) = Ω(n −1 ∆ −4 ) and rank(M) = 3n − 6.
Main Ideas
The proof of Lemma 3.3 is an extension of the path support lemma by Daitch and Spielman [DS07] . Their proof relies on recentering a vector q, which is a unit vector orthogonal to the null space of M, with respect to a single face by transforming it along the null space of M.
Let T = ⟨V , {p i } i ∈V ,T ,E,γ ⟩ be a 3D stiffly-connected truss over n vertices. The null space of the stiffness matrix of T can be characterized as:
(1) p x , p y , p z ∈ R 3n : for each 1 ≤ i ≤ n, the corresponding 3dimensional vector p x i (p y i and p z i ) has 1 for its x-coordinate (y-coordinate, and z-coordinate, respectively) and 0 for the other two coordinates.
(2) p ⊥xy , p ⊥x z , p ⊥yz ∈ R 3n : fix an arbitrary index 1 ≤ c ≤ n, for each 1 ≤ i ≤ n:
Also, as many of our arguments are symmetric across dimensions, we will use d, d 1 and d 2 to represent symmetric indexing over the dimensions, or pairs of dimensions respectively. Finally, as centering and exploring a simplicial complex from a particular triangle introduces an ordering on the tetrahedrons, faces, and edges, we will define our edges, triangles, and tetrahedrons as ordered tuples:
(1) Edges: e = ⟨e 1 ,e 2 ⟩, (2) Triangles: we denote these as s = ⟨s 1 ,s 2 ,s 3 ⟩. Here e (s) means the edge ⟨s 1 ,s 2 ⟩. (3) Tetrahedrons: an ordered 4-tuples of pairwise adjacent points t = ⟨t 1 ,t 2 ,t 3 ,t 4 ⟩. Here s (t ) means the (triangle) surface s (t ) = ⟨t 1 ,t 2 ,t 3 ⟩, and e (t ) means the edge e (s) = ⟨t 1 ,t 2 ⟩.
With these notations in mind, we can center a vector q w.r.t. a particular (oriented) triangle surface s. This can be viewed as an extension of the centering lemma in [DS07] . 
c ⟨s⟩⊥d 1d 2 p ⊥d 1d 2 (1) satisfying:
(1) the plane containing the points q ⟨s⟩ s is parallel to the plane containing p s .
(2) The edge q However, our extension of this bound (which we will describe next in Lemma 4.4) to the 3-D case has an exponential dependency on the distance in tetrahedrons between ij and s. As a result, we first show the existence of a good centering, namely one where there exists an edge close to s whose endpoints are far apart. This notion of distance can be defined in terms of "hop count" of tetrahedrons.
Definition 4.2. The tetrahedron-distance between a pair of objects x and y in a simplicial complex is the shortest sequence of tetrahedrons t (0) ,t (1) , . . . t (d ) such that x ⊆ t (0) , y ⊆ t (d ) , and for all 1 ≤ i ≤ d, t (i−1) and t (i ) share a triangle face. = Ω 1 ∆ 4 n .
We prove this lemma in Section 4.2. We can then check, via an argument similar to [DS07] , that such a centering and distance pair implies a large quadratic form. We prove this lemma in our full version. Lemma 4.4. Given a edge-simple and stiffly-connected truss with stiffness matrix M, an oriented triangle s, and a pair of points i, j within tetrahedron-distance h of s, we have
Proof of Lemma 3.3. Consider an arbitrarily fixed unit vector q that is orthogonal to the null space of M. Let s be the oriented centering given by Lemma 4.3, and let i, j be a pair of points within a constant tetrahedron-distance of s. Lemma 4.4 and Lemma 4.3 together give that:
On the other hand, by Equation (1), q ⟨s⟩ 2 ≥ q 2 = 1. Thus,
Existence of Good Centering (Proof of Lemma 4.3)
In this section we prove Lemma 4.3. The proof is by contradiction. We assume that for every centering at a triangle s, for every pair ⟨i, j⟩ within tetrahedron-distance 3 of ⟨s⟩ satisfies
where ϵ def = 1 β ∆ 4 n for a sufficiently large constant β. Recall that in Lemma 4.1, for each centering at ⟨s⟩, we define 3 scalar coefficients c ⟨s⟩⊥xy ,c ⟨s⟩⊥x z ,c ⟨s⟩⊥yz ∈ R for the 3 null space vectors in Equation (1). We will write the vector containing these 3 coefficients as c ⟨s⟩ .
We first show that, under the assumption in Equation (2), the difference between the coefficient vectors w.r.t. to two close centering triangles is small. Lemma 4.5. Assume that for every centering triangle s and every pair of points i, j within distance 3 of ⟨s⟩ satisfies Equation (2). Then for every pair of centering triangles s 1 and s 2 within constant tetrahedron distance to each other we have
Proof Sketch. The proof sketch is the following: each centering triangle corresponds to a unique normalization of a vector q as in Equation (1). Consider two edges (i, j), (j,k ) which are both within constant tetrahedron distance of both s 1 and s 2 . By Equation (1), we can express c ⟨s 1 ⟩ − c ⟨s 2 ⟩ as a function of q i , q j , q k after normalization w.r.t. to centering s 1 and centering s 2 . The assumption in Equation (2) then upper bounds the norm of c ⟨s 1 ⟩ − c ⟨s 2 ⟩ . Please refer to our full version for a detailed proof. □
The above lemma implies that: for any two vertices such that each is centered w.r.t. a triangle close to itself, the difference between the two centered vertices is small. Lemma 4.6. Let u,w be two arbitrary vertices of T . Let s u (s w ) be a triangle containing u (and w, respectively). Under the assumption in Equation (2), we have
Proof. Let u = v 1 ,v 2 , . . . ,v f = w be a shortest path from u to w. Note f ≤ ∆. Let s i be a triangle next to v i for 2 ≤ i ≤ f − 1. The path from vertex u, centered at ⟨s u ⟩, to vertex w, centered at ⟨s w ⟩, can be expressed as the following:
Taking ℓ 2 norm on both sides and applying the triangle inequality, we an bound the norm of the LHS by the sum of ℓ 2 norm of each term in the RHS.
By Equation (1) and the triangle inequality,
Apply Lemma 4.5:
Together with our assumption in Equation (2), we have
□ Now we prove Lemma 4.3.
Proof of Lemma 4.3. For each vertex i, let s i denote an arbitrary triangle next to vertex i. We can write vector q as
where
Note that the last two terms of Equation (4) are in the null space of M. Thus, q +q 2 ≥ q 2 = 1.
On the other hand, by the triangle inequality,
We apply Lemma 4.6 to the first term, and apply Equation (3) (which is true for any two close centering triangles) ∆ times for the second term: q +q 2 ≤ q 2 + q 2 = O ( √ n∆ 2 ϵ ).
By our choice of ϵ ← 1 β √ n∆ 2 for a sufficiently large constant β, we get a contradiction. □
COMPUTING A (B,r )-HOLLOWING H OF A CONVEX EDGE-SIMPLE TRUSS
In this section, we present Algorithm 2 Hollow, which takes a convex edge-simple 3D truss T = ⟨{p i } i ∈V ,T ,E,γ ⟩, a bounding box B and an integer parameter r as input, and outputs a (B,r )hollowing H of T . We can check that the algorithm terminates in time O (|V |). These together prove Lemma 3.5. Given that each individual tetrahedron has constant volume and constant aspect ratio, the following observation converts counting the number of tetrahedrons in a truss intersecting a 2D plane into the intersection area of this truss and the plane.
Observation 5.1. Let T be a convex edge-simple 3D truss, and let P be a 2D plane. Let A(T ∩ P ) be the intersection area of T and P. Then the number of tetrahedrons in T intersecting P is upper bounded by O (max{A(T ∩ P ), 1}).
Proof. Since every individual tetrahedron in T has constant volume and constant aspect ratio, a tetrahedron of T intersects P only if all points of this tetrahedron is within some constant distance of P. The number of tetrahedrons of T intersecting P can be upper bounded by the volume within some constant distance to T ∩ P. Thus, the number of tetrahedrons of T intersecting P is at most O (max{A(T ∩ P ), 1}). □
Bounding the Size of H
In this section, we show that H = Hollow (T ,B,r ) , computed by Algorithm 2, has a small size. That is, H satisfies the first condition of the (B,r )-hollowing definition in Definition 3.4. Note in Algorithm 2 line 1, the bounding box B is divided into O (n/r ) small cubes of volume O (r ) each. We call a small cube as a region. The tetrahedrons in a region are the tetrahedrons of H which intersect a single small cube. A tetrahedron can appear in at most eight regions.
The following lemma upper bounds the number of tetrahedrons of H in each region.
Lemma 5.2. Given a convex edge-simple 3D truss T of n vertices, a bounding box B and a positive integer r ≤ n/α (T ) 2 , let H = Hollow(T ,B,r ) returned by Algorithm 2. Then, H has at most O (nr −1/3 ) tetrahedrons.
Note the shortest side length of the bounding box of T is at least n 1/3 α −2/3 . The requirement r ≤ n/α (T ) 2 guarantees that the shortest side length is at least r 1/3 so that an r -division exists.
Proof. Note H has O (n/r ) regions. It suffices to show that each region of H has at most O (r 2/3 ) tetrahedrons.
Let R be a region of H . A tetrahedron of H belongs to region R if either this tetrahedron is within constant distance to the boundary of R, or this tetrahedron is within constant distance to the part of the boundary of T that's contained in R. Since every tetrahedron of H has constant volume and aspect ratio, the number of tetrahedrons within constant distance to the boundary of R is O (r 2/3 ). It remains to bound the number of tetrahedrons within constant distance to the boundary of T that's contained in R.
Define S def = T ∩ R. Since both T and R are convex, S is convex.
Let Surf(·) the surface area of a shape. By Observation 5.1, the number of boundary tetrahedrons of T contained in R is O (Surf(S )).
Let B 1 be the smallest ball containing S. Since R is a cube, we have Surf(B 1 ) = O (Surf(R)).
So it suffices to show Surf(S ) ≤ Surf(B 1 ). We do so by giving a one-to-one mapping of every point from the surface of S onto B 1 .
Let ϕ : S → B 1 which maps each face of S to a subset of the surface of B 1 , defined as follows. Consider a face of S, say f , with vertices v 1 , . . . ,v k in a clockwise order. Let P f be the plane containing f . P f cuts B 1 into two parts, let B ′ 1 be the part of the smaller volume (break a tie arbitrarily), aka the sphere cap generated by the plane p f .
For each 1 ≤ i ≤ k, let P i be the plane orthogonal to P f that passes through v i and v i+1 ) (if i = k, then the intersection line is (v k ,v 1 )). Let u i be the point of intersection of the surface of B 1 with the planes P i−1 and P i (if i = 1, then u 1 is the intersect vertex of P 1 ,P k and the surface of B ′ 1 ). We define ϕ( f ) to be the surface of B ′ 1 enclosed by (u 1 , . . . ,u k ,u 1 ). See Figure 1 for an example. For each face f of S, the orthogonal projection of ϕ( f ) onto the plane P f is f . Thus
In addition, since S is convex, for any two distinct faces f 1 and f 2 , ϕ( f 1 ) and ϕ( f 2 ) are also disjoint. So we have
Combining this with Surf(B 1 ) ≤ O (Surf(S )) ≤ O (r 2/3 ) then completes the proof. □
Bounding the Number of Tetrahedrons in H Intersecting with a Plane
In this section, we show that H = Hollow(T ,B,r ), computed by Algorithm 2, has a small overlap with any plane whose normal vector has an angle between (0,π /2) with the longest direction of B. That is, H satisfies the second condition of the (B,r )-hollowing definition in Definition 3.4.
Lemma 5.3. Given a convex edge-simple 3D truss T of n vertices, a bounding box B and a positive integer r ≤ n/α (T ) 2 , let H = Hollow(T ,B,r ) returned by Algorithm 2. Let d ∈ R 3 be a unit vector such that the angle between d and let the angles with the three directions of the box (normals to its faces) be θ x ,θ y ,θ z ∈ (θ ,π /2), for some θ > 0. Then, the number of tetrahedrons in H which intersect any plane P orthogonal to d is at most O n 2/3 α (T ) 1/3 r 1/3 cos 2 θ .
Without loss of generality, we assume that the bounding box B is axis-parallel, that is, the sides of B are parallel to the three axes: the x axis, the y axis and the z-axis. We say an axis-paralleled box has side lengths a,b,c > 0, if the sides parallel to the x-axis have length a, the sides parallel to the y-axis have length b, and the sides parallel to the z-axis have length c, respectively.
To prove Lemma 5.3, we need the following claim, which bounds the intersection area of a 2D plane and a 3D box.
Claim 5.4. Let B be a 3D axis-parallel box of side lengths a,b,c > 0. Let d ∈ R 3 be a unit vector such that the angle between d and the x-axis (the y-axis, and the z-axis) is θ x (θ y ,θ z , respectively). Suppose θ x ,θ y ,θ z ∈ (0,π /2). Then the intersection area S of any 2D plane P Proof. Since the three terms in the right hand side are symmetric, we only prove S can be upper bounded by the first term and the other two follow in a similar way.
Let B x 1 ,B x 2 be the two faces of B which are orthogonal to the x-axis, without loss of generality, assume B x 1 has a smaller x-coordinate.
If P intersects neither B x 1 nor B x 2 , then the volume of B is equal to Sa cos θ x .
If P intersects B x 1 say with line (K,L), see Figure 2 , then we draw a line going through point K and parallel to the x-axis, which intersects face B x 2 at point M, similarly we draw a line going through point L and parallel to the x-axis, which intersects face B x 2 at point N . We cut the box B by the plane KMLN , see Figure 2 .
Note that the volume of the convex hull of (K,G,E, F ,G,H ,I , J ), the right one in Figure 2 , equals to Sa cos θ x , which is smaller than the volume of B. Similarly, if P intersects B x 2 , then we can draw two lines parallel to the x-axis and going through the two intersection points respectively and get a shape of volume Sa cos θ x smaller than the volume of B. Note that the intersection between P and B x 2 cannot coincide with (M, N ), otherwise the angle θ x = π /2. We can check that the shape we get must contain P ∩ B, and the two faces of the shape which are orthogonal to the x-axis are congruent. If we cut the shape along the plane P, then we can shift the left part along the x-axis and glue the two faces which are orthogonal to the x-axis, and get a parallelepiped which has P ∩ B as a face. Figure 3 shows the parallelepiped we get from the example of Figure 2 . Thus, S · a · cos θ x ≤ abc.
That is, S ≤ bc/ cos θ x . This completes the proof. □ Now we prove Lemma 5.3.
Proof of Lemma 5.3. Let t be the number of regions (that is, small cubes of the hollowing) of H which intersect a 2D plane P, and let m be the maximum number of tetrahedrons of a single region of H which intersect the plane P. The number of tetrahedrons in the hollowing H which intersect P can be upper bounded by tm.
We first bound t, the number of regions of H which intersect the plane P. A cube region intersects the plane P only if all its points are within a distance √ 3r 1/3 of P. We put two planes, say P 1 ,P 2 , which are parallel to the plane P, above and below P with distance √ 3r 1/3 to P. All cube regions which intersect the plane P must be within the two planes P 1 and P 2 . By Claim 5.4, the volume of the box B between the two planes P 1 ,P 2 is at most bc cos θ
Since each cube has volume at most r , we can bound the number of cube regions which intersect the plane P t ≤ 2 √ 3bc r 2/3 cos θ .
We then bound m, the maximum number of tetrahedrons of a single region of H which intersect the plane P. Consider the tetrahedrons of H in this single cube region which intersect a some hollowing plane. These tetrahedrons are within constant distance of an r 1/3 × r 1/3 square, which is on a plane orthogonal to one of the direction of the bonding box. By Observation 5.1 and Claim 5.4, the number of these tetrahedrons which intersect the plane P is at most O (r 1/3 / cos θ ). Thus, we can bound the maximum number of tetrahedrons of a single cube region which intersect the plane P 
where U consists of all vertices in H .
Proof. The first inequality is equivalent to: Sc[A T ] U − A H is a symmetric PSD matrix. Let T ′ be the truss obtained by removing all the edges of T whose two endpoints are both in U . Let A T ′ be the associated truss stiffness matrix of T ′ . We can check that
It remains to prove the second inequality. Note the planes of Algorithm 2 line 1 divide T into small regions. Let T i denote the subgraph induced by T on the ith region, and let T C i denote the subgraph induced by T on the boundary of the ith region. Let A T i , A T C i be the associated truss stiffness matrices of T i and T C i respectively. Let U i denote the boundary vertices of the ith region.
Since T is a convex edge-simple 3D truss, each vertex in T i has constant degree and each edge has constant length and elasticity parameter. It implies λ max (
According to Algorithm 2 from line 2 to line 4, in each T C i , the tetrahedrons are arranged in simplicial complex and T C i is connected. By Lemma 3.3, the null spaces of A T C i and the null space of Sc[A T i ] U i are the same. Besides, each T C i has O (r 2/3 ) vertices and diameter O (r 1/3 ), by Lemma 5.2. Applying Lemma 3.3 gives:
Note each edge of T only appears in a constant number of regions. Thus,
This completes the proof. □
NESTED DISSECTION
We now give efficient solvers for the preconditions that we generate by modifying ideas from nested dissection. We now present Algorithm 3 ConvexTrussUnionND. The input consists of a edge-simple 3D truss T which is a union of k convex edge-simple trusses, a bounding box for each convex edgesimple truss, the index subset of small-aspect-ratio trusses and (B i ,r i )-hollowings for each small-aspect-ratio truss. The output is an elimination ordering for the union of the hollowings of smallaspect-ratio trusses and the large-aspect-ratio trusses. This proves Lemma 3.7.
We first prove that there exists a good direction d such that: the angle between d and the longest direction of each bounding box is in a proper range. Lemma 6.1. Let k ≥ 2 and d 1 , . . . , d k ∈ R 3 be k unit vectors. Let d ∈ R 3 be a uniform random unit vector, then
The proof is by a volume calculation. We independently pick O (log n) unit vector uniformly at random. By a Chernoff bound, we can find a direction d with high probability satisfying ∀1 ≤ i ≤ k, 1 10k ≤ d ⊤ d i ≤ 1 − 1 10k .
Algorithm 3
ConvexTrussUnionND(T = ⟨{p i } i ∈V ,T ,E,γ ⟩, B, I, H ,l )
Input: a edge-simple 3D truss T which is the union of k convex edge-simple trusses T 1 , . . . , T k , B = {B 1 , . . . ,B k } in which B i is a bounding box of T i constructed from Line 2 of Algorithm 1, Index set I of large aspect ratio complexes constructed from Line 4 of Algorithm 1, Hollowings of each T i with i ∈ I constructed from Line 6 of Algorithm 1, l, the number of top-level partitions. Output: an elimination ordering for vertices in (∪ i ∈I H i ) (∪ i I T i ) 1: For each 1 ≤ i ≤ k, d i ← the direction of the longest sides of B i .
2: Compute a unit vector d such that 1 10k ≤ d ⊤ d i ≤ 1 − 1 10k ,∀1 ≤ i ≤ k. 3: Compute separator planes P 1 , . . . ,P l , which are planes orthogonal to d and dividing T into l + 1 parts Q 1 , . . . ,Q l +1 of O (nl −1 ) tetrahedrons each. 4: For each 1 ≤ j ≤ l, S j ← tetrahedrons in (∪ i ∈I H i ) (∪ i I T i ) which intersect plane P j . 5: Q 1 ← Q 1 ∪ S 1 ,Q l +1 ← Q l +1 ∪ S l . 6: For each 2 ≤ j ≤ l,Q j ← Q j ∪ S j−1 ∪ S j . 7: Number the vertices of the tetrahedrons in S ⌊l /2⌋ with the highest numbers. Then, recursively number the vertices in ∪ j < ⌊l /2⌋ S j and the vertices in ∪ j > ⌊l /2⌋ S j such that the subset with the middle index always has the highest numbers. 8: Run nested dissection with MT-separators 5 for each Q j to number its unnumbered vertices. 9: return the elimination ordering of vertices in (∪ i ∈I H i ) (∪ i I T i ).
Recall that Lemma 5.3 states that: any 2D plane P orthogonal to d intersects a small number of tetrahedrons in a (B,r )-hollowing of a convex edge-simple 3D truss. Lemma 3.6 bounds the number of tetrahedrons in a convex edge-simple 3D truss which intersect a single 2D plane P orthogonal to d. We restate it in the following, which can be proved by combining Observation 5.1 and Claim 5.4. Lemma 3.6. Let T be a convex edge-simple 3D truss of n vertices, and let B be a bounding box of T . Let d ∈ R 3 be a unit vector such that the angle between d and the longest direction of B is θ π /2. Then any plane P orthogonal to d intersects T in at most O (n 2/3 α (T ) −1/3 cos −1 θ ) tetrahedrons.
Lemma 5.3 and Lemma 3.6 together imply that: the top-level separator S 1 ∪ . . . ∪ S l computed in Algorithm 3 has a small size. This, together with nested dissection in [MT90] , lets us prove that Algorithm 3 outputs an elimination ordering with a small fill-in size and multiplication count. Lemma 6.2. Given a edge-simple 3D truss T of n vertices which is a union of k convex edge-simple trusses with n i vertices each, running Algorithm 1, TrussSolver(T , f ,ϵ,c α ,c r ), with Line 8 replaced by Algorithm 3, ConvexTrussUnionND(T , B, I, H ,l ), leads to performance in terms of n that is optimized by setting c α = c r ≤ 1 3 in Line 4 of Algorithm 1, TrussSolver. In terms of c r , the hollowing parameter, and l, the number of top-level separators, this gives an elimination ordering with fill-in size at most O (n 4/3 l −1/3 + k 44/9 n 4/3−2c r /3 l ), that can be computed in time O n 2 l −1 + k 22/3 n 2−c r l .
Proof. We apply Lemma 2.7. According to Algorithm 3 line 2, for each i, the angle between the longest direction of the ith bounding box and d has cosine value in [1/10k, 1 − 1/10k].
We first upper bound the number of vertices in each top-level separators, that is, the number of tetrahedrons in (∪ i ∈I H i ) (∪ i I T i ) which intersects a plane P j , see 
The last inequality is by Jensen's inequality.
There are totally l top-level separators, which separates the whole truss into l + 1 separate components and each component has O (n/l ) vertices, according to Algorithm 3 line 3.
We plug these parameters into Lemma 2.7, the total fill-in size is O n l 4/3 l + s 2 l = O n 4/3 l −1/3 + k 44/9 n 4/3−2c r /3 l , and the multiplication count is O n l 2 l + s 3 l = O n 2 l −1 + k 22/3 n 2−c r l .
