Abstract-New constructive criteria of asymptotic stability of selector-linear differential inclusions are established. The wellknown absolute stability problem is also considered as a particular case of the above problem. Asymptotically stable inclusions are very similar in properties to linear stable time-invariant systems. This similarity concerns the wide range of dynamic properties. In particular, asymptotic stability of selector-linear differential inclusions has an exponential type and a response of the system to a bounded action is bounded. It turns out that there exist periodic motions at the boundary of asymptotic stability region for two-and three-dimensional systems. In the general case of 71 -dimensional systems the periodic motions proved to exist out of the closure of the asymptotic stability region. This property is the basis for the new criteria having the form of algebraic conditions. It is necessary to note that differential inclusions are particularly attractive for adequate description of dynamic systems with incomplete information.
I. INTRODUCTION
ONSIDER a dynamic system described by the selector-C linear differential inclusion where x E R". In the following R" denotes Euclidean nspace, 1. I denotes any one of the equivalent norms on R", R = (-00, CO), CO{.} denotes a convex hull, the symbol ' denotes transposition. The convex polyhedron A in the n2-dimensional space of real (n x n)-matrices is defined by the vertices A,, i = 1 , 2 , . . . , q. Thus the multivalued function F ( z ) is the convex hull of linear selectors A,z. We suppose that A, $co{Al,. . . , A,-1, A,+1, . . , A Q } for every i = 1, e 4.
It means that each matrix A, is the vertex of the polyhedron
A. Note that a general convex set in the matrix space is approximated by a convex polyhedron as accurately as desired.
By the solution of the inclusion (1) we mean an absolutely continuous vector-function x ( t ) satisfying the condition k ( t ) E F ( z ( t ) ) almost everywhere on a finite segment of R. The problem is to find the necessary and sufficient conditions of asymptotic stability of the zero solution of (1). Manuscript received December 20, 1993; revised June 10, 1994 and January 26, 1995 . This work was supported by the Russian Foundation of the Fundamental Researches by Grants 93-013-1625 1 and 94-01-004%-a. This paper was recommended by Associate Editor G. Chen.
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Dejinition 1:
The zero solution x = 0 of the inclusion (1) 1) for every E > 0 there exists S ( E ) > 0 such that for each solution x ( t ) of (1) the inequality Ix(t)l < E holds for all t 2 to if only Ix(to)l < &(E); 2) there exists A > 0 such that for every solution z ( t ) of the inclusion (1) with Ix(to)l < A the relation lim x ( t ) = 0 holds.
The asymptotic stability of the zero solution is equivalent to the exponential stability in the large [l] , i.e., the inequality
Ix(t)l 5 ~l x ( t , ) l e ( -" (~-~~) )
holds for every solution of the inclusion (1) where the constants c 2 1 and a > 0 do not depend on the solution x ( t ) and the initial time to.
It is worth to note an equivalence between the inclusion (1) and the set of linear time-varying systems of differential equations is asymptotically stable if where functions u,(t) are measurable on a finite segment of axis t. Let U be a set of vector-functions u ( t ) with properties listed in (2). Each function U ( . ) E U yields the certain differential (2). The above mentioned equivalence is comprehended in the sense that solution sets of (2) and (1) coincide. It means that for each solution ~( t )
of (1) there exists such a vector-function U ( . ) E U that x ( t ) is the solution of (2) and for each U ( . ) E U the solution of (2) is also a solution of the inclusion (1). We denote by z, (t,to,xo; A) a solution of the system (2) corresponding to the function U ( . ) and initial condition z,(to, to, 2,; -A) = zo. The zero solution of the (1) is asymptotically stable in the sense of definition 1 if the zero solution of the system (2) is absolutely stable in the class U , where absolute stabilityis comprehended in the sense of the following definition:
Dejinition 2: The zero solution x = 0 of the system (2) is said to be absolutely stable in the class U if 1) for every E > 0 there exists & ( E ) > 0 such that for every function U ( . ) E U the inequality lzu (t,to,xO;A) I < E holds for all t 2 to if only Iz,~ < &(E);
2) for every U ( . ) E U the relation lim z, (t,to, 2 , ; A) = 0 holds. We say also that system (2) is absolutely stable in the class a=1 r=l t-cc U or, in short, absolutely stable.
Differential inclusions of the type (1) are useful for descnption of the uncertain linear systems ([2, $41) . That is the case when only the ranges of the system matrix coefficients are available.
Having in mind the above mentioned equivalence between absolute stability of the system (2) in the class U and the asymptotic stability of the inclusion (1) we obtain the solution both of these problems if consider one of them.
Remind now the formulation of the classic absolute stability problem.
The statement of absolute stability problem of the control Convenient necessary and sufficient conditions for the absolute stability problem (2), (6) were derived in [9] for the two-dimensional (2-D) case. The more general case for n = 2,q 2 2 and nonlinear homogeneous right-hand sides was considered in [lo] . See also [ll] .
It was shown in [9] that if n = 2 then the class U in the absolute stability analysis of the system (2), (6) can be replaced by the class of the piecewise-constant periodic functions ul(t), u2(t) = 1 -ul(t) having two switching points on the period. The absolute stability criterion for the system (2), (6) takes the form system with one nonlinear element includes the description of the linear part
with the input <, the output G and the nonlinear function of the feedback block
where A is a Hurvitzian n x n real matrix. The function cp (t, CT) is assumed to satisfy existence conditions of the absolutely continuous solution of (3), (4) and so called sector condition
It means that the graph cp(t, a ) on the plane {a, I } lies in the sector formed by lines < = 0 and [ = k a . Let N ( k ) be the set of such functions cp( CT, t).
Thus we suppose that the linear time-invariant stable plant with nonlinear feedback has an uncertainty whose "action" is focused on the feedback function cp (t,o) only. In many cases of interest nonlinear control blocks with time-varying parameters can be met with only poor information about the range and character of variance. Thus we arrive at necessity to consider the whole class N ( k ) of nonlinear and tirnedependent functions p(t, a ) in order to formulate the problem of stability. The absolute stability formulation requires the asymptotic stability of the control system with arbitrary function & , a ) from the class N ( k ) .
Absolute stability of the system (3), (4) in the class N ( k ) is equivalent (see [ 3 ] ) to absolute stability of the system (2) in the class U in the sense of Definition 2. where
(6)
That in turn means asymptotic stability of the inclusion
in the sense of Definition 1.
Many methods are used to solve this problem. The first one explores quadratic Lyapunov functions. Other one requires the certain frequency condition be satisfied [4], [5] . This approach is known to give only sufficient conditions.
The numerical approach to examine whether a system is absolutely stable is in [6] .
The new method was developed in [7] , [8] , where necessary and sufficient conditions for absolute stability was obtained using some general classes of Lyapunov functions.
for any values 71 2 0 ,~ 2 0 and In this paper the above result is extended to the general case of the inclusion (1) and arbitrary n. For this purpose a certain technique is introduced. An invariant function was proved to exist at the boundary of the absolute stability region. The cases n = 2,n = 3 and general case is considered separately. An existence of the periodic motions at the boundary points of the absolute stability region is proved for the first two cases. The general case is considered under additional assumption. It is assumed the invariant cone exists for the system (2).
The system (2) have been treated extensively in recent literature. Important results were obtained in the papers [12] , [13] . It is proved that maximal Lyapunov exponent of the system (2) does not change if one considers the set of Tperiodic solutions instead of the whole set of solution ([ 12, Sect. 41) . As the consequence one can obtain an existence of periodic solutions near the absolute stability boundary without the invariant cone condition.
The invariant cone construction seems to be interesting by itself. Our proof differs from [12] . Note that the invariant function and the limit inclusion (see Section 111) play a similar role as projection on the projective space in [l2], [13] .
The related problem is considered in [14] , [15] . The existence of optimal ([14] , planar case) and almost optimal ([15] , general case) periodic solutions is studied for an infinite time optimal control problem.
In the Section I1 we introduce the absolute stability region in the parameter space. An existence of the invariant function established in the Theorem 1 when the parameters of the system are on the boundary of the absolute stability region. The invariant function is similar in properties to the first integral, i.e., the system is to be investigated on the constant-value surfaces of the invariant function only. The investigation of the boundary of the absolute stability region is continued in the Section 111 where the limit differential inclusion is introduced that describes the behavior of the system on the constant-value surface of the invariant function (Theorem 2). In the Section IV the necessary and sufficient conditions of absolute stability are formulated in terms of the spectral radius of the fundamental matrices (Theorems 3-5). In the Sections V and VI we prove an existence of the periodic motions of the system outside the absolute stability region for systems with an invariant cone (Theorems 6). Making use of this result the necessary and sufficient conditions of absolute stability (Theorems 7, 8) We focus our efforts on the investigation of Dnd(S) in order to describe 6 . The constructive description of 671d(S) implies that we have to find some easy-verifying properties of sets {Al,. . . ,A,} that belong to bnd (S) . As a first step in this direction we prove that an invariant function of (2) 
The nonsingularity implies that (2) (or, equivalently, inclusion (1)) has no the proper invariant subspace [17] .
For every x, E R" and r > 0 denote T(T,Lc,;A) = max l x u (~+ t , , t , , x O ; A ) ( .
The existence of the maximum follows from the compactness Hereinafter the function v(z; d) is always considered for fixed set A as a function of z only.
To prove this theorem we first formulate and prove a number of auxiliary assertions. Then using the linearity of (2) we get that for every y1, y2 E Y, a l , 012 E R and U ( . ) E U one will have l~u ( t , t o l a i y i + a 2~2 ;
Consequently, Y is a linear subspace of R". It is easiIy seen that b y is independent of to. This fact and a semigroup property of solutions of (2) implies that Y is an invariant subspace of (2) for every U ( . ) € U . Thus system (2) as I-3 00. We choose numbers y > 1 and T > 0 that
min max max /xu(to + r,to,y;A)l = y.
YESI(0) O < T < T U ( . ) E U
Then for any y E Sl(0) one can find such a function U".)
from the class U and a number
Solutions of (2) are continuous functions of matrix parameters.
Therefore we have that for S > 0 and each y E Sl (0) ' . , A i } E Beo({A1, . . . , A q } ) and y # 0 due to linearity of xuy ( r y + to, to, y; A") with respect to y.
for 0 L: I-I r2 and x~ = ~~~( 7 -2 where u(t) is defined by the equation
The inequality (12) follows now from (14) with p = (1/T) In 7.
Show now that Q3 --? 00 as 2 -+ 00. Assuming the contrary, by virtue of the monotonicity of the sequence {Q3}Fl, we get that 8, 3 < 00 and so r3 4 0. By virtue of the compactness of Sl (0) Proof: Note that if (2) and it follows from x u ( t , t o , y t ; A ) i 0 (z = 1,2) for all U ( . ) E U that xu(t,t0,a1y1 + a2yz;A) 3 0 for all U(.) E U and 2 is a subspace. This fact and a semigroup property of solutions of (2) implies that 2 is an invariant subspace of (2) [0, 1] proves that 2 = ( 0 ) .
The function w(y; A) is independent of to due to the construction of the set U. The assertion i) of the Theorem 1 is proved. Let prove now the assertion ii).
We denote by X(t, to, z,; A) the attainable set of (2) from the point x, at the time t > to. Then for every T > 0 Let the maximum with respect to y in the last expression be achieved at the point y(r, 2 , ) . Then there exists a sequence {~j } j " =~ such that rj + cc as j -+ CO and
Since the set X(T + t,,t,,x,;A) is compact, extracting a subsequence if it is necessary we get
On the other hand, for every y E X(T + to, to, x,; A) and r 2 T , one has T(T, 2 , ) 2 T ( T -T , y). Hence, by determining the upper limit with respect to T we get ~( 2 , ;
A) 2 v(y; A) and Combined with (15) this means that By virtue of the compactness of the set of solutions z, (t,t,,z,;A) of (2) for U ( . ) E U on the segment [O,T] the last equality is equivalent with (10). Let prove now the assertion (1 1). 
where Argmax{ .} is the set of those X for which the maximum is reached. In order to investigate the limit behavior of the system (2) (or the inclusion (l)), when { A I , . . . ,Aq} E bnd( (5) , we consider the autonomous differential inclusion that will be referred to as the limit one. Since the inclusion (17) is autonomous the initial moment to can be 0.
Dejinition 4: A closed set M is said to be weakly invariant set of a differential inclusion if for every z, E M there exists at least one such a solution E(.) with the initial condition
Definition 5: A weakly invariant set of a differential inclusion is said to be minimal if it does not contain another invariant set as a proper subset.
A straightforward consequence of the Theorem 2 shows that S is weakly invariant for the inclusion (17). It follows from the boundedness of the set S that there exists at least one bounded minimal set S* of (17) the spectral radius on the matrix elements. (T+t,, to; A) ]J by virtue of the semigroup property. Since [ ( t ) E S* for every t > to. Let the set flc be an w-limit set of the solution <(.). Since RE is weakly invariant for (17) and by construction R, C S*, it follows from the Definition 5 that flc = S*. Hence x, E flc i.e., x, is an w-limit point of E(.).
Proof: Define the T-periodic function: C ( t ) = u(t) for t E [t,,t, + T ) , u ( t + T ) = u(t) for t 2 t,. Then for every natural j we have QG(jT + t o , t o ; A )
Therefore there exists a sequence {tt},"=l such that t, + 00 as i -+ 00, and lim <(ti)) = 2 , . 
Columns of @.,(t, to; A) are solutions of the system (2). Since the function .(.;A) is positive and convex it follows from
Since absolute stability of (2) has an exponential type (see Section I) we have %(A) = 0 for { A I , . . . , A4} E 6.
Combining this notation with results of Theorems 3 and 4 we arrive at the following assertion. (n-) and it is possible that some of eigenvalues, say of the matrix A,, lies on the imaginary axis. In the latter case a periodic solution of the differential equation x = A,x will also be the solution of (2) with U,@) = 1.
2-00
Thus nontrivial is the following question. Let all matrices A, be stable. Which the case takes place: { A I , . . . , Aq} E 6 , Let C be the convex acute invariant cone: for every U ( . ) E U the corresponding solution of (2) satisfies the inclusion ~~, ( t , t~, x (2), spec(.) denotes the set of all eigenvalues of a matrix and 1x1 is the spectral radius: the corresponding eigenvector belongs to C (see [20] ). Let refine the concept of nonsingularity for inclusions having an invariant cone. Nonsingularity means the absence of a subspace which is invariant for (2) for every function U ( . ) EU. If the cone is the phase space of the system then it is naturally to define nonsingularity of (2) in C. The set of matrices {Al, . . . , A q } will be said to be nonsingular in C , if the system (2) having the invariant cone C has no invariant subspace L which has a nontrivial intersection with C. In other words, either does not exist such a linear proper subspace L that matrices A,(i = 1, ..., q ) all map L to L, or such a subspace exists and C n L = ( 0 ) .
Theorems 1 and 2 remain valid if C is the phase space of the system (2) with invariant cone C and assumption of nonsingularity of the set {AI, . . . , A 4 } is replaced by the assumption of its nonsingularity in the cone C. The following theorem shows that the system (2) (t,t,, z ) of (2) 
VI. CONSTRUCTION OF AN EQUIVALENT SYSTEM WITH AN INVARIANT CONE
To show that existence of the invariant cone is not as restrictive assumption as it seems at the first view, we will construct a differential inclusion which is equivalent to the initial one (1) in the sense of asymptotic stability and has an invariant cone. We use a transformation that is the special case of the Brokett's nonlinear transformation [ 191. For every vector x E R" we define a symmetric positive semidefinite matrix X = zx' and denote
Differentiating of the identity X = m' by virtue of the system (2) enables us to put into correspondence with (2) the system
The manifold G is invariant for system (25) for all functions a(.) E U by the construction. If a matrix X , E G (i.e.
X, = xoxL for some x, E R") then X, (t,t,,X,; A) E G for all t 2 t, and all U ( . ) E U, where X, (t,t,,X,;A) is the solution of (25) corresponding to the function U ( . ) and satisfying the initial condition X , ( t, , to, X , ; A) = X,.
Systems (2) and (25) are equivalent in the sense of absolute stability in the class U . This conclusion follows directly from the equality
(t, t,; A)X,@h(t, to; A ) .
Let us note now that the cone C = coG is the acute cone of symmetric positive semidefinite matrices. Thus for each X E C we can write X = ~~= l x a x~ and, taking into consideration the linearity of the system (25) and the invariance of the G, we get the following result Lemma 7: The set of systems (25) 
Recall that in general case (Sections V and VI) an existence of the periodic motion under condition {AI, . . . , Ay} 6 c l ( S ) was established. The criterion of absolute stability takes the form:
Theorem 9: Let the set { Al , . . . , A 4 } be nonsingular and let n = 2. Then it is necessary and sufficient for {AI, . . . , A 4 } E 6 that for any integer numbers (jl, j,, ..., j~) be such a solution of the limit inclusion (17) Setting T = tl -t 2 we get T-periodic function
This function is absolutely continuous and for almost all t satisfies (17). Hence, if (17) has a closed trajectory, then there exists a periodic solution of (17) and ( , Ay} E bnd( 6) be nonsingular, let n = 3, let the condition (27) be satisfied and let
[( .) be the solution of (17) that lies on the surface S (Theorem 2) and its trajectory is not closed. Then there exists a closed w-limit trajectory q ( . ) in R,.
Recall that S is homeomorphic to the 2-D sphere. The proof of the theorem is a generalization of the Poincare-Bendixon theorem for the planar systems. By the Poincare-Bendixon theorem the w-limit set of every trajectory either is the closed trajectory or the trajectory connecting the equilibrium point. The last case is excluded by the condition (27). The proof of the Theorem 10 uses a scheme based on the construction of a "transversal section" (see [18, Sect. 141 and [23, Chap. 71) . The proof is similar to those, given in [24] . So we omit the whole proof.
Thus each trajectory of (17) that lies on S either is closed or has closed w-limit trajectory. But a periodic solution of (2) corresponds to the closed trajectory of (17). Thus we arrive at the following assertion.
Theorem Let the set {AI,. . . , A 4 } E bnd( 6) be nonsingular, let n = 3 and let the condition (27) be satisfied.
Then there exist x, E S,T > 0 and T-periodic function U ( . ) E U such that corresponding solution z,(t, t o , 2,; A) of (2) is T-periodic.
Note that the trajectory z,(t, to. z,; A) from the last theorem lies on the set S . Consider now the extreme problem (28) for the system (2) and T > 0. It follows from the Theorem 1 that every solution of (2) that satisfies the condition i~, ( t , t , , z~; A ) E S for all t 2 to is a solution of (28). In particular, the T-periodic solution z,(t, to, 2,; A) that exists by the virtue of the Theorem 11 is the solution of (28). In order to describe the properties of z, (t, to, s To make the result more constructive we consider now the particular case of the inclusion (1) which arises as a generalization of the absolute stability problem (3)-(5) on the case of several "sector-type'' nonlinear functions 
,EMo
Summing up we arrive at the following assertions.
Theorem 12: Let the pair {A, b} be controllable and the pair { A , e } be observable, let n = 3 and let the condition (32) be satisfied. Then it is necessary and sufficient for the inclusion (31) not be asymptotically stable that there exist a natural N ,
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