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Abstract—The energy consumption of a data center and hence
the carbon footprint from it largely depends on the energy
consumption by its active Physical Machines (PMs). Researchers
have taken many attempts to minimize the data center energy
consumption through the Virtual Machines (VMs) allocation into
a minimal number of PMs of homogeneous types. However, the
current VM placement strategies do not consider the ﬂuctuations
of resource requirements of a VM through its lifetime. To resolve
the this issue, this paper introduces a novelty of proﬁle-based VM
assignment algorithm for minimizing the energy consumption
in data center. Our algorithm considers the subsequent time
intervals of data center based on proﬁling of VMs and PMs.
An algorithm has been proposed and developed for ﬁnding
near optimal solution for VMs placement with the objective
of minimizing data center energy consumption. Our algorithm
has been compared with a bin packing algorithm, First-Fit
Decreasing (FFD), and experimental results have shown that our
algorithm can reduce more energy consumption than the FFD
algorithm and is scalable for larger test problems.
Keywords– data center, virtual machine, physical machine,
energy consumption, placement
I. INTRODUCTION
Cloud Computing recently is a hot topic for researchers
and academic because it provides a number of services to a
wide range of users from a single end user to an enterprise
owner. It can provide for users on demand services such
as conﬁgurable computing resources. Cloud Computing can
serve it clients with higher capability and reasonable time in
different locations. In a Cloud data centers, there are a huge
numbers of Physical Machines (PMs) which are to provide on
demand physical resources to the users located in different
geographical locations in the globe. However, those PMs
consume a huge amount of energy which increase electricity
cost and carbon footprint as well. The consumption of energy
of a PM depends on its energy proﬁles and CPU utilization
by its hosted Virtual Machines (VMs). A VM is an abstract
machine created on the top of a PM by sharing its physical
resources, and the Cloud data center provides services to its
users as a form of VM.
While Cloud data center is providing enormous services
to its users, an huge amount of world electricity is being
consumed by it. Jonathan G. Koomey [1] explained that there
was a worldwide increment in the electricity used by data
centers was around 56 % from 2005 to 2010. In 2006, data
centers in the US used over 1.5 % of the overall energy
produced that year, and it is expected that the percentage
would increase 18 % on a yearly basis [2]. Therefore, a lot
of pressure is faced by infrastructure providers to decrease
the data center energy consumption. The energy consumption
of a data center is characterized by its effective resource
management.
Resource management on cloud environments has attracted
a great deal of focus over the course of the past decade [3].
By resource management in this paper we mean the VM
placement. Inefﬁcient VM placement is one of the crucial
problems in cloud data center, which has been tackled by
many researchers over last decade. According to Atefeh et
al. [4], there are distinct characteristics of each VM, and on
the basis of the resources used by the VM, the hosting PM
consumes an amount of energy in the data center. When the
cloud manager receives a VM request, it chooses the physical
resources required to start the request. Placement of VM in
cloud data center is a complicated task and if it cannot be
carried out effectively, it generates high energy consumption
and high carbon emission [4].
There are two kinds of VM placement– static and dynamic
placements. The static or initial placement means assigning
VMs to the PMs during the creation of the VMs. The
assignment of VMs to PM means the multiplexing of PMs
physical resources to the VMs. In this work, we address the
static VM placement problem and consider with two types
of physical resources– CPU and memory. However, the static
placement of VM should consider the resource usage proﬁles
of VMs because the workload on VMs changes over time
due to different applications hosted by those VMs, which
can result in changing resource utilization on PMs. Therefore,
the optimal VM placement should be found on the basis of
proﬁling of VMs and PMs for a number of time intervals.
To address this challenging a problem, in this paper we
propose proﬁle based VM placement for minimizing energy
in data center. We have proposed and developed an algorithm,
which considers the subsequent time intervals of data center,
and resource usage proﬁles of VMs and PMs. We evaluated our
algorithm by conducting experiments, and the experimental
results show that our algorithm outperforms well known al-
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gorithm, bin backing, by reducing energy consumption for 24
hours. The contribution of this paper can explicitly identiﬁed
as follows:
• The concept of proﬁle used for VM placement to allow
us prediction of workload and future prescheduling in
advance
• The VM placement problem is formulated as a con-
strained optimization problem with a huge solution
space. Then it is simpliﬁed into number of smaller
similar problems which becomes solvable within a rea-
sonable period of time
• An algorithm is identiﬁed to deﬁne a solution to the
simpliﬁed optimization problem
The rest of this paper is organized as follows: Section II
presents the related works. Section III presents the formu-
lation of VM placement problem. Section IV describes our
algorithm. Section V evaluates our algorithm and discusses
the experiments and its results. Finally, Section VI concludes
our work and presents future works.
II. RELATED WORK AND MOTIVATION
The static (or initial) VMs placement problem is an well-
attempted research problem in data center, and many algo-
rithms have been proposed and developed to address the
problem. Most of these algorithms emphasize on minimizing
the number of active PMs so that total energy consumption
by PMs is minimized [5]–[7] , thus the approaches attempt
to minimize the data center energy consumption. These al-
gorithms, however, are applicable for homogeneous types of
PMs. On the contrary, in real data centers the PMs are of
heterogeneous types.
Yang et al. [8] proposed an available-aware and energy-
efﬁcient VM placement algorithm to avoid the application
failure. The approach considered the redundancy of VMs
hosting the same application and placed the VMs into different
PMs so that if a PM failure occurs, the execution of the
application is completed by other VMs on different PMs.
However, this approach increases the energy consumption
because more number of PMs need to be active. Moreover,
the approach proposed by Yang et al. did not consider the
diversity of energy proﬁles of PMs and the dynamic workload
change of VMs.
The static VM placement has been studied as a constraint
satisfaction problem [9]–[13]. In these approaches, the place-
ment of VMs was done satisfying the resource constraints
of PMs while aiming to minimize the data center energy
consumption. Beloglazov et al. [9], however, only consider the
CPU resources in their VM placement problem, which make
their approach less realistic for multiple resource constraints
satisfaction problem. Though Zhao et al. [10] considered mul-
tiple resource constraints of a PM for placing a VM on it, their
approach was tested for small number of VMs, experiment was
conducted for 32 VMs only, therefore, the scalability of the
approach was not tested. All these approaches, however, did
not consider of having different energy proﬁles of PMs, the
workloads ﬂuctuations of VMs, which exist in real data center
scenario. In addition to this, the scalability experiments were
not present in these works, i.e. the data center volumes were
not taken into account in these work.
The dynamic workload ﬂuctuation was considered by Zhim-
ing et al. [14]. However, the approach did not consider the
proﬁle based VM placement. Zhiming et al. proposed an
algorithm that dynamically places a VM when its workload
changes, therefore, the approach best addressed the dynamic
VM placement. On the other hand, this paper focuses on
static VM placement accounting the VM proﬁles, which avoid
the cost of dynamic VM placement. A very close work to
our research was proposed in [15] by Meera et al. They
utilized proﬁling techniques against application and VMs in
enabling allocation managers to determine the requirements
and availability of resources so that allocation can be made
easily. The proﬁles helped the assigning algorithms towards
concluding the most suitable VM for hosting the application.
This would enable the initial step in constructing proﬁles
which would relate to speciﬁc data related to functions as-
sociated with energy use, CPU functions, memory usage,
application completion times and the frequency. The proﬁles
mainly relate to data associated with CPU utilization and the
time in completing the applications. On creating the proﬁles,
the system updates CPU utilization data and completion times
of application regularly towards ensuring the efﬁciency of
the system. However, the approach proposed by Meera et al.
considered the applications assignment to the VM. On the
contrary, in the context of our research, we consider the VMs
assignment onto the PMs giving more sophisticated algorithm
for minimizing data center energy consumption.
The above state-of-the-art works aimed to address the static
VM placement problem minimizing the data center energy
consumption. However, there remains a gap between these
stat-of-the-art works and the real data center scenario– the
proﬁles of the VMs, i.e. workload ﬂuctuation of VMs over
time, was not considered, the heterogeneity of energy proﬁles
of PMs was ignored and the VM placement did not consider
for longer period of intervals. Motivating from these research
gaps, in this paper we proposed and developed a proﬁle-based
VM placement in the data centers with heterogeneous PMs,
in terms of resource capacities and energy attributes, for a
longer period (24 hours). The VMs’ proﬁles related to the
requirements of CPU and memory, arrival time and end time
of each VM; and the CPU and memory usage of a VM would
be considered as ﬂuctuated during time interval based on load
requirements.
III. PROBLEM FORMULATION
In this section, we use proﬁling to ﬁnd optimal place for VM
on PM to optimize energy. Also in our work, we consider next
T time intervals to optimize VM allocation that can minimize
energy consumption for the whole time intervals.
A. Proﬁling
We will use proﬁling of VMs and PMs that helps allocation
manager to identify availability to satisfy requirements of
requested VM. Proﬁling of VM has been done as any newly
created VM to data center will go under proﬁling with its
arrival time, life cycle, dynamic requirements of CPU and
memory if its life cycle. PM proﬁle contains its energy
efﬁciency, CPU and memory capacities, CPU and memory
usages.
B. Mathematical Modelling
Our model will read VMs and PMs attributes from proﬁle
has been discussed in section III-A. Given a data center
consisting of a set of PMs with their resource capacities and
energy proﬁles; a set of VMs, for which a placement to be
found, with their resource requirements proﬁles; ﬁnd a static
VM placement for each of T time intervals such that the total
energy consumption is minimized while satisfy the placement
constraints. The mathematical formulation of the problem can
be given as follows:
Input: The following are the inputs to the problem:
(i) A set of PMs, P =
�
pmi, where pmi is a PM in the
data center with its CPU capacity, CPUpmi , memory
capacity, RAMpmi and energy efﬁciency, ηpmi .
(ii) A set of VMs, V =
�
vmi, where vmi is a VM
to be placed in the data center with its CPU require-
ments proﬁles, CPUvmi , memory requirements proﬁles,
RAMvmi .
Output: A static placement of V for each T intervals, Pk =
{�vmi, pmj�}, where each 2-tuple, �vmi, pmj�, illustrates the
placement of vmi to pmj and represented by binary value
Xij = 1.
Constraints: For each VM placement, �vmi, pmj�, the
following two resource constraints must be satisﬁed:
(i) CPUpmj ≥
�
CPUvmi , ∀Xij = 1.
(ii) RAMpmj ≥
�
RAMvmi , ∀Xij = 1.
Constraint (i) indicates that total CPU capacity of pmj must
be greater or equal to the total CPU requirements by the VMs
deployed on pmj . Constraint (ii) denotes that total memory
capacity of pmj must be greater or equal to the total memory
requirements by the VMs deployed on pmj .
Objective: The obtained placement, Pk, minimizes the total
energy consumption in the data center.
This formulation based on integer programming [16] which
has been used to allocate teachers to courses in optimal place
on timetable. The assignment of vmi onto pmj is given a
binary decision variable Xij , i ∈ as:
Xij =
�
1 if vmi is allocated to pmj
0 otherwise
(1)
C. Constraint Optimization
Energy cost: The cost of energy for allocating vmi to pmj
is denoted by Cij . Our model calculate the energy cost by
using model [17]. This model calculate the energy based on
CPU utilization. Our model read CPU requirement of VMs and
CPU capacity of PMs from proﬁle to calculate CPU utilization
by using equation 2. We use costs, Cij , as matrix
�
Cij
�
to
allocate VM on PM. Finally, the total energy consumption for
assigning VMs to PMs for the whole time periods is minimized
by using equation 3.
CPU utilization: The CPU utilization of pmj ,µj , is deﬁned
in the following:
µij =
�
CPUvmi , ∀Xij = 1
CPUpmj
(2)
E
�
t
�
=
T�
t=1
|P |�
j=1
|V |�
i=1
Cij
�
t
�Xij�t� (3)
Subject to:
CPUpmj ≥
�
CPUvmi , ∀Xij = 1;
RAMpmj ≥
�
RAMvmi , ∀Xij = 1;
Xij = 1; ∀vmi;
(4)
D. Simplifying Problem Formulation
The proposed algorithm in this paper minimizes the energy
consumption of a data center for a period of time which is
divided into a number of intervals as t = 1, 2, 3, . . . , T . For
each interval, t, the energy consumption of data center is
minimized by placing the newly arrived VMs and running
VMs (running VMs however do not change their PMs as
static VM placement has been considered in this research) as
min
� |P |�
j=1
|V |�
i=1
Cij
�
t
�Xij�t��. The total energy consumption of
the data center is thus minimized by adding the minimized en-
ergy consumption of each interval and is given by equation 5.
minE
�
t
�
=
T�
t=1
�
min
� |P |�
j=1
|V |�
i=1
Cij
�
t
�Xij�t��� (5)
Subject to:
CPUpmj ≥
�
CPUvmi , ∀Xij = 1;
RAMpmj ≥
�
RAMvmi , ∀Xij = 1;
Xij = 1; ∀vmi;
(6)
IV. PROPOSED APPROACH
Our algorithm uses the mathematical model to ﬁnd near
optimal solution for minimizing energy consumption in data
centers. The proﬁle Supplies our algorithm with resources
requirements of VMs, resources capacities of PMs and energy
efﬁciency. The proposed algorithm, described by the pseu-
docode in Algorithm 1, calculates the energy consumption
for each interval and the total energy consumption is found
by adding the energy consumption of all intervals. Each
interval is divided into a number of ﬁxed time slots. A time
slot is a duration at which the resource requirements of a
VM remain unchanged. As the CPU requirements for a slot
may be different from the requirements of other slots, the
energy consumption for each slot is calculated and then energy
consumption of all slots are added to get the total energy
consumption of a PM for an interval. The proposed algorithm
uses heuristic approach to ﬁnd the placement at each interval
and for the VMs for which already a placement has been found
in the previous intervals. In the heuristic approach the VMs
are sorted in descending order of their CPU requirements and
PMs are sorted in according to their energy inefﬁciencies. The
heuristic approach places the most CPU requirement VM to
the most energy efﬁcient PM ﬁrst and the same process iterates
for the remaining VMs in that interval.
The lifetime of a VM can span more than one interval.
Therefore, it is required to update the resource usages status
of each PM at the beginning of interval before ﬁnding the
placement for new VMs. Suppose the interval duration is
2 minutes and slot duration is 30 seconds and then total
number of slots in an interval is 2×6030 = 4. Let the life
cycle of a VM, vmi, is 5 minutes with CPU requirements
{2, 3, 2, 2, 4, 1, 3, 2, 1, 3}. Then if vmi is created at interval1
on PM, pmj , it will ﬁnish its execution at interval3 as
5
2 = 2.5. The CPU usages of pmj in interval1 will be{2, 3, 2, 2} for its 4 slots. Let we need to ﬁnd the placement
of VMs at interval2. Before doing this we need to update
resource usages status of pmj and in that case the CPU usages
of pmj will be {4, 1, 3, 2} as ﬁrst 4 slots of vmi has already
ﬁnished. However, some VMs can ﬁnish their execution within
an interval, which are needed to be removed from the data
center.
For each VM two PMs are found; one of which is active and
another one is inactive. Then probable energy consumption of
placing that VM on these PMs are calculated from steps 30
to 32. The PM that gives minimum energy consumption for
that VM is chosen for the ﬁnal placement. Once the placement
of each VM is found for an interval, the energy consumption
of that interval is calculated in step 48 using model proposed
in [17].
V. EVALUATION
A. Baseline Algorithm
In real data centers the PMs are of heterogeneous types.
The very popular algorithm for VMs placement that has been
considered heterogeneity of PMs’ CPU capacities is First-Fit-
Decreasing (FFD) [18]. In the FFD, the VMs and PMs are
ordered in decreasing of their CPU requirements and CPU
capacities. After that the VM with most CPU requirement
(ﬁrst VM to be placed) is attempted to place on highest CPU
capacity PM and this PM is added to the target PMs list if the
placement of that VM is possible. The target PMs list is also
sorted in descending of their CPU capacities. The subsequent
VMs are placed in similar way, however, the target PMs for
Algorithm 1 Heuristic algorithm for Energy-aware VM place-
ment
1: Energytotal := 0.0
2: for interveal = 1 to total number of intervals do
3: Energyinterval := 0.0
4: get the sorted the VMs list in the interval in descending order of their average
CPU requirements, Vi
5: update the resource usages of each PM in the data center for interval following
steps 6 to 19
6: for each PM pmk in the data center do
7: for each VM, vmi, in a pmk do
8: get the arrival Interval ID of vmi, vmarri
9: get the execution duration of vmi, vmexei
10: if vm
exe
i
Interval Duration > (interval− vmarri ) then
11: update the resource usages of pmk for the resource requirements of
vmi from point
�
vmexei
Interval Duration
�
− (interval− vmarri )
to the end of its life cycle
12: else
13: release the consumed resource by vmi to pmk
14: remove vmi from the data center
15: end if
16: end for
17: if there is no VM on pmk then
18: make the status of pmk in inactive mode
19: end if
20: end for
21: for each vmj ∈ Vi do
22: ﬁnd the set two most energy efﬁcient PMs, Pl, whenever possible, one of
inactive PM and the another one of active PM and each pmk ∈ Pl in must
satisfy each type of resource requirements for vmj //Resource constraints
are satisﬁed by checkResourceConstraints() method
23: if Pl �= ∅ then
24: energy := −1.0
25: for each pmk ∈ Pl do
26: EnergyCons := 0.0
27: for each slot of CPU requirements of vmj do
28: calculate CPU utilization of pmk , Uslotvmj =
vm
slot cpu
j
pm
cpu
k
29: if pmk is already active then
30: EnergyCons+ :=
�
Emaxpmk
− Eminpmk
�
× Uslotvmj
31: else
32: EnergyCons+ :=
�
Emaxpmk
− Eminpmk
�
× Uslotvmj +
Eminpmk
33: set the status of pmk to active
34: end if
35: end for
36: if energy == −1.0 OR energy > EnergyCons then
37: energy := EnergyCons
38: choose pml for vmj
39: end if
40: end for
41: update the resource usages of pml by the resources requirements of vmj
42: allocate vmk to pml
43: else
44: Print no placement is found for vmj
45: end if
46: end for
47: for each PM, pmi, in the data center do
48: calculate the energy consumption for interval as Energyinterval+ :=�
Emaxpmi
− Eminpmi
�
× Ucpupmi + E
min
pmi
× �Ucpupmi�
49: end for
50: Energytotal+ := Energyinterval
51: end for
these VMs are searched in the target PMs list. If no PM is
found in target PMs list, then an inactive PM is selected where
the VM can be placed and that PM is included in the target
PMs list. The process iteratively ﬁnds the VMs placement
and minimizes the energy consumption in the data center by
reducing the number of active PMs while taking into con-
sideration into the heterogeneity of CPU capacities. However,
the FFD does not consider the different energy proﬁles (or
energy efﬁciencies) of the PMs. The energy consumption of a
PM defends on its energy efﬁciency, for example, a PM with
larger capacity may be less energy efﬁcient and vice versa.
Therefore, placing a high CPU demand VM to the more CPU
capacity and less energy efﬁcient PM results in more energy
consumption. In this research, we consider the energy proﬁles
of the PMs as the primary attribute for VMs placement unlike
the FFD.
B. Experiment Design
We have chosen a simulation experiment as a method to
evaluate our algorithm. The performance of the developed
algorithm mostly inﬂuenced by features of the test problem.
We attribute a test problem by changing the size of problem
test. The size of a test problem is determined by the number
of VMs and PMs. Therefore, the evaluation has been done
based on size of test problem by varying number of VMs and
PMs. In ﬁrst experiment, data center comprises 100 PMs, and
the variation of VMs start from 600 to 2200. In the second
experiment, we have ﬁxed number of VMs to 250 VMs and we
have varied number of PMs from 50 to 250 to test suitability
of our algorithm. Table I and table II show our test problems
in the experiments.
Data center has been simulated with consideration of het-
erogeneous PMs and VMs for example VMs and PMs have
different conﬁgurations. VMs and PMs conﬁguration has been
chosen randomly. We have simulated our algorithm in Java
language and has been been implemented on a desktop com-
puter which has conﬁguration of Intel Core i7-4790 CPU of
of 3.60 GHz and 16.00 GB RAM. We have implemented First
Fit Decreasing FFD) [18] algorithm to provide as baseline
algorithm for our evaluations, and compared with our algo-
rithm based on two performances criteria: energy cost and
computation time.
TABLE I
EXPERIMENT 1
Test Problem VM PM
1 600 100
2 1000 100
3 1400 100
4 1800 100
5 2200 100
TABLE II
EXPERIMENT 2
Test Problem VM PM
1 250 50
2 250 100
3 250 150
4 250 200
5 250 250
C. Experimental Results
Varying the number of VMs: In the ﬁrst experiment,
we have varied the number of VMs between 600 and 2200;
and done the placement to a ﬁxed set of 100 PMs. The
#VM
600 800 1000 1200 1400 1600 1800 2000 2200
En
erg
y C
om
su
mp
tio
n (
MW
hr)
600
1000
1400
1800
2200
2600
3000
3400
3800
4200
Proposed Algorithm
FFD
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Fig. 2. computation time of varying VMs number
proﬁles of PMs have been created randomly and for each test
problem the VMs attributes have been created randomly as
well. In Fig. 1 The experimental results show that the proposed
algorithm outperforms the FFD algorithm [18] for all test
problems. The proposed algorithm also shows its scalability,
i.e. the energy consumption increases almost linearly with the
increased number of VMs. Therefore, the experimental results
conclude that the proposed algorithm can be applied to ﬁnd
a placement for a large number of VMs due to its scalability
with giving energy efﬁcient placement compared to the well-
known heuristic algorithm, FFD.
In terms of computation time, the computation time of
the proposed algorithm increases almost linearly with the
increase of the number of VMs as shown in Fig. 2. However,
computation time of ﬁnding the placement for 1800 VMs is
less than that for 1400 VMs. The reason behind that, the VMs
in 1800 VMs test problem have less resources requirements
than the VMs in 1400 VMs test problem. As a result, the VMs
in 1800 VMs test problem need to check less number of PMs
for satisfying the resource constraints and ﬁnding the VMs
placement compared to the 1400 VMs test problem, and hence
giving less computation time than 1400 VMs test problem.
From Fig. 2 it is clear that, if all the points of computation
times of the proposed algorithm are connected excluding the
computation time for 1800 VMs test problem, then it gives
a straight line which indicates that the computation times of
the proposed algorithm for placing different number of VMs,
lays around a straight line and a straight line can be drawn
using linear regression. This concludes the good scalability of
the proposed algorithm. On the other hand, compared to the
computation time graph of FFD, the proposed algorithm takes
longer time to give result. This is expected, as the proposed
heuristic algorithm calculates more criteria to do a placement
for a VM, and therefore, results in more computation time.
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Fig. 4. computation time of varying PMs number
Varying the number of PMs: In the second set of experi-
ments, we have varied the number of PMs between 50 and 250
keeping the VMs to 250 with same attributes throughout the
experiments. The proﬁles of VMs have been created randomly
and for each test problem the PMs attributes have been created
randomly as well. In Fig. 3 The experimental results show
that the proposed algorithm outperforms the FFD for all test
problems and as expected the energy consumption decreases
with the number of PMs increased. This is because for more
number of PMs the proposed algorithm ﬁnds the set of most
energy efﬁcient PMs for the placement, and therefore, energy
consumption is minimized for larger data center size with
heterogeneous PMs. For the FFD, the energy consumption
ﬂuctuates arbitrarily for the test problems. The reason behind
this is that, the PMs proﬁles and VMs proﬁles were created
randomly, and as a result the PMs with larger CPU capacity
can be of less energy efﬁcient and vice versa. The FFD
chooses the PMs with most CPU capacity ﬁrst for hosting
the VMs, and therefore, for some test problems the selected
PMs become more energy efﬁcient and for some test problems
the chosen PMs are less energy efﬁcient. Apart from the
random energy consumption of FFD, the graph shows that the
proposed algorithm performs better over the FFD for all test
problems indicating the suitability of the proposed algorithm
for any size data center.
Fig. 4 shows computation time graphs for ﬁnding placement
of a set of VMs in different size data centers. Similar to the
experiments of varying the number of VMs, the proposed
algorithm takes longer time compared to the FFD as the
proposed algorithm considers more criteria in ﬁnding the VMs
placement. The computation time graph of the proposed algo-
rithm shows linear tendency with an increased of computation
time for 150 PMs test problem compared to its neighbor test
problems. This is because the 150 PMs test problem comprised
with PMs with less resources capacities, and as a result each
VM in this test problem need to check more number of PMs
for its placement and which increased the computation time
for the test problem. However, the computation time graph
becomes a straight line when a linear regression is applied on
the computation time points. Furthermore, the difference in
computation times of 50 PMs and 250 PMs test problems is
very small, only 60 ms, which indicates a very good scalability
of the proposed algorithm.
VI. CONCLUSION AND FUTURE WORK
The energy consumption in cloud data centers is growing
up yearly which is a challenge faced industry and researchers.
This paper has proposed an algorithm to minimize energy
on data center by using a novelty of proﬁle-based virtual
machine placement. The algorithm has been evaluated through
comparing it with well-known heuristic algorithm, FFD, and
the experimental has shown that the proposed algorithm ﬁnds
the VMs placement giving near optimal solution for energy
consumption compared to the FFD for any number of VMs.
In our future work, a more robust algorithm will be proposed
that will consider the real data center traces for comparison
and also consider the dynamic VM placement.
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