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Abst rac t - -A  procedure is proposed for numerical inversion of Laplace transforms z(s) implicitly 
defined from the functional equation z(s) = g(a(s) - Cz(s)) where a(.) and g(-) axe known functions, 
C is a known constant. This equation isencountered in queueing, inventory, and insurance problems. 
The procedure constructs coefficients of the Laguerre series for the original in the Laguerre series 
inversion method and a sequence of approximants in the Pcet-Widder inversion method. Scalar 
and matrix cases are treated in the same fashion. The numerical results are compared with those 
attainable with the Fourier series method. © 1998 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The solution of some queueing, inventory, and risk problems in terms of Laplace transforms 
reduces to the functional equation 
x(s) = g(a(s) - cx(s)), (1) 
where a(.) and g(.) are known functions, C is a known constant, and x(.) is the unknown Laplace 
transform to be inverted. A few applications of (1) may be found in [1]. For example, it is well 
known [1] that, in certain assumptions, the busy period probability density in queueing theory 
or the time dependent ruin probability in risk theory are available via their Laplace transform 
~r(s) which is an implicit function satisfying the same functional equation 
=(s) = ~(s + A - A=(s)), (2) 
where/~(s) is the Laplace transform of a known probability density b(t) on [0, eo) and A > 0. 
There exists an explicit analytic expression for the inversion p(t) of Ir(s); see [2] 
p(t) = Z e -At (~t)n bCn+l)*(t), (3) 
n>0 (n + 1)[ 
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where bn*(.) is the n-fold convolution of the density b(t). This formula theoretically provides 
an exhaustive solution. Nevertheless, even in this particular case, there are reasons enough 
to investigate a numerical approach. First, the function ~r(s) sometimes i encountered as a 
constituent of more complex Laplace transforms and the expression for p(t) (3) becomes useless 
(as an example, see (2.62) or (7.212) in [1]). Second, there are analogs of (2) when f~(s) and It(s) 
are matrix-valued functions in which case explicit solutions like (3) are unknown. And third, the 
existence of (3) in the scalar case render the function It(s) a good touchstone for comparative 
appraisal of different inversion methods in accuracy, implementation difficulties, complexity of 
tuning to a specific problem, and other characteristics. 
The present paper develops numerical procedures for inverting such implicitly defined Laplace 
transforms. The solution is obtained on the basis of representation f x(.) as a power series. 
In recent papers [3,4], Abate and Whitt inverted the function r(.), the solution of (2), by the 
Fourier-series method. In their approach, (2) is used to obtain evaluations of ~r(.) at different 
points. This approach is used in the present work to compare the accuracy. 
The paper is organized as follows. In Section 2, the basic procedure is described that solves 
the desired functional equation in the form of series. In Section 3, this procedure applies to the 
inversion problem in the framework of the Laguerre-series inversion method and others of the kind 
where the original is the sum of a series. In Section 4, this procedure applies in the framework 
of the Post-Widder inversion method. In this case coefficients of the resulting series themselves 
are interpreted as the sought values of the original function, thus summation is eliminated. In 
Section 5, these methods are compared and discussed. Section 6 extends the proposed techniques 
to matrix analogs of the problem. The numerical solution is obtained for a particular case of the 
Markov modulated queueing model considered by Prabhu and Zu [5]. 
2. THE BASIC PROCEDURE 
In the inversion problem the basic equation (1) may be used variously. Some inversion methods, 
as for example the Fourier-series method [3,6,7], use as input data values at different points of 
the Laplace transform to be inverted. In the task under consideration, this problem can be 
solved by successive approximations applied to the functional equation (1) at each desirable 
point separately (this way is described in [4,8]). Other inversion methods use coefficients of one 
or another expansion of the Laplace transform into a series. In this approach the coefficients can 
be readily obtained relying on (1). 
It is supposed that the functions in (1) satisfy the standard conditions required usually to 
ensure that an implicit function be expressible in the form of series; see, e.g., [9, (10.2.4)]. (No 
explicit indications are made which functions are meant real- or complex-valued because it does 
not matter.) In our case these ake as follows. Let a(s) = ~-~i>0 a~ s~, where the series converges 
absolutely in some neighborhood ofzero. The following equation 
Xo- -g (ao-Cxo)  (4) 
has a solution x0. For some constant D, it holds g(ao - Cx0 + Ds) -- )-~i>0 gi s~, where the series 
is, as above, absolutely convergent. At last, 1 + Cg'(ao - Cx0) = 1 + Cgl /D ~ O. 
In these conditions the solution to (1), x(s), such that x(0) = x0, where x0 is the root of (4), 
exists and admits a representation in the form of absolutely convergent in a neighborhood ofzero 
power series z(s) = ~'~>o x* s*" The coefficients x~, i >_ 0, of the series x(s) are connected by the 
relations (6) furnishing an effective recursive procedure for their calculation. 
The existence of the desirable analytic solution follows from the aforementioned implicit func- 
tion theorem. Thus, it remains to establish (6). Let new variables y,, i _> 1, and the corresponding 
power series y(.) be defined as follows: 
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(a~-Cx~) i>1,  yls~=X'y~s ~,~j/_..,
D ' - 
(5) 
and y~J), i -- j , j  + 1, . . . ,  be defined as coefficients of the series [y(s)] j ,  j -- 1, 2 , . . . .  
Take Xo to be the solution to (4). Then x0 = g0, and the expansion for 9(-) and (1) yield 
xis ~ = g(ao - Cxo + Dy(s)) = ~ gj [y(s)] j 
~>_o j>o 
j>_o i>_j 
=g0+~ = gjy~J) s ~. 
By equating the coefficients of identical powers on the right and on the left and taking into 
account (5) and our assumptions, it is seen that 
xi = gl(ai - Cxi)  i 
D + Z gJY~J)' or 
jffi2 
) xi = - -  + gjY~J) i> l .  (6) 
It is clear that on the right-hand side of (6) all 9} j) depend only on already found numbers 
x l , . . . ,  x~-x, and thus (6) provides a recursion. The presented algorithm is quadratic in memory 
and cubic in the number of operations. 
A similar procedure for computation of moments was used in [10]. 
3. THE LAGUERRE SERIES METHOD 
The procedure described in the preceding section can be used as applied to (1) in conjunction 
with the methods in which the original function is expanded in a series 
f ( t )  = E cn~bn(t) (7) 
n>_O 
of functions Cn(') whose Laplace transforms Cn(') are proportional to powers of a monotone 
(while it is considered on the reals) function ~(.), that is, On(S) = ¢(s)~n(s).  Then by taking 
termwise Laplace transforms, (7) converts into 
n~O 
which after the change of variable z = ~(s) (with inverse s = ~- l (z) )  becomes 
£(s) = ¢ (~-lCz)) Z ~-z". (8) 
n_>0 
For example, as applied to (2), denote pn, n >_ O, the coefficients of p(t) in the expansion (7) with 
f ( t )  = p(t) and set 
x(~) = ~ (~-1(~)) = ¢ (~-1(~)) ~p.~. .  (9) 
n>0 
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Then (2) reduces to 
• (z) = ~ (~-iCz) + ~ - .~(z ) ) .  (1o) 
When ~o-l(z) may be expanded in a power series, (9) takes the form (1), and the procedure (6) 
applies provided that the condition 1 + Cgl /D # 0 is satisfied. Thus the expansion for p(t) is 
obtained in two steps. First, the coefficients ofx(z) are determined from (10); second, the sought 
coefficients Pn, n >_ O, are determined from (9) by synthetic division of x(z) by ¢(~o-1(z)). 
It may he noted that the equation (8) can be also used for finding the coefficients by giving z 
values on a circle of the complex plane and applying trigonometric interpolation. 
The Laguerre series method belonging to this category of methods, is the most well known. 
The essentials of this method were described by Lanczos [11]. Then computational spects were 
developed by many authors (see the bibliography in [12]). The study of Keilson and Nann [13], 
continued by Sumita [14], develops some theoretical spects of the method. Keilson and Nann [13] 
also applied this method for computing p(t) in another context (see below in this section). 
In the Laguerre series, method Cn are the generalized Laguerre functions 
r (n  + ~ + 1) 
where a, c, and T are free parameters and Ln('), n _ 0, are (generalized) Laguerre polynomi- 
als [6,12]. The Laplace transform of ~,(.) has the form 
¢.(s) = (s + c - l/T)" 
(8 -[- C) n+~+l  ' 
and hence, in agreement with the general approach presented above, 
, ¢p(s)=S+C 1/T_I 
s + c T(s + c) 
Weeks [15], Piessens and Branders [12], and Davies and Martin [6] recommend use of trigono- 
metric interpolation and thereby the complex arithmetic. Keilson and Nann [13] propose to use 
in calculations operations on series (see [16]) but instead of the functional equation (2) their point 
of departure is the explicit formula (3). Their procedure computes coefficients of the expansion 
b"*(.) from the originally given coefficients of b(.) (to the convolution of functions there corre- 
sponds the convolution of the series), evaluates bn*(t) from (7) and then evaluates p(t) from (3). 
Thus they do not construct an expansion of the form (7) for Pit). 
In practical applications of the Laguerre series method, the main problem is an adequate choice 
of the free parameters T, c, a. In general, there is no well-grounded way to determine optimal 
values of these parameters. 
The choice of T is connected to the rightmost point of the interval where the original func- 
tion must be evaluated and to the number of coefficients in the expansion (7) remaining after 
truncation of the series in order to fulfill calculations with a computer [12,15]. 
The choice of c is connected to the location of singularities of the Laplace transform f: if the 
leftmost singularity is a pole, as is the case in the event when f is an exponential function, the 
optimal value of c is the real part of the pole. The leftmost singularity of lr(s) is a branching point 
and hence it does not determine an optimal value of c but only the left bound of its admissible 
range. To see this, suppose that there exists a real number 0 _ 0 such that 
o = in f{s  < 0 : ~(s )  < oo}.  
One can replace (2) by an equivalent system of two equations 
s(u)  = u - ~(1 - ~(u) ) ,  
~(u)  = Z(u) ,  u > o. (11) 
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The function s(.) increases monotonically as its argument goes to infinity or to 0, is infinitely 
differentiable and convex because/~(.) is such. Thus it has an unique minimum, s,, at some 
point u. and, consequently, for each s ~ s., there are two points ul and u2 such that Ul <_ u, < u2, 
s - S(Ul) = s(u2); for s = s, such a point is unique (namely, this is u.), and for s ~ s, there is 
none such a point. From (11) it follows that the relation y(u) = ~(s(u) -A(1 -y(u))  is satisfied as 
an identity which together with the above arguments shows that the equation y = ~(s -A(1 -9) )  
has an unique real solution when s = s. and it has exactly two real solutions y(Ul) and y(u2) 
when s _> s.. Since there is no solutions for s < s. it follows that s. is a branching point of the 
solution of equation (2), and so lr(s) is an analytic function on the real half-line Is., oo) or in the 
complex half-plane ~(s) >_ s.. 
Choices of T and c are important but not too critical. On the contrary, the choice of a critically 
affects accuracy; see numerical results for Weeks' version of this method [15] (a = 0) in Davies 
and Martin [6]. Piessens and Branders propose finding a suitable a from asymptotic properties of 
the Laplace transform f(s), as s --* oo. However, as follows from Tauberian theorems [8, Chapter 
XIII, Section 5] this way may provide the desirable asymptotic form of the original only in some 
extra conditions in a neighborhood of zero. Moreover, such an a may not exist, but even if it 
exists it may be practically useless. As can be readily seen from (2) or (3), in the case when b(t) 
is a gamma-density, p(t) is asymptotically equivalent near zero to this gamma density, however 
the method demonstrates very poor results. 
In the handbook [17], there may be found other systems of functions which can be used in (7). 
For example, Keiison and Nunn [13] considered Erlang and Bessel functions. Another system of 
functions {On} of interest as applied to (2) is as follows: 
~nCs) = a-b  ) "  ((V/~_~ /~.--~-~) 2 -I-c n_> 1, 
where a, b, c are free parameters of the family. The reason is that the first function 
@,(t) = ~*exp~,----~--tj~ 11 ~ , 
where -71(') is the first modified Bessel function, coincides in form with the sought function in the 
case of exponential b(.) (cn = 0, for all n in (7) except n = 1). Note that when c = 0 the problem 
does not reduce to the functional equation (1). 
4. THE POST-WIDDER METHOD 
The procedure (6) can be used in the framework of the Post-Widder method. In this method 
the approximate value (approximant) for the value of the original function f(t) is determined 
through its Laplace transform f(s) as follows: 
fk(t) = $ (--8)k-lf'(k-1)(8) [~'----- ~T. ,-~k/t , k = i, 2, . . . .  (12) 
Note that the approximant fl(') was already used in [18] to obtain simple closed-form explicit 
expressions for estimates of the solution to (2). 
For applying in this setting the procedure (6) the key role is played by the relation proposed 
for use in connection with the Post-Widder method by Jagerman [19,20], see also [3,16]: 
(n )  z"- l ,  (13) so]'Cso(1 - ,.)) = To 
n>_l 
where for so = k/t the coefficient of z k-1 coincide with f~(t). This formula, as well as (8), may 
be used both for trigonometric nterpolation [20] and for computation of unknown coefficients by 
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means of operations on series [16]. With trigonometric interpolation the relation between (13) 
and the Fourier-series method is unmasked in [21]. In the latter case the procedure (6) is used. 
In the case of (2), we construct the expansion (13) for z(z) = It(s0(1 - z)), thus a(z) = 
so + A - soz and C = -A. After solving (4), in order to get remaining coefficients the subroutine 
realizing (13) for the function/3(.) should be called with so + A - Ax0 in place of so which is 
equivalent to setting D = -(so + A - Ax0). 
This, however, is not a final solution of the problem because the approximation of the sought 
value by original Post-Widder's approximants (12) does not provide satisfactory accuracy. It 
is known that it is possible to essentially enhance the accuracy by taking their linear combi- 
nations ~=i  ~fk~(t) for a suitably chosen sequence ks, i = i,... ,n, and values of coefficients 
[3,16,19,20]. Such an enhancement technique, suggested by the structure of the error, in the 
framework of Richardson's extrapolation to the limit, is equivalent to the polynomial extrapola- 
tion of the unknown value. In [16], it is proposed to construct new approximants on the basis of 
fkl (t),..., fk, (t) in a manner equivalent, in the sense of Richardson, to the rational extrapolation, 
which allows one to attain somewhat better accuracy and notably better computational stability. 
It is this extrapolation technique that has been used for obtaining the numerical results in this 
paper. Although there is no convenient explicit expression for so constructed approximants, there 
exists an effective procedure to compute them proposed by Bulirsch and Stoer [22]. Apart from 
algorithmic convenience this procedure provides a sufficiently reliable practical error estimate in 
the sense of Bulirsch and Stoer which partially offsets the absence of theoretical error estimates; 
see [22] or [16]. 
5. COMPARISON OF  NUMERICAL  METHODS 
The numerical inversion techniques surveyed in Sections 3 and 4 are not the only possible to 
obtain the solution to (1). The Fourier series inversion method is also well suited to this problem. 
A detailed account of this method as well as an extended bibliography concerning its numerous 
modifications may be found in [3]. 
In summary, in this method, the unknown function with the Laplace transform z(.) is rep- 
resented in the desirable interval by the Fourier series whose coefficients are expressed through 
evaluations of x(.) at certain points of the complex plane. These values are found by numeri- 
cally solving (1) for complex s using iterative procedures (see, e.g., [4] or (17) in Section 6). It is 
known that partial sums of the Fourier series converge slowly. In order to achieve better accuracy 
without critically increasing the number of evaluations a variety of methods are used to speed up 
the convergence. For example, with the Euler summation the new approximant is constructed 
as a linear combination of these partial sums [3], and with the a-algorithm as a Padd approxi- 
mant [7,9]. In the "korrektur method" the new approximate value is obtained as a combination 
of the partial sums computed for the Fourier expansions on intervals of different length; see [7]. 
In our case, the Fourier-series method is a natural alternative for comparison because it relies on 
principally different approach using evaluations of Laplace transform instead of coefficients. 
Results of numerical inversion of (2) by the Post-Widder method and Honig and Hirdes' version 
of the Fourier series method [7] are compared in Table i. For gamma-densities b(.), (3) gives an 
explicit and numerically tractable solution. The errors are given relative to this solution. All 
computations were carried out for standard double precision arithmetic. 
Davies and Martin [6] guided in evaluating numerical inversion methods by the following crite- 
ria: applicability to a variety of common types of inversion problems, accuracy, relative computa- 
tion times, programming, and implementation difficulties. Applying these criteria in our situation 
does not bring out an overwhelming superiority of any of the methods under consideration. In 
fact, all of them are applicable to a vide class of problems, in particular, to the problem under 
consideration; provide satisfactory accuracy (see results for the exponential case in Table 1), 
the Post-Widder and the Fourier series methods being slightly better than the Laguerre series 
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Table I. Absolute values of relative (at the top) and absolute (at the bottom) errors 
of method for inverting the Laplace transform of ~r(s) for A = 0.5, fiE(s) -- 1/(1 + s), 
and #3r(s) = [1.5/(s + 1.5)] 1"5. "-" means unacceptable result. 
t=0.1  
t= 1.0 
t=5.0  
t=  I0 
t=20 
Laguerre (n=60) Fourier Post-Widder 
~(s )  ~r(s) ~(s )  ~r(s) ~s(s) Or(s) 
6e -  9 - 2e - 13 2e-  13 3e-  12 6e-  12 
5e- -  9 - 2e - 13 9e-  14 3e-  12 3e --  12 
6e-  9 - 4e - 13 3e-  13 4e - 12 4e-  13 
2e-  8 - le -- 13 le - 13 9e-  13 le - 13 
4e - 6 - -  7e -  12 8e-  12 le - I I  6e-- 12 
l e  - 7 - 4e-  13 2e - 13  7e-  13 2e-  13 
8e-  5 - 3e -  I i  l e -  I I  9e -  12 5e-  I i  
,%-  7 - 2e  - 13 6e-  14 5e-  14 2e-- 13 
l e  - 2 - 2e  - 9 2e  - I0  3e -  12  7e- -  12  
le  - 5 - 2e  - 12  2e  - 13  3e-  15  5e-  15  
method; demonstrate distinctions in execution times that can be considered as negligible even 
with use of personal computer (the Laguerre series method is slightly better than the Post-Widder 
and the Fourier series methods); at last, in program implementing, allow a representation as a 
sequence of standardized steps, part of which must be user's task subroutines. Among the above 
criteria we regard the accuracy as the most important, whereas others seem to be less important. 
In particular, the execution time is a critical factor only for the tasks which must be run in real 
time. In addition to these criteria it is advisable to compare the methods by the effort on the 
part of the user in order to literally and effectively apply one or another method to his problem. 
In this sense, the Laguerre series method requires a more thorough preliminary study of the 
problem than the two others. However, even "scientifically grounded" values of parameters (that 
is, chosen on the basis of suggestions in Section 3 and recommendations in the existing literature) 
it may demonstrate poor results, as for example Table 1 shows. For the Fourier series method 
such a study, as a rule, is not needed. In order to achieve the accuracy shown in Table 1, we have 
found appropriate values in a few trials following the recommendation in [3] (after (5.29))--to 
make the so-called discretization error of the method so small as to equalize it with roundoff 
errors. This is possible, of course, only when there is an 6talon or, at least, an alternative way to 
obtain the same result. The Post-Widder method is just a good candidate for this role. It does 
not have parameters, so requires nothing from the user, and, as a rule, either produces a good 
result or a result that can be immediately recognized as wrong. We have never faced situations 
when the Post-Widder method falsifies results. 
6. EXTENSION TO MATRIX  SERIES 
A number of queueing problems give rise to matrix analogs of (2). The inversion techniques 
discussed above can be extended to matrix series and in this form effectively applied in such 
cases. The following two paragraphs describe a queuing situation where such an equation arise 
and provide some references. The reader interested only in computational aspects may skip these 
paragraphs. 
Matr ix  analogs of (2) in queueing theory hold for the systems where parameters of input and 
service processes are being modulated by an independent Mark~v jump process [5,23,24], or by a 
semi-Markov process [25]. Such systems appear in model ing data  transmission processes. As an 
example, we present here an application to a Markov-modulated system which has been analyzed 
in [5 ] .  
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The system is described as follows. There is a Markov jump process {J(t)} with state space 
(1,2,... }. When the process is in state i customers arrive according to a Poieson process with 
intensity Ai and are being served with distribution function Bi(.) as in an ordinary M/G/1  system 
with these parameters. When {J(t)} moves to another state j, which happens with intensity qij, 
the parameters of the system are changed to those labeled by j. Prabhu and Zu [5] have derived 
an integral-functional equation for the matrix l-I(s) = {~rij (s)) whose element ~rij(s) denotes the 
Laplace-Stieltjes transform of the busy period distribution conditional upon initial, i, and final, j, 
states of {J(t)} on the busy period. Here, we restrict ourselves to the case of finite state space 
{1,..., N}  (for an obvious reason) and exponential service Bi(t) = 1 - e ~`t, for all i because in 
this case the equation takes the form directly expressible in terms of matrix operations. For Bi(-) 
belonging, for instance, to general gamma families the problem remains numerically tractable in 
the same fashion but does not allow the use of standard matrix notation. 
Let A and M denote N x N diagonal matrices with elements Ai > 0 and #~ > 0, i = 1,..., N 
on the principal diagonal, respectively, Q the matrix with elements qij > 0, i ~ j, and qii = 
- >-'~j~i qij. Then the general equation of [5] takes the form 
H(s) = (sI + M - Q + A - AH(s))-IM, (14) 
where I is an N x N unit matrix. The theory of such sort of matrix functional equations was 
developed in [26]. 
To solve this equation in terms of matrix series a procedure analogous to that in Section 2 is 
used. In the case of the Post-Widder method, expanding H(s0(1 - z)) in powers of z, as in (13), 
H(s0(1 - z)) = Xo + zX1 +. . .  + znX~, +. . .  
substituting this in (14) and equating coefficients of identical powers one obtains that the problem 
reduces to solving the single matrix equation 
Xo = (sol + M - Q + h - AX0)-IM (15) 
with respect o X0 and computing other coefficients from the recursive relation 
k-1  
YoX~ - XkXo = soh-lXk-1 + Z X jXk- j ,  k _> 1. (16) 
where Y0 = A-l(s0I + M-Q + A-  AX0). 
The equation (15) can be solved by means of successive approximations, however, iterative 
schemes analogous to Newton's method converge for this problem much faster. For example, if 
f (X )  is the matrix-valued function of the matrix argument X defined by f i  X) =(soI + M-  Q + 
A - AX)X  - M, then the iterative process (n ~ 1) 
converges to the unique solution, X0, of (15) when two first approximations Xo (°), X (1) are chosen 
sufficiently close to Xo. The convergence follows from the general results for operator-valued 
functions, see [27, Chapter VII, Section 2,3]. 
Each new Xk is obtained from (16) as the solution of the linear system whose N 2 × N 2 matrix 
is determined by the known matrices X0 and ]I0. Since this matrix must be computed only 
once, (16) provides an effective computational procedure. 
Accuracy of this procedure can be easily illustrated in the particular case, when/aj --/~, A i = A, 
1 ~ j _( N, and therefore, the sum of all elements in each line in the resulting inverted matrix 
coincides with the solution of (2) for the same A and/~(s) = #/(/~ + s). 
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Then, using standard double precision arithmetic, the procedure (15),(16) provides for N = 4 
and N = 8 the relative error about 10 -1° with the enhancement sequence ki = 4i, i <_ 10. The 
accuracy and execution times are practically independent of Aj and/~j, 1 < j < N. 
Remark that for so = 0 the procedure (15),(16) produces the matrix of moments 
[X~l"J = (-1)~k! t~P~(t)dt' k>0,_ i , j  = 1, . . . ,N .  
The models considered in [23] and [25] are slightly different. Nevertheless, the techniques 
proposed here can well be applied to those problems. 
Obviously, constructions in the same spirit are applicable for the Laguerre-series method with 
minor modifications. 
Apparently nothing prevents principally to use for this problem the Fourier-series method. In 
this case, in order to achieve the accuracy commensurable with accuracy of the Post-Widder 
method it is necessary to obtain sufficiently large number of evaluations of matrix H(s), each of 
them requires solving the functional equation (14) for some complex s. (Note that the convergence 
of the procedure (17) for matrices with complex elements is guaranteed by aforementioned results 
in [27].) Summing the Fourier series for every component at every desirable point also requires 
considerably more computational work than applying an enhancement procedure in the Post- 
Widder method. Thus for the problems of high dimensionality the Post-Widder method is seemed 
to be more preferable. Equally so, in our view, the Post-Widder method based on "calculus of 
series" [16] can be more readily than the Fourier-series method adapted to the problems where 
the implicit function It(.) arises at an intermediate stage of a more general task. 
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