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INTRODUCTION 
I n a l a r g e c l a s s o f p h y s i c a l p r o b l e m s one i s i n t e r e s t e d i n 
s t u d y i n g t h e b e h a v i o r o f s o l u t i o n s o f s y s t e m s o f n o n l i n e a r d i f f e r e n t i a l 
e q u a t i o n s i n some v i c i n i t y o f known s o l u t i o n s , e . g . t h e s t e a d y s t a t e o f 
some p h y s i c i a l s y s t e m . Such s y s t e m s a r e c o n v e n i e n t l y r e p r e s e n t e d i n 
m a t r i x and v e c t o r f o r m . I f , a s i s u s u a l l y t h e c a s e , t h e number o f 
e q u a t i o n s i s l a r g e , i t i s f r e q u e n t l y i m p r a c t i c a l ( i n f a c t i n many c a s e s 
i m p o s s i b l e ) t o f i n d e x a c t s o l u t i o n s . One i s t h e r e f o r e o f t e n c o n t e n t t o 
p r e d i c t t h e b e h a v i o r o f s o l u t i o n s w i t h o u t a c t u a l l y f i n d i n g t hem. 
A s i t u a t i o n o f i n t e r e s t i s t h e n o n l i n e a r s y s t e m 
x» = A x + f ( t , x ) ( ' = d / d t , t > 0 ) (0.1) 
w h e r e A i s a r e a l c o n s t a n t m a t r i x w i t h n rows and n columns and x , f a r e 
r e a l v e c t o r s w i t h n componen t s . I t i s s e e n t h a t t h e l i n e a r s y s t e m 
y ' = A y (» = d / d t ) (0.2) 
r e p r e s e n t s t h e l i n e a r i z e d c a s e o f ( O . l ) . I t can o f t e n b e p r o v e d t h a t 
u n d e r s u i t a b l e c o n d i t i o n s s o l u t i o n s o f t h e n o n l i n e a r s y s t e m ( O . l ) h a v e 
f o r l a r g e t t h e same b e h a v i o r a s t h o s e o f t h e l i n e a r s y s t e m (0.2), 
Some o f t h e c l a s s i c a l r e s u l t s i n t h i s d i r e c t i o n w i l l be s t a t e d . I t i s 
t h e p u r p o s e o f t h i s s t u d y t o e s t a b l i s h c e r t a i n g e n e r a l i z a t i o n s o f t h e s e 
c l a s s i c a l r e s u l t s . 
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CHAPTER I 
DEFINITIONS AND PRELIMINARY MATERIAL 
The material in this chapter is well known and is presented 
merely for the sake of completeness
 0 It may be found^ for example^ in 
Coddington and Levinson^ Chapter III [l]
 0 
lolo The norms (x^ of a complex vector x with components 
(i = 1 9 2„ ooos n)„ is defined to be 
n 
i=l 
and the Euclidean norm, ||x| |, is defined to be 
•where (x^ j represents the absolute value of x^0 
These norms satisfy the following inequalities8 
| |x| | < n 
W < I Ml < |x | n 
Numbers in brackets describe the references listed in the 
bibliography0 
1.2. Let A and B be n by n matrices with complex elements 
and (b. .) respectively. The norm, |A|, is defined to be 
n 
|A| = ^ |. ± j| 
i,J=l 
And the Euclidean norm is defined to be 
Li,j=l 
1J 
where l a ^ j | represents the absolute value of a^ . 
These norms satisfy the following inequalitiess 
(a) |A + B| < | l | + |B| , ||A
 + B|| < | | i | | + ||B| 
M |AB| < |A| ' |B| , | | 1 B | | < ||A|| ' ||B|| 
(c) |Ax| < |A| ' |x| , | | l x | | < | | 1 | | * | | x | | 
(d) ||A||<|A| 
where x is an n dimensional vector. 
1.3._ Let g(t) be a vector function with components g.(t)5 
(i = 1, 2, n). The vector g(t) is said to be a continuous 
(differentiable or integrable) function of t for t in some real 
interval I, if and only if each component g^(t) is a continuous 
(differentiable or integrable) function of t for t in I. 
l .U. If g(t) is a differentiable vector function of t for t in 
some real interval I such that ||g(t)|| 4 0, then 
g(t) g'(t)|| (• = d/dt) 
where g*{£) is the vector whose jth component is g' (t) and t is in I. 
1.5. If g(t) and |g(t)| are integrable functions of t for t in 
some real interval I: (a,b), then 
b 
g(t)dt < / |g(t)|dt 
'a 
where by / g(t)dt is meant the vector whose jth component is 
fa 
'b 
g,(t)dt 
J 
1.6. If ^ Aui| a sequence of matrices, then this sequence is 
said to be convergent in norm if given any £ > 0 there exists a 
positive integer such that 
p,q > implies that |A - A | < 6 
The sequence J^J' i s s a i d to have the limit A if given any £ > 0 
there exists a positive integer such that 
m > implies that - A| < £ 
5 
1.7. The exponential of a matrix A - exp(A) or e - is defined by 
the infinite series 
where E is the nth order identity matrix. The sequence of partial 
sums of this series is convergent in the sense of 1.6 for all A. 
1.8. Matrices A and B of 1.2 are said to be similar if there 
exists a nonsingular n by n matrix P with complex elements such that 
B =PAP" 1 „ 
Let the characteristic roots of the matrix A described in 1.2 
be X^, (i = 1, 2, m). By a well known theorem from algebra 
(see [l], p.63) it is possible to find a nonsingular n by n matrix P 
with complex elements such that P" P = where J is the Jordan 
(or classical) canonical form of A. The n by n matrix J is given by 
6 
J = 
where 
and 
*1 
0 
\±> 1 
q+K Oy~ 
q+k 
k =1, 2, s , is a r k by r k matrix and \ ^ a characteristic root 
of multiplicity r^ ., and where q+ s = m for some natural number m which 
is less than or equal to n, and all of the characteristic roots of 
multiplicity one are among the V , (i = 1, 2, . q ) . In particular 
if all of the characteristic roots are distinct, then A is similar to a 
diagonal matrix. 
1.10. It follows by using the canonical form for J in 1 .8 and 
the definition of the exponential of a matrix A in 1.7, that the matrix 
exp(tJ), where t is a real variable, is given by the n by n matrix 
7 
tJ 
e = 
0 
. tJ 
where 
and 
0 • t X 2 
e 
tJ, 
tx tx 
e q+k q+k » • « 
. k t x q+k 
tx 
te q+k 
0 
t x 
q+k 
K —- 1, 2 ^  s o •• S a 
1.11. Let z be a complex number. Denote the real part of z 
by Re(z). 
1.120 Consider the system of differential equations 
x 1 = F(t,x) (» = d/dt,t > 0) (1.1) 
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where x,F are real vectors with n components* A solution x = (|)(t) of 
the system (l.l) is said to be stable if given any £ > 0 there 
exists a & > 0 and a number T > 0 such that for any solution 
x = f (t) of (l.l) it is true that 
|f(T) - 4>(T)| < & implies that |f(t) - 4>(t}| < 6 
for all t > T. If the above definition is not satisfied, then the 
solution x = (j)(t) of (l.l) is said to be unstable. The solution 
x = (|)(t) of (l.l) is said to be asymptotically stable if in addition to 
being stable it is true that 
|f(t) - <|)(t)| — • 0, as t —• + oo 
It should be noted that the number T is either zero or greater than 
zero. The former case is referred to as stability over the interval 
0 < t < + oo and the latter has stability over T < t < + co „ 
1.13. Some classical results concerning the stability of the 
identically zero solution of systems of nonlinear differential 
equations of certain forms will now be given. 
Consider the following special case of the system (l.l) 
x' = Ax + f (t,x) (f = d/dt,t > 0) (1.2) 
where A is a real n by n matrix, x,f are real vectors with n 
components, and f (t,0) = 0. Thus, the vector j) = 0 is a solution of 
(1.2) by inspection. 
Theorem 1.1. (Perron) Let f be continuous for small |x| and 
9 
t > Qs and let 
uniformly in t s t > 0 o If all the characteristic roots of A in (l,2) have 
negative real parts^ then the identically zero solution of (l02) is 
asymptotically stable. The proof of this theorem may be found in 
[1], po 31U. 
It is interesting to observe that every solution of the linear 
system 
y 3 = Ay (lc3) 
obtained from (l,2) by dropping the nonlinear terms f(t9x)s has the 
form 
f(t) = jexp(tA)^ k 
where k is a constant vector. Lemma 3»1 of Chapter III enables one to 
conclude that if all the characteristic roots of the matrix A have 
negative real parts, then every solution of the system (l,3) approaches 
zero in the sense of the norm 1,1^ as t becomes positively infinite. 
Thus the zero solution of (la3) is asymptotically stable. 
In view of these considerations one can make an equivalent 
statement of Theorem 1,1 more enlightening for the purpose of 
applications? 
10 
If 
uniformly in t,t > 0, then asymptotic stability of the zero solution 
of the linear system (l.3) implies asymptotic stability of the zero 
solution of the nonlinear system (l.2). 
To apply the theorem one merely needs to check whether the 
nonlinear terms satisfy the condition given, and to compute the 
characteristic roots of the matrix A. The former is a simple task and 
the latter can be done advantageously by employing high speed computers. 
The results of Theorem 1.1 are the best possible in the sense 
that if at least one characteristic root of the matrix A has its real 
part positive, then the zero solution of (l.2) cannot be stable. 
Theorem 1.2. Let at least one characteristic root of the 
matrix A in (1.2) have its real part positive. Assume that for some 
positive constant k and jx| sufficiently small 
|f(t,x)| < k|x| (t>0) (l.U) 
and assume further that given any £ > 0 there exists a & > 0 
and T > 0 such that 
|f (t,x)| < £|x| for all |x| < & and t > T (l.£) 
Then the zero solution of (1.2) is unstable. For proof of this theorem 
see [1], p. 317. 
— r\ 
11 
The special case of the system (l»2) which will be considered in 
this study is the system 
where the matrix A is a real constant matrix with n rows and n columns, 
B(t) is a real n by n matrix, and x,g are real vector functions with 
n components such that g(t,0) = 0. Furthermore, 
for all t, thus Theorem 1.1 cannot be applied. The well known result 
which follows is a generalization of Theorem 1.1 and may be found in 
[1], p. 316. 
Theorem 1.3* Let the matrix A in (l.6) have all of its 
characteristic roots with negative real parts. Let g satisfy the 
same conditions as f does in Theorem 1.1. Moreover, let B(t)-> 0, 
as t—* + co and let B(t) be continuous in t for t > 0. Then the 
zero solution of (l.6) is asymptotically stable. 
The proof of Theorem 1.3 is a special case of the proof of 
Theorem li.l in Chapter IV. 
The chief aim of this study is to generalize Theorem 1.3 and to 
show that the generalization obtained is the best possible in the same 
sense as Theorem 1.1 is the best possible. This is done in Chapter IV. 
It is not surprising that the classical results stated above turn out 
to be special cases of the theorems in Chapter IV. 
x 1 = Ax + B(t)x + g(t,x) = d/dt,t > 0) (1.6) 
lim 
x-* 0 
0 
It should be pointed out that the case when the matrix A has 
at least one characteristic root with zero real part would require 
special investigation. T/ftiile this situation is of importance in many 
applications, it will not be considered in th is study. 
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CHAPTER II 
EXAMPLES AND MOTIVATION 
The examples in this chapter are of a rather simple nature. 
Their purpose is to illustrate the essential ideas involved. In the 
cases in which nonlinear terms are not considered, it is assumed that 
the nonlinear terms would not affect the stability or instability of 
solutions, e.g. if the nonlinear terms satisfied the hypotheses on f 
in Theorem 1 . 1 , then stability would not be affected. 
Example 1 . Consider the scalar equation 
x» = (- 1 + f(t)) x (» = d/dt,t > 0 ) ( 2 . 1 ) 
where 
f (t) = 
t o 0 < t < T 
y — 
T. t > T 
i — 
Observe that in this case B(t) in Theorem 1 , 3 is given by T for 
t > T a Thus, B(t)-* T, as t->+ co, Hence, Theorem 1 . 3 does not 
apply for T > 0 . 
It is clear that all solutions of 2^»l) are of the form 
4>(t) = c^exp [(- 1 + T)t + T 2 / 2 J = e± exp (- 1 + T)t ( 2 . 2 ) 
where c is an arbitrary constant. It is easy to see that the zero 
1U 
solution of (2.1) is asymptoticaly stable for 0 < T < 1 and is unstable for T > 1. If T = 1, the zero solution of (2.1) is stable, but not asymptoticaly. Notice that if T > 1, the characteristic root of A + B(t) is positive for all t > 0. Example 2. Consider the system 
x! = - (l - f(t)) ^  + x12 
(« a d/dt,t > 0) (2.3) 
xf2 = - - h(t)j x2 - k^  
where k and m are positive constants and 
f(t) t* 0 < t < T T. t s> T 
9 ~~ and 
't. 0 < t < T h(t) = T. t > T > — It is clear that all solutions of the system (2,3) are of the form (^t) =
 C;L exp[-t(l - T3J <t>2(t) = c2 exp £t(m - T)] + c3 exp[-t(l -
for arbitrary constants ^ /cg, c^ n&for t >- T, Thus, the zero 
15 
solution of the system ( 2 . 3 ) is asymptotically stable for T < min(l,m), 
unstable for T > min(l,m), and stable (but not asymptotically) for 
T = min(l,m)o 
Observe that Theorem 1.3 does not apply since the matrix which 
Example 3» The example which follows may be found in Bellman. 
where a is a constant. The linearized case of (2.5) is the linear 
system 
y 1 = - ay 1 
(» = d/dt,t > 0 ) (2 
y f 2 = (sindog t) + cos (log t) - 2a)y 2 
It is clear that the system (2.5) is a special case of (l.6) and that 
solutions of (2.5) are of the form 
corresponds to B(t) does not approach zero as t-* + oo . 
p. 8? [ 2 ] . 
Consider the system 
(2.5) 
<j>, (t) = (j) ( 0 ) exp(- at) 
( 2 . 7 ) 
16 
and solutions of (2.6) are of the form 
F^t) = F (0) exp(- at) 
(2.8) 
Fg(t) = f 2 (0 ) exp(t sindog t) - 2aiJ 
It is clear that if 2a > 1, then 
|f .(t)| - ^>0 , as t ^ +oo, (j = 1, 2) 3 
It is to be shown that if 
1 + exp(- 72) > 2a > 1 , ( 2 . 9 ) 
then 
I^CT)!—* 0 , AS T-» + oo (j = 1,2) 
only if 
4 (^0) = 0 . 
Hence, requiring that | $ . ( 0 ) | be sufficiently small is not sufficient 
3 
for stability of the identically zero solution of ( 2 . 5 ) even though 
the solution of the linear system (2.6) tends to zero in norm as 
t—* + oo for all a satisfying ( 2 . 9 ) 
Consider the integral 
t 
expp- s sin (log s) J ds 
S i n c e t h e i n t e g r a n d i s p o s i t i v e f o r t p o s i t i v e , i t f o l l o w s t h a t 
-2n 
t / t e 
exp £ s s i n d o g s)^ j ds > J e x p ^ s s i n d o g s)J 
r t e 
Now f o r 
t = exp[7i(2k + 1/2)] , (k = 1, 2, . . J i t i s t r u e t h a t 
t e x p ^ 1 1 / ^ ) = exp(2kn - V 6 ) 
and 
t e x p ( - n ) = exp (2kn - ) 
f o r t h e s p e c i f i e d v a l u e s of t« Thus , f o r 
exp|2kn - V ^ l s < exp(2kn - n / 6 ) 
i t f o l l o w s t h a t 
Moreover, 
exp(s/2) < exp s s i n d o g s)J < e x p ( s ) 
e x p ^ b [ e x p ( - */20 < exp(t/2) 
So T H A T 
exp [-s sindog s)] ds > expft [exp(- n/2)JJ J ds 
or 
-s sin (log s ) J ds > t(e - e" ) exp(te c 
for t = exp [ N (2k + 1/2)] , (k = 1, 2, . . . ) • Hence for the above 
values of t it is true that 
(% 
E X P ( T sindog T ) - 2at) E X P |-s sindog s)J ds I 
> C T E X P J J ^ 1 + E X P ( - N/2) - 2a~J T \ , 
(2, 
since 
t sindog t) - 2at = t - 2at 
for t = exp [n(2k + 1/2)] , (k = 1. 29 ...) . and where 
c = exp(-2n/^ ) - exp ( - N ) 
Using (2.10) with (2.7) it follows that if 
1 + exp( - n/2) > 2a > 1 
19 
then 
|fj(t)| —> 0, as t + co , (j = 1, 2) 
only if ^ (0) = 0. The above follows since (5.6) implies that 
|<Mt)|—* + oo , as t — c o for 
J 
1 + exp(- n/2) > 2a > 1 
and for a so restricted the solutions of the linear system (2.6) 
tend to zero in norm as t — * + oo . 
The above examples suggest the conjectures which follow. 
Conjecture 1. In Theorem 1.3 the condition B(t) —> 0, as 
t —*> + oo may be made less restrictive. It suffices to require that 
B(t) be such that 
|B(t)| < M (t > 0 ) 
where M is a sufficiently small positive constant, or that for some 
9 
constant T > 0 it is true that 
|B(t)| < M (t > T) 
where M is a sufficiently small positive constant. 
This conjecture is suggested by all of the above examples. This 
conjecture will be established in Chapter IV. 
Conjecture 2, One might expect that if at least one characteristic 
root of the matrix A in (l.6) has its real part positive, then the zero 
solution of (1.6) is unstable. 
20 
This conjecture wi l l be established in Chapter IV
 0 
Conjecture 3» I t i s suff ic ient to require t h a t the l inear system 
which represents the l inear ized case of (l,6) have solut ions which tend 
to zero as t becomes pos i t ive ly in f in i t e in order t h a t the zero solut ion 
of ( l 0 6) be asymptotically s table* 
This conjecture i s not true* Example 3o i s a counterexample of 
t h i s conjecture. 
Conjecture lu Let the matrix A of (l ,6) sa t i s fy the hypotheses 
of Theorem l03o Suppose tha t B(t) f a i l s to sa t i s fy the requirement 
tha t B(t ) —*• 0„ as t —* + GD but that the matrix A + B(t) i s such 
9 
t ha t a t l e a s t one of i t s cha rac te r i s t i c roots becomes pos i t ive for some 
t = T > 0 and remains pos i t ive for a l l t > T, then the zero solution of 
(l 06) i s unstable,. 
On the bas i s of Example 1 0 t h i s conjecture seems reasonable* 
however, a t the present time i t s proof i s not complete. 
21 
CHAPTER III 
FOUR LEMMAS 
The following result is well known* however, its proof has not 
been found in the literature. 
Lemma 3»1« Let A be any constant n by n matrix with complex 
elements. Suppose that there exists a constant/^- > 0 such that for 
every characteristic root X^  of the matrix A, 
Re(xi) < -YU< 0 (i = 1, 2, n) 
(Note that the X^ need not be distinct.} Let 0" be a constant such 
that 0 < 0"" <FT . Then there exists a positive constant K such that 
I e x P 
(tA)| < K exp(-0~ t) (t > 0) (3<>l) 
where K depends only onyU.
 9 <J~ , and A. 
Proof of Lemma 3«1« It follows from paragraph 1.8^ Chapter I that 
there exists a nonsingular, constant, n by n matrix P such that 
-1 -1 
P AP = J or A = PJP
 9 where J is the Jordan canonical form of the 
matrix A. If paragraph 1.7 is applied, then 
exp(u) = exp[t(P J P* 1)] = pQsxp(tJ)"] P~ X 
Use of paragraph 1.2 in this equation yields 
| exp (tA)| < IPKIP" 1!-! exp (tJ)| (3.2) 
22 
Thus, if one applies paragraphs 1.1, 1.7, and 1 .8 , there results 
r-,-1 
9
 tx, tx (r_ -j) . 
jl + le q + 1 | > - 1 t J + . . . |exp(tJ)| = | e J| + | e ^ \ 
j=l 3=0 
r -1 
tx . (r - j ) , 
+ | e 2 - ^ t ^ (3.2a) 
Since by hypothesis Refv) <yu> < 0, (i = 1,2, ...,q,...,q+s = m), 
then 
|exp(tXi)| < exp(-^At) ( 4 . = l,2,...,q,...,q + s = m) 
where m < n. 
This result used with (3»2a) yields 
|exp(tj)| < exp ( - y t t t)-j q + ^ "~ — i t + . . . + 
v. •) = 0 * • 
r -1 
+ > - 8 t ? (3.3) 
} - 0 ^ 
Let 
r = max(ri-l), (i = 1, 2, s) • 
then for suitable constants OC±9 i = 1, 2, r + 1, the inequality 
23 
(3.3) yields 
exp (tJ)| < e x p ( - M t ) \ C < + 1 *' f=7 r- i (3.1.) 
Now there exists a positive constant M.. 0 < j < r such that 
J 
t r~ 3 exp(-/£t) < M. exp(-«T t) (t > 0) 
0 (3.5) where 0 < CT" o r , equivalently such that 
t r" J exp ["( CT -y^ )t] < Mj (t > 0) 
To show this let <T -YU. = - £ . Since 0 < (T < ^ , - £ < 0 
the function 
t r~ J exp(- & t) 
is clearly smooth for t > 0, Using elementary calculus one finds that 
for t = (r - j)/ £ the function assumes its maximum given by 
t r~ d exp(- & t) 
t = (r-j)/ s 
= [('-J)/*]'"* exp[-(r-d3] 
The above is clearly valid for j = 0 , 1, r. Therefore, take 
M. = [<r-j)/$] ( r " j ) exp [-(!•- j7] ( 0 < j < r ) 
2k 
Thus, 
t r~ j exp(- S t ) < M ( 0 < j < r , t > 0 ) 
or 
t r"
 3
' expiytt t) < M..exp(-<rt) (0 < j < r,t > 0) 
which establishes (3.5) 
Let 
M = max(M ), (j = 0,1,..., r). 
J 
Thus, 
t r~ J expi-yU, t) < M exp(-0~ t) (0 < j < r,t > 0) (3.6) 
From (3.1;) and (3.6) it follows that 
r+1 
|exp(tJ)| < Mexp(-CTt) ^ > C<± 
i=l 
Applying this to (3.3) one obtains 
r+ 1 
|exp(tA)| < i P l ^ P " 1 ] M ^ > C><. * exp(-CTt) (t > 0) 
i=l 
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Let 
K = | P | • | P " " ^ M 
Hence, 
|exp(tA)| < K e x p ( ~ c r t) (t > 0) 
where K depends only o n 9 QV 9 and A. 
The next result will be needed in the proof of Lemma 3«3« 
Lemma 3«2, Let g,B of the system (l»6) be continuous for all 
small |x| and t > 0, Let B satisfy the inequality 
|B(t)| < M (t > T) 
for some T > 0, where M is a sufficiently small positive constant. For 
some positive constant k let g satisfy 
i 
|g(t,x)| < k|x| (t > 0) 
i 
and assume that given any £ > 0 there exists a £ > 0 such that 1 
for some > 0 it is true that 
|g(t,x)| < £ |x| (|x| < > \ ) 
Moreover, let § = (|)(t) be a solution of the system (l,6)0 Then for 
as long as (() exists it is true that 
|$(t)| < n 'Z |f(o)| exp[(|A| + Mj, + k n ^ 2 j t] (3.7) 
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and 
|$(0)| < n1/2|(|)(t)| expjjlAl + M 2 + kn 1 / 2)t] (3.8) 
where is to be specified. 
Proof of Lemma 3.2«, Since $ = $(t) is a solution of the system 
(1.6), then 
(j>'(t) = l$(t) + B(t)$(t) + g[t,$(t^ (' = d/dt,t > 0) 
for as long as (|) exists. 
It follows from 1.2 that 
||*-(t)|| < ||A||-||f(t)|| + ||B(t)||.||*(t)|| + ||gft,*(t)]|| 
< l|A|HWt)|| + |B(t)|o||(|)(t)|| + |g[t.4>(tj)| 
(3.9) 
Since B(t) is continuous for t > 09 there exists a positive constant 
such that 
|B(t)| < (0 < t < T) 
Hence, 
|B(t)| < M (t > 0) 
where 
= maxO*,!^) 
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If the hypotheses on g,B and the last result are applied, then, for as 
long as exists, (3o9) becomes 
||t'(t}|| < ||A||.||<t)(t)|| +Mj|(t.(t)||
 +knV2| WOII 
) 
(t > 0) . 
It follows from paragraph l.U that the last inequality may be written as 
< j||A|| + M 2 + kn1/2 |^||(|)(t)M 
< A|| + M 2 + kn ^ J ll<Mt)|» < A||A|| + + kn , c V||^ t)U (! =d/dt) (3.10) 
This implies that 
r l/ 9 
||<|>(t)|| exp(- J (| |A| | + M 2 + kn *)ds \ < 0 (f = d/dt) 
Thus, integration yields 
||(f(s)|| exp(.(||A|| + M 5 + k n V 2 ) s) < 0 
0 
or 
l<l>(t)|| 5ll<!l(0)|| exp[(||A|| + M 2 +kn 1 / 2 ) ;3 
Now use of 1.2. yields 
|(j)(t)| < |<))(0)|n1/2 expjj||A|| + M 2 + kn^ 2) t] (t > 0) 
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for as long as $ exists. Therefore, (3*7) is established by an elementary 
argument on continuation of solutions. 
In order to verify the inequality (3.8) one observes from (3.10) 
that 
f V2 
||(t»(t)||' > -{||<t>(t)|| (||A|| +M2 + kn / 2 ) 
for as long as (j) exists. From this result one obtains 
v2 
t 
\\$M\\ exp( (||A|| + M ? + kn " ) ds) > > 0 A2 fQ 
Thus, integration yields 
,t 
||(|)(s)|| exp[(||A|| + M 2 + k n 1 / 2 ) s] > 0 
0 
or 
11<|>CO>| ] < ||*(t)|| exp [(||A||
 +M2 + k n V 2 ) t] 
Now use of paragraph 1.2 yields 
|<|>(0)| < n 1 / 2 H>(t)| exp [(||A|| + M 2 + kn^ 2) tj 
for as long as (|) exists. This is precisely the inequality (3.8). This 
completes the proof of Lemma 3.2. 
Lemma 3.3. Let g,B in the system (l«6) satisfy the hypotheses of 
Lemma 3.2. Then the solution | = 0 of (l.6) is stable over the interval 
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T < t < + co, if and only if it is stable over the interval 0 < t < + co . 
Proof of Lemma 3.3. Suppose that the solution (j) 5 0 of (1.6) 
is stable over the interval T < t < + co. By the definition given in 
paragraph 1.12 this implies that given any > 0 there exists a £^ > 0 
such that for any solution (|)(t) of (1.6) which satisfies |(|)(T)| < %
 2, 
it will be true that |t>(t)| < €
 2
 f o r a 1 1 t
 -
 T
°
 E c l u a t i o n (3.7) 
implies that if |<|>(0)| is sufficiently small, then |$(t)| is small for 
t > 0. Specifically, one can find a ^* > 0 such that 
|<t>(0)| < §* implies that |<|>(t)| < ndn( £ 2 , 6 2 ) (0 < t < T) 
But, by hypothesis one has 
|$(T)| < £ implies that |(|)(t)| < £
 g (t > T) 
Hence, 
14>CO>J < ^ * implies that |<()(t)| < min( ^ 2,62^  < £ 2 ^ > °^  
That is, the solution $ = 0 of (1.6) is stable over the interval 
0 < t < + oo . 
(b) Suppose that the solution (f = 0 of (1.6) is stable over the 
interval 0 < t < + co. By the definition given in 1.12 this implies that 
given any £ > 0 there exists a £
 1 > 0 such that for any solution 
(f(t) of (1.6) which satisfies |(j)(o)| < it will be true that 
|<[>(t)|< €
 1 for all t > 0. Equation (3.8) implies that if |())(T)| is 
sufficiently small, then |<)>(0)| is small. Specifically, we can find a 
9)* > 0 such that 
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|<(>(T)| < &* implies that |<f(0)| < £ 
But, by hypothesis 
Hence, 
|(J>(0)| < £ implies that M>(t)| < 61 (t > 0) 
|^(T)| < &* implies that |<t>(t)| < 6
 x (t > T) 
That is, the solution (j) = 0 of (1.6) is stable over the interval 
T < t < + co * This completes the proof of Lemma 3*3. 
Remark. In the sense of the above lemma stability of a solution 
of a system over the interval T < t < + oo is said to be equivalent to 
stability over the interval 0 < t < + co « 
Lemma 3»U« If A is an n by n constant matrix with complex 
elements, then the matrix A is similar to a matrix B which is given by 
B = 
Vi * 
q+i 
q + s 
q+ s°. 
q+ s 
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where V is a nonzero constant, and the x^ , (i = 1, 2,
 0 < > o, q+s) are 
the characteristic roots of the matrix A„ 
Proof of Lemma 3oUo It must be shown that there exists a 
nonsingular constant matrix P such that N = P~^"A P, without loss of 
generality A can be taken to be in the Jordan form of paragraph 1080 
Let the matrix P be such that P = (p^), (i, j = 1, 2, n), where 
Pij = *
 1
 Sij = 1> 2> n^ 
and 
Thus, the matrices P and are given by 
P = y o P - x = 
n- 1 > ° y 1 - n r - I 
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and multiplication yields 
x Y q+1 
q+1 . 
0 
q+ s 
X , Y 
q+ s . 
q + s 
which is precisely the matrix B 0 This completes the proof of Lemma 3oU» 
It should be pointed out that since X ^ 0 is arbitrary, then by 
proper choice of the matrix P, % may be made as small as any assigned 
positive number. 
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CHAPTER IV 
GENERALIZATIONS 
Consider the system 
x ! = Ax + B(t)x + g(t,x) (" = d/dt,t > 0) (U.l) 
where A is a real constant matrix with n rows and n columns, B(t) is a 
real matrix with n rows and n columns, and x,g are real vectors with n 
components such that g(t,0) = 0, 
Remark. Since g(t,0) = 0, then the function (j) •§ 0 is a solution 
of the system ( U . l ) . 
Theorem l i.l. Let g,B be continuous for all small |x| and t > 0 o 
Let g,B be such that 
|B(t)| < M (t > 0) 
where M is a sufficiently small positive constant and 
l i M kiLsiL = 0 
|x|-0 |x| 
uniformly in t,t > 0 o Moreover, let the characteristic roots of the 
matrix A all have negative real parts. Then the identically zero 
solution of (lul) is asymptotically stable. 
Proof of Theorem U.l. Consider the solution $ = (j)(t) of (U.l) 
with | $ ( o ) | small. This solution can be continued for increasing t for 
as long as |$(t)| is small. For as long as the solution <|)(t) exists 
3U 
it follows that 
<|)(t) = [exp(tA2](t)(0) +f(exp(t-s)A) ^ B ( S ) < | ) ( S) + g[s,(|>(s|| ds 
° (U.2) 
Since the characteristic roots of the matrix A all have negative real 
parts, then by Lemma 3.1 there exists a positive constant K and a 
positive constant &~ such that 
|exp(tA)| < K exp(-cr t) (t > 0) (lu3) 
Since 
lim lg ( t^ x )l = 0 
|x|-0 |x| 
uniformly in t,t > 0, then given any €_ > 0 there exists a 8 > 0 
such that 
|g(t,x)| < £ |x| (|x| < S ,t > 0) (U.3a) 
If one takes the norm in (U.2) and applies (U.3), (Uo3a), and the 
hypotheses on B(t), then 
t 
|(|)(t)| <K|(|)(0)| exp ( - c r t ) + (KM + 6 /exp£<r(t-s]] |4>(s)| >ds 
so long as |<|>(t)| < £ • Or 
t 
|<|)(t)|exp(<r t) < K |Cf>CO>| + (KM + 6 ) JZxp{<r sTj \ty(a)\ ds 
0 
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so long as \§(t)\ < £ 
Define 
R(t) = y|xp(CT sTJ |<))(s)|ds 
It follows that 
R'(t) = £xp(<r tTj|(|)(t)| 
and that R(0) = 0 o NOW (U.U) may be written as 
R»(t) - (KM + 6 ) R(t) < K|(|>(0)| 
From the last equation it follows that 
OwS) 
d 
dt R(t) exp [-(KM + 6 ) t] < K|(|)(0)| exp[-(KM + € ) t] 
Integrating f romO to t there results 
R(t) exp [-(KM + 6 ) t] < ilMli (i- exp [-(KM + € ) t] ) 
KM +f 
or 
R (t) < Kl(l)(Q)li(exp[(KM + 6 ) t] )- l\ 
KM + 6 L J « i . 6 ) 
Substituting into (lull.) there results 
|(|)(t)|exp(cr t) < K|(}>(0)| + K|<|)(o)|j(exp[KM + €]t) -l 
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or 
|(|)(t)| < K|C{>(0)| exp[-(<7- -[KM + 6 ] ) t] (h.l) 
for |(|)(t)| < £ . 
If £ and M are such that 
(T > KM + £ 
then 
|<|>(t)| <K|(()(0)| 
so long as |$(t)| < S • 
Thus, if 
| <J) (0) | < £/K , 
then 
|<))(t)| < s 
so that (LU7) is valid for all t > 0. That is 
|<>(t)| < £exp [-t(<T- (KM + 6 ))] (t > 0) 
Hence, it is true that if CT -(KM + 6 ) > 0, then given any £ > 0 
|4>(0)| < ^ /K implies that |(|>(t)| < 6 (t > 0) 
That is, the identically zero solution of (lul) is stable over 
0 < t < co. Moreover, by (k.l) \ty(t)\-+ 0, as t-^co, i.e. the 
37 
stability is asymptotic. 
Since, 
|exp [(t-T2)A|| = I jexp(tA)]£exp(- T^T] | < |exp(tA)|•|exp( - TgA)| 
(U .9 ) 
then 
|expQt-T )I] I < |exp(tt)|K* 
where 
K* = |exp(-T2A)| (k.lOJ 
Taking the norm in (U.8) and applying 0 w 9 ) (U.10) and assumptions 
(i) and (ii), one obtains that for any £ > 0 there exists a & < 0 
such that \ 
t 
exp t) + (KM +6 ) Jexp(-o~ (t~ sj) | $(s) ]ds 
for t > Tv, so long as |(|>(t)|< £ „ Or 
t 
|<t>(t)|exp(0"t) < K K*H)(T2)| +(KM + f ) jfexp(rs)|^ (s)|ds 
T 2 
(lull) 
for t > T p so long as |<J)(t)| < £ , 
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Define 
R(t) = J exp(<Ts)|<T)(s)|ds 
\ 
This implies that 
R'(t) = exp(crt)[(|>(t)| 
and R(T 2) = 0. Now (U.ll) can be written as 
R«(t) - (KM + 6 )R(t) < K K'("|(|)(T2)| (U.12) 
By using the integrating factor 
exp(- J(KM + £ )ds) = exp[-(KM +£ )(t-T 2) ] 
l2 
there results in the same way as was used to obtain (U.6) 
R(t) < K K |(|)(T0)| — — — 1 exp ( (KM + 6)(t-Tj)-l> 
2
 (KM +6) i 2 J 
Use of this in (i|012) yields 
|(|)(t)|exp(<Tt) < K K*|(|)(T_)| exp ( (KM + £ )(t-Tj ) 
or 
|(|)(t)| < K K^|4>(T2)| e x p ^ -(KM + 6 )) tj exp(-T2(KM + f ) ) 
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Since, T^, K, M, and £ are all non-negative, then 
|<|>(t)| < (K) (K*) |<|>(T2)| exp(-(<T -[KM + 6 ])t) (U.13) 
If, M and € are such that 
<T~ > KM + € 
then from (U.13) it follows that 
|<Kt)| < (K) (K*) |(|)(T2)| 
so long as |(j)(t)|< £ . Hence, if 
|$(T2)| < V(K) (K*) » 
then (U.13) is valid for all t > T • i.e. for M and € such that 
0~ > KM + 6 it is true that |<|)(t)|—>> 0, as t —* 00
 0 Moreover, for 
given £ > 0 there exists a 8 > 0 such that 
|$(T2)| < £ implies that |$(t)| < 6 (t > T g) 
That is, the identically zero solution of (U.l) is stable over the 
interval T^ < t < + co« and moreover the stability is asymptotic. By 
Lemma 3>3 stability over T 2 < t < +00 is equivalent to stability over 
0 < t < 00 under the assumptions (i) and (ii). Hence, the identically 
zero solution of (U.l) is stable over the interval 0 < t < 00 • 
moreover, the stability is asymptotic. 
A more general statement of Theorem U.l makes the hypotheses on 
B and g less restrictive. Specifically, it suffices to assume thatj 
ho 
(i) For some T > 0 it is true that 
|B(t)| < M (t > T) 
where M is a sufficiently small positive constant • 
(ii) For some positive constant k it is true that 
|g(t,x)| <k|x| (t > 0 ) 
for all small \x\s and that given any £ > 0 there exists 
a & > 0 and a > 0 such that 
U(t,s)| < £|i| (|x| < i , t > T x) 
In fact the following result holds0 
Theorem U 02 0 Let g 5B be real^ continuous for small |x| and 
t > 0„ Let g?B satisfy the assumptions (i) and (ii) above,. Moreover5 
let the characteristic roots of A in (Uol) all have negative real 
partso Then the identically zero solution of (Inl) is asympotically 
stable* 
Proof of Theorem k 02 0 Consider the solution $ = <f>(t) of (U.l) 
with |(j)(T2)| small, where T g = max ( T ^ ) and T3 T^ are defined in (i) 
and (ii) above0 This solution can be continued for increasing t for as 
long as |$(t)| is small. For as long as $(t) exists it follows that 
(U.8) 
1+1 
The results of Theorems U.l and U.2 are the best possible in the 
sense that if the matrix A in the system ( U . l ) has at least one of its 
characteristic roots with positive real part, and the other assumptions 
of the theorems hold, then it is impossible for the identically zero 
solution of (U.l) to be stable. 
Theorem U.3. Let g,B satisfy the assumptions (i) and (ii) of 
Theorem U.2 and be continuous for small |x| and t > 0. Let at least 
one of the characteristic roots of A in (U.l) have its real part 
positive. Then the identically zero solution of (U.l) is not stable. 
Proof of Theorem U.3. In the system (U.l) make the change of 
variable 
x = Py 
where P is a nonsingular constant matrix with n rows and n columns 
and with complex elements. There results a system of the form 
y» = Cy + D(t)y + h(t,y) (t > 0) (U. lU) 
where 
C = P^A P 
D(t) = P^tt) P (U.15) 
h(t,y) = P"1g(t,Py) 
By proper choice of the matrix P the matrix C may be put in the 
form 
U2 
c = 
cl 0 
0 
(U.16) 
where C^ and C^ are in the classical Jordan canonical form and have the 
following properties? C^ is a matrix with k rows and k columns with 
all its characteristic roots having positive real parts* and is a 
matrix with (n - k) rows and (n - k) columns with all its characteristic 
roots having nonpositive real parts. Since the matrix C is in Jordan 
canonical form, then by Lemma U, Chapter III the characteristic roots of 
and C^ (i.e. of the matrix C) are in the main diagonal and the 
elements of C^ and C^ which are off the main diagonal and not zero may 
be taken to be % , where X can be made as small as any assigned 
positive constant by proper choice of the matrix P, 
While y corresponding to real x may be complex (since the matrix 
P need not be real), Py will be real. Hence, the function 
h(t,y) = P" 1 g(t,Py) 
is well defined, 
Let the vector function f = f(t) with conponents f , (j = l02a...,n) 
be a solution of the system (hoi). Define 
n 
R 2 = and q , = 
3 = 1 1 j=k+l 
(U.17) 
Where k is the order of the matrix C . Let the constant <3~ > 0 be such that 
U3 
the real parts of characteristic roots of C^ all exceed G~ „ Choose 
£ < /lO and choose /r^> 0 and T > 0 so that 
|h(t,y)| < e\\7\\ dWI < ^  , t > T ) (Uol8) 
The above is possible since 
|h(t,y)| = |p-1g(t,iy)| 
and therefore 
l * ( t , 7 > l < l p ° X l'|g(tsPy)| 
and g satisfies assumption (ii) Theorem U o 2 0 
Suppose that the solution $ = 0 is stable over T < t < GO » This 
implies that for ^  and T chosen as above there exists a ^  > 0 such 
that if $(t) is any solution of the system ( i i o l ) with components 
(j = l s 2$ 0 0 0 9 n)^ then it is true that 
p(T) + R(T) < £ implies that ^(t) + R(t) < ^  (t > T) 
Choose such a solution if with 
E ( T ) = 2 p ( T ) > 0 (U.19) 
It will first be shown that if 0 „ ^
 a and 6 are taken as 
above, then 
k 
i=l 
and 
2RR« >2<TR 2 = 2 U 2 - 2KM*R2 - 26 ( p + R)R (U.2l) 
Define hy (j = 1^  29 0 0., n) to be the components of h(t5y)^ 
c . ( i 5 j = 1, 2, o o . , n) to be the elements of the matrix and ^- 3 
d. .(t), (i.j = 1, 2,
 0oos n) to be the elements of the matrix D(t). ^-3 _ 
^ -* 
Let f ^ denote the complex conjugate of M is to be defined. 
Since if is a solution of the system (inl), then it follows that 
( f • J + f , f » . ) ( » = d / d t ) 
J J 3 3 
by using differentiation and the fact that 
Thus (U.20) is established. 
Since if is a solution of (hol)9 then 
T|F» = ClJ + D(t)f + h(t,y) 
or 
*i = 2— (?ij *j + d i j ( t ) V + *i = l , 2 i 0 0 0 , k ) ( U o 2 2 ) 
It f o l l o w s f r o m (U.20) a n d ( U 022) t h a t 
U5 
2RR» = 
[ c i ^ + d i J ( t ) f j ] + h i 
3=1 
k [ k 
I ciM + "iA'd + di3(t)^3 + di3(t)W 
i=i/j=iL 
But if F is any complex valued vector function, then 
F + F = 2Re (F) (U.22M 
Hence, 
k / k 
2RR" = ^> <^"" ^RECC^f^) + 2Re(dij.(t)lfil)rj) ] + ZReh^ 
i=l J j=l 1 1 J 
(U.23) 
Recall that the sum of the real parts of complex valued functions is 
equal to the real part of the sum, and conversely. Thus, writing out 
the first part of the sum in (lj.,23) w e obtain 
h6 
2RE' = 2Re + c ^ ? ^ + • • • + °lk^k 
+
 °2lVl + ° 2 2 W z + • • ' + c 2 k M k + • • 
+
 °klVl +
 Ck 2V 2 + . • . + c, kkvk 
i= 1 h.W. 
Using the fact that 
r. 
c i j = i o
 ; i ^ j , j-i (i«3 1, 2^ ooo, k) 
where X , (j = 1, 2,
 0.«, k) 5 are the characteristic roots of the matrix 
C , and where R e ( v ) > CT , (j = 1, 2, o.., k), in (U.23) there results 
2RR» 
k - r - "\ 
> 2<TgI f.f. + 2Re [¥(1^2 + f2f3 + ... + fk„ A)/ 
+
 [2Re(d..(t)fi^ ]+ 2Re(hifi) 
k7 
Note that for any functions F^Q, 
2Re(FG) > -(|F|2 + |G|2) 
Applying (U.2I4) there results 
(U.2U) 
> - [ l ? / + l t 2 | 2 + l f 2 ! 2 + l f 3 | 2 + . . . + l t k . ! l 2 + l » k l 2 } 
> - 2 I f , 
i=l 
Thus, 
2RR« > 2 CT 
k 9 k 
I t , I - 2X 
i=l i=l 
i= 1 
f l E I t2Re(d.j(t)lfilf;.)]-H 2Re(h if i)\ (ii,2V ) 
Now,, since by hypothesis there exists a constant M > 0 such that 
|B(t)| < M 
where M is sufficiently small, then for t > T 
(t > T) 
|D(t)| = |P"1B(t) P| < IP'1 |«|P|*|B(t)| < M* 
where M is a positive constant depending on M. Moreover, M is small 
he 
if M is small, 
n |D(t)| = TZ |d,,(t)| <M* (t > T) 
implies that 
|d ± j(t)| <M* 
(i,j = 1, 2,
 0 0 0 , n) (U.2]±«») 
Since -|d ± J(t)| <Re(d (t)), (i,J = 1, 2, n ) , then 
2Re ZZ { i l [d^ ttJMJ 
i=l j=l 1 J 1 J 
= 2 
v. 
k ( k 
i 
i 
J 
> " 2 ZZ |d (t)| Relf.f, i= 1 I .1=1 1J 1 J 
(1*.2$) 
»2M* 
i= 1 
But. 
-2M 
k ( k 
2Z 4 ZI Ref.f = -2M*He Z f Ji + 2 H f * 
i=l 3=1
 JJ / i=l 1 1 i= l 1 
k -
k -1 
+ 2
 g-, *i + l*i + - + 2Vl 
(U.26) 
Using the fact that 
2Re 
m — 
,m = 1, 
in (U026) there results 
k f k k
 2 k-.l 
•2M^  z : n M . f >-2M^ n i f UTRI+ 
i=l j=l 3 i=l 1 i=l 1 
+
 Z I [ I T 1 + 2 L 2 + L T I L 2 3 + - + 
i= 1 
Thus, (U.2£) becomes 
2Re 
i=l 
> > -2M*kR2 
J 
Using (lu 28) in (U.2U1 ) one obtains 
k — 
2RR« >2<TR 2 « 2* R 2 - 2kM*R2 + 2 Y ~ He(h *. ) 
i^l 1 1 
where (U.17) was applied. Now 
2 Z Z R E ( H F ) = 2Re Z Z M . ) > - 2 | Z Z h F | 
1=1 1 1 i=l 1 1 i=l 1 1 
and by the Schwarz inequality 
so that 
2 z ^ H e ^ i - a j z : |hii2L j|z itii2f 
But, using (U«17) and 1.1; 
v2 
Ihjn <||h||<|h| 
and 
k 3 v2 2 
I'M 
i= 1 
Moreover, by given any £ > 0 one can choose ^ > 0 and 
T > 0, such that 
|h(t,y)| < £||y|| for | |y| | < ^ and t > T # 
Hence, 
2 21 Re(h f j > -2R6 | |f| | 
i=l 1 1 
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where 
O V 2 , „ V 2 
Since ^,R > 0 and ( ^  + R ) 2 > ^ 2 2 
( R 2 + p 2 ) V 2 < R + ^ 
Thus, (U.29) may be written 
2 _ w „2 „. # 2 
2RR • > 2fl"B - 2 ) f E - 2kM"R - 2 6 R( ^ + R) 
as was to be shown* 
From (U.21) it follows that 
R' > ( T R - ) f R - kM* - £ ( ^ + R) 
By proper choice of the matrix P the number "Jf can be made less than 
CT/20«, Since by proper choice of M it is possible to makes 
M* < (T /20k 
(where k is the order of the matrix C ), (U.2l) yields 
R« > l/2(cr R) - . (Uo30) 
Next it will be shown that 
^ < ^ + M*(n - k ) ^ + 6 ( ^ + R) (U.31) 
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To this end observe that 
n 
2pD» = 
i=k+l 
J 
n 
> = 
i=k+l 1 1 1 1 
and since f is a solution of (U.l) with components f., (j=1,2,«».„,n), then 
f '= ^2 (c f + d (t)f ) + h , (i^l,:k42,...,n) 
1
 j = k +1 J XJ J 1 
Using the last part in (U.32) there results 
i^k+1 
r n 2Re 
j=k+l 
+ 2Re 2 
n 
2 Z 1 <* <T)M, + 2Re(HA ) 
j=k+l 1 1 
(U.33. 
in a manner similar to that used to obtain (U.23), Since 
i = j - 1 
0 • i 4 j, i ± j-l (i,j = k + 1, k + 2,...,n) 
• i = 3 
where X (j = k+1, k + 2,
 o o a , n) are the characteristic roots of the 
J 
matrix which are such that 
Re(x ) < 0 (j = k + 1, k + 2, .... n) 
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then 
i = k + 1 ) j = k + 1 1 J 3 
n = 2 > (ReX. )(Ref.f.) 
i = k + l 1 1 
+ 2Re )«(fk+1V2 + * k + 2 * k + 3 + - + * ^ l * n ) 
< 2 R * JV <tk + A+ 2 + % + 2*k + 3 + — + V l V | 
where the l a s t fo l lows from the f a c t that 
n 
i = k + 1 
— n _ (ReX^Reiy^  = teU^lfJ2 < 0 
i = k + l 
( i = k + 1, k+ 29 0 0 0 , n) 
Now 
| = k + l , k +2, n) 
so that 
n 
ZZ J2Re 2 
i = k + l 1 
n 
j = k + l 1 J 1 J (U.3U) 
1 *{Tfk+1|2 • lfk+2!2 + lfk+2|2 + |fk+3|2+... +|*a.1|2 + 
2 
Moreover, 
n f n 
2Re 2 E e
 2~ d n ^ A h 
i=k+ll j=k+l 
n n 
= 2 y ~ 1 2Z ^Red (t)][Ref.f J 
f=k+l j = k+l 
n n 
> Ref. 
j = k+l i=k+l 
since Re(d±^ (t) \l\d±^ &) I < M*. But 
n r n 
2M i=k+l 
2_ Hef f. 
j=k+l V 
n 
i=k+ 1 
n- 1 _ 
- 2M% f j .
 + 2 Y Z + ^ t± 
i=k+l 
n- 2 
i+2 i=k+l 
Recall that 
55 
Hence, 
i=k+l j = k+ 1 / » i=k+l 
n- 2 — 
21 u*ii2 + i W 
i=k+l 
2(n-k) M*P2 
Furthermore, by an argument similar to the one used below (U .29) one 
obtains 
2Re 
n _ n _ n
 — 
i = k + l i=k+l i=k+ 1 
and by the Schwarz inequality 
n 
2Re ^> hJJL < 2 ^  € ( ^  + R) (U ,36) 
i = k + l 
Using (U .3U), ( U . 3 5 ) , and (U 026) in (Uo33) there results 
! ^ » < 2 X ^ 2 + 2M*(n-k)^>2 + 2 6 ( ^  + R ) ^ 
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or 
p» < )(|> + M*(n-k) p + € ( ^ + R) 
which is the inequality (l±o3l)« 
Since by proper choice of the matrix P ^ *if may be made less 
than (T/20 and since M* may be made less than 0""/(n - k)20„ then 
f' " Sf + ^ ( R +C } (U°37) 
Hence, if 
M* = min(cT/( n - k)20, (T fk2o) , 
then (U.30) and (U.37) are both valid for t > T0 
Since 6 < <T/lO, it follows from 0u3O) and (U.37) that (R - p )' > 2/5(R - p )CT (« = d/dt) 
And by integration that 
R(t) - p(t) > (R(T) - p (T) ) exp(2/S(t-T)<T) for all t > T, 
But, by (U.19) R(T) = 2p(T) > 0, hence 
R(t) > p (T) exp(2/5(t-T)<T) for all t > I. 
But this contradicts the assumption that the solution (f = 0 of (U«l) 
is stable, i 0e 0 that 
R(T) + p (T) < $ implies that R(t) + p(t) < *J (t > T) 
Therefore, the solution (j) £ 0 of U w l ) is not stable. This completes 
the proof of Theorem U»3» 
It should be pointed out that if in a particular example the 
sufficient conditions on g,B are not satisfied, then Theorems lul, 1±«2, 
and Uo3 do not apply but this does not mean specifically that the 
identically zero solution of (lul) is not stable, since the conditions 
on g,B are sufficient conditions0 
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