Meteorological factors are associated with most of the interannual variability in primary production at both Castle Lake, California (4 l"N, 122%') and Lake Tahoe, California-Nevada (39"N, 12O"W). At Castle Lake, extreme values of annual primary production, either much higher or lower than the long-term average, are likely to occur during the phenomenon of El Nifio/Southern Oscillation. Two plausible pathways for the impacts of these large-scale climate events at Castle Lake were identified: winter snowfall, acting through its effect on the snow-ice pack and timing of the spring thaw; and total precipitation, acting through its effect on outwash rates. In contrast, no influence of large-scale climate events is apparent at Lake Tahoe, but a plausible pathway involving the impact of synoptic-scale phenomena on interannual variation was identified: local weather events occurring in the late winter-early spring period near the time of minima1 stratification, acting through their cl&t on the depth of spring mixing. The difference between the two lakes can be attributed to absence of an ice cover and long hydraulic retention time at Lake Tahoe. Timeseries models that incorporate meteorological information adequately forecast primary production at both lakes.
Lake conditions vary considerably from year to year. Limnologists, as well as the general public, are sensitive to long-term changes, particularly detrimental trends such as eutrophication (e.g. Edmondson and Lehman 198 1; Goldman 198 1) . Irregular year-to-year fluctuations superimposed on a long-term trend can often be observed as well. These irregular variations have not received the attention accorded to succession, eutrophication, or other long-term changes. Yet, in many cases, the irregular fluctuations dominate interan nual variation, obscuring such deleterious trends as eutrophication or the effects of measures implemented to correct them (Likens 1983 (Likens , 1984 . For this reason, the origin of these fluctuations is of both theoretical and prac-tical interest. The present investigation focuses in particular on interannual fluctuations in primary production.
Previous studies point to several potential sources for year-to-year variability in primary production. The sensitivity ofcommunity structure to changes at higher trophic levels, for example, has been known for some time for both freshwater (HrbaCek et al. 1961 ) and marine (Paine 1966 ) systems. More recently, other investigators, focusing on the large amount of unexplained variability in multilake studies, have emphasized that variation in primary productivity among lakes and among years is mechanistically linked to fluctuations at higher trophic levels (Carpenter 1988) . Evidence for the importance of trophic interactions as a source of variability in primary production arises from experimental manipulations of aquatic food webs (Carpenter et al. 1985 (Carpenter et al. , 1987 and computer simulations (Carpenter and Kitchell 1984, 1987) . Longer term single-lake studies also support the potential importance of fluctuations in yearclass strength of top predators. Large populations of stocked salmonids led, through a series of trophic interactions, to a reduction of phytoplankton biomass in Lake
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Michigan in 1983 (Scavia et al. 1986 ). Similarly, year-to-year changes in algal biomass at Oneida Lake were linked to fluctuations in walleye populations at the top of the food web (Mills et al. 1987) . Climatic fluctuations also are implicated in several instances of interannual variability. Goldman and de Amezaga (1984) , for example, postulated a correspondence between annual precipitation and primary production at Castle Lake and Lake Tahoe, but the causal chain linking the two variables was not established. Annual variations of the heat budget at Castle Lake were linked through winter snowfall to large-scale climatic episodes, namely the phenomenon of El Nii?o/Southern Oscillation (ENSO) (Strub et al. 1985) . Strub et al. suggested that interannual variation of other ecological variables may have a similarly strong link to large-scale phenomena.
identified several climate-related factors underlying interlake variability, including solar radiation (Brylinsky and Mann 1973) , phosphorus loading, and water renewal time (Schindler 1978) . In the case of nutrient loading and water renewal time, both of which depend on hydraulic loading, the importance of meteorological conditions is implicit.
Spring weather conditions also can play a role in the interannual variability of temperate lakes. Lund (1950) and Talling (197 1) have detailed the influence of stratification and spring rains on the timing and magnitude of spring diatom blooms. Wetzel (198 1) showed that alkaline phosphatase activity in the surface waters of Lawrence Lake varied markedly from year to year, depending on the extent of spring vertical circulation. Because of the relationship between alkaline phosphatase activity and algal carbon uptake in Lawrence Lake, one can hypothesize an effect of spring mixing intensity on interannual productivity changes. Goldman (1974) had suggested earlier the potential importance of the variation in spring mixing depth for controlling primary productivity from year to year at Lake Tahoe, but insufficient data were available to substantiate a significant association at that time. Scavia et al. (1986) hypothesized that abnormal phytoplankton biomass in 1977 in Lake Michigan could be attributed to prolonged spring ice cover.
Even in the case of cascading trophic interactions, climate or weather conditions may play a generative role. In the Oneida Lake food web, for example, the mortality rate of yellow perch depends partly on walleye biomass (Mills et al. 1987 ), but recruitment appears to depend on climatic conditions during the period of egg incubation (Clady 1976) . Meteorological factors and trophic dynamics thus may simultaneously be responsible for interannual variation, as they can occupy different positions in the causal chain underlying variability.
The suggestion that climate or weather changes are major sources of interannual variation in primaiy productivity is not a trivial hypothesis. One can imagine external perturbations of a watershed, such as human activity, or colonization by new organisms, that arc independent of meteorological variables. Moreover, as shown by the research on deterministic systems that exhibit chaotic behavior (Schaffer 1985) , interannual variability in some systems seems to arise completely from internal dynamics independent of external influences, Accordingly, the role of either large-scale climate or local weather events and the pathways that mediate their effects are particularly interesting issues that have not been adequately addressed by previous work. For example, Brylinsky and Mann's ( 19 7 3) study dealt with the effect of long-term mean valucs of solar radiation and other climatic variables on the differences in production among lakes; the results have little bearing on the issue of interannual variability. In many of the cases cited above, variLong-term studies of single lakes might ability among years or among lakes was at-be expected to provide direct clues regardtributed, at least in part, to explicit meteing sources of interannual variability in priorological variables: annual precipitation or mary production. Geographic and morphosnowfall, and spring weather conditions metric sources of variation are eliminated, (Harris 19 86 reviews additional relevant so the processes generating variability should studies). Multilake investigations also have be fewer than in multilake studies. In ad- dition, the methods used to monitor individual variables may be more constant than for multilake studies where different investigators and analytical techniques may be involved. In the present investigation, we examine long-term data sets for Castle Lake and Lake Tahoe, which include measurements of primary productivity continuously since 1959 and 1967, respectively. Year-to-year variability in production is linked quantitatively to climate or weather cffccts at both lakes, but the proposed mechanisms mediating this linkage differ drastically between lakes. Time-series regression models for forecasting annual production arc also developed.
Study sites
Castle Lake (Fig. la) lies at an elevation of 1,657 m in a protected cirque basin in the Klamath Mountains of northern California (4 lo1 3'N, 122"22'W). The lake has a surface area of 0.20 km2, a maximal depth of 35 m, and a mean depth of 11.4 m. The ratio of drainage basin to lake surface area is 4.0. Castle is meso-oligotrophic and dimictic and is covered by ice in winter. Except for the limnological laboratory, the watershed is uninhabited, although the lake is used for sport fishing and swimming.
Lake Tahoe (Fig. lb) lies at an elevation of 1,898 m in a graben at the crest of the Sierra Nevada Range in northern California (39"N, 12O"W). The lake has a surface area of 501 km2, a maximal depth of 505 m, and a mean depth of 3 13 m. The ratio of drainage basin to lake surface area is only 1.6, and the lake has a residence time of about 700 yr. Tahoe is ultra-oligotrophic, warm monomictic, and free of ice year round.
Methods
Perhaps the most important attributes of these two sites are the long data series that have been obtained for certain limnological variables, particularly primary productivity. Primary productivity has been measured continuously since 1959 at Castle Lake and since 1967 at Lake Tahoe with a standard 14C method (Goldman 1963) . Samples were incubated in situ, and daily productivity was estimated from the ratio of photosynthetically active solar radiation during the entire day to that during the incubation period. At Castle, data were collected every 5 d during summer months (June through September), but irregularly at other times, especially when access was difficult during winter. At Tahoe, data were collected weekly in summer and biweekly during the colder months. From 10 to 16 depths were sampled to 32 m at Castle and to 105 m at Tahoe. The water column was also sampled at 50-m intervals (occasionally 25-m intervals) from 100 m to the bottom at Lake Tahoe. Estimates of "summer" production (1 June-30 September) in Castle and annual production (1 January-3 1 December) in Tahoe were determined by trapezoidal integration of daily productivity measurements over depth and time. Most of the annual production at Castle Lake took place during these summer months (Goldman and de Amezaga 1984) ; in 1968, for example, when the lake was sampled throughout the year, 75% of the total primary productivity occurred between 1 June and 30 September. At the time of this writing, reduced data are available through 1986 at Castle and through 1987 at Tahoe.
Solar radiation was determined with a continuously recording pyrheliometer during the ice-free period at Castle Lake and for the whole year at Lake Tahoe. Temperature and precipitation data were provided by the nearby weather stations at Mt. Shasta City (4 lo1 9'N, 122"19'W, 1,077-m elevation) for Castle Lake, and at Tahoe City (39"10'N, 120"08'W) for Lake Tahoe (NOAA 1986). The Mt. Shasta City weather station ceased continuous operation after September 1984 and closed completely after October 1986.
The time and extent of mixing in monomictic Lake Tahoe can be estimated by examining successive depth profiles of dissolved nitrate, which has been measured regularly since 1973 (Pacrl et al. 1975 Goldman and de Amezaga 1984) . Depth of mixing is taken to be the deepest sampling point at which an upper layer of approximately uniform nitrate concentration is found (Fig. 2) . Two independent observers examined the data and arrived at the same conclusions regarding the time and extent of mixing, which always reached its maximal depth in March or early April. Previously published estimates of mixing depth may differ slightly because of different criteria, but we believe the values reported here to be objective. When available, other deepwater stations and other variables were examined to check the conclusions. Due to the sampling frequency in time and depth, the time of maximal spring mixing is accurate within about 2 weeks, and the depth within about 25 m in the 450-m water column at the deep-water stations.
Castle Lake also undergoes vertical mixing to varying degrees after the ice disappears in spring. Because the ice often thaws before the routine 5-d sampling program begins in late spring, however, and because stratification develops quickly in this protected cirque basin, the extent of spring mixing often cannot be determined with certainty. The accuracy with which the time of thaw can be identified varies greatly from year to year, depending on the interval between sampling days in winter and spring; the average interval of uncertainty was 17 d, although in the early sampling years uncertainty was as high as 76 d (1963) . We chose the center of each interval as an estimate of the time of thaw and considered only those 17 yr in which uncertainty did not exceed 15 d. Under these circumstances, the time of thaw can be in error by a maximum of 1 week.
Results
Castle Lake -Mean summer primary productivity at Castle Lake averaged 354+96 mg C rnd2 d-l for 1959-1986 (C.V. = 27%). No long-term trend could be detected, but six "anomalous" years, defined as > 1 SD above or below the mean, could be identified since 1959 (Fig. 3) . Five of these anomalous years were associated with El Nifio/Southern Oscillation conditions (ENS0 years before 1983 are listed by Quinn et al. 1978) . Accordingly, the data of Fig. 3 were divided into two groups corresponding to years in which an ENS0 event did or did not occur. A Mann-Whitney-Wilcoxon test demonstrated that the null hypothesis of equal location could not be rejected. The Siegel-Tukey test (Gibbons 1976 ) was therefore applied under the assumption that the two groups had unknown but equal medians. The spread in the distribution of primary productivity for ENS0 years was significantly greater than for years in which no ENS0 event occurred (P < 0.01). In other words, Castle Lake is much more likely to exhibit anomalous (unusually high or low) primary production during ENS0 years. The sum of squared deviations from the mean for the seven ENS0 years is 66% of the total for all 28 yr. Most of the interannual variability in production thus originated from ENS0 years, even though ENS0 years occurred only 25% of the time.
In order to explore the linkage between climate events and summer primary production suggested by these results, we investigated several climatic variables that could plausibly aff'ect summer production We followed the recommendations of Box and Jenkins (1976; Chatfield 1984) , prewhitening each series by fitting univariate autoregressive-integrated-moving-average Symbols and abbreviations used in this paper. (ARIMA) models to remove autocorrelation. The time series of annual primary production at Castle Lake exhibited a marginally significant autocorrelation at lag 1 yr (r = 0.37, n = 27, P = 0.05 1) that threatened to obscure cross-correlation studies. Accordingly, as suggested by the shape of the autocorrelogram, we prewhitened the time series of primary production with a Markov process:
where pt is the series of prewhitened primary production at year t, P, is the series of actual primary production at year t, and the cy, are constants (see list of symbols). Estimating the model with a two-stage iteration (Cochrane and Orcutt 1949) resulted in values for % = 355k-29 and CY~ = 0.385kO.189. The timing of the spring thaw, because of its effect on the length and phasing of the growing season, is one plausible component in the link between climate and primary production (cf. Strub et al. 1985) . The average thaw date was 23 May, with a standard deviation of 20 d, for the 17 yr when good estimates of thaw dates were possible (see methods); individual thaw dates ranged from 22 April to 6 July. A significant inverse association was indeed detected between pre-whitened primary production and thaw time (days since the beginning of the year; r = -0.60, n = 17, P < 0.05).
Snowfall is a logical candidate for the mediating process bctwecn climate events and thaw time. On the one hand, accumulated snowfall during the time of ice cover is a large-scale climate indicator, representing the cumulative results of many separate weather events. On the other hand, snowfall must determine, at least in part, the time of ice disappearance by affecting the thickness of the snow-ice cover and the subsequent heat required to melt the ice cover in spring. The ice cover always begins by January and persists until at least April, suggesting that snowfall during these months should bc used in a test of association with thaw time. January-April snowfall for 1959-l 984 averaged 17 1+98 cm, with a range from 44 to 391 cm; no prewhitening was required to remove internal structure. Snowfall and thaw time were indeed found to be significantly associated (r = 0.56, n = 16, P < 0.05). We can also test directly for a relation between snowfall and production with longer series than are available for thaw time: consistent with the proposed linkage, January-April snowfall and summer primary production have a highly significant inverse association (r = -0.70, n = 25, P < 0.001).
We also examined the possibility that hydraulic loading and subsequent washout plays a role in the interannual variability of primary production at Castle Lake, as suggestcd by Goldman and de Amezaga (1984) . Summer production (June-September) can be affected not only by washout caused by rain during summer months, but also by washout occurring earlier in the year that may flush out nutrients, resting stages, and eggs, altering the initial conditions for the dynamical interactions underlying summer production. The earlier washout depends, in turn, both on the melting of winter snow and on spring rains. Because the ice cover is always established by January, the total precipitation (i.c. snow plus rain) from January through September could affect summer production through hydraulic loading. Values are available from the Mt. Shasta City weather station through 1984. January-September precipitation for 195 9-19 84 averaged 59 + 24 cm, ranging from 30 to 13 1 cm. No filtering was necessary to remove autocorrelation in this time series. A significant inverse association between prewhitened primary production and JanuarySeptember precipitation was found (r = -0.55, n = 25, P < O.Ol), which supports the hypothesis that hydraulic loading contributes to interannual variability.
Most of this precipitation actually falls in January through May, with very little falling during June through September.
The possibility remains that the relationship between prewhitened primary production and precipitation is not distinct from the one between prewhitened primary production and snowfall. That is, one of the relationships may be only an artifact of the association between total precipitation (January-September snow plus rain) and snowfall (January-April); thus, both relationships may represent the same phenomenon.
In order to examine this possibility, we constructed adjusted variable plots (Chambcrs et al. 1983 ) to clarify the relationship between prewhi tened primary production and each of these two variables. In an adjusted variable plot of two given variables, the effects of any additional factors are first removed from each variable by linear regression, and the residuals are plotted against each other. The partial correlation coefficient, r,, between the two variables is the correlatton between these two sets of residuals. The adjusted variable plot of prewhitened primary production on JanuaryApril snowfall (both adjusted for JanuarySeptember precipitation)
illustrates a clear inverse association independent of precipitation (Fig. 4a) . Similarly, the adjusted variable plot of prewhitened primary production on January-September prccipitation (both adjusted for January-April snowfall) exhibits an inverse association independent of snowfall (Fig. 4b) . Snowfall and total precipitation thus represent two separate processes affecting summer production.
In order to ensure that these associations are not trivial ones determined by one or a few exceptional points, we examined the leveragc of each observation on the size of the mean-square error (Belsley et al. 1980) . Points with undue influence (high leverage: Vclleman and Welsch 198 1) were removed, the associations recalculated, and the whole process repeated until no observations of high leverage remained. In the case of Fig.  4a , no influential observations were found; although 1970 is an outlier, it does not exert undue influence on the association between productivity and snowfall. In the case of Fig. 4b , a total of four influential observations were removed after three iterations. The net effect was an increase in the absolute value of the slope, although both the r,, and significance levels were unchanged. Thus, neither of the relations presented is attributable to a few unusual years.
The above associations do not arise because of correlations with other meteorological variables. As primary productivity samples are incubated in situ, the only meteorological variable used in the estimation of daily productivity is the ratio of total daily radiation to incubation period radiation (which averaged 1.95 20.49 for the entire record). No association was detected between this ratio and primary productivity, filtered or unfiltered, adjusted or unadjusted. Furthermore, no correlations could be found with other meteorological variables, even with mean solar radiation or temperature for the same period (June-September) as productivity measurements. Thus, the relationships with snowfall and precipitation do not seem to be artifacts of a causal connection with other meteorological variables. Lake Tahoe-Mean annual primary productivity at Lake Tahoe averaged 225-t67 mg me2 d-l for 1968-1987 (C.V. = 30%). Productivity was dominated by an increasing trend (Fig. 5) , rising at an average rate of about 6% yr-I. The course and probable causes of this trend have been documented in detail (Goldman 1974 (Goldman , 1981 (Goldman , 1988 ; we concentrate here on fluctuations about the long-term trend. A linear trend was sufficient to describe the long-term change in the mean at Tahoe (r = 0.97, n = 20, P -C 0.00 1). Assuming this linear trend, "anomalous" years > 1 SE of regression above or below the trend line were identified. Of the six anomalous years (1975, 1979, 1981, 1982, 1983, 1985) , only one (1983) corresponded to an El Nifio/Southern Oscillation event. Furthermore, primary productivity values were not anomalous for five of the six ENS0 events since 1968 (Fig. 5) . With the Siegel-Tukey test, the hypothesis that ENS0 and non-ENS0 years have equal spread or scale could not be rejected. In contrast to Castle Lake, then, Tahoe does not exhibit anomalous behavior during ENS0 years.
We examined the relationships between annual primary production and other variables in Lake Tahoe, prewhitening each series when necessary. As for Castle Lake, a Markov process was the appropriate filter for the series of annual primary production (with cyO = 381&170andcu, =0.91710.128; see Eq. I). The strongest peak occurred in the lag 0 cross-correlation between prewhitened primary production and spring mixing depth (no filtering was required to remove internal structure in the time series for mixing depth). A plot of the two variables illustrates their striking correspondence ( Fig.   6 ; r = 0.66, n = 15, P < 0.01, number of high leverage observations = 0). As at Castle Lake, no relation was detected between productivity and the ratio of total daily to incubation period solar radiation used in its estimation.
We also looked for associations between precipitation data as a local weather indicator and mixing depth at Tahoe. As the maximal mixing depth always occurs in March or early April, we examined the relationship between mixing depth and precipitation during March. The hypothesis of no association between March precipitation and spring mixing was rejected in favor of a direct association. For earlier winter months (December, January, and February), as well as April, the null hypothesis could not be rejected (Table 1) .
Discussion
Castle L. snowfall-The Castle Lake data illustrate an inverse association between winter snowfall and subsequent summer primary production (Fig. 4a) . Snowfall accumulating on the ice during winter months can affect the persistence of ice cover during spring through several different pathways (cf. Ragotzkie 1978) . At Castle Lake, the snow-ice pack is often 2 m thick and no solar radiation can penetrate to the water beneath. Since nearly all heat for melting is derived from the underlying water, increased snowfall should delay breakup. In addition, the accumulating snow itself represents negative latent heat, which must be balanced by heat income before the ice cover disappears in spring.
Thus, both the data and physical consid- Castle L. washout-The data from Castle L,ake indicate that hydraulic loading, independently of snowfall, also is inversely associated with primary production (Fig. 4b ). Goldman and de Amezaga (1984) hypothesized this relationship but were unable to establish its statistical significance or to differentiate it from the effects of snowfall on growing season. In the present analysis, a longer series, the prewhitening of variables, and the adjustment for effects of snowfall have revealed a significant relationship with hydraulic loading.
External nutrient loading does not appear to underlie the relation between hydraulic loading and production. Nitrogen is the major nutrient limiting primary production in Castle Lake (Axler et al. 198 1) . A complete annual inventory of nitrogen loads to the lake has never been accomplished due to the many diffuse surface and sublacustrine sources in the spring season. Using an N-load coefficient for steeply sloped drainage areas of 0.82 kg ha-' (Stumm and Baccini 1978) results in an estimate of about 50 kg yr-' N entering Castle Lake. This estimate can be compared with a measured value of 26 kg for summer (June-September) 1960 (unpubl. data; nitrogen loads during the summer are easier to measure, as most of the surface flow at that time is confined to springs draining an alder grove on the east side of the lake). On the basis of primary production measurements (see Fig. 3 ) and a C : N ratio (by wt) of 5, phytoplankton uptake in summer months averages about 1,700 kg N at Castle Lake. Thus, the annual external loading is only a few percent of the amount used in primary production; internal loading and regeneration must dominate. Under these circumstances, variability in external nutrient loading should not contribute to interannual variability in production. Furthermore, the association between hydraulic loading and production is negative; if this association were mediated by external nutrient loading, a positive association would be expected.
A likely mechanism underlying the negative impact of hydraulic loading is washout of some substance involved in summer production. Precipitation at the nearby Dunsmuir station averaged 86&36 cm for January through May (1959 May ( -1984 , which implies a total of 7.Ok2.9 x lo5 m3 entering the Castle Lake drainage basin, equivalent to the mixed layer volume-about a third of the entire lake volume. Almost all of this precipitation enters the lake in the month following thaw, after which outflow remains a trickle for most of summer (direct outflow measurements are not available for the several weeks following ice breakup). Thus, a large (and variable) fraction of the euphotic zone water could be renewed by hydraulic loading during the critical time just after spring thaw, strongly affecting the initial conditions for summer production dynamics. The lake is particularly vulnerable to the flushing of internally loaded nutrients immediately after ice breakup. The exact nature of the material washed out cannot be identified with our current data; nutrients, phytoplankton and their resting stages, or perhaps zooplankton and their eggs may be involved.
Future data collection must address in more detail this critical period preceding the main production season.
L. Tahoe spring mixing-The data from Lake Tahoe indicate a close relationship betwecn maximal spring mixing depth and fluctuations about the long-term trend in annual production. Vertical mixing events are well known as critical processes in maintaining productivity levels. Our data indicate that the intensity of vertical mixing not only maintains a characteristic trophic state, or level of production, but also, through year-to-year variability in maximal mixing depth, is tightly linked to interannual fluetuations about this level.
The stimulation of productivity by spring mixing and other upwelling events is usually attributed to the return of regenerated nutrients from deep waters to the euphotic zone. Information about limiting nutrients, internal loading levels, and euphotic nutrient concentrations suggest that this also is true of Lake Tahoe, although the nutrients involved have not been identified unequivocally. Bioassays of Lake Tahoe water with the 14C-uptake technique have implicated nitrogen, phosphorus, trace minerals such as iron and zinc, and perhaps natural chelating agents in the stimulation of primary productivity (Goldman 198 1) . Furthermore, nutrient measurements demonstrate that internal loading from below the euphotic zone dominates all other sources of N and P to the lake. Internal loading mixes -1 O3 mg m-2 N03--N into the euphotic zone (O-l 05 m) during winter and early spring, compared with only 10 ' mg me2 yr-' N from watershed runoff and lo2 mg mm2 yr-' N from atmospheric deposition (Byron and Goldman 1986) . Similarly, total P mixed into the euphotic zone during winter amounts to -1 O3 mg rne2, much higher than the combined total of 10' mg m-2 yr-l from watershed runoff and atmospheric deposition (Byron and Goldman 1986) . Finally, the depth of spring mixing affects the quantitity of nitrogen returned to the photic zone, as indicated by a significant association bctween euphotic N03-, at the time of maximal mixing, and mixing depth (r = 0.66, n = 15, P < 0.01, number of high-leverage observations = 0). No such relationship was detected between euphotic total P and mixing depth, but the absence of any apparent association is not sufficient by itself to reject a role for phosphorus at Tahoe.
ENS0 episodes-El Niiio/Southern
Oscillation events are known to have significant and widespread effects on both oceanic and coastal marine ecosystems (Barber and Chavez 1983, 1986) . For example, the ENS0 event in late 1982-l 983 was particularly intense and broad in geographical extent, and the consequences for marine plankton communities were observed from equatorial waters (Feldman et al. 1984) north to Vancouver Island (Sefton et al. 1984) . Our statistical results for Castle Lake suggest that these phenomena have significant effects on plankton communities of inland waters as well, with extreme values of annual primary production much more likely in ENS0 years than in "normal," non-ENS0 years. ENS0 events do not have a unique oceanic or atmospheric signature in the Northern Hemisphere; one may result in drought, another in heavy seasonal precipitation (Namias and Cayan 1984; Emery and Hamilton 1985) . Thus, it is not surprising that some ENS0 events (e.g. 1972) are associated with high annual production at Castle Lake, while others (e.g. 1983) arc connected with low production.
The fact that Lake Tahoe has no ice cover may be essential to understanding why ENS0 events, which seem to be so important at Castle Lake several hundred kilometers away, play such a small role at Tahoe. At the time when the water column at Tahoe corn& closest to isothermy, a single intense storm can completely mix the water column. The brief window when the lake is isothermal may be substantially < 1 month (Myrup et al. 1979) . Accordingly, the strength of local weather events in Marchclose to the time of isothermy-is critical to the magnitude of vertical overturn and the depth of mixing. The strength of weather events in, say, February or April should be less important because these months are removed from the time of isothermy (cf. Table 1).
Why don't the magnitudes of March storms necessarily reflect large-scale climatic phenomena such as ENS0 episodes? The characteristic time scale of variability associated with such climatic phenomena is much longer than 1 month-perhaps as long as 6-9 months for strong ENS0 events (Rasmusson and Wallace 1983) . One can conceive of an ENS0 episode as a severalmonth-long sequence of synoptic scale (i.e. 3-5 d) events. This sequence could consist of either more or fewer storm events than normal; any single storm in an ENS0 year may bc no more or less intense than those in a "normal,"
non-ENS0 year. In particular, the storm or storms most potent in determining the depth of mixing at Tahoe would not necessarily be of abnormal intensity in ENS0 years. At Castle Lake, in contrast, each winter storm contributes to the thickness of the snow-ice pack and ultimately affects timing of the spring thaw. The ice cover thus enables the lake to react to the entire sequence of events that distinguishes ENS0 from non-ENS0 years.
The difference in hydraulic residence times between Lake Tahoe and Castle Lake also may figure in their relative susceptibilities to ENS0 events. As discussed previously, a significant hydraulic load derived ultimately from winter storms enters Castle Lake shortly after ice-out. This snowmelt should reflect the number of synoptic-scale events during the winter months and thus the presence or absence of large-scale climatic events such as an ENS0 phenomenon. Although Lake Tahoe snowmelt may be subject to the same large-scale events, Tahoe has a long water residence time of 700 yr. Thus, interannual variation in the snowmelt and subsequent washout rates are unlikely to be important.
The difference in the magnitude of yearto-year fluctuations at Tahoe and Castle is of interest. In order to remove the masking effects of the trend at Lake Tahoe, we used the quantity IPI -PI -, 1 /I', to compare intcrannual variability at the two lakes. The average at Castle Lake was 28.3%, more than three times the average of 8.2% at Lake Tahoe. Ice-covered lakes with brief hydraulic retention times may be more sensitive to large-scale climatic events, underlying this difference in the magnitude of interannual variability.
Relative significance of meteorological factors-How much of the interannual variability in production can be attributed solely to snowfall and total precipitation at Castle Lake? This question has meaning only within the context of some model: for example, with regard to the r7 value of a multiple linear regression model (Draper and Smith 1966) . If we account for snowfall and precipitation by regressing the interannual change in production (P, -Pl-,) on January-May snowfall and January-September total precipitation, then r2 = 63% (n = 25, P < 0.0 1 for all coefficients, Durbin-Watson statistic = 1.98). In the context of this regression, we thus can ascribe nearly twothirds of the interannual change in productivity to climatic variables alone.
Similarly, we can ask how much of the interannual variability at Lake Tahoe can bc attributed to spring mixing depth. The regression of (Pt -P,-,) on spring mixing depth has an r2 value of 53% (n = 15, P < 0.05 for all coefhcicnts, Durbin-Watson statistic = 1.95). More than half of the variability thus can be ascribed to spring weather conditions, in the context of the regression.
Although the data presented here suggest that meteorological factors lie at the root of interannual variation in these two lakes, the complete linkage between meteorological forces-whether large-scale climatic or local synoptic-scale events -and annual production remains to be elucidated. At Castle Lake, both the timing of the thaw and hydraulic loading can affect all trophic levels. The effects of these physical processes on primary production may ultimately be mediated by cascading effects of interactions at higher trophic levels (e.g. Carpenter and Kitchell 1984; Carpenter et al. 1987) . Similarly, the mixing depth at Tahoe may operate through its effects on the photic zone trophic web rather than through nutri.ent transport alone.
It is of interest to consider the frequency window through which we have viewed interannual variability.
To even measure interannual variability, one must have data for a minimum of 2 yr (i.e. in order to compare one year with another); moreover, a series length of at least four times the characteristic time scale of the process under investigation is necessary to extract reliable information about that process (Jenkins and Watts 1968) . Our series are at most 28 yr long. Accordingly, we are capable of looking only through a frequency window that corresponds to -2-7 yr. Our results suggest that shorter series may be insufficient to obtain reliable statistical information about interannual variability. For example, climatic variations that are known to be important in both tropical and temperate regions have a characteristic time scale of 2-7 yr (e.g. the ENS0 phenomenon: Quinn et al. 1978) . Thus, one may have to collect more than two decades of data to ensure that effects that appear dominant over short periods are, in fact, statistically significant over the longer term. We note that some of these considerations have been expressed by Steele (1985) , who discussed the difference between terrestrial and marine systcms, and Powell (1988) , who discussed scale effects in various aquatic systems.
Forecasting production-Pure forecasting models are often of value in predicting responses to perturbations. For example, one might legitimately ask what consequences climate change has for annual lake production, without necessarily being interested in the exact pathway. When forecasting is the goal, complex mechanistic models may offer no advantage over a statistical formulation of the input-output relationship, as practiced in weather forecasting, industrial operations, and economics. Because of the strong role played by meteorological factors in our data, we attempted to develop a forecasting model for primary production based on these factors.
We assumed that the separate effects of snowfall and precipitation at Castle Lake could be accounted for by regressing prewhitened production, p,, on both of these variables, as suggested by Figs. 4a and 4b.
But, pt itself is the result of filtering P, with a Markov process (Eq. 1). Thus, we can rewrite Eq. 1 as a time-series model that consists of a regression model involving snow and precipitation as predictors and a predicted variable represented by a Box-Jenkins ARIMA model (cf. Pindyck and Rubinfeld 198 1). The model, identified through an iterative process of removing nonlinearities, heterosccdasticity, and autocorrelation in the residuals, is ( 1 -6 x B)ln P, = o. + (ol x SL x HJ + (1 + 0 x B2)al (2) where B is the backshift operator (i.e. Bx, = x,-*), Pt is the mean daily production in the summer of year t, S, is January-April snowfall, Hl is total precipitation, a, is a series of independent white noise N(0, a), and F, oo, ol, and 0 are constants. In order that all predictor variables be assessed bcfort summer production begins, Hl was taken to bc total precipitation from January through May, not through September. As January-May precipitation is about 90% of January-September precipitation, the relationship depicted in Fig. 4b is not affected significantly.
The model parameters were estimated with a standard nonlinear least-squares technique (Cochrane and Orcutt 1949) , yielding values of 6 = 0.6 1 +O. 11, o. = 2.6kO.6, w1 = -(3.6&0.4) x 10e5,and0= -0.47f0.23. in the residuals and none of the residual plots exhibited any significant structure. The estimation period was 1960-l 983, as we wished to USC the model for an ex post forecast of 1984 production.
A forecast equation for Pl can be determined from Eq. 2 in an obvious manner. The resulting forecast is biased because of the need to transform In Pt to Pt. It can be shown, however, that the theoretical bias amounts to 02/2 or only about 1% when we use the residual series, a,, to estimate (T (the standard deviation of the independent white noise series). As illustrated in Fig. 7 , the root-mean-square (RMS) percent error (Pindyck and Rubinfeld 198 1) was 14.8% for the estimated model (1960-l 983) and 16.1% for the forecast (1984) .
We also used a time-series model to forccast production at Lake Tahoe, assuming that the effect of spring mixing depth could be accounted for by regressing production on mixing depth. We transformed production and spring mixing depth with natural logarithms to stabilize the variance, removed the trend in production by taking first differences, and used an ARIMA model to remove structure in the residuals. The resulting model is VlnP, = w. + (0, X In 2,)
where V is the differencing operator (i.e. Ox, = 4 -x,-,), P, is the mean daily primary production for year t, 2, is the mixing depth for year t, a, is a sequence of independent white noise iV(0, cr>, and tie, o,, and 8 are constants. The resulting parameter estimates (estimation period 1973-l 986) were 00 = -1.l-tO.5, w1 = 0.19&0.03, and 8 = 0.9OkO.28. The model behaved well, with no serial correlation or structured residual plots.
Equation 3 can be rearranged to provide a forecast for PI. This forecast is biased, but it can be shown, as above, that the bias (a2/ 2) amounts to only about 0.2% when we use the residual series a, to estimate (T. Figure 8 depicts the estimated model; the RMS percent error was 4.1% for the estimated model (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) ) and 2.9% for the ex post forccast of 1987. Accurate forecasting models are thus possible based on meteorological variables. When pure prediction is the goal, the construction of simple mixed regression-time series models (also referred to sometimes as transfer function-noise models) may prove more economical and effective than attempting to quantify the underlying dynamics in detail. The results also have important implications for forecasting models of lakes such as Tahoe, where spring mixing does not invariably result in complete overturn. As discussed previously, the mixing depth in such lakes can presum-ably be influenced by a single intense weather system in spring. In particular, annual primary production becomes dependent on one or a few local weather events in spring, which often cannot be foreseen more than several days in advance. The lead time for accurate forecasts of annual primary production and of other ecological variables dependent on production may thus be severely limited. On the other hand, once the extent of spring mixing is known, an excellent forecast of the year's production may be possible.
