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Abstract
We propose a new structure for the complex-valued
autoencoder by introducing additional degrees of
freedom into its design through a widely linear
(WL) transform. The corresponding widely linear
backpropagation algorithm is also developed using
the CR calculus, to unify the gradient calculation
of the cost function and the underlying WL model.
More specifically, all the existing complex-valued
autoencoders employ the strictly linear transform,
which is optimal only when the complex-valued
outputs of each network layer are independent of
the conjugate of the inputs. In addition, the widely
linear model which underpins our work allows us
to consider all the second-order statistics of inputs.
This provides more freedom in the design and en-
hanced optimization opportunities, as compared to
the state-of-the-art. Furthermore, we show that the
most widely adopted cost function, i.e., the mean
squared error, is not best suited for the complex do-
main, as it is a real quantity with a single degree
of freedom, while both the phase and the ampli-
tude information need to be optimized. To resolve
this issue, we design a new cost function, which
is capable of controlling the balance between the
phase and the amplitude contribution to the solu-
tion. The experimental results verify the superior
performance of the proposed autoencoder together
with the new cost function, especially for the imag-
ing scenarios where the phase preserves extensive
information on edges and shapes.
1 Introduction
With the significant improvement of computational power
and the exponential growth of data, deep learning has become
the most rapidly growing area in the field of artificial intelli-
gence. Numerous techniques have been proposed in this area,
which enable a deep neural network model to even surpass
human-level performance. Driven by these outstanding op-
portunities, extensive research has been conducted on the use
of deep learning for image and voice recognition.
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An autoencoder is an unsupervised deep learning structure,
proposed by Hinton et al. [Hinton et al., 2006; Hinton and
Salakhutdinov, 2006]. It automatically learns to compress the
original high-dimensional data and extract meaningful fea-
tures, which can then be used as an input for other models.
Essentially, the autoencoder is a neural network which can
be divided into two parts - an encoder and a decoder. The
encoder maps the original data into a low-dimensional repre-
sentation, whilst the decoder learns to reconstruct the original
data from this low-dimensional representation. This is one of
the most widely applied deep learning algorithms for dimen-
sionality reduction and feature extraction.
Recently, complex-valued neural networks have received
increasing attention due to their potential for easier optimiza-
tion, faster learning and robustness, compared to real-valued
ones [Aizenberg, 2011; Hirose, 2012; Trabelsi et al., 2017].
Applications include radar image processing, antenna design,
and forecasting in smart grid, to mention but a few [Hi-
rose, 2013]. In this context, Arjovsky et al. [2016] showed
that using a complex representation in recurrent neural net-
works can increase the representation capacity. Ca˘lin-Adrian
Popa [2017] verified that the complex-valued convolutional
neural network (CVCNN) outperforms the real-valued one,
with the biggest improvement in performance for the big-
ger kernel sizes. In terms of autoencoders, Ryusuke Hata et
al. [2016] illustrated that a complex-valued autoencoder can
extract better features than the real-valued one. However, all
the existing complex-valued neural networks are designed us-
ing the strictly linear transform, which assumes the complex
outputs of each layer are independent of the conjugate parts
of the inputs. This assumption limits the structure of the co-
variance matrix of the output of the complex linear transform,
restricts the number of degrees of freedom, and thus may pos-
sibly lead to sub-optimum or unstable optimization process.
In this paper, we propose a new structure for the complex-
valued autoencoder, referred to as the widely linear complex-
valued autoencoder (WLCAE). The proposed autoencoder
makes use of the widely linear transform [Mandic and Goh,
2009] for the linear part of the autoencoder, which provides
more degrees of freedom in the analysis and enhanced per-
formance. To optimize the parameters in such autoencoder,
we derive the corresponding widely linear backpropagation
algorithm using the CR calculus [Mandic and Goh, 2009;
Kreutz-Delgado, 2009]. In order to further improve the per-
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formance of the proposed autoencoder in the complex do-
main, instead of the standard mean squared error, a phase-
magnitude cost function is also proposed to improve the per-
formance of the complex-valued autoencoder.
2 Preliminaries
2.1 Widely Linear Transform
In a real-valued autoencoder, the linear transform of a sin-
gle layer is defined as z = Wa where a is the input to this
layer, W is the transform matrix, and z is the output of the lin-
ear transform. By applying this linear transform, the features
from the previous layer are combined according to specific
weighting, which to a great extend determines the behavior of
the neural network as a whole. However, in the complex do-
main, it has recently been recognized that there are two types
of linear transforms - strictly linear transform and widely lin-
ear transform.
In a way similar to the real-valued transform, with
complex-valued z,W and a, the strictly linear transform in
the complex domain is defined as
z = Wa (1)
The so called “augmented representation” of the strictly
linear transform then clearly shows the lack of its degrees
of freedom, as two of the block diagonal matrices below are
zero, that is
z =
[
z
z∗
]
=
[
W, 0
0,W∗
] [
a
a∗
]
(2)
The widely linear transform in complex domain is defined
as
z = W1a+W2a∗ (3)
and its augmented representation is given by
z =
[
z
z∗
]
=
[
W1,W2
W*2,W
∗
1
] [
a
a∗
]
= Wa (4)
Compared to the strictly linear transform in (2), one addi-
tional transfer matrix is added to merge the information from
the conjugate of the input.
Complex-valued z and x can also be represented via the
following form
z = m+ jn
x = u+ jv
(5)
where m and u are the real parts, n and v are the imaginary
parts.
Then, the augmented representation of both of these two
complex linear transforms is equivalent to the following real
linear transform [
m
n
]
=
[
M11,M12
M21,M22
] [
u
v
]
(6)
where
W1 =
1
2
[M11 +M22 + j(M21 −M12)]
W2 =
1
2
[M11 −M22 + j(M21 +M12)]
(7)
By inspecting (2) and (7), the strictly linear transform as-
sumes M11 = M22 and M21 = M12 = 0, which im-
poses a very stringent constraint during the optimization pro-
cess [Mandic et al., 2009]. On the other hand, the widely
linear transform exhibits sufficient degrees of freedom to cap-
ture the full available second-order information, the so called
augmented complex statistics.
2.2 Generalized Derivatives in the complex
domain
Consider a complex-valued function f(z) = u(x, y) +
jv(x, y) where z = x + jy. This function is differentiable
at z if it simultaneously satisfies the Cauchy-Riemann Equa-
tions [Riemann, 1851]
∂u(x, y)
∂x
=
∂v(x, y)
∂y
∂v(x, y)
∂x
= −∂u(x, y)
∂y
(8)
However, these conditions are too stringent for general op-
timization in autoencoders. In particular, it is obvious that any
function that depends on both z and z∗ does not satisfy the
Cauchy-Riemann conditions, which means that it is not dif-
ferentiable in the standard complex way. Unfortunately, the
most widely applied cost function, the mean squared error,
belongs to this type: it is a real function of complex variables
which is defined via the multiplication between the residual
and its conjugate. To address this issue, the CR calculus was
proposed to calculate the gradient.
Specifically, CR calculus assumes that z and z∗ are mutu-
ally independent. Therefore, we need to calculate two gradi-
ents termed the R-derivative and the R∗-derivative [Mandic
and Goh, 2009]. The R-derivative is calculated by
∂f
∂z |z∗=const
=
1
2
(
∂f
∂x
− j ∂f
∂y
) (9)
while the R∗-derivative has the form
∂f
∂z∗ |z=const
=
1
2
(
∂f
∂x
+ j
∂f
∂y
) (10)
Correspondingly, the chain rule is derived as
∂f(g(z))
∂z
=
∂f
∂g
∂g
∂z
+
∂f
∂g∗
∂g∗
∂z
(11)
3 Proposed Widely Linear Complex-valued
Autoencoder
The widely linear complex-valued autoencoder is an exten-
sion of the traditional complex-valued autoencoder which ac-
counts for second-order data noncircularity (improperness).
The structure of one single layer of the proposed widely lin-
ear network is shown in Figure 1. The widely linear complex-
valued autoencoder includes two main building blocks: the
widely linear transform component and an enhanced cost
function which separates phase and amplitude for spectrum
reconstruction. We first present the structure of the widely
linear complex-valued autoencoder in Section 3.1, then we
Figure 1: The structure of a single layer of the proposed widely
linear complex-valued autoencoder.
show in Section 3.2 that the phase is not well balanced when
using the mean squared error cost function, which may lead
to suboptimality of complex-valued autoencoders when using
the mean squared error as the cost. To this end, we derive the
novel phase-amplitude cost function on the basis of the popu-
lar mean squared error cost function in Section 3.2 to further
improve the performance of the proposed autoencoder.
3.1 Widely Linear Complex-Valued Autoencoder
Since the strictly linear transform limits the structure of
the covariance matrix of the merged features, we propose
to introduce a widely linear transform component into the
complex-valued autoencoder. Let a[0] be the input vector,
a[l] the output of the activation function, z[l] the result for
the widely linear transform, W[l]1 ,W
[l]
2 the complex-valued
weight matrices, and b[l] the bias vector. Moreover, l ∈
[1, 2, . . . , L] designates the index of each layer. The output
vector of the activation function is then calculated as
z[l] = W[l]1 a
[l−1] +W[l]2 a
[l−1]∗ + b[l]
a[l] = f(z[l])
(12)
where f(·) is the activation function. The mean squared error
cost function for one sample is given by
J =
1
n
(a[L] − x)H(a[L] − x) (13)
where N is the dimension of a[L].
Then, the widely linear backpropagation algorithm can be
derived using the CR calculus as follows
∂J
∂z[l]
=
∂J
∂a[l]
∂a[l]
∂z[l]
+
∂J
∂a[l]∗
[ ∂a[l]
∂z[l]∗
]∗
∂J
∂z[l]∗
=
∂J
∂a[l]
∂a[l]
∂z[l]∗
+
∂J
∂a[l]∗
[∂a[l]
∂z[l]
]∗
∂J
∂a[l−1]
=
∂J
∂z[l]
∂z[l]
∂a[l−1]
+
∂J
∂z[l]∗
[ ∂z[l]
∂a[l−1]∗
]∗
∂J
∂a[l−1]∗
=
∂J
∂z[l]
∂z[l]
∂a[l−1]∗
+
∂J
∂z[l]∗
[ ∂z[l]
∂a[l−1]
]∗
(14)
Figure 2: Effects of phase on images. (a) and (b): original images
I1 and I2; (c) and (d): images Iˆ1 and Iˆ2 generated by swapping the
phase spectra and keeping the original magnitude spectra.
When the activation function satisfies the Cauchy-Riemann
equations, then ∂a
[l]
∂z[l]∗ = 0. In this case, the first two equations
of the widely linear backpropagation can be simplified as fol-
lows
∂J
∂z[l]
=
∂J
∂a[l]
∂a[l]
∂z[l]
∂J
∂z[l]∗
=
∂J
∂a[l]∗
[∂a[l]
∂z[l]
]∗ (15)
It should be pointed out that the main decent direction of
the cost function in the complex domain is in the direction of
the conjugate gradient [Brandwood, 1983]. Since the conju-
gate gradients of the parameters with respect to z[l] all vanish,
the gradient of the cost function with respect to the weight
matrices and the bias vector can be expressed as
∇W[l]1 J =
∂J
∂z[l]∗
[ ∂z[l]
∂W[l]1
]∗
∇W[l]2 J =
∂J
∂z[l]∗
[ ∂z[l]
∂W[l]2
]∗
∇b[l]J =
∂J
∂z[l]∗
[ ∂z[l]
∂b[l]
]∗
(16)
3.2 Importance of phase information
The complex number consists of the phase and the amplitude
parts, where the phase of the frequency spectrum has been
Figure 3: Training performance of the proposed widely linear autoencoder vs the standard one. Top: Strictly linear autoencoder, combining
adjacent pixels into one complex number. Middle: Widely linear autoencoder, combining adjacent pixels into one complex number. Bottom:
Widely linear autoencoder, Fourier transform. Learning rate from left to right: 0.003, 0.005 and 0.006.
proven to play a more important role than the magnitude. In-
deed, Oppenheim and Lim [1981] verified that the informa-
tion encoded in the magnitude of an image can be approxi-
mately recovered by the information encoded in its phase. For
illustration, consider the surrogate images in Figure 2 with I1
and I2 denoting the two original images in the the top panel
of Figure 2. The 2D Fourier transform is first applied to these
two images and their phase parts are swapped, which results
in the new images at the bottom of Figure 2, that is
Iˆ1 = F
−1(|F (I1)|ej∠F(I2))
Iˆ2 = F
−1(|F (I2)|ej∠F(I1))
(17)
The example in Figure 2 makes it obvious that the phase
preserves the information of edges and shapes while the am-
plitude preserves the information about pixel intensity. In-
spired by this idea, we propose a new cost function for the
complex-valued autoencoder in order to make it possible to
balance the cost between amplitude and phase.
Mean squared error is one of the most widely used cost
functions for the complex-valued autoencoder. However, this
cost function suffers from the lack of ability to measure the
difference in the frequency domain. As mentioned above, the
importance of different frequency components in an image
should not be treated on equal terms. In order to further en-
hance the performance of spectrum reconstruction, we pro-
pose to normalize the cost at each neuron by the amplitude
of the corresponding input component, which from the above
discussion is physically meaningful. To prevent the gradient
from exploding, a lower bound, β, is added to the normaliza-
tion factor, to yield a normalized cost for a single neuron in
the form
Ji =
(a
[L]
i − xi)(a[L]i − xi)∗
max(xix∗i , β)
(18)
where all the variables correspond to the neuron with index i.
Since the information contained in the phase is comparably
important, we propose to separate the cost function into two
costs - one of the amplitude and the other one of the phase. A
similar practice has already yielded advantages in linear adap-
tive filtering [Douglas and Mandic, 2011]. Let x = Axejθx
and y = Ayejθy be the values of two corresponding input and
output neurons, where A is the amplitude and θ is the phase.
We start from the mean squared error of this pair of neurons
which can be factorized as
J = (y − x)(y − x)∗
= (Aye
jθy −Axejθx)(Ayejθy −Axejθx)∗
= (Ay −Ax)2 +AyAx
(
2− 2 cos(θy − θx)
) (19)
The first term above is the cost of the amplitude, and the
second term is the cost of the phase weighted by the ampli-
tude of the input and output components. Then, we can ad-
just the weight of the second term to control the importance
of phase during the reconstruction of the frequency spectrum.
By combining the idea of normalizing the cost of recon-
struction by amplitude and manipulating the cost of phase, we
develop a new cost function which is specific for frequency
Input Data Cost Function PSNR (dB)
Complex Pixels MSE 15.68
DFT MSE 16.20
DFT Normalized MSE 18.47
Table 1: PSNR values with different cost functions
spectrum reconstruction and has the form
J =
(
√
yy∗ −√xx∗)2 + α(2√yy∗xx∗ − xy∗ − x∗y)
max(xx∗, β)
(20)
4 Experiments
The performances of a strictly linear and the proposed widely
linear complex-valued autoencoder were evaluated on the
benchmark MNIST database. For simplicity, both these types
of autoencoder were implemented with only one hidden layer,
and the performance was measured by peak signal-to-noise
ratio (PSNR) of the reconstructed images.
4.1 Experimental Setup
For the training data, we randomly selected 250 samples for
each digital number, and then normalized the pixel values be-
tween 0 and 1. The complex image data can be generated in
two ways. The first way is to combine adjacent pixels into
one complex number, the most widely used way to generate
complex data. The second way is to apply the 2D Fourier
transform and discard the conjugate symmetric part of the
data. The frequency spectrum was reconstructed via the out-
put of the autoencoders and an inverse Fourier transform was
applied to obtain the original image.
In our experiments, the strictly linear autoencoder had 196
hidden units while the widely linear autoencoder had 98 hid-
den units. As a result, both of these two autoencoders had
the same number of parameters. For the activation function,
we used the inverse tangent function f(·) = arctan(·). For
the initialization, we used Xavier initialization [Glorot and
Bengio, 2010] for both the real and imaginary parts, with the
same random seed.
To train the autoencoder, three cost functions were used
- mean squared error, mean squared error normalized by
amplitude shown in equation (18), and the phase-amplitude
Figure 4: Examples of the reconstructed images. (a): Original im-
age. (b): Combining adjacent pixels into one complex number as
the input, mean squared error as the cost function. (c): Frequency
spectrum as the input, mean squared error as the cost function. (d):
Frequency spectrum as the input, mean squared error normalized by
amplitude as the cost function.
Figure 5: The effect of phase weighting, α, on reconstruction.
cost function shown in equation (20). Each autoencoder was
trained over 5000 epochs. For simplicity, the lower bound of
normalization β was set to 0.1.
4.2 Experimental Result
Figure 3 shows the training process of each types of autoen-
coders with different learning rates. Observe that under the
same type of the input, the proposed widely linear autoen-
coder was more stable than the strictly linear autoencoder. In
addition, the use of the Fourier transform to generate complex
data was able to stabilize the auto-encoder for large learning
rates, which allows the acceleration of the training process.
Table 1 shows the effect on the PSNR of normalizing fre-
quency components by their magnitude. We can see from the
table that the PSNR was significantly reduced by using the
normalized cost function. After applying the Fourier trans-
form to the input data, the original data was transferred to
an orthogonal representation, which is much easier to learn.
However, the magnitude of different frequency components
are no longer of the same scale. Normalizing the reconstruc-
tion error in the frequency domain with the magnitude was
thus capable of significantly improving the performance of
reconstruction of the original images. Figure 4 shows the ex-
amples of the reconstructed images of these three algorithms.
Figure 5 shows the advantageous effects of tuning sepa-
rately the phase term in the cost function on PSNR. By in-
creasing the weight parameter, α, the performance was fur-
ther improved.
5 Conclusions
We have proposed the widely linear complex-valued au-
toencoder to enhance the degrees of freedom in the design,
and have introduced the phase-amplitude cost function, to
math the requirements of spectrum reconstruction. Since
the strictly linear transform in the complex domain can-
not capture the whole second-order statistics as it uses only
the covariance matrix, such optimization process is signifi-
cantly unstable. By using the widely linear transform in the
complex-valued autoencoder or deep neural network, we have
shown that the stability can be significantly improved through
the underlying augmented complex statistics. In addition,
when applying the Fourier transform to the input data and
training the autoencoder with the proposed phase-amplitude
cost function, the reconstruction error has been shown to be
significantly reduced.
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