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Résumé
Cette thèse présente un nouveau modèle computationnel capable de détecter les configu-
rations temporelles d’une voie neuronale donnée afin d’en construire sa copie artificielle.
Cette construction représente un véritable défi puisqu’il est impossible de faire des mesures
directes sur des neurones individuels dans le système nerveux central humain et que la voie
neuronale sous-jacente doit être considérée comme une boîte noire. La théorie des Systèmes
Multi-Agents Adaptatifs (AMAS) est utilisée pour relever ce défi. Dans ces systèmes auto-
organisateurs, un grand nombre d’agents logiciels coopératifs interagissent localement pour
donner naissance à un comportement collectif ascendant. Le résultat est un modèle émer-
gent dans lequel chaque entité logicielle représente un neurone « intègre-et-tire ». Ce modèle
est appliqué aux réponses réflexes d’unités motrices isolées obtenues sur des sujets humains
conscients. Les résultats expérimentaux, comparés à des données obtenues expérimentale-
ment, montrent que le modèle découvre la fonctionnalité de voies neuronales humaines. Ce
qui rend le modèle prometteur est le fait que c’est, à notre connaissance, le premier modèle
réaliste capable d’auto-construire un réseau neuronal artificiel en combinant efficacement les
neurosciences et des systèmes multi-agents adaptatifs. Bien qu’aucune preuve n’existe en-
core sur la correspondance exacte entre connectivité du modèle et connectivité du système
humain, tout laisse à penser que ce modèle peut aider les neuroscientifiques à améliorer
leur compréhension des réseaux neuronaux humains et qu’il peut être utilisé pour établir
des hypothèses afin de conduire de futures expérimentations.
Institut de Recherche en Informatique de Toulouse - UMR 5505
Université Paul Sabatier, 118 route de Narbonne, 31062 TOULOUSE cedex 9
Exploration of Biological Neural Wiring using Self-Organizing Agents i

Önder Gürcan
EXPLORATION OF BIOLOGICAL NEURAL WIRING
USING SELF-ORGANIZING AGENTS
Supervisor:
Pierre Glize, Research Engineer HDR, CNRS
Co-Supervisor:
Carole Bernon, Associate Professor, UPS
Abstract
In this thesis, a novel computational model that detects temporal configurations of a
given human neuronal pathway and constructs its artificial replication is presented. This
poses a great challenge since direct recordings from individual neurons are impossible in
the human central nervous system and therefore the underlying neuronal pathway has to
be considered as a black box. For tackling this challenge, the Adaptive Multi-Agent Systems
(AMAS) theory in which large sets of cooperative software agents interacting locally give
rise to bottom-up collective behavior is used. The result is an emergent model where each
software entity represents an integrate-and-fire neuron. We then applied the model to the
reflex responses of single motor units obtained from conscious human subjects. Experimen-
tal results show that the model uncovers functionality of real human neuronal pathways
by comparing it to appropriate surrogate data. What makes the model promising is the
fact that, to the best of our knowledge, it is the first realistic model to self-wire an artifi-
cial neuronal network by efficiently combining neuroscience with self-adaptive multi-agent
systems. Although there is no evidence yet of the model’s connectivity mapping onto the
human connectivity, we anticipate this model will help neuroscientists to learn much more
about human neuronal networks, and could also be used for predicting hypotheses to lead
future experiments.
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Introduction
« I’ve written more books on astronomy than on any other science, but I’ve
never taken a course in astronomy. I’m completely self-trained in it. On the
other hand, I’ve written relatively few books on chemistry, which is my field
of training. I’ve got a Ph.D. in chemistry, but I know too much chemistry to
get excited over it. »
Isaac Asimov, on Bill Moyers World of Ideas, 1988a
aWhole interview available online at http://www.youtube.com/watch?v=
1CwUuU6C4pk, and its full transcription available at http://www.wesjones.com/
asimov.htm
Objective
The brain is the most complex biological structure known [Barton and Harvey, 2000].
The average human brain packs a hundred billion or so neurons - connected by a quadrillion
(1015) constantly changing synapses. Understanding the architecture of brain and mind is
one of the grand challenges accepted by the UK Computing Research Committee (UKCRC)
so far [Kavanagh and Hall, 2008]. Scientists have dreamed of building computer sys-
tems that could replicate the human brain for decades. Computational neuroscience is
a major subdiscipline of neuroscience which is used for reaching this goal by integrat-
ing theoretical and experimental information using simulation and mathematical theo-
ries. Broadly, this integration can be done in two different ways [Gerstner et al., 2012,
Dayan and Abbott, 2005]: integrating what is known on a micro-level (e.g., properties
of ion channels, see [Colquhoun and Hawkes, 1990]) to explain phenomena observed
on a macro-level (e.g., generation of action potentials, see [Hodgkin and Huxley, 1952,
Koch and Segev, 1989, Mainen et al., 1995, Hay et al., 2011]) – namely bottom-up approaches,
or starting with macro-level functions of the nervous system (e.g., working memory) and
deduce from them how micro-level components need to behave in order to achieve these
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functions (e.g., neurons or groups of neurons) – namely top-down approaches. Both bottom-up
and top-down approaches increased our understanding especially at the microscopic scales,
however, the transition from microscopic to macroscopic scales still relies on mathematical
arguments [Gerstner et al., 2012]. Thus, simply "building" a human neuronal system from
bottom-up by replicating its parts, connections and organization fails to capture its macro-
level complex behavior [Izhikevich and Edelman, 2008]. Hence, it is still unknown which
microscopic rules under which conditions are useful at the macroscopic level. Studies for
filling this gap are still missing.
In this study, my aim is to fill this gap by mimicking human neuronal pathways with-
out relying the transition from microscopic to macroscopic scales on mathematical argu-
ments. Human neuronal pathways are natural complex systems in which large sets of neu-
rons interact locally and give bottom-up rise to collective macroscopic behaviors. In this
sense, correct knowledge of the synaptic effective connections between neurons is a key
prerequisite for relating them to the operation of their Central Nervous System (CNS). How-
ever, estimating these effective connections between neurons in the human CNS poses
a great challenge since direct recordings are impossible. Consequently, the network be-
tween human neurons is often expressed as a black box and the properties of connec-
tions between neurons are estimated using indirect methods [Türker and Powers, 2005].
In indirect methods a particular receptor system is stimulated and the responses of neu-
rons that are affected by the stimulus recorded to estimate the properties of the circuit
[Rossi et al., 2003, Misiaszek, 2003, Grande and Cafarelli, 2003]. However, these neuronal
circuits in human subjects are only estimations and their existence cannot be directly proven.
Furthermore, there is no satisfactory theory on how these unknown parts of the CNS oper-
ate. Therefore, we need techniques that are able to learn inside this black box preserving both
microscopic and macroscopic properties as biologically plausible as possible. However, suc-
cess of such a technique would not be possible without an efficient effective connectivity1
analysis method that successfully captures some of the essential functional principles of bi-
ological behaviors. Once "how neurons are connected" is correctly established, by using the
benefits of the resulting complex network representation and its spatially and temporally
correlated signals, it would be possible to extract features that may be informative for the
underlying dynamic processes. In this way, we can increase our understanding about the
modulation of synaptic input during movement and learning, and also we can find new
methods for diagnoses and treatment of disorders of the CNS.
Approach and Proposed Solution
Standing on these observations, I propose a novel computational model based on the
principles of artificial self-organizing systems. The goal of this model is to integrate knowl-
edge from neuroscience and artificial self-organization to derive from it the fundamental prin-
ciples that govern CNS function and its simulation, and ultimately, to reconstruct the human
CNS pathways in silico. Self-organization essentially refers to a spontaneous, dynamically
1The actual coupling that we are trying to model is referred to as effective connectivity. In some studies the
term functional connectivity is also used but this term more refers to the statistical correlations between nodes
(for a review see [Friston, 2011]). In this sense, we used the term effective connectivity throughout this thesis.
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produced organization in a system without any external control [Serugendo et al., 2011].
From the behavior of dynamically evolving natural systems perspective, self-organization
is a set of dynamical mechanisms whereby (spatial, temporal and/or functional) structures
appear at the macro-level of a system as a result of interactions among its micro-level com-
ponents [Bonabeau et al., 1999]. The rules specifying these interactions are executed on the
basis of purely local information, without reference to any macro-level pattern. Consider-
ing these definitions, in computer science, the term artificial self-organization refers to a pro-
cess enabling a software system to dynamically alter its internal organization (structure and
functionality) during its execution time without any explicit external directing mechanism
[Serugendo et al., 2011].
The artificially self-organizing computational model proposed here uses temporal data
collected from human subjects as an emergent macro-level pattern of the underlying
neuronal pathway. Dynamic activity is modeled at the individual neuron (cell) scale.
This scale was chosen since it represents the best compromise between dynamics, com-
plexity and observability for simulating the effective connectivity of neuronal networks
[Buibas and Silva, 2011]2. Consequently, the local information in the model is the knowl-
edge about the behavior of individual neurons, such as generation of spikes and transmis-
sion of these spikes to their postsynaptic neurons. The effect of a spike on a target neuron
is defined as a temporal membrane potential change in response to the influence of a source
neuron that connects to it. That influence is not instantaneous, and is delayed by the physi-
cal distance between neurons (the speed of transmission is assumed the same for all connec-
tions). However, the interactions of neurons that result in macro-level emergent behaviors
are unknown and obviously neurons alone are not able to deal with this information. To
this end, I defined mechanisms of artificial self-organization for individual neurons based
on biological knowledge. Moreover, to be able to specify purely local information about the
reference macro-level pattern, I used the Peristimulus Frequencygram (PSF) analysis method
[Türker and Powers, 2005]. This way, using a self-organizing model and reference data en-
coded as PSF, the model is able to build an artificial neuronal network from an initial setting
that is functionally equivalent to its reference biological network.
Due to the complexity of nervous systems, it is common to reduce the problem to smaller
networks such as motor unit pathways. In this sense, the accuracy of this new model has
been proven using recorded discharge rates of motoneurons in human subjects. Driven
by intermittent activations of sensory neuron(s) and the spontaneous activity of the mo-
toneuron(s), an artificial neuronal pathway emerges through recruitment, dismission and
modification of neurons and synapses until it reaches a state where further organizational
changes do not occur. The outcome is a final neuronal pathway, the emergent behavior and
underlying neuronal dynamics of which can now be studied in ideal conditions. The results
obtained show that the model simulates remarkably similar networks to their reference hu-
man neuronal pathways from the point of view of functionality.
2However, it is still unknown what level of biological detail is needed in order to mimic the way CNS be-
haves.
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Major Contributions
In this thesis, as my major contribution, I propose a self-adaptive neuronal network model
for effective modeling of human neuronal pathways. My main contributions mediated via
this thesis can be summarized as follows:
3 I have, for the first time, used artificial self-organization for mimicking human neu-
ronal pathways. This led me to generate artificial replications of real human neuronal
pathways without defining the transition from microscopic to macroscopic scales us-
ing mathematical arguments. The micro-level entities of the system, individual neurons,
find their right organization without knowing the macro-level behavior.
3 I have, for the first time, used the PSF technique for mimicking human neuronal path-
ways in a computational simulation study. The PSF records obtained from humans are
used as a reference macro-level behavior for the entire system.
3 The principal advantage of my model is that it is flexible and not bound to particular
pathways, it can therefore learn new pathways.
I consider the impact of this work as twofold. First, it provides a practical approach
for mimicking human neuronal pathways, which are often expressed as black boxes, by au-
tomating the neuronal network design step that is practically impossible. Second, it op-
portunistically combines the strengths of neuroscience and artificial self-organizing systems
into a single approach. Though the neuroscience and artificial self-organization commu-
nities are mostly disjoint and focus on somewhat different problems, I find that each can
benefit from the progress of the other. On the one hand, I show that methods for artifi-
cial self-organization can help mimicking human neuronal pathways successfully. On the
other hand, I show that established techniques from the neuroscience community can make
artificial self-organization applicable to real neuroscience problems.
Organization of this Thesis
The remaining of this manuscript is organized into 6 chapters:
3 Chapter 1 gives a background information about CNS and explains the exploration
problem of synaptic effective connectivity.
3 Chapter 2 concerns the state of the art of approaches that can be used for this problem.
3 In Chapter 3, the theory and tools used to design the proposed solution are presented.
3 Chapter 4 presents an agent-based emergent neuronal network model as a proposed
solution and explains it in detail.
3 Chapter 5 gives an experimental frame, shows the related results obtained and makes
a discussion of these results.
3 Finally the last chapter concludes the thesis and presents perspectives.
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Editorial Notice
Even though this thesis is the result of my own work, some parts of it could not have
been done without the help of a lot of people. Thus, in the rest of my thesis, even though
I take responsibility for everything written in it, I switch to a "royal We" to not have to
constantly choose between pronouns, which eases the flow of the discourse.
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1 The Problem: Synaptic Effective
Connectivity
« Somewhere, something incredible is waiting to be known. »
Carl Sagan
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1The Problem: Synaptic Effective Connectivity
1.1 Introduction
THE task of understanding the synaptic effective connectivity in human nervous systemposes, apart from numerous experimental questions, challenging theoretical problems
on all levels from molecules to behavior. As given in the Introduction, this thesis concen-
trates on a computational modeling approach on the level of neurons, since we think that
this is an appropriate level to adress fundamental questions of signal transmission, coupling
of neurons and thus of synaptic effective connectivity.
The aim of this chapter is to introduce several elementary notions of neuroscience, in
particular the concepts of spikes (action potentials), postsynaptic potentials, firing thresh-
olds and effective connectivity. Based on these notions we define the synaptic effective con-
nectivity problem and introduce existing neurophysiological approaches dedicated to this
problem. Due to the limitations of scope of this thesis, we cannot and do not want to give
a comprehensive introduction into such a complex field as neurobiology. The presentation
of the biological background in this chapter is therefore highly selective and simplistic. For an
in-depth discussion of neurobiology we refer the reader to the standard textbook on neuro-
science entitled "Principles of Neural Science" by [Kandel et al., 2000]. Nevertheless, we try
to provide the reader with a minimum of information necessary to appreciate the biological
background of the theoretical work presented in this thesis.
1.2 Elements and Dynamics of Nervous Systems
The nervous system is a network of specialized cells that communicate information
about an organism’s surroundings and itself. At the cellular level, it is composed of neu-
rons and other specialized cells called glial cells that aid in the function of the neurons. There
is no centralised control in the nervous system: all cells interact locally with their surround-
ings. However, it processes this information and generates reactions in other parts of the
body by transmitting signals.
In most types of organisms the nervous system consists of two main parts, the Cen-
tral Nervous System (CNS) and the Peripheral Nervous System (PNS). The CNS is the largest
part, and contains the brain and spinal cord [Kandel et al., 2000]. The PNS consists mainly of
nerves, which are long fibers that connect the CNS to every other part of the body. The PNS
is divided into somatic and visceral parts. The somatic part consists of the nerves that inner-
vate the skin, joints, and muscles. The visceral part, also known as the autonomic nervous
system, contains neurons that innervate the internal organs, blood vessels, and glands.
In the nervous system, a number of specialized types of neurons exist: sensory neurons
respond to touch, sound, light and numerous other stimuli affecting cells of the sensory
organs that then send signals to the spinal cord and brain. Motor neurons (or motoneurons)
receive signals from the brain and spinal cord, cause muscle contractions, and affect glands.
Interneurons connect neurons to other neurons within the same region of the brain or spinal
cord.
12 Exploration of Biological Neural Wiring using Self-Organizing Agents
Figure 1.1 — (a) Single neuron in a drawing by Ramon y Cajal [Cajal, 1937]. Dendrite,
soma, and axon can be clearly distinguished. The inset shows an example of a neuronal
action potential (schematic). The action potential (spike) is a short voltage pulse of 1-2 ms
duration and an amplitude of about 100 mV. (b) Signal transmission from a presynaptic
neuron m to a postsynaptic neuron n. The synapse is marked by the dashed circle. The
axons at the lower right end lead to other neurons (schematic figure).
1.2.1 The Typical Neuron
Basically, a neuron is an excitable cell in the nervous system that processes and transmits
information by electrochemical signaling. Excitable cells are capable of producing action
potentials (spikes) and their other examples include muscle cells and some secretory cells
in glands. A neuron that emits a spike is often said to "fire". In the absence of excitation, a
neuron’s interior’s electrical potential difference to its exterior (membrane potential) may last
for a long period of time without changing significantly. This potential is referred to as a
resting potential or resting voltage. The resting potential value is usually near -70 mV.
Neurons have special structures that allow them to send signals rapidly and precisely to
other cells. A typical neuron can be divided into three functionally distinct parts: dendrites,
soma and axon (Figure 1.1).
Roughly speaking, such a typical neuron receives inputs from more than 10000 other
neurons through the contacts on its dendrites called synapses. The dendrites are thin struc-
tures that arise from the cell body (soma) and play the role of the input device that collects
synaptic potentials from other neurons and transmits them to the soma. The soma is the
central processing unit that performs an important non-linear processing step (called integrate
& fire model): If the total incoming potential exceeds a certain potential in a certain time
interval (temporal integration) and makes the neuron membrane potential to depolarize to a
threshold (near -45 mV), then a spike with 0.5 ms duration and 100 mV amplitude is gener-
ated [Gerstner and Kistler, 2002]. Immediately following the generation of a spike, there is
a transient negative shift, called the hyperpolarization. While hyperpolarized, the neuron is
in a refractory period that lasts roughly 2 milliseconds, during which the neuron is unable
to generate subsequent spikes. Hyperpolarization continues until the neuron membrane
potential is back to its resting membrane potential. Hyperpolarization is the mechanism that
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Figure 1.2 — Schematic representation of the concept of firing threshold.
prevents a spike from traveling back the way it just came. After this (afterhyperpolarization -
AHP), the neuron starts to move towards the threshold again if there is sufficient input cur-
rent. Upon generation, the spike is taken over by the output device, the axon, which delivers
the spike to other neurons through synapses. An axon is a special cellular extension that
arises from the soma and travels for a distance, as far as 1 meter in humans or even more in
other species. The time required for a spike to travel in axon is called the axonal conduction
delay or axonal delay.
1.2.2 Synapses and Postsynaptic Potentials
A synapse is a junction between two neurons. Most synapses occur between an axon
terminal of one neuron and a dendrite of or the soma of a second neuron, or between an axon
terminal and a second axon terminal. When a neuron transmits a spike accross a synapse,
it is common to refer to the sending neuron as the presynaptic neuron and to the receiving
neuron as the postsynaptic neuron.
When a spike transmitted by the presynaptic neuron reaches a synapse, a Postsynaptic
Potential (PSP) occurs on the postsynaptic neuron for 4.0 ms (PSP duration). This PSP can
either increase (Excitatory Postsynaptic Potential (EPSP)) or decrease (Inhibitory Postsynaptic
Potential (IPSP)) a postsynaptic neuron’s ability to generate a spike. As mentioned above,
neurons sum incoming PSPs and "compare" the integrated PSP with a certain voltage value,
called the firing threshold. If it is below the threshold, the neuron remains quiescent; other-
wise, the neuron fires an all-or-none spike, as shown in Figure 1.2, and resets its membrane
potential.
Basically, small synaptic inputs produce small PSPs; larger inputs produce significant
PSPs that can lead to the generation of a spike. The PSP for a unitary synapse can range
from 0.07 mV to 0.60 mV, but mostly it is between 0.10 and 0.20 mV (see Figure 1.3).
The time for a spike to reach the postsynaptic neuron involves the axonal delay and the
synaptic processing time. As described above, the axonal delay accounts for the forward-
propagation of the spike to the synapse through the axon. The synaptic processing time, on
the other hand, accounts for the conduction of the spike along the dendritic tree toward to
soma. Mammalian synaptic processing time is 0.5 ms according to [Kandel et al., 2000].
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Figure 1.3 — The average peak amplitude of EPSPs, as recorded at soma, is plotted
against the electronic distance from the soma to the point of origin of the EPSPs (Figure 4
from [Iansek and Redman, 1973] with permission).
1.2.3 Integrate-and-Fire Model
The integrate-and-fire model was shortly described in Section 1.2.1. In this subsection,
we will describe it in more detail.
The effect of a spike on the postsynaptic neuron n can be recorded with an intracellular
electrode that measures the potential difference un(t) between the interior of the neuron and
its surroundings (membrane potential). Without any input, a neuron is at resting state where
its membrane has already a strong negative polarization of around -70 mV (resting poten-
tial). When a single spike arrives through an excitatory synapse, this potential reduces the
negative polarization of the membrane (depolarizing) and finally decays back to the resting
potential (Figure 1.4a). The duration between the beginning and the end of this potential
change is called PSP duration (dpsp).
If a second spike arrives shortly after the first spike, this causes a second EPSP added
to the first one (Figure 1.4b). However, this combined depolarization is not sufficient for
crossing the firing threshold, the membrane potential decays back to the resting potential
again.
But similarly, if more spikes arrive shortly after this second spike, and if their total effect
makes the membrane potential cross the firing threshold, a spike is triggered (Figure 1.4c).
As a consequence, the membrane potential starts a large positive pulse-like excursion, and
after this pulse the voltage polarizes back to a value below the resting potential (hyperpolar-
ization).
The critical value for spike generation is around 20 to 30 mV above the resting membrane
potential (≈-45 - (≈-70) ∼= 25 mV). Consequently, in most neurons, four spikes (as shown
schematically in Figure 1.4c) are thus not sufficient to trigger a spike. Instead, about 50 to 350
excitatory presynaptic spikes have to arrive within a short time window before postsynaptic
action potentials are triggered (≈25 / 0.60 ∼= 50 and ≈25 / 0.07 ∼= 350).
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Figure 1.4 — Shematic integrate-and-fire model, modified from
[Gerstner and Kistler, 2002], where a postsynaptic neuron n receives input from
two presynaptic neurons k and m. (a) Each presynaptic spike triggers an excitatory
postsynaptic potential (EPSP) that can be measured with an electrode as a potential
difference un(t) - urest. (b) An input spike from a second presynaptic neuron m that
arrives shortly after the spike from neuron k, causes a second postsynaptic potential
that adds to the first one. (c) If un(t) reaches the threshold v, a spike is triggered. As a
consequence, the membrane potential starts a large positive pulse-like excursion (arrow).
On the voltage scale of the graph, the peak of the pulse is out of bounds. After the pulse
the voltage returns to a value below the resting potential.
1.3. The Problem of Synaptic Effective Connectivity
1
1.3 The Problem of Synaptic Effective Connectivity
In the previous section, we have described the micro-level elements of the nervous sys-
tem, which are neurons, and their dynamics. Now it is time to zoom out to the macro-level
and identify the problem we want to deal with.
1.3.1 Synaptic Effective Connectivity
The mammalian nervous system contains more than 1010 neurons that are connected
through an intricate network. In every small part of the nervous system (especially in cor-
tex), thousands of spikes are emitted each millisecond. For understanding such a sophisti-
cated operation, understanding the wiring of neurons (connectivity) is essential.
Connectivity studies group different types of connectivities in three (for a review
[Friston, 2011]): structural connectivity (connectome), effective connectivity and functional
connectivity. Structural connectivity or connectome, shows the anatomy (structure) of the
connections between neuronal elements (neurons, neuronal populations or brain regions)
and can be obtained by histochemical methods and Magnetic Resonance Imaging (MRI) tech-
niques. Effective connectivity is the influence a neuronal element has on another (either
synaptic or population level) [Friston, 2011]. It corresponds to the notion of coupling or di-
rected causal influence. Since neurons do not use all of their structural connections at each
activity, structural connectivity and effectivity connectivity are different. Functional connec-
tivity, on the other hand, is often mixed with effective connectivity. It is actually based on
functional Magnetic Resonance Imaging (fMRI) studies and is used as a statistical feature to
classify or predict relations between neuronal elements.
As [Friston, 2011] points, the distinction between effective and functional connectivity is
important since it determines the nature of the reasonings made about functional integra-
tion and the sorts of questions that can be addressed. In this thesis, we are focused on the
couplings of individual neurons and thus ask the following questions:
3 How might neurons wire together?
3 What are the connections used by the neurons to transmit those spikes?
3 What is the way followed by action potentials (spikes) in such a pathway?
3 What are the effects of presynaptic activity on postsynaptic response?
The above questions point to the problem of synaptic effective connectivity1, one of the
fundamental issues in neuroscience. Currently, a definite answer to these questions is not
known, there are only estimations.
Effective connectivity (couplings) in cellular scale can only be determined using electro-
physiological recordings from stimulus-response circuits. [Aertsen and Preissl, 1991] under-
stand effective connectivity as "the experiment and time-dependent, simplest possible cir-
cuit diagram that would replicate the observed timing relationships between the recorded
1On higher resolution levels (neuronal ensembles or brain regions) it is more known as synaptic efficacy.
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neurons". Thus, we can say that effective connectivity is activity-dependent and depends on
interactions and coupling [Friston, 2011]. The origins of these ideas lie in single-unit electro-
physiology [Gerstein and Perkel, 1969]. In this study, they tried to elucidate the effects of a
stimulus-evoked response from those induced by neuronal connections between two units.
Besides, structural connections used for effective connectivity analysis are paramount
when specifying plausible models since they enable more precise estimates and more effi-
cient model comparison [Friston, 2011]. However, there is unfortunately little evidence that
information about structural connectivity helps with inference about effective connectivity.
Before how electrophysiological effective connectivity studies are conducted, it is better
to describe first what stimulus-response circuits are.
1.3.2 Stimulus-Response Circuits
A stimulus-response circuit is a neuronal circuit where the neural responses through-
out the sensory system are affected by a stimulus (or stimulus history). Stimulus-response
circuits vary from simple ones mediated by circuits lying entirely within the spinal cord to
more complex ones relying on signal processing in the brain. A reex arc is considered as
the simplest type of stimulus-response circuits, since it begins with a sensory (afferent) input
and ends with a motor (efferent) output, passing through a sequence of neurons in between
lying entirely within the spinal cord [Kandel et al., 2000]. For instance, consider the "with-
drawal reflex" causing the hand to jerk back after a hot stove is touched. The circuit begins
with sensory receptors in the skin that are activated by harmful levels of heat: a special
type of molecular structure embedded in the receptor membrane causes heat to change the
electrical field across the membrane. If the change in generator potential is large enough,
it evokes a spike, which is transmitted along the axon of the receptor cell, into the spinal
cord (receptor/generator potential). There the axon makes excitatory and inhibitory synap-
tic contacts with other cells, some of which project (send axonal output) to the same region
of the spinal cord, others projecting into the brain. One target is a set of spinal interneurons
that project to motor neurons controlling the arm muscles. Some of these interneurons excite
the flexor motor neurons, and if the excitation is strong enough, some of the motor neurons
generate spikes, which travel down their axons to the point where they make excitatory
synaptic contacts with flexor muscle cells. These excitatory signals induce contraction of the
muscle cells, which causes the joint angles in the arm to change, pulling the arm away. While
inhibitory connection relaxes the opposing (extensor) muscles to stop them from resisting
the flexors to move the arm away from the painful stimulus.
In reality, this straightforward schema is subject to numerous complications
[Kandel et al., 2000]. Although for the simplest reflexes there are short neural paths from
sensory neuron to motor neuron, there are also other nearby neurons that participate in the
circuit and modulate the response. Furthermore, there are projections from the brain to the
spinal cord that are capable of enhancing or inhibiting the reflex.
As mentioned above, complex stimulus-response circuits rely on signal processing in
the brain [Kandel et al., 2000]. Consider, for example, what happens when an object in the
periphery of the visual field moves, and a person looks toward it. The initial sensory re-
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sponse, in the retina of the eye, and the final motor response, in the oculomotor nuclei of
the brain stem, are not all that different from those in a simple reflex, but the intermedi-
ate stages are completely different. Instead of a one or two step chain of processing, the
visual signals pass through perhaps a dozen stages of integration, involving the thalamus,
cerebral cortex, basal ganglia, superior colliculus, cerebellum, and several brainstem nuclei.
These areas perform signal-processing functions that include feature detection, perceptual
analysis, memory recall, decision-making, and motor planning [Kandel et al., 2000].
Effective connectivity studies on stimulus-response circuits are both conducted in ani-
mals and in humans. The next subsections explain these studies.
1.3.3 Animal Studies
The effective connection of selected sensory neurons or corticospinal fibers to motoneu-
rons can be studied directly in animal preparations. Compared with the studies on human
subjects, experiments on animals have advantages as precise stimulation of selected nerve
fibers / neurons and intracellular recordings from exact sites are possible. Therefore, inter-
pretations of the connections of the stimulated fibers and neurons are straightforward and
easy in animal experiments.
However, studies on experimental animals have also limitations. To prepare animals
for experiments, they have to be reduced. This reduction can be established by using the
well-known methods like anesthetization, decerebration and slicing. When an animal is
anesthetized, it enters in a pharmacologically induced and reversible state where it has loss
of responsiveness, loss of skeletal muscle reflexes or decreased stress response, or all simul-
taneously. Decerebration, on the other hand, is the elimination of cerebral brain function
in an animal by removing the cerebrum, cutting across the brain stem, or severing certain
arteries in the brain stem. Likewise, slicing allows the study of a synapse or neural circuit in
isolation from the rest of the brain, in controlled physiological conditions.
It is well recognized that such reductions have severe effects on synaptic potentials. Fur-
thermore, one need also to remember that active involvement of the supra-spinal pathways
to discharges of motoneurons is either completely suppressed or altered significantly in
these reduced animal preparations. Therefore, although experiments on animals deliver
the influence of a stimulated fiber or neuron to another fiber or neuron directly, one needs to
accept the results of such experiments with the experimental settings in mind. In particular,
describing findings on reduced animal preparations as effective connections of neurons should
be done with reservations.
1.3.4 Human Studies
Although such direct experiments cannot be performed in humans, any experimental
finding on conscious human subjects are likely to be more effective (and functional) since
they are not influenced by anesthetics or any other reduction processes and since the activ-
ity of supra-spinal centers are maintained. In other words, human experiments have the
advantage that here intact motoneurons are studied in their physiological environment. On
the other hand, for obvious reasons, human motoneuron studies rely on indirect measure-
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ment methods. Thus, to study the effective connection of neurons in human subjects it has
been customary to use stimulus-evoked changes in the discharge probability and rate of one
or more motor units in response to stimulation of a set of sensory neurons (peripheral affer-
ents) or corticospinal fibers. This approach has been commonly used since the 1970s (e.g.,
[Ashby and Labelle, 1977, Kudina, 1980, Kudina, 1988, Awiszus, 1988, Miles et al., 1989]).
These are the most common ways to investigate the workings of peripheral and central
pathways in human subjects. Although these are indirect methods of studying the human
nervous system, they are nevertheless extremely useful as there is no other method available
yet to record synaptic properties directly in human subjects.
1.4 Effective Connectivity Analysis of Human Motor Units
Like all mammalians, human Central Nervous System (CNS) pathways basically utilize
three distinct neuron types: sensory neurons, interneurons and motoneurons (Figure 1.6).
Sensory neurons (also called afferent neurons) are responsible for converting external stim-
uli from the environment into internal stimuli. Unlike neurons of the CNS, whose inputs
come from other neurons, sensory neurons are activated by physical modalities such as
light, sound, and temperature through specialized sensory receptors. Naturally, sensory neu-
rons are larger projection neurons with long-distance connections.
Interneurons (also called relay neurons) form a connection between other neurons. They
can be either located in the brain or in the spinal cord. Unlike sensory and motor neu-
rons, interneurons are in general small, locally projecting neurons and thus they have (very)
short-distance connections (except some interneurons that project to the supra spinal levels).
Interneurons in a spinal pathway (like the ones in Figure 1.6) are called spinal interneurons
and they take part in the long loop of the reflex events to maintain the postural balance of
the subject. Those interneurons are most of the time ready to react to disturbances that could
raise a reflex [Capaday, 2002, Lam and Pearson, 2002, Misiaszek, 2006]. However, it is still
unkown how this happens.
Motoneurons (also called efferent neurons), on the other hand, project their axons outside
the CNS and control muscles and glands. Motoneurons are tonically active and are affected
by neurons connected to them. Hundreds of EPSPs and IPSPs from sensory neurons and
interneurons arrive at different times onto a motoneuron. This busy traffic of inputs cre-
ates the synaptic noise on the membrane of the motoneuron. As the consequence of this
noise, spikes occur at nearly random times (Figure 1.5). In several intracellular studies of
tonically active motoneurons (e.g., [Calvin and Schwindt, 1972, Schwindt and Crill, 1982]),
it has been reported that the amplitude of AHP is 10 mV.
1.4.1 Human Motor Units
Motor units are composed of one or more motoneurons and the corresponding muscle
fibers they innervate [Buchthal and Schmalbruch, 1980]. When motor units are activated,
all of the muscle fibers they innervate contract. Likewise, stimulation of a sensory-motor
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Figure 1.5 — Tonic firing of a neuron (modified from [Türker and Miles, 1991]). During
tonic firing, a neuron receives continuous current and hence its membrane potential con-
tinuously rises to the firing threshold and makes the neuron fire spontaneous spikes (a).
The time intervals between consecutive spikes are called interspike intervals (ISI) and the
instantaneous frequency of a spike is calculated as f = 1000/ISI. While an EPSP induces
a phase forward movement of the next spike (and thus increases the instant frequency)
(b), IPSP delays the occurrence of the next spike (and thus decreases the instant frequency)
(c).
Figure 1.6 — An illustrative diagram for a CNS sensory-motor pathway showing only
one spinal cord section.
peripheral nerve fiber produces similar contractions2. Basically, a sensory-motor peripheral
nerve fiber is composed of the following components (from largest to narrowest): group Ia
and group Ib sensory axons, alpha motor axons; group II, group III and group IV sensory ax-
2However, in such a stimulation not only the sensory system under study but also other sensory axons and
motor axons located in the same nerve trunk are activated.
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ons and gamma motor axons. A nerve fiber’s threshold to electrical stimulation is inversely
proportional to the diameter of its axon, larger axons are more sensitive to electrical stimula-
tion. In this sense, while in a low-threshold stimulation experiment only group Ia and group
Ib sensory axons are activated, in a high-threshold stimulation experiment all the sensory
axons can be activated. Additionally, it is known that group Ia afferents make monosynaptic
connections, group Ib sensory neurons make disynaptic connections and group II sensory
neurons make polysynaptic connections with the alpha motor neurons.
The output from the motor units is through the motoneurons, and is measured by re-
flex recordings from the muscle. However, most of the synaptic inputs to motoneurons
from sensory neurons do not go directly to motoneurons, but rather to interneurons that
synapse with the motoneurons. And the synaptic connectivity of these interneurons is still
not known totally.
1.4.2 Analysis of the Discharge of Human Motor Units
Motoneurons were the first cells in the vertebrate CNS to be extensively studied with
intracellular electrodes in experimental animals, and the ability to record motor unit activ-
ity has provided a wealth of information that helps connect motoneuron properties and
the characteristics of their synaptic inputs to synaptic effects on motoneuron discharge
[Powers and Binder, 2001]. Since each motoneuron drives the muscle fibers of the motor
unit in a one-to-one fashion, they are the only CNS cells whose firing patterns can be read-
ily quantified in human subjects. Although synaptic potentials cannot be directly recorded
in human motoneurons, their characteristics can be inferred from measurements of the ef-
fects of activating a set of peripheral or descending fibers on the discharge probability of
one or more motoneurons. Despite rhythmic stimulation, due to ISI variability, the ar-
rival times of these extra PSPs are randomly distributed with respect to the motoneuron
firing. The interstimulus intervals are generally chosen between 1 second to 3 seconds, so
that the effects induced by a stimulus disappears before the delivery of the next stimulus.
The effects of synaptic inputs on human motor unit discharge behavior can then be quan-
tified by using various methods (for a review see [Powers and Türker, 2010]). Here we will
present the two most important ones: Peristimulus Time Histogram (PSTH) and Peristimulus
Frequencygram (PSF).
1.4.2.1 The PSTH Analysis Technique
The Peristimulus Time Histogram (PSTH) is the most common method used to mea-
sure the response of a neuron to a synaptic input and was originally introduced by
[Gerstein and Kiang, 1960]. Its usage for the analysis of human motor unit data has begun
around 1980 [Ashby and Labelle, 1977, Ashby and Zilm, 1978, Garnett and Stephens, 1980,
Kudina, 1980, Ashby and Zilm, 1982].
In PSTH technique, the aftereffect of a particular input to a single motoneuron can be de-
termined by compiling a histogram of the timing of motoneuron spikes following repeated
presentations of an appropriate stimulus. These motor unit discharges occur in different,
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Figure 1.7 — The peristimulus time histogram (PSTH) is compiled by recording the mo-
toneuron discharges from a muscle using a surface electrode (SMU-AP) and counting
their numbers according to their latencies to the stimuli applied (modified from K.S.
Türker lecture slides) . As the number of stimuli (n) increases, the histogram is filled
and becomes more meaningful.
discrete time bins3 relative to the stimulus onset and the PSTH is constructed by counting
their numbers. The bin counts (nb) in the PSTH are determined by the mean motoneuron
firing rate at a given time relative to stimulus onset ( ft), the bin width (∆t) and the number
of applied stimuli (ns): nb = ft · ∆t · ns. The PSTH can thus be normalized to reflect either
the instantaneous firing rate ( ft; more precisely the spike density) or the probability of spike
occurrence in a given time bin (Pt = nb/ns). Before stimulus onset, the probability of spike
occurrence should be fairly constant and equal to the baseline firing rate times the bin width.
Figure 1.7 represents an illustrative PSTH compilation process.
The arrival of an EPSP leads to an increase in spike probability whereas an IPSP leads to
a decrease in spike probability below baseline [Fetz and Gustafsson, 1983] (see Figure 1.8).
Although large synaptic effects are easy to detect from the PSTH, revealing small synap-
tic effects are difficult. In this sense, to determine significant deflections, the Cumulative
Sum (CUSUM) of PSTH record is used. The CUSUM [Ellaway, 1978] is a function derived
from the PSTH by subtracting the mean bin count prior to the stimulus from the PSTH, and
integrating the remainder (Figure 1.9b). In this diagram, the count zero indicates the aver-
age bin count and there are significant increases (resp. decreases) caused by EPSPs (resp.
IPSPs) after the stimulation time (time zero). However, when the time course of single and
complex PSPs and their effects on the discharge patterns of motoneurons are directly com-
pared, it is shown that if an increase in the PSTH-CUSUM returns back to the zero count,
this may in fact reflect the number of spikes that were phase advanced by the EPSP rather
3In mathematics, a bin of a histogram represents a discrete interval in that histogram. When a histogram
acquires m different values it is called an m-bin histogram.
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Figure 1.8 — Illustration of the effect of arrival of an EPSP (left) and an IPSP (right) on
PSTH (modified from K.S. Türker’s lecture slides).
Figure 1.9 — The peristimulus time histogram (PSTH) and its cumulative sum (PSTH-
CUSUM) from motoneuron responses to a low threshold stimulation of its mixed nerve.
than a true inhibition [Türker and Powers, 1999, Türker and Powers, 2003]. Similarly, when
a decrease in the PSTH-CUSUM returns back to the zero count, this may reflect that the
spikes that have been phase delayed by an IPSP have now fired rather than a true excita-
tion [Türker and Powers, 1999, Türker and Powers, 2003]. The PSTH-CUSUM can thus be
useful for indicating the sign of the first PSP that is evoked in motoneurons by a stimulus
[Powers and Türker, 2010].
1.4.2.2 The PSF Analysis Technique
In contrast to the standard PSTH, recently, there is another technique which is largely
free of secondary peaks and troughs reflecting the motor unit’s responses. This method
is called the Peristimulus Frequencygram (PSF) [Türker and Cheng, 1994] and it uses the
instantaneous discharge rates of single motor units for estimating the synaptic poten-
tials produced by afferent stimulation by neuroscientists. The PSF was originally intro-
duced by [Bessou et al., 1968] to quantify the responses of primary muscle spindle affer-
ents to fusimotor stimulation, and has been used extensively by Türker and his colleagues
to quantify stimulus-evoked changes in human motor unit discharge (for a review see
[Türker and Powers, 2005]).
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Figure 1.10 — The peristimulus time frequencygram (PSF) is compiled by recording the
motoneuron discharges from a muscle using a surface electrode (SMU-AP) and plotting
their instant frequency values to their occurence latency against the stimuli applied (mod-
ified from K.S. Türker’s lecture slides). As the number of stimuli (n) increases, the fre-
quencygram is filled and becomes more meaningful.
Figure 1.11 — Illustration of the effect of arrival of an EPSP (left) and an IPSP (right) on
PSF (modified from K.S. Türker’s lecture slides).
The PSF plots the instantaneous discharge rate values against the time of the stimulus
and is used to examine reflex effects on motoneurons, as well as the sign of the net com-
mon input that underlies the synchronous discharge of human motor units (Figure 1.10).
The instantaneous frequency values comprising the PSF should not necessarily be affected
by previous (prestimulus) activity at any particular time. However, since the discharge fre-
quency of a motoneuron reflects the net current reaching the soma [Gydikov et al., 1977],
any significant change in the poststimulus discharge frequency should indicate the sign and
the profile of the net input (Figure 1.11).
Like in the PSTH analysis, to determine significant deflections, the CUSUM of PSF record
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Figure 1.12 — Peristimulus frequencygram (PSF) and cumulative sum (CUSUM) from
motoneuron responses to a low threshold stimulation of its mixed nerve.
is used (Figure 1.12). The CUSUM is calculated by substracting the mean pre-stimulus
baseline from the values in each bin and integrating the remainder [Ellaway, 1978]; PSP-
induced effects are considered significant if the post-stimulus CUSUM values exceed the
maximum pre-stimulus CUSUM deviation from zero (i.e. the error box [Türker et al., 1997,
Brinkworth and Türker, 2003], indicated by the horizontal blue lines in Figure 1.12b). As can
be seen from this figure, there is an early and long-lasting excitation (LLE) indicated by the
increased frequency from about 40 ms poststimulus to about 100 ms. After this LLE there is
a period of long-lasting inhibition (LLI) going from about 100 ms poststimulus to about 300
ms. However, since after 200 ms of stimulation the subject is able to change the discharge
rate of his/her motor unit, the events later than 200 ms cannot be considered as reflex events.
Only before 200 ms of poststimulus discharge rates might give an exact information about
the network of the motor unit.
1.4.3 PSF vs. PSTH
To examine how a sensory nerve (afferent) that transmits information from a sensory
receptor (such as touch, temperature, etc.) is connected to a motor neuron, neuroscientists
stimulate the nerve and record the response of the motor neuron to this stimulus by insert-
ing a needle into a muscle that carries information from the motor neuron within the central
nervous system. Therefore, they deliver an input into the system and record its response.
Using the characteristics of this response, they work out the pathway that connects the stim-
ulated afferent nerve to the motor neuron that connects to the muscle single unit that they
record from.
Figure 1.13 illustrates responses of a single motor unit (SMU) to a stimulus delivered at
time zero (arrow; red traces in PSTH and PSF records represent stimulus induced synaptic
potentials that develop in the motor neuron membrane). SMU action potentials (spikes) are
recorded using intramuscular wire electrodes (bipolar configuration) around the time of the
stimulus (top trace). Peristimulus Time Histogram (PSTH) converts each SMU spike (top trace)
into acceptance pulses and indicates them as counts exactly at each bin they occur (second
trace from the top). When a large number of stimuli are delivered and SMU acceptance
pulses are piled up, PSTH is obtained (middle trace). Interspike intervals (ISI) of SMU spikes
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Figure 1.13 — PSF and PSTH methods (modified from K.S. Türker lecture slides).
are measured in seconds and converted into instantaneous discharge rates (1/ISI = Hz). To
measure ISI we need two spikes and the discharge rate value is indicated exactly in the
same bin of the second spike. Since the very first SMU spike in the PSF trace (second trace
from bottom) does not have a preceding spike, it has no discharge rate value. The other
ISIs are converted into Hz and indicated as shown. When a large number of instantaneous
discharge rates are superimposed (not piled up as the PSTH records), we obtain the PSF
(bottom trace). The red traces in PSTH and PSF represent actual injected current measured
from a living motor neuron during the process in the development of the PSF technique
(for details see [Türker and Powers, 1999]). In the brain slice experiments similar injected
currents induced similar PSTHs and PSFs that are represented in this diagram.
As can be seen, the PSTH does not indicate the actual injected current into a motor neu-
ron. Even worse, it generates secondary peaks and troughs that are not due to the injected
current but due to the count and synchronization errors that are embedded into this method.
On the other hand, PSF represents very closely the profile of the actual injected current
(synaptic potential) developed on the motor neuron. For this very reason, we used PSF
to represent the synaptic potential in our system which indicates not only the number of
synapses in the system (using the latency of the response) but also the sign and strength of
the connection (using the profile of the response) in the neuronal pathway.
1.5 Conclusion
Spikes (actions potentials) in the nervous system travel along the axons and are dis-
tributed to several postsynaptic neurons where they evoke PSPs. When a postsynaptic neu-
ron receives several temporally correlated (within a short time window) spikes from several
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presynaptic neurons, its membrane potential may reach a firing threshold and a spike is trig-
gered (temporal integration). This new spike is the output signal of this postsynaptic neuron
which, in turn, is conveyed to other neurons.
The spikes are conveyed from one neuron to the next until they reach muscles or glands.
Considering that a typical neuron anatomically has thousands of synapses, a question here
arises: What is the effective pathway used by the neurons? Even though it is a question of
fundamental importance, the problem of synaptic effective connectivity is still not fully resolved.
We have reviewed two concepts of effective connectivity analysis, viz. spike count in a
histogram (PSTH) and spike frequency in a time window (PSF). Both concepts have been
successfully used in experimental data analysis. However, it has been shown that PSTH is
problematic when it is interpreted as the effective behavior used for neuronal pathways. In
this sense, PSF is a more reliable method since it reduces noise and errors.
Nevertheless, although neuroscientists are performing various experiments to explore
the effective connectivity, there are still gaps in our understanding of human CNS because
of technical difficulties. For example, direct stimulation of nerves is very difficult in some
regions, since they are located deep. And yet, there is no satisfactory theory on how these
unknown parts of CNS operate. Therefore, the network between human neurons is often
expressed as a black box and neuroscientists rely upon the knowledge that is obtained in
animal studies.
Apparently, there is a strong need to predict the characteristics of the gaps (e.g., structure
and size of the network) in the knowledge of human CNS by putting together information
that is available from both human and animal experiments. Hence, it should be noted that
such a prediction can succeed only if neuron-level (micro-level) behaviors are able to lead to
network-level (macro-level) emergent behaviors.
The next chapter reviews and discusses possible computational approaches to this ne-
cessity.
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« It is fitting for us not to be ashamed of acknowledging truth and assimilat-
ing it from whatever source it comes to us. There is nothing of higher value
than truth itself. It never cheapens or abases he who seeks. »
The 9th century philosopher Al-Kindi sums up the scientist quest for truth.
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2.1 Introduction
ENCOURAGED by the numerous evidences of the existence of a gap between micro-leveland macro-level behaviors in Biological Neural Networks (BNNs), we thoroughly study and
analyze the various existing means of approaches that exist in the field of computational
neuroscience. This gives us the possibility to understand the specificities of BNNs and the
challenges that should be tackled for overcoming the synaptic effective connectivity problem, as
well as for proposing a novel approach.
One of the central tasks of computational neuroscience is to integrate the theoretical
and experimental information using simulation and mathematical theory. This integration
can be done in two different ways [Gerstner et al., 2012, Dayan and Abbott, 2005]: starting
with cognitive functions of the brain (e.g., working memory) and deduce from these how
components are required to behave to achieve these functions (e.g., neurons or groups of
neurons) – namely top-down approaches or, integrating what is known on a micro-level (e.g.,
properties of ion channels) to explain phenomena observed on a macro-level (e.g., generation
of action potentials) – namely bottom-up approaches.
In the following we first present the top-down and bottom-up approaches. Then we sum-
up them and discuss why we need a novel approach for tackling the synaptic effective connec-
tivity problem and how it should be.
2.2 Top-Down Approaches
The top-down approaches deal with neural decoding [Dayan and Abbott, 2005], i.e.
tackle the question, which micro-level mechanisms cause the observed macro-level neural activity.
With this approach, in vivo cortical recordings are related to mental, behavioral or perceptual
states either manually or by employing adaptive computing methods.
In the following subsections, we first present the adaptive computational methods which
are directly subjected to estimation of effective connectivity. We then show the other adap-
tive computational methods to see to what extent these methods can be used. Before con-
cluding this section, we present Biologically-Inspired Cognitive Architectures (BICA).
2.2.1 Adaptive Computing Methods for Estimating Effective Connectivity
This subsection looks at existing adaptive computing methods for estimating the effec-
tive connectivity of neuronal systems. All these methods are designed for characterizing
effective connectivity in neuroimaging time series. They focus on the interactions among
brain regions and extract information about these interactions through decomposition of in-
terregional covariances of activity. Such an analysis is possible thanks to functional Magnetic
Resonance Imaging (fMRI) since fMRI allows observing simultaneous recordings of activity
throughout the brain evoked by cognitive and sensorimotor challenges.
To make these following subsections more understandable, we first want to explain what
covariance-based analysis is in neuroimaging. A measure of covariance represents the degree
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to which the activity of two neuronal elements (brain regions or neuronal ensembles or even
single neurons) are related to each other or how they vary together. A high covariance be-
tween elements X and Y means that if element X increases its activity, so will Y, and this
is called a positive covariance. It is here worth noting that communication between those
neuronal elements takes place through their interconnections. Hence, a change in the activ-
ity of any neuronal element results from a change in the communication with one or more
connected neuronal elements. Therefore, influences or effects between neuronal elements
(effective connectivity) within the Central Nervous System (CNS) can be identified by exam-
ining the covariances of their measured activities.
After this short explanation, we can present different covariance-based analysis methods
for estimating effective connectivity. These are Structural Equation Modeling (SEM), Multi-
variate Auto-Regressive (MAR) Models and Dynamic Causal Modeling (DCM).
2.2.1.1 Structural Equation Modeling (SEM)
Structural Equation Modeling (SEM) is a statistical technique for testing and estimating
causal relations using a combination of statistical data and qualitative causal assumptions.
This definition of SEM was articulated by the geneticist Sewall Wright [Wright, 1921] and
the cognitive scientist Herbert A. Simon [Simon, 1953], and formally defined by Judea Pearl
[Pearl, 2000] using a calculus of counterfactuals.
[McIntosh and Gonzalez-Lima, 1994] applied SEM to estimate effective connectivity in
functional brain imaging in humans. In their approach, connections between brain areas
are based on known neuroanatomy and the interregional covariances of activity are used to
calculate path coefficients representing the magnitude of the influence of each directional
path. The logic behind the SEM stems from the suggestion that brain function is the result
of changes in covariances of activity among neuronal elements. For their application of
SEM to neural systems, they define two models: anatomical model and effective model. The
former one represents the neuroanatomical connections between neuronal elements used in
SEM. The covariances are used to assign numerical weights to the connections in the former,
leading to the latter. The latter, therefore, represents the effective connectivity through the
structural connectivity.
Basically, all structural equation models are derived from a causal structure and from
covariance matrices. Figure 2.1 shows the basic processes and features of such a model. The
neuronal system, made up of four variables representing neuronal elements, has a causal
structure indicated by the arrows (Figure 2.1a). The variables and connections define the
anatomical model. By using this anatomical model, the correlation matrix (i.e., standardized
covariances, Figure 2.1b) can be decomposed to assign effective weights or path coefficients –
given by letters j..n – to each of the connections. The addition of the path coefficients defines
the effective model. The path equations (Figure 2.1c) and structural equations (Figure 2.1d) are
mathematically equivalent, but the latter provide a more computationally efficient method
for identifying the path coefficients as the complexity of the neuronal system raises.
The structural equations are solved using iterative estimation techniques like maximum-
likelihood estimation [Weisberg, 2005, Bentler, 1985]. As a result of this estimation, the initial
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Figure 2.1 — Schematic representation of methods involved in structural equation mod-
eling of a neuronal system (modified from [McIntosh and Gonzalez-Lima, 1994]). (a) Path
diagram of a simple network with four neuronal elements (W, X, Y, Z) and their anatom-
ical connections (indicated by arrows). (b) The information about the correlations of ac-
tivities between regions is used in conjunction with the path diagram (a) to calculate the
strength of influences through the connections, known as the path coefficients (j, k, l, m,
n). (c) Path equations show how the correlations between regions can be decomposed to
solve the path coefficients. (d) Structural equations show the variance in activity in each
element as a function of the weighted variance of other neuronal elements and a residual
inuence (indicated by i). These residuals are not shown in (a) and (c) for simplicity.
estimates for the unknown parameters (path coefficients and residuals) are obtained. Then a
set of related variances and covariances are computed using derivations as shown in Figure
2.1c.
Representing the neuronal system as a set of path equations (Figure 2.1c) shows that
SEM is able to detect direct, indirect and total effects. In Figure 2.1, the effects of the neu-
ronal element W on Y consist of the direct effect j and the indirect effects through k and m.
Thus, the total effect on Y by W is the sum of these direct and indirect effects. Evaluating
influences within a neuronal system as direct, indirect, and total effects can indicate how the
influence of a neuronal element is modified through indirect influence and whether these
changes depend on the experimental manipulation. The total effects are later decomposed
into indirect and direct effects by using the anatomical model for obtaining the effective model.
The SEM approach presented in this subsection assumes that the interactions are linear
and instantaneous, unlike a real nervous system. In addition, [Friston, 2011] notes that there
is a further problem with using structural equation modeling in the analysis of effective
connectivity: it is difficult to estimate reciprocal and cyclic connections efficiently. Lastly,
SEM uses neuroimaging time-series data (spike trains) and SEM permits to infer synaptic
effective connectivity that cannot be directly obtained from these observed spike-trains.
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2.2.1.2 Multivariate Auto-Regressive (MAR) Models
Multivariate Auto-Regressive (MAR) models of fMRI time series were proposed by
[Harrison et al., 2003] to make inferences about functional integration within the human
brain. They extended linear MAR models to accommodate nonlinear interactions to model
top-down modulatory processes with bilinear terms. MAR models are time series models
and thereby model temporal order within measured brain activity. Unlike SEM, they model
temporal effects across different variables (neuronal elements of interest), without using
state variables that quantify instantaneous correlations.
Basically, an autoregressive process uses a univariate time series to be able to measure
the process that generated it. This is achieved by modeling the current value of the variable
as a weighted linear sum of its previous values. The number of preceding observations
used indicates the order of an autoregressive model and the parameters of the model (the
weights) are estimated from the data characterizing the fMRI time series.
MAR models extend Auto-Regressive (AR) approach to multiple time series so that the
vector of current values of all variables can be modeled as a linear summation of previous
activities. Consider d time series generated from d variables (neuronal elements) within a
neuronal system such as an effective network in the brain and where p is the order of the
model. A MAR model P predicts the next value in a d-dimensional time series, yn, as a
linear combination of the p previous vector values
yn =
p
∑
i=1
yn−1C(i) + en
where yn = [yn(1), yn(2), ..., yn(d)] is the nth sample of a d-dimensional time series, each
C(i) is a d-by-d matrix of coefficients (weights) and en = [en(1), en(2), ..., en(d)] is additive
Gaussian noise with zero mean and covariance R1.
This MAR model can be rewritten in the standard form as follows
yn = xnW + en
where xn = [yn−1, yn−2, ..., yn−p] are the p previous multivariate time series samples and
W is a (p × d)-by-d matrix of MAR coefficients (weights). There are therefore a total of
k = p× d× d coefficients for MAR.
The model can be rewritten again if the nth rows of Y, X, and E are yn, xn, and en,
respectively, and there are n = 1...N samples
Y = XW + E
where Y is an (N-p)-by-d matrix, X is an (N-p)-by-(p-d) matrix, and E is an (N-p)-by-d
matrix.
This model quantifies the linear dependence of one neuronal element upon all others in a
neuronal network. The weights in W can be interpreted as characterizing the influence each
1It is assumed that the data mean has been subtracted from the time series.
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Figure 2.2 — Illustration of Y = XW + E (modified from [Harrison et al., 2003]). (a) The
original d-dimensional time series Y is modeled as a MAR process XW plus residual error
E. (b) W is a matrix containing all the weights that characterize the interactions among the
elements of d. It consists of p layers (one for each time lag used in the model), each layer
containing a d × d matrix of weights. The p layers of W have been placed in sequential
order at the bottom of the figure. The diagonal elements are self-connections while the
off-diagonal elements reflect the dependence between different variables in the original
d-dimensional series.
neuronal element has upon it. Independence between a pair of neuronal elements results in
a weight of zero while dependence is reflected in a nonzero magnitude.
The model is illustrated in Figure 2.2. The original d-dimensional time series Y modeled
as a MAR process XW plus residual error E is shown in Figure 2.2a. W characterizes the
d-dimensional series as a network of connection strengths between all possible pairs of ele-
ments in the original series. W, which consists of p layers (one for each time lag used in the
model), is illustrated in Figure 2.2b. Each layer is a d× d matrix of weights (shown as the
squares along the bottom of the figure, again, one for each time lag). The diagonal entries in
these are self-connections and the off-diagonals are connections between neuronal elements.
Any dependence among elements in the d-dimensional time series (neuronal elements) is
reflected in nonzero off-diagonal coefficients. W can be used to compare network properties
associated with different cognitive tasks.
When MAR models are used for characterizing networks of cortical activity associated
with cognitive tasks, the dependence among all possible combinations of pairs of neuronal
elements in the model can be quantified. Hence, connectivity architectures across different
cognitive tasks can be compared.
However, MAR models assume that the brain is a white box, and make use of activity
information of different neuronal elements (obtained from fMRI experiments).
2.2.1.3 Dynamic Causal Modeling (DCM)
In contrast to SEM and MAR models, Dynamic Causal Modeling (DCM) considers the
nervous system as a deterministic nonlinear dynamic system that is subjected to inputs
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and produces corresponding outputs. As a result of this treatment, DCM aims at analyz-
ing effective connectivity using experimentally designed inputs and evoked fMRI responses
[Friston et al., 2003]. It parameterizes effective connectivity as coupling among unobserved
brain states like neuronal activity in different brain regions and allows one to claim that an
experimental manipulation has activated a pathway as opposed to a cortical region.
By sensory perturbating the system and measuring its sensory-evoked response (e.g.,
Event-related Potentials (ERP)), the aim of DCM is to estimate effective connectivity parame-
ters. There are basically three sets of parameters controlling three distinct things:
3 The direct or extrinsic influence of inputs on brain states in any particular area,
3 The latent or intrinsic connections that couple responses in one area to the state of oth-
ers,
3 Changes in the above intrinsic coupling induced by sensory inputs.
Crucially, the objective of DCM is then to find the model with the greatest evidence by us-
ing the above parameters; where evidence is the probability of the data given a model. This
usually involves exploring large model spaces by adding or subtracting nodes and edges
from graphical models of neuronal circuits generating observed responses. At present, this
exploration of model space is usually specified by hand.
Dynamic Causal Modeling (DCM) assumes these responses are driven by designed
changes in the inputs and biologically plausible models are designed to better ex-
plain observed neuronal responses. For example, DCM for ERP tries to explain ERPs
[Garrido et al., 2007, David et al., 2006, Kiebel et al., 2006] that are formerly similar to the
peristimulus frequency-grams used in effective connectivity analysis of single motor units
described in Section 1.4.2.2. In this sense, we can say that DCM is the most relevant com-
putational effective connectivity estimation technique for the synaptic effective connectivity
problem presented in Section 1. However, it still does not fit to our problem where the ac-
tivated neuronal pathway has to be treated as a black box since direct measurements from
individual neurons in humans are impossible.
2.2.1.4 The Framework for Dynamics, Signaling, Control and Observation in Geometric
Networks
[Buibas and Silva, 2011] present a formal modeling framework for using real-world data
to map the functional topology (effective connectivity) of complex dynamic networks. The
framework formally defines key features of cellular neural network signalling and experi-
mental constraints associated with observation and stimulus control, and can accommodate
any appropriate model intracellular dynamics. They claim that the framework is particu-
larly well-suited for estimating the effective connectivity in biological neural networks from
experimentally observable temporal data. However, the framework is unable to estimate
and map the functional topology of complex networks with unknown connectivities.
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2.2.2 Other Adaptive Computing Methods
Apart from effective connectivity analysis, the top-down approaches make use of plenty
of other adaptive computing methods. In this subsection, we present a subset of these ap-
proaches in which we think they can be useful for our study.
2.2.2.1 Reservoir Computing (RC)
A large branch of adaptive computing methods is composed of machine learning algo-
rithms. Within the connectionist discipline of machine learning, the Recurrent Neural Network
(RNN) concept constitutes expressive yet hardly trainable machinery [Haykin, 1999]. Re-
cently, the Reservoir Computing (RC) approach has brought novel insight to learning with
RNNs. RC offers methods for designing and training Artificial Neural Networks (ANN), and
it yields computational and sometimes analytical models for biological neural networks.
There are two leading sorts of RC: the Echo State Networks (ESN) [Jaeger, 2001] and the Liquid
State Machines (LSM) [Maass et al., 2002]. The core contribution of these techniques is the
proposal of a randomly created RNN with a fixed connectivity, i.e. a reservoir, which does
not have stable states and has a fading memory of the previous inputs and network states.
When an input stream (time series) is fed, the reservoir generates a higher-dimensional
spatio-temporal dynamics reflecting the structure in this input stream. The higher dimen-
sional reservoir state can be mapped to a target output stream online, with a second module,
namely a readout.
Echo State Networks (ESN)s are based on the observation that if a random RNN pos-
sesses certain algebraic properties, training only a linear readout from it is often sufficient to
achieve performance in practical applications [Lukosevicius and Jaeger, 2009] (Figure 2.3).
The untrained RNN part of an ESN is called a dynamical reservoir, and the resulting states
are termed echoes of its input history [Jaeger, 2001]. ESNs commonly use simple sigmoid
neurons. The ESN dynamics is described as
xn+1 = f (W inun+1 +Wxn)
yn = f out(Wout[un; xn])
where W is an N × N internal reservoir weight matrix, W in is an N × K input weight
matrix, Wout is an L × (N + K) output weight matrix, xn is an N × 1 state vector for time
step n, un is a K× 1 input vector for time step n, yn is an L× 1 output vector for time step n,
’;’ is the vertical vector concatenation.
Liquid State Machines (LSM), on the other hand, are developed from a computa-
tional neuroscience perspective, aiming at clarifying the principal computational proper-
ties of neural microcircuits [Maass et al., 2002, Maass et al., 2003a, Natschläger et al., 2002,
Maass et al., 2003b] (Figure 2.4). In this sense, LSMs use more sophisticated and biologi-
cally realistic models of spiking integrate-and-fire neurons and dynamic synaptic connec-
tion models in the reservoir. The connectivity among the neurons often follows topological
and metric constraints which are biologically motivated. Inputs to LSMs generally con-
sist of spike trains. In their readouts LSMs originally used multilayer feedforward neu-
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Figure 2.3 — Architecture of Echo State Networks (modified from [Gürel et al., 2010]).
Figure 2.4 — Architecture of Liquid State Machines (adapted from [Maass et al., 2002]).
A function of time (time series) u(·) is input to the liquid filter LM. xM(t) is the liquid
state at time t. f M denotes the memoryless readout function that maps liquid states to the
target output y(t).
ral networks (of either spiking or sigmoid neurons), or linear readouts similar to ESNs
[Maass et al., 2002].
Reservoirs of the LSM-type with spiking neurons and more sophisticated synaptic mod-
els are usually more difficult to implement, to correctly set up and tune, and typically more
expensive to emulate on digital computers than simple ESN-type weighted sum and nonlinear
reservoirs [Lukosevicius and Jaeger, 2009]. Thus ESNs are more widespread for engineering
applications while LSMs are more widespread for biological ones since while the ESN-type
neurons only emulate mean firing rates of biological neurons, spiking neurons are able to
perform more complicated information processing, due to the time coding of the informa-
tion in their signals (i.e., the exact timing of each firing also matters). LSMs are specifically
designed for cortical microcircuits and use continuous perturbations in inhomogeneous dy-
namical systems in order to carry out real-time computations on continuous input streams
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[Maass et al., 2003b].
Although LSMs have been put forward as a way to explain the functioning of brains,
they do not actually explain how the brain functions. At best, they can replicate some parts
of brain functionality. Besides, there is no guaranteed way to dissect a working network and
figure out how or what computations are being performed.
2.2.2.2 Evolutionary Neural Networks
Generally, reservoirs are randomly generated. When it became evident that bet-
ter results could be obtained by optimizing the reservoir to exhibit rich dynam-
ics, rather than randomly generating it, many methods came up to do exactly
that [Ishu et al., 2004, Xu et al., 2005, Bush and Tsendjav, 2005, Babinec and Pospichal, 2005,
Jiang et al., 2008], mainly evolutionary, but with the network size prespecified or optimized
separately from the topology and weights [Chatzidimitriou and Mitkas, 2013].
Evolutionary systems consist of machine learning optimization and classification
paradigms that are roughly based on evolution mechanisms such as biological genetics and
natural selection. In a typical neuroevolutionary system [Yao, 1999, Floreano et al., 2008,
Stanley, 2004], the weights of a neural network are strung together to form an individual
genome. A population of such genomes is then evolved by evaluating each one and selec-
tively reproducing the fittest individuals through crossover and mutation. Most neuroevo-
lutionary systems require the designer to manually determine the topology of networks (i.e.
how many hidden nodes there are and how they are connected).
In contrast, [Stanley and Miikkulainen, 2002, Stanley, 2004] proposed Neuro-evolution of
Augmented Topologies (NEAT) approach in order to automate the search for appropriate
topology configurations and initial weights of neural network function approximators.
NEAT automatically evolves the topology to fit the complexity of the problem by combining
the usual search for network weights with evolution of the network structure. However,
NEAT does not attempt to learn a value function. Instead, it finds good policies directly by
training action selectors, which map states to the action the neuron should take in that state.
However, to create networks that will adapt to the problem at hand, autonomously, with-
out knowing the capacity (in terms of neurons) required to handle the complexity of the
problem, we need evolutionary function approximation methods. To this end, there are vari-
ous methods in the literature [Chatzidimitriou and Mitkas, 2013, Roeschies and Igel, 2010,
Whiteson and Stone, 2006]. In [Whiteson and Stone, 2006], NEAT is used to develop ad-
hoc neural networks without recurrent connections so that learning could be applied
using standard error back-propagation updates to further adapt weights towards a so-
lution. In [Roeschies and Igel, 2010], the authors use their own evolutionary method
to develop ESNs with competitive results in time-series prediction problems. In
[Chatzidimitriou and Mitkas, 2013], reservoirs start minimally and grow through evolution
to solve the problem at hand. Their goal is to have open ended evolution and to create
networks that will adapt to the problem, autonomously, without knowing the number of
neurons, required to handle the problem. In this sense, they are trying to optimize all pa-
rameters of the reservoir, i.e. the connection topology and the weights.
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Basically, these methods select automatically function approximator representations that
enable an efficient individual learning. They begin with an initial network and evolve indi-
viduals that are able to learn better. This evolution takes place with some degree of prob-
ability. Neurons can be removed through crossover if for example the fittest network is
chosen from the two parents to hold the offspring and it happens to be the smaller of the
two parents. Synapses can also be removed through crossover or they can be removed in
order to adjust the network to the density defined in the genome which is (number of active
connections / N2), where N is the number of neurons in the network.
In conclusion, evolutionary studies do not fit to our problem since they do not see the
underlying neuronal network as a black box and the organization of the network does not
evolve according to biological rules.
2.2.3 Biologically-Inspired Cognitive Architectures (BICA)
In the literature, there is a number of cognitive architectures inspired by the human brain
at various resolution levels – namely Biologically-Inspired Cognitive Architectures (BICA). Basi-
cally, BICAs attempt to achieve brainlike functionalities via emulating the brain’s macro-level
architecture without necessarily simulating its micro-level specifics. In this sense, although
there are some bottom-up techniques used in BICAs, we prefer to present all of them under
top-down approaches.
BICAs are entensively reviewed by [Goertzel et al., 2010]. There are basically four cate-
gories of BICAs each having various examples: primarily symbolic architectures, emergentist
architectures, developmental robotics architectures and hybrid architectures.
Primarily symbolic BICAs are based on the physical symbol system hypothesis
[Pelikan, 2005], which states that minds exist generally for manipulating symbols that rep-
resent aspects of the world or themselves. These architectures focus on working memory
that draws on long-term memory as needed, and utilize a centralized control over per-
ception, cognition and action. Well-known examples of symbolic BICAs include SOAR
[Laird et al., 1987], ACT-R [Anderson et al., 2003], EPIC [Meyer and Kieras, 1997], ICARUS
[Langley, 2005] and SNePS [Shapiro et al., 2007]. While these symbolic architectures involve
many precious ideas and have yielded interesting outcomes, there is no clear consensus
among scientists regarding whether such systems would ever be capable on their own of
giving rise to the emergent dynamics and structures required to produce humanlike general
intelligence using feasible computational resources.
In contrast to symbolic architectures, emergentist BICAs are based on the idea that
abstract symbolic processing emerges from micro-level dynamics. These architectures
are generally (but not always) biologically inspired, and designed to simulate biologi-
cal neural networks or other aspects of human brain behavior. Well-known emergen-
tist BICAs are Hierarchical Temporal Memory (HTM) [Hawkins and Blakeslee, 2007], DeS-
TIN [Arel et al., 2009a, Arel et al., 2009b], Integrated Biologically based Cognitive Architecture
(IBCA) [O’Reilly et al., 1998] and Neurally Organized Mobile Adaptive Device (NOMAD)
[Fleischer et al., 2007]. However, although these systems are able to produce emergent be-
haviors, they do not consider the underlying neuronal network as black box.
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Some emergentist BICAs focus on developmental robotic architectures that aim at con-
trolling robots without hard-wiring of macro-level behaviors, allowing robots to learn (and
perhaps learn how to learn, etc.) through their interaction with the real world (for a review
see [Liu and Sun, 2012]). This is important from the point of view of robotics since robots
explore the real world guided by their internal goals, forming a model of the real world
as it moves along, based on the modeling requirements implied by their goals. Many of
the foundations of developmental robotics area were based on Schmidhuber’s studies in
the 1990s [Schmidhuber, 1991, Schmidhuber, 1990, Storck et al., 1995, Schmidhuber, 2003].
Now, there are more impressive practical demonstrations thanks to more powerful com-
puters and robots [Schmidhuber, 2007]. Well-known developmental robotics BICAs are Dev
[Han et al., 2002], SAIL [Weng et al., 2000] and R-IAC [Baranes and Oudeyer, 2009]. How-
ever, although there are impressive practical demonstrations in this fascinating research
area, the learning and representational mechanisms underlying the current architectures
are still not powerful enough to lead to human child level intelligence [Goertzel et al., 2010]
such as sensorimotor behaviors. This is because high-level reasoning (intelligence tests or
playing checkers) requires very little (simple) computation, but low-level sensorimotor skills
(perception and mobility) require enormous (complex) computational resources2. Remem-
bering that the synaptic effective connectivity problem we deal in this thesis is based on senso-
rimotor behaviors, it is easy to say that these developmental robotic architecture studies are
not useful for us.
To overcome the advantages and disadvantages of the symbolic and emergentist ar-
chitectures, recently many researchers are motivated to design hybrid architectures by
putting symbolic and emergentist paradigms together [Nilsson, 2007]. Some existing hy-
brid BICAs are CLARION [Sun and Zhang, 2004], DUAL [Nestor and Kokinov, 2004], LIDA
[Friedlander and Franklin, 2008], MicroPsi [Bach, 2009], PloyScheme [Cassimatis, 2007],
Shruti [Shastri, 1999] and OpenCogPrime [Goertzel, 2009]. However, from the synaptic effec-
tive connectivity problem point of view, the aforementioned disadvantages remain the same.
In conclusion, BICAs are intended to present loosely similar behaviors to a brain, based
on internal micro-level structures that are conceptually inspired by the brain (and not just the
mind). Thus, we would not expect to be able to compare data drawn from the internals of a
BICA (point for point) with data drawn from neurological instrumentation. Consequently,
they are not suitable for the synaptic effective connectivity problem since we want to obtain a
conflict between the artificial systems output data and neurological data.
2.3 Bottom-Up Approaches
The bottom-up approaches deal with explaining the macro-level behaviors by integrating
what is known on micro-level.
These approaches can be roughly separated into two categories: Biological Neural Network
(BNN) simulators and biologically-inspired approaches.
2The paradox was articulated by Hans Moravec, and thus named as Moravec's Paradox, in the 1980s
[Moravec, 1988].
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2.3.1 Biological Neural Network (BNN) Simulators
Theory and simulations of networks bring a lot of insight on how the nervous system
works from a bottom-up approach, for example they tackle the question, how a specific net-
work architecture generates the activity patterns observed in the brain, or activity patterns that are
essential for its functioning? since as indicated by [de Garis et al., 2010], one important re-
quirement for building brain-like intelligent artificial systems is the knowledge of connec-
tivity patterns and dynamical parameters; in other words its effective connectivity.
In this sense, a growing number of computer simulation tools for neuro-
science have appeared (for example, [Hines and Carnevale, 1997, Bower et al., 2003,
Diesmann and Gewaltig, 2002, Goodman and Brette, 2008, Piotrkiewicz et al., 2009]). Such
tools enable to obtain precise simulations of a given computational paradigm. These
tools are designed for a combination of different neuron models (from single- to multi-
compartment, from conductance-based to integrate-and-fire), different simulation strategies
(from clock-based to event-based, from standalone to distributed) and different utility tools
(from simple ones to sophisticated ones) – for a review see [Brette et al., 2007].
In the following, we first present the common properties of BNN simulators and then we
present large-scale brain simulators which are quite popular recently.
2.3.1.1 BNN Simulators in General
Basically all BNN simulators are interested in modeling a neural network with anatomi-
cally inspired connectivity at the resolution level of individual neurons and/or compartmen-
tal neurons. In these simulators, given that there is experimental data and some insight into
the workings of the experimental system, it is the simulation scientist’s task to design the
whole model.
Designing a model means exactly specifying the neural system: The simulation scientist
must tell the simulator how many neurons he/she wishes to have, what types they should
be of and to which neurons each neuron should be connected and how. For facilitating the
design process, there are tools [Natschläger et al., 2002] and techniques [Herzog et al., 2009]
developed to estimate various parameters of biological neural networks, including connec-
tivity, from diverse experimental data (neuroimaging, physiology) with the intent to use
them for modeling. Furthermore, some simulators provide topology modules that offer the
functionality required to create structured networks that can be defined based upon the
anatomical data. However, it is still up to the simulation scientist to create a neuronal net-
work model that makes sense. After designing the model, to understand what such a model
is doing, it is simulated. The general approach is then applying stimuli and observing what
each neuron is doing in response. Finally, the simulation scientists are trying to calibrate
and further validate their model for determining to what extent its activity is similar to that
recorded in the experimental one – see for example [Izhikevich and Edelman, 2008]. How-
ever such an approach is not useful for finding the relation between the microscopic rules
and the macroscopic properties (e.g., when the complexity of biological neural networks
does not allow to directly relate their biophysical properties to the dynamics of their electri-
cal activity).
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Interestingly, bottom-up approaches also extracted some self-organizing features about
neural networks. For instance, it is well known among neuroscientists that sim-
ple spiking network models are capable of organizing themselves to generate collec-
tive delta-, alpha-, and gamma-frequency rhythms [Izhikevich, 2003, Izhikevich, 2006,
Ananthanarayanan and Modha, 2007b].
2.3.1.2 Large-Scale Brain Simulators
It is also worth mentioning large-scale brain simulation studies among the bottom-up ap-
proaches. Large-scale brain simulators are intended to display both closely similar functions
to a brain or part of it (therefore macro-level), and closely similar internal structures and dy-
namics (micro-level). Obviously, these studies are different from BICAs in which the only
objective is to display closely similar macro-level behaviors.
Currently, there are many large-scale brain simulators in the literature (see
[de Garis et al., 2010] for a review). Although an impressive scale of millions of neurons
has been achieved, they lack effective connectivity and thus functional behaviors. These
simulators mainly focus on creating a wiring diagram of all the neurons in the brain
[Rosen et al., 2010, Markram, 2006, Ananthanarayanan and Modha, 2007b].
The Human Brain Project (HBP)3 [Markram, 2006]4 aims to create a wiring diagram of all
the neurons in the human cerebral cortex (which takes up about 80 % of the volume of the
brain). Cerebral cortex first appeared within the mammals, thus in this project they use
innovative techniques developed for automatically imaging slices of mouse and cat brain,
yielding terabytes of data so far. The project’s researchers think that the only effective differ-
ence between the cortex of a human and a mouse is that humans have many more neocor-
tical columns. Recently5, they have developed a statistical model that predicts the locations
of synapses between neurons with an accuracy within 75 to 95 percent as compared to a real
rodent brain.
The Human Connectome Project (HCP)6 [Rosen et al., 2010] is an ambitious effort to map
the neural pathways that underlie human brain function. The HCP proposes to resolve
this by using new-generation fMRI machines to trace the connectomes of more than 1,000
individuals. However, rather than focusing on synaptic effective connectivity, they focus on
the structural connectivity (connectome) of human brain.
The Cognitive Computation (Synaptronics) Project (CCP) focuses on supercomputer
models of the cortex, the outer information processing layer of the brain, us-
ing simpler neuron models [Frye et al., 2007, Ananthanarayanan and Modha, 2007a,
Ananthanarayanan and Modha, 2007b]. In 2009, team members at IBM and Lawrence Liv-
ermore National Laboratory showed they could simulate the activity of 900 million neurons
connected by 9 trillion synapses, more than in a cat’s cortex [Ananthanarayanan et al., 2009].
But as it has been the case for all such models, its simulations were quite slow. The computer
3http://www.humanbrainproject.eu/, last access on 15 April 2013.
4The predecessor of this project was called The Blue Brain Project.
5http://www.sciencedaily.com/releases/2012/09/120917152043.htm, last access on 15 April
2013.
6http://www.humanconnectomeproject.org/, last access on 15 April 2013.
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needed many minutes to model a second of brain activity.
Another project, namely Brains in Silicon (BiS)7, conducted by Kwebena Boahen aims
at understanding how cognition arises from neuronal properties [Wen and Boahen, 2009]
by designing integrated circuits that emulate the way biological neurons compute. So
far, they designed and built a silicon retina to give blind persons some degree of sight
[Wen and Boahen, 2009] and a self-organizing chip to emulate the way a developing brain
wires itself up [Boahen, 2003]. However, they are still far from explaining how neuronal
properties (micro-level) are linked to cognition (macro-level) [de Garis et al., 2010].
Unlike the above simulators, a recent large-scale simulator called Spaun
[Eliasmith et al., 2012] performs several functional tasks based on the activity of 2.5
million simulated neurons that are organized into subsystems resembling different brain
areas and wired up to provide functionality [Machens, 2012]. Spaun’s most important
weakness is that it is essentially hard-wired and cannot learn completely new functions.
Recently, another effective connectivity project called The Brain Activity Mapping project
initiated [Alivisatos et al., 2012]. Although they do not have any results yet, such an attempt
shows that researchers are becoming more and more aware of the importance of effective
connectivity.
In conclusion, considering BNN simulations, especially large-scale brain simulations,
it is possible to say that they are not successful enough since we do not know yet the
intermediate-scale (meso-level) interactions in the CNS (still technically impossible). More-
over, although neurons in these simulations use biological rules, the connectivity is hard-
wired. However, effective connectivity is not hard-wired.
2.3.2 BNN Inspired Computational Approaches
Biologically-inspired computing is a field of scientific study that combines the fields
of biology, computer science and mathematics. Biologically-inspired computing ap-
proaches basically propose computational solutions to real world problems inspired
from living systems. In traditional Artificial Intelligence (AI) approaches (for a review
[Russell and Norvig, 2010]), intelligence is often programmed top-down: the designer is the
creator, makes something and imbues it with its intelligence. Biologically-inspired compu-
tational approaches, on the other hand, takes a more bottom-up, decentralized approach: the
designer specifies a set of simple rules, a set of simple organisms which adhere to those
rules, and a method of iteratively applying those rules. After several generations of rule
application it is usually the case that some forms of complex emergent behavior arise.
From the BNN point of view, self-organizing neural network studies can be classified as
biologically-inspired computing, since the objective is to give bottom-up collective macro-level
behavior or structure. While some of these studies are only able to change the structure of
the system (e.g., Self-Organizing Maps (SOM) [Kohonen and Honkela, 2007, Kohonen, 1988]),
some others are able to change both the structure and the size of the system. In this thesis, we
focus on the latter since in our problem the underlying neuronal network has to be treated
as a black box.
7http://www.stanford.edu/group/brainsinsilicon/, last access on 15 April 2013.
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There are various self-organizing neural network models in the literature that do not
have a predefined structure and size. Most of these models add new neuron(s) to support
the neuron that has accumulated the highest error during previous iterations or to support
topological structures, e.g., Self-Organizing Feature Maps (SOFM) [Villmann et al., 1997] and
Growing Neural Gas (GNG) [Fritzke, 1994]. In these models, new neuron(s) are added every
λ iterations, where λ is a constant.
There are also adaptive neural network models [Kaylani et al., 2010,
Vigdor and Lerner, 2007] which are based on Fuzzy ARTMAPs [Carpenter et al., 1992].
ARTMAP [Carpenter et al., 1991] is a supervised self-organizing neural network model
which is based on Adaptive Resonance Theory (ART). Fuzzy ARTMAP-based models (FAM) can
automatically adapt to changing environments. While learning, FAM can add new nodes
that can be plastic to new environmental stimuli. FAM are mainly used for classification
purposes and can generally achieve good accuracy with small number of nodes.
Apart from these models, [Marsland et al., 2002] proposed another network model that
Grows When Required (GWR). In GWR, both the nodes (neurons) and edges (synapses) can be
created and destroyed during the learning process. Rather than adding a new neuron after
every λ inputs, new neurons can be added at any time. The new neurons are positioned
depending on the input and the current best neuron, rather than adding them where the
accumulated error is the highest. In this sense, GWR needs access to global information
for selecting the best matching neuron. New synapses are added if there is no connection
between the best matching neuron and the second best. Moreover, GWR associates an "age"
with each synapse for handling the removal of synapses. This "age" is originally set to zero,
and is incremented at each time step for each synapse that is connected to the best neuron.
Synapses that exceed some constant agemax are removed from the network.
Mano et al. [Mano and Glize, 2005], on the other hand, present an approach to self-
organization in a dynamic neural network by assembling Cooperative Neuro-Agents (CNA).
The network is initialized with only unconnected CNAs and then during a learning period,
the network self-organizes. The network of CNAs they presented is able to define criteria
for adapting the genotypic transfer function, node strengths, connectivity between nodes,
neuron proliferation, and even neuron deaths.
In contrast to the above models, there are other self-organizing neural network models
that use biological rules for changing the organization of the network. [Lazar et al., 2009]
propose a Self-Organizing Recurrent Neural Network (SORN) model, that combines three dis-
tinct forms of biological local plasticity8 to learn spatio-temporal patterns. In SORN, initial
connections are sparse and random with a degree of probability. Moreover, direct connec-
tions between inhibitory neurons are not present. [Martin and Reggia, 2010], on the other
hand, focus on the self-assembly of recurrent neural network architectures using swarm in-
telligence. Their method involves network growth in a three-dimensional space, and cell
migration and division, along with axon-axon interactions, play an important role in the
growth process. However, rather than functionality, they are more focused on self-assembly
8Three forms of local plasticity are: Spike-Timing Dependent Plasticity (STDP) [Song et al., 2000], synaptic scal-
ing of the excitatory-excitatory connections [Turrigiano et al., 1998], and intrinsic plasticity regulating the thresh-
olds of excitatory units.
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in physical space involving geometrical relations.
In conclusion, BNN inspired computational approaches are usually less faithful to bio-
logical rules and aim at solving real world problems rather than purely simulating BNNs.
As a result, we cannot used them directly to tackle the synaptic effective connectivity problem.
However, we can inspire from them.
2.4 Overall Conclusions & Discussion
In this chapter, the main computational techniques for understanding Biological Neural
Network (BNN) and the techniques inspired from BNNs are presented. Different limitations
have been underlined.
Roughly speaking, there are two different computational approaches: top-down and
bottom-up. Both top-down and bottom-up approaches increased our understanding especially
at the micro-level. However, the transition from micro- to macro-level still relies on mathe-
matical arguments. It is still unknown which microscopic rules under which conditions are
useful at the macroscopic level [Gerstner et al., 2012]. Consequently, both approaches fail to
capture successfully which micro-level behaviors of neuronal systems cause which macro-level
complex behaviors.
As it is the case for the top-down approaches, a considerable amount of bottom-up ap-
proaches also make use of neuroimaging data. Neuroimaging is a well-studied domain; see,
for instance, [Braitenberg and Schüz, 1991], a brilliant book, which contains a lot of useful
information about cortical networks that has been gathered from many sources. However,
it is still not proven that neuroimaging techniques can produce a reliable picture of normal
connectivity, never mind the types of abnormal connection likely to be found in brain disor-
ders, and some researchers argue that the techniques have not been adequately validated
[Bardin, 2012].
To be able to make real progress towards understanding human synaptic effective con-
nectivity, we need novel approaches that are adapted to the specific characteristics and chal-
lenges of human CNS data and to the lack of anatomical and effective connectivity infor-
mation as described in Chapter 1. Since the underlying neural circuitry has to be treated
as a black box and consequently we do not know exactly the number of neurons and their
synapses, we need techniques that can self-replicate this black box preserving both micro-
scopic and macroscopic rules as biologically plausible as possible. Such a technique has to
provide the transition from microscopic to macroscopic scales in a computationally intelli-
gent manner. In addition, each synapse and neuron artificial replication should be created or
removed based on neurobiological rules for preserving biological plausibility. We can then
use the benefits of the resulting complex-network representation of spatially and temporally
correlated signals to extract topological features that may be informative of the underlying
dynamical processes.
Obviously, we need a new self-organizing neuronal network model that deals with the
drawbacks of the existing approaches and provides a solution to the synaptic effective con-
nectivity problem. There are self-organizing neuronal network models as described in this
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chapter, unfortunately none of them satisfies these requirements totally (Table 2.1). In our
opinion, this is because most of these models are not designed from an engineering per-
spective for generating desired emergent behaviors. The neurons in these models gener-
ally use well-known self-organizing behaviors of real neurons (e.g., STDP) and a number
of them are created to form a network either randomly or by using some global network
parameters (such as parameters related to the network topology). Then the common ap-
proach is to feed this network with inputs (generally with spike trains) and observe where
the self-organization goes (without knowing which macro-level output will be produced), or
supervise the network for obtaining the desired macro-level outputs.
On the one hand, comparisons with self-organizing and evolutionary neural network
models show that we need to think designing a new emergent neural network model since
emergence is crucial to be able to define the transition from micro-level to the macro-level with-
out relying on mathematical arguments. On the other hand, comparisons with existing ef-
fective connectivity studies show that these techniques cannot be used for estimating the
effective connectivity in human neuronal pathways.
Based on the above observation, we claim that a novel computational model which is
based on principles of artificial self-organizing systems has to be designed. In order to be able
to relate micro-level behaviors to the macro-level ones, such a self-organizing model has to
be biologically plausible in both levels and the organization of the network has to rely on
biological constraints. The neurons in such a model have to be able to find their right orga-
nization by themselves, as a result macro-level behaviors have to emerge. Such an emergent
model can only be possible if both neurons and synapses in the network can be self-added,
self-removed or self-modified.
In short, our hypothesis is that to be able to explore the synaptic effective connectivity (bio-
logical neuronal wiring) in humans, we need an emergent model that emulates the micro-level
dynamics and incorporates the macro-level complexity of the whole network. However, be-
fore designing such a model, it is necessary to put forward what an artificial self-organizing
system is, what their common features are etc. In the following chapter, we will extensively
focus on this topic.
46 Exploration of Biological Neural Wiring using Self-Organizing Agents
2.4. Overall Conclusions & Discussion
2
Table 2.1 — Comparison of the state of the art approaches related to understanding hu-
man Central Nervous System (CNS) with respect to the requirements of the human synaptic
effective connectivity problem.
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3Theory & Tools for the Study
3.1 Introduction
AS stated in the state of the art of this thesis (Chapter 2), in order to mimick human neu-ronal pathways, an emergent computational model whose elements self-organize is
required to be able to achieve efficient results. However, mimicry may involve morphology,
behavior, and other properties. In our case such a mimicry can be obtained by simulating
the functional behavior of the underlying neuronal pathway since we have more accurate
information about its functional behavior. In this sense, for reproducing the behavior of hu-
man neuronal pathways into an artificial system, we have chosen the Adaptive Multi-Agent
Systems (AMAS) theory [Capera et al., 2003], an artificial self-organization technique based
on the theorem of functional adequacy. The AMAS theory is built on top on Multi-Agent
Systems (MAS) [Wooldridge, 2002] and guarantees a functional equivalence if behaviors of
underlying agents are defined correctly. As a natural result of this decision, we have cho-
sen to use Agent-based Modeling and Simulation (ABMS) technique for the simulation work
[Gürcan et al., 2010].
The organization of this chapter is as follows. First, we provide some general definitions
about MAS, and discuss their dedicated usage (Section 3.2). Second, the AMAS theory (Sec-
tion 3.3) on which the agent-based neuronal network model is based is presented. Then,
the ADELFE methodology developed for the design of AMAS is also introduced (Section
3.4). After, ABMS is introduced and the tools that are suitable and required for this thesis
are discussed (Section 3.5). Finally, the conclusion summarizes the advantages of the AMAS
theory and the tools chosen, and underlines why we think they are the best choices to be
used for mimicking human neuronal pathways (Section 3.6).
3.2 Agents and Multi-Agent Systems
There is not one admitted definition for agents and Multi-Agent Systems (MAS), but some
common characteristics can be found in the literature. A commonly used definition for an
agent is the following, taken from [Ferber, 1995]:
An agent is an autonomous physical or virtual entity able to act (or communicate) in a
given environment given local perceptions and partial knowledge. An agent behaves in
order to reach a local objective given its local competences.
Designing Multi-Agent Systems (MAS) means to build systems made of these entities that
interact together using diverse interaction means aiming at giving the system a behaviour
through the definition of the agents’ behavior. By interacting together, agents form an orga-
nization, and this organization is what makes the system to exhibit a global functionality. By
changing the organization of the agents, the system changes the way it realizes the function-
ality [Camps et al., 1998]. While this can actually characterize any system made of elements
connected together, MAS focuses on modifying the organization in an autonomous way by
the agents. Inversely, more traditional approaches decompose the problem into indepen-
dents sub-problems and thus address the question in a reductionist way. Most of the time
this implies static connections between the elements.
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A reductionist decomposition of a problem or a solution is a decomposition in indepen-
dent sub-elements, which when taken altogether gives the possibility to understand the
whole of their composition. On the other hand, emergence characterizes the fact that from
the elements of a composition, some phenomena can be observed that are not understand-
able directly from the sum of the elements of the composition. As a result, unlike traditional
approaches in MAS, the "operational part of how the solution [of the problem] is found" is
taken in charge by the (self-)organization of the agents of the system and not by the designer
of the system [Demazeau, 1995]. This is what is sometimes called the collective intelligence
[Camps et al., 1994, Ferber, 1995] or the collective (emergent) behavior [Demazeau, 1995] of
the system.
[Camazine et al., 2001] explain the same phenomena in their "Self-Organization in Biol-
ogy" book as follows:
Self-organization is a process in which pattern at the global level of a system emerges solely
from numerous interactions among the lower-level components of the system. Moreover,
the rules specifying interactions among the system's components are executed using only
local information, without reference to the global pattern.
Scientists have often approached the problem of self-organization as part of the wide
subject of science of complexity. Many researchers in complexity science refer to complex adap-
tive systems as a general term which covers both living and non-living systems that exhibit
properties of self-organization. Naturally MAS is well-suited for designing such complex
adaptive systems [Gleizes et al., 2011]. As described in Chapter 2 of this thesis, the human
nervous system itself is also a complex adaptive system and this motivates us to use MAS for
tackling the synaptic effective connectivity problem.
The challenging part when designing an MAS is to find which elements of the system
should be defined as agents, and what their behaviors should be. This is important for
finding the adequate decentralized coordination algorithms for the agents to organise in an
adequate way to solve the problem. This confers adaptability to the system in the sense that
the functionality of the system is not decomposed into distinct sub-problems in a reductionist
fashion. Instead, the functionality of the system emerges from the interaction of the agents
and failure in parts of the system can be absorbed by re-organisation [Capera et al., 2003].
Combined with the models, different approaches exist to design such systems. These
approaches are sometimes accompanied by development methods. In our case, we have
chosen the AMAS theory which is backed-up by the ADELFE methodology.
3.3 The Adaptive Multi-Agent Systems (AMAS) Theory
As mentioned above, understanding how to engineer the correct self-organization be-
havior is a major concern for self-organizing systems: how desirable emergent behaviors
can be correctly engineered? and how undesirable behaviors can be avoided given the re-
quirements and the application environment? To tackle these issues, the Adaptive Multi-
Agent System (AMAS) theory [Gleizes et al., 2008, Capera et al., 2003, Gleizes et al., 1999,
Camps et al., 1998] was proposed.
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The AMAS theory cannot be fully used to design all the complex systems and all kinds
of simulations of these systems [Georgé et al., 2011]. The application field is concerned by
applications with the following characteristics:
3 The application is complex in the sense of complex systems.
3 The control and the knowledge can (and often have to) be distributed.
3 There is a problem to solve. The problem can be expressed as a task or a function to
realize or a structure to be observed, et cetera.
3 The application objective can be very precise such as the optimization of a function or
more diffuse such as the satisfaction of the system end-users.
3 The system has to adapt to an endogenous dynamics (with the add-ons or removing of
parts of the system) or exogenous (with the interaction with its environment).
3 The system is underspecified. In this case, the adaptation is a means to design it (see
[Bernon et al., 2011]) and thus it can adapt to new constraints not forecasted at the spec-
ification phase [Gleizes et al., 2011].
The main objective of the AMAS theory is to provide means to enable the system to find
its right configuration in a given environment in order to remain in adequacy with this envi-
ronment. This can also be interpreted as to design interacting autonomous agents with local
knowledge which would collectively provide the global system with a coherent behavior.
This collective function is neither hard-coded in the system nor spontaneous but emerges
from the cooperative interactions at the agent-level according to the theorem of functional ad-
equacy.
3.3.1 The Theorem of Functional Adequacy
In the AMAS theory, cooperation is the criterion that makes an agent decide to modify
its behavior and/or interactions with others in order to indirectly adapt the function per-
formed at the collective level [Georgé et al., 2004]. Cooperation is the process of working or
acting together to reach a common global goal, which can be accomplished by agents. Co-
operation is an extensively studied topic in the literature [Axelrod, 1984, Huberman, 1991,
Heylighen, 1992]. Heylighen sums up the benefit of cooperation as: "Everybody will agree
that cooperation is in general advantageous for the group of cooperators as a whole, even
though it may curb some individual’s freedom" [Heylighen, 1992].
The AMAS [Gleizes et al., 1999] theory is based upon the following theorem that de-
scribes the relation between cooperation in a system and the resulting functional adequacy of
the system. Functional, here, refers to the function the system is producing, in a broad mean-
ing, i.e. what the system is doing, what an observer would qualify as the behaviour of a
system. And adequate simply means that the system is doing the right thing, judged by an
observer or the environment. So functional adequacy can be seen as having the appropriate
behaviour for the task. A complete demonstration of this theorem is given in [Glize, 2001].
52 Exploration of Biological Neural Wiring using Self-Organizing Agents
3.3. The Adaptive Multi-Agent Systems (AMAS) Theory
3
Theorem: For any functionally adequate system, there exists at least one cooperative internal
medium system that fulfils an equivalent function in the same environment.
Definition: A cooperative internal medium system is a system where no Non-Cooperative
Situation (NCS) exist.
Definition: An agent is in a NCS when:
3 (¬cper) a perceived signal is not understood or is ambiguous;
3 (¬cdec) perceived information does not produce any new decision;
3 (¬cact) the consequences of its actions are not useful to others.
Cooperation implies that the activities of the agents are supplementary, and dependency
links and solidarity exist between them. They have a cooperative attitude that satisfies four
properties:
1. Sincerity: If an agent knows that a proposition p is true, it cannot say anything different
to others;
2. Willingness: Agents try to satisfy a request if it is coherent with their own skills and
the current state of the world, and if no prejudice results from the action, either to the
acting agent or to another. If there is a resulting prejudice, refer to property three;
3. Fairness: They always try to satisfy, when it is possible, agents with the higher level of
difficulty or criticality;
4. Reciprocity: Each agent of the same society knows that it and the others verify these
three main properties.
The objective is to design systems where agents:
3 do the best they can when they encounter difficulties. These difficulties can be viewed
as exceptions in traditional programming. From an agent point of view, we call them
Non-Cooperative Situations (NCSs). An agent locally tries to detect such failures and try
to repair them. These NCSs can be related to the internal state of the agent or to its
interactions with its environment (the other agents and the system environment);
3 anticipate NCSs. The agent always chooses the actions with minimal disturbance to
the other agents it knows. It tries to anticipate [Doniec et al., 2005] (for him and others)
problems that can introduce NCSs;
3 are cooperative towards the system and other agents. The first point implies that agents
not reaching their own goal can be seen as generating NCSs that must be repaired. Be-
ing cooperative toward other agents implies that when detecting or anticipating NCSs
agents try to always help agents with the higher level of difficulty.
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In others words, the AMAS theory considers that the agents, by trying to always have
a cooperative attitude, act by re-organizing their acquaintances and interactions adequately
with the others agents.
Up until now, seven sub-types of NCSs have been identified:
3 incomprehension(¬cper): the agent cannot extract the semantic contents of a received
stimulus,
3 ambiguity(¬cper): the agent extracts several interpretations from a same stimulus,
3 incompetence(¬cdec): the agent cannot benefit from the current knowledge state during
the decision,
3 unproductiveness(¬cdec): the agent cannot propose an action to do during the decision,
3 concurrency(¬cact): the agent perceives another agent which is acting to reach the same
world state,
3 conict(¬cact): the agent believes that the transformation it is going to operate on the
world is incompatible with the activity of another agent,
3 uselessness(¬cact): the agent believes that its action cannot change the world state or it
believes that the results for its action are not interesting for the other agents.
These NCS subtypes do not necessarily exist in every AMAS application and thus can
exist with different combinations depending on the application.
3.3.2 Consequence of the Functional Adequacy Theorem
The theorem of functional adequacy means that only a subset of particular systems
(those with cooperative internal mediums) has to be used (and hence understood) for
obtaining a functionally adequate system in a given environment. The AMAS theory
concentrates on a particular class of such systems, those with the following properties
[Gleizes et al., 1999]:
3 the system is cooperative and functionally adequate with respect to its environment. Its
parts do not ’know’ the global function the system has to achieve via adaptation;
3 the system does not have an explicitly defined goal, rather it acts using its perceptions
of the environment as a feedback in order to adapt the global function to be adequate.
The mechanism of adaptation results from each agent trying to maintain cooperation
using their skills, representations of themselves, other agents and the environment;
3 each part only evaluates whether the changes taking place are cooperative from its point
of view – it does not know if these changes are dependent on its own past actions;
3 basically, the idea is that it is easier and more efficient to design systems by focusing
on the agent and the cooperative self-organizing mechanisms which will result in the
adequate system, than trying to produce the right global system directly.
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Figure 3.1 — In the AMAS approach, the emergent function g is the result of the combi-
nation of the partial functions hi.
This way of engineering systems has been successfully applied on various appli-
cation domains such as ambient systems [Guivarch et al., 2012], manufacturing control
[Kaddoum and Georgé, 2012], maritime surveillance [Brax et al., 2013b, Brax et al., 2013a,
Brax et al., 2012], optimization [Combettes et al., 2013, Combettes et al., 2012], biopro-
cesses control [Videau et al., 2011], crisis management [Lacouture et al., 2011], user pro-
filing [Lemouzy et al., 2010], simulation of the functional behavior of a yeast cell
[Bernon et al., 2009], aircraft/avionics design [Welcomme et al., 2009], dynamic ontologies
[Ottens et al., 2007] and aeronautical mechanisms design [Capera et al., 2004]. In each, the
local cooperation criterion proved to be relevant to tackle the problems without having to
resort to an explicit knowledge of the goal and how to reach it.
3.3.3 Generic AMAS Architecture
Now let’s sum up what is described above to define a generic formal AMAS architec-
ture. In AMAS, it is considered that each cooperative agent ai of a system achieves a partial
function hi of the global function g (see Figure 3.1). g is the result of the combination of the
partial functions hi, denoted by the operator "◦". The combination being determined by the
current organization of the agents, we can deduce g = h1 ◦ h2 ◦ ... ◦ hn, by transforming the
organization, the combination of the partial functions is changed, and therefore the global
function g changes. This is a powerful way to adapt the system to the environment.
A cooperative agent ai in the AMAS theory has the four following characteristics. First,
an agent is autonomous in its decision taking: an agent can say "no" or "go" (start some activ-
ity). Secondly, an agent is unaware of the global function of the system; this global function
emerges (of the agent level towards the multi-agent level). Thirdly, an agent can, on the one
hand, try to avoid NCSs and, on the other hand, detect NCS and acts to return in a cooperative
state. And finally, a cooperative agent is not altruistic in the meaning that an altruistic agent
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always seeks to help the other agents whatever its situation is. It is benevolent, i.e. it seeks to
achieve its goal while being cooperative.
More formally, the behaviour of an AMAS agent1 can be described with the algorithm
given in Algorithm 3.1. This algorithm may be viewed as a formal representation of the co-
operative attitude of the agents described previously: according to the AMAS theory, agents
have to be able to detect when they are in a NCS and in which way they can act to come
back in a cooperative situation.
In the algorithm, there are two main states to which the decision process may be con-
fronted: either the agent is in a cooperative situation (depending on its perceptions) (the
function called inCooperativeSituation() returns the value true), or it is in an NCS (the func-
tion called inCooperativeSituation() returns the value false). In the first state, the agent simply
chooses the action with the highest priority among those which can be executed (function
called executeUtilityAction()). These actions are said to be utility actions in the algorithm,
meaning that they are useful for the goal of the agent, for another agent or for the system. If
the agent can prevent an NCS, these actions also avoid to generate a new NCS. In the other
state, the agent is in an NCS, and, in addition to some possible utility action, it will choose
the corrective action with the highest priority depending on its perceptions (function called
executeNcsCounteredAction()).
Following such an algorithm, agents always try to stay in a cooperative situation, and
so the whole system converges to a cooperative state within and with its environment. This
leads, according to the theorem of functional adequacy, to an adequate system.
Thus, this algorithm describes the typical decision process of a generic AMAS agent. But
the NCSs and the actions which could be applied to solve them are not generic: designers
have to write their own NCS set and related actions for each kind of agent they wish the
system to contain. This work must be performed during the design of the agents: the de-
signer must exhaustively find all the NCS which could occur for each kind of agent and, for
each one, find the relevant actions which could solve the lack of cooperation. Methods (like
ADELFE) can help for this (see Section 3.4).
3.3.3.1 Suppression of Non-Cooperative Situations
As mentioned above, when a cooperative agent does not encounter any NCS, it exe-
cutes its nominal behavior. The nominal behavior is the basic behavior when all is well
for the agent. However, when harmful things happen (NCS) to an cooperative agent, it
has to correct some or all of these bad events. To do so, it chooses a cooperative behav-
ior with the highest priority for returning to a cooperative situation or anticipatory attempt
to avoid NCSs. According to their priorities (from highest to lowest), possible cooperative
behaviors an agent can perform are grouped in three layers: tuning, reorganization and
evolution behaviors. As a result, a cooperative agent has a four-layered behavioral model
[Bernon et al., 2009] as shown in Figure 3.2. These layers as described below:
3 Nominal Behavior. The nominal behavior of an agent is based on the perceive-decide-
1We use the terms "agent", "cooperative agent" and "AMAS agent" interchangeably.
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Algorithm 3.1: The typical decision process of a generic AMAS agent. In this algo-
rithm, P denotes the set of possible percept sets (perceptions, representations or skills)
at a given time for the agent; A denotes the set of possible action sets for the agent;
(p, a) denotes the rules of possible behaviors for the agent, i.e. the actions to be exe-
cuted for a given percept set; NCSR denotes the set of behavior rules (p, a) correspond-
ing to the detection of a NCS and the associated corrective actions; SR denotes Skill
Rules, the set of behavior rules (p, a) corresponding to the possible actions depending
only on perception sets (without having to refer to the beliefs of the agent); BR: Belief
Rules, the set of behavior rules (p, a) corresponding to the possible cooperative ac-
tions for given percept sets and by referring to the beliefs (to evaluate the cooperation);
((p1, a1)  (p2, a2): " " expresses a priority relationship of the behaviour (p1,a1) over
(p2,a2).
1: P: set of possible percepts
2: A: set of possible actions
3: (p, a): rules of possible behaviors
4: NCSR: set of (p, a) corresponding to the detection of a NCS and the associated
corrective actions
5:
6: procedure action(p: P) { // p is the current percept set of this agent
7: if inCooperativeSituation(p) then executeUtilityAction(p)
8: else // this agent is in a non-cooperative situation
9: executeNcsCounterAction(p)
10: executeUtilityAction(p)
11: endif
12: }
13:
14: function inCooperativeSituation(p: P) return boolean {
15: for each (p′, a′) ∈ NCSR
16: if (p′ ⊆ p) return false
17: return true
18: }
19:
20: function executeUtilityAction(p: P) {
21: for each (p′, a′) ∈ SR ∪ BR | p′ ⊆ p
22: if (p′ ⊆ p) return false
23: return true
24: }
25:
26: function executeNcsCounterAction(p: P) {
27: for each (p′, a′) ∈ NCSR | p′ ⊆ p
28: if (@(p′′, a′′) ∈ NCSR | p′′ ⊆ p) and (p′′, a′′)  (p′, a′) do a′
29: }
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Figure 3.2 — Four-layer model of a self-adaptive agent [Bernon et al., 2009].
act lifecycle. Basically, this behavior corresponds to whatever this agent does unless
the agent is in a non-cooperative state. The nominal behavior can sometimes be so
complex (specification of a wide range of situations associated with smart actions) that
an agent may appear to be adaptive whereas it only behaves contextually. Thus, the
limit between nominal adaptation and actual adaptation is often problematic.
3 Tuning Behavior. This first layer in the cooperative layer of an agent tries to solve the
NCSs encountered by this agent by modifying the parameters that take an active part
in its nominal behavior. When being faced up to endogenous (exception or error while
executing the nominal behavior) or exogenous (messages from other agents, conflict or
concurrence of actions etc.) NCSs, an agent tries first to tweak these parameters in order
to remove these cooperation failures.
3 Reorganization Behavior. If uselessness or incompetence NCSs encountered by an agent
during the previous behavior layers cannot be suppressed by tuning, this agent tries
then to modify the way in which it interacts with its environment and/or other agents.
For instance, it can try to change the way in which it interacts with other agents or try
to establish new relationships with different agents.
3 Evolution Behavior. It is the last kind of modification an agent can perform to solve any
problem coming from the previous layers and, more precisely, coming from reorgani-
zation failures (see Figure 3.2). Evolution actions concern system openness and consist
in creating new agents or removing itself. New agents are generally created when the
reorganization process is unable to find new agents to solve uselessness. Agent self-
removal can only be performed when agents are in total uselessness.
As a matter of fact, the model is continuously evolving according to the information it
is perceiving while the cooperative behavior is enabled and non-cooperative situations are
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detected. Nevertheless this adaptation is not transient (purely instantaneous) because coop-
erative behaviors must remain consistent with past learnt states. So, the model is supposed,
according to the AMAS theory, to converge towards a stationary state. Once this state is
reached cooperative behaviors can be disabled or even removed, the only remaining behav-
ior being the nominal one.
In addition, it should be noted that a cooperative agent tries to help the most critical agent
in its neighborhood including itself. In certain conditions, it spontaneously communicates
information to agents that it thinks the information will be useful.
3.3.3.2 Criticality of Agents
Self-organizing systems can reach a static global organization, or equilibrium, or station-
ary state [Serugendo et al., 2011]. In AMAS, equilibrium is characterized as a kind of dis-
sipation of some "criticality" from a local point of view. For a cooperative agent, criticality
represents the degree of non-satisfaction of its own goal. In other words, criticality shows
how far an agent is from its goal. Knowing the criticality of neighbor agents enables an agent
to determine the relative difficulty of agents in its neighborhood. Using this information an
agent may help the agent which is the most strongly hindered (including itself) by choosing
its most appropriate cooperative behavior. Such a mechanism makes the AMAS converge to
an equilibrium state where the degree of satisfaction (and thus non-satisfaction, criticality)
of all cooperative agents is the roughly same.
The criticality value of an agent ai at time t is calculated by using a criticality function
cai(t). This function may return a value ranging between 0.0 and 100.0 where 0.0 indicates
the highest degree of satisfaction and 100.0 indicates the lowest degree of satisfaction of an
agent. There is no single formula for criticality functions. It can be defined by making use
of the agent’s internal parameters and state: e.g., an agent with correct internal parameter
values is said to be closer to its goal and thus should be less critical than another agent that is
still searching for its right parameter values, or an agent in a non-cooperative state should be
more critical compare to another agent in a cooperative state. However, evaluation methods
and calculation of the criticality are specific to each type of cooperative agent and thus may
change from domain to domain. Consequently, it is the designer’s responsibility to identify
the most appropriate criticality function for each type of cooperative agent depending on
the problem, the domain, the constraints, etc.
3.4 The ADELFE Methodology
Once we consider using the AMAS theory to solve our problem, we need to fol-
low a suitable systematic approach in order to seamlessly design and develop our ar-
tificial self-organizing system. Designing software which is able to adapt itself to a
highly dynamic environment implies a rigorous design methodology which must be dif-
ferent from the usual top-down approaches. Indeed, AMAS concentrates on the different
parts of the system and their interactions and the global function of the system emerges
from these interactions. Different methodologies [Henderson-Sellers and Giorgini, 2005,
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Figure 3.3 — Process of ADELFE Methodology [Rougemaille et al., 2009].
Bergenti et al., 2004] such as GAIA, DESIRE or INGENIAS have already been devel-
oped which are based on well-known agent architectures such as BDI or FIPA. Be-
sides, there are few methodologies that are devoted to designing multi-agent sys-
tems generating emergent functionalities like the Customised Unified Process (CUP)
[De Wolf, 2007], MetaSelf [Di Marzo Serugendo et al., 2010], the General Methodology
[Gershenson, 2007], the Simulation Driven Approach [Gardelli et al., 2008] and Tropos4AS
[Morandini et al., 2008]. However, these methodologies are neither mature enough nor
suitable for integrating cooperative agents based on the principles of the AMAS the-
ory. Based on this observation, the Atelier de Développement de Logiciels à Fonctionnal-
ité Emergente (ADELFE) methodology [Bernon et al., 2002, Bernon et al., 2003, Picard, 2004,
Bernon et al., 2005, Rougemaille et al., 2008] was developed. ADELFE is a toolkit to guide
designers through the development phase of complex, open and distributed systems based
on the AMAS theory and the concept of emergence. It is based on some well-known
tools and notations coming from the object-oriented software engineering: Unified Model-
ing Language (UML) and Rational Unified Process (RUP) [Kruchten, 2000].
The ADELFE methodology is one of the most complete methodology for self-organizing
systems engineering [Bernon et al., 2011] and is divided into 5 phases, each including a set
of activities (A) divided into different steps (S) (Figure 3.3). Because ADELFE is devoted to
the design of AMAS, specific activities have been added to the RUP. In this section, only
the activities specific to self-organizing systems were detailed, while the other activities of
the RUP used for classical systems engineering were not described; however, a complete
description of ADELFE is available on its web site2 [Rougemaille et al., 2009, Picard, 2004].
These activities are listed below.
During the final requirements study (WD2):
2http://www.irit.fr/ADELFE
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Figure 3.4 — Interface of the AMAS adequacy tool.
3 A6 Characterization of the environment: Since the adaptation process of a system depends
on the interactions between this system and its environment, this latter is central in the
AMAS theory.
3 A7 − S2 Identification of the cooperation failures: In order to better consider coop. agents
that may operate in the AMAS designed, this activity aims at identifying cooperation
failures in the use cases identified.
During the analysis phase (WD3):
3 A11 Verification of the AMAS adequacy: Not every system requires to be implemented us-
ing the AMAS theory. The first step in WD3 helps therefore designers to verify whether
using the principle of self-organization by cooperation is useful. A tool is provided to
enable this verification by answering a certain number of questions related to both the
system (or global) level and the entities (or local) level (see Fig. 3.4).
3 A12 Identification of the agents that are involved in the system being built: In this activity the
aim is to study the active entities (A12-S1) that were identified in WD2-A6-S2 in order
to evaluate which ones may be considered as potential cooperative entities (A12-S2). A
cooperative entity exhibits specific properties: autonomy, local goal to pursue, ability
to interact or to negotiate with others, partial view of its environment.
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3 A13 − S3 Study of the relationships between agents: Once passive entities, active entities
and agents are identified, the designer has to study their relationships. For doing this,
he/she has to describe some scenarios with sequences diagrams in which he/she high-
lights each potential cooperation failure by a dotted line associated with a descriptive
comment.
During the design phase (WD4):
3 A15 Study the interaction languages: In this activity the way in which agents interact in a
direct manner is studied. For scenarios defined in A7 and A13, information exchanges
between agents are described by protocol diagrams.
3 A16 Complete the design of these agents: An agent that intervenes in an AMAS is composed
of different parts that produce its behavior: skills, aptitudes, the interaction language,
world representations, non-cooperative situations and criticalities.
3 A17 Fast prototyping: This is often necessary to verify that the behavior of these agents is
the desired one, and observe the result of their interactions.
During the development phase (WD5), the main guiding principle is the separation of
concerns. Indeed, this step is decomposed into two steps:
3 An Study the non-functional part of the agent (the operating concerns): This step describes
the basic mechanisms of the agent and generates a deployable library of the designed
agents.
3 An+1 Study the functional part of the agent (the behavior concerns): This step integrates
the behavior (cooperation and decision rules) of the agent to the generated deployable
agent library.
Half a decade of experiments, several self-organizing projects (e.g., an Intranet system
design, a timetabling problem, a mechanical self-design system, etc.) and its use by engi-
neers of UPETEC Ltd3 have shown good results when using a methodology like ADELFE
[Bernon et al., 2011].
Apart from these activities, one of the most important thing the designer has to keep in
mind when building a self-adaptive system is that agents only have a local view of their
environment and that they do not have to base their reasoning on the collective function
that the system must achieve.
Up until now, the AMAS theory for developing an artificial self-organizing system, to-
gether with its methodology, has been presented. Now, what is missing is the selection
of the appropriate simulation tool in order to realize the intended self-organizing system.
Since AMAS is an agent-based approach for designing self-organizing models, according to
the simulation literature, simulating an AMAS is kind of agent-based modelling and simu-
lation (ABMS). The next section, thus, focuses on ABMS in general and tools for developing
ABMS.
3http://www.upetec.com/
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3.5 Agent-based Modeling and Simulation (ABMS)
As put forward in Chapter 2, our objective in this thesis is to simulate human neuronal
pathways using self-organization. In the previous section (Section 3.3), we have presented
our approach to self-organization, the AMAS theory.
ABMS is a relatively new approach for modelling systems and is composed of inter-
acting, autonomous agents [Macal and North, 2006]. ABMS has increasingly been adopted
as a suitable approach for analyzing complex systems and evaluating theories and mod-
els of complex systems. ABMS is used in a broad range of domains, including social
and economical simulation [Cazabet et al., 2012], biological systems [Sun et al., 2012], traf-
fic and crowd simulation and in other domains [Heath et al., 2009, Macal and North, 2006].
From the biological systems point of view, it is widely accepted that ABMS coordi-
nated by self-organization and emergence mechanisms are an effective way to design
biological systems [Di Marzo Serugendo et al., 2005], because it is possible to associate
different elements of a biological process with independent computing entities (agents)
[Amigoni and Schiaffonati, 2007].
In this sense, we first positioned ABMS in biology domain from a simulation perspective
to strengthen our argument about the suitability of simulating human neuronal pathways
using self-organizing agents (Section 3.5.1). Then, since on the practical side there are many
agent-based simulation frameworks in use [Nikolai and Madey, 2009], rather than imple-
menting a new simulator from scratch, we have chosen to use one of the existing ABMS
simulators in the literature (Section 3.5.2).
3.5.1 ABMS in Biology
Since ABMS allows biological systems to be decomposed into several indepen-
dent but interacting entities, usage of ABMS for biological systems is widespread
[Amigoni and Schiaffonati, 2007, Merelli et al., 2007]. Basically, the reasons for using ABMS
in biology are twofold [Amigoni and Schiaffonati, 2007]:
3 ABMS in biology can be used to support information gathering, processing and integration. In
other words, ABMS can be used to summate information gathered from various exper-
iments and can help us to understand biological processes.
3 ABMS can be used to simulate the behavior of biological systems. Thus, it becomes possible
to produce testable hypotheses for the unknown parts of them.
The following paragraphs explain the features provided by ABMS that support these
reasons.
Biological systems are self-organized in their nature [Camazine et al., 2001]. A system
is said to be “self-organizing” if it is able to reorganize itself by managing the relations between
components, either topological, structural or functional, upon environment perturbations solely via
the interaction of its components, with no requirement of external forces [Gardelli et al., 2009]. Self-
organization allows us to reduce the complexity of problem by concerning not the overall
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system, but the behaviors of individual agents. It is widely accepted that ABMS is well
suited for simulating self-organizing systems [Macal and North, 2006]. For instance, when
simulating biological systems an agent is a good abstraction for representing bio-entities
which represent a global phenomenon when put together.
The environment has two important roles when simulating biological systems
[Klügl et al., 2004]. Firstly, simulation can be used for modeling the environment. Real
bio-entities operate in naturally dynamic complex biological environments. Thus, when
simulating the behavior of biological systems this dynamism should be explicitly mod-
elled [Helleboogh et al., 2007]. Secondly, the environment can be used for simulation. Since
ABMS can be seen as simulated multi-agent systems situated in a simulated environment,
in simulations the modelled environment should always be a first class entity that is as
carefully developed as the agents themselves [Klügl et al., 2004]. This is especially true for
self-organizing multi-agent systems, since the agents’ environment guides the selection and
self-organization process. Furthermore, the study of biological systems needs experiments
to explore their behaviors. Similarly, simulation models of such systems must be run many
times to explore whether they behave as expected. Eventually, to be able to assess simu-
lation results, data generated by the simulation runs and data collected from experiments
should be compared. In such a situation, the environment can be used as a regulator for
sake of calibration in order to obtain results that can be analyzed and compared to actual
data [Bandini and Vizzari, 2006]. Nevertheless, this environmental control can be done us-
ing environmental agents [Gardelli et al., 2008].
However, running an agent-based model is an easy task, but its analysis is not
[Richiardi et al., 2006]. Even for simple scale simulations, we must cope with vast parameter
space of the model. Thus, parameters should be tuned in order to find the optimal behav-
ior an agent performs. This optimal behavior is going to influence the global behavior of
its collective. Nevertheless, even if supported by a reference tool, the tuning process can
be quite time-consuming. It is apparent that theories and tools allowing automatic tuning
of parameters are needed. Recent studies address the problem of automatic tuning of pa-
rameters of agent-based simulation models [Bonjean et al., 2009, Montagna and Roli, 2009,
Gardelli et al., 2009, Terano, 2007, Fehler et al., 2006].
Besides the aforementioned clear advantages, the main problem when using ABMS in
biology is the level of trust to the outcome obtained [Amigoni and Schiaffonati, 2007]. In
other words, the weak validation of the results obtained makes ABMS hard to trust. The
reason for that is the lacking of a governing theory. Moreover, experimental data obtained
are sparse and thus a direct comparison with the results obtained by simulation is some-
times difficult. Overcoming this drawback requires developments of aforementioned cal-
ibration mechanisms and closer collaborations between biologists and computer scientists
[Fisher and Henzinger, 2007].
3.5.2 Agent-based Simulation Platforms
On the practical side of ABMS, there are many agent-based simulation plat-
forms in use [Lytinen and Railsback, 2012, Nikolai and Madey, 2009, Heath et al., 2009,
Railsback et al., 2006, Tobias and Hofmann, 2004]. Most of the commonly used ABMS plat-
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forms follow the "framework and library" paradigm [Railsback et al., 2006], providing a
framework (a set of standard concepts for designing and describing ABMSs) along with
a library of software implementing the framework and providing simulation tools.
Broadly, we can categorize these platforms in two in terms of their development lan-
guages: (1) those who include their own programming language, and (2) those who use a
general purpose programming language. The first category is intended to be used by scien-
tists which are not computer scientists. Examples of these platforms include the Logo fam-
ily platforms (e.g., StarLogo [Resnick, 1997], NetLogo4 [Sklar, 2007] and ReLogo5 - a Repast
[North et al., 2006] dialect of Logo) and the Gama platform6 [Taillandier et al., 2012]. The
former uses Logo modeling language (a computer language designed in the 1960s primarily
for education [Papert, 1993]) while the latter uses GAML modeling language. All these plat-
forms are simpler to use than general purpose languages and there are animation displays
automatically linked to the program, and optional graphical controls and charts. Although
these platforms are quite fancy and easy to use, they restrict the simulation developer into
the boundaries of their programming language. They are not suitable for customized and
low-level programming, for instance it is not possible to develop autonomous agents.
The second category of platforms uses a general purpose programming language like
Java, C, C++ or Objective-C. Thus, they are far more complex and require more knowledge
of programming and issues such as packages, classpaths, dependencies, object-oriented pro-
gramming conventions etc. which are quite challenging for a non-computer scientist or
non-programmer. Remembering that our aim is to simulate an AMAS, obviously we need
to choose a simulator from the second category since we have specific requirements for
developing cooperative autonomous agents like criticality functions, feedback mechanisms
etc. Well-known examples of such platforms include Swarm7 [Minar et al., 1996], Repast8
[North et al., 2006] and MASON9 [Luke et al., 2005]. The libraries of Swarm were written in
Objective-C and Java. The disadvantages of Objective-C Swarm are primarily those of the
Objective-C language: a lack of novice-friendly development tools, weak error handling,
and the lack of "garbage collection" [Railsback et al., 2006]. In this sense, Java-based sim-
ulators seem as better candidates. Although Swarm has also a Java implementation, Java
Swarm, which is a set of simple Java classes that allow use of Swarm’s Objective-C library
from Java, the same problems about Objective-C remain the same. Repast was started as
a Java implementation of Swarm but has diverged significantly from Swarm. It includes
many classes for geographical and network functions, etc. [Railsback et al., 2006]. MASON
is being developed as a Java platform. However, Repast is a more mature and widely-used
simulator compared to MASON.
Consequently, since Repast is the most complete and widely used platform, we have
chosen it for implementing our AMAS model. However, as it is true for all existing agent-
based simulators, Repast also lacks of support for verification, validation and testing of
4http://ccl.northwestern.edu/netlogo/
5http://repast.sourceforge.net/repast_simphony.html
6http://code.google.com/p/gama-platform/
7http://www.swarm.org
8http://repast.sourceforge.net
9http://cs.gmu.edu/~{}eclab/projects/mason/
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models. Such a support is crucial, if we want to build reliable realistic models rather than
toy models. Although it is vital in order to develop reliable simulations, since it is not in the
main objective of this thesis, we discuss about it in Annex A.1.
3.6 Conclusions
In this chapter, we have presented:
3 the AMAS theory on which the proposed emergent neuronal network model on this
thesis is based;
3 the ADELFE methodology used to develop adaptive multi-agent systems dedicated to
this theory;
3 and agent-based simulation tools and techniques used to facilitate the development of
the proposed emergent neuronal network model.
Two points are to be noted. First, the AMAS theory proposes a specific theoretical frame-
work that defines the behavior and the architecture of agents in a multi-agent system. Nev-
ertheless, this theory remains a high-level and general guide and when confronted to a prob-
lem, it can be difficult to correctly instantiate it to build the adaptive multi-agent system that
can solve the considered problem. It is designer’s responsibility to find the best instantiation
of AMAS to solve his/her problem; abiding by the principles of the theory of course. Sec-
ond, the different steps of the ADELFE methodology guide the designer to design his/her
system but remains at a certain abstraction level due to the generic nature of ADELFE. This
is a strength since it can be used on a broad spectrum of application domains, but also a
drawback as it requires, when using it, the help of both cooperative agent and application
domain experts.
The AMAS theory has succeeded to solve a large variety of biological complex problems
such as bioprocesses control [Videau et al., 2011] and simulation of the functional behavior
of a yeast cell [Bernon et al., 2009]. This motivates us to specialize its usage for the synaptic
effective connectivity problem.
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4.1 Introduction
THE aim of this chapter is to present the emergent neuronal network model which is pro-posed as a solution to the synaptic effective connectivity problem1. Since our objective is
to simulate some behavior of a biological process (behavior of human neuronal pathways),
this system may be considered as the collective for which the behavior has to be defined
[Bernon et al., 2011]. Its environment involves therefore all the entities that may interact
with this collective. In order to determine them, we studied the information about the prob-
lem domain which is extensively studied in Chapter 1 of this thesis. The result of this effort
is a computational emergent neuronal network model which is based on the AMAS theory.
The right number of neurons composing the network as well as the links between them will
emerge enabling this network to self-build. The model is analyzed, designed and imple-
mented by using the ADELFE methodology. For readability reasons and because we chose
to focus this study on cooperative agents-related steps, this chapter presents only the most
important activities of ADELFE applied to this thesis project.
This effort can be summarized as follows. First of all, the AMAS adequacy of the synaptic
functional connectivity problem is verified (Section 4.2.1). After this verification, the develop-
ment of our AMAS-based neural network begins following the design approach described
in Section 3.3: 1) determine what are the agents (Section 4.2.3), 2) define what are their nom-
inal behaviors (Section 4.2.3), 3) identify what kinds of NCSs they may encounter (Section
4.2.4) and finally 4) define what are their cooperative behaviors (Section 4.3.4).
4.2 Analysis of the Model
The analysis phase has the same objective as a classical object-oriented analysis, under-
standing the domain in which the system-to-be has to evolve and structuring it into interact-
ing components. However from an adaptive multi-agent point of view, analysis has also to
identify whether the AMAS technology is useful and which components may be recursively
viewed as AMAS themselves.
4.2.1 Verification of AMAS Adequacy
Obviously, not every system requires to be implemented using the AMAS theory. Now,
by having how the AMAS theory works at hand, let’s verify the AMAS adequacy of the
synaptic effective connectivity problem. To decide if implementing an AMAS is useful at both
the global level and the local level, we answered the eleven questions defined in Section
3.4 for the synaptic effective connectivity problem. Each question enables us to evaluate the
importance of a property for the system-to-be by giving an answer in a range from "no" to
"yes"2:
1The basic design of this model was previously endorsed by the artificial self-organizing systems commu-
nity [Gürcan et al., 2012], the computational neuroscience community [Gürcan et al., 2013b] and the artificial life
community [Gürcan, 2013].
2Having this range does not mean it is in case we do not know everything, it is just to evaluate an answer in
a non-binary form.
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Figure 4.1 — Interface of the AMAS adequacy tool after answering all the questions for
the synaptic effective connectivity problem.
1. Is the global task completely specified? Is an algorithm a priori known? No. Since
neuroscientists do not know where the neurons take place and how they are wired
together in real human neuronal networks, the designer cannot determine an algorithm
in advance. Furthermore, the search space is too big to know a solution in advance.
2. If several components are needed to solve the global task, do they need to act in
a certain order? Yes. The global task (macro-level behavior) is performed by a great
number of neurons which act in a certain order, not in a completely random order.
3. Is the solution generally obtained by repetitive trials, are different attempts required
before finding a solution? Yes, neuroscientists make several trials (physical experi-
ments) in order to extract the synaptic effective connectivity.
4. May the environment of the studied system be dynamic? Yes. By nature, the environ-
ment is dynamic due to the random innervation of sensory neurons and the tonic firing
of motoneurons.
5. Is the system functionally or physically distributed? Are several physically dis-
tributed components needed to solve the global task? Or is a conceptual distribu-
tion needed to solve it? Yes. By nature, the micro-level behavior of neurons generates
a macro-level behavior for solving a global task and the transition from microscopic to
macroscopic scales still relies on mathematical arguments [Gerstner et al., 2012] as dis-
cussed in Chapter 2. They are both functionally and physically distributed.
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6. Is a large number of components needed? Yes. On the one hand, the number of neu-
rons in a human neuronal pathway may be from several hundreds (which represents
quite a relatively large number) to billions. On the other hand, we have more informa-
tion about the micro-level behavior of neurons compare to our knowledge about their
meso-level behaviors. As a result, we cannot group some elements of the system and
reduce their number.
7. Is the studied system nonlinear? May a little modification of a local behaviour have
a great impact on the global result? Yes. The changes a neuron does in the system, by
delaying spikes, may have a great impact on the collective macro-level behavior.
8. Finally, is the system open or evolutionary? Can new components appear or disap-
pear dynamically? Yes, neurons can be added and/or removed to the network since
their exact number is not known.
9. Does a component have a limited rationality only? Yes, a neuron does not have a
complete knowledge of its social and physical environment.
10. Is the component "big" or not? Is it able to do many things, to reason? Or does it
need simple abilities to perform its own task? At the cellular level, a neuron is a very
simple organism that does not require complex cognition.
11. May the behavior of a component evolve? Not exactly. Although neurons have learn-
ing and adaptation capabilities at the synaptic level (the strength of synapses and the
timing of spikes), they do not have capability to learn completely new behaviors.
After having given these different answers, we obtain the verdict at the bottom part of
the AMAS adequacy tool interface window. This result can be seen in Fig. 4.1: an AMAS is
adequate to the synaptic effective connectivity problem especially at the global level. Therefore
no component requires to be recursively designed as AMAS for now.
Now we can continue developing the model by instantiating the AMAS theory.
4.2.2 Instantiation of the AMAS Theory
We instantiated the AMAS theory according to our assumptions and specific needs in
this thesis project. This instantiation is a way of implementing the mechanism described
before (Section 3.3) and used by cooperative agents to process NCSs.
4.2.2.1 Formal Model Description
In our interpretation, an AMAS is composed of a set of dynamic number of autonomous
cooperative agents A = {a0, a1, ...}. It is assumed that, during the life cycle of an agent ai
all inputs are understood without ambiguity. However, the configuration of inputs may not
always be as desired and thus an agent ai may detect ¬cdec non-cooperative situations. In
this sense, an agent ai is able to memorize, forget and spontaneously send feedbacks related
to desired or non-desired configurations of inputs coming from other agents. We denote
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the set of feedback messages as F and we model sending a feedback message fai ∈ F us-
ing an action of the form send( fai ,R) where ai is the source of f and R ⊂ A \ {ai} is the
set of receiver agents. A feedback message fai ∈ F can be about increasing the value of
the input ( fai↑), decreasing the value of the input ( fai↓) or informing that the input is good
( fai≈). Increase and decrease feedback messages are similar to negative feedback defined by
[Bonabeau et al., 1999] and contribute to the the stabilization of the overall feedback. Good
feedback messages, on the other hand, are similar to positive feedback and promote the cre-
ation of structures.
As mentioned in Section 3.3, when a feedback about a NCS is received by an agent, at
any time during its lifecycle, it acts in order to overcome this situation or subsequently avoid
it [Bernon et al., 2009] for coming back to a cooperative state. This provides an agent with
learning capabilities which is therefore able to constantly adapt to new situations that are
judged harmful. Consequently, the behaviors that agents are using for adaptation purposes
are called cooperative behaviors. In case an agent cannot overcome a NCS using its coopera-
tive behaviors, it keeps track of this situation by using a level of annoyance value ψ fai where
fai is the feedback about this NCS and propagates fai (or an interpretation of fai ) to all or
some of its neighbor agents that may handle it. When a NCS is overcome using a cooperative
behavior, ψ fai is set to 0, otherwise it is increased by 1 until it reaches an annoyance thresh-
old, which may cause execution of another cooperative behavior that makes an immediate
organizational change. This idea is based on physical self-organizing systems where there
exists some critical threshold which causes an immediate change to the system state when
reached [Nicolis and Prigogine, 1977]. Thus, cooperative behaviors are typically governed
by a power law [Heylighen, 1999] which states that large adjustments are possible but they
are much less probable than small adjustments.
The first cooperative behavior an agent tries to adopt to overcome a NCS is a tuning be-
havior in which it tries to adjust its internal parameters without changing the organization. If
this tuning is impossible because a limit is reached or the agent knows that a worse situation
will occur if it adjusts in a given way, it may propagate the feedback (or an interpretation of
it) to other agents that may handle it.
If such a behavior of tuning fails many times and ψ fai crosses the reorganization annoy-
ance threshold ψreorganization (reorganization condition), an agent adopts a reorganization be-
havior for trying to change the way in which it interacts with others (e.g., by changing a link
with another agent, by creating a new one, by changing the way in which it communicates
with another one and so on)3.
In the same way, for many reasons, this behavior may fail counteracting the NCS and
a last kind of behavior may be adopted by the agent: evolution behavior. This is detected
when ψ fai crosses the evolution annoyance threshold ψevolution (evolution condition), natu-
rally ψevolution > ψreorganization > 0. In the evolution step, an agent may create a new agent
(e.g., for helping itself because it found nobody else) or may accept to disappear (e.g., it was
totally useless and decides to leave the system). In these two last levels, propagation of a
3The term reorganization in terms of self-organization was first used by Koestler in late 1960s [Koestler, 1967].
In his study, he defines holons and holarchies where order can result from disorder with progressive reorganiza-
tion of relations between complex structural elements (see [Serugendo et al., 2011] referring to [Koestler, 1967]).
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problem to other agents is always possible if a local processing is not achieved. The overall
algorithm for suppressing a NCS by an agent is given in Algorithm 4.1.
Algorithm 4.1: Cooperative behaviors of an agent aj upon receiving a feedback mes-
sage fai about a NCS of the agent ai where ai is the most critical agent at that moment.
When aj is unable to help ai, it forwards fai to some or all of its neighbor agents R
whereR ⊂ A \ {ai, aj}.
1: if ψ fai < ψreorganization // tuning condition
2: if tuning succeeds then ψ fai ← 0
3: else ψ faj ← ψ fai + 1 endif
4: else if ψ fai < ψevolution // reorganization condition
5: if reorganization succeeds then ψ fai ← 0
6: else ψ fai ← ψ fai + 1 endif
7: else // evolution condition
8: if evolution succeeds then ψ fai ← 0
9: else ψ fai ← ψ fai + 1 endif
10: endif
11: if ψ fai > 0 // propagation condition
12: send( fai , R)
13: endif
4.2.2.2 Dynamic Tuning of Parameters
The dynamic tuning of the parameters is implemented using the parameter evolution
technique described in [Lemouzy et al., 2011, Lemouzy, 2011]. In this method, each param-
eter has an associated Adaptive Value Tracker (AVT) which is able to find and track a dynamic
value (i.e. a value that may change during the time) in a given search space. The AVT is able
track such a value thanks to successive feedbacks coming from the environment of the AVT.
The feedbacks are evaluated by the environment and indicate the direction that probably lead
to the searched value. The AVT is designed to be used by a cooperative agent in order to
tune one of its parameters. In that case, the agent is the environment of the AVT.
Formally speaking, an AVT avtv∗ searches (and tracks) a dynamic value v? inside a given
continuous and mono-dimentional search space AVTss = [vmin, vmax] ⊂ R where vmin is the
lower boundary and vmax is the upper boundary for the searched value v?, and vmin < vmax.
At each time t, an AVT proposes a value vt ∈ AVTss to its environment. This value can be
accessed using an action of the form vt = avtv∗.value(t). The objective of the environment
is then to find out if vt is correct or not, without knowing the correct value v?.
If vt is incorrect, the environment has to determine (or estimate) if the searched value v?
is smaller or greater than the current proposed value vt. In this sense, in order to reach an
adequate value vt, the environment interacts with the AVT by sending feedbacks about either
correctness or the direction of value adjustment using an action of the form avtv∗.adjust( fvt)
where fvt ∈ F is a feedback about vt and F is the set of feedbacks. A feedback fvt ∈ F can
be about increasing vt ( f ↑), decreasing vt ( f ↓) or informing that vt is good ( f ≈). Increase
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and decrease feedbacks are similar to negative feedbacks defined by [Bonabeau et al., 1999]
and contribute to the the stabilization of the overall feedback. Good feedback messages, on
the other hand, are similar to positive feedbacks and promote the stabilization of the AVT.
The AVT derives its next value vt+1 from vt as
vt+1 =

vt + ∆t+1, fvt = f ↑
vt − ∆t+1, fvt = f ↓
vt, fvt = f ≈
(4.1)
where ∆t+1 is the adjustment step for t+ 1, when it receives a feedback fvt .4 It should hold
for the adjustment step that
∆t ∈ [∆min,∆max] ⊂ (0, |vmax − vmin|] (4.2)
where ∆min is the lower boundary and ∆max is the upper boundary for ∆t, and ∆min <
∆max. ∆min represents the minimum adjustment step that the AVT can use. ∆min is also called
precision since the AVT can only guarantee that it will approximate the v? value within a
margin of ±∆min: ∆min ≥ |vt − v?|. ∆max, on the other hand, represents the maximum
adjustment step that the AVT can use and as a result it is the maximum evolution speed of vt.
For ease of understanding, let us explain informally the logic of the AVT mechanism:
1. The more the AVT receives successive feedbacks of same direction, the more v? is sup-
posed to be far away from vt (or worse: v? is moving far away from vt). It is then neces-
sary to accelerate the adjustment of vt in order to reach v? more quickly. Consequently,
the adjustment step is increased as
∆t+1 = ∆t · λincr (4.3)
2. On the contrary, the more the AVT receives successive feedbacks of opposite directions,
the more vt is oscillating around a more or less stable v? value. In order to get closer
to this latter value (not to jump to a further value suddenly) and thus to reach v? more
quickly, it is necessary to decelerate the adjustment. Consequently, the adjustment step
is decreased as
∆t+1 = ∆t · λdecr (4.4)
3. Finally, when f ≈, vt has reached an (at least, briefly) correct value. The next time a dif-
ferent feedback will occur, the value vt+1 will probably be close to the current position.
Consequently, the value vt+1 remains the same as vt+1 = vt but the adjustment step is
decreased as presented in equality 4.4.
4Note that since vt+1 cannot exceed the boundary values of AVTss, if vt + ∆t+1 > vmax then vt+1 = vmax and
if vt + ∆t+1 < vmin then vt+1 = vmin.
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This process is illustrated in Figure 4.2. Since the ∆t value reflects the occurrence of
successive feedbacks5, the decision of increasing or decreasing ∆t is taken from the last two
feedbacks. Table 4.1 sums up the aforementioned update rules used by the AVT.
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Figure 4.2 — Interaction between an AVT and its environment
[Yildirim and Gürcan, 2013]. The AVT value tracking process includes several cy-
cles of search iteration: Ê the AVT proposes a value vt to its environment, Ë the
environment sends a feedback f ↑, Ì from this feedback (and possibly from other
older feedbacks), the AVT determines the best tuning step ∆t+1 to reach a value
vt+1 = vt + ∆t+1 that is as close as possible to v?, Í the new value vt+1 is proposed
to the environment, Î then another feedback f ↑ is sent by the environment, Ï from
this feedback the AVT determines to go further by increasing its tuning step as ∆t+2, Ð
the new value vt+2 is proposed to the environment, Ñ however this time an opposite
feedback f ↓ is sent by the environment, Ò consequently the AVT reduces the tuning step
and moves toward the opposite direction, then another new value is proposed and the
process goes on till v? is reached.
As a result of this process, it can be shown that after a sufficient number of steps, the
proposed value vt+1 and the adjustment step value ∆t+1 satisfy v? − ∆min ≤ vt+1 ≤ v? +
∆min and ∆t+1 = ∆min. However, even after reaching this state, if the dynamic value v?
changes somehow, the AVT can track this value thanks to the feedbacks coming from its
environment.
Now we want to answer the important question for the AVT performance: What are
the optimal values for λincr and λdecr for the fastest search? For that, we assume that the
searched value v? is static.
In this simple case, the active AVT value vt starts at the initial value v0, and approaches
the objective value v∗ with exponentially increasing steps (with factor λincr), as long as all
the received feedbacks are identical. At a given time t′ the objective value v∗ is crossed or
reached. If crossed, the adjustment value ∆t′ is decreased by a factor λdecr. It is then easy to
see that (Figure 4.2) if λdecr = 11+λincr , the process starting at t
′ is a dichotomy with intervals
of proportion 11+λincr and
λincr
1+λincr
.
A dichotomy is a binary search method that splits the search area in two non-overlapping
5In fact, if ∆t is large the last few feedbacks were all equal to fvt ↑ or were all equal to fvt ↓, and if ∆t is small
the contrary is true.
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fvt
↑ ↓ ≈
↑ ∆t+1 = ∆t · λincr ∆t+1 = ∆t · λdecr ∆t+1 = ∆t · λdecr
vt+1 = vt + ∆t+1 vt+1 = vt − ∆t+1 vt+1 = vt
fvt−1 ↓
∆t+1 = ∆t · λdecr ∆t+1 = ∆t · λincr ∆t+1 = ∆t · λdecr
vt+1 = vt + ∆t+1 vt+1 = vt − ∆t+1 vt+1 = vt
≈ ∆t+1 = ∆t ∆t+1 = ∆t ∆t+1 = ∆t · λdecr
vt+1 = vt + ∆t+1 vt+1 = vt − ∆t+1 vt+1 = vt
Table 4.1 — AVT search strategy
parts and processes by eliminating one of these parts. In the literature, dichotomy meth-
ods are known to have fairly good convergence, yielding close values in logarithmic time
([Wang et al., 1994] referring to [Traub et al., 1988]).
We now focus on the formal expression of the distance to the objective value after a given
number t′ of time steps. As long as the received feeback are identical, it is given by
|v0 +
t′−1
∑
s=0
∆0λsincr − v∗|
As soon as the dichotomy process has started, it is bounded by
∆0λt
′
incr
(
λincr
1+ λincr
)t−t′
where t′ is the first time at which the received feedback is different from the initial feedback
(the objective value <<reaching time>>). It is given by
t′ =
⌊
logλincr
(
v∗ − v0
∆0
(λincr − 1) + 1
)⌋
In order to find the best value for λincr we studied the minima of these bounds, setting
v0 = 0.2, ∆0 = 103 and v∗ = 0.51431 with the same order of magnitude as in our experimen-
tal setup (see Section 5.2.1). In these simulations, we traced the distance to objective value
for different number of steps t = 10, 15, 20, 50, 100 as a function of λincr (see Figure 4.3). The
result of our simulations show that λincr = 2 is a satisfactory value for small number of steps
(fast convergence). As a consequence we choose λdecr = 13 .
Besides, as we stated above, whenever λincr > 1 and λdecr = 11+λincr an AVT converges
to its objective value for any initial value v0 and any initial step size ∆0 > 0. It is then easy
to understand than for any finite number of wrong feedbacks, an AVT still converges to its
objective value since we can consider that the AVT is restarting its search as v
′
0 = vte and
∆
′
0 = ∆te where te is the moment of the last erroneous feedback.
AVT is a better algorithm compare to existing algorithms (like dichotomy search) be-
cause it gives good value even if v? is not a fixed value. Up until know, the AVT approach
has been successfully used in several projects such as time synchronization in Wireless Sen-
sor Networks (WSN) [Yildirim and Gürcan, 2013], maritime surveillance [Brax et al., 2013b,
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Figure 4.3 — Bounds on the distance to objective value for times t = 10, 15, 20, 50, 100 as
a function of the increase factor λincr [Yildirim and Gürcan, 2013].
Brax et al., 2013a], scenario control in video games [Pons et al., 2013], manufacturing con-
trol [Kaddoum and Georgé, 2012], user profiling [Lemouzy et al., 2010]. Moreover, its use
by engineers of UPETEC Ltd6 in various industrial projects has shown good results.
4.2.3 Identification of Agents and their Nominal Behaviors
The aim of this subsection is to study the active entities that were identified in Chapter
1 (neurons and synapses) in order to evaluate which ones may be considered as potential
cooperative entities. A cooperative entity exhibits specific properties: autonomy, local goal
to pursue, ability to interact or to negotiate with others, partial view of its environment.
For example, in the nervous system, a synapse is an active entity because it can appear and
disappear in the environment; however, it cannot be considered as a potentially cooperative
one because it has no autonomy (it immediately transfers spikes given by its presynaptic
neuron) or interaction aptitude. On the contrary, a neuron is autonomous (it does not imme-
diately transfer spikes given by its presynaptic neurons, rather it chooses when to activate
or not), has a goal (right integration of inputs and generating right outputs) and is able to in-
teract with other neurons (through their synapses). A neuron can therefore be considered as
a potentially cooperative entity. An active entity that is not considered as being cooperative
remains a mere object, while a cooperative one may become an agent [Bernon et al., 2011].
To actually be an agent, this entity has to be prone to cooperation failures, and this is de-
termined by studying its interactions with the social and physical environment. In case of
our problem, the physical environment of an agent is dynamic; spikes are coming at discrete
times. Therefore, a neuron may try to receive correlated spikes from its presynaptic neurons
while some other neurons may request a different timing of spikes from one or all of the
same presynaptic neurons. In this case, neurons would then be considered as cooperative
6http://www.upetec.com/
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Figure 4.4 — Relationships between agents.
agents. The nominal behavior of a neuron agent consists in integrating inputs coming from
other agents in order to produce outputs.
Besides, remembering that our aim is simulating the functional behavior of human neu-
ronal pathways, it should be kept in mind that the model has also to integrate phenomena
from cellular level (e.g., neuron activity) to macroscopic data (e.g., PSF, PSTH etc.). Thus,
the experimental data and user wishes have to be taken into account in order to help or
drive the behaviors of agents (neurons). In this sense, another type of agent coming from
this specific need has to be included. Inspired from [Bernon et al., 2009], we think that there
must a viewer agent for enabling interactions between neuron agents and the system user
by extracting comprehensible data (for analysis and display purposes) and injecting experi-
mental data and constraints specified by this user. This is a way to inject experts’ knowledge
into the model. The nominal behavior of a viewer agent consists in accessing data of other
agents and storing the gathered values.
4.2.4 Identification of Relationships and Non-Cooperative Situations
Once the passive entities, active entities and agents are identified, we have to study their
relationships. For doing this, we described a main success scenario7 (Figure 4.4) in which
we highlight each potential cooperation failure by a dotted line associated with a descriptive
comment. In our case, apart from the viewer agent, agents communicate directly through
their synapses. A viewer agent randomly innervates sensory neuron agents like a neurosci-
entist innervates sensory fibers in a real experiment. When sensory neurons are innervated,
they cross their firing threshold immediately and transfer a spike to their post-synaptic neu-
rons. These post-synaptic neurons can be either interneurons or motoneurons. When in-
terneuron agents receive inputs from their presynaptic neurons that are strong enough to
make them cross their firing threshold, they generate and transfer a single spike. Unlike
other neurons, motoneuron agents are in tonically firing state and generate spike continu-
7A main success scenario has also been called the "happy path" scenario, or the more prosaic "basic flow".
In Rational Unified Process (RUP), it describes the typical success path that satisfies the interests of the user
[Larman, 2004].
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ously. Thus, arrivals of spikes to a motoneuron only change its firing activity. When the
spikes generated by motoneuron agents reach the muscle, their arrival time is recorded by
the viewer agent just like a neuroscientist records motoneuron activity in a real experiment.
Cooperation failures (unproductiveness) may take place when spikes are received and
not useful by the receiver agents. This situation may arise in two different cases: 1) the
receiver agent is an interneuron agent and the temporal correlation and the strength of the
inputs is not sufficient for that interneuron to cross its firing threshold, and 2) the receiver
agent is a motoneuron agent and the temporal correlation of the inputs does not make it
generate the expected stimulus-evoked behavior. Possibly cooperation failures (uselessness)
may also appear when consequences of an agent’s actions are not useful to the other agents.
Moreover, a viewer agent which compares the gathered data to experimental ones can also
compute errors and therefore detect cooperation failures. These reminders will be used
when agents are designed and non-cooperative situations they may encounter have to be
exhaustively listed by the designer.
4.3 Design of the Model
The aim of this subsection is to define entities and mechanisms which provide the be-
havior defined during the previous section.
4.3.1 Designing Cooperative Agents
We focus on the agent point of view because it is the relevant part for cooperative agent
design. Considering the definitions and identifications given in Section 4.2, we designed a
formal model for clarification and understandability of the algorithmic parts of the model.
We model the computational emergent model E basically capturing all taken design
decisions based on the AMAS theory as E = (G, ν) where G is the agent-based neuronal
network and ν is the viewer agent.
4.3.1.1 Neuron Agents & Synapses
Since network theory is a subset of graph theory, we model the neuronal network as a
dynamic directed graph G(t) = (N (t),S(t)) where N (t) ⊂ A denotes the time varying
neuron agent (vertex) set and S(t) denotes the time varying synapse (edge) set. The set
of excitatory (respectively inhibitory) neuron agents at time t is denoted by N+(t) (resp.
N−(t)) where N (t) = N+(t) ∪N−(t).
The nominal behavior of neuron agents is spike firing. A neuron agent n fires a spike
when its membrane potential pn crosses the firing threshold. We define N spike(t) to be the
set of neuron agents that fired their last spike at time t. We also denote tn for indicating the
last spike firing time of the neuron agent n where n ∈ N spike(tn).
When a neuron agent n fires a spike, this spike is emitted through its synapses to the
postsynaptic neuron agents. We denote the set of presynaptic neighbors of a neuron agent
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n at time t as Pren(t) = {m ∈ N (t)|{m, n} ∈ S(t)} and the set of postsynaptic neighbors of
a neuron agent n ∈ N at time t as Postn(t) = {k ∈ N (t)|{n, k} ∈ S(t)}.
Apart from pre- and postsynaptic neighbors, a neuron agent has also another type of
neighborhood, called friends, which contains all the neuron agents it has contacted during
its lifetime, even the synapses in between removed after some time. Formally, a friend agent
m of a neuron agent n at time t is denoted by there exists some time t′ ≤ t such that m ∈
Pren(t′) or m ∈ Postn(t′). All friends of n at time t are denoted by Friendn(t).
The set of presynaptic neuron agents that contributes to the activation of a postsynaptic
neuron n at time tn is modeled as Contn(tn) where Contn(tn) ⊆ Pren(tn) and tn > tk >
tn − dpsp8 for all k ∈ Contn(tn).
Lastly, a neuron agent has to know the friends who activated temporally closest to its
activation. Formally, a temporally closest friend agent m of a neuron agent n at time t is
denoted by there exists some time t′ < tn ≤ t such that m ∈ Friendn(t), t′ = tm and there is
no t′ < t′′ < tn such that for all k ∈ Friendn(t), t′′ = tk. All temporally closest friends of n at
time t are denoted by Tempn(t).
A synapse {n, m} conducts a spike from n to m through the interval [tn, t′] if n ∈
N spike(tn), and t′ = tn + dnm where dnm is the delay for delivering the spike from n to m.
We denote the spike delay as dnm = daxnm + ddennm where daxnm is the axonal delay of {n, m} and
ddennm is the synaptic processing time. We assume that for all {n, m} ∈ S(t), ddennm = 0.5 ms
[Kandel et al., 2000]. The axonal delay daxnm, on the other hand, may change depending on
the length and type of the axon. When a spike transmitted by n reaches {n, m}, a postsy-
naptic potential (PSP) occurs on m for 4.0 ms (PSP duration). The PSP for a unitary synapse
can range from 0.07 mV to 0.60 mV (see Figure 4 in [Iansek and Redman, 1973]). Thus, we
say that a synapse {n, m} potentiates (respectively depresses) the membrane potential p of
m with a synaptic strength η at time t′ where 0.07 ≤ |η| ≤ 0.60 during the PSP duration
dpsp = 4.0 ms if n ∈ N+ (resp. n ∈ N−) and m is not removed at any time during the
interval [t′, t′ + dpsp].
4.3.1.2 Sensory Neuron Agents
We model the set of sensory neuron agents at time t as K(t) ⊂ N+(t) where for all
s ∈ K(t), we have Pres(t) = ∅ and Posts(t) 6= ∅. Since Pres(t) = ∅, they have a nominal
action of the form activate() triggered by the viewer agent (see next subsection) in order to
be able to fire.
4.3.1.3 Motor Neuron Agents
We model the set of motoneuron agents at time t asM(t) ⊂ N+(t) where for all m ∈
M(t), we have Prem(t) 6= ∅ and Postm(t) = ∅. Motoneurons are tonically active and
are affected by neurons connected to them. Hundreds of EPSPs and IPSPs from sensory
neurons and interneurons arrive at different times onto a motoneuron. This busy traffic of
inputs create the ’synaptic noise’ on the membrane of the motoneuron. As the consequence
8It is assumed that the post-synaptic potential (PSP) duration dpsp is 4.0 ms.
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of this noise, spikes occur at nearly random times (Figure 1.5). For mimicking such a noisy
nominal behavior, the motoneuron agent m uses the prestimulus part of the reference data.
When the reference data are provided to m, it calculates a statistical distribution using the
prestimulus discharge rate values. Then using the statistical parameters of this distribution,
a frequency generator, which is used to generate consecutive Interspike Interval (ISI) values
for m, is created. Each time a new ISI value is calculated using this generator, the instant
membrane potential increase ∆p is calculated as ∆p = AHPm/ISI where AHPm is the After
Hyper-Polarization (AHP) level of m and at each tick, pm is increased by ∆p ∗ tick. As a result,
the AHP time course of m is a straight line as shown in Figure 1.5.
4.3.1.4 Interneuron Agents
We model the set of interneuron agents at time t as I(t) ⊂ N (t) where for all n ∈ I(t),
we have Pren(t) 6= ∅, Postn(t) 6= ∅ and dax = 0 since their axonal delays are extremely low.
4.3.1.5 The Viewer Agent
The viewer agent ν is designed to trigger the modification of synaptic connections and
the effective connectivity of the agent-based neuronal network G. It knows the experimental
reference data but it does not know why and how G simulates the behavior of the real sys-
tem. The viewer agent ν acts like a surface electrode and gives inputs to G by coordinating
random activation of all sensory neuron agents s ∈ K (by triggering their activate() action).
Meanwhile, it monitors and records the outputs of the motoneuron agents m ∈ M that take
place over time to the simulated data ES for comparing them with reference data ER. This
comparison takes place between the latency of the beginning (lbegin) and the end (lend) of the
network where lend > lbegin > 0. According to this comparison, ν makes assessments about
the behavior of m for detecting if it is functionally adequate to the reference real motoneu-
ron or not. If the output observed at the latency l is generated between lbegin and lend where
lend ≥ l ≥ lbegin, ν sends an appropriate instant frequency feedback f ∈ Fi f to m. Otherwise,
ν considers this output as a nominal behavior of m and does not send any feedback.
Additionally, ν is responsible for stopping the simulation run when the evolution of the
neuronal network ends. ν detects this situation by evaluating the outputs of m. Formally, G
is said to be stable at time t′ if for all t1, t2 ∈ R+ where t2 > t1 ≥ t′, for all feedbacks f , we
have f ∈ Fi f ≈.
4.3.2 Designing Non-Cooperative Situations and Feedbacks
The agents in the proposed agent-based neural network model, in which neuron agents
and synapses can be inserted or removed, are subjected to NCSs. All NCSs are identified by
analyzing the possible bad situations of real human neuronal pathways.
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4.3.2.1 Bad Temporal Integration
The temporal integration of the inputs provided by synapses affects what a neuron agent
does. Depending on the type of the neuron agent, this effect may change as follows:
3 For an interneuron agent n, these inputs affect whether n can fire or not.
3 For a motoneuron agent m, they affect the instant frequency of the spikes of m since m
is tonically active.
3 Sensory neurons, however, never detect this situation since they do not need input
neurons in order to fire.
Consequently, when this temporal integration is bad, a neuron agent either cannot fire
or have a bad firing behavior. When such a situation is detected at time t, the neuron agent
should improve its existing inputs or should search for new inputs with the right timing. To
do so, it sends a temporal integration increase or decrease feedback ( f ∈ Fti↑ or f ∈ Fti↓) to
some or all of its neighbor neuron agents. Otherwise, the temporal integration is good and
a temporal integration good feedback ( f ∈ Fti≈) is sent to Pren(t).
An interneuron agent detects a bad temporal integration NCS at time t if during the inter-
val [t − ∆tmax, t] it did not generate any spike where ∆tmax is the maximum time slice an
interneuron agent can stay without spiking. However, the motoneuron agent m is unable
to detect the same situation by itself. It detects when it receives an instant frequency feed-
back fν ∈ Fi f at time t about its last spike at time tm (see Section 4.3.2.2). Since this spike
is related to the temporal integration of its own membrane potential and its presynapses,
there are two cases: (1) Contm(tm) = ∅, and (2) Contm(tm) 6= ∅. In the first case, m sends
a feedback fm ∈ Fi f to its temporally closest friend neurons Tempm(tm) to be able to have
contributor synapses. In the second case, the problem can be turned into a temporal inte-
gration problem since any increase (resp. decrease) in the synaptic strength increases (resp.
decreases) the instant frequency as shown in Fig. 1.5b (resp. Fig. 1.5c). Thus, a temporal
integration feedback fm ∈ Fti is sent to its temporally closest contributed neurons Tempm(tm).
4.3.2.2 Bad Instant Frequency
A motoneuron agent m fires continuously and its firing behavior might be affected by
its pre-synapses when a stimulation is given to the sensory neuron agents. The motoneuron
agent m is expected to generate frequencies similar to the reference data. When m emits
a spike, the viewer agent ν observes it and calculates the instant frequency value for that
spike using the previously emitted spike. However, it is not logical to compare an individual
frequency information to the reference data since there can be many frequency values at a
specific time and the reference data contain the noisy behavior of the motoneuron. In this
sense, to reduce the noise and to facilitate the comparison, the moving average frequency
values are used. Consequently, the average frequency at time of spike is expected to be
close enough to the average frequency of the reference data. As a result of this comparison,
ν sends an instant frequency is good, increase or decrease feedback ( fν ∈ Fi f ↑, fν ∈ Fi f ↓ or
fν ∈ Fi f≈) to the motoneuron agent.
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In detail, the above comparison is conducted as follows. When an output is observed by
ν at time t, first the latency of this output (l) is calculated (Algorithm 4.2, line 1). Then, to be
able to determine the similarity between the reference output at latency l and the simulated
output at latency l, firstly both ER and ES are converted into their respective Peristimulus
Frequencygram Cumulative Sum (PSF-CUSUM) values CR and CS (Algorithm 4.2, line 3). The
frequency of firing of motor units integrates the excitatory and inhibitory synaptic activities
[Gydikov et al., 1977] and these activities can be identified by calculating the derivative val-
ues of PSF-CUSUM of the motoneuron. Thus, the derivative values for each PSF-CUSUM
diagram (C ′R and C ′S) are then calculated (Algorithm 4.2, line 4). However, these values in-
volve also the noisy behavior of the motoneuron. In this sense, the moving averages of C ′R
and C ′S are calculated (Algorithm 4.2, line 5) in order to reduce the noise of the motoneuron.
But, comparison of these moving average values is not reliable since both moving average
diagrams may not be statistically identical: they may have different prestimulus means and
different standard deviations (σ). In this sense, the similarity of the average values at the
latency l is calculated in terms of their prestimulus standard deviations (Algorithm 4.2, line
6) and is set to δ. This δ value is then compared to a tolerance of τ, and finally an appropriate
feedback is sent to m (Algorithm 4.2, lines 7, 8 and 9).
Algorithm 4.2: Response of the viewer agent ν upon monitoring an output at time t
from motoneuron m ∈ M(t) where tsti is the last stimulation time of sensory neurons,
ES is the set of outputs observed from m and σ represents a standard deviation.
1: l← (t - tsti)
2: if (lbegin ≤ l ≤ lend) then
3: CS (res. CR) = calculate psf-cusum of ES (res. ER)
4: C ′S (res. C ′R) = calculate derivative of CS (res. CR)
5: C ′′S (res. C ′′R) = calculate moving avg. of C ′S (res. C ′R)
6: δ = C ′′S (l)/σ′′S − C ′′R(l)/σ′′R
7: if (δ > τ) then send( fν ↓, m)
8: else if (δ < −τ) then send( fν ↑, m)
9: else send( fν ≈, m)
10: endif
11: endif
In order to provide a good feedback mechanism, the moving average PSF-CUSUM
derivative diagram is developed in four stages:
1. The bins in the PSF diagram9 with no frequency value are given the values in the pre-
ceding bin. This is to ensure that the frequency CUSUM value does not suddenly drop
down in these bins [Türker and Cheng, 1994]. This approach assumes that empty bins
represent the same frequency as the preceding bin even though they fail to be filled due
to the low number of trials and/or due to the chance. However, it is also possible that
a large PSP may cause a large number of consecutive empty bins. To overcome this phe-
nomenon, a histogram of the consecutive empty bins is built. For a given number of
9In mathematics, a bin of a histogram represents a discrete interval in that histogram. When a histogram
acquires m different values it is called an m-bin histogram.
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trials, the distribution of the empty bins illustrates the occurrence of consecutive empty
bins. It was found by [Türker and Cheng, 1994] that some of the large numbers could be
interpreted as forming the tail of a normal distribution. The occurrences that are larger
than "the mean + 3 standard deviations" are taken to indicate that these empty bins did
not occur by chance and/or low number of trials. When this occurred, the position of
these empty bins is not filled in with the values in the preceding bin.
2. Then the CUSUM of this filtered record of the PSF is calculated using the frequency
values in each bin (from -400 ms to 200 ms – 600 ms bandwidth10).
3. The derivative values in each bin is then calculated by using the PSF-CUSUM record.
4. Finally, the PSF-CUSUM derivative record is filtered by the moving averager using 8
bin average and smoothed 10 times.
4.3.3 Designing Criticality Functions
As described in Section 3.3.3.2, according to AMAS, each agent ai has to define a critical-
ity function cai(t) for calculating their criticality value at time t.
In our model, for this purpose, each agent ai keeps track of all NCSs it detects during its
lifetime by using a "NCS table"Tai . The NCSs in this table can be either endogenous (detected
by the agent itself) or exogenous (detected by receiving a feedback from another agent). This
table maps NCS keys to annoyance values (φ). NCS keys indicate the distinct NCSs detected
and annoyance values indicate the degree of dissatisfaction for NCSs.
Annoyance values are evolved using the same logic used for ∆ values of AVTs (see Sec-
tion 4.2.2.2). The initial value of an annoyance value is by default set to 0. If the same NCS
is detected successively, it is increased by 1. Otherwise, if an opposite situation or a good
situation is detected, it is decreased by 1.
To successfully store and retrieve NCS information from a table, the definitions used as
NCS keys must hold type, source and description (if there is any) information. For example,
when an agent ai detects a bad temporal integration NCS by receiving a feedback f ∈ Fti↑
from another agent aj, it creates a NCS entry in its NCS table as |ti(ai); 1|.
Then as a criticality function we use
cai(t) = max(Tai .values()) (4.5)
where Tai .values() is a function that returns all annoyance values in Tai and max(·) is a
function that returns the maximum value of a given set. So the criticality is the maximum of
the values in the table.
When an agent ai detects (percepts) an NCS (either by itself or by receiving a feedback
from another agent) at time t, it first updates its NCS table Tai . After, it checks whether one
10This bandwidth is chosen to make sure that the poststimulus ’event’ is larger than the maximum possible
prestimulus variations in both directions (above and below the line of equity). We double the length of the
prestimulus time to account for the by chance ’excitation’ and ’inhibition’ as the CUSUM can go toward both
directions.
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Figure 4.5 — Examples of cooperative behaviors for modifying the structure of the net-
work. In (a), the strength of the synapse {c, e}, shown with a thicker yellow line, is in-
creased. In (b), neuron b creates a new synapse with neuron e. In (c), neuron e removes its
synapse with neuron g. In (d), excitatory neuron c creates a new excitatory neuron whose
post-synaptic neuron is e. In (e), excitatory neuron c creates a new inhibitory neuron
whose post-synaptic neuron is e. In (f), neuron h removes itself.
of the NCSs detected at t has the highest annoyance among all the NCSs detected during its
lifetime. If so, the agent ai executes its most appropriate cooperative behavior in order to
suppress the NCS.
4.3.4 Designing Cooperative Behaviors
The sole parameter a neuron agent can tune is the synaptic strength parameter of its own
synapses (post-synapses). The tuning behavior of neuron agents is modelled using an action
of the form tune({n, m}, f ) for n, m ∈ N (t) and f ∈ F , which correspond to the adjustment
of the synaptic strength {n, m}.η by f at time t. An autonomous and cooperative neuron
agent must be able to decide by itself the modification of its synapse. Thus, this action can
only be executed by n over {n, m}. Moreover it is ensured that no opposite adjustment is
done at the same time by n.
The reorganization behaviors of neuron agents are modeled using actions of the form
add({n, m}) and remove({n, m}) for n, m ∈ N (t), which correspond to the formation and sup-
pression (respectively) of {n, m} at time t. It is assumed that no synapse is both added and
removed at the same time.
The evolution behaviors of neuron agents are modelled using actions of the form
create(n, m), createInverse(n, m) and remove(n) for n, m ∈ N (t), which correspond to the cre-
ation and suppression (respectively) of neuron agents at time t. It is assumed that no neuron
agent is both added and removed at the same time.
Figure 4.5 presents examples of these cooperative actions.
NCSs are suppressed by using the aforementioned actions as described in the following
subsections.
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4.3.4.1 Suppression of “Bad Instant Frequency” NCS
When the motoneuron agent m receives fν ∈ Fi f from ν about its last spike (tm) at time
t, it evaluates fν taking into account Tempm(tm) in a temporal manner. There might be two
cases: some n ∈ Tempm(tm) that affect the last spike of m in the right time exists or not. If
there exists some n ∈ Tempm(tm)where tn = tm− dnm11, m turns the problem into a temporal
integration problem and sends fm ∈ Fti to all n ∈ Tempm(tm). Otherwise, m propagates fν
as fm ∈ Fi f to all n ∈ Tempm(tm).
When a feedback fm ∈ Fi f is received by a neuron agent n, it understands that m needs
a temporarily closer neighbor. Since n cannot provide such a neighbor to m by tuning or
reorganization, it directly executes its evolution behavior: it creates a new excitatory in-
terneuron agent by including itself as a presynaptic neuron of this new neuron (Algorithm
4.3, line 2). Therefore, this new neuron will likely fire after n and there will be a time shift
in the network. If n is unable to help (e.g., n ∈ N−), it propagates the feedback fm to all its
temporally closest friends Tempn(tn) (Algorithm 4.3, line 4).
Algorithm 4.3: Response to the feedback fm received at time t of neuron agent n where
fm ∈ Fi f , m ∈ M(t) and n ∈ N (t).
1:  evolution condition
2: if n ∈ N+ then create(n, m) endif
3:  propagation condition
4: send( fm, Tempn(tn))
4.3.4.2 Suppression of “Bad Temporal Integration” NCS
When a feedback fm ∈ Fti is received by a neuron agent n, it first tries to tune the
synaptic strength {n, m}.η if m ∈ Postm (Algorithm 4.4, line 2).
If n cannot help m by tuning, it tries reorganization: either by adding a synapse in be-
tween if there is no synapse, or removing the existing synapse. A neuron n ∈ N+ (respec-
tively n ∈ N−) adds a new synapse (Algorithm 4.4, line 10) if fm ↑ (resp. fm ↓ ) and
removes the existing synapse (Algorithm 4.4, line 6) if fm ↓ (resp. fm ↑ ).
As a last resort, n creates a new neuron for helping m. A neuron n ∈ N+ (respectively
n ∈ N−) creates a new neuron n ∈ N+ (resp. n ∈ N−) (Algorithm 4.4, line 15) if fm ↑ (resp.
fm ↓ ) and creates a new neuron n ∈ N− (resp. n ∈ N+) (Algorithm 4.4, line 19) if fm ↓
(resp. fm ↑ ).
When n is unable to help, it propagates the feedback fm to all its temporally closest
friends Tempn(tn) (Algorithm 4.4, line 24)12. As mentioned before, the bad temporal inte-
gration NCS can be detected by both interneuron agents and the motoneuron agent. When
detected by an interneuron agent, any synaptic strength change within a dpsp (4.0 ms) time
11In other words, if m spiked as soon as the spike coming from n reached its membrane.
12The idea here is quite similar to spike-timing-dependent plasticity [Song et al., 2000] since neurons are try-
ing to increase the temporal correlations between their spikes and the spikes of their presynaptic neurons.
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Algorithm 4.4: Response to the feedback fm received at time t of neuron n where fm ∈
Fi f and m, n ∈ N (t).
1:  tuning condition
2: if m ∈ Postn then tune({n, m}.η, fm) endif
3:  reorganization condition
4: if m ∈ Postn then
5: if (n ∈ N+ ∧ fm ↓ ) ∨ (n ∈ N− ∧ fm ↑ ) then
6: remove({n, m})
7: endif
8: else // m /∈ Postn
9: if (n ∈ N+ ∧ fm ↑ ) ∨ (n ∈ N− ∧ fm ↓ ) then
10: add({n, m})
11: endif
12: endif
13:  evolution condition
14: if m ∈ Postn then
15: if (n ∈ N+ ∧ fm ↑ ) ∨ (n ∈ N− ∧ fm ↓ ) then
16: create(Pren, m)
17: endif
18: else // m /∈ Postn
19: if (n ∈ N+ ∧ fm ↓ ) ∨ (n ∈ N− ∧ fm ↑ ) then
20: createInverse(Pren, m)
21: endif
22: endif
23:  propagation condition
24: send( fm, Tempn(tn))
range is welcome, since the objective is to activate the interneuron agent. Thus, when a neu-
ron agent cannot suppress such a situation, it asks its presynaptic or postsynaptic neighbors.
For the motoneuron agent, however, the objective is to have a synaptic strength change at a
specific time. Consewquently, when a motoneuron agent cannot suppress such a situation,
it asks its temporally closest friend neurons. This way, the feedback propagates through the
network.
4.4 Implementation of the Model
The model is implemented using RePast Symphony 2.0.0 beta, an agent-based simu-
lation environment written in Java [North et al., 2006]. For the statistical calculations, the
SSJ13 (Stochastic Simulation in Java) library is used. The elements of the implemented
model were rigorously verified, validated and tested by using the framework given in
[Gürcan et al., 2013a, Gürcan et al., 2011]. The reader interested may refer to Annex A.2 for
13http://www.iro.umontreal.ca/~simardr/ssj/indexe.html, last access on 29 April 2013.
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details of this process.
4.5 Conclusions
In this chapter, we have described our emergent neural network model which is based on
the concepts of the AMAS theory. In AMAS, an artificial self-organizing system is composed
of a dynamic number of autonomous cooperative software entities called agents.
Since the objective is to simulate the functional activity of a given system, agents of
the self-organizing model represent either elementary domain-related objects or functions
which manipulate these objects. Usually, elementary objects are easy to identify by answer-
ing the simple question "What elements are making up my targeted system?". In our model,
broadly we have two types of agents: functional agents that represent individual biological
neurons, and a viewer agent that enables interactions between these functional agents and
the system user. The nomimal behaviors of neuron agents are coming from the biological
evidences. Each agent is trying to keep its relationships as cooperative as possible with
the other agents by detecting NCSs in-between and by trying to overcome them using their
cooperative behaviors. All NCSs represent a biologically unwanted situation in our model.
According to the AMAS theory, the large set of these agents interacting locally should
give bottom-up rise to collective behaviors that provide functional adequacy to their refer-
ence biological system. Furthermore, in order to provide bottom-up reliability to the model,
the elements of the model are rigorously tested (see Annex A.2) to ensure the local behav-
iors of agents are reliable. Therefore, we foresee that the emergent macro-level function per-
formed by the agents will be adequate. The next chapter of this thesis demonstrates this
anticipation.
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5 Simulations, Results &
Discussion
« All models are wrong, but some are useful. »
George E. P. Box, Empirical Model-Building and Response Surfaces (1987) p.424
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5Simulations, Results & Discussion
5.1 Introduction
IN this chapter, we first present the experimental setups and then the results of the sim-ulations we made. After that, we discuss these results from several perspectives such as
biology and computer science. Lastly we compare our model to the existing state of the art
approaches, put forward the limitations of the model and conclude the chapter.
5.2 Simulations & Results
In order to validate the emergent agent-based neuronal network model described in the
previous chapter (Chapter 4), nine single motor unit pathways that belong to human sub-
jects are simulated. Those human data are chosen because of their very different character-
istics so as to verify that the emergent model is sufficiently generic.
5.2.1 Experimental Frame
In this subsection, we give the experimental frame of our simulation experiments.
5.2.1.1 Ethical Statement
The data are taken from experiments at Kemal S. Türker’s previous laboratory at Ege
University1. Ethical approval for the procedures of these experiments are taken from the
Human Ethics Committee, Izmir, Turkey.
5.2.1.2 Initial Scenario
To test our model we have chosen to simulate the neuronal circuitry of Single Motor
Unit (SMU) pathways using the data obtained from low-threshold stimulation experiments
on human soleus and tbialis-anterior muscles. In these experiments, despite rhythmic stim-
ulation, the stimuli are randomly distributed within the Interspike Interval (ISI) due to the
variability of motoneuron firing. The interstimulus intervals were chosen from 1000 ms to
3000 ms random intervals so that the after-effects of the synchronization induced by a stim-
ulus disappears before the delivery of the next stimulus.
Human SMU pathways were described in Section 1.4.1. The exact information we used
about the underlying pathways is that Ia sensory neurons make monosynaptic connections with
the alpha motoneuron. In this sense, we considered this path as the shortest path in the un-
derlying network and defined its duration as l. Therefore, we initialized the simulations
as initial neurons N (0) = {s, m}, initial synapses S(0) = {{s, m}, {m,∅}} and the axonal
delays of these synapses dsm = dm∅ = l/2 where s ∈ K, m ∈ M and l is the latency of
the estimated beginning of the pathway extracted from the PSF-CUSUM of the reference
1From 2007 to 2010, Kemal S. Türker conducted research in Ege University Center for Brain Research (http:
//www.eubam.ege.edu.tr/). Since March 2011, he is conducting his research in Koc University School of
Medicine.
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experimental data by the simulation scientist. In this sense, lbegin is set to l since the earliest
stimulus-evoked change of the motoneuron behavior can be observed at l and lend is set to
200.0 ms (see Figure 1.12, the whole reflex event begins with beginning of the Long-Lasting
Excitation (LLE) and ends with the end of the Long-Lasting Inhibition (LLI)). The viewer agent
ν stimulates all sensory neuron agents s ∈ K using from 1000 ms to 3000 ms random inter-
vals as it is the case for the real experiments. Moreover, the tolerance value τ, which is used
by ν to compare the ouputs, is set to 0.5 since it is statistically a good value.
Interneurons form a connection between other neurons and take part in the long loop
of the reflex events to maintain the postural balance of the subject. Although it is well
known that neurons need to receive thousands of synapses to be able to cross their firing
threshold, interneurons are most of the time ready to react to disturbances that could raise a
reflex [Capaday, 2002, Lam and Pearson, 2002, Misiaszek, 2006]. Consequently, we allowed
the After Hyper-Polarization (AHP) level of interneurons a low value (1.0 mV), so that they
can activate with a small number of synapses and the model will convergence faster. Al-
though it is unclear that this should be the case for real single motor units, it does not affect
the recruitment of presynaptic neuron agents of the motoneuron agent.
Besides, in several intracellular studies of tonically active motoneurons (e.g.,
[Calvin and Schwindt, 1972, Schwindt and Crill, 1982]), it has been reported that the ampli-
tude of AHP is 10.0 mV. Consequently, we allowed the AHP level of motoneuron agents to
be 10.0 mV.
Since the minimum processing time, the synaptic processing time dden, is 0.5 ms in the
model, the simulation of the model proceeds 0.5 ms time steps. From the same reason, the
bin size for the PSF diagrams is also set to 0.5 ms.
The reorganization annoyance threshold is set to 20 (ψreorganization = 20) and the evolution
annoyance threshold is set to 40 (ψevolution = 40) since in our experiments we observed that
these values are big enough for feedbacks to propagate through the network.
5.2.2 Simulations
Before assessing the macro-level behaviors of simulations, we first need to be sure that
the simulation of the motoneuron agent works fine. To this end, we plotted the ISI distri-
butions for a human alpha-motoneuron and its simulation (Figure 5.1). The distribution of
ISIs has nearly identical mean and variance and the right-skewed shape occurs in both dis-
tributions. The distribution parameters were set to achieve these distributions (see Section
4.3.1.3). Once we ensure that the motorneuron agent is able to discharge at similar char-
acteristics as the real human motor neuron, we can perform simulations for human Single
Motor Unit (SMU) pathways.
For illustration, we simulated the model by using nine different human SMU pathways
with different macro-level functional behaviors. As shown in Table 5.1, the data about these
pathways are obtained with various numbers of trials (Trial N.) and various total numbers
of consecutive empty bins (Tot. C.E.B.).
In order to perform reliable simulation experiments, we separate human data into train-
ing data and test data in terms of trials. In this sense, for each simulation experiment, we first
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Figure 5.1 — Inter-spike-interval (ISI) probability distributions of (a) a human alpha-
motoneuron and (b) its simulation.
Table 5.1— Results for simulation experiments of 9 different human neuronal reflex path-
ways (HNP) obtained from soleus and tibialis-anterior muscles with various numbers of
trials (Trial N.) and total number of consecutive empty bins (Tot. C.E.B.). For each HNP,
simulations were conducted 10 times and, the mean similarity obtained (M. Sim.), the
mean number of excitatory (Exc. N.) and inhibitory neurons (Inh. N), and the mean total
number of neurons (Tot. N.) are presented.
HNP Trial N. Tot. C.E.B. M. Sim. (%) Exc. N. Inh. N. Tot. N.
AO-2-3-1 303 13 77.62 411 138 549
BU-1-1-1 323 50 93.49 366 6 372
BU-1-3-1 232 43 96.14 348 0 348
NK-3-2-1 697 28 96.16 355 159 514
OS-3-1-1 510 88 83.78 298 0 298
OS-3-3-1 510 88 86.84 340 7 347
OS-4-2-1 987 25 94.69 317 19 336
OS-4-3-1 986 45 91.51 359 13 372
SS-1-1-1 783 0 93.81 391 169 560
mean 592.3 42.2 90.44 353.8 56.7 410.6
divide each human data into 2n trial segments and then select randomly n trial segments for
compiling training PSF data and used the remaining n segments for compiling test PSF data
(Figure 5.2). Training data are then given to the Viewer agent as reference data. In our simu-
lation experiments, we have chosen 2n=10 and used the human data whose number of trials
are more than 200 since the PSF better represents the profile of the postsynaptic potential
caused by the stimulus when there are at least 100 trials [Türker and Powers, 2005].
5.2.3 Results
After the simulations end, the results are analyzed in order to ensure that the generated
networks are functionally equivalent to the reference real networks.
Figure 5.2 — An example of separation of raw PSF data as training PSF data and test
PSF data. First, SS-1-1-1 raw data are separated into 2n = 10 segments. Then, randomly
chosen n = 5 segments (segments 1, 2, 4, 6 and 9) are compiled as training PSF data, and
the remaining n = 5 segments (segments 3, 5, 7, 8 and 10) are compiled as test PSF data.
To calculate the similarity of two networks, a Pearson-correlation analysis is performed
between the simulated and the test PSF-CUSUMs. This correlation is a proxy for evidence
that reflects the accuracy of the model in terms of its coefficient of determination. The corre-
lation r yields a 0 when there is no correlation (totally uncorrelated) and a 1 for total corre-
lation (totally correlated). The degree of similarity is then calculated as r2 (M. Sim. in Table
5.1). This information is fair enough in order to claim that the two underlying networks are
functionally equivalent in the sense of PSF analysis (Section 1.4.2.2) since our objective was to
obtain a response pattern from an artificial Single Motor Unit (SMU) that is comparable with
the response of the real human SMU.
For each Human Neuronal Pathway (HNP), simulation experiments were repeated 10
times (Table 5.1). The 6 outputs of these experiments are shown in Figure 5.3. Similarities of
Figure 5.3 — The reference (red) and resulting simulated (blue) PSF and PSF-CUSUM
diagrams for 6 out of 9 simulation experiments of human neuronal pathways. Refer-
ence data are compiled from the reflex response of the soleus muscle motor units. The
simulated data are compiled from the motoneuron agent responses of a simulation exper-
iment. The results (a), (b) and (c) present the three worst similarities obtained, and the
results (d), (e) and (f) show the three best similarities obtained. They belong to reference
data AO-2-3-1, OS-3-1-1, OS-3-3-1, BU-1-3-1, NK-3-2-1 and SS-1-1-1 respectively.
PSF-CUSUM diagrams show that the model can mimick HNPs with different macroscopic
patterns. In other words, an initial network successfully converges to a solution network
whose macroscopic behavior conforms to its reference biological network.
When a network finishes organizing itself2, the correct organization of neurons is said
to be found. Now the question is, are we sure that the emergent neural network continues
2As mentioned in Section 4.3.1.5, a network G is said to be stable at time t′ if for all t1, t2 ∈ R+ where
t2 > t1 ≥ t′, for all feedbacks f sent by the viewer agent ν, we have f ∈ Fi f ≈.
Figure 5.4— (a), (b) and (c) illustrate there separate tests performed after the convergence
of SS-1-1-1 data. These tests show that after the network finishes organizing itself, it keeps
having the same macro-level behavior.
adequately generating the macro-level functional behavior with its reference HNP? In our
case, where stimulus-evoked changes on motoneuron discharge rates are monitored, we
fed the emergent network with the similar random input during its learning process (with
an interstimulus interval of 1000 ms to 3000 ms as described in Section 5.2.1.2). What we
expected was a fairly similar macroscopic output (not exactly the same of course because
of the noise) to its reference biological network. We performed such tests by continuously
stimulating the final networks for a long time. An illustration of this test for the SS-1-1-1
data is shown in Figure 5.4.
The detailed results for one of the simulation experiments for each human data are
shown in Figure 5.5, Figure 5.6, Figure 5.7, Figure 5.8, Figure 5.9, Figure 5.10, Figure 5.11,
Figure 5.12 and Figure 5.13 (ordered as in Table 5.1). These figures illustrate the results that
came out of a simulation run at the end of its effort to learn the global pattern obtained from
each human reflex experiment and consist of the following sub-figures:
3 (a) the PSF-CUSUM diagrams of the reference data (red line) and its simulated replica-
tion (blue line), together with the Pearson-correlation of these lines and their similari-
ties.
3 (b) The temporal distribution of created excitatory (red) and inhibitory (blue) synapses
on the motoneuron. These synapses are created in order to provide the similarity shown
in (a).
3 (c) The net PSP on motoneuron caused by its presynaptic connections given in (b). This
is a striking feature of the model, in which we are able to extract the presynaptic activity
on a motoneuron. This activity is not uniform, but consists of multiple temporal PSPs
that appear and disappear at various times.
3 (d) The final configuration together with the number and the sign (excitatory or in-
hibitory) of neurons that came throughout the simulation run3. Note also that, in the
final configuration, the extent of the pathways that represent the long latency reflex re-
sponses are emerging as neuronal loops in the figure. The big red dot, the big white
3These graph representations are generated via GraphML language (http://graphml.graphdrawing.
org/, last access on 16 April 2013). Then Gephi [Bastian et al., 2009] is used to visualize these graphs (https:
//gephi.org/, last access on 16 April 2013).
Figure 5.5— The results that came out of a simulation run at the end of learning the global
pattern obtained from the human reflex experiment AO-2-3-1. (a) PSF-CUSUM diagrams
of the reference data and its simulated replication. Pearson-correlation of these lines is
0.90 and thus their similarity is 81.44%. (b) The temporal distribution of created excitatory
and inhibitory synapses on the motoneuron. (c) The net PSP on motoneuron caused by its
presynaptic connections given in (b). (d) The cinematic representation of the evolution of
the neural network from the initial configuration towards the final configuration together
with the number and the sign (excitatory or inhibitory) of neurons that came throughout
the simulation run.
Figure 5.6 — The results that came out of a simulation run at the end of learning the
global pattern obtained from the human reflex experiment BU-1-1-1. (a) PSF-CUSUM
diagrams of the reference data and its simulated replication. Pearson-correlation of these
lines is 0.98 and thus their similarity is 97.73%. (b) The temporal distribution of created
excitatory and inhibitory synapses on the motoneuron. (c) The net PSP on motoneuron
caused by its presynaptic connections given in (b). (d) The final configuration together
with the number and the sign (excitatory or inhibitory) of neurons that came throughout
the simulation run.
Figure 5.7 — The results that came out of a simulation run at the end of learning the
global pattern obtained from the human reflex experiment BU-1-3-1. (a) PSF-CUSUM di-
agrams of the reference data and its simulated replication. Pearson-correlation of these
lines is 0.98 and thus their similarity is 97.97%. (b) The temporal distribution of created
excitatory (red) and inhibitory synapses on the motoneuron. (c) The net PSP on motoneu-
ron caused by its presynaptic connections given in (b). (d) The final configuration together
with the number and the sign (excitatory or inhibitory) of neurons that came throughout
the simulation run.
Figure 5.8 — The results that came out of a simulation run at the end of learning the
global pattern obtained from the human reflex experiment NK-3-2-1. (a) PSF-CUSUM
diagrams of the reference data and its simulated replication. Pearson-correlation of these
lines is 0.98 and thus their similarity is 97.23%. (b) The temporal distribution of created
excitatory and inhibitory synapses on the motoneuron. (c) The net PSP on motoneuron
caused by its presynaptic connections given in (b). (d) The final configuration together
with the number and the sign (excitatory or inhibitory) of neurons that came throughout
the simulation run.
Figure 5.9 — The results that came out of a simulation run at the end of learning the
global pattern obtained from the human reflex experiment OS-3-1-1. (a) PSF-CUSUM
diagrams of the reference data and its simulated replication. Pearson-correlation of these
lines is 0.95 and thus their similarity is 90.31%. (b) The temporal distribution of created
excitatory and inhibitory synapses on the motoneuron. (c) The net PSP on motoneuron
caused by its presynaptic connections given in (b). (d) The final configuration together
with the number and the sign (excitatory or inhibitory) of neurons that came throughout
the simulation run.
Figure 5.10 — The results that came out of a simulation run at the end of learning the
global pattern obtained from the human reflex experiment OS-3-3-1. (a) PSF-CUSUM
diagrams of the reference data and its simulated replication. Pearson-correlation of these
lines is 0.93 and thus their similarity is 87.56%. (b) The temporal distribution of created
excitatory and inhibitory synapses on the motoneuron. (c) The net PSP on motoneuron
caused by its presynaptic connections given in (b). (d) The final configuration together
with the number and the sign (excitatory or inhibitory) of neurons that came throughout
the simulation run.
Figure 5.11 — The results that came out of a simulation run at the end of learning the
global pattern obtained from the human reflex experiment OS-4-2-1. (a) PSF-CUSUM
diagrams of the reference data and its simulated replication. Pearson-correlation of these
lines is 0.97 and thus their similarity is 94.27%. (b) The temporal distribution of created
excitatory and inhibitory synapses on the motoneuron. (c) The net PSP on motoneuron
caused by its presynaptic connections given in (b). (d) The final configuration together
with the number and the sign (excitatory or inhibitory) of neurons that came throughout
the simulation run.
Figure 5.12 — The results that came out of a simulation run at the end of learning the
global pattern obtained from the human reflex experiment OS-4-3-1. (a) PSF-CUSUM
diagrams of the reference data and its simulated replication. Pearson-correlation of these
lines is 0.98 and thus their similarity is 96.64%. (b) The temporal distribution of created
excitatory and inhibitory synapses on the motoneuron. (c) The net PSP on motoneuron
caused by its presynaptic connections given in (b). (d) The final configuration together
with the number and the sign (excitatory or inhibitory) of neurons that came throughout
the simulation run.
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dot, the big blue dot, the small black dots and the small yellow dots illustrate respec-
tively the muscle, the sensory receptor, the motor neuron, the inhibitory interneurons
and the excitatory interneurons. In Figures 5.5d and Figure 5.13d, we have also given
the cinematic representation of the evolution of the neural network from the initial con-
figuration towards the final configuration.
5.3 Discussion
One way to deepen our understanding of how synaptic and neuronal processes interact
to produce the collective behavior of the human CNS is to develop large-scale, function-
ally equivalent models of it. We started with human single motor units because they are
necessary for human consciousness.
5.3.1 Biological Interpretation
The model presented here uses integrate-and-fire neurons and PSF reflex recordings to-
gether with the AMAS theory, to the best of our knowledge for the first time, for generating
an artificial neuronal network that mimicks its reference biological neuronal network. We
used reflex responses of human single motor units not only because we could record them
during conscious contractions but also as they directly represent the discharges of motoneu-
rons in the human spinal cord. To be able to show that the model is robust to biological
variability, it has been rigorously tested as described in Annex A.2.
The results show that the developed model is able to learn and simulate the functional
behavior of human single motor units. The mean similarity observed is between 77.62% and
96.16%, the mean number of neuron agents is between 298 and 560 (Table 5.1). For most of
the data sets the mean similarity is more than 90 %. The PSF-CUSUM similarities of selected
simulations are also explicitly shown in Figure 5.5a, Figure 5.6a, Figure 5.7a, Figure 5.8a,
Figure 5.9a, Figure 5.10a, Figure 5.11a, Figure 5.12a and Figure 5.13a. Obviously, there is a
strong positive correlation and thus similarity in these diagrams. This success indicates that
the proposed computational neuronal network model is a potential candidate for mimicking
human neuronal networks.
However, for some data sets it is contrary and the model is unable to mimick the func-
tional behavior in that success. The worst dataset is AO-2-3-1 with an average similarity of
77.62% (see Figure 5.3a). This situation is most probably caused by a higher level of synap-
tic noise in motoneuron membranes. This noise makes much harder for the viewer agent
to give the right feedback. In such a case, the underlying SMU must be stimulated much
more while collecting data from the human subject since noise is inversely proportional to
the stimulation count in PSF-CUSUM diagrams. The other relatively worse simulation re-
sults belong to OS-3-1-1 with an average similarity of 83.78% and OS-3-3-1 with an average
similarity of 86.84% (see Figure 5.3b and Figure 5.3c respectively). In these experiments, the
numbers of stimulations are higher and thus there is less noise. However, unlike AO-2-3-1
and other HNPs, the experimental data contain the highest number of consecutive empty
bins. Since these bins provide no information to the viewer agent, it is harder to make the
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correct evaluations.
After attaining functional adequacy – in terms of predicting empirical responses, the
structure of the resulting networks can be analyzed to see to what extent they are biologically
plausible. In this sense, the first criterion can be the number of neurons. As seen from Table
5.1, the average number of neurons observed at the end of simulations is not an implausible
value for a human single motor unit pathway (SMU). One may think that it is necessary to
justify more these numbers, because such numbers can be judged too far from real values.
However, the biological constraints given in the model do not currently prevent creation of
such a number of neurons.
On the other hand, we know that each neuron is created for a biological reason. Thus,
we think that these numbers may relate to the possible long loops in the reflex pathways
since it is known that some of the reflex responses of the human motor units occur at longer
latencies as it is shown in Figure 5.3. In this sense, what is remarkable here is that the sim-
ulations give us such possible long loops (in Figure 5.5d, Figure 5.6d, Figure 5.7d, Figure
5.8d, Figure 5.9d, Figure 5.10d, Figure 5.11d, Figure 5.12d and Figure 5.13d, they are repre-
sented as interneuronal loops made from yellow dots) that could account for these longer
latency reflex events, even though they were not a priori defined in the model (initially
there was only a sensory neuron agent and a motoneuron agent - Figure 5.5d and Figure
5.13d). Lengths of these loops possibly represent (1) the latencies of the reflex responses as
the stimulus induced action potentials have to go through many interneurons to elicit the
long latency reflex responses, or (2) the latency of an action potential travelling on one long
axon to the cortex and on another long axon back from the cortex. If the latter is happening,
the number of interneurons would decrease dramatically. However, at present this cannot
be known without further human experiments.
Remembering that going across each synapse takes about 0.5 ms, for a reflex response
that occurs at for example 20 ms after the first phase of the reflex, action potentials (spikes)
will have to jump through 40 synapses involving that many interneurons. For example, in
Figure 5.13d, therefore there must be five separate reflex responses after the first reflex event
since there are five separate loops.
Conceptually, an instant significant increase (and decrease) of PSF-CUSUM value indi-
cates instant EPSPs (and IPSPs respectively) on motoneuron membrane. Moreover, since
we restrict the PSP weights of individual synapses to the biological evidences on human
studies, the number of excitatory and inhibitory synapses on the motoneuron are extracted
by the emergent model (Figure 5.5b, Figure 5.6b, Figure 5.7b, Figure 5.8b, Figure 5.9b, Figure
5.10b, Figure 5.11b, Figure 5.12b and Figure 5.13b show these synapses). However, we note
that these numbers are only estimations and their correctness cannot be directly proven4.
For example, for some pathways the simulations do not find any inhibitory interneurons
(see Table 5.1), which is biologically impossible. A possible explanation is that there is a high
level of synaptic noise in their data. The model is therefore unable to distinguish whether it
is an inhibition or a noise when there is decrease in the CUSUMs (see e.g., Fig. 5.3b and Fig.
5.3d).
4Remember that neuroscientists do not have a precise idea about the number of neurons or their connections
in humans. See Section 1.3 for a detailed explanation.
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In PSF technique, it is common practice to keep the number of trials as high as possible
to ensure that the empty bins are not due to chance and really empty because of inhibitions.
In other words, we can say that as the number of trials increases, the information about the
PSF also increases. The results show that there is no correlation between the number of trials
and the average success of the simulations so long as the number of trials is more than 116
(232 / 2 = 116) in training data (see BU-1-3-1 dataset Table 5.1).
In conclusion, from the biological point of view, currently the emergent model exactly
replicates a particular macro-level pattern of spike data by finding the right organization of
neurons. However, there is no evidence provided here that the learned emergent neuronal
networks have anything to do with the real human neural networks in terms of internal
structure. We think that, if more biological contraints on the model can be defined, our
emergent model would be a good method for deriving complex internal structure that could
explain observed behavioral results.
5.3.2 Computational Interpretation
Artificial self-organization of the agents is happening in a completely unsupervised way
thanks to the AMAS theory. The NCSs of the agents is at the hearth of this mechanism.
Hence, giving the accurate feedback to the right agents is important. Without such a feed-
back mechanism, the networks would not converge and their internal representation would
keep changing.
Consequently, since the moving average of the PSF-CUSUM derivative is used as the
feedback, the calculation of the PSF-CUSUM derivative must be performed carefully as it
affects the correct modification procedure of the network. The calculation should be done
without displacing the peaks and throughs significantly. During our preliminary investi-
gations (our first simulation experiments), it has been observed that when the PSF-CUSUM
derivative is smoothed too much, the information about the dynamics of the system was lost
and thus nearly no interneuron agent was created. On the other hand, when the smoothing
was not sufficient, the noise of the motoneuron agent prevented the interneuron agents to
learn the right dynamics and thus although the number of interneuron agents were increas-
ing there was no correlation between PSF-CUSUM diagrams.
Besides, the tolerance value τ is also an important parameter as it is closely related to
the correct feedback. Similar to smoothing, when τ is higher, the information about the
dynamics of the system is lost, and when τ is smaller, it is harder to detect good outputs.
As a result, we think that currently in the viewer agent decision process the detection
of the noise is roughly handled. In our point of view, a better cooperative noise detection
should be detected by the motoneuron agent by detecting the variety of the successive feed-
back messages coming from the viewer agent.
Moreover, thanks to the AMAS theory, model design complexity is greatly reduced via
self-adaptation locally-driven by cooperation. The adaptation process is not based on any
global feedback from the system environment toward the whole MAS; no fitness function
neither performance measures of the whole MAS are used. On the contrary, this adaptation
process fully relies on emergence to ensure consistency and keep advantage of low computa-
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tion load, readily distribution etc.
In addition to the above discussion, the proposed model is a strong self-organizing sys-
tem where there is no centralized point of control (completely decentralized). In such a
decentralized control, units are prone to opposing actions, their behavior may induce need-
less redundancies, and it is not guaranteed that a global optimum solution will be found
[Reynolds, 1987]. As a result, although there are solutions observed in the macroscopic orga-
nization level, it is not guaranteed that these solutions are globally optimum. There can be
better organizations (less number of neuron agents, better expressiveness of the biological
reality etc.) with the same macro-level behaviors.
In addition to acting autonomously in a decentralized manner, all agents commonly
have simple behaviors with limited perception abilities: the viewer agent interacts only with
sensory neuron agents and motoneuron agents, and all neuron agents interact with their
friend neurons. Hence no agent has a global view of the whole neuronal network. It could
be said that the viewer agent can know the global functional structure (macro-level behavior)
of the system (but not the internal structure of the system) since it stores all the inputs given
to the sensory neuron agents and all the outputs of motoneuron agents. However, it never
uses this information in its decision process in a global manner and acts by extracting local
information (the frequency value at a specific time). This global information is only used for
display purposes (e.g., PSF-CUSUM diagrams).
Furthermore, the locality of interactions implies that neighboring configurations are
strongly correlated, and this correlation diminishes as the distance between configurations
increases [Serugendo et al., 2011]. In AMAS, the agents that are closer to the source agent of
a NCS are annoyed significantly compare to the agents that are further in the neighborhood.
This provides suppression of NCSs by closer neighbor agents. On the other hand, consid-
ering the proposed model, it can be said that the closer the neuron agents are, the more
temporally synchronous they are. Consequently, this kind of local interaction mechanism
perfectly fits to biological spiking neural networks since the objective is to find as temporally
closest pre- or post-synaptic neighbors as possible.
Lastly, the emergent model can be evaluated in terms of its robustness. Self-organizing
systems consisting of a large number of interacting elements can be relatively insensitive
to errors or disruptions from the environment, which is called robustness. One reason for
robustness is the redundancy inherent in such distributed organizations in which remaining
elements can compensate disrupted ones [Serugendo et al., 2011]. Another reason for ro-
bustness is the adaptive potentiality of the system. The more adaptive capabilities a system
has, the more robust it is. The adaptation capability of our system lies on its capability to
change and find its right organization and that explains why this system can be considered
as a self-adaptive one.
From neuroscience point of view, it is known that the robustness of biological nervous
systems resides more in adaptive potentiality than in redundancy [Kaas, 2000]. Our emergent
neuronal networks can be said to be robust in this sense for several reasons:
3 There is redundancy but not too much. On the one hand, the way the temporal inte-
gration NCS is suppressed does not limit the incoming connections to a neuron agent,
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and enables redundancy in the network. On the other hand, the way the instant fre-
quency NCS is suppressed strictly disallows redundant connections. In the first case,
it is unknown if those redundancies will be useful or not when the same network is
trained using another data set. However in the second case, the instant frequency NCS
is directly related to the global functional structure of the network.
3 Adaptive potentiality of the proposed model is high, since it is an artificial self-
organizing system specifically covered by adaptive properties. The model is able to
go back to a stable state whenever it detects a NCS.
However, no test has been conducted in order to verify and validate the robustness of
the model yet.
5.3.3 Comparison with Existing Models
Our computational model can be contrasted to the existing effective connectivity inves-
tigations (Section 2.2.1), and Biological Neural Network (BNN) inspired models that aim to
find the right network structure (Section 2.3.2) presented in the state of the art of this thesis
(Chapter 2).
5.3.3.1 Computational Effective Connectivity Models
Among adaptive computing methods for estimating effective connectivity, Dynamic
Causal Modeling (DCM) is the most relative one since it uses experimentally designed in-
puts and evoked responses analyzing of effective connectivity. In DCM, in order to find
the best configuration (organization of the network), the network is modified manually by
adding or removing neurons and synapses.
In contrast, the artificial self-organization procedures we have described in this thesis pro-
vide an automatic and principled way to perform greedy searches over model space. It is
also possible that the same objective function used in DCM – the evidence for a particular
model – could be employed in artificial self-organization.
5.3.3.2 Biological Neural Network (BNN) Inspired Models
As described in Section 2.3.2, Grows When Required (GWR) is an unsupervised algorithm.
However, it needs access to global information for selecting the best matching neurons;
something which is not possible from the point of view of a single neuron. Such a global
view prevents the system from being emergent, unlike our model. Besides, the removal
of synapses in GWR seems quite similar to our model in the sense that it uses a threshold,
however both addition and removal of synapses in GWR require a global view of the system
which does not exist in our model.
Our model differs from NEAT studies (Section 2.2.2.2) in several aspects. First of all,
there is neither randomness nor probability in our model. Each neuron and synapse are
added and/or removed due to NCSs of agents. Secondly, although like NEAT models, our
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model begins with a simple initial network, unlike them, this is not for minimizing the
dimensionality of the network. Rather, it is because of the lack of our knowledge about the
underlying reference neural network. Minimizing the dimensionality in our model can only
be provided by defining NCSs in a better way. Finally, our work differs from existing NEAT
works in that (a) it applies cooperation rules to make the structure of the network evolve,
(b) our focus is mainly on biological neural networks rather than artificial neural networks
and thus (c) it uses an established neuroscience method (PSF) to extract local information.
So, at least to the best of our knowledge, such a synergy has not been examined before.
5.3.4 Limitations of the Model
The threshold-crossing model, used for the simulations presented in this thesis, is a sim-
ple one and does not include all membrane mechanisms, which may influence motor neuron
excitability. The AHP time course is described simply as a straight line although in reality
the membrane potential reaches the threshold in the random walk process where noise in-
creases with time [Warren et al., 1992]. In this sense, for increasing the success, the reality
and the reliability, the motoneuron models which are verified by the experimental results
obtained from human experiments, like the one proposed in [Kuraszkiewicz et al., 2012],
should be used.
Besides, independently of the state of the neuron, all PSPs are assumed to have the same
shape. Moreover, the dynamics of neuron n depends only on its most recent firing time tn.
Moreover, in this work, we have simply used the PSF-CUSUM correlation between the
observed and predicted responses as a proxy for the quality of the model produced. Al-
though PSF analysis is certainly ’a’ measure of network behavior, there are lots of other pos-
sibilities as well, and just computing a correlation on this value does not allow us to claim
that the emergent model and its underlying HNP are functionally equivalent. This does not
accommodate model complexity that is an inherent part of model evidence. In other words,
in future work, we could consider not just a measure of accuracy or correlation but a penal-
ized measure such as the Akaike information criteria [Akaike, 1974] or free energy bounds
on Bayesian model evidence [Friston, 2009].
In addition, the model presented in this thesis is only based on temporal constraints:
no steric regulation of proliferation due to physical contact between membrane, neither
any local chemical regulation of neurons activity due to their proximity with glial cells
[Takata and Hirase, 2008]. The first mechanism, inspired from morphogenesis modelling
as in [Marsland et al., 2002], should help neurons in finding right acquaintances and so in-
crease significantly the number of cycles necessary for the network to get a correct functional
structure. Moreover, in vivo, neurons are not the only cells implied in information treatment
[Perea and Araque, 2010]. Glial cells are known to regulate synaptic plasticity, this regula-
tion can be integrated in modeled synapses, what is done today, but what is still to construct
is local transmission of regulation from synapses to groups of neurons in a glial neighbor-
hood that may be different from a strict functional neuronal neighborhood [Fellin, 2009].
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5.4 Conclusion
In this chapter, the emergent neuronal network model (Chapter 4), which is designed
for the synaptic effective connectivity problem (Chapter 1), has been used for simulating nine
single motor unit pathways and the results of these simulations are discussed.
As shown, our emergent neuronal network model generates interesting results. In the
discussion part, we interpreted these results from two different scientific point of views:
biology and computer science.
As a biological interpretation, we claim that the emergent neuronal network model is a po-
tential candidate for mimicking human (and thus biological) neuronal networks since it obtains
successful functional macro-level similarities and each neuron (and its synapses) is created
for a biological reason. We then demonstrated how neuroscientists may perform estima-
tions from the resulting networks during their effective connectivity analysis by answering
these questions: What is the estimated distribution of excitatory and inhibitory neurons in
a given pathway? What are their temporal distributions? What may the generated long
interneuronal loops mean?
As a computational interpretation, on the other hand, we claim that the emergent neuronal
network model is a successful strong self-organizing system since all cooperative agents have
simple behaviors with limited perception capabilities. All neuron agents (sensory neuron
agents, interneuron agents and motoneuron agents) interact with their friend neurons and
the viewer agent interacts only with sensory neuron agents and motoneuron agents. The
main problem we see about the model is its failure to learn pure noisy data. Currently, the
viewer agent has to reduce the noise to some extent by calculating a moving average of the
PSF-CUSUM derivative. However, a moving average does not purely present local informa-
tion and contains information about neighbors. In our point of view, the motoneuron agent
should be able to detect this noise by comparing the successive feedback messages coming
from the viewer agent.
The next step of this study would thus be to improve our agents behavior to be able to
better detect errors and/or uncertainties in the PSF data.
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Figure 5.13 — The results that came out of a simulation run at the end of learning the
global pattern obtained from the human reflex experiment SS-1-1-1. (a) PSF-CUSUM di-
agrams of the reference data and its simulated replication. Pearson-correlation of these
lines is 0.98 and thus their similarity is 97.29%. (b) The temporal distribution of created
excitatory and inhibitory synapses on the motoneuron. (c) The net PSP on motoneuron
caused by its presynaptic connections given in (b). (d) The cinematic representation of the
evolution of the neural network from the initial configuration towards the final configu-
ration together with the number and the sign (excitatory or inhibitory) of neurons that
came throughout the simulation run.

Conclusion & Perspectives
« It is amateurs who have one big bright beautiful idea that they can never
abandon. Professionals know that they have to produce theory after theory
before they are likely to hit the jackpot. »
Francis Crick
Overall Conclusions
There has been a great deal of progress in understanding the role of synaptic mechanisms
and there is strong evidence that their roles are quite significant in developing a complete
framework of computation and communication within the Central Nervous System (CNS).
The open question is to what resolution do these mechanisms need to be modeled in order
for the complete model to work at all. Surely not every minute detail of every molecular in-
teraction is required, but until we have a model that accurately produces the functionality of
its biological counterpart, we do not really know where we can generalize or optimize. Be-
sides, although neuroscientists are performing various experiments to explore the synaptic
effective connectivity, there are still gaps in our understanding of CNS because of technical
difficulties, especially in humans. Since direct measurements are impossible in human sub-
jects, the human CNS has to be treated as a black box. What we only know is the observable
behavior of this black box.
In this direction, in this thesis our goal was to design an emergent model that learns
acting in the same way of the human CNS by using findings on human subjects using reflex
methodologies in order to estimate unknown (effective) connections. While we took inspira-
tion from neuroscience, our intent was not to create a veridical model of processes in neu-
rodevelopmental biology, nor to represent a structural topology of a real biological system.
As a result, to be able to explore biological neuronal wiring, we designed and developed
a self-organizing agent-based model in cellular resolution that learns to generate what
is observed in human subjects. Although there are studies aimed at simulating biological
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neural networks in the literature, to our knowledge, none of them aims at mimicking the
behavior of human neural networks by applying self-* principles.
In this study we have, for the first time, generated artificial neural networks for human
single motor unit pathways using Peristimulus Frequencygram (PSF) data through an artificial
self-organization process.
This process was based on the Adaptive Multi-Agent Systems (AMAS) theory and thus
the generated networks were modified through NCSs of agents. Driven by intermittent
activations of sensory neuron agents and the spontaneous activity of the motoneuron agent,
artificial neuronal pathways emerged through recruitment, dismission and modification of
neuron agents and synapses.
So far, our simulations display dynamics with strong macro- and micro-level functional
similarities to real human single motor unit pathways. Since the theory used at the micro-
level is not mathematically related to the macro-level functionality, all resulting networks gen-
erated by our model can be qualified as emergent.
Although our present findings do not constitute a proof that the simulated neural net-
works are exactly as the real ones, since the nominal behaviors of the model elements con-
form to the biological elements (they are all verified and validated), it can also be said that
the simulated network is biologically plausible. This appears as an arresting conclusion that
makes our understanding about synaptic effective connectivity of human motor units more
clear. Nevertheless, a detailed analysis of the generated network should be done in order to
prove this conclusion. As a result of this analysis the number of neuron agents should be
optimized if necessary.
Consequently, it is not currently possible to generalize our model as a generic facility
that could allow mimicking any part of neuronal pathways. Such a generalization can only be
obtained when a particular simulation scenario does not fit the data at hand. This is why
model optimization based upon model evidence (as in Dynamic Causal Modeling) penal-
izes overly complicated models with too many degrees of freedom. Clearly, the next step in
our work is to assess the generalization of our computational model. This would normally
involve seeing how well the model predicted responses to new patterns of stimulation. We
have not really addressed this issue in the current work. We hope to be able to use other data
in future analyses to address (and possibly optimize) generalization; for example, optimiz-
ing one simulation scenario given the observed responses to a single stimulation pulse (like
we did in this thesis) and then seeing how well it predicted responses to another scenario;
for example a pair of stimulation pulses that were separated by a short interval. In terms of
scenario selection, this is known as establishing predictive validity and usually goes hand
in hand with simulation scenarios that have high evidence.
Open Problems & Perspectives
The initial objective of this PhD thesis was to contribute to the effective connectivity
analysis of human neuronal pathways in order to support transition from the micro-level to
the macro-level without relying on mathematical arguments. The emergent neuronal network
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model proposed in this direction is quite novel and must be considered as a beginning of
future research programs. There is a lot of very interesting research that could be done with
this model. We think it could be quite broadly and usefully applied (if it turns out that the
model is able to learn somewhat valid when more rigorously analyzed) both in neuroscience
and computer science. In this sense, we listed the potential future research areas for this
thesis project in the following subsections.
Perspectives in Neuroscience
To increase reliability of the model, we are planning to use single motor unit data
recorded from other muscles. It would also be interesting to continue research along multi-
ple motor unit pathways, to see to what extent the pathways in humans can be simulated.
In other words, it is not yet clear whether our computational model can perform the same
practical functions as the real larger-scale pathways they model. To this end, we need two
things: (1) the discharge rates of multiple motor units obtained from the same human sub-
ject and (2) more NCSs related to biological situations to increase biological reality (e.g.,
introducing spatial constraints). Apparently, the more biological information is provided
to the model, the more biologically correct the resulting neuronal networks would be. The
envisioned next steps involve expansion of the project in a direction related to surmounting
this limitation.
As a result of this perspective, we are planning to achieve a generic model that could allow
mimicking any part of (human) neuronal pathways, if the PSF data can be measured and provided
according to specifications. The facility can then be used to construct the artificial replication
of any neuronal pathway, consisting of real neurons.
Another problem to be overcome is how to achieve higher-fidelity simulations in the
face of noisy motoneurons. Motoneuron noise is a well-known fact and its importance for
precise movements was shown by [Fitts, 1954]. Thus, motoneuron noise is an important
ingredient to be able to make realistic simulations. In this sense, using more data obtained
from the same subject for the same pathway may actually be beneficial since the more data
we have the easier it will be to learn the noise5.
In addition, the model can be used for exploring what kind of different human neuronal
pathways (apart from reflex pathways) can be learned (e.g., central pattern generators6).
Although the model targets human neuronal pathways, it can also be tried on smaller,
well-understood neural systems and for seeing how well it performs on those pathways.
For example, we have the complete structural connectivity information (connectome) about
C. elegans (a common species of roundworm) more than any other organism7. However,
surprisingly there is still no working model mimicking the macro-level behaviors of C. ele-
gans.
5Remembering Section 4.3.2.2 that in this thesis study since our model is unable to learn motoneuron noise
completely from the pure data, we used the moving average technique to reduce the noise.
6Central pattern generators are such neuronal circuits that when activated they can produce rhythmic motor
patterns like breathing, swimming, walking and flying without sensory or descending inputs that carry specific
timing information. See [Marder and Bucher, 2001] for a review.
7The Openworm Project (http://www.openworm.org/) is working on the C. Elegans connectome.
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Besides, our computational neuronal network model can be used to build synthetic neu-
ronal networks. Synthetic mimics of living neuronal pathways can be programmed for heal-
ing disorders in nervous system since they can display emergent properties rising bottom-
up from collections of independently functioning neurons. However, although such repro-
duction of similarly sophisticated behavior in a synthetic system would be of scientific and
technological value, it is not currently feasible with existing artificial membrane platforms
currently [Villar et al., 2013].
Perspectives in Computer Science
From the computer science perspective, we developed a novel emergent self-adaptive
biologically-inspired neuronal network model. Consequently, our model processes infor-
mation as a more biological neuronal network fashion than conventional Artificial Neu-
ral Networks (ANN) approaches. Due to this fundamental difference between ANNs and
biologically-inspired neuronal networks, it is often challenging to use biologically-inspired
neuronal networks as a computational intelligence tool. To bridge this gap, recently
[Dai et al., 2012] proposed a biologically-inspired artificial neural network model. This
model uses neuronal encoding mechanisms for transforming real-world input signals to bio-
logical spikes that can be used as stimuli to the neuronal network and decoding mechanisms
for processing the spikes coming out of the network to convert them back into meaningful
real-world output signals, as proposed by [Johnson et al., 2011].
If our model can be generalized and aforementioned encoding/decoding mechanisms
can be defined, it can be used as a novel computational intelligence tool and might have
relevance in some applications in industry. For example, consider a process like Electric
Arc Furnace (EAF) in steel industry, in which control depends on operator’s expertise and
equipment response. Today, ANNs help to learn these best practices of operators. How-
ever, changes in the equipment over time will lead to the ANN to give incorrect responses.
Hence, adjusting dynamically the ANN architecture over the life of the EAF (which is a long
timeline) could be a powerful tool in on-line automation systems. Such an adjustment can
be done by using a self-adaptive neuronal network model like ours.
Besides, such a model can also be applied in robotics research. As Rolf Pfeifer, a lead
researcher ECCERobot8, says, if we want the robots to acquire the same concepts that we do, it
would have to start by generating the same sensory patterns that we do, which implies that it would
need to have the same body plan as we do. This is exactly what we did in this thesis, generating
the same sensory patterns humans do. Thus, we think that our emergent model can also be
used for building robots that perform the same behaviors we make in the future.
Final Remarks
Indeed, the emergent neuronal network model we described in this thesis is highly simpli-
fied but have been useful for advancing effective connectivity analysis of human neuronal
pathways. Our computational model brought new insights, new ways of thinking about
8http://www.bbc.com/future/story/20120628-can-we-create-intelligent-robots
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modeling Biological Neural Networks (BNNs), a better model and better understanding of
how to build useful models. However, we have made some very ambitious claims about
our model’s results and what they mean for the real world. Therefore, the right thing for
computational neuroscientists to do is to carefully examine our model and ask how general
its results actually are.
Like in all experimental sciences (such as biology or chemistry), every important simu-
lation model should be replicated, meaning that a different group of researchers conducts
the same simulation experiment from scratch to see whether they get the same results as the
original researchers reported. No experimental result should be totally accepted if no other
researcher can replicate it in this way.
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A Verification, Validation &
Testing of the Model
A.1 Verification, Validation & Testing of ABMS Models
Verification, Validation & Testing (VVT) of simulation models is one of the main dimen-
sions of simulation research. Model validation deals with building the right model, on the
other hand, model verification deals with building the model right, as stated in [Balci, 1994].
Model testing is a general technique which can be conducted to perform validation and/or
verification of models. Model testing demonstrates that inaccuracies exist in the model or
reveals the existing errors in the model. In model testing, test data or test cases are subjected
to the model to see if it functions properly [Balci, 1995].
Traditional techniques for VVT [Sargent, 2005] cannot be transferred easily to ABMS.
There are some efforts [Terano, 2007, Klügl, 2008, Niazi et al., 2009, Pengfei et al., 2011,
Railsback and Grimm, 2012], but these studies do not directly deal with model testing pro-
cess and there is no proposed model testing framework to conduct validation and veri-
fication through the model testing process. Based on this observation, we built a testing
framework for agent-based simulation models in order to facilitate the model testing pro-
cess [Gürcan et al., 2013a, Gürcan et al., 2011]. Our testing framework focuses on testing the
implementation of the agent-based simulation models, since they are mostly specified by
their implementation unlike other multi-agent system (MAS) models. Apparently, increas-
ing the confidence of agent-based simulation models with model testing will contribute to
transforming ABMS from a potential modeling revolution [Bankes, 2002] to an actual mod-
eling revolution with real-life implications. Besides, this testing tool also replaces some of
the activity A17 Fast prototyping of ADELFE where the behaviors of agents are verified (see
Section 3.4).
In the following, we give the conceptual model of our agent-based simulation testing
framework. For more details about its requirement analysis, internal architecture and im-
plementation see [Gürcan et al., 2013a] or [Gürcan et al., 2011].
We designed a generic testing framework that provides special mechanisms for model
testing of ABMS. As we mentioned before, testing requires the execution of the model under
test. In this context, each specific model designed for testing is called a Test Scenario. A Test
Scenario contains at least one Model Element under test (depending on the level and the need),
Exploration of Biological Neural Wiring using Self-Organizing Agents 119
AVerification, Validation & Testing of the Model
Figure A.1 — An illustrative example for a test scenario. As represented in the figure, the
basic ingredients for test scenarios are: the tester agent, fake agents, the basic elements
of agent-based simulation models (agents, simulated environment and simulation envi-
ronments) and the data they use/produce. The Tester Agent is able to collect information
from all these elements. A test scenario is executed by a scenario executor which is not
shown in this figure.
one special agent to conduct the testing process (the Tester Agent), the other required Model
Elements, the data sources these elements make use of and a special simulated environment
(the Test Environment) that contains all these elements (see Figure A.1). It can also include
one or more fake elements (elements that behave like real elements) to facilitate the testing
process. Each Test Scenario is defined for specific requirement(s) and includes the required
test cases, activities and their sequences and observation requirements. For executing Test
Scenarios, we designed another concept called Scenario Executer. The Scenario Executer is able
to execute each Test Scenario with different initial conditions for pre-defined durations.
The Tester Agent is responsible for instrumenting the testable elements, collecting infor-
mation from them and evaluating these information in order to check if these testable ele-
ments behave as expected. For the evaluation of different conditions, the Tester Agent uses a
set of Assertions. The Tester Agent is able to access every basic element during the execution
of a Test Scenario. However, none of these basic elements are aware of it. So it does not affect
the way the other elements of the scenario behave. To be able to supply this feature, we
designed a special Simulated Environment called Test Environment. All the Model Elements of
the scenario, including the Tester Agent, are situated in this environment. However, apart
from the Tester Agent, none of the other elements are aware of the Test Environment.
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Another special mechanism introduced is the usage of special elements called Fake
Agents and Fake Environments to facilitate the testing process. They are especially useful
when a real element is impractical or impossible to incorporate into a scenario execution.
They allow developers to discover whether the element(s) being tested respond(s) appro-
priately to the wide variety of states such element(s) may be in. For example, for a micro-
level test aiming at testing the interaction protocol of a model element, there is no need
to use the real implementation of the other model elements, since the aim is to focus on
the interaction protocol. In this sense, Fake Agents mimic the behavior of real agents in
controlled ways and they simply send pre-arranged messages and return pre-arranged re-
sponses. Likewise, Fake Environments mimic the behavior of real simulated environments
in controlled ways and they are used for testing agents independently from their simulated
environments. Although the term "mock" can also be used in testing in multi-agent sys-
tems literature [Coelho et al., 2006], we preferred using the term "fake" rather than "mock"
for describing the non-real elements, since there is also a distinction between "fake" and
"mock" objects in object-oriented programing. Fakes are the simplest of the two, simply im-
plementing the same interface as the objects that they represent and returning pre-arranged
responses [Feathers, 2004]. Thus a fake object merely provides a set of method stubs. Mocks,
on the other hand, do a little more: their method implementations contain assertions of their
own.
Furthermore, model elements may use Data Generators that generate data for the corre-
sponding model element when needed. Data generators can be simple tools that output a
fixed set of predefined patterns or they can be complex tools that use statistical patterns to
generate data [Burnstein, 2003]1.
The objective of this framework is to facilitate the model testing process. In model test-
ing, as mentioned above, the inputs and the outputs of the systems are known. However,
it is not always practical to evaluate the output with computer programs. It can be time
consuming as well as hard to implement. It is also a common practice to ask domain experts
about the system whether the model and/or its behavior are reasonable. This process is
defined as "face validity" by Sargent [Sargent, 2005]. Face validity also includes validating
graphically values of various performance measures as the model is running. Moreover, one
may also want to test the display settings of the Simulation Environment visually (such as the
size of the space, and whether the space wraps in either the horizontal or vertical dimension
[Railsback and Grimm, 2012]). In this sense, we also included a visual testing mechanism in
this generic testing framework. Basically, the Tester Agent is able to plot a visual output to
the developer/tester and asks him/her to validate or invalidate this visual output.
A.2 Verification, Validation & Testing of the Proposed Model
To verify and validate the model given in Chapter 4, various test scenarios for micro-
and meso-levels are designed and implemented using the testing framework mentioned in
Section A.1. In order to demonstrate how these tests are conducted, for each level one testing
1[Burnstein, 2003] refers to data generators as load generators since load generators are aimed at being used in
system-level tests. However, we use the term data generator since it can be used in all levels.
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Figure A.2 — An illustrative diagram for the “tonic firing of a motoneuron” micro-level
testing scenario [Gürcan et al., 2013a]. In this scenario, there is a motoneuron (MN) that
fires constantly by using the reference data R. MN is connected to a fake neuron (FN)
through a synaptic link. During the test, the Tester agent both monitors the firing behav-
iors of MN and FN. Then using the monitored data, the Tester agent checks if the firing
behavior of MN is acceptable according to R.
scenario is chosen as an example.
A.2.1 Micro-Level Testing Example: Tonic Firing of a Motoneuron
In this scenario, the aim is to test one of the micro-level behaviors of motoneurons: the
constant emission of spikes (since motoneurons are tonically active). For tonic firing, Mo-
toneuron agents use the experimental data recorded from single motor units of human sub-
jects in Ege University labs2. Thus, the expected tonic firing behavior of this agent is to
generate spikes similar to the real motoneurons.
Figure A.2 is an illustrative diagram for the selected test scenario. The basic element un-
der test is the Motoneuron agent. In order to be able to test this micro-level behavior, the Mo-
toneuron agent is connected to a FakeNeuron agent with a synaptic link. The FakeNeuron
agent imitates a resting neuron and it is just responsible for receiving the incoming spikes.
The synaptic link is responsible for conducting a given spike to the FakeNeuron agent after
a predefined axonal delay. During the scenario execution, the Motoneuron agent constantly
emits spontaneous spikes and these spikes are delivered to the FakeNeuron agent. Each
time the FakeNeuron agent receives a spike, its membrane potential rises a little for a while
and then goes back to the resting membrane potential. In order to test the tonic firing behav-
ior of the Motoneuron agent, the Tester agent observes the activity of both the Motoneuron
agent and the FakeNeuron agent for the given amount of time (for each scenario execution
this amount may differ). At the end of this time limit, the Tester agent conducts tests using
the information it collected during the scenario execution.
A.2.2 Meso-Level Testing Example: Creation of a New Synapse for Helping an
Inactive Neuron
In this scenario, one meso-level behavior of self-organizing neurons is considered: the
creation of a new synapse for helping an inactive neuron. The test scenario is composed
2Ege University Center for Brain Research, http://www.eubam.ege.edu.tr/.
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Figure A.3 — An illustrative diagram that shows the creation of a new synapse by a sec-
ond level neighbor for helping an inactive neuron [Gürcan et al., 2013a]. Initially three
neuron agents are considered: neuron-1 (N1), neuron-2 (N2) and neuron-3 (N3). Al-
though the synapse between N1 and N2 is strong enough to activate (fire) N2, the synapse
between N2 and N3 is not strong enough to activate N3. In this sense, the expected be-
havior of this sub-society is to create a synapse between N1 and N3.
of a group of cooperative neuron agents. The aim of the test is to evaluate if these agents
behave cooperatively for helping each other. However, before delving into this scenario, it
should be noted that the micro-level tests concerning basic agent interactions have already
been performed and passed.
The initial setting of the test scenario is shown in Figure A.3a. There are three neuron
agents: neuron-1 (N1), neuron-2 (N2) and neuron-3 (N3). N1 has a synapse with N2 and
N2 has a synapse with N3. Although the synapse between N1 and N2 is strong enough to
activate (fire) N2, the other synapse is not strong enough to activate N3.
This scenario is designed to verify that the expected behavior of this sub-society is to
create a synapse between N1 and N3. When this scenario is executed, N3 begins to contin-
uously ask for some help from its direct neighbor (N2). However, since N2 has already a
synaptic link with Neuron-3 and is unable to create another synapse for helping N3, N2 for-
wards the help call to the most reasonable neighbour neuron agent, which is from its point
of view, N1 (Figure A.3b). If N1 receives too many help calls from N3, in order to help this
latter, it creates a synaptic link between them as shown in Figure A.3c.
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