The solution of time-dependent partial di erential equations with discrete time static remeshing is considered within a method of lines framework. Numerical examples in one and two space dimensions are used to show that spatial interpolation error may have an important impact on the e ciency of integration. Analysis of a simple problem and of the time integration method is used to con rm the experimental results and a computational test for monitoring the impact of this error is derived and tested.
Introduction
A common approach to nding numerical solutions of time-dependent partial di erential equations (PDEs) is to use the method of lines (MOL). This technique involves reducing an initial boundary value problem (IBVP) to a system of ordinary di erential equations (ODEs) in time through the use of a discretization in space. This system of ODEs, which takes the form of an initial value problem (IVP), can then be solved using standard software. The spatial discretization may take many forms (e.g. nite di erence, nite element or nite volume) but the resulting ODE system can be solved using standard initial value problem software, which may use a variable time-step/variable order approach with time local error control.
Although it is possible to use a xed spatial mesh in such an approach it has long been recognized, 5, 7] , that adapting the spatial mesh o ers important advantages as regards the e ciency and accuracy of the solution process, particularly for problems with moving or highly localized features. There are in general two approaches used to modify a spatial mesh. One approach is to continuously move the grid in time, 9, 13, 14] , often by solving an extra set of di erential equations to determine the mesh point positions.
The alternative approach, often termed static rezoning ( 7] ) or discrete remeshing, is to change the mesh only at discrete times, interpolate the solution from the old mesh to the new mesh, and then restart the time integration. The simplest approach is to interpolate the solution from the old mesh to the new mesh and restart the time integrator as though solving a new problem. This may be ine cient however as the computational overhead associated with starting up an ODE solver is considerable. For an IBVP in which spatial remeshing will occur quite frequently these continual restarts of the ODE solver can have an extremely detrimental e ect on the overall e ciency of the computation. Hence an alternative is to interpolate more than just the latest estimate of the solution from the old spatial mesh to the new one, as in 1] for example. Typically this means interpolating all of the history vectors that are used by the ODE solver, as well as carrying over the latest time-step size and order. Computational results have shown (see section 3) that this approach can reduce the overhead of the discrete remeshing approach signi cantly and, should it fail, it is always possible to restart by only interpolating the solution, 1].
This static rezoning approach is a common form of spatial adaptivity and general purpose NAG library software is available which implements this using nite di erence semi-discretizations, implicit time integrators , and cubic splines to perform the interpolation: see 1] . In this particular case the new mesh is calculated by using an equidistribution principle (as outlined in 1]). Other related techniques include the use of nite element semi-discretizations with error estimates and spatial adaptivity via local mesh re nement (see 8, 12] for example).
The motivation for this paper has come from the use of static rezoning in connection with compressible Navier Stokes calculations 4] in which the choice of interpolant appeared to have important consequences for the accuracy and e ciency of the integration. This paper will demonstrate that this is indeed the case and propose a means of identifying when this occurs for a speci c class of time integration methods. A description of the method of lines discrete remeshing approach and the time integration algorithm will be given in section 2. Two computational examples will be used in section 3 to illustrate how the performance of the time integrator may be degraded. The second of these examples is analyzed in section 4 and the analysis extended to consider a more general e ect of the residual error introduced through discrete remeshing. As a result of this analysis a means of monitoring the discrete remeshing error is suggested. The performance of this monitor is illustrated in section 5.
Time Integration with Discrete Remeshing
Consider a single time-dependent PDE of the form @u @t = L(u(x; t); x; t) ;
together with appropriate boundary and initial conditions. Suppose that this PDE is discretized in space on a mesh X N of N spatial points leading to the system of N ordinary di erential equations:
where Y N (t) is the exact solution of this ODE system and its ith component corresponds to the solution of the discretized PDE at the ith spatial mesh point. The initial condition is obtained by assigning the initial value at the ith mesh point to the ith ODE component, or by projecting the initial PDE solution onto a nite element space. In the remainder of the paper it will be assumed that for the nite element or nite di erence semi-discretizations used the ODE system has the form:
where the matrix A N is strictly positive de nite in the nite element case or the identity matrix in the nite di erence case.
Time Integration
In order to integrate the ODE system (2) use will be made of general initial value ODE integrators, such as those in 1]. For the sake of clarity here however the time integration method discussed in this paper will be the rst/second-order variable-step, variable-order Backward Di erentiation code as outlined in 2] (which will henceforth be referred to as BDF2). The use of such an adaptive timestepping code produces numerical approximations, y N (t j ) and y 0 N (t j ), to the true ODE solution and its derivative, Y N (t j ) and Y 0 N (t j ) respectively, at a set of discrete times t j . At these discrete times the numerical solution satis es the perturbed equation F N (t j ; y N (t j ); y 0 N (t j ) ) = R N (t j ) ; (3) where R N (t) is the numerical residual due, for example, to not exactly solving the nonlinear equations at each time-step. The BDF2 formula will now be used to explain how the numerical solution is calculated as a necessary precursor to the analysis of the discrete remeshing case. It is then straightforward to extend this analysis to multistep formulae of other orders and other implementations. The BDF2 method applied to the ODE given by equation (2) is given by Skeel 15] as: 
and the predictor-corrector approach outlined below to compute the new solution and its time derivatives at the next time-step (see 18] 
where refers to the type of spatial interpolant: = L being a linear interpolant and = C being a cubic spline interpolant for example. The third component in the remeshing algorithm is a means of restarting the time integrator.
Full restarts
One approach is to interpolate only the solution from the old mesh to the new mesh, to recalculate the time derivatives and to restart the time integrator with a rst order method. This method is termed a full restart.
Flying restarts
The second approach (used by 1] and in the associated NAG library routines) is to interpolate the whole of the history array used by the integrator (e.g. (4)) and to attempt to continue integration as though the mesh had not been changed. In this case, as well as (6),
y 00 M (t j ) = I M;N (y 00 N (t j )) (8) and an attempt is made to continue integration with the same step size and order as would have been used had remeshing not taken place. This \ ying restart" approach tries to ensure that the step size is not needlessly a ected by the spatial remeshing. Should the time integrator meet di culties it is then possible to revert to the rst approach (i.e. a full restart). In the case of PDEs in one space dimension this approach appears to work well when cubic spline spatial interpolation is used with second-order nite di erence methods 16, 1] . An important side-e ect of performing a ying restart is that although the solution components and time derivatives are interpolated onto the new mesh, the e ect of this on the residual of the ODE system is more complicated and so in general the current residual is not interpolated onto the new mesh:
Here R N (t j ) is given by (3) and
where F M ( ; ; ) comes from the spatial discretization of (1) on X M (as opposed to X N ) and y M (t j ) and y 0 M (t j ) are given by (6) and (7) respectively. This is explained fully in section 4.
Computational examples
The main motivation for this work comes from the need to use discrete time remeshing when solving time-dependent problems in two and three space dimensions on triangular and tetrahedral meshes.
The following example illustrates this type of calculation and points to a potential problem area.
A 2-d Navier-Stokes example
In 3] the non-dimensionalized compressible Navier-Stokes equations are presented in terms of the primitive variables of density, velocity and temperature. In 4] a method for the solution of these equations is presented based upon the Galerkin least-squares approach of Hughes et al ( 17, 6] ), along with the use of adaptive h-re nement in space (this is a particular example of discrete remeshing, described in more detail in 8, 12] for example). Unlike in 6] however the approach of 4] is to only take nite element discretizations of the spatial operators, thus yielding a nonlinear set of ODEs in time, which may be solved using the BDF2 method for example. Typical results in 4], such as those obtained for the unsteady ow around a NACA0012 aerofoil at Re = 5000 with a free stream Mach number, M 1 , of 0.55 and an angle of attack of 8:34 , compare favourably with those reported elsewhere (see 19] for example). It may be observed however that when piecewise linear interpolation is used to transfer solution data from one grid to another after spatial adaptivity has occurred, the size of the time-step is frequently reduced signi cantly after each discrete remesh, even when a ying restart is attempted. This is illustrated in Figure 1 which shows the value of the time variable, t, in the Navier-Stokes equations against the number of time-steps taken during a typical run. These reductions in the time-step after mesh re nement has occurred clearly cause a substantial computational overhead, leading to a signi cant loss of e ciency in the overall algorithm. 
A simple test problem
Due to the complexity of the above example we now consider a much simpler test problem, which will then be analyzed in order to try to isolate the cause of the reductions in the time-step after discrete remeshing has occurred. Consider the one-dimensional reaction-di usion equation @u @t = @ ). A standard piecewise-linear Galerkin nite element semi-discretization in space with N + 1 elements (as described in 10] for example) leads to an ODE system of the form of equation (2): (11) where A N and K N and the Galerkin mass and sti ness matrices respectively and the vector f N incorporates both the reaction terms and the time-dependent Dirichlet boundary conditions. The vector Y N (t) contains the solution values at each of the interior knot points at the time t and, for the conventional ordering of these unknowns, the matrices A N and K N are tridiagonal.
In our computational experiments the local spatial error indicator used is the 1-norm of the gradient of the solution on each element. Although this is crude, it is su cient for illustrative purposes. The form of static rezoning that is used is again simple h-re nement where, in one space dimension, each element of the mesh may be bisected at the end of each time-step if the local spatial error indicator exceeds some xed tolerance. When this occurs a new degree of freedom is introduced to the ODE system (2) for each element that is bisected (this being the solution value at its midpoint). 
is performed when the mesh is re ned, with the initial data taken from the piecewise linear interpolant of the nal value on the old mesh. In the second case linear interpolation is used in a ying restart for the new ODE system. Finally, a third run is considered in which cubic spline interpolation is used before attempting a ying restart. Inspection of Figure 2 shows that there is a signi cant overhead associated with performing a complete restart of the ODE solver each time the spatial mesh is re ned. Whenever the time-step size begins to grow, the spatial remeshing causes it to be reduced as a new ODE system is tackled. In contrast, the ying restart allows the ODE solver to carry on integrating with the same order and step size as before, even though we are now solving a di erent semi-discrete system. It is notable however that when linear interpolation is used, there are still occasions where the step size (and order) are reduced by the ODE solver (in order to satisfy its local error tests). For this example, this does not occur when cubic spline interpolation is used and thus only using linear interpolation to transfer between meshes is, in some sense, not always su ciently accurate. This observation matches that made for the Navier-Stokes problem in subsection 2.1 where the same de ciencies appear to occur when piecewise linear interpolation is used. 4 An analysis of discrete remeshing
In this section the simpler of the two examples above is used to show that the choice of interpolation method may make a signi cant di erence to the residual of the ODE system after interpolation onto the new mesh. An analysis of the more general problem (2) is then used to show how this residual a ects the performance of the time integrator and to suggest a means of monitoring these e ects.
The ODE residual after interpolation
This subsection demonstrates that for problem (10) (and any other 1-d problem that leads to a semidiscrete system of the form (11)), the residual which results from the application of cubic spline interpolation after re nement is superior to that which results from the application of linear interpolation, at least in the asymptotic limits as h and k ! 0.
For algebraic simplicity we consider the speci c case of a uniform mesh, containing N +1 elements of size h, being uniformly re ned at time t j into 2N + 2 elements of size h 2 . From (2), (3) and (11), we see that the residual of the ODE system before re nement may be 
where the integral in (13) has been approximated using the trapezium rule on each subinterval of (x 0 ; x N+1 ). This residual is O(h) and so if the mesh size is halved the residual should similarly decrease in size. We now de ne the linear interpolation operator I L M;N : < N ! < M and the cubic spline interpolation operator I C M;N : < N ! < M , where M = 2N + 1, by : (See 11], for example, for details of how this system is obtained for a natural spline.) The di erent vectors that are obtained from using these interpolants are denoted as in equations (6) and (7), where, again, M = 2N + 1. Using this notation, the residual after re nement and linear interpolation have taken place may be de ned by: 
Note that the di usive terms, K M y L M (t j ), are, incorrectly, unchanged in size at the common points of the old and new mesh and are, also incorrectly, absent from the new mesh points. In the other case, where cubic spline interpolation is used, then 
For notational convenience denote R N;i+1=2 by R N;i+1=2 = I L M;N (R N (t j )) 2i+1 so that, using equation (14) From equations (14), (16), (17), (25) and (26) which are equivalent to (22). Finally, in the case where cubic spline interpolation is used, substituting the above two expressions, along with (23) and (24), into (19) and (20) These are equivalent to equation (21) and so the proof is complete. /// This lemma shows that if the original residual R N (t j ) is small then it remains so after re nement and cubic spline interpolation. It also demonstrates that this is not necessarily true when linear interpolation onto the new mesh is used since there is an additional term of size O(h) which occurs when a linear interpolant is di erentiated twice to get zero. In subsection 4.3 below a numerical example is presented which illustrates this result very clearly. It is also clear from the lemma that this result carries across to a simple central di erence discretization in which the matrices A N and A M are replaced by the identity matrix scaled by h, as shown in subsection 4.3 below.
Implications for time integration
Suppose that a remesh has occurred at time t j and consider an attempt to take the next step to t j+1 with the BDF2 method of section 2. The predicted values are given by 
where the superscript is again used to indicate either linear (L) or cubic (C) spline interpolation operators. An update vector, , is then de ned by solving the system of nonlinear equations:
The important observation is that the predicted values indirectly re ect the residual after interpolation and thus perturbations in these predicted values will potentially alter . In order to quantify this e ect equation (29) is rst rewritten using (27) and (28), along with expressions (6), (7) @y are to be evaluated at (y M (t j ); t j ). Hence, using the de nition of R M (t j ), (2) and (9), we obtain This last expression implies that there is a contribution to from the residual R M (t j ) that is independent of the time-step k. When no remeshing is done this residual is kept small through requiring that the nonlinear equations are solved with su cient accuracy, however it may be observed from the above lemma that a poor choice of interpolant may lead to a signi cant increase in the size of this residual after mesh re nement. Although this contribution to may not necessarily have a signi cant e ect on the solution and time derivative values it will still perturb the local error estimate by an amount , where
In particular if ck k W ck k W (where c is the method-dependent constant in equation (5)) then the perturbation to the local error test is greater than the local error itself. This suggests that the value of the ratio R = k k W =k k W (30) will be a useful indicator as to whether or not the local error estimate is likely to be contaminated by the interpolation error after mesh re nement has taken place. It is fortunate that the size of this ratio may be calculated quite easily since the decomposition of the Jacobian matrix, A M ? 2 3 k @G M @y ], is stored by the BDF code. It is therefore possible to monitor the size of this ratio in a number of numerical examples to verify that it does indeed vary signi cantly from one interpolation method to another, and to observe the e ect that this has on the performance of the ODE code.
Numerical experiments
This subsection illustrates the results in 4.1 and 4.2 above by way of some simple numerical examples. In 4.3.1 the results of lemma 4.1 are veri ed by using an adaptive nite element solver on equation (10) of subsection 3.2. Then, in 4.3.2, it is demonstrated that the cubic spline interpolant is indeed also superior when using a di erent spatial discretization to that explicitly analyzed above. Again equation (10) is used, as well as an additional convection-di usion example.
A nite element example
In this example we again use the adaptive nite element solver described in subsection 3.2 to solve equation (10) . Unlike in 3.2 however we now start with a uniform mesh (of 128 elements in this case) and re ne this globally at a xed time, t=0.2 (see subsection 4.1). The consequences of doing this are summarized in Table 1 below. In the rst column of this table we see the time-step size, k j , immediately before re nement and also the values of each of the terms in a single component of the residual, R N (t j ) (see (12) ), again immediately before re nement. In the next two columns are the terms in the corresponding components of the new residuals immediately after re nement with linear and cubic spline interpolation (see (15) and (18)). Also given are the values of k j+1 , the next time-steps successfully used by the ODE solver when ying restarts are attempted.
Before re nement
After re nement (L) After re nement (C) Table 1 : The e ects of the linear (L) and cubic (C) spline interpolants after uniform mesh re nement.
It is immediately clear from inspection of this table that the numerical computations are consistent with the results of lemma 4.1. The residual terms are correctly halved when cubic interpolation is used whereas with linear interpolation the incorrect di usive term pollutes the residual. As predicted by the analysis of the BDF2 time integrator in subsection 4.2, this then leads to a signi cant reduction in time-step from k j = 3.6791E-2 to k j+1 = 8.8546E-4. It should also be noted, although it is not shown in Table 1 , that there is a reduction in order, from 2 to 1, when linear interpolation is used after re nement at t = 0:2. Neither this order reduction nor this signi cant drop in the time-step occur when cubic spline interpolation is used before a ying restart.
Two nal points worth noting about this example are that even though the attempt at a ying restart after linear interpolation appears to have failed in this case, the new time-step (k j+1 = 8.8546E-4) is still no worse than that obtained when using a full restart on this problem. Also, it should be emphasized that there is a dependence upon the mesh size h and the time-step k in the results of subsections 4.1 and 4.2. This means that when, for example, the above numerical experiment is repeated on a much coarser spatial mesh (N = 16 say), even cubic spline interpolation fails to allow a successful ying restart. Conversely, when an extremely ne spatial mesh is used (e.g. N = 1024) the ying restart with linear interpolation is signi cantly more e ective than using a full restart.
An alternative spatial discretization
We complete this section with some further numerical examples to illustrate the practical advantages of cubic spline over linear interpolation. This is done by monitoring the behaviour of the ratio R (de ned by (30) above ) for two test problems using the semi-discretization of Skeel and Berzins 16] and the remeshing method of 1]. The rst test problem is again de ned by equation (10) Both problems were solved with meshes of between 41 and 81 points with remeshing on the basis of equidistribution of the second space derivative, as in 1]. Remeshing occurred every two time-steps. The time error test tolerances were 0.1E-4 (both absolute and relative). The integration statistics and the average value of R over the number of remeshes are given in Table 2 below. This table shows that when linear interpolation is used there is a substantial increase in the overall computing cost, a decrease in the nal accuracy and that the average value of the ratio R is greater than 1:0 (unlike the cubic case in which it is less than 1:0). The value No. R > 1 shows how many of the values of R were greater than 1:0 after remeshing. Hence for problems 1 and 2 with linear interpolation this indicator exceeds 1:0 for 84 and 73 percent of the time respectively after remeshing. This rarely happens with cubic interpolation. Hence the R indicator appears to provide useful information about potential di culties due to discrete time remeshing, and once again these di culties appear to arise more often when linear rather than cubic spline interpolation is used between meshes. 
Conclusions
This paper has demonstrated that the use of a poor interpolant in discrete time remeshing is a potential source of inaccuracy and ine ciency. This has been shown on a practical Navier-Stokes example and on a simple test problem. Analyses of this test problem and of a more general case in the limits as the mesh size and time-step size tend to zero have highlighted the source of the di culty, and also suggest a way of monitoring it. The e ectiveness of this monitor has been con rmed for typical choices of mesh and time-step size by further experimental work. The conclusion of this work is that care must be taken in choosing a suitable interpolant when using discrete remeshing in two and three space dimensions.
