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SUMMARY
We present high-resolution resistivity imaging of gas hydrate pipe-like structures, as derived
from marine controlled-source electromagnetic (CSEM) inversions that combine towed and
ocean-bottom electric field receiver data, acquired from the Nyegga region, offshore Norway.
2.5-D CSEM inversions applied to the towed receiver data detected four new prominent vertical
resistive features that are likely gas hydrate structures, located in proximity to a major gas
hydrate pipe-like structure, known as the CNE03 pockmark. The resistivity model resulting
from the CSEM data inversion resolved the CNE03 hydrate structure in high resolution, as
inferred by comparison to seismically constrained inversions. Our results indicate that shallow
gas hydrate vertical features can be delineated effectively by inverting both ocean-bottom
and towed receiver CSEM data simultaneously. The approach applied here can be utilized to
map and monitor seafloor mineralization, freshwater reservoirs, CO2 sequestration sites and
near-surface geothermal systems.
Key words: Gas and hydrate systems; Controlled source electromagnetics; Tomography;
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1 INTRODUCTION
Gas hydrate deposits are known to store vast amounts of methane,
spread worldwide in marine sediments and permafrost regions,
where hydrate forms and remains thermodynamically stable un-
der high-pressure and low-temperature conditions (e.g. Kvenvolden
et al. 1993; Archer 2007; Jorgenson et al. 2008; Boswell & Collett
2011; Pinero et al. 2013; Ruppel & Kessler 2016). Gas hydrates may
contribute to climate change via methane emissions (e.g. Dickens
2003; Archer et al. 2009; Ruppel 2011; Marı´n-Moreno et al. 2015;
Ruppel & Kessler 2016), are possibly a viable energy resource (e.g.
Sloan 2003; Collett et al. 2009; Boswell et al. 2014; Yamamoto
et al. 2014), and are associated with submarine slope failures and
other geohazards to deepwater exploration (e.g. Kvenvolden et al.
1993; Hovland et al. 2002; Collett & Boswell 2012; McConnell
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et al. 2012; Li et al. 2016). These environmental and economic
implications position gas hydrate research at the centre of broad
interdisciplinary interest.
Commonly, gas hydrate structures are detected and evaluated us-
ing seismic velocity and amplitude attributes derived from methods
such as semblance velocity analysis (e.g. Lee et al. 2005; Crutchley
et al. 2015), waveform inversion (e.g. Singh et al. 1993; Korenaga
et al. 1997), reflection traveltime tomography (e.g. Lodolo et al.
2002; Plaza-Faverola et al. 2010) and amplitude versus offset anal-
ysis (e.g. Hyndman & Spence 1992; Dewangan & Ramprasad 2007;
Ojha et al. 2010). Seismic studies for gas hydrate characterization
focus on identifying bottom simulating reflectors (e.g. Shipley et al.
1979; MacKay et al. 1994) and seismic blanking zones (e.g. Wood
et al. 2000; Boswell et al. 2015), which are prominent features of-
ten associated with the presence of hydrates. Although the seismic
method provides structural information for inferring the presence
of hydrate, it lacks the ability to assess pore fluid properties, an
attribute that is essential for hydrate quantification.
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Another geophysical method utilized for hydrate detection is the
marine controlled-source electromagnetic (CSEM) sounding tech-
nique, which involves deep-towing an electromagnetic (EM) source
dipole transmitter in conjunction with electric field receivers towed
either on the seafloor (Edwards 1997; Schwalenberg et al. 2005), at
∼50 m altitude (Constable et al. 2016; Goswami et al. 2016) or with
stationary ocean-bottom receivers, which record the EM fields (e.g.
Weitemeyer et al. 2006, 2011; Kai et al. 2015; Attias et al. 2016).
The marine CSEM method has been frequently used for oceanic
lithosphere studies (e.g. Cox 1981; Sinha et al. 1990) and hydro-
carbon exploration (e.g. Ellingsrud et al. 2002; Constable 2010).
CSEM data are sensitive to changes in the bulk resistivity (Edwards
2005; Constable 2010), and thus, can provide information about the
pore fluid properties of subseafloor structures encompassed by host
sediments with contrasting resistivity signatures (Harris & Mac-
Gregor 2006; MacGregor & Tomlinson 2014).
Recent and ongoing advances in instrumentation (e.g. Engelmark
et al. 2014; McKay et al. 2015; Constable et al. 2016) and paral-
lel numerical modelling algorithms (e.g. Galiana & Garcia 2015;
Hansen et al. 2016; Zhang & Key 2016; Jaysaval et al. 2017) have
enhanced the capabilities of the marine CSEM technique. Nonethe-
less, CSEM is typically considered to be a low-resolution method
due to the diffusive nature of EM fields, and therefore, often used in
conjunction with seismic and well-log data to constrain and inter-
pret subseafloor structures (e.g. Harris et al. 2009; MacGregor et al.
2012, Morten et al. 2012). High-resolution imaging derived solely
from complementary CSEM data sets could significantly improve
the resistivity models of new and challenging offshore targets, such
as seafloor massive sulphide deposits (Ho¨lz & Jegen 2016; Mueller
et al. 2016; Gehrmann et al. 2017), freshwater reservoirs (Evans
& Key 2016), CO2 storage sites (Park et al. 2017) and permafrost
(Sherman et al. 2017). This improvement could be achieved by
imaging shallow sediments more accurately, using simultaneous in-
version of different CSEM data sets. Consequently, improving the
overall spatial resolution of CSEM inversion models, as well as
resolving deeper regions of interest with higher confidence, would
thereby prevent false positives.
Here, we present 2.5-D (3-D EM source simulated in 2-D model
space) CSEM inversion models of towed receiver data that show
four anomalous resistors in proximity to the CNE03 pockmark in
the Nyegga region, which are most likely pre-existing or emerging
pipe-like gas hydrate structures. Since the CSEM data acquired
from the CNE03 region are not inherently 3-D (Attias et al. 2016),
the 2.5-D inversion scheme that we applied here is sufficient to
describe such gas hydrate pipe-like structures (e.g. Goswami et al.
2015, 2016; Attias et al. 2016). Additionally, this paper provides
high-resolution resistivity imaging of a known marine gas hydrate
pipe-like structure (Plaza-Faverola et al. 2010; Attias et al. 2016),
obtained from CSEM inversions that combine electric field data
from both towed and ocean bottom receivers.
2 STUDY REGION
Gas hydrates often accumulate in advective low fluid flux or
diffusion-controlled geologic settings (Xu & Ruppel 1999; Milkov
& Sassen 2002). An example of this is evident in the Nyegga region,
located along the mid-Norwegian continental margin, spatially ex-
tending over 200 km2 (Bu¨nz et al. 2003; Plaza-Faverola et al. 2012).
The Nyegga region accommodates ∼415 pockmarks (Hustoft et al.
2010), which are crater-like bathymetric expressions of the underly-
ing gas hydrate system (Hovland et al. 2002). Nyegga’s pockmarks
are characterized by chimney or pipe-like structures that are esti-
mated to comprise 7.1 × 1011 m3 of gas hydrate (Senger et al. 2010).
One of Nyegga’s pockmarks is the CNE03 pockmark (Fig. 1), situ-
ated in water depths of ∼715–730 m over a seabed slope of 1◦, and
underlain by an extensive gas hydrate pipe-like structure (Bu¨nz et al.
2003; Hovland et al. 2005; Plaza-Faverola et al. 2010; Chen et al.
2011; Attias et al. 2016). Based on the classification system created
by Sultan et al. (2010) and Riboulot et al. (2011, 2016), CNE03 has
a Type-2 morphology, which means that the shape of this pockmark
is mainly controlled by hydrate formation/dissociation within its
irregular pipe-like structure that extends down to the base of the
gas hydrate stability zone (BGHSZ; e.g. Bu¨nz et al. 2003; Plaza-
Faverola et al. 2010). Hydrates within the CNE03 pipe-like structure
form in subvertical fractures and veins additionally to pore-filling,
fed by free gas from a deep thermogenic source that propagates
upwards into the hydrate stability zone (Bu¨nz et al. 2003; Plaza-
Faverola et al. 2010, 2011). Previous studies infer that both free
gas and gas hydrate coexist within CNE03 (Westbrook et al. 2008b;
Plaza-Faverola et al. 2010; Attias et al. 2016).
3 DATA ACQUIS IT ION AND
PROCESS ING
Details regarding the survey design and CSEM data acquisition used
in this study are described comprehensively by Attias et al. (2016).
In summary, we used a deep-towed active source instrument (DASI)
transmitter (Sinha et al. 1990), seven ocean bottom electric field
receivers (OBEs; Minshull et al. 2005) and a fixed-offset towed
three-axis electric field receiver named Vulcan (Constable et al.
2016) to survey the CNE03 region (Fig. 1). While Attias et al. (2016)
delineated the resistivity structure of the CNE03 pipe-like structure
solely using OBE data constrained by seismic information, here we
provide high-resolution imaging of CNE03 by employing both the
OBE and Vulcan data sets, independent of seismic constraints.
The DASI source transmitted a 1 Hz square wave of 81 A, along
a 100 m horizontal electric dipole (antenna). An altimeter and a
conductivity-temperature-depth sensor were installed to monitor
DASI’s absolute depth and altitude above the seafloor, whereas an
ultrashort baseline (USBL) acoustic navigation system was em-
ployed to track its position. The USBL provided information on
DASI’s position that was later used to derive the position of Vulcan
(by projecting backwards DASI’s navigational information) since
there was no USBL in the back of the array. In this survey, the dip
of the 100 m antenna was not measured. Our perturbation analysis
(Section 5.3) suggests a ±0.5◦ of uncertainty in DASI dip. Addi-
tionally, Attias et al. (2016) performed modelling tests that showed
a dip of ±5◦ had an insignificant effect on the final OBE inversion
model. Therefore, because the bathymetry of the survey region is
flat, we used a smoothed version of the Vulcan pitch data for DASI’s
dip (Fig. 2).
The data were recorded by seven OBEs and one Vulcan receiver.
Each OBE was equipped with two orthogonally oriented 12 m long
horizontal dipoles, and Vulcan was fitted with a 2 m long inline
dipole, 1 m long vertical dipole and 1 m long crossline dipole. Vul-
can was towed 300 m behind DASI’s antenna and flown approxi-
mately 50 m above the seafloor, at an average speed of 1.5 knots. We
collected CSEM data along four towlines at CNE03 with this array
(Fig. 1). Survey lines 1n and 2 coincide with previously acquired
high-resolution seismic reflection data (Westbrook et al. 2008b;
Plaza-Faverola et al. 2010).
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Figure 1. A map illustrating the CSEM survey layout at the CNE03 pockmark area. CSEM data from survey lines 1s (south), 1n (north), 2, 3 and 4 were
collected using seven OBEs, the DASI transmitter and a Vulcan towed receiver. Line 1 was divided into two separate towlines because the transmitter was
switched off and on, as done between each towline. Towlines 1n and 2 are coincident with seismic reflection data (Westbrook et al. 2008b). The stars denote the
locations of newly discovered resistive pipe-like structures (further details in Section 6.1). Inset map: the location of the CNE03 pockmark, at Nyegga region,
offshore Norway.
The OBE CSEM data processing is described by Attias et al.
(2016). We used a similar methodology to process the Vulcan CSEM
data. In brief, we followed Myer et al.’s (2011) robust processing
scheme. Several additional processing steps were implemented, de-
signed to consider limitations specific to this survey [see Attias
et al. (2016) for further details]. The Vulcan CSEM data were
Fourier transformed to the frequency domain and stacked over 60 s
intervals (∼46 m spacing between data points), yielding amplitude
and phase data. The processed data were then merged with the
navigational information from DASI and Vulcan. The navigational
data indicate minimal geometric perturbations during this deep-tow
operation due to the regionally flat bathymetry, as shown in Fig. 2.
3.1 OBE-based versus Vulcan-based CSEM system
A CSEM system with increasing source–receiver offset (OBE-based
CSEM) is commonly used in hydrocarbon exploration where reser-
voirs can be found several kilometres beneath the seafloor (e.g.
Ellingsrud et al. 2002; Constable & Srnka 2007; Constable 2010;
MacGregor & Tomlinson 2014). However, OBE-based CSEM has
some limitations, such as high operational costs, large navigational
errors relative to towed receivers, saturation of the electric field
sensors at short source–receiver offsets and gaps in data cover-
age between widely spaced OBEs (Myer et al. 2012; Constable
et al. 2016). Alternatively, a fixed-offset Vulcan-based CSEM sys-
tem helps in mitigating some of these limitations and allows for
continuous recording of usable data. However, due to operational
considerations, the maximum source–receiver offset of a Vulcan-
based CSEM system to date is 1200 m, as demonstrated by Consta-
ble et al. (2016). Given the limited source–receiver offset combined
with the conventional towing altitude (∼50 m), the Vulcan-based
CSEM system is most suitable for imaging shallow targets (several
hundred metres below the seafloor), such as gas hydrates (Goswami
et al. 2015, 2016; Constable et al. 2016) and seafloor massive sul-
phide deposits (Gehrmann et al. 2017). Hence, the OBE and Vulcan
data are sensitive to different depth ranges, and thus, complement
each other. In addition to the inline field data, the Vulcan vertical
field data provide unique constraints on lateral structure (Constable
et al. 2016).
4 PHASE ERROR MIT IGATION
The phase data acquired in this survey were subject to drift, caused
by nonlinear timing errors from the transmitter crystal clock (Con-
stable 2013). The DASI transmitter uses a free-running clock that
is not locked to GPS timing, and thus, is prone to drift. To address
this issue, we corrected for an ∼85 ms d−1 drift of DASI’s crys-
tal clock, as documented by Attias et al. (2016). We utilized the
nominal waveform (a 1 Hz square wave) for data processing due to
the absence of information regarding the true waveform generated
by the DASI transmitter during the survey. Using the transmitter
nominal waveform instead of the true waveform is a major source
of data uncertainty. Therefore, we assigned the inversions with a
conservative error structure to adequately accommodate the overall
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Figure 2. CSEM system navigation along towline 2. (a) Position and depth
of the seafloor, OBE, DASI and Vulcan. Blue inverted triangles represent
the OBE, black dots the raw data and lines the smoothed data that were
used for the inversion. (b) Plot showing DASI dip, Vulcan pitch and roll
information employed by the inversion. The DASI dip is assumed, derived
from the Vulcan pitch data. Vulcan pitch and DASI dip data are smoothed.
We note that for all survey lines, the difference between Vulcan and DASI
heading is 4◦.
uncertainty of the data (see Section 5), consistent with the results
of the perturbation analysis performed by Attias et al. (2016).
GPS time tags recorded pre- and post-survey to monitor the
time drift of the Vulcan crystal clock were incorporated during
processing. However, the recorded time tags do not fully encompass
the magnitude of the phase drift seen in the Vulcan data since the
source of this additional phase drift is DASI’s nominal waveform, as
described above. Hence, the Vulcan phase data present limitations
that required mitigation. The following sections describe the Vulcan
phase drift issue and the approach that we applied to mitigate it.
4.1 Vulcan phase drift
For the OBE data obtained in this study, 1-D forward models con-
ducted by Attias et al. (2016) indicate that the amplitude and phase
data in background sediment reasonably match a 1 m forward
model response, for both the fundamental frequency (1 Hz) and the
following odd harmonics that were used (3, 5, 7, 9 and 11 Hz). This
conclusion is supported by 2-D forward models obtained from the
OBE data (not shown). However, 2-D forward models performed us-
ing the Vulcan data suggest that for background sediment, although
both the amplitude and phase data of the fundamental frequency
approximately coincide with the 1 m forward model response, the
phase data of the following odd harmonics are significantly shifted
from the 1 m forward response (Fig. 3). Amplitude and phase
inversions, performed with the original phase data of Vulcan, failed
to converge to RMS misfit targets <2, presenting unrealistic resis-
tivity models, poor model to data fits and high normalized residuals
(further details in Section 6.1.1). According to the regional geol-
ogy (e.g. Senger et al. 2010), it is implausible that the background
sediments will have a resistivity that is substantially lower than
1 m, as indicated from inversions using the original unshifted
phase data (Figs 3b–d). Therefore, we infer that the additional drift
seen in the Vulcan phase data is due to a combined effect of non-
linear DASI clock drift and differences between the true transmitter
source waveform and the nominal waveform used for processing.
Constable et al. (2016) demonstrated that limitations of the Vulcan
crystal clock could be mitigated by sending GPS synchronized tim-
ing pulses from the EM transmitter to Vulcan. Although nonlinear
drift for the Vulcan clock is possible, it is unlikely that this is the
source of the additional drift since the Vulcan clock drifted at a rate
of less than 4 ms d−1 between the start and end of each tow line. The
more probable source is the nonlinear drift in DASI’s clock, which
at some fraction of 85 ms d−1 would be large enough to account for
the residual drift evident in the data. Furthermore, the DASI clock
drift itself was inferred from the Vulcan data and thus has some
uncertainty.
4.2 Vulcan phase correction
We employ a pragmatic approach to resolve the drifts observed
in the Vulcan phase data, based on OBE 1-D and 2-D forward
model responses. These forward models suggest that the resistivity
of the background sediment at CNE03 is about 1 m, consistent
with a resistivity profile obtained from a nearby well-log (Senger
et al. 2010). Thus, we are confident that the Vulcan phase data (in
background sediment areas) should also roughly match the 1 m
2-D forward model response for the four frequencies we used (1, 3,
5 and 7 Hz).
In order to fit the phase data to the resistivity of the background
sediment, we shifted the phase data of both the inline and vertical
electric fields at each frequency to coincide with the 1 m forward
response. The phase shifts required for the inline and vertical electric
fields were averaged to obtain a single time shift (for each towline)
to be applied for all used frequencies, both for the inline and vertical
electric field components. The applied time shifts are as follows:
5.5, 9.3, 5.5, 4.8 and 2.1 ms for survey lines 1s, 1n, 2, 3 and 4,
respectively.
We note that each survey line required a different time shift since
the DASI transmitter was switched off at the end of each towline,
and thus, each survey line was treated independently. Overall, our
inversions converged to RMS misfit targets <1.0 while presenting
adequate model to data fits with small normalized residuals, yielding
resistivity models that are geologically plausible (further details in
Sections 6.1 and 6.2).
5 INVERS ION PARAMETRIZAT ION
To invert the OBE and Vulcan data for electrical resistivity, we
employed the open-source MARE2DEM software, a 2-D nonlinear
regularized inversion method that utilizes a parallel goal-oriented
adaptive finite-element algorithm (Key 2016). MARE2DEM uses
Occam’s inversion, which searches for the smoothest model that
fits the data to a predefined root-mean-square (RMS) target mis-
fit (Constable et al. 1987; deGroot Hedlin & Constable 1990). We
inverted for phase and logarithmically scaled amplitude, which sta-
bilizes the inversion and reduces the time to convergence compared
with linearly scaled amplitude inversion (Wheelock et al. 2015).
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Figure 3. Line 1n: Vulcan inline electric field unshifted phase data versus 2-D forward models. (a) The 1 Hz phase data are in proximity to the 1 m forward
model at background sediment areas. The phase data at the peak of the CNE03 anomaly corresponds to the 3 m forward model. (b) 3 Hz phase data. (c) 5 Hz
phase data. (d) 7 Hz phase data. Note that the 3, 5 and 7 Hz harmonics successively drift further away from the 1 m forward model response.
5.1 Starting model parameters
The starting model discretization includes fixed parameters for a
1013 m air layer, 12 laterally stratified sea water layers with resis-
tivity values ranging between 0.26–0.33 m, and 1 m half-space
for the subseafloor region. The subseafloor mesh is discretized with
quadrilateral elements (Key 2016), which reduces the number of
free parameters to be solved by up to ∼50 per cent and therefore
shortens the inversion runtime in comparison to Delaunay triangula-
tion mesh (Myer et al. 2015). The quadrilateral mesh is particularly
advantageous when the seafloor receiver spacing is much wider than
the depth of interest, whereby using wide and thin quadrilaterals pro-
vides fine depth scale while limiting the number of free parameters
between adjacent receivers (Key 2016). To enhance the horizontal
model smoothness (and hence minimize vertical structures), we in-
creased the spatial horizontal to vertical roughness penalty weight
from the default value of three up to six (see Supporting Informa-
tion).
Anisotropic inversions of the OBE data from Attias et al. (2016)
suggest that only a moderate electrical anisotropy exists beneath the
CNE03 pockmark since the vertical resistivity is only ∼1–1.2 times
greater than the horizontal resistivity. Thus, the CNE03 pipe-like
resistivity structure can be sufficiently constrained by isotropic in-
version. Therefore, all inversion models presented here are isotropic.
5.2 Finite dipole inversion
To enhance the accuracy of our models, we inverted the data us-
ing finite dipole lengths (rather than point dipole) for both the
source and receivers. Although finite dipoles substantially increase
the computational cost, they yield significantly more accurate for-
ward model responses relative to a point dipole approximation in
cases where the source–receiver offset is less than approximately
four times the dipole length (Streich & Becken 2011), as applied in
this study (Section 3). Our finite dipole inversions produced mod-
els that show a significantly higher sensitivity of the data to model
parameters than other studies that applied point dipole inversions
using MARE2DEM (further details in Sections 5.5 and 6.3).
5.3 Data uncertainty
The parameters of all inversion models presented here are described
in Table 1. In summary, the OBE inversions include data from the in-
line electric field at six frequencies (1, 3, 5, 7, 9 and 11 Hz), whereas
the Vulcan inversions use data from the inline and vertical electric
fields at four frequencies (1, 3, 5 and 7 Hz), chosen in accordance
with each instrument’s noise floor. Uncertainty and perturbation
analysis based on the survey geometry, DASI nominal waveform,
and OBE data set suggest an amplitude error of 4 per cent and
phase error of 2.29◦ (as derived from the amplitude-phase uncer-
tainty relation: δφ = δr/r ∗ 180/π ; where δφ represents the phase
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Table 1. Properties of the OBE and Vulcan individual and combined inversiona models presented in Figs 4, 6 and 8.
Line Receiver(s) Inversion type Electric dipole Data type RMS misfit target Iterations
1 s Vulcan Smooth Ey, Ez log(10)Amplitudeb, phasec 0.95 7
1 n OBE Smooth Ey log(10)Amplitudeb, phasec 0.9 8
1 n Vulcan Smooth Ey, Ez log(10)Amplitudeb, phasec 0.9 5
1 n OBE+Vulcan Smooth Eyg, Ez log(10)Amplitudeb, phasec 0.85 10
1 n OBE+Vulcan SCd Eyg, Ez log(10)Amplitudeb, phasec 0.85 10
2 OBE Smooth Ey log(10)Amplitudeb, phasec 0.9 5
2 Vulcan Smooth Ey, Ez log(10)Amplitudeb, phasec 0.9 6
2 OBE+Vulcan Smooth Eyg, Ez log(10)Amplitudeb, phasec 0.85 5
2 OBE+Vulcan SCd Eyg, Ez log(10)Amplitudeb, phasec 0.9 4
3 Vulcan Smooth Ey, Ez log(10)Amplitudeb, phasec 0.9 7
3 Vulcan Synthetic Ey, Ez log(10)Amplitudee, phasef 0.9 5
4 Vulcan Smooth Ey, Ez log(10)Amplitudeb, phasec 0.85 7
Notes: (1). The RMS target misfits were achieved within a pre-defined tolerance of 1 per cent.
(2). Ey = inline electric field dipole, Ez = vertical electric field dipole.
(3). OBE frequencies = 1, 3, 5, 7, 9 and 11 Hz, Vulcan frequencies = 1, 3, 5 and 7 Hz.
(4). Model parameters: air layer = 1012 m, sea water fixed parameters = 13, subseafloor quadrilateral mesh free parameters = 7–13.5k, towline length
dependent.
a General parameters: spatial horizontal to vertical (H:V) penalty weight = 6, Lagrange multiplier (μ) starting value = 1.
bEy amplitude error = 4 per cent, Ez amplitude error = 5 per cent.
cEy phase error = 2.29◦, Ez phase error = 2.86◦.
d Seismically constrained (SC), penalty cut weight = 0.1.
e 4 per cent and 5 per cent of added Gaussian noise to Ey and Ez amplitude, respectively.
f 2.29◦ and 2.86◦ of added Gaussian noise to Ey and Ez phase, respectively.
g OBE: Ey only.
uncertainty and δr the uncertainty in amplitude) for the OBE inline
electric field (Attias et al. 2016).
Here, to calculate the uncertainty in Vulcan amplitude and phase
data, we conducted an additional navigational perturbation error
analysis, similar to the analysis demonstrated by Myer et al. (2015)
and Constable et al. (2016). Our analysis was performed by calcu-
lating the 2-D forward model responses for perturbations applied
to different navigational parameters. The DASI dip and azimuth,
as well as the Vulcan roll and pitch parameters, were perturbed by
±0.5◦, whereas the altitude of DASI and Vulcan were perturbed
by ±1 m. Only a single navigational parameter was perturbed per
forward model. The calculated forward response of each perturba-
tion was then compared with the forward response obtained from
the original unperturbed geometry. By summing the relative dif-
ference between all of the perturbed and unperturbed model re-
sponses, we obtained a frequency-dependent error structure for
each transmitter–receiver position along the profile of survey line
1n. This perturbation analysis indicates that navigational errors in-
troduce an averaged uncertainty of 3.8 and 4.9 per cent for the
amplitude, and 2.17◦ and 2.80◦ for the phase of the Vulcan inline
(Ey) and vertical (Ez) electric field components, respectively. There-
fore, we assigned an error structure of 4 and 5 per cent in amplitude,
and 2.29◦ and 2.86◦ in phase for the Vulcan Ey and Ez data, respec-
tively (Table 1). We note that this error structure was assigned to
all frequencies due to the following reasons: (i) this approach was
previously used in Vulcan studies (Constable et al. 2016; Goswami
et al. 2016), since the towed receiver system is highly resistant to
inline source–receiver range errors (Constable et al. 2016), (ii) ini-
tial test inversions with different error per each frequency produced
similar models and (iii) maintain consistency with the error struc-
ture applied to the OBE data both here and in Attias et al. (2016).
Preliminary inversions using a lower error floor of 3 and 4 per cent
for the Vulcan Ey and Ez data respectively, produced excessively
rough models that appear geologically implausible, likely due to the
overfitting of data. This result concurs with the error estimates from
our perturbation analysis and supports the validity of the applied
error structure. A summary of the different sources of data errors
and their relative importance to the results is given in the Supporting
Information (Table S1).
5.4 RMS target misfit
To avoid overfitting the data, the RMS target misfit assigned to the
inversion of each towline was either 0.95, 0.9 or 0.85, depending on
the data error structure and resulting inversion model roughness. In
an ideal scenario, the RMS misfit should always be 1.0 if an accu-
rate error structure is assigned. Nevertheless, Vulcan inversions that
converged to RMS misfit targets of 1.0 with error floors of 3 and
4 per cent (as previously discussed) yielded unsatisfactory models
with excessive model roughness. Therefore, since data uncertainty
and RMS misfit are inversely related, we increased the error struc-
ture from 3 and 4 per cent to 4 and 5 per cent, and then gradually
lower the RMS target misfit below 1.0 until we produced consistent
and geologically plausible models for all towlines. We found that
seeking for the ideal inversion model by subtly altering the RMS
target misfit rather than changing the error structure gives a more
finely tuned control over the inversion parametrization. Although
conservative, this approach is time efficient and particularly useful
when the uncertainties are not fully constrained, as demonstrated by
previous studies (e.g. Key et al. 2014; Orange et al. 2014; Constable
et al. 2015; Goswami et al. 2015).
5.5 Model sensitivity
We performed a linearized sensitivity analysis to the MARE2DEM
inversion models by evaluating the model Jacobian matrix J (e.g.
Farquharson & Oldenburg 1996; MacGregor et al. 2001; Key 2016).
The Jacobian sensitivity matrix evaluates the data sensitivity to
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model parameters, where the rows of the uncertainty weighted Ja-
cobian matrix are summed over all data and normalized by the area
of each parameter cell (Farquharson & Oldenburg 1996; Schwalen-
berg et al. 2002).
The Jacobian sensitivity is plotted as percentile contours where,
for example, a value ≥0.5 indicates that these sensitivities are in
the top half of the entire sensitivity range. Since percentile values
are relative and the Jacobian sensitivity is mesh specific as well as
dependent upon various model parameters, we only discuss model
sensitivity in qualitative terms rather than quantitative. Goswami
et al. (2016) applied the same approach to describe the Vulcan data
sensitivity to the model parameters.
We corendered the inversion models with the J contours to
demonstrate the high sensitivity range that exists across each model
between the seafloor (∼725 m depth) and near the BGHSZ (860 m
depth). For this purpose, we chose the following J contour values:
0.5, 0.7, 0.8 and 0.95, which best describe the relative distribution
of the sensitivity. These J contour values were used for all models
thus enabling us to assess how the model sensitivity of each towline
varies when inverting the OBE and Vulcan data sets separately and
collectively, as presented in Sections 6.2 and 6.3. Since the model
sensitivity decays rapidly below 860 m depth and the model resis-
tivity decreases back to the starting model value of 1 m (Fig. S2,
Supporting Information), all the inversion models presented here
are cut-off at 860 m depth.
6 RESULTS
We present results from a series of 2.5-D CSEM inversions per-
formed on the Vulcan data alone as well as the combination
of the OBE and Vulcan data. The feasibility of high-resolution
CSEM is demonstrated by a comparison between unconstrained
and seismically constrained inversions, which were applied to the
OBE+Vulcan combined data. Additionally, a synthetic study was
conducted to evaluate the variation in model sensitivity to shallow
and deep features.
6.1 Vulcan resistivity models
Inversions using only Vulcan data for towlines 1–4 are shown in
Fig. 4. These Vulcan inversions converged to the assigned RMS
target misfits (Table 1) within a pre-defined tolerance of 1 per cent.
The CNE03 gas hydrate pipe-like structure is well resolved at the
intersection of towlines 1n and 2, consistent with the results of the
OBE inversions (Attias et al. 2016). In total, we identified 10 new
shallow vertical resistors from the inverted Vulcan data, of which
four are prominent features (≥2 m). One of the resistive structures
is located at the centre of line 1s, extending ∼100 m laterally and
at least ∼90 m vertically (Fig. 4). Another resistor is located in the
NNW part of line 2, exhibiting dimensions of ∼120 and ∼30 m
in the horizontal and vertical directions, respectively (Fig. 4). Two
additional resistive structures are located on line 3, showing a lateral
extent of ∼80 m and vertical elongation of ∼70 m (Fig. 4).
These newly discovered pipe-like resistive structures are most
likely caused by the presence of gas hydrate/free gas in fluid flow
conduits (Bu¨nz et al. 2003; Westbrook et al. 2008a; Plaza-Faverola
et al. 2010), with a minor contribution of methane-derived shallow
authigenic carbonates, as documented at adjacent pockmarks in
near-seafloor sediments (Hovland et al. 2005; Mazzini et al. 2006).
None of the four primary resistive structures shows bathymetric
expressions to suggest the existence of pockmarks at these locations
(Fig. 1).
The upper layer of the Vulcan inversion models show slightly
elevated lateral resistivity (Fig. 4), which is consistent with the
OBE inversion models (Attias et al. 2016). This moderate resistivity
most likely results from either small amounts of hydrates or shallow
authigenic carbonates that are distributed laterally near the seafloor
(Mazzini et al. 2006; Ivanov et al. 2010). Beneath this upper layer,
most of the model shows ∼1 m resistivity that is representative of
the regional background sediment (Senger et al. 2010). A laterally
extensive moderate increase in resistivity is observed in the deepest
part (between ∼840 and 860 m) of the Vulcan models (Fig. 4).
We attribute this increase in resistivity to sediment compaction
rather than the presence of hydrates (e.g. Cook & Tost 2014), since
the lateral existence of hydrates at this region is not supported by
coincident seismic reflection data (Westbrook et al. 2008b) or P-
wave tomography (Plaza-Faverola et al. 2010).
6.1.1 Inversions residuals
Fig. 5 shows a comparison between the model to data fit and normal-
ized residuals of inversions applied to towline 2 data, with shifted
and unshifted phase. In the shifted phase inversion (Figs 5e–h), both
the Ey and Ez electric field phase components exhibit normalized
residuals that are significantly lower than the residuals of the in-
version performed with unshifted phase data (Figs 5a–d), whereas
indistinguishable difference between the residuals of the amplitude
data were observed (not shown). The CNE03 resistive anomaly
moderately biases the normalized residuals of the Ey and Ez elec-
tric fields in a frequency-dependent pattern (Fig. 5). This trend in
residuals is observed for all the prominent resistive anomalies (m)
detected along towlines 1–4 (Fig. 4). However, for the phase-shifted
inversion these subtle systematic residuals are small, well within the
data errors (Figs 5e–h), and thus, insignificant when the objective
is to outline the spatial distribution of vertically distinctive struc-
tures. The observed positive/negative distribution of the normalized
residuals in a frequency-dependent pattern (Figs 5f and h) concurs
with the distribution of residuals presented by previous Vulcan stud-
ies (Constable et al. 2016; Goswami et al. 2016). Due to the low
RMS misfit, we infer that the magnitude of the biased residuals is
insignificant and therefore can be ignored since this most likely has
little to no effect on the overall resistivity model. Furthermore, the
Vulcan inversions are in good agreement with the OBE inversions
for towlines 1n and 2 (Attias et al. 2016). We note that similar
systematically biased residuals were observed in the inversion of
Vulcan data acquired from a methane hydrate province in the San
Diego Trough (Constable et al. 2016).
6.2 Real and synthetic model comparison
Synthetic studies are frequently used to characterize the sensitivity
and resolution to be expected from a real data inversion, as well as
to constrain any biases and ambiguities introduced by the survey
layout (e.g. Myer et al. 2015; Naif et al. 2016). Thus, to confirm the
authenticity of the newly detected resistive structures in the vicinity
of the CNE03 pockmark, we conducted a synthetic study aiming to
reproduce the resistivity model that resulted from inverting the Vul-
can data of towline 3. To calculate the synthetic forward response,
we used the frequency coverage and geometric configuration (e.g.
DASI and Vulcan positions and geometry, data coverage) that were
obtained in the survey for towline 3. The forward calculation was
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contaminated with Gaussian noise (4 and 5 per cent to Ey and Ez
amplitude data, 2.29◦ and 2.86◦ to Ey and Ez phase data, respec-
tively), and then a synthetic inversion was run. We note that the
added Gaussian noise has an identical magnitude as applied to the
uncertainties of the real data inversion. Goswami et al. (2016) and
Constable et al. (2016) applied a similar procedure to conduct syn-
thetic studies to characterize the sensitivity of the Vulcan receiver
to various resistivity structures.
Fig. 6 shows a comparison between line 3 real and synthetic data
inversion models. Overall, this 2-D synthetic study successfully
resolved the two vertical anomalous structures (Figs 6b and c),
comparable to the resistive vertical structures detected by the real
data inversion (Fig. 6a). We acknowledge the probable limitations
of a 2-D analysis to describe pipe-like structures that are most likely
3-D features; however, a 3-D analysis is beyond the scope of this
paper. Nonetheless, our 2-D synthetic inversion exhibits sensitivity
to the entire model space, as inferred from the adequate recovery
of the background resistivity structure assigned to both flanks of
the model (Figs 6b and c). In the shallow part of the synthetic
inversion model, the resistivities of the two vertical anomalies were
recovered satisfactorily, whereas in the deepest part, the resistivity
is underestimated by ∼0.7 m.
Here, the Jacobian sensitivity provides a relative measure on how
variations in model parameters affect the overall sensitivity to the
data of this particular model. The deterioration of resolution and
sensitivity with depth is consistent with the overall trend seen in
the sensitivity contours, where both the real and synthetic inversion
models exhibit peak sensitivity near the seafloor that drops off with
depth (Figs 6a and c). Although the synthetic model suggests that
the data are not sensitive enough to resolve the resistive layer in the
deepest part of the model, the sensitivity of that layer in the real
data inversion is relatively higher than in the synthetic inversion,
where both inversions were performed using a similar error structure
(Table 1). Hence, in such analysis, it is essential to consider that
sensitivity is highly model dependent, such that small modifications
to the synthetic forward model may yield large changes in J.
For the real data inversion of towline 3, Vulcan Ey data are more
sensitive to the centre of the vertical resistive anomalies (presumably
hydrate related) observed in both flanks of the model, whereas the
Ez data are most sensitive to the edges of these pipe-like anomalous
structures (Fig. 7). We note that the normalized residuals of the Ey
amplitude data are biased in one direction (Fig. 7b). Some of this
bias is associated with the regularization in the smooth inversion,
but since the bias is well within the error bars, it is not considered
a problem (Constable et al. 2016).
6.3 OBE and vulcan combined resistivity models
We performed a combined inversion of the data acquired by the
OBE and Vulcan CSEM receivers, aiming to resolve the CNE03
pipe-like resistivity structure with the highest resolution possible.
We inverted the OBE and Vulcan data separately and then simul-
taneously using both amplitude and phase information. Given the
differences in transmitter–receiver offset, we expect the Vulcan data
to constrain the shallow structure, whereas the OBE data will re-
solve the resistivity at the intermediate to deep parts of the model.
Hence, some discrepancy is observed between the resistivity of the
background sediment detected by the OBE inversions and the one
resolved by the Vulcan inversions.
The OBE inversions exhibit substantial spatial variation in resis-
tivity, where the sensitivity is highest at the model centre, coincident
with the CNE03 pipe-like structure (Figs 8a and b). However, the
background resistivity and the side boundaries of the vertical resis-
tor beneath CNE03 in the OBE inversions are not well constrained
due to unavoidable gaps in data coverage between the OBE re-
ceivers (Constable et al. 2016). The discrepancy observed in the
CNE03 pipe-like structure between lines 1n and 2 OBE inversion
models partially results from the presence of conductive anomalies
positioned beneath each OBE, which are artefacts caused by minor
navigational inaccuracies, as discussed in Attias et al. (2016).
Due to continuous data coverage, the Vulcan inversions for lines
1n and 2 (Figs 8c and d) better constrain the regional background
resistivity and both exhibit a distinctive resistivity structure be-
neath the CNE03 pockmark. The Vulcan (Figs 8c and d), uncon-
strained OBE+Vulcan (Figs 8e and f) and seismically constrained
OBE+Vulcan (Figs 8g and h) inversion models all show subtle lat-
eral variations in resistivity (striped pattern), which are likely to
be inversion artefacts caused by uncertainties in Vulcan navigation;
as inferred from (a) synthetic modelling (Fig. S1, Supporting In-
formation), (b) the absence of such a pattern in the OBE models
(Attias et al. 2016) and (c) corresponding seismic reflection data
that lacks columnar blanking zones (indicative to the presence of
hydrates) in the locations that the striped patterns appear (Plaza-
Faverola et al. 2010; Attias et al. 2016). This resistive pattern is
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visually prominent due to the high vertical exaggeration (≈40) and
the smooth inversion colour scheme (Fig. S2, Supporting Infor-
mation). We note that the striped pattern is a second-order feature
and has little to no effect on our main conclusions. Nevertheless,
we conducted a series of test models using successively increas-
ing spatial horizontal to vertical (H:V) roughness penalty weights
(>6) that smoothed the resistive striped pattern significantly (Fig.
S3, Supporting Information). However, higher H:V ratios also re-
duced the magnitude of the main vertical anomaly beneath CNE03
substantially and increased the lateral resistivity in the deep part of
the model (Fig. S3, Supporting Information), which is inconsistent
with seismically constrained OBE inversions (Attias et al. 2016).
Therefore, all the models presented here were performed using a
moderate H:V ratio of six.
High J sensitivities are observed at the shallowest and deeper
parts of the Vulcan models (Figs 8c and d). The Jacobian sensi-
tivity contours are highly responsive to fluctuations in resistivity
across the model space, whereas high resistivity regions are asso-
ciated with higher J sensitivities. A comparison between the OBE
and Vulcan inversions shows that the sensitivity of the OBE inver-
sions decreases rapidly both vertically and laterally with increasing
distance from the receivers, whereas the sensitivity of the Vulcan
inversions decreases vertically but laterally remains relatively con-
stant (Figs 8a–d). Hence, the Vulcan data significantly improve the
lateral resolution of the model, particularly in the shallow structure.
To utilize both the Vulcan and OBE data sets efficiently for im-
proved imaging in simultaneous inversion, MARE2DEM employs
a misfit weighting scheme that balances the contribution of each
data subset to the overall misfit by normalizing against the number
of data points (Key 2016). Nonetheless, our combined inversions
are predominantly constrained by the Vulcan data due to the greater
data density and the addition of vertical electric field measurements.
In the line 1n Vulcan inversion, the CNE03 vertical resistor is
relatively narrow at the seafloor and gradually widens and tilts with
depth. In comparison with the Vulcan inversion, the OBE+Vulcan
combined inversion improves the model resolution, as the resistor is
narrower, sharper and vertically aligned with depth (Figs 8c and e),
which ideally coincides with the localized seismic blanking zone
(Westbrook et al. 2008b; Plaza-Faverola et al. 2010); whereas in
the Vulcan inversion the CNE03 resistor extends beyond the lateral
boundaries of the blanking zone. This observation is supported by
reduced variations in lateral resistivity and improved sensitivity in
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the combined inversions for both lines 1n and 2, compared with
the OBE or Vulcan individual inversions. Thus, simultaneously in-
verting the OBE and Vulcan data improved the lateral sensitivity
provided by the Vulcan data considerably (Figs 8c–f).
Next, to rigorously evaluate the degree of improvement in model
resolution achieved by the combined inversion, we implemented
model constraints from coincident seismic information on the
CNE03 pipe-like structure. The CNE03 pipe-like structure was con-
strained using seismic reflection data (Westbrook et al. 2008b; Attias
et al. 2016), by tracing the flanks of the columnar seismic blanking
zone, whereas the deeper part of the pipe structure was also con-
strained by a P-wave velocity anomaly (Plaza-Faverola et al. 2010;
Attias et al. 2016).
The seismically constrained lines 1n and 2 combined inversion
models (Figs 8g and h) differ moderately from the unconstrained
combined inversion models (Figs 8e and f). However, both sets of
inversions imaged the CNE03 hydrate pipe-like structure in high res-
olution, yielding comparable final models (Figs 8e–h). All of the line
2 inversions present an additional shallow and narrow vertical re-
sistor within the gas hydrate stability zone, at a distance of ∼1.3 km
along the model (Figs 8b,d,f and h). This resistor is most pronounced
in the seismically constrained combined inversion model (Fig. 8h),
collocated with a seismic diffraction (Plaza-Faverola et al. 2010).
Thus, we postulate that this anomalous structure is primarily an
additional accumulation of gas hydrate, possibly with a minor con-
tribution of free gas (e.g. Bu¨nz et al. 2003) and shallow authigenic
carbonates (e.g. Mazzini et al. 2006).
A comparison of the normalized residuals from the unconstrained
and constrained combined inversions of lines 1n and 2 indicate that
the addition of seismic constraints decreased the OBE and Vulcan
amplitude data misfit by 10–15 per cent and increased the phase
data misfit by 11–17 per cent. However, the residual distribution
became more random for both the amplitude and phase data. Our
amplitude-only and phase-only inversions (not shown) indicate that
the phase data is more sensitive to the deep part (>830 m) rather
than the shallow part (<750 m) of the model, whereas the amplitude
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data inversions detected both deep- and shallow-resistive features
equally well. This opposite trend observed between the amplitude
and phase misfits might be explained by either (i) the shift applied
to the phase data initially, (ii) the decrease in sensitivity in the
deep region of the model (consequently to the addition of seismic
constraints), or possibly the combination of both.
The Vulcan-only inversions exhibit higher sensitivity to lat-
eral changes in resistivity though poorer resolution of the vertical
anomaly beneath the CNE03 pockmark, in comparison to the uncon-
strained and seismically constrained combined inversions (Figs 8c–
h). Both the unconstrained and seismically constrained combined
inversions resolved the anomalous structure beneath CNE03 with
high resolution, where the unconstrained inversions show higher
sensitivity to the models’ deepest parts, as demonstrated by the J
contours (Figs 8e–h). Our comparison between the OBE/Vulcan
individual inversions and the unconstrained/constrained combined
inversions illustrates the capability of the combined inversion to
yield accurate high-resolution resistivity models of the subsurface
independent of seismic constraints.
7 CONCLUS IONS
We report the discovery of four new pipe-like resistive structures
in the vicinity of the CNE03 pockmark, as derived from 2.5-D
CSEM inversions that utilized towed receiver data. This discovery
supports the abundance and density of gas hydrate accumulations
previously inferred in the Nyegga region. Additionally, combined
CSEM inversions of towed and ocean-bottom electric field receiver
data resolved the gas hydrate resistivity structure beneath CNE03
better than inversions of either data set alone, as deduced from com-
parison with seismically constrained inversions. Our results demon-
strate the capability of the marine CSEM technique to detect and
constrain gas hydrate deposits in high resolution, particularly when
hydrate accumulates in vertical to subvertical elongated structures.
Hence, such combined inversion of CSEM data sets can effectively
image and delineate various subseafloor shallow structures. The
approach applied in this research may be useful in the study of
oceanic seafloor massive sulphide deposits, groundwater reservoirs
and subsea permafrost, as well as in the monitoring of shallow CO2
geosequestration sites and geothermal systems.
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