Construction of ambiguity set in robust optimization relies on the choice of divergences between probability distributions. In distribution learning, choosing appropriate probability distributions based on observed data is critical for approximating the true distribution. To improve the performance of machine learning models, there has recently been interest in designing objective functions based on Lp-Wasserstein distance rather than the classical Kullback-Leibler (KL) divergence. In this paper, we derive concentration and asymptotic results using Bregman divergence. We propose a novel asymmetric statistical divergence called Wasserstein-Bregman divergence as a generalization of L2-Wasserstein distance. We discuss how these results can be applied to the construction of ambiguity set in robust optimization.
Introduction
Comparing probability distributions has been a recurring theme in many research areas of machine learning. In distribution learning, for example, one is interested in approximating the true distribution by an element in a predetermined class of probability distributions, and this element is chosen based on the observed data. Such choices rely on the divergence used in comparing distributions. While there is an abundance in statistical divergences, there is no consensus about the "ideal" way to measure the difference between distributions.
In the theory of robust optimization, optimization problems are formulated under appropriate uncertainty sets for the model parameters and/or for the solutions against a certain measure of robustness. For instance, tractable uncertainty sets can be formulated in terms of chance constraints and expectation constraints under a given distribution P Jiang and Guan [2012] . However, when the distribution P itself is unknown, which is the usual scenario in most data-driven research, the concept of ambiguity set is introduced Bayraksan and Love [2015] . Thus, instead of optimizing under one particular distribution and under a deterministic set, distributionally robust stochastic optimization, aka DRSO, formulates optimization problems with a set of possible distributions, under the concept of ambiguity set. Specifically, one could consider minimizing the expected loss as follows,
where X is the decision variable, allowed to vary inside the feasible region X , and the random element ξ follows distribution P ∈ P, with P the ambiguity set and l the loss function.
In the data driven setting where we have iid samples {ξ i } n i=1 drawn from P, the ambiguity set P can be constructed so that it contains all distributions that are within a certain divergence from the empirical distribution, where the radius of the ambiguity set is large enough so that it contains P with high probability. Alternative methods to construct ambiguity sets use moment constraints under P ∈ P, where P consists of all probability distributions with first order and second order moments matching the sample moments. Again, the key is to define and measure the difference between various distributions.
In both the literature of learning and robust optimization, one popular choice to measure the difference between two distributions is the Kullback-Leibler divergence, which has strong theoretical foundation in information theory and large deviations Pardo and Vajda [1997] . However, there are two issues in using the KL divergence. The first one is that the KL divergence between a continuous distribution and its empirical version, which is always a discrete distribution, is undefined (or infinite). The second issue is that KL divergence does not take into consideration the relative position of probability mass. As an example, consider the discrete distribution P which puts 1/2 mass on 0 and 1/2 mass on 1, and the discrete distribution Q which puts 1/2 mass on and 1/2 mass on 1 − . The KL divergence does not reflect the convergence of Q to P as ↓ 0, hence it is too restrictive. It is therefore natural to use alternative measures for distributions, such as f -divergence, L p -Wasserstein distance, and Prohorov metric. (See Section 1.1 for more details).
On the other hand, KL divergence belongs to a class of divergences known as Bregman divergences. Bregman divergences Bregman [1967] are introduced by Lev Bregman in 1967 in solving a problem in convex optimization.
Since its inception, Bregman divergences have found applications not only in convex optimization but also in statistics and machine learning, for example, clustering Lucic et al. [2016] Banerjee et al. [2005b] , inverse problems LeBesenerais and Demoment [1999] Jones and Byrne [1990b] , classification Srivastava et al. [2007] , logistic regression and AdaBoost Collins et al. [2002 ] Murata et al. [2004 ] Lafferty [1999 , regression Kivinen and Warmuth [2001] , mirror descent (Nemirovski and D. [1983] ), and generalized accelerated descent algorithms Wibisono and Wilson [2016] Taskar et al. [2006] . Bregman divergences are asymmetric in general, which can potentially be more desirable in the setting of comparing distributions, compared to a symmetric measure such as L p -Wasserstein distance.
Our goal is to address the following questions:
• How can we define appropriate divergences in the general setting of comparing distributions?
• How can we define appropriate divergences, in the particular context of robust optimization and distribution learning?
In this paper, we report some progress toward our goal. Our main contributions are as follows:
• We derive a weak convergence result using Bregman divergence in parametric distributions. The result describes precisely how the Hessian of the underlying convex function in Bregman divergence impacts the statistical properties of the divergence measure in the asymptotic setting.
• In the non-asymptotic setting, we prove concentration results using Bregman divergence between the true discrete distribution and the empirical distributions. This allows the construction of ambiguity set in robust optimization.
• We propose a novel statistical divergence called Wasserstein-Bregman divergence, which is essentially a marriage between Wasserstein distance and Bregman divergence. We find that this divergence has the ability to capture the asymmetry in comparing distributions, while retains nice analytical properties of Wasserstein distance for the purpose of optimization.
Related Work
DRSO with KL Divergence. In Hu and Hong [2013] , they formulate a robust optimization problem in terms of a KL divergence constraint and show that the problem can be converted into a convex optimization problem which can be solved analytically. In Jiang and Guan [2012] , they show that chance constraints with KL divergence ambiguity sets can be reformulated into a traditional chance constraint problem with different risk levels.
DRSO with L p -Wasserstein Distance. In , they propose the use of L 1 -Wasserstein ambiguity set. They show that Wassstein ambiguity sets provide a better out-of-sample guarantee than the KL divergence, because a continuous P will always be outside the KL divergence ball centered at the empirical distribution P n , which is discrete, whereas the Wasserstein ball contains continuous as well as discrete distributions. They also show that the robust optimization problem, under some mild conditions, can be converted into a finite-dimensional convex programming problem, solvable in polynomial time. In Shafieezadeh-Abadeh et al. [2015] , they use Wasserstein ambiguity set for distributionally robust logistic regression. Specifically they study inf
where l β (x, y) is the logloss function with parameter β. They show that this problem has a tractable convex reformulation and provide confidence interval for the objective function, which is the out of sample performance guarantee. In Wozabal [2012] , they use the L 1 -Wasserstein ball as the ambiguity set. They show that the candidate probability distributions in the ball can be reduced to a subset whose elements can be described using extreme/exposed points of the set, hence a tractable reformulation of the original problem becomes possible. In Gao and Kleywegt [2016] , they consider the L p -Wasserstein ball for p ≥ 1, and give necessary and sufficient conditions for the worst-case distributions to exist. In Fournier and Guillin [2015] , they inspect the convergence rate of the empirical distribution to the true distribution under Wasserstein distance.
Distribution Learning with L 2 -Wasserstein Distance. In Arjovsky et al. [2017] , they use neural network to learn probability density and define the objective function for optimization to be the L 2 -Wasserstein distance. They have shown promising results on a numerical experiments in image generation.
Background
In this section, we will review definitions and relevant properties of Bregman divergence and Wasserstein distance.
Bregman Divergence
Definition 2.1. For two vectors x and y in R d and a strictly convex function φ(x) :
For two continuous distributions P and Q, one can define Bregman divergence as in Jones and Byrne [1990a] ,
where p(x) and q(x) are probability density functions of P and Q respectively, µ is the base measure, and φ : R → R is a strictly convex function. Examples of Bregman divergences include
A is a strictly positive definite matrix.
As a divergence function, D φ (x, y) is always nonnegative by the convexity of φ. D φ (x, y) = 0 if and only if x = y. However, it is not a metric because it is not symmetric, and it does not satisfy the triangle inequality. In Pardo and Vajda [2003] , they show an asymptotic equivalence between f -divergences (in particular, χ 2 -divergence) and Bregman divergences under some conditions. k-means Using Bregman. In Banerjee et al. [2005a] , they show that conditional expectation is the optimal predictor for all Bregman divergences. Moreover, Bregman divergences are the only class of such loss functions. This property ensures the convergence of k-means algorithm when Bregman divergence is used as a loss function.
Connections with Exponential Family. In Banerjee et al. [2005b] , they show that there is a one-to-one correspondence between Bregman divergences and exponential family. That is, take an exponential family in a canonical form of:
where θ, x ∈ R d . ψ is the cumulant function with its Legendre convex conjugate φ defined as
with µ(θ) = ∇ψ(θ). This one-to-one correspondence comes from the duality property of Bregman divergence, which states that
with p * = ∇φ(p) and q * = ∇φ(q).
Connections to Fisher Information. In the case where X ∼ p θ and p θ belongs to a regular exponential family, the Fisher information of µ = EX has a nice representation. For notation simplicity, we present the result for the one-dimensional case. This result can be easily extended to higher dimensions.
Proposition 1. Suppose X ∼ p θ belongs to a regular exponential family. Let µ = E(X), ψ be the cumulant function and φ be the convex conjugate of ψ. Assume that ψ is three-time differentiable. Then
Proof. The first equality follows directly from the representation
). The second equality follows from a straightforward calculation,
Bias-Variance Decomposition. In Buja et al. [2005] , they show that expected Bregman divergence has a bias-variance decomposition
2 recovers the usual bias-variance decomposition for squared-error loss, and
For each plot, the solid dot indicates the parameter that minimizes the corresponding loss function. The data used for this illustration is the spam dataset collected at Hewlett-Packard Labs, readily available in the R package kernlab.
Wasserstein Distance
Wasserstein distance is a divergence defined between probability distributions on a given metric space. It is also known as Kantorovich-Monge-Rubinstein metric. Wasserstein distances are vastly used in optimal transport Villani [2009] , and they have found applications in many areas, such as the study of mixing for Markov chains in probability theory Dobrusin [1996] Peres [2005] , rates of fluctuations for empirical measures in statistics Rachev [1991] Rachev and Rüschendorf [1998] Dobrić and Yukich [1995] , and propagation of chaos in statistical mechanics Dobrusin [1970] Spohn [1991] .
Definition 2.2. For any two probability distributions P and Q defined on a compact metric space (X , d), the Wasserstein distance between P and Q is defined as
where Π(P, Q) denotes the set of all couplings of P and Q, i.e., all joint distributions defined on X ×X with marginal distributions being P and Q.
For example, if X ⊂ R d , a natural choice of metric is d(x, y) = x − y p . This leads to the definition of L p -Wasserstein distance.
Definition 2.3. For any two probability distributions P and Q defined on a compact metric space X ⊂ R d , the Wasserstein distance of order p ∈ [1, ∞] (or L p -Wasserstein distance) between P and Q is defined as
For probability distributions, convergence under Wasserstein distance of order p is equivalent to weak convergence plus convergence of the first p moments.
For example, the Euclidean metric leads to the L 2 -Wasserstein distance. The squared L 2 -Wasserstein distance is defined as
Wasserstein distance is a metric, so it is always nonnegative, it is equal to 0 if and only if P = Q. It is symmetric, and it satisfies the triangle inequality.
Main Results
Let p = (p 1 , . . . , p d ) ∈ R d be the probability distribution of a discrete random variable X, where p i = P(X = a k , k ∈ {1, 2, . . . , d}. Letp n = (p n,1 , . . . ,p n,d ) ∈ R d be the random vector denoting the empirical distribution of a sequence of iid random variables {X i } n i=1 , where each X i has the same distribution as X. That is,
Concentration of Bregman Divergence
We first establish that the Bregman divergence D φ between the empirical distribution and the true distribution concentrates around the mean, where the rate can be expressed in terms of the gradient of the convex function φ.
Theorem 3.1. Consider the random variable Z = D φ (p n , p), the Bregman divergence betweenp n and p,
where φ : [0, 1] d → R is a strictly convex function. Then the following concentration inequality holds for all > 0:
where M φ = max t∈∆ d−1 ∇φ(t) 2 , and
Proof. Let (X 1 , . . . , X i−1 , X i , X i+1 , . . . , X n ) be iid random variables from distribution p. Define another sequence of random variables (X 1 , . . . , X i−1 , X i , X i+1 , . . . , X n ), in which only the i-th element in the sequence is different. Let the corresponding empirical distribution bep n . Then
The difference of Z and Z is
Notice that by construction,p n −p n is a vector with an element being 1/n, an element being −1/n, and all other elements being zeros. Therefore by the Cauchy-Schwarz inequality,
Also by the Taylor's expansion,
where ξ is a random vector which is a convex combination ofp n andp n . Therefore by the triangle inequality,
Hence by the bounded difference inequality Talagrand [1995] ,
Notice that Bregman divergence is only convex with respect to its first argument, which in the previous case iŝ p n . To construct a convex ambiguity region, we need to reverse the order ofp and p to make the unknown true distribution the first argument. Hence we also prove the following concentration inequality: Theorem 3.2. Consider the random variable Y = D φ (p,p n ), the Bregman divergence between p andp n :
d → R is a strictly convex function. Then we have the following concentration inequality for all > 0:
where L φ is the Lipschitz constant of ∇φ, and
which is the set {(t 1 , t 2 , . .
. . , X n ) be iid random variables from distribution p. Define another sequence of random variables (X 1 , . . . , X i−1 , X i , X i+1 , . . . , X n ), in which only the i-th element in the sequence is different. Let the corresponding emprical distirbution bep n . Then
The difference of Y and Y is
By the proof of Theorem 3.1,
Since ∇φ is defined on the compact region [0, 1] d , we can assume without loss of generality that it has Lipschitz constant L φ . Then by the Cauchy-Schwarz inequality,
and similarly
By the bounded difference inequality,
Weak Convergence of Bregman Divergence
In this section, we will show that in the asymptotic case, Bregman divergence between the true parameters of a distribution and the maximum likelihood estimator of the parameters will converge in distribution to a finite weighted sum of independent χ 2 distributed random variables. This result allows us to construct asymptotic ambiguity sets according to the quantiles of the asymptotic distribution.
Theorem 3.3. Suppose there exists a family of probability distributions P θ parametrized by θ ∈ Θ ⊂ R d . Suppose we have iid data {X i } n i=1 , andθ n is the maximum likelihood estimator of θ. Then
where Z i 's are independent standard Gaussian random variables, D φ denotes the Bregman divergence characterized by φ, β i 's are the non-zero eigenvalues of the matrix HΣ and r = rank(Σ T HΣ), with H the Hessian of φ at θ and Σ the inverse Fisher information matrix.
Proof. First, write the Taylor expansion of φ aroundθ n ,
where H(θ) is the Hessian of φ(x) at x =θ. Notice that by the properties of maximum likelihood estimators, as
where
is the Fisher information matrix of the underlying true distribution, with L being the likelihood function. Also,
in probability, and n · o( θ −θ n 2 2 ) → 0 in probability. Therefore by the Slutsky's theorem,
. Let S ∈ R d×s be a square root of Σ. Since Σ and H are positive semidefinite, by spectral theorem, we can write S T HS = R T ΛR, where Λ = diag(β 1 , . . . , β r ), which is the diagonal matrix of non-zero eigenvalues of S T HS, hence is also the diagonal matrix of non-zero eigenvalues of HΣ, r = rank(ΣHΣ), and R is the matrix of corresponding orthonormal eigenvectors. Then
where Z i are independent standard Gaussian random variables. Therefore, we have the quadratic form of Gaussian variables
This completes the proof.
Remark : Even though Bregman divergence is asymmetric, nD φ (p n , p) has the same asymptotic distribution as nD φ (p,p n ) by a similar proof.
Noting thatp n is the maximum likelihood estimator of p, we immediately arrive at the following corollary.
Corollary 3.3.1. For a discrete distribution p = (p 1 , . . . , p d ) and the empirical distributionp n = (p n,1 , . . . ,p n,d ) generated from n iid samples, we have
where Z i are independent standard Gaussian random variables, r = rank(Σ T HΣ), H is the Hessian of φ, Σ is the inverse Fisher information matrix, and β 1 , . . . , β r are the nonzero eigenvalues of HΣ.
Wasserstein-Bregman Divergence
In this section, we first define the new Wasserstein-Bregman divergence between probability distributions. We then show that under some mild conditions, the divergence function is differentiable with respect to the parameters almost everywhere. This result allows the gradient descent algorithm to minimize the divergence between a target distribution and a parametric distribution. Therefore, Wasserstein-Bregman divergence can be used as an objective function in distribution learning. 
As an example, if φ(x) = x 2 , W D φ (P, Q) reduces to W 2 (P, Q) 2 . By the nonnegativity of Bregman divergence, it is easy to verify that W D φ (P, Q) is always nonnegative, and W D φ (P, Q) = 0 if and only if P = Q.
Theorem 3.4. Let X ⊂ R d be a compact metric set, Q is a fixed distribution defined on X , g θ (Z) is a function of Z, with parameter θ ∈ R d , and Z being a random variable over another space Z. Let P θ denote the distribution of g θ (Z). Then
If g is locally Lipschitz with local Lipschitz constants
Remark: in this theorem, g θ (Z) ∼ P θ is the parametric distribution that attempts to replicate the distribution Q.
Proof. Because φ is strictly convex, its gradient ∇φ has positive definite Jacobian matrix, which is also the Hessian of φ. Then by the inverse function theorem, ∇φ is invertible. Denote its inverse with (∇φ) −1 and the composition of P θ and (∇φ)
by the linearity of inner products,
Therefore we can express the new W D φ (Q, P θ ) as the distorted squared Wasserstein distance
plus some error correction terms, which do not depend on the choice of coupling γ. Now it suffices to show that W L 2 (P r , P θ ) is almost everywhere differentiable. First, observe that for two vectors θ, θ ∈ R d , let π be the joint distribution of (g θ (Z), g θ (Z)) where Z ∼ p(z), then
The continuity of g θ ensures that
is uniformly bounded. Therefore by the bounded convergence theorem,
Hence by the triangle inquality,
This proves the continuity. Now assume g θ is locally Lipschitz, i.e., for each pair (θ, z), there exists a constant L(θ, z) and an open neigh-
By fixing z = z and taking expectation of squares of both sides, we get
for all θ in an open neighborhood of θ. Therefore,
i.e., W L 2 (P r , P θ ) is locally Lipschitz and by Rademacher's theorem, is differentiable almost everywhere.
Discussion

DRSO and Ambiguity Set
Suppose one chooses the divergence between probability distributions to be d(P, Q), where P and Q are probability measures defined on the set X ⊂ R n . Let M + denotes the set of all probability distributions defined over the set X . Then the ambiguity set P can be defined as a ball centered at the nominal distribution Q:
The nominal distribution Q may come from prior knowledge of the model, or directly from data. In the datadriven setting where we are given iid samples {X i } n i=1 , the nominal distribution Q is chosen to be the empirical distributionP n .
• When the sample size n is large (relative to d), one can appeal to the asymptotic distribution of D(p,p n ) to construct an ambiguity set using Theorem 3.3.1. More specifically, an ambiguity set can be constructed as follows:
, which is a weighted sum of independent χ 2 random variables with one degree of freedom. This quantile can be approximated via a Monte Carlo approximation. For a large K (say K = 10000), one can simulate rK independent standard normal random variables Z 1,1 , ..., Z 1,r , Z 2,1 , ..., Z 2,r , ..., Z K,1 , ..., Z K,r , and compute R j = r i=1 β i Z 2 i,j for each j = 1, ...K. Then one can use take the α-th empirical quantile of (R 1 , ..., R K ) as an approximation to F −1 (α). Note that P is convex since Bregman divergence is convex with respect to the first argument.
• When the sample size n is of moderate size or small, one must appeal to concentration results to obtain a valid ambiguity set. In order to apply Theorem 3.1 or Theorem 3.2 for the construction of the ambiguity set, we have to first derive an upper bound for where the inequality is by the Cauchy-Schwarz inequality and the Taylor's theorem.
Similarly, for ED φ (p n , p),
where ξ is betweenp and p, the first inequality is by Cauchy-Schwarz, and the third inequality is by the Jensen's inequality.
• As described immediately after the proof of Theorem 3.1, the resulting ambiguity set might be intractable to be computed because of its potential nonconvex nature. On the other hand, Theorem 3.2 results in a convex ambiguity set, which is the Bregman ball ofp n with radius
Distribution Learning
For distribution learning, the Wasserstein-Bregman divergence W D φ can be served as the objective function in the optimization problem. As shown in the proof of Theorem 3.4, the Wasserstein-Bregman divergence W D φ has an interesting decomposition in terms of squared divergence plus a penalty term:
From a high-level perspective, optimizing the Wasserstein-Bregman divergence between two distributions is basically optimizing the L 2 -Wasserstein distance between one of the distribution and a ∇φ-transformed distribution (the D term), with a penalty term accounting for the influence of φ in the divergence measure (the P term). See Figure 2 .
By considering Wasserstein-Bregman divergence, we retain the choice of choosing a symmetric measure (say, D φ (x, y) = ||x − y|| y i ) ). In particular, in the special case when the Bregman divergence is chosen to be the L 2 distance, we get L 2 -Wasserstein distance, as in Arjovsky et al. [2017] . In contrast, all Wasserstein distances are always symmetric, since a metric is used within the definition.
Future Work
It remains an open problem on how to select the underlying convex function φ in Bregman divergence for a given problem. Proposition 1 provides some insight on how φ is selected. Based on the proposition, the amount of information containing in p depends on the curvature of φ. Choosing φ(x) = ||x|| 2 2 can be somewhat conservative in the sense that the amount of information is independent of the value of p.
On the other hand, it remains to be further investigated as to the definite advantage of replacing the metric d(x, y) in the Wasserstein distance by the Bregman divergence D φ (x, y). Nevertheless, Wasserstein-Bregman divergence can serve as a viable candidate for measuring distributional divergence when asymmetry is desirable.
