We prove a generic vanishing type statement in positive characteristic and apply it to prove positive characteristic versions of Kawamata's theorems: a characterization of smooth varieties birational to ordinary abelian varieties and the surjectivity of the Albanese map when the Frobenius stable Kodaira dimension is zero.
Here b 1 (X) is the first Betti-number, which by definition is dim Q l H 1 et (X, Q l ) for any l = p, and κ S (X) is the Frobenius stable Kodaira dimension (see the later parts of the introduction or the beginning of Section 4 for the definition of κ S (X)). Note also that it is well known that b 1 (X) = 2dim A [Liedtke09, p. 14].
Generic vanishing over the complex numbers.
To explain our positive characteristic generic vanishing statement, let us recall briefly the known results on generic vanishing over the complex numbers. Let X be a smooth projective variety over C of dimension d, let a : X → A be the Albanese morphism and V i (ω X ) := P ∈ Pic 0 (X) | h i (X, ω X ⊗ P ) = 0 the cohomology support loci. THEOREM 1.2.1. [GL91, Simpson93] Every irreducible component of V i (ω X ) is a (torsion) translate of a (reduced) subtorus of Pic 0 (X) of codimension at least i − (dim(X) − dim(a(X))). If dim(X) = dim a(X) then there are inclusions:
In particular if X is a variety of m.A.d., then the V i (ω X ) have codimension ≥ i, which implies the vanishing of H i (X, ω X ⊗ P ) for i > 0 and generic P ∈ Pic 0 (X). Hence this result is known as a "generic vanishing theorem". It implies that for m.A.d. varieties one can replace the ample line bundle in the statement of Kodaira vanishing by a general topologically trivial line bundle. In fact, (1.2.1) can be thought of as the limit of Kodaira vanishing if one considers the alternative point of view of [Hacon04, PP09] . In these articles the following seemingly unrelated conjecture of Green and Lazarsfeld was proven. THEOREM 1.2.2. [Hacon04, PP09] Let L be the Poincaré line bundle on A × A, whereÂ := Pic 0 (A)( ∼ = Pic 0 (X)) is the dual abelian variety of A. If the Albanese image a(X) ⊂ A has dimension d − k, then R i pÂ , * (L X ) = 0 for i ∈ [d − k, d] and L X := (a × idÂ) * L.
It turns out that in fact (1.2.1) and (1.2.2) are equivalent by [PP11] . To explain this, note that by applying standard derived category machinery (Grothendieck spectral sequence, projection formula and Grothendieck duality), one can show that RpÂ , * (L X ) ∼ = RŜ(D A (Ra * ω X [d])), where D A (?) ∼ = R Hom(?, O A [g]), g = dim A and RŜ : D(A) → D(Â) is the Fourier-Mukai functor defined in [Mukai81] so that RŜ(?) = RpÂ , * (Lp * A (?) ⊗ L). Further, by a famous result of Kollár, in characteristic zero Ra * ω X = k j=0 R j a * ω X [−j] (cf. [Kol86] ). Thus, (1.2.2) is equivalent to the vanishing H i (RŜ(D A (R j a * ω X ))) = 0 for each 0 ≤ j ≤ k and i < j − k. The latter condition was shown in [PP11] to be equivalent to (1.2.1). Let φ L :Â → A be the corresponding isogeny determined by the formula φ L (x) = t * x L ⊗ L ∨ , where t x is the translation by x ∈Â. Then the Fourier-Mukai transform RS(L) = H 0 (RS(L)) =L of L is a vector bundle on A of rank h 0 (L) such that φ * L (L) = h 0 (L) L ∨ (here RS : D(Â) → D(A) is the inverse Fourier-Mukai functor RS(?) = Rp A, * (Lp * Â (?) ⊗ L)). THEOREM 1.2.3. [PP11, Theorem A] Let A be an abelian variety over an algebraically closed field and F a coherent sheaf on A and l ≥ 0 an integer, then the following are equivalent:
(1) codim V i (F ) := {P ∈Â|h i (F ⊗ P ) = 0} ≥ i − l.
(2) H i (RŜ(D A (F ))) = 0 for all i < −l.
(3) H i (A, F ⊗L ∨ ) = 0 for i > l and any sufficiently ample line bundle L.
Heuristically, we think ofL ∨ as an ample vector bundle which plays the role of 1 deg(L) L, so that as deg(L) increases,L ∨ corresponds to a smaller and smaller multiple of an ample line bundle (alternatively the rank ofL ∨ increases but h 0 (L ∨ ) = 1 is fixed). In this way we interpret, as hinted earlier, the Generic Vanishing Theorem as a limit of the Kodaira vanishing theorem. In fact, in characteristic 0, it is easy to see that Kollár vanishing implies that each R j a * ω X satisfies (3) of (1.2.3) with l = 0 and hence that (1.2.2) and (1.2.1) hold (cf. [Hacon04] ).
Generic vanishing in positive characteristic.
It is a natural question to generalize these important results to positive characteristic. The main issue in doing so is that in characteristic zero, Kollár's vanishing is used to prove (3) of (1.2.3), while in positive characteristic this vanishing theorem is known to fail. In fact, [HK12] gives some elementary counterexamples to generic vanishing in characteristic p and shows that generic vanishing results for a generically finite separable morphism a : X → A from a smooth variety to an abelian variety should be equivalent to the vanishing R i a * ω X = 0 for i > 0. Thus it is clear that the naive generalization to positive characteristic fails and a new approach is necessary.
To establish this new approach, we begin by investigating the fundamental properties of the sheaves a * ω X (and R i a * ω X for i ≥ 0). Over the complex numbers it is well known that (under mild technical assumptions) a * ω X is the upper canonical extension of the lowest piece in the Hodge filtration of the variation of Hodge structures on R k a * C X [Kol86, Theorem 2.6]. In particular, a * ω X is the lowest filtered piece of a filtered D-module on A. The work of Popa and Schnell on generic vanishing clearly illustrates that (in this context) this is the right way of thinking about a * ω X [PS13] . In positive characteristic Cartier modules, which are related to D-modules [Lyubeznik97] and are equivalent toétale local systems in the appropriate sense [BB11, BB13] , seem to be the correct analog. A Cartier module is simply a triple (M, φ, s), where M is a coherent sheaf, s > 0 an integer and φ is a homomorphism F s * M → M , for the absolute Frobenius morphism F (if s = 1, we omit it from the notation). One example of Cartier modules is (ω X ,φ), where φ is the Grothendieck trace of F . In particular, for all integers e ≥ 0 this yields a composition
From equation (1) we obtain many important invariants of a positive characteristic variety X, that are the fundamental objects of the current paper. The following is a short description the most important of these invariants.
• For a map a : X → A, applying a * (?) to (1) yields another Cartier module (a * ω X ,a * (φ)). The stable image of a * (φ e ) (which is the same for all e 0) is denoted by S 0 a * ω X . The natural replacement for a * ω X in positive characteristic is then either S 0 a * ω X or lim ← −e F e * S 0 a * ω X (we will use both depending on the context).
• Applying H 0 (X, ? ⊗ L) for some line bundle L to (1) does not yield a Cartier module. However, since H 0 (X, ω X ⊗ L) is a finite dimensional vector space (whenever X is projective over a field), the image of φ e stabilizes. This stable image is denoted by S 0 (X, ω X ⊗ L). It is a well behaved subset of all the sections H 0 (X, ω X ⊗ L), stable under the Frobenius action. It is also used to define the Frobenius stable Kodaira dimension κ S (X) which has a similar behavior to the usual Kodaira dimension. For example κ S (X) = 0 exactly if dim k S 0 (X, ω m X ) = 1 for every divisible enough m ∈ N and if κ S (X) = 0 then κ(X) = 0.
• Further, under mild technical assumptions, we can obtain a Cartier module starting from a log pair (X, Δ) instead of a smooth variety X. This is somewhat technical, but crucial for our purposes, see (2.2.3).
One fundamental reason why it is convenient to replace a * ω X by Ω := lim ← −e F e * S 0 a * ω X is that it satisfies a Kodaira-vanishing type result: H i (X, Ω⊗N ) = 0 for all i > 0 and any ample line bundle N . The proof is an easy combination of Serre-vanishing and the vanishing of cohomology for inverse limits guaranteed by the ML-condition. Using this we show in (3.1.2) that H i (X, Ω ⊗L ∨ ) = 0 for i > 0, which is the analogue of (3) of (1.2.3). Note that the proof is somewhat harder than in characteristic zero, because of the presence of inseparable covers.
At this point, one would be tempted to apply (1.2.3) to obtain the other two points of (1.2.3). However, Ω is typically not coherent and in fact not even quasi-coherent so that (1.2.3) does not apply. Nevertheless we are able to prove a Frobenius stable analogue of (2) of (1.2.3), stating that the stable part of H i (RŜ(D A (F ))) under the Cartier module action on F = S 0 a * ω X is zero. THEOREM 1.3.1. (cf. (3.1.4)) Let X be a projective variety over an algebraically closed field k of characteristic p > 0, a : X → A a morphism to an abelian variety. Then for every i < 0,
or equivalently for every integer e 0,
We also remark that it is expected that lim ← − F e * R i a * ω X =0 for i>dim(X/a(X)). If this is the case, then it is likely that following (1.3.1), one can establish a Frobenius stable version of (1.2.2). Further, we remark that we prove a general version of (1.3.1) in (3.1.4) pertaining to arbitrary Cartier modules. In particular it applies to the higher direct images R j a * ω X as well.
We are unable to prove the analog of (1) of (1.2.3). Theorem (1.3.1) does however imply some weak versions of the more traditional generic vanishing statement, see (3.3.1) where it is shown that:
We also recover the following weak version of Simpson's result (see (3.3.3) ). Note that here Ω has a slightly different meaning, it is lim
In the situation of (1.3.1), if the reduced Picard variety of X has no supersingular factors (cf. (2.3)), then each maximal dimensional component of the closure of the set of points y ∈Â such that h 0 (Ω ⊗ a * P y ) = 0 is a finite union of torsion translates of abelian subvarieties, where
Similar results for {y ∈Â|S 0 (X, ω X ⊗ a * P y ) = 0} and for the support of Λ are obtained in (3.3.2) and (3.3.5). It should be noted that we are unable to prove the analog of the inclusions V i (ω X ) ⊃ V i+1 (ω X ) (which holds for m.A.d. projective varieties over C) nor the result on the reducedness of the loci V i (ω X ).
Even though these results seem to be somewhat technical, it turns out that they have several nice applications which mirror the characteristic 0 theory. In particular we prove in (4.2.11) and (4.3.1) the previously mentioned (1.1.1). Furthermore, we show: THEOREM 1.3.4. (cf. (3.2.6)) If a : X → A is a closed, smooth subvariety of an abelian variety, then for the smallest abelian subvarietyB ⊆Â such that the union of finitely many translates ofB contains V 0 (A, S 0 a * ω X ) the following inequality holds
Organization.
In Section 2 we recall the important facts about derived categories (2.1), F -singularities (2.2), the Frobenius morphism on abelian varieties (2.3), the Fourier-Mukai transform on abelian varieties (2.4) and the behavior of S 0 in families (2.5). In Section 3 we first prove our main generic vanishing theorem (3.1) and draw some consequences (3.2). Then, we prove in subsection (3.3) the statements (1.3.2) and (1.3.3) about cohomology support loci, and finally we give some examples (3.4) . In Section 4 we define the Frobenius stable Kodaira dimension (4.1) and then we prove Theorem (1.1.1) in (4.2) and (4.3).
If X is a variety of dimension n over a field k and ω · X denotes its dualizing complex (which is by definition f ! O k for Hartshorne's f ! , such that H − dim X (ω · X ) ∼ = ω X ), then the dualizing functor D X is defined by D X (F ) = R Hom(F, ω · X ) for any F ∈ D qc (X). We have: 
Proof. For bounded F it is shown in [Hartshorne66, Section VII]. The general case is in [Neeman96] .
Definition 2.1.3. Given a direct system of objects C i ∈ D(X)
where the first map is the homomorphism given by id-shift, and "shift" denotes the map
Then homotopy colimits commute with tensor products, pullbacks and pushforwards. In particular we have
(1) hocolim
Proof. See [Neeman96, Lemma 2.8] (with c = O X and T = D qc (X)) or [Kuznetsov11, 2.11]. The fundamental reason is that for any additive functor F from D qc (X) to the category of abelian groups, F (id -shift) is injective. Indeed, let (c i ) ∈ ⊕F (C i ), and let (d i ) ∈ ⊕F (C i ) be the image via F (id -shift). That is,
Then, we have
In particular, if all d i are zero, then so are all the c i .
Definition 2.1.5. Given an inverse system of objects C i ∈ D qc (X)
Here the map between products is (id -shift). Note also that by product we mean the ordinary product of chain complexes (which is well-defined on the derived category and is the product in D(X)), not the product inside D qc (X). In particular then holim
It is easy to check that if C i are coherent sheaves, then hocolim
For an easy example,
LEMMA 2.1.6. Given an inverse system of quasi-coherent sheaves C i
Hence, to prove the required equality we have to show that C i → C i is surjective. For that it is enough to prove that 
Proof. Apply RHom( , D) to the triangle
We obtain the triangle
Notice now that
Indeed, for every i there is a natural map RHom
To prove that it is an isomorphism, it is enough to prove that it induces an isomorphism on each cohomology sheaf. By restricting to affine patches we may also replace RHom by R Hom. That is we have to show that Hom D(X)
is an isomorphism. This holds because of the universal property of . This concludes the proof of (2).
Then the previous triangle translates to
−−→ and the map between the products is just (id RHom(C i ,D) − RHom(f i−1 , D)). This shows that RHom(hocolim −→ C i , D) is indeed the homotopy limit of the inverse system
··· .
F -singularities.
The title is somewhat misleading. We define here the global invariants whose origin lies in the theory of F -singularities. For the general theory we refer to [ST, S11] . Throughout this subsection the letter F stands for the absolute Frobenius morphism of the given variety.
where Tr es is obtained from the Grothendieck trace F es * ω X → ω X of F es by twisting with O X (M − K X ), pushing forward by f and applying that F * f * = f * F * . In the special case of Y = Spec k, we use the notation S 0 (X, σ(X,
This intersection is a descending intersection, so a priori it needs not stabilize. In this case S 0 f * (σ(X, Δ) ⊗ O X (M )) tends not to be coherent. There are several cases when the intersection stabilizes, for example if
Proof. Denote
Then,
The inclusion then follows from the following computation:
LEMMA 2.2.3. [Pat13, Lemma 2.6] Let X be a smooth variety and D ∈ |mK X | for some integer m > 0 coprime to p. Assume further that f : X → Y is a proper morphism over k. Define s > 0 to be the smallest integer such that m|(p s − 1) and Δ := m−1 m D. Then the chain
is isomorphic to
where α is the usual homomorphism induced by the Grothendieck trace of Frobenius
In particular, the intersection in the definition of 
for e 0. Furthermore, these stable images then form a chain of surjective maps
such that H 0 (A, a * (tr F e ))(f e ) = f for all e ≥ 0. We writef andf e for the corresponding elements in H 0 (X, ω X ) and H 0 (X, F e * ω X ). Since the following diagram commutes
For the reverse inclusion, note that if φ : F * ω X → ω X is the Grothendieck trace, then (a * ω X ,a * (φ)) is a Cartier module. Hence, by [BS12, Proposition 8.1.4], there is an e, such that F e * a * ω X → S 0 a * ω X is surjective. Let then e ≥ 0 be arbitrary.
The statement of the lemma follows from the commutative diagram below (commutativity up-to-unit follows from [S09, Lemma 3.9]).
The Frobenius morphism on abelian varieties.
Throughout this paper A will denote an abelian variety of dimension g over k,Â = Pic 0 (A) the dual abelian variety and L the normalized Poincaré line bundle on A ×Â. Further V A and VÂ are the Verschiebung isogenies [MvdG, 5.18 ], where we drop the subindex whenever it is clear from the context. Given a scheme X over k with structure morphism μ : X → Spec k, we denote by X the twisted version of X, i.e., the scheme over k which is identical to X as an abstract scheme but its k-structure is F k • μ. If instead of F k we compose with F m k then we write X (m) , where m can be negative as well. The main reason for introducing X , and X (m) in general, is that the absolute Frobenius morphism F : X → X is not a k-morphism. To treat it as a k-morphism one has to regard it as a morphism X → X. For many purposes (e.g., the content of Subsection 2.2), this is not necessary and taking the domain of the Frobenius to be X as well is more convenient (e.g., for defining iterations of a Frobenius action). However, when the k-structure is important, e.g., when one takes the product of X with another kvariety (which we will do frequently), then it is important to treat the domain of the Frobenius as X . Further, our notions will be based on dimensions of k-vector spaces, which is invariant, by the perfectness assumption on k, under twisting the k-structure by the Frobenius morphism of k. Hence we will freely change between the two point of views, according to which is more adequate, sometimes leaving a few details to the reader.
Recall that the Verschiebung V :Â → (Â) is the unique isogeny such that V (Q) = Q p for every Q ∈Â. Then the proof of the following lemma is a straightforward application of the Seesaw principle. LEMMA 2.3.1. Given an abelian variety A over k, the dual of A is isomorphic to (Â) (hence we denote both byÂ ). Further the Verschiebung V :Â →Â is the dual of the Frobenius F : A → A. PROPOSITION 2.3.2. Let A be an abelian variety over k of dimension n. The following are equivalent.
(1) A is ordinary in the sense of [BK86, 7.2], (2) there are p g p-torsion points,
Note that apart from point (2), the other assertions are equivalent also over nonalgebraically closed perfect fields, because they are properties that are invariant under base-field extension.
Proof.
(1) and (2) are equivalent by [BK86, 7.4 ].
(2) and (3) 
is reduced if and only if it contains p g points. Since the points of V −1 (0) are exactly the p-torsion points, we are done.
(2) and (4) (4) and (7) are equivalent because the morphism O A → F * O A , which induces the map of (4) is dual to the Grothendieck trace. So, dualizing the map of (4) one
For the equivalence of (6) and (7) 
we may twist the latter map with ω A (before applying H 0 ) and obtain that the latter surjectivity is equivalent to the surjectivity of H 0 (A,
If any of the above equivalent conditions holds, we say that A is ordinary. We have the following easy lemma.
an isogeny between abelian varieties of dimension n, then A is ordinary if and only if B is ordinary. In particular A is ordinary if and only ifÂ is ordinary.
Proof. This is immediate by (2) of (2.3.2) and [MvdG, 5.22 ]. For the addendum, note that any abelian variety is isogenous to its dual abelian variety. LEMMA 2.3.4. Let ϕ : A → B be a surjective morphism of abelian varieties. If A is ordinary, then so is B.
Proof. Let d = dim B. By (2.3.3) and [Mumford70, p. 173] we may assume that A → B is a projection onto a factor. By (5) of (2.3.2), F *
is bijective and hence that B is ordinary.
Following [PR03] we say that an abelian variety A endowed with an isogeny ϕ : A → A is pure of positive weight if there exists r, s > 0 such that ϕ s = F p r for some model of A over F p r . In particular ϕ is purely inseparable. If A is defined over a finite field, then A is supersingular if and only if it is pure of positive weight for the isogeny given by multiplication by p. In general A is supersingular if and only if it is isogenous to a supersingular abelian variety defined over a finite field. Further, as in [PR03] , A has no supersingular factor if there does not exists a nontrivial homomorphism to a supersingular abelian variety.
Since for an ordinary abelian variety [p] = V • F is never purely inseparable by (2.3.2), an ordinary abelian variety is never pure of positive weight for the isogeny given by multipliation by p. So, we have the following. LEMMA 2.3.5. If A is an ordinary abelian variety, then A has no supersingular factors.
Proof. Immediate from (2.3.4). THEOREM 2.3.6. Let A be an abelian variety over k and X ⊂ A a reduced closed subscheme satisfying p(X) = X (resp. p(X) ⊂ X). If A has no supersingular factors, then X is completely linear, i.e., a finite union of torsion translates of sub abelian varieties (resp. all maximal dimensional irreducible components of X are completely linear).
Proof. See [PR03, 2.2] and the proof of [PR03, 4.1].
Abelian varieties and the Fourier-Mukai functor. The Fourier-Mukai transforms
. Note that p * A and p * Â are exact so, sometimes L is omitted in front of them. By [Mukai81] , it is known that: THEOREM 2.4.1. The following equalities hold on D qc (A) and D qc (Â).
where [−g] denotes the shift by g places to the right and −1 A is the inverse on A.
The following two properties are proven in [Mukai81, 3.1 and 3.8].
LEMMA 2.4.2. (Exchange of translation and ⊗ Pic 0 .) Let x ∈Â and P x = L| A×x , then the following equalities hold on D qc (A).
Note that in the statement of the following lemma we consider the functors on the whole D(A) not only the subcategory D qc (A). 
Proof. We have
where the first and last equalities follow from the definition of RŜ and the middle equality follows by (2.1.4).
2.5.
S 0 (ω X ) in families. By the following theorem from [Pat13, Theorem 3.3], the Frobenius stable subspace S 0 ⊆ H 0 behaves well in families. We cite here only the special case used in this paper. For the general case please see [Pat13] . THEOREM 2.5.1. [Pat13, Theorem 3.3] Let f : X → Y be a proper, surjective, generically smooth morphism of smooth varieties over k. Then, there is a nonempty Zariski open set W of Y such that S 0 (F, ω F ) has the same dimension for every geometric fiber F over W . Further, the rank of S 0 f * ω X is at least as big as this general value.
Generic vanishing.
3.1. Proof of Theorem 1.3.1. Recall that in our notation k is an algebraically closed field of characteristic p > 0 and A an abelian variety defined over k.
→ Ω e be an inverse system of coherent sheaves on an abelian variety A such that for any ample line bundle L onÂ and there exists an integer e L > 0 such that H i (A, Ω e ⊗L ∨ ) = 0 for all e > e L and i > 0. Then, the complex
is a quasi-coherent sheaf in degree 0, i.e., Λ = H 0 (Λ). Furthermore, if there is an integer r > 0, such that the image Ω e → Ω e is the same for every e ≥ e + r, then
Proof. The object Ω e lives in degree 0, hence D A (Ω e ) lives in degrees [−g,... ,0] and we have the support condition codim Supp(H j (D A (Ω e ))) ≥ g + j.
We then have that Λ e := RŜ(D A (Ω e )) lives in degrees [−g,... ,0]. Define as in the statement Λ := hocolim −→ Λ e . By (2.1.4), Λ also lives in degrees [−g,... ,0] and it has quasi-coherent cohomologies.
To show the statement about Λ we must show that Λ lives in cohomological degree 0, i.e., that H j (Λ) = 0 for j ∈ [−g,... ,−1]. To see this we argue as follows: Let j ∈ [−g,... ,0] be the smallest integer such that H j (Λ) = 0 and assume that j ≤ −1. We have that H j (Λ) = hocolim −→ H j (Λ e ) (cf. (2.1.4)) and so we may fix e > 0 such that the image of H j (Λ e ) → H j (Λ) is non-zero. We twist by a sufficiently ample line bundle L so that H j (Λ e ) ⊗ L is globally generated and hence the image of
abutting to R i+l Γ(Λ ⊗ L). By our choice of j we have that E i,l 2 = 0 for l < j and hence that
On the other hand, following the beginning of the proof of [Hacon04, 1.2], we have that
Since, by assumption, R l Γ(Ω e ⊗L ∨ ) = 0 for any e 0 and l > 0, it follows that R −l Γ(Λ e ⊗ L) = 0 for any e 0 and hence that R j Γ(Λ e ⊗ L) = 0 for any e 0. Thus 2.1.4) ). This contradicts (5) and hence concludes the first part of our statement. The second part is shown by the following stream of isomorphisms.
(2.1.6)
.
Choose a coherent sheaf Ω 0 on A and an integer s > 0, such that there is a homomorphism α : Ω 1 := F s * Ω 0 → Ω 0 (i.e., (Ω 0 ,α,s) is a Cartier module, cf., Subsection 1.3). Then this induces for every integer e ≥ 1 homomorphisms
An example of such setup is that of (2.2.3), by setting Y := A and defining Ω 0 := S 0 f * (σ(X, Δ) ⊗ O X (mK X )). Notice that for any Cartier module (Ω 0 ,α,s), there exists an integer e 0 and a coherent subsheaf Ω 0 ⊂ Ω 0 (see [Gabber04, Lemma 13 .1] and [BS12, Proposition 8.1.4]) such that for all e ≥ e 0 ,
We then have that Ω ∼ = lim ← − F es * Ω 0 . Thus replacing Ω 0 by Ω 0 we may assume that the homomorphisms Ω e+1 → Ω e are surjective. LEMMA 3.1.2. With notation as above, let L be an ample line bundle onÂ andL = RS(L) = R 0 S(L) be its Fourier Mukai transform. If Ω e = F es * Ω 0 , then H i (A, Ω e ⊗L ∨ ⊗ P ) = 0 for e 0, any i > 0 and P ∈Â.
and (by Cohomology and Base Change) the required vanishing is equivalent to showing that RŜ(Ω 0 ⊗ F es, * A (L ∨ )) is a sheaf (in degree 0) for every e 0. (We have used the fact thatÂ is p-divisible, so for any Q ∈Â there exists a P ∈Â with Q = P p es .) This is equivalent to showinĝ
is a sheaf for every e 0 (cf. (2.4.5)). By Cohomology and Base Change, it suffices to show that
for e 0, i > 0 and P ∈Â (where e is independent of P ). Since F es
and so the last vanishing is immediate (for e 0) from Serre-Fujita vanishing [Fujita82] .
From now on we will adopt the following notation. Notation 3.1.3. Let Ω 0 be a coherent sheaf on A and s > 0 an integer, such that there is a homomorphism α : Ω 1 := F s * Ω 0 → Ω 0 (i.e., a Cartier module). Unless otherwise specified, Ω 0 is arbitrary. We also fix the following notation throughout the article: Ω e := F es * Ω 0 , Ω := lim ← − Ω e , Λ e := RŜ(D A (Ω e )), Λ := lim − → Λ e . COROLLARY 3.1.4. With the above notation, Λ is a quasi-coherent sheaf and
Proof. By (3.1.2) and (3.1.1).
Proof of (1.3.1). Choose Ω 0 := S 0 a * ω X . Then by (3.1.4),
Consequences of Theorem 3.1.1.
First, we present a corollary that is not a consequence of (3.1.1), but it is used frequently from here on. Then we list technical statements, most of which are used in Section 4, except (3.2.4) and (3.2.5) that are used already in (3.2.6). Note that the notations of (3.1.3) are assumed from here. 
and for every closed point y ∈Â and integer e ≥ 0,
Proof. Note first that Λ e is supported in cohomological degrees [−g,... ,0] as explained in the proof of (3.1.1). Hence, by cohomology and base change, for any y ∈Â we have
To apply cohomology and base change above, we should note that although traditionally it is stated for cohomology of coherent sheaves, it also applies for hypercohomologies of bounded complexes, cf., [ Recall that a unipotent vector bundle is a given by finitely many successive extensions of line bundles P ∈Â or equivalently the Fourier Mukai transform of an Artinian module of finite rank onÂ [Mukai81, Ex 2.9]. COROLLARY 3.2.3. If Λ has a non-zero direct factor which is a direct limit of Artinian coherent sheaves, then RS(Λ) has a non-zero direct factor of the form lim − → V e where V e are unipotent vector bundles and the maps V e → V e+1 are injective with cokernel being a unipotent vector bundle as well. In particular,
Proof. By assumption, Λ = B ⊕ lim − → G e where G e are Artinian sheaves, lim − → G e = 0 and B is some quasi-coherent sheaf. Then RS(lim − → G e ) is a direct factor of RS(Λ). Thus, we may assume that Λ = lim − → G e . Replacing G e by the image of G e → Λ, we may further assume that the maps G e → G e+1 are injective. Now, since G e is Artinian, 
and furthermore since the homomorphism V e → V e+1 are injective, RS(Λ) = 0. By (3.2.4) and (3.1.4), to prove the support statement it is enough to show
Therefore D A (RS(Λ))[−g] is an inverse limit of unipotent vector bundles with surjective maps between them. Thus, Supp D A (RS(Λ))[−g] = A.
Proof. Let P ∈ A. There are two cases:
• If P / ∈ Supp Ω 0 , then for every open set U ⊆ A\Supp Ω 0 , Ω 0 (U ) = 0. Therefore also Ω e (U ) = 0. Hence (lim ← − Ω e )(U ) = lim ← − (Ω e (U )) = 0. In particular, Ω P = 0, and therefore P / ∈ Supp Ω. • If P ∈ Supp Ω 0 , then choose an affine open set U P and an element s 0 ∈ Ω 0 (U ), such that its image in (Ω 0 ) P is not zero. Since U is affine, there is a chain of elements s e ∈ Ω e (U ) such that s e maps onto s e−1 for each e > 0. Therefore (s e |e ≥ 0) ∈ lim ← − Ω e (U ) = (lim ← − Ω e )(U ) defines an element the restriction of which to any V ⊆ U is not zero, because (s e |e ≥ 0)| V = (s e | V |e ≥ 0) and s 0 | V = 0 by the choice of s 0 . Therefore, this defines a non-zero element of Ω P , which shows that P ∈ Supp Ω.
is contained in finitely many translates ofB. Then T *
x Ω ∼ = Ω for every x ∈ Â /B. In particular Supp Ω (which is a closed subvariety by (3.2.4) ) is fibered by the projection A → B (i.e., Supp Ω is a union of fibers of A → B).
Proof. By (3.2.1), the sheaf H 0 (Λ 0 ) is supported on V 0 (Ω 0 ). LetK =Â/B, then as V 0 (Ω 0 ) is contained in finitely many fibers of π :Â →K, it follows that H 0 (Λ 0 ) ⊗ π * P ∼ = H 0 (Λ 0 ) for all P ∈ Pic 0 (K) = K ⊂ Pic 0 (Â) = A. SinceF es : A →Â is an isogeny, for any P ∈ Pic 0 (Â) and any e > 0 we may pick Q ∈ Pic 0 (Â) such thatF es, * Q ∼ = P . If moreover P ∈ π * Pic 0 (K), then we may assume that Q ∈ π * Pic 0 (K). By (2.4.5), it follows that
But then
and so
Therefore Supp Ω is invariant under T x for every x ∈ K, which concludes our proof. THEOREM 3.2.6. If a : X → A is a closed, smooth subvariety of an abelian variety, then for the smallest abelian subvarietyB ⊆Â such that the union of finitely many translates ofB contains V 0 (A, S 0 a * ω X ) the following inequality holds
Proof. Set Ω 0 = S 0 a * ω X (= a * ω X , because X is smooth and a is a closed embedding). By (3.2.5) and (3.2.4), there is a fibration h : X → Y such that every fiber is an abelian variety of dimension dimÂ − dimB. Hence κ(X) ≤ dim X − (dimÂ − dimB). Remark 3.2.7. It is easy to generalize (3.2.6) to the case when X is mildly singular in an adequate sense. We leave this to the interested reader since we will not need this in what follows. (1.3.3) ). We do not have an optimal definition of Frobenius stable cohomology support locus (see below for the different variants). So, we present separate statements for a few different possible candidates. Recall that (3.1.3) is assumed for this section and the rest of the article. 
Frobenius stable cohomology support loci (proof of (1.3.2) and
Proof. Let Z be the proper closed subset where H i (Λ 0 ) is not locally free for any 0 ≤ i ≤ g. Note that Λ e = V e, * Λ 0 , where V is the Verschiebung which takes P y to P p e y = P p e y (cf. (2.4.5) and (2.3.1)). In particular, if y is a closed point as above, that is, p e y ∈ Z for infinitely many e ≥ 0, then H i (Λ e ) is locally free at y for infinitely many e ≥ 0 and every i. In particular, by cohomology and base change (similarly to the proof of (3.2.1)), for infinitely many e ≥ 0, (1) V 0 S ⊂ V 0 S is the complement of countably many locally closed subsets.
(2) Whenever P ∈ V 0 S , we also have P p ∈ V 0 S . If moreover A has no supersingular factors, then each maximal dimensional irreducible component of the closure of V 0 S is a torsion translate of an abelian subvariety ofÂ.
Proof. We first prove point (2). Define
Suppose that P ∈ V 0 S . Since Tr(S e,1 ) = S 0 (X, ω X ⊗ a * P ) = 0 for every e 0, S e,1 = 0 for every integer e > 0. Since pushing forward via F induces isomorphisms H 0 (X, F e−1 *
(ω X ⊗ a * (P p ) p e−1 )) ∼ = H 0 (X, F e * (ω X ⊗ a * P p e )), it follows that
Thus S 0 (X, ω X ⊗ a * P p ) = 0. By (2.3.6), if A has no supersingular factors, one sees that maximal dimensional irreducible component of V 0 S is a finite union of torsion translates of abelian subvarieties ofÂ.
To prove point (1), let Z be an irreducible component of V 0 S . Note that for any e > 0, the set of P ∈ Z such that the image of H 0 (X, F e * (ω X ⊗ a * P p e )) → H 0 (X, ω X ⊗ a * P ) is non-zero is a constructible subset. Thus V 0 S ⊂ V 0 S is the complement of countably many locally closed subsets. Proof. Since
it is easy to see that if lim − → H 0 (X, (F e * ω X ) ⊗ a * P ) ∨ = 0 then lim − → H 0 (X, (F e * ω X ) ⊗ a * P p ) ∨ = 0. The proof now follows along the lines of the previous proposition. COROLLARY 3.3.4. With assumptions as in (3.3.2) (including that A has no supersingular factors), assume also that κ S (X) ≤ 0 (See Section 4.1 for the definition) and that k is uncountable. Then V 0 S contains at most one point.
Proof. Let T + P ⊂ V 0 S where dim T > 0 is maximal and P ∈Â is torsion and T ⊂Â is an abelian subvariety. Pick m ≥ 2 such that P m ∼ = O A . Then for any very general Q ∈ T we have a map
It follows immediately that dim S 0 (ω m X ) ≥ 2. This is impossible and hence dim V 0 S = 0 and so V 0 S is a union of finitely many torsion points. Therefore, every component of V 0 S is zero dimensional and so V 0 S = V 0 S . By a similar argument to the one above it then follows that V 0 S contains at most one point. Suppose by way of contradiction that there are two elements P = Q in V 0
S . By what we have seen above, P, Q ∈Â are torsion points and so there is an integer m > 0 such that P m = Q m = O X . Let G P ∈ |K X + P |, G Q ∈ |K X + Q| be corresponding divisors, then mG P ,mG Q ∈ |mK X | are distinct divisors corresponding to elements of S 0 (ω m X ) so that dim S 0 (ω m X ) ≥ 2. This is the required contradiction. PROPOSITION 3.3.5. Let A be an abelian variety that has no supersingular factors, then each maximal dimensional irreducible component of the set Z of points P ∈Â such that the image of H 0 (Λ 0 ) P → Λ P is non-zero, is a torsion translate of an abelian subvariety ofÂ and Λ P = 0 if and only if P e ∈ Z for some e > 0.
Proof. Let V :Â →Â be Verschiebung so that V ([P ]) = [P p ] for every [P ] ∈ A. Let V P : SpecOÂ ,P → Spec OÂ ,P p be the induced morphism. We have
It follows that if Λ P = 0 then also Λ P p e = 0. Let K e denote the kernel of H 0 (Λ 0 ) → Λ e , then K i ⊂ K i+1 ⊂ ··· so that K i = K for all i 0. Therefore, the image of
is non-zero then the map H 0 (Λ 0 ) P p → Λ P p is non-zero as well. It follows that if P ∈ Z, then P p ∈ Z. If A has no supersingular factors, then the claim follows from (2.3.6). Finally, since Λ P = 0 if and only if the image of H 0 (Λ e ) P → Λ P is nonzero for some e ≥ 0, it follows that Λ ⊗ OÂ ,P = 0 if and only if P e ∈ Z for some e ≥ 0.
Examples.
We begin by showing that for an ordinary abelian variety A and for an integer 0 ≤ i ≤ dim A,
For an ordinary abelian variety A, we have
Note that this is a countably infinite set by [Mumford70, Application 2, p. 62].
Proof. For every [P ] ∈Â,
In particular, if P is p-power torsion then
discarding finitely many terms and using that P p e ∼ =OA for every e 0
where the map between the countably many copies of H i (A, O A ) in the last direct limit is the natural homomorphism induced by the Frobenius. In particular, this homomorphism is bijective, because A is ordinary. Hence,
If P is not p e torsion for any e ≥ 0, then H i (A, ω A ⊗ P p e ) = 0 for all e ≥ 0 and so H i (A, Ω ⊗ P ) = 0. This concludes our proof. PROPOSITION 3.4.2. [MvdG, (5.30) ] In the situation of the above proposition,
Hence the following seems to be the most natural question. ) . Up to a multiplication by a unit (which can be disregarded for our purposes) there are two such maps: the zero map, and the multiplication by x p−1 .
Since Λ e → Λ e+1 is obtained by applyingF e, * to Λ 0 → Λ 1 , if the latter was zero, then all the maps Λ e → Λ e+1 would be zero, and consequently also Λ would be zero. This is impossible by (3.1.4), because Ω is not zero in our situation. Hence Λ 0 → Λ 1 has to be the multiplication by x p−1 map. In particular it is injective. SinceF e is faithfully flat, Λ e → Λ e+1 then has to be also injective. Therefore,
given by multiplication by x p e (p−1) . The quasi-coherent sheaf Λ is then the direct limit of the modules k[[x]]/(x p e ) viewed as a direct system via multiplications by x p e (p−1) .
Note that this is a torsion k[[x]]-module, and Λ
If E is an ordinary elliptic curve, then the induced map 
Frobenius stable Kodaira dimension.
In this section X is always a smooth, projective variety over k. In characteristic p > 0 the space S 0 (X, O X (mK X )) is better behaved than H 0 (X, O X (mK X )). So we define
It is easy to see that S(K X ) is a birational invariant. Proof. If f ∈ S 0 (X, O X (mK X )) and g ∈ H 0 (X, O X (lK X )) then f g ∈ S 0 (X, O X ((m + l)K X )). In fact there are f e ∈ H 0 (X, O X ((1 + (m − 1)p e )K X )) such that Φ e F e * (f e ) = f and by the projection formula we have f e g p e ∈ H 0 (X, O X ((1 + (m + l − 1)p e )K X )) such that Φ e F e * (f e g p e ) = f g.
Remark 4.1.2. Note that for curves we have S(K P 1 ) = 0, S(K E ) = 0 (resp. S(K E ) = k[x]) if E is a supersingular (resp. ordinary) elliptic curve and if X is a curve of genus at least two, then S(K X ) n = R(K X ) n for n 0, since K X is ample [Pat12, Corollary 2.23]. In higher dimensions, assuming the finite generation of R(K X ), it then follows that the ideal S(K X ) is a finitely generated R(K X ) module. In particular this holds in dimension 2.
Proof. Since S 0 (X, O X (mK X )) ⊂ H 0 (X, O X (mK X )) the inequality κ(X) ≥ κ S (X) is clear. The reverse inequality is immediate from the fact that S(K X ) is a torsion free module over the integral domain R(K X ) and hence there are many (module) embeddings R(K X ) → S(K X ).
, and so S 0 (X, ω m X ) = 0 for every m > 0. Thus κ S (X) = −∞ and κ(X) = dim X − 1.
LEMMA 4.1.5. We have
In particular κ(X) = dim X iff κ S (X) = dim X.
Proof. If κ(X) = dim X, then there is a very ample line bundle A such that S 0 (X, A) = 0 and an integer N > 0, such that A → ω N X . Therefore, multiplying by a non-zero section in S 0 (X, A), we have
We thus have inequalities
and the claim follows immediately.
LEMMA 4.1.6. The limit
exists. (Here we have assumed that 1||m i.e., that m > 0 is sufficiently divisible.)
Proof. If dim S 0 (X, O X (mK X )) = 0 for all m ≥ 0 then the result trivially holds. Thus we may assume that dim S 0 (X, O X (NK X )) > 0 for some N ≥ 0.
Arguing as in the proof of (4.1.5), we have 
exists.
Proof of point (1) of Theorem 1.1.1.
Definition 4.2.1. Let X be a smooth projective variety over k such that κ(X) = 0. The Calabi-Yau index is then defined to be the greatest common divisor of the integers m > 0, for which h 0 (mK X ) = 0. By the following remark, it is also the smallest integer m > 0, for which h 0 (mK X ) = 0.
Remark 4.2.2. From the Chinese remainder theorem it follows that if r is the Calabi-Yau index of X, then there is an integer l > 0, such that h 0 (rlK X ) = 0 and h 0 (r(l + 1)K X ) = 0. Let D ∈ |rlK X | and D ∈ |r(l + 1)K X | be the unique elements for some l 0. Then (l + 1)D = lD . In particular l+1 l D = D and hence D − D = 1 l D is an effective Z-divisor, an element of |rK X |.
Remark 4.2.3. Note also that if κ S (X) = 0, then κ(X) = 0 by Lemma 4.1.3, and hence the Calabi-Yau index is defined. LEMMA 4.2.4. If X is a smooth projective variety with κ S (X) = 0, then the Calabi-Yau index of X divides p − 1.
Proof. Let m > 0 be an integer such that S 0 (X, ω m X ) = 0 and r be the Calabi-Yau index, then r|m. Since for every e > 0 there is a non-zero element of H 0 (X, O X ((p e m + (1 − p e ))K X )), for every e > 0 the following congruence holds:
For e = 1 we obtain that r|p − 1.
LEMMA 4.2.5. If X is a smooth projective variety such that κ S (X) = 0 with Calabi-Yau index r and a : X → A is morphism to a projective scheme A over k, then
(1) S 0 (X, ω r X ) = 0, (2) if G ∈ |rK X | is the unique element, then S 0 (X, σ(X, Δ)⊗ ω r X ) = 0, where Δ = r−1 r G, First we prove two easier consequences of the above theory, and then we prove point (1) of Theorem 1.1.1 in Theorem 4.2.11. THEOREM 4.2.6. Let a : X → A be a generically smooth morphism from a smooth projective variety to (but not necessarily onto) an abelian variety with general fiber G. If S 0 (G, ω G ) = 0, then H 0 (X, ω X ⊗ a * P ) > 0 for some P ∈Â.
Proof. Since S 0 (G, ω G ) = 0, it follows by (2.5.1) that S 0 a * ω X = 0. If H 0 (X, ω X ⊗ a * P ) = 0, ∀P ∈Â, then Ω = 0 by (3.2.2), but since Ω → S 0 a * ω X = 0 is surjective, this is impossible.
Remark 4.2.7. Note that the above theorem does not hold if one replaces H 0 by S 0 . That is, there are examples where S 0 (X, ω X ⊗ a * P ) = 0 for every P ∈Â. An easy example is when X = A is a non-ordinary abelian variety, and a = id A . Then S 0 (X, ω X ⊗ a * P ) = S 0 (A, ω A ⊗ P ), which is zero for P = O A because then H 0 (A, ω A ⊗ P ) = 0 and it is zero for P = O A , because A is not ordinary.
In the following theorem the notions of numerical dimension κ σ (D) and the negative part N σ (D) of the divisorial Zariski decomposition are used. We refer to [CHMS12, paragraph after the proof of Lemma 2.4] for the former and to [CHMS12, paragraph after the proof of Proposition 2.1] for the latter. We note that the following proof uses only two facts about N σ (D) implied immediately by the definitions: Fix(D) ≥ N σ (D) and N σ (D) = N σ (D ) if D ≡ D . THEOREM 4.2.8. Let X be a smooth projective variety defined over k and a : X → A the Albanese morphism. Suppose that S 0 a * ω X = 0 and Pic 0 (X) has no supersingular factors, then if κ ν (X) = 0, then κ(X) = 0.
Proof. By [CHMS12] , we know that K X ≡ G for the effective R-divisor G = N σ (K X ). Assume now that P ∈ V 0 (ω X ), that is, h 0 (K X + a * P ) = 0. Then Fix(K X + a * P ) ≥ N σ (K X + a * P ) = N σ (K X ) = G , and hence h 0 (K X + a * P − G ) = 0. In particular, K X + a * P − G ∼ E for some effective divisor E. Therefore, using that G ≡ K X , for the effective R-divisors E and {−G} we have E + {−G} ≡ 0. This implies that both E = 0 and {−G} = 0. In particular, G is an integral divisor. Hence, we may assume that K X − G ∼ Q + a * P for some torsion divisor Q and P ∈Â. We have that K X + a * P − G ∼ E as earlier, where E = 0 by the same argument as before. Hence 0 ∼ Q + a * (P + P ). This implies that Q ∈ Pic 0 (X). So, we may assume that Q = 0 and then P = −P .
We obtained that V 0 (ω X ) = {−y} where P = P y . Further, we have V 0 (S 0 a * ω X ) = V 0 (ω X ) ⊂ {−y}. It follows that the support of H 0 (Λ 0 ) is contained in y where Λ 0 = RŜ(D A (S 0 a * ω X )). By (3.3.5), the image of H 0 (Λ 0 ) → Λ is a finite union of torsion translates of subtori ofÂ. Note that this image is not 0 as otherwise Λ = 0 and hence Ω = 0 (which is impossible as Ω surjects on to S 0 a * ω X ). Thus y is a torsion point.
Definition 4.2.9. If X is smooth, projective over k, then the i-th Betti number b i (X) is defined as dim Q l H í et (X, Q l ) for some l = p.
Remark 4.2.10. Note that the above definition of b i (X) is independent of the choice of l by an application of [Deligne74] . Furthermore, b 1 (X) = 2dim Alb(X) by [Liedtke09, p. 14] . THEOREM 4.2.11. Let a : X → A be the Albanese morphism of a smooth projective variety over k. If κ S (X) = 0, then a : X → A is surjective. In particular, if κ S (X) = 0, then b 1 (X) ≤ 2dim X.
Proof. Let r be the Calabi-Yau index of X. By Lemma 4.2.5 there is a unique G ∈ |rK X |. We use the notations of (3.1.3) with the definitions
Note that by (4.2.4), r|(p e − 1) for every e ≥ 0 and hence we may take the s of (2.2.3) (or of (3.1.3)) to be 1. Also, according to (2.2.3), Ω e+1 → Ω e is surjective for every integer e ≥ 0. Further, by (4.2.5), S 0 a * (σ(X, Δ) ⊗ O X (rK X )) = 0. Therefore, for every e, Ω e = 0 and hence Ω = 0. We claim that since κ(X) = 0, there is a neighborhood U of the origin such that
Suppose that this is not the case and let T ⊂Â be a positive dimensional irreducible component of V 0 (ω r X ) through the origin. Let ξ : T g+1 → A be the natural morphism, where g := dim A. By dimension count, every fiber of ξ is positive dimensional. Further, since 0 ∈ T , 0 is in the image of ξ. Consider then for (P 1 ,... ,P g+1 ) ∈ ξ −1 (O A ) the maps
Since dim H 0 X, ω (g+1)r X = 1, there are only finitely many choices for the divisors in |rK X + a * P i | for P i ∈ p 1 (ξ −1 (O A )). However, since p 1 (ξ −1 (O A )) is an infinite set of not isomorphic line bundles and Pic A → Pic X is injective, this is a contradiction. This finishes the proof of our claim.
Since H 0 (A, S 0 a * (σ(X, Δ) ⊗ ω r X ) ⊗ P ) ⊂ H 0 (X, ω r X ⊗ a * P ), we obtain that H 0 (A, Ω 0 ⊗ P ) is zero for every O A = P ∈ U . Further, H 0 (A, Ω 0 ) = 0 by (4.2.5). Hence, by (3.2.1), H 0 (Λ 0 ) is Artinian in a neighborhood of the origin and H 0 (Λ 0 ) ⊗ k(0) = 0. Therefore, H 0 (Λ 0 ) ∼ = C 0 ⊕ B 0 , where B 0 is Artinian and supported at 0 and 0 ∈ Supp C 0 . This induces a similar decomposition C e ⊕ B e on H 0 (Λ e ) ∼ = V * H 0 (Λ 0 ). Furthermore, the map H 0 (Λ e ) → H 0 (Λ e+1 ) is the direct sum of morphisms C e → C e+1 and B e → B e+1 . Hence
where B e is Artinian for every e ≥ 0. We claim that lim − → B e = 0. We argue this by showing that (lim − → B e ) ⊗ k(0) = lim − → (B e ⊗ k(0)) is not zero. To this end note that B e ⊗ k(0) ∼ = H 0 (A, F e * Ω 0 ) ∨ , and the homomorphism B e ⊗ k(0) → B e+1 ⊗ k(0) can be identified via these isomorphisms with H 0 (A, F e * Ω 0 ) ∨ → H 0 (A, F e+1 * Ω 0 ) ∨ . However, the latter is an isomorphism by (4.2.5). Hence lim − → (B e ⊗ k(0)) = 0 and consequently lim − → B e = 0, which concludes the proof of our claim.
Finally, (3.2.3), concludes our proof.
Proof of point
(2) of Theorem 1.1.1.
THEOREM 4.3.1. Let X be a smooth projective variety over k and a : X → A the Albanese morphism. Then the following are equivalent:
(1) p deg a, κ S (X) = 0 and b 1 (X) = 2dim X, and (2) X is birational to an ordinary abelian variety.
Proof. It suffices to show that (1) implies (2). Assume that κ S (X) = 0 and dim X = dim A. Then a is surjective by (4.2.11) and hence it is generically finite. We must show that the generic degree of a is 1 and A is ordinary. We set Ω 0 = S 0 a * ω X , Ω e = F e * Ω 0 , Ω = lim ← − Ω e , Λ e = RŜ(D A (Ω e )) and Λ = hocolim −→ Λ e as in (3.1.3).
Step 1. S 0 (ω X ) = 0, A is ordinary and the inclusion ω A → a * ω X factors through the embedding S 0 a * ω X → a * ω X .
In fact, in this step, we do not need to assume that p deg a, only that a is separable, hence the ordinarity of A holds in this more general context. Since a is separable, there is a natural inclusion ω A → a * ω X (the dual of the trace map a * O X → O A ) inducing an inclusion H 0 (ω A ) ⊂ H 0 (ω X ). Since κ(X) = κ S (X) = 0, this inclusion is an equality, and by (4.2.5) S 0 (ω X ) = 0. We claim that the inclusion ω A → a * ω X is compatible with Frobenius in the sense that the following diagram commutes:
Dualize the above diagram, that is apply Hom O A ( ,ω A ) to it (and Grothendieck duality at multiple places). Since dualization applied twice is the identity, it is enough to show that the dualized diagram commutes:
Because F * O A is reflexive, it is further enough to show that the above diagram commutes in codimension one. That is, we may assume that a is a finite map of normal varieties. Let φ i be the embeddings of the function field of X into its algebraic closure over the function field of A. Then we have to verify that ( φ i (f )) p = φ i (f p ) holds for every local section f of O X . However, this follows since φ i are ring homomorphisms and hence φ i (f p ) = φ i (f ) p . This concludes our claim.
Since the inclusion ω A → a * ω X is compatible with Frobenius, it follows that S 0 (ω A ) ∼ = S 0 (ω X ) = 0. By (2.3.2), this is equivalent to saying that A is ordinary. Further, since S 0 (X, ω X ) ⊆ H 0 (A, S 0 a * ω X ) ⊆ H 0 (A, a * ω X ) ∼ = H 0 (X, ω X ), by (2.2.2) and since ω A ∼ = O A , we also see that the natural morphism ω A → a * ω X factors through Ω 0 = S 0 a * ω X .
Step 2. V 0 (ω X ) contains no torsion points except O A . Assume the contrary, i.e., let Q ∼ = O A be a torsion point of V 0 (ω X ) and let D be the unique element of |K X |. Then considering the multiplication map (where o(Q) is the order of Q), |K X + Q| × ··· × |K X + Q| → |o(Q)K X | we see that the only element in |K X + Q| can be 1 o(Q) o(Q)D = D. Hence K X + Q ∼ D ∼ K X , which is a contradiction.
Step 3. The image of Λ 0 → Λ is supported on 0Â. If this were not the case, then by (3.3.5), there is a torsion translate 0Â = T of an abelian subvariety such that for each Q ∈ T , the map Λ 0 ⊗ OÂ ,Q → Λ ⊗ OÂ ,Q is non-zero. Then by (3.2.1) also T ⊆ V 0 (Ω 0 ) ⊆ V 0 (ω X ), and by Step 2 one obtains a contradiction.
Step 4. H 0 (Λ 0 ) ∼ = k(0). Since we assume that p deg a, the embedding ω A → a * ω X is in fact a splitting. Further since this map factors through ω A → Ω 0 , the latter also splits. In particular, H 0 (Λ 0 ) has a direct summand isomorphic to H 0 (RŜ(D A (ω A ))) ∼ = k(0). However, by (3.2.1) dim k H 0 (Λ 0 ) ⊗ k(0) = 1. So, any direct complement F of k(0)
