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Metaheuristic search algorithms have been in use for quite a while to optimally solve complex 
searching problems with ease. Nowadays, nature inspired swarm intelligent algorithms have 
become quite popular due to their propensity for finding optimal solutions with agility. Genetic 
algorithm (GA) is successfully applied in several engineering fields for the past four decades but 
it still has a problem of slow convergence due to its reliability on the initial state of its 
operators. Therefore, to ensure that GA converges to a global solution, this paper proposed a 
two-stage improved Genetic Bat algorithm (GBa) in which the GA finds the optimal solution first 
and then Bat starts from where the GA has converged. This multi-stage optimization ensures 
that optimal solution is always reached through fine balance in between exploration and 
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