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We identify the mechanism behind the existence of intensity induced chimera states in globally
coupled oscillators. We find that the effect of intensity in the system is to cause multistability by
increasing the number of fixed points. This in turn increases the number of multistable attractors
and we find that their stability is determined by the strength of coupling . This causes the coexistence
of different collective states in the system depending upon the initial state. We demonstrate that
intensity induced chimera is generic to both periodic and chaotic systems. We have discussed possible
applications of our results to real world systems like the brain and spin torque nano oscillators.
PACS numbers: 05.45.Ra, 05.45.Xt, 89.75.-k,05.10.-a
I. INTRODUCTION
Dynamics of globally coupled oscillators continues to
be a highly active topic of research for the past four
decades or so because of its applicability to complex sys-
tems [1–3]. In particular, chimera is a dynamical state
where synchronized and desynchronized oscillators coex-
ist in networks of coupled identical oscillators [4]. Rang-
ing from chemical reactions [5], laser arrays, and nano-
oscillators to the cognitive behaviour of the brain [6],
chimera states play a crucial role in explaining various
important dynamical behaviour involved in these real
world systems [7]. For instance, in the case of epilep-
tic seizures, certain regions of the brain remain highly
synchronized while the remaining regions are desynchro-
nized [8]. In the case of Parkinson’s disease, synchro-
nized activity is absent in certain regions of the brain
[9] due to damaged or lost cells. In many mammals
uni-hemispherical sleep is a phenomenon where only one
hemisphere of the brain shows sleep activity and the
sleeping side of the brain exhibits highly synchronized
activity while the awaken side shows desynchronized ac-
tivity [10]. Chimera states have also been identified or
modeled in mechanical oscillator networks [11], forma-
tion of ocular dominance stripes [12], in social systems,
during ventricular fibrillation [13], and so on [7]. Very re-
cently distinct measures to characterize these states have
also been introduced [14].
Earlier studies indicated that coupled oscillator sys-
tems should have weak, and nonlocal coupling in order
to have chimera behaviour. Even though considerable
promising results have been obtained both experimen-
tally [5, 11, 15] and theoretically [16, 17], the above two
essential ingredients posed a restriction on the occurrence
of chimera states. Interestingly, recently chimera states
have been found to exist in globally coupled systems as
well. The occurrence of chimera states is found to be
mediated by the amplitude in the coupling in complex
Ginzburg-Landau systems [18]. The existence of chimera
states due to delay induced multistability have also been
recently reported [19].
In this paper, we explore and bring out explicitly the
exact reason behind the occurrence of chimera states in
globally coupled systems without the inclusion of weak,
and nonlocal coupling. We find that the introduction of
intensity dependent self interaction increases the num-
ber of fixed points which in turn increases the number
of multistable attractors in the system whose stability is
determined by the strength of the coupling between the
individual units. On this reasoning we find that the sys-
tem exhibits a multistable behaviour where it follows a
path either to a synchronized state or to a chimera state
depending upon the initial state. In order to investigate
such intensity induced chimera states and to study the
associated multistable behaviour, we consider two dif-
ferent coupled nonlinear dynamical systems, namely (1)
coupled van der Pol oscillators and (2) coupled Ro¨ssler
systems, as prototypical models. We investigate their
collective behaviour in the periodic regime (of both the
systems) as well as the chaotic regime (of Ro¨ssler system)
of individual units.
The plan of the article as follows. In the following
section we investigate the collective dynamics of a sys-
tem of coupled van der Pol oscillators in the presence of
an intensity dependent frequency/interaction to show the
existence of chimera states. Section III describes analyt-
ical confirmation for the existence of intensity induced
chimeras along with a study of multistability in coupled
van der Pol oscillators. In Sec. IV we further demon-
strate the occurrence of intensity induced chimeras in
globally coupled Ro¨ssler oscillators and multistability na-
ture when the individual units are oscillating either pe-
riodically or chaotically. We point out applications of
the proposed results and our conclusions in Sec.V. In
2Appendix A we present the salient features of character-
ization of chimera and other collective states in terms of
the newly introduced measure [14], namely strength of
incoherence (S), while in Appendix B we present some
further details of the collective states and multistable be-
haviour in the chaotic regime of Ro¨ssler oscillators.
II. INTENSITY INDUCED CHIMERA IN
COUPLED VAN DER POL OSCILLATORS
In order to exemplify our findings, we first consider a
system of limit cycle exhibiting van der Pol oscillators
coupled in a global fashion with additional intensity de-
pendent frequency terms,
x¨i = b(1− x
2
i )x˙i − (ω
2
0 + α1x
2
i + α2x
4
i )xi
+ǫ(X˙ − x˙i) + η(X − xi), i = 1, .., N (1)
where αi, i = 1, 2, are the intensity parameters, ǫ
and η denote the coupling strengths and {X,Y } =
1
N
∑N
i=1{xi, yi}. It may be noted that Eq. (1) can also
be designated as a system of coupled (external) force-
free van der Pol-Duffing oscillators, when α2 = 0. We
fix the parameter b = 1 in Eq. (1), so that individual
oscillators oscillate periodically in the absence of inten-
sity dependent terms and couplings. Before proceeding
further, we may note here that when the intensity depen-
dent terms in (1) are absent, that is α1 = α2 = 0, one can
identify chimera states [14, 17] if one introduces nonlocal
coupling of the form ǫ2P
∑j=i+P
j=i−P (xj − xi) instead of the
global coupling given in (1) between the oscillators. The
present study is concerned with the role of intensity de-
pendent terms α1 6= 0, α2 6= 0 in realizing chimera states
under global coupling.
To begin with, we demonstrate the need for the in-
troduction of intensity dependent frequency/ interaction
terms whose strengths are characterized by the coeffi-
cients α1 and α2 in the system (1) for chimera states to
exist. We consider the collective dynamics of N = 500
oscillators specified by (1) for different choices of parame-
ters. For our quantitative analysis, we use the recently in-
troduced measure, namely strength of incoherence S [14],
some details of which are indicated in Appendix A, to
distinguish various collective states: (i) coherent state:
S = 0, (ii) chimera state: 0 < S < 1 and (iii) incoherent
(desynchronized) state: S = 1. We also distinguish clus-
ter states from synchronized states by noting the fact that
cluster states are essentially distinct groups of synchro-
nized states characterized by finite number of discontinu-
ities in the values of the variables xi. Introducing another
measure S0 which is the strength of incoherence before
the removal of discontinuities in the difference variables
zi = xi−xi+1, while the previous measure S corresponds
to the strength of incoherence after removal of discontinu-
ity points by the method of removal of discontinuities [27]
(see ref.[14] for more details), we can easily see that for
the cluster state S0 takes a nonzero value (0 < S0 < 1)
while S = 0. For other states, namely synchronized (co-
herent), desynchronized and chimera states, S0 = S, and
so no disctinction is made in our further study between S
and S0 for these states. Only for the cluster states both
the quantities S0 and S are identified separately
Four different parametric choices are considered in our
study and the resultant collective states characterized
by the strength of incoherence S (and S0) are shown in
Fig. 1(a). These four states correspond to the following.
(i) For the choice α1 = α2 = η = 0, ǫ 6= 0, which
corresponds to a system of coupled standard type van
der Pol oscillators, we observe that the system transits
from a desynchronized state, characterized by S = 1, to
a synchronous state (S = 0) as the coupling strength ǫ
is increased (Fig. 1(a)).
(ii) When the intensity coefficient α1 alone is in-
creased to α1 = 2.15 while α2 = η = 0, the coupled
oscillators again transit from a desynchronized state to
a synchronous state as seen in Fig. 1(a).
(iii) Next, when we increase the value of the intensity
coefficient α1 further (along with additional coupling
η = 0.1 for convenience), namely α1 = 4, α2 = 0, we ob-
serve that the system gets transited from a synchronized
state (S = 0) to a chimera state (0 < S < 1), and then
again to a synchronized state as the coupling strength ǫ
is varied upwards.
(iv) Finally, on including both the intensity dependent
terms in (1) by choosing α1 = 2.18, α2 = 2.15, and
keeping η = 0.1, the system is found to again transit from
a synchronized state to a chimera state via a cluster state
(0 < S0 < 1, S = 0) and then again to a synchronized
state (over a wider range in ǫ) as ǫ is increased.
The above studies clearly demonstrate that chimera
states result as a consequence of addition of intensity de-
pendent self interaction. So we name this behaviour as
intensity induced chimera states. In Fig. 1(b) we have
presented the time evolution of a chimera state corre-
sponding to a specific value of the coupling parameter
ǫ = 0.42 for the choice (iv) above. We also confirm the
chimera state nature in Fig. 1(b) by calculating the time
averaged frequencies Ωi =< ωi > in Fig. 1(c). Finally in
Fig. 1(d) we present a synchronized state for the choice
(iv) above for the specific choice ǫ = 0.10.
At this point, it also of considerable interest to note
that the chimera states identified above exhibit a typi-
cal multistable behaviour depending on the initial con-
ditions. In Fig. 2 we have presented the snapshots for
the dynamical variables xi for two different initial states
IS1 (black) and IS2 (grey) in Fig. 2. In IS1 the ini-
tial states of the oscillators are randomly distributed in
[-1,1], whereas in IS2 the initial states of the oscillators
are chosen to be close to a synchronized state. For IS1 the
system exhibits a chimera state, whereas for IS2 we see
only a synchronized state. The nature of multistability
3FIG. 1. (Color online) (a) The strength of incoherence S (and also S0 for cluster states) is plotted against coupling strength
ǫ for different values of intensity parameters α1, α2 and coupling strength η for system (1) for N = 500, b = 1 and ω0 = 2.8.
The curves (i) - (iv) correspond to four different parametric choices: (i) α1 = α2 = η = 0 (ii) α1 = 2.15, α2 = η = 0 (iii)
α1 = 4, α2 = 0 and η = 0.1 (iv) α1 = 2.18, α2 = 2.15 and η = 0.1. In the curve (iv) the range of ǫ where S and S0
are different correspond to cluster states. (b) Time evolution of xi for a typical chimera state is plotted for the paramerers
α1 = 2.18, α2 = 2.15, η = 0.10, ǫ = 0.42 and N = 500. Thick black line represents synchronized oscillations and the gold/grey
lines represent desynchronized oscillations. (c) The averaged frequencies Ωi =< ωi > of the chimera state shown in (b). (d)
Synchronized behaviour of the system for ǫ = 0.10 and other parameters as in (b).
is considered in more detail in the following section.
III. MULTISTABILITY AND TRANSITIONS
BETWEEN DIFFERENT COLLECTIVE STATES:
ANALYTICAL AND NUMERICAL
CONFIRMATIONS
In order to understand the existence of above type of
collective states and transitions between them as the cou-
pling strength ǫ and strength of intensity dependent co-
efficients (α1 and α2) are varied, we carry out an analyt-
ical investigation based on a multiple time scale approx-
imation followed by a numerical study of the dynamical
equation (1). We identify the role of multistability in
the system as the main cause for the different transitions
which occur in the collective behaviour as a function of
the various parameters. Particularly we concentrate on
the chimera state to start with. Using (1), in the chimera
state, the synchronized (xs) and desynchronized (xd) os-
cillators can be represented by
x¨(s,d) = b(1− x
2
(s,d))x˙(s,d) − (ω
2
0 + α1x
2
(s,d) + α2x
4
(s,d))
×x(s,d) + ǫ(X˙ − x˙(s,d)) + η(X − x(s,d))), (2)
where X = aXs + cXd, s = 1, 2, . . . l, d = 1, 2, . . . k,
l+ k = N, a = l/N and c = k/N . The quantities Xs and
Xd are given by
Xs =
1
l
l∑
s=1
xs (3a)
and
Xd =
1
k
k∑
d=1
xd. (3b)
4FIG. 2. (Color online) Snapshots of xi are plotted for two
different initial states IS1 (black) and IS2 (grey), where the
system exhibits chimera and synchronized states in the cou-
pled van der Pol system (1) with the parameters α1 = 2.18,
α2 = 2.15, b = 1, ω0 = 2.8, ǫ = 0.62 and η = 0.10. Inset shows
the corresponding time averaged frequencies Ωi =< ωi > for
IS1 (chimera state). Here, IS1 corresponds to a random dis-
tribution of x′is, while IS2 is close to a synchronized state.
In order to validate the numerical findings let us assume
that the desynchronized oscillators are uncorrelated to
each other and that they are only correlated to the syn-
chronized group. In addition we assume that the influ-
ence of the desynchronized group on the synchronized
group is negligible. This allows one to choose c ≈ 0, as
chimeras emerge out from synchronized states only when
the coupling strength ǫ is varied.
A. Multi-time scale approximation
Let us apply a multi-time scale approximation (that
represents the intensity induced slow variation in the am-
plitude and phase)
x(s,d)(t) = A(s,d)(τ)e
iω0t0 +A(s,d)(τ)
∗e−iω0t0 , (4)
where A(s,d)(τ) represents the amplitude of the synchro-
nized (s) and desynchronized (d) oscillators and t =
t0+τ ; to and τ represent the fast and slow time scales, re-
spectively. Thus the dynamics of each synchronized and
desynchronized oscillator is represented by
A˙s = bAs − (b+ i(β + γ|As|
2))|As|
2As, (5)
A˙d = bAd − (b+ i(β + γ|Ad|
2))|Ad|
2Ad
−(ǫ+ iζ)(Ad −As), (6)
where β = 3α1/ω0, γ = 5α2/ω0 and ζ = −η/ω0.
Then, the dynamics of the desynchronized oscillators
can be rewritten as
dA
dτ
= (b+ iΩ)A− (b+ i(β + γ|A|2))|A|2A
−(ǫ+ iζ)(A− 1), (7)
where A = Ade
iΩτ , As = e
−iΩτ and Ω = β + γ. Here
As is the stable solution of the synchronized oscillator.
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FIG. 3. (Color online) (a) Analytical bifurcation diagram in
(ǫ-β) space showing various dynamical regimes of system (2).
(Here β = 3α1/ω0). Dot dashed, dotted and dashed lines rep-
resent the saddle connection (SC), Hopf and saddle node (SN)
bifurcation boundaries, respectively. Solid line and black cir-
cle represent the existence of fixed points (EFP) and Takens-
Bogdanov point (TB), respectively. Regions I and IV repre-
sent synchronization regime and regions II and III represent
the cluster and chimera regimes, respectively, corresponding
to transition B. The insets show the snapshot of xi in the
corresponding regions. Lines A and B represent two different
synchronization routes taken by the system (explained in the
text). (b), (c) The strengths of incoherence S (⋆) and S0 (◦)
are plotted against ǫ for various α1. The parameter values
are ω0 = 2.8, b = 1, ζ = 0 and γ = 0.
Now the stability of the desynchronized state A deter-
mines the stability of the chimera state. Eq. (7) has five
fixed points for γ 6= 0 and three fixed points for γ = 0
(implying α2 = 0). The specific fixed point A = 1 is sta-
ble and represents the completely synchronized state of
the system. The stability of the other fixed points (apart
from the fixed point A = 1) determine the existence of
the chimera state.
In order to keep our analysis tractable, we will concen-
trate on the case γ = 0 in the following. One can note
that from (7) that for γ = 0 the other two fixed points
5are given by
|A|
2
2,3 =
1
2 (b2 + β2)
(b2 + β2 − 2bǫ− 2βζ
±
√
(b2 + β2 − 2bǫ− 2βζ)
2
− 4 (b2 + β2) (ǫ2 + ζ2)).(8)
We also note that these fixed points exist only when
the expression inside the square root on the right hand
side of (8) is greater than or equal to zero. Consequently,
the boundary in the (ǫ−β) plane for the existence of three
fixed points is given by
ǫf = −(b
3 + bβ(β − 2ζ)± (
(
b2 + β2
)2 (
b2
+β2 − 4βζ
)
)
1
2 )/(2β2) (9)
In (9), we take into account only the positive solution as
ǫ > 0 in our study. Now, performing a linear stability
analysis on equation (7) we find that the trace of the
Jacobian matrix is zero (tr(J) = 0) for any fixed point
when
|A|
2
=
b− ǫ
2b
(10)
and the determinant of the Jacobian matrix (det(J)) is
zero for
|A|2 =
1
2 (3b2 + 3β2)
[
4b2 + 4β2 − 4bǫ− 4βζ
±
((
−4b2 − 4β2 + 4bǫ+ 4βζ
)2
− 4
(
3b2 + 3β2
)
×
(
b2 + β2 − 2bǫ+ ǫ2 − 2βζ + ζ2 )
) 1
2
]
. (11)
Now from equations (8) and (10) we get a Hopf bifur-
cation curve ǫH given by
ǫH = (−2b
3 + 2bβζ + (b2
(
5b4 + β3(β − 4ζ)
+2b2
(
β2 − 6βζ − 2ζ2
))
)
1
2 )/(b2 + β2) (12)
and from equations (8) and (11) we get a saddle node
bifurcation curve ǫSN = ǫf .
The stability nature of the fixed points is shown in
Fig. 3(a) where we have plotted the bifurcation dia-
gram in the ǫ vs β space (Note that β = 3α1/ω0). Dot
dashed, dotted and dashed lines represent the saddle con-
nection, Hopf and saddle node bifurcation boundaries,
respectively. The saddle connection curve is obtained
numerically by solving Eq. (7). The filled circle in Fig.
3(a) represents the Takens-Bogdanov point which is ob-
tained by solving two simultaneous equations, tr(J) = 0
and det(J) = 0 for the fixed points given by (8).
Further, from a detailed numerical analysis of (1), we
confirm that in regions I and IV the system settle down in
the synchronized state whereas in regions II and III the
system exhibits clusters and chimera states, respectively.
(See the insets of Fig. 3(a)).
The phenomenon of intensity induced chimera can
now be better understood from the perspective of (ǫ-
β) space by looking at two specific transitions A and
B in Fig. 3(a). Transition A denotes the case where
the strength of intensity dependent term β(= 3α1/ω0)
is very low in the system and one can clearly see a
synchronization-synchronization transition for increasing
coupling strength (in fact one cannot name this a tran-
sition, but we want to emphasize the absence of other
states). On the other hand, in the case of transition B for
a higher strength of intensity (β = 5) the system takes
a synchronization-cluster-chimera-synchronization tran-
sition route which is similar to the swing-by mechanism
addressed by Daido and Nakanishi [20]. However, in our
case we find the existence of chimera state in addition
to cluster states while the system swings by. The corre-
sponding numerical behaviour of transition B is shown
in the insets where we have plotted the snapshots of os-
cillator states in each region by solving Eq. (2).
The swing-by mechanism induced in system (2) is il-
lustrated using the strength of incoherence before and
after the removal of discontinuity [14], S0 and S, respec-
tively in Figs. 3(b) and 3(c). The existence of syn-
chronized, cluster, chimera and desynchronized states
are represented by S and S0. As mentioned in Sec.II,
(S, S0) = (1, 1) represents a desynchronized state, while
(S, S0) = (0, 0) represents a synchronized state. Further,
S = 0, 0 < S0 < 1 and 0 < S = S0 < 1 represent clus-
ter and chimera states, respectively [14]. In Fig. 3(b)
we have plotted S for different values of intensity α1. For
α1 = 5 and 7 we clearly see the existence of chimera states
sandwiched between two synchronized states (S = 0).
However for a lower intensity, α1 = 2, the chimera state
is absent and the system exhibits only a synchronized
state as denoted by route A shown in Fig. 3(a). In Fig.
3(c) we have plotted both S and S0 for α1 = 10 and we
can clearly see the existence of cluster states in region II
where there is a mismatch between S and S0 followed by
chimera states in region III. This is a realization of the
route B indicated in Fig. 3(a).
We also note here that considering equation (1) and
carrying out a slow amplitude analysis by assuming
xi(t) = Ai(τ)e
iω0t+ c.c, where τ represents the slow
time scale, and working out a multi-time scale approxi-
mation we arrive at the form A˙i = (b+ iΩ)Ai− (b+ i(β+
γ|Ai|
2))|Ai|
2Ai−(ǫ+ iζ)(A¯−Ai), i = 1, .., N , Ω = β+γ,
β = 3α1/ω0, γ = 5α2/ω0 and ζ = −η/ω0, which is simi-
lar to the coupled Ginzburg-Landau oscillators equation
(1) in ref. [18] when γ = 0 and b = 1. By following
the above analysis for synchronized and desynchronized
states, vide Eqs. (5) and (6), we have also confirmed that
a similar scenario of chimera onset arises in the case of the
coupled complex Ginzburg-Landau oscillators discussed
in ref. [18].
6FIG. 4. Time series of system (2) for (a) α1 = α2 = ǫ = 0,
(b) α1 = 2.18, α2 = 2.15, ǫ = 0, (c) α1 = α2 = 0, ǫ = 0.62 and
(d) α1 = 2.18, α2 = 2.15, ǫ = 0.62. (e) Phase plots of (a),(b).
Figures (f) and (g) are the phase plots corresponding to Figs.
(c) and (d), respectively. Other parameters are same as in
Fig. 1.
B. Multistability : van der Pol Oscillators
If we delve into the reasoning behind the occurrence
of chimeras, one can deduce from the above analytical
findings that the system acquires multistability upon in-
troduction of intensity dependent interaction and suffi-
ciently strong coupling. The effect of intensity depen-
dent interaction in the system is to increase the number
of fixed points (See. Eq. (6) and the discussion following
it) whereas the stability of these fixed points is essentially
determined by the coupling strength, see Fig. 3(a).
In our study we consider the synchronized oscillators
which are uncoupled from the desynchronized ones so
that the dynamics of the former is not influenced by the
latter in Eq. (2), see also Eq. (5). We obtain the exis-
tence of multistability in the system and the reasoning
behind the occurrence of chimera in Fig. 4. Initially
in the absence of coupling (ǫ = 0) and intensity terms
(α1 = α2 = 0) we have plotted the time series of system
(2) in Fig. 4(a) where all the oscillators in the system
oscillate periodically with same amplitude and frequency
but with different phases. Fig. 4(e) shows the phase plot
for the system corresponding to this desynchronized state
as A1. Now, if we introduce intensity dependent terms
α1 = 2.18, α2 = 2.15, the number of fixed points increases
(in fact to five fixed points as pointed out above); how-
ever, only one stable synchronized attractor B1 exists as
shown in Fig. 4(e) red/grey circle. The corresponding
time series of synchronized oscillations is shown in Fig.4
(b).
Now if we consider the coupling (ǫ 6= 0) and the ab-
sence of intensity dependent terms (α1 = α2 = 0) in
the system, we find that again the oscillators are com-
pletely synchronized. This is also confirmed from the
time series in Fig. 4 (c) and the corresponding limit cy-
cle (gold/grey) in Fig. 4 (f) shows the existence of the
synchronized attractor A1 for this case. However in the
presence of coupling and intensity dependent terms, the
coexistence of desynchronized and synchronized attrac-
tors (Fig. 4(g)) demonstrates the existence of chimera
state in the system which is evident from the correspond-
ing time series shown in Fig. 4 (d). The bold black line
represents the synchronized group in the attractor while
the desynchronized oscillators are shown in brown/grey
lines. The corresponding attractor shown in the phase
plot Fig. 4(g) clearly identifies the synchronized and
desynchronized groups, and confirms the existence of a
multistable attractor in the presence of chimera states.
IV. INTENSITY INDUCED CHIMERAS IN A
SYSTEMS OF COUPLED RO¨SSLER
OSCILLATORS
In order to confirm the ubiquitous nature of the in-
tensity induced chimeras we next consider a system of
globally coupled Ro¨ssler oscillators:
x˙i = −ω0(1 − α r
2
i )yi − zi + ǫ(X − xi)
y˙i = ω0(1− α r
2
i )xi + ayi + ǫ(Y − yi)
z˙i = b+ (xi − c)zi + ǫ(Z − zi), i = 1, .., N (13)
where {X,Y, Z} = 1
N
∑N
i=1{xi, yi, zi} and −αr
2
i =
−α(x2i + y
2
i ) represents the intensity dependent modifi-
cation of the frequency. The parameter α represents the
strength of intensity and ǫ is the coupling constant. In
this case also we demonstrate the need for the introduc-
tion of intensity dependent frequency/interaction term in
the system for the chimera state to exist.
(a) Periodic regime: For this purpose, we have plotted
the strengths of incoherence S (and also S0 for cluster
states) in Fig. 5(a) against the coupling strength ǫ for
ω0 = 1, a = 0.2, b = 1.7 and c = 5.70 (the individual
units of the array are in the periodic regime for these
parameters) for various values of the intensity param-
eter α. For α = 0, we find that the system transits
from a desynchronized state, characterized by S = 1, to
a synchronized state (S = 0) upon increasing the cou-
pling strength (represented by dotted line in Fig 5(a)).
A chimera state (0 < S0 = S < 1) does not exist in the
system in this case. Now, let us introduce intensity de-
pendent interaction in the system by setting α = 0.02.
The system takes a chimera route to synchronized state
from the desynchronized state upon increasing the cou-
pling strength as shown in Fig. 5(a) as dashed line. Sim-
ilarly chimera states emerge for α = 0.1 (solid line). We
also note that during the transition from chimera to syn-
chronized states, cluster states (< S0 < 1, S = 0) arise in
these cases as shown in Fig. 5(a).
7FIG. 5. (Color online) (a) The strength of incoherence S (and
also S0) is plotted against coupling strength ǫ for different
values of intensity α for system (13). (b) Time evolution of
xi for the chimera state is plotted for ω0 = 1, α = 0.02, ǫ =
0.07 and N = 500. Thick black line represents synchronized
oscillations and the red/grey lines represent desynchronized
oscillations. (c) The averaged frequencies Ωi =< ωi > of the
chimera state shown in (b). (d) Synchronized behaviour of
the system for α = 0 and other parameters as in Fig. (b).
In Figs. 5(b) and (c) we have shown the time evolu-
tion and the time averaged frequencies of the oscillators
which are plotted for α = 0.02 and ǫ = 0.07. We again
clearly see the coexistence of synchronized and desyn-
chronized oscillators. Fig. 5(d) demonstrates the absence
of chimera states when α = 0, where only a synchronized
state exists. We again find that the present system (13)
also exhibits intensity induced chimeras under global cou-
pling.
(b) Chaotic regime: A similar study confirming the ex-
istence of chimera states, depending on intensity depen-
dent interaction, when the individual units are oscillating
chaotically has been performed. Further details are given
in Appendix B.
A. Multistability: Ro¨ssler oscillators
Let us validate again the claim for the existence of mul-
tistability nature by the introduction of intensity depen-
dent interaction in the present system of coupled Ro¨ssler
oscillators also, not only in the periodic regime but also
in the chaotic regime of individual units as well. Consid-
ering (13) the dynamics of the desynchronized oscillators
(xd, yd, zd) can be given by
x˙d = −ω0(1 − α r
2
d)yd − zd + ǫ(xs − xd)
y˙d = ω0(1− α r
2
d)xd + ayd + ǫ(ys − yd)
z˙d = b+ (xd − c)zd + ǫ(zs − zd), (14)
where {xs, ys, zs} are the state variables of the syn-
chronized oscillators which are uncoupled from the desyn-
chronized ones so that the dynamics of the former is not
influenced by the latter. We now proceed to show the ex-
istence of multistability in the system (14) and establish
the reasoning behind the occurrence of chimera states,
when the individual units are oscillating either periodi-
cally or chaotically as shown in Figs. 6 and 7, respec-
tively.
(a) Periodic regime: First we consider the case where
the individual oscillators of the array are in the periodic
regime with the choice of parameters as ω0 = 1, a = 0.2,
b = 1.7 and c = 5.70 in (14). In the absence of coupling
(ǫ = 0) and intensity independent interaction (α = 0)
we have plotted the time series of system (14) in Fig.
6(a), where all the oscillators oscillate periodically with
same amplitude and frequency but with different phases.
Fig. 6(b) shows the phase plot for the above system,
where the black circle A1 corresponds to the desynchro-
nized state shown in Fig. 6(a). We have taken 102 dif-
ferent initial conditions and as we can see all of them are
drawn towards the desynchronized periodic attractor A1
(black circle). Now, if we introduce intensity dependent
interaction in the system (α = 0.01) the number of fixed
points increases ( as large as 14 numbers); however, only
one stable desynchronized attractor B1 exists as shown
in Fig. 6(b), red/grey circle. The corresponding time
series of the system is shown in Fig. 6(c).
Now if we consider the presence of coupling in the sys-
tem (but in the absence of intensity dependent term), we
find that the oscillators are completely synchronized as
evident from the time series plotted in Fig. 6(d). The
black circle in Fig. 6(e) shows the existence of one syn-
chronized attractor A1 for this case. However, in the
presence of coupling if the intensity dependent term is
also present (α 6= 0), in addition to the desynchronized
attractor B1 we get a synchronized attractor B2. The
attractor B1 in the case of absence of coupling (shown
in Fig. 6(b)) represents the oscillators that are desyn-
chronized only in the phase but have the same amplitude
and frequency. On the other hand, the attractor B1 in
the presence of coupling (shown in Fig. 6(e)) represents
the oscillators that are not only desynchronized in phase
but also have different amplitudes and frequencies. The
coexistence of attractors B1 and B2 demonstrates the ex-
istence of chimera states in the system which is evident
from the corresponding time series shown in Fig. 6(f).
The bold green/black line represents the synchronized
group in the attractor B2 and the desynchronized oscil-
lators in attractor B1 are shown in thin red/grey lines.
(b) Chaotic regime: A similar scenario of existence of
multistability can be realized in the chaotic regime of
individual Ro¨ssler oscillator units of (13) and (14) for
the parameters chosen as ω0 = 1, a = 0.42, b = 2 and
c = 4, see also Appendix B. In this case the individual os-
cillators oscillate chaotically, in the absence of coupling
and intensity dependent interaction (ǫ = α = 0), and
the corresponding time series and phase trajectories are
8FIG. 6. (Color online) Time series of system (14) for (a)
α = 0, ǫ = 0 (c) α = 0.01, ǫ = 0, (d) α = 0, ǫ = 0.04 and (f)
α = 0.01, ǫ = 0.04. (b) and (e) are the corresponding phase
plots. Details are in text. Other parameter values are the
same as in Fig. 5(b) (Here, individual units are oscillating
periodically when ǫ = 0, α = 0).
plotted in Figs. 7(a) and 7(b), respectively. Now, if
we introduce the intensity dependent interaction alone
(α = 0.02, ǫ = 0), the system (14) oscillates periodically
with the same amplitude but different phases (Fig. 7(c)).
In Fig. 7(b) the corresponding desynchronized attractor
is denoted as a closed curve B1. On the other hand, if we
introduce the coupling alone (α = 0, ǫ = 0.13) without
the intensity dependent term, we find that the chaoti-
cally evolving oscillators are completely synchronized as
seen from the time series plotted in Fig. 7(d). The
gold/grey attractor in Fig. 7(e) shows the corresponding
synchronized chaotic attractor A1. Finally, in the pres-
ence of both the coupling and intensity dependent inter-
actions (α = 0.02, ǫ = 0.13), the chimera state emerges.
This is evident from the corresponding time series and
phase plots which depict the coexistence of synchronized
(blue/grey) and desynchronized (gold/grey) chaotic os-
cillations as shown in Figs. 7(f) and 7(e), respectively.
V. CONCLUSION
From the above we conclude that even though the pres-
ence of intensity dependent terms in globally coupled sys-
tem increases the number of fixed points, their stability
is determined by the strength of coupling. Since there
are more number of stable attractors in the system when
coupling is present (in both the van der Pol and Ro¨ssler
cases), depending upon the initial state the system will
settle down to a chimera state or a different collective
state as demonstrated in Figs. 2 and 9 (Appendix B)
where for two different initial states we get chimera and
synchronized states. If we choose the initial state of the
system to be close to attractor B2 (Fig. 6(e)) we get a
synchronized state in the system for increasing coupling
strength. On the other hand, if we choose the initial state
so that the oscillators are spread across close to different
attractors (like Fig. 6(e)) we can either get a chimera
state or a multiclustered state.
The above dynamical aspects resemble task specific
synchronization/desynchronization in the brain [21, 22],
where depending upon the state of the neuronal oscil-
lations at the time of incoming tasks, the brain either
chooses to accept a new task or ignores it and contin-
ues with the current task. Thus chimera states play a
crucial role in the functioning of a normal brain where
it is capable of taking up and processing multiple tasks
at once (corresponding to multistability). On the other
hand, in the case of pathological brain, due to the pres-
ence of damaged cells or due to the loss of normal brain
cells [23], the coupling in the system is either too low or
too high (as experienced by the individual neurons) so
that the system swings to a mass pathological synchro-
nization state corresponding to regions I or IV in Fig.
3.
In the case of spin torque nano oscillators the prob-
lem of coupling a large number of oscillators in order to
achieve coherent microwave power still remains open [24].
This is because introducing the coupling leads to an in-
crease in the number of stable attractors in the system
[25], and this causes the emergence of chimera like states
(synchronized clusters and desynchronized oscillators co-
exist) [26].
Our results therefore help in identifying the underlying
cause for the crucial dynamical phenomena that occur in
real world systems. The results also assist in gaining
a better understanding of those dynamical phenomena
thereby possibly helping researchers to control the occur-
rence of them depending upon whether they are desirable
(task specific synchronization in the brain, and synchro-
nization of spin torque nano oscillators) or undesirable
(pathological mass synchronization).
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APPENDIX A: QUANTITATIVE MEASURE:
STRENGTH OF INCOHERENCE
Recently we have introduced a specific quantitative
measure, namely the strength of incoherence (S) [14]
to represent various dynamical states. To understand
the quantitative measure S, we consider the difference
dynamical variables of the system zi = xi − xi+1, i =
9FIG. 7. (Color online) Time series of system (14) for (a)
α = 0, ǫ = 0 (c) α = 0.02, ǫ = 0, (d) α = 0, ǫ = 0.13 and (f)
α = 0.02, ǫ = 0.13. (b) and (e) are the corresponding phase
plots. Other parameter values are ω0 = 1, a = 0.42, b = 2
and c = 4 (the individual nodes are oscillating in the chaotic
states for these parameters).
1, 2, ..., N . Now, the occurrence of different synchronized
states in the coupled dynamical system can be quantified
by using the standard deviation given by
σl =
〈√√√√ 1
N
N∑
i=1
[zi− < z >]2
〉
t
, (15)
where i = 1, 2...N , and < z >= 1
N
∑N
i=1 zi(t) and 〈...〉t
denotes average over time. Consequently σl’s take a value
zero for synchronized states and nonzero values for both
desynchronized and chimera states. To overcome the lat-
ter difficulty we divide the oscillators into M (even) bins
of equal length n = N/M . Then, we introduce the local
standard deviation σl(m) which can be defined as
σl(m) =
〈√√√√ 1
n
mn∑
j=n(m−1)+1
[zj− < z >]2
〉
t
, m = 1, 2, ...M.
(16)
The above quantity σl(m) is calculated for every
successive n number of oscillators. Using (16) we can
introduce the measure named strength of incoherence S
as
S = 1−
∑M
m=1 sm
M
, sm = Θ(δ − σl(m)), (17)
where Θ(.) is the Heaviside step function, and δ is a
predefined threshold that is reasonably small. Here, we
take δ as a certain percentage value of difference between
xi,max and xi,min. Thus when σl(m) is less than δ, the
value of sm = 1, otherwise it is ’0’. Consequently, S
 0
 0.5
 1
 0  0.05  0.1  0.15  0.2
S
ε
α=0
α=0.02α=0.04
S0 S0
S
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FIG. 8. (Color online) The strength of incoherence S (and
also S0) is plotted against coupling strength ǫ for different
values of intensity α for system (13) for N = 500 when the
individual units are oscillating in the chaotic regime. The
parameter values are ω0 = 1, a = 0.42, b = 2 and c = 4. The
values of the other parameter α are indicated in the figure.
takes the values S = 1 or S = 0 or 0 < S < 1 for desyn-
chronized, synchronized and chimera states, respectively.
The cluster states can also be distinguished, as discussed
in Sec. II, by introducing another strength of incohernce
S0. For details see ref [14].
APPENDIX B: CHIMERAS AND MULTISTABLE
BEHAVIOUR IN THE CHAOTIC REGIME OF
COUPLED RO¨SSLER OSCILLATORS
In this Appendix, we present the various collective
states of (13) when the individual Ro¨ssler oscillators, in
the absence of intensity dependent interaction (α = 0)
and coupling (ǫ = 0), evolve chaotically. We have plot-
ted in Fig. 8 the strength of incoherence S (and also S0
for cluster states) as a function of coupling strength ǫ, for
various values of the intensity parameter α. The other
parameters are chosen as ω0 = 1, a = 0.42, b = 2 and
c = 4 as in Fig. 7. For α = 0, the system transits from
a desynchronized state (S = 1) to a synchronized state
(S = 0). Next, when the intensity dependent interaction
α is included as α = 0.02, the system transits from a
desynchronized state to a chimera state (0 < S = S0 < 1)
and then transits to a synchronized state as ǫ is increases.
We may also note that during the transition from chimera
state to synchronized state, cluster states also occur and
they are characterized by S = 0, 0 < S0 < 1. Similar
behaviour occurs for α = 0.04 also.
Further, we have also confirmed that as in the case of
van der Pol oscillators (Fig. 2) the existence of chimera
states in the coupled Ro¨ssler systems (11) is essentially
due to the presence of intensity dependent term (α 6= 0)
and it exhibits multistable behaviour depending on the
initial state even when the individual units are evolving
in the chaotic regime as shown in Fig. 9. In Fig. 9, we
have plotted the snapshots of dynamical variables xi fo
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FIG. 9. (Color online) Snapshots of xi are plotted for two dif-
ferent initial states IS1 (black) and IS2 (grey), where the sys-
tem exhibits chimera and synchronized states in the coupled
Ro¨ssler system (13) with the parameters chosen as ω0 = 1,
α = 0.02, ǫ = 0.13, a = 0.42, b = 2 and c = 4 (chaotic
regime of individual units). Inset shows the corresponding
time averaged frequency Ωi =< ωi > for IS1 (chimera state).
two different initial states IS1 (oscillators are randomly
distributed in the range [-1,1]) and IS2 ( all the units
are close to a synchronized state). For IS1 the system
exhibits a chimera state, while the system evolves into a
synchronized state for IS2. The time averaged frequency
for IS1 is also plotted in the inset of Fig. 9 which also
confirms the above facts. From Fig. 9, it is clear that
the system typically exhibits a multistable behaviour.
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