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Abstract 
We investigate the semantics of concurrent constraint programming and of various sublan- 
guages, with particular emphasis on nondeterminism and infinite behavior. The aim is to find 
out what is the minima1 structure which a domain must have in order to capture these two 
aspects. We show that a notion of observables, obtained by the upward-closure of the results of 
computations, is relatively easy to model even in presence of synchronization. On the contrary, 
modeling the exact set of results is problematic, even for the simple sublanguage of constraint 
logic programming. We show that most of the standard topological techniques fail in capturing 
this more precise notion of observables. The analysis of these failed attempts leads us to consider 
a categorical approach. 
1. Introduction 
Constraint programming is based on a notion of a store as a set of possible values 
for the variables, instead of the imperative concept of store as a function from variables 
to values. In a sense, programming with constraints corresponds to operating directly 
at the level of pre and postconditions. The main characteristics which distinguish this 
paradigm from the imperative languages, however, is that computations evolve mono- 
tonically, in the sense that at each step the postcondition is more restricted than the 
precondition. In other words, the operations can only modify the store by adding further 
constraints. In this sense they have a pure declarative nature. 
Constraint programming has been succestilly combined with another declarative 
paradigm, the language of logic programming [9,19], thus giving raise to constraint 
logic programming (clp, [14,15]). Essentially, clp extends logic programming in that 
it generalises the concept of a binding on a synctactical domain of data (the Herbrand 
universe), to an element of a domain described by a logical theory (constraint system). 
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An orthogonal line of research in logic programming is the incorporation of explicit 
concurrency mechanisms, motivated by the feeling that this language is “inherently 
parallel”, hence suitable for parallel and distributed architectures. There have been 
several attempts to define mechanisms for concurrency within the logical paradigm, in 
order to maintain the declarative nature of the language (for a survey see [31]), but 
the first successful proposal was the work of Maher [21] in the context of clp. The 
intuition was to define synchronization i  terms of a rule which enables a computation 
step when the store entails a given constraint. 
This idea was the precursor of the ask primitive of concurrent constraint program- 
ming (ccp, [27-29]), which can be considered as one of the most elegant proposals 
in this field. The computational model of ccp can be summarized as follows: All pro- 
cesses hare a common store, which consists of all the constraints established until that 
moment. Parts of the store can be made local by means of a hiding operator, which 
is expressed in terms of a logical existential quantifier. Communication is achieved by 
the action tell, which adds a constraint to the store. Synchronization is achieved by an 
ask guard, which tests whether the store entails a given constraint. 
Clp can be regarded as the sublanguage of ccp with no synchronization mechanism. 
Both of them however are nondeterministic languages. Another orthogonal restriction 
which has been investigated is the elimination of the choice operator, which gives 
rise to deterministic ccp [29]. The characteristics of the latter is that all computations 
of an agent produce always the same results. This might be a bit surprising, because 
in concurrency nondeterminism is generated not only by the choice, but also by the 
parallel operator (different schedulings of processes can produce different results). The 
fact that this does not happen in ccp is due to the monotonic nature of computations. 
Besides deterministic ccp one can consider other restrictions of ccp. For instance, one 
might want to maintain the possibility of having alternative results, but in a way which 
is independent from the process scheduling. Such language, called conjuent ccp, has 
been proposed in [lo] mainly as an intermediate language for the static analysis of ccp 
programs by means of abstract interpretation techniques. This language is interesting in 
itself because it is much more expressive than deterministic cp. In this paper we will 
investigate a confluent sublanguage of ccp called restricted-choice ccp, which results 
from syntactically restricting the choice construct o local choice (the same guard for 
all branches) and mutually exclusive choice (the conditions expressed by the guards 
exclude each other). Actually, wrt to the particular notion of observables we consider, 
restricted-choice cp boils down to angelic ccp, in which only local choice is allowed 
[ 16,201. However, our semantic onstructions can be easily seen to apply to the general 
case of structurally conJluent ccp, a language which is operationally characterized by 
the property that every (sub)agent is confluent. Note that clp can be considered as 
a proper sublanguage of angelic ccp as well, obtained by using only guards with an 
empty constraint. 
Due to the presence of nondeterminism and synchronization, the denotational model 
of ccp requires relatively complex structures, like, for instance, reactive sequences [6] or 
bounded traces operators [ 161. These two models have been shown to be fully abstract 
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wrt the results of finite computations (and therefore equivalent). Another approach, 
based on application of category theory on top of the reactive sequences, and capturing 
also infinite computations, has been developed in [23]. 
Of course, restrictions on the basic paradigm allow the construction of simpler de- 
notational models. For instance, deterministic cp has the property that the (finite and 
infinite) results computed by an agent A starting from an arbitrary store can be retrieved 
from the quiescent points of A, and on the basis of this observation in [29], a very 
simple denotational semantics has been developed based on Scott’s closure operators. 
The quiescent points of an agent actually have a compositional characterization also 
in the case of confluent ccp, but they only allow to retrieve the upward-closure of the 
results, not the results themselves. The presence of nondeterminism complicates life 
considerably wrt the construction of a compositional model for the exact set of results. 
However, if we consider finite computations only, it is possible to have a (relatively 
simple) model still based on closure operators. What really complicates matters is the 
attempt o capture also the results of infinite computations. 
This problem seems to be independent from the presence of synchronization. Let 
us consider clp: this language also enjoys a very strong property. Namely, the results 
of computations can be retrieved from the results obtained by running the agent in 
the empty store. However, the latter set has a simple denotational description only 
for the finite case. There have been several attempts to model infinite computations 
in (constraint) logic programming. Most approaches are based on the greatest fixpoint 
of Tp, the immediate consequence operator which is used in logic programming for 
the fixpoint construction of the minimal model. Differences among these approaches 
depend on the kind of completion techniques applied on the underlying data structure, 
mainly based on partial orderings or metrics. However, all these works have not been 
able to reach a full correspondence with the operational semantics. In the partial or- 
dering completion of [12] only minimal answers are characterized. Furthermore, the 
construction only works for clauses which contain at least one global variable. In the 
metric completion, at least in the approach found in the literature [22,19] there is a 
basic soundness problem, because the objects which are considered are the solutions of 
the constraints rather than the constraints ’ themselves, and it might be the case that 
an infinite element is the solution of a constraint, whereas its finite approximations are 
not. Hence, a limit element obtained in the fixpoint construction might be unobtainable 
operationally. 
A different approach, based on adding to the program some suitable clauses contain- 
ing indefinite terms, and then applying a least fixpoint construction, has been developed 
in [18]. However, also in this case the full correspondence is not achieved. 
For the sake of completeness, we cite here also [14], in which infinite computations 
have been studied from a declarative point of view, with the purpose of establishing 
a distinction between injkite successes and infinite failures. An infinite computation 
’ The language investigated in [22, 191 is pure logic programming, hence constraints are equalities over the 
Herbrand universe, and solutions are syntactical unifiers. 
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is “successful” whenever all partial results of the computation allow the same solution 
(hence the limit result has a solution). Otherwise it is considered an infinite failure. 
Infinite successes are shown to correspond to the difference set between the greatest 
and the least fixed points of Tp, The others are the difference set between Tp 1 w and 
the greatest fixpoint of Tp. In our model the second difference set disappears, because 
we work on completed omains which ensure the downward continuity of Tp. * How- 
ever, also in our model a similar distinction between “successful” and “failed” infinite 
derivations can be made: infinite failures just correspond to the infinite computations 
delivering an inconsistent limit result. 
In most concurrent languages, for instance, the imperative languages and the lan- 
guages with global nondeterminism, the denotational characterization of the operators 
requires complex structures, like synchronization trees or reactive sequences. On such 
domains there are well-established techniques which allow to treat infinite computations, 
and they can be fruitmlly applied also in the case of concurrent logic programming 
and concurrent constraint programming, see, for instance, [5] which is based on metric 
spaces. 
In various sublanguages of ccp, however, the domain of denotations for finite compu- 
tations is very abstract: sets of constraints. Such a simple domain presents in principle 
more difficulties for treating infinite computations, because, for instance, it does not rep- 
resent he occurrence of a computation step, which is essential, in the metric approach, 
to get a contraction and therefore a fixpoint. 
In this work we investigate what are the possibilities for treating nondeterminism and 
infinite computations in sublanguages of ccp while keeping the domain of denotations 
simple. In particular, we aim at distinguishing the problems connected to the treatment 
of these two aspects from the problems related to synchronization, which as stated 
before requires anyway sequences-like structures. 
2. Constraint systems 
We adopt the approach of [28], which defines the notion of constraint system along 
the lines of Scott’s information systems [30]. Intuitively, an information system consists 
of a set of elements each of which represents some “consistent information”, and an en- 
tailment relation k which establishes which elements can be derived from which other 
ones. In view of [28], a constraint system is the same kind of structure, the only differ- 
ence is the presence of an additional element representing inconsistency. The term “con- 
straint” refers to the fact that the elements of a constraint system usually involve vari- 
ables, i.e. they establish bounds to the range of values that such variables can assume. 
Following [28], we regard a constraint system as a complete algebraic lattice in 
which the ordering 5 is the reverse of the the entailment relation (c _C d means that d 
’ Tp 1 o is the limit of the decreasing sequence B, Tp(B), T;(B), . where B is the Herbrand base (the top 
element of the domain). It can be shown that Tp J w is the complement of the set of finite failures. 
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contains “more information” than c). The top element false represents inconsistency, 
the bottom element true is the empty constraint, and the least upper bound (lub) U 
represents the join of information, i.e. the logical and. We refer to [28] for more details 
about the construction of such a structure. 
Definition 2.1. A constraint system C is a complete algebraic lattice (Con, Cone, 
&,u, true,false) where Con (the set of constraints) is a set ordered wrt II, Con0 
is the set of Jinite elements, u is the lub operation, and true, false are the least and 
greatest elements of Con, respectively. Furthermore, C is a Scott domain in the sense 
that the lub of two finite elements is also finite. 
We recall that: 
(i) C is a complete lattice means that every subset of Con has a least upper bound 
in Con; 
(ii) an element c E Con is jinite iff for any directed subset D of Con, c & u D 
implies c C d for some d ED; 
(iii) C is algebraic means that every element c E Con is the least upper bound of 
the finite elements which are smaller than c. 
Example 2.2. Given an alphabet consisting of variables x, y,z, . . . , function symbols 
f,g,..., constant symbols (= function symbols of arity 0) a, b, . . . , and the equality 
predicate =, the Herbrand constraint system is the partial order induced by the preorder 
(H, C), defined as follows: 
l The elements of H are sets of equations t = 1.4 where t and u are terms of the 
alphabet, 
l The relation L satisfies the following: 
1. El C E2 implies Et C E2, 
2. {t = t} c 0, 
3. {t = 24) c (24 = t}, 
4. {t=U}~{t=U,U=U}, 
5. if f is a function symbol of arity n, then {f(t),. . ., t,) = f(ul,. . .,un)} C 
{t, = Ul)...) tn = u,}, 
6. if f is a function symbol of arity n, then for iE[l,n], {ti = ui}g{f(tl,...tn) = 
f(ul?...,u?I)), 
7. if f and g are distinct function symbols of arity m and n, respectively, then, 
for every set E we have E C {f(tl,. . ., tm) = g(ul,. . . ,un)}, 
8. if x occurs in t and x $ t then, for every E, we have E C {x = t}. 
Note that true is the equivalence class of the empty set and false is the equivalence 
class of the set of all equalities. The algebraic elements are the (equivalence classes 
of) finite sets. 
Conditions 2, 3, 4 and 5 above correspond to the standard equality axioms (reflex- 
ivity, symmetry, transitivity and substitutivity). Conditions 6, 7 and 8 correspond to 
the so-called free-equality axioms [8], which enforce the interpretation of “=I’ as syn- 
tactical identity, or, in other words, the interpretation of the function symbols as data 
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false 
true 
Fig. 1. The Herbmd constraint lattice for x, y, a, b. 
constructors. Conditions 7 and 8 express the fact that f(ti,. . . , t,,,) = g(ul,. . . , u,) and 
x = t (for x occurring in t) are equivalent o false. 
The following example of Herbrand constraint system is taken from [5]. Consider 
an alphabet containing the variable symbols x and y, and constant symbols a and b. 
The Herbrand constraint system is (isomorphic to) the lattice represented in Fig. 1. 
2.1. Cylindric constraint systems 
In order to model hiding of local variables and parameter passing in constraint 
programming, in [28], the notion of constraint system is enriched with cylindrifzca- 
tion operators and diagonal elements, concepts borrowed from the theory of cylindric 
algebras (Henkin et al. [13]). 
Assume given a (denumerable) set of variables tir with typical elements x, y, z, . . . , 
and consider a family of operators (3, 1 x E Var} (cylindrification operators) and of 
constants {dxu ) x, y E J&r} (diagonal elements). Starting from a constraint system C, 
define a cylindric constraint system C’ as the constraint system whose support set Con’ 
is the smallest such that 
Con’ = Con U { 3,~ ) x E J&r, c E Con’} U { dxY 1 x, y E b’hr} 
modulo the identities and with the additional relations derived by the following axioms 
(where c, ci, d indicate finite constraints, and 3,~ LI d stands for (3,~) I-I d): 
(Al ) 3,~ C c, 
(A2) if c C d then 3,~ & 3,d, 
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false 
f” 
= f(f(Y)) 
= f(Y) 
true 
Fig. 2. The cylindric Herbrand constraint system for x, a and f. The constraint x = f” stands for the limit 
of the chain (3,x = f’(y)}i. 
(A3) 3,(c U 3,d) = 3,~ U 3,d, 
(A4) 3&c = 3,3,c, 
(A5) if {ci}i is an increasing chain, then 3, ui ci = uj 3,ci, 
(A6) d, = true, 
(A7) if z # x,y then dxy = 3,(d, U dzy), 
(A8) if x # y then c C dxy u 3,(c LI d,,). 
These laws give to 3, the favor of a first-order existential quantijier, as the nota- 
tion suggest. The constraint d,, can be interpreted as the equality between x and y. 
Cylindrification and diagonal elements allow us to model the variable renaming of a 
formula 4; in fact, by the above axioms, the formula 3,(d,, LI 4) can be interpreted 
as the formula 4[y/x], namely the formula obtained from 4 by replacing all the free 
occurrences of x by y. 
Example 2.3. The Herbrand constraint system in Example 2.2 can be extended to a 
cylindric constraint system, where 3, just represents the standard existential quantifier. 
For instance, consider the alphabet which contains a constant symbol a and a monadic 
function symbol f. Fig. 2 represents the part of the cylindric constraint system in 
which x (and only x) is free. For simplicity, we have indicated a set {t = u} by t = u. 
The laws of cylindric constraint systems given above have been proposed in [28]. 
Axiom (A5) is the only one which is not present in the standard theory of cylindric 
algebras; the reason to have it is to ensure that the structure of complete algebraic 
lattice is preserved in the construction of C’, and this will be useful in order to deal 
with the results of infinite computations. All the other axioms are axioms or theorems 
in [ 131; note however that a cylindric constraint system in general is not a cylindric 
44 ES. de Boer et al. I Theoretical Computer Science 151 (1995) 37-78 
algebra. In fact, a cylindric algebra is based on a Boolean algebra, whereas the structure 
(Con, ~!,fl, tvue,false), fl denoting the greatest lower bound (glb), is not necessarily 
a Boolean algebra. The main reasons are that u and fl in general do not distribute, 
and that the complement of a constraint does not necessarily exists. As a consequence, 
some of the properties of cylindrification and diagonal elements which hold in [ 131, 
are not valid here. One example is the (finite and infinite) distributivity of 3, on U, 
or, equivalently, 3 the property 
if c L 3,d then 3,c = c, 
which expresses the idea that if c contains less information of a constraint not con- 
taining information on X, then c does not contain information on x either. 
Furthermore, one of the specific laws of cylindrification, &false = false (Axiom 
Ci in [ 13]), is not present here. This axiom, for instance, would allow us to derive 
3,~ LI 3,d = false iff 3,c U 3,d = false (Theorem 1.2.15 in [13]). 
One might want to enrich the theory of cylindric constraint systems with (some of) 
these laws, so to restrict the possible interpretations of 3, and dnY. The axioms (Al)- 
(A8) above are just the properties which are necessary for the results presented in this 
papers; 4 any stronger theory would do as well. On the other hand, having a weaker 
theory allows us to establish our results for a larger class of constraint structures. 
3. The language ccp 
Concurrent constraint programming was proposed in [27] and then refined in [28,29]. 
We follow here the definition of [29]. 
Assume given a cylindric constraint system C on a set of variables Var. Ccp agents 
and declarations are described by the following grammar: 
Declarations D :I= E 1 p(x) :-A j D, D 
Agents A ::= tell(c) ) 2 ask(s) + Ai I A II A I U I J’(X) 
i=l 
In ask(c) and tell(c) the constraint c is jnite, i.e. it is an element of Cont. The 
construct Cy=, ask(s) -+ Ai represents a guarded choice; (1 stands for parallel compo- 
sition; 3, is a hiding operator, namely it indicates that in 3,A the variable x is local 
to A. Finally, p(x) is a procedure call, where p is the name of the procedure and 
x is the actual parameter. The meaning of p(x) is given by a procedure declaration 
of the form p(y) :- A, where y is the formal parameter. In the following we assume 
that the set of declarations D is fixed, and that it contains at most one declaration for 
3 It can be shown that one derives from the other, not only in the theory of cylindric algebras but also in 
the theory of cylindric constraint systems. 
4 Except for one result in Section 4.1 relative to mutually exclusive choice, for which we need to assume 
that 3Jklse = j&e. 
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Table 1 
The transition system 9. The notation AX,A abbreviates s$%l+A 
WI 
W) 
(R3) 
(tell(c),d) + (stop, c U d) 
(C~=,Wci) - Ai,d) * (Ai,d), 
(A,c) + (A’,c’) 
(A (1 kc) 4 (A’ 11 kc’) 
(B II A,c) ---f (B 11 A’>c’) 
jE[l,n] and cj L d 
(R4) 
(A, 3,~ !J d) 4 (B, 3,~ u d’) 
(~~4~) + (3: 
I 
E,c u 3,d’) 
CR51 (P(x),c) + @;A+3 
p(y) :-A is the declaration for 
p(x) in D 
each procedure name. If a procedure p is not declared, we implicitly assume that D 
is extended so as to contain a declaration p(y) :- tell(fulse). 
3.1. The operational model 
The operational model of ccp can be described formally in the SOS style [25] by 
using a transition system F = (Co@, -+), where Conf is a set of conjgurutions and 
--+ C_ Conf x Conf is a transition relation. A configuration represents the state of the 
system at a certain moment, namely the agent which has still to be executed, and the 
common store. In order to describe the possible stages of the evolution of agents, we 
have to extend the syntax by introducing an agent stop which represents uccessfitl 
termination, and an agent 3$4 which represents the evolution of an agent of the form 
3,B, where c is the local information which has been produced during this evolution. 
The agent 3,A can then be seen as a particular case of $4: it represents he situation in 
which the local store is empty (as it is the case, initially, for the ccp agents). Namely, 
=j A X = =JfrUeA. 
In summary, a typical element y of Conf is a pair (A,c) where c is a constraint 
representing the global store at that moment, and A is an extended agent ranging over 
the language described by the following syntax: 
Conjguration-agents A ::= stop 1 tell(c) ) 5 ask(q) -AiIAlIAl%l~(x)(1) 
i=l 
The rules of Y with respect o a given set of declarations D are described in Table 1. 
Rule (Rl) expresses the behavior of an action tell(c), which consists of adding c to 
the common store. 
Rule (R2) describes the behavior of a guarded choice agent. A guard ask(c) is a 
test which is satisfied if the current store entails c; the agent cbi ask(q) + Ai selects 
nondeterministically one ask(q) which is enabled (i.e., satisfied), and then behaves like 
Ai. If no guards are enabled, then this agent suspends, waiting for other (parallel) agents 
to add information to the store. Note that this rule models global nondeterminism; in 
46 FS. de Boer et al. I Theoretical Computer Science 1.51 (1995) 37-78 
fact, the selection depends on the current store, which is subject to modifications by 
the other agents. 
Rule (R3) describes parallelism. A set of parallel agents evolves by interleaving the 
single executions of the agents, i.e., only one agent makes a step at each time. Note 
that in a configuration the store is shared among the parallel agents. The modifications 
produced by an agent are instantaneously visible to all parallel agents. In other words, 
this rule models a notion of global store. 
Rule (R4) models locality. The agent $4 behaves “almost” like A, with the dif- 
ference that the variable x which is possibly present in A must be considered local, 
and that the information present in d has to be taken into account. It is convenient 
to distinguish between the external and the internal point of view. From the internal 
point of view, the variable x possibly occurring in the global store c is hidden. This 
corresponds to the usual scoping rules: the x in c is global, hence “covered” by the 
local x. Therefore, A has no access to the information on x in c, and this is formally 
described by filtering c with 3,. Furthermore, A can use the information (which in 
general concerns also the local variable x) that has been produced locally and that has 
been accumulated in d. In conclusion, if the store which is visible at the external evel 
is c,~ then the store which is visible internally by A is (Z&c) LI d. Now, if A is able to 
make a step, thus reducing itself to B and transforming the local store into d’, what 
we see from the external point of view is that the agent is transformed into Elf/B, and 
that the information 3,d present in the global store is transformed into S&d’. I.e., the 
new information (in particular, the information concerning the local x) is accumulated 
in the private store of the agent, and the part of it which does not concern the local x 
is communicated externally. 
Finally, Rule (R5) models the execution of a procedure call, with a parameter pass- 
ing mechanism similar to call by reference. The idea is to link the formal parameter 
y to the actual parameter x, in such a way that y inherits the constraints established 
on x and vice versa. Furthermore, name clashes between the formal parameter and 
occurrences of y in the agent must be avoided. The solution proposed in [29] is the 
following: if the body of p(y) is A, then the call p(x) is replaced by d”$4, which 
stands for 3*3$A, where 6: is a variable which is assumed not to occur free in the 
declarations and in the agents. To understand this mechanism, consider first the agent 
$?A: the idea is that in order to avoid clashes with external occurrences of y, the 
formal parameter y is made local to the body A, and its role is represented externally 
by ~1. In other words, 3*.4 renames y into CI (cf. with Section 2.1: 3,(d,, U 4) stands 
for +[cr/y]). Then, E’l$ is applied to this agent, and this has the effect of establishing 
a link between the actual parameter x and c1 (hence JJ). Furthermore, it makes cx local, 
so it can be used again for other procedure calls; i.e., for all the procedure calls one 
can use the same variable ~1. 
5 Operationally $4 can only derive from a ccp agent of the form &A’, which has produced the local 
information d while evolving into $4. This local information is externally seen as 3,d, that is, 3,d & c. 
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We propose here a simpler (but equivalent) definition, which does not use interme- 
diate variables and renames y directly into x. The idea is to define ~$4 as $?A in 
case x and y are different. When x and y coincide this definition is not correct, because 
d,, = true; therefore Zld,YYA = 3,A, i.e. the effect would be that the actual parameter 
is made local to the body of the procedure. However, when x and y coincide there is 
neither the need to establish a link, nor to hide y. Thus, we define 
A”# = 
!!$‘A ifxfy, 
A if x = y. 
(2) 
A sequence of configurations connected by the transition relation form a computa- 
tion. 
Definition 3.1. A computation 5 for a configuration yo is a (finite or infinite) sequence 
yo-+yt -+.‘.--‘Y~..., withna0. 
Example 3.2 (The merge process). Consider the cylindric Herbrand constraint system 
on terms which denote (possibly infinite) lists. The empty list is denoted by [ 1, and 
the list whose head is a and whose tail is x is denoted by [a ) x]. 
The following declarations define two producers p1 and ~2, which, respectively 
generate a (possibly infinite) list of a’s and b’s, and an agent merge, which nondeter- 
ministically merges its two input lists x and y into an output list z. 
PI(X) :- (ask(true) -+ 3,r (tell(x = [alx’]) 11 PI(?))) 
+ 
(ask(tnre) 4 tell(x = [ I)) 
PZ(Y) :- (ask(true) 4 3,/ (WY = Ply% II PAY’))) 
+ 
(ask(true) -+ tell(y = [ I)) 
merge@, y,z) :- (ask& x = [alx’]) -+ (3,!3,r (tell(x = [nix’]) )I tell(z = [alz’]) )I merge@‘, y,z’)))) 
+ 
(ask@,, y = [bly’]) + (Q&j (tell(y = [bly’]) )I tell(z = [blz’]) )I merge(x, y’,z’)))) 
+ 
(ask(x = [ 1) -+ teU(z = y)) 
(ask(y = [ 1) --t tell(z = x)) 
The agent PI(X) II PZ(Y) II merge(x, y,z) specifies that the lists produced by pl and 
p2 are merged into z. 
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From the operational semantics we can see that ccp has the following properties, 
which distinguish it from other concurrent paradigms: 
Preservation of the store. During a computation the store can only increase. For- 
mally, if (A,c) -+* (B,d), then c C d. In fact, the only action which modifies the store 
is the tell, which can only add information. 
Monotonicity with respect to the store. The intermediate stores of a computation 
depend monotonically on the initial store. Formally, if (A, c) -+* (B,d) and c _C c’, 
then there exists d’ such that d & d’ and (A,c’) -+* (B, d’). In fact, the basic action 
tell(e) is monotonic because of the monotonicity of U. Moreover, the test ask(e) has 
a monotonic behavior because if it is enabled in a store c then it will be enabled also 
in any store c’ with c C c’. 
Restartability. At each point of the computation a ccp agent can restart 
from the beginning, with the new store, and redo the same computation steps 
until it reaches the same configuration. Formally, if (A,c) --f* (B,d), then 
(A,d) -++ (B, d). The key points are (a) choices are guarded by monotonic condi- 
tions, and the store during the computation can only increase, and (b) for c E d, 
c LI d = d holds. 
These properties are essential for the results presented in this paper, and will be used 
in the technical parts without explicit mentioning. 
3.2. Fair computations 
In a distributed model, in general, parallel agents are executed by different processors. 
As a consequence, we can reasonably assume that an agent which is enabled will be 
eventually executed. Formally, this assumption is described in terms of certain fairness 
requirements on the computations. 
In order to define fair computations, we introduce the notions of enabled and active 
agents, following [lo]. Intuitively, the active agent is the unique “primitive” sub-agent 
actually reduced by a particular transition. Note that a transition is derived from the 
rules via a proof tree which has at the top one and only one instance of one of the 
axioms (Rl), (R2), or (R3). The agent of the initial configuration of this instance is 
the one which actually activates the transition, and which therefore we call the active 
agent. Formally: 
Definition 3.3. Let y = (A,c) and let z = y -+ y’ be a transition in F. The active 
agent in z is A if z is an instance of Rule (Rl), (R2), or (R5). In case t is the 
consequent of an instance of Rule (R3) or (R4), then the active agent in z is the 
active agent of the antecedent transition in the rule. 
Definition 3.4. An agent A is enabled in a configuration y if there is a transition from 
y with A as the active agent. 
We are now ready to give the definition of a fair computation. 
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Definition 3.5. A computation is fair if each agent enabled at some point is eventually 
active. 6 
Note that a finite fair computation is guaranteed to be maximal, namely no outgoing 
transitions are possible from its last configuration. Note also that this notion of fairness 
refers to parallelism, not to choices. 
Example 3.6. In Example 3.2 every computation starting from the configuration 
(p,(x), true) (as well as from (P&X), true)) is fair. If the second branch in the dec- 
laration is never selected then the computation, and the list produced, will be infinite; 
finite otherwise. 
The fairness requirement ensures that in the agent p,(x) 11 pz(y) I( merge(x, y,z), if 
the lists produced in x and y are both infinite then z will be infinite as well. In case 
the list produced in x is finite, then z will contain all the items which are produced 
in y, and vice versa. In other words, the merge process described by the example is 
angelic. 
We will indicate by Camp(y) the set of fair computations tarting with y. The 
infinite fair computations, and the finite fair ones will be denoted by Cornpi&) and 
Camp,(y), respectively. 
3.3. The observables 
The standard notion of observables for ccp are the results computed by an agent for 
a given initial store. The result of a (fair) computation is defined as the least upper 
bound of all the stores occurring in the computation, which, due to the monotonic 
properties of ccp, form a chain. More formally, given a finite or infinite computation 
5 of the form 
(Bo,co) --) (B,,c,) -+ *-. --) (Bi,Ci) ---f . ..) 
the result of <, denoted by Result(e), is the constraint ui ci. Note that for a finite 
computation the result coincides with the store of the last configuration. 
In the following, given a set X, 9(X) denotes the set of all the subsets of X. 
Definition 3.7 (The observables). The mapping O:Agents + Con + P(Con), which 
gives the observables of an agent, is defined by O(A) = @e(A) U Oinf(A), with 
Lo&4)c = {Result(t) I lo Compfi,,(A, c)}, 
Oinf(A)c = {Result(t;) 1 5~ Comp&4~)}, 
where Comp(A, c) abbreviates Comp((A, c) ). 
6 Since the store evolves monotonically, and the ask is a monotonic operation, once an agent is enabled it 
is enabled forever. Therefore in ccp strong fairness and weak fairness coincide. 
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Example 3.8. Consider again Example 3.2. Let A denote PI(X) ]I h(y) 1) merge@, y,z). 
A list of n <CO occurrences of an element a we represent by a”. We have 
Bfi,(A)true = {{x = am, Y = b”,z = w} ( w contains n a’s and m b’s }, 
fli,f(A )c = {{x = am, y = b”, z = w} 1 w contains infinitely many b’s 
and at most m a’s} 
U{{x = aW,y = b”,z = w} 1 w contains infinitely many a’s 
and at most n b’s} 
u{{x = a”, y = bW,z = w} ( w contains only a’s and b’s 
and it is infinite}. 
4. Restricted-choice ccp and upward-closed observables 
To investigate the problem of the denotational characterization of infinite compu- 
tations, we start with a weaker notion of observables: the upward closure of 0. The 
significance of this notion relies on the “declarative flavour” of ccp: In the so-called 
declarative interpretation, a set of ccp declarations i regarded as a logical theory (see 
[3]): the parallel operator is interpreted as conjunction, the choice as disjunction, the 
hiding operator as existential quantifier, tell(c) as c, ask(c) -+ A as a form of impli- 
cation, and p(x) :- B as the logical equivalence of p(x) and B. A computation, for a 
given agent A and an initial store c, corresponds to an attempt of proving that A AC is a 
logical consequence of this theory. The final configuration of a computation represents 
the additional “hypothesis” which must be assumed in order to prove A A c. So, the 
logical interpretation of a computation 5 starting from (A, c) and ending in (B,d) is 
DnBr\d bAAc. 
In particular, for B = stop, we get D A d /= A A c. 
The vice versa in general does not hold: if we have 
D/Id kAAcc, (3) 
then it is not guaranteed that d is the result of a computation 5 for (A, c). One reason 
is that d could be stronger than the hypothesis necessary for the proof Hence, the 
most we can hope for is to find a computation g such that 
Result(S) E d , 
i.e. such that d is in the upward-closure of Result(S). The notion of upward-closed 
observables was introduced in logic programming and in constraint logic programming 
as the operational counterpart of the set of d’s which satisfy (3). It could be shown 
that also for restricted-choice ccp (see Definition 4.2) we have such characterization, 
modulo some adjustment for the interpretation of the choice. 
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Given a set C C_ Con, we denote by t C (upward closure of C) the set {d E Con ) 
there exists c E C s.t. c C d}. A set C is upward-closed if C = Q C. The set of the 
upward-closed subsets of Con will be denoted by PUC(Con). 
Definition 4.1 (Upward-closed observables). The mapping Out : Agents + Con + 
Puc(Con), which gives the upward-closed observables of A, in the initial store c, is 
defined as 
BUC(A)c = QO(A)c 
Analogously, we define Bylf(A)c = fiBi,f(A)c. For the finite observables we add also 
the value false, thus we define OK(A)c = QOh,(A)c U Cfalse}. 
The reason why we add the store false, in the finite case, is a bit technical and will 
be clarified later. Note that Bg(A)c # q Ofi,(A)c only in case O,,(A)c = 0. Thus, 
this definition corresponds to saying that a nonterminating computation is treated like 
a computation which brings to an inconsistent situation. 
In this section we show that, for a certain subset of ccp, this notion of observables has 
a very simple denotational model, based on Scott’s closure operators [30]. Afterwards 
we will discuss what are the difficulties in extending this model to the full ccp language. 
The subset of ccp we consider is obtained by restricting the guarded choice con- 
struct. Namely, we admit only choices which are guarded either by the same con- 
dition (local choice) or by conditions which are mutually exclusive (mutually ex- 
clusive choice), in the sense that the constraints which are asked are pairwise in- 
compatible. Agents which satisfy this requirement are conjkent, i.e. different schedul- 
ings on the execution order of parallel agents will bring to the same set of 
results [lo]. 
Definition 4.2. The restricted-choice ccp is the sublanguage of ccp in which every 
guarded choice construct cy=, ask(q) -+ Ai, both in the agents and in the body of 
declarations, atisfies either 
(i) Vi,jE[l,n]. ci = cj (local choice), or 
(ii) Vi,jE[l,n]. i # j * ci U cj = false (mutually exclusive choice). 
The denotational model we are going to describe is inspired by the semantical fiame- 
work introduced in [29] for deterministic cp, the sublanguage of ccp with guarded 
statements but no choice construct. This framework has been successively extended in 
[ 16,201 so to treat angelic ccp, where local choice is allowed. ’ In these two papers, 
however, there is an error related to the choice of the semantic domain: Their domain 
is not closed wrt set-intersection; hence the denotational interpretation of the parallel 
7 In [16,20] angelic ccp is not presented as local-choice ccp, since the operational semantics describes 
global choice instead. But, as the authors themselves point out, their operational semantics does not reflect 
the intended model, and from the denotational semantics and the correspondence with the observables it 
appears clear that the intended language amounts exactly to local-choice ccp. Note that the observables in 
[16,20] are defined differently, but it is possible to prove that they are equivalent to our notion PC. 
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operator, which is modelled as set-intersection, is not well defined. We come back to 
this point in Example 4.12. 
We use a different domain from the one chosen in [ 16,201, which does not present 
the above described problem. Actually, our construction would be still valid for S~TUC- 
turully confluent ccp ([lo]), a language which is operationally characterized by the 
property that every subagent is confluent, and which is therefore a superlanguage of 
restricted-choice ccp. We have chosen for the latter, in this paper, because it has a 
clear syntactical characterization. 
Note that our language is, from a syntactical point of view, a superlanguage of
angelic ccp, in that it includes also the mutually exclusive choice. From a semantical 
point of view, however, restricted-choice ccp and angelic ccp are equivalent. In fact, 
a mutually exclusive choice of the form (ask(q) --+ Al) +. . . + (ask(c,) -+ A,) could 
be equivalently replaced by (ask(q) ---t Al) (1 . . . 1) (ask(c,) -+ A,). 
To get the drift on the construction of the denotational semantics, consider a ccp 
agent A as a function fA which transforms ets of initial stores into (the upward closure 
of) sets of final stores, corresponding to maximal computations. It can be shown that, 
for C, C’, Ci E .Y”“( Con), f A satisfies the following properties. 
Extensivity. C _> fA(C). Due to the preservation of the store during a computation 
(see Section 3.1). 
Monotonicity. C 2 C’ + fA(C) 2 fA(C’). Due to the the pointwise definition of 
f A. 
Zdempotency. fA(fA(C)) = f~(c). Due to restartability (see Section 3.1). 
Linearity. f A( ui Ci) = Ui fA(Ci). Again due to the pointwise definition of f A. 
Actually, monotonicity is here a consequence of linearity, but we have stated it 
explicitly for the sake of the presentation. Extensivity, monotonicity and idempotency 
characterize fa as a closure operator [30] on the complete lattice (S(Con), 2). The 
nice feature of such an operator is that it can be expressed in terms of the set of its 
fixponts TA = {C ) fA(C) = C}; in fact, from these three properties it follows that 
fA(C) = u{C’ 1 c > c’ and C’c&}. 
Furthermore, linearity allows us to take into account only the singleton fixpoints, 
namely those sets C of the form fi c, for c E Con. Note now that fi c is a fixpoint 
of fA iff there is at least a computation 5E Comp(A, c) such that c = Result(t). A 
constraint c which satisfies this property is a quiescent point of A, in the sense that 
the activity going on in 5 will not affect the store, thus it will not be sensed by any 
external observer (which can only look at the evolution of the store). 
The basic idea of the denotational semantics is to associate with every agent the 
set of its quiescent points. In general (for full ccp), it is not possible to describe 
compositionally the quiescent points, but we will show that it is possible for restricted- 
choice ccp. Let [.Jj : Agents + P(Con) denote such an association. Then E.1 has 
to satisfy the equations illustrated in Table 2, where, for C C Con, ?? indicates the 
set Con \ C (the complement of C), and !&C indicates the set c E Con 1 there exists 
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Table 2 
Equations for the denotational semantics for restricted-choice ccp 
(El) [stop] = Con 
WI [tell(c)] = $ c 
(E3) [CL ask(s) 4 Ai] = n;=, fi u IJ:=,(hci n Ml) 
(E4) ItA II BD = IM n lPn 
(Es) ha = 3wn 
035) uan = ivyi where p(y) :-A is the declaration of p in D 
d E C s.t. 3,~ = Z&d}. This set can be also expressed as 3;‘3,C, where 3,C = { 3,~ ( 
CEC} and 3;‘D = {c 1 there exists d ED s.t. 3,~ = d}. 
The formal justification of Eqs. (El)-(E6) is implicit in the proof of correspondence 
with the observables (see Sections 4.1 and 4.2). However, it should not be difficult 
to grasp the intuition behind them. Every constraint is a quiescent point for stop. The 
agent tell(c) always adds c to the stores, therefore d is a quiescent point for tell(c) iff 
c 5 d. Concerning the agent [Cy=, ask(s) + Ai], its quiescent points are all those 
stores d for which the agent suspends immediately, i.e. d E ny=, G, plus those stores 
d which activate a branch iE [l, n], i.e. ci 5 d, and which are quiescent points for Ai, 
i.e. d E [Ail. For the parallel operator we have that d is a quiescent point of A I/ B iff it 
is a quiescent point of both A and B. The last equation, which concerns the procedure 
call, is obvious. 
The most difficult case is Eq. (E5). If c is a quiescent point of $A, then (A,3,c) 
has a computation which brings to a quiescent point d, that is, from the external point 
of view, the same as c: 3,~ = 3,d. Vice versa, assume that d is a resting point of A 
via a computation 5, and that 3,d = 3,~. Since choices are either local or mutually 
exclusive, there is computation 5’ starting with (A, 3,d) which makes, as far as possible, 
the same choices of <, and rests otherwise. Therefore, 5’ brings to a result c’ for which 
3,d LJ c’ C d. It follows that c is a fixpoint for &A. Note that this is the only case 
in which we use the fact that A is a restricted-choice ccp agent. Example 4.36 in 
Section 4.3 shows that this hypothesis is really necessary. All the other equations hold 
also for the quiescent points of full ccp. 
It is interesting to note that the equation of the choice construct can be derived from 
the semantic equations of angelic ccp as described in [16] by transforming the mutually 
exclusive choices into parallel processes as described before. 
The equations in Table 2 fix the interpretation of all the operators which can occur 
in an agent, but do not identify an unique [.JJ. This is a well- known phenomenon due 
to recursion. For instance, if we have a declaration of the form 
P(X) :- P(X) 9 
then for every set C the interpretation [p(x)] = C satisfies the equations. Which 
interpretation “reflects better” the operational semantics depends on what observables 
we want to model. For the finite observables, the denotation of p(x) should be {false}, 
because there are no finite computations starting from p(x). For infinite computations, 
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the denotation should be Con(= fi true) because very store is a quiescent point. This 
inspires the following definition. 
Definition 4.3. Consider the set B&Con) of the subsets of Con which contain false, 
with the ordering C, and consider the natural extension of this ordering on 
Agents ---f S,f( Con). Define 9sn, 9 : Agents -+ S,f( Con) as the least and the greatest 
functions, respectively, which satisfy the equations in Table 2. 
In order to prove that this is a good definition, i.e. that the least and the greatest mnc- 
tions satisfying the equations actually exist, we associate with the set of declarations D
a mapping on interpretations which is monotonic, and whose fixpoints are all the inter- 
pretations which satisfy the equations. The formal justification of Definition 4.3 follows 
then by the theorem of Knaster-Tarski. Let us first fix the notion of interpretation. 
Definition 4.4. An interpretation is any function I : Agents + P,.,f(Con). 
We denote by 9 the set of all interpretations, and (with slight abuse of notation) 
by E the ordering on 9, and by U and n the lub and the glb, respectively. 
Definition 4.5. The mapping F : 9 + 9, associated with the set of declarations 1 
defined as follows: 
1. F(I)(stop) = Con, 
2. F(I)(tell(c)) = fit, 
3. F(I) (Cy=, ask(q) + Ai) = ny=, G U U:=,(fici n F(I)(Ai)), 
4. F(O(A II B) = F(I)(A) f-l F(I)(B), 
5. F(O(%A) = SF(I)(A), 
6. FV)(&)) = I(+0 where p(u) :- A is the declaration of p in D. 
3. is 
We have the following characterization of the solutions of Eqs. (El)-(E6). 
Proposition 4.6. Let I be an interpretation. Then I is a solution of Eqs. (El)-(E6) 
$7 I is a jixpoint of F. 
Proof. For the procedure call we have: I(p(x)) = I(d’+) iff I(p(x)) = F(I)(p(x)). 
The rest of the proof follows by an easy structural induction. Let us analyze the parallel 
operator; the other cases are similar. 
z(A 1) B) = z(A) n z(B) 
ti {structural induction} 
I@ II B) = F(I)(A) n F(I)(B) 
H {Definition 4.5) 
I(A II 4 = WW II W. 0 
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It is easy to see that F is monotonic, hence by the theorem of Knaster-Tarski, we 
can rephrase Definition 4.3 as follows. 
Remark 4.7. Let [Y -+ 91 denote the set of monotonic functions from 9 to 9, and 
lfp, tip : [9 -+ 91 + 9 denote the least fixpoint and the greatest fixpoint operators, 
respectively. Then 
(i) Sn = lfp(F), 
(ii) 9 = tip(F). 
In the next sections we show the correspondence b tween 6&,, and Los,, and between 
9 and 0. It will be useful to introduce the following notations. 
Definition 4.8. Let Z_L be the least interpretation, i.e. the interpretation which maps 
every agent into {false}. Define the bottom-up iterations of F as 
(i) FfO = II, 
(ii) FTn + 1 = F(FTn), 
(iii) Ffo = U,Fln. 
Definition 4.9. Let ZT be the greatest interpretation, i.e. the interpretation which maps 
every agent into Con. Define the top-down iterations of F as 
(i) FIO =ZT, 
(ii) F.ln + 1 = F(FIn), 
(iii) Flo = n,FJn. 
From the monotonicity of F, it follows that 
Remark 4.10. Fro 2 Ifp(F) and gfp(F) C F 1 w. 
Usually, the correspondence of Ifp(F) and &p(F) with the operational semantics is 
shown via their equality with F T w and F I o, respectively. These equalities are usually 
proved by exploiting the (upward and downward) continuity of an operator F. In our 
case, it is possible to prove that F is upward continuous, i.e. that for every increasing 
chain {Zi}i n 3, F(U, Zi) = lJi F(Zi) holds. Unfortunately, the other property does not 
hold: F is not downward continuous. 
Example 4.11. Consider a Herbrand constraint system, where we assume that 3,$&e = 
false, and consider the declaration 
p(x) :- $@Wx = f(v)) II P(Y)). 
Let {Zi}i be the decreasing chain of interpretations defined as Zi(p(x)) = {x = fk(a)l 
k ~i}u{fulse} for every variable x. We show that F(niZi)(&p(x)) # n,F(Zi)(&p(x)). 
Observe that (n, Zi)(p(x)) = {false}, h ence F(ni Zi)(p(x)) = Cfalse}. Therefore, we 
have F(niZi)(3Xp(x))=3XF(niZi)(p(x)) = Cfalse}. On the other hand, trueE$F(Zi) 
(p(x))= F(Zi)( 3xp(X)) for every i, therefore true E ni F(li)( &p(x)). 
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To overcome this problem, Jagadeeshan et al. [16] suggest o restrict to interpre- 
tations which map agents into Scott-compact sets. A set CC Con is Scott-compact 
iff for every set DC Cone, which is a covering for C, i.e. C & fi D, there exists a 
finite subset D’ of D such that C C fi D’. Note that this condition would rule out the 
interpretations of previous example. 
Unfortunately, if we do not add some other property, like, for instance, upward- 
closure, Scott-compactness in itself is not preserved by set intersection, as the following 
example shows. Therefore, the operator F would be not well defined on this class of in- 
terpretations (it uses set-intersection for the parallel operator). Note that interpretations 
are in general nonupward-closed because of the guarded statement. 
Example 4.12. Let Con = {true, a,x = 0,x = 1,. . . ,x = n, . . . &a/se} with the ordering 
trueLaLx=O,x= l,...,x=n , . . . , C false. Consider the sets C = { true,x = 0,x = 
1 ,..,, x = n ,..., false} and D = {a,x = 0,x = I,..., x = n ,..., false}. Then both C and 
D are Scott-compact, but their intersection C fl D = {x = 0,x = 1,. . . ,x = II,. . . ,false} 
is not. 
In order to prove the correspondence between the denotational and the operational 
semantics, we follow therefore a different strategy, which essentially consists of ex- 
ploiting directly the finitely branching property of the operational semantics. As a 
consequence of this correspondence it will turn out that the equalities Ifp(F) = F 1 o 
and tip(F) = F J o actually hold. 
The next section is about the correspondence b tween 9fi,, and the finite observables. 
It has been included for completeness and because it shows a nice symmetry with the 
finite + infinite case. 
4.1. Correspondence between the observables and the denotational semantics: 
jnite case 
To show the correspondence b tween 9s,, and the finite observable& it is convenient 
to introduce the notion ofjinite quiescent points, or resting points, of an agent A. Those 
are the stores on which the activity of A arrests, either because it suspends (deadlocks) 
or because it terminates, i.e. it has no more actions to execute. Moreover, we add false 
as a special case because false is by default in the finite observables. We will show 
that the resting points actually coincide with Bbn, and that from them we can retrieve 
the finite observables. 
Definition 4.13. The jinite quiescent points (also called resting points) of an agent A 
are the set 
Quiefi,(A) = {cE Con 1 c~Ofin(A)c} U {false}. 
The function Quiefi, has type Agents -+ S,f(Con), hence it is an interpretation. We 
will show that Quie,, actually coincides with Ifp(F). 
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The next lemma states a property of restricted-choice ccp agents which is fimda- 
mental both for the equality between Quie, and Ifp(F) and for the correspondence 
between Quie,, and the observables. Essentially it says that, in restricted-choice ccp, 
by starting with an input d it is always possible to approximate the results of com- 
putations which start with inputs bigger than d. Note that this is not the case for full 
ccp, because a smaller input can force the activation of a branch which brings to a 
greater or incomparable result (see Example 4.15). 
Lemma 4.14. Let A be a restricted-choice ccp agent, let c E Con, < E Comp,,(A, c), 
and assume Result(r) # false. Consider d E Con such that d 5 c. Then there exists 
5’ E Comp,,(A, d) such that Result( 5’) C Result( r ). 
Proof. Basically, the lemma follows from the following simple observation. Let c # 
false, d G c, and <‘& ask(q) -+ Ai,c) -+ (Ai,c). Then, either there exists a transition 
(EH, ask(q) -+ Ai,d) -+ (Ai,d)y or (CK, ask(s) -+ Ai,d) j+, because if ci g d then 
cj g d for every j, since the guards are either local or mutually exclusive, and d & 
c #false. 
In order to generalize the above observation to a computation t E Comp,,(A, c), with 
Result(S) # false, we consider a computation 5” E Compfi,(A,c) which is obtained 
from 5 by changing the order of activation of the parallel agents, in such a way that 
at each step the active agent is (a) enabled to make the same step (in particular, in 
case of a choice construct, to take the same choice) as it does when it is active in 
g, and (b) in order to be enabled for this step it requires a minimal store among the 
agents which satisfy (a). It is easy to see that Result({“) = Result(t). Note also that 
each intermediate store of Y” is different from false, since it is smaller or equal to 
Result( 5). 
By a straightforward induction on the length of the computation t”, a computation 
5’~ Comp,(A,d), can be constructed which mimics a prefix of e”, in the sense that: 
the length n of 5’ is smaller or equal to the length of r”, and, for each i E [0, n], if 
I yi + yi+i and y[I + y[:, are the ith steps of 5’ and [“, respectively, then 7; and 
y[I have the same agent, the active agent is the same in both transitions, and, if 
a choice construct is involved, then the selected branch is the same. Furthermore, 
the store e’ in yi is smaller or equal to the store e” in #. 
Hence, we conclude that, either 5’ goes for all the length of t”, or it arrests before 
that, but in any case the final store is smaller or equal. 0 
The previous lemma does not hold for full ccp. The following is a counterexample. 
Example 4.15. Let c, d E Con with d L c #false. Consider the ccp agent 
A = ask(c) -+ tell(c) 
+ 
ask(d) -+ tell(false). 
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Then (A, c) has a computation with final store c, whereas (A,d) has only one compu- 
tation with final store false. 
The reason why in Lemma 4.14 we have to exclude the case Result(~) = false is 
that the choices which lead to finite computations might be not enabled by a certain 
store, whereas they are of course enabled by false. Note that false is the only constraint 
for which the mutual-exclusion condition does not avoid the enabledness of more than 
one branch. This is no problem when infinite computations are considered too, but, if 
we consider only finite ones, then we have the following counterexample. 
Example 4.16. Let c, d E Con with d u c = false and consider the restricted-choice ccp 
definitions: 
p(x) :- ask(c) + tell(c) 
+ 
ask(d) ---f q(x) 
4(x) :- 4(x). 
Then (p(x),false) has a computation with final store false, whereas (p(x), d) has no 
finite computations. 
Next we show that Quie,, is F-closed, i.e. F(Quies,) C Quie,,. For this result we 
need to make an assumption on the kind of constraint system we are dealing with. 
Namely, we assume that 3false = false. This property is rather reasonable, and is 
satisfied by most constraint systems used in practice. 
Proposition 4.17. For every restricted-choice ccp agent A, F(Quies,)(A) G Quiefi,(A). 
Proof. By structural induction on A. 
l A=stop. Obvious. 
l A=tell(c). Obvious. 
l A=C~=,HS~(C~) --f Aj. Assume c~F(Quie~,)(A). Then either CE ny=, -fi_s or there 
exists iE[l,n] such that c~fiqnF(Quie,,)(Ai), i.e. ci C c and c~F(Quie~,)(Ai). In 
the first case, (A,c) deadlocks and therefore c is a resting point. In the second case, 
we have a transition (A,c) --f (Ai, c). By the inductive hypothesis, c E Quieh,(Ai). 
Therefore CE Quiefi,(,4). 
l A= Al 11 AZ. Assume c~F(Quie~,)(A). Then c~F(Quie~,)(A1) and c~F(Quie~,) 
(AZ). By the inductive hypothesis, CE Quiefi,(Al) and CE Quiefi,(A2). By executing 
first (A I, c) until it arrests, and then (AZ, c), we obtain a computation for (A, c) which 
has c as a resting point. 
A= 3,B. This is the only case in which we need the restricted-choice hypothesis. 
Let cEF( Quies,)(3,B). Then there exists d EF( Quiefi,)(B) such that 3,~ = 3,d. If 
d = false then 3,c = &false = false, hence c = false and we are done. Otherwise, 
observe that by the inductive hypothesis d E Quiefi,(B). So there exists a computation 
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(44 -+* (B’,d) ft. Since 3,~ L d we can apply Lemma 4.14: There exists a 
computation (B, 3,~) --+* (B”,&c U d’) j+, for some B” and d’ with d’ E d. It 
follows that (&B,c) -+* (3,d’ B", c u 3,d’) +. Finally we observe that, since d’ & d, 
we have 3,d’ L 3,d = 3,~ C c (by axioms (Al) and (A2) of cylindric constraint 
systems), and so c LI 3,d’ = c. 
l A= p(x). Assume c 6F(Quiefi,,)(p(x)). Then c E Quie6,(dX,B), where p(v) :- B is 
the declaration for p in D, hence CE Quies,( p(x)). 0 
The Theorem of Knaster-Tarski ensures that the least fixpoint of F coincides with 
the least F-closed interpretation, i.e. VP(F)(A) = min{l 1 F(I) G I}. Hence from Propo- 
sition 4.17 we have: 
Corollary 4.18. For every restricted-choice ccp agent A, Ifp(F)(A) G 
Qu%dA >. 
We show now the other inclusion, which actually holds for full ccp. 
Proposition 4.19. For every ccp agent A, Quiefi,(A) c F r o(A). 
Proof. Assume c E Quiefi,(A). Let 5 be a derivation 
Yo + Yl --+ . . . yi f, 
with i 20, such that ye = (A,c) and yi = (B,c) for some B. We proceed by simultanous 
induction on i, the length of the computation, and on the structure of A. 
l A=stop. Immediate since c E F t l(A). 
l A=tell(c). Immediate since CEF j’ l(A). 
l A=Cy=, ask(s)+ Ai. If (A, c) deadlocks then c E fly=, hs and therefore c E F 7 
l(A). Otherwise, there exists i E [l, n] such that ci & c, (A,c) -+ (Ai, c) is the first 
step of 5, and c E Quiec”(Ai). By the (structural) inductive hypothesis, there exists 
n such that CEF 1‘ n(Ai), and therefore CEF In(A). 
l A= Al )I AZ. Since cE Quie6,(Al 11 AZ), there is a computation for (A, /I A2,c) in 
which Al and A2 do some steps, without changing the store, and then they both 
get stuck. Hence both c E Quiefi,(Al) and c E Quiefi,(A2) hold. By the (structural) 
inductive hypothesis, there exist nl, n2 such that c E F t nl(A1) and c E F t nz(A2). 
Since {F T i}i is an increasing chain, we have CE F t n(Al ) and CE F r n(Az), where 
II = max{q,n2}. Therefore, CEFT~(AIIIA~). 
l A=3,B. Since c E Quiefi,(3,B), there exists a computation (B, 3,~) -+* (B’, 3,~ U 
d) f+, for some d such that 3,d L c. Hence 3,~ U d E Quiefi,(B). By the (structural) 
inductive hypothesis, there exist n such that 3,c U d E F t n(B). Finally, observe that 
3&c U d) = 3,~ U 3,d = 3,(c L! 3,d) = 3,~. 
l A= p(x). Let 4’ be the postfix of r starting from yl. Then 5’ E Comp(AX,B, c)
where p(x) :- B is the declaration for p in D. We have that c = Result(S’), hence 
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CE Qu&,(d;B). Furthermore, the length of 5’ is i- 1, so by the inductive hypothesis 
there exists n such that c~Ftn(dX,B). Therefore c~Frn + l(A). 0 
Finally, by Corollary 4.18, Proposition 4.19 and Remark 4.10 it follows: 
Theorem 4.20. For every restricted-choice ccp agent A, Quiefi,(A) = $&,,(A). 
We show now that 0% can be retrieved from Quiefi,. 
Proposition 4.21. (i) For every ccp agent A, for every d E Con, we have O&(A)d c 
fi(fid n QWdA)). 
(ii) For every restricted-choice ccp agent A, for every d E Con, we have 
h(h d n QuiqdA)) E O$AV. 0 
Proof. (i) If d’ E Og(A)d then either d’ = false, and in this case we are done, or 
there exists d” E &,(A)d such that d 5 d” C d’. In this latter case we have d” E fid 
and d”E Quiefi,,(A). Therefore d’Efi(fid n QuiefiD(A)). 
(ii) Let cE $(fidfl Quiefi,(A)). If c = false then we are done. Otherwise there exists 
c’ #false such that c’ _C c and c’ ~fid n Quiefi,(A). By Lemma 4.14, there exists d’ E 
Oc,(A)d such that d’ C c’. Therefore c’EO$C,(A)d, hence, a fortiori, cEOK(A)d. 0 
From Proposition 4.21 it follows that for every restricted-choice ccp agent A, for 
every d E Con, LOK(A)d = fi (fi d n Quiefi,(A)) holds. Therefore, from Theorem 4.20 
we obtain that OK can be retrieved from G&,. 
Theorem 4.22. For every restricted-choice ccp agent A, Loii(A)c = $(ll_c n L&,(A)). 
Observe that also 5&, can be retrieved from OK, in fact for each ccp agent A, 
S&(A) = Quie6,(A) = {CE Con 1 CE OK(A)c}. Therefore 9s” and 0% are equivalent. 
Note that the mutually exclusive choice is the only case in which the assumption 
Result(r) # f 1 a se of Lemma 4.14 is used. This means that for local-choice ccp we 
could consider the more refined definition cOz”,(A)c = fi &,(A)c, we could allow in- 
terpretations not containing false, and avoid to force false into Quiefi,. Furthermore, 
we would not need the assumption &false = false. The proof of the correspondence 
would remain the same, with the difference that the bottom-up iterations of F would 
start from the empty interpretation, and that the result OK(A)c = fi (fi c n 9cn(A)) 
would be more significant, since the observables would contain more information. 
4.2. Correspondence between the observables and the denotational semantics. 
finite + infinite case 
We consider now the correspondence between $3 and all the observables, including 
the infinite ones. It is convenient to extend the notion of quiescent points to the infinite 
case. From the point of view of an external observer, who can see the changes of the 
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store, but not the internal activity of the agent, a store reached at a certain point of 
a (finite or infinite) computation is quiescent iff it will not be modified by the rest of 
the computation. Thus, we give the following definition. 
Definition 4.23. The interpretation Quie : Agents + .Y’,f(Con), which gives the qui- 
escent points of an agent A, is defined as 
Quie(A) = {c~Con ) CEO(A)C}. 
Observe that we do not need to add the value false like in the finite case: false is 
always included, by definition of 0. 
We will show that Quie coincides with &p(F). We start with proving that Quie 
enjoys the reverse property of Proposition 4.17. Note that the fairness assumption and 
Axiom (A5) play a fundamental role here. 
Proposition 4.24. For every ccp agent A, Quie(A) G F(Quie)(A). 
Proof. By an easy structural induction on A. We discuss only the parallel composition 
and the hiding operator; the other cases are analogous. 
l A= At I( AZ, Let c E Quie(A1 11 AZ). By the fairness assumption it follows that 
c E Quie(A1) and that c E Quie(Az). By the induction hypothesis we then have 
c E F(Quie)(Al) and c E F(Quie)(Az). Thus, by definition of F we conclude that 
cEF(Quie)(A). 
l A= 3,B. Let c E Quie(&B), and let 5 be the corresponding computation. Consider 
the corresponding computation 5’ for (B, gXc), and let 3&d = Result(l’)E Quie(B). 
By structural induction, 3,c u d E F( Quie)(B) holds. We prove now the equality 
3,(3,c u d) = 3,c, (4) 
which allows us to conclude c~F(Quie)(A). Equality (4) is obvious if 5 (am.4 thus 
t’) is finite. If 5 (and thus <‘) is infinite then 3,~ U d = ui(3,c U di ), where 3,~ U di 
is the store at the ith step of r’. By Axiom (A5) (of cylindric constraint systems) we 
have that 3, Q(3,cUdi) = ui 3x(&cUdi) = Ui(‘,cU’,di) = Ui %(cU%fi) = 3,~ 
(note that c U 3,di is the ith store of <, which is c by assumption). q 
The Theorem of Knaster-Tarski ensures that tip(F)(A) = max{Z ( I C F(Z)}. Hence 
from Proposition 4.24 we have: 
Corollary 4.25. For every ccp agent A, Quie(A) & tip(F)(A). 
We show now that, for restricted-choice ccp, also the other inclusion holds. We 
proceed by proving that F 1 w(A) G Quie(A). To this end we define the nth syn- 
tacticalapproximation f A, denoted by A”. The idea is that in the nth level of the 
approximationeach procedure call is replaced by the syntactical approximation of its 
62 ES. de Boer et al. I Theoretical Computer Science 151 (1995) 37-78 
body at the previous level. The base case is represented by stop, which here might 
correspond to an unfinished computation. 
Definition 4.26. Given the set of declarations D = {pi : -Bl, . . . , ok : -Bk}, 
we define A” as follows: 
A0 = stop, 
A ‘+l = A[B;/pl,...,B;/pkl, 
where [Bi’/pl, . . . , Bi/pk] denotes the operation of replacing a call pi(x) by the agent 
ask(true) --) AZB? 
In the previous’ definition the silent step ask(true) is added, when replacing a proce- 
dure call by its body, in order to have an exact correspondence with the operational rule. 
Note that A” is a finite agent, in the sense that it will not give rise to infinite com- 
putations. The nice property of these agents A” is that their quiescent points exactly 
correspond to the downward iterations of F applied to A. 
Proposition 4.2’7. For any restricted-choice ccp agent A we have F 1 n(A) = Quie(A”). 
Proof. The proof proceeds by induction on n and on the structure of A. We use the 
following observation: since A” is finite, Quie(A”) = Quie6,(A”) holds. Thus, by the 
results of previous section, we derive 
F( Quie)(A”) = Quie(A”). (5) 
We illustrate the base and the cases of the procedure call and of the hiding operator. 
The proof for the other operators is similar to the latter. 
l A=stop. Immediate from the observation that stop” = stop, for every n. 
l A= 3,B. 
FLCW 
= {definition of F} 
33’I n(B) 
= {structural induction} 
EEL Quie(B”) 
= {by (5)) 
3,F( Quie)(B”) 
= {definition of F} F(Quie)@O’% {by (5)) 
QW%W>) 
EL {since 3,(B”) = (Z&B)“} 
Quie((&B)“). 
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Table 3 
Maximal Darallelism 
cM1j (ic) - (A’,c’) (Kc) ---f (B’,d’) 
III I 
64P,c)~(~llB~c ud) 
l A=p(x). For n = 0 we have F lO(p(x)) = Con = Quie(stop) = Q~ie(p(x)~). For 
the other cases we reason as follows: 
FLn + l(&)) 
= {assuming that p(y) :- B is the declaration for p in D} 
FL n($B) 
= {induction hypothesis on n} 
Quie((d;B)“) 
Quie(ask(true) + (d*,B)“) 
= {Definition 4.26) 
Quie( p(x)“+’ ). c! 
Thanks to the above proposition, it is now sufficient o show that n,, Quie(A”) C 
Quie(A). A proof of this kind of property usually exploits the finitely branching 
structure of the computation tree of an agent. Unfortunately, the fair computations 
generated by a certain configuration cannot be ordered into a finitely branching tree. 
Note that the tree generated by the transition system is finitely branching but in general 
it contains also unfair infinite paths. 
In order to circumvent this problem, we introduce a new operational semantics based 
on maximal parallelism, which allows processes to proceed simultaneously, and which 
obliges processes to proceed as soon as they are enabled. The advantage of this se- 
mantics is that the corresponding computation tree contains only branches relative to 
fair computations. Note that the branching structure of a computation tree here comes 
only from the choice operator. 
Definition 4.28. The maximal-parallelism semantics of ccp is given by the transition 
system Y&, which is obtained by replacing Rule (R4) of Table 1 by Rules (Ml) and 
(M2) of Table 3. 
We will indicate by Comp,,(A,c) the computations generated by the maximal- 
parallelism semantics tarting from (4,~). Moreover, we will use Quie,&4) to denote 
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the quiescent points of A. Formally, 
Quie,JA) = {Result([) 1 5E Comp,,(A,c)}. 
It is easy to see that Quie,(A) C Quie(A). Furthermore, for restricted-choice ccp 
agents we can prove also the inverse inclusion. 
Proposition 4.29. For any restricted-choice ccp agent A we have &e(A) = 
Quk,, CA ). 
Proof. The inclusion Quie,,(A) & Quie(A) is immediate and actually holds for all 
ccp agents. The other inclusion basically follows from the simple observation that, 
when a mutually exclusive choice is enabled in a store, then in all smaller 
stores it gives rise to exactly the same transition, unless it is stuck. This observation 
allows us to reorder a Y-computation in such a way that it can be partitioned 
into blocks of consecutive transitions coming from the activation of the agents 
enabled in the initial configuration of the block. Such a Y-computation 
can be directly transformed into an equivalent (i.e. giving the same result) 9&,- 
computation. q 
By the above proposition it is now sufficient o show that n, Quie,(A”) 2 Quie,(A). 
As discussed before, in order to prove this inclusion it is convenient o reason about 
the structure of the computation tree. 
Definition 4.30. A computation tree based on a transition system for a configuration 
y, is a tree in which 
(i) the root is y, and 
(ii) for each node y’, for each transition y’ + y”, y” is a son of y’. 
Note that the computation tree generated by 9&, is finitely branching, because ach 
node contains a finite number of agents, and each choice construct contains a finite 
number of alternatives. 
We will denote by Tree,,,,(A,c) the computation tree generated by Z&, starting with 
(A, c). Furthermore, we will denote by ( Tree&A, c) In the maximal tree-prefix in which 
at most n nestedprocedure calls are activated. It is easy to see thatl; =( Tree,,,,(A,c) I,, 
is isomorphic to TZ = Tree,,(A”,c), where the isomorphism on the nodes satisfies the 
following: 
Each node (B,, d) in T, corresponds to a node (Bz, d) such that B2 is obtained 
from BI by replacing each procedure call p(x) in B1 by ask(true) --t AXBnWk, 
where p(y) :- B is the declaration for p, and k is the number of proceduri calls 
which have generated p(x). 
We can now prove that n, Quie,(A”) C Quie,(A). 
Proposition 4.31. For any ccp agent A we have n, Quie,JA”) C Quie,(A). 
F.S. de Boer et al. I Theoretical Computer Science I51 (1995) 37-78 65 
Proof. Let CE~, Quie,(A”). Consider the following two possibilities. 
1. There are infinitely many nodes in Tree,,(A,c) with store c. In this case, by the 
Konig lemma there exists an infinite branch with all nodes having store c. Therefore, 
the result of this branch is c, hence c is a quiescent point of A. 
2. There are finitely many nodes Tree,,(A,c) with store c. We show that in this 
case there exists at least one leaf node with store c, and therefore c is a resting point of 
A. Suppose it is not true: then there exists a k such that all nodes with store c occur in 
1 Tree,(A, c) jk. This means that 1 Tree,(A, c) (k+l does not contain any leaf-node with 
store c. But then, due to the above discussed correspondence between Tree,JA”,c) 
and 1 Tree,JA, c) In, also Tree,,(Ak+‘, c) does not contain any leaf-node with store c, 
hence c q?Quie,,(Ak+‘, c). 0 
The following corollary summarizes the result obtained by Propositions 4.27, 4.29 
and 4.31. 
Corollary 4.32. For every restricted-choice ccp agent A, we have F J. o(A) G 
Quie(A). 
Finally, by Corollaries 4.25, 4.32 and Remark 4.10 it follows: 
Theorem 4.33. For every restricted-choice ccp agent A, Quie(A) = tip(F)(A). 
We show now that 0” can be retrieved from Quie. The following proposition is the 
analogous of Proposition 4.21; the proof is similar. 
Proposition 4.34. (i) For every ccp agent A, for every d E Con, we have OUC(A)d 2 
Mhd n QuW4). 
(ii) For every restricted-choice ccp agent A, for every d E Con, we have h (9 
d n Quie(A)) & OUC(A)d. 
Finally the next theorem, which follows immediately from the above proposition and 
from Theorem 4.33, states that one can retrieve Out from 9. 
Theorem 4.35. For every restricted-choice ccp agent A, Ouc(A)c = $(hc n g(A)). 
As in the finite case, we observe that obviously we can also retrieve 9 from OUc; 
i.e. Out and 9 give the same information. 
4.3. Problems in extending the model to full ccp 
There are two main reasons why the the model 9 does not work for full ccp. One 
is that the quiescent points cannot be modeled compositionally. 
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Example 4.36. Consider the two ccp agents 
Ai = ask(x = a) + teM(y = a) 
+ 
ask(true) + tell(false), 
A2 = tell(x = a I- y = a). 
Then Al and A2 have the same quiescent points (X = a LI y = a and all the bigger 
constraints), but x = a LJ y = a is a quiescient point for &A2 and not for 3,Ai. 
The other reason is that O”‘(A) cannot be retrieved from @&(A). In the above 
example, in fact, CJuc(A1 )true = {@se} whereas 0UC(A2)true = fi (x = a LI y = a). 
4.4. Problems in refining the model so to retrieve the exact set of results 
If we restrict to deterministic ccp [29], namely the sublanguage of ccp where in- 
stead of the choice construct C%i ask(q) --+ Ai we can have only a synchronization 
statement of the form c + A, then the model GB allows us to retrieve 0. In fact, in 
this language a computation starting from (A,c) can produce only one result: the least 
quiescent point of A which lies over c. 
However, as soon as we consider a nondeterministic language, there are two main 
problems which come into the scene, which we could classify as follows: 
1. Combination of nondeterminism and synchronization, 
2. Combination of nondeterminism and infinite behavior. 
About the first problem, the point is that we cannot distinguish whether two qui- 
escient points come from different computation branches or rather they represent dif- 
ferent suspension points in the same branch. 
Example 4.37. Let c C d and consider the two agents 
A1 = ask( true) --) tell(fr-ue) 
+ 
ask(true) + tell(d), 
A2 = ask(c) --) tell(d). 
Then Ai and AZ have the same quiescent points (true and d), but O(Al )true = 
{true,d}, whereas O(Az)true = (true>. 
To solve this problem one has to encode the necessary information about the branch- 
ing structure and about synchronization. 
For restricted-choice ccp a solution has been proposed in [l 11. The idea is to consider 
the denotation of a process as set of sets of quiescient points. Intuitively, the inner set 
represents the activity of the process along one branch. Note that the branching structure 
is very poor: we do not see where are the choice points but only how many possible 
different branches are there. 
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For full ccp there have been two independent proposals, both shown fully abstract 
wrt Los,. 8 One approach [7] is based on reactive sequences, i.e. sequences which en- 
code possible behaviours of the agent in terms of assumptions-reactions  the store. 
The other approach [29] is based on bounded traces operators, which are particu- 
lar closure operators. Intuitively, bounded trace operators are possible linearizations 
of the activity of a process, not only with respect to the control structure, but also 
with respect to the data structure. In other words, they are relative to a particu- 
lar path along the constraint system. These two approaches are of course equiva- 
lent because they are both fully abstract; for the exact correspondence between them 
see [7]. 
Both the above-mentioned approaches do not capture the infinite observables. How- 
ever there is in literature a standard solution to extend domains based on traces (or on 
analogous tructures) so to make it possible to capture the infinite behavior. This is 
the well-known metric approach [2]. The basic idea is to define the operators in such 
a way that every action of the agent, including the recursive call, makes its presence 
visible by augmenting the traces. In this way the activity of a process corresponds 
semantically to a contraction, which always has a fixpoint. 
The problem of this approach is that in general it is not fully abstract. Recently, 
Ref. [23] has shown that a fully abstract model for ccp can be obtained by using cat- 
egorical techniques. More specifically, Ref. [23] applies the Lehmann’s powerdomain 
construction [ 171 over the basic domain of reactive sequences. 
Concerning the second problem (combination of nondeterminism and infinite behav- 
ior), the point is that it is difficult to find the appropriate domain structure in which to 
define an operator characterizing the limits of infinite computations, unless we encode 
also the history of the computation as it is done in [23]. 
In the work of [23] however it is not clear whether the (reactive) sequences are 
necessary only to deal with synchronization or they play a role also wrt the infinite 
behavior. In the next section we investigate what are the possibilities of capturing both 
nondeterminism and infinite limit results by using very abstract domains, like the one 
described in previous sections, which encode only observable changes. 
To this purpose we abstract from the problem of synchronization and consider the 
sublanguage of ccp which has no suspension mechanism: the language of constraint 
logic programming. 
5. Infinite computations in constraint logic programming 
In this section we investigate the problem of characterizing the infinite behaviors 
of a sublanguage of ccp obtained by restricting the choice construct o the following 
form: CF=, ask(true) -+ Ai. So we allow only local choice. The resulting language 
* The notion of observables was actually a bit different from Ofi,, but the difference is unessential here. 
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Table 4 
Local choice 
(Al +A234 - (J&c) iE{1,2} 
corresponds to the language of “constraint logic programming” [14]. Alternatively, we 
can describe clp via the following grammar: 
Declarations D ::= E 1 p(x) :-A ) D,D 
Agents A ::= tell(c) 1 A + B / AllA 1 3,A ( p(x) 
The local choice between two agents A and B is represented by A + B. From 
Rule (R2) of the transition system Y we derive the rule for local choice as given 
in Table 4.9 
More importantly, the absence of any synchronization mechanism in clp allows one 
to retrieve O(A)c from its so-called S-semantics [ll], which consists of the results 
obtained by running an agent in the empty store, i.e. O(A)true. 
Proposition 5.1. For any clp agent A we have O(A)c = {c U d 1 d E O(A)true}. 
Proof. 
(2) First we prove by induction on the length of the derivation of a transition 
(A, c) -+ (B, d) that (A, cUe) + (B, due), for any e. We show the case of A = 3flB (the 
other cases being straightforward): so let (3flL3, c) ---) (3,d’B’, c L. 3,dz). It follows that 
(B, 3,cLJd,) -+ (B’, 3,cUdz). By the induction hypothesis we have (B, 3,(cUe)Udr) -+ 
(B’,3x(cUe)Lld~) (note that 3,~ C 3,(cUe), and so 3,cUdiU3,(cUe) = 3,(cUe)Udi, 
i = 1,2). From this we derive (3,d1B,(c U e)) -r (3$B’,(c U e) U 3,dT). 
By induction on the length of the computation it now immediately follows that if 
(A,c) +* (B,d) then (A,c U e) +* (B, d u e), for any e. Furthermore, since there is 
no suspension mechanism, if (B,d) j+,, then (B, f) f, holds for any f. This part of 
the proposition then follows by taking c = true. 
(C) First we prove by induction on the length of the derivation of a transition 
(A, c) -+ (B, d) that (A, true) + (B,d’), for some d’ such that d = c U d’. We show 
the case of A = 3ilB (the other cases being straightforward): So let (3,d’B, c) --f 
(3$B’,cU&d2). It follows that (B, 3,cUdl) -+ (B’, 3,cUdz). Without loss of generality, 
we may assume that dZ = dl U d’, where d’ is the constraint added to the store, in 
case the transition from B to B’ involves the execution of a tell action, or, in case the 
transition involves the expansion of a procedure call, d’ equals true. It follows that 
(B, true) + (B’,d’). B y th e argument above it follows that (B,dl) + (B’,dz), from 
which we derive that (3$ B, true) ---f (3$B’, 3,dz). 
9Actually, in the original definition of clp the choice is not blind as in Table 4: in [14] the choice is driven 
by the requirement that the immediate tell actions of the selected branch will not bring to an inconsistent 
store. However, this condition is only motivated by efficiency reasons, and the only consequence it has 
on the observables is that it eliminates the false result. For the purposes of this work we can ignore this 
difference. 
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Table 5 
Denotational semantics for the finite observables of clp agents 
Ufi,(stop)true = {true} 
Ofi,(tell(c))true = {c) 
&,(A + B)true = Ofi,(A)trwe U U&B)true 
&,(AIjB)true = {c U d 1 cE@&,(A)true, dE@&,(B)true) 
B&,A)true = (3,~ 1 cE6&4)true} 
O~,(p(x))true = U~,(+4)true where p(y) :-A is the declaration for p in D 
Using the above we prove by induction on the length of, the computation (A, c) -+* 
(B,d) that, for some d’ such d = c LI d’, (A, true) --+* B, d’): Let (A, c) -+ (A’, c’) ---f* 
(B, d). By the induction hypothesis, we have (A’, true) --+* (B, d’), for some d’ such 
that d = c’ U d’. Moreover, by the above argument, (A, true) -+ (A’,d”), for some d” 
such that c’ = c u d”. It follows that (A’,d”) -+* (B,d’ U d”), and thus (A, true) -+* 
(B, d’ LI d”). Furthermore, d = c’ LI d’ = c U d’ U d”. Since there is no suspension 
mechanism this inclusion is hereby proven. 0 
The mapping Lo(.)t : Agents -+ P(Con) can therefore play here the role of the 
resting points in previous section. The difference is that O(.)true is more refined than 
Quie: 
Example 5.2. Let c E d and consider the two agents 
AI = tell(c) + tell(d), 
A2 = tell(c). 
We have Quie(Ar) = Quie(Az), whereas O(Al)true = {c,d} # O(Az)true = {c}. 
For the finite observables things are easy: Bfin(A)true can be characterized compo- 
sitionally as the smallest set which satisfies the equations in Table 5. 
The formal justification as usual is given by showing that O(A)true is the least 
fixpoint of a mapping F associated with the equations. Interpretations are ordered, as 
before, by set inclusion. The proof can be constructed following the lines of Section 4.1, 
and we do not go into it. We only give the definition of F. 
Definition 5.3. Let 9 now denote the set of interpretations a signing to each clp agent 
a set of constraints. The mapping F : 9 -+ 9, associated with the set of declarations 
D, is defined as follows: 
1. F(l)(stop) = {true}, 
2. F(l)(tell(c)) = (c}, 
3. F(Z)(A + B) = F(Z)(A) U F(Z)(B), 
4. F(Z)(A[jB) = {c U d 1 cU(Z)(A), dEF(Z)(B)}, 
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5. F(wM) = {SC I cW~)(A)}, 
6. W)(P(X)) = Z(J4 where p(y) :- A is the declaration of p in D. 
Let us now consider the problem of extending this model to a model which addi- 
tionally includes the results of infinite behaviors. 
5.1. Modeling the exact set of results: various attempts 
A natural candidate to model the result of infinite computations would be the greatest 
fixpoint of F. But unfortunately, iterating from the set of all constraints only generates 
upward closed sets, thus identifying agents which do not produce anything and agents 
which have the possibility to establish some constraint. 
Example 5.4 (Greatest jxpoint). Consider the agents p(x) and q(x) defined by the 
declarations 
P(X) :- P(X) + WC>, 
4(x) :- q(x). 
In the greatest fixpoint approach both the agents p(x) and q(x) will be associated with 
the set Q {true}. Note however that O(p(x))true = {true, c} and O(q(x))true = {true}. 
The above observation suggests us to look for a limit of a sequence of interpretations 
starting with an interpretation which assigns the set {true} to each procedure call. The 
problem now arises with respect to which ordering we can define the limit. Simple 
set-inclusion does not generate a chain. 
Example 5.5. Consider the agent p(x) defined by the declaration 
P(X) :- &NWc). 
If we start with assigning to p(x) the set {true}, after the first iteration we obtain for 
p(x) the set {c}. 
So we have to look for an ordering < on sets of constraints such that, for ex- 
ample, {true} d {c}. A natural solution would be to consider the Smyth preordering 
[32]: CdD iff for every d E D there exists c E C such that c _C d. This ordering 
however identifies a set with its upward closure, and as such it gives rise to the same 
identifications as the greatest fixpoint approach. 
Example 5.6 (Smyth preordering). Consider the agents p(x) and q(x) in 
Example 5.4. If we apply F to the interpretation which assigns to each agent the 
set {true} (the smallest set in the Smyth powerdomain), then after the first iteration 
we reach the fixpoint which consists of the sets {true, c} for p(x) and {true} for q(x). 
These sets are Smyth equivalent. 
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One could try other relations, like the Hoare preordering or the Egli-Milner pre- 
ordering (see, for example, [26]). The latter is the most refined, as it corresponds 
to the intersection of the other two. However, the next example shows that also the 
Egli-Milner preordering is not suitable for our purposes. 
Example 5.7 (Egli-Milner preordering). Let c C d. Consider the agents p(x) and 
q(x) defined by the declarations 
p(x) :- p(x) + tell(c) + tell(d), 
4(x) :- q(x) + tell(d). 
Starting from the set {true} (the smallest set in the Egli-Milner powerdomain), after 
the first iteration we reach the fixpoint which consists of the sets {true,c,d} for p(x) 
and {trw,d} for q(x). These sets are Egli-Milner equivalent. 
Instead of looking for an appropriate ordering we could try to define the limit in 
terms of an appropriate metrics on sets of constraints (for the general metric approach 
to the semantics of concurrent programming languages, ee [2]). However, the example 
given below clearly shows that this approach does not work either. 
Example 5.8 (Metrics). Consider the following declarations: 
2-a) :- q(x), 
4(x) :- P(X) + W)llWc)), 
4x1 :- tell(false). 
Table 6 depicts the meaning of the calls p(x), q(x) and r(x) lo after some iterations 
of the mapping F of Definition 5.3. For 4<i we have that Ii = Ii+2 and Zi # Ii+,. 
Therefore, the sequence is not converging with respect o any kind of metrics. 
One might try to extract he “stable” informations from the sequence of interpreta- 
tions; more precisely, to consider a notion of limit defined as follows: 
limi(Zi)(A) = {LIici ( ciEZi(A) and {cf}i is a chain}. (6) 
Unfortunately, also this approach fails. 
Example 5.9. Enrich the declarations in Example 5.8 with the following: 
P&) :- P(X) + q(x). 
lo Note that Z,(p’(x)) = lo(dGA) = { true}, for any call p’(x), assuming the declaration p’(y) :-A. On the 
other hand, Zl(r(x)llteU(c)) = F(lo)(r(x)(\tell(c)) = {c}. 
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Table 6 
Unapplicability of the metric approach 
P(X) &I 4x1 
IO {true} 
11 {true} 
I2 {true} 
13 {c, true} 
4 {true, false} 
15 {c, true, false) 
16 {true&a/se} 
{true} 
{true} 
{c, true} 
{ true,false} 
{c, true, false} 
{true&a/se} 
{c, true,false} 
{true) 
{true} 
{false) 
{false) 
{false) 
{false) 
{false) 
We have that, for all i 24, Zi(poq(x)) = {true, c,faZse}. Thus, the limit of {Zi}i ac- 
cording to (6) assigns to poq(x) the set {true, c,false}. However, only true and false 
are in the observables of poq(x). 
The problem with the definition (6) is that it consider also chains consisting of 
(partial) results which come from different branches. Encoding in some way the links 
among constraints belonging to the same branch could bring to the solution of our 
problem. A way to do so is to consider an appropriate category. The idea, inspired by 
the work of [23], is to consider objects X, Y, . . . which are (multi)sets of constraints and 
morphisms f : X -+ Y which are relations f CX x Y such that (c, d) E f iff c & d, 
and such that each element of Y is in relation with (at least) one element on X. This 
construction corresponds to the Lehmann’s powerdomain [ 17].Roughly, the idea is that 
Y = F(X) establishes a morphism f : X -+ Y where a pair (c,d) E f represents the 
fact that c contributes to the generation of d in the application of F. For instance, in 
Table 6, in the coh.unn for q(x), the constraint false in 13 is related to c in 12. 
Note that a morphism f : X + Y exists if and only if X is smaller than Y according 
to the Smyth preordering; however the categorical approach gives more information and 
it allows to distinguish sets which are identified by the ordering. In fact, X,< Y and 
Y ,<X implies that X and Y are Smyth equivalent, but the corresponding morphisms 
f:X-+Yandg : Y --) X might not imply the isomorphism of X and Y in the 
category (g might not be the inverse of f ). 
In the next subsection we will show that a model for infinite behaviors of clp agents 
can be defined as the colimit of an o-chain consisting of its finite approximations, rep- 
resented by the iterations of a functor F starting from the initial object in the category. 
5.2. The categorical approach 
We recall the basic notions about category theory. For more details, see, for instance, 
r241. 
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A category consists of a collection of objects X, Y, . . ., morphisms f : X -+ Y, and a 
composition operator which assigns to each pair of morphisms f : X --f Y, g : Y ---) Z 
a morphism g o f : X --) Z satisfying: 
Associativity. For any morphisms f : X --f Y, g : Y --) Z, h : Z -+ U, the equality 
h o (g o f) =(h o g) o f holds. 
Identity. For each object X there exists a morphism I& : X -+ X such that, for 
any morphism f : X -+ Y, IDy o f = f and f o IDx = f holds. 
For the semantic onstruction below we introduce here the definitions of the notions 
of a functor and the notions of a cocone and colimit for a diagram D of a given 
category: A functor from a category A into a category B is a mapping assigning to 
each object X of A an object F(X) of B and to each morphism f : X --+ Y in A a 
morphism F(f) : F(X) + F(Y) in B such that for any two morphisms f : X -+ Y, 
g:Y-+ZinA 
1. F(ZDx) = ZDF(X) 
2. F(g O f) = F(g) 0 Qf ). 
A cocone for a diagram D of a given category is an object X and a collection of 
morphisms fi : Di -+ X for each Di of D such that for each morphism g : Di -+ Dj 
in D we have fj o g = f i. A colimit for D then is a cocone {f i : Di + X} with the 
property that for any cocone {f j : Di -+ X’} there is a unique morphism g : X -+ X’ 
such that f [ = 9 o f i. 
We intend to apply Lehmamr’s powerdomain construction [17] which consists, given 
a complete partially ordered set (Con, 5) of the following construction of the categor- 
ical powerdomain Cat(Con). Objects of Cat(Con) are multisets of Con, where an 
additional mechanism for identifying different occurrences of an element of a multiset 
is assumed. A morphism f : X -+ Y is a relation f G X x Y such that whenever 
(c,d) E f then c _C d, and for every d E Y there exists c EX such that (c,d) E f. The 
composition of two morphisms f : X --) Y and g : Y 4 Z is defined by: (c, e) Eg o f 
iff there exists a d E Y such that (c, d) E f and (d, e) E g. For a w-chain in Cat(Con), 
the colimit is given by the multiset Y consisting of the elements ui ci, where ci E Xi 
and (ci,ci+l) E fi, together with the morphisms gk : Xk -+ Y such that (c,d) E gk iff 
d = ui Ci with (CiyCi+l)E fi and c = ck. 
For the construction of a denotational model for clp we introduce the following 
instantiation of the above scheme. Given a cylindrical constraint system C we denote 
by PE(Con) the set of (nonempty) multisets of constraints. 
Definition 5.10. Given a cylindrical constraint system C, let 3 denote the category of 
interpretations I : Agents + Pz(Con) with morphisms f : I -+ J such that, for every 
agent A, f(A) : Z(A) -+ J(A) is a morphism in Cat(C). 
The composition of two morphisms f :I -+ J and g: J -+ K is given by: f o g(A) = 
f(A) o g(A), for every agent A. 
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We want to define the denotational model as the colimit of a o-chain in 9 consisting 
of its finite approximations. These finite approximations are obtained by iteratively 
applying a functor F to the initial object ZO of the category 4 which assigns to each 
agent the multiset {true}. (An object X of a category is called initial if, for every 
object Y, there exists exactly one morphism from X to Y.) The functor F is defined 
as follows: 
Definition 5.11. Given a set of declarations D we define a functor F : X --f 3 as 
follows: 
1. F(Z)(tell(c)) = {c}, 
2. F(Z)(A + B) = F(Z)(A) W F(Z)(B), 
3. F(OVIIB) = F(M) u F(I)(B), 
4. FV)(U) = %(FV)(A)), 
5. F(O(p(x)) = &$fl). 
In the second clause M denotes multiset union. The operations !_I : 9’E(Con) x 
Pr=(Con) -+ PFe(Con) and 3, : PFe(Con) --+ P,“,(Con) are defined as the natural 
pointwise extensions of their corresponding operations on constraints. 
XUY={cUd:) c&Y, dEY} 
and 
3,(X) = (3,c ) CEX}. 
In the last clause, we assume D to contain the declaration p(u) :-A. Analogously, we 
define F(f) : F(Z) -+ F(J) for every morphism f : Z -+ J: 
1. F(f)(Wc)) = {(c,c)), 
2. F(f)(A + B) = F(f)(A) u F(f)(B), 
3. KZ-)(AlP) = F(f)(A) u F(f)(B), 
4. F(f)(U) = UF(f)(A)), 
5. F(f)(p(x)) = f(+t), 
where the operations U and 3, denote now the pointwise extensions of the correspond- 
ing operations, first to pairs of constraints, and then to sets of pairs of constraints. 
Again in the last clause D is assumed to contain the declaration p(y) :-A. 
We leave it to the reader to check that F is well-defined, that is, F(f) is a morphism, 
and that F indeed is a functor, that is, F( f o g) = F(f) o F(g), for any morphisms 
f and g, and F(ZD1) = ZDF(I) (note that IDI = {(c,c) ( c E Z(A)}, for any 
interpretation Z and agent A). 
Consider next the following o-chain in 9 obtained by iteratively applying F to the 
initial object lo: 
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Formally, we define a sequence of interpretations Ij, with 10 the initial object and 
I,+, = F(Ij), and morphisms fj : Ij * Ij+l, with fo the unique morphism from IO to 
II and fj+l = F(_fj)* 
Let I, denote the colimit of the above w-chain. It can be defined as follows. 
Definition 5.12. I&4) = {uici I (Ci,Ci+l) E.fi(A)I. 
It should be noted that 1, is a multiset, that is, for any sequence (ci)i of constraints 
such that (ci, ci+i) ~fi(A) there is a corresponding occurrence of ui ci in 1,. It follows 
from the general Lehmann’s powerdomain construction that 1, is the colimit of the o- 
chain defined above, together with the following morphisms gk : Ik -+ I,: (c,d) ~gk(A) 
iff there exists ci Eli(A) such that d = ui ciy (ciy ci+l) E fi(A), and c = ck. 
Next we establish the precise relationship between the denotational model I, and 
the observables. We introduce for each agent A the set Cornpi which consists of 
all (maximal prefixes of,) computations of Comp(A, true) with a maximal number of 
nested body replacements less than i. We introduce the convention that for every 
agent A Camp’(A) = {(A, true)}. Thus, for example, Comp’(p(x)) = {(p(x), true)}, 
Comp’+‘(p(x)) = (p(x), true) o Comp’(d;A), for i > 0, assuming the declaration 
p(y) :- A. To prove the correctness and completeness of the model I,, it then suffices 
to prove for each agent A and i 20 the existence of bijections ni(A) which map each 
(occurrence of a) constraint c of Ii(A) to a computation of Comp’(A) resulting in c 
such that, additionally, for every two constraints c and d: (c, d) E fi(A) iff ni(A)(c) is 
a prefix of ni+l(A)(d). 
The above is summarized by the following proposition. 
Proposition 5.13. For each agent A and i > 0 there exist bijections xi(A) : Ii(A) -+ 
Comp’(A) such that the jnal store of Xi(A)(c) equals c, and for every two constraints 
c and d we have that (c,d) E f i(A) iff xi(A)(c) is u pre$x of ni+l(A)(d). 
Proof. The proof proceeds by a simultaneous induction on A and i > 0. 
l A=tell(c). It suffices to note that Comp’(A) = {(tell(c), true) + (stop,c)}. 
l A=Al +Az. Since Ii(Al + AZ) = Ii kJ Ii(Az),fi(Ai + AZ) = fi(Al ) M fi(AZ), and 
Comp’(Al + AZ) = Comp’(A1) U Cornpi( this case follows immediately from the 
induction hypothesis for Al and AZ. 
l A=A 111 AZ. Note that by the fairness assumption there exists a bijection between 
Cornpi x Comp’(A2) and Comp’(A). Furthermore, we have that Ii(Al )( AZ) = 
{c U d ) cEIi(Al), dEIi(A2)) and (c,d) E f i(A) iff there exist constraints ci,cz and 
dl,d2 such that c = CI LICK, d = dl Ud,, (cl,dl) Efi(Al), and (cZ,d2) ~fi(A*). Thus, 
also this case follows in a straightforward manner from the induction hypothesis for 
Ai and AZ. 
l A=$B. Since Ii = 3,(1,(B)) and fi(3,B) = El,(fi(B)), it suffices to observe 
that Comp’(A) = 3,( Cornpi(B where 3, is the natural extension to sets of the 
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operation 3,(t) which consists of applying 3, to every store of r. Thus a simple 
application of the induction hypothesis for B settles this case. 
l A=p(x). Since Z&(X)) = Ll(dX,B) and fi(p(x)) = fi_i(dX,B), it suffices to 
observe that Comp’(p(x)) = (p(x), true) o Cornpi-‘(dX,B)). Thus, this case follows 
in a straightforward manner from the induction hypothesis for i - 1. 0 
Theorem 5.14 (Correspondence between Z, and the observables). For each agent A, 
I,(A) is the multiset of constraints consisting of the limit of each path in 
Comp(A, true). 
Proof. By the above proposition there exists a one-to-one correspondence b tween all 
sequences of constraints (ci);, such that (ci, ci+i) E fi(A) and Comp(A, true). I? 
6. Conclusions 
Deterministic cp has a very simple model based on closure operators which 
allows to retrieve the results of finite and infinite computations from the quiescent 
points of an agent. In this work we have shown that, if we restrict to observe the 
upward-closure of the results, the model can be smoothly extended to a 
nondeterministic version of ccp which allows local choice and mutually exclusive 
choice. 
When one wishes to observe the exact set of results, however, then the presence of 
nondeterminism complicate things considerably with respect o infinite computations. 
We have shown that standard set-theoretic, order-theoretic and metric approaches all 
fail even in the simple case of clp (ccp without synchronization), and we have proposed 
a solution based on category theory. 
To our opinion these results, both the negative and the positive ones, do not depend 
on the specific nature of ccp being based on computing constraints. They should apply 
as well to generic nondeterministic languages working on arbitrary data domains, pro- 
vided that the partial results of computations evolve monotonically and that their limit 
is defined. 
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