This paper investigates the new stability criteria for the asymptotic stability of time-delay systems via integral inequalities and Jensen inequalities. Firstly, not only the known constant time delay, but also the unknown time-varying delay is considered for the linear system. Secondly, the new delay-dependent Lyapunov-Krasovskii functional based on the double integral inequalities and Jensen inequalities is introduced, such that the linear system with time-delay is asymptotically stable. Thirdly, two classes of delay-dependent stability conditions in terms of linear matrix inequalities (LMIs) are derived, such that the control design conditions are relaxed and computation complexity is reduced. Compared with previous works, the larger feasible solution region and less conservative results are obtained. Finally, some numerical examples are performed to show the effectiveness and advantage of the proposed method.
Introduction
Time delays exist in many dynamic systems, such as the chemical or process control systems, and often result in poor performance and instability [1] [2] [3] [4] . Thus, it is necessary to investigate the stability analysis of the time-delay systems. For the practical applications, it may be important to determine the time-delay ranges or the numbers of decision variables (NoDv) for the time-delay systems, see [5] [6] [7] [8] and the references therein. According to the dependence of time delay, the stability conditions of the time-delay systems can be classified into two categories: delay-independent ones and delay-dependent ones. It is well known that the delay-independent stability conditions tend to be conservative, especially for the small size time delay [9, 10] . Thus, the objective of this paper is to derive the less conservative delay-dependent stability conditions for the linear systems with constant time delay and time-varying delay, respectively.
The nonlinearities and uncertainties are often caused by the time delays. Due to the existence of time delay, the system performance may decline significantly. The time delay has become one of the most important reasons for producing the non-minimum phase [11, 12] . Especially, some stability conditions of the expected global exponential stability were proposed under high frequency sampling for the nonlinear globally Lipschitz time-delay systems [13] . With the above reasons, many effective control strategies were proposed to deal with the time delay, see [14, 15] and the references therein. For example, some novel inequalities have been proposed, such as the auxiliary function-based inequality and the Bessel-Legendre inequality, which can be obtained by choosing the Legendre polynomials as auxiliary functions [16] . These inequalities have been applied to the constant timedelay systems successfully. However, there are some difficulties in the applications of the time-varying delay system, because the bounds of the solutions contain the reciprocal convexity [16] . The integral inequalities method, as a class of effective control strategies, has attracted much attention for the theory research and practical applications [17, 18] . However, some free weighting matrices should be introduced to relax the matrix cross products in the stability analysis.
Recently, some integral terms have been introduced in the Lyapunov-Krasovskii functional to derive some less conservative stability conditions [6, 19] . In addition, due to the existence of function combinations with squared convex parameters, the double integral terms were not partitioned and cannot be handled easily [10, 20] . Thus, a novel method was proposed to handle the above problem by introducing some new integral terms with delay-dependent coefficients, such as [21] . However, there still exist some conservative results, because the aforementioned approximation is still used in the derivation process of the stability conditions. To handle this problem, most of the existing delay-dependent stability conditions have been obtained by employing the Lyapunov-Krasovskii functional method. By employing the LyapunovKrasovskii functional, some less conservative stability conditions in terms of LMIs were obtained in the control system design [10, 22] . Recently, a new Lyapunov-Krasovskii functional with free weighting matrix was introduced in the stability analysis by employing the time delay x(t -h(t)) and marginally time delay [23] . Note that the free weighting matrices make the stability conditions complicated, and the above stability conditions for the time-delay system are only applicable to the case that the lower bound of time delay is zero [24, 25] . Moreover, it should be pointed out that most of the above literature did not consider the Jensen inequalities. However, the Jensen inequalities play an important role in reducing the NoDv and computation complexity [26, 27] . The Jensen inequality is one of the most important results for convex (concave) functions defined in an interval with a natural geometrical interpretation. In order to obtain a characterization of the Jensen inequalities for the generalized Sugeno integral, it is clear that the classical conditions must be changed [28] . Thus, the Jensen inequalities for the generalized Sugeno integral were presented by maintaining the condition of convexity [28] . Besides, Jensen inequalities have the better ability to derive the delay-dependent results in the form of LMIs for the linear time-delay systems [29] . Thus, the improved Jensen inequalities were proposed based on the Wirtinger inequalities, and the improved integral inequalities in the form of infinite series were presented, such that the delay-dependent stability conditions in the form of LMIs were derived [29] . Particularly, if the linear system contains time delay, the system model will contain more uncertainties. Then the system output will become uncertain in values, and the required design conditions will become more conservative. Thus, dealing with the trade-off between the less conservative conditions and increased computation complexity remains an important subject. Thus, not only the LyapunovKrasovskii functional, but also the double integral inequalities and Jensen inequalities are introduced in this paper for the stability analysis. This paper investigates the new stability criteria for the asymptotic stability of timedelay systems via integral inequalities and Jensen inequalities. The contributions of this paper are listed as follows: (1) The known constant time delay h > 0 and the unknown time-varying delay 0 ≤ h 1 ≤ h(t) ≤ h 2 are both considered in the linear system. (2) The delay-dependent Lyapunov-Krasovskii functional based on the double integral inequalities and Jensen inequalities is introduced, then the linear system is asymptotically stable and the larger feasible solution region is obtained. (3) Two classes of delay-dependent stability conditions are derived, then the control design conditions are relaxed, computation complexity is reduced, and less conservative results are obtained.
Notations. The notations in this paper are presented as follows. R n denotes the ndimensional Euclidean space. R n×m denotes the set of the n × m real matrices. R > 0 (≥ 0) and R < 0 (≤ 0) denote the positive definite (semi-positive definite) and negative definite (semi-negative definite) matrices, respectively. "I "and "0" denote the identity and the zero matrix with appropriate dimensions, respectively. The superscripts "T" and "-1" denote the matrix transposition and matrix inverse, respectively. diag{· · · } denotes the block-diagonal matrix. max{•} denotes the maximum value of the term "•". "*" denotes the vector term that is induced by symmetry.
Preliminaries
In this section, we introduce some lemmas useful to proving our main results in the next section.
Lemma 1 ([22]) For a given matrix R > 0 and a differentiable function x
where
Lemma 2 is presented to reduce the conservatism of (2) in Lemma 1.
Lemma 2 For a given matrix R > 0 and a differentiable function x : [a, b] → R
n , the following double integral inequality holds:
where Ω 4 and Ω 5 are defined in (2) , and
Proof Let us define If there exists
one can obtain
From (9), it can be seen that ϕ i (i = 1, 2, 3) satisfies (6), then one has
,
With (8) and (10), one has
Let w(s) =ẋ(s), one has 2 3 3 10
{x(b) - 
Lemma 4 ([24]) For a given matrix R > 0 and a differentiable function
following inequality holds:
with
Lemma 5 For a given matrix R > 0 and a differentiable function
lowing Jensen inequality holds:
where ζ 1 is defined in (14) , and
Remark 1 From the proof of Lemma 5, it can be seen that the vector term (15) contains single and double integrals. Thus, for ϕ : [a, b] → R n , the extra information of the time delay can be used in the system design, such as introducing the double integrals into the augmented vectors [26] .
Proof The proof is divided into three steps.
Step 1:
as follows:
, where α and λ are the scalars.
Let
Step 2: For any p ∈ P 1 [a, b], let us define p(t) = αt + β, where α = 0 and β are the scalars. Then from (18) , one has
According to Lemmas 3-4, one has
then one can obtain
It is easy to verify that max{ λ-λ 2 12 } = 3 for λ = 6, thus, one can obtain
Via the similar approach of Step 1 with
Step3: With (21), one has
With (18) and (24), one has
Then from (25) , one has
. Note that L λ -5 = - Remark 2 It should be pointed out that inequality (21) does not depend on the selection of first-order polynomial p(t). That is, the proposed approximation function (17) leads to (21) for any first-order polynomial p(t). In [31] , the particular first-order polynomial
2 was introduced and the similar proof in
Step 2 was presented to derive a similar inequality as (21).
Lemma 6 ([31])
For some positive definite symmetric matrices R 1 ∈ R n×n and R 2 ∈ R m×m , if there exists a matrix X ∈ R n×m such that
Stability analysis
In this section, two classes of stability analysis are presented. The stability analysis is presented for the linear system with known constant time delay h in Sect. 3.1. The stability analysis is presented for the linear system with unknown time-varying delay h(t) in Sect. 3.2.
Linear system with known constant time delay
Consider the linear system with known constant time delay
⎧ ⎨ ⎩ẋ (t) = Ax(t) + A d x(t -h) + A D t t-h x(s) ds, x(t) = φ(t), t ∈ [-h, 0], (31) where x(t) ∈ R
n is the state vector, A, A d , A D ∈ R n×n are the system gain matrices, φ(t)
is the continuous vector-valued initial function, and h is the known constant time delay satisfying h > 0. (31) , if there exist the positive definite matrices P ∈ R 4n×4n and Q, S, R ∈ R n×n such that
Theorem 1 For system
where 
Then system (31) is asymptotically stable for the known constant time delay h > 0.
Proof For system (31) , consider the Lyapunov-Krasovskii functional
Taking the time derivative of V (t) along (31), one haṡ
For the problem formulated, equality (34) is rewritten aṡ
where ξ (t) is defined as
Applying Lemmas 1-2 to (35), one has
Thus, one can obtainV (t) ≤ ξ T (t)ψξ (t). This completes the proof of Theorem 1. 
Linear system with unknown time-varying delay
Consider the linear system with unknown time-varying delay
where x(t) ∈ R n is the state vector, A, A d are the system gain matrices, φ(t) is the con-
tinuous vector-valued initial function, h(t) is the unknown time-varying delay satisfying 0 ≤ h 1 ≤ h(t) ≤ h 2 andḣ(t) ≤ μ. h 1 and h 2 are the lower bound and the upper bound of h(t), μ is the upper bound ofḣ(t).

Theorem 2 For system (38), if there exist positive definite symmetric matrices P
, and matrices X, F with appropriate dimensions such that
G 2 = col{e 2 , e 3 , e 6 , e 9 }, G 3 = col{e 3 , e 4 , e 7 , e 10 }, G 4 = col{e 2 -e 6 , e 3 -e 7 }, G 5 = col{e 2 + 2e 6 -3e 9 , e 3 + 2e 7 -3e 10 },
in which e i ∈ R n×10n , e i = [0 n×(i-1)n , I n , 0 n×(10-i)n ], i = 1, 2, . . . , 10.
Then system (38) is asymptotically stable for the unknown time-varying delay
Proof For system (38), consider the Lyapunov-Krasovskii functional
wherẽ
Taking the time derivative of V (x t ,ẋ t ) along (38), one haṡ
According to Lemma 5, one has where χ 1 (t) = G 1 χ 0 (t). Substituting χ 1 (t) = G 1 χ 0 (t) into (44), one has
It is easy to verify that
Applying Lemmas 5-6 to the integral term -h 12
which leads to -h 12
Note
With (23) and (50), one has
Thus, with (43)-(51), one can obtainV (
This completes the proof of Theorem 2.
Numerical examples
Example 1
Consider system (31) with the system gain matrices A = -2 0 0 -0. 9 ,
The comparison results are computed by the LMIs toolbox and listed in Table 1 . For comparison purpose, the time-delay ranges and numbers of decision variables (NoDv) are shown in Table 1 . From Table 1 , it can be seen that the larger time-delay range is obtained by employing Theorem 1 compared with [5, 14, 17, 24, 32] . This implies that the larger stability region is obtained in this paper. That is, the proposed method is effective, and the proposed Theorem 1 provides much larger feasible solution region and a limited number of matrix variables.
Remark 4 Different from [5, 14, 17, 24, 32] , the new delay-dependent LyapunovKrasovskii functional based on the double integral inequalities and Jensen inequalities is introduced, such that the linear system with constant time-delay is asymptotically stable. Moreover, unlike [5, 14, 17, 24, 32] , since the Lyapunov-Krasovskii functional includes the triple integral term, the integral term is extended in the augmented vector ξ (t). Thus, Theorem 1 is proposed to obtain a tighter lower bound of the double integral term.
Example 2
Consider system (38) with the system gain matrices
The comparison results are computed by the LMIs toolbox and listed in Tables 2-3 . For comparison purpose, the intervals of lower bounds h 1 are chosen as h 1 ∈ {1.05, 1.10, 1.15, 1.20, 1.25, 1.30, 1.35} and h 1 ∈ {1, 2, 3, 4, 5, 6, 7} for Table 2 and Table 3 , respectively. By computing the upper bounds h 2 with different h 1 , the comparison results are shown in Tables 2-3. From Tables 2-3 , it can be seen that the larger upper bound h 2 is obtained by employing Theorem 2 compared with [6, 9, 10, 26, 31] , even if the different upper bounds of time derivatives μ = 0.2 and μ = 0.5 are considered. This implies that the larger stability region is obtained in this paper. That is, the proposed method is effective, and Theorem 2 has better ability to provide some less conservative conditions and less conservative results. 
Conclusions
This paper investigates the new stability criteria for the asymptotic stability of time-delay systems via integral inequalities and Jensen inequalities. The known constant time delay h > 0 and unknown time-varying delay 0 ≤ h 1 ≤ h(t) ≤ h 2 are both considered in the linear system. By introducing the delay-dependent Lyapunov-Krasovskii functional based on the double integral inequalities and Jensen inequalities, the asymptotic stability of the linear system with time-delay is guaranteed and the larger feasible solution region is obtained. By deriving two classes of delay-dependent stability conditions, the control design conditions are relaxed, computation complexity is reduced, and less conservative results are obtained. Finally, some numerical examples are performed to show the effectiveness and advantage of the proposed method. And the proposed method will be extended to the time-varying delay system with some novel Lyapunov-Krasovskii functionals in the future.
