A stabilization problem for a general nonlinear control system is considered. In particular the control corresponding to the equilibrium position may belong to the boundary of the control set. A linear control system is considered as a first approximation for the original problem. The right-hand side of the linear system generates a set-valued map of a special type known as a convex process. This set-valued map has a number of properties similar to those of a linear operator. They allow one to establish necessary and sufficient conditions for solvability of the regulator design problem for the first approximation and to construct a Lyapunov function. Based on these results the nonlinear stabilization problem is investigated. Different statements of the regulator design problem are studied. Stabilization problems for some mechanical systems are considered to illustrate the regulator design techniques. The properties of transient characteristics (the "peak" effect) are discussed for a linear stabilization problem under controllability conditions.
Introduction. Consider a control systeṁ
where U is the control set. Assume that there exists u 0 ∈ U such that f (0, u 0 ) = 0. In this case we say that x = 0 is an equilibrium position of system (1) and u 0 is a control corresponding to the equilibrium position. Our aim is to find a function u = u(x) defined in a neighborhood of the origin and satisfying the following conditions:
1. u(0) = u 0 , and 2. all trajectories of the differential equatioṅ x = f (x, u(x)) (2) starting at a neighborhood of the origin tend to the equilibrium position x = 0. The function u(x) is referred to as a regulator or a stabilizer, and the problem of its construction is called a regulator design or stabilization problem.
The regulator design problem has been largely studied in the case of control systems where controls range over a vector space. Such problems serve as mathematical models for a large number of applications, and rather developed and satisfactory theory is now available for them (see Bacciotti [3] , for example). This theory is also applicable in the presence of the control constraint u ∈ U if the control u 0 corresponding to the equilibrium position is an interior point of the set U . Indeed, since the stabilization problem is of local nature we can expect that the stabilizer u(x) varies in a neighborhood of u 0 , and the constraint u ∈ U is of no importance. However, in many technological applications processes possessing some extreme properties are of great interest. The main characteristic feature of the regulator design problem for such processes is that the control corresponding to the equilibrium position belongs to the boundary of the set U . In this case the control constraint is inevitably involved, and the problem is considerably more difficult. This paper is devoted to problems of this type.
There are many motivations that lead researchers to consider such problems. First of all, the Pontryagin maximum principle tells us that stabilization of optimal processes is a problem of this type. Usually optimal processes are not stabilizable and it is very important to determine the set of deviations starting at which the system can be stabilized to the optimal process. The stabilization problem studied here can be considered as the first step in this direction.
A similar problem arises if we deal with a mechanical system subjected to a unilateral force. Consider, for instance, an oscillator and suppose that we have to stabilize it applying a force only in one direction. The corresponding mathematical model is
The control u 0 = 0 corresponding to the equilibrium position x = 0 belongs to the boundary of the control set. Now consider a guided missile which moves in a plane. We can vary the thrust of its jet propulsion in value and direction. If we neglect the angular motion and size of the missile and suppose that the velocity of the missile is always directed along the longitudinal axis, then the motion of the missile's mass center is described by the following equations:
where σ > 0 stands for a coefficient of air resistance, b is the maximal thrust, and η is the maximal angle between the longitudinal axis of the missile and that of the jet propulsion. Our aim is to stabilize the motion of the object along the x-axis with the constant maximal speedẋ = b/σ . Thus we again obtain a stabilization problem where control (u In mathematical biology and economics we also face stabilization problems with constrained controls (see Gouzé [10] and Berman, Neumann, and Stern [5] ).
Classic regulator design theory cannot be applied to the above problems because of control constraints. The optimal control theory involves control constraints, but the problem of construction of the feedback control u(x) that guarantees optimality of trajectories in a certain sense is too complex to be solved analytically, applying the Pontryagin maximum principle or studying the Bellman equation. Computational methods of optimal control theory are more suitable to finding optimal trajectories than to solving synthesis problems. Thus it is not worth considering the regulator design problem in the frame of optimal control theory. Therefore a reasonable statement of the regulator design problem and a rational combination of analytical and computational methods are required in order to solve the problem.
In classic stabilization theory we meet the statement of the problem where neither optimality nor finiteness of the stabilization time are required. The only requirement the regulator has to satisfy is that the equilibrium position is asymptotically stable. It seems natural to develop mathematical theory for this "weak" statement of the regulator design problem, if we aim to consider control systems of general type (1) .
The origin of this setting of the problem and the method of its solution is the classical Lyapunov [14] stability theory. For practical problems it is important to consider not only the fact of asymptotic stability of an equilibrium position but also an estimate of a region of attraction, that is, the set of initial points starting at which trajectories tend to zero. It is possible with the help of the Lyapunov functions method. Unfortunately, there are no methods to construct a Lyapunov function for a control system of general type. Therefore we have to "simplify" the system under consideration, that is, to find a less complex control system which is close to the original one in a neighborhood of the origin. To this end we consider the "first approximation" of system (1) , that is, the linear control systeṁ
where C = ∇ x f (0, u 0 ) is an n × n matrix and K is a convex cone spanned by the set f (0, U ). Control systems of this type were first studied by Korobov and his students [12, 13] and then in more general form by Aubin, Frankowska, and Olech [2] . For control system (3) we derive necessary and sufficient conditions guaranteeing the existence of a Lyapunov function and prove that the latter is equivalent to the solvability of the regulator design problem for system (3). The proof is based on an investigation of the set-valued map x → Cx + K. A map of this type, referred to as a convex process (see Rockafellar [16] ), is a multivalued analogy of a linear operator. A number of properties similar to the Jordan theorem are established for it. The analysis of the structure of the convex process x → Cx + K is the basis for the construction of a Lyapunov function V (x). To solve the regulator design problem we can choose the control u(x) at the point x from the following condition:
where τ > 0.
A multivalued version of the Jordan theorem for convex processes of general type appeared in Smirnov [18] , where it was applied to solve the regulator design problem for differential inclusions. Here we specify the results from [18] for the case of control systems. This allows us to simplify the proofs and to establish many new properties of the developed regulator design techniques. Computational aspects of this approach are discussed in Bushenkov and Smirnov [7, 8] , where many examples are considered.
The regulator design method derived from our analysis contains many parameters which we can dispose of as needed. Optimization methods or heuristics allow one to obtain a regulator with required transient characteristics. For example, in the case of the single-input linear control systemẋ
under controllability condition, we obtain a regulator which is a linear feedback control u(x) = d, x such that the spectrum of the linear systeṁ
is concentrated at any given point λ ∈ R. A linear stabilizer of this type satisfies the following extremal property. It ensures a minimal overshoot among linear feedback control laws with the spectra of (6) {λ 1 , . . . , λ n } satisfying the conditions: Reλ i ≤ λ and |λ i − λ| < ǫ, where ǫ > 0 is sufficiently small. The paper is organized as follows. In §1 we discuss different statements of the stabilization problem. Section 2 is devoted to the regulator design problem for the first approximation. The nonlinear stabilization problem is considered in §3. Examples are given in §4. In §5 we consider the stabilization problem for the first approximation under controllability conditions. The connection between stabilizability and weak asymptotic stability is discussed in §6.
Throughout this paper we denote by R the set of real numbers and by R n the usual ndimensional space of vectors x = (x 1 , . . . , x n ), where x i ∈ R, i = 1, n. The inner product of two vectors x and y in R n is expressed by x, y = x 1 y 1 + · · · + x n y n . The norm of a vector x ∈ R n is defined by |x| = x, x 1/2 . If C is an m × n real matrix, then the transposed matrix is denoted by C T . The unit linear operator from R n to R n will be denoted by E. We denote by B n the unit ball in R n : B n = {x ∈ R n | |x| ≤ 1}. The open unit ball in R n is denoted by
Let λ ∈ R. Then put λA = {λa | a ∈ A}. For two sets A and B in R n , their sum is denoted by A + B = {a + b | a ∈ A, b ∈ B}. The closure and interior of A are denoted by clA and intA, respectively. The boundary of A is denoted by bdA = clA \ intA. The convex hull of A is denoted by coA. The support function of a set A is denoted by
Let K ⊂ R n be a convex cone. The conjugate cone of K is defined by
Let f : R n → R be a function. The directional derivative of f at x with respect to a vector v is denoted by
Let f : R → R be a continuous function. The Lyapunov exponent (see Lyapunov [14] ) of f is defined by
The Lyapunov exponent has the following properties:
n is a vector function, then the Lyapunov exponent is defined as the minimal value of the Lyapunov exponents of the components
1. Statement of the problem. Consider a control systeṁ
Assume that f : R n ×U → R n is a continuous function differentiable with respect to x and that for any arbitrary compact set X ∈ R n there exists a constant l > 0 such that |∇ x f (x, u)| ≤ l for all (x, u) ∈ X × U . Let f (x, U ) ⊂ R n be a convex set for all x ∈ R n , and let u 0 ∈ U be a point such that f (0, u 0 ) = 0. Our aim is to find a map u : R n → U defined in a neighborhood of the origin and satisfying the following conditions:
1. u(0) = u 0 , 2. the equilibrium point x = 0 of the differential equatioṅ
is asymptotically stable. The regulator design problem described above is very general and intuitive and is not yet suitable for a mathematical consideration. We should specify the exact meaning of "asymptotic stability" and what we mean by "solution" of (8) . As we will see, different specifications of these notions can lead to substantially different developments.
The first issue we must consider is how smooth the stabilizer u = u(x) should be. In classic regulator design theory (see Sontag [19] , for example) the control systeṁ
is studied. Suppose that the function g is smooth. Consider the following linear control system associated with (9) 
where C = ∇ x g(0, u 0 ) and B = ∇ u g(0, u 0 ). System (10) is stabilizable if and only if there exists a matrix D such that the equilibrium position x = 0 of the linear systeṁ
is asymptotically stable. If (10) is stabilizable, then any linear feedback law w(x) = Dx which stabilizes (10) provides a local stabilizer for system (9): u(x) = u 0 + Dx. Thus, we can expect that under suitable assumptions a smooth and even an analytical regulator exists for control system (9) .
The situation completely changes as soon as control constraints are involved. Let us consider the following example.
Example: Absence of smooth stabilizability. Suppose that the stabilization problem for the control systemẋ
2 )) such that u(0) = 0, and the equilibrium position x 1 = 0, x 2 = 0 of the systeṁ
is asymptotically stable. Show that ∇ x u(0) = 0. Assume that there exists x 0 ∈ R 2 such that ∇ x u(0)x 0 = w = 0. Then ∇ x u(0)(−x 0 ) = −w. Assume for the sake of being definite that w 1 = 0, and consider the function ϕ(τ ) = u 1 (τ x 0 ). Observe that ϕ ′ (0) = w 1 = 0. By the inverse function theorem there exists ϕ −1 defined in a neighborhood of zero. This implies that u 1 (τ x 0 ) changes sign, if τ changes sign. Since the set U does not contain vectors (u 1 , u 2 ) with u 1 > 0, we come to a contradiction. Hence ∇ x u(0) = 0. Thus we conclude that the linearization of system (12) at zero isẋ
The matrix of this system has the eigenvalue 1, that is, system (12) is not stable. Consequently, there is no smooth stabilizer for system (11) . As we shall see from Theorem 7 there exists a Lipschitz continuous stabilizer for this system.
Different statements of the problem.
The example shows that we can expect the existence of at most a Lipschitz continuous stabilizer, if control constraints are involved. Therefore, the first reasonable statement of the regulator design problem is to find a Lipschitzian control u(x) that guarantees asymptotic stability of zero solution to differential equation (8) . Lipschitz continuity of u(x) implies that equation (8) has a unique, classical solution for each initial condition.
Another, weaker statement of the stabilization problem can be obtained if the Lipschitz condition is replaced by the continuity of u(x). The latter implies that equation (8) has a classical solution (not unique, in general) for each initial point. In this case we mean by asymptotic stability the following: the equilibrium point x = 0 of differential equation (8) is said to be asymptotically stable if for any ǫ > 0 there exists δ > 0 such that for all x 0 ∈ δB n each solution to differential equation (8) with x(0) = x 0 exists for t ∈ [0, ∞) and satisfies the conditions |x(t)| < ǫ for all t ∈ [0, ∞) and lim x(t) = 0 as t → ∞.
The above problems can be solved only under rather restrictive assumptions on the map u → f (x, u). Therefore, a quite natural goal is to find a control u(x) such that the function x → f (x, u(x)) is continuous and the equilibrium position x = 0 of differential equation (8) is asymptotically stable.
Practical experience shows that discontinuous control laws are of great importance. For example, optimal synthesis is usually discontinuous, relay stabilization systems are widely used in engineering, etc. For this reason we are interested in considering regulators such that the function x → f (x, u(x)) is not continuous in general. To this end we invoke Filippov's notion of solution to a differential equation with discontinuous right-hand side (see Aubin and Cellina [1] and Filippov [9] ).
The problem we shall mainly consider is to find a control u(x) such that the equilibrium position x = 0 of a differential equation with discontinuous right-hand side (8) is asymptotically stable.
Recall the definition of the Filippov solution and the notion of asymptotic stability for discontinuous differential equations. Let ϕ : R n → R n be a bounded function satisfying ϕ(0) = 0, and let : R n → R n be the set-valued map defined by
cl co ϕ(x + ηB n ).
An absolutely continuous function x(·) is called a Filippov solution to the differential equatioṅ
if and only if it satisfies the differential inclusioṅ
The equilibrium point x = 0 of the differential equation (13) is said to be asymptotically stable if, for any ǫ > 0, there exists δ > 0 such that for all x 0 ∈ δB n , each Filippov solution to the differential equation (13) with x(0) = x 0 exists for t ∈ [0, ∞) and satisfies the conditions |x(t)| < ǫ for all t ∈ [0, ∞) and lim x(t) = 0 as t → ∞.
From now on, by the stabilization or regulator design problem we mean this formulation, if there is no other specification.
In technological applications a piecewise constant control law is usually used instead of the stabilizer u(x) we dealt with before. The control is chosen in discrete moments of time 0, σ, 2σ, . . . , where σ > 0, and we have
This leads us to another problem where the goal is to find a control u(x) such that all the trajectories of the nonautonomous differential equatioṅ
tend to zero. This statement of the problem is also very important, since it substantiates practical realizations of stabilizers, and we discuss it in detail in §3.
Informal outline of the approach. First, we investigate the stabilization problem for the first approximation of system (7), that is, for the linear control systeṁ
where C = ∇ x f (0, u 0 ) is an n × n matrix and K is the closed convex cone spanned by the set f (0, U ). Consider the set-valued map x → Cx + K associated with control system (14) . The properties of this map are similar to those of a linear operator. In particular, a multivalued version of the Jordan theorem can be established. More precisely, there exists a minimal invariant subspace I , that is, a minimal subspace such that for any x ∈ I we have Cx + K ⊂ I . The map x → Cx + K considered as a map from the factor space R n /I into R n /I is a linear operator denoted byC. The meaning of I in terms of control is that only movements in linear manifolds parallel to I are affected by a control, while movements in the factor space R n /I are completely determined by properties ofC. Asymptotic stability ofC is necessary for the first approximation to be stabilizable. If this operator is not asymptotically stable, the control system (14) cannot be stabilized by any control w(x).
Consider the structure of I . For the sake of simplicity suppose that I = R n . Let λ 0 be the maximal real eigenvalue of C T that corresponds to an eigenvector contained in the polar cone K * . Assume that λ > λ 0 . Then for any x there exist vectors y 0 , . . . , y k such that
We can interpret inclusions (15) as follows. Vectors y 1 and y j , j > 1, can be considered as an eigenvector and joined (principal) vectors of the set-valued map x → Cx + K, respectively. Inclusions (15) imply that the subspace I is a "cyclic" subspace of the set-valued map x → Cx + K corresponding to one "Jordan block." Now we are in a position to explain how to choose the control w(x) to stabilize the control system (14) . We establish that the stabilizability of (14) is equivalent to the condition λ 0 < 0. If the first approximation is stabilizable, we fix λ ∈ (λ 0 , 0). For any x ∈ R n we find a finite set of vectors y 0 , . . . , y k satisfying (15) .
Suppose, first, that y k = 0. Then x = y 0 ∈ −K. Consequently, for any ǫ > 0 we can choose τ > 0 such that τ Cx ∈ ǫB n . Put w 0 (x) = − 1 τ x. Then we have w 0 (x) ∈ K and
It means that there exists a velocity of system (14) almost exactly directed from x to the origin. Now assume that y 0 = 0, that is, x = y k . Suppose that k = 1, which implies that x is an eigenvector of the set-valued map x → Cx + K. Since λ < 0, we conclude that there exists a vector v 1 , a velocity of (14) , directed from x to the origin. Indeed, let w 1 (x) = λx − Cx. Then we obtain w 1 (x) ∈ K and
Consider the case k > 1. Since λ < 0, we have
or, in other words,
where w k (x) ∈ K. This implies that there exists a vector v k , a velocity of (14), directed from the point y k to the ray spanned by y k−1 . The same is true for the vectors y k−1 , . . . , y 2 . Thus, starting at x = y k and choosing a suitable control we can reach the ray spanned by the eigenvector y 1 and then move along it (see Figure 1 ). In the general case when x = y k + y 0 with nonzero y k and y 0 , we take w(x) as a convex combination of w k (x) and w 0 (x). Since K is a convex cone, we have w(x) ∈ K. It is clear intuitively that trajectories of the systeṁ
tend to zero. The above informal considerations show the main ideas of the regulator design method we use in this paper.
We use similar reasoning to prove the existence of a Lyapunov function V (x) in R n and a number θ > 0 satisfying the following condition: for all x ∈ R n there exists a vector
θV (x) ≤ 0. The map u(x) is defined to make V (x) a Lyapunov function for differential equation (8) . This implies the asymptotic stability of the equilibrium point x = 0. The proof of the existence of the function V (x) is constructive and can serve as the basis for a numerical regulator design algorithm.
The first approximation.
In this section we investigate the first approximation of system (7), that is, the linear control systeṁ
where C = ∇ x f (0, u 0 ) is an n × n matrix and K is the closed convex cone spanned by the set f (0, U ). For control system (16) we derive necessary and sufficient conditions guaranteeing the existence of a number θ > 0 and a convex positive, positively homogeneous function V (x) in R n satisfying the following condition: for any x ∈ R n there exists a vector
We now consider the linear differential equatioṅ
Let + be the subspace such that a solution to (17) with the initial condition x(0) = x ∈ + has a nonnegative Lyapunov exponent.
The following result contains necessary and sufficient conditions of solvability for the regulator design problem for linear system (16) . THEOREM 1. The following conditions are equivalent: 1. The regulator design problem for control system (16) is solvable.
2.
For any x 0 ∈ R n there exists a trajectory x(·) of system (16) such that x(t) → 0 as t → ∞.
3. The matrix C T has neither eigenvectors which correspond to nonnegative real eigenvalues and are contained in the cone K * nor proper invariant subspaces contained in the subspace
There exist numbers τ > 0, δ ∈ (0, 1) and a convex positively homogeneous function
can be found. First we prove auxiliary results. LEMMA 1. Assume that for any x 0 ∈ R n there exists a trajectory x(·) of system (16) with x(0) = 0 such that x(t) → 0 when t → ∞. Then there exist numbers a > 0 and γ > 0 such that for any point x 0 ∈ R n a trajectory of system (16) with x(0) = x 0 satisfying the condition
can be found.
Proof. Let us consider a simplex = co{z 0 , . . . , z n } containing a unit ball centered at zero. There are trajectories x k (·) satisfying the conditions
There exists a number τ ≥ 0 such that |x k (τ )| ≤ 1/e for all k = 0, n. Let y ∈ bd B n . Then there exist numbers λ k ≥ 0, k = 0, n, such that n k=0 λ k = 1 and y = n k=0 λ k z k . Obviously, the function x(·, y) = n k=0 λ k x k (·) is a trajectory of system (16) and satisfies the inequality |x(τ, y)| ≤ 1/e. Hence, for any y ∈ R n the function x y (·) = |y|x(·, y/|y|) is a trajectory of system (16) and satisfies the inequality |x y (τ )| ≤ |y|/e. Set
For every x 0 ∈ R n we define a trajectory x(·) of system (16) satisfying the initial condition x(0) = x 0 as follows:
It is easy to check that the trajectory x(·) satisfies condition (18) .
Let us study some properties of the set-valued map x → Cx+K. Denote by J the maximal invariant subspace of C T contained in K * ∩ −K * and by I the orthogonal complement to J . The subspace I turns out to be invariant by the set-valued map x → Cx + K in the following sense.
LEMMA 2. For all x ∈ I we have
Remark. A description of the minimal invariant subspace for convex processes of general form appeared in Aubin, Frankowska, and Olech [2] .
It follows from Lemma 2 that K ⊂ I and the subspace I is invariant by the linear operator C. We denote by C I the restriction of C to the subspace I , i.e., C I = C | I . Let C J be the transposed operator of the restriction of C T to the subspace J , i.e., C J = (C T | J ) T . The cone K considered as a subset of I is denoted by K I . The unit linear operator from I to I is denoted by E I . Since R n = I × J , every x ∈ R n can be represented as x = (x I , x J ), where x I ∈ I and x J ∈ J . 
will contradict the definition of J as the maximal invariant by C T subspace contained in the subspace
. This achieves the proof. Denote by λ 0 the maximal real eigenvalue of C T which corresponds to an eigenvector contained in the cone K * . If there is no such eigenvector, we put λ 0 = −∞. . Since x J , x * J ∈ J are arbitrary, the proof ensues. For all real λ we define convex cones
We shall use the following generalization of the well-known Perron positive matrix theorem (see Berman and Plemmons [4] , for example). THEOREM 2. Let K ⊂ R n be a nonzero convex closed cone which does not contain a line and let C : R n → R n be a linear operator. If Cx ∈ K for all x ∈ K then there exists an eigenvector of C contained in the cone K and corresponding to a nonnegative eigenvalue. THEOREM 3. If λ > λ 0 , then there exists a number k such that the equality
Proof. Since a polyhedron can be chosen as a neighborhood of the origin in the subspace I , it is sufficient to prove that
The latter is equivalent with the equality
Suppose this equality is not true. Since λ > λ 0 , we have
Indeed, if (C I − λE I )I − K I = I , then there exists a nonzero vector x * ∈ I such that (C I − λE I )x, x * ≤ z, x * for all x ∈ I, z ∈ K I . Taking x = 0, we obtain x * ∈ K * I . Let z = 0. Then we have x, (C T I − λE I )x * = 0 whenever x ∈ I . Hence x * ∈ K * I is an eigenvector of C T I corresponding to the eigenvalue λ. By Lemma 4, λ ≤ λ 0 , a contradiction.
From (19) we obtain 
Obviously,
, invoking Lemma 3, we derive a contradiction. From inclusion (20) and Theorem 2 it follows that there exists a nonzero vector x * I ∈ L * ∞ (λ) and a number µ ≥ 0 such that
Since λ > λ 0 , we conclude that µ = 0. Consequently,
Proof of Theorem 1. Condition 2 is a trivial consequence of the first condition. Assume that Condition 2 is fulfilled. Suppose that the third condition does not hold. This implies that the differential equationẋ
has a nontrivial solution satisfying the inclusion x * (t) ∈ K * , for all t ≥ 0, and such that χ[x * (·)] ≥ 0. Let x 0 ∈ R n . By Lemma 1 there exists a trajectory x(·) of (16) with x(0) = x 0 such that χ[x(·)] > 0. Let w(·) be a control corresponding to the trajectory x(·). We observe that
we obtain 0 ≥ x 0 , x * (0) . Since x 0 is an arbitrary vector we conclude that x * (0) = 0. This contradicts the nontriviality of x * (·). Thus, the third condition is a consequence of the second one. Now, suppose that the third condition holds. We shall derive Condition 4 from it. The third condition means that λ 0 < 0. Fix λ ∈ (λ 0 , 0). Let ⊂ I be a polyhedron containing the ball B I = B n ∩ I . Denote by x i , i = 0, m, the vertices of the polyhedron. By Theorem 3, Fix a number α > 1. Let M I be the convex hull of the points
Let us consider the linear operator C J : J → J . The third condition implies that C J is an asymptotically stable linear operator. There exists a positive definite quadratic form W : J → R which is a Lyapunov function for the differential equatioṅ
(see Lyapunov [14] ). Denote by M J the ellipsoid {x ∈ J | W (x) ≤ 1}. Let ω > 0. Consider the convex compact set
We shall prove that the Minkowski function V (x) of the set M ω is the function to be found whenever ω > 0 is sufficiently small. Since B I ⊂ , we conclude that 
For all points z i,j , j > 1, i = 0, m, we consider the vectors w i,j = (1/α)|λ|z i,j −1 + λz i,j − C I z i,j . Obviously, we have w i,j ∈ K I and
From the above reasoning we conclude that there exist numbers τ I > 0 and δ I ∈ (0, 1) such that for each x I ∈ bdM I there exists a vector w ∈ K I satisfying the inclusion x I + τ I (C I x I + w) ∈ δ I M I .
Moreover, there exist numbers τ J > 0 and δ J ∈ (0, 1) such that for all x J ∈ bdM J the inclusion (1 − δ)M I . Summation of (22) and (23) yields
Thus, we obtain Condition 4 of the theorem. Finally, let Condition 4 be fulfilled. We shall derive Condition 1. Consider the set-valued maps
cl co w(x + ηB n ).
Let w ∈ W (x). Then we have
Hence any Filippov solution x(·) to the differential equatioṅ
where θ = (1 − δ)/τ . Consequently, the zero equilibrium position of differential equation (24) 
respect to the set-valued map x → Cx+K. In §5 we derive an estimate for k(λ) in a general case. Here we only note that if the cone K is a subspace, then n−1 i=0 (C I − λE I ) −i K I spans the whole subspace I , thanks to the Cayley-Hamilton theorem. This implies that k(λ) ≤ n − 1.
Stabilization of nonlinear systems.
We now proceed to consider the regulator design problem for a nonlinear control systeṁ
The main stabilization problem. The following theorem contains sufficient conditions for stabilizability of system (25) at first approximation.
THEOREM 4. Assume that the regulator design problem for the first approximation is solvable. Then there exist a neighborhood of the origin and a map u : → U that satisfies the following conditions:
1. u(0) = u 0 .
2.
The equilibrium point x = 0 of the differential equatioṅ
is asymptotically stable; moreover, there exist constants a > 0 and θ > 0 such that
for any solution x(·) to (26) with sufficiently small |x(0)|.
Proof. By Theorem 1 there exist numbers τ > 0, δ ∈ (0, 1), and a convex positively homogeneous function V (x) such that V (0) = 0, V (x) > 0, if x = 0, and for any x ∈ bdM (M = {x | V (x) ≤ 1}) there exists a vector v ∈ Cx + K satisfying x + τ v ∈ δM.
Let x 0 and v 0 be vectors from the sets bdM and Cx 0 + K, respectively, which satisfy x 0 + τ v 0 ∈ δM. If ǫ 1 > 0 is sufficiently small, then the inclusions x ∈ x 0 + ǫ 1 B n , v ∈ v 0 + ǫ 1 B n imply that x + τ v ∈ (1 + δ)M. We need the following technical lemma. LEMMA 6. For any v 0 ∈ Cx 0 + K the equality
Proof. Let η > 0. There exist u ∈ U and β > 0 such that |v 0 − Cx 0 − βf (0, u)| < η. If ρβ < 1, then taking into account convexity of the set f (ρx 0 , U ) and the inequality |∇ x f (x, u)| ≤ l, x ∈ B n , we have
Since η is an arbitrary positive number, dividing by ρ and taking the limit as ρ ↓ 0 and x → x 0 , we obtain the result.
End of the proof of Theorem 4. By the above lemma there exists ǫ 2 > 0 such that the inequality
We observe that
Now, we cover every point x 0 ∈ bdM by such an ǫ 0 -neighborhood and choose a finite subcovering. Let ǫ be the minimal radius of a subcovering element. If V (x) < ǫ, then by the above considerations we conclude that there is a vector v ∈ f (x, U ) satisfying
Let us consider the set-valued maps
defined on the set = {x | V (x) < ǫ}. We take any single-valued map ϕ(x) ∈ H (x). Since ϕ(0) = 0, there exists a map u :
→ U satisfying the conditions u(0) = u 0 and ϕ(x) = f (x, u(x)).
Consider the set-valued map
Let v ∈ (x). Then we have
where θ = (1−δ)/(2τ ). Hence any Filippov solution x(·) to differential equation (26) satisfies
whenever x(0) ∈ . By constructioṅ
From (29) and (30) we see that there exists a constant a > 0 such that (27) and (28) are satisfied for any solution x(·) to (26) with sufficiently small |x(0)|. The theorem is proved.
Remark. For example, ϕ(x) ∈ f (x, U ) can be chosen from the condition
if U is a compact. For many control systems this minimization problem can be easily solved using numerical methods (see [7, 8] ).
An estimate for the region of attraction. Theorem 4 contains sufficient conditions for solvability of the regulator design problem. However it does not allow one to estimate the region of attraction, that is, the domain where the regulator is defined. Below we obtain such an estimate under additional assumptions on the control system. Assume that 1. the function f (·, u) is twice differentiable and |∇ x f (x, u)| ≤ l and |∇ xx f i (x, u)| ≤ M for all (x, u) ∈ R n × U, i = 1, n; 2. the set U is compact and
where W is the Minkowski function of the set f (0, U ). Note that the latter assumption is fulfilled if f (0, U ) is a polyhedron, for example.
Under the assumptions of Theorem 4 there exist numbers τ > 0, δ ∈ (0, 1), and a convex positively homogeneous function V (x) such that V (0) = 0, V (x) > 0, if x = 0, and for any x ∈ bdM (M = {x | V (x) ≤ 1}) there is a vector v ∈ Cx + K satisfying x + τ v ∈ δM.
Observe that there exist numbers a > 0 and b > 0 such that
For the Minkowski function V (x) we have
THEOREM 5. Assume that the conditions of Theorem 4 and Assumptions 1 and 2 are satisfied. Then for all x ∈ ρM there exists u(x) ∈ U such that
Proof. Let ρ ∈ (0,ρ] and x ∈ bdρM. There exist x 0 ∈ bdM and v 0 ∈ Cx 0 + K satisfying x = ρx 0 and x 0 + τ v 0 ∈ δM, respectively. We claim that there exist β ≥ 0 and u ∈ U such that v 0 = Cx 0 + βf (0, u) and W (f (0, u)) = 1. Indeed, the vector v 0 − Cx 0 can be represented as lim β i f (0, u i ), where β i ≥ 0, u i ∈ U , and W (f (0, u i )) = 1. We observe that |f (0, u i )| ≥ σ > 0. Consequently, the sequence β i is bounded from above and, without loss of generality, converges to β. Since the set U is compact, taking the limit, we obtain the required statement. Now we prove the inequality
Since the set f (ρx 0 , U ) is convex, we have
where
The inclusion x 0 +τ (Cx 0 +βf (0, u)) ∈ δM implies that |x 0 +τ (Cx 0 +βf (0, u))| ≤ δb. Hence
Thus,
Observe that βρ < 1.
Set α = βρ. The right side of (32) is less than or equal to
Combining this inequality with (33) we derive (31). Thus, there exists v ∈ f (ρx 0 , U ) such that
(1 + δ)M or, in other words,
The theorem is proved.
Continuous stabilizers. Theorem 4 shows that there exists a stabilizer u(x) such that the origin is the asymptotically stable equilibrium point of differential equation (26) with a discontinuous right-hand side. A natural question arises: is there a stabilizer which makes the right-hand side of (26) a continuous function? A positive answer is given by the following theorem.
THEOREM 6. Assume that in addition to the conditions of Theorem 4 the set f (x, U ) is closed for any x. Then there exists a regulator u(x) such that the map x → f (x, u(x)) is continuous.
Proof. As in the proof of Theorem 4 we observe that there exist numbers τ > 0, δ ∈ (0, 1), and a convex positively homogeneous function V (x) such that V (0) = 0, V (x) > 0, if x = 0, and for any x from the neighborhood of the origin the set-valued map
where M = {x | V (x) ≤ 1}, is nonempty. Let us consider the set-valued map
Obviously, the mapH (x) is upper semicontinuous and has convex compact values. Let v(x) be the projection of the origin ontoH (x). By Theorem Hence there exists u(x) ∈ U satisfying v(x) = f (x, u(x)). Asymptotic stability of the zero equilibrium position of the differential equatioṅ
can be proved similarly to the last part of Theorem 4.
Remark. From the computational point of view the construction of such a regulator u(x) is much more complex than the procedure described in the remark after Theorem 4.
Under more restrictive assumptions on the map u → f (x, u) it is possible to establish continuity of the stabilizer u(x). For example, applying the inverse function theorem we immediately obtain the following result. Lipschitzian stabilizers. Now let us establish sufficient conditions for the existence of a Lipschitzian stabilizer.
We need the following auxiliary result. Let X ⊂ R n be a compact set and let U ⊂ R k and M ⊂ R m be convex sets. Let f : R n → R m be a continuous function and let : R k → R m be a linear operator. LEMMA 7. Assume that for any x ∈ X there exists u ∈ U satisfying
Then for any ǫ > 0 there exists a Lipschitzian map u : X → U such that
Proof. Let ǫ > 0. Consider a point x 0 ∈ X. There exists u 0 ∈ U satisfying
Since f is continuous, there exists δ 0 > 0 such that |f (x)−f (x 0 )| < ǫ whenever |x−x 0 | < δ 0 . We cover every point x 0 ∈ X by such a δ 0 -neighborhood and choose a finite subcovering
be the corresponding vectors from U . There exists a Lipschitz partition of unity {p i (x)} I i=1 subordinated to this subcovering (see [1, Thm. 0.1.2]), that is, a family of functions {p i (x)} I i=1 defined on X and satisfying the following conditions:
1. p i (·) is Lipschitz for all i = 1, I ; 2. p i (x) > 0 for x ∈ i ∩ X and p i (x) = 0 for x ∈ X \ i ; 3. for each x ∈ X,
Let x ∈ X. Then p i (x) > 0 if and only if |x − x i | < δ i . Hence
The lemma is proved.
Assume that the right-hand side of (25) is affine, that is,
with u = (u 1 , . . . , u N ) ∈ U , where U ⊂ R N is convex. Denote by F (x) the matrix whose columns are the vectors f 1 (x), . . . , f N (x).
THEOREM 7. Assume that the regulator design problem for the first approximation of system (25) with affine right-hand side (34) is solvable. Then there exists a Lipschitzian regulator u(x).
Proof. Consider the control systeṁ
By Theorem 1 there exist a convex positively homogeneous function V (x), numbers τ > 0, δ ∈ (0, 1), and a mapũ :
whenever x ∈ bdM. By Lemma 7 there exists a Lipschitzian mapû : bdM → U such that
for all x ∈ bdM. Let V (x) < 1. Then
.
If V (x) is sufficiently small, then we have
Consequently V (x) is a Lyapunov function for the differential equatioṅ
The theorem is proved. Note that the right-hand side of the first approximation is always affine. Therefore we obtain the following corollary.
COROLLARY 3. Assume that the regulator design problem for the first approximation (16) is solvable. Then there exists a Lipschitzian stabilizer w(x) for system (16) . Now apply Theorem 7 to the general case. Suppose that the right-hand side of (25) is differentiable in u, and that U is a convex set. Consider the systeṁ
COROLLARY 4. Assume that the regulator design problem for the first approximation of system (35) is solvable. Then there exists a Lipschitzian stabilizer u(x) that solves the regulator design problem for system (25).
Proof. By Theorems 1 and 7 there exist a convex positively homogeneous function V (x), numbers τ > 0, δ ∈ (0, 1), and a Lipschitzian map u :
for all x sufficiently close to zero. If V (x) is sufficiently small, then we have
Consequently, V (x) is a Lyapunov function for the differential equatioṅ
Piecewise constant controls. In practical problems a piecewise constant control law is usually used instead of the stabilizer u(x) considered before. The control is chosen in discrete moments of time 0, σ, 2σ, . . . , where σ > 0, and we have
where u(x) is the regulator constructed in Theorem 4. The following theorem substantiates this control law. Proof. Let x(·) be a solution to (36) and t ∈ [kσ, (k + 1)σ ). Since V (x) ≤ |x|/a, the function V (x) is Lipschitzian with the constant 1/a. Indeed,
If x(t) is sufficiently close to zero, then we have
(see the proof of Theorem 4). Since
we derive from the Gronwall inequality
Moreover, if N is a sufficiently large number, then |f (x, u(x))| ≤ NV (x) for all x ∈ . Thus we obtain
This implies that V (x(t)) < V (x(kσ )), if t ∈ (kσ, (k + 1)σ ). Consequently we obtain
Thus, any trajectory x(·) of differential equation (36) tends to zero whenever |x(0)| is sufficiently small.
Examples.
In this section we study the regulator design problem for two simple control systems considered in the introduction.
Stabilization of an oscillator subjected to a unilateral force. The motion of an oscillator subjected to a unilateral force is described by the following equations:
The control u 0 = 0 corresponds to the equilibrium position. Thus the first approximation of system (37) is given byẋ
In this case
The transposed matrix C T has neither nontrivial subspaces nor eigenvectors contained in the conjugate cone K * = {(w 1 * , w 2 * ) | w 2 * ≥ 0}. Therefore, by Theorem 3 for all negative λ the cone L k (λ) coincides with the hole space for some k = k(λ). By Corollary 1 and Theorem 4 the stabilization problem for system (37) is solvable.
Let us show that
Observe that the cone L k (λ) is spanned by the convex hull of the points {l 0 (λ), . . . , l k (λ)}. From (38) we obtain
Obviously, for any k there exists a < 0 such that
Stabilization of a missile uniform motion. Now consider the model of a missile (see the introduction). The motion of the missile's mass center is described by the following equations:
where σ > 0 stands for a coefficient of air resistance, b is the maximal thrust, and η is the maximal angle between the longitudinal axis of the missile and that of the jet propulsion. Our aim is to stabilize the uniform motion of the object under consideration along the z 1 -axis with the constant maximal speedż 1 = b/σ . The control (u Let us introduce new variables
System (39) now can be written in the formẋ
and we obtain the regulator design problem in the usual form: to find a control u(x) stabilizing system (40) to the zero equilibrium position. Consider the first approximation of system (40)
Obviously, the transposed matrix
has the eigenvector (−1,0,0) corresponding to the eigenvalue −σ , the eigenvector (0,0,1) corresponding to the eigenvalue 0, and the invariant subspace spanned by the vectors (0,0,1) and (0,1,0) corresponding to one Jordan block of the matrix C T with the eigenvalue 0. Since
we observe that the invariant space spanned by the vectors (0, 0,1) and (0,1,0) is not contained in the cone K * . The vector (−1,0,0) belongs to the cone K * , but it corresponds to the negative eigenvalue −σ . By Corollary 1 and Theorem 4 the regulator design problem for system (40) is solvable.
In the previous example the λ-dimension depends on λ. In the example under consideration, for all λ ∈ (−σ, 0) we have
The results of computer simulation for these two examples can be found in [7, 8] .
5.
Regulator design under controllability conditions. In this section we consider the regulator design problem for the linear control systeṁ
where K is a closed convex cone. We suppose that system (42) Remark. Another necessary and sufficient condition of controllability appeared in Brammer [6] . The case of a single-input system was considered by Saperstone and Yorke [17] .
Theorem 9 combined with Corollary 1 implies that the regulator design problem for system (42) is solvable. Moreover, by Theorem 3 for any λ < 0 there exists a positive integer
As was pointed out in Remark 2 at the end of §2, the λ-dimension characterizes the efficiency of the regulator design method. Our goal is to estimate the λ-dimension of R n with respect to the set-valued map x → Cx + K.
An estimate for the λ-dimension. To clarify the idea of the estimate note that for λ < 0 the cone
where W = K ∩ B n , can be considered as a cone spanned by the reachable set of the discrete control system
The discrete system (43) approximates the control systeṁ
The systemẋ
is locally controllable (see [2, Lem. 5.7] ). For systems (43) and (44) we denote the sets reachable from the origin by A k (0) and A T (0), respectively. Since system (45) is controllable, there exist T > 0 and η > 0 such that ηB n ⊂ A T (0). If k and |λ| are sufficiently large, then 0 ∈ intA k (0). The latter amounts to saying L k (λ) = R n . Thus, we can estimate the number k = k(λ) via the time T .
Consider a linear control systeṁ
where C is an n × n matrix and U is a convex compact set satisfying U ⊂ B n . Consider the discrete control system
The following lemma shows that any trajectory x(·) of system (46) can be approximated by a trajectory of discrete system (47).
LEMMA 8. Let a number τ > 0 and a positive integer k be such that T /τ < k ≤ (T /τ )+1 and T /k < |C| −1 . Then for any trajectory x(·) of system (46) with x(0) = 0 there exists a trajectory of discrete system (47) x 0 , . . . , x k , x 0 = 0 such that
Proof. Let x(·) be a trajectory of (46) with x(0) = 0. Applying the mean value theorem, from (46) we have
From (48) and (49) we have
Define the trajectory x 0 , . . . , x k of discrete system (47) approximating the trajectory x(·) by induction. Set x 0 = 0. If x i is already determined, we choose x i+1 ∈ (E − τ C) −1 x i + τ U from the condition
Observe that
By induction we have
The lemma is proved. THEOREM 10. Assume that there exist T > 0 and η > 0 such that ηB n ⊂ A T (0).
Proof. For any point b ∈ ηB n one can find a trajectory x(·) of control system (44) with x(0) = 0 and satisfying x(T ) = b. Lemma 8 implies that the reachable set A k (0) of discrete system (43) satisfies ηB n ⊂ A k (0) + βB n , where β < η. Let x * ∈ bdB n . Then we have
We have reproved Theorem 3 for λ 0 = −∞.
Single-input control systems. Now we proceed to study the regulator design problem for a single-input linear control systeṁ
where b ∈ R n is a vector. We suppose that system (50) is controllable. By Kalman's criterion the controllability is equivalent with the linear independence of the vectors b, Cb, . . . , C n−1 b. Let be a polyhedron satisfying 0 ∈ int . Following the proof of Theorem 1, for any λ < 0 we generate a polyhedron M. Let V (x) be the Minkowski function of M. For system (50) we can analytically solve the minimization problem min u∈R V (x + τ (Cx + bu)) (51) considered in §3 (see the remark after Theorem 4) to determine the stabilizer u(x). The result is contained in the following theorem. THEOREM 11. Let λ < 0 and τ = 1/|λ|. Assume that the matrix C − λE is nonsingular. Then the regulator obtained as the solution to minimization problem (51) is a linear feedback u(x) = c, x such that the linear systeṁ
Proof. Since system (50) is controllable, the vectors b i = (C − λE) −i b, i = 0, n − 1, form a basis in R n . Indeed, by Theorem 3 there exists a positive integer k such that
From the Cayley-Hamilton theorem k = n − 1. Thus, for any x ∈ R n there exist β i , i = 0, n − 1 such that Thus any vertex of the polyhedron can be represented in the form (53). This implies that the polyhedron M is the convex hull of a polyhedron contained in the subspace L spanned by the vectors b 1 , . . . , b n−1 and of two points contained in the one-dimensional subspace spanned by b 0 = b. Consequently, the Minkowski function V in (51) has the minimum at the point u(x) such that the vector x + τ (Cx + bu(x)) belongs to the subspace L (see Figure 2) . To determine u(x) observe that for all i = 0, n − 1 we have
From (53) and (54) we have
Thus u(x) is a linear function of x, i.e., u(x) = c, x for some c ∈ R n . Differentiating (53) and using (54) and (55), we obtain
Since the vectors b i , i = 0, k, are linear independent, from (56) we havė
Subtracting λb i from both sides of (54), we obtain (57) and (58) can be written in the form
The spectrum of the system is, obviously,
There exists a linear feedback u(x) = c, x such that the closed-loop systeṁ
has an arbitrary given spectrum (see [19, Thm. 4.1.7] , for example). Consequently the solutions of (59) can damp to the zero equilibrium position with an arbitrary given speed determined by the real parts of the spectrum. It turns out that the trajectories of closed-loop systems with fast damping significantly deviate from the equilibrium position during a short initial time interval. In other words, trajectories have "peaks" before fast damping. This effect has been largely studied (see Polotski [15] , Izmailov [11] , and Sussmann and Kokotovic [20] , for example). Let us show that the regulator obtained as the solution to (51) ensures a minimal overshoot among linear feedback control laws with the spectra {λ 1 , . . . , λ n } satisfying the conditions Reλ i ≤ λ < 0, |λ i − λ| < ǫ, where ǫ > 0 is sufficiently small.
Recall the following result from Izmailov [11] .
Denote by x(t, x 0 ) the solution to (59) satisfying x(0, x 0 ) = x 0 . THEOREM 12. There exists γ = γ (C, b) > 0 such that if the spectrum {λ 1 , . . . , λ n } of system (59) satisfies Reλ i ≤ λ < 0, i = 1, n, then we have
As follows from Theorem 12, the "peak" effect always takes place in linear systems. An important practical problem is to choose a linear feedback with the minimal overshoot and the damping speed greater than or equal to a given value. This problem is very complex and its complete solution is unknown, but some results in this direction have been obtained by Polotski [15] . The following two theorems can be proved with the help of techniques similar to the ones developed in [15] .
Consider linear control system (50). Let the linear feedback u = c, x be such that linear system (59) has the spectrum {λ 1 , . . . , λ n }, where λ 1 , . . . , λ n are different complex numbers. Denote the matrix A = C + bc T by A(λ 1 , . . . , λ n ) to emphasize its dependence on λ 1 , . . . , λ n .
To characterize the "peak" effect introduce the function
..,λ n )t x| defined for complex numbers satisfying Reλ i < 0, i = 1, n. The norm in the definition of p is not necessarily Euclidean. THEOREM 13. If λ 1 = · · · = λ n = λ < 0, then we have
Theorem 12 shows that
whenever the spectrum {λ 1 , . . . , λ n } satisfies Reλ i ≤ λ < 0. Thus, from Theorem 13 we see that the spectrum λ 1 = · · · = λ n = λ guarantees the minimal overshoot at least up to a factor. It is natural to expect that for any spectrum {λ 1 , . . . , λ n } satisfying Reλ i ≤ λ < 0 we have p(λ, . . . , λ) ≤ p(λ 1 , . . . , λ n )
whenever |λ| is sufficiently large. Unfortunately, we have no proof of this hypothesis, but its local variant can be proved. Note that the function p(·) is directionally differentiable. THEOREM 14. For any complex vector (λ 1 , . . . , λ n ) satisfying Reλ i ≤ 0 and any real number λ < 0 there exists a number ν < 0 such that Dp(λ, . . . , λ)(λ 1 , . . . , λ n ) = ν Reλ 1 + · · · + Reλ n n whenever |λ| is sufficiently large. From this theorem we derive a local variant of the optimality hypothesis. COROLLARY 5. Let λ 1 , . . . , λ n be a spectrum. If Reλ i < 0 and λ < 0, then Dp(λ, . . . , λ)(λ 1 , . . . , λ n ) > 0 whenever |λ| is sufficiently large. We know from Theorem 11 that in the case under consideration the regulator design algorithm (51) generates a linear feedback corresponding to the spectrum {λ, . . . , λ} and, hence, generates a linear feedback with the minimal overregulation, at least in a local sense.
6. Weak asymptotic stability and stabilizability. In this section we investigate the connection between weak asymptotic stability and stabilizability and describe the class of control systems stabilizable at first approximation.
Recall the notion of weak asymptotic stability (see [9] for details). The equilibrium position x = 0 of a control systemẋ = f (x, u), u ∈ U (60) is called weakly asymptotically stable if, given ǫ > 0, there exists δ > 0 such that for any x 0 ∈ δB n at least one trajectory x(·) of (60) with x(0) = x 0 satisfies the conditions |x(t)| < ǫ for all t ≥ 0 and lim x(t) = 0 as t → ∞.
Obviously, if the stabilization problem for system (60) is solvable, then the origin is its weakly asymptotically stable equilibrium position. As we know from Theorem 1, for the first approximation these conditions are equivalent. In general stabilizability cannot be derived from weak asymptotic stability.
Example. Consider the following control system with the control set consisting of one point: In order to derive stabilizability from a stability concept we introduce the following definition. We say that the equilibrium position x = 0 of control system (60) is weakly exponentially stable if there exist positive constants a, θ, and δ such that for each x 0 ∈ δB n at least one trajectory x(·) of system (60) with x(0) = x 0 satisfies |x(t)| ≤ a|x 0 |e −θt , t ≥ 0, |ẋ(t)| ≤ a|x 0 |e −θt , t ≥ 0.
From Theorem 4 we see that if a system is stabilizable at first approximation, then its zero equilibrium position is weakly exponentially stable. Below we prove an inverse statement. THEOREM 15. Let the right-hand side of system (60) be twice differentiable in x, and let the derivatives ∇ x f (x, u) and ∇ 2 xx f (x, u) be continuous in (x, u) . Assume that U is a compact set and that there exists a unique u 0 ∈ U satisfying f (0, u 0 ) = 0. If the equilibrium position x = 0 of system (60) is weakly exponentially stable, then the stabilization problem for the first approximation is solvable.
Proof. Letx ∈ R n . Since the equilibrium position x = 0 is weakly exponentially stable, there exist trajectories x k (·) of system (60) Thus, the function x(t) = y(τ (t)) satisfieṡ x(t) ∈ Cx(t) + K and |x(t)| ≤ a|x|e −θt , t ≥ 0.
Applying Theorem 1, we obtain the result.
Remark. The uniqueness of u 0 ∈ U satisfying f (0, u 0 ) = 0 is essential. Indeed, the zero equilibrium position of the control systemẋ = ux, |u| ≤ 1, u 0 = 0, is weakly asymptotically stable. The control u ≡ −1 is a constant stabilizer. Nevertheless the first approximation iṡ x = 0. COROLLARY 6. Under the conditions of Theorem 15 the stabilization problem for system (60) is solvable.
