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Abstract. In this paper, a high-order nonlinear continuous integral-derivative observer is presented based
on finite-time stability and singular perturbation technique. The proposed integral-derivative observer can
not only obtain the multiple integrals of a signal, but can also estimate the derivatives. Conditions are given
ensuring finite-time stability for the presented integral-derivative observer, and the stability and robustness
in time domain are analysed. The merits of the presented integral-derivative observer include its synchronous
estimation of integrals and derivatives, finite-time stability, ease of parameters selection, sufficient stochastic
noises rejection and almost no drift phenomenon. The theoretical results are confirmed by computational
analysis and simulations.
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1. Introduction
Time derivatives and integrals are important components in almost all engineering applications. The
problems of the time derivatives and integrals are those of estimating the values Di (a) =
dia(t)
dti
and I (a) =∫ t
0
· · ·
∫ s
0
a (σ) dσ · · · dτ , respectively. Obtaining the positions, velocities and accelerations is crucial for many
types of systems for correct and timely performances, such as missile flying control systems [1] and the
antilock braking systems [2]. For an airplane, the flying velocity can be obtained from an airspeed indicator.
In order to design a feedback controller, the time integral and derivative performances are required to
estimate the position and acceleration trajectories of the airplane, respectively. For the guidance of a
missile system, the acceleration is obtained from the accelerometer. In order to hit the target, the position
trajectory of the missile should be obtained. Therefore, in the circumstances without GPS, we need to
compose a double-integral algorithm to estimate the position trajectory from the acceleration measurement
on condition that the initial position and velocity are known. Inertial Navigation System (INS) is a self-
contained navigation technique in which measurements provided by accelerometers and gyroscopes are used
to track the position and orientation of an object relative to a known starting point, orientation and velocity.
In INS, Inertial measurement units (IMUs) typically contain three orthogonal rate-gyroscopes and three
orthogonal accelerometers, measuring angular velocity and linear acceleration respectively. To calculate the
position of the device the signals from the accelerometers are double integrated. However, for a long-time
navigation, the drift phenomenon of INS is mainly brought out by the usual integral methods. They cannot
restrain the effect of stochastic noise, especially non-white noise. Such noise leads to the accumulation of
additional drift in the integrated signal. Furthermore, the stability analysis for the usual integral methods
are seldom given. Therefore, it is important for the design of low-drift integral methods. Importantly, the
stability and robustness of integral methods should be analysed.
The algorithms of derivative and integral have been studied by a number of researchers from different
perspectives [3]-[20]. In recent years, the observer-like differentiators have been developed [15]-[20], and
their stabilities were analysed. Obviously, for the usual observers or differentiators [15]-[20], it is impossible
to estimate the integrals of a signal. The usual observers or differentiators can estimate the derivatives of a
signal, but not its multiple integrals.
The integral of signal is the infinite sum of differential. The integral of f(x) on [a, b] is defined as I =∫ b
a
f(x)dx = limmax{∆xi→0}
n∑
i=1
f(ξi)∆xi, where a = x0 < x1 < · · · < xn = b, ∆xi = xi−xi−1, ξi ∈ (xi−1, xi),
i = 1, · · · , n. Furthermore, The double integral of f(x) on domain G is defined as
∫ ∫
G
f(x, y)dxdy =
limmax{∆x2i+∆y2i→0}
∑
i
∑
j
f(ξi, ηj)∆xi∆yj , where ∆xi = xi − xi−1, ∆yj = yj − yj−1, ξi ∈ (xi−1, xi), ηj ∈
1
(yj−1, yj),i, j = 1, · · · , n.
At present, there are no general rules for integrating as there are for differentiating. There are some
numerical methods for estimating signal integral [12]: i) The trapezoidal rule; ii) Simpson’s rule. For the
above numerical integrating methods, if stochastic noise (especially non-white noise) exists in signal, and
the average value of the noise is not equal to zero, then such noise leads to the accumulation of additional
drift in the integrated signal. It is not guaranteed that the integrator is stable. Importantly, it is difficult to
analyse the stability and robustness of these methods. Therefore, the choice of integration scheme has a big
effect on the performance of a system.
The integral operators of 1/s and 1/s2 are irrational and can’t be calculated directly. Researchers presented
some approximated methods to estimate signal integral [13]-[21]. For the integrators design in frequency
domain, an IIR digital integrator was designed by using the Simpson integration rule and fractional delay
filter [3]. In [4], a digital IIR integrator based on the recursive Romberg integration rule and the fractional
sample delay was investigated. A general theory of the Newton-Cotes digital integrators by applying the
z-transform technique to the closed-form Newton-Cotes integration formula was presented [5]. In [7]-[11],
several types of digital integrators were designed: non-inverting integrator, the developed infinite impulse
response digital integrators, low-frequency differential differentiators. However, in all of the aforementioned
studies [3]-[12], the integrators are all linear approximated, only 1-fold integral can be obtained, and the
estimations of derivative and integral are not considered synchronously. Importantly, there is no stability
analysis. Some integrators were implemented in the hardware, where the parameters are usually affected
by the circumstances, for instance, the temperature changes in the circuit. Thus, the estimation precision
is affected adversely. Furthermore, they are easily disturbed by stochastic noise, and the drift phenomenon
occurs in such systems. In order to restrain the stochastic noise, additional filters must be designed.
In [13] and [14], the concept of fractional-order integrator has been presented, and a rational transfer
function is proposed to approximate the irrational fractional-order integrator GI (s) = 1/s
m, where m is a
positive real number, and 0 < m < 1 is required. The condition of 0 < m < 1 limits the application of
the fractional-order integrator. Usually, the 1-fold and double integrals are required to obtained in many
navigation systems, i.e., the operators 1/s and 1/s2 are required to be computed. Therefore, this method is
not suitable to some navigation systems.
In this paper, a high-order nonlinear integral-derivative observer is presented based on finite-time stability
[21]-[28] and singular perturbation technique [29]-[31]. In this derivative-integral observer, a new distribu-
tion of perturbation parameters is arranged. Using this integral-derivative observer, the multiple integrals
and derivatives of a signal can be obtained synchronously, and the estimation of the time derivatives and
integrals is finite-time stable. The integral-chain structure increases filter order and improves the stochas-
tic noise rejection. Importantly, the parameters regulation is only required to be satisfied with Hurwitz
condition. The synchronous dynamical performance of time derivatives and integrals is helpful for the de-
sign of system controllers (for example, design of proportional-integral-differential (PID) controller) and the
guidance methodologies. Furthermore, for the proposed integral-derivative observer, the introduction of a
differential feedback term is equivalent that there is a lead compensation (or a dynamic feedback term) in
the integral-derivative observer, and the dynamic performance can be improved. Therefore, the drift in the
integral outputs can be corrected sufficiently. Importantly, with respect other integrator design, the stability
and robustness in time domain of the presented integral-derivative observer are analysed. The closed-loop
system is stable.
This paper is organized in the following format. In section 2, preliminaries are introduced. In Section 3, the
main results of the presented integral-derivative observer are presented. In Section 4, the robustness of the
proposed integral-derivative observer is analysed. In Section 5, the computational analysis and simulations
are described. The conclusions are provided in Section 6.
2. Preliminaries and background
2
The related concepts are presented here.
Definition 1 [22]: Let us consider a time-invariant system in the form of
x˙ = f (x) , f (0) = 0, x ∈ Rn, (1)
where f : D → Rn is continuous on open neighborhood D ⊆ Rn of the origin. The origin is said to be a
finite-time-stable equilibrium of the above system if there exists an open neighborhood N ⊆ D of the origin
and a function Tf : N\ {0} → (0,∞), called the settling-time function, such that the following statements
hold: (i) Finite-time-convergence: For every x ∈ N\ {0}, ψx is the flow starting from x and defined on
[0, Tf (x)), ψ
x (t) ∈ N\ {0} for all t ∈ [0, Tf (x)), and limt→Tf (x) ψ
x (t) = 0.
(ii) Lyapunov stability: For every open neighborhood Uε of 0 there exists an open subset Uδ of N containing
0 such that, for every x ∈ Uδ\ {0}, ψ
x (t) ∈ Uε for all t ∈ [0, Tf (x)).
The origin is said to be a globally finite-time-stable equilibrium if it is a finite-time-stable equilibrium with
D = N = Rn. Then the system is said to be finite-time-convergent with respect to the origin.
Assumption 1: For a system depicted by Equation (1), there exists ρi ∈ (0, 1] , i = 1, · · · , n, and a nonneg-
ative constant a such that
∣∣fj (z˜1, z˜2, · · · , z˜n)−f j (z1, z2, · · · , zn)∣∣ ≤ a n∑
i=1
|z˜i−zi|
ρi (2)
where z˜i, zi ∈ R, i = 1, · · · , n, j = 1, · · · , n.
Remark 1: There are a number of nonlinear functions capable of satisfying this assumption. For example,
one such function is xρi since
|xρi − xρi | ≤ 21−ρi |x− x|
ρi , ρi ∈ (0, 1]
Moreover, there are smooth functions also satisfying this property. In fact, it is easy to verify that
|sinx− sinx| ≤ 2 |x− x|
ρi
for any ρi ∈ (0, 1].
Theorem 4.2 [22]: Suppose there exists a continuous function V : Rn−R such that the following conditions
holds:
(i) V is positive definite,
(ii) There exist real numbers c > 0 and θ ∈ (0, 1) such that
V˙ (x) + c(V (x))θ ≤ 0 (3)
Then (1) is globally finite-time stable. Moreover, if N is as in Definition 1 and Tf is the setting time function
then
Tf (x) ≤
1
c(1− θ)
V (x)
1−θ
(4)
Proposition 8.1 [21]: Let k1, · · · , kn > 0 be such that s
n+kns
n−1+ · · ·+k2s+k1 is Hurwitz, and consider
the system
x˙i = xi+1; i = 1, · · · , n− 1,
x˙n =−
n∑
i=1
ki |xi|
αi sign(xi) (5)
3
there exists ξ ∈ (0, 1) such that, for every α ∈ (1− ξ, 1), the origin is globally finite-time-stable equilibrium
for Equation (5) where α1, · · · , αn satisfy
αi−1 =
αiαi+1
2αi+1 − αi
, i = 2, · · · , n (6)
with αn+1 = 1 and αn = α.
Theorem 5.2 [22]: Consider the perturbed system of (1) following:

x = f (x) + g (t, x (t)) , x (0) = x0 (7)
Suppose there exists a function V : D → R such that V is positive definite and Lipschitz continuous on
D, and satisfies (3), where ν ⊆ D is an open neighborhood of the origin, c > 0 and θ ∈ (0, 12 ). Then there
exist δ0 > 0, L > 0, Γ > 0, and an open neighborhood U of origin such that, for every continuous function
g : R+ ×D → R
n with
δ = sup
R+×D
‖g (t, x (t))‖ ≤ δ0 (8)
every right maximally defined solution x of (7) with x(0) ∈ U is defined on R+ and satisfies x(t) ∈ U for all
t ∈ R+ and
‖x (t)‖ ≤ Lδγ , t ≥ Γ (9)
where γ = (1 − θ)/θ > 1.
3. Nonlinear integral-derivative observer
In the following, finite-time stability [21]-[28] and singular perturbation technique [29]-[31] will be used to
design a high-order nonlinear integral-derivative observer, and Theorem 1 is presented as follow.
Theorem 1: For system
x˙i = xi+1; i = 1, · · · , n− 1
εn+1x˙n =−
n∑
i=1,i6=p
ki
∣∣εixi∣∣αi sign (xi)
−kp |xp − a (t)|
αp sign (xp − a (t)) (10)
with p ∈ {2, · · · , n}, if signal a (t) is continuous and (n − p + 1)th-order derivable, then there exist γ > 1
and Γ > 0, such that, for t ≥ ts = εΓ (Ξ(ε)e (0)),
|xi − ai (t)| ≤ Lε
α1γ−i, i = 1, · · · , n (11)
where ap−i (t) =
∫ t
0
· · ·
∫ σ2
0︸ ︷︷ ︸
i
a (σ1) dσ1 · · · dσi︸ ︷︷ ︸
i
, xi (0) = ai (0), i = 1, · · · , p− 1; xp (0) = ap (0); ap (t) = a (t);
aq (t) = a
(q−p) (t), q = p + 1, · · · , n; ε ∈ (0, 1) is the perturbation parameter; L is some positive constant;
supt∈[0,∞)|ai (t) | ≤ hi < ∞, i = 1, · · · , n, i 6= p; supt∈[0,∞)|a
(n−p+1)(t)| ≤ La < ∞; k1, · · · , kp, · · · , kn > 0
are selected such that sn + kns
n−1 + · · · +
kp
εpαp
sp−1 + · · · + k2s + k1 is Hurwitz; and α1, · · · , αn satisfy
Equation (6); γ = (1− θ)/θ, θ ∈ (0, α1/(α1+n+1)), n ≥ 2; and Ξ(ε) = diag{ε, ε
2, · · · , εn}. ei = xi− ai (t),
i = 1, · · · , n, e = [e1 · · · en ]
T .
Proof: The system error between system (10) and the derivatives of a1(t) is obtained as follow:
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ei = ei+1; i = 1, · · · , n− 1
εn+1e˙n =−
n∑
i=1,i6=p
ki
∣∣εiei + εiai (t)∣∣αi
×sign (ei + ai (t))
−
kp
εpαp
|εpep|
αp sign (ep)
−εn+1a(n−p+1)(t) (12)
Thus, Equation (12) can be rewritten as:
dεiei
dt/ε
= εi+1ei+1; i = 1, · · · , n− 1
dεnen
dt/ε
=−
n∑
i=1,i6=p
ki
∣∣εiei + εiai (t)∣∣αi
×sign (ei + ai (t))
−
kp
εpαp
|εpep|
αp sign (ep)
−εn+1a(n−p+1)(t) (13)
Let a coordinate transformation be described as follows:
τ = t/ε, zi (τ) = ε
iei (t) ,
i= 1, · · · , n, z = [z1 · · · zn ]
T ,
a¯i (τ ) = ε
iai (t) , i = 1, · · · , n, i 6= p,
a¯n+1 (τ ) = ε
n+1a(n−p+1)(t) (14)
Therefore, we obtain z = Ξ(ε)e, and Equation (13) can be written as
dzi
dτ
= zi+1; i = 1, · · · , n− 1
dzn
dτ
=−
n∑
i=1,i6=p
ki |zi + a¯i (τ )|
αi sign (zi + a¯i (τ ))
−
kp
εpαp
|zp|
αp sign (zp)− a¯n+1 (τ ) (15)
Furthermore, Equation (15) can be rewritten as
dzi
dτ
= zi+1, i = 1, · · · , n− 1
dzn
dτ
=−
n∑
i=1,i6=p
ki |zi|
αi sign (zi)
−
kp
εpαp
|zp|
αp sign (zp)
−
n∑
i=1,i6=p
ki {|zi + a¯i (τ)|
αi sign (zi + a¯i (τ))
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− |zi|
αi sign (zi)} − a¯n+1 (τ ) (16)
Let
g2 (τ , z (τ )) =−
n∑
i=1,i6=p
ki {|zi + a¯i (τ )|
αi
×sign (zi + a¯i (τ ))
− |zi|
αi sign (zi)} − a¯n+1 (τ ) (17)
Therefore, from Assumption 1 and Remark 1, we obtain
δ = sup
(τ,z)∈Rn+1
|g2 (τ, z (τ))|
≤
n∑
i=1,i6=p
21−αikih
αi
i ε
iαi + εn+1La ≤ ε
ρδ0 (18)
where δ0 =
n∑
i=1,i6=p
21−αikih
αi
i + La, and
ρ = min
i∈{1,··· ,n},i6=p
{min{n+ 1, iαi}} = α1
In fact, it is checked that the recursive form of Equation (6) may be rewritten in the non-recursive form
αi =
αn
(n− i + 1)− (n− i)αn
, i = 1, · · · , n (19)
We will calculate the minimum value of the following expression:
iαi =
iαn
(n− i+ 1)− (n− i)αn
, i = 1, · · · , n (20)
Defining the following function
g3(w) =
wαn
(n− w + 1)− (n− w)αn
, w ∈ (0, n+ 1) (21)
and taking derivative of g3(w) with respect to variable w, we obtain
dg3(w)
dw
=
αn[(n+ 1)− αnn]
[(n− w + 1)− (n− w)αn]2
> 0 (22)
Because αn ∈ (0, 1), function g3(w) is monotone increasing. Moreover, the sequence {1, · · · , n} is monotone
increasing in (0, n+ 1). Therefore,
min
i∈{1,··· ,n},i6=p
{iαi} = α1 (23)
Furthermore, because ε ∈ (0, 1) and αi ∈ (0, 1), i = 1, · · · , n, we obtain
max
i∈{1,··· ,n},i6=p
{εiαi} = ερ = εα1 (24)
From Proposition 8.1 in [21], Theorem 5.2 in [22] and Equation (18), there exist positive constants µ and
Γ (z (0)), such that
6
‖z (τ)‖ ≤ µδγ ≤ µ(εα1δ0)
γ , ∀τ ∈ [Γ (z (0)) ,∞) (25)
Therefore, from coordinate transformation (14), we obtain
‖
[
εe1 · · · ε
nen
]
‖ ≤ µ(εα1δ0)
γ , ∀t ∈ [εΓ (Ξ(ε)e (0)) ,∞) (26)
Thus, the following inequality holds:
|ei| ≤ µ(ε
α1−
i
γ δ0)
γ = Lεα1γ−i, ∀t ∈ [εΓ (Ξ(ε)e (0)) ,∞) (27)
where L = µδ0
γ . To make α1γ − i > 1, i = 1, · · · , n, from Theorem 5.2 in [22], we let
θ ∈ (0,min {α1/(α1 + n+ 1), 1/2})
= (0, α1/(α1 + n+ 1)) (28)
In fact, from Theorem 4.3 in [26], θ can be chosen to be arbitrarily small. Hence, the requirement that θ lies
on θ ∈ (0, α1/(α1 + n+ 1)) is not restrictive. Accordingly, we can obtain α1[(1− θ)/θ] − n > 1. Therefore,
α1γ − i > 1 for i = 1, · · · , n. The choice of θ leads to α1γ − i > 1 in (27) which implies that for ε < 1, the
ultimate bound (27) on the estimation error is of higher order than the perturbation. This concludes the
proof. 
In order to guarantee the stability of integral derivative observer (10), polynomial
sn + kns
n−1 + · · ·+
kp
εpαp
sp−1 + · · ·+ k2s+ k1
must be Hurwitz for ε ∈ (0, 1) and the bounded constants ki > 0, i = 1, · · · , n. In the following, we will
discuss the Routh-Hurwitz Stability Criterion of the polynomial. It will be found that sn + kns
n−1 + · · ·+
kp
εpαp
sp−1 + · · · + k2s + k1 can’t be Hurwitz for arbitrary integers n and p with ε ∈ (0, 1). Fortunately, for
some integers n and p, Theorem 1 still holds, and it is satisfied with almost all engineering applications. For
instance, the position and velocity can be estimated from the acceleration signal, or position and acceleration
can be obtained from the velocity signal.
Lemma 1: The following selections of n and p can make polynomial sn + kns
n−1 + · · ·+
kp
εpαp
sp−1 + · · ·+
k2s+ k1 Hurwitz, where ε ∈ (0, 1) and the bounded constants ki > 0, i = 1, · · · , n:
a) n = 2 and p = 2;
b) n = 3 and p ∈ {2, 3};
c) n = 4 and p = 3.
Proof: In the following, for polynomial sn + kns
n−1 + · · · +
kp
εpαp
sp−1 + · · · + k2s + k1, we will search for
integers n and p to satisfy the Routh-Hurwitz Stability Criterion. It is known that Routh table is the nested
structure. Therefore, if there is an integer N , when n = N , for all p ∈ {2, · · · , N} and ε ∈ (0, 1), such that
sn + kns
n−1 + · · ·+
kp
εpαp
sp−1 + · · ·+ k2s+ k1 is not Hurwitz, then when n ≥ N , this statement still holds.
1) When n = 2 , for polynomial s2 + k¯2s+ k1, the Routh table is
s2 1 k1
s1 k¯2 0
s0 k1 0
(29)
Obviously, polynomial s2 + k¯2s + k1 is Hurwitz if k1 > 0, k¯2 > 0. Therefore, when n = 2, p = 2 and
k¯2 =
k2
ε2α2
, polynomial s2 + k2
ε2α2
s+ k1 can be Hurwitz for arbitrary ε ∈ (0, 1).
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2) When n = 3, for polynomial s3 + k¯3s
2 + k¯2s+ k1, the Routh table is
s3 1 k¯2
s2 k¯3 k1
s1 k¯3k¯2−k1
k¯3
0
s0 k1 0
(30)
Polynomial s3+ k¯3s
2+ k¯2s+ k1 is Hurwitz if k1 > 0, k¯3 > 0 and k¯2k¯3 > k1. Therefore, when n = 3, p = 3,
k¯2 = k2 and k¯3 =
k3
ε3α3
, polynomial s3+ k3
ε3α3
s2+k2s+k1 can be Hurwitz for arbitrary ε ∈ (0, 1); when n = 3,
p = 2, k¯2 =
k2
ε2α2
and k¯3 = k3, polynomial s
3 + k3s
2 + k2
ε2α2
s+ k1 can be Hurwitz for arbitrary ε ∈ (0, 1).
3) When n = 4, for polynomial s4 + k¯4s
3 + k¯3s
2 + k¯2s+ k1, the Routh table is
s4 1 k¯3 k1
s3 k¯4 k¯2 0
s2 A1 k1 0
s1 B1 0 0
s0 k1 0 0
(31)
where
A1 =
k¯4k¯3 − k¯2
k¯4
, B1 =
k¯4k¯3−k¯2
k¯4
k¯2 − k¯4k1
k¯4k¯3−k¯2
k¯4
(32)
Polynomial s4 + k¯4s
3 + k¯3s
2 + k¯2s + k1 is Hurwitz if k1 > 0, k¯4 > 0, k¯4k¯3 > k¯2 and k¯4k¯3k¯2 > k¯
2
4k1 + k¯
2
2 .
Therefore, only when n = 4, p = 3, k¯2 = k2, k¯3 =
k3
ε3α3
and k¯4 = k4, polynomial s
4+k4s
3+ k3
ε3α3
s2+k2s+k1
can be Hurwitz for arbitrary ε ∈ (0, 1).
4) When n = 5, for polynomial s5 + k¯5s
4 + k¯4s
3 + k¯3s
2 + k¯2s+ k1, the Routh table is
s5 1 k¯4 k¯2
s4 k¯5 k¯3 k1
s3 A1 A2 0
s2 B1 k1 0
s1 C1 0 0
s0 k1 0 0
(33)
where
A1 =
k¯5k¯4 − k¯3
k¯5
, A2 =
k¯5k¯2 − k1
k¯5
,
B1 =
k¯5k¯4−k¯3
k¯5
k¯3 −
(
k¯5k¯2 − k1
)
k¯5k¯4−k¯3
k¯5
,
C1 =
k¯5 k¯4−k¯3
k¯5
k¯3−(k¯5k¯2−k1)
k¯5 k¯4−k¯3
k¯5
k¯5k¯2−k1
k¯5
− k¯5k¯4−k¯3
k¯5
k1
B1
(34)
Polynomial s5+ k¯5s
4+ k¯4s
3+ k¯3s
2+ k¯2s+k1 is Hurwitz if k1 > 0, k¯5 > 0, k¯5k¯4 > k¯3, k¯5k¯2 > k1, k¯4k¯3+k1 >
k¯5k¯2 +
k¯23
k5
and k¯3 >
k¯5k¯4−k¯3
k¯5k¯2−k1
k1 +
k¯5k¯2−k1
k¯5k¯4−k¯3
k¯5. For arbitrary large k¯p =
kp
εpαp
and all p ∈ {2, 3, 4, 5}, polynomial
s5+ · · ·+ k¯ps
p−1+ · · ·+k1 can’t be Hurwitz. Therefore, for n = 5, all p ∈ {2, 3, 4, 5} and arbitrary ε ∈ (0, 1),
polynomial s5 + · · ·+
kp
εpαp
sp−1 + · · ·+ k1 can’t be Hurwitz.
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Accordingly, we find an integer N = 5, when n = 5, for all p ∈ {2, 3, 4, 5} and arbitrary large
kp
εpαp
,
polynomial s5 + · · · +
kp
εpαp
sp−1 + · · · + k1 can’t be Hurwitz. It is known that Routh table is the nested
structure. Therefore, when n ≥ 5, for all p ∈ {2, · · · , n} and arbitrary ε ∈ (0, 1), polynomial sn + kns
n−1 +
· · ·+
kp
εpαp
sp−1 + · · ·+ k2s+ k1 can’t be Hurwitz. 
Remark 2: Perturbation terms ε and δ
From the analysis above, for ε ∈ (0, 1) and the bounded constants ki > 0, i = 1, · · · , n, there exist n and p,
such that polynomial sn+kns
n−1+ · · ·+
kp
εpαp
sp−1+ · · ·+k2s+k1 is Hurwitz. For the following perturbation
term in Equation (18)
δ = sup
(τ,z)∈Rn+1
|g2 (τ , z (τ ))| ≤ ε
ρδ0 (35)
where δ0 =
n∑
i=1,i6=p
21−αikih
αi
i + La, and
ρ = min
i∈{1,··· ,n},i6=p
{iαi} = a1
the term δ0 is bounded. Furthermore, lim
ε→0
δ = 0.
Remark 3: The following system can also implement the estimation of the time derivatives and integrals:
x˙i = xi+1, i = 1, · · · , n− 1
εn+1x˙n =−
n∑
i=1,i6=p
ki
∣∣εixi∣∣αi sign (xi)
−kp |ε
p (xp − a (t))|
αp sign (xp − a (t)) (36)
where, k1, · · · , kn > 0 are selected such that
sn + kns
n−1 + · · ·+ k2s+ k1
is Hurwitz. However, the error term εp (xp − a (t)) in Equation (36) is very small, and its corresponding
error feedback is quite weak. Therefore, the system convergence is slow. In integral-derivative observer (10),
the gain kp of the error term xp − a (t) is suitable, thus, the error feedback is more efficient.
From Theorem 1 and Lemma 1, we can obtain the exact forms of integral-derivative observers, and a
Corollary is presented as follow.
Corollary 1: There exist the following four types of nonlinear integral-derivative observers:
i. 1-fold-integral observer
When n = 2 and p = 2, Equation (10) can be written as
x˙1 = x2
ε3x˙2 =−k1 |εx1|
α1 sign (x1)
−k2 |x2 − a (t)|
α2 sign (x2 − a (t)) (37)
with the conclusion that, for t ≥ ts,
|x1 − a1 (t)| ≤ Lε
α1γ−1, |x2 − a2 (t)| ≤ Lε
α1γ−2 (38)
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where a1 (t) =
∫ t
0
a (σ) dσ, a2 (t) = a (t); x1 (0) = a1 (0), x2 (0) = a2 (0); ε ∈ (0, 1) is the perturbation
parameter; |a˙(t)| ≤ La, La is a positive constant; k1 > 0, k2 > 0; α1 =
α2
2−α2
, α2 ∈ (0, 1); L is some positive
constant; γ = (1 − θ)/θ, θ ∈ (0, α1/(α1 + 3)). It is a 1-fold integral observer, which can obtain the 1-fold
integral of signal a (t).
ii. First-order-derivative 1-fold-integral observer
When n = 3 and p = 2, Equation (10) can be written as
x˙1 = x2
x˙2 = x3
ε4x˙3 =−k1 |εx1|
α1 sign (x1)
−k2 |x2 − a (t)|
α2 sign (x2 − a (t))
−k3
∣∣ε3x3∣∣α3 sign (x3) (39)
with the conclusion that, for t ≥ ts,
|xi − ai (t)| ≤ Lε
α1γ−i, i = 1, 2, 3 (40)
where a1 (t) =
∫ t
0
a (σ) dσ, a2 (t) = a (t), a3 (t) = a˙ (t); x1 (0) = a1 (0), x2 (0) = a2 (0); ε ∈ (0, 1) is the
perturbation parameter; k1 > 0, k3 > 0 and k2 > ε
2α2 k1
k3
; α1 =
α2α3
2α3−α2
, α2 =
α3
2−α3
, α3 ∈ (0, 1); L is some
positive constant; and γ = (1 − θ)/θ, θ ∈ (0, α1/(α1 + 4)). It is an integral-derivative observer, which can
obtain the derivative and integral, respectively, of signal a (t).
iii. Double integral observer
When n = 3 and p = 3, Equation (10) can be written as
x˙1 = x2
x˙2 = x3
ε4x˙3 =−k1 |εx1|
α1 sign (x1)− k2
∣∣ε2x2∣∣α2 sign (x2)
−k3 |x3 − a (t)|
α3 sign (x3 − a (t)) (41)
with the conclusion that, for t ≥ ts,
|xi − ai (t)| ≤ Lε
α1γ−i, i = 1, 2, 3 (42)
where a1 (t) =
∫ t
0
∫ σ2
0 a (σ1) dσ1dσ2, a2 (t) =
∫ t
0 a (σ1) dσ1, a3 (t) = a (t); x1 (0) = a1 (0), x2 (0) = a2 (0),
x3 (0) = a3 (0); ε ∈ (0, 1) is the perturbation parameter; k1 > 0, k3 > 0 and k2 > ε
3α3 k1
k3
; α1 =
α2α3
2α3−α2
,
α2 =
α3
2−α3
, α3 ∈ (0, 1); L is some positive constant; γ = (1 − θ)/θ, θ ∈ (0, α1/(α1 + 4)). It is a double
integral observer, which can obtain the 1-fold and double integrals, respectively, of signal a (t).
iv. First–order-derivative double-integral observer
When n = 4 and p = 3, Equation (10) can be written as
x˙1 = x2
x˙2 = x3
x˙3 = x4
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ε5x˙4 =−k1 |εx1|
α1 sign (x1)− k2
∣∣ε2x2∣∣α2 sign (x2)
−k3 |x3 − a (t)|
α3 sign (x3 − a (t))
−k4
∣∣ε4x4∣∣α4 sign (x4) (43)
with the conclusion that, for t ≥ ts,
|xi − ai (t)| ≤ Lε
α1γ−i, i = 1, 2, 3, 4 (44)
where a1 (t) =
∫ t
0
∫ σ2
0 a (σ1) dσ1dσ2, a2 (t) =
∫ t
0 a (σ1) dσ1, a3 (t) = a (t) , a4 (t) = a˙ (t); x1 (0) = a1 (0),
x2 (0) = a2 (0), x3 (0) = a3 (0); ε ∈ (0, 1) is the perturbation parameter; k1 > 0, k4 > 0, k3 > ε
3α3 k2
k4
and k2 > ε
3α3 k
2
4k1+k
2
2
k4k3
; α1 =
α2α3
2α3−α2
, α2 =
α3α4
2α4−α3
, α3 =
α4
2−α4
, α4 ∈ (0, 1); L is some positive constant;
γ = (1− θ)/θ, θ ∈ (0, α1/(α1+5)). It is an integral-derivative observer, which can obtain the 1-fold, double
integrals and first-order derivative, respectively, of signal a (t).
4. Robustness analysis of nonlinear time integral-derivative observer
In a realistic problem, signal a(t) in integral-derivative observer system (10) might represent an ideal signal
without any disturbance, while stochastic disturbances exist in almost all signals. The following theorem
concerns the robustness behavior of the presented integral-observer under bounded perturbations.
Theorem 2: For integral-derivative observer (10), if the disturbance exists in signal a (t), i.e., a (t) = a0 (t)+
d (t), where a0 (t) is the desired signal, d (t) is the bounded stochastic disturbance, and supt∈[0,∞) |d (t)| ≤
Ld <∞, then there exist γ > 1 and Γ > 0, such that, for t ≥ εΓ (Ξ(ε)e (0)),
|xi − a0i (t)| ≤ L(δdi)
γ , i = 1, · · · , n (45)
where
a0(p−i) (t) =
∫ t
0
· · ·
∫ σ2
0︸ ︷︷ ︸
i
a0 (σ1) dσ1 · · · dσi︸ ︷︷ ︸
i
xi (0) = a0i (0), i = 1, · · · , p − 1; a0p (t) = a0 (t); a0q (t) = a
(q−p)
0 (t), q = p + 1, · · · , n; L is some positive
constant; δdi = ε
α1−
i
γ + 2
1−αp
δ0
kpL
αp
d ε
− i
γ , and δdi ∈ (0, 1), i = 1, · · · , n; ε ∈ (0, 1), and Ld <
(
1−εα1
21−αpkp
δ0
) 1
αp
;
δ0 =
n∑
i=1,i6=p
21−αikih
αi
i + La; supt∈[0,∞)|a0i (t) | ≤ hi < ∞, i = 1, · · · , n, i 6= p; supt∈[0,∞)|a
(n−p+1)
0 (t)| ≤
La <∞; γ = (1− θ)/θ,
θ ∈

0,min


1
(n+1) log ε
log(εα1+ 2
1−αp
δ0
kpL
αp
d
)
+ 1
,
1
2



 , n ≥ 2;
Ξ(ε) = diag{ε, ε2, · · · , εn}, and ei = xi − a0i (t), i = 1, · · · , n, e = [e1 · · · en ]
T .
Proof: The system error between system (10) and the derivatives of a01(t) is given by:
ei = ei+1; i = 1, · · · , n− 1
εn+1e˙n =−
n∑
i=1,i6=p
ki
∣∣εiei + εia0i (t)∣∣αi
×sign (ei + a0i (t))
−
kp
εpαp
|εpep − ε
pd (t)|
αp
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×sign (ep − d (t))− ε
n+1a
(n−p+1)
0 (t) (46)
The Equation (46) can be rewritten as:
dεiei
dt/ε
= εi+1ei+1; i = 1, · · · , n− 1
dεnen
dt/ε
=−
n∑
i=1,i6=p
ki
∣∣εiei + εia0i (t)∣∣αi
×sign (ei + a0i (t))
−
kp
εpαp
|εpep − ε
pd (t)|
αp
×sign (ep − d (t))− ε
n+1a
(n−p+1)
0 (t) (47)
Let
τ = t/ε, zi (τ) = ε
iei (t) , a¯i (τ ) = ε
ia0i (t) ,
i= 1, · · · , n, z = [z1 · · · zn ]
T ,
a¯n+1 (τ) = ε
n+1a
(n−p+1)
0 (t), d¯ (τ ) = ε
pd (t) (48)
therefore, we have z = Ξ(ε)e. The Equation (47) can be written as
dzi
dτ
= zi+1; i = 1, · · · , n− 1
dzn
dτ
=
n∑
i=1,i6=p
ki |zi + a¯i (τ)|
αi sign (zi + a¯i (τ))
−
kp
εpαp
∣∣zp − d¯ (τ)∣∣αp sign (zp − d¯ (τ ))
−a¯n+1 (τ) (49)
Furthermore, Equation (49) can be rewritten as
dzi
dτ
= zi+1, i = 1, · · · , n− 1
dzn
dτ
=−
n∑
i=1,i6=p
ki |zi|
αi sign (zi)
−
kp
εpαp
|zp|
αp sign (zp)
−
kp
εpαp
{∣∣zp − d¯ (τ )∣∣αp sign (zp − d¯ (τ))
− |zp|
αp sign (zp)}
−
n∑
i=1,i6=p
ki {|zi + a¯i (τ)|
αi sign (zi + a¯i (τ))
− |zi|
αi sign (zi)} − a¯n+1 (τ ) (50)
Let
g2 (τ, z (τ)) =−
n∑
i=1,i6=p
ki {|zi + a¯i (τ)|
αi
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×sign (zi + a¯i (τ))
− |zi|
αi sign (zi)} − a¯n+1 (τ)
−
kp
εpαp
{∣∣zp − d¯ (τ )∣∣αp
×sign
(
zp − d¯ (τ )
)
− |zp|
αp sign (zp)
}
(51)
Therefore, from Assumption 1 and Remark 1, we obtain
δ= sup
(τ,z)∈Rn+1
|g2 (τ , z (τ ))|
≤
n∑
i=1,i6=p
21−αikih
αi
i ε
iαi + εn+1La + 2
1−αpkpL
αp
d
≤ ερδ0 + 2
1−αpkpL
αp
d (52)
where δ0 =
n∑
i=1,i6=p
21−αikih
αi
i + La, and
ρ = min
i∈{1,··· ,n},i6=p
{min{n+ 1, iαi}} = α1
From Proposition 8.1 in [21], Theorem 5.2 in [22] and Equation (52), there exist positive constants µ and
Γ (z (0)), such that
‖z (τ )‖ ≤ µδγ ≤ µ(εα1δ0 + 2
1−αpkpL
αp
d )
γ ,
∀τ ∈ [Γ (z (0)) ,∞) (53)
Therefore, from coordinate transformation (48), we obtain
‖
[
εe1 · · · ε
nen
]
‖ ≤ µ(εα1δ0 + 2
1−αpkpL
αp
d )
γ ,
∀t ∈ [εΓ (Ξ(ε)e (0)) ,∞) (54)
Thus, the following inequality holds:
|ei| ≤ L(δdi)
γ , i = 1, · · · , n, ∀t ∈ [εΓ (Ξ(ε)e (0)) ,∞) (55)
where L = µδγ0 , δdi = ε
α1−
i
γ + 2
1−αp
δ0
kpL
αp
d ε
− i
γ , i = 1, · · · , n. If ε ∈ (0, 1) and Ld <
(
1−εα1
21−αpkp
δ0
) 1
αp
, then
0 < εα1 +
21−αp
δ0
kpL
αp
d < 1 (56)
Furthermore, from Theorem 4.3 in [22], θ can be chosen to be arbitrarily small. Hence, the requirement
that θ lies on
θ ∈

0,min


1
(n+1) log ε
log(εα1+ 2
1−αp
δ0
kpL
αp
d
)
+ 1
,
1
2



 (57)
is not restrictive. Accordingly, we can obtain γ = (1 − θ)/θ > max
{
(n+1) log ε
log(εα1+ 2
1−αp
δ0
kpL
αp
d
)
, 1
}
. Therefore,
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γ log(εα1 +
21−αp
δ0
kpL
αp
d ) < (n+ 1) log ε (58)
i.e.,
εα1 +
21−αp
δ0
kpL
αp
d < ε
n+1
γ (59)
Therefore, from ε ∈ (0, 1) and γ > n+ 1, we can obtain ε
n+1
γ < ε
i
γ , i = 1, · · · , n. Then
δdi = ε
α1−
i
γ +
21−αp
δ0
kpL
αp
d ε
− i
γ < 1, i = 1, · · · , n (60)
The choice of θ leads to γ > 1 in (55) which implies that for δdi ∈ (0, 1), the ultimate bound (55) on the
estimation error is of higher order than the perturbation. Consequently, the presented integral-derivative
observer leads to perform rejection of low-level persistent disturbances. This concludes the proof. 
5. Computational analysis and simulations
In this section, simulation results are presented in order to observe the performances of the proposed
integral-derivative observer. We consider the simulations of the following control systems: 1) Integral-
derivative observer for a input signal; 2) PID control based on integral-derivative observer for a second-order
system.
Here, the stochastic non-white noise δ(t) is selected, and the mean value of the noise is not equal to
zero (See the noise in Figure 1(a)). The non-white noise consists of following two signals: Random number
with Mean=0, Variance=0.01, Initial speed=0, and Sample time=0; Pulses with Amplitude=0.5, Period=1s,
Pulse width=1, and Phase delay=0.
1) Integral-derivative observer for a input signal with non-white noise
For the integral-derivative observer
x˙1 = x2
x˙2 = x3
ε4x˙3 =−k1 |εx1|
α1 sign (x1)
−k2 |x2 − a(t)|
α2 sign (x2 − a(t))
−k3
∣∣ε3x3∣∣α3 sign (x3) (61)
let the input signal be a(t) = a0(t) + δ(t), where a0(t) = cos t is the desired input signal, and δ(t) is the
non-white noise. Therefore, we obtain
∫ t
0
a0(τ )dτ = sin t, a˙0(τ ) = − sin t (62)
In the integral-derivative observer, x2 tracks the reference signal a0(t); x1 and x3 estimate the 1-fold
integral and first-order derivative of a0(t), respectively. Observer parameters: ε = 1/2, k1 = 0.1, k2 = 2,
k3 = 1; α3 = 0.8, α2 =
α3
2−α3
, α1 =
α2α3
2α3−α2
. Initial values of observer: x1 (0) = 0, x2 (0) = 1, x3 (0) = 0.
Signal a0(t) tracking and the estimations of the first-order derivative and 1-fold integral are presented in
Figure 1. Figure 1(a) provides signal a0 (t) with stochastic noise. Figure 1(b) describes a0(t) tracking.
Figures 1(c) and 1(d) present the estimations of the first-order derivative and 1-fold integral, respectively.
14
From the above simulations, despite the intensive stochastic noise, the proposed integral-derivative observer
showed a very promising tracking ability and robustness.
Furthermore, we compare the presented integral-derivative observer with the integral operator in Matlab
Simulink module (See Figures 1(d) and 1(e)). We did the simulation in 3000 seconds, and no drift phe-
nomenon happened for the presented integral-derivative observer (See Figure 1(e)). However, an obvious
drift exists in the integral output by the integral operator in Simulink module (See Figure 1(e)). In fact, in
MATLAB, some numerical methods are used to estimate signal integral (for example, the trapezoidal rule,
Simpson’s rule). For the above numerical integrating methods, if white noise exists in signal, the noise can be
restrained sufficiently because of integration. However, if stochastic noise (especially non-white noise) exists
in signal, and the average value of the noise is not equal to zero, then such noise leads to the accumulation
of additional drift in the integrated signal. It is not guaranteed that the system is stable.
2) PID control based on integral-derivative observer for second-order system
The following second-order system is considered:
z˙1 = z2
z˙2 = u (63)
where, z1 and z2 are the states, u is the control input. The measurement output is
y = z1 + δ(t) (64)
where δ(t) is the bounded high-frequency non-white noise. The second-order system is the equivalent or
simplified model for many mechanical systems, for instance, inverted pendulum control systems, aircraft
attitude control systems, et al.
We are interested in designing a PID controller u to force the system to asymptotically track a given
reference signal without the information of z2 and
∫ t
0 z1(τ )dτ .
Let the reference trajectory be (zd, z˙d). The goal of control is that
z1 → zd, z2 → z˙d (65)
as t→∞. For the reference trajectory (zd, z˙d), let e1 = z1 − zd and e2 = z2 − z˙d. The system error is
e˙1 = e2
e˙2 = u− z¨d(t) (66)
If z1, z2 and
∫ t
0 z1(τ )dτ are all known, the PID controller can be designed as:
u = KP e1 +KI
∫ t
0
e1(τ )dτ +KDe˙1 + z¨d(t) (67)
Therefore, the closed-loop error system is
e˙1 = e2
e˙2 =KP e1 +KI
∫ t
0
e1(τ )dτ +KDe˙1(t) (68)
Let
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w1 =
∫ t
0
e1(τ )dτ , w2 = e1(t), w3 = e2(t) (69)
Therefore, it follows that
w˙1 =w2
w˙2 =w3
w˙3 =KIw1 +KPw2 +KDw3 (70)
The parameters KI , KP and KD are selected such that s
3 + KDs
2 + +KP s + KI is Hurwitz, then the
closed-loop system is stable.
However, z2 and
∫ t
0 z1(τ )dτ are unknown, and the non-white noise δ(t) exists in the measurement output
y = z1 + δ(t). Here, the presented integral-derivative observer is used to estimate these unknown variables
from the measurement output y, and the noise δ(t) is reduced sufficiently. The integral-derivative observer
is designed as
x˙1 = x2
x˙2 = x3
ε4x˙3 =−k1 |εx1|
α1 sign (x1)
−k2 |x2 − y|
α2 sign (x2 − y)
−k3
∣∣ε3x3∣∣α3 sign (x3) (71)
where x2 tracks the state z1; x1 and x3 estimate the integral and derivative of state z1, respectively.
The PID controller is designed as
u = KP ê2 +KI ê1 +KDê3 + z¨d(t) (72)
where ê2 = x2 − zd(τ ), ê1 = x1 −
∫ t
0
zd(τ )dτ , ê3 = x3 − z˙d(τ ).
Let the reference trajectory (zd, z˙d) = (cos t,− sin t). Therefore,
∫ t
0
zd(τ )dτ = sin t and z¨d = − cos t.
Observer parameters: ε = 1/3, k1 = 0.1, k2 = 2, k3 = 1, α3 = 0.9, α2 =
α3
2−α3
, α1 =
α2α3
2α3−α2
; the initial
value of the second system is (z1 (0) = 0.5, z2 (0) = −0.5); the initial value of the observer is (x1 (0) = 0,
x2 (0) = 0.5, x3 (0) = −0.5); controller parameters: KP = −2, KI = −1, KD = −1.
Figure 2 shows the trajectory tracking and the estimations of derivative and integral for the second-order
system. Figure 2(a) describes the measurement output y and noise; Figure 2(b) describes the estimation and
tracking of z1; Figure 2(c) describes the estimation of
∫ t
0
z1(τ )dτ ; Figure 2(d) describes the estimation and
tracking of z2; Figure 2(e) presents the controller u. In the simulation above, though stochastic noises exist
in the measurement output, the estimations by the presented integral-derivative observer and the control
results by the designed PID controller have satisfying qualities. Even in long-time simulation, no drift
phenomenon happen, and the estimations are accurate. However, from Figure 2(c), an obvious drift exists
in the integral output by the integral operator in Simulink module. The integral algorithm can’t restrain
the effect of stochastic noise (especially non-white noise). Such noise leads to the accumulation of additional
drift in the integrated signal.
6. Conclusions
In this paper, a nonlinear integral-derivative observer based on finite-time stability is presented. The pro-
posed integral-derivative observer can estimate the integrals and derivatives of a signal synchronous. The
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parameters selection is only required to be satisfied with Hurwitz condition. Furthermore, the integral-
derivative observer exhibits excellent robustness and dynamical performance, and almost without drift phe-
nomenon.
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1(c) Derivative estimate
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Figure 1 Integral-derivative observer
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Figure 2 PID control based on integral-derivative observer
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