periods. Because it uses a methodology similar to several earlier articles, this article permits a consideration of how institutions' ranks have changed over the past 35 years. I construct rankings based on publications by individuals affiliated with each institution, by faculty members in the economics departments at each institution, and by alumni of each doctoral program. With few exceptions, the positions of programs near the top of the rankings change little over time. However, much more dramatic changes in rank occur for lower-ranked institutions.
Introduction
There is a sizable and long-standing amount of literature involving the ranking of economics programs in the United States. Scott and Mitias (1996) , among others, have observed that rankings continue to interest those in our discipline for a number of reasons. First, rankings may provide information to academic job seekers regarding the quality of the research environments that exist at different institutions. Second, rankings may convey information to potential students about the quality of the faculty or about the quality of the training at programs they may attend. Third, rankings may provide information about potential output of young economists that academic departments or other employers may wish to hire. Finally, there may be a certain amount of interest among academic economists and among university adtninistrators in "benchmarking" programs in economics. Earlier literature has found that rankings can change considerably over time (especially for programs outside of the top 20). Given this churning and the usefulness of rankings, it is important to update rankings periodically.'
There has been a variety of methods used to rank economics departments. The strengths and flaws of each approach have been widely discussed in the literature, although the various rankings generally yield similar results, particularly with respect to the elite programs. An early effort by Fusfeld (1956) ranked departments according to the affiliations of authors presenting papers at the annual meetings of the American Economic Association. Others have surveyed department heads or senior faculty. Gerrity and McKenzie (1978) , Laband (1985) , and others have used the number of times articles are cited as a way to assess research quality. Beginning with Niemi (1975) , several rankings have been developed that are based on pages published in top economics journals by faculty or by graduates of economics programs.
In the "pages published" literature there exists considerable heterogeneity in terms of which programs are ranked and which journals are used in the construction of the rankings. This limits the extent to which rankings may be considered comparable. Of course, even with identical methodology it is not possible to design perfectly comparable rankings over time given that the profession's assessment of the relative quality of journals is not static and that new journals conie into being. Nevertheless, there exists a succession of studies using similar methodology, allowing reasonable comparability of rankings over time. This strand of the literature began with Graves, Marchand, and Thompson (1982) and Graves, Marchand, and Thompson (1984) and covered the 1974-1978 period. Hirsch et al. (1984) and Scott and Mitias (1996) added the 1978-1983 and 1984-1993 periods, respectively. In addition to permitting an examination of how programs may have changed in rank over a substantially longer time period than has been considered elsewhere in the literature, this strand of the literature offers the singular advantage of ranking the top 240 programs rather than the more limited focus on the top 50 or top 100 programs used in other rankings. Scott and Mitias (1996) noted that the top programs are less likely to make significant rank changes over time, while lower-ranked programs seem to be capable of making modest changes that lead to dramatic jumps in rankings. The present article extends this approach using 1994-2009 data. Because this is a substantially longer time period than in any of the previous studies, I split the data into two eight-year intervals: 1994-2001 and 2002-2009 .1 present several different rankings. First, I consider rankings based on pages published in the top 50 journals by faculty at each institution. I extend the work of Hirsch et al. (1984) and others in exploring the concentration in the top programs of pages published and how concentration may have changed over time. Of course, journals have different degrees of impact according to how often articles published therein are cited elsewhere. To account for this I present impact-adjusted rankings. In addition, since larger departments will typically produce more pages in scholarly journals, I examine publication per economics faculty member. Finally, I rank doctoral programs according to pages published in the top journals by program graduates, extending and improving the work of Laband (1985) and others.
Constructing Rankings
The data used in this article come from the American Economic Association's EconLit electronic database. For each article in each journal, EconLit provides information on an author's name and affiliation and the length in pages. Following the earlier literature, only articles that were obviously subject to the usual refereeing process were included; special or supplemental issues of journals, letters to the editor, obituaries and memorial essays, symposia, book reviews, and the like are excluded. Similarly, proceedings of conferences (with the exception of the American Economic Review [AER] ) are omitted. There are, in addition, a number of assumptions that must be made in order to create institutional rankings. I follow the established convention of normalizing pages to a page published in the AER. This is accomplished by means of a comparison of words per page in each journal relative to the AER.Â rticle coauthorship is handled by assigning lln pages of any article to each of n coauthors. Given the focus of this article, papers written by individuals affiliated with nonacademic institutions (for example, the National Bureau of Economic Research, the Federal Reserve, the World Bank, etc.) are not included unless the author also lists an academic affiliation. Occasionally authors may also have multiple academic affiliations. If an individual lists k academic affiliations, each institution is credited with \tk pages.T he selection of the particular journals on which rankings are based may also have important effects on the outcome. Graves, Marchand, and Thompson (1982) and Hirsch et al. (1984) based their rankings on the same set of 24 journals. Noting that what constitutes the best journals changes over time (due to changes in quality of existing journals, as well as additions of high-quality newer journals), Scott and Mitias (1996) dropped several journals on the original list and added a number of others, bringing the total to 36. While likely that the selected journals would be recognized as high-quality scholarly outlets, the selection of the top 36 journals appears to have been accomplished in an ad hoc manner. The present article uses the top 50 journals in our profession.'' The particular journals included were selected by considering four different journal rankings: those of Laband and Piette (1994) , Barrett, Olia, and Bailey (2000) , Kalaitzidakis, Mamuneas, and Stengos (2003) , and Engemann and Wall (2009) . Table 1 presents the rankings based on publications in the top 50 journals by individuals affiliated with each institution in the 2002-2009, 1994-2001, 1984-1993, 1978-1983, and This ranking is of the sort that Scott and Mitias (1996) described as a "flow" ranking. An institution is credited with a publication if the author lists that institution as his or her affiliation. This measure thus includes publications by faculty members outside an institution's economics department (e.g., in business schools and agricultural economics programs) as well as publications by students, visitors, and other individuals not on the tenure track.
Overall Rankings
considerably more churning the farther one travels down the ranking. Scott and Mitias (1996) found it useful to divide this list into four categories: the top 19, the next 30, the next 51, and the remaining 140. They noted that the differences between pages published at the lowestranked and highest-ranked programs in each tier falls off quickly as program ranking decreases, and they interpret this to mean that it is quite costly to move from one tier to another and particularly difficult to break into the top tier. My results are quite similar in this regard. As an example, consider an upward movement of 10 spots in the ranking. For the 150th ranked program, this would take 30 additional pages over the 2002-2009 period or about two 15-page articles. For the 100th ranked program, a jump of 10 places would involve about 58 pages (nearly four additional articles). The program ranked 50th would need 173 additional pages (about 12 additional articles) to move to the 40th spot. Further upward movement becomes evermore difficult and costly. Indeed, for the 20th ranked program to break into the top 10, about 121 additional articles would need to be published in top journals. In light of this, it is unsurprising that lower-ranked programs have a much greater tendency to change ranking positions. The mean absolute change in rank between the ranking in the 1994-2001 period and that in the 2002-2009 period is 2.0 for the top 19 programs, 7.0 for the next 30, 16.8 for the third group, and 30.6 for the lowest 140 programs. Scott and Mitias (1996) identified this phenomenon, and, broadly speaking, this pattern is remarkably consistent over time: the average program in the top tier has changed its rank by three spots if we average each school's absolute rank changes since the 1974-1978 ranking; the figures are 10.8, 20.9, and 29.4 for each successively lower program tier. Nevertheless, some institutions have experienced notable changes in ranking over the past 15 years. For example, the University of California at San Diego has managed to propel itself 11 positions upward between the 1984-1993 period and the most recent period, principally in the period between 1994 and 2001. Berkeley, Columbia, and Penn have all improved their ranking, mainly in the most recent period. As examples of the opposite trend, Rochester and Carnegie Mellon have both fallen out of the top group. As discussed previously, dramatic jumps are more common the farther down the ranking one goes.
A related phenomenon involves the concentration of pages published. Hirsch et al. (1984) noted that output of scholarly articles in top journals is highly concentrated in the highest-ranked institutions. They calculate concentration ratios as follows:
where X is AER-equivalent pages published, and m is the number of high-ranked institutions. Table 2 presents the concentration ratios for the highest 1, 5, 10, 25, 50, and 100 institutions for the two most recent periods, as well as for the 1984-1993, 1978-1983, and 1974-1978 periods. Since the present ranking is based on 50 journals and the earlier rankings use a smaller number, these percentages are not directly comparable. Nevertheless, one might expect that the addition of several lower-ranked journals might cause the concentration percentages to decline-generally speaking, this has not occurred. Other changes may affect concentration ratios over time. For example, the near-universal reach of the internet 1974-1978 1978-1983 1984-1993 1994-2001 2001-2009 concentration ratios.
Impact-Adjusted Rankings
The rankings presented in Table 1 define the top journals in economics fairly broadly, permitting a reasonable ranking of a list that includes mid-and lower-level programs as well as a ranking that is broadly comparable with ranking using data from earlier periods. A drawback to this approach is that it treats all of the top 50 journals as equivalent. In fact, there is extensive literature that attempts to determine the impact a particular journal may have according to how often articles in it are cited in other scholarly journals. Most recently, Kalaitzidakis, Mamuneas, and Stengos (2010) calculated impact factors based on citations per article,, correcting for self-citations. For the top 100 programs. Table 3 weights the AER-ad]usted page counts previously used in Table 1 by these journal impact factors.' For the most part, the rankings of elite programs do not change much when adopting this more stringent definition of quality, although outside of the top 10 programs there are cases in which this distinction is important. The University of California at Santa Barbara, for example, is ranked 59th in Table 1 but 42nd when impact adjusted pages are considered. North Carolina, Arizona, and Brown are similar in this regard. On the other hand, publications in high impact journals are evidently a relatively smaller proportion of total pages published at other institutions, causing the ranking in Table 3 of these programs to be quite a bit lower than that in Table 1. Table 3 also provides further evidence of the recent ascension of the University of California at San Diego and the modest declines of programs such as Carnegie Mellon and Rochester that were noticeable in Table 1 . Unsurprisingly, the concentration of pages published in the elite programs that was noted earlier is even more pronounced in this case. For example, 44.7% of the impact-adjusted pages published at the top 240 schools were published by those affiliated with the top 25 programs, whereas the unadjusted concentration ratio is 32.5%. * In fact these figures are not true concentration ratios, since the denominator is pages published in the top 240 programs rather than total pages published in the journals. Hirsch et al. (1984) acknowledged this fact, but their data set (as well as that of Scott and Mitias [1996] , evidently) precluded the possibility of calculating the more correct measures. The ratios for the most recent two periods in Table 2 40  30  36  52  46  41  32  63  49  48  50  43  60  34  42  47   1994-2001  Rank from  Table 1   1  2  4  7  5  8  6  3  13  9  12  11  10  19  16  14  17  15  18  24  20  26  23  41  33  28  36  29  51  21  22  25  48  32  30  52  44  49  27  70  42  57  47  34  67  45  39 40 
Per Capita Publication Ranking Among Economics Faculty
Departments differ in size. A department with fewer faculty members may not fare as well in rankings such as those presented in Tables 1 and 3. Table 4 adjusts for this by ranking based on pages published per economics department faculty member. I adopt the approach first suggested by Hogan (1984) and extended by Scott and Mitias (1996) Table 4 .' These rankings are similar to those presented in Tables 1 and 3 , but important differences exist. Obviously, universities at which substantial numbers of pages are published by individuals who are not economics faculty will be ranked lower when only publications by economics faculty are considered. For example, Scott and Mitias (1996) found that in the earlier period programs with large and active business schools such as Chicago, Cornell, and NYU do substantially worse in such a ranking scheme. Generally, departments with fewer faculty members, such as the California Institute of Technology or Johns Hopkins, are ranked much higher based on productivity per faculty member; certain larger programs (e.g., Michigan and Illinois) move in the opposite direction.
Alumni Rankings
The rankings presented to this point are based on the scholarly output of individuals affiliated with institutions. In addition to production of research, institutions have the important function of producing graduates. A prospective graduate student might consider the productivity of a particular program's graduates in assessing the quality of training she might receive there. Similarly, an economics department interested in hiring a new colleague may be more interested in the productivity of alumni from an applicant's alma mater than in the productivity of faculty members there. A ranking of doctoral programs in economics based on This is often called the "stock" approach in the literature. Faculty rosters were constructed from each institution 's 2001-2002 and 2009-2010 undergraduate catalogs or from rosters obtained from each economics department. In order to ensure comparability, only tenured or tenure-track economics faculty were included. ' As with other tables, I will provide rankings for institutions outside the top 100 on request. Programs are ranked according to impact-adjusted pages published by alumni in the top 50 journals in Table 5 . Each table also includes a calculation of pages published per alumnus, with the total number of alumni calculated from the JEL and AER listings from 1977-1978 to 2008-2009 .'° The rankings are similar to those presented earlier, particularly for the top programs. There are some interesting differences, however. Some programs rank considerably higher when the ranking is based on output of alumni than when the ranking is based on output by faculty members. For example, Georgetown's faculty productivity ranked that program 38th in Table 2 , but scholarship by Georgetown alumni cause that institution's rank to drop to 62nd.
Conclusions
Rankings of economics programs may contain information that is useful to economists and to others. Students who are deciding which institutions to attend may infer something '° The JEL and AER rely on institutional self-reporting to construct the annual listing of doctoral dissertations and very likely contain omissions. However, there is no reason to expect any sort of systematic errors. Programs with fewer than 30 alumni are excluded. about the quality of the faculty and the quality of instruction from rankings. Academic programs may consider rankings to be low-cost proxies for the likely future productivity of new hires. Employers outside of academia may also find program rankings helpful in their searches. This article finds that the institutions in the highest echelon of economics programs remain largely constant over time. Occasionally, a particular program will ascend into or descend out of this elite group, but generally changes in rank are more dramatic as one goes down in rank. In part, this may be due to changes in programs' levels of quality. That is, for small departments the addition or loss of one or t\yo faculty members may cause a significant change in departmental scholarly output. This phenomenon might suggest basing rankings on a smaller span of time. However, it may also be true that for smaller programs the signal is relatively noisy. With fewer faculty members each publishing fewer articles, it becomes more likely that a particular span of time will happen to be especially productive (or the opposite). This suggests evaluating smaller programs based on publications over a longer period of time.
