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The concept of a combinatorial W yPyU-geometry for a Coxeter group W , a sub-
set P of its generating involutions and a subgroup U of W with P ⊆ U yields the
combinatorial foundation for a unified treatment of the representation theories of
matroids and of even 1-matroids. The concept of a W;P-matroid as introduced
by I. M. Gelfand and V. V. Serganova is slightly different, although for many im-
portant classes of W and P one gets the same structures. In the present paper,
we extend the concept of the Tutte group of an ordinary matroid to combinato-
rial W yPyU-geometries and suggest two equivalent definitions of a W yPyU-
matroid with coefficients in a fuzzy ring K. While the first one is more appropriate
for many theoretical considerations, the second one has already been used to show
that W yPyU-matroids with coefficients encompass matroids with coefficients and
1-matroids with coefficients. © 1999 Academic Press
Key Words: representation theory of matroids; matroids with coefficients; repre-
sentation theory of 1-matroids; the base graph of a matroid; antipodal graphs; con-
vexity in graphs; Coxeter groups; the Tutte group of a matroid; Maurer’s homotopy
theory for matroids; initial and final objects in categories
INTRODUCTION
In 1986, A. Dress and T. Havel [DH] presented the concept of a metroid
to study combinatorial properties of the discriminant in metric vector
spaces, while, in 1987, A. Bouchet [B1] introduced the 1-matroids, which
turned out (cf. [BDH]) to be essentially the same structure as metroids.
Already in 1978, J. P. S. Kung [K] introduced the closely related concept
of a Pfaffian structure which reflects combinatorial properties of Pfaffi-
ans. While many representation theorems concerning binary, ternary, or
regular matroids (i.e., matroids representable over Z/2Z, Z/3Z, or Z, re-
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spectively) were proved by several authors (cf. [T], [Bi], [Se]), A. Bouchet
and A. Duchamp studied representability problems for 1-matroids, too
(cf. [B2], [BDu]). Moreover, A. Dress [D1] established the concept of a
matroid with coefficients in a fuzzy ring to unify the theories of repre-
sentable, orientable (cf. [BLV]), and valuated matroids (cf. [DW4], [DT]).
In [DW1] it is shown that matroids with coefficients can be defined in
terms of Grassmann–Plu¨cker maps.
A. Bouchet [B2, Section 4] observed that for every field K a matroid
M is representable over K if and only if it is representable over K as a
1-matroid by some skew-symmetric matrix. This result suggested the exis-
tence of an identity concerning skew-symmetric matrices which should re-
late to 1-matroids the same way as the Grassmann–Plu¨cker identity relates
to matroids. Indeed, by studying Pfaffians Pf of skew-symmetric matrices,
it turned out that for any commutative ring R, any n ∈ N, E x= 1; : : : ; n,
and any skew-symmetric matrix A = aiji; j∈E with coefficients in R the
map p: PE → R defined by pI x= Pf aiji; j∈I satisfies the following
formula for all I1, I2 ⊆ E, I11I2 x= I1 ∪ I2 \ I1 ∩ I2 = i1; : : : ; il with
i1 < i2 < · · · < il:
lX
j=1
−1j · p(I11ij · p(I21ij = 0: P2
Although this identity looks very classical, in this form it appears to have
been overlooked so far. Such an identity was already suggested in [DRS,
1974]. Some related formula concerning Pfaffians, which does not exhibit
the symmetric difference operator between sets, was proved in 1976 (see,
for example, [CP, Lemma 6.1]). J. P. S. Kung proceeds from that formula
to define his Pfaffian structures [K]. Moreover, in [DW5] that formula was
already used in the more general framework of multilinear algebra to de-
rive a conceptual proof of the identity (P2). Earlier, some computational
one has been given in [W1]. The significance of the identity (P2) lies in
the fact that it has allowed us to develop a theory of 1-matroids with co-
efficients in any fuzzy ring K (cf. [W2]) just the same way the theory of
matroids with coefficients was established before. Moreover, the conspic-
uous similarity between the well-known Grassmann–Plu¨cker identity and
the identity (P2) has suggested establishing a unified representation theory
which should encompass the theories of matroids with coefficients and of
1-matroids with coefficients; this has now been done in [W5]. The leading
idea was the concept of a W;P-matroid as introduced by I. M. Gelfand
and V. V. Serganova for any Coxeter group W and any subset P of its gener-
ating involutions (cf. GS1; 2). In order to extend the theories of matroids
with coefficients and 1-matroids with coefficients, it was necessary to intro-
duce in [W4] the slightly different concept of a combinatorial W yPyU-
geometry, there the combinatorial framework of the unified representation
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theory has been established. However, as it turned out in [W4, Section 4],
for many important classes of W and P we consider the same structures.
In this paper, we present a definition of W yPyU-matroids with co-
efficients which for many theoretical considerations is more convenient
than that given in [W5]. However, in the present paper it is proved that
both definitions are equivalent. The decisive tools are Maurer’s homo-
topy theory (cf. [M]) carrying over to combinatorial W yPyU-geometries
as shown in W4; Section 5, and the Tutte group of a combinatorial
W yPyU-geometry also defined in the present paper.
Technically, the paper is organized as follows:
In Section 1, we recall the fundamental concepts of matroids with coef-
ficients, 1-matroids with coefficients, and antipodal graphs.
In Section 2, we provide the technical machinery in order to continue
the theory of W yPyU-matroids with coefficients for any Coxeter group
W , any subset P of its generating involutions, and any subgroup U of W
containing P .
In order to study algebraic properties of W yPyU-matroids with coeffi-
cients, we extend the concept of the Tutte group TM of an ordinary matroid
M as introduced in [DW3] to combinatorial W yPyU-geometries in Sec-
tion 3 and show that TM is the group of units of a universal fuzzy ring
associated to some given combinatorial W yPyU-geometry M .
The Tutte group TM as defined in this paper will also encompass the
concept of the Tutte group of an even 1-matroid as studied in [W6].
Using the extension of Maurer’s homotopy theory, we state an essentially
equivalent definition of the Tutte group in Section 4, and, based hereupon,
we show that the definition of W yPyU-matroids with coefficients given in
the present paper is equivalent to the corresponding definition in [W5].
1. PRELIMINARIES
In this section, we recall some basic definitions concerning matroids and
1-matroids with coefficients as well as antipodal graphs. We first state the
definition of fuzzy rings which serve as coefficient domains for W yPyU-
matroids and in particular for matroids and 1-matroids.
Definition 1. A fuzzy ring K = Ky + y · y εyK0 consists of a set K to-
gether with two compositions
“+ x K ×K→ K x κ; λ 7→ κ+ λ” and
“· x K ×K→ K x κ; λ 7→ κ · λ,”
a specified element ε ∈ K and a specified subset K0 ⊆ K such that the
following axioms hold:
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(FR0) K;+ and K; · are abelian semigroups with neutral ele-
ments 0 and 1, respectively;
(FR1) 0 · κ = 0 for all κ ∈ K;
(FR2) α · κ1 + κ2 = α · κ1 + α · κ2 for all κ1, κ2 ∈ K and α ∈ K∗ x=
β ∈ K  1 ∈ β ·K, the group of units in K;
(FR3) ε2 = 1;
(FR4) K0 +K0 ⊆ K0; K ·K0 ⊆ K0; 0 ∈ K0; 1 /∈ K0;
(FR5) for α ∈ K∗ one has 1+ α ∈ K0 if and only if α = ε;
(FR6) κ1; κ2, λ1, λ2 ∈ K and κ1 + λ1; κ2 + λ2 ∈ K0 implies
κ1 · κ2 + ε · λ1 · λ2 ∈ K0y
(FR7) κ, λ, κ1, κ2 ∈ K and κ+ λ · κ1 + κ2 ∈ K0 implies
κ+ λ · κ1 + λ · κ2 ∈ K0:
Remarks. (i) (FR4), (FR5) and (FR7) yield κ + ε · κ ∈ K0 for all
κ ∈ K.
(ii) (FR4) implies directly K∗ ∩K0 = Z.
(iii) (FR2), (FR4) and (FR5) yield
(FR5′) For α;β ∈ K∗ one has α+β ∈ K0 if and only if β = ε ·α.
(iv) (FR7) implies
(FR7′) If λ1; : : : ; λn; κ11; : : : ; κ1m, κ21; : : : ; κ2m; : : : ; κn1; : : : ;
κnm ∈ K
and
nX
i=1
λi ·
 mX
j=1
κij

∈ K0;
then
nX
i=1
mX
j=1
λi · κij ∈ K0:
The commutative rings R = Ry + y ·  with 1 ∈ R are (in a canonical corre-
spondence to) exactly those fuzzy rings Ky + y · y εyK0 for which K0 = 0.
In this case, we have necessarily ε = −1. Some further examples of fuzzy
rings are considered in more detail in D1; 1:3 and W2; Section 1.
Next we recall the concept of a matroid with coefficients of finite rank
in terms of Grassmann–Plu¨cker maps (cf. [DW1]).
Definition 2. Assume E is some possibly infinite set and Ky + y · y
εyK0 is a fuzzy ring. Moreover, suppose m ∈ N0.
(i) A map b:Em→ K∗ ·∪ 0 is a Grassmann–Plu¨cker map of degree
m if the following axioms hold:
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(GP0) There exist e1; : : : ; em ∈ E with be1; : : : ; em 6= 0.
(GP1) b is ε-alternating; this means, for e1; : : : ; em ∈ E and every
odd permutation τ ∈ Sm one has:
b
(
eτ1; : : : ; eτm
 = ε · be1; : : : ; em;
and in case #e1; : : : ; em < m one has be1; : : : ; em = 0.
(GP2) For all e0; : : : ; em; f2; : : : ; fm ∈ E one has1
mX
i=0
εi · be0; : : : ;bei; : : : ; em · bei; f2; : : : ; fm ∈ K0: (1)
The relations (1) are called the Grassmann–Plu¨cker relations. Two Grass-
mann–Plu¨cker maps b1; b2:Em → K∗
·∪ 0 are equivalent if there exists
some κ ∈ K∗ such that for all e1; : : : ; em ∈ E one has
b1e1; : : : ; em = κ · b2e1; : : : ; em:
(ii) A matroid M of rank m defined on E and with coefficients in
K consists of an equivalence class of Grassmann–Plu¨cker maps b:Em →
K∗
·∪ 0. We write M = Mb for any Grassmann–Plu¨cker map b defin-
ing M . A subset B = e1; : : : ; em of E is called a base of the matroid M if
be1; : : : ; em 6= 0 holds for one and thus for any Grassmann–Plu¨cker map
b with Mb =M .
Remarks. (i) If M is a matroid with coefficients defined on E with B as
its set of bases, then (GP2) yields directly that the pair M x= E;B defines
a matroid in the ordinary sense. M is called the underlying combinatorial
geometry of M .
(ii) For a field K the matroids of rank m defined on E and with co-
efficients in K are in a canonical one-to-one fashion to the equivalence
classes of vector representations ϕ:E → Km of the underlying combinato-
rial geometries, where two such representations ϕ1, ϕ2:E→ Km are called
equivalent if and only if there exists some regular m × m-matrix A with
coefficients in K such that for all e ∈ E one has ϕ2e = A · ϕ1e. More
precisely, if ϕ:E → Km is a vector representation of some combinatorial
geometry over the field K, then b:Em→ K defined by
be1; : : : ; em x= detϕe1; : : : ; ϕem
is a corresponding Grassmann–Plu¨cker map. The relations (1) state nothing
but the well-known identity of Grassmann.
1 As usual, e0; : : : ; eˆi; : : : ; em denotes the m-tuple e0; : : : ; ei−1; ei+1; : : : ; em.
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For further examples of matroids with coefficients in a fuzzy ring K see
[DW1, 2] and [W2].
Now we turn to 1-matroids with coefficients.
Definition 3 (cf. [B1, 2]). Assume E is some finite set and Z 6= F ⊆
PE.
(i) The pair E;F  is a 1-matroid if F satisfies the following sym-
metric exchange axiom:
(SEA) For F1, F2 ∈ F and e ∈ F11F2 x= F1 ∪F2 \ F1 ∩F2 there
exists some f ∈ F11F2 with F11e; f ∈ F .
(ii) A 1-matroid E;F  is even if for all F1, F2 ∈ F one has #F1 ≡
#F2 mod 2.
For F ⊆ PE and I ⊆ E put
F1I x= F1I  F ∈ F }: (2)
Trivially, E;F  is a 1-matroid if and only if E;F1I is a 1-matroid for
any I ⊆ E.
Definition 4. Assume K = Ky + y · y εyK0 is a fuzzy ring, suppose
n ∈ N, and put E x= 1; : : : ; n.
(i) A map p: PE → K∗ ·∪ 0 is a twisted Pfaffian map if the fol-
lowing axioms hold:
(TP0) There exists some I0 ⊆ E with pI0 6= 0.
(TP1) For all I1, I2 ⊆ E with pI1 6= 0 and pI2 6= 0 one has
#I1 ≡ #I2 mod 2.
(TP2) If I1, I2 ⊆ E and I11I2 = i1; : : : ; il with ij < ij+1 for
1 ≤ j ≤ l − 1, then one has
lX
j=1
εj · p(I11ij · p(I21ij ∈ K0:
Two twisted Pfaffian maps p1, p2: PE → K∗
·∪ 0 are called equivalent if
there exists some κ ∈ K∗ such that for all I ⊆ E one has p1I = κ · p2I.
(ii) A 1-matroid M defined on E and with coefficients in K consists
of an equivalence class of twisted Pfaffian maps p: PE → K∗ ·∪ 0. We
write also M = Mp for any twisted Pfaffian map p defining M . A subset
F ⊆ E is called free or feasible in M if pF 6= 0 holds for one and thus for
any twisted Pfaffian map p with Mp =M .
unified treatment of the geometric algebra 419
Remarks. (i) If F is the set of feasible subsets of a 1-matroid M =Mp
with coefficients in some fuzzy ring K, then (TP2) yields at once that F
satisfies the following strong symmetric exchange axiom:
(SSEA) For F1, F2 ∈ F and e ∈ F11F2 there exists some f ∈
F11F2\e with F11e; f ∈ F and F21e; f ∈ F .
This axiom obviously strengthens (SEA). We call M x= E;p−1K∗ the
underlying 1-matroid of M = Mp. In [W3] it is shown that a 1-matroid is
even if and only if it satisfies (SSEA).
(ii) In [B2], representability problems for 1-matroids over a field K
are studied, and by [W2, Theorem 2.9] a 1-matroid E;F  is representable
over K by some skew-symmetric matrix if and only if E;F  is the under-
lying 1-matroid of Mp for some twisted Pfaffian map p: PE → K.
(iii) In [W2, Proposition 2.15], it is verified that for a given even 1-
matroid E;F  and a given fuzzy ring K the existence of some twisted
Pfaffian map p: PE → K∗ ·∪ 0 with p−1K∗ = F does not depend on
the natural order on the set E = 1; : : : ; n.
At the end of this section, we look at the concept of an antipodal graph
as established in [BK], [GV], [Sa]. First, we state the following
Definition 5. Assume 0 = V;K is a graph.
(i) The map d0:V × V → N0 ∪ ∞ induced by 0 is given by
d0v; v′ x=
8>>>>>>>>>>><>>>>>>>>>>>:
∞ if v and v′ lie in distinct connected
components of 0
minl ∈ N0  there exist v0; : : : ; vl ∈ V with
v0 = v; vl = v′ and
vi−1; vi ∈ K for 1 ≤ i ≤ l
otherwise.
(3)
(ii) For v, v′ ∈ V with d0v; v′ <∞ the hull v; v′0 is defined by
v; v′0 x=

v′′ ∈ V  d0v; v′ = d0v; v′′ + d0v′′; v′
}
:
(iii) If 0 is connected, then the diameter diam0 of 0 is given by
diam0 x= supd0v;w  v;w ∈ V }:
Definition 6. Assume 0 = V;K is a connected graph. 0 is antipodal
if for every v ∈ V there exists a unique _v∈ V with d0v;
_
v = diam0 and
v; _v0 = V . In this case,
_
v is called the antipode of v.
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By definition the diameter of any antipodal graph is finite. We shall also
be concerned with antipodal subgraphs of certain graphs of finite diameter.
Definition 7. A connected graph 0 = V;K is convex-antipodal if for
all v1, v2 ∈ V the induced subgraph 0v1; v2 of 0 on the vertex set v1; v2 x=v1; v20 is finite and antipodal. In this case, the antipode of v ∈ v1; v2 in
0v1; v2 is denoted by apv1; v2v.
The following lemma justifies the term “convex-antipodal.”
Lemma 8. Suppose the graph 0 = V 0;K0 is convex-antipodal and
assume v1, v2 ∈ V 0. Then one has
(i) v2 = apv1; v2v1, v1 = apv1; v2v2.
(ii) For v ∈ v1; v2 and
_
v x= apv1; v2v one has
v1; v2 =
〈
v;
_
v

:
(iii) The hull v1; v2 is a convex set in the metric space V 0; d0;
that means, for v; v′ ∈ v1; v2 one has v; v′ ⊆ v1; v2.
Proof. This is [W4, Lemma 3.9].
Examples. (i) Assume m ∈ N0 and E is some possibly infinite set
with at least m elements. Let 01 = V 01, K01 denote the graph with
V 01 =
(
E
m
 x= F ⊆ E  #F = m and
K01 x=

A;B ⊆

E
m
#A ∩ B = m− 1: (4)
Then 01 is convex-antipodal. For A, B ∈  Em one has
A;B x= A;B01 =

C ∈

E
m
A ∩ B ⊆ C ⊆ A ∪ B;
and for C ∈ A;B the antipode apA;BC is given by
apA;BC = A1B1C:
When studying matroids with coefficients in the framework of W yPyU-
matroids with coefficients we shall be concerned with the graph 01.
(ii) Assume E is some finite set, and let 02 = V 02;K02 denote
the bipartite graph with V 02 = PE and
K02 x=
A;B ⊆ PE #A1B = 1}: (5)
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Moreover, for ν ∈ 1; 2 let Gν = V Gν;KGν denote the graph with
V Gν = A ⊆ E  #A ≡ νmod 2 and
KGν =
A;B ⊆ V Gν #A1B = 2}: (6)
Then the graphs 02, G1 and G2 are convex-antipodal. For A, B ∈ PE
one has
A;B x= A;B02 =

C ⊆ E A ∩ B ⊆ C ⊆ A ∪ B};
and for C ∈ A;B one has, similarly as in Example (i),
apA;BC = A1B1C:
If, moreover, A,B∈ V Gν for one and the same ν ∈ 1; 2, then one has
A;BGν = A;B02 ∩ V Gν
and
apA;BGν C = apA;B02 C for C ∈ A;BGν :
The graphs 02, G1 and G2 are significant by interpreting 1-matroids with
coefficients as W yPyU-matroids.
In the sequel assume that the graphs 01, 02, G1 and G2 are as in the last
examples.
2. THE BASIC CONCEPT OF A W yPyU-MATROID
WITH COEFFICIENTS
In the sequel, let W denote a Coxeter group, say,
W = 〈R  r · smr; s = 1 for r; s ∈ R
for some subset R ⊆ W , the set of generators of W , and 1 ≤ mr; s =
ms; r ≤ ∞ for all r; s ∈ R, where mr; s = 1 if and only if r = s.
For P ⊆ R let
WP x= P (7)
denote the parabolic subgroup of W generated by P , and let
W P x= W/WP =

w ·WP
w ∈ W } (8)
denote the set of left cosets, regarded as subsets of W .
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Definition 9. Assume W , P are as above and put
K x=
8><>:w1 ·WP;w2 ·WP ∈

W P
2
 WP ·w−11 ·w2 ·WP = WP · r ·WP
for some r ∈ R \ P
9>=>; :
(9)
(i) The W yP-graph 0 x= W P;K has W P as its set of vertices
and K as its set of edges. For Z 6= L ⊆ W P let 0L denote the induced
subgraph of 0 on the set L of vertices.
(ii) Assume U is a not necessarily parabolic subgroup of W with
WP ≤ U . Write w x= w ·WP for w ∈ W and put
U x= UP x= U/WP = u  u ∈ U;
w ·U x= w ·UP = w · u  u ∈ U for w ∈ W:
For k ≥ 1 the triple W yPyU is called k-regular if the following axiom
holds:
(Uk) For u1, u2 ∈ U with u1 6= u2 one has
u1; u20 ∩UP =

w ∈ u1; u20
d0u1; w ≡ d0w¯; u2 ≡ 0 modk}:
(iii) Assume w ∈ W and the triple W yPyU is k-regular. Put
Kw·U x=
w · u1; w · u2 u1; u2 ∈ U;d0w · u1; w · u2 = d0u1; u2 = k}:
(10)
Then the W yPyw ·U-graph 0w·U x= w ·U;Kw·U has w ·U as its set of
vertices and Kw·U as its set of edges.
For Z 6= L ⊆ w · UP let 0w·U;L denote the induced subgraph of 0w·U on
the set L of vertices.
In the sequel 0U will—of course—mean the graph 01·U .
Remarks. (i) Since any w ∈ W is a finite product of elements in R, the
W yP-graph 0 is trivially connected.
(ii) For a k-regular triple (W;P;U) every w ∈ W induces an isomor-
phism from 0U onto 0w·U in the obvious way. In particular, any w ∈ W
induces an automorphism of 0.
(iii) For any P ⊆ R the triple (W;P;W) is certainly 1-regular.
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Example. Assume n ∈ N, let W = W1 = Sn denote the group of permu-
tations of E = In x= 1; : : : ; n, R = R1 the set of transpositions i i + 1
for 1 ≤ i ≤ n− 1, choose some fixed m with 0 < m < n, and put
P = P1 x= Pm;n x= R1 \
m m+ 1}:
Then one has
WP =

w ∈ W  wIm = Im
}
:
Therefore, we have a bijection χ:W P11 →
(
E
m

from the set of left cosets of
Pm;n in Sn onto the m-subsets of E, given by
χw ·WP x= wIm:
For A ∈ ( E
m

we have #A ∩ Im = m − 1 if and only if A =
w0Im\m ∪ m + 1 for some w0 ∈ WP . Thus for B1, B2 ∈
(
E
m

one has #B1 ∩ B2 = m− 1 if and only if there exist w ∈ W and w0 ∈ WP
such that B1 = wIm and B2 = w ◦ w0 ◦ m m + 1 Im. By Defini-
tion 9 this means in view of the identification of W P11 with
(
E
m

via the
bijection χ that the W1yP1-graph is nothing but the graph 01 considered
in Example (i) following Lemma 8. Moreover, for an ordinary matroid M
defined on E and of rank m with B as its set of bases the graph 0L for
L x= χ−1B is just the base graph 0M of M; that means B is the set of
vertices and KM x= A;B ⊆ B  #A ∩ B = m− 1 is the set of edges
of 0M .
For further examples the reader is referred to [W4, Section 3].
In order to study the geometric algebra of combinatorial W yPyU-
geometries, we shall make use of some extension of Maurer’s homotopy
theory as developed for ordinary matroids in [M, Section 5]. To this end, I
propose the following.
Definition 10. Assume G = V G;KG is a graph.
(i) If V ′ ⊆ V G and K′ ⊆ KG ∩ ( V ′2 , then the graph G′ x=V ′;K′ is isometric in G if for all v1, v2 ∈ V ′ one has dG′ v1; v2 =
dGv1; v2.
(ii) A reentrant2 path v0; : : : ; vl is called isometric in G if vi = vj
only for i ≡ jmod l and the cycle G′ = V ′;K′ with V ′ x= v0; : : : ; vl,
K′ x= vi; vj  i ≡ j + 1 mod l is isometric in G.
2 “Reentrant” means that v0 = vl .
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(iii) The graph G satisfies the Maurer Condition if for any isometric
reentrant paths v0; : : : ; vl, v′0; : : : ; v′l in G of length l ≥ 5 with vi = v′i
for 0 ≤ i ≤ l − 2 we have either v′l−1 = vl−1 or dGvl−1; v′l−1 = 1.
In [DW2, Section 8, Satz3], it is shown that the base graph of an or-
dinary matroid M satisfies the Maurer Condition (see also [W5, Proposi-
tion 3.6]).
In the sequel, assume k ≥ 1 and W yPyU is a k-regular triple where
W = R as above, and let 0˜ = 0U denote the graph with vertex set W P ,
whose connected components are precisely the distinct graphs 0w·U ; this
means that 0˜ has the same vertex set as the W yP-graph 0 but W x U
connected components.
The following definition will serve to unify the strong exchange conditions
in ordinary matroids and in even 1-matroids.
Definition 11. Assume A0; : : : ;Al are vertices in 0˜ with d0˜Ai;Aj =
1 for 0 ≤ i < j ≤ l, and put N x= A0; : : : ;Al.
(i) Let k0 ∈ 0; 1 denote the unique integer satisfying k0 ≡
kmod 2. The set N is called star-shaped in 0 if there exist vertices
A′0; : : : ;A
′
l ∈ W P with d0Ai;A′i = 12 · k − k0 for 0 ≤ i ≤ l and
d0A′i;A′j = k0 for 0 ≤ i < j ≤ l.
(ii) Assume B ∈ W P satisfies d0˜A0; B < ∞. Then N is called a
fundamental neighborhood of A0 in A0; B0˜ relative to 0 if, with respect
to inclusion, N is a maximal star-shaped subset of A0; B0˜.
If the connected components of 0˜ are convex-antipodal, then by Lem-
ma 8(ii) a fundamental neighborhood N = A0; : : : ;Al of A0 in A0; B0˜
relative to 0 is also a fundamental neighborhood of Ai in A0; B0˜ relative
to 0 for any i ∈ 0; : : : ; l.
For k = 1 any subset N = A0; : : : ;Al ⊆ W P with d0˜Ai;Aj = 1 for
0 ≤ i < j ≤ l is star-shaped in 0; one just has to put A′i = Ai for 0 ≤ i ≤ l.
In this case we shall also omit the term “relative to 0” by considering fun-
damental neighborhoods, because for k = 1 axiom U1 in Definition 9(ii)
implies that for A;B ∈ W P with d0˜A;B <∞ one has A;B0˜ = A;B0.
In case of k ≡ 0 mod 2, Definition 11(i) means of course that A′i = A′j
for 0 ≤ i < j ≤ l.
The following figures illustrate star-shaped sets A0;A1;A2 in the cases
k = 2 and k = 3.
As a last technical preparation we have to consider partitions of the set
of triangles in the graph 0˜. Recall that W operates canonically on 0 as well
as on 0˜.
unified treatment of the geometric algebra 425
FIGURE 1.
Definition 12. Assume that the connected components of 0˜ = 0U are
convex-antipodal, put d0 x= d0˜, let K0˜ denote the set of edges of 0˜ and
D x= A1;A2;A3 ⊆ W P d0Ai;Aj = 1 for 1 ≤ i < j ≤ 3}; (11)
V x=
(A1;A2;A3;A4 ⊆ W P  d0Ai;Ai+1 = 1 for imod 4;
d0A1;A3 = d0A2;A4 = 2
)
(12)
the set of triangles or pure3 quadrangles in 0˜, respectively.
(i) A map η: K0˜ → 1;−1 is called four-balanced if for all
A1;A2;A3;A4 as in (12) one has
η
(A1;A2 · η(A2;A3 · η(A3;A4 · η(A4;A1 = 1:
FIGURE 2.
3 “Pure” means that the diagonals are no edges.
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(ii) Assume D = D1
·∪ D2 is a partition of D and put
signD1;D2
(A1;A2;A3 x=
(
1 for A1;A2;A3 ∈ D1
−1 for A1;A2;A3 ∈ D2:
The partition D = D1
·∪ D2 is called matroidal if the following three axioms
hold:
(D1) There exists some four-balanced map η: K0˜ → 1;−1
such that for all A1;A2;A3 ∈ D one has
signD1;D2
(A1;A2;A3 = η(A1;A2 · η(A2;A3 · η(A3;A1:
(D2) If A;B∈W P satisfy d0A;B<∞ and if A1;A2;A3 ∈
A;B x= A;B0˜ are the vertices of some triangle in D and
_
Aix=
apA;BAi for 1 ≤ i ≤ 3, then one has
signD1;D2
(_A1; _A2; _A3 = −signD1;D2(A1;A2;A3:
(D3) Assume r ∈ R is some involution and A1;A2;A3 ∈ D. If
for all i; j with 1 ≤ i < j ≤ 3 one has Ai;Aj 6= rAi; rAj, then
signD1;D2
(rA1; rA2; rA3 = signD1;D2(A1;A2;A3:
If otherwise i; j; h = 1; 2; 3 and Ai;Aj = rAi; rAj, but rAh 6= Ah,
and r0: Ai;Aj0\Ai;Aj → Ai;Aj0 \ Ai;Aj denotes the permuta-
tion given by the restriction of r on Ai;Aj0\Ai;Aj, then one has
signD1;D2
(rA1; rA2; rA3 = signr0 · signD1;D2(A1;A2;A3:
Remarks. (i) Clearly, in case D = Z the empty partition is matroidal.
In (D1) we may choose the constant map η ≡ 1.
(ii) Whether a partition D = D1
·∪ D2 is matroidal or not does of
course not depend on the order of D1 and D2. Since by definition one has
signD1;D2
(A1;A2;A3 = −signD2;D1(A1;A2;A3
for all A1;A2;A3 ∈ D, one may replace the map η in (D1) by the map
−η by exchanging the roˆles of D1 and D2.
(iii) If W operates transitively on D, then (D3) implies that there
exists—apart from the order—at most one matroidal partition of D because
R generates W .
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(iv) If the triple W yPyU is 1-regular, then any map r0 as in (D3)
is the unique permutation of the empty set and satisfies sign r0 = 1. Thus
for a matroidal partition D = D1
·∪ D2 the sets D1 and D2 are unions of
W -orbits under the canonical operation of W on D.
Now we are able to propose the following
Definition 13. Suppose the triple W yPyU is k-regular for some k ≥
1, and assume the graph 0˜ = 0U satisfies the Maurer Condition. Sup-
pose the connected components of 0˜ are convex-antipodal, and for any
A, B ∈ W P with d0˜A;B <∞ the map apA;B0˜ : A;B0˜ → A;B0˜ can
be extended to an automorphism αA;B of the induced subgraph of 0 on the
vertex set A;B0. Let D = D1
·∪ D2 denote a matroidal partition of the
set of triangles in 0˜ and put
Q x= W yPyU y D1;D2: (13)
Assume B is some nonempty subset of W P contained in some connected
component of 0˜ and put
KB0 x=
A;B ∈ W P ×B  A;B ∈ K0˜}: (14)
Finally, suppose that K = Ky + y · y εyK0 is a fuzzy ring and g: KB0 →
K∗
·∪ 0 is some map.
(i) The tuple M x= W yPyU y D1;D2yBy g = QyBy g or, shortly,
the pair B; g is called a W yPyU-matroid with coefficients in K if the
following three axioms hold:
(G0) For A;B ∈ KB0 one has gA;B ∈ K∗ if and only if A ∈ B,
and in this case the formula
gA;B = gB;A−1 (15)
holds.
(G1) If A1, A2, A3 ∈ B and A1;A2;A3 ∈ Di for some i ∈
1; 2, then one has
gA1;A2 · gA2;A3 · gA3;A1 = εi−1: (16)
(G2) If A, B ∈ B are distinct and N is a fundamental neighbor-
hood of A in A;B0˜ relative to 0, then one has
ε+ X
C∈N \A
gC;A · gapA;B0˜C; B ∈ K0: (17)
If (G0), (G1) and (G2) hold, then B is called the set of bases of M .
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(ii) The tuple M x= W yPyU y D1;D2yB = QyB is called a com-
binatorial W yPyU-geometry with B as its set of bases if the following
strong exchange axiom holds:
For all A;B ∈ B with A 6= B and any fundamental neighborhood
N of A in A;B0˜ relative to 0 there exists some C ∈ N \A with C ∈ B
and apA;B0˜C ∈ B.
Remarks. (i) By Definition 7 any fundamental neighborhood N as in
axiom (G2) is finite; thus the sum in (17) is well-defined in any case. The
existence of the automorphisms αA;B for d0˜A;B < ∞ as required im-
plies that for a fundamental neighborhood A0; : : : ;Al of A = A0 in
A;B0˜ relative to 0 the set apA;B
0˜
A0; : : : ; apA;B0˜Al is a funda-
mental neighborhood of B in A;B0˜ relative to 0. Therefore axiom (G2)
is symmetric in A and B. If 0 is convex-antipodal, then [W4, Lemma 3.11]
states that for w ∈ W and w1, w2 ∈ w ·U with w ∈ w1; w20˜ one has
apw1; w20˜w = apw1; w20w:
Thus, in this case for any A;B ∈ W P with d0˜A;B < ∞ the map
αA;B: A;B0 → A;B0 defined by αA;BC x= apA;B0C satisfies the
desired assumption in Definition 13.
(ii) The matroidal partition D = D1
·∪ D2 will be of great signif-
icance when studying the concept of the Tutte group of a combinatorial
W yPyU-geometry as will be done in the next section.
(iii) For A, B ∈ B with A;B ∈ KB0 the formula (15) is a conse-
quence of axiom (FR5) in Definition 1 and (17), because in case d0˜A;B =
1 one may apply (G2) with N = A;B.
(iv) One might probably ask for a connection between the concept
of a W;P-matroid as introduced by I. M. Gelfand and V. V. Serganova
in [GS1, 2] and the above Definition 13. In [W4, Section 4] it is proved
that for many important classes of Coxeter groups W = R and P ⊆ R
we consider the same structures. However, it is also pointed out that there
are W;P-matroids in the sense of [GS1, 2] which do not give rise to com-
binatorial W yPyU-geometries and vice versa. Further relations between
W;P-matroids and combinatorial W yPyU-geometries will be studied in
forthcoming papers.
We have the following.
Proposition 14. (i) If K is any fuzzy ring and M = QyBy g is a
W yPyU-matroid with coefficients in K, then M = QyB is a combina-
torial W yPyU-geometry.
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(ii) The combinatorial W yPyU-geometries are in a canonical one-to-
one correspondence to the W yPyU-matroids with coefficients in the fuzzy
ring K = Kc = 0; 1; u with K0 = 0; u, K∗ = 1 and the following
addition and multiplication table:
+ 0 1 u
0 0 1 u
1 1 u u
u u u u
· 0 1 u
0 0 0 0
1 0 1 u
u 0 u u
.
Proof. (i) follows trivially from (G0) and (G2), because of ε /∈ K0.
(ii) Since in K = Kc one has 1 + · · · + 1 ∈ K0 whenever the sum
contains at least two summands, it is trivial that a nonempty subset B of
W P , which is contained in some connected component of 0˜, satisfies the
strong exchange axiom if and only if the map g: KB0 → 0; 1 defined by
gA;B x=
(
1 for A ∈ B
0 for A /∈ B
satisfies axiom (G2). Of course, axiom (G1) is superfluous in fuzzy rings K
with K∗ = 1.
If M and M are as in Proposition 14(i), then M is called the underlying
combinatorial W yPyU-geometry of M .
If Q = W yPyU y D1;D2 for some k-regular triple (W;P;U) and some
matroidal partition D = D1
·∪ D2, then we put
Q∗ x= (W yPyU y D2;D1: (18)
If K is a fuzzy ring, then a map g: KB0 → K∗
·∪ 0 satisfies axiom (G1)
for the pair D1;D2 if and only if the map ε · g: KB0 → K∗
·∪ 0 satisfies
(G1) for the inverse pair D2;D1. Thus we have the following trivial but
basic proposition.
Proposition 15. If M = QyBy g is a W yPyU-matroid with coeffi-
cients in the fuzzy ring K, then M∗ = Q∗yBy ε · g is also a W yPyU-matroid
with coefficients in K, and one has M∗∗ =M .
Definition 16. If M and M∗ are as in Proposition 15, then M∗ is called
the dual of M .
In [W4, Section 4] it is proved that ordinary matroids as well as even 1-
matroids are particular examples for combinatorial W yPyU-geometries.
More precisely, assume n, m ∈ N are fixed with 0 < m < n, put E x=
1; : : : ; n, and suppose that W1 and P1 are as in the example following
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Definition 9. Furthermore, put E˜ x= 1; : : : ; n ·∪ 1∗; : : : ; n∗ and let W2
denote the group of permutations of E˜ with wk∗ = wk∗ for all k ∈ E˜
where we put of course k∗∗ = k for k ∈ E. Then W2 is a Coxeter group
with
R2 x=
i i+ 1 ◦ i∗ i+ 1∗  1 ≤ i ≤ n− 1} ∪ n n∗}
as an appropriate set of generators. By putting P2 x= R2\n n∗ it fol-
lows that the W2yP2-graph may be identified with the graph 02 defined
in Example (ii) following Lemma 8 (see [W4, Definition 3.1, Example (ii)]
for more details).
Moreover, put
U1 x=

w ∈ W2
#E\wE ≡ 0 mod 2} (19)
and
D0; 1 x=
8><>:

A∪a1;A∪a2;A∪a3
}A ∈  Em− 1

; ai ∈E\A
and ai 6= aj for i 6= j
9>=>; ; (20)
D0;2 x=
8><>:

A\a1;A\a2;A\a3
} A ∈  Em+ 1

; ai ∈ A
and ai 6= aj for i 6= j
9>=>; ; (21)
eD1 x=
8><>:

A1a1;A1a2;A1a3
A ⊆ E;
1 ≤ a1 < a2 < a3 ≤ n; a2 /∈ A;
9>=>; ; (22)
eD2 x=
(
A1a1;A1a2;A1a3
A ⊆ E;
1 ≤ a1 < a2 < a3 ≤ n; a2 ∈ A
)
: (23)
Then we have the following result.
Proposition 17. (i) The ordinary matroids defined on E and of
rank m are in a canonical one-to-one correspondence to the combinato-
rial W1yP1yW1-geometries W1yP1yW1y D0; 1;D0; 2yB, where only B is
varying, and any combinatorial W1yP1yW1-geometry or its dual is of this
type.
(ii) The even 1-matroids defined on E are in a canonical one-to-one
correspondence to the combinatorial W2yP2yU1-geometries W2yP2yU1y
eD1; eD2yB, where only B is varying, and any combinatorial W2yP2yU1-
geometry or its dual is of this type.
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Proof. This is Theorem 4.8 in [W4]. In case of even 1-matroids, the
graph e02 = 0U12 is the graph whose connected components are precisely
the graphs G1 and G2 defined in the last example in Section 1.
In [W4, Section 4] it is also pointed out that dualizing in the classical
sense amounts to changing the roˆles of D0; 1 and D0; 2. In [W5, Section 5]
it is proved that the W1yP1yW1-matroids with coefficients are precisely
the ordinary matroids with coefficients and that the W2yP2yU1-matroids
with coefficients are just the 1-matroids with coefficients. Formally, there
is a small difference in the definitions of the W yPyU-matroids with co-
efficients stated in the present paper on the one hand, and in [W5] on the
other hand. However, as will be proved in Section 4, both definitions are
equivalent.
3. THE TUTTE GROUP OF A COMBINATORIAL
W yPyU-GEOMETRY
With the intention to study algebraic properties of W yPyU-matroids
with coefficients we extend the concept of the Tutte group of a matroid as
introduced in [DW3] to combinatorial W yPyU-geometries. For a graph
G with V x= V G as its set of vertices and K x= KG as its set of edges
we put
V 2 x= u; v ∈ V 2  u; v ∈ K}: (24)
First, we prove the following.
Lemma 18. Assume G = V;K is a convex-antipodal graph, and suppose
u; u′, v; v′ ∈ V 2. Then the following four statements are equivalent:
(i) u′ ∈ u; v x= u; vG and v′ = apu;vu′.
(ii) u ∈ u′; v′ x= u′; v′G and v = apu′;v′u.
(iii) dGu; v = dGu′; v′ = dGu; v′ + 1 = dGu′; v + 1.
(iv) There exists an isometric reentrant path v0; v1; : : : ; v2h in G with
h x= dGu; v, v0 = v2h = u, v1 = u′, vh = v; and vh+1 = v′.
Proof. In case of h = dGu; v = 0, all four statements fail because
u′ 6= u and v′ 6= v. Thus, assume h ≥ 1. The equivalence of (i) and (ii)
follows trivially from Lemma 8(ii):
Either of the statements (i) and (ii) implies u; v = u′; v′ and
dGu; v = dGu′; v′.
It is now trivial that (iii) is equivalent to (i) and (ii) and that (iv) im-
plies (iii).
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Finally, (i) implies (iv) because we may choose some path v0; : : : ; vh in
G with v0 = u, v1 = u′, vh = v and put vh+i x= apu; vvi for 1 ≤ i ≤ h.
Then the path v0; : : : ; v2h satisfies what we want.
Definition 19. Assume G = V; K is a convex-antipodal graph and
u; u′; v; v′ ∈ V 2 satisfy #u; u′; v; v′ = 4. The double pair 3 x=
u; u′; v; v′ is called a couple in G if the four equivalent statements
(i)–(iv) as stated in Lemma 18 hold.
Note that for any couple u; u′; v; v′ in a convex-antipodal graph G
one has dGu; v = dGu′; v′ ≥ 2.
In the sequel, assume that M x= W yPyU y D1;D2yB is a combina-
torial W yPyU-geometry. Let 0 denote the corresponding W yP-graph
and 0′ = 0w·U the uniquely determined connected component of the graphe0 = 0U with B ⊆ w ·U:
Remember that the graph 0′ is convex-antipodal. For A, B ∈ w ·U we
write A;B x= A;B0′ .
Definition 20. The base graph 0B =e0M of M is the induced subgraph
of 0′ on the set B of vertices.
It follows easily from the strong exchange axiom that 0B is an isometric
subgraph of 0′. (For a detailed proof see [W4, Proposition 5.2].) In partic-
ular, 0B is connected.
Note that in view of Proposition 17 and the examples at the end of
Section 1, Definition 20 recovers the concepts of the base graph of an
ordinary matroid and of an even 1-matroid as studied in [W6].
Convention. For simplicity, the metric d0B : B×B→ N0 is from now
on denoted by dB. Thus for A;B ∈ B one has
dBA;B = d0BA;B = d0′ A;B = d0˜A;B:
Similarly as in (24) we put
B2 x= A;B ∈ B2 A;B ∈ B; dBA;B = 1}: (25)
Definition 21. Assume A1, A2, B1, B2 ∈ B2 and put 3 x=
A1;A2; B1; B2.
(i) The double pair 3 is called a couple in 0B if 3 is a couple in 0′.
(ii) Assume 3 is a couple in 0B. Then 3 is called degenerate if there
exists some fundamental neighborhood N of A1 in A1; B1 relative to
0 with A2 ∈ N such that for every A ∈ N \A1;A2 one has A /∈ B or
apA1;B1A /∈ B.
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Remark. Assume 31 = A1;A2; B1; B2 ∈ B22 and put 32 x=
A2; A1, B2; B1; 33 x= B1; B2; A1; A2 and 34 x=
B2; B1; A2;A1. Then by Remark (i) following Definition 13 and
the equivalence of the statements (i) and (ii) in Lemma 18 either each of
the four double pairs 31, 32, 33, 34 or none of these is a (degenerate)
couple in 0B.
Example 22. Assume M is an ordinary matroid defined on some set
E with B as its set of bases and 3 = A1;A2; B1; B2 is a couple
in 0B. There exist exactly two fundamental neighborhoods N1, N2 of A1
in A1; B1 containing A2, namely,
N1 x=
A1 ∩A2 ∪ b  b ∈ B1 ∪ B2\A1 ∩A2};
N2 x=
A1 ∪A2 \ a  a ∈ A1 ∪A2\B1 ∩ B2}:
Similarly, there are exactly two fundamental neighborhoods N ′1 , N
′
2 of B1
in A1; B1 containing B2, namely,
N ′1 x=
B1 ∪ B2\b  b ∈ B1 ∪ B2\A1 ∩A2};
N ′2 x=
B1 ∩ B2 ∪ a  a ∈ A1 ∪A2\B1 ∩ B2};
and for i ∈ 1; 2 one has A ∈ Ni if and only if apA1; B1A = A11B11A ∈
N ′i . (Note that A1\A2 = B2\B1 and A2\A1 = B1\B2, which implies also
A11A21B11B2 = Z.)
Now let H1 and H2 denote the uniquely determined hyperplanes con-
taining A1 ∩A2 and B1 ∩ B2, respectively, and let C1 and C2 denote the
uniquely determined circuits contained in B1 ∪ B2 and A1 ∪ A2, respec-
tively. Then one has
N1 ∩B =
A1 ∩A2 ∪ b ∈ N1  b ∈ E\H1};
N ′1 ∩B =
B1 ∪ B2\b ∈ N ′1  b ∈ C1};
N2 ∩B =
A1 ∪A2\a ∈ N2  a ∈ C2};
N ′2 ∩B =
B1 ∩ B2 ∪ a ∈ N ′2  a ∈ E\H2}:
Therefore, by Definition 21(ii) the couple A1;A2; B1; B2 is degener-
ate if and only if C1\H1 = B11B2 or C2\H2 = A11A2; this means nothing
but #C1\H1 = 2 or #C2\H2 = 2. (Note that in any case F x= A11A2 =
B11B2 is contained in C1\H1 as well as in C2\H2.) In particular, if h x=
dBA1; B1 = 2, then there exist pairwise distinct a; b; c; d ∈ E such that for
D x= A1 ∩A2 ∩ B1 ∩ B2 one has A1 = D ∪ a; b, A2 = D ∪ b; c, B1 =
D ∪ c; d, and B2 = D ∪ d; a. Then the couple A1;A2; B1; B2 is
degenerate if and only if at least one of the two sets A x= D ∪ a; c and
A′ x= D ∪ b; d is not a base in M .
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Now we are able to propose the following.
Definition 23. Let FM denote the (multiplicatively written) free abel-
ian group generated by the symbols ε and XA;B for A;B ∈ B2. Let KM
denote the subgroup of FM generated by ε2 and all elements of the form
XA;B ·XB;A for A;B ∈ B2;
XA1;A2 ·XA2;A3 ·XA3;A1 for A1;A2;A3 ∈ D1;
ε ·XA1;A2 ·XA2;A3 ·XA3;A1 for A1;A2;A3 ∈ D2;
and
XA1;A2 ·XB1; B2
for a degenerate couple
A1;A2; B1; B2 in 0B:
Then the Tutte group TM of M is defined by
TM x= FM/KM: (26)
Let ν: FM → TM denote the canonical epimorphism and put
εM x= νε; (27)
TA;B x= νXA;B for A;B ∈ B2: (28)
If M ′ is a (W;P;U)-matroid with coefficients in some fuzzy ring K with M
as its underlying combinatorial W yPyU-geometry, then we put
FM ′ x= FM;KM ′ x= KM;TM ′ x= TM; εM ′ x= εM: (29)
Remarks. (i) In [DW3, Definition 1.1], where the Tutte group of an
ordinary matroid M defined on some set E was introduced, it was not
explicitly required that XA1;A2 · XB1; B2 ∈ KM for all degenerate couplesA1;A2; B1; B2 in 0B, but only for those which satisfy dBA1; B1 =
dBA2; B2 = 2. However, for a degenerate couple A1;A2; B1; B2 in
0B with h x= dBA1; B1 = dBA2; B2 ≥ 3 we conclude by induction on
h that XA1;A2 · XB1; B2 lies in the subgroup of FM generated by all prod-
ucts XA;B · XB;A for A;B ∈ B2 and all products XA′1;A′2 · XB′1; B′2 for
which A′1;A′2; B′1; B′2 is a degenerate couple in 0B with dBA′1; B′1 =
dBA′2; B′2 = 2.
By Example 22 we may assume that the hyperplane H containing A1 ∩
A2 and the circuit C contained in B1 ∪ B2 satisfy #C\H = 2; otherwise
exchange A1;A2 and B1; B2. Let a1, a2 ∈ E denote the elements with
Ai = A1 ∩A2 ∪ ai for i ∈ 1; 2. Then one has Bj = B1 ∩ B2 ∪ ai
for i; j = 1; 2.
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Assume first that B1 ∩B2 ⊆ H. Then there exist a ∈ A1 ∩A2\B1 ∩B2
and b ∈ B1 ∩B2\A1 ∩A2 such that A1 ∩A2\a ∪ b generates the
hyperplane H. Moreover, A′1 x= A1\a ∪ b and A′2 x= A2\a ∪ b
are bases of M , because a1, a2 ∈ E\H. Since A′1 ∩A′2 ⊆ H, Example 22
implies that the couple A′1;A′2; B1; B2 is degenerate. But the couple
A1;A2; A′2;A′1 is also degenerate, because A1 ∩A2 ∪ b is not a
base of M . Thus, in this case the induction step follows from dBA′1; B1 =
dBA′2; B2 = h− 1 and
XA1;A2 ·XB1; B2 = XA1;A2 ·XA′2;A′1 · XA′1;A′2 ·XA′2;A′1−1
· XA′1;A′2 ·XB1; B2:
In the remaining case choose some b ∈ B1 ∩ B2\H. Since B11B2 =
a1; a2 ⊆ C\H and #C\H = 2, we must also have b /∈ C. Then,
there exists some a ∈ A1 ∩A2 such that B′1 x= B1\b ∪ a and B′2 x=
B2\b ∪ a are bases of M . The circuit C is contained in B′1 ∪ B′2. By
Example 22, this means in particular that the couple A1;A2; B′1; B′2
is degenerate. Moreover, the couple B′2; B′1; B1; B2 is degenerate,
too, because B1 ∪ B2\b is not a base of M . Since dBA1; B′1 =
dBA2; B′2 = h− 1, the induction step follows now similarly as in the first
case.
It is clear now that the above definition of the Tutte group of a combi-
natorial W yPyU-geometry recovers [DW3, Definition 1.1].
(ii) Assume M is an even 1-matroid defined on E, and the graphs
02, G1, G2 are as in the last example in Section 1. Let 0˜2 denote the graph
whose connected components are G1 and G2. Suppose A, B are vertices
of 0˜2 with 0 < d0˜2A;B < ∞. Then, it is easily seen that a subset N ⊆A;B0˜2 is a fundamental neighborhood of A in A;B0˜2 relative to 02 if
and only if there exists some c0 ∈ A1B such that
N = A1c01d d ∈ A1B}y
for more details see [W4, Proposition 4.1(ii)]. Therefore, Definition 21 en-
compasses [W6, Definition 2.1]. It is now also evident that Definition 23
recovers the concept of the Tutte group of an even 1-matroid as intro-
duced in [W6, Definition 2.5].
The following first result which establishes a correspondence between
the Tutte groups of M and its dual M∗ is an immediate consequence of
Definitions 16 and 23.
Proposition 24. The isomorphism ψ: FM ↪→ FM∗ , defined by
ψε x= ε;
ψXA;B x= ε ·XA;B for A;B ∈ B2
induces an isomorphism ψ¯: TM ↪→ TM∗ .
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Note that this result recovers [DW3, Proposition 1.1], where the corre-
sponding result for ordinary matroids was proved.
Next we want to relate a W yPyU-matroid with coefficients with its
Tutte group.
Proposition 25. Assume M ′ = W yPyU y D1;D2yBy g is a W yPyU-
matroid with coefficients in some fuzzy ring K = Ky + y · y εyK0 with M as
its underlying combinatorial W yPyU-geometry. Then the homomorphism
ϕ: FM ′ → K∗ defined by
ϕε x= ε;
ϕXA;B x= gA;B for A;B ∈ B2
induces a homomorphism ϕ¯ = ϕM ′ : TM ′ → K∗.
Proof. We have to show that ϕKM ′  = 1. Clearly, one has ϕε2 = 1
and ϕXA;B · XB;A = gA;B · gB;A = 1 for every A;B ∈ B2 by
axiom (G0) in Definition 13.
If A1;A2;A3 ∈ Di for some i ∈ 1; 2, then axiom (G1) implies
ϕXA1;A2 ·XA2;A3 ·XA3;A1 = gA1;A2 · gA2;A3 · gA3;A1
=
(
1 for i = 1
ε for i = 2:
Thus it remains to show that ϕXA1;A ·XB1; B = 1 holds for every degen-
erate couple A1;A; B1; B in 0B. Choose some fundamental neigh-
borhood N of A in A;B relative to 0 with A1 ∈ N such that for ev-
ery C ∈ N \A;A1 one has C /∈ B or apA;BC /∈ B. Then, in view of
B1 = apA;BA1, the axioms (G0) and (G2) imply
ε+ gA1;A · gB1; B = ε+
X
C∈N \A
gC;A · g(apA;BC; B ∈ K0:
Thus (FR5’) in Remark (iii) following Definition 1 implies
ϕ
(
XA1;A ·XB1; B
 = gA1;A · gB1; B = 1:
If M ′ and K are as in Proposition 25, then the induced homomorphism
ϕM ′ : TM ′ → K∗ satisfies
ϕM ′ εM ′  = ε; (30)
ϕM ′ TA;B = gA;B for A;B ∈ B2: (31)
Next we want to show that Proposition 25 does not hold if one replaces
the Tutte group TM by some proper factor group. More precisely, for the
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fixed combinatorial W yPyU-geometry M we construct a fuzzy ring KM
such that there exists some W yPyU-matroid M0 with coefficients in KM
and M as its underlying combinatorial W yPyU-geometry, for which the
induced homomorphism ϕM0 : TM → K∗M is injective. To this end, we shall
study W yPyU-matroids with coefficients in different fuzzy rings whose un-
derlying combinatorial W yPyU-geometries coincide. First, we recall the
concept of a fuzzy ring morphism.
Definition 26 (cf. [D1, Definition 1.4]). Assume K1 = K1y + y · y ε1y
K10 and K2 = K2y + y · y ε2y K20 are fuzzy rings. A morphism from
K1 into K2 is a group homomorphism ψ:K
∗
1 → K∗2 with the following con-
dition:
• For l ∈ N and κ1; : : : ; κl ∈ K∗1 with
Pl
i=1 κi ∈ K10 one hasPl
i=1ψκi ∈ K20.
Remarks. (i) If ψ is a morphism from K1 into K2, then axiom (FR5)
implies ψε1 = ε2 because 1+ ψε1 ∈ K20.
(ii) The fuzzy rings together with the fuzzy ring morphisms form a
category.4 In this category, the (fuzzy) ring Z is an initial object while the
fuzzy ring Kc (cf. Proposition 14(ii)) is a final object.
Now we have the following simple, but basic proposition.
Proposition 27. Assume M1 = W ; P; U ; D1, D2; B; g1 is a
W yPyU-matroid with coefficients in some fuzzy ring K1, ψ is some mor-
phism from K1 into some fuzzy ring K2, and define the map g2: K
B
0 →
K∗2
·∪ 0 by
g2A;B x=
(
ψg1A;B for A;B ∈ B2
0 for A /∈ B:
Then M2 = W yPyU y D1;D2yBy g2 is a W yPyU-matroid with coeffi-
cients in K2.
Proof. The validity of the axioms (G0), (G1) and (G2) for the map g2
follows trivially from the definition of a morphism from K1 into K2, the
above Remark (i), and the fact that g1 fulfils these axioms. Indeed, it was
just the intention of the concept of a fuzzy ring morphism that Proposi-
tion 27 should hold at least for ordinary matroids with coefficients.
In a next step we propose the following.
4 Of course, two morphisms ψ1, ψ2 from K1 into K2 or L1 into L2, respectively, with
K1;K2 6= L1; L2 are considered to be distinct.
438 walter wenzel
Definition 28. Assume K is a set with two compositions “+; · :
K ×K→ K" and specified elements 0; 1; ε ∈ K such that Ky + y · y ε sat-
isfies the axioms (FR0), (FR1), (FR2) and (FR3) in Definition 1. Then a
subset N ⊆ K is called a fuzzy ideal in K if Ky + y · y εyN is a fuzzy ring.
Now, one has the following trivial result.
Lemma 29. Assume K is as in Definition 28 and Nii∈I is a nonempty
family of fuzzy ideals in K. Then
T
i∈I Ni is also a fuzzy ideal in K.
Note that the assumption I 6= Z is essential because for any fuzzy ideal
N in K one has 1 /∈ N and 1+ κ /∈ N for all κ ∈ K∗\ε.
Now we define the set KM to be the free abelian monoid N0TM gener-
ated by the Tutte group TM ; that is,
KM =
 M
T∈TM
nT · T
nT ∈ N0 for T ∈ TM; X
T∈TM
nT <∞

;
and the addition and multiplication are as usual defined by M
T∈TM
nT · T

+
 M
T∈TM
mT · T

= M
T∈TM
nT +mT  · T;
 M
T ′∈TM
nT ′ · T ′

·
 M
T ′′∈TM
mT ′′ · T ′′

= M
T∈TM
 X
T ′ ·T ′′=T
nT ′ ·mT ′′

· T:
For S =LT∈TM nT · T ∈ KM put lS x=PT∈TM nT .
Thus for S ∈ KM one has lS = 0 if and only if S = 0 and lS = 1 if and
only if S ∈ TM = K∗M . Obviously, KM y + y · y εM satisfies axioms (FR0),
(FR1), (FR2) and (FR3) in Definition 1. Moreover, the distributivity law
S · S1 + S2 = S · S1 + S · S2 holds for all S, S1, S2 ∈ KM . Thus, in order
to show that some subset N ⊆ KM is a fuzzy ideal in KM , one has only to
verify the axioms (FR4), (FR5) and (FR6) for K0 = N . Put
GM x=

ε
M
+ X
C∈N \A
TC;A · TapA;BC;B ∈ KM
A;B ∈ B;A 6= B
and N is a fundamental neighborhood of A
in A;B relative to 0

,
(32)
where for simplicity we write TD1;D2 = 0 for D1;D2 ∈ KB0 with D1 /∈ B;eN x= 0 ·∪ T + ε
M
· T T ∈ TM} ·∪ S ∈ KM  lS ≥ 3}: (33)
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Lemma 30. The set eN is a fuzzy ideal in KM , and any fuzzy ideal N in
KM is contained in eN . Moreover, one has GM ⊆ eN .
Proof. First, we show that eN contains GM . Since for every S ∈ KM
with lS ≥ 3 one has S ∈ eN , in view of axiom (G0) we have only to
prove that for every degenerate couple A1;A; B1; B in 0B one has
εM + TA1;A · TB1; B ∈ eN . But this is trivial because by definition of the Tutte
group one has TA1;A · TB1; B = 1.
The assertion that eN contains any fuzzy ideal N in KM is a trivial con-
sequence of axiom (FR5) (or (FR5’)) and the fact that K∗ ∩K0 = Z holds
for every fuzzy ring K = Ky + y · y εyK0.
It remains to show that K0 = eN satisfies the axioms (FR4), (FR5)
and (FR6). Axiom (FR4) is fulfilled because for S1, S2 ∈ eN\0 and
S ∈ KM\0 one has lS1 + S2 ≥ 4 and also lS · S1 ≥ 4 unless
S ∈ TM and S1 = T + εM · T for some T ∈ TM , in which case one
has S · S1 = S · T + εM · S · T ∈ eN .
Axiom (FR5) holds trivially by the definition of the set eN .
To verify (FR6) assume S1; S2; S3; S4 ∈ KM with S1 + S2 ∈ eN and S3 +
S4 ∈ eN . We must prove that S1 · S3 + εM · S2 · S4 ∈ eN . One can of course
assume that Si 6= 0 for 1 ≤ i ≤ 4 because (FR4) is already verified. Then
one has either lS1 · S3 + εM · S2 · S4 ≥ 3 or Si ∈ TM for every i. In the first
case, the assertion is obvious while in the second case we have S2 = εM · S1
and S4 = εM · S3 and thus S1 · S3 + εM · S2 · S4 = S1 · S3 + εM · S1 · S3 ∈ eN .
Now let NM denote the smallest fuzzy ideal in KM which contains GM .
The Lemmata 29 and 30 show that NM is well defined: NM is the intersec-
tion of all fuzzy ideals in KM which contain GM . One has
GM ⊆ NM ⊆ eN: (34)
The fuzzy ring KM = KM y + y · y εM yNM will turn out to play a particular
role for the combinatorial W yPyU-geometry M .
Definition 31. Let AM denote the category consisting of all pairs K;g
where K = Ky + y · y εyK0 is a fuzzy ring and g: KB0 → K∗
·∪ 0 defines a
W yPyU-matroid with coefficients in K and M as its underlying combina-
torial W yPyU-geometry, and a morphism ψ from K1; g1 into K2; g2
is a fuzzy ring morphism from K1 into K2 for which the following diagram
commutes:
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Note that AM is indeed a category because for three pairs K1; g1,
K2; g2, K3; g3 as in Definition 31 and two fuzzy ring morphisms
ψ1:K
∗
1 → K∗2 , ψ2:K∗2 → K∗3 , with g2 = ψ1 ◦ g1 and g3 = ψ2 ◦ g2 one has
g3 = ψ2 ◦ ψ1 ◦ g1.
We want to show that the category AM contains an initial object of the
form K;g0, where K = KM y + y · y εM yNM. For technical simplifications
we state the following.
Definition 32. Assume K = Ky + y · y εyK0 is a fuzzy ring and ψ:
TM → K∗ is a group homomorphism. Then the map eψ:KM → K defined by
eψ lX
i=1
Ti

x=
lX
i=1
ψTi for l ∈ N0; T1; : : : ; Tl ∈ TM (35)
is called the canonical extension of ψ.
By definition, eψ is the uniquely determined extension of ψ to the whole
of KM , which is additive. Moreover, one has the following.
Proposition 33. Assume K = Ky + y · y εyK0 is a fuzzy ring and eψ:
KM → K is the canonical extension of some group homomorphism ψ: TM →
K∗. Then one has
eψT · S = ψT  · eψS for all T ∈ TM; S ∈ KM; (36)
If S1; S2 ∈ KM and α ∈ K∗; κ ∈ K satisfy α · eψS1 · eψS2 + κ ∈ K0;
then one has also α · eψS1 · S2 + κ ∈ K0: (37)
If in particular the fuzzy ring K satisfies the distributivity law, then one haseψS1 · S2 = eψS1 · eψS2 for all S1; S2 ∈ KM .
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Proof. The last assertion follows trivially from (35) because KM y + y · 
is distributive.
To prove that (36) holds in general, assume T ∈ TM and S =
Pl
i=1 Ti ∈
KM with Ti ∈ TM for 1 ≤ i ≤ l. Then one gets
eψT · S = eψ lX
i=1
T · Ti

=
lX
i=1
ψT  · ψTi
= ψT  ·
lX
i=1
ψTi = ψT  · eψS;
where the third equation follows from axiom (FR2), applied to the fuzzy
ring K.
To verify (37) with a view to (FR2), it suffices to consider the case α = 1.
Assume S1 =
Pl
i=1 Ti ∈ KM and S2 =
Pl′
j=1 T
′
j ∈ KM with Ti, T ′j ∈ TM for
1 ≤ i ≤ l, 1 ≤ j ≤ l′. Then one gets
eψS1 · S2 = eψ lX
i=1
l′X
j=1
Ti · T ′j

=
lX
i=1
l′X
j=1
ψTi · ψT ′j ; (38)
where the first equation holds because KM y + y ·  is distributive.
Moreover, one has
eψS1 · eψS2 =  lX
i=1
ψTi

·
 l′X
j=1
ψT ′j 

:
Thus, if eψS1 · eψS2 + κ ∈ K0, then a repeated application of (FR7) yields
also
lX
i=1
l′X
j=1
ψTi · ψT ′j  + κ ∈ K0;
and, together with (38), the assertion follows.
Now we are able to state and prove the following result already outlined
in the case of ordinary matroids with coefficients in [D2, (6.1)].
Theorem 34. Let g0: K
B
0 → K∗M
·∪ 0 denote the map defined by
g0A;B x=
(
TA;B for A;B ∈ B2
0 for A /∈ B
and assume that KM is endowed with the fuzzy ideal NM .
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(i) The map g0 satisfies the axioms (G0), (G1) and (G2), that
is, M0 = W yPyU y D1;D2yBy g0 is a W yPyU-matroid with coeffi-
cients in KM = KM y + y · y εM yNM with M as its underlying combinatorial
W yPyU-geometry. Moreover, the homomorphism ϕM0 : TM → K∗M induced
by Proposition 25 is the identity map. In particular, ϕM0 is injective.
(ii) If K1; g1 is an object in the category AM and M1 = W yPyU y
D1;D2yBy g1, then the homomorphism ϕM1 : TM → K∗1 induced by Propo-
sition 25 and given by
ϕM1εM = ε1;
ϕM1TA;B = g1A;B for A;B ∈ B2
is a morphism from KM; g0 into K1; g1.
(iii) The pair KM; g0 is an initial object in the category AM , and
there is a canonical one-to-one correspondence between fuzzy ring morphisms
ψ:K∗M → K∗ and objects K;g in AM as follows:
—If ψ:K∗M → K∗ is a fuzzy ring morphism and g: KB0 → K∗
·∪ 0
is defined by gA;B = 0 for A /∈ B and gA;B = ψg0A;B otherwise,
then the object K;g corresponds to ψ.
Proof. (i) The map g0 satisfies trivially the axioms (G0) and (G1) by
the definition of the Tutte group. Moreover, axiom (G2) holds because
by definition of NM one has GM ⊆ NM . The assertions concerning the
homomorphism ϕM0 are now trivial; the whole problem was to define the
Tutte group TM and the fuzzy ring KM in such a way that ϕM0 satisfies
the desired conditions.
(ii) It is trivial by the definitions that ϕM1g0A;B = g1A;B
holds for all A;B ∈ B2; thus, it remains to show that for all S ∈ NM one
has eϕM1S ∈ K10, where eϕM1 :KM → K1 denotes the canonical extension
of ϕM1 . Put
eN0 x= eϕ−1M1K10 and N0 x= eN0 ∩ eN , where eN is as in (33).
It suffices to show that N0 is a fuzzy ideal in KM with GM ⊆ N0 because
then by definition of NM one has NM ⊆ N0 ⊆ eN0, which proves the claim.
First, we show that GM ⊆ N0. By Lemma 30 one has GM ⊆ eN , while
GM ⊆ eN0 is nothing but a reformulation of the fact that g1 satisfies axiom
(G2).
It remains to prove that K0 = N0 satisfies the axioms (FR4), (FR5), and
(FR6). Axiom (FR5) holds trivially because 1 + εM ∈ N0 ⊆ eN , and we
know already by Lemma 30 that eN is a fuzzy ideal in KM which means in
particular that 1+ α /∈ N0 for all α ∈ K∗M\εM.
To show that N0 satisfies also (FR4) and (FR6), it suffices of course
to verify these axioms for eK0 = eN0. It is clear that 0 ∈ eN0, 1 /∈ eN0 and
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eN0 + eN0 ⊆ eN0. However, it is not quite obvious that KM · eN0 ⊆ eN0 because
K1y + y ·  need not be distributive, and therefore eϕM1 is not necessarily
multiplicative on KM . But (37) in Proposition 33 shows that for S1 ∈ KM
and S2 ∈ eN0 one has eϕM1S1 · S2 ∈ K10 because eϕM1S1 · eϕM1S2 ∈K10, which proves what we want.
To verify axiom (FR6) for eK0 = eN0 assume that S1, S2, S3, S4 ∈ KM satisfy
S1 + S2 ∈ eN0 and S3 + S4 ∈ eN0. Then one has eϕM1S1 + eϕM1S2 ∈ K10,eϕM1S3 + eϕM1S4 ∈ K10, and thus by applying (FR6) to the fuzzy ring
K1 one getseϕM1S1 · eϕM1S3 + ε1 · eϕM1S2 · eϕM1S4 ∈ K10:
Now a twofold application of (37) yields also
eϕM1S1 · S3 + ε1 · eϕM1S2 · S4 ∈ K10;
that is, S1 · S3 + εM ·S2 · S4 ∈ eN0 as claimed.
(iii) Any morphism ψ from KM; g0 into some K1; g1 in the cat-
egory AM satisfies ψεM = ε1 by Remark (i) following Definition 26
and ψTA;B = ψg0A;B = g1A;B for all A;B ∈ B2 by Defi-
nition 31. This means ψ = ϕM1 for M1 = W yPyU y D1;D2yBy g1, and
thus the group homomorphism ϕM1 : TM → K∗1 is the unique morphism
from KM; g0 into K1; g1. Therefore, KM; g0 is an initial object in AM .
Together with Proposition 27 also the last assertion follows.
Remark. The pair KC; gC is of course a final object in AM—for any
M—where gCA;B = 1 for A;B ∈ B2 and gCA;B = 0 otherwise.
4. AN EQUIVALENT DEFINITION OF W yPyU-MATROIDS
WITH COEFFICIENTS
Assume again that M x= W yPyU y D1;D2yB is some fixed combinato-
rial W yPyU-geometry. In this section, we want to study a certain variant
of the Tutte group of M which will turn out to coincide essentially with TM ;
this fact will give rise to a reformulation of Definition 13(i). To this end,
we shall make use of the extension of Maurer’s homotopy theory for or-
dinary matroids (cf. [M, Section 5]) to combinatorial W yPyU-geometries
as developed in [W4, Section 5].
Let KB denote the edge set of the graph 0B and put
C00B x= ZB; (39)
C10B x= ZB2/
〈A;B + B;A  A;B ∈ KB}y (40)
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thus C00B is the free abelian group generated by the vertices B ∈ B while
C10B is the quotient of the free abelian group generated by the elements
A;B ∈ B2 modulo the subgroup generated by all A;B + B;A for
A;B ∈ KB. For A;B ∈ B2 let A;B denote the corresponding
coset in C10B. Then one has
C10B =
 lX
i=1
Ai;Bi
 l ≥ 0; Ai;Bi ∈ KB for 1 ≤ i ≤ l; (41)
and we have a well-defined homomorphism ∂:C10B → C00B given by
∂
 lX
i=1
Ai;Bi

x=
lX
i=1
Ai −
lX
i=1
Bi: (42)
Moreover, put
H10B x= Ker ∂; (43)
and for a reentrant path Z = A0; : : : ;Al in 0B of length l put
cZ x=
X
imod l
Ai−1;Ai: (44)
Then one has cZ ∈ H10B. In order to study the group H10B we have
to introduce one more concept.
Definition 35. An isometric reentrant path A0;A1;A2;A3;A0 in 0B
of length 4 is called strongly degenerate if there does not exist any base
A ∈ B with dBA;Ai = 1 for 0 ≤ i ≤ 3.
Remark. If Z = A1;A2; B1; B2;A1 is a strongly degenerate path in
0B of length 4, then A1;A2; B1; B2 is certainly a degenerate couple
in 0B , while the converse is not true.
Now we are able to recall the following result which is an algebraic refor-
mulation and generalization of Maurer’s homotopy theorem for the base
graph of an ordinary matroid (cf. [M, Theorem 5.1]). In the case of even
1-matroids, see also [W6, Theorem 1.12].
Theorem 36. The group H10B satisfies
H10B =
〈
cZ
Z is a reentrant path in 0B of length 3 or a strongly
degenerate reentrant path in 0B of length 4
}
:
Proof. This is [W4, Theorem 5.7]. It is there where the Maurer Condi-
tion as postulated in Definition 13 is used.
Now, let us turn to the indicated variant of the Tutte group and put again
0˜ = 0U .
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Definition 37. A map η: Ke0 → 1;−1 fits for the pair D1;D2, if
η is four-balanced and satisfies axiom (D1) in Definition 12.
By Definitions 12 and 13 there exists at least some map η: Ke0 →
1;−1 fitting for D1;D2.
Definition 38. Assume η: Ke0 → 1;−1 fits for the pair D1;D2.
Let Fη;M denote the (multiplicatively written) free abelian group generated
by the symbols ε and Xη;B for B ∈ B. For A;B ∈ Ke0 put
εηA;B x=
(
1 if ηA;B = 1
ε if ηA;B = −1:
(45)
Let Kη;M denote the subgroup of Fη;M generated by ε2 and all ele-
ments of the form
Xη;A1 ·X−1η;A2 · εηA1;A2 ·Xη;B1 ·X−1η;B2 · εηB1; B2;
where A1;A2; B1; B2 is a degenerate couple in 0B. Then the group
Tη;M is defined by
Tη;M x= Fη;M/Kη;M: (46)
Let νη: Fη;M ‚ Tη;M denote the canonical epimorphism and put
εη;M x= νηε; (47)
Tη;B x= νηXη;B for B ∈ B; (48)
εηA;B x= νηεηA;B for A;B ∈ K0˜: (49)
If M ′ is a W yPyU-matroid with coefficients in some fuzzy ring K with M
as its underlying combinatorial W yPyU-geometry, then put
Fη;M ′ x= Fη;M; Kη;M ′ x= Kη;M;
Tη;M ′ x= Tη;M ; εη;M ′ x= εη;M: (50)
The following result relates the groups TM and Tη;M .
Theorem 39. Assume η: Ke0 → 1;−1 fits for the pair D1;D2. Then
the homomorphism 8: FM → Tη;M , defined by
8ε x= εη;M;
8XA;B x= Tη;A · T−1η;B · εηA;B for A;B ∈ B2
induces a monomorphism 8: TM ↪→ Tη;M . If, furthermore, β: Tη;M ‚ Z is
the obviously well-defined epimorphism given by
βεη;M x= 0; βTη;B x= 1 for B ∈ B;
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then the following sequence of abelian groups is exact:
0 ↪→ TM
8
↪→ Tη;M
β
‚ Z ‚ 0: (51)
In particular, one has
Tη;M ∼= TM × Z: (52)
Proof. Clearly, Ker β is generated by εη;M and all products Tη;A · T−1η;B
for which A;B ∈ B. Since the base graph 0B is connected, it follows from
the definition of 8 that 8FM = Ker β. The rest of the theorem follows
once it is shown that Ker 8 = KM .
First, we verify that 8KM = 1. Clearly, one has 8ε2 = ε2η;M = 1
and
8XA;B ·XB;A = εηA;B2 = 1 for all A;B ∈ B2:
If A1;A2;A3 ∈ Di for some i ∈ 1; 2, then one gets
8XA1;A2 ·XA2;A3 ·XA3;A1
= εη
(A1;A2 · εη(A2;A3 · εη(A3;A1
=
(
1 for i = 1
εη;M for i = 2
as claimed because η satisfies axiom (D1).
If A1;A2; B1; B2 is a degenerate couple in 0B , then one has
8
(
XA1;A2 ·XB1; B2
 = Tη;A1 · T−1η;A2 · εη(A1;A2 · Tη;B1
· T−1η;B2 · εη
(B1; B2
= 1:
Thus it is proved that 8KM = 1.
To show that the induced homomorphism 81 = 8: TM → Tη;M is injec-
tive, we construct a homomorphism ω1: Tη;M → TM with ω181T  = T
for all T ∈ TM .
For A;B ∈ Ke0 put
signM;η
(A;B x= (1 for η(A;B = 1
εM for η
(A;B = −1:
Now consider the obviously well-defined homomorphism 2:C10B → TM
given by
2
(A;B x= TA;B · signM;η(A;B:
We use Theorem 36 to show that H10B ⊆ Ker 2.
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If Z = A1;A2;A3;A1 is a reentrant path in 0B of length 3, then, by
Definition of TM , for A1;A2;A3 ∈ D1 as well as for A1;A2;A3 ∈ D2
one gets
2
(A1;A2 + A2;A3 + A3;A1
= TA1;A2 · TA2;A3 · TA3;A1
· signM;η
(A1;A2 · signM;η(A2;A3 · signM;η(A3;A1
= 1;
because η satisfies axiom (D1).
If Z = A1;A2;A3;A4;A1 is a strongly degenerate path in 0B of length
4, then A1;A2; A3;A4 and A2;A3; A4;A1 are degenerate cou-
ples in 0B. By the definition of TM and the fact that η is four-balanced,
this means
2
(A1;A2 + A3;A4 + A2;A3 + A4;A1
= (TA1;A2 · TA3;A4 · (TA2;A3 · TA4;A1
· (signM;η(A1;A2 · signM;η(A3;A4
· signM;η
(A2;A3 · signM;η(A4;A1 = 13 = 1:
Thus, Theorem 36 implies 2H10B = 1; that is, for every reentrant
path A0; : : : ;Am in 0B one has
mY
i=1
2
(Ai;Ai−1 = 1:
If we thus fix some base B0 ∈ B , we have a well-defined homomorphism
ω: Fη;M → TM given by
ωε x= εM;
ωXη;B0 x= 1;
ωXη;B x=
lY
i=1
2
(Bi; Bi−1; where Bl = B and B0; : : : ; Bl is
some path in 0B from B0 to B.
For A;B ∈ B2 one has
ω
(
Xη;A ·X−1η;B
 = 2(A;B = TA;B · signM;η(A;By (53)
thus for a degenerate couple A1;A2; B1; B2 in 0B one gets
ω
(
Xη;A1 ·X−1η;A2 · εη
(A1;A2 ·Xη;B1 ·X−1η;B2 · εη(B1; B2
= TA1;A2 · TB1; B2
= 1:
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Since trivially ωε2 = 1, it turns out that ωKη;M = 1; that is, ω induces
a homomorphism ω1 = ω: Tη;M → TM . By the definitions of 81 and ω1
and by (53) one gets
ω1
(
81εM
 = ω1(εη;M = εM and
ω1
(
81TA;B
 = ω1(Tη;A · T−1η;B · εη(A;B = TA;B
for A;B ∈ B2y
that is, one has ω181T  = T for all T ∈ TM , which proves the injectivity
of 81, and the theorem follows.
Note that the essential point in this proof is the fact that Maurer’s ho-
motopy theory holds for combinatorial W yPyU-geometries.
From now on we shall identify each T ∈ TM with its image 8T  ∈ Tη;M .
Especially for every map η: Ke0 → 1;−1 fitting for the pair D1;D2
one has
εM = εη;M;
TA;B = Tη;A · T−1η;B · εη
(A;B for A;B ∈ B2:
Remarks. (i) For an ordinary matroid M of rank m we introduced a
group TBM in [DW3, Definition 1.2] which by [DW3, Theorem 1.1] satis-
fies also
TBM ∼= TM × Z:
This group is generated by εM and elements Ta1;:::;am for whicha1; : : : ; am is an ordered base in M . Since in an arbitrary combina-
torial W yPyU-geometry we do not have the concept of an ordered base
set, we have introduced the groups Tη;M .
(ii) If η;η′: Ke0 → 1;−1 are two maps fitting for D1;D2, then
(52) implies naturally that there exists an isomorphism from Tη;M onto
Tη′;M , which in general is not a canonical one.
Let V 0′ denote the set of vertices of the graph 0′ which by definition
is the uniquely determined connected component of the graph e0 = 0U
containing the base graph 0B . In order to reformulate Definition 13(i), we
state the following
Definition 40. Assume K = Ky + y · y εyK0 is a fuzzy ring, and
η: Ke0 → 1;−1 fits for D1;D2. For A;B ∈ Ke0 put
η
(A;B x= ηK(A;B x=
(
1 if η
(A;B = 1
ε if η
(A;B = −1: (54)
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Assume eg:W P → K∗ ·∪ 0 is a map, and for A;B ∈ W P with
0 < de0A;B <∞ and a fundamental neighborhood N of A in A;B x=
A;Be0 relative to 0 put
κη;egA;ByN  x= ε ·egA ·egB
+ X
C∈N \A
(
η
(C;A · η(apA;BC; B
·egC ·eg(apA;BC:
(55)
The map eg conforms to B and η if the following two axioms hold:
(G′1) For A ∈ W P one has egA 6= 0 if and only if A ∈ B.
(G′2) If A;B ∈ V 0′ are distinct and N is a fundamental neighbor-
hood of A in A;B relative to 0, then one has κη;egA;ByN  ∈ K0.
Two maps eg1;eg2:W P → K∗ ·∪ 0 which conform to B and η are
called equivalent if there exists some α ∈ K∗ with eg2A = α ·eg1A for all
A ∈ W P .
We want to point out the following quite useful lemma:
Lemma 41. Assume K is a fuzzy ring, let η: Ke0 → 1;−1 denote a
map fitting for D1;D2, and assume eg:W P → K∗ ·∪ 0 satisfies axiom
(G′1). Suppose A0; B0 ∈ V 0′ are distinct and N is a fundamental neigh-
borhood of A0 in A0; B0 relative to 0. Assume A1 ∈ N \A0 and put
B1 x= apA0; B0A1. Then one has
κη;eg(A1; B1yN  = ε · η(A0;A1 · η(B0; B1 · κη;eg(A0; B0yN : (56)
In particular, the relation κη;egA1; B1yN  ∈ K0 holds if and only if
κη;egA0; B0yN  ∈ K0. Thus, eg conforms to B and η if axiom (G′2)
holds at least for all A;B ∈ B with A 6= B.
Proof. The second assertion is a trivial consequence of the first
one. The last assertion follows from the second one because one has κη;eg
A0; B0yN  = 0 if there does not exist any A ∈ N with A ∈ B and
apA0; B0A ∈ B. It remains to verify (56). Axiom (D2) in Definition 12
implies for any C ∈ N \A0;A1:
signD1;D2
(A0;A1; C = −signD1;D2(B0; B1; apA0; B0C:
Since η fits for D1;D2, this means
η
(A0;A1 · η(A1; C · η(C;A0
= ε · η(B0; B1 · η(B1; apA0; B0C · η(apA0; B0C; B0:
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Together with axiom (FR2) and Lemma 8(ii) we get
κη;eg(A1; B1yN 
= ε ·egA1 ·egB1 + η(A0;A1 · η(B0; B1 ·egA0 ·egB0
+ X
C∈N \A0;A1
η
(C;A1 · η(apA0; B0C; B1
· g˜C ·eg(apA0; B0C
= ε · η(A0;A1 · η(B0; B1
·

η
(A1;A0 · η(B1; B0 ·egA1 ·egB1 + ε ·egA0 ·egB0
+ X
C∈N \A0;A1
η
(C;A0 · η(apA0; B0C; B0
·egC ·eg(apA0; B0C
= ε · η(A0;A1 · η(B0; B1 · κη;eg(A0; B0yN :
Now we are in position to prove the following.
Theorem 42. Assume η: Ke0→1;−1 fits for D1;D2, and K=
Ky + y · y εyK0 is a fuzzy ring. Then, there is a canonical one-to-one
correspondence between the maps g: KB0 → K∗
·∪ 0 defining a W yPyU-
matroid with coefficients in K and M as its underlying combinatorial
W yPyU-geometry, and the equivalence classes of maps eg:W P → K∗ ·∪ 0
conforming to B and η. The correspondence is as follows:
If eg conforms to B and η, then the map g: KB0 → K∗ ·∪ 0 corresponding
to the equivalence class of eg is given by
gA;B x= egA ·egB−1 · η(A;B: (57)
Vice versa, if g: KB0 → K∗
·∪ 0 defines a W yPyU-matroid M ′ with coef-
ficients in K, then the canonical homomorphism ϕM ′ : TM → K∗ induced by
Proposition 25 can be extended to a homomorphism eϕ: Tη;M → K∗. A rep-
resentative eg:W P → K∗ ·∪ 0 of the equivalence class corresponding to g is
then given by
egA x= (eϕTη;A for A ∈ B
0 for A /∈ B:
(58)
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Proof. First, we remark that for two maps g: KB0 → K∗
·∪ 0 andeg:W P → K∗ ·∪ 0 related by (57) one has for all A;B ∈ B with A 6= B
and any fundamental neighborhood N of A in A;B relative to 0 the
following equation:
egA ·egB · ε+ X
C∈N \A
gC;A · gapA;BC; B

= κη;eg(A;ByN :
(59)
Thus, if eg fulfills axiom (G′1), it follows together with Lemma 41 that g
satisfies (G2) if and only if eg satisfies (G′2).
Now, assume that eg:W P → K∗ ·∪ 0 fulfills (G′1) and (G′2). Then
g: KB0 → K∗
·∪ 0, as defined in (57) satisfies trivially axiom (G0). Since
η fits for D1;D2, axiom (G1) is also fulfilled while axiom (G2) holds by
the preceding remark. Furthermore, it is trivial that g as defined in (57)
depends only on the equivalence class of eg.
Vice versa, if g x KB0 → K∗
·∪ 0 satisfies the axioms (G0), (G1) and
(G2), then (52) implies the existence of some homomorphism ϕ˜: Tη;M →
K∗ extending ϕM ′ where M ′ = W yPyU y D1;D2yBy g. The map eg de-
fined by (58) satisfies also (57). This is clear for A /∈ B, while for A;B ∈
B2 one gets
egA · g˜B−1 · η(A;B = ϕ˜(Tη;A · T−1η;B · εη(A;B
= ϕM ′ TA;B = gA;B:
Thus, together with the fact that eg satisfies axiom (G′1) by definition, it
follows from the beginning remark that axiom (G′2) is fulfilled, too. Ifeϕ′: Tη;M → K∗ is another extension of the homomorphism ϕM ′ , then The-
orem 39 implies that there exists some α ∈ K∗ such that for all A ∈ B
one has eϕ′Tη;A = α · eϕTη;A; that is, the equivalence class of the map eg
defined by (58) does not depend on the chosen extension eϕ of ϕM ′ .
Finally, the fact that the base graph 0B is connected implies trivially
that for a given map g: KB0 → K∗
·∪ 0 defining a W yPyU-matroid with
coefficients in K there exists only one equivalence class of maps eg:W P →
K∗
·∪ 0 satisfying (57) for all A;B ∈ KB0 .
Now we can also say that for a map η: Ke0 → 1;−1 fitting for
D1;D2, and a map eg:W P → K∗ ·∪ 0 conforming to B and η the pair
η;eg defines a W yPyU-matroid with coefficients in K. As a simple con-
sequence of Theorem 42 we want to point out the following.
Corollary 43. Assume the pair η;eg defines a W yPyU-matroid M ′
with coefficients in a fuzzy ring K. Then the pair −η;eg defines the dual
W yPyU-matroid M ′∗ with coefficients.
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Proof. If a map g: KB0 → K∗
·∪ 0 defines the W yPyU-matroid M ′
with coefficients, then by definition of the dual (cf. Proposition 15 and
Definition 16) the map ε · g defines M ′∗. Since a map η: Ke0 → 1;−1
fits for D1;D2 if and only if −η fits for D2;D1, the result follows now
from the relation (57).
In [W5, Definition 3.12(i), (ii)] we defined a W yPyU-matroid with co-
efficients to consist of an equivalence class of pairs η; f  where η fits
for D1;D2; and eg x= f satisfies (G′1) and (G′2), and two such pairs
η; f ; η′; f ′ are equivalent if for all A;B ∈ KB0 one has
f A · f B−1 · ηA;B = f ′A · f ′B−1 · η′(A;B: (60)
Thus, it is now clear by Theorem 42 and (57) that the definition just cited
is equivalent to Definition 13(i) in the present paper.
Moreover, in [W5, Definition 3.15] the dual of a matroid with coefficients
given by some pair η; f  is defined to be given by the pair −η; f . By
Corollary 43 this is now justified, too.
For many theoretical considerations Definition 13 is more convenient
than [W5, Definition 3.12] since in axiom (G2) no use is made of some
specified map η: Ke0 → 1;−1. On the other hand, for practical pur-
poses the maps eg as considered in Definition 40 are more appropriate.
These maps have been used in [W5, Section 5] to show that matroids with
coefficients as well as 1-matroids with coefficients are particular classes of
W yPyU-matroids with coefficients.
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