In this work the asymptotic behavior of the partial sums of the divergent asymptotic moment series 2% \ MiA' > where \i. l are the moments of the weight functions w{x) = x"e~x, a > -1, and w(x) = x"E m (x), a > -1 , m + a > 0, on the interval [0, oo), is analyzed. Expressions for the converging factors are derived. These converging factors form the basis of some very accurate numerical quadrature formulas derived by the author for the infinite range integrals / " w(x)f(x) dx with w(x) as given above.
Introduction
Recently a new approach to numerical quadrature has been presented by the author, see [5] . In this approach numerical quadrature formulae I k [u] for the integral I [u] , where 3) is a divergent asymptotic series. As explained in [5] (see also [3] and [4] , in which convergence properties of thê -transformation are analyzed), the ^-transformation, when applied to the sequence of the partial sums of the infinite series in (1.3), produces very good approximations to H(z), provided that where R n are numbers related to the moments, and /(_>>)> a s a function of the continuous variable^, has an asymptotic expansion of the form f(y)~2 ~, as^oo, (1.6) y and is infinitely differentiable up to_y = oo. We notice that the term R n f(n) in (1.5) serves as a "converging factor" for the series in (1.3).
For a = 0, b = 1, and w(x) = (1 -x) a x^(-logx)', a + v > -1 , 0 > -1 , it has been shown in [5] (t, z) , and g,(z). However, z is fixed and we do not perform any operation with respect to z. Hence we omit z without fear of confusion.) This expansion can be obtained by applying Watson's lemma, see [2, page 71] , to the integral representation of f(y). Since (1.5) and (1.6) are satisfied, the numerical quadrature formulae for this VV(JC) turn out to be very accurate. For more details and numerical results see [5] .
We note that f(y)/y is the Laplace transform of a function <p(t) which is analytic at t = 0 and has a Maclaurin series with a finite radius of convergence (that of the Maclaurin series of g(t)). This follows from a more general result which is given in the appendix to the present work.
In a recent work, [6] , very accurate numerical quadrature formulae for infinite range integrals with a -0, b = oo, and weight functions w(x) = x a e~x, a > -1 , and w(x) = x"E m (x), a > -1, m + a > 0, where E m (x) is the exponential integral, have been developed using the approach of [5] . These formulae are based on the results of Section 2 and Section 3 of the present work, which show that also in these cases the functions H(z) satisfy (1.5) and (1.6). Furthermore, for Re z < 0, it is shown t\vdXf{y)/y for these cases are Laplace transforms of entire functions <p(0, which, we believe, should be of some importance in the convergence analysis of H k (z) to H(z). The change of order of integration in (2.6) is allowed since the integrand is absolutely integrable both at x -oo and T = ooe iarg(~z) . Now (2.8) can also be expressed as~^4 rr> (2) (3) (4) (5) (6) (7) (8) (9) where the integral this time is taken along the contour F that starts at T = -z and approaches the real T-axis asymptotically, see Going back to (2.9), we can see that the above lemma and its corollary can be applied quite easily to the integral on the right hand side by letting F(T) = e~T, q = p, and f = -z. Since the integrand is analytic everywhere except on the branch cut along the negative real axis, the contour T can be deformed to a contour of Type 2 as in Figure 2 . 
J(a+y-l,i) = e-'(a+y-\)\(-z)'
+^i rdT^~T / X~l ) . We can therefore conclude that (1.5) and (1.6) are satisfied with However, the results of using either R n in the T-transformation are about the same, see [5] . 
which, upon changing the order of integration and using (2.7), becomes
(3.2)
Substituting again (2.2) in (1.2), and using (3.2), we obtain We now consider the case Rez < 0. Since in (3.5) 1 < t < oo, for this case Re(tz) < 0 too. Hence we can make use of the integral representation for J(p, z) given in (2.26), with z replaced by tz. We then obtain
Making the change of variable t = e" in (3.6), we have A similar result for the case Re z > 0 could probably be obtained, however this seems to be rather complicated and shall not be pursued further in this work.
We have shown that, at least for Re z < 0, H(z) satisfies (1.5) with (1.6), wherê n = [( a + M~ I)!/ 2 "]"" 1 * s u c h that the expansion f(y)/y is the Laplace transform of an entire function. Note that this R n is independent of m and is the same as that obtained for w{x) = x a e~x, a > -1, whereas in the /-transformation of Levin R n = M n /z", hence this R n depends on m through /*" = (a + n -\)\/(m + a + n -1). These observations have some important implications in the development of the new numerical quadrature formulae as explained in [6] . This is allowed since the Maclaurin series of g(t) converges absolutely and uniformly for | /1< p < p. Using the fact that the integral in the summation is a convolution, (A.5) is easily obtained. Using the ratio test, the infinite power series in (A.5) can be shown to have the same radius of convergence as that of (A.2), namely p. This completes the proof for the case -1 < a < 0.
If we let a = 0, then (A.4) and (A.5) reduce to h(t) = g{t), which is trivially true. If a is a positive integer, (A.4) and (A. 
