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Abstract 
A pre l im inary  invest igat ion generating a compara- 
s o n  of propagat ion impu l se  responses w i th  and without  
t h e  paraxzal approximation as presented. T h e  anal- 
ys is  is based o n  a n  angular  spec t rum interpretat ion 
f o r  free-space optial  propagation. A relative error be- 
t w e e n  t h e  t w o  impu l se  reponses  i s  evaluated a n  
ted.  T h e  results indicate  t h a t  t h e  relative error b 
responses does n o t  cont inue t o  increase monotonical ly  
as t h e  paraxial approximation becomes less valid. T h e  
relative e r ror  is peaked along a V shaped curve cen- 
tered along t h e  fo rward  dzrection in t h e  propagation 
plane.  
1 Introduction 
The overlap in mathematics and physical modeling, 
between optics and system concepts is well established 
[l]. By defining a spatial impulse response to describe 
the effects of propagation through free space on a trav- 
eling wave, the propagation effect can be viewed as a 
convolution of the starting wave disturbance with this 
spatial impulse response. One derivation of the spa- 
tial impulse response is based on the application of 
a Fourier transform operation on a spatial frequency 
transfer function for propagation El]. The particular 
approach followed herein is based on a transfer func- 
tion defined in terms of the ratio of complex envelopes 
[2]. The exact form of the propagation transfer func- 
tion cannot be transformed analytically, therefore the 
'a1 approximation is usually invoked to simplify 
pression to a form that can be transformed in 
form. Our approach here was to transform this 
exact form of the frequency response numerically al- 
lowing a comparison to be made between the exact 
imate forms of the impulse response. Al- 
approach is to use computer simulation to 
the paraxial approximation, a careful an- 
alytical treatment based on a ray interpretation has 
recently appeared in the literature [3]. 
2 Background 
This section goes through the derivation of the ex- 
pressions for the exact and approximate tranfer func- 
tions. To begin, consider the traveling plane wave de- 
scribed by: 
$(g ,  t )  = A C O S ( ~  . g  - wot  + 6) (1) 
where is the propagation vector and E is the direc- 
tion of propagation. The spatial portion of the wave 
equation can be isolated from the time dependence by 
using the phasor form designated $p(z, y, z ) .  Next, 
the propagation vector can be expressed as the sum of 
its orthogonal component vectors. The corresponding 
propagation constant then satisfies: 
I & ] =  ko = ,/-. (2) 
We begin by considering a wave traveling in the 
positive z direction. The associated phasor for the 
angular spectrum is defined with the engineering con- 
vention, as: 
qP(kz, IC,; z )  = @p(kz, k,; O)e-jkzZ . (3) 
This expression describes the space evolution of the 
angular spectrum referenced to z = 0. From equation 
(2) we can write: 
For convenience we will define 
This allows e written as 
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it follows that the space evolution of the complex en- 
velope is given by: 
This leads to the definition of the spatial transfer fu&f 
tion: 
for @ + ii 5 1 and = 0 otherwise. By invoking the 
paraxial approximation the approximate form is writ- 
ten as: 
for k2 + 5 1 andl = 0 otherwise. Forcing the func- 
tions to be zero for c: + Gg 2 1 is equivalent to ne- 
glecting the evanescent waves [l]. 
3 Analysis 
This section will discuss the steps necessary to 
transform equationrr ( 9 )  and ( 1 0 )  to forms for the spa- 
tial impulse responses which can be numerically cal- 
culated. In this preliminary investigation, only varia- 
tions in the x and z directions are considered. Employ- 
ing the 1-D Fourier transform, the impulse response 
can be expressed as 
(11 )  
By recognizing that Kx can only range over -1  5 1, 5 
1 we can put limits in the integral and drop the rect 
function. The transform can be written in terms of a 
common variable by defining: 
Z =. k o x  ; Z = koz ( 1 2 )  
and recalling that IC, = q. This results in: 
After substitution of (9) into ( 1 3 )  this becomes: 
In a similar man:ner, after substitution of ( 1 0 )  into 
(13) the approximate form can be written as: 







Figure 1: DFT Parameters Defined 
bx 
4 Numerical Implementation 
fined - 
The normalized spatial hertz frequency can be de- 
( 1 6 )  
- k  
2lr 
With reference to Fig 1 ,  the needed rule for interpre- 
tation of the discrete Fourier transform (DFT) param- 
eters can be expressed as [4 ] :  
f = - .  
where N is the number of points used in transform. 
neglecting evanescent waves, it is found that, 
Assuming AI = 2 ,  consistent with the condition of 
( 1 8 )  
6 Z = n .  ( 1 9 )  
- 1  
A f = - ,  
lr 
consistent with ( 1 6 ) .  From ( 1 7 )  we find that: 
Combining this result with ( 1 2 )  leads to the spacing 
rule that: 
s x = - .  ( 2 0 )  






A x z - A .  
The guideline which was applied for picking a suffi- 
ciently large N is fairly simple. We continued to in- 
crease N until computer artifacts disappeared accord- 
ing to the rule 
where m is a positive integer. Rule ( 2 2 )  allows the 
FFT implementation of the DFT to be applied [4 ] .  
The relative error between the exact (14) and the 
approximate ( 1 5 )  impulse responses can be defined as: 
N = 2 m ,  ( 2 2 )  
( 2 3 )  
hexact  - happrom 
hexac t  
4 x n ,  5 )  = I I 7  
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Figure 2: Relative error for values of Z between 15a 
and 2 0 ~ .  
where n is the index marking the transverse location. 




2, = 12- . 12 = O , f l , f 2 ,  ... 
One consequence of the normalized formalism leading 
to (13) is that (23) can be numerically evaluated with- 
out specifying the wavelength. 
5 Discussion of Results 
Fig 2 shows the relative error (23) for values of Z 
between 1 5 ~  and 2 0 ~ .  This figure indicates that the 
relative error is minimized on the 2 axis, i.e. 2 = 
0. It is evident that the theoretical value on the Z 
axis should be zero by com arison of (14) and (15). 
The error increases with (x rup  to a prominent first 
maximum in a nearly monotonic fashion. For larger 
JzI the curve decays with noticable oscillation. For 
large 2 the maxima become more pronounced and shift 
to higher values of 1x1. Fig 3, discussed in the next 
paragraph, provides evidence of this behavior over a 
wider range of 2 .  
Fig 3 is a 3D plot illustrating a V-shaped locus 
for the maxima in the relative error. These maxima 





+mas  = tan-‘( 7) 
measured with respect to the Z axis. From Fig 2 this 
can be roughly predicted to be 18.4’. Similarly in 
order to keep the error under 10 percent the condi- 
tion 4 5 10’ should suffice. These conclusions are in 
qualitative agreement with results predicted using a 
binomial expansion on (4) [5]. 
6 Conclusion 
In this preliminary work we defined a relative er- 
ror between propagation impulse responses with and 
Figure 3: 3-D representation of the relative error. 
without the paraxial approximation. The computer 
simulations have indicated that the relative error does 
not continue to increase monotonically with increase 
in transverse distance from the z axis. The maximum 
relative error is peaked along a V-shaped curve cen- 
tered along the forward direction in the proagation 
plane. 
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