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a b s t r a c t
The paper deals with the preservation of oscillations of the Runge–Kutta method for
equation x′(t)+ax(t)+a1x([t−1]) = 0. It is proved that oscillations of the analytic solution
are preserved by the Runge–Kuttamethod. Special interpolation functions of the numerical
solutions are given. It turns out that zeros of the interpolation function of the numerical
solution converge to ones of the analytic solution with the same order of accuracy as that
of the corresponding Runge–Kutta method. Some numerical experiments are presented.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years there has been much research activity concerning properties of solutions of differential equations with
piecewise constant arguments (EPCA) [1–8]. Among these investigations, oscillations of solutions of EPCA have also been
the subject of many recent investigations [9–11]. The strong interest in such equations is motivated by the fact that they
represent a hybrid of continuous and discrete dynamical systems and combine the properties of both differential and
difference equations. There exist some papers concerning the stability of the numerical solutions of EPCA, such as [12–14].
To the best of our knowledge, there are few papers concerning oscillations of numerical solutions of EPCA except for [15]. In
that paper, oscillations of numerical solutions in θ-methods are considered. As we all known, the convergence order of θ-
methods is 1 or 2, and the stability functions are not given by the Padé approximation to ex when θ 6= 0, 12 , 1. In this paper,
we will investigate oscillations of the numerical solutions in the Runge–Kutta methods, which have higher convergence
order and the stability functions are given by the Padé approximation to ex.
A typical EPCA is of the form
x′(t) = f (t, x(t), x(h(t))),
where the argument h(t) has intervals of constancy. For example, h(t) = [t], [t − n], where n is a positive integer and [·]
denotes the greatest integer function. There are some papers about equations like this such as [16–20]. In this paper we
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consider the following equation
x′(t)+ ax(t)+ a1x([t − 1]) = 0, t ≥ 0,
x(−1) = A−1, x(0) = A0, (1.1)
where a, a1 are constants with a1 > 0.
Definition 1.1 ([21]). By a solution of Eq. (1.1) we mean a function x(t) which is defined on the set {−1, 0} ∪ (0,∞) and
satisfies the conditions:
(1) x(t) is continuous on [0,∞);
(2) the derivative x′(t) exists at each point t ∈ [0,∞), with the possible exception of the points [t] ∈ [0,∞) where one-
sided derivatives exist;
(3) Eq. (1.1) is satisfied on each interval [n, n+ 1) for n ∈ N∗ = {0, 1, 2, . . .}.
The following theorem gives the solution of Eq. (1.1).
Theorem 1.2 ([21]). For any given A0 and A−1, Eq. (1.1) has on [0,∞) a unique solution x(t) defined by
x(t) = A[t]m0({t})+ A[t−1]m1({t}),
where {t} is the fractional part of t, m0(t) = e−at ,m1(t) = a1a (e−at − 1) and Ak satisfies
Ak+1 = b0Ak + b1Ak−1,
here b0 = m0(1), b1 = m1(1) and k is an integer.
Clearly the following consequence is valid.
Corollary 1.3. If there is an integer k such that Ak = Ak−1 = 0, then An = 0, n = −1, 0, 1, 2 · · · and x(t) ≡ 0, t ∈ [0,∞).
In the following we will give the definition of the oscillation and the non-oscillation.
Definition 1.4. A nontrivial solution of Eq. (1.1) is said to be oscillatory if there exists a sequence {tk}∞k=1 such that tk →∞
as k → ∞ and x(tk)x(tk−1) ≤ 0; otherwise it is called non-oscillatory. We say Eq. (1.1) is oscillatory if all the nontrivial
solutions of Eq. (1.1) are oscillatory; we say Eq. (1.1) is non-oscillatory if all the nontrivial solutions of Eq. (1.1) are non-
oscillatory.
Wiener [21] and Aftabizadeh et al. [22] establish the following oscillation results.
Theorem 1.5 ([21,22]). Eq. (1.1) is oscillatory if and only if
a1 >
ae−a
4(ea − 1) .
Eq. (1.1) is non-oscillatory if and only if
0 < a1 ≤ ae
−a
4(ea − 1) .
Now we consider a scalar difference equation in the form
xn+l + q1xn+l−1 + · · · + qlxn = 0, (1.2)
where n, l ∈ N+ and qi ∈ R for i = 1, . . . l.
Definition 1.6. A nontrivial solution {xn} of Eq. (1.2) is said to be oscillatory if there exists a sequence {nk} such that nk →∞
as k→∞ and xnkxnk−1 ≤ 0; otherwise, it is called non-oscillatory.We say Eq. (1.2) is oscillatory if all the nontrivial solutions
of Eq. (1.2) are oscillatory; we say Eq. (1.2) is non-oscillatory if all the nontrivial solutions of Eq. (1.2) are non-oscillatory.
Remark 1.7. If a solution x(t) of Eq. (1.1) is continuous and non-oscillatory, then it must be eventually positive or negative.
That is, there exists a T ∈ R such that x(t) is positive or negative for t ≥ T . Similarly, if {xn} of Eq. (1.2) is non-oscillatory,
then {xn} is eventually positive or negative.
Theorem 1.8 ([23]). Assume that n, l ∈ N+ and qj ∈ R for j = 1, . . . l. Then Eq. (1.2) oscillates if and only if the characteristic
equation
λl + λl−1q1 + · · · + λql−1 + ql = 0
has no positive roots.
Remark 1.9. From Theorems 1.5 and 1.8 we can see that the oscillatory properties of the solution are independent of the
initial conditions.
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2. Preservation of oscillations and non-oscillations
2.1. Runge–Kutta method




We always suppose b1 + b2 + · · · + bν = 1 and 0 6 c1 6 c2 6 · · · 6 cν 6 1. Let h = 1m be a given stepsize,m be a positive
integer and gridpoints tn be defined by tn = nh (n = 0, 1, 2, . . .). Applying the ν-stage Runge–Kutta method to Eq. (1.1),
we have
xn+1 = xn + h
ν∑
i=1
bi (−ax(n)i − a1z(n−m)i ),
x(n)i = xn + h
ν∑
j=1
aij (−ax(n)j − a1z(n−m)j ), i = 1, 2, . . . , ν,
(2.1)
where xn is an approximation to x(t) at tn (n = 1, 2, 3, . . .), x(n)i and z(n)i are approximations to x(tn + cih) and x([tn + cih])
respectively. Let n = km + l (l = 0, 1, . . . ,m − 1), by definition of the solution x(t), z(km+l)i can be defined as xkm,
i = 1, 2, . . . , ν, l = 0, 1, . . . ,m − 1. By [14], we know that the Runge–Kutta method preserves the original order for
Eq. (1.1).
Let Y (n) = (x(n)1 , x(n)2 , . . . , x(n)ν )T. Then Eq. (2.1) reduces to
xkm+l+1 = xkm+l − habTY (km+l) − ha1x(k−1)m,
Y (km+l) = xkm+le− haAY (km+l) − ha1Aex(k−1)m,
(2.2)
where l = 0, 1, . . . ,m− 1 and e = (1, 1, . . . , 1)T ∈ Rν . Hence we have
xkm+l+1 = R(x)xkm+l + a1a (R(x)− 1)x(k−1)m, (2.3)
where x = −ha, R(x) = 1+ xbT (I − xA)−1e is the stability function of the Runge–Kutta method. Therefore
xkm+m = R(x)mxkm + a1a (R(x)
m − 1)x(k−1)m, (2.4)
xn = xkm+l = R(x)lxkm + a1a (R(x)
l − 1)x(k−1)m. (2.5)
Let us see the following examples.
x′(t)+ 0.2x(t)+ 0.19x([t − 1]) = 0, t ≥ 0,
x(−1) = −1, x(0) = 2. (2.6)
x′(t)− 3x(t)+ 15.7x([t − 1]) = 0, t ≥ 0,
x(−1) = −1, x(0) = 2. (2.7)
We apply the 1-stage Radau IA method and the 2-stage Radau IIA method to Eqs. (2.6) and (2.7) respectively. From [14]
we know that the two methods are convergent and stable. From Figs. 1 and 2, we can see that numerical solutions and
analytic solutions of the two equations have different oscillatory properties (see Remark 2.8), then we have
Remark 2.1. Oscillations of numerical solutions given by a convergent and stable numerical methodmay be quite different
from those of analytic solutions.
So it is necessary to study the conditions under which the numerical solution and the analytic solution have the same
oscillatory and non-oscillatory properties.
2.2. Preservation of oscillations and non-oscillations
Definition 2.2. We say a Runge–Kutta method preserves oscillations of Eq. (1.1), if Eq. (1.1) oscillates then there is an h0
such that Eq. (2.5) oscillates for h < h0. Similarly, we say a Runge–Kutta method preserves non-oscillations of Eq. (1.1), if
Eq. (1.1) is non-oscillatory then there is an h0 such that Eq. (2.5) is non-oscillatory for h < h0.
Remark 2.3. It can be seen that xn = x(tn) (n ≥ 0) for a = 0. Hence all Runge–Kutta methods can preserve oscillations and
non-oscillations of Eq. (1.1).
In the rest of the paper we assume that a 6= 0.
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a b
c d
Fig. 1. For Eq. (2.6): (a) the analytic solution, (b) the numerical solution of the 1-stage Radau IA method with h = 0.33, (c) the sign function of the analytic
solution, and (d) the sign function of the numerical solution.
a b
c d
Fig. 2. For Eq. (2.7): (a) the analytic solution, (b) the numerical solution of the 2-stage Radau IIA method with h = 0.2, (c) the sign function of the analytic
solution, and (d) the sign function of the numerical solution.
For a continuous function f (x), let ∆1,f (x) = {x < 0 : f (x) = 0}, ∆2,f (x) = {x > 0 : f (x) = 0}. Since R(x) = P(x)Q (x) ,
where P(x),Q (x) are polynomials, R(x) is a continuous function at the neighborhood of 0, and R(0) = R′(0) = 1, Q (0) = 1,
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δ1 = sup{∆1,R(x)−1 ∪∆1,R(x) ∪ {−∞}} ∈ [−∞, 0), δ2 = inf{∆2,R(x)−1 ∪∆2,Q (x) ∪ {+∞}} ∈ (0,+∞]. Hence
0 < R(x) < 1 for δ1 < x < 0,
1 < R(x) <∞ for 0 < x < δ2.
In the following, we always suppose h < δ|a| , where δ = min{|δ1|, |δ2|}.
The following theorem gives the relationship of non-oscillations between {xn} and {xkm}.
Theorem 2.4. Suppose {xkm} and {xn} are given by (2.4) and (2.5) respectively, then
(i) {xn} is non-oscillatory if and only if {xkm} is non-oscillatory;
(ii) {xn} is oscillatory if and only if {xkm} is oscillatory.
Proof. We only prove (i). It is easy to see that {xn} is non-oscillatory, then {xkm} is non-oscillatory. Now we assume {xkm} is
non-oscillatory, without loss of generality, {xkm} is eventually positive, that is, there exists an integer k0, such that xkm > 0
for k > k0. We will prove xkm+l > 0 for all kwith k > k0 + 1 and l = 0, 1, 2, . . .m− 1.
If a > 0, then 0 < R(x) < 1 and R(x)m ≤ R(x)l. We have
xkm+l = R(x)lxkm + a1a (R(x)
l − 1)x(k−1)m
≥ R(x)mxkm + a1a (R(x)
m − 1)x(k−1)m
= xkm+m > 0.
If a < 0, then 1 < R(x) <∞ and R(x)−m ≤ R(x)−l. We have
R−l(x)xkm+l = xkm + a1a (1− R(x)
−l)x(k−1)m
≥ xkm + a1a (1− R(x)
−m)x(k−1)m
= R−m(x)xkm+m > 0.
Hence xkm+l > 0. 
Let B = ae−2a4(1−e−a) , B(m) = aR(x)
2m
4(1−R(x)m) , we have
Theorem 2.5. Eq. (2.4) is oscillatory (non-oscillatory) if and only if a1 > B(m) (0 < a1 ≤ B(m)).
Proof. According to Theorem 1.8, Eq. (2.4) is oscillatory if and only if
λ2 − R(x)mλ− a1
a
(R(x)m − 1) = 0 (2.8)
has no positive roots, which is equivalent to
R(x)2m + 4a1
a
(R(x)m − 1) < 0,
that is to say
a1 >
aR(x)2m
4(1− R(x)m) = B(m). 
Combining Theorems 1.5 and 2.5 we obtain
Corollary 2.6. The Runge–Kutta method preserves oscillations (non-oscillations) of Eq. (1.1) if and only if B ≥ B(m) (B < B(m)).
Lemma 2.7. B ≥ B(m) (B < B(m)) if any of the following conditions is satisfied:
• a > 0 and R(x) ≤ ex (R(x) > ex);
• a < 0 and eθx > R(x) ≥ ex (R(x) < ex < eθx);
• a < 0 and eθx < R(x) ≤ ex (R(x) > ex > eθx),
where θ = − ln 2a .
Proof. Since f (x) = x21−x is increasing in [0, 1), (1, 2] and decreasing in [2,∞). 
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Table 1
Values of a1 , B and B(m).
a1 B B(m)
Eq. (2.6) 0.19 0.1849 0.1929
Eq. (2.7) 15.7 15.8534 15.6919
Table 2
Preservation of oscillations.
a Criterion of the stepsize h r s
a > 0 h < h1 Odd —
− ln 2 < a < 0 h < h∗ — Odd
a < − ln 2 h < h∗ — Even
Table 3
Preservation of non-oscillations.
a Criterion of the stepsize h r s
a > 0 h < h1 Even —
− ln 2 ≤ a < 0 h < h2 — Even
a < − ln 2 h < h2 — Odd
Remark 2.8. From Table 1, Theorems 1.5 and 2.5, we can see analytic solutions of Eq. (2.6) and Eq. (2.7) are oscillatory and
non-oscillatory respectively, but numerical solutions of the two equations are non-oscillatory and oscillatory respectively.
In the following, we will give the conditions that the Runge–Kutta method preserves oscillations and non-oscillations of Eq.
(1.1). In order to do this, we introduce the following corollary.
Corollary 2.9 ([12,14]). Suppose R(z) is the (r, s)-Padé approximation to ez . Then
(1) x > 0
• R(x) < ex for all x > 0 if and only if s is even,
• R(x) > ex for 0 < x < η if and only if s is odd,
(2) x < 0
• R(x) > ex for all x < 0 if and only if r is even,
• R(x) < ex for ς < x < 0 if and only if r is odd,
where η is a real zero of Qs(z) and ς is a real zero of Pr(z).
For any given θ > 0 (θ 6= 1), we denote δθ = inf {∆2,eθx−R(x) ∪ {+∞}}.
Applying Corollary 2.6, Lemma 2.7 and Corollary 2.9, we easily obtain the following two theorems.
Theorem 2.10. Suppose R(z) is the (r, s)-Padé approximation to ez , the Runge–Kutta method preserves oscillations of Eq. (1.1)
if any of following conditions is satisfied:
(1) a > 0, h < h1 and r is odd;
(2) − ln 2 < a < 0, h < h∗ and s is odd;
(3) a < − ln 2, h < h∗ and s is even,
where θ = − ln 2a , h1 = δ1−a , h∗ = 1−a min{δθ , δ2}.
Remark 2.11. In fact, δθ < δ2 in the case of (2) and (3) of Theorem 2.10.
Theorem 2.12. Suppose R(z) is the (r, s)-Padé approximation to ez , the Runge–Kutta method preserves non-oscillations of Eq.
(1.1) if any of following conditions is satisfied:
(1) a > 0, h < h1 and r is even;
(2) − ln 2 ≤ a < 0, h < h2 and s is even;
(3) a < − ln 2, h < h2 and s is odd,
where h1 = δ1−a , h2 = δ2−a .
Remark 2.13. In fact, from [24] we have δ = min{|δ1|, δ2} ≥ 1 in Theorems 2.10 and 2.12.
Tables 2 and 3 visually illustrate Theorems 2.10 and 2.12 respectively, where ‘‘—’’ denotes no limitation to parameters.
Remark 2.14. In Table 4, we give the Pade´ approximation of six A-stable methods with higher order. By Theorems 2.10
and 2.12, in Table 5, we give the conditions that the six Runge–Kutta methods preserve oscillations and non-oscillations of
Eq. (1.1).
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Table 4
The Padé approximation of A-stable methods with higher order.
Gauss–Legendre RadauIA, IIA LobattoIIIA, IIIB LobattoIIIC
(r, s) (ν, ν) (ν − 1, ν) (ν − 1, ν − 1) (ν − 2, ν)
Table 5
Preservation of oscillations and non-oscillations for the six methods.
a h Runge–Kutta method Gauss IA, IIA IIIA, IIIB IIIC
a > 0 h < h1 preserves oscillations ν is odd ν is even ν is even ν is odd
− ln 2 < a < 0 h < h∗ preserves oscillations ν is odd ν is odd ν is even ν is odd
a < − ln 2 h < h∗ preserves oscillations ν is even ν is even ν is odd ν is even
a > 0 h < h1 preserves non-oscillations ν is even ν is odd ν is odd ν is even
− ln 2 ≤ a < 0 h < h2 preserves non-oscillations ν is even ν is even ν is odd ν is even
a < − ln 2 h < h2 preserves non-oscillations ν is odd ν is odd ν is even ν is odd
a b
Fig. 3. For Eq. (2.9): (a) the analytic solution, and (b) the numerical solution of the 3-stage Lobatto IIIC method with h = 0.05.
2.3. Explicit Runge–Kutta methods
It is well known [25] that all ν-stage explicit Runge–Kutta methods of order p = ν = 1, 2, 3, 4 possess the stability
function
R(x) = 1+ x+ x
2
2
+ · · · + x
p
p! ,
which is the (ν, 0)-Padé approximation to ex and
• R(x) < ex for x > 0;
• R(x) < ex for x < 0 and ν is odd;
• R(x) > ex for x < 0 and ν is even.
We have from Corollary 2.6 and Lemma 2.7 the following theorem.
Theorem 2.15. For ν-stage explicit Runge–Kutta methods of order p = ν = 1, 2, 3, 4,
(1) it preserves oscillations if a > 0, ν is odd and h < h1 or a < − ln 2 and h < h∗;
(2) it preserves non-oscillations if a > 0, ν is even and h < h1 or − ln 2 ≤ a < 0.
For example, the 1-stage explicit Euler method, the 3-stage Heun’s method and the 3-stage Kutta’s method [25] preserve
oscillations, the 2-stage modified Euler (improved polygon) method and the 2-stage improved Euler method [25] preserve
non-oscillations.
2.4. Numerical experiments
In this subsection, we will give some numerical experiments to illustrate Theorems 2.10, 2.12 and 2.15. We consider the
following six equations:
x′(t)+ 3x(t)+ 2x([t − 1]) = 0, t ≥ 0,
x(−1) = −1, x(0) = 2. (2.9)
x′(t)− 0.5x(t)+ 0.824x([t − 1]) = 0, t ≥ 0,
x(−1) = 1, x(0) = 1. (2.10)
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a b
Fig. 4. For Eq. (2.10): (a) the analytic solution, and (b) the numerical solution of the 3-stage Lobatto IIIC method with h = 0.02 and h∗ = 4.8648.
a b
Fig. 5. For Eq. (2.11): (a) the analytic solution, and (b) the numerical solution of the 2-stage Gauss method with h = 0.02 and h∗ = 2.2511.
a b
Fig. 6. For Eq. (2.12): (a) the analytic solution, and (b) the numerical solution of the 2-stage Gauss method with h = 0.02.
x′(t)− 0.7x(t)+ 0.8x([t − 1]) = 0, t ≥ 0,
x(−1) = −1, x(0) = 2. (2.11)
x′(t)+ 0.1x(t)+ 0.115x([t − 1]) = 0, t ≥ 0,
x(−1) = 10, x(0) = 15. (2.12)
x′(t)− 0.5x(t)+ 0.424x([t − 1]) = 0, t ≥ 0,
x(−1) = 1, x(0) = 2. (2.13)
x′(t)− 0.7x(t)+ 0.2x([t − 1]) = 0, t ≥ 0,
x(−1) = 1, x(0) = 2. (2.14)
By Theorem 1.5, analytic solutions of Eqs. (2.9)–(2.11) are oscillatory; analytic solutions of Eqs. (2.12)–(2.14) are non-
oscillatory.
In each of the following eight figures Figs. 3–10, we draw the analytic solution (a) and the numerical solution (b)
respectively.
By these figures, we can see that numerical solutions of Eqs. (2.9)–(2.11) are oscillatory; numerical solutions of Eqs.
(2.12)–(2.14) are non-oscillatory, which are in agreement with Theorems 2.10, 2.12 and 2.15.
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a b
Fig. 7. For Eq. (2.13): (a) the analytic solution, and (b) the numerical solution of the 2-stage Radau IIA method with h = 0.02.
a b
Fig. 8. For Eq. (2.14): (a) the analytic solution, and (b) the numerical solution of the 3-stage Lobatto IIIC method with h = 0.02.
a b
Fig. 9. For Eq. (2.9): (a) the analytic solution, and (b) the numerical solution of the 3-stage Heun’s method with h = 0.05.
a b
Fig. 10. For Eq. (2.12): (a) the analytic solution, and (b) the numerical solution of the 2-stage improved Euler method with h = 0.05.
3. Interpolation functions
In the rest of the paper, we always assume that the Runge–Kutta method is of order p and h < min{h∗, δ|a| }.
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Table 6
The 3-stage Lobatto IIIC method and Lagrange interpolation to (2.9).
t∗i t
∗
4 = 7.2036 t∗5 = 9.2236 t∗6 = 11.2442 t∗7 = 13.2659 t∗10 = 19.3401
m = 20 2.602E−5 1.110E−5 1.04E−6 5.49E−6 3.02E−6
m = 50 5.27E−7 5.57E−7 2.77E−7 2.52E−7 2.845E−6
m = 100 6.83E−8 6.57E−8 8.54E−8 8.52E−8 3.544E−7
Ratio 7.7210 8.4865 3.2403 2.9590 8.0272
Table 7
The 3-stage Lobatto IIIC method and Lagrange interpolation to (2.10).
t∗i t
∗
1 = 1.8669 t∗3 = 11.5943 t∗8 = 35.8105 t∗9 = 40.6749 t∗10 = 45.5335
m = 20 1.966E−7 3.91E−8 1.447E−7 3.159E−7 2.264E−7
m = 50 1.328E−8 1.247E−8 2.048E−8 1.034E−8 1.461E−8
m = 100 1.793E−9 2.433E−9 7.647E−9 2.588E−9 1.765E−9
Ratio 7.4109 5.1260 2.6782 3.9968 8.2777
Table 8
The 2-stage natural continuous Gauss method to (2.11).
t∗i t
∗
1 = 8.0586 t∗3 = 25.5031 t∗4 = 34.1673 t∗6 = 51.5862 t∗9 = 77.6658
m = 20 2.148E−5 9.476E−5 5.169E−5 2.922E−5 4.260E−5
m = 50 1.432E−5 4.89E−6 9.05E−6 6.67E−6 5.33E−6
m = 100 1.664E−6 1.689E−6 1.104E−6 2.387E−6 2.719E−6
Ratio 8.6026 2.8930 8.1980 2.7946 1.9610
In this section, wewill study the relationship between zeros of interpolation functions of the numerical solution {xn} and
ones of the analytic solution.
For 3-stage Lobatto IIIC method for Eq. (1.1), we define the interpolation function y(t) of numerical solutions {xn} by the
Lagrange interpolation. And for 2-stage Gauss method for Eq. (1.1), we define the interpolation function y(t) of numerical
solutions {xn} by the 2-stage natural continuous Runge–Kuttamethod [26]. We denote the ith-zero of analytic solutions x(t)
by t∗i and the ith-zero of the interpolation function y(t) by t
′





and the ratios of the errors of the casem = 50 over that ofm = 100.
Remark 3.1. From Tables 6–8, we can see that the ratios are almost less than 2p for Lagrange interpolation or continuous
Runge–Kutta method. Moreover, they are irregular. Hence it is necessary to introduce another interpolation function of the
numerical solution {xn}.
In the rest of this section, wewill introduce a kind of interpolation functions of the numerical solution {xn} andwill show
that zeros of the interpolation function converge to ones of the analytic solution x(t) of Eq. (1.1) with the order of accuracy
p.
3.1. Properties of the interpolation function
In the following we assume that x(t) is a nontrivial solution of Eq. (1.1).
Theorem 3.2. For any integer k, we have
(1) x(t) has at most one zero in [k, k+ 1];
(2) if x(k+ α) = 0 for 0 < α < 1, then x′(k+ α) 6= 0;
(3) if x(k) = 0, then x(k− 1)x(k+ 1) < 0.
Proof. (1) Let t = k+ α, α ∈ [0, 1]. Then from Theorem 1.2, we have
x(k+ α) = Akm0(α)+ Ak−1m1(α). (3.1)
Suppose x(t) has two zeros k+ α1, k+ α2, and α1 6= α2, α1, α2 ∈ [0, 1]. Then we have
Akm0(α1)+ Ak−1m1(α1) = 0,
Akm0(α2)+ Ak−1m1(α2) = 0.





= a1a (e−aα2 − e−aα1) 6= 0 that Ak = Ak−1 = 0, which by Corollary 1.3 implies
x(t) ≡ 0.
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(2) If x(k+ α) = 0 and x′(k+ α) = 0, then from Eq. (1.1)
x([k+ α − 1]) = 0. (3.2)
In view of (1.1), (3.2) and Theorem 1.2, we have Ak = Ak−1 = 0, hence x(t) ≡ 0, which is a contradiction.
(3) If x(k) = 0, then by (1), x(k+ 1) 6= 0 and x(k− 1) 6= 0. From (3.1), we have
x(k+ 1) = a1
a
(e−a − 1)x(k− 1),
which together with a1a (e
−a − 1) < 0 implies that x(k− 1)x(k+ 1) < 0. 
Let U denote the set of u(t) satisfying
(H1) u(t) is an interpolation function of xn (i.e. u(tn) = xn) and u(t) = x(t)+ O(hp);
(H2) for any integer k, u(t) has at most one zero on [k, k+ 1];
(H3) for any integer k, if u(k+ α) = 0 (0 ≤ α < 1), then
• u(k)u(k+ 1) < 0 for 0 < α < 1,
• u(k− 1)u(k+ 1) < 0 for α = 0.
Let u(t) ∈ U , we have the following theorem.
Theorem 3.3. Assume that x(t) = 0, t ∈ [0, T ], then there exists an h0 such that for h < h0, there exists a unique t¯ satisfying
(1) u(t¯) = 0 and t and t¯ lie in the same interval [k, k+ 1] or [k− 1, k], where k = [t];
(2) |t − t¯| = O(hp).
Proof. (1) Suppose x(t) = 0, t ∈ [k, k+ 1), it follows from Theorem 3.2 that
x(k+ 1)x(k− 1) < 0, t = k, (3.3)
x(k)x(k+ 1) < 0, t = k+ α, 0 < α < 1. (3.4)
Hence by (H1) there is an h0 such that for h < h0
u(k+ 1)u(k− 1) < 0, t = k,
u(k)u(k+ 1) < 0, t = k+ α, 0 < α < 1.
It is easy to see from (H2) that there is a unique t¯ such that u(t¯) = 0, moreover t and t¯ lie in the same interval [k, k+ 1]
or [k− 1, k].
(2) Suppose that t 6= t¯ . Because of (H1),
x(t)− x(t¯) = x(t)− u(t¯)+ O(hp) = O(hp). (3.5)
On the other hand
x(t)− x(t¯) = x′(ξ)(t − t¯), (3.6)
where ξ is in between t and t¯ . It is noted that x′(ξ) 6= 0, otherwise x(t¯) = 0, which is contrary to Theorem 3.2. Hence
(3.5) and (3.6) imply that |t − t¯| = O(hp). 
In the following, we introduce a rational function y(t) and show that y(t) ∈ U .
y(t) = R(x)lR(ηx)xkm + a1a (R(x)
lR(ηx)− 1)x(k−1)m, (3.7)
where t = tkm+l + ηh, 0 ≤ η < 1. It is clear that y(tkm+l) = xkm+l (k = 0, 1, 2, . . ., l = 0, 1, . . . ,m− 1) and
y(t) = x(t)+ O(hp), (3.8)
which implies that y(t) satisfies (H1).
In a similar way to [24], we can prove the following Lemma.
Lemma 3.4. R(x) is an increasing function when |x| < 1 and
• 0 < R(x) < 1 for −1 < x < 0;
• 1 < R(x) <∞ for 0 < x < 1.
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Table 9
The 3-stage Lobatto IIIC method to (2.9).
t∗i t
∗
4 = 7.2036 t∗5 = 9.2236 t∗6 = 11.2442 t∗7 = 13.2659 t∗10 = 19.3401
m = 5 8.73E−5 1.015E−4 1.174E−4 1.357E−4 2.210E−4
m = 10 6.10E−6 7.09E−6 8.23E−6 9.66E−6 1.642E−5
m = 20 4.04E−7 4.71E−7 5.71E−7 6.77E−7 1.104E−6
m = 50 1.073E−8 1.301E−8 1.549E−8 1.825E−8 2.994E−8
m = 100 6.79E−10 8.23E−10 9.80E−10 1.156E−9 1.894E−9
Ratio 15.8010 15.8015 15.7998 15.7884 15.8033
Table 10
The 3-stage Lobatto IIIC method to (2.10).
t∗i t
∗
1 = 1.8669 t∗3 = 11.5943 t∗8 = 35.8105 t∗9 = 40.6749 t∗10 = 45.5335
m = 5 3.91E−7 9.80E−7 2.198E−6 2.523E−6 2.934E−6
m = 10 2.41E−8 6.0E−8 1.345E−7 1.546E−7 1.805E−7
m = 20 1.52E−9 3.71E−9 8.32E−9 9.59E−9 1.117E−8
m = 50 3.89E−11 9.46E−11 2.116E−10 2.441E−10 2.844E−10
m = 100 2.43E−12 5.90E−12 1.321E−11 1.523E−11 1.774E−11
Ratio 16.0216 16.0132 16.0194 16.0308 16.0312
Table 11
The 2-stage Gauss method to (2.11).
t∗i t
∗
1 = 8.0586 t∗3 = 25.5031 t∗4 = 34.1673 t∗6 = 51.5862 t∗9 = 77.6658
m = 5 3.48E−7 5.73E−7 9.20E−7 9.83E−7 1.397E−6
m = 10 2.15E−8 3.27E−8 5.64E−8 6.11E−8 8.69E−8
m = 20 1.254E−9 2.044E−9 3.447E−9 3.794E−9 5.349E−9
m = 50 3.19E−11 5.23E−11 8.77E−11 9.60E−11 1.364E−10
m = 100 1.99E−12 3.28E−12 5.48E−12 6.00E−12 8.51E−12
Ratio 16.0277 15.9751 16.0117 16.0142 16.0200
Theorem 3.5. For any integer k and h < 1|a| , y(t) has at most one zero on [k, k+ 1].
Proof. Suppose y(t) has two zeros t1 = tkm+l1 + η1h, t2 = tkm+l2 + η2h and k ≤ t1 6= t2 ≤ k+ 1. Then
y(tkm+l1 + η1h) = R(x)l1R(η1x)xkm +
a1
a
(R(x)l1R(η1x)− 1)x(k−1)m = 0,
y(tkm+l2 + η2h) = R(x)l2R(η2x)xkm +
a1
a







= R(x)l2R(η2x)− R(x)l1R(η1x) 6= 0.
In fact, if l1 6= l2, η1 = η2, it is easily seen thatM 6= 0. If l1 = l2, η1 6= η2, thenM 6= 0 from Lemma 3.4. We only need to
proveM 6= 0 when l1 6= l2, η1 6= η2. Without loss of generality, let l1 > l2 andM = 0. We have
R(x) < Rl1−l2(x) = R(η2x)
R(η1x)
< R(η2x) < R(x), (x > 0)
R(x) < R(η2x) <
R(η2x)
R(η1x)
= Rl1−l2(x) < R(x), (x < 0)
these contradictions lead toM 6= 0. Consequently, xkm = x(k−1)m = 0, therefore y(t) ≡ 0. 
This theorem shows that y(t) satisfies (H2).
In the following, we prove that y(t) satisfies (H3).
Theorem 3.6. If y(k+ α) = 0 (0 ≤ α < 1), then
• y(k)y(k+ 1) < 0 for 0 < α < 1;
• y(k− 1)y(k+ 1) < 0 for α = 0.
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In view of Lemma 3.4 we have
R(x)lR(ηx)− R(x)m
R(x)lR(ηx)− 1 < 0,
whenever a > 0 or a < 0. Hence
y(k+ 1)y(k) = x(k+1)mxkm < 0.
Assume that α = 0, then
y(k+ 1)y(k− 1) = a1
a




(R(x)m − 1) < 0 and a1 > 0. 
3.2. Numerical experiments
In this subsection, we make use of the rational interpolation function y(t) to illustrate Theorem 3.3. It is known in
Section 2.4, analytic solutions of Eqs. (2.9)–(2.11) are oscillatory. We denote the ith-zero of analytic solutions x(t) by t∗i
and denote the ith-zero of the rational interpolation function y(t) by ti which is defined by (3.7). In Tables 9–11, we list the
errors between t∗i and ti and the ratios of the errors of the casem = 50 over that ofm = 100.
From these tables we can see that zeros ti converge to t∗i with the same order as that of the corresponding Runge–Kutta
method, which are in agreement with Theorem 3.3.
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