Automatic diagnosing lung cancer from computed tomography scans involves two steps: detect all suspicious lesions (pulmonary nodules) and evaluate the whole-lung/pulmonary malignancy. Currently, there are many studies about the first step, but few about the second step. Since the existence of nodule does not definitely indicate cancer, and the morphology of nodule has a complicated relationship with cancer, the diagnosis of lung cancer demands careful investigations on every suspicious nodule and integration of information of all nodules. We propose a 3-D deep neural network to solve this problem. The model consists of two modules. The first one is a 3-D region proposal network for nodule detection, which outputs all suspicious nodules for a subject. The second one selects the top five nodules based on the detection confidence, evaluates their cancer probabilities, and combines them with a leaky noisy-OR gate to obtain the probability of lung cancer for the subject. The two modules share the same backbone network, a modified U-net. The overfitting caused by the shortage of the training data is alleviated by training the two modules alternately. The proposed model won the first place in the Data Science Bowl 2017 competition. Index Terms-3-D convolutional neural network (CNN), deep learning, nodule malignancy evaluation, noisy-OR model, pulmonary nodule detection.
I. INTRODUCTION
L UNG cancer is one of the most common and deadly malignant cancers. Like other cancers, the best solution for lung cancer is early diagnosis and timely treatment. Therefore, regular examinations are necessary. The volumetric thoracic computed tomography (CT) is a common imaging tool for lung cancer diagnosis [1] . It visualizes all tissues according to their absorption of X-ray. The lesions in the lung are called pulmonary nodules. A nodule usually has the same absorption level as the normal tissues, but has a distinctive shape: The bronchus and vessels are continuous pipe systems, thick at the root and thin at the branch, and nodules are usually spherical and isolated. It usually takes an experienced doctor around 10 min to perform a thorough check for a patient because some nodules are small and hard to be found. Moreover, there are many subtypes of nodules, and the cancer probabilities of different subtypes are different. Doctors can evaluate the malignancy of nodules based on their morphology, but the accuracy highly depends on doctors' experience, and different doctors may give different predictions [2] .
Computer-aided diagnosis (CAD) is suitable for this task because computer vision models can quickly scan everywhere with equal quality and they are not affected by fatigue and emotions. Recent advancement of deep learning has enabled computer vision models to help the doctors to diagnose various problems; in some cases, the models have exhibited competitive performance to doctors [3] - [7] .
Automatic lung cancer diagnosing has several difficulties compared with general computer vision problems. First, nodule detection is a 3-D object detection problem which is harder than 2-D object detection. Direct generalization of 2-D object detection methods to 3-D cases faces technical difficulty due to the limited GPU memory. Therefore, some methods use 2-D region proposal networks (RPNs) to extract proposals in individual 2-D images then combine them to generate 3-D proposals [8] , [9] . More importantly, labeling 3-D data is usually much harder than labeling 2-D data, which may make deep learning models fail due to overfitting. Second, the shape of the nodules is diverse (Fig. 1 ), and the difference between nodules and normal tissues is vague. In consequence, even experienced doctors cannot reach consensuses in some cases [10] . Third, the relationship between nodule and cancer is complicated. The existence of nodule does not definitely indicate lung cancer. For patients with multiple nodules, all nodules should be considered to infer the cancer probability. In other words, unlike the classical detection task and the classical classification task, in this task, a label corresponds to several objects. This is a multiple instance learning (MIL) [11] problem, which is a hard problem in computer vision.
To tackle these difficulties, we take the following strategies. We built a 3-D RPN [12] to directly predict the bounding boxes for nodules. The 3-D convolutional neural network (CNN) structure enables the network to capture complex features. To deal with the GPU memory problem, a patch-based training and testing strategy is used. The model is trained end-to-end to achieve efficient optimization. Extensive data augmentation is used to combat overfitting. The threshold for the detector is set low such that all suspicious nodules are included. Then, the top five suspicious nodules are selected as input to the classifier. A leaky noisy-OR model [13] is introduced in the classifier to combine the scores of top five nodules.
The noisy-OR model is a local causal probability model commonly used in probability graph models [13] . It assumes that an event can be caused by different factors, and the happening of any one of these factors can lead to the happening of the event with independent probability. One modified version of the model is called leaky noisy-OR model [13] , which assumes that there is a leakage probability for the event even none of the factors happens. The leaky noisy-OR model is suitable for this task. First, when multiple nodules are present in a case, all nodules contribute to the final prediction. Second, a highly suspicious nodule would explain away the cancer case, which is desirable. Third, when no nodule can explain a cancer case, cancer can be attributed to a leakage probability.
The classification network is also a 3-D neural network. To prevent overfitting, we let the classification network share the backbone of the detection network (the parameters of the backbones of the two networks are tied) and train the two networks alternately. Extensive data augmentation is also used.
Our contributions in this paper are summarized as follows. 1) To the best of our knowledge, we propose the first volumetric one-stage end-to-end CNN for 3-D object detection. 2) We propose to integrate the noisy-OR gate into neural networks to solve the MIL task in CAD. We validated the proposed method in the Data Science Bowl (DSB) 2017 1 and won the first place among 1972 teams. (We have made the source code of the proposed method publicly available. 2 
)
The rest of this paper is organized as follows. Section II presents some closely related works. The pipeline of the proposed method is detailed in the subsequent sections. It consists of three steps: 1) preprocessing (Section III): segment the lung out from other tissues; 2) detection (Section IV): find all suspicious nodules in the lung; and 3) classification (Section V): score all nodules and combine their cancer probabilities to get the overall cancer probability of the patient. The first step is accomplished by classical image preprocessing techniques, and the other two steps by neural networks. The results are presented in Section VI. Section VII concludes this paper with some discussions.
II. RELATED WORKS

A. General Object Detection
A number of object detection methods have been proposed, and a thorough review is beyond the scope of this paper. Most of these methods are designed for 2-D object detection. Some state-of-the-art methods have two stages (e.g., faster regionbased convolutional neural networks [12] ), in which some bounding boxes (called proposals) are proposed in the first stage (containing an object or not) and the class decision (which class the object in a proposal belongs to) is made in the second stage. More recent methods have a single stage, in which the bounding boxes and class probabilities are predicted simultaneously (YOLO [14] ) or the class probabilities are predicted for default boxes without proposal generation (SSD [15] ). In general, single-stage methods are faster, but two-stage methods are more accurate. In the case of singleclass object detection, the second stage in the two-stage methods is no longer needed and the methods degenerate to single-stage methods.
Extension of the cutting-edge 2-D object detection methods to 3-D object detections tasks (e.g., action detection in video and volumetric detection) is limited. Due to the memory constraint in mainstream GPUs, some studies use 2-D RPN to extract proposals in individual 2-D images then use an extra module to combine the 2-D proposal into 3-D proposals [8] , [9] . Similar strategies have been used for 3-D image segmentation [16] . As far as we know, 3-D RPN has not been used to process video or volumetric data.
B. Nodule Detection
Nodule detection is a typical volumetric detection task. Due to its great clinical significance, it draws more and more attention in these years. This task is usually divided into two subtasks [17] , making proposals and reducing false positives, and each subtask has attracted many studies. The models for the first subtask usually start with a simple and fast 3-D descriptor, followed by a classifier to give many proposals. The models for the second subtask are usually complex classifiers. In 2010, Van Ginneken et al. [17] gave a comprehensive review of six conventional algorithms and evaluated them on the ANODE09 data set, which contains 55 scans. From 2011 to 2015, a much larger data set LIDC [18] , [19] was developed. Researchers started to adopt CNN to reduce the number of false positives. Setio et al. [20] adopted a multiview CNN, and Dou et al. [21] adopted a 3-D CNN to solve this problem; both achieved better results than conventional methods. Ding et al. [9] adopted 2-D RPN to make nodule proposals in every slice and adopted 3-D CNN to reduce the number of false-positive samples. A competition called LUng Nodule Analysis 2016 (LUNA16) [22] was held based on a selected subset of LIDC. In the detection track of this competition, most participants used the two-stage methods [22] .
C. Multiple Instance Learning
In MIL task, the input is a bag of instances. The bag is labeled positive if any of the instances are labeled positive, and the bag is labeled negative if all of the instances are labeled negative.
Many medical image analysis tasks are MIL tasks, so before the rise of deep learning, some earlier works have already proposed MIL frameworks in CAD. Dundar et al. [23] introduced convex hull to represent multiinstance features and applied it to pulmonary embolism and colon cancer detection. Xu et al. [24] extracted many patches from the tissue-examing image and treated them as multi-instances to solve the colon cancer classification problem.
To incorporate the MIL into deep neural network framework, the key component is a layer that combines the information from different instances together, which is called MIL pooling layer (MPL [25] ). Some MPL examples are: maxpooling layer [26] , mean pooling layer [25] , log-sum-exp pooling layer [27] , generalized-mean layer [24] , and noisy-OR layer [28] . If the number of instances is fixed for every sample, it is also feasible to use feature concatenation as an MPL [29] . The MPL can be used to combine different instances in the feature level [26] , [27] or output level [28] .
D. Noisy-OR Model
The noisy-OR Bayesian model is widely used in inferring the probability of diseases such as liver disorder [30] and asthma case [31] . Heckerman [32] built a multifeatures and multidisease diagnosing system based on the noisy-OR gate. Halpern and Sontag [33] proposed an unsupervised learning method based on the noisy-OR model and validated it on the quick medical reference model.
All of the studies mentioned earlier incorporate the noisy-OR model into the Bayesian models. Yet, the integration of the noisy-OR model and neural networks is rare. Sun et al. [28] has adopted it as an MPL in the deep neural network framework to improve the image classification accuracy. Zhang et al. [34] used it as a boosting method to improve the object detection accuracy.
III. DATA SETS AND PREPROCESSING
A. Data Sets
Two lung scans data sets are used to train the model, the LUNA16 data set and the training set of DSB 2017. The LUNA data set includes 1186 nodule labels in 888 patients annotated by radiologists, while the DSB data set only includes the per-subject binary labels indicating whether this subject was diagnosed with lung cancer in the year after the scanning. The DSB data set includes 1397, 198, and 506 persons (cases) in its training, validation, and test set, respectively. We manually labeled 754 nodules in the training set and 78 nodules in the validation set.
There are some significant differences between LUNA nodules and DSB nodules. The LUNA data set has many very small annotated nodules, which may be irrelevant to cancer. According to doctors' experience [35] , the nodules smaller than 6 mm are usually not dangerous. However, the DSB data set has many very big nodules (larger than 40 mm) (the fifth sample in Fig. 1 ). The average nodule diameter is 13.68 mm in the DSB data set and 8.31 mm in the LUNA data set [ Fig. 2(a) ]. In addition, the DSB data set has many nodules on the main bronchus (third sample in Fig. 1 ), which are rarely found in the LUNA data set. If the network is trained on the LUNA data set only, it will be difficult to detect the nodules in the DSB data set. Missing big nodules would lead to incorrect cancer predictions as the existence of big nodules is a hallmark of cancer patients [ Fig. 2(b) ]. To cope with these problems, we removed the nodules smaller than 6 mm from LUNA annotations and manually labeled the nodules in DSB.
The authors have no professional knowledge of lung cancer diagnosis, so the nodule selection and manual annotations may raise considerable noise. The model in the next stage (cancer classification) is designed to be robust to wrong detections, which alleviates the demand for highly reliable nodule labels.
B. Preprocessing
The overall preprocessing procedure is illustrated in Fig. 3 . All the raw data are first converted into Hounsfield unit (HU), which is a standard quantitative scale for describing radiodensity. Every tissue has its own specific HU range, and this range is the same for different people [ Fig. 3(a) ].
1) Mask Extraction: A CT image contains not only the lung but also other tissues, and some of them may have spherical shapes and look like nodules. To rule out those distractors, the most convenient method is extracting the mask of lung and ignores all other tissues in the detection stage. For each slice, the 2-D image is filtered with a Gaussian filter (standard deviation = 1 pixel) and then binarized using −600 as the threshold [ Fig. 3(b) ]. All 2-D connected components smaller than 30 mm 2 or having eccentricity greater than 0.99 (which correspond to some high-luminance radial imaging noise) are removed. Then, all 3-D connected components in the resulting binary 3-D matrix are calculated, and only those not touching the matrix corner and having a volume between 0.68 and 7.5 L are kept.
After this step, usually there is only one binary component left corresponding to the lung, but sometimes there are also some distracting components. Compared with those distracting components, the lung component is always at the center position of the image. For each slice of a component, we calculate the minimum distance from it to the image center (MinDist) and its area. Then, we select all slices whose area >6000 mm 2 in the component, and calculate the average MinDist of these slices. If the average MinDist is greater than 62 mm, this component is removed. The remaining components are then unioned, representing the lung mask [ Fig. 3(c) ]. The lung in some cases is connected to the outer world on the top slices, which makes the procedure described above fail to separate the lung from the outer world space. Therefore, these slices need to be removed first to make the above processing work.
2) Convex Hull and Dilation: There are some nodules attached to the outer wall of the lung. They are not included in the mask obtained in the previous step, which is unwanted. To keep them inside the mask, a convenient way is to compute the convex hull of the mask. Yet, directly computing the convex hull of the mask would include too many unrelated tissues (like the heart and spine). Therefore, the lung mask is first separated into two parts (approximately corresponding to the left and right lungs) before the convex hull computation using the following approach.
The mask is eroded iteratively until it is broken into two components (their volumes would be similar), which are the central parts of the left and right lungs. Then, the two components are dilated back to original sizes. Their intersections with the raw mask are now masks for the two lungs separately However, some 2-D slices of the lower part of the lung have crescent shapes ( Fig. 4 ). Their convex hulls may contain too many unwanted tissues. Therefore, if the area of the convex hull of a 2-D mask is larger than 1.5× that of the mask itself, the original mask is kept [ Fig. 4 
3) Intensity Normalization: To prepare the data for deep networks, we transform the image from HU to UINT8. The raw data matrix is first clipped within [−1200, 600], and linearly transformed to [0, 255]. It is then multiplied by the full mask obtained earlier, and everything outside the mask is filled with 170, which is the luminance of common tissues. In addition, for the space generated by dilation in the previous step, all values greater than 210 are replaced with 170, too. Because the surrounding area contains some bones (the highluminance tissues), they are easily misclassified as calcified nodules (also high-luminance tissues). We choose to fill the bones with 170 so that they look like normal tissue [ Fig. 3(g 
The image is cropped in all three dimensions so that the margin to every side is 10 pixels [ Fig. 3(h) ]. 
IV. 3-D CNN FOR NODULE DETECTION
A 3-D CNN is designed to detect suspicious nodules. It is a 3-D version of the RPN using a modified 3-D U-net [36] , [37] as the backbone model. Since there are only two classes (nodule and nonnodule) in this task, the predicted proposals are directly used as detection results without an additional classifier. This is similar to the one-stage detection systems YOLO [14] and SSD [15] . This nodule detecting model is called N-Net for short, where N stands for nodule.
A. Patch-Based Input for Training
Object detection models usually adopt the image-based training approach: During training, the entire image is used as input to the models. However, this is infeasible for our 3-D CNN due to the GPU memory constraint. When the resolution of lung scans is kept at a fine level, even a single sample consumes more than the maximum memory of mainstream GPUs.
To overcome this problem, small 3-D patches are extracted from the lung scans and input to the network individually. The size of the patch is 128 × 128 × 128 × 1 (Height × Length × Width × Channel, the same notation is used in what follows). Two kinds of patches are randomly selected. First, 70% of the inputs are selected so that they contain at least one nodule. Second, 30% of the inputs are cropped randomly from lung scans and may not contain any nodules. The latter kind of inputs ensures the coverage of enough negative samples.
If a patch goes beyond the range of lung scans, it is padded with value 170, same as in the preprocessing step. The nodule targets are not necessarily located at the center of the patch but had a margin larger than 12 pixels from the boundary of the patch (except for a few nodules that are too large).
Data augmentation is used to alleviate the overfitting problem. The patches are randomly left-right flipped and resized with a ratio between 0.8 and 1.15. Other augmentations such as axes swapping and rotation are also tried, but no significant improvement is yielded.
B. Network Structure
The detector network consists of a U-Net [36] backbone and an RPN output layer, and its structure is shown in Fig. 5 . The U-Net backbone enabled the network to capture multiscale information, which is essential because the size of nodules has large variations. The output format of RPN enables the network to generate proposals directly.
The network backbone has a feedforward path and a feedback path [ Fig. 5(a) ]. The feedforward path starts with two 3 × 3 × 3 convolutional layers both with 24 channels. Then, it is followed by four 3-D residual blocks [38] interleaved with four 3-D max-pooling layers (pooling size is 2 × 2 × 2 and stride is 2). Each 3-D residual block [ Fig. 5(b) ] is composed of three residual units [38] . The architecture of the residual unit is illustrated in Fig. 5(b) . All the convolutional kernels in the feedforward path have a kernel size of 3 × 3 × 3 and a padding of 1.
The feedback path is composed of two deconvolutional layers and two combining units. Each deconvolutional layer has a stride of 2 and a kernel size of 2. Each combining unit concatenates a feedforward blob and a feedback blob and send the output to a residual block [ Fig. 5(c) ]. In the left combining unit, we introduce the location information as an extra input (see Section IV-C for details). The feature map of this combining unit has size 32 × 32 × 32 × 131. It is followed by two 1 × 1 × 1 convolutions with channels 64 and 15, respectively, which results in the output of size 32 × 32 × 32 × 15.
The 4-D output tensor is resized to 32×32×32×3×5. The last two dimensions correspond to the anchors and regressors, respectively. Inspired by RPN, at every location, the network has three anchors of different scales, corresponding to three bounding boxes with the length of 10, 30, and 60 mm, respectively. Therefore, there are 32 × 32 × 32 × 3 anchor boxes in total. The five regression values are (ô,d x ,d y ,d z ,d r ) . A sigmoid activation function is used for the first onê p = 1 1 + exp(−ô) and no activation function is used for the others.
C. Location Information
The location of the proposal might also influence the judgment of whether it is a nodule and whether it is malignant; therefore, we also introduce the location information in the network. For each image patch, we calculate its corresponding location crop, which is as big as the output feature map (32 × 
D. Loss Function
Denote the ground truth bounding box of a target nodule by (G x , G y , G z , G r ) and the bounding box of an anchor by (A x , A y , A z , A r ), where the first three elements denote the coordinates of the center point of the box and the last element denotes the side length. Intersection over Union (IoU) is used to determine the label of each anchor box. Anchor boxes whose IoU with the target nodule larger than 0.5 and smaller than 0.02 are treated as positive and negative samples, respectively. Others are neglected in the training process.
The predicted probability and label for an anchor box is denoted byp and p, respectively. Note that p ∈ {0, 1} (0 for negative samples and 1 for positive samples). The classification loss for this box is then defined by
The bounding box regression labels are defined as
The corresponding predictions ared x ,d y ,d z , andd r , respectively. The total regression loss is defined by
where the loss metric is a smoothed L1-norm function
The loss function for each anchor box is defined by
This equation indicates that the regression loss only applies to positive samples because only in these cases p = 1. The overall loss function is the mean of loss function for some selected anchor boxes. We use positive sample balancing and hard negative mining to do the selection (see Section IV-E).
E. Positive Sample Balancing
For a big nodule, there are many corresponding positive anchor boxes. To reduce the correlation among training samples, only one of them is randomly chosen in the training phase.
Though we have removed some very small nodules from LUNA, the distribution of nodule size is still highly unbalanced. The number of small nodules is much larger than that of big nodules. If uniform sampling is used, the trained network will bias small nodules. This is unwanted because big nodules are usually stronger indicators of cancer than smaller ones. Therefore, the sampling frequencies of big nodules are increased in the training set. Specifically, the sampling frequency of nodules larger than 30 and 40 mm are two and six times higher than other nodules, respectively.
F. Hard Negative Mining
There are much more negative samples than positive samples. Though most negative samples can be easily classified by the network, a few of them have similar appearances with nodules and are hard to be classified correctly. A common technique in object detection, hard negative mining is used to deal with this problem. We use a simple online version of hard negative mining in training.
First, by inputting the patches to the network, we obtain the output map, which stands for a set of proposed bounding boxes with different confidences. Second, N negative samples are randomly chosen to form a candidate pool. Third, the negative samples in this pool are sorted in descending order based on their classification confidence scores, and the top n samples are selected as the hard negatives. Other negative samples are discarded and not included in the computation of loss. The use of a randomly selected candidate pool can reduce the correlation between negative samples. By adjusting the size of the candidate pool and the value of n, the strength of hard negative mining can be controlled.
G. Image Splitting During Testing
After the network is trained, the entire lung scans could be used as input to obtain all suspicious nodules. Because the network is fully convolutional, it is straightforward to do this. However, it is infeasible with our GPU memory constraint. Even though the network needs much fewer memories in testing than in training, the requirement still exceeds the maximum memory of the GPU. To overcome this problem, we split the lung scans into several parts (208 × 208 × 208 × 1 per part), process them separately, and then combine the results. We keep these splits overlapped by a large margin (32 pixels) to eliminate the unwanted border effects during convolution computations.
This step will output many nodule proposals {x i , y i , z i , r i , p i }, where x i , y i , and z i stand for the center of the proposal, r i stands for the radius, and p i stands for the confidence. Then, a nonmaximum suppression [39] operation is performed to rule out the overlapping proposals. Based on these proposals, another model is used to predict cancer probability.
V. CANCER CLASSIFICATION
Then, we evaluate the cancer probability of the subject based on the nodules detected. For each subject, five proposals are picked out based on their confidence scores in N-Net. As a simple way of data augmentation, during training, proposals are picked stochastically. The probability of being picked for a nodule is proportional to its confidence score. However, during testing, top five proposals are directly picked. If the number of detected proposals is smaller than five, several blank images are used as inputs so that the number is still five.
Due to the limited number of training samples, it is unwise to build an independent neural network to do this, otherwise overfitting will occur. An alternative is to reuse the N-Net trained in the detection phase.
For each selected proposal, we crop a 96×96×96×1 patch whose center is the nodule (note that this patch is smaller than that in the detection phase), feed it to the N-Net, and get the last convolutional layer of N-Net, which has a size of 24 × 24 × 24 × 128. The central 2 × 2 × 2 voxels of each proposal are extracted and max-pooled, resulting in a 128-D feature [ Fig. 6(a) ]. To get a single score from multiple nodules for a single case, four integration methods are explored [see Fig. 6(b) ]. 
A. Feature Combining Method
First, the features of all top five nodules are fed to a fully connected layer to give five 64-D features. These features are then combined to give a single 64-D feature by max-pooling. The feature vector is then fed to the second fully connected layer, whose activation function is the sigmoid function, to get the cancer probability of the case [ Fig. 6(b) 
This method may be useful if there exists some nonlinear interaction between nodules. A disadvantage is that it lacks interpretability in the integration step as there is no direct relationship between each nodule and the cancer probability.
B. MaxP Method
The features of all top five nodules are separately fed into the same two-layer perceptron with 64 hidden unit and one output unit. The activation function of the last layer is also the sigmoid function, which outputs the cancer probability of every nodule. Then, the maximum of those probabilities is taken as the probability of the case.
Compared with the feature combining method, this method provides interpretability for each nodule. Yet, this method neglects the interaction between nodules. For example, if a patient has two nodules which both have 50% cancer probability, the doctors would infer that the overall cancer probability is much larger than 50%, but the model would still give a prediction of 50%.
C. Noisy-OR Method
To overcome the problem mentioned earlier, we assume that the nodules are independent causes of cancer, and the malignancy of any one leads to cancer. Like the maximal probability model, the feature of every nodule is first fed to a two-layer perceptron to get the probability. The final cancer probability is [13] 
where P i stands for the cancer probability of the i th nodule.
D. Leaky Noisy-OR Method
There is a problem in the noisy-OR method and MaxP method. If a subject has cancer but some malignant nodules are missed by the detection network, these methods would attribute the cause of cancer to those detected but benign nodules, which would increase the probabilities of other similar benign nodules in the data set. Clearly, this does not make sense. We introduce a hypothetical dummy nodule, and define P d as its cancer probability [13] . The final cancer probability becomes
where P d is learned automatically in the training procedure instead of manually tuned. This model is used as our default model, which is called C-Net (C stands for case).
E. Training Procedure
The standard cross-entropy loss function is used for case classification. Due to the memory constraint, the bounding boxes for nodules of each case are generated in advance. The classifier, including the shared feature extraction layers (the N-Net part) and integration layers, is then trained over these pregenerated bounding boxes. Since the N-Net is deep, and the 3-D convolution kernels have more parameters than 2-D convolution kernels, yet the number of samples for classification is limited, the model tends to overfit the training data.
To deal with this problem, two methods are adopted: data augmentation and alternate training. 3-D data augmentation is more powerful than 2-D data augmentation. For example, if we only consider flip and axis swap, there are eight variants in the 2-D case, but 48 variants in the 3-D case. Specifically, the following data augmentation methods are used: 1) randomly flipping in three directions; 2) resizing by a random number between 0.75 and 1.25; 3) rotating by any angle in 3-D; and 4) shifting in three directions with a random distance smaller than 15% of the radius. Another commonly used method to alleviate overfitting is to use some proper regularizers. In this task, since the convolutional layers are shared by the detector and classifier, these two tasks can naturally be regularizers of each other. Therefore, we alternately train the model on the detector and classifier. Specifically, in each training block, there is a detector training epoch and a classifier training epoch.
The training procedure is quite unstable because the batch size is only 2 per GPU, and there are many outliers in the training set. Gradient clipping is, therefore, used in a later stage of training, i.e., if the l 2 norm of the gradient vector is larger than one, it would be normalized to one.
Batch normalization (BN) [40] is used in the network. However, directly applying it during alternate training is problematic. In the training phase, the BN statistics (average and variance of activation) are calculated inside the batch, and in the testing phase, the stored statistics (the running average statistics) are used. The alternate training scheme would make the running average unsuitable for both classifier and detector. First, the input samples of them are different: The patch size is 96 for the classifier, and 128 for the detector. Second, the center of the patch is always a proposal for the classifier, but the image is randomly cropped for the detector. Therefore, the average statistics would be different for these two tasks, and the running average statistics might be at a middle point and deteriorate the performance in the validation phases for both of them. To solve this problem, we first train the classifier, making the BN parameters suitable for classification. Then, at the alternate training stage, these parameters are frozen, i.e., during both the training and validation phases, we use the stored BN parameters.
In summary, the training procedure has three stages: 1) transfer the weights from the trained detector and train the classifier in the standard mode; 2) train the classifier with gradient clipping, then freeze the BN parameters; and 3) train the network for classification and detection alternately with gradient clipping and the stored BN parameters. These stages TABLE I   CROSS-ENTROPY LOSSES OF DIFFERENT TRAINING METHODS ON THE  TEST SET. FIRST BLOCK: RESULTS OF SEVERAL SINGLE-STAGE  TRAINING METHODS. SECOND BLOCK: RESULTS OF SEVERAL  MULTISTATE TRAINING SCHEMES THAT ARE COMBINA-TIONS OF THE METHODS IN THE FIRST BLOCK. SYMBOLS:  CORRESPONDING METHODS IN THE FIRST BLOCK.  ARROWS: TRAINING SEQUENCE. THIRD BLOCK:  PERFORMANCE OF TOP FOUR TEAMS  IN THE COMPETITION   TABLE II CROSS-ENTROPY LOSS OF DIFFERENT NODULE COMBINING METHODS ON THE TEST SET correspond to (B), (C), and (F) in Table I . Other training schemes were also tried (see Section VI-B for details).
VI. RESULTS
A. Nodule Detection
Because our detection module is designed to neglect the very small nodules during training, the LUNA16 evaluation system is not suitable for evaluating its performance. We evaluated the performance on the validation set of DSB. It contains the data from 198 cases, and there are 71 (seven nodules smaller than 6 mm are ruled out) nodules in total. The free-response operating characteristic (FROC) curve is shown in Fig. 7(a) . The average recall at 1/8, 1/4, 1/2, 1, 2, 4, and 8 false positive per scan is 0.8562.
We also investigated the recall when a different topk number was chosen [ Fig. 7(b) ]. The result showed that k = 5 was enough to capture most nodules.
B. Case Classification
To select the training schemes, we rearranged the training set and the validation set because we empirically found that the original training and validation set differed significantly. One-fourth of the original training set was used as the new validation set. The rest were combined with the original validation set to form the new training set.
As described in Section V-E, four techniques were used during training: 1) data augmentation; 2) gradient clipping; 3) alternate training; and 4) freezing BN parameters. Different combinations of these techniques (denoted by A, B . . . F in Table I ) and different orders of stages were explored on the new validation set. It was found that the B → C → F scheme performed the best. After the competition, we could still submit results to the evaluation server, so we evaluated the training schemes on the test set. Table I shows the results on the test set (the models were trained on the union of the training set and the validation set). It was found that B → C → F was indeed the best one among many schemes.
From block 1 in Table I , we can draw several conclusions. First, without data augmentation, the model would seriously overfit the training set. Second, alternate training improved the performance significantly. Third, gradient clipping and BN freezing were not very useful in these schemes.
From block 2 in Table I , it is found that the clipping was useful when we fine-tuned the result of stage B (B → C). The alternative training was useful to further fine-tune the model (B → C → E). In addition, introducing the BN freezing technique further improved the result (B → C → F).
The block 3 in Table I shows the performance of the top four teams in the competition. The scores are very close. However, we achieved the highest score with a single model.
The results of different multinodule information integration models are given in Table II . The models were all trained using the alternate training method (configuration D in Table I ). The three probability-based methods were much better than the feature combining method. The leaky noisy-OR model performed the best. The distributions of the predicted cancer probability on the training and test sets are shown in Fig. 8(a) and (b). A receiver operating characteristic (ROC) curve was obtained on each set by varying the threshold [ Fig. 8(c) and (d) ].
The areas under the ROC curves were 0.90 and 0.87 on the training and test set, respectively. If we set the threshold to 0.5 (classified as cancer if the predicted probability is higher than the threshold), the classification accuracies were 85.96% and 81.42% on the training and test sets, respectively. If we set the threshold to 1 (all cases are predicted healthy), the classification accuracies were 73.73% and 69.76% on the training and test sets, respectively.
The classification results of several cases are shown in Fig. 9 . For the two true positive cases (Cases 1 and 2), Fig. 10 . Model output of the noisy-OR model. The two cases are the same as in Fig. 9(d) . Note that the predicted cancer probabilities of blank images are much larger than zero. the model correctly predicted high cancer probabilities for both of them. Case 1 had two big tumors (nodules 1-1 and 1-2), which contributed high cancer probabilities. Case 2 had several middle-sized nodules, three of which contributed significant cancer probability so that the overall probability was very high. In addition, the model learned to judge malignancy based on not only size but also the morphology. Nodule 2-1 had an irregular shape and unclear border, and nodule 2-2 had opaque luminance, which are all indications of malignancy. Nodule 2-1 is called spiculated nodule, and nodule 2-2 is called part-solid ground-glass nodule [41] , both of which are highly dangerous nodules. There was no significant nodule in the two false negative cases (Cases 3 and 4), so their overall probability was very low. Both of the false-positive cases (Cases 5 and 6) had highly suspicious nodules, making them hard to be correctly classified. Only several tiny nodules were detected in both Cases 7 and 8, so the two cases were predicted as healthy, which are correct.
For comparison, we show some results of noisy-OR model in Fig 10. The leaky noisy-OR model predicted very low cancer probabilities (0.01%) for blank images, but the noisy-OR model predicted significantly higher (0.19%) cancer probabilities for the same blank image. In other words, with the presence of leaky term, the probabilities of regions that do not show suspicious nodules are significantly suppressed, which is desired.
VII. DISCUSSION
A neural network-based method is proposed to perform automatic lung cancer diagnosis. A 3-D CNN is designed to detect the nodules, and a leaky noisy-OR model is used to evaluate the cancer probability of each detected nodule and combine them together. The overall system achieved very good results on the cancer classification task in a benchmark competition.
The proposed leaky noisy-OR network may find many applications in medical image analysis. Many disease diagnosis starts with an image scanning. The lesion(s) shown in the image may relate to the disease, but the relationship is uncertain, the same situation as in the cancer prediction problem studied in this paper. The leaky noisy-OR model can be used to integrate the information from different lesions to predict the result. It also alleviates the demand for highly accurate fine-scaled labels.
Applying 3-D CNN to 3-D object detection and classification faces two difficulties. First, the model occupies much more memory when the model size grows, so the running speed, batch size, and model depth are all limited. We designed a shallower network and used image patches instead of the whole image as the input. Second, the number of parameters of a 3-D CNN is significantly larger than that of a 2-D CNN with similar architecture, thus the model tends to overfit the training data. Data augmentation and alternate training are used to mitigate the problem.
There are some potential ways to improve the performance of the proposed model. The most straightforward way is increasing the number of training samples: 1700 cases are too few to cover all variations of the nodules, and an experienced doctor sees much more cases in his career. Second, incorporating the segmentation labels of nodules may be useful because it has been shown that the cotraining of segmentation and detection tasks can improve the performance of both tasks [42] .
Though many teams have achieved good results in this cancer prediction competition, this task itself has an obvious limitation for the clinic: The growing speed of nodules is not considered. In fact, fast-growing nodules are usually dangerous. To detect the growing speed, one needs to scan the patient multiple times during a period and detect all nodules (not only large nodules but also small nodules) and align them along time. Although the proposed method in this paper does not pursue high detection accuracy for small nodules, it is possible to modify it for this purpose. For example, one can add another unpooling layer to incorporate finer-scale information and reduce the anchor size.
