This paper proposes a metaheuristic for solving the Single Machine Scheduling Problem that is implemented by a hybrid system made up of an Ant Colony System and a stochastic descent algorithm called Kangaroo. The hybrid system is based on the collaboration between a social type multiagent system and an Iterated Solution Improvement method.
INTRODUCTION
The main purpose of multiagent systems is the distributed solving of problems. A special type of problem, which can be solved in a distributed way, is the combinatorial optimization problem. The idea of the algorithm "ant system" (Dorigo, et al., 1996) has the source in the study of insects collective behavior. The ants have the capability to act together in order to perform a task, but any of them could not perform alone the task (Beckers, et al., 1992) . This is a distributed solving mechanism because every agent has only a very small contribution. The complex collective behavior and the interactions between agents are fundamental in the field of artificial life. This paper proposes a metaheuristic for solving the Single Machine Scheduling Problem (SMSP). For a given processor and a set of jobs that must be executed on this processor, the problem is to determine the sequence of jobs such that the weighted tardiness (defined in section 2) is minimized. Obviously, because of the combinatorial aspect, this kind of problem is NP-complete. Hence, sub-optimal solutions are generally preferred to optimal ones. A sub-optimal solution is given by an approximation algorithm like genetic algorithm, simulated annealing, tabu search, stochastic descent algorithms, etc. In paper (Madureira, et al., 2000) , an interesting practical resolution is given, in the context of a scheduling system for Dynamic Single Machine Problem. The SMSP is solved using a genetic algorithm and thus, good results are obtained.
In exchange, algorithms like simulated annealing (Kirkpatrick, et al., 1983) , tabu search (Gloverf, 1989) , stochastic descent (Papadimitriou and Steiglitz, 1982) , etc. are Iterated Solution Improvement methods, which means that only one solution is improved by an iterative procedure. This kind of methods has abilities to intensify the local search and to detect the local minima. In the last years, hybrid metaheuristics (Vaessens, et al, 1992; Taillard et al., 1998; Mahfoud, and Goldberg, 1995) have been developed, giving very interesting results. That is why, this paper proposes an Ant Colony System (ACS) based metaheuristic, described in section 3, formed by an ACS and a parallel version of a stochastic descent algorithm, called Kangaroo. The system has the collaborative power of the ACS and the intensification ability of the Kangaroo algorithm (KA).
The paper is organized as follows. In section 2, the Single Machine Scheduling Problem is stated. The general structure of the proposed hybrid system is presented in section 3 and the particularities of an ACS solving the SMSP are described in section 4. Section 5 outlines the implementation of the Kangaroo Algorithm, whereas the computational results are presented in section 6.
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SINGLE MACHINE SCHEDULING PROBLEM
In order to minimize the total Weighted Tardiness for the SMSP the following assumptions are considered: a set of n independent jobs (j= 1,…,n) is available for processing at time zero and the attributes of the jobs are known in advance. The machine is never kept idle if there are any jobs to complete and it can handle only one job at a time. It processes the jobs without pre-emption. The jobs' set-up times are independent of the jobs' sequence, being included in the job processing times. For each job j, it is considered p j the processing time, d j the due date, that means the date when the job should be completed, and w j the penalty liable for each unit of delay. The jobs' completion starts at time t=0. The tardiness of a job is given by
where t j is the start time of job j. The objective function, which will be referred as fitness function, is:
where u is a solution of the problem, that is a permutation of the job set:
The optimality criterion of the SMSP is
This problem is a combinatorial optimization NP-complete problem. The problem can't be solved with deterministic optimal algorithms, as they require a computational time that increases exponentially with the problem size (Garey, and Johnson, 1979) .
AN ANT COLONY SYSTEM BASED METAHEURISTIC
In papers (Bauer, et al., 1999; Matthijs, et al., 2000) the Ant Colony System is used to solve SMSP. In this approach, the artificial ants are constructing solutions for this problem and afterwards these solutions are considered initial solutions for a local optimization procedure. The main idea of the proposed metaheuristic is to use a stochastic descent method instead of the local optimization procedure. In fact, this method is an Iterated Solution Improvement metaheuristic called Kangaroo. As a result, we have a special hybrid metaheuristic based on the collaboration between a social multiagent system -Ant Colony System -and a parallel version of Kangaroo algorithm.
The ACS is made up of N artificial ants which are constructing solutions of the optimization problem. The ants communicate using structured variables whose values represent a provisional quotation of the solutions or of parts of solutions quality. The value of these structured variables simulates the "pheromone" allowing the communication between ants in natural systems. In this case, the structured variables are grouped in a "pheromone" matrix.
The general optimization system is an iterative searching process for a better solution of the given problem. An iteration has two succesive phases. In Global pheromone update the first phase, ACS is constructing N solutions and the "pheromone" is continuously updated. The resulting solutions are taken over in the second phase, in order to be improved, by N instances of the KA. From the beginning, the KA makes a local optimization using the solutions produced by each ant as initial solutions. The KA is not limited to this single action, but it keeps trying to improve the current solution following its own strategie. Every instance of the KA is also an iterative procedure looking for a better solution than the current one, in a prescribed number of iterrations. The best found solution is selected and it will be used in a new global "pheromone" updating phase.
In the next iterration, the informations accumulated in the "pheromone" matrix will be used by the ACS, to guide the construction of the new set of solutions. Here after, an outline of the proposed metaheuristic is presented. As mentioned before, at the first step, the "pheromone" matrix is also updated during the solutions construction (see section 4). The stop criterion is usually a certain number of iterations.
ANT COLONY SYSTEM FOR SOLVING SMSP
Generally speaking, for solving a combinatorial optimization problem ACS needs two kinds of information (Dorigo, et al., 1996; Dorigo, and Gambardella, 1997a; Dorigo, and Gambardella, 1997b) . One of them is the heuristic information and the other one is specific to the ACS and concerns the "pheromone". Each ant of ACS produces a solution of the problem, in the step 1 of the algorithm. This solution is a complete sequence of jobs obtained by an iterative process of placing a job j on the position i (Matthijs, et al., 2000) . At the position i, the ant chooses the job j meeting two constraints: a) the job j is not already placed in the sequence and b) the "pheromone" τ(i, j) has the maximum value for the job j. For SMSP, the "pheromone" τ(i,j) is a quotation of the interest to place a job j on the position i. The heuristic information considered by an ant aiming to select a job for the current position may be represented by the inverse of the due date, or the Modified Due Date (MDD) ( Bauer, et al., 1999) computed with the formula
where C is the total processing time of the jobs already placed.
An ant k will select with probability q 0 the most attractive job, in order to be placed in the current position i, that is the task j assuring the maximum of
. Nevertheless, the same ant may choose with the complementary probability (1-q 0 ) a job j using the probabilistic rule
where: -q 0 is a parameter of the algorithm When all the artificial ants have constructed the solutions, the algorithm uses the following rule for the global updating of the pheromone matrix: pheromone belonging to the best solution encountered until the current iteration. This is the reason of a premature convergence of the algorithm. Therefore, the rule of local pheromone updating is used. Every time the pheromone information is used by an ant selecting the job j for the position i, the rule (3) modeling the natural process of pheromone evaporation (forgetting) is applied:
where 0<ρ<1 is a parameter.
The term Δτ(i, j) in our implementation is set to τ 0 , the initial pheromone level. In order to calculate τ 0 , our algorithm constructs an initial solution for SMSP. In this solution, the jobs are placed in increasing order of the due date. The value of τ 0 is initialized with the inverse of the total weighted tardiness of this solution.
KANGAROO ALGORITHM
The KA is an approximation technique based on stochastic descent (Fleury, 1995) , inspired by the simulation annealing method, but having a quite different searching strategy. The "Kangaroo" method is implemented by an iterative procedure which minimizes an objective function f(u). A current solution u of the considered problem is replaced by a better one, situated in its neighborhood N(u), using a random selection. The algorithm tries "A" times to improve the current solution, where A is a parameter of the algorithm. If a new improvement is no longer possible, a "jump" procedure is performed, in order to escape from the attraction of a local minimum. This time the improvement of the current solution is not compulsory. This procedure can use a different neighborhood definition N'(u).
A detailed description of the KA is given in Minzu, and Henrioud, 1998 . The stop criterion is either a maximum iteration number or a bottom bound of the objective function.
The best solution u * encountered in the iterative process is memorized. At the end of KA, u* is the "optimal" solution proposed by the algorithm When a new improvement of the current solution is no longer possible u is replaced by a solution u' given by the "jump" procedure. In the case of SMSP a possible definition of the neighborhood N'(u) is the whole search space, but the KA converges (with probability 1) slowly to the global optimum. A very important aspect is the fact that deterministic heuristics may be integrated in "jump" procedure, in order to guide the search of an optimum solution keeping the convergence of the KA if the accessibility constraint is met (Minzu, and Henrioud, 1998) . That is why, in the case of SMSP the neighborhood N'(u) may be the set of solution u' obtained from u by permutation of the job placed on i max position, where i max is the position in u of the job j max where
, with a job placed on position i<i max . So the "jump" procedure determines the job with the biggest weighted tardiness and replaces it with a job situated on its left. In this way there is a chance to diminish the value of the criterion f(u).
IMPLEMENTATION AND COMPUTATIONAL RESULTS
In order to reduce the run time of the hybrid system, the job selection rule is applied on a reduced candidate list that does not contain all the unplaced jobs at the current iteration. This list is updated dynamically for each step and each ant. Every ant keeps a copy of the best found solution until the current iteration. Each time the ant adds a new job j to the current sequence, this job is deleted from the copy of the best found solution. In our implementation, the first 20 jobs, which belong to the best solution and that are not already placed, form the candidate list.
Computational tests were performed in order to compare the proposed hybrid system (ACS+KA) with a stand-alone ACS. The software developed was coded in C and the tests were performed on a PC with 2330 MHz Intel processor.
The two algorithms were applied to the same instances of SMSP. Three sets of 8 problems each with x=1, …, 8), x=1, …, 8) , and 100 (Wt100-x, x=1,…,8) jobs were considered. Consequently, for both, the stand-alone ACS and the hybrid system, the computational tests were done on a set of 24 instances of the SMSP. These problems were downloaded from the site http://people.brunel.ac.uk/~mastjjb/jeb/orlib/files/, which supplies data and the optimal solution for some Single Machine Scheduling Problems. The parameters used by the ACS in the two systems are: N=10, q 0 =0.9, α=0.9, β=2. The two systems evolved on the same number of iterations. Hence, the stop criterion (see fig. 2 ) was an upper limit for the general number of iterations. In this case this upper limit was 100.
The results obtained using only the stand-alone ACS for the 3 sets of problems are presented in table 1. The "optimal value" column contains the value of the optimization criterion for the optimal solution of the problem. For a given instance of SMSP, this value is generally unknown. The "best value" is the value of the optimization criterion for the best solution produced by the stand-alone ACS. The last column gives the deviation of the best value from the optimal one expressed in percents.
The hybrid system ACS+KA ran also over 100 general iterations, but with different values for the number of iterations, denoted M, of the stochastic searching process implemented by KA in each step 2 of the general algorithm (see fig. 2 ). The results are shown in Table 2 .
Four values for M were considered: 1000, 2000, 5000, 10000. The deviation of the best solution from the optimal one is given only for M=5000 and M=10000 iterations. With M=10000 iterations, the hybrid system finds the optimal solution in almost all the cases. Despite the fact this number of iterations doesn't take much time, it is not necessary to adopt such a great number of iterations. Let's remark we are interested in obtaining a good solution and not the optimal one, especially since it is unknown. Because the deviation is satisfactory for M=5000, this number of iterations is recommended for SMSP with 100 jobs. The same conclusion may to be drawn both for 40 or 50 jobs problems. The value of M may decrease, with very satisfactory results, to 1000 or 2000 iterations.
Comparing the two tables, one can see that the hybrid system is more efficient. Despite the fact the stand-alone ACS evolves during 100 iterations, it doesn't reach the same results as the hybrid system. When M=5000, the price to pay is the very acceptable increasing of the execution time, that means 5, 6 or 10 seconds for 40, 50 or 100 jobs problems, respectively. The table 3 shows a comparison between the hybrid system ACS+KA and the earliest due date algorithm (EDD). One can see that the deviation of EDD is unsatisfactory and the solution obtained with this algorithm can be only an initial solution for a more efficient algorithm, like ACS+KA.
CONCLUSIONS
The paper has proposed a metaheuristic for solving SMSP, implemented by a hybrid system made up of an Ant Colony System and a parallel version of the Kangaroo Algorithm. The KA is a very simple and efficient intensifier that replaces the local optimization proposed in other papers.
The functioning of this hybrid system was compared with a stand-alone ACS. The tests have proven that this structure is more efficient than those of the simple ACS. The number of general iterations and the iterations number of the stochastic descent process are parameters of the algorithm that have to be tuned according to the size of the problem. Very good solutions were found in a quite acceptable time and number of iterations. Moreover, the increasing of the execution time is quite acceptable.
