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I. INTRODUCTION
A timely understanding of the direction of economic activity is essential for the formulation of macroeconomic policies. An unexpected weakening of output growth, for example, may suggest a need for relaxing macroeconomic policies to avoid an unduly contractionary stance. By the same token, an improvement in economic performance, especially following a recession, may justify a withdrawal of a policy-induced stimulus. Often, however, the relevant statistics to judge the direction of economic activity are only available with a considerable lag, delaying the appropriate policy response. This is particularly true in emerging markets where lags in the publication of relevant statistical data are longer on average than in advanced economies, and alternative sources for gauging economic activity (e.g., confidence indicators) are usually lacking.
Composite indexes of coincident and leading indicators of economic activity were first developed to respond to policymakers' needs for a reliable indication of economic activity in advance of the release of the relevant statistical data. A coincident indicator can be broadly defined as a variable that is correlated with the current level of economic activity (i.e., real GDP); a leading indicator instead is correlated with future economic activity. First pioneered by Burns and Mitchell (1946) in the context of the U.S. economy, these indicators are now widely used in all advanced economies to determine the stage of business cycle activity. Their availability in emerging markets is limited, however, owing in part to the lack of sufficient historical data to determine the reliability of the indicators.
This paper presents an estimation of coincident and leading indicators for Jordan, an emerging market economy where the statistical database is relatively comprehensive and sufficient observations are available to determine the reliability of the estimated indicators. While the case of Jordan is interesting as such, the paper is meant to provide a possible road map for the estimation of these indicators for other emerging markets as well. It is structured as follows. Section II discusses the literature on coincident and leading indicators and its implementation at the National Bureau of Economic Research (NBER) in Cambridge, Massachusetts for the United States, and the Organization for Economic Cooperation and Development (OECD) in Paris for other advanced economies. A description of Jordan's economic developments during the 1990s follows in Section III, together with a description of the available data. The estimation of a composite index of coincident indicators is then presented in Section IV, while Section V describes the estimation of a composite index of leading indicators. Section VI presents the conclusions.
II. LITERATURE ON COINCIDENT AND LEADING INDICATORS
The NBER first developed an approach to monitor economic variables that are sensitive to cyclical change in the 1930s. A research team at the NBER led by Burns and Mitchell studied a group of economic variables to see if fluctuations in those variables persistently led, coincided with, or lagged turning points in U.S. business cycles. Burns and Mitchell (1946) (Burns and Mitchell, 1946, p. 3.) In later research conducted in the 1950s and 1960s, NBER researchers combined the best series into composite indexes of leading, coincident, and lagging economic indicators. Moore and Shiskin (1967) first developed and applied a formal weighting scheme by scoring variables in terms of their economic significance, statistical adequacy, cyclical timing and business cycle conformity. The choice of variables and the weights associated with them, however, was purely subjective and did not involve a formal econometric analysis. In the early 1960s, the U.S. Department of Commerce took over the production of the composite indexes and in December 1995 ceded responsibility to the Conference Board (CB) in New York City.
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The popularity of the U.S. leading and coincident indexes has also spurred the development of similar indexes for other advanced economies. The OECD started publishing leading indicators in 1987 and now publishes such indexes on a monthly basis for all member countries and for six aggregate geographical zones. The NBER-CB and the OECD methods are very similar. Both methods are based on the analysis of turning points, namely the analysis of expansions (i.e., peaks) and recessions (i.e., troughs). The main difference is that the NBER-CB does not rely on trend adjustments, whereas the OECD method estimates long-term trends using a modified version of the Phase Average Trend method (PAT) first developed by the NBER (see Appendix II for a discussion on detrending). The difference between the two methods reflects a more fundamental difference in the definition of the business cycle.
Despite their popularity, two complaints that were originally directed at the analysis of Burns and Mitchell (Koopmans, 1947) continue to haunt the literature on leading and coincident indicators. First, little attention is paid to economic theory in determining the relationship between these indicators and economic activity (e.g., measurement without theory). Second, the methodology is not considered scientific, in so far as it relies on a subjective analysis rather than an econometric approach.
In response to these criticisms, Stock and Watson (1989) first introduced econometric analysis to derive new indexes of coincident and leading indicators for the United States. They first defined the composite index of coincident indicators as a single unobserved variable, "the state of the economy." They then estimated the index using dynamic factor analysis, where the parameters of the index are determined by maximum likelihood estimation. On the basis of this analysis, they derive a composite index of leading indicators by building a forecast of the index of coincident indicators using a vector autoregressive model. The authors chose seven leading indicators for the model after a search of over 250 candidate series. Despite the more sophisticated statistical procedure, the Stock and Watson indexes failed to predict the 1991 recession in the United States. In addition, the connection between movements in the individual indicators and the composite indexes are not easy to compute or explain, given the choice of a dynamic factor model.
Coincident and Leading Indicators in Emerging Markets
Studies of coincident and leading indicators mostly relate to advanced economies. Only a few attempts have been made to apply the same methodology to emerging markets. 3 At least three factors may account for this. First, the predominance of agriculture in emerging markets makes the business cycle more dependent on weather than cyclical fluctuations in the production process (Mall, 1999) . Second, limitations of the quality and frequency of data are often constraining factors. Third, emerging markets tend to be prone to sudden crises and market gyrations in macroeconomic variables, often making it difficult to discern any type of cycle or economic regularity (Agenor, McDermott, and Prasad, 2000) . However, increasing examples in the literature have begun to analyze the stylized facts of business cycles for emerging markets and constructing coincident and leading indicators. The main contributions are Pallage and Robe (1998) , Agenor, McDermott, and Prasad (2000) , and Rand and Tarp (2001) . These studies find that business cycles in emerging markets are different from those of industrial countries: the average duration of business cycles is shorter than in the industrial countries and the speed from peak to trough and vice versa is faster (Rand and Tarp, 2001) . A few papers attempt to estimate coincident and leading indicators for specific countries: Mall (1999) studied the cyclical behavior of the Indian economy and proposed a composite index of leading indicators to forecast the cyclical movements in industrial production; and Simone (2000) estimates coincident and leading indicators for Argentina. Dua and Banerji (1999, 2001 ) construct coincident and leading indicators for India based on the NBER methodology. While these studies perform relatively well in the sample periods they consider, their methodology has not yet officially been adopted or tested to predict future business cycles. In the case of Jordan, the Economic Cycle Research Institute has been producing coincident and leading indicators for Jordan since 1998, but the results are not publicly available.
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III. JORDAN'S ECONOMIC PERFORMANCE SINCE THE LATE 1980S
Jordan is a low-to middle-income country with relatively few natural resources. In 2002, its per capita GDP averaged about $1,750, with over 70 percent of valued-added concentrated in the services sector, notably trade, tourism, and banking (Table 1) . Manufacturing has traditionally concentrated in the mining of phosphates and potash, petroleum refining, and cement production, although light manufacturing-particularly textiles and apparel-have recently gained in importance. The economy is relatively open to international trade, with the tradable sector (defined here as exports plus imports of goods and nonfactor services) accounting for 106 percent of GDP in 2002. Jordan also receives a large amount of remittances from expatriates working in neighboring Arab countries.
In the late 1980s, Jordan faced a severe financial crisis, which, together with the Gulf war, forced the government to devalue the Jordanian dinar and reschedule its debts with bilateral and commercial creditors (Figure 1) . 5 Large external imbalances and an increasingly unsustainable debt burden forced the Jordanian authorities in 1989 to devalue the Jordanian dinar (JD)-previously pegged to IMF Special Drawing Rights (SDRs) since 1973-by 21 percent in real effective terms. The financial collapse of the third largest bank in August 1989 and the onset of the Gulf war in 1990/91 further eroded market confidence. As a result, the economy contracted by 13 percent in real terms in 1989, and the JD lost another 10 percent of its value in real terms in 1990. By then, Jordan had become one of the most heavily indebted countries in the world, with external debt amounting to over 190 percent of GDP. As a result, the government of Jordan entered into negotiations to reschedule debt obligations to bilateral and commercial creditors that were completed in 1993/94.
The 1990s witnessed a process of macroeconomic adjustment and recovery from the financial crisis. Under a series of successive arrangements with the IMF, Jordan succeeded in reducing its external debt burden by more than half over a decade. External imbalances were reduced substantially, and the fiscal deficit was kept within the scope of available financing. Since October 1995, the Jordanian dinar was effectively pegged to the U.S. dollar. After a temporary boost in economic activity in the early 1990s, as a result of the forced repatriation of Jordanian workers from Kuwait, economic growth averaged 4 percent between 1993 and 1999. Inflation was quickly reduced to single digit levels by 1991 and averaged 3 percent thereafter. At the same time, structural reforms aimed at transforming Jordan into a dynamic market economy were implemented: a number of public enterprises were privatized, the trade regime was substantially liberalized, a system of generalized price subsidies was dismantled and replaced by direct income transfers to the poor, the civil service pension system was reformed, and financial supervision was strengthened.
The Jordanian dinar came again under speculative pressure in late 1998 and early 1999, as the uncertainty surrounding the deteriorating health of His Majesty King Hussein and his eventual death pushed investors to abandon the Jordanian dinar. The resulting drain on the international reserves of the Central Bank of Jordan (CBJ) encouraged the authorities to tighten policies and seek a new arrangement with the IMF. Interest rates were raised, fiscal policy was tightened, a currency crisis was averted, and confidence was restored with a relatively minor impact on economic activity. Economic growth has since been accelerating. Prel. 1993 Prel. 1994 Prel. 1995 Prel. 1996 Prel. 1997 Prel. 1998 Prel. 1999 Prel. 2000 Prel. 2001 Prel. 2002 Output and prices Sources: Jordanian authorities; and IMF staff estimates and projections. 1/ Domestic debt is net of government deposits with the banking system, and external debt includes collateralized Brady bonds. 2/ Net of short-term foreign liabilities and excluding commercial banks' foreign currency deposits with the Central Bank of Jordan. 3/ Excludes pledged assets under the 1993 commercial debt rescheduling agreement and the yearly change in foreign currency swaps. 4/ Imports of goods and nonfactor services, excluding imports for re-export, in subsequent 12 months. 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 Overall, the business cycle in Jordan has been quite irregular. As shown in Figure 1 , it has been dominated by the exchange rate crisis of the late 1980s, while the remainder of the period has been characterized by somewhat uneven growth. The pattern of regular booms and troughs typical of advanced economies cannot be discerned, as well as the amplitude and frequency of any cycle. However, periods of higher and slower growth seem to indicate some pattern of business cycle activity. This is in line with evidence from other emerging markets (Agenor, McDermott, and Prasad, 2000) , where the business cycle is dominated by sudden macroeconomic crises, often making it difficult to discern any type of cycle or economic regularity.
Data Sample
Jordan is a good candidate for the analysis of coincident and leading indicators. Despite being an emerging market, the economy is quite diversified and the financial sector is well developed. In addition, macroeconomic policy has been remarkably stable since the mid1990s, and Jordan is not prone to the type of external shocks which are common to oil-or other commodity-producing countries. The Jordanian statistical database has also been substantially improved over the last decade.
The choice of the data sample for estimating composite indexes of coincident and leading indicators for Jordan is dictated by data availability and changes in the structure of the economy. The data sample analyzed in this paper comprises monthly observations of 40 variables from all sectors of the economy (namely real, fiscal, monetary, and external sectors) from January 1996 to December 2002 (84 observations). 7 Most of the variables prior to 1996 are only available on an annual or quarterly basis, thus unsuitable for the estimation of monthly composite indicators. In addition, the change in the exchange rate regime in October 1995 represents an additional obstacle in extending the sample further in the past, as the regime change affects the stability of the relationship between the variables considered. Exports and imports were deflated by their respective price indexes; all other nominal variables were deflated by the consumer price index.
8 Finally, the U.S. and Euro area producer price indexes and composite leading indicators, as estimated by the OECD, were included in the sample as potential coincident and leading indicators for Jordan, respectively. These variables represent the possible influence of the global business cycle on the Jordanian economy.
All variables were seasonally adjusted to take account of both the Gregorian calendar and Muslim holidays. 9 The U.S. Census Bureau X12 procedure was used for the seasonal adjustment of the variables according to the Gregorian calendar. The X12 procedure, however, leaves a residual seasonality in some of the variables associated with the two major Muslim holidays, the "Eid-ul-Fitr" corresponding to the end of Ramadan and the "Eid-ulAdha," corresponding to the Day of Sacrifice. The Gregorian dates of these holidays shift 7 See Appendix III for a list of the variables. The data were collected from various issues of the Monthly Statistical Bulletin of the Central Bank of Jordan and the Government Finance Bulletin of the Ministry of Finance of Jordan. For the price indexes of exports and imports, data were only available on a quarterly basis for 1996; the quarterly observations were therefore linearly interpolated for this period. Some earlier observations of some of the indexes were also rebased to conform to the base of later observations. 8 The net usable reserves of the CBJ, denominated in U.S. dollars, were deflated by the U.S. CPI index. 9 The Gregorian calendar is based on the revolution of the earth around the sun. The Gregorian year thus comprises 365¼ days, with 12 months averaging 30 days each. The Muslim calendar is based on motions of the moon with respect to the earth lasting 29.53 days. At 354.36 days, the Muslim year is therefore approximately 11 days shorter than the Gregorian year.
from year to year, as they follow the Muslim calendar based on a lunar year. Their effect is therefore not captured by the X12 procedure.
Following the approach of Alper and Aruoba (2001) , two dummy variables were created to account for the Gregorian dates of the two major Muslim holidays. The following equation was then estimated for each X12-seasonally adjusted variable:
The results of these regressions are summarized in Appendix IV. The results show that the coefficient for the Eid-ul-Fitr dummy is significant only for industrial production, construction activity, reserve money, real imports, and the trade balance. The coefficient on the second dummy variable for the Eil-ul-Adha holiday is insignificant for all variables. Based on these results, a further seasonal adjustment was made for those variables where the relevant coefficient was significant. Figure 2 presents the resulting seasonal adjustment for industrial production. All seasonally adjusted variables were then tested in logarithmic form for nonstationarity using Phillips-Perron tests. As shown in Appendix V, the unit root hypothesis could not be rejected for some of the variables in logarithms; however, all variables in first differences (i.e., the growth rate) were found to be stationary. The regressions below are therefore expressed in first differences to avoid spurious correlations associated with non-stationary variables.
IV. THE ESTIMATION OF A COMPOSITE INDEX OF COINCIDENT INDICATORS
The first step in estimating a composite index of coincident economic indicators (CEI) is to determine a reference series for the state of the economy. In theory, real GDP would be best suited to represent the state of the economy, as it is the broadest statistical measure of economic activity. However, as in virtually all other countries, real GDP in Jordan is available only on a quarterly basis and with a substantial lag. One is therefore forced to fall back on the industrial production index as a reference series for the state of the economy, which is a common feature of the NBER and OECD methodologies and virtually all papers on this subject (see Mall, 1999 ). This choice is validated for Jordan by the positive correlation statistics (88 percent trended, 45 percent detrended) in the sample period between real GDP and the real index of production, but also by the fact that industrial production is the most volatile component of economic activity. A visual examination (see Figure 3) confirms the statistical similarities between the two series. It is important to note here that, while industrial production is a very good single coincident indicator, a composite index is preferable as an indication of economic activity. This is because a composite index reflects a broader spectrum of the economy, comprising real, monetary, fiscal, and external sector data. Moreover, the performance of an individual series may vary over different business cycles, making it a poor coincident indicator in some occasions (Dua and Banerji, 2001) . In statistical terms, this implies that a composite index reduces the measurement error associated with a given cyclical indicator (Mall, 1999) .
The second step is to identify an appropriate procedure for deriving the CEI. As discussed in Section II, both the NBER-CB and OECD methodologies follow an ad hoc procedure to determine the selection of variables that comprise a CEI, and the weights associated with them. While there is merit in a selection procedure based on the analysis of descriptive statistics, an econometric approach is likely to be superior, since it is purely based on statistical inference.
The estimation procedure used in this paper comprises a simple variable selection criterion and the regression of a linear reduced form equation. The selection of variables to be included in the regression is based on a principle of parsimony, also used in Stock and Watson (1989) . From a generalized model using all potential indicators in the dataset, variables were recursively eliminated based on the variable with the lowest T-ratio. Attention was also paid to avoiding multicollinearity for variables that were close proxies. The paper though departs from the Stock and Watson methodology as the limited sample available for Jordan is insufficient to estimate a dynamic factor model. Instead, the following reduced form equation is estimated:
where ∆LRIIP is the growth rate of the seasonally adjusted industrial production index, ∆LCI is a vector of seasonally adjusted coincident indicators expressed in growth rates, u t is an error term with a moving average component MA (1) . As the error term is not normally distributed in the regressions that follow, the standard errors and covariance matrix are estimated below using the Newey-West heteroskedastic-consistent procedure.
The selection procedure outlined above identified five coincident indicators from all sectors of the economy (Table 2 ). These indicators are: the terms of trade (TOT), the trade balance (TB), the import of capital goods (IMPCG), employee payroll deductions (EMPTAX) and the number construction permits (COPERM). All these variables are significant at the 1 percent significance level. These variable explain about two thirds of the variation in the growth rate of industrial production.
11 As shown in Figure 4 , the fitted value closely track the actual data.
11 While θ is close to unity in absolute value, the null hypothesis (i.e., θ=1) can be rejected at the 5 percent confidence interval. In any case, even if θ were to be greater than unity (i.e., the MA process is noninvertible) (continued…) The results are also intuitive from an economic point of view. Since the Jordanian economy is relatively open to international trade, external factors play an important role in determining the current state of the economy. As expected for a small open economy, improvements in the trade balance and the terms of trade signal increased economic activity. In a similar fashion, an increase in imports of capital goods-which can be considered a proxy here for overall investment in the economy-indicates an improvement in the state of the economy. However, the indicators for the global business cycle, the United States and Euro area industrial production indexes, were not significant, suggesting that the demand for Jordanian exports is mostly driven by market access and less by global demand. In the fiscal sector, higher economic activity would be expected to generate higher salaries; employee payroll deductions are therefore found to be a significant coincident indicator. Finally in the real sector, construction permits stand for investment in the construction sector, which has been shown in many countries to be highly procyclical.
this poses no substantive problem, as noted by Hamilton (1994, p. 65 ); Plosser and Schwert (1977); and Enders (1995, p. 97) . The final step is to derive the CEI from the regression results. The regression results determine statistically significant weights, namely the coefficients, for each coincident indicator. The fitted values of the regression can therefore be interpreted as the growth rates of the composite index. A simple procedure is then used to derive the index: the initial observation of the index is set equal to the equivalent observation for industrial production; subsequent observations are then derived by multiplying the previous observation by the fitted monthly growth rate. The CEI so derived is shown in Figure 5 .
The performance of the CEI in gauging the current state of the economy seems relatively good. The CEI picks up most of the turning points in the cyclical behavior of industrial production. In some parts of the sample, the CEI tends to overstate the cyclical fluctuations, possibly as a result of the small sample period. However, as more observations become available, the statistical accuracy of the CEI is likely to improve. In the latter part of the sample, the CEI significantly understates economic activity, probably as a result of the uncertainty surrounding the impending war in Iraq.
V. THE ESTIMATION OF A COMPOSITE INDEX OF LEADING ECONOMIC INDICATORS
The estimation of a composite index of leading economic indicators (LEI) requires the determination of a "leading horizon" and of the statistical relationship that can forecast economic activity for that horizon. A leading horizon can be defined as the number of periods (i.e., months) for which LEI would predict economic activity. While in theory a leading horizon could be endogenously determined, namely through a search of the highest joint statistical significance for all combinations of indicators and leading horizons, in practice this is difficult to compute and may not be optimal in terms of providing a valuable indicator for policy decisions. In this paper, the leading horizon is set to six months, broadly in line with the NBER-CB and the OECD methodologies, so as to provide an appropriate lead time for policy formulation.
The second step is to determine the statistical relationship between leading indicators and economic activity six months hence. As in the estimation of the CEI, economic activity here is proxied by the index of industrial production, adjusted for seasonal fluctuations as described in Section III. The statistical relationship is then formulated in the form of the following reduced form equation:
where ∆LRIIP is the growth rate of the seasonally adjusted industrial production index, ∆LLI is a vector of seasonally adjusted leading indicators and u t is an error term with a moving average component MA (1) .
The procedure followed to estimate equation (3) is the same as the one used to estimate the CEI. From a generalized model using all potential indicators in the dataset, a selection procedure was used to reduce the number of indicators that were statistically significant by eliminating the variables with the lowest t-ratio. Attention was also paid to avoiding multicollinearity for variables that are close proxies to other variables. In addition, as in the estimation of the CEI, a first order moving average term was included to capture the shortterm endogenous dynamics of industrial production.
The estimation of equation (3) produces statistically significant and economically intuitive results. As shown in Table 3 , the selection procedure described above identified the following variables: the growth rate in net credit to the private sector (CLAIMSPS), the interest rate spread between three-month Jordanian CD rates and the corresponding U.S. treasury bill rates (SPREAD3M), the growth rate in net usable reserves of the CBJ (RESERVUSD), the growth rate in the demand for domestic exports (DEXP), and the growth rate in the Amman stock exchange (ASTOCEXCH).
12 All of these variables are statistically significant at the 5 percent confidence interval, with the exception of Amman stock exchange which is significant at a 15 percent level. Together, these variables explain about 50 percent of the variation in the growth rate of industrial production. 13 As shown in Figure 6 , actual and fitted values of the growth rate of industrial production are closely correlated, with only a few residuals outside the standard error bands. Stock and Watson (1989) and Phillips (1998) .
The results of equation 3 are also intuitive from an economic point of view. In the monetary sector, an increase in real credit to the private sector (CLAIMSPS) or a reduction in the spread of interest rates (SPREAD3M) are forecast to increase economic activity six months ahead, as suggested by the theory of the monetary transmission mechanism. From the external sector, an accumulation in net usable reserves of the CBJ (RESERVUSD), which can be interpreted as proxying for capital inflows, or an increase in the real demand for domestic exports (DEXP) also have a positive impact on economic activity in the near future as expected. However, leading indicators for the United States and the Euro area were not significant, again suggesting that the global business cycle is not a significant determinant of future economic activity in Jordan. Finally, a rise in share prices (ASTOCEXCH)-usually an indication of increased confidence in the economy-also positively affects economic activity six months ahead. It is interesting to note here that these results resemble somewhat the composite index of leading indicators for the United States, in so far as the latter also includes a share price index (the S&P 500) and an interest rate spread (10-year treasury bond spread less the federal funds rate).
The LEI can easily be derived from the results of the estimation. The regression of equation 3 determines statistically significant weights, namely the coefficients, of a composite index. The resulting fitted values can therefore be used to derive the LEI in a simple procedure: the initial observation of the index is set equal to the equivalent observation of industrial production; subsequent observations are then derived by multiplying the previous observation by the fitted monthly growth rate. The LEI so derived is shown in Figure 7 and closely resembles the behavior of the seasonally adjusted industrial production index. Most importantly, it provides a relatively accurate forecast of most turning points in industrial production six months ahead of the actual observation.
The estimates for equation (3) also make it possible to forecast economic activity out of sample. This is done by constructing a forecast of the growth rate of industrial production from January to June 2003, based on the results of the regression and the full sample data. The LEI can then be extended for the forecast period by using the same recursive procedure outlined above: the forecast growth rates are used to extend the index into the future. In addition, it is also possible to calculate the standard error bands around the forecast by a similar procedure. The resulting forecast and confidence interval within the standard error bands are shown in Figure 8 .
Based on these results, it is possible to provide an analysis of the direction of the economy that may be useful from a policy perspective. The projections shown in Figure 8 suggest a slowdown in economic growth (seasonally adjusted) for the first quarter of 2003. The actual data that became available after this out-of-sample forecast was produced (shown as dotted lines in Figure 8 ) indicate that indeed economic activity slowed down, with industrial production contracting by 14 percent and real GDP growth slowing to 2.8 percent in the first quarter of 2003, compared to 4.7 percent in the fourth quarter of 2002.
14 These results should therefore be taken with caution, mainly for two reasons. First, the confidence interval of the Leading economic indicator Index of industrial production forecast is relatively wide and increasing as the forecast horizon increases. This is a reflection of the uncertainty arising from the 50 percent of variation in economic activity that is unexplained in the regression results. While it is possible that the confidence interval may narrow with the availability of additional observations, for the time being the LEI forecast should be taken to provide only a qualitative and not a quantitative indication of the shortterm direction of economic activity. Second, some value judgment still needs to be used to assess the forecast of the LEI. In the case of Jordan, for example, the negative impact of the war in Iraq, which negatively affected the outturn for the first half of 2003, would have been hard to capture, as shown above, with a purely quantitative framework.
VI. CONCLUSIONS
An assessment of the direction of economic activity is essential for the formulation of appropriate macroeconomic policies. In this regard, composite indexes of coincident and leading economic indicators provide useful summary statistics to analyze the current and future direction of economic activity. This paper has put forward an econometric approach to estimate such indexes for a small open economy, Jordan. Notwithstanding the relatively small sample period, the results of this approach seem to be both statistically significant and economically intuitive. However, a larger sample will probably be necessary before the composite indexes of coincident and leading economic indicators can be relied upon for more than a qualitative assessment of the direction of the Jordanian economy. The indexes proposed in this paper should therefore be considered experimental for the time being and should be used operationally only after a testing period that can confirm their out-of-sample performance. In addition, a comprehensive assessment of future economic activity will always need to take account of other information that cannot easily be quantified, including the effects of geopolitical uncertainties and macroeconomic policy changes. Notwithstanding these caveats, a regular updating of these indexes could provide a useful tool to the Jordanian authorities for policy formulation. In addition, the econometric approach presented in this paper may provide a useful roadmap to analyze coincident and leading indicators in other emerging markets.
Appendix II. Classical Business Cycle versus Growth Cycles Approaches to Estimating Coincident and Leading Indicators
The classical approach of macroeconomic fluctuations involves an analysis of booms and busts, as defined by Burns and Mitchell (1946) , in output and or other indicators over a given time period independently of the underlying nature of change. In contrast, a competing approach in the business cycle literature has focused on the cyclical fluctuations in economic time series data around their long run trends, as in the seminal contribution by Lucas (1987) . These short-term fluctuations are often referred to as growth cycles, and they are identified by filtering the relevant time series from its long run trend. Both these approaches have advantages and disadvantages, as discussed below. On the basis of this discussion, the benefits seem to weigh in favor of the classical approach for the analysis of small open economies like Jordan.
What are business cycles?
The classical definition of business cycles, used by the NBER, refers to the determination of turning points in the level of economic activity. A single series Y t (or y t = log (Y t )) might be regarded as summarizing the level of economic activity and its turning points would then be the local maxima and minima in its sample path (Harding and Pagan, 2001) . A different view in the literature is that the same series can be decomposed into Y t =T t + C t + I t , where T t is the trend component, C t is the cycle component, and I t is the error term. Business cycles fluctuations are then identified as deviations from the trend of the process (C t ). Filters are then designed to remove the permanent trend component (T t ) in a series.
Since business cycles relate to the turning points in the level of the economic activity, there is no need to remove any component from y t . Burns and Mitchell (1946) argue against the use of such trend adjusted data. Detrending may involve the loss of critical information. Stock and Watson (1999) document that the focus on growth cycles (i.e., the cyclical component of macroeconomic change over time) has both advantages and disadvantages as compared to the classical attention to the aggregate change: (Stock and Watson, 1999, p. 9.) Although there is little point in filtering the data, when measuring business cycles, there may be an independent interest in the filtered data. Initially, the impetus for filtering came from the fact that, with a strong deterministic trend in the data, it would be rare to find a case where y t declines, and so there would be no turning point in it. This situation describes Germany and Japan over the post-World War II period and was also true for some Asian economies prior to 1978. In those instances, it was clearly of more interest to study turning points in a series from which a deterministic growth path had been removed. 
What is a trend and what is a cyclical component?
Since T t + C t + I t are unobservable, numerous trend-cycle decomposition have been proposed in the literature. These efforts are devoted to extracting Z t = C t + I t or T t devolved into extensive discussions of what are appropriate "trend removal" filters-see the two filters used in the literature Hodrick and Prescott (1997) , Baxter and King (1999) ; and see Canova (1998a Canova ( , 1998b Canova ( and 1999 and Burnside (1998) for a recent debate on filtering series.
Within the empirical literature, there are fundamental disagreements on the properties of the trend and on its relationship with cyclical component of a series. Since the issue of what is an "appropriate" statistical representation of the trend cannot be solved in small samples and since the choice of the relationship between the cyclical and secular components is arbitrary, statistical approaches to detrending raise questions about the robustness of certain "facts" (Canova, 1998a and 1998b) .
Another problem rises from a standard "measurement without theory" concern. It is often argued that before variables can be selected and facts reported, a theory explaining the mechanism generating economic fluctuations is needed. Dynamic economic theory, however, does not indicate the type of economic trend that series may display nor the exact relationship between secular and cyclical components. In other words, without a set of statistical facts pinning down the properties of the secular component of a time series, the theoretical relationship between trend and cycle is unknown and the choice among various economic-based decompositions is arbitrary. Because of this circularity, all economic-based decompositions are, at best, attempts to approximate unknown features of a series and therefore subject to specification errors (Canova, 1998a and 1998b) .
Problems with filtering
There are several reasons why the filtering approach seems inappropriate, especially for developing countries. First, different detrending methods extract different "types" of business cycle information from the original series, resulting in significant qualitative and quantitative differences. Second, there is no independent criterion to choose filters (see Canova 1998a and 1998b) . Third, the two methods of filtering most used in the literature, the Band-Pass filter (BP) and the Hodrick-Prescott filter (HP), can produce spurious relationship between variables and can generate business cycles dynamics even if none one is present in the original data. Benati (2001) shows that using the Band-Pass filter can produce a spurious correlation between the cyclical component of the variables of interest. For example, even if there is a negative relationship between GDP and another variable of interest, because of the cointegration relationship between these two variables, we can have a positive relationship. In other words, a countercyclical behavior can be estimated to be procyclical. Harvey and Jaeger (1993) and Cogley and Nason (1995) note that the Hodrick and Prescott (1997) (HP) filter, a commonly used univariate approach to trend removal, may induce business cycle periodicities and comovement in data series that do not contain cycles. Fourth, relying on the parameters of filters used in the context of industrial countries when studying developing countries is therefore at best ad hoc, and may lead to inappropriate conclusions as regards the summary statistics (or stylized facts) that characterize macroeconomic fluctuations. In the extreme, inappropriate numerical models might be validated and vice versa, depending on the choice of smoothing parameter (Rand and Tarp (2001 Table 2 presents the significance tests on X12 seasonally adjusted variables in the dataset for residual seasonality associated with these Muslim holidays. The significance tests represent the statistical significance at 10 percent (*), 5 percent (**), and 1 percent (***) of the following dummy variables:
• EIDULFITR takes the value 1 if the eid-ul-fitr falls in the month, 0 otherwise.
• EIDULADHA takes the value 1 if the eid-ul-adha falls in the month, 0 otherwise.
• EIDSDUMMY takes the value 1 if the eid-ul-fitr or eid-ul-adha falls in the month and 0 otherwise. The tests are performed with an autoregressive spectral-OLS procedure and a lag length of 9 months.
