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Abstract 
Mobile ad hoc network (MANET) is a network in which all nodes are mobile 
and communicate exclusively via wireless connections. There is no fixed 
infrastructure in the network, and there is no hierarchy. Routing is the task of 
directing data flows from source nodes to destination nodes while maximizing 
network performance. Due to the ad hoc and dynamic nature of the network, 
the topology can change constantly, and paths between sources and 
destinations that were initially efficient can quickly become inefficient or even 
infeasible. In this Thesis, we present an adaptive distributed routing protocol 
for mobile ad hoc networks based on Ant Colony Optimization (ACO). The 
simulation results show that this new protocol is better than AODV protocol in 
all experiments performed. 
Keywords 
Mobile Ad Hoc Network, MANET, Routing Protocol, Adaptive Routing, Ant Colony 
Optimization, ACO, AntHocNet, AODV.  
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Resumen 
Una red móvil ad hoc es una red en la que todos los nodos son móviles y se 
comunican exclusivamente a través de conexiones inalámbricas. No hay 
infraestructura previa ni jerarquía. Un protocolo de encaminamiento para redes 
móviles ad hoc tiene la tarea de maximizar los flujos de datos desde los nodos 
fuente u origen hasta los nodos destino. Debido a la naturaleza dinámica y ad 
hoc de la red, la topología cambia constante e imprevisiblemente y caminos 
entre fuentes y destinos que inicialmente eran eficientes pueden convertirse 
rápidamente en ineficientes o incluso en inviables. En esta Tesis se presenta un 
protocolo de encaminamiento adaptativo para redes móviles ad hoc basado en 
el algoritmo de optimización de la colonia de hormigas, más conocido por sus 
siglas en inglés (ACO). Los resultados de la simulación demuestran que en los 
experimentos realizados este nuevo protocolo mejora al protocolo AODV. 
Palabras clave 
Redes Móviles Ad Hoc, Protocolo de Encaminamiento, Encaminamiento 
Adaptativo, Algoritmo de Optimización de la Colonia de Hormigas, ACO, 
AntHocNet, AODV. 
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1. 
Una red móvil ad hoc o Mobile Ad hoc NETwork (MANET) es un conjunto de 
nodos móviles que se comunican entre sí a través de enlaces inalámbricos 
(wireless). Al contrario de las redes convencionales, una red móvil ad hoc no 
necesita la existencia de una infraestructura previa ya que cada nodo se apoya 
en los demás para conseguir comunicarse con otro creando la llamada 
comunicación multisalto.  
INTRODUCCIÓN 
Este tipo de redes tiene varios inconvenientes que una red convencional no 
presenta. La topología de este tipo de redes puede cambiar rápidamente y de 
una forma impredecible. Además, pueden surgir variaciones en las capacidades 
de los nodos y enlaces, errores frecuentes en la transmisión y falta de seguridad. 
Por último, se deben tener en cuenta los recursos limitados de los nodos ya que 
normalmente una red ad hoc estará formada por dispositivos alimentados por 
baterías. 
Desde la perspectiva de la capa IP, una red ad hoc se presenta como una red 
multisalto de nivel 3 constituida por una colección de enlaces. 
El resto de este capítulo está organizado como sigue: El apartado 1.1 presenta 
el objeto de investigación de este trabajo. A continuación, el apartado 1.2 
contextualiza el alcance del mismo. Finalmente, el apartado 1.3 resume la 
estructura del resto del trabajo. 
1.1. Objeto de la investigación 
En redes móviles ad hoc los protocolos de encaminamiento convencionales 
(para redes cableadas) o bien tendrán un rendimiento muy pobre, o bien serán 
simplemente inaplicables. Como alternativa se desarrollan protocolos 
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específicos de encaminamiento. 
El concepto de encaminamiento básicamente comprende dos actividades. En 
primer lugar, determinar los caminos óptimos y, en segundo lugar, transferir 
los grupos de paquetes de información a través de la red. Los algoritmos 
utilizan varias métricas para calcular el mejor camino para que los paquetes 
lleguen a su destino. Estas métricas son medidas estándar como podría ser el 
número de saltos que son usados por el algoritmo para determinar el camino 
óptimo. El proceso para determinar el camino inicializa y mantiene tablas de 
encaminamiento que contienen la información total de cada ruta. La 
información que se almacena para cada ruta varía de un algoritmo a otro. 
El objetivo de un protocolo de encaminamiento para redes móviles ad hoc es 
conseguir el envío de un mensaje de un nodo a otro sin existir un enlace directo.  
1.2. Contexto 
Las redes móviles ad hoc presentan características especiales que deben tenerse 
en cuenta a la hora de implementar un protocolo de encaminamiento. Existen 
muchas soluciones  (RFC 3626 [CJ03],  RFC 3561 [PBRD03],  4728 [JHM07],  3684 
[OTL04], …). Todas estos protocolos son soluciones válidas pero suelen tener 
como premisas de diseño unas determinadas características de topología y unos 
escenarios particulares, no siendo especialmente adecuados si hay cambios 
drásticos en la topología dinámica de la red ad hoc.  
 Existe un grupo de algoritmos o protocolos de encaminamiento 
denominados bioinspirados que tienen como característica esencial el hecho de 
ser adaptativos, algo especialmente reseñable en este tipo de ambientes. Dentro 
de estos algoritmos han sido especialmente referenciados en la literatura los 
basados en el concepto de inteligencia swarm, esto es, aquellos que aplican el 
comportamiento social de los insectos y de otros animales para resolver 
problemas. El algoritmo Ant Colony Optimization (ACO) o algoritmo de 
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optimización de la colonia de hormigas constituye el punto de partida de estos 
algoritmos. Los algoritmos ACO se basan en el comportamiento colectivo de las 
hormigas en su búsqueda del alimento y en llevarlo de vuelta al hormiguero.  
Este trabajo propone un protocolo de encaminamiento adaptativo para redes 
móviles ad hoc basado en el algoritmo de la colonia de hormigas (ACO). 
1.3. Estructura del trabajo 
El resto del trabajo está organizado en 8 capítulos con la estructura que se 
comenta a continuación. 
El Capítulo 2 realiza un estado del arte de las redes ad hoc incluyendo un 
repaso cronológico de la evolución de las redes ad hoc, un análisis de las 
características básicas de este tipo de redes, una presentación del protocolo de 
comunicación que actualmente se utiliza en ellas, una clasificación de las redes 
ad hoc y un resumen de las principales aplicaciones de las redes móviles ad hoc. 
El Capítulo 3 analiza la problemática del encaminamiento en redes móviles 
ad hoc presentándose una clasificación de los protocolos de encaminamiento así 
como las características de los más representativos. 
El Capítulo 4 presenta el algoritmo de optimización de la colonia de 
hormigas ó Ant Colony Optimization (ACO). Este algoritmo constituye una 
referencia indispensable para entender la propuesta de protocolo de 
encaminamiento que se presenta en este trabajo. 
El Capítulo 5 describe los principales trabajos relacionados, haciendo especial 
énfasis en aquellos que constituyen los inmediatos predecesores de la propuesta 
aquí presentada.  
El Capítulo 6 presenta el protocolo de encaminamiento ACO adaptativo para 
redes móviles ad hoc que constituye la propuesta de este trabajo. 
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El Capítulo 7 contiene los resultados obtenidos de las simulaciones realizadas 
en el software NS-3 [NS]. 
Por último, el Capítulo 8 muestra las principales conclusiones extraídas de 
este trabajo así como algunas líneas futuras de trabajo. 
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2. REDES  MÓVILES AD HOC 
Una red móvil ad hoc  es un conjunto de nodos móviles que se comunican entre 
sí a través de enlaces inalámbricos (wireless). Al contrario de las redes 
convencionales, una red móvil ad hoc no necesita la existencia de una 
infraestructura previa ya que cada nodo se apoya en los demás para conseguir 
comunicarse con otro creando la llamada comunicación multisalto. 
El capítulo se estructura de la siguiente forma: En el apartado 2.1 se hace un 
repaso cronológico de la evolución de las redes ad hoc. En el apartado 2.2 se 
analizan las características básicas de este tipo de redes. En el apartado 2.3 se 
presta atención al protocolo de comunicación que actualmente se utiliza en este 
tipo de redes, el IEEE 802.11 [IEEE03]. El apartado 2.4 realiza una clasificación 
de las redes ad hoc. Por último, el apartado 2.5 resume sus principales 
aplicaciones.  
2.1. Evolución Histórica 
En muy pocos años, el campo de las redes ad hoc ha tenido una rápida 
expansión visible en la proliferación de dispositivos inalámbricos de bajo coste 
como ordenadores portátiles, asistentes personales digitales (PDAs), teléfonos 
móviles, etc. 
A comienzos de los años 70 un trabajo pionero en radio de la Universidad de 
Hawai introduce el primer sistema que usa el medio de la radio para la 
transmisión de información. Conocido ampliamente como ALOHA [Abr70], fue 
desarrollado por Abramson y Kuo. 
El trabajo realizado en Hawai llevó en 1972 al desarrollo de una arquitectura 
distribuida consistente en una red de difusión de radio con mínimo control 
central llamada PARNET [Fee01] bajo el patrocinio de DARPA (Defense 
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Advanced Research Projects Agency). El proyecto ayudó a establecer el concepto 
de redes móviles ad hoc. PARNET permitía la comunicación directa entre 
usuarios móviles sobre grandes áreas geográficas, ancho de banda compartido 
y protección contra los efectos de múltiples caminos. 
Los rápidos avances de la tecnología de la radio en los años 70 provocó la 
aparición de múltiples sistemas de comunicación móvil como teléfonos 
celulares e inalámbricos, sistemas de radio búsqueda, satélites móviles, etc. 
Posteriormente, DARPA desarrolló el proyecto SURAN (Survivable Radio 
Networks) en 1983 que trata las tareas de escalabilidad de la red, seguridad, 
capacidad de proceso y gestión de energía. Se dedicaron esfuerzos para 
desarrollar dispositivos de bajo coste y con poco gasto de energía que pudieran 
soportar los avanzados protocolos de encaminamiento, escalar a miles de nodos 
las redes y dar soporte para ataques a la seguridad. El resultado fue la aparición 
de la tecnología conocida como LPR (Low-cost Packet Radio) en 1987. 
A mitad de los 90 se produce un nuevo avance con la llegada de tarjetas de 
radio 802.11 para ordenadores personales y portátiles. [FL01] [Jai03] proponen 
por primera vez la idea de una colección de hosts móviles con una 
infraestructura mínima, y el IEEE (Institute of Electrical and Electronic Engineers) 
acuña el término redes ad hoc. 
Durante el mismo tiempo, el Departamento de Defensa de Estados Unidos 
continuaba trabajando con proyectos como el GloMo (Global Mobile Information 
Systems) o el NTDR (Near-term Digital Radio). El objetivo del GloMo era permitir 
la conectividad multimedia de tipo Ethernet, en cualquier momento y en 
cualquier lugar, entre los dispositivos inalámbricos. NTDR son protocolos que 
se basan en dos componentes: agrupamiento y encaminamiento. Los algoritmos 
de agrupamiento organizan dinámicamente una red en líderes de grupo y 
miembros de grupo. Los líderes forman la columna vertebral de la red y los 
miembros se comunican entre sí a través de dicha columna. NTDR inicialmente 
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fue un prototipo para la Armada de los Estados Unidos y en la actualidad 
algunos países lo utilizan como base para otros protocolos. 
La definición de estándares como IEEE 802.11 [IEEE03] provocó el rápido 
crecimiento de las redes móviles en campos no sólo militares, sino también en el 
mundo comercial. 
2.2. Características 
Como su propio nombre indica la característica principal de una red móvil ad 
hoc es la movilidad de los nodos, que pueden cambiar de posición rápidamente. 
La necesidad de crear redes de forma rápida en lugares sin infraestructura suele 
implicar que los nodos exploren el área y, en algunos casos, se deban unir para 
conseguir un objetivo. El tipo de movilidad que desarrollen los nodos puede 
tener una influencia a la hora de elegir el protocolo de encaminamiento que 
aumente el rendimiento de la red. 
Otro de los aspectos importantes en las redes ad hoc es la llamada auto-
organización que se estudia en profundidad en [Dre06]. La idea principal se 
basa en la coordinación y colaboración de todos los nodos de la red para 
conseguir un mismo objetivo. Se han propuesto varios métodos de auto-
organización para redes en general y para redes ad hoc en particular. La auto-
organización puede desglosarse en las siguientes capacidades: 
• Auto-reparación
• 
: mecanismos que permitan detectar, localizar y reparar 
automáticamente los fallos siendo capaces de distinguir la causa del error. 
Por ejemplo, sobrecarga o mal funcionamiento. 
Auto-configuración: métodos de generación de configuraciones adecuadas 
en función de la situación actual dependiendo de las circunstancias 
ambientales. Por ejemplo, conectividad o parámetros de calidad de 
servicio. 
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• Auto-gestión
• 
: capacidad de mantener dispositivos o redes dependiendo de 
los parámetros actuales del sistema. 
Adaptación
A continuación se presentan el resto de características de las redes móviles 
ad hoc: 
: adecuación a los cambios de las condiciones ambientales. Por 
ejemplo, cambio en el número de nodos vecinos. 
• Ausencia de infraestructura
• 
: Al contrario que las redes convencionales que 
cuentan con la existencia de elementos físicos, las redes móviles se 
forman autónomamente. 
Topología dinámica
• 
: Los nodos se pueden mover arbitrariamente haciendo 
que algunos enlaces se destruyan y otros se creen cuando un nodo se 
acerque a otros que antes tenía fuera de su alcance. 
Ancho de banda limitado
• 
: En la mayoría de las ocasiones será menor que el 
de una conexión cableada, afectado además por las interferencias de las 
señales electromagnéticas. 
Variación en la capacidad de los enlaces y los nodos
• 
: Los nodos pueden 
disponer de varias interfaces de radio que difieren entre sí en capacidad 
de transmisión/recepción y en la banda de frecuencia en la que trabajan. 
Esta característica complica el desarrollo de los protocolos de 
encaminamiento en gran medida. 
Conservación de energía
• 
: Algunos o todos los nodos de una red móvil ad 
hoc son alimentados por baterías y no tienen posibilidad de recargarlas. 
Para estos nodos, el criterio más importante a la hora de diseñar sistemas 
y protocolos será la optimización de la conservación de energía. 
Escalabilidad: En muchas aplicaciones las redes ad hoc pueden llegar a 
tener miles de nodos lo que conlleva dificultad en tareas como 
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direccionamiento, encaminamiento, gestión de localización, gestión de 
configuración, interoperabilidad, seguridad, etc. 
• Falta de seguridad
• 
: La seguridad juega un papel importante en las redes 
ad hoc dado el carácter vulnerable de los enlaces inalámbricos que se 
forman. Los protocolos de encaminamiento deben proporcionar una 
comunicación segura. Existen áreas de investigación en este sentido que 
sugieren incluir datos de sensores externos e información geográfica y 
topográfica en el propio algoritmo de encaminamiento. 
Encaminamiento multisalto
• 
: Los nodos actúan como routers para 
retransmitir los paquetes intercambiados entre nodos cuyo alcance no 
permite una comunicación directa.  
Entorno imprevisible
• 
: Las redes ad hoc pueden darse en terrenos en los 
que las situaciones no son las más óptimas debido a condiciones 
peligrosas o desconocidas. Pueden darse casos donde los nodos se 
destruyan, se estropeen o comiencen a producir fallos. 
Comportamiento de los terminales: Una de las principales claves para que 
una red móvil ad hoc tenga un funcionamiento adecuado es la confianza 
que cada nodo debe tener sobre los demás. Sin esta confianza sería 
imposible crear un protocolo de encaminamiento ya que la información 
debe transmitirse por varios nodos intermedios. Normalmente, los 
protocolos de encaminamiento que descubren los terminales intermedios 
se basan en las respuestas que dan los nodos sobre el coste de la 
comunicación. Existen nodos maliciosos que podrían intencionadamente 
informar de forma incorrecta sobre los costes con la finalidad de recibir 
todos los paquetes, poder manipularlos, alterarlos o incluso eliminarlos. 
Algunas soluciones al respecto se encuentran en [PHMS06].  
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2.3. IEEE 802.11 
El IEEE 802.11 es un estándar de protocolo de comunicaciones que define el uso 
de los dos niveles más bajos de la arquitectura OSI (capa física y capa de enlace 
de datos), especificando sus normas de funcionamiento en una red inalámbrica. 
La primera propuesta de este estándar mantenía tasas de transmisión de 1 y 2 
Mbps en la banda de frecuencias ISM (Industrial Scientific and Medical), situada 
en 2,4 GHz. Además, se especificaban como tecnologías en la capa física los 
infrarrojos y el canal radio. Con los años se ha llegado a distintas versiones del 
estándar. Se citan los más importantes a continuación: 
• IEEE 802.11a
• 
: hasta 54 Mbps a 5 GHz. Utiliza la tecnología OFDM 
(Orthogonal Frecuency-Division Multiplexing) en la capa física. 
IEEE 802.11b
• 
: hasta 11 Mbps a 2,4 GHz. Actualmente es el más utilizado. 
Utiliza la tecnología DSSS (Direct Sequence Spread Spectrum) en la capa 
física. 
IEEE 802.11e
• 
: pretende proporcionar calidad de servicio QoS (Quality of 
Service) para su uso en servicios como VoIP (Voz sobre IP) y Streaming. 
Una aproximación para otorgar calidad de servicio es la de diferenciar los 
paquetes clasificándolos en un número pequeño de tipos de servicios y 
utilizar mecanismos de prioridad para proporcionar una calidad de 
servicio adecuada a cada tráfico. 
IEEE 802.11f
• 
: desarrolla especificaciones para la implementación de 
puntos de acceso y sistemas de distribución para evitar problemas de 
interoperabilidad entre distintos fabricantes y distribuidores de equipos. 
IEEE 802.11g: hasta 54 Mbps a 2.4 GHz. Soporta tanto OFDM como DSSS 
en la capa física.  
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2.4. Clasificación 
La terminología de redes ad hoc aún no está muy asentada y no existe una 
clasificación clara. A continuación se exponen varias clasificaciones situando el 
lugar en el que se encuentran las redes móviles ad hoc. 
Existen redes ad hoc con infraestructura donde los nodos se mueven mientras 
se comunican con una estación base fija. Cuando un nodo se mueve  fuera del 
rango de una estación fija entra en el alcance de otra estación. Por otro lado se 
encuentran las redes ad hoc sin infraestructura donde no existen estaciones base 
fijas y todos los nodos de la red necesitan actuar como routers. Las redes móviles 
ad hoc son redes ad hoc sin infraestructura
Otra clasificación de las redes ad hoc incluye las redes de un solo salto y las 
redes multisalto. Los nodos de las redes de un solo salto se comunican 
únicamente con los nodos que tiene a su alcance. En las redes ad hoc multisalto, 
los nodos que no pueden comunicarse directamente utilizan nodos intermedios 
para retransmitir la información. 
. 
Las redes móviles ad hoc son redes ad hoc 
multisalto
Por último hay una clasificación que incluye las redes móviles ad hoc como 
un tipo independiente. Se incluyen tres tipos de redes ad hoc: 
. 
• Redes móviles ad hoc
• 
. 
Redes de sensores: También denominadas WSN (Wireless Sensor Networks). 
Formadas de dispositivos sensoriales, generalmente compuestos por un 
sensor tradicional y un conversor analógico-digital. La unidad de proceso 
está compuesta de un microprocesador y una pequeña memoria. Pueden 
incluir sistemas de localización y sistemas de movilidad. En estas redes el 
número de nodos suele ser mucho mayor que en una red móvil ad hoc 
pero la movilidad se considera escasa o nula (solamente cambia la 
topología con la pérdida o desconexión de nodos). Es habitual el flujo de 
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información desde muchos orígenes hasta un nodo llamado sumidero 
(sink) que se encarga de procesar la información y enviársela al destino.  
• Redes híbridas
A su vez las redes móviles ad hoc se pueden dividir en dos tipos en función 
de si están conectadas o no a otras redes: 
: También denominadas mixtas, son redes ad hoc que usan 
infraestructuras IP si están disponibles. 
• Redes móviles ad hoc autónomas
• 
: Son redes que no están conectadas a 
ninguna otra red. Los nodos de la red se pueden identificar 
unívocamente a través de una dirección IP con la única premisa de que 
sea distinta a la de cualquier otro nodo de la red. 
Redes móviles ad hoc subordinadas
2.5. Aplicaciones 
: Son redes conectadas a una o más 
redes externas. Se obliga a usar un direccionamiento IP topológico 
correcto y encaminable globalmente. Un ejemplo típico de red móvil 
ad hoc subordinada es una red móvil ad hoc que es parte de Internet. 
Es fácil encontrar situaciones donde se ve la utilidad de las redes móviles ad 
hoc. Uno de los ejemplos más clásicos (aunque también discutido) es una 
reunión de trabajo: un grupo de personas con ordenadores portátiles o PDAs. 
Son de distintas empresas y por tanto sus direcciones son distintas. Tal vez en la 
sala haya acceso a Internet y puedan usar por ejemplo IP móvil, pero ¿para qué 
pasear sus datagramas por toda la ciudad o todo el país cuando están en la 
misma habitación? Sus equipos probablemente estén dotados de puertos de 
infrarrojos o Bluetooth que les permitan formar una red para la ocasión. En 
algunos casos, simplemente no habrá infraestructuras de apoyo. Pensemos en 
poblaciones aisladas o de orografía difícil, situaciones de emergencia, desastres 
naturales donde las infraestructuras hayan desparecido, etc. 
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Otro ejemplo son las denominadas PAN (Personal Area Networks): redes 
formadas por los dispositivos de una persona, como su reloj, su agenda y su 
teléfono móvil. Una red así puede querer entrar en contacto con la red de otra 
persona que en ese momento esté próxima. 
La capacidad de desplegarse inmediatamente y la no dependencia de un 
único punto de fallo hacen a estas redes muy interesantes para el uso militar. El 
campo militar es posiblemente el más desarrollado actualmente. Así, el ejército 
estadounidense ya dispone de un sistema basado en este tipo de redes, el 
FBCB2 (Force XXI Battle Command, Brigade-and-Below). Uno de sus objetivos es 
distinguir las fuerzas propias de las fuerzas del enemigo, ofreciendo a los 
soldados una visión del campo de batalla similar a la de un videojuego. Los 
equipos de la generación inmediatamente anterior estaban basados en 
comunicaciones por satélite, con latencias de cinco minutos. En abril de 2003 el 
FBCB2 se utilizó en la Segunda Guerra del Golfo, lo que supuso probablemente 
el primer uso bajo fuego real de una red móvil ad hoc. 
Otro motivo por el que una red móvil ad hoc puede ser ventajosa es el coste. 
Aunque exista una infraestructura de red, si pertenece a una entidad ajena es 
muy posible que nos cobre por su uso, mientras que si tenemos nuestros 
equipos desplegados dispondremos ya de una red sin coste adicional. Por 
ejemplo, los coches que pasan por una autopista podrían formar fácilmente una 
red móvil ad hoc, independiente de su capacidad de conectarse a otras redes 
como GSM o similar. Por último, supongamos que tenemos estaciones capaces 
de comunicarse empleando un satélite. Estos equipos de comunicaciones son 
caros, pero bastaría con que algunos tengan capacidad de conectarse al satélite 
para que todos dispusieran de conectividad. Y no todos los capaces de 
conectarse al satélite necesitarían estar conectados simultáneamente. 
Resulta evidente que el potencial de este tipo de redes es muy grande. 
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3. 
3.1. Protocolos de Encaminamiento en Redes Móviles Ad Hoc 
ENCAMINAMIENTO EN REDES  MÓVILES AD HOC 
En redes móviles ad hoc los protocolos convencionales o bien tendrán un 
rendimiento muy pobre, o bien serán simplemente inaplicables. Como 
alternativa se desarrollan protocolos específicos de encaminamiento. Con 
frecuencia se les denomina de nivel 2.5, ya que es habitual encontrarlos por 
encima de protocolos de enlace como IEEE 802.11 y por debajo del protocolo de 
red IP. 
El concepto de encaminamiento básicamente comprende dos actividades. En 
primer lugar, determinar los caminos óptimos y, en segundo lugar, transferir 
los grupos de paquetes de información a través de la red. Los algoritmos 
utilizan varias métricas para calcular el mejor camino para que los paquetes 
lleguen a su destino. Estas métricas son medidas estándar como podría ser el 
número de saltos que son usados por el algoritmo para determinar el camino 
óptimo. El proceso para determinar el camino inicializa y mantiene tablas de 
encaminamiento que contienen la información total de cada ruta. La 
información que se almacena para cada ruta varía de un algoritmo a otro. 
Las redes móviles ad hoc se construyen de forma dinámica cuando un 
conjunto de nodos crean rutas entre sí para conseguir la conectividad entre 
ellos. Los nodos de la red móvil ad hoc pueden actuar como origen o destino de 
una comunicación, pero también como routers cuando una relación entre nodos 
no se puede realizar directamente por motivos de alcance. De esta forma se 
crean comunicaciones multisalto. Un protocolo de encaminamiento de una red 
móvil ad hoc necesita proveer un mecanismo que mantenga las rutas hacia los 
destinos frente al movimiento de los nodos que puede provocar que las rutas se 
destruyan, y sea necesario encontrar una ruta alternativa para mantener la 
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comunicación entre los nodos. 
El objetivo de un protocolo de encaminamiento para redes móviles es 
conseguir el envío de un mensaje de un nodo a otro sin existir un enlace directo. 
La mayoría de protocolos de encaminamiento para redes móviles ad hoc 
provienen de adaptaciones realizadas sobre protocolos de redes fijas, siendo su 
principal problema la cantidad de fallos que se producen en la comunicación 
debido a la movilidad de los nodos.  
Los protocolos de encaminamiento para redes móviles ad hoc deben 
satisfacer básicamente los siguientes criterios [BR04]: 
• Señalización mínima
• 
: La reducción de los mensajes de control ayuda a 
conservar la capacidad de las baterías y la comunicación de los nodos. 
Mantenimiento dinámico de topología
• 
: El algoritmo deberá ser capaz de 
localizar una nueva ruta rápidamente cuando se rompe un enlace. 
Libre de bucles
• 
: Se pretende evitar el problema de tener paquetes 
circulando perdidos por la red. 
Capacidad multisalto
• 
: Debe asegurarse el reenvío de paquetes a través de 
los nodos de la red dado que habitualmente el destino no se encuentra 
dentro del alcance de la fuente. 
Tiempo de procesamiento mínimo
Además, debe admitir diversos modos de operación [MC04]: 
: Se requieren algoritmos con cálculos 
computacionales que no sean excesivamente complejos para disminuir el 
tiempo de procesamiento y alargar de esta forma el tiempo de vida de la 
batería. 
• Distribuido
• 
: Propiedad esencial de las redes MANET. 
Inactivo: Los protocolos de encaminamiento deberán estar preparados 
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para afrontar aquellos periodos de tiempo en los cuales los nodos frenan 
su actividad y permanecen inactivos para ahorrar energía. 
• Bajo demanda
• 
: La adaptación del encaminamiento a los patrones de tráfico 
particulares de cada situación hace posible reducir el gasto de ancho de 
banda y energía, aunque se amplía el tiempo de obtención de la ruta. 
Soporte de enlaces unidireccionales
Se han diseñado numerosos protocolos de encaminamiento para redes 
MANET atendiendo a estos criterios.  
: Los protocolos de encaminamiento en 
muchas ocasiones han sido diseñados y funcionan correctamente sólo con 
enlaces bidireccionales y esto no debería ser así, porque en la práctica 
podemos encontrarnos con la existencia de enlaces unidireccionales que 
sean clave para el intercambio de información en redes móviles ad hoc. 
La finalidad del MANET WG [MANET] del IETF es estandarizar la 
funcionalidad de un protocolo de encaminamiento IP para aplicaciones de 
encaminamiento inalámbrico dentro de topologías tanto estáticas como 
dinámicas como consecuencia de la movilidad de los nodos u otros factores. Los 
enfoques están destinados a ser relativamente generales pues deben ser 
adecuados en múltiples entornos inalámbricos y hardware y dirigidos a 
escenarios donde las redes móviles ad hoc estén desplegadas en la frontera de 
una infraestructura IP. Las infraestructuras mesh híbridas (por ejemplo, una 
mezcla de routers móviles y fijos) deberían ser soportados por las 
especificaciones de las redes móviles ad hoc.  
3.2. Clasificación 
Desde que se empezaron a estudiar las redes móviles ad hoc se han propuesto 
diversas clasificaciones de los protocolos de encaminamiento que se resumen en 
[JG07].  
18 
En función de la información de estado que almacenan los nodos de la red 
los protocolos pueden ser clasificados en protocolos basados en la topología y 
protocolos basados en el destino. En los primeros cada nodo toma decisiones 
basándose en una completa información de la topología de la red. Los segundos 
son protocolos que manejan vectores de distancias, en los que cada nodo 
intercambia con sus vecinos las distancias que conoce a otros nodos. 
Otra clasificación propone dividir los protocolos en función de la estructura, 
diferenciándose varios niveles. 
El primer nivel se refiere a la homogeneidad o heterogeneidad de las 
funciones de los nodos en el encaminamiento, distinguiéndose dos tipos: 
• Protocolos uniformes o de estructura plana
• 
: Ningún nodo de la red realiza un 
papel distinto al de los demás, todos ellos envían y responden a los 
mensajes de control del mismo modo.   
Protocolos no uniformes
Dentro de estas dos categorías anteriores, los protocolos presentan una 
nueva peculiaridad relativa al procedimiento adoptado para el descubrimiento 
del camino a establecer y su mantenimiento. Ésta clasificación, sin duda, es la 
más difundida surgiendo los siguientes tipos de protocolos: 
: Típicos de estructuras jerárquicas en las que 
algunos nodos desarrollan papeles especiales e incluso pueden dotarse de 
capacidades particulares en términos de cómputo, energía o 
almacenamiento entre otros. Esto les permite soportar algoritmos más 
complejos, reducir la sobrecarga debida a la comunicación y ofrecer la 
posibilidad de balanceo de carga mientras mantienen sus características, 
incluso ante incrementos del número de nodos en la red. Por el contrario, 
generan cierto coste de mantenimiento de la estructura y necesitan en 
muchos casos la disponibilidad de nodos heterogéneos. 
• Protocolos proactivos: En este tipo de encaminamiento cada nodo mantiene 
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información de cómo llegar a cualquier otro nodo de la red e intercambia 
esta información con todos sus vecinos. La información de 
encaminamiento es normalmente almacenada en un número diferente de 
tablas. Periódicamente se actualizan las tablas si la topología de red 
cambia. La diferencia entre los protocolos de este tipo se encuentra en la 
forma de actualizar y detectar la información de encaminamiento y el tipo 
de información que se guarda en cada tabla. La ventaja que aportan estos 
protocolos es la baja latencia ya que las rutas están siempre disponibles. 
Sin embargo, esto conlleva un consumo de energía muy alto en los nodos 
y se puede producir una sobrecarga de mensajes en la red debido a la 
inundación periódica de mensajes. DSDV (Destination-Sequenced Distance-
Vector) [PB94], WRP (Wireless Routing Protocol) [MGLA95], GSR (Global 
State Routing) [CG98], FSR (Fisheye State Routing) [GHP02], OLSR 
(Optimized Link State Routing) [CJ03] o TBRPF (Topology Broadcast Reverse 
Path Forwarding) [OTL04] son ejemplos de protocolos de encaminamiento 
proactivos. En general, estos protocolos tratan de evitar bucles en las 
rutas, consumo excesivo de memoria y reducción del tamaño de los 
paquetes que contienen la información de las tablas de encaminamiento. 
Dentro de los protocolos proactivos se pueden distinguir dos subtipos de 
protocolos según su comportamiento: los conducidos por eventos (event-
driven), que envían paquetes con información sobre las rutas sólo cuando 
éstas sufren algún cambio, y los que refrescan la información 
periódicamente (regular updated).  
• Protocolos reactivos: Estos protocolos tratan de reducir la sobrecarga que 
producen los protocolos proactivos. Para ello proponen que los nodos de 
la red móvil ad hoc, cuando no tienen una ruta a un destino, la calculen 
sólo cuando es necesaria, es decir, cuando el nodo tenga que comenzar un 
intercambio de paquetes con el destino. El descubrimiento de una ruta 
normalmente se realiza por inundación de mensajes de solicitud por toda 
la red. Estos protocolos conllevan una alta latencia, provocada por el 
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descubrimiento de rutas. Sin embargo, la sobrecarga de mensajes por la 
red se reduce. AODV (Ad hoc On-demand Distance Vector) [PBRD03], 
DYMO (DYnamic Manet On-demand) [CP09], DSR (Dynamic Source 
Routing) [JHM07], ROAM (Routing On-demand Acyclic Multi-path) 
[RGLA99], LMR (Lightweight Mobile Routing) [CE95], LAR (Location Aided 
Routing) [KV98] o TORA (Temporally-Ordered Routing Algorithm) [PC01] 
son algunos de los protocolos de encaminamiento reactivos. La mayoría 
de ellos tienen el mismo coste de encaminamiento en el peor escenario 
posible ya que casi todos siguen la misma filosofía para el descubrimiento 
de rutas.  
• Protocolos híbridos
El Grupo de Trabajo MANET tiene previsto desarrollar dos especificaciones de 
protocolo de encaminamiento estándar, denominadas Reactive MANET Protocol 
(RMP) y Proactive MANET Protocol (PMP), si bien también puede decidir un 
enfoque mixto. Soportará IPv4 e IPv6, requisitos de seguridad y otros aspectos, 
y prestará atención especial al protocolo OSPF-MANET que viene 
desarrollando el OSPF WG [OSPF]. El OSFP WG desarrolla extensiones del 
protocolo OSPF para diferentes escenarios, siendo OSPF-MANET la extensión 
de OSPF a redes móviles ad hoc. 
: Combinando los protocolos proactivos y reactivos 
nacen los protocolos híbridos que pretenden minimizar los 
inconvenientes de ambos. La idea de estos protocolos es que los nodos de 
la red trabajen de forma proactiva con los nodos más cercanos y de forma 
reactiva con el resto de nodos. La parte reactiva controla la sobrecarga y 
el consumo de memoria al calcular las rutas sólo cuando son necesarias. 
En contraste, la parte proactiva necesita actualizar periódicamente la 
información almacenada y mantiene rutas que quizás nunca serán 
utilizadas, añadiendo una innecesaria sobrecarga. El caso más conocido 
de protocolo híbrido es ZRP (Zone Routing Protocol) [HPS02]. 
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3.3. Protocolos reactivos 
3.3.1. AODV 
Creado por Charles E. Perkins (Ad Hoc On-Demand Distance Vector [PBRD03]) 
como evolución de su anterior protocolo DSDV (Destination-Sequenced Distance-
Vector Routing [PB94]). Mantuvo la idea de mantener números de secuencia y 
tablas de encaminamiento pero añadió el concepto de encaminamiento bajo 
demanda (protocolo reactivo), es decir, sólo se almacena información de los 
nodos que intervengan en la transmisión de datos. La optimización primordial 
que se consiguió en relación a su anterior diseño fue el decremento del tiempo 
de proceso, disminución del gasto de memoria y reducción del tráfico de 
control por la red. Además AODV es muy cuidadoso con las rutas, 
manteniéndolas en caché mientras son necesarias e inhabilitándolas cuando su 
información no es útil. 
El encaminamiento se produce salto a salto, mediante un vector de 
distancias, este protocolo se caracteriza de forma global en que: 
• Nadie tiene un grafo completo del estado de la red. 
• Para cada posible destino sólo se conocen el primer salto por donde debe 
encaminarse y la distancia a la que se encuentra.  
Para distinguir la información moderna de la antigua, se emplean horas 
lógicas (identificador de nodo, número de secuencia). Esto se usa de forma 
local, es decir, no hay un reloj absoluto. Toda la información que se incluye en 
la tabla de estado de enlaces o tabla de encaminamiento lleva la hora lógica de 
quien la generó, ya que es posible que cierta información recién recibida sea 
más antigua que otra recibida anteriormente. 
Este mecanismo se realiza debido a que toda información acaba caducando a 
los pocos segundos.  
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Seguidamente se describe el funcionamiento general de este protocolo: 
Cuando se necesita una ruta desde un origen hasta un destino, se inunda la 
red con peticiones RREQ (Route REQuest). Cuando un RREQ llega al destino 
buscado, o a alguien que conoce una ruta para el destino, se genera una 
respuesta RREP (Route REsPonse). Este RREP sabe volver al origen porque la 
inundación del mensaje RREQ fue creando el camino de vuelta. Cuando el 
RREP va volviendo al origen, va creando el camino de ida. Una vez que el 
origen ha recibido el RREP, ya puede enviar datagramas, que seguirán el 
camino de ida generado por el envío de mensajes anteriores.  
Para la formación del camino de vuelta, cuando las peticiones de ruta 
inundan la red, las tablas apuntan hacia el origen. Si un nodo no sabe responder 
la petición de ruta, la reenvía. Las tablas almacenan, en cada entrada, la hora 
lógica en el origen. La petición de ruta viaja en sentido inverso.  
En cuanto a la formación del camino de ida, el RREQ tiene éxito si llega al 
destino o a alguien que sabe llegar al destino. Cuando el RREP vuelve, las tablas 
de los nodos apuntan hacia el destino. También se conserva la hora lógica del 
destino. Si transcurrido cierto tiempo no llega un RREP, se borra la información.  
Cada petición RREQ lleva encapsulado:  
• Origen de la petición y destino buscado.  
• Identificador de petición (para controlar inundación).  
• Hora lógica en que el destino envió la última ruta conocida (cero si no se 
conocía ninguna). Esto garantiza que nadie responda una ruta más vieja 
de la ya conocida.  
• Hora lógica en que el origen envió la petición (Si el origen se mueve y 
envía nuevas RREQ, la información sobre el nuevo camino de vuelta debe 
reemplazar a la información antigua).  
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• TTL (Time To Live).  
Cada respuesta RREP (viajando desde el destino hacia origen) incluye:  
• Origen de la petición y destino buscado. 
• Hora lógica del destino.  
• Distancia del origen al destino. 
Para el mantenimiento de rutas se produce el siguiente mecanismo. La 
detección de un movimiento se percibe como un cambio en el vecindario, 
además cada nodo mantiene información sobre sus vecinos con mensajes 
HELLO periódicos, de TTL = 1. 
Cada nodo mantiene información sobre rutas vivas (activas), por este motivo 
si un cambio en el vecindario afecta a una ruta viva, se notifica un error para 
generar nuevas búsquedas. Por otro lado, la desaparición de un vecino que no 
participa en ninguna ruta viva no provoca ninguna acción. 
3.3.2. DYMO 
DYMO (Dynamic MANET On-demand [CP09]) es un protocolo en el que el 
descubrimiento de nuevas rutas se realiza mediante paquetes de control 
especiales. 
Cuando es necesario descubrir nuevas rutas, el nodo origen manda mediante 
difusión un paquete especial llamado Route Request (RREQ), que es una petición 
de ruta hacia el nodo destino. Este mensaje se retransmite de nodo a nodo, y 
cada uno de estos nodos intermedios que reciben y reenvían el mensaje lo 
modifican anotándose a ellos como parte de la ruta hacia el nodo destino. 
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Cuando este mensaje RREQ finalmente llega hasta el nodo destino, crea un 
paquete llamado Route Reply (RREP), que se comporta igual que el RREQ: es 
reenviado por la red hasta llegar al nodo origen.  
De esta forma, al acabar el proceso, se habrán establecido dos rutas para 
llegar desde origen a destino, y de destino a origen.  
El mantenimiento de las rutas también se tiene en cuenta en DYMO. Cuando 
un nodo recibe un paquete de datos que debe retransmitir hacia un destino al 
cual no tiene ruta conocida, notifica al origen mediante un paquete Route Error 
(RERR). Al recibir este RERR, el nodo origen sabrá que la ruta ya no es válida y 
la borrará. 
3.3.3. DSR 
DSR (Dynamic Source Routing [JHM07]), es un protocolo para direcciones IPv4 
que funciona totalmente bajo demanda. No utiliza en ningún momento el envío 
de paquetes de forma periódica, por lo que este protocolo tiene una sobrecarga 
mínima.    
Se basa en dos mecanismos que trabajan juntos: el de descubrimiento de 
rutas (Route Discovery) y el del mantenimiento de las rutas (Route Maintenance).    
El primero de los mecanismos se encarga de descubrir la ruta del nodo 
origen al nodo destino solamente cuando se envíe un mensaje. Para ello envía 
en difusión un paquete Route Request y los nodos intermedios lo retransmiten 
de nuevo también en difusión, de esta forma habrá momentos en los que un 
nodo reciba más de una vez el mismo paquete, para que esto no sea un 
problema, estos mensajes llevan un número de secuencia que va aumentando 
en cada salto e indica cual es el que tiene la mejor ruta. Cuando el paquete llega 
a su destino, el receptor envía un Route Reply al origen por el mismo camino que 
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el paquete ha llegado. Gracias a esto las rutas del emisor al receptor quedan 
descubiertas. 
Cada nodo, además de guardar esta ruta, guarda en su caché otras rutas 
alternativas, para que en caso de pérdida de la ruta principal, se pueda invocar 
de nuevo al proceso de Route Discovery o poder utilizar una de las rutas 
alternativas. Estas rutas, también pueden servir para mejorar propiedades de la 
red, como el balanceo de carga o la robustez.  
En el caso de que un nodo intermedio ya tenga la ruta en su caché al nodo 
destino, en vez de retransmitirla, envía un Route Reply al emisor con la 
información de la ruta.   
El Route Maintenance se encarga de que mientras el nodo origen esté 
enviando algo al destino, si hay un cambio en la red o una pérdida de la ruta, el 
paquete sea capaz de tomar otro camino, pudiendo elegir entre activar el 
mecanismo de Route Discovery o usar una de las rutas almacenadas en caché.  
Este protocolo, minimiza la sobrecarga, ya que no usa ningún tipo de 
mensajes periódicos, y es totalmente bajo demanda. Si es el caso de que ya se 
encuentran las rutas aprendidas por los nodos, la sobrecarga añadida es nula.    
Si se tiene una topología de mucho movimiento de nodos donde se pierden 
rutas frecuentemente, la única sobrecarga que se crea, es solamente la que se 
produce al aprender de nuevo esas rutas perdidas, todos estos cambios no 
afectan a las que están actualmente en uso. 
3.3.4. TORA 
TORA (Temporally-Ordered Routing Algorithm [PC01]) es un protocolo 
especializado en grandes redes MANET que, a diferencia de la mayoría, no es 
un protocolo basado en vector distancia ni en estado del enlace. Pertenece a un 
grupo llamado inversión de enlace (link-reversal). El protocolo crea diferentes 
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rutas sin bucles para retransmitir el tráfico y puede funcionar como reactivo o 
proactivo.    
TORA es un protocolo distribuido, los nodos guardan información solamente 
de sus vecinos. Cuando realiza un proceso reactivo, el protocolo va 
descubriendo las rutas siendo este proceso mucho más conveniente cuando hay 
grandes cambios de topología de la red, al mismo tiempo puede estar 
realizando el proceso proactivo, usando las tablas internas de cada nodo, este 
proceso puede ser más conveniente para rutas que son requeridas 
frecuentemente.  
No usa rutas del camino más corto, algo inusual en la mayoría de los 
protocolos, lo que hace es fijar unas alturas a cada nodo, de forma que 
solamente se pueda ir de uno a otro si es de una altura mayor a una menor, y al 
ser rutas acíclicas se asegura que no pueda subir en ningún momento. No busca 
la ruta más óptima, sino que intenta minimizar la sobrecarga de la red.   
Una de las principales ventajas de este protocolo, es el descubrimiento y la 
reparación automática de pérdidas de la ruta en la red, si una ruta desaparece, 
se hace un link-reversal, que consiste en cambiar las alturas necesarias de los 
nodos para establecer un nuevo camino (siempre de alturas mayores a 
menores) hacia el destino.  
3.4. Protocolos Proactivos 
3.4.1. DSDV 
DSDV (Destination-Sequenced Distance-Vector Routing [PB94]) es un protocolo 
unicast proactivo adaptado del tradicional RIP (Routing Information Protocol 
[Hed98]). Su principal objetivo es evitar los problemas de bucles en la 
actualización de las tablas de encaminamiento. Por lo cual añade un nuevo 
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campo a las tablas RIP, el número de secuencia que permite distinguir entre una 
tabla antigua y una más reciente. 
Como su nombre indica, DSDV implementa un algoritmo basado en vector 
de distancias. Eso significa que mantiene tablas con todos sus destinos 
accesibles junto con el siguiente salto, la métrica, y un número de secuencia de 
la entrada en la tabla generado por el nodo destino. Las tablas se mandan con 
mensajes de difusión de forma periódica o cuando ocurre un cambio 
significativo de la topología de red. Una ruta es considerada mejor que otra si 
tiene un número de secuencia mayor o, en caso de empate, si la distancia al 
destino es menor.  
Cuando un nodo B detecta que la ruta hacia cierto destino D se ha perdido, 
inunda la red con una actualización de esa entrada en la que se incrementa el 
número de secuencia en uno y la distancia se marca como infinita. 
Cuando un nodo A recibe este mensaje, incorpora a su tabla la actualización 
de la entrada hacia D a través de B siempre que no tuviera una entrada mejor 
para alcanzar D. 
Para conseguir una cierta consistencia en las tablas de encaminamiento de 
cada nodo al cambiar la topología de la red, las actualizaciones deben ser 
frecuentes y suficientemente rápidas para que cada nodo pueda tener una 
visión realista de la red en un momento dado.  
El problema fundamental de DSDV es la elevada sobrecarga de control que 
genera. Al no haber una especificación estándar, no hay productos comerciales 
basados en este protocolo.  
Sin embargo, es la base sobre cual se han desarrollado otros protocolos como 
por ejemplo AODV. 
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3.4.2. OLSR 
OLSR (Optimized Link State Routing Protocol [CJ03]) es un protocolo de 
encaminamiento proactivo con un mecanismo de inundación controlada.  
Al ser un protocolo proactivo, se deben tener las rutas hacia todos los nodos 
constantemente actualizadas. Para descubrir los vecinos inmediatos, con los que 
hay conexión a nivel de enlace, se emiten periódicamente mensajes HELLO, que 
aparte de darse a conocer a los nodos con distancia de un salto, informan 
además de los vecinos inmediatos ya conocidos del nodo. 
Una vez que se tiene conocimiento de los vecinos (y de los vecinos de éstos 
nodos, de distancia dos saltos), el nodo elige un conjunto de nodos para que 
actúen como sus Multipoint Distribution Relay (MPR). Estos nodos deben ser 
elegidos de forma que garanticen llegar a todos los nodos de dos saltos de 
distancia, de esta forma abrirán la ruta hacia cualquier nodo de la red. 
Además, los MPR tienen la función de anunciar información sobre la 
topología de la red mediante inundación controlada, para que todos los 
participantes conozcan la ruta hacia el resto de la red. La inundación se realiza 
mediante mensajes Topology Control (TC), generados por nodos que han sido 
seleccionados como MPR, y que se reenvían de forma eficiente entre los MPR en 
lugar de hacerse mediante difusión masiva. 
3.4.3. TBRPF 
TBRPF (Topology Dissemination Based on Reverse-Path Forwarding [OTL04]) es un 
protocolo que provee un encaminamiento mediante el camino más corto 
posible, seleccionado mediante una modificación del algoritmo de Dijkstra.  
Cada nodo tiene un árbol que almacena caminos a todos los nodos 
alcanzables basado en información parcial guardada en su tabla de rutas.  
  29  
Para minimizar la sobrecarga, cada nodo sólo transmite parte de su árbol a 
sus vecinos. Este protocolo combina una transmisión periódica con una 
transmisión diferencial (transmite sólo si hay un cambio en la red)  
El protocolo se diferencia en dos módulos independientes: 
• Neighbor Discovery
• 
 (TND): se basa en el intercambio de mensajes HELLO 
diferenciales, es decir, solamente contienen los cambios en el enlace, por 
lo tanto son más pequeños y se pueden enviar más frecuentemente y 
por lo tanto se detectarán los cambios en los vecinos mucho más 
rápidamente. Funciona a nivel de interfaces, es decir, cada interfaz 
enviará sus HELLO independientemente de las otras.  
Módulo de encaminamiento
3.4.4. FSR 
: cada nodo envía un subárbol del árbol de 
rutas mínimas que contiene, este subárbol se envía periódicamente cada 
un cierto tiempo y también se envía en actualizaciones diferenciales por 
cambios en la red, este método asegura la rápida actualización de la 
topología. Estos cambios del subárbol no son retransmitidos, si no que 
se espera a que llegue la siguiente transmisión periódica o diferencial 
para retransmitirlo.  
FSR (Fisheye State Routing Protocol [GHP02]) es un algoritmo que introduce el 
concepto de ámbito multi nivel (multi-level scope) para reducir la sobrecarga de 
la actualización de rutas en redes grandes.  
Los nodos almacenan el estado del enlace para cada destino de la red y cada 
cierto tiempo los estados de los enlaces se actualizan por difusión a sus vecinos. 
La frecuencia de esta acción viene determinada por la distancia en saltos al 
destino, es decir, el ámbito relativo a cada uno.  
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Actualizaciones a nodos lejanos, que son propensos a ser menos usados, se 
actualizan menor número de veces que los cercanos, evitando una sobrecarga 
innecesaria. 
En el viaje de un paquete la ruta irá siendo más óptima según se acerque al 
destino. 
3.5. Protocolos híbridos 
3.5.1. ZRP 
ZRP (Zone Routing Protocol [HPS02]) es un protocolo de encaminamiento 
híbrido, ya que combina las mejores propiedades de los protocolos proactivos y 
reactivos.  
ZRP se basa en separar la red en zonas. Se diferencian claramente una zona 
cercana o de vecindario, compuesta por los nodos que estén a un máximo de N 
saltos, y el resto de la red. 
En ZRP se usan dos componentes para el encaminamiento. En la zona 
cercana se usa el componente IntrA-zone Routing Protocol (IARP) que actúa como 
un protocolo proactivo, manteniendo todas las rutas de los nodos que se 
encuentren a N saltos o menos, siendo N variable. El mecanismo usado para 
descubrir los nodos vecinos es el intercambio periódico de mensajes HELLO. 
Para el encaminamiento global hacia los nodos fuera de la zona interior o 
cercana, ZRP cuenta con el componente IntEr-zone Routing Protocol (IERP), que 
se comporta como un protocolo reactivo.  
Cuando se necesita la ruta hacia un nuevo nodo, usando el componente IERP 
se pide esta ruta con el mecanismo Bordercast Resolution Protocol (BRP). Este 
mecanismo funciona mandando mensajes de petición de ruta a los nodos que 
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pertenecen a la zona interior pero que además están en el borde, es decir, están 
al número máximo de saltos para ser considerados de la zona interior.  
Si alguno de estos nodos del borde conoce la ruta, mandará un mensaje 
indicándosela al nodo que originó la petición. Si no es así, reenviarán la petición 
por toda la red hasta que llegue a un nodo que conozca una ruta hacia el 
destino. Entonces se enviará la respuesta de vuelta hasta el origen, guardando 
los nodos intermedios por los que pasa el mensaje para usarlos como ruta hacia 
el destino buscado. 
Como se ha dicho antes, el radio (en número de saltos) de la zona interior es 
ajustable según las necesidades de la red. Como casos extremos tenemos que si 
este radio es pequeño, como mínimo uno, ZRP se comportará como un 
protocolo puramente reactivo. Si por el contrario el radio es infinito, el 
comportamiento será proactivo.  
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4.  EL ALGORITMO ANT COLONY OPTIMIZATION (ACO)  
4.1. Introducción 
El algoritmo de optimización de la colonia de hormigas, tradicionalmente 
conocido por sus siglas en inglés, ACO (Ant Colony Optimization), se compone 
de un conjunto de métodos y técnicas que se aplican en problemas genéricos de 
optimización.  
El algoritmo ACO forma parte de los denominados algoritmos bioinspirados, 
y dentro de éstos, de aquellos basados en el concepto de inteligencia swarm, que 
aplica el comportamiento social de los insectos y de otros animales para 
resolver problemas. 
Mención especial merece el colectivo de las hormigas. La hormiga como 
individuo único tiene una efectividad limitada, pero, como parte integrante de 
una colonia bien organizada, se convierte en un agente poderoso que trabaja 
para el desarrollo de la colonia. Las hormigas viven para la colonia y existen 
sólo como parte de ella. 
Las hormigas tienen la posibilidad de comunicarse, de aprender, de 
cooperar, de organizarse, etc., y todas juntas pueden llevar a cabo una misión 
concreta. 
Existe un número considerable de investigadores que han estudiado el 
comportamiento de las hormigas en detalle. Uno de los patrones de 
comportamiento que más sorprende de las hormigas es la habilidad de ciertas 
especies para encontrar la comida por el camino más corto. Los biólogos han 
demostrado experimentalmente que se comunican por medio de la feromona. 
Las hormigas, en su necesidad de encontrar la comida y traerla de vuelta al 
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hormiguero, exploran una extensa área y se lo indican a otras al hacer el 
recorrido de vuelta a la colonia.  
De esta forma, las hormigas conocen el camino desde su hormiguero hasta 
su destino, sin necesidad de tener una visión global del terreno. La mayoría de 
las veces encuentran el camino más corto y se adaptan a los cambios del 
terreno, demostrando su eficiencia en esta tarea. 
Este patrón de comportamiento inspiró a los investigadores a desarrollar 
algoritmos de optimización que ayudasen a superar los diferentes problemas de 
encaminamiento existentes. 
Los primeros intentos aparecieron cerca de los noventa, y han seguido 
evolucionando hasta nuestros días. 
4.2. Experimento del Doble Puente 
El experimento del doble puente [GADP89] consiste en observar cómo se 
comporta una colonia de hormigas de la especie argentina Linepithema humile 
(conocida como Iridomyrmex humilis hasta 1992) ante el problema de encontrar 
una fuente de comida. 
Estas hormigas están completamente ciegas, realizando la comunicación 
entre ellas y su entorno por medio de una sustancia química llamada feromona. 
La señal que dejan en el suelo suele denominarse pista de feromona y, 
lógicamente, es fundamental para su vida social. Este tipo de feromona la usan 
algunas especies de hormigas para marcar la ruta sobre la tierra y de este modo 
conocer el camino hacia la comida y el de vuelta al hormiguero. Las hormigas 
huelen la feromona y eligen la ruta marcada por la mayor concentración de 
feromona.  
Se ha comprobado que hay dos tipos de comportamientos: asentamiento de 
la pista de feromona y  seguimiento de la misma. Estos comportamientos han 
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sido estudiados en experimentos controlados. El más conocido es el 
denominado experimento del doble puente que consiste en analizar el 
comportamiento de las hormigas que buscan comida en su trayectoria desde un 
punto a (el hormiguero) a otro punto b (la comida). En el experimento se cambia 
3 veces la relación sl llr /=  de la longitud de los ramales del doble puente, 
donde  ll  será la longitud de rama más larga y sl  la longitud de la más corta. 
• Primer Caso: 1=r El puente tiene dos ramales de igual longitud ( ). Las 
hormigas salen del hormiguero y empiezan a moverse libremente 
buscando un camino que les lleve hasta la comida. Se encuentran en el 
camino con dos ramales y un porcentaje de ellas elige un ramal y otro 
porcentaje elige el otro ramal. Se las observó durante un tiempo. El 
resultado fue que, aunque en la fase inicial la elección fue aleatoria, 
siguieron eligiendo los ramales en un porcentaje parecido.  
• Segundo Caso 2=r: La relación de longitud entre los dos ramales es 2 ( ). 
De esta forma el ramal largo es el doble que el corto. Se comprobó que, 
en un principio, la elección de camino fue aleatoria, como en el caso 
anterior, pero después de algún tiempo las hormigas eligieron el ramal 
más corto.  
Esto tiene la siguiente explicación: cuando comienza una prueba no hay 
feromona en ninguno de los dos ramales. Las hormigas no tienen una 
preferencia y eligen los dos ramales con la misma probabilidad. Como 
las hormigas depositan feromona mientras caminan, el camino más corto 
será recorrido más veces, por lo que al cabo de un tiempo la cantidad de 
feromona depositada en ese recorrido será mayor, y como eligen el que 
más feromona tiene, que es el más corto, irán por él ya que la mayor 
cantidad de feromona estimula a más hormigas a seguir ese camino. Sin 
embargo, no todas las hormigas usan el ramal corto, un pequeño número 
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sigue por el ramal más largo. Esto se puede interpretar como un 
mantenimiento de ruta. 
• Tercer Caso
4.3. Hormigas Artificiales 
: Se estudió el comportamiento de las hormigas cuando se las 
presenta un solo camino y una vez que se acostumbran a él, se les ofreció 
otro camino más corto. Es decir, inicialmente se les presentó sólo un 
camino, que fue recorrido por las hormigas durante 30 minutos, y 
después se les añadió un ramal que les hacía el recorrido más corto. La 
rama corta fue recorrida esporádicamente, pero la colonia siguió en la 
rama larga. Y es que la alta concentración de feromona en la rama más 
larga se mantenía por su lenta evaporación. Este comportamiento seguía 
reforzando el ramal más largo, a pesar de que ya tenían un ramal más 
corto.  
Las hormigas artificiales son agentes que colaboran para resolver problemas 
computacionales. En nuestro problema concreto la hormiga artificial será un 
agente computacional simple, que intentará dar soluciones al problema de 
cálculo del camino mínimo, explotando los rastros de feromona disponibles y la 
información heurística. En algunos casos ofrecerá soluciones que no son 
adecuadas y serán penalizadas, descartándose o no dependiendo del nivel de 
error de la solución.  
En general, la hormiga artificial tiene las siguientes propiedades: 
• Busca solucionar el problema del coste mínimo. 
• Tiene una memoria interna que almacena información sobre el camino 
seguido hasta el momento. Esta memoria sirve para:  
(i)     Construir soluciones válidas. 
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(ii) Evaluar la solución generada. 
(iii) Reconstruir el camino que ha seguido la hormiga. 
• Tiene un estado inicial con una o más condiciones de parada (estados 
finales). 
• Comienza en el estado inicial y se mueve construyendo 
incrementalmente la solución.  
• Cuando un nodo está en un estado determinado y ha seguido la 
secuencia de nodos visitados puede moverse a cualquier vecino. 
• El movimiento se lleva a cabo aplicando una regla de transición, que está 
en función de la feromona depositada, de los valores heurísticos de la 
memoria interna de la hormiga y de las restricciones del problema. 
• Cuando una hormiga se mueve de un nodo a otro puede actualizar el 
rastro de feromona asociado al arco entre los dos nodos. Este proceso se 
llama actualización en línea de los rastros de feromona paso a paso. 
• El proceso de construcción acaba cuando se satisface alguna condición de 
parada. 
• Una vez que la hormiga tiene una solución puede reconstruir el camino 
recorrido y actualizar los rastros de feromona de los arcos/componentes 
visitados/as utilizando un proceso llamado actualización en línea a 
posteriori.  
Las colonias de hormigas naturales y artificiales comparten una serie de 
características, puesto que interaccionan y colaboran para solucionar una tarea 
determinada. Seguidamente se resumen las más importantes: 
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• Tanto las hormigas naturales como las artificiales modifican su entorno a 
través de una comunicación estigmérgica1
• Las hormigas naturales y las artificiales comparten una tarea común: la 
búsqueda del camino más corto (construcción iterativa de una solución 
de coste mínimo) desde un origen (el hormiguero) hasta un estado final 
(la comida). 
 basada en la feromona. En el 
caso de las hormigas artificiales, los rastros artificiales de feromona son 
valores numéricos que están disponibles únicamente de manera local. 
• Las hormigas artificiales construyen las soluciones de forma reiterada 
aplicando una estrategia de transición local estocástica o probabilística 
para moverse entre estados adyacentes, al igual que hacen las hormigas 
naturales. 
Sin embargo, estas características por sí solas no permiten desarrollar 
algoritmos eficientes para problemas combinatorios difíciles. Las hormigas 
artificiales tienen algunas capacidades adicionales: 
• Las hormigas artificiales pueden utilizar la información de forma 
heurística para encontrar el camino que les lleve al destino. 
• Tienen una memoria que almacena el camino seguido. 
• La cantidad de feromona depositada por la hormiga artificial está en 
función de la calidad de la solución encontrada. Otra gran diferencia está 
en el momento de depositar la feromona. Normalmente, las hormigas 
artificiales sólo depositan feromona después de generar una solución 
completa. 
• La evaporación de feromona en los algoritmos ACO es diferente a como 
                                                     
1 Colaboración a través del medio físico. 
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se presenta en la naturaleza, ya que la inclusión del mecanismo de 
evaporación es una cuestión fundamental para evitar que el algoritmo se 
quede estancado en la primera solución. La evaporación de feromona 
permite a la colonia de hormigas artificiales olvidar lentamente su 
historia y buscar nuevos caminos. Esto evita quedarnos en una solución 
prematura. 
• Para mejorar la eficiencia y eficacia del sistema, los algoritmos ACO se 
enriquecen con habilidades adicionales como la capacidad de mirar más 
allá de la siguiente transición (lookhead), la optimización local, el 
backtracking y la llamada lista de candidatos, que contiene un conjunto de 
vecinos que pueden mejorar la eficiencia del algoritmo. 
4.4. Simple Ant Colony Optimization (S-ACO) 
A partir del experimento del doble puente [GADP89] Marco Dorigo recrea el 
comportamiento de las hormigas para hacer un algoritmo que encuentra el 
camino más corto en un grafo. 
Comienza considerando un grafo estático G = (N, A), donde N es el conjunto 
de vértices del grafo y A es el conjunto de aristas no dirigidas que los conecta. A 
los dos puntos entre los que se quiere establecer el camino más corto los llama 
fuente y destino, o como pasa con las hormigas reales, el hormiguero y el 
alimento. 
El primer problema que aparece como consecuencia de la actualización de la 
feromona es la creación de ciclos. Este problema puede acontecer mientras las 
hormigas construyen la solución y, como tienden a ir donde más feromona hay, 
repiten el camino que les parece mejor. Incluso si las hormigas escapan de los 
ciclos ya no se vería favorecida la ruta más corta entre la fuente y el destino.  
Por tanto, parece razonable eliminar la actualización de feromona a medida 
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que la hormiga avanza. Sin embargo, si se suprime este mecanismo, el sistema 
deja de funcionar, incluso para el caso más simple del doble puente. 
La razón es muy simple: volviendo a las hormigas reales, la orientación de 
una hormiga se basa en el rastro que dejan en el suelo, de tal manera que 
cuando encuentra una fuente de comida debe volver al hormiguero. Si no 
marca su rastro con feromona no será capaz de volver, porque no recuerda el 
camino que ha seguido para alcanzar la comida.  
En S-ACO Dorigo extiende las capacidades básicas de las hormigas 
artificiales dotándolas de una memoria interna capaz de almacenar la ruta que 
han seguido así como el coste de la misma. Gracias a esta memoria las hormigas 
artificiales son capaces de implementar una serie de comportamientos que les 
permiten construir eficientemente una solución: 
• A medida que la hormiga avanza, construye probabilísticamente una 
solución basada en rutas de feromona, sin mecanismo de actualización 
de feromona. 
• Hace un recorrido inverso determinista con eliminación de ciclos, a la 
vez que se actualizan las rutas de feromonas. 
• Evalúa la calidad de la solución generada y, en base a dicha evaluación, 
se determina la cantidad de feromona que deposita. 
4.4.1. Modos de funcionamiento 
Las hormigas artificiales del S-ACO pueden funcionar de dos modos: hacia 
delante y hacia atrás (ó forward y backward, respectivamente). Se encuentran en 
modo forward cuando se mueven desde el hormiguero hacia la fuente de comida 
y en modo backward cuando regresan al hormiguero. 
Cuando una hormiga en modo forward alcanza la fuente de comida cambia 
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su modo de comportamiento al modo backward y comienza su viaje de regreso 
hacia la colonia. En S-ACO las hormigas forward construyen una solución 
eligiendo de manera probabilística el nodo vecino siguiente al que se va a 
mover.  
La elección probabilística está influenciada por la feromona depositada 
previamente por otras hormigas en ese arco. Las hormigas artificiales en modo 
forward no depositan ninguna cantidad de feromona mientras se mueven. Este 
hecho, junto con el comportamiento determinista de las hormigas en modo 
backward, evita la aparición de ciclos. 
4.4.2. Búsqueda de caminos 
Cada hormiga colabora en la solución del problema, comenzando desde el nodo 
fuente y tomando decisiones en cada nodo. La información que cada nodo 
almacena sobre la zona de sus vecinos es percibida por la hormiga y utilizada 
de una manera probabilística para decidir a qué nodo siguiente debe ir. 
Al comienzo de cada proceso de búsqueda se asigna una cantidad constante 
de feromona a todos los arcos. Cuando la hormiga k se encuentra en el nodo i, 
utiliza el sendero de feromona 0τ  para calcular la probabilidad de elegir el nodo 
j de la siguiente manera: 
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donde kiN  es la lista de los nodos disponibles a los que puede ir la hormiga k 
cuando se encuentra en el nodo i.  
En S-ACO un nodo contiene la vecindad de todos los nodos que están 
conectados con él, exceptuando el nodo del que procede la hormiga. De esta 
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manera se evita que las hormigas vuelvan a su nodo origen. Sólo en el caso de 
que la vecindad de un nodo sea el conjunto vacío, se permite a la hormiga 
volver sobre sus pasos. Hay que señalar que este proceder puede inducir 
fácilmente a la generación de caminos cíclicos en el grafo. 
4.4.3. Trazado de ruta y actualización de feromona 
El uso de una memoria explícita permite a una hormiga artificial volver por el 
camino que le ha llevado hasta la fuente de comida.  
Cuando una hormiga alcanza su destino cambia de comportamiento de 
forward a backward y comienza a construir el camino de retorno. Antes de 
comenzar el regreso a la fuente la hormiga elimina los ciclos que pueda haber 
en el camino que ha construido mientras buscaba el nodo objetivo. El problema 
de los ciclos es que, mientras la hormiga realiza su viaje de retorno, puede 
recibir varias veces las aportaciones de feromona, generando un fenómeno de 
auto-reforzamiento de los ciclos. 
Mientras la hormiga regresa, deposita una cantidad fija de feromona en los 
arcos que ha visitado. En particular, si una hormiga k en modo backward 
atraviesa el arco (i, j) cambia la cantidad de feromona del arco: 
                                                             kijij τττ ∆+←                                                 (4.2) 
Con esta regla una hormiga que utilice el arco que conecta i y j incrementa la 
probabilidad de que lo usen el resto de hormigas. 
La cantidad de feromona que se deposita está en función de la cantidad de 
hormigas que lo transitan. 
En S-ACO la hormiga memoriza el camino que le ha llevado hasta la 
solución junto con el coste de los arcos que ha recorrido. De tal modo, que 
puede evaluar el coste de la solución obtenida y utilizarlo para ajustar la 
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cantidad de feromona que deposita en cada arco que recorre, por medio de una 
función variable en relación al coste del camino, para que la búsqueda de 
caminos más cortos lleve más rápidamente hacia las mejores soluciones. 
4.4.4. Evaporación de las marcas de feromona 
La evaporación de feromona puede ser vista como un mecanismo que evita la 
rápida convergencia de las hormigas hacia una ruta que no es óptima. De 
hecho, la disminución de feromona que se encuentra en el camino favorece la 
exploración de nuevas rutas durante el proceso de búsqueda global. [DD98a] 
señala que en las hormigas reales este mecanismo también está presente, 
aunque no juega un papel fundamental. 
Pensamos que esto no es así, porque si no hubiese evaporación de feromona, 
las hormigas seguirían siempre el mismo camino. Gracias al proceso de 
evaporación las hormigas cambian periódicamente las zonas de exploración. 
Este es justamente el mecanismo que les permite sobrevivir y explorar zonas 
nuevas y tener disponibles otras rutas. 
Por lo que hemos visto, el mecanismo de evaporación de la feromona 
natural y el de la artificial juega un papel clave, porque sin este mecanismo el 
sistema no funcionaría bien, como se ha podido ver en el tercer caso del 
experimento del doble puente. 
En las hormigas reales la intensidad de la feromona presente en el medio 
disminuye en función del tiempo. En S-ACO dicha evaporación es simulada 
aplicando una regla de reducción de feromona, que se muestra a continuación: 
                                                ijij τρτ )1( −←   ]1,0(∈ρ                                             (4.3) 
 La evaporación de feromona hace que se construyan cada vez mejores 
soluciones, debido a que se evapora la feromona asociada a las primeras 
soluciones.  
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4.5. Meta-heurística ACO 
ACO constituye una meta-heurística. En otras palabras, es un método heurístico 
para resolver un tipo de problema computacional general aplicándose a 
problemas que no tienen un algoritmo que dé una solución satisfactoria o 
cuando no es posible implementar la solución óptima. 
ACO resuelve problemas de optimización combinatoria, como encontrar la 
ruta más corta.  
El proceso distribuido de encontrar la ruta más corta es una fuente 
importante de investigación en inteligencia artificial. Los algoritmos ACO 
trabajan de una manera interactiva. En cada iteración todas las hormigas 
artificiales contribuyen a dar una solución al problema utilizando la 
denominada matriz de feromona artificial. La matriz de feromona es 
actualizada con los valores asociados a las soluciones encontradas.  
ACO se aplicó por primera vez al conocido problema del viajante ó Traveling 
Salesman Problem (TSP) [SG07]: un viajante partiendo de una ciudad tiene que 
visitar N ciudades sin repetirlas y volver al origen en el menor tiempo posible. 
En este problema se aplicó Ant System (AS) [DMC96]. En AS cada arista tiene 
asociado un valor de feromona artificial. El algoritmo trabaja de una manera 
interactiva. Al comienzo de cada iteración cada hormiga se coloca 
aleatoriamente en una ciudad inicial. Empezando desde ella y moviéndose de 
ciudad en ciudad dan una solución al TSP. 
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5.  ENCAMINAMIENTO ADAPTATIVO EN MANETS 
Se denomina encaminamiento adaptativo en redes móviles ad hoc al conjunto 
de técnicas o protocolos de encaminamiento que, como su nombre indica, 
intentan adaptarse a la variabilidad de este tipo de redes.  
Dentro de éste, merece mención especial el denominado encaminamiento 
ACO ó conjunto de protocolos de encaminamiento que hacen uso de las 
técnicas ACO.  
La aproximación ACO para adquirir información de encaminamiento es 
bastante robusta porque la pérdida de una hormiga no es importante. Un 
aspecto esencial de todo el proceso es que las hormigas siempre muestran rutas 
completas entre el origen y el destino, si bien esto conduce al incremento de la 
sobrecarga, que influye negativamente en la eficacia del encaminamiento ACO. 
La aproximación ACO para el encaminamiento es, pues, diferente de la 
aproximación de vector distancia, donde la información de encaminamiento 
procede de la información proporcionada por los nodos vecinos y de la 
aproximación de estado de los enlaces, donde la información de 
encaminamiento se actualiza con los mensajes recibidos de los nodos de la red.  
Otra característica es la manera en que las hormigas eligen una ruta. Ellas 
construyen el camino salto a salto de manera probabilística usando la 
información de la feromona. El uso de información de feromona permite 
construir sobre la experiencia adquirida previamente por las hormigas. Esta es 
la clave de un proceso altamente distribuido. El hecho de que las hormigas 
construyan sus caminos de una manera probabilística permite la exploración de 
rutas múltiples. Esto hace que el algoritmo se adapte a los cambios de la red, 
incrementando la robustez a través de la disponibilidad de rutas de reserva 
(backup) y el throughput de la red. 
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Una tercera característica es el reenvío aleatorio de los paquetes de datos 
basado en la información de feromona. Esto está relacionado con el uso de 
múltiples rutas. En este proceso el uso de feromona asegura que los datos se 
encaminen por las mejores rutas. Si la feromona se mantiene actualizada por el 
uso de suficientes hormigas, el balanceo de carga sigue automáticamente los 
cambios en la red.  
Todo lo anterior hace que los algoritmos ACO presenten unas propiedades 
muy interesantes:  
• Trabajan de una manera completamente distribuida, en la que la 
información no se encuentra en un nodo central, sino que está contenida 
en cada nodo. 
• Tienen una alta adaptabilidad a los cambios de la red y del tráfico. 
• Utilizan agentes móviles (llamados hormigas) para determinar los 
caminos para el envío de los datos. Estos agentes son paquetes de control 
que se envían por la red. 
• Proporcionan encaminamiento multicamino. 
• Presentan una excelente tolerancia a fallos, esto es, ofrecen un buen 
comportamiento ante el fallo de los agentes. 
• Eligen automáticamente la ruta para el envío de datos. 
5.1. Encaminamiento ACO 
Pueden identificarse algunos pasos a la hora de abordar el encaminamiento 
utilizando esta meta-heurística. Estos pasos se pueden resumir en las seis tareas 
de diseño que se enumeran a continuación: 
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1. Representar el problema como un conjunto de componentes y 
transiciones o como un grafo ponderado que recorren las hormigas para 
construir soluciones. 
2. Definir de manera apropiada el significado de las marcas de feromona 
para la toma de decisión. Este es un paso crucial en la implementación de 
un algoritmo ACO y no es una tarea trivial. 
3. Elegir la preferencia heurística de cada decisión que debe tomar una 
hormiga mientras construye una solución. Remarcamos que la 
información heurística es crucial para un buen rendimiento cuando se 
aplica a algoritmos de búsqueda local. 
4. Implementar una búsqueda local eficiente. 
5.  Elegir un algoritmo ACO específico y apropiado. 
6. Ajustar los parámetros del algoritmo ACO. Un buen punto de partida es 
utilizar configuraciones que han demostrado ser buenas en problemas 
similares. Otra posible alternativa es utilizar procedimientos automáticos 
de ajuste de parámetros. 
Queremos hacer notar que los pasos más importantes son los cuatro 
primeros, ya que una elección poco acertada en esos puntos hace que no sea 
fácil poderlo corregir con ajustes de parámetros. 
5.2. ACO en Redes Móviles Ad Hoc 
La aplicación directa del algoritmo tal y como está descrito por Dorigo 
[DMC96] no es aconsejable en redes móviles ad hoc por la lenta convergencia 
que ofrece (cuando es el caso). 
La propuesta que da, la desarrolla en una topología estática de la red, en la 
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que se conocen de antemano todas las rutas. Lo único que realizan las hormigas 
es elegir la ruta en función de la carga de tráfico. 
 En ese caso las rutas siempre son válidas, mientras que en redes móviles ad 
hoc esto no ocurre, porque la topología es desconocida y los nodos móviles. Por 
esa razón la aplicación directa no es factible. 
Una topología dinámica implica que desconocemos las rutas para realizar 
una comunicación. Por eso el primer paso es hacer una exploración que capture 
la topología de la red [DDG10]. 
La respuesta que se le pide a un protocolo de encaminamiento en la 
aplicación de ACO a redes móviles ad hoc es que haga una rápida captura de la 
topología, teniendo en cuenta los recursos que necesita. Si se destinan muchos 
recursos, porque aumenta el intercambio de información, se puede llegar a 
colapsar la red.  
En las hormigas reales el borrado de feromona es accidental, en cambio, en 
una red con topología dinámica, es normal que la captura efectuada en un 
primer momento quede invalidada. 
Existen aplicaciones de las ideas de Dorigo, pero todas en mayor o menor 
medida incurren en el mismo error: los algoritmos ACO pretenden que todas 
las soluciones estén disponibles utilizando la búsqueda en anchura.  
En una red estática la topología no cambia y el algoritmo funciona bien, pero 
en una red móvil ad hoc esto no ocurre. La solución que adoptan otros autores 
es que realizan una primera búsqueda en anchura para tener todas las rutas 
disponibles; y una vez obtenida, aplican el ACO. 
También hay autores que construyen un modelo de topología de la red, que 
simula la búsqueda en el proceso de exploración de rutas. 
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[Gor00] señala que la exploración realizada por las hormigas recolectoras es 
dirigida. Y dice lo siguiente: un tipo de hormigas, que denomina patrulla sale en 
diversas direcciones a explorar los alrededores de la colonia. Este tipo de 
hormigas, al volver a la colonia, indica si ha encontrado o no el alimento. En 
caso positivo, estimula de alguna manera a las hormigas recolectoras  a salir 
hacia la comida en la dirección indicada por la patrulla, y crean así un flujo de 
tráfico entre el hormiguero, la comida y la vuelta al hormiguero. La obtención 
de la ruta mínima la realizan las hormigas recolectoras, pero lo hacen sólo en la 
zona marcada por la patrulla. El problema del cálculo de ruta se presenta 
después de haber realizado una exploración. 
 Este mismo comportamiento se puede aplicar en el ACO. Se crea un 
mecanismo para situar al objetivo en la zona. Así se consigue que la exploración 
que realiza el ACO se reduzca a una zona local donde se encuentra el objetivo. 
De esta forma se pueden hacer búsquedas en profundidad en dicha zona. Y 
para evitar que la zona local sea muy grande se mantiene el mecanismo de 
patrulla descrito anteriormente. 
5.3. Trabajos Relacionados 
AntNet [DD98b] es el primer algoritmo ACO que se aplicó en el  
encaminamiento de redes cableadas o estáticas (que no dinámicas). Es 
multicamino y se adapta al tráfico de la red, siendo idóneo en su aplicación al 
encaminamiento en el tipo de red para el que fue diseñado. El encaminamiento 
en este algoritmo es emergente, y surge de la propia dinámica del algoritmo. 
Esto es muy atractivo porque ahorra recursos. No es necesario un exhaustivo 
cálculo de rutas, ni el mantenimiento de rutas e intercambio de información. El 
cálculo de rutas se hace necesario porque las rutas se construyen a partir de 
otras ya conocidas, de manera que si vinculamos a las hormigas que realizan la 
exploración con los paquetes de datos que se transmiten, el resultado es que la 
propia transmisión de información se hace sobre la ruta óptima. No es necesario 
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un mantenimiento de rutas, porque la mantienen los saltos que se realizan de 
nodo a nodo. No se necesita actualizar una información global, porque en el 
caso de que una ruta sufra modificaciones el nodo que ha sufrido los cambios la 
actualiza. 
El algoritmo AntNet-FA (Flying Ants) [DD98a] es una versión mejorada de 
AntNet, porque hace que las hormigas se mueven más rápidamente sobre las 
colas que tienen más alta prioridad y porque tiene en cuenta los retardos 
extremo a extremo de acuerdo a modelos estadísticos que dependen de las colas 
locales. El rendimiento de AntNet-FA mejora con el incremento del tamaño de 
la red y su eficiencia es similar o mejor que el de AntNet. 
Los protocolos de encaminamiento ACO para redes móviles ad hoc se 
clasifican, como cualquier otro protocolo de encaminamiento para este tipo de 
redes, en las siguientes clases: proactivos, reactivos e híbridos.  
Los protocolos de encaminamiento ACO proactivos más representativos son los 
siguientes: 
[BM03] realiza el descubrimiento de ruta con dos clases de hormigas: hacia 
delante y hacia atrás. Estos agentes crean y ajustan la distribución de 
probabilidad en cada nodo respecto a sus vecinos. El nodo tiene la probabilidad 
de que cada uno de sus vecinos pueda recibir y reenviar el paquete de datos. 
Cada hormiga hacia delante contiene las direcciones IP del nodo origen y 
destino, un número de secuencia, un campo contador de saltos y una pila que 
crece dinámicamente. La pila contiene la información sobre los nodos que la 
hormiga hacia delante visita y los tiempos asociados. Cuando un nodo no tiene 
un registro de una ruta a un destino se crea una hormiga hacia delante, donde el 
nodo pone su propia dirección IP en la pila de dicha hormiga, así como el 
tiempo en que la hormiga es creada. A partir de este momento el nodo guarda 
periódicamente las hormigas hacia delante enviadas a los destinos para cuando 
la ruta sea requerida. Cuando esta hormiga hacia delante alcanza el destino, el 
  51  
nodo destino crea un nuevo agente, una hormiga hacia atrás. Esta usa la 
información contenida en la hormiga hacia delante en el camino inverso, para 
actualizar la distribución de probabilidad en cada nodo y reflejar el estado 
actual de la red. Como las hormigas hacia delante se envían en modo broadcast 
desde el origen, y en los nodos intermedios causa un múltiple broadcast al 
encontrar diferentes caminos al destino genera múltiples hormigas hacia atrás. 
Los paquetes agentes o las hormigas son de tamaño variable. Por lo tanto, este 
proceso de broadcast hace que haya mucha sobrecarga. 
[HS03] [Hus05] es un algoritmo de encaminamiento proactivo en el que las 
hormigas hacia delante no sólo tienen en cuenta el factor de contador de saltos 
(como la mayoría de los protocolos), también valoran la heurística de enlace 
local a través de la ruta, como puede ser la energía de la batería del nodo y el 
retardo de la cola. El algoritmo define un valor llamado grado. Este valor es 
calculado por cada hormiga hacia atrás en función de la información del camino 
almacenado en la hormiga hacia delante. En cada nodo, la hormiga hacia atrás 
actualiza la cantidad de feromona de la tabla de rutas del nodo usando el valor 
grado. El protocolo usa el mismo grado para actualizar el valor de la feromona de 
todos los enlaces. Los autores afirman que la sobrecarga del descubrimiento y 
mantenimiento de rutas se reduce por medio del control del número de 
hormigas hacia delante. Sin embargo no aclaran cómo controlar la generación de 
hormigas en un entorno dinámico. 
Los protocolos de encaminamiento ACO reactivos más representativos son los 
siguientes: 
[RS06] propone un protocolo de encaminamiento reactivo que utiliza dos 
conjuntos de agentes móviles llamados hormigas hacia delante y hormigas 
hacia atrás. La tabla de encaminamiento contiene una entrada por cada nodo 
que se alcanza y el siguiente mejor salto, mientras que las tablas de decisión de 
la hormiga almacenan los valores de feromona. En este protocolo las hormigas 
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hacia delante sólo se generan cuando un nodo necesita transmitir datos a otro 
nodo. Estas hormigas son enviadas en modo broadcast, mientras que las hacia 
atrás lo hacen en modo unicast, siguiendo la pista que han dejado las hormigas 
hacia delante en el camino, y actualizan los valores de feromona de los nodos. 
Los paquetes de datos eligen el siguiente salto teniendo en cuenta el valor más 
grande de feromona. El protocolo es tan bueno o mejor que AODV con respecto 
a la entrega de paquetes y al retardo extremo a extremo. 
[GSB02] es un protocolo reactivo en el que las entradas de la tabla de 
encaminamiento contienen valores de feromona que facilitan la elección de 
vecino. Para conseguir un destino es preciso elegir un vecino que nos sirva de 
enlace y así sucesivamente hasta llegar al destino. En la tabla de 
encaminamiento los valores de feromona se degradan con el tiempo y los nodos 
entran en un modo sleep si ha alcanzado un umbral demasiado bajo. El 
descubrimiento de rutas lo realiza un conjunto de dos agentes móviles, 
llamadas hormigas hacia delante y hormigas hacia atrás. Durante el 
descubrimiento de ruta, los paquetes de hormigas hacia delante y hacia atrás 
tienen un número de secuencia único, para evitar paquetes duplicados, siendo 
expandidos por los nodos fuente y por los nodos destino por medio de 
inundación. Las hormigas hacia delante y hacia atrás actualizan por inundación 
las tablas de feromonas en todos los nodos. La inundación tiene mayor alcance 
de transmisión de paquetes, porque los paquetes por inundación se transmiten 
a todos los nodos de la red por medio de multisalto, mientras que el broadcast se 
transmite a los vecinos que están a un salto. El problema de la inundación es 
que conlleva una alta sobrecarga. Una vez que se ha realizado el 
descubrimiento de ruta para un destino determinado, el nodo emisor ya no 
genera un nuevo agente móvil hacia el destino, sino que el mantenimiento de la 
ruta lo realizan los paquetes de datos. 
[KO08] es un algoritmo de encaminamiento reactivo basado en la 
localización de los nodos. El algoritmo encuentra las rutas óptimas o más 
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cercanas en una red que contiene nodos de diferentes rangos de transmisión. 
Cada nodo asume su posición, la posición de sus vecinos y la del nodo destino. 
Sólo calcula la ruta bajo demanda en el momento de enviar datos desde un 
nodo origen a un nodo destino y se envían cuando la ruta se establece. Para 
minimizar el tiempo que el algoritmo necesita para encontrar una ruta la 
información sobre la posición de los nodos se usa como un valor heurístico. El 
uso de la información de localización, como parámetro heurístico, reduce 
significativamente el tiempo necesitado para establecer rutas desde el origen al 
destino. Y también reduce el número de mensajes de control generados. Tiene 
un índice de entrega alto y un retardo medio de paquetes bajo, comparado con 
otros algoritmos de encaminamiento basados en posiciones. El algoritmo 
alcanza un comportamiento estable más rápido que AntNet. 
[LF05] es un algoritmo de encaminamiento reactivo. La mayoría de los 
protocolos de encaminamiento basados en hormigas para MANETs son 
esencialmente métodos de encaminamiento de ruta única, que tienden a tener 
una sobrecarga en los nodos, que se encuentran en el camino más corto del 
origen al destino. Esta sobrecarga es debida a que en los métodos de camino 
único no existe balanceo de carga. El encaminamiento multicamino de enlace 
disjunto es más robusto y puede soportar QoS mejor que el encaminamiento de 
camino único de las MANETs. Este algoritmo combina inteligencia swarm y 
multicamino de enlace disjunto para balancear la carga. Establece y utiliza 
múltiples rutas de enlace disjunto para enviar paquetes de datos y adaptar la 
feromona para dispersar el tráfico de la comunicación.  
[RBR08] crea las rutas bajo demanda con el fin de disminuir la sobrecarga de 
encaminamiento con respecto a las aproximaciones proactivas. Las hormigas 
hacia delante sólo recopilan información de los nodos que recorren. Las hormigas 
hacia delante sólo eligen el siguiente salto hacia el destino basándose en la 
cantidad de feromona. La cantidad de feromona depositada por las hormigas 
hacia atrás sobre cada enlace recorrido es constante. La simplicidad del 
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protocolo es útil para hacer un encaminamiento transparente en redes 
constituidas por elementos heterogéneos. En el algoritmo las tablas de 
encaminamiento en cada nodo son probabilísticas: el siguiente salto se 
selecciona de acuerdo con el mayor porcentaje de feromona dejado por las 
hormigas. Así, el reenvío de las hormigas hacia delante es probabilístico y 
permite la exploración de otras rutas disponibles en la red.  Los paquetes de 
datos son enviados de forma determinada por los nodos intermedios que se 
encuentran en el camino desde el emisor al nodo destino. Este proceso crea una 
ruta global mediante el uso de información local. 
[ZGL04] es un algoritmo reactivo en el que las hormigas se mueven a través 
de la red entre pares de nodos elegidos aleatoriamente. Estas hormigas al 
moverse depositan feromona en función de varios parámetros: distancia en 
saltos desde su nodo origen, la calidad del enlace, la congestión encontrada en 
su viaje, la feromona actual que el nodo posee y la velocidad con que se mueven 
los nodos. Por supuesto, el mismo nodo, por la evaporación del feromona, 
cambia su valor de acuerdo con la edad del enlace. Una hormiga selecciona su 
camino en cada nodo intermedio según la feromona que tiene distribuida y 
para acelerar la elección del camino se dan parámetros con diferentes valores 
que actualizan la probabilidad en la tabla de encaminamiento. El rendimiento 
del algoritmo se mide por ratio de paquetes perdidos, la sobrecarga de mensajes 
de control y el retardo fin a fin de paquetes. ADRA exhibe muchas 
características atractivas de control distribuido. 
Investigaciones recientes han propuesto varios protocolos especiales de 
encaminamiento de un único camino. Este tipo de protocolos tiene el 
inconveniente de que, al haber un único camino, si se produce una ruptura de 
enlace y no disponer de otras alternativas, es necesario realizar de nuevo un 
proceso de descubrimiento de ruta con el consiguiente aumento del retardo, con  
la sobrecarga de mensajes de control y con la disminución del ratio de entrega 
de paquetes. Para mejorar estos problemas surge [WSJX07]. Este protocolo ha 
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sido diseñado para permitir que haya más caminos en los paquetes de 
petición/respuesta de rutas y descubrirlos con una sobrecarga más baja. 
[OTT08] propone un protocolo de encaminamiento reactivo que utiliza dos 
clases de agentes: hormigas hacia delante (FANT) y hormigas hacia atrás (BANT). 
Las FANT exploran los caminos de la red en busca de rutas desde un origen a 
un destino en modo broadcast restrictivo y las BANT establecen la información 
del camino adquirido por las FANT. Los paquetes de datos son enviados 
probabilísticamente hacia los nodos que tienen la concentración de feromona 
más alta. Las FANT viajan hacia los nodos no visitados, pero si no los 
encuentran siguen la ruta de los nodos con más alta concentración. Las filas de 
la tabla de rutas representan a los vecinos de un nodo y las columnas 
representan a los nodos de la red. Cada par (fila, columna) en la tabla de 
encaminamiento tiene dos valores: (a) un valor binario que indica si el nodo ha 
sido visitado, y (b) la concentración de feromona. Las FANT sólo tendrán en 
cuenta la concentración de feromona después de que todos los vecinos de una 
columna han sido visitados. El propósito de esto es asegurar que todos los 
caminos son explorados para encontrar el mejor camino hacia el destino. El 
nodo con la feromona más alta es elegido como el siguiente salto, después de 
que la FANT ha determinado que el nodo no ha sido visitado antes.  
Los protocolos de encaminamiento ACO híbridos más representativos son los 
siguientes: 
La técnica Ant-AODV [MTS02] constituye una forma híbrida de 
encaminamiento basado en ACO y en el protocolo de encaminamiento AODV. 
Para superar algunos de los inconvenientes de AODV, como es la sobrecarga 
generada por el aumento de mensajes de control, se emplea esta técnica híbrida 
que destaca la conectividad de los nodos y disminuye el retardo extremo a 
extremo, así como la latencia de descubrimiento de ruta. Los agentes de 
hormigas Ant-AODV trabajan independientemente y proporcionan rutas a los 
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nodos. Los nodos también tienen la capacidad de realizar un descubrimiento de 
ruta bajo demanda para los destinos que no tienen una entrada de ruta lo 
suficientemente actualizada. El uso de hormigas con AODV incrementa la 
conectividad de los nodos, que está asociada al número de destinos que tiene 
dicho nodo y a los que se llega por medio de la correspondiente entrada 
actualizada en la tabla de encaminamiento. La latencia de descubrimiento de 
ruta es más reducida, porque se reduce el proceso de descubrimiento de ruta. 
Ante la petición de ruta RREQ, la probabilidad de recibir una respuesta más 
rápida es mayor al haber más nodos conectados. Como las hormigas actualizan 
las rutas continuamente, un nodo emisor puede seleccionar una nueva ruta y 
más corta. Esto conduce a una disminución considerable en el retardo medio 
extremo a extremo, comparado con AODV y con el encaminamiento basado en 
ACO. Además Ant-AODV usa mensajes de error de ruta (RERR) para informar 
en cadena a otros nodos de un fallo de enlace local similar a AODV. 
[WOTT09] es un algoritmo de encaminamiento híbrido, basado en hormigas 
que saltan de una zona a otra. El algoritmo tiene características extraídas de los 
protocolos ZRP y DSR, siendo altamente escalable, comparado con otros 
protocolos híbridos. Este algoritmo consiste en el descubrimiento proactivo de 
ruta dentro de la zona de vecindad de un nodo, y la comunicación entre zonas 
se hace de forma reactiva bajo demanda cuando se trata de enviar paquetes de 
una zona a otra. El tamaño de la zona lo determina la longitud del radio 
medido en saltos y no el nodo. Por consiguiente, la zona de encaminamiento la 
constituyen los nodos que están dentro de la longitud de radio especificado. Un 
nodo puede pertenecer a múltiples zonas que se solapen, y las zonas pueden 
variar de tamaño. Los nodos pueden ser clasificados como interiores o 
fronterizos (o periféricos). Los nodos fronterizos son los que están a la distancia 
del radio; los que se encuentran a una distancia menor del radio son interiores. 
Cada nodo tiene dos tablas de encaminamiento: tabla de encaminamiento 
intrazona (Intrazone Routing Table - IntraRT) y tabla de encaminamiento 
interzona (Interzone Routing Table – InterRT). La zona IntraRT es mantenida 
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proactivamente por lo que un nodo puede obtener rápidamente un camino 
hacia cualquier otro nodo dentro de esta zona. Esto se realiza enviando 
periódicamente hormigas hacia delante que detectan los caminos dentro de la 
zona y el cambio en la topología (nodos que se salen de la zona, fallos de enlace, 
nuevos nodos que entran, etc.). Recordamos que una vez que una hormiga hacia 
delante alcanza un destino, se envía una hormiga de retorno (hacia atrás) a través 
del camino descubierto. La zona InterRT almacena el camino a un nodo más 
allá de su zona. Esta tabla de rutas se establece bajo demanda y los nodos 
periféricos son encargados de enlazar las zonas. Cuando el número de nodos es 
pequeño el movimiento continuo de los nodos periféricos hace que 
constantemente haya que descubrir nuevas rutas, lo que provoca más retardo 
que en otros protocolos de encaminamiento híbridos. 
AntHocNet [DiC04] [DDG04] es un algoritmo de encaminamiento ACO 
híbrido. Data de 2004 y en estos casi diez años ha tenido numerosas extensiones 
y variaciones para mejorar su rendimiento. AntHocNet sigue una estructura 
parecida a AntNet-FA, pero difiere en sus características. AntNet-FA se aplica a 
topologías de redes estáticas, en las que se conocen las rutas y la convergencia 
es lenta. Por tanto, lo único que tienen que hacer las hormigas es elegir el 
camino. AntHocNet, por su parte, tiene en cuenta la topología dinámica y 
demás características de las redes ad hoc. Cuando cambia la topología de la red 
es necesario restablecerla rápidamente y se hace por medio de un nuevo 
proceso de descubrimiento de ruta. Si se destinan muchos recursos para 
acelerar este proceso, aumenta el intercambio de información, que puede llegar 
a colapsar la red. Nos encontramos, por tanto, con un problema: si no queremos 
sobrecargar la red, aumentamos el tiempo de convergencia del algoritmo ACO; 
si queremos disminuir el tiempo de convergencia, sobrecargamos la red. La 
problemática anterior hace que no se pueda aplicar directamente el algoritmo 
AntNet-FA a las redes móviles ad hoc por lo que necesita una modificación que 
acelere su tiempo de convergencia sin sobrecargar la red. De esta forma surge 
AntHocNet como un algoritmo reactivo y proactivo (híbrido), multicamino y 
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adaptativo.  
Finalmente, [GVRCSO10] propone un protocolo de encaminamiento ACO 
híbrido, denominado AntOR, que toma como punto de partida el algoritmo de 
Ducatelle [Duc07] e introduce los siguientes aspectos: 
• Protocolo de enlace/nodo disjunto. 
• Separación del proceso de difusión de feromona. 
• Utilización de la métrica distancia en la exploración de caminos.   
Por su importancia en el desarrollo del presente trabajo, AntHocNet y 
AntOR se analizan separadamente en los siguientes epígrafes. 
5.4. AntHocNet 
Como se ha comentado anteriormente, AntHocNet es un algoritmo reactivo y 
proactivo (híbrido), multicamino y adaptativo. Es reactivo porque tiene agentes 
que actúan bajo demanda para establecer los caminos hacia los destinos. Es 
proactivo porque posee agentes que actúan con la información recogida y 
tienen la posibilidad de descubrir nuevas rutas para tener alternativas ante 
fallos de enlace. Es multicamino porque establece diferentes caminos para 
enviar la información al destino. Finalmente, es adaptativo porque se adecua a 
las condiciones del tráfico y de la red. 
5.4.1. Estructuras de datos 
En AntHocNet se distinguen las siguientes estructuras de datos: 
• Tabla de encaminamiento: donde se almacenan los valores de los registros 
de la tabla de rutas. Estos valores son:  
  59  
o Feromona regular dijτ ( ): Indica el camino por donde viajan los datos. 
o Feromona virtual dijw ( ). Indica el camino que posiblemente puede 
ser bueno. 
o Número medio de saltos d
ijh ( ): Utilizado en el proceso de reparación 
de rutas. 
• Tabla de vecinos
jn
t
: que nos proporciona información de los enlaces/vecinos, 
que contiene el tiempo de escucha del vecino .  
Se utiliza para indicar la presencia de los vecinos y detectar posibles fallos 
de enlace. 
5.4.2. Funcionamiento 
En el funcionamiento de AntHocNet se distinguen las siguientes etapas o fases: 
• Establecimiento de la información de encaminamiento
• 
: El nodo fuente envía 
agentes reactivos para descubrir la primera ruta disponible al destino. 
Encaminamiento de los datos
• 
: Los datos son enviados a través de los nodos 
hasta el destino valiéndose de la información de las rutas, pudiendo 
utilizar la técnica multisalto, que consiste en el envío de datos a través de 
nodos intermedios que funcionan como encaminadores. 
Mantenimiento de las rutas establecidas y exploración de nuevas
• 
: Se actualiza 
proactivamente la información de las rutas existentes y la posibilidad de 
descubrir otras nuevas.  
Gestión de los fallos de enlace: Gestión de los fallos que acontecen porque 
un nodo se sale del alcance de la red o porque no recibe los mensajes de 
60 
control, que se encargan de informar a un nodo de sus vecinos más 
próximos (que están a un salto), etc. 
5.4.3. Establecimiento del camino 
En un principio los nodos no disponen de información de encaminamiento para 
enviar los datos, pero sí tienen las aplicaciones para empezar: generador de 
tráfico, ftp, ping, …, los interfaces de red, la pila de protocolos (IP, UDP/TCP, 
etc.). La aplicación genera los datos en el nodo, pero al no tener ruta disponible 
no los puede enviar. Por lo tanto, el nodo necesita enviar unos agentes reactivos 
(hormigas reactivas) que descubran las rutas al destino. Estas hormigas, 
llamadas hacia delante (forward), van desde el nodo fuente al nodo destino, 
siendo enviadas en modo broadcast. Los nodos intermedios que reciben estas 
hormigas las reenvían en el proceso de búsqueda de ruta hasta llegar al destino. 
Esta difusión de la hormiga hace que un mismo nodo pueda recibir la 
información varias veces. Para evitar la sobrecarga en este proceso se sigue la 
siguiente estrategia:  
Cuando un nodo recibe varias hormigas, que proceden de la misma hormiga 
generada en el origen, se comparan los caminos de las hormigas recibidas y sólo 
reenvía la hormiga que tiene el mejor factor. Este factor está determinado por el 
número de saltos y el tiempo empleado en el viaje por la mejor hormiga de la 
generación. También lo determina un valor time to live que se establece de 
acuerdo con el tamaño de la red.  
Según la versión de AntHocNet, este proceso de descubrimiento de ruta 
puede ser multicamino o no. Cuando una hormiga hacia delante llega al destino 
la procesa, y genera y envía una hormiga reactiva hacia atrás (backward) de 
retorno al origen. Si recibe varias hormigas, toma dos decisiones: a) Se queda 
con la primera hormiga y descarta las restantes, b) se queda con todas las 
hormigas recibidas. En este caso se produce un descubrimiento de ruta 
multicamino. 
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Como se explicó en ACO, la idea de las hormigas naturales se mejora con el 
concepto de hormigas artificiales. Aquellas depositan feromona en la ida y en la 
vuelta para conocer el camino, mientras que las artificiales disponen de 
memoria interna, que contiene la información de los nodos recorridos. Esta 
información la utilizan las hormigas hacia atrás para la vuelta. Por esta razón el 
retorno de la hormiga al origen lo hace en modo unicast. En este recorrido la 
hormiga hacia atrás se encarga de actualizar o crear un registro en la tabla de 
encaminamiento. Esta tabla de encaminamiento almacena un valor que 
representa la media de la inversa de un coste en términos del tiempo estimado 
y del número de saltos, que supone el ir del nodo destino al origen pasando por 
los nodos intermedios. 
En la versión de AntHocNet que ha servido de referencia en nuestra 
investigación [Duc07] se utilizan las siguientes fórmulas y heurísticas. 
La hormiga reactiva hacia delante guarda una lista P de nodos que ha 
visitado. Esta lista es utilizada por las hormigas reactivas hacia atrás para marcar 
el camino de retorno. La hormiga hacia atrás computa incrementalmente una 
estimación PTˆ  del tiempo que tardaría un paquete de datos en viajar a través de 
esa lista P de nodos hacia el destino, actualizando las tablas de encaminamiento.  
Como se ha dicho anteriormente, PTˆ  es la suma de estimaciones del tiempo 
que tarda en alcanzar el siguiente salto en cada nodo de la lista P: 
                                                         ∑ −= +→=
1
1 1
ˆˆ n
i iiP
TT                                              (5.1) 
     El valor de la estimación local 1ˆ +→iiT  se define como el producto de dos 
términos:  
• El número actual de paquetes en la cola que están listos para enviarse en 
la capa MAC más uno )1( +imacQ . 
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• Tiempo medio necesitado para enviar un paquete imacTˆ : 
                                                           imac
i
macii TQT ˆ)1(ˆ 1 +=+→                                       (5.2) 
Si tenemos en cuenta el tiempo real imact  que tarda un nodo en enviar un 
paquete, la fórmula es la siguiente: 
                                           imac
i
mac
i
mac tTT )1(ˆˆ αα −+=      ]1,0[∈α                                (5.3)      
En los experimentosα se establece a 0,7. Con este parámetro se quiere indicar 
que tiene más prioridad imacTˆ  que 
i
mact , concretamente un 70%. 
En cada nodo i intermedio perteneciente a la lista P la hormiga hacia atrás 
establece una ruta hacia el origen de la sesión, creando y actualizando los 
registros de la tabla de encaminamiento. El valor de la feromona idτ  representa 
una media de la inversa del coste en términos del tiempo estimado y del 
número de saltos. Se define como se indica en la siguiente ecuación, donde h es 
el número de saltos y hopT  es un valor fijo, que representa el tiempo que tarda 
un salto en condiciones ideales (sin carga). 
                                         
1
2
ˆ −
→







 +
= hopdiid
hTT
τ                                                   (5.4)  
Se utiliza la inversa porque el valor de la feromona es inversamente 
proporcional al coste, es decir, cuánto más tarda en ir desde un origen a un 
destino, menor valor de la feromona se obtiene. 
Finalmente el valor de un registro indF  en la tabla de encaminamiento del 
nodo i se actualiza con la siguinte ecuación, donde n representa el siguiente 
salto y d el destino que se quiere alcanzar: 
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                                        id
i
nd
i
nd FF τγγ )1( −+=          ]1,0[∈γ                                    (5.5) 
El valor γ  se establece experimentalmente a 0,7. 
Cuando no hay información de encaminamiento (por fallo de enlace) se 
repite el proceso de establecimiento de ruta. La diferencia con el primer proceso 
de descubrimiento está en que ya pueden existir otras rutas, pues el fallo de 
enlace no altera toda la información de encaminamiento, sino que sólo afecta a 
una parte. Por esta razón, las hormigas reactivas hacia delante vuelven a ser 
reenviadas en modo broadcast, como se vio anteriormente, o en modo unicast. 
Este modo de transmisión sólo se utiliza cuando hay información disponible de 
ruta al destino. 
El proceso de envío se realiza probabilísticamente utilizando la siguiente 
ecuación donde idN  es el conjunto de vecinos del nodo i con una ruta disponible 
a d y 1β  es un parámetro que puede disminuir el comportamiento exploratorio 
de las hormigas (en los experimentos se estableció a 1). 
                                           1)(
)(
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1
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ββ
β
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i
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i
nd
nd F
FP                          (5.6)      
Si se utiliza un valor alto de 1β  se obtiene una mayor posibilidad de mejorar 
una ruta alternativa. En cambio, si le damos un valor más bajo la posibilidad de 
encontrarla disminuye, porque las rutas son más parecidas. 
5.4.4. Encaminamiento de datos 
El establecimiento de ruta crea un número de caminos entre origen y destino, 
que se indica en la tabla de encaminamiento de los nodos. Los datos pueden ser 
reenviados de modo multisalto de acuerdo a una política probabilística basada 
en las tablas de encaminamiento. La estrategia consiste en hacer que la carga de 
los datos se expanda mediante el balanceo de carga. Esto es importante en las 
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redes móviles ad hoc porque el ancho de banda del canal inalámbrico es muy 
limitado. A continuación mostramos la ecuación para el encaminamiento de los 
datos. 
                                                      
∑ ∈
=
dNi id
F
ndF
ndP 2)(
2)(                                                     (5.7) 
Esta ecuación significa que cuando un nodo tiene la posibilidad de hacer el 
salto a varios nodos para llegar al destino d, selecciona aleatoriamente uno de 
los saltos como el cuadrado del valor del registro de feromona con probabilidad 
ndP  de un siguiente salto n. Se toma el cuadrado para aumentar la posibilidad 
de elegir los mejores caminos. De acuerdo con esta estrategia, no se elige a 
priori las rutas que se van a utilizar, sino que las selecciona automáticamente en 
función de su calidad. El proceso para calcular la ruta alternativa es el siguiente: 
• Se genera un número aleatorio rand entre 0 y 1 con probabilidad 
uniforme. 
• Para cada una de las alternativas posibles de encaminamiento de datos se 
calcula ndP . 
• Si ndP  es mayor que rand se selecciona esta alternativa para encaminar los 
datos y se hace el siguiente salto n para reenviar los datos al destino d. 
5.4.5. Mantenimiento de las rutas establecidas y exploración de 
nuevas 
Mientras se ejecuta una sesión de datos el nodo origen de la sesión envía 
hormigas proactivas de mantenimiento según la tasa de datos (una cada n paquetes 
de datos). Estas hormigas siguen el mismo camino que los datos, pero pueden 
hacerlo en modo broadcast si no tiene ruta, y si tiene ruta lo hace 
probabilísticamente. En otras palabras, si una hormiga alcanza el destino sin 
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realizar ningún broadcast entonces esta hormiga sólo muestra una ruta existente. 
Recoge estimaciones de la calidad de este camino y actualiza los valores de la 
feromona del camino. En el otro caso, si la hormiga realizó un broadcast en 
cualquier punto, dejará el camino que conoce por la cantidad de feromona y 
explorará nuevos caminos. Para evitar la proliferación de estos agentes, el 
número de hormigas proactivas se limita a dos.  
Al hacer la búsqueda de nuevos caminos se busca mejorar la ruta con la 
elección de otra. Para hacerla más eficiente los nodos también hacen uso de 
hormigas de difusión de feromona: los nodos envían mensajes cortos (parecidos a 
los mensajes HELLO) en modo broadcast cada t segundos. Si un nodo recibe un 
agente de difusión de feromona de otro nodo n, entonces añade n en su tabla de 
encaminamiento como un nuevo destino. Después espera recibir respuesta del 
nodo n cada t segundos. Si no recibe respuesta (espera hasta 2 mensajes) y si no 
la encuentra n será eliminado de la tabla de rutas. Usando estos mensajes los 
nodos conocen a sus vecinos inmediatos y tienen información de su feromona 
en su tabla de encaminamiento.  
Las hormigas de difusión de feromona también sirven para detectar enlaces 
rotos. Así, cuando falla un enlace los nodos pueden actualizar sus tablas de 
encaminamiento. 
5.4.6. Gestión de los fallos de enlace 
Los nodos pueden detectar fallos de enlace cuando falla una transmisión unicast 
o cuando un agente de difusión de feromona se espera y no se recibe. Cuando un 
enlace falla, el nodo podría perder la ruta a uno o más destinos. Un ejemplo de 
fallo de enlace se produce cuando un vecino se mueve más allá del rango de 
transmisión. En el fallo de enlace se consideran dos clases de problemas: 
• Si el nodo tiene otras alternativas al destino o si el destino se ha perdido 
porque no se ha usado regularmente, se tiene que notificar con mensaje 
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de fallo de enlace. 
En este caso el nodo actualizará su tabla de encaminamiento y enviará 
una hormiga de notificación de fallo en modo broadcast. Esta hormiga 
contiene una lista de los destinos que perdieron el camino, el nuevo 
retardo estimado extremo a extremo y el número de saltos a este destino.  
Todos sus vecinos reciben la notificación y actualizan su tabla de 
feromona usando las nuevas estimaciones. Si los vecinos, por su parte, 
pierden su mejor o su único camino a un destino debido al fallo, 
generarán y enviarán una hormiga de fallo en modo broadcast hasta que 
todos los nodos de los diferentes caminos hayan sido notificados de la 
nueva situación. 
• Si se perdió la ruta a un destino regularmente usado por los datos y era 
la única alternativa del nodo, la pérdida es importante y el nodo debería 
intentar reparar localmente el camino.  
En AntHocNet el nodo sólo repara el camino si descubre que el enlace 
perdido es debido al fallo de una transmisión de paquetes de datos.  
El proceso de reparación de ruta es muy similar a un establecimiento de 
ruta: el nodo envía una hormiga de reparación de ruta en modo broadcast 
y los nodos intermedios reenvían esta hormiga en modo broadcast (con 
un límite máximo) o unicast, dependiendo de si hay información de ruta 
disponible o no.  
El nodo que inicia el proceso de reparación espera un cierto tiempo a que 
le llegue una hormiga de reparación de ruta hacia atrás. Si no la recibe, da 
por terminado el proceso al no encontrar un camino alternativo al destino. 
Después actualiza su tabla de rutas eliminando este destino inalcanzable, 
y se genera una hormiga de notificación de fallo que anuncia la nueva 
situación. 
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5.4.7. Variantes  
[KD08] propone 
[WDR08] describe una variación más eficiente de AntHocNet. Este algoritmo 
reduce la sobrecarga porque maneja de forma eficiente las hormigas (agentes 
móviles). Las simulaciones demuestran que se reduce la sobrecarga y el retardo 
extremo a extremo, mientras que el ratio de entrega de paquetes se mantiene 
igual comparado con la versión de AntHocNet. Este algoritmo introduce varias 
modificaciones a AntHocNet en la fase de establecimiento de ruta para 
controlar el número de hormigas que se mueven por la red y actualizar 
eficientemente los valores del feromona en todos los nodos intermedios cuando 
se ha establecido la ruta. Las otras fases siguen los procedimientos dados en 
AntHocNet.  
una variante de AntHocNet que incluye la propiedad de 
multicamino de nodos disjuntos. El protocolo facilita el balanceo de carga, la 
tolerancia de fallos y la reducción del retardo extremo a extremo. Analizando 
las siguientes métricas de rendimiento: retardo medio extremo a extremo, ratio 
de entrega de paquetes y balanceo de la carga para varios tiempos de pausa, se 
comprueba que las dos primeras métricas no varían significativamente. En 
cambio, se aprecia que la carga se distribuye mejor por rutas de nodos 
disjuntos. Como se ha comentado, las rutas múltiples generadas por el 
AntHocNet son no-disjuntas. Estas rutas pueden tener nodos y enlaces en 
común. Pero tiene desventajas respecto a las rutas disjuntas que proporciona 
este algoritmo. Rutas disjuntas de enlaces o nodos son aquellas que para una 
misma sesión de datos no comparten nodos o enlaces respectivamente. 
[DDG08b] es un algoritmo híbrido con una parte proactiva que se ejecuta en 
segundo plano y ofrece un servicio de encaminamiento best effort y otra parte 
reactiva porque puede ser llamado bajo demanda y ofrecer un servicio 
orientado a conexión. Su propiedad más importante es que permite elegir por 
separado entre el encaminamiento proactivo y reactivo para cada sesión de 
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datos. Los paquetes de datos pueden seguir tanto rutas proactivas como 
reactivas. Existe una sinergia (cooperación interactiva) porque la parte reactiva 
del algoritmo confía en la información de encaminamiento proactiva. Este 
algoritmo resulta ventajoso en una serie de escenarios.  
[DDG08a] realiza una gran cantidad de experimentos para evaluar 
AntHocNet. Diseñan un escenario real con obstáculos y patrones de tráfico 
reales. Las simulaciones se realizan con QualNet. Los experimentos demuestran 
que el rendimiento de AntHocNet es mejor que AODV y OLSR. AntHocNet 
tiene más ratio de entrega de datos, menor retardo y jitter. Además, en la 
mayoría de las pruebas, AntHocNet tiene menos sobrecarga que AODV y 
OLSR. 
[DDG08a] realiza el estudio del rendimiento de AntHocNet y AODV en un 
entorno urbano utilizando aplicaciones en tiempo real. Se realiza una 
simulación realista en términos de radio de propagación, restricción de 
movilidad de los nodos y tráfico de los datos. Para las simulaciones se usa 
QualNet. En la mayoría de los escenarios AntHocNet mejora a AODV en 
términos de ratio de entrega y retardo. En escenarios urbanos, AntHocNet tiene 
la ventaja de que la densidad local (número de vecinos) experimentada por 
cada nodo es relativamente baja y crece lentamente. Se observa que la cantidad 
de nodos influye mucho en el ratio de entrega, mientras que el movimiento de 
los nodos no parece que tenga tanta influencia. También se observa que la 
densidad de nodos tiene un fuerte impacto en el ratio de entrega, mientras que 
la velocidad de los nodos parece tener relativamente una menor repercusión. 
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5.5. AntOR 
[GVRCSO10] propone un protocolo de encaminamiento ACO híbrido que toma 
como punto de partida el algoritmo de Ducatelle [Duc07] e introduce los 
siguientes aspectos: 
• Protocolo de enlace/nodo disjunto. 
• Separación del proceso de difusión de feromona. 
• Utilización de la métrica distancia en la exploración de caminos.   
En este tipo de protocolos existen dos clases de rutas: disjuntas de nodo y 
disjuntas de enlace. Las primeras corresponden a rutas en las que no se 
comparten nodos y las segundas hacen referencia a rutas que no comparten 
enlaces. 
Se cumple la propiedad de que toda ruta de nodo disjunto es también de 
enlace disjunto, pero no al contrario. Ambos tipos de rutas disjuntas presentan 
las siguientes ventajas:  
1. Un fallo en un nodo sólo afecta a una ruta. 
2. El balanceo de carga es mejor porque no se repiten rutas por la 
propiedad disjunta.  
No obstante, la utilización de este tipo de rutas presenta los siguientes 
inconvenientes: 
1. Se necesitan más recursos porque no comparten enlaces y nodos. 
2. Estas rutas son más difíciles de descubrir, porque limitamos los nodos 
que pueden ser visitados.  
Como se ha señalado anteriormente, una ruta de nodo disjunto es aquella en 
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la no se comparten nodos en una misma sesión de datos 
El procedimiento para calcular rutas de nodo disjunto es diferente que el de 
enlace disjunto. En este caso se marca cada nodo intermedio que se visita para 
no repetir nodos. Esta información de nodos ya visitados se almacena 
localmente en la tabla de vecinos del nodo que pretende realizar un proceso 
proactivo de exploración de nueva rutas.  
Como se ha señalado anteriormente, una ruta de enlace disjunto es aquella 
en la no se comparten enlaces en una misma sesión de datos.  
En la propuesta de Ducatelle una misma ruta puede tener simultáneamente 
valores de feromona regular y virtual. En AntOR una ruta no puede tener 
simultáneamente un valor de feromona regular y otro de feromona virtual. Para 
llevar a cabo esta separación se modifica la ecuación de exploración de rutas de 
Ducatelle, resultando la siguiente expresión: 
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En AntOR se tiene en cuenta el número de saltos de las mejores rutas halladas. 
De esta forma se controla que una hormiga proactiva no pueda recorrer más 
nodos de los establecidos por el límite del número de saltos. Este límite de 
saltos se establece según las mejores rutas (menor distancia en número de 
saltos) calculadas anteriormente. Otro proceso que se realiza 
independientemente de la sesión de datos es la difusión de encaminamiento. Este 
proceso de difusión de encaminamiento se repite constantemente. El resto de 
procesos del protocolo es análogo al establecido por Ducatelle. 
AntOR también presenta diversas variantes [GVRCSOK12b] [RCSOGV12]. 
Asimismo, presenta aproximaciones paralelas [GVRCSO13] [GVRCSOK12a] 
que mejoran a la secuencial. 
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6. 
6.1. Criterios de Diseño 
UN PROTOCOLO DE ENCAMINAMIENTO ADAPTATIVO 
ACO PARA REDES MÓVILES AD HOC 
El protocolo propuesto introduce las siguientes técnicas: 
•   Buffering de Paquetes de Control
a) Socket por el cual se envía el paquete, 
: Esta nueva técnica consiste en las 
propiedades de buffering en las cuales los paquetes de control son 
almacenados. Esos paquetes con enviados a sus correspondientes 
destinos cada cierto intervalo de tiempo alrededor 100 ms. Cada entrega 
en el buffer incluye la siguiente información:  
b) el paquete de control  que es el mensaje particular del protocolo, y 
c) la dirección destino (puede ser una dirección broadcast o una 
dirección unicast enviada a un determinado nodo). 
•    Gestión de mensajes obsoletos
a)  Se establece el campo timestamp con el tiempo actual del proceso y se 
actualiza o crea cada vez un registro en la tabla de encaminamiento. 
: Esta aproximación de encaminamiento 
utiliza una nueva técnica para controlar los mensajes obsoletos. Es un 
método que reemplaza a la evaporización de la feromona. Este evento se 
realiza cada intervalo de tiempo de 2 segundos. El proceso es el 
siguiente: 
b) Si el evento ocurre y el campo timestamp asociado a cada ruta de la 
tabla de encaminamiento es menor que el tiempo actual menos un 
límite de tiempo se elimina el mensaje.  
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c) Este límite de tiempo (establecido a 5 segundos en la 
experimentación realizada) puede variar según las 
implementaciones. Si tiene un valor bajo, entonces el sistema 
converge lentamente a rutas prematuras, pero con el inconveniente 
de que el sistema pueda eliminar rutas a destinos activos. Por otro 
lado, si tiene un valor alto, implica una alta convergencia en la 
creación de las rutas pero con la desventaja de mantener rutas 
obsoletas en el sistema. 
•   Gestión de la exploración de rutas
a) No se necesita feromona virtual en el proceso de exploración de 
rutas. 
: Reducción de la sobrecarga del 
sistema a través de agentes proactivos que no necesitan rutas de 
feromona virtual. Estos agentes crean rutas alternativas y van de vecino 
a vecino hasta alcanzar el nodo destino. A la hora de la selección del 
siguiente salto, los agentes tienen en cuenta el valor máximo de 
feromona regular a tal vecino a un salto. Rutas alternativas son 
alcanzadas con esta técnica hasta un límite que se selecciona 
previamente, y las cuales son disjuntas porque esas rutas no pertenecen a 
la ruta principal. La técnica utiliza los conceptos de Simple-ACO (S-
ACO) para el proceso de exploración de rutas. Con esta aproximación se 
pretende reducir la sobrecarga. Las modificaciones realizadas en S-ACO 
se exponen a continuación: 
b) No se usa el proceso de evaporación. 
c) Se usa un método libre de bucles cuando la ruta con todos los nodos 
visitados se crea, es decir, se emplea este método cuando la hormiga 
proactiva hacia delante ha llegado al nodo destino.   
d) No se necesita establecer valores de feromona inicial a cada vecino a 
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un salto. Además las hormigas hacia atrás no necesitan actualizar las 
tablas de feromona porque el proceso de exploración se realiza salto 
a salto con la información de feromona que tienen los vecinos a un 
salto. Para este fin se utiliza los mensajes HELLO. Cada nodo que 
recibe un mensaje HELLO de otro vecino a un salto, actualiza su ruta 
a tal vecino con el nuevo valor de feromona. 
e) Para enviar las hormigas proactivas hacia delante se emplea un 
método probabilístico parecido a Simple-ACO 
f) Se ha considerado rutas disjuntas de enlace en este proceso. Así todas 
las rutas alternativas, creadas en este proceso, son disjuntas. Para ello 
se chequea en el caso e) si el vecino a un salto para reenviar el 
correspondiente agente proactivo pertenece o no a una ruta disjunta. 
En el caso de que pertenezca, este agente no elige tal vecino. 
•    Gestión de fallos de enlace: Otra técnica es la relacionada con la 
tolerancia de fallos. Cuando un fallo se detecta en un mensaje de control 
(un agente de nuestro algoritmo), lanzamos un mecanismo de proceso de 
neutralización. Esto hace que, en entornos altamente dinámicos, 
tengamos que lanzar más mecanismos de neutralización mediante el 
envío de agentes para reparar la ruta o notificar a los precursores del 
nodo que detecta el fallo de enlace hasta alcanzar el origen de la sesión 
de datos para indicar que la ruta está desconectada. Esto implica una 
sobrecarga en paquetes y bytes. Para arreglar esto, usamos un nuevo 
mecanismo que chequea si existe ruta (valor de feromona regular mayor 
que cero) al vecino el cual queremos transmitir, viendo esta información 
en la tabla de encaminamiento. Si el camino existe, enviamos el mensaje 
de control, en caso contrario el agente no será enviado. Así, esto previene 
la neutralización de fallo y reduce la sobrecarga. 
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6.2. Simulaciones 
Para evaluar el comportamiento del protocolo se ha empleado el simulador de 
redes Network Simulator 3 (NS-3) [NS]. Las métricas de rendimiento más 
importantes que se han utilizan para evaluar la propuesta han sido: 
• Throughtput
• 
: Volumen de trabajo o de información que fluye a través de 
un sistema. Se calcula dividiendo el total de bits entregados al destino 
por el tiempo de entrega de paquetes.  
Ratio o Tasa de Entrega de Paquetes
• 
: Relación del número de paquetes 
enviados y el número de paquetes correctamente entregados. 
Sobrecarga en el Número de Paquetes
• 
: Relación entre el número total de 
paquetes de control transmitidos por los nodos de la red y el número de 
paquetes de datos entregados a sus destinos. 
Sobrecarga en el Número de Bytes
• 
: Relación entre el número total de bytes 
de control transmitidos y los bytes de datos entregados. 
Retardo Medio Extremo a Extremo
En la experimentación realizada se pretende examinar la escalabilidad de la 
propuesta. El escenario planteado ha sido como sigue: 
: Medida de efectividad acumulativa de 
los retardos sufridos por los paquetes que van desde el origen al destino. 
•   Se varía el número de nodos en la red desde un mínimo de 50 nodos 
hasta un máximo de 150 nodos con una densidad de nodos constante de 
100 m x 100 m.  Para hacer esto se necesita cambiar las dimensiones del 
escenario como sigue: 750 m x 750 m, 875 m x 875 m, 1000 m x 1000 m, 
1125 m x 1125 m y 1250 m x 1250 m para 50, 75, 100, 125 y 150 nodos, 
respectivamente. 
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•    Estos nodos son distribuidos aleatoriamente con un rango de 
transmisión de 300 m y también se mueven según el patrón Random 
WayPoint (RWP) con un tiempo de pausa de 2 s y velocidad de 5 m/s.  
•    Se usa 10 sesiones de datos aleatorias empleando el protocolo de 
aplicación Constant Bit Rate (CBR) empezando a enviar los datos usando 
una distribución aleatoria desde 0 s a un máximo de 180 s.  
•    La tasa de envío es de 2048 bit/s (se envían 4 paquetes a 64 byps).  
•    El tiempo de simulación máximo se estableció a 900 s.  
•    Se emplea un total de 10 ejecuciones en el experimento.  
Seguidamente se resume la configuración del escenario utilizado: 
Número de nodos:        Variable [50 – 150] nodos 
Densidad de los nodos:      100 m  x 100 m 
Rango de Transmisión:     300 m 
Velocidad de los nodos:      5 m/s 
Aplicación:           Constant Bit Rate (CBR) 
Patrón de Movilidad:       Random WayPoint (RWP) 
Sesiones de Datos:        10 
Velocidad de los datos:      2048 bit/s 
Tiempo de Simulación:      900 s 
Las figuras 6.1 a 6.6 muestran una comparativa de AODV y nuestra propuesta. 
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Fig. 6.1: Retardo extremo-extremo (s) 
 
 
 
 
 
Fig. 6.2: Jitter (s) 
  77  
 
Fig. 6.3: Sobrecarga en el número de Bytes 
 
 
 
 
Fig. 6.4: Sobrecarga en el número de paquetes 
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Fig. 6.5: Tasa de datos entregados 
 
 
 
Fig. 6.6: Throughput 
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6.3. Resultados 
La Figura 6.1 muestra cómo el retardo es mejor en nuestra propuesta que en 
AODV. Se puede observar como en ambas curvas se incrementa el retardo al 
aumentar el número de nodos (lo que es evidente), pero en AODV el 
incremento es más acentuado. 
La Figura 6.2 muestra cómo el jitter en nuestra propuesta es mejor que en 
AODV. Asimismo, se puede apreciar que en nuestra propuesta el jitter tiene un 
comportamiento más uniforme. 
La Figura 6.3 muestra que la sobrecarga en el número de bytes es muy 
similar en ambas aproximaciones. 
La Figura 6.4 muestra que la sobrecarga en el número de paquetes es 
ligeramente superior en nuestra propuesta, pero en redes densas (sobre 150 
nodos en la Figura 6.4) la sobrecarga tiende a igualarse.  
Las Figuras 6.5 y 6.6 muestran el ratio y el throughput, respectivamente. En 
ambas gráficas se puede apreciar la escalabilidad de los dos protocolos 
comparados. Ambas figuras presentan un aspecto similar, observándose en 
ellas cómo nuestra propuesta mejora siempre a AODV, algo que se acentúa 
cuando se incrementa el número de nodos (en redes más densas). 
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7. 
Las redes móviles ad hoc presentan características especiales que deben tenerse 
en cuenta a la hora de implementar un protocolo de encaminamiento. Las 
soluciones tradicionales o utilizadas en otro tipo de redes suelen tener como 
premisas de diseño unas determinadas características de topología y unos 
escenarios particulares, no siendo especialmente adecuados si hay cambios 
drásticos en la topología como sucede en las redes móviles ad hoc.  
CONCLUSIONES Y TRABAJO FUTURO 
 Existe un grupo de algoritmos o protocolos de encaminamiento 
denominados bioinspirados que tienen como característica esencial el hecho de 
ser adaptativos, algo especialmente reseñable en este tipo de ambientes. Dentro 
de estos algoritmos han sido especialmente referenciados en la literatura los 
basados en el concepto de inteligencia swarm, esto es, aquellos que aplican el 
comportamiento social de los insectos y de otros animales para resolver 
problemas. El algoritmo Ant Colony Optimization (ACO) o algoritmo de 
optimización de la colonia de hormigas constituye el punto de partida de estos 
algoritmos. Los algoritmos ACO se basan en el comportamiento colectivo de las 
hormigas en su búsqueda del alimento y en llevarlo de vuelta al hormiguero.  
El presente trabajo ha propuesto un protocolo de encaminamiento adaptativo 
para redes móviles ad hoc basado en el algoritmo de la colonia de hormigas 
(ACO) que mejora al protocolo AODV en las simulaciones realizadas. La 
propuesta parte de un protocolo anterior denominado AntOR al que se han 
realizado una serie de cambios relativos a la gestión de los paquetes de control, 
a la gestión de mensajes obsoletos, a la gestión de fallos de enlace y a la gestión 
de la exploración de rutas, siendo la más reseñable esta última, donde introduce 
los conceptos de S-ACO (Simple Ant Colony Optimization) para el proceso de 
exploración de rutas. 
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7.1. Trabajo Futuro 
Si bien los resultados obtenidos son esperanzadores, hay que realizar mayor 
número de simulaciones que cubra una amplia gama de todos los escenarios 
posibles para poder obtener unos resultados concluyentes. 
Asimismo, es de interés comparar la presente propuesta con otros protocolos 
ACO de encaminamiento adaptativo (AntHocNet, AntOR, PAntOR, etc.) para 
redes móviles ad hoc. 
Otra línea de investigación puede ser analizar el comportamiento de ésta y 
otras propuestas en redes de sensores [SDF11]. 
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