Abstract. In this paper, we study the divisibility of the function a(n) defined by n≥0 a(n)q n := (q; q)
Introduction
Let p(n) be the number of partitions of n, defined by where r k is the reciprocal modulo 5 k of 24. Typically, (1) is known to be one of Ramanujan's conjectures concerning the divisibility of p(n) (e.g., see [5, 27, 30] ) and its proof is attributed to Watson [31] . But recently, Berndt and Ono [17] discovered that Ramanujan actually had a complete outline of the proof of (1) .
In this paper, we prove a result analogous to (1) . Define the function a(n) by (2) ∞ n=0 a(n)q n := 1 (q; q) ∞ (q 2 ; q 2 ) ∞ Here and in the rest of the paper we follow the customary q-product notation: we set (for |q| < 1)
Define also the function Our main result is Theorem 1. For k ≥ 1 and n being nonnegative,
where c k is the reciprocal modulo 3 k of 8.
As we will see below, Theorem 1 is a consequence of the following identity that is derived from Ramanujan's cubic continued fraction (hence the title of this paper):
Theorem 2 (Chan, Theorem 2 in [19] 
+ · · ·
For introductions to the beautiful theory of the cubic continued fraction, see [7, 13] . See also the elegant results of Heng Huat Chan on the subject [20] . For some wonderful subsequent works on the cubic continued fraction, see [1, 10, 11, 12, 15, 16, 18, 21, 32] . Note that (4) implies the main result in [19] Theorem 3 (Chan, Theorem 1 in [19] ).
This is an analog of Ramanujan's "Most Beautiful Identity," on which wonderful introductions can be found in [5, 6, 14, 22, 23, 24] . We note that (6) implies the case of k = 1 of Theorem 1. It is the starting point of this project.
The outline of this paper is as follows. In Section 2, we set up a few definitions and prove several propositions that are crucial to the rest of the paper. In Section 3, we prove two more theorems, from which Theorem 1 follows.
Note that the strategy of our proof of Theorem 1 follows that of Atkin's new proof of Watson's 1938 result [8] , except for a key ingredient (Proposition 1 below) we follow the elementary method due to Hirschhorn and Hunt [25] . For wonderful introductions to Atkin's proof, see [5, 27] . Acknowledgment. I would also like to thank Scott Ahlgren, George Andrews, Nayandeep Deka Baruah, Bruce Berndt, Zhu Cao, Heng Huat Chan, Frank Garvan, Ken Ono, and Jeremy Rouse for their comments and encouragement.
Set Up and Several Important Propositions
First, we set up a few definitions. Let (7) z(q) = q x(q 3 ), and (4) can be written as
Define also
where the second equality is from Theorem 3 from [19] . It will be proven to be useful to define the ratio of u and v:
Note that we have used long division to obtain the second equality. Later in Section 3, the following identity will be very useful:
Indeed,
by (10)- (11) = g 3 (q 3 ) G 4 (q) by (9) .
In order to state the first proposition, we need to define three operators, U 3 , H and V . Let ω = e 2πi/3 and f(q) = f n q n , we define
H and V act on q-series according to the following:
Note that these operators are related:
We remark that the definition of H is motivated by a similar operator in the paper by Hirschhorn and Hunt [25] .
With this understood, we have
where u is defined in (10) and:
Here, • is the floor function; (B) the first three rows of m(k) s are given by
Here, m(k) s is the element in the k th row and the s th column, and k and s start from 1 in this matrix representation; and
Proof. (19) can be deduced by direct computation. Recall that G is defined in (11) and the action of H is defined in (14) . We have
Note that we have used the fact that z(q) = q x(q 3 ) (cf. (7)) and so H only picks out the constant term above. Hence m(1) 1 = 3 and all other m(1) s = 0. Similarly, we have
) is a polynomial in u and we can write this as
where l * denotes the highest power of u in the expansion. Hence
. To see this, we first note that, l * = 2k/3 (this is because the highest power of z picked out by H in G k (q) is 3 2k/3 , therefore, when writing out the expansion in terms of u the highest power becomes 2k/3 ). From this, a simple calculation shows that
. Lastly, the proof of (20) . From the definitions of u and v (cf. (8) and (10)), we clearly have
Multiplying (21) by u 2 /v 3 gives
Hence, for k ≥ 4, we have
and (22) implies (after applying H on both sides)
Note that we have used the fact that
to obtain (23) . To prove (20), we substitute (17) into (23) and compare the coefficients of u k on both sides.
where g is defined in (9) .
Proof.
To state the next proposition, we define the following: ν 3 (n) := The exact power of 3 dividing n We also set ν 3 (0) = ∞.
Proof. The proof is by induction. (25) is obviously true for k = 1, 2, 3 (cf. (19)). Assume the proposition for s < k, i.e.,
We want to prove the case for s = k. Indeed,
This proves the proposition.
Remark. Inequality (25) was motivated by some explicit calculations. First, one calculates ν 3 ( m(k) l ) for small k and writes the result as a matrix (like that of (19)). Then it becomes clear that the diagonal elements are 1, 3, 5, 7, 9, 11, · · · . Playing around with these numbers for a moment motivates the right hand side of (25) . The last proposition in this section is the following: 
Proof. The solution of the recurrence above is given by
if n is even
if n is odd and it follows 0 < c n < 3 n and 8c n ≡ 1 (mod 3 n ).
Remark: note that we can write c n as
Proof of Theorem 1
In this section, we will prove two more theorems, from which Theorem 1 follows.
Recall that c n denote the reciprocal modulo 3 n of 8 and define L n (q) by (27) 
where b(1) 1 = 3 and b(1) l = 0 for all other l, and
Proof. We prove this by induction. The case n = 1 is a consequence of (6): note that c 1 = 2 (cf. Proposition 4)
by (6) = 3g(q). by (9) Hence b(1) 1 = 3 and b(1) l = 0 for all other l. Suppose the theorem is true for n being odd (set n = 2α − 1). Consider U 3 (L 2α−1 (q)). On the one hand, we have
On the other hand, by induction hypothesis,
Comparing (32) and (33) gives (30) .
Next, we suppose the theorem is true for n being even (set n = 2α) and prove (31) . This time, we consider
in two different ways. On the one hand, we have,
On the other hand, we note that, by a similar calculation that proves (12),
and so we have, by induction hypothesis,
by (12) and (35)
This, with (34), gives (31) . This concludes the proof of Theorem 4. Theorem 4 plays a crucial role in the proof of the next theorem, from which Theorem 1 follows.
where the Kronecker's delta function δ l,1 = 1 when l = 1 and 0 otherwise.
Proof. We use induction to prove statement (A). The case n = 1 is true, as we have L 1 (q) = 3g(q), cf. the proof of Theorem 4. Suppose the statement is true for n:
where R(n) < ∞ denotes the highest power of g in the sum (so
For the case n + 1, we have, by Theorem 4,
and we want to show that b(n + 1) l = 0 for sufficiently large l. To this end, we note that, by Theorem 4, b(n + 1) l can be written as
Note that we have used δ(n) (recall its definition in (3)) to combine (30) and (31) into one equation. Also we have used induction hypothesis so that the index r only runs up to R(n). Next, the upper inequality in (18) 
Now, if l is sufficiently large, say, l > 3R(n) + δ(n), (38) does not hold and so for such an l we have
This, with (37), implies b(n + 1) l = 0 for sufficient large l. For statement (B), we use induction again. The case for n = 1 is true, as we have b(1) 0 = 0, cf. Theorem 4. Suppose the case for n is true, i.e., b(n) 0 = 0, and we want to show b(n + 1) 0 = 0. To this end, we use (37) for l = 0:
Note that we have used induction hypothesis so that r starts from 1 in the sum in (39). Now, the lower inequality in (18) implies m(4r+δ(n)) r (in (39)) is zero unless
But it is easy to see that (40) is not satisfied, for
This implies m(4r + δ(n)) r = 0, and hence, by (39), b(n + 1) 0 = 0. We prove statement (C) by induction. Obviously, it is true for n = 1, as b(1) 1 = 3 and b(1) l = 0 for all other l (cf. Theorem 4). Suppose the statement holds for n being odd; i.e.,
We first consider the case for l = 1.
Note that, to obtain the first line, we have used (30) . In the second and in the third equalities, we have used the fact that m(4r) r+1 is nonzero only for r = 1, 2, 3 (cf. the lower inequality of (18)) and that, by (20) , we have m(4) 2 = 18, m(8) 3 = 8 and m(12) 4 = 1. To obtain the fifth line (i.e., the second inequality), we have used induction hypothesis.
Next, for the case l > 1 (and still with the same induction hypothesis and n being odd).
Note that, to obtain the third line (i.e., the second inequality), we have used induction hypothesis and
which can be easily deduced from Proposition 3. The last line is due to the fact that the minimum at attained at r = 1. Now suppose n is even, and
We have
Note that, to obtain the first line, we have used (31) . To obtain the third line (i.e., the second inequality), we have used induction hypothesis and (41). Again, minimum is attained at r = 1. This completes the proof of statement (C) and Theorem 5 is proven.
Proof of Theorem 1. Define
Therefore, by Theorem 4, we have
Note that, by Theorem 5 (Statement A), we sum over finitely many l on the right-hand side of (42). Also, g l (q)/Z α (q) is a power series in q with integral coefficients. By Theorem 5 (Statement C), we have
(note that the first δ is defined in (3) and the second one is the Kronecker's delta). Fox fixed α, min (ν 3 (b(α) l )) is attained at l = 1 and so
This, with (42), implies Theorem 1.
Concluding Remarks:
• Atkin [9] , Klove [26] , and Lovejoy and Ono [28] were able to extend (1) and discovered many new and beautiful congruences for p(n). One wonders if these techniques could be used to find new congruences for a(n) that extend Theorem 1.
• In [4] , Ahlgren and Boylan proved a beautiful theorem which states that there are no simple congruences for p(n) apart from those with moduli 5, 7, and 11. See also Ono's book [30, pp. 90-92] . In view of this result, it is natural to ask if there are other simple congruences for a(n) other than modulus 3.
• One of the crowning achievements in the study of p(n) is Ono's result [29] : given any prime m ≥ 5, there exist infinitely many congruences of the type p(An + B) ≡ 0 (mod m). This result was later generalized elegantly by Ahlgren [2] for composite moduli M that are coprime to 6. See also [3] . For an excellent introduction, see Ono's book [30] . In a forthcoming paper,by similar methods employed by these authors, we will prove the following result for a(n): given any positive integer j ≥ 1 and prime m ≥ 5, there exists infinitely many congruences of the type a(An + B) ≡ 0 (mod m j ). This formula allows us to generate the lists of a(3 k n + c k ) below. We also indicate the factors 3 k+δ(k) of these a( * ) (cf. Theorem 1).
• The first five elements of a(3n + 2): 
