Abstract. We proved the highest order superconvergence (u − u h )(z) = O(h 2k )| ln h| at nodes z, based on Element Orthogonality Analysis (EOA), correction techniques and tensor product, where u ∈ W 2k,∞ (Ω) is the solution for the Poisson equation −Δu = f in a rectangle Ω, u = 0 on Γ, and u h ∈ S h 0 is its bi-k degree rectangular finite element approximation. This conclusion is also verified by numerical experiments for k = 4, 5.
Introduction
We consider the model boundary value problem to find u ∈ H where the subindex Ω is often omitted, if there is no confusion. When p = 2, we denote simply H k (Ω) = W k,2 (Ω) and ||.|| k = ||.|| k,2 . Assume that the domain Ω is subdivided into a finite number of the rectangular elements K ∈ J h , Ω = K∈J h K and the mesh is quasi-uniform. Denote the bi-k degree finite element space
where P k (x) is the space of polynomials of degree ≤ k and ⊗ is the tensor product operator (often omitted below). Define the finite element solution u h ∈ S h 0 satisfying (2) A(u h , v) = (f, v), v ∈ S h 0 . By (1) and (2), we have the following orthogonal relation: are proved (see [5, 17, 23, 25] ), where n(1) = 1 and n(k) = 0 if k > 1. However, it is found that the finite element solution or its derivatives at some specific points have possibly higher order accuracy, which is called superconvergence by J. Douglas. In 1973, Douglas and Dupont [14, 15] proved that for the two-point boundary value problem the k-degree finite element solution u h at each node x j is superconvergent, i.e., (4) (u − u h )(
where only u ∈ H k+1 is required. The estimate (4) is optimal and sharp, which is verified by the example in [15] .
Soon, Douglas, Dupont, and Wheeler [16] , considered bi-k degree rectangular finite element solution u h for Poisson equation (1) in a rectangle Ω and proved superconvergence estimates ||u h − u I || 1 ≤ Ch k+2 ||u|| k+3 , k ≥ 3, and (u − u h )(z) = O(h k+2 ) at nodes z, where the comparison function u I is constructed by quasiprojection and tensor product. Actually, this paper [16] contains much richer ideas. Later on, Chen [7] proved that bi-k degree rectangular finite element is superconvergent at k +1-order Lobatto points by the element analysis method, in particular, at nodes z (in L 2 -norm in [7] ),
which is further generalized to the case of variable coefficients [14] . However, when l = k ≥ 4 the study meets the essential difficulty (because the regularized Green's function g z has the singularity and the optimal regularity is ||g z || 2,1 ≤ C| ln h|, see Section 3).
On the other hand, Bramble and Schatz [3] and Thomee [26] used the kernel function K h (x, y) with small support to construct the convolution K k h * u h (a postprocessing or recovery) of finite element solution u h and obtained the highest order superconvergence for both function values and derivatives
where Ω 0 ⊂⊂ Ω 1 ⊂⊂ Ω, the mesh is uniform in Ω 1 , and the negative norm ||u − u h || −s,p,Ω is of the highest order O(h 2k ) under some conditions. Whether the rectangular finite element solution naturally has the highest order superconvergence at nodes is an attractive problem, which is one of six open problems proposed in [13, pp. 593-599] . Recently, this was emphasized by Zhou and Lin [33] , as a conjecture. All of this research can be concluded as the following 2k-conjecture. 2k-Conjecture of Superconvergence. Under some conditions, bi-k degree rectangular element u h ∈ S h for (1) has the highest order superconvergence at nodes z:
The question is so difficult that no definite answer was given for a long time.
We recall that up to now five main superconvergence methods have been developed: quasi-projection method [16] , local averaging method [3, 26] , element analysis method [6, 7, 8, 13, 22, 31, 32] , computer-based method [1, 2] and local symmetrical theory [24, 29, 30] . In the element (orthogonality) analysis method (EOA), a new technique of orthogonality correction [9, 11, 12] is introduced; also see [4, 20, 21] . This paper will give a rigorous proof of this conjecture based on EOA, orthogonality correction and tensor product. Our main result is as follows.
Theorem 1.
Assume that the rectangular mesh in a rectangle Ω is quasi-uniform, and problem (1) has a solution
h on the nodal set T h has the highest order superconvergence in the discrete L p -norm
and the highest order pointwise superconvergence
This result is quite similar to (4) in the one-dimensional case, where the slowly increasing factor | ln h| is not essential and perhaps can be removed (see Remark 3). This conclusion is also verified by our numerical experiments for k = 4, 5. The proof shows that Theorem 1 is valid in the higher dimensional case and the superconvergence conclusion may be generalized to non-rectangular domains (see Remark 4) . Moreover, whether the regularity requirement could be decreased to W k+1,p (Ω) as in a one-dimensional case is another difficult question. In recent years, The Third and Fourth International Conferences on Superconvergence and A Posteriori Error Estimates, held in Changsha, China in 2004, and Prague, Czech in 2008, respectively, and the corresponding special issues [34, 35] were published. Thus, some new superconvergence results on tetrahedral quadratic finite elements and triangular finite elements [36] - [40] were obtained. Remark 1. Under some conditions the solution of (1) in a non-smooth domain has higher regularity. For example, in a rectangle Ω, Fufaev [18] and Volkov [28] proved that if f ∈ C 1,α (Ω), 0 < α < 1 and f = 0 at angular nodes, then u ∈ C 3,α (Ω); if f ∈ C 3,α (Ω), 0 < α < 1 and f = f xx = f yy = 0 at angular nodes, then u ∈ C 5,α (Ω).
M -type projection in a one-dimensional element
Subdividing J = (0, 1) by the nodes
Introduce Legendre's polynomials in E,
where γ n = 1/(2n)!!, the inner product (l i , l j ) = 0, i = j, and c j+1 = (l j , l j ) = 2/(2j + 1).
Integrating l j (s) leads to M -type polynomials [6] ,
which are quasi-orthogonal:
To construct an M -type projection of u(s), expanding u s (s) as an L-type series,
and integrating in s, we get an M -type series [6, 7] and its partial sum
where
at two endpoints, which guarantees that the u I constructed in each element is continuous in J. Integrating by parts, the coefficient b j+1 has the following expression and estimate:
Note that if u is a polynomial of degree k, then all coefficients b j = 0, j > k. This is the basis to use the Bramble-Hilbert lemma.
It is easy to see that the remainder
has the orthogonal properties
and error estimates (by the Bramble-Hilbert lemma)
Defining an integral operator in K = (−h, h) gives us
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R k has no orthogonality. The projection u I = Q s u and the orthogonality of R k = u − Q s u play an important role in studying superconvergence [8, 11, 12, 13] .
Remark 2. As an example, we consider the one-dimensional problem Lu = −u xx + u = f, u(0) = u(1) = 0 and its k-degree finite element u h ∈ S h 0 , and the error
Further, integrating by parts for k ≥ 2, there is the higher order estimate
On the other hand, denote J 0 = (0, y), J 1 = (y, 1), 0 < y < 1 and construct the Green's function g
e., continuous and piecewise smooth) such that
If taking the node y = x j and g I ∈ S
h of the M -type projection of g y , we have
at each node x j (as obtained in [14, 15] ). Unfortunately, the argument is invalid for k > 3 in the multi-dimensional case, because the corresponding regularized Green's function g z ∈ H 1 0 (Ω) has the singularity and the optimal regularity ||g z || 2,1 ≤ C| ln h|. To prove the 2k-conjecture we have to propose a new correction technique in the element band.
Element Orthogonality Analysis (EOA)
Assuming that u I ∈ S h is a comparison function to be defined, we split the error
The idea behind EOA is to construct u I super close to u h and prove the basic estimate
For simplicity of notation, we denote the half-step lengths h i = k l = h = 1/(2N ) in the x, y-directions. Then K il is transformed to a reference element E = (−1, 1)×(−1, 1) by a linear transform x =x i +hs, y =ȳ l +ht, and the function
, the error R = u−u I has the following important decomposition [16] :
For example, in an element-band B = J × (y l , y l+1 ) we have the remainder
As mentioned above, there are nice orthogonal properties:
Obviously, (E y u) x = E y u x is a smooth function in x. By Green's formula,
in which all inner linear integrals cancel each other out, while only the integral along Γ remains and disappears as v = 0 on Γ (this is the simplest combination cancellation). We treat E x u y v y in the same way. So we have [7] (19)
When k ≥ 3, integrating by parts twice, we have [7] A
Using the discrete Green's function g h ∈ S h and ||g h || *
As R(z) = 0, e(z) = −θ(z) at nodes z, then Theorem 1 holds for k = 3. This is the best result up to now. For a long time, the remainders S
, it cannot be integrated by parts again, because the regularized Green's License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use function g z does not have higher regularity. This is the essential difficulty mentioned in Section 1.
We found that the conjecture is still valid for k = 4 using the correction technique in an element. Recently, k = 4 was also discussed in [33] . This paper further finds that constructing the correction function in an element-band B (rather than in an element) is more effective.
The basic idea of orthogonality correction [9, 10, 11, 12] is to construct W ∈ S h such that W = 0 at nodes and
is of the higher order. Then by using the discrete Green's function we get
Coming back to each element, we have superconvergence at nodes z:
To prove the conjecture, it is necessary to construct the optimal correction function W ∈ S h 0 (Ω) in order to get (20) with α = k − 1 and guarantee W (z) = 0 at all nodes z. This is an elaborate work.
4. An expansion with small parameter in an element-band Following V. Thomee [27] , we define a subspace of Sobolev space
In this section we shall prove the following key result under the stronger constraint (21) , which means that the 2k-conjecture is valid.
Theorem 2.
Assume that the solution of (1) satisfies
Then a corresponding correction function w h ∈ S h can be constructed such that w h = 0 at all nodes z and 
For simplicity, we first consider one term where
Note that M j (t) ⊥ P k (t) for j > k+2; actually, in addition to the two terms b k+1 (x) and b k+2 (x), all other terms in A(R 1 , v) disappear. Whereas the coefficients (24)
are smooth functions in x ∈ J = (0, 1), and by differentiating,
We shall concretely solve the problem with the low order term b(x) = b k+1 (x):
The main difficulty in constructing the correction function is that the small parameter h 2 contained in A(w, v) makes the problem singularly perturbed. However, from the condition (21), D 2j x b(x) = 0 on Γ x for 2j ≤ 2m < k − 1, that makes it possible to treat the small parameter. For this purpose we shall construct the correction function w h ∈ S h 0 (B ) in each B as (27) 
, Q h is the one-dimensional M -type projection operator defined in Section 2 and a ji are the constants to be defined. We define F j (t) one-by-one as follows.
we construct the first correction function (26) and integrating by parts, we can calculate the residue
where (Q h G 1 − G 1 ) x ⊥ ξ x is used and the remainder follows:
To define F 1 , an important idea is to project Φ 1 to
Using Φ 1t ⊥ P k−3 , we can determine that
where the orthogonality of F 1 (t) decreases the degree by 2. Therefore, we have
which still has the form similar to (26) . This treatment will be repeatedly used later. When k ≥ 6, rewriting
x G 1 and calculate the residue
where the remainder
Using Φ 2t ⊥ P k−5 , we can determine
where the orthogonality of F 2 (t) decreases the degree by 2 once again. So we get
In general, when 2m + 2 ≤ k, we can define the k-degree polynomials F j one-by-
and we get w h in (27) such that the corresponding residue could be rewritten as (28) A
When k = 2m + 2 is even, the last polynomial
is odd. Integrating by parts, we get
|D 2k u| |v xy |dxdy
When k = 2m + 3 is odd, the last polynomial 
Therefore, when R = R 1 = b k+1 (x)M k+1 (t) for any k ≥ 4, the desired estimate (22) can be derived by (29) and (30) .
We can also discuss
in a similar way. This time the only difference is that
Now we should study another remainder, R 2 = E x u in the corresponding band B * = (x i , x i+1 ) × J y and construct w h ∈ S h 0 (B * ) to satisfy (22) . Its analysis is quite parallel to that of R 1 = E y u. Finally, summarizing these analyses and estimates, Theorem 2 is proved.
The study of the solution
In this section we shall remove the stronger constraints (21) on u in Theorem 2.
Theorem 3.
can be constructed such that w h +W h = 0 at all nodes and
, by Theorem 2 we can construct the corresponding
where r h is of the highest order (32) . Then we will treat G. Because the k-degree polynomial G(x) contains only k − 1 degrees of freedom, we shall directly construct the desired correction polynomial W h ∈ S h 0 (B ) such that (32) holds.
The construction of G. Note that the function
, ..., 2m < k − 1, and using the imbedding theorem, we have
We introduce the polynomial series
with the following properties:
Using these bases, φ j , and the parameters α j , β j , we can define the function
with the derivatives
has the desired properties in (33).
The construction of W h . For simplicity, we consider only the term G(x)
) and construct the corresponding finite element solution
where a pq are (k−1) 2 parameters to be defined. Reducing the factor α l in both sides of equation (41)
the integrals in J x and E, where for i fixed, d ij = 0 for at most three indices j − i = 0, ±2, we get a linear system of equations
Denoting the unknowns
and the symmetrical positive definite matrix of order k − 1,
then (42) can be rewritten as a three-diagonal matrix equation:
This is an absolutely diagonally dominated linear system. Using Lemma 1 below, we have (43)
where the X 2 , X 3 will play an important role in the proof of Theorem 3. Finally, coming back to (35) and taking a general test function
Whereas the global test function v
where l q−1 ⊥ γ 1 , the second term disappears automatically, and only q = 2, 3 in the first term remain. By (37) and (43),
The other terms of G can be treated similarly. This completes the proof of Theorem 3.
In studying the correction function we often encountered a special linear system of n equations
and is called absolutely diagonally dominated [12, pp. 39-40] .
Lemma 1 ([12] ). Assume that for h suitably small, K is absolutely diagonally dominated and
Proof. We give a simplified proof. Using the substitute
the original i-th linear equation becomes (deducing a common factor h n−i ) 
In the following, we shall prove Theorem 1 by the duality argument.
Proof. 1. Discrete
. By the theory of partial differential equation in a rectangle, there is the regularity estimate [19] (47) [17, 23] ||g
Denoting by g I ∈ S
h 0 the interpolant of g, and using the inverse estimate we have
For any k (odd or even), taking v = g z in (46) leads to
Taking ψ = |θ − W | p−1 sign(θ − W ) and using the inverse estimate, we have |e N (x i , y j )| 2 /9) 1/2 , (theoretical ratio 2 2k ).
For comparison, the L 2 -norm error ||e N || is listed in the last line (theoretical ratio 2 k+1 ). We observe in Table 1 that the ratio of errors |e N | 2 on the meshes Z 4 , Z 8 , Z 16 , Z 32 are 221, 245, 213, respectively. Their accuracy increases 3, 4, 5 digitally respectively compared with ||e N ||. The error ratios at different nodes have some vibration.
We observe in Table 2 that the ratio of errors |e N | 2 on the triple meshes Z 4 , Z 8 , Z 16 are 978, 1113, respectively. Their accuracy increases 3, 4, 5 digitally respectively compared with ||e N ||. Because the double accuracy is accepted, the error |e 16 | is inexact.
The error at a node depends on the local property of derivatives of u, and the ratios of error on different nodes can be off if the solution is very oscillatory (for example, the error at (0.25, 0.75) is less), so the discrete L 2 -norm |e N | 2 will be more stable. 
