We consider a linear state estimation problem, where, in addition to the usual timestamped measurements, observations with uncertain timestamps are available. Such observations could, e.g., come from traces left by a target in a tracking scenario or from witnesses of an event and have the potential to improve the estimation accuracy significantly. We derive the posterior distribution and point estimators for a linear Gaussian smoothing formulation of this problem and illustrate with two numerical examples.
I. INTRODUCTION
A formulation of the linear state estimation problem that is useful in some scenarios is proposed with mixed measurements of two types:
M. measurements with precise timestamps; O. observations with uncertain timestamps.
Our interest in this problem originally comes from an idea for fusion of radar and droppings. In the project Smart Savannahs [1], we develop tracking algorithms for following rhinos inside a sanctuary. This can be done with sensors of type M, complemented with manual observations of type O from the rangers. The rangers spend considerable time on patrol, recording indirect rhino sightings, including droppings, foot prints, resting places, and browsing damages. They are all of type O and are particularly useful in the labeling problem, i.e., which track belongs to which rhino. Another application is in crime scene investigations, where the place of the crime is often known precisely, but not the time. For example, witness statements often contain uncertainty in both time and place, while surveillance cameras are precise in time. A third application is to estimate a bias in the type M measurements, when unbiased type O observations are available. The observations of type O need to be incorporated into a higher level data association algorithm; however, this paper will concern state estimation given a hypothesis of association.
The proposed approach is based on extending the optimal Bayes filter to consider uncertain stochastic timestamps, which usually are considered known exactly. Given a prior on the timestamps, the smoothed posterior distribution of the states conditioned on observations of both types, M and O, is derived. This leads to a posterior that can be expressed as a compound distribution. This distribution is often difficult to compute analytically. However, for discrete timestamps and a linear Gaussian state-space model (LGSSM), the distribution can be computed exactly as a mixture of Gaussians, although the number of components may be prohibitively large. A sampling method is proposed to approximate the posterior in the general case, and a few estimators are derived. The proposed sampling method computes the smoothing distribution for a large number of similar sets of timestamps. To improve the performance, a method is derived to update an existing smoothing distribution in a single pass when inserting or removing an observation at an arbitrary point in time.
The problem considered in this paper bears a close resemblance to the problems of out-of-sequence and timedelayed measurements, in particular when the time delay is uncertain. In such problems, the time delay is often assumed to be bounded, and mainly, filtering applications are considered. The problem of time delays has been treated extensively over the years; however, relatively little work has concerned timing uncertainty. In the literature, nothing has been found that extends the localized time delay to directly consider arbitrary timestamps with large uncertainty intervals, which is the topic of this paper. For this reason, a slightly different formulation of the problem is chosen.
The problem of fusing time-delayed measurements with a known timestamp can be solved using a Kalman filter with augmented states, first proposed in [2] . By augmenting the state vector with delayed state vectors, the covariance between a delayed measurement and the current state is implicitly computed, allowing for a correct measurement update. This naive approach is rather inefficient, and various improved methods are proposed and discussed in [3] - [5] . The more complicated case when the measurements also might arrive out of sequence is treated in [6] - [9] . An efficient implementation is proposed in [10] , which is also extended to handle delays in continuous time. The effects of time delays on the performance of systems are well studied; see, e.g., [11] - [13] . Detections occurring at random, but known, times are considered in [14] and [15] . A reverse problem is considered in [16] , where the time uncertainty is estimated for a position given the posterior.
Furthermore, random sampling times and delays have been considered (see [17] ), as well as methods to estimate unknown static or slowly varying delays (see [18] and [19] ). A few methods for managing discrete uncertain time delays in a filter are evaluated in [4] . The best performance is obtained by considering the problem as uncertain data association and using a probabilistic data association (PDA) filter [20] , which is similar to the minimum mean squared error (MMSE) estimator derived in this paper. Worse performance is obtained using maximum likelihood association, which has similarities with the maximum a posteriori (MAP) estimator derived in this paper. However, the PDA filter is expensive, so instead they propose an approximate method using covariance union to combine the state posterior distributions when updated using the minimum and maximum time delay, respectively. This seems to perform well when localized time delays are considered, but the approximation is less reasonable when considering arbitrary timestamps. It is also not clear how to extend this method to deal with multiple uncertain observations with overlapping uncertainty intervals.
An uncertain time delay problem where the true timestamp is intermittently available is considered in [21] . However, a measurement of the timestamp is obtained for each sample with additive Gaussian noise. The parameters of the noise are jointly estimated with the state in a filter. The proposed filter method is to approximate the augmented state posterior using a Monte Carlo method that sequentially samples from the timestamp posterior distribution. This bears some resemblance with the sampling approach proposed in this paper, but the chosen sampling method requires that the order of the timestamps is known and does not directly extend to large or overlapping uncertainty intervals.
A modification of the probabilistic multiple hypothesis tracker, where, in addition to target data association uncertainty, uncertain time delays are considered, is proposed in [22] . The algorithm applies the expectationmaximization (EM) method [23] in a sliding window to obtain a filter estimate, initialized by the prediction of the estimate from the previous time step. A special case of this method is derived in this paper to efficiently compute the MAP estimate of the states, modified to consider arbitrary timestamps.
Preliminary results of this work considering only a single observation with an uncertain timestamp are already published in [24] and [25] . The previous work is extended in this paper to consider multiple observations with timestamps that are uncertain in continuous time, rather than discrete time, and to propose methods for managing the increased complexity.
II. CONTINUOUS-DISCRETE MODEL
The underlying model considered is a continuous-time dynamic model with discrete-time measurements of type M. Although some results are more general, the method is derived for an LGSSM.
A. Linear Gaussian State-Space Model
A linear Gaussian time-invariant continuous-discrete state-space model (LGSSM) is considered in this paper. The dynamical model is given by the stochastic differential equation [26] 
where the stochastic process x(t) ∈ R n is the state vector at time t, A is the system matrix, β(t) is a Brownian motion process with E[dβ(t)dβ T (t)] = Qdt, and Q is a spectral density matrix. This is a special case of an Itô stochastic differential equation, and the integrals of the noise for nonoverlapping intervals are assumed to be independent, so the process in (1) satisfies the Markov property. An independent prior on the state at time t 0 is given by x(t 0 ) ∼ N (x 0 , P 0 ), where N (μ, ) denotes a Gaussian distribution with mean μ and covariance . The measurement model, with independent noise, is
where y j ∈ R m y is a noisy measurement at time t The differential equation in (1) can be solved analytically for a given instant of time by converting the model to a discrete-time equivalent model [27] - [29] . The differential equation is discretized at time instants of interest as well as time instants for which there are measurements or a prior, given by the set 
resulting in the discrete-time equivalent model
where
Full rank is assumed for Q i,j . Methods to compute the discretizations are described in [27] . Discretizations between t k−1 and t k will sometimes be denoted by the subscript k for convenience. The matrices in (5) satisfy, for all t τ ∈ [t k−1 , t k ], the following:
The joint posterior distribution for the states X = {x k } k∈K in the discrete-time model is given by p(X |Y) = N (X |X , P), which can be computed using Bayes' theorem [30] . The marginal distribution for each state can be computed efficiently using, e.g., the Rauch-Tung-Striebel smoother (RTSS) [31] or the forward-backward smoother [32] .
III. UNCERTAIN TIMESTAMPS
A model incorporating observations with uncertain timestamps is proposed, and its posterior distribution is derived.
A. Uncertain Timestamp Model
The LGSSM in Section II-A is augmented by observations of type O, resulting in the uncertain timestamp model (UTM). Let Z = {z i } i∈I be the set of observations and T = {τ i } i∈I represent their timestamps, where I = {1, . . . , I }. The observations z i ∈ R m z are modeled as independent conditioned on the states and the timestamps, and the model is given by
where H z i is the observation matrix and e 
This distribution may, for example, be flat, given by context, obtained through measurements or estimated by the observer.
B. Posterior Distribution of the UTM
The posterior distribution of the state in the UTM is computed by marginalization of the joint posterior distribution of the states and timestamps. It is given by the compound distribution
where all possible timestamps T are integrated over. The first factor in the integrand is recognized as the posterior distribution of the state, conditioned on T . This distribution can be computed using the various methods discussed in Section II-B, resulting in
where the superscript indicates which timestamps are used. The second factor in the integrand in (8) is the posterior distribution of the uncertain timestamps T , which can be computed up to a proportionality constant using Bayes' theorem and the independence assumption [30] as
where the subscript notation a : b = {i} b i=a is used to index a subset of the elements. The likelihood of observation z i given a subset of the other observations and their timestamps is computed by marginalizing the joint posterior distribution of the observation z i and the state x(τ i ) at time
is used in the third equality. The last equality defines a convenient notation for the mean and covariance of the prediction of z i at time τ i given the observations Z 1:i−1 , timestamps T 1:i−1 , and all the measurements Y.
Computation of (10a) is performed stepwise. First, the smoothed posterior p(x(·)|Y) is computed for the measurements Y. The likelihood of each observation is computed, in turn, at the given timestamp, and the observation and timestamp are sequentially added as conditional variables to the posterior distribution. The order in which the observations are added is unimportant. The result is the product of all the computed likelihoods and the joint prior of the timestamps. The joint prior p(T ) can also be computed sequentially using the chain rule, which may be simpler in some cases. Substituting (9) and (10) into (8) gives the compound distribution
where w T can be seen as the weight of the hypothesis of timestamps T . This class of distributions occurs in many fields of applications [33] , [34] , which has resulted in a number of established methods for computation. For a discrete timestamp prior, the posterior reduces to a Gaussian mixture distribution, since w T cannot have more support than p(T ). However, the posterior is difficult to compute analytically for more general priors. In such cases, the posterior distribution needs to be approximated or computed numerically. The main challenges lie in obtaining a representative approximation of the timestamp posterior distribution in (10a) and obtaining a useful and informative presentation of the continuous-time state posterior distribution in (8) .
IV. POINT ESTIMATORS
Point estimators [34] are used to provide useful and informative presentations of the posterior distributions in Section III-B. Three estimators are derived for the states and timestamps.
A. MMSE State Estimator
The MMSE estimator, derived in [34] , for the state posterior distribution in (11) is the posterior mean given bŷ
For a continuous timestamp prior, the estimator generally needs to be approximated. The uncertainty of the estimator is approximated by the posterior covariance as
B. MAP State Estimator
The MAP estimator, derived in [34] , for the state posterior distribution in (11) is given bŷ
Unlike the MMSE estimate, the MAP estimate for one instant of time also depends on the other time instants included in the maximization [34] . The MAP estimate at a particular instant of time will, therefore, differ depending on whether it is computed only for the state x(t) at that instant, the states X including other instants, or the continuous-time trajectory x(·). The estimator will in general, even in the case of a discrete timestamp prior, be impossible to compute analytically, so approximate or numerical methods are required.
C. MAP Timestamp Estimator
The MAP estimator [34] for the posterior distribution of the timestamps in (10) is given bŷ
using the monotonically increasing property of logarithms. Numerical optimization [35] can be used to obtain an estimate.
V. APPROXIMATE COMPUTATIONAL METHODS
The timestamps of the UTM in (7) are assumed to be continuous in general. This results in difficulties in analytically optimizing and computing the integrals in (11)- (14) . Three methods for approximately computing the posterior distributions and point estimators are presented.
A. Discrete Timestamp Approximation
One method is to approximate the prior on the timestamps in (7b) as a discrete distribution in the time instants T z . The posterior distribution then reduces from a compound distribution to a mixture distribution. This is effectively equivalent to replacing the integrals with summations in (11)- (13) . With high enough resolution in time, the effect on the results is negligible; however, the choice is a tradeoff between accuracy and computation time. For the UTM, the resulting posterior is a mixture of Gaussians. The MMSE estimator for this distribution is straightforward to compute. However, the MAP estimator still requires numerical optimization methods [35] . This method was used in [24] when only a single observation of type O was considered. However, this option is not viable as the only approximation when multiple observations are considered, since the number of components in the mixture grows exponentially with the number of type O observations.
B. Gibbs Sampling
Another method is to approximate the distribution in (11) by sampling. To compute the posterior distribution, one needs to integrate over an I -dimensional space. Even if the space is discretized, as discussed in the previous section, it is, in general, too costly to exhaustively explore the space of multiple observations when computing the distribution.
As an alternative, the distribution can be approximated using Gibbs sampling [36] , [37] . The timestamps are sampled from the distribution p(T |Y, Z) given in (10) . The posterior distribution of the states conditional on the timestamps is computed using the methods discussed in Section II-B.
In the Gibbs sampler, samples of the timestamps are drawn iteratively conditional on the current samples of all other timestamps. The sample τ s i of the timestamp for observation z i in iteration s is drawn from the distribution
i+1:I , and similar notation as in (10b) is used in the last equality. In the case that the timestamps are discretized according to Section V-A, this distribution is simple to sample from, since it is gridded in one dimension. However, for continuous timestamps, rejection sampling [38] (10) . The integral in (11) reduces to a sum over the samples and approximates the posterior distribution as
The MMSE estimator presented in Section IV-A is similarly approximated using this discrete set of timestamps aŝ
C. EM of the State
An approximate method that can be employed to compute the MAP of the states in (13) is a combination of the discrete timestamp approximation in Section V-A and the EM method [23] . Although the method guarantees convergence, unfortunately, there is no guarantee for convergence to the MAP estimate of the posterior distribution. This can be mitigated by using multiple starting points of the algorithm. A similar approach was presented in [22] . Interestingly, the method reduces to iteratively computing posterior distributions for LGSSMs.
The EM method iterates between computing an expectation over the timestamps and maximizing the expression with regard to the state. The expectation over the timestamps given the previous trajectory
where C is a constant independent of x(·) and
where T ¬i = T \ τ i . This is the marginal distribution of τ i given all observations and the state. For independent priors on the timestamps, the expression simplifies to
For dependent priors on the timestamps, the joint distribution in the integrand of (19) can be sampled, e.g., using a Gibbs sampler [36] , and marginalized to obtain samples from w i (τ i ). UsingR
If the observation matrix is the same for all observations, such that H z i = H z , the sum in (18) further reduces tô
where an equivalent observation is used, given bȳ
The trajectory maximizing (18) is obtained in the maximization step as
where the + denotes the trajectory to use in the next iteration. The expectation expression involves integrals over continuous time, which requires a continuous-time state trajectory to be estimated in each iteration. In practice, however, the state trajectory cannot be estimated in continuous time. One option for implementation is to discretize the prior [22] according to the discussion in Section V-A. This reduces the integrals in (18) and (20) to summations and allows the state to be considered in the discrete times
The trajectory X + maximizing this expression can be obtained as discussed in Section II-B, noting that this problem can be reformulated as an equivalent LGSSM by replacing the observations in the UTM with the pseudoobservations
VI. METHODS FOR EFFICIENT COMPUTATION
The methods proposed in Section V require the posterior distribution to be computed for a large number of timestamps. Instead of recomputing the posterior each time, methods to update an existing distribution are proposed.
A. Rauch-Tung-Striebel Smoother
The RTSS [31] is an efficient method for recursively computing the smoothed posterior distribution of an LGSSM. However, to obtain the posterior distribution for the full state vector, the smoothed cross covariances between consecutive states are required [43] . These can be computed in the backward recursion by adding [30] 
where P k , P k|k , and P k|k−1 are the smoothed, filter, and prediction covariances for state x k , respectively.
B. State Injection
Given the smoothed posterior distribution of the states X at the time instants in T x , one wants to obtain the joint posterior distribution of the states X and the state x(t τ ) for an arbitrary time t τ , where t k−1 < t τ < t k . This is straightforward to compute using the RTSS for the new set of time instants with a large amount of redundancy. However, a more efficient method is proposed for the LGSSM using the results in Proposition 1. See illustration in Fig. 1. PROPOSITION 1 Given the posterior distribution p(X |Y) = N (X |X , P) for the model in (4) , consider that the model is modified by substituting the equation by the two equations
where t k−1 < t τ < t k , and the transition and covariance matrices involved satisfy the conditions in (6). The posterior distribution of the modified model is then given by
where X m denotes all states in the modified model excluding x τ and
PROOF The proof is given in Appendix A (see the online supplementary material).
REMARK The proposition implies that the states X are unaffected by the modification and that the only cross covariances that are required are between consecutive states.
C. Smoothed Posterior Distribution Update
Given the smoothed posterior distribution of the states X at the time instants in T x , one wants to condition the distribution on an additional measurement z at a time t τ ∈ T x . Instead of recomputing the posterior distribution, a more efficient method is proposed for the LGSSM using the results in Proposition 2.
PROPOSITION 2 Given the posterior distribution p(X |Y) = N (X |X , P) for the model in (4), represented and uniquely determined bŷ
consider that the model is modified by adding the equation z = Hx(t τ ) + e, e ∼ N (0, R) (32) where τ ∈ 0 ∪ K. The posterior distribution p(X |Y, z) = N (X |X + , P + ) of the modified model is then given bŷ
for the instant of time t τ , where S τ = HP τ H T + R, and recursively computed bŷ
k+1 , and bŷ
PROOF The proof is presented in Appendix B (see the online supplementary material).
Combining (33)- (35) results in a method for efficiently updating a smoothed posterior distribution with an additional measurement, described in Algorithm 1 and previously published in [25] . A previously added measurement can be removed by subtracting its contribution, which artificially can be done using the algorithm together with a negative measurement noise covariance matrix. The main advantage of this approach is that only a single pass is required to update the smoothed posterior distribution compared to two passes required for the RTSS. In addition, the approach allows for further reduction in computation cost by terminating the forward and backward updates early when the contributions from the updates in (34) and (35) are negligible.
VII. ILLUSTRATIONS
Two scenarios considering a single and multiple observations, respectively, are presented to illustrate and analyze the proposed methods.
A. One-Dimensional Scenario With a Single Observation
The purpose of this scenario is to illustrate the effects of the timestamp uncertainty on the posterior distribution in one dimension. This scenario was originally considered in [24] . A nearly constant position model is used on the Algorithm 1: Update of Smoothed Posterior Distribution. Input: z, τ ,x k and P k for k ∈ 0 ∪ K, and
where the state x(t) is the position,x 0 = 0 km, y 1 = 1 km, t y 1 = 1 h, and z 1 = 0.5 km. The specifications used are Q = 2.78 × 10 −3 km 2 ·h −1 and R
The prior distribution of τ 1 is uniformly distributed over the considered time interval between 0 and 1 h, which is relatively uninformative, and is discretized uniformly in 600 steps. Using (5), the discretized matrices are computed as F k = 1 and Q k = Q · (t k − t k−1 ). With the discretization, the posterior distribution can be computed exactly and is shown in Fig. 2 . Point estimators are shown in Fig. 3 together with the estimate for the original model given only the measurement. The prior and posterior distributions of the timestamp are shown in Fig. 4 .
Assuming noise-free measurements and observations, and a continuous underlying system, the intermediate value theorem [44] for the one-dimensional model already gives the information that x(t) = z 1 for some t ∈ [0, 1] h, so, at first glance, the observation does not seem to add new information. However, the state is more likely to be in the vicinity of the observation, explaining that the posterior is being pushed toward the observation in Fig. 2 . The MMSE estimator in Fig. 3 produces a trajectory that slightly tends toward the observation compared to the original trajectory given only the measurement. The reason for this behavior can be found in Fig. 4 , where the posterior distribution of the timestamps is nearly uniform in the center. Given the timestamp, the trajectory passes near the observation at that time, attracting the compound distribution toward it and thus the MMSE estimate. Since additional information is available, the uncertainty of the estimate is seen to reduce significantly compared to the uncertainty in the original estimate.
This behavior is even more pronounced for the MAP estimators in Fig. 3 , shown for both the joint and marginal posterior distributions of the states. For the MAP estimators of the marginal states, this can intuitively be understood by realizing that at each instant of time within the approximately uniform region of the timestamp posterior distribution in Fig. 4 , the heights of the peaks will be ap- Fig. 4. Distributions p(τ 1 |y 1 , z 1 ) and p(τ 1 ) for the scenario with a single observation.
proximately proportional to the inverse of the determinant of the covariance, and the smallest covariance is given by the Gaussian, where the observation was used to update the posterior at the current time. This will attract the trajectory even more toward the observation than the MMSE estimate. The credible intervals of the posterior distributions for the marginal states also improve significantly over the original trajectory. Inspecting Fig. 4 , the dip in the middle of the posterior might seem unintuitive. However, the distribution is determined by (10b), and since the uncertainty is at its largest halfway between the end points (see Fig. 3 ), the dip can be understood.
B. Two-Dimensional Scenario With Multiple Observations
The purpose of this scenario is to demonstrate the effects of the timestamp uncertainty on the posterior distribution in two dimensions. A nearly constant velocity model is used on the form
dx(t) = Ax(t)dt + dβ(t), E(dβ(t)dβ(t)
T ) = Qdt (37a)
where y j with T y = {0 : 6, 12 : 18, 24 : 30}/0.03 s for j ∈ J and z i for i ∈ I = {1, 2} are shown in Fig. 5 . 
The model in (37) is suitable for tracking where the control input is unknown, but to generate data that resemble a target following a desired trajectory, a different approach is employed. The measurements Y are manually selected as a nonnoisy version of Y in Fig. 5 . The posterior distribution for the model in (37) given only these measurements is computed. The timestamps are sampled from a distribution that is uniform in [200, 400] s for τ 1 and uniform in [600, 800] s for τ 2 to obtain one observation in each gap. A trajectory is sampled from the Gaussian process posterior distribution at the timestamps corresponding to T y , T , and T p , where T p is 200 equidistant samples in the interval [0, 1000] s. The measurements Y and observations Z are sampled from this realization according to the corresponding models in (37) . One such realization is shown in Fig. 5 . Fig. 6 . Posterior distribution of the timestamps for the two-dimensional scenario using (a) a uniform prior and (b) an ordering prior. White and blue indicate low probability and yellow indicates medium to high probability. Samples from the distribution are shown as blue dots and the MAP estimate is shown in red. The bottom right triangle in (b) has exactly zero probability due to the ordering prior.
Using sampling importance resampling within a Gibbs sampler, as described in Section V-B, with 100 and 200 samples, respectively, the posterior distribution of the timestamps is sampled, as shown in Fig. 6 . For each sampled timestamp, a sample is drawn from the conditional posterior distribution to obtain samples from the posterior distribution of the states. The sampled states are shown in Fig. 5 . The MMSE estimates of the distributions are shown as well as the MAP estimates. The latter is obtained by discretizing the prior in 200 points and applying the EM algorithm. For the dependent prior, an additional Gibbs sampler with 300 samples was used inside the EM algorithm to approximate the timestamp distribution given a trajectory and the observations.
The sampled trajectories in Fig. 5 are rather dense near measurements, but more spread-out in the gaps where the uncertainty is large. One can see in Fig. 6 (a) that with the uniform prior, the sampled timestamps form a few clusters at the peaks of the multimodal posterior distribution. In Fig. 6(b) , one can see that infeasible timestamps are disregarded with the ordering prior, and almost all timestamps are sampled in one cluster around the highest peak.
An advantage of the MMSE estimator is that it is unbiased [34] . However, for multimodal distributions, a disadvantage is that the estimate might fall between modes, producing an unlikely estimate, as can be seen in Fig. 5(a) . It does not get close enough to the observations to be reasonable and tries to visit both observations both going out and coming back. The posterior distribution in Fig. 6(b) , however, is almost unimodal resulting in an MMSE estimate in Fig. 5(b) that is more feasible.
The MAP estimator will on the other hand produce likely estimates of the state, but at the cost of being biased [34] . The MAP estimators in Fig. 5 result in likely trajectories that visit the observations, although the estimated order might be incorrect as in Figs. 5(a) and 6(a) if the prior is not sufficiently informative. One disadvantage with the MAP estimator is that other likely trajectories corresponding to other modes in Fig. 6 are completely disregarded. By using multiple initializations, other modes may be obtained, which might be informative in presentation.
The bottom left and top right clusters in Fig. 6 (a) represent that both observations are visited either on the way out or back, where the timestamp MAP estimate belongs to the latter. Note that the order of the timestamps for all samples in each cluster is the same. This is reasonable due to backtracking being unlikely. The top left cluster represents that the closest observation is visited on the way out and coming back, which represents the distribution that the timestamps were generated from. The infeasible timestamps using the ordering prior are rejected, as expected in Fig. 6(b) , resulting in a timestamp MAP estimate that belongs to the correct cluster.
To compare the estimators, the root-mean-square error (RMSE) averaged over the time instants in T p and 500 Monte Carlo simulations is computed. The data are generated as previously described, and the estimators use the model in (37) . To obtain an upper and lower bound, the RMSE when discarding the observations Z and knowing the true timestamps T is computed. Three different priors are considered: the true prior used to generate the timestamps, the ordering prior, and the uniform prior. For each prior, the MMSE and MAP estimators are computed, as well as the joint MAP (JMAP) estimate of the states and timestamps. The latter is essentially obtained by numerically maximizing (14) and estimating the states using the resulting timestamps. The results for position and velocity estimates are presented in Table I. For all three priors, the MMSE estimator outperforms the other estimators both for position and velocity. This is reasonable considering that the purpose of the estimator is to minimize squared errors. The MAP estimator performs worse, but has the advantage of producing a likely estimate, which is not guaranteed for the MMSE estimator. The poor performance of the JMAP estimator can be explained by the lack of marginalization over the timestamps, which is inherent for the two other estimators. It is also seen that the performance improves with the amount of information Monte Carlo simulations for various estimators put into the prior, but the improvement is relatively small compared to the bounds or to the difference between the estimators. It should be noted that the particular scenario is designed to show the advantage of the additional observations. Nonetheless, it is shown that the performance improvement is not insignificant in such situations.
VIII. SUMMARY AND FUTURE WORK
In this paper, the problem of multiple observations with uncertain timestamps has been considered. Posterior distributions for the states and the uncertain timestamps have been derived, as well as point estimators for a conditionally LGSSM. The exact solutions are often difficult to compute, so approximate methods have been proposed that can handle the complexity of the problem. The methods to use depend on many factors, such as the type and accuracy of the output required, the available computing power, and the model. Regardless, the methods proposed in Section V will serve as useful components in a solution. In addition, exact methods for performing a measurement update in a smoothed posterior distribution, in one pass, as well as injecting an additional state into a smoothed posterior have been derived. These methods are useful in speeding up computations. The methods have been applied to two models, in one and two dimensions, respectively, to attain an intuition for the effect of the uncertain timestamps. The performance of the method has been evaluated for the second model using Monte Carlo simulations, and an improvement can be shown, especially for the MMSE estimator.
Several directions for future work are possible. The methods proposed in this paper could theoretically be used to compute the filtering distribution as well, but more efficient alternatives should be considered, e.g., filter banks, to approximate the filtering distribution in real time. Although the nature of the problem is nonlinear due to the uncertain timestamps, the proposed methods rely heavily on the underlying continuous model, as well as the conditionally linear Gaussian structure of the model. Future work should extend the methods to consider a more general class of nonlinear models. An analysis of the possible benefits of using this model and under which circumstances the additional observations have most impact would also be interesting. (F'11) He is a co-Founder of the following companies: NIRA Dynamics (automotive safety, including tire pressure monitoring systems found in about 50 million cars today), Softube (plug-ins used in tens of thousands of music studios), and Senion (indoor navigation for smartphones deployed in more than 30 countries in all six continents).
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