Abstract. We consider a simple one-dimensional random walk with the statistical weight of each sample path given by π β (ω) = exp{−β 0 i<j n V (|ω j − ω i |)}, where β has the meaning of negative temperature, and V is a nonnegative decreasing function with finite support. We show that for β > β 0 the distribution of ω n is concentrated in the area {|ω n | > c n}, where c = c(β) > 0, and for β < 0 every sample path becomes localized, in the sense that ωn never leaves some fixed interval.
M k=0 a k I {x=k} , where {a k } k=0,1,...,M is a decreasing sequence of positive numbers. Parameter β can be viewed as the negative temperature in statistical mechanics, −∞ < β < ∞. This process is called a random walk with interaction.
The behavior of this walk strongly depends on the value of β. In the case of positive β, the larger the distance between the values of a sample path in different moments of time, the higher is the probability of this path. Thus, in this case the most probable path is the monotone increasing (decreasing) one, i.e., ω i = i (ω i = −i). Then it is natural to call this walk self-repulsive.
If β < 0, we observe quite different behavior: A sample path is more likely to be observed if its values are not far from each other, i.e., the random walk becomes localized.
In this work we consider the distribution of ω n . Motivation for this comes from problems in probability theory and statistical physics; see [1] , [2] , [3] , [4] , and [5] . It will be shown that for large (fixed) β, with probability converging to one, |ω n | ε n, where ε = ε(β). And for β < 0, also with probability converging to one, the value of ω n is localized inside a certain interval. We do not consider the case of β = 0, because then our process becomes a simple random walk, i.e., Theorem. Using the above notation (1) for any β greater than some positive β 0 , there exist ε = ε(β) > 0 and α = α(β) > 0 such that
(2) for any β < 0, there exist C = C(β) > 0 and α = α(β) > 0 such that
Remark. The numbers ε(β) and C(β) can be chosen in the following way:
.
However, one could expect that the first result holds for any ε < 1, and in the second part we can set C = 1. This hypothesis is not yet proved.
Proof. Consider the case β > 0. Denote f β,n (ω) = exp{−β 0 i<j n V (|ω j − ω i |)}. Then c β,n = (E P f β,n (ω)) −1 . Let us estimate P β {|ω n | < εn} for some small ε > 0. Recall that, by definition,
Now we need an upper bound for f β,n (ω) on the set A x = {ω : ω n = x}. Due to symmetry of the process it is enough to consider x > 0. Then
Now let us estimate from below the numbers N k (ω) = #{(i, j) : 0 i < j n, |ω j − ω i | = k}. In order to do this, we introduce the sets B y , where each B y consists of the sample paths which spend exactly y moments of time inside the interval [
Consider any given sample path starting at zero and ending at x which spends exactly y units of time inside [−M, M ]. Then there are at least n − y moments of time when the absolute value of the process is not less than M . In other words:
Our process has only unit jumps; therefore, if |ω j − ω 0 | M , then for any natural number k M there exists i < j such that |ω j − ω i | = k. That means, for all k = 1, . . . , M the inequality N k (ω) n − y holds for any sample path in A x ∩ B y . Now let us estimate N 0 . For this we will need the following lemma. Lemma. Let {ξ s } s=1,...,k+m be a word (finite sequence) of ±1, in which the number of −1 is k, and the number of +1 is m, with k m. Then there exist at least k pairs (i, j), i < j, such that j s=i ξ s = 0.
Proof. We will prove it by induction in k + m. First, for k + m = 2 the statement is obvious. Supposing it holds for 2, 3, . . . , n − 1, we prove it for n.
Notice that for k = 0 the statement is, clearly, true. Therefore, we consider only k > 0. Then we can always find two different neighboring elements of {ξ s }, i.e., ξ i 0 = ξ i 0 +1 . Crossing them out of the sequence, we get a new one, {ξ s } s=1,...,n−2 , in which, again, the number of negative elements does not exceed the number of positive ones. Let us apply our induction assumption to the new sequence. This gives us k − 1 pairs i < j such that j s=iξ s = 0. Besides,ξ s = ξ s for s = 1, . . . , i 0 − 1 andξ s = ξ s+2 for s = i 0 , . . . , n − 2. Therefore, the partial sums j s=iξ s that contain only elements with indexes strictly less than i 0 can also be considered as the partial sums of the original sequence. The same holds for the sums containing only indexes not less than i 0 . For such (i, j) we have
On the other hand, if
Thus, for the original sequence {ξ s } we have k − 1 pairs (i, j) satisfying the needed condition. The last pair is (i 0 , i 0 + 1). This completes the induction.
Let us go back to the proof of the theorem. All we need is an estimate for . Let us consider any given sample path ω = {ω 0 , . . . , ω n } from A x ∩B y . Consider the continuous components of this path lying outside the strip [0, n] × [−M, M ] and denote them as {{ω i1 , . . . , ω j1 }, . . . , {ω ir , . . . , ω jr }}. Notice that the elements of each of these components are either all positive or all negative. Let us link these parts together, preserving the order, to construct a new sample path. Without loss of generality we consider that the first component is positive. Let us shift it so that its starting point moves to the origin and we have the beginning of our new sample path { ω i 1 = 0, ω i 1 +1 , . . . , ω j 1 −1 , ω j 1 = 0}. Then we follow the rule that if at the kth step the end of the existing construction and the beginning of the next component have the same sign (let us agree that zero has + sign), then we attach them to each other; i.e., { ω i1 = 0, ω i1+1 , . . . , ω j1 }, {ω i k , . . . , ω j k } are joined into
If the beginning of the new component and the end of the existing construction have different signs, then the negative one should end up one unit below the other one. For example, if ω j 1 = −1 (from the algorithm it is clear that ω j 1 can only take values 0 and −1) and
As a result, we obtain a new sample path ω = { ω 1 , . . . , ω l } with length l n−y, since it is constructed of the parts with total length n − y. Also after each "attachment" we made the total length one unit smaller. There could be no more than y "attachments"; therefore l n − 2y.
It is easy to see that the number of pairs i < j, such that ω i = ω j does not exceed the number of pairs i < j on the original path such that
(ω). Notice now that the path ω of length l starts at 0 and ends at (x − M − 1)
+ . For ω, by construction, we have | ω i+1 − ω i | = 1, i = 0, 1, . . . , l − 1. Therefore, there is a unique {ξ s } s=1,...,l sequence of ±1 corresponding to this path. Also the number of −1 in this sequence is (l − (x − M − 1) + )/2. Hence, by the lemma, there exist at least that many pairs i < j such that ω j − ω i = j s=i+1 ξ s = 0. Summing up
Now we can complete the estimation of N 0
Thus, on the set A x ∩ B y we have
Computing the minimum of the last expression as a function of y we have
where C depends only on the function V . The last expression gives us a uniform estimate over the set A x . Now, since this expression is decreasing in x, the following inequality holds:
a k + C on the set {ω : 0 ω n < εn}. Now we need only to find a lower bound for c β,n = (E P f β,n (ω)) −1 . Let us estimate E P f β,n (ω) from below by the value of f β,n (ω) on a monotone increasing path times the probability of this path (in the sense of the uniform measure P). Then we have
The last two inequalities yield
Now it is clear that if we take β > (2 log 2)/a 0 , there exists ε > 0 such that the last expression decays exponentially in n. This yields the first statement of the theorem. Suppose now β < 0. For the sake of convenience assume that n is even; that is, everywhere below instead of n we shall use 2n.
Let us find an upper bound for 0 i<j 2n V (|ω j − ω i |) over the set A x . We will need an estimate for
Notice that {ω i = ω j } implies that i and j are both odd or both even. Consider first the even pairs. For any given sample path starting at zero and ending at x consider the set of its values at even moments of time {ω 0 , ω 2 , . . . , ω 2n }. Denote the number of different values in this set as k. Also there are a total of n 1 , . . . , n k of each of these values, respectively, where, of course, n 1 + · · · + n k = n. Without loss of generality n 1 · · · n l > 1, n l+1 = · · · = n k = 1. Then the number of even pairs i < j such that ω i = ω j is equal to
Now consider another sequence of natural numbers {n 1 , . . . , n k }, which differs from the original one {n 1 , . . . , n k } by only two elements: n 1 = n 1 + 1 and n l = n l − 1.
Notice that the sum of elements of {n 1 , . . . , n k } is again n. Also, the value of Q k on the new sequence will increase by n 1 − n l + 1 > 0. Let us repeat this procedure until we get
The value of Q k on this sequence is Q * k = (n − k + 1)(n − k)/2. Also, it is not less than the value on the original sequence {n 1 , . . . , n k }. Recall now that we consider the paths which start at zero and end at x. Therefore, all even numbers from the interval [0, x] are included in the set {ω 0 , ω 2 , . . . , ω 2n }. Thus, k [x/2] + 1. This means,
This estimate is independent of k, therefore on A x the following inequality holds:
For the odd pairs i < j we have a similar inequality
Adding them together we obtain an estimate over the set A x : R(n, x) is decreasing in x for x ∈ [0, 2n]. Therefore, on the set {ω : ω 2n > C} the following inequality holds:
Now let us estimate E P f β,2n (ω) from below by the value of f β,2n (ω) on the path ω k+1 = ω k + (−1) k+1 , k = 0, 1, . . . , 2n − 1, times its probability (in the sense of the measure P). We have c β,2n = (E P f β,2n (ω))
2n exp β(a 0 n 2 + a 1 n(n + 1)) .
Using the last two inequalities, we obtain the final estimate P β |ω 2n | > C = 2 P β {ω 2n > C} = 2 c β,2n E P (f β,2n (ω) I {ω2n>C} ) exp{−β(a 0 − a 1 ) C 2 } exp n 2 log 2 + β(a 0 − a 1 ) C − 1 2 .
Choosing C we can make the last expression decay exponentially in n. This completes the proof of the theorem.
