Abstract. The paper aims at studying, in full generality, logics defined by imposing a variable inclusion condition on a given logic . It turns out that the description of the algebraic counterpart of the variable inclusion companion of a given logic is related to the construction of Płonka sum of the matrix models of . This observation allows to obtain a Hilbert-style axiomatization of the logics of variable inclusion and to describe the structure of their reduced models.
introduction
It is always possible to associate with an arbitrary propositional logic , two new substitution-invariant consequence relations l and r , which satisfies respectively a left and a right variable inclusion principle, as follows: where Σ is a set of inconsistency terms for (see Definition 33) . Accordingly, we say that the logics l and r are, respectively, the left and the right variable inclusion companions of , sometimes also referred to as contaiment logics.
Prototypical examples of variable inclusion companions are found in the realm of three-valued logics. For instance, the left and the right variable inclusion companions of classical (propositional) logic are respectively paraconsistent weak Kleene logic (PWK for short) [33, 29] , and Bochvar logic [7] . The fact that these logics coincide with the variable inclusion companions of classical logic was shown in [17, 58] . Remarkably, both PWK and Bochvar logic feature a nonsensical, infectious truth value [56, 18] , which made them a valuable tool in modeling reasonings with non-existing objects [49] , computerprograms affected by errors [23] as well as recent developments in the theory of truth [57] .
Recent work [9] linked PWK to the algebraic theory of regular varieties, i.e. equational classes axiomatized by equations ϕ ≈ ψ such that Var(ϕ) = Var(ψ). The representation theory of regular varieties is largely due to the pioneering work of Płonka [45] , and is tightly related to a special class-operator P ł (·) nowadays called Płonka sums. Over the years, regular varieties have been studied in depth both from a purely algebraic perspective [46, 32, 30, 31] and in connection to their topological duals 1 [28, 10, 55, 8] . The machinery of Płonka sums has also found useful applications in the study of the constraint satisfaction problem [2] and database semantics [40, 50] .
One of the main results of [9] states that the algebraic counterpart of PWK is the class of Płonka sum of Boolean algebras. This observation led us to investigate the relations between left variable inclusion companions and Płonka sums in full generality. 2 Our study is carried on in the conceptual framework of abstract algebraic logic [19, 24, 25] .
We begin by generalizing the construction of Płonka sums from algebras to logical matrices (Section 3). This allows us to condense the connection between left variable inclusion principles and Płonka sums in the following slogan: The left variable inclusion companion l of a logic is complete w.r.t. the class of Płonka sums of matrix models of (Corollary 15).
As a matter of fact, left variable inclusion companions l are especially well-behaved in case the original logic has a partition function [54] , a feature shared by the vast majority of non-pathological logics in the literature. The importance of partition functions is reflected both at a syntactic and at a semantic level. Accordingly, on the one hand we present a general method to transform every Hilbert-style calculus for a finitary logic with a partition function into an Hilbert-style calculus for l (Theorem 24). On the other hand, partition functions can be exploited to tame the structure of the matrix semantics Mod Su ( l ) of l , given by the so-called Suszko A set F ⊆ A is a (deductive) filter of on A, or simply a -filter, when the matrix A, F is a model of . We denote by F i A the set of all filters of on A, which turns out to be a closure system. Moreover, we denote by Fg A (·) the closure operator of -filter generation on A.
Let A be an algebra and F ⊆ A. A congruence θ of A is compatible with F when for every a, b ∈ A, if a ∈ F and a, b ∈ θ, then b ∈ F.
It turns out that there exists the largest congruence of A which is compatible with F. This congruence is called the Leibniz congruence of F on A, and it is denoted by Ω A F. Let A be an algebra, F ⊆ A and be a logic. The Suszko congruence of F on A, is defined as
Let A be an algebra. A function p : A n → A is a polynomial function of A if there are a natural number m, a formula ϕ(x 1 , . . . , x n+m ), and elements b 1 , . . . , b m ∈ A such that p(a 1 , . . . , a n ) = ϕ A (a 1 , . . . , a n , b 1 , . . . , b m )
for every a 1 , . . . , a n ∈ A. 
The Leibniz and Suszko congruence allows to associated two distinguished classes of models to logics. More precisely, given a logic , we set
The above classes of matrices are called, respectively, the classes of models, Leibniz reduced models, and Suszko reduced models of . It turns out that Mod Su ( ) = P sd Mod * ( ). Trivial matrices will play a useful role in the whole paper. More precisely, a matrix A, F is trivial if F = A. We denote by 1, {1} the trivial matrix, where 1 is the trivial algebra. Observe that the latter matrix is a model (resp. Leibniz and Suszko reduced model) of every logic. Moreover, if is a logic and A, F ∈ Mod Su ( ) is a trivial matrix, then A, F = 1, {1} .
Given a logic , we set
In other words, Alg( ) is the class of algebraic reducts of matrices in Mod Su ( ). The class Alg( ) is called the algebraic counterpart of . For the vast majority of logics , the class Alg( ) is the class of algebras intuitively associated with . Lemma 4. Let be a logic and , δ ∈ Fm. The following are equivalent: Now, we turn out attention to a fundamental topic in abstract algebraic logic, that is the so-called Leibniz hierarchy, see for example [19, 24, 25, 51, 52, 42] . We review only the material which is necessary for the present purpose. A logic is protoalgebraic if there is a set of formulas ∆(x, y) such that ∅ ∆(x, x) and x, ∆(x, y) y.
Remarkably, if is protoalgebraic, then Mod * ( ) = Mod Su ( ). A logic is equivalential if there is a set of formulas ∆(x, y) such that for every A, F ∈ Mod( ),
In this case, ∆(x, y) is a set of congruence formulas for . Remarkably, if is equivalential, then Mod * ( ) is closed under S and P. Moreover, every equivalential logic is protoalgebraic. A logic is truth-equational if there is a set of equations τ (x) such that for all A, F ∈ Mod * ( ), a ∈ F ⇐⇒ A τ (a), for all a ∈ A.
In this case, τ (x) is a set of defining equations for .
Finally, a logic is algebraizable when it is both equivalential and truth-equational. In this case, Alg( ) is called the equivalent algebraic semantics of .
Płonka sums.
For standard information on Płonka sums we refer the reader to [46, 45, 47, 54] . A semilattice is an algebra A = A, ∨ , where ∨ is a binary commutative, associative and idempotent operation. Given a semilattice A and a, b ∈ A, we set
It is easy to see that ≤ is a partial order on A.
Definition 5.
A direct system of algebras consists in (i) a semilattice I = I, ∨ ; (ii) a family of algebras {A i : i ∈ I} with disjoint universes; (iii) a homomorphism f ij : A i → A j , for every i, j ∈ I such that i ≤ j; moreover, f ii is the identity map for every i ∈ I, and if
Let X be a direct system of algebras as above. The Płonka sum of X, in symbols P ł (X) or P ł (A i ) i∈I , is the algebra defined as follows. The universe of P ł (A i ) i∈I is the union i∈I A i . Moreover, for every n-ary basic operation f and a 1 , . . . , a n ∈ i∈I A i , we set
Observe that if in the above display we replace f by any complex formula ϕ in n-variables, we still have that
, . . . , f i n j (a n )).
Notation: Given a formula ϕ, we will often write ϕ P ł instead of ϕ P ł (A i ) i∈I when no confusion shall occur. The theory of Płonka sums is strictly related with a special kind of operation: Definition 6. Let A be an algebra of type ν. A function · : A 2 → A is a partition function in A if the following conditions are satisfied for all a, b, c ∈ A, a 1 , ..., a n ∈ A n and for any operation g ∈ ν of arity n 1.
The next result makes explicit the relation between Płonka sums and partition functions: 
It is worth remarking that the construction of Plonka sums preserves the validity of the so-called regular identities, i.e. identities of the form ϕ ≈ ψ such that Var(ϕ) = Var(ψ).
The left variable inclusion companion of a logic
The definition of direct system can be extended, as follows, to logical matrices: Definition 8. A direct system of matrices consists in (i) a semilattice I = I, ∨ ; (ii) a family of matrices { A i , F i } i∈I with disjoint universes;
for every i, j ∈ I such that i ≤ j such that f ii is the identity map for every i ∈ I, and if
Given directed system of matrices X as above, we set
The matrix P ł (X) is the Płonka sum of the direct system of matrices X. Given a class M of matrices, we denote by P ł (M) the class of all Płonka sums of directed systems of matrices in M. The following observation is a routine computation:
, for every class of matrices M.
Definition 10. Let be a logic. The left variable inclusion companion of is the relation l ⊆ P (Fm) × Fm defined for every Γ ∪ {ϕ} ⊆ Fm as
It is immediate to check that l is indeed a logic. We will often refer to the left variable inclusion of a logic simply as its variable inclusion companion, as, in this paper, we will not introduce any different syntactic filters on inferences.
Example 11. Let be propositional classical logic. Then l is the logic known as Paraconsistent Weak Kleene, PWK for short, originally introduced in [33] . This logic is equivalently defined, syntactically, by imposing the variable inclusion constrain, as in Definition 10, to classical logic or, semantically via the so-called weak Kleene tables with two of the three truth values as designated (see [9, 17] [48] ) have been introduced and discussed in [56] . They are semantically defined, by adding a non sensical truth value to the (single) matrix inducing Strong Kleene and the logic of Paradox, respectively.
In [9] , it is shown that an algebraic semantics for PWK is obtained via the Płonka sum of Boolean algebras. This idea can be generalized to the variable inclusion companion of any logic .
Lemma 13. Let be a logic and X be a directed systems of models of . Then P ł (X) is a model of l .
Proof. Assume that X is an in Definition 8. Then suppose that Γ l ϕ and consider a homomorphism v :
We claim that g[∆] ⊆ F j . To prove this, consider an arbitrary formula
From the definition of P ł (X) we have that
Since v(δ) ∈ i∈I F i , this implies that
Now observe that l ≤ j. Therefore there is a homomorphism f lj :
Together with (1), this implies that
This establishes our claim.
Recall that ∆ ϕ. Since A j , F j is a model of and by the claim g[∆] ⊆ F j , we conclude that g(ϕ) ∈ F j . But this means that
Hence we conclude that P ł (X) is a model of l as desired.
Recall that 1 is the trivial algebra. The following construction, originally designed in [37] , will be used throughout the whole paper. Given an algebra A, there is always a direct system of algebras given by A and 1 equipped with the identity endomophisms and the unique homomorphism f : A → 1. We denote by A ⊕ 1 the Płonka sum of this direct system. Observe that A ⊕ 1 is the algebra with universe A ∪ {1} and basic operations f defined as follows:
Observe that the above construction can be lifted to matrices. More precisely, given an arbitrary matrix A, F , there is always a direct system of matrices given by A, F and 1, {1} equipped with the identity endomophisms and the unique homomorphism f : A → 1. The Płonka sum of this system is the matrix A ⊕ 1, F ∪ {1} . Theorem 14. Let be a logic and M be a class of matrices containing 1, {1} . If is complete w.r.t. M, then l is complete w.r.t. P ł (M).
Proof. In the light of Lemma 13 it will be enough to show that if
To this end, suppose that Γ l ϕ. Define
Together with the fact that is complete w.r.t. M, this implies that there exists a matrix A, F ∈ M and a homomorphism v :
. Now, consider the homomorphism g : Fm → A ⊕ 1 defined for every variable x ∈ Var as follows:
From the definition of A ⊕ 1 it follows that
Together with the fact that
Hence we conclude that Γ P ł (M) ϕ as desired.
Corollary 15. Let be a logic. The variable inclusion companion l is complete w.r.t. any of the following classes of matrices:
Proof. Observe that is complete w.r.t. any of the classes Mod( ), Mod * ( ), Mod Su ( ). Moreover any of these classes contains the (trivial) matrix 1, {1} . Thus we can apply Theorem 14.
Logics with a partition function and axiomatizations
Definition 16. A logic has a partition function if there is a formula x · y, in which the variables x and y really occur, such that x x · y and the equations P1., . . . , P5. in Definition 6 hold in Alg( ) for every n-ary connective f .
In this case, x · y is a partition function for .
Remark 17. By Lemma 4, the above Definition can be rephrased in purely logical terms, by requiring that x x · y and that
, for every identity of the form ≈ δ in P1., . . . , P5.
Example 18. Logics with a partition function abound in the literature. Indeed, the term x · y := x ∧ (x ∨ y) is a partition function for every logic such that Alg( ) has a lattice reduct. Such examples include all modal and substructural logics. On the other hand, x · y := (y → y) → x is a partition function for all logics such that Alg( ) has a Hilbert algebra reduct [21] .
Remarkably, the presence of a partition function is inherited by the construction of regalurizations:
Lemma 19. Let be a logic. The operation · is a partition function for if and only if it is a partition function for l .
Proof. From Remark 17 the fact that · is a partition function for is witnessed by the validity of some inferences ϕ ψ such that Var(ϕ) ⊆ Var(ψ). Hence these inferences also holds in l . With another application of Remark 17 we conclude that · is a partition function for l .
The other direction follows from the inclusion l ⊆ .
The following result is the generalization of Theorem 7 to the setting of logical matrices. Theorem 20. Let be a logic with a partition function ·, and A, F be a model of such that A ∈ Alg( ). Conditions (1-4) of Theorem 7 hold. Moreover, setting F i := F ∩ A i for every i ∈ I, the triple
is a direct system of matrices such that P ł (X) = A, F .
Proof. In the light of Theorem 7, it will be enough to show that f ij [F i ] ⊆ F j for every i, j ∈ I such that i ≤ j. To this end, consider a ∈ F i and b ∈ A j with i ≤ j. Since · is a partition function for , we have x x · y. Together with the fact that A, F ∈ Mod( ) and a ∈ F, this implies that a · b ∈ F. Observe that a · b ∈ A j by (ii) and, therefore, that a · b ∈ F j . Hence, by (iii), we have that
Definition 21. Let be a logic with a partition function ·, and A, F be a model of such that A ∈ Alg( ). The Płonka fibers of A, F are the matrices { A i , F i } i∈I given by condition (iv) of the above result. 
Since the variable inclusion constraint holds for this inference, we obtain that
Since A i is a subalgebra of A and A, F is a model of l , this implies that
and, therefore, that v(ϕ) ∈ F i , as desired.
By a Hilbert-style calculus with finite rules we understand a (possibly infinite) set of Hilbert-style rules, each of which has finitely many premises. Definition 23. Let H be a Hilbert-style calculus with finite rules, which determines a logic with a partition function ·. Let H l be the Hilbert-style calculus given by the following rules:
for every Proof. Let H l be the logic determined by H l . We begin by showing that H l ≤ l . It will be sufficient to show that every rule in H l holds in l . This is clear for (H1). Moreover, the rules (H3, H4) are valid in l , because · is a partition function for l by Lemma 19. It only remains to prove that (H2) holds in l . To this end, consider a rule γ 1 , . . . , γ n ϕ in H. Clearly we have that γ 1 , . . . , γ n ϕ. Since · is a partition function for , we have x x · y. In particular,
as desired. To prove l ≤ H l , we reason as follows. Consider A, F ∈ Mod Su ( H l ). Observe that clearly A ∈ Alg( H l ). Moreover, · is a partition function in H l by Remark 17 and (H3,H4). Hence we can apply Theorem 20, obtaining that A, F = P ł (X), where X is the direct system of matrices I, { A i , F i } i∈I , { f ij : i ≤ j} given in the statement of Theorem 20. Thanks to the rules of H l we can replicate the construction in the proof of Lemma 22 obtaining that each fiber A i , F i is a model of . This observation, together with the fact that A, F = P ł (X) and Corollary 15, implies that A, F is a model of l . Hence we conclude that Mod
The proof of the above result establishes the following:
If is a finitary logic with a partition function, then
Example 26. A Hilbert-style calculus for PWK is axiomatized, following Definition 23, as follows (ϕ → ψ is a shorthand for ¬ϕ ∨ ψ):
Notice that Axioms (A1)-(A6), together with the rule of Modus Ponens, provide a Hilbert-style calculus for propositional classical logic. (R1) and (R2) are obtained by setting x · y := x ∧ (x ∨ y) as partition function for classical logic.
Suszko reduced models of l
In this section we investigate the structure of the Suszko reduced models Mod Su ( l ) of the variable inclusion companion l of a logic . To this end, we rely on the following technical observation:
Lemma 27. Let be a logic with a partition function ·, and X = I, ≤ , { A i , F i } i∈I , { f ij : i ≤ j} a direct system of models of . Given an upset J ⊆ I, we define for every i ∈ I,
Then i∈I G i is a l -filter on P ł (A i ) i∈I .
Proof. It is clear that the matrices { A i , G i : i ∈ I} give naturally rise to a direct system of matrices, when equipped with the homomorphisms in X. Moreover, by assumption each A i , G i is a model of . Thus i∈I G i is a l -filter on P ł (A i ) i∈I by Lemma 13.
The following result identifies the Płonka sums of matrices in Mod Su ( ) that belong to Mod Su ( l ).
Theorem 28. Let be a logic with a partition function ·, and let X = I, ≤ , { A i , F i } i∈I , { f ij : i ≤ j} be a direct system of matrices in Mod Su ( ). The following conditions are equivalent:
(ii) For every n, i ∈ I such that A n , F n is trivial and n < i, there exists j ∈ I s.t. n ≤ j, i j and A j is non-trivial.
Proof. (i)⇒(ii): Suppose that P ł (X) ∈ Mod Su ( l ), and consider n, i ∈ I such that A n , F n is trivial and n < i. The fact that A n , F n is both trivial and belongs to Mod Su ( ) implies that A n is the trivial algebra. Then A n , F n = 1, {1} . Moreover, set a := f ni (1). Since n < i, we know that a = 1. Together with the fact that P ł (X) ∈ Mod Su ( l ), this implies that there is a l -filter G of P ł (A i ) i∈I such that i∈I F i ⊆ G and a, 1 / ∈ Ω P ł (A i ) i∈I G. Thus, by Lemma 2, there is a formula ϕ(x, z) and elements c ∈ i∈I A i such that
We can assume w.l.o.g. that all the elements in the sequence c belong to the same component A k of the Płonka sum P ł (A i ) i∈I .
We claim that indeed ϕ(1, c ) / ∈ G. Suppose the contrary towards a contradiction. Then ϕ(1, c ) 
The above equalities are justified as follows: (5) is a consequence of the fact that X is a direct system of matrices and that n ∨ k ≤ i ∨ k (since n ≤ i), (8) follows from the fact that x · y is the projection on the first component on the algebra A i∨k . Condition (10) follows from the fact that ϕ(1, c ) ∈ G, G is a l -filter and, by Lemma 19 · is a partition function for l , hence x l x · y. Hence we have that ϕ(a, c ), ϕ(1, c ) ∈ G, which contradicts (2), establishing the claim.
From the claim and (2) we get that ϕ(a, c ) ∈ G and ϕ(1, c ) / ∈ G. Set j := n ∨ k and m := k ∨ i. We claim that j is such that: (A) n ≤ j, (B) A j is non trivial and (C) i j. We proceed to prove (A, B, C).
(A): Since j = n ∨ k, we have that n ≤ j. (B): Observe that
Together with ϕ(1, c ) / ∈ G, this implies that ϕ P ł (1, c ) ∈ A j G. On the other hand, since F n = A n , we have that
Thus both A j ∩ G and A j G are non-empty. We conclude that A j is non-trivial.
(C): Suppose, by contradiction, that i ≤ j. In particular, this implies that m = j (indeed, i ≤ j = n ∨ k, thus i ∨ k ≤ n ∨ k, i.e. m ≤ j; on the other hand, since n < i then n ∨ k ≤ i ∨ j, i.e. j ≤ m).
Therefore we have that
=
The above equalities are justified as follows. (12) follows from the fact that i ≤ m = j. (13) is a consequence of a = f ni (1) . (14) from j = m and (15) from m = i ∨ k. This establishes the above equalities, yielding that ϕ P ł (1, c ) ∈ G. But this contradicts the fact that ϕ(1, c ) / ∈ G. Hence (A), (B) and (C) hold establishing our claim. In particular, this implies that j ∈ I satisfies the condition in the statement.
(ii)⇒(i): By Lemma 13 we know that P ł (X) is a model of l . It only remains to prove that it is Suszko reduced. To this end, let θ be the Suszko congruence of P ł (X).
Observe that, in order to prove that θ is the identity, it will be enough to show that it does not identify distinct elements in components of the Płonka sum which are comparable with respect to the order ≤. To prove this, suppose indeed that θ does not identify different elements in components of the Płonka sum which are comparable. Then consider two different elements a, b ∈ A = i∈I A i . There exist i, j ∈ I such that a ∈ A i and b ∈ A j . If i and j are comparable, then by assumption a, b / ∈ θ. Then consider the case where i and j are incomparable. Set k := i ∨ j. Clearly we have that i, j < k. In particular, we have that b · b = b ∈ A j and a · b ∈ A k and, therefore, b · b = a · b. Since j and k are comparable, this implies that b · b, a · b / ∈ θ. In particular, this means that a, b / ∈ θ as well. As a consequence we conclude that θ is the identity.
By the above observation, to prove that θ is the identity, it will be enough to show that it does not identify elements in components of the Płonka sum P ł (X) which are comparable with respect to ≤. To this end, consider two different elements a, b ∈ A such that a ∈ A i and b ∈ A j with i ≤ j. We have two cases: either i = j or i < j.
First consider the case where i = j, that is a, b ∈ A i . By assumption, we have that A i , F i ∈ Mod Su ( ). Therefore we can assume w.l.o.g. that there is a -filter G i on A i such that F i ⊆ G i , some elements c ∈ A i , and a formula ϕ(x, z) such that ϕ A i (a, c ) ∈ G i and
An analogous argument to the one described in the proof Lemma 27 shows that G := i∈I G i is a l -filter on P ł (A i ) i∈I . Moreover, observe that
We conclude that a, b / ∈ θ. Then we consider the case where i < j. We have cases: either A i is trivial or not. If A i is non-trivial, then
Su ( ). Then for every l ∈ I, we define
By Lemma 27 we know that G := i∈I G i is a l -filter on P ł (A i ) i∈I . Then choose an element c ∈ A i F i . We have that
Hence we conclude that a, b ∈ θ, as desired.
Then we consider the case where A i is trivial. We have cases: either F i = ∅ or F i = A i . First suppose that F i = ∅. Iterating the argument in the previous paragraph (taking c := a) we obtain that a, b / ∈ θ. Then consider the case where F i = A i . Observe that in this case A i , F i is a trivial matrix. Therefore we can apply the assumption, obtaining an element k ∈ I such that A k is non-trivial, i < k and j k. Then for every l ∈ I we define
By Lemma 27 we know that G := i∈I G i is a l -filter on P ł (A i ) i∈I . Since A k is non-trivial and
Hence we conclude that c · P ł a / ∈ G and c · P ł b ∈ G. But this means that a, b / ∈ θ.
Theorem 28 identifies the Suszko reduced models of l , which can be expressed in terms of Płonka sums of Suszko reduced models of . It is natural to wonder whether it is true that all Suszko models of l are of this kind. Example 42 shows that this does not hold in general.
Equivalential logics.
It turns out that, in the setting of finitary equivalential logics , the class of matrices Mod Su ( l ) has a very transparent description in terms of Płonka sums, as we proceed to prove (see Theorem 31).
Lemma 29.
Let be an equivalential finitary logic with a partition function. Then
Proof. Recall from Lemma 19 that also l has a partition function. Then consider A, F ∈ Mod * ( l ) and let
be the direct system of matrices given in Theorem 20. We know that P ł (X) = A, F . Moreover, by Lemma 22, we know that each fiber of X is a model of . It only remains to prove that the fibers of X are Leibniz reduced. We claim that i∈I Ω A i F i is a congruence of A. To show this, let ∆(x, y) be a set of congruence formulas for . Then consider an n-ary basic operation λ and elements a 1 , . . . , a n , b 1 , . . . , b n ∈ A such that a j , b j ∈ i∈I Ω A i F i , for all 1 ≤ j ≤ n. This implies that are indexes m 1 , . . . , m n ∈ I such that a j , b j ∈ A m j , for all j ≤ n. The fact that ∆ is a set of congruence formulas for implies that
From the fact that ∆ is a set of congruence formulas for it follows that
Together with (16) and (17), the fact that A k , F k is a model of implies that
Together with the fact that ∆ is a set of congruence formulas for , this implies that
This establishes the claim. Since each Ω A i F i is compatible with F i , we know that the congruence i∈I Ω A i F i is compatible with F. In particular, this implies that
Since Ω A F is the identity relation, we conclude that so is each Ω A i F i . Hence we obtain that A i , F i ∈ Mod * ( ) for every i ∈ I and, therefore, that
We conclude that Mod * ( l ) ⊆ P ł (Mod * ( )), as desired.
Corollary 30.
If is an equivalential finitary logic with a partition function, then
Proof. First recall that Mod Su ( ) = Mod * ( ), since is equivalential. Thus it will be enough to prove that Mod Su ( l ) ⊆ P ł (Mod * ( )). We have that
⊆ SPP ł (Mod * ( )) (20) ⊆ P ł (SPMod * ( )) (21) = P ł (Mod * ( )).
The non-trivial inclusions above are justified as follows: (20) is a consequence of Lemma 29, (21) follows from Lemma 9, and (22) from the fact that Mod * ( ) is closed under S and P, since is equivalential. Hence we conclude that Mod Su ( l ) ⊆ P ł (Mod * ).
We are now ready to provide a full characterization of the Suszko reduced models of the variable inclusion companion of a finitary equivalential logic (with partition function).
Theorem 31. Let be an equivalential and finitary logic with a partition function, and A, F be a matrix. The following conditions are equivalent:
There exists a direct system of matrices X ⊆ Mod * ( ) indexed by a semilattice I such that A, F ∼ = P ł (X) and for every n, i ∈ I such that A n , F n is trivial and n < i, there exists j ∈ I s.t. n ≤ j, i j and A j is non-trivial.
Proof. This is a consequence of Theorem 28 and Corollary 30.
Example 32.
Observe that all substructural logics [27, 43] are finitary, equivalential, and have a partition function. The same holds for all local and global consequences of normal modal logics [36] . As a consequence, the above result provides a description of the Suszko reduced models of the regularizations of all substructural and modal logics (when the latter are understood as local and global consequences of normal modal logics [3, 14, 35] ).
Inconsistency terms.
The following definition originates in [38] , but see also [12, 53] : Example 34. For any formula ϕ, the set {¬(ϕ → ϕ)} is a set of inconsistency terms for all superintuitionistic logics, all axiomatic extensions of MTL-logic [16, 22] including Łukasiewicz logic [15] , and all local and global consequences of normal modal logics.
Remark 35.
Observe that if has a set of inconsistency terms, then has a set of inconsistency terms only in variable x. If, moreover, is finitary, then it has a finite set of inconsistency terms only in variable x.
The goal of this section is to show that if is a logic with a set of inconsistency terms, then the description of the Suszko reduced models of its variables inclusion companion can be sustantially improved (see Theorems 28 and 31), as we show in this section.
The next result discloses the semantic meaning of inconsitency terms. It should be observed that algebraic versions of it first appeared in [34] and [13] in the setting of varieties and quasi-varieties of algebras respectively. Lemma 36. Let be a logic. The following are equivalent:
(i) has a set of inconsistency terms Σ.
(ii) If A, F ∈ Mod( ) is non-trivial, then it has no trivial submatrix.
Proof. 
Clearly, M 1 is a model of and M 2 a trivial submatrix of M 1 . By the assumption, we get that M 1 is a trivial matrix, i.e. Fm = Cn (Sg Fm (ϕ)). Hence we conclude that
Clearly this implies that σ[Fm(x)] ψ, as desired.
Remarkably, Theorem 28 can be substantially improved for logics possessing a set of inconsistency terms: Theorem 37. Let be a logic with a partition function and a set of inconsistency terms. For every direct system X of matrices in Mod Su ( ), the following conditions are equivalent:
(ii) X contains at most one trivial component.
Proof. For the sake of simplicity, throughout the proof we set
First we claim that if a component A n , F n of X is trivial, then so is A k , F k , for every k n. To prove this, consider a trivial component A n , F n of X and k n. Observe that
Since has a set of inconsistency terms, we can apply Lemma 36 obtaining that A k , F k is trivial. This establishes the claim.
(i)⇒(ii): Suppose, in view of a contradiction, that P ł (X) ∈ Mod Su ( l ) and that X contains two distinct trivial components 1 n , {1 n } and 1 k , {1 k } (their algebraic reducts are trivial, as the components of X belong to Mod Su ( )). Set A, F := P ł (X). Observe that, for every formula ϕ(x, z ) in which x really occurs, and every tuple c ∈ A, we have that
To prove this, observe that the element ϕ(1 n , c ) belongs to a component A l , F l of X with n ≤ l. By the previous claim, we know that A l , F l is trivial and, therefore, that ϕ(1 n , c ) ∈ F l ⊆ F, as desired. A similar argument shows that ϕ(1 k , c ) ∈ F as well. Hence for every unary polynomial function p of A we have that
Su ( l ), this implies that 1 n = 1 k , which is a contradiction. (ii)⇒(i): Suppose that X contains at most one trivial matrix. If X contain no trivial component. Then by Theorem 28 we obtain that P ł (X) ∈ Mod Su ( l ). Then consider the case where X contains exactly one trivial component. By the claim we obtain that this component is the maximum of I, ≤ . Again, with an application of Theorem 28, we conclude that P ł (X) ∈ Mod Su ( l ).
The assumption on the existence of set of inconsistency terms in the logic in the above theorem is essential, as shown in Example 43.
Drawing consequences from Theorem 37, we obtain a very transparent description of the Suszko reduced models of the variable inclusion logic companion of a finitary equivalential logic with a partition function and inconsistency terms: Theorem 38. Let be an equivalential and finitary logic with a partition function and inconsistency terms, and A, F be a matrix. The following conditions are equivalent:
(ii) There exists a direct system of matrices X ⊆ Mod * ( ) with at most one trivial component such that A, F ∼ = P ł (X).
Proof. This is a combination of Theorems 37 and 31.
Example 39. It is worth to observe that the above result provides a full description of the Suszko reduced models of the regularizations of most well-known logics, including all logics mentioned in Example 34.
Classification in the Leibniz hierarchy
We conclude this work by investigating the location of logics of variable inclusions in the Leibniz hierarchy. To this end, recall that a logic is inconsistent if Γ ϕ for every Γ ∪ {ϕ} ⊆ Fm. Equivalently, is inconsistent if ∅ x for some variable x. A logic is consistent when it is not inconsistent. Proof. (i): We reason by contraposition. Suppose that l is protoalgebraic. Then there is a set of formulas ∆(x, y) such that ∅ l ∆(x, x) and x, ∆(x, y) l y. Together with x, ∆(x, y) l y, the definition of l implies that there is a subset Σ(y) ⊆ ∆(x, y) such that Σ(y) y. Since ∅ l ∆(x, x), we have that ∅ l Σ(y). From Σ(y) y and ∅ l Σ(y) it follows that ∅ l y. By the definition of l we conclude that ∅ y and, therefore, that is inconsistent.
(ii): Suppose that is finitary, algebraizable and has a partition function. In particular, is truth-equational with set of defining equations τ (x). We will show that τ (x) is a set of defining equations for l as well. To this end, consider A, F ∈ Mod * ( l ). Since is finitary, equivalential and with a partition function, we can apply Lemma 29 obtaining that there exists a direct system of matrices X ⊆ Mod * ( ) such that A, F ∼ = P ł (X). For the sake of simplicity, we set
and assume w.l.o.g. that A, F = P ł (X). Consider an element a ∈ A. There is i ∈ I such that a ∈ A i . We have that
The above equivalences are justified as follows. The first one follows from the fact that A ∼ = P ł (A i ) i∈I . The second one follows from the fact that A i , F i ∈ Mod * ( ) and that τ (x) is a set of defining equations for . The last one follows from the observation that A, F ∼ = P ł (X).
By (23) we obtain that for every a ∈ A,
Hence we conclude that τ (x) is a set of defining equations for l and, therefore, l is truth-equational.
In [9, Theorem 48] it is proved that the variety of involutive bisemilattices, i.e. the closure under Plonka sums of the variety of Boolean algebras [44] , is not the equivalent algebraic semantics of any algebraizable logic. This result can be strengthened as follows:
Theorem 41. Let K be a class of algebras containing trivial algebras and closed under Płonka sums. There is no protoalgebraic logic such that Alg( ) = K.
Proof. Suppose, in view of a contradiction, that there are a class of algebras K containing trivial algebras and closed under Płonka sums, and a protoalgebraic logic such that Alg( ) = K. Observe that K contains algebras of arbitrarily large cardinality, since it contains all Płonka sums of arbitrarily large direct systems of trivial algebras. In particular, this implies that K contains non-trivial algebras. Since Alg( ) = K, the same holds for Alg( ). It is not difficult to see that this implies x y.
Since is protoalgebraic, there is a set of formulas ∆(x, y) such that ∅ ∆(x, x) and x, ∆(x, y) y. Since x y and x, ∆(x, y) y, we conclude that ∆(x, y) = ∅. Then consider ϕ(x, y) ∈ ∆(x, y). Since ∅ ∆(x, x), we conclude that ∅ ϕ(x, x).
Then consider the direct system given by two trivial algebras 1 a and 1 b with a homomorphism f ab : 1 a → 1 b . Let A be the Płonka sum of this direct system. Clearly A ∈ K, since K contains trivial algebras and is closed under Płonka sums. In particular, this implies that A ∈ K = Alg( ). Therefore there is F ⊆ A such that A, F ∈ Mod Su ( ). Now, observe that the variable x really occurs in ϕ(x, x), since we do not allow the presence of constant symbols in this paper. Hence we obtain that
Together with the fact that ∅ ϕ(x, x), this implies that A is the smallest -filter on A. In particular, this implies that A is the unique -filter on A, Since F is a -filter on A, we conclude that A = F. Hence A, A is a Suszko reduced model of . This implies that A is trivial, which is false.
Appendix
Example 42. Consider the logic determined by the following class of matrices:
M := { A, F : A is a distributive lattice and F is an upset}.
Let A 1 be the three element lattice a < b < c and let F 1 = {b, c}. Moreover, let A 2 be the four-element Boolean lattice (with universe {0, d, e, 1} with 0 as bottom element), and let F 2 = A 2 {0}. Clearly both A 1 , F 1 and A 2 , F 2 are models of (as they belong to M). However, it is easy to see that A 1 , F 1 / ∈ Mod Su ( ). Now, let f : A 1 → A 2 be any of the two embeddings of A 1 into A 2 . Clearly these two matrices plus f give rise to a direct system X of matrices (of course one should pedantically add the identity endomorphisms) depicted in the following figure. We denote by B, G the Płonka sum P ł (X). Since A 1 , F 1 and A 2 , F 2 are models of , by Lemma 13 B, G is a model of l . Moreover, it is possible to see that it is indeed Suszko reduced. Elements belonging to the algebra A 1 , as for example b and c (any other pair of elements in A 1 is distinguished by the identity function), can be distinguished by means of the function ∧ B , the filter G and the element e, as follows:
One can reason similarly (using G as filter) for pairs of elements belonging to A 2 (we illustrate the only interesting case):
On the other hand, pairs of elements belonging to different algebras are distinguished by considering the filter H := F 1 ∪ A 2 on B (the fact that it is a filter is guaranteed by Lemma 27) , the function ∧ B and the element a. Consider, for instance, the elements b and d:
This is enough to show that B, G is Suszko reduced.
To conclude the example we need to disprove that B, G is a Płonka sum of any Suszko reduced model of . Suppose that B, G is the Płonka sum of a direct system Y of Suszko reduced models B 1 , G 1 , . . . , B n , G n of . First observe that n ≤ 2. Suppose the contrary towards a contradiction. Then n 3. We choose three elements b 1 ∈ B 1 , b 2 ∈ B 2 and b 3 ∈ B 3 . Clearly b 1 , b 2 and b 3 are different. Moreover, for every 1 ≤ i < j ≤ 3 we have that either b i · b j = b i or b j · b i = b j . It is easy to see that no such three elements exist in B, which is a contradiction. Hence n ≤ 2. We have cases. If n = 1, then B 1 , G 1 = B, G . In particular, this implies that B, G ∈ Mod Su ( ) and, therefore, B ∈ Alg( ). By Lemma 3 this implies that B is a lattice, which is false. Thus we obtain that n = 2. Now, by Lemma 3 we know that B 1 and B 2 are lattices. Since the only way of partitioning B into two subalgebras that are distributive lattice is {A 1 , A 2 }, we conclude that w.l.o.g. B 1 = A 1 and B 2 = A 2 .
Example 43. The statement of Theorem 37 is in general false for logics without a set of inconsistency terms, as witnessed by the following example based of CL ∧∨ . In particular, it happens to have a Suszko reduced model of l , which is the Płonka sum of Suszko of reduced models of containing two trivial matrices. Let be the ∧, ∨-fragment of classical propositional logic. Moreover, let 1 be the trivial lattice and L 2 = {⊥, }, ∧, ∨ the 2-element distributive lattice (with ⊥< ). Consider the direct system X of matrices formed by 6 copies of the matrix L 2 , { } and two trivial matrices 1, {1} sketched in the following figure (lines represent lattice order in the Płonka fibers, arrows, the homomorphisms, and circles, filters in any fiber). Clearly each matrix in X, which contains two trivial matrices, is a Suszko reduced model of . Moreover, by applying Theorem 28, one immediately checks that P ł (X) ∈ Mod Su ( l ).
