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Conformational changes in the adenine riboswitch
by Francesco Di Palma
Riboswitches are cis-acting genetic control elements that have been found in the un-
traslated region of some mRNAs in bacteria and plants. Riboswitches are known to
regulate the genetic expression by means of conformational changes triggered by highly
specific interactions of the aptamer with the sensed metabolite. The non-coding sequence
in the mRNA of add gene from V. vulnificus contains an adenine responsive riboswitch.
Classical molecular dynamics simulations of its aptamer have been performed, both in
presence and absence of its physiological ligand starting from the experimental crystal
structure. We first use steered MD to induce the opening of the P1 stem and investigate
its stability. Our results show that the ligand directly stabilizes the P1 stem by means of
stacking interactions quantitatively consistent with thermodynamic data. Then, using
both umbrella sampling and a combination of metadynamics and hamiltonian replica
exchange, we show that the formation of L2-L3 kissing complex cooperates with ligand
binding and we quantify the ligand-induced stabilization. In this context also the influ-
ence given by either the monovalent cations or divalent cations was evaluated. Confor-
mational changes at pairings detailed level are characterized using a recently introduced
technique that is able to distinguish and classify each interaction (i.e. Watson-Crick
base pair, non-canonical bp, stacking). Results are compatible with known experimental
measurements and shed a new light on the ligand-dependent folding mechanism of the
adenine riboswitch.
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Chapter 1
Introducing the add adenine
riboswitch
1.1 Preface
In 1956 Francis Crick wrote: «The central dogma of molecular biology deals with the
detailed residue-by-residue transfer of sequential information. It states that such infor-
mation cannot be transferred back from protein to either protein or nucleic acid »[1, 2].
This has also been simpler, but less precisely, described as «DNA makes RNA and RNA
makes protein». However, it is something that decades after decades until now has been
updated, because originally it only implied DNA replication, transcription and trans-
lation, mainly lacking of reverse transcription, RNA replication and post-traslational
modifications (added in the 1970 paper by Crick [2]), ignoring all the different existing
types of gene regulation that have enriched our knowledge about molecular biology. Liv-
ing organisms not only have to deal with their life-cycle, but they must be able to “feel”
the environment around them and sense the surrounding stimuli, then converting these
input signals into useful cellular responses. Most of these responses are transcription fac-
tors mediated through DNA binding and coordinating in such way the activity of RNA
polymerase or of proteins that induce allosteric effects on their regulatory targets. In the
early 1970s, researchers discovered that also regions of mRNA transcripts have a regu-
latory role in the expression of their gene products [3]. By the early 1990s, several new
regulatory mechanisms focused on the action of RNA (often referred to as riboregulation)
had been found out [4–10]. Since then, many diverse RNA-based regulatory mechanisms
have been discovered, including one that regulates interference and epigenetic regulation
by long, noncoding RNA in eukaryotes [11, 12]. These emerging themes make the extent
to which RNA plays a role in the normal cellular homeostasis regulation as well as in
1
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driving physiological responses to changes in environment or extracellular signals, one of
the most significant discoveries of the post-genomic era [13]. One common form of ri-
boregulation is the use of ribonucleic acid sequences encoded within mRNA that directly
affect the expression of genes encoded in the full transcript. These regulatory elements
are known as riboswitches.
1.2 What is a riboswitch?
A riboswitch is a RNAs that directly monitor a physiological signal, in the absence of
any other cellular factor, and exhibit structural shifts in response to that [14]. Since
their first description in 2002 [15, 16], riboswitches have come into the limelight in RNA
biology as an important and widespread cis-acting gene regulatory mechanism found in
numerous bacteria, also evolutionarily distant, in archaea, plants, fungi, and algae. Ri-
boswitches are structured RNA domains located in the untranslated region (UTR) of the
transcript mRNA they regulate by means of allosteric structural changes induced by the
binding of the sensed ligand [17]. Indeed, they change their conformation in response
to specific metabolite binding [18, 19] and they have been proposed as modern descen-
dants of an ancient sensory and regulatory system in the RNA world [20]. The discovery
of riboswitches revealed that the ability of RNA to form precision binding pockets for
small molecules is harnessed by modern cells to sense metabolites. At variance with the
DNA-binding regulatory proteins, the RNA-binding proteins and the small regulatory
RNAs processed and helped by proteins to regulate in trans the activity of other RNA
transcripts, the riboswitches are able to carry out their function, binding their sensed
ligand, as a stand-alone regulator in the absence of any other protein factor. Initially,
several riboswitches were found by examining literature that describes the involvement of
small molecule metabolites as regulators of gene control. For some of them, researchers
reported the identification of a particular metabolite as a regulator of gene expression,
although a regulatory protein that might respond to changes in metabolite concentration
notably remained undiscovered. In each of these cases, gene regulation was later found
to be riboswitch mediated, meaning that the mRNA under control directly bound its
regulatory metabolite in the absence of proteins. They selectively respond to funda-
mental metabolites such as coenzymes, nucleobases and their derivatives, amino acids,
ions, and tRNAs [21], to control a broad range of genes, including those involved in
the metabolism or in the uptake of the ligand itself since the targeted ligand is often
synthesized or processed by the gene(s) located downstream of the riboswitch. A clas-
sification of riboswitches based either on the sensed ligand or the organization of the
binding pocket can be found in the literature [20, 22]. To regulate their target gene,
riboswitch can either act on transcription, on translation, or, more rarely, as interfering,
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antisense or self-splicing RNAs [20]. To understand the importance of the riboswitches
in biology, it must be considered that riboswitch-mediated gene control is prevalent in
bacteria, for example it regulates ≈ 2% of all genes in the bacterial species Bacillus
subtilis [23]. Many pathogenic bacteria use riboswitches to control essential metabolic
pathways and structure-based ligand design approaches are currently used to explore the
possibility of developing novel antibacterial agents using them as potential drug targets
[24–30]. Although most of the riboswitches have been found exclusively in bacterial
species, thiamine-pyrophosphate-sensing riboswitches have also been identified in plants
and fungi [31–33], and other riboswitches may also be present in eukaryotes [34, 35].
Although few examples of riboswitches have been identified in eukaryotes to date, the
large amount of non-coding RNAs that are transcribed in these cells provides enormous
potential for metabolite-RNA interactions. In bacteria they reside at the mRNA 5’-UTR
and have a general common architecture [36]. Namely, they are composed of an aptamer
region, recognizing and binding the effector ligand, and an expression platform that di-
rectly interacts with the gene expression apparatus (the RNA polymerase in the case
of a regulation of transcription or the ribosome if we are dealing with a translational
regulator). In this way, there is a transduction of the ligand-induced conformational
“switch” into a modulation of gene expression. Indeed, upon ligand binding a structural
shift occurs between the ON and the OFF state, stabilizing one conformation to the
detriment of the other. Usually the switch results in the mutually exclusive formation
of an anti-terminator stem or an intrinsic transcription terminator stem. Otherwise the
formation of the complex solves the competition between a translation inhibitor struc-
ture and another one that allows the translation initiation. Thus, this means that there
is a switching sequence that changing its conformation drives the riboswitch alternative
folding.
1.3 Purine-sensing riboswitches
Among more than 20 natural aptamer classes [20], purine-sensing riboswitches have the
peculiarity to recognize the targeted purine by utilizing a conserved pyrimidine [37, 38].
This family of riboswitches emerge as important model systems for exploring various
aspects of RNA structure and function [39] because of their structural simplicity and
relatively small size. The known purine-sensing riboswitches can be assigned to one of
four riboswitch classes [17, 23, 40, 41]. However, it is possible that there are more purine-
sensing riboswitch classes that have yet to be discovered. It should also be noted that
there are other riboswitch classes that target purine-containing compounds, but are not
included in the purine-sensing riboswitch group. These motifs include the coenzyme B12
riboswitch class [16], the various S-adenosylmethionine riboswitch classes [42–45] and
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the S-adenosylhomocysteine riboswitch class [46]. However, the purine moiety consti-
tutes only a portion of these ligands, whereas the four described here that are labelled as
purine-sensing riboswitches all recognize a purine, modified purine or a purine deoxyri-
bonucleoside. Also, members of the purine-sensing riboswitch classes all appear to bind
their respective metabolites, at least in part by making a Watson-Crick (WC) base-pair
(bp) with their target ligand. For example, guanine was shown to repress expression
of the xpt operon, which consists of genes that transport and metabolize purines in B.
subtilis [47]. However, a protein factor that could sense guanine and control operon ex-
pression had not been identified. From the comparison between the nucleotide sequences
of the xpt-pbuX 5’-UTR with regions upstream of other genes involved in the purine
metabolism, a highly conserved region was identified. This motif forms the aptamer for
a class of riboswitches that selectively binds to guanine [23] with nM binding affinity.
Subsequently, in various bacterial species numerous guanine riboswitch representatives
were identified, always located upstream of an operon or a gene involved in purine syn-
thesis and transport. Soon after the guanine riboswitch class was identified, a subset
of this class was found to preferentially recognize adenine [48], and one example has
been shown to bind adenine with a Kd of ≈ 300 nM. Representatives of adenine-sensing
riboswitches reside in the mRNAs encoding adenine metabolism and transport proteins
(e.g. add, a translational initiator as schematically explained in Figure 1.1, and pbuE,
a transcriptional anti-terminator). Concerning the sequence and the secondary struc-
ture adenine riboswitch aptamers closely resemble the guanine one, having a conserved
nucleotide content and and similar set of secondary interactions. However, a highly-
conserved nucleotide within the aptamer core is changed from a cytidine residue in gua-
nine riboswitches to a uridine residue in adenine riboswitches. This nucleotide is critical
in targeting the ligand, making a WC bp with the ligand. Indeed, a single nucleotide
change between C and U residues was found to be the only necessary base substitution to
change ligand specificity between guanine and adenine [17]. However, these nucleotides
are not the only riboswitch residues involved in ligand recognition. Many of the conserved
residues in the aptamer junctions make up the conserved core region, which creates the
tight binding pocket for the ligand, and at least other four residues within this region
are involved in making direct ligand contacts (Figure 1.2A-B).
The precise interactions used by guanine and adenine riboswitch aptamers to selectively
bind their ligands were confirmed and expanded through the use of X-ray crystalliza-
tion and NMR analyses. For example, X-ray crystallographic studies of the guanine
riboswitch upstream of xpt-pbuX in B. subtilis [50, 51] and the adenine riboswitch from
the add gene of V. vulnificus [51] bound to their respective ligands revealed the details
of purine binding by these RNAs showing that the 3D structures of the two aptamers
Chapter 1. Riboswitches, The Unknown 5
RBS
Adenine
Ribosome
OFF state - No Translation ON state - Translation
Figure 1.1: Cartoon showing the OFF (left) and ON (right) states of the A-riboswitch.
When ligand is not present the ribosome binding site (orange, RBS) is paired with a
portion of the aptamer and translation is blocked. When ligand is present the RBS is
free to interact with the ribosome and translation can be initiated. Adapted from Di
Palma et al. [49]
are virtually identical (Figure 1.2A-B). The global architecture of these aptamers ex-
plains some of the nucleotide sequences and secondary structures that are characteristic
of guanine and adenine riboswitches. For example, the P2 and P3 stems (Figures 1.3A
and 1.3B) adopt a parallel alignment and are held in place by interactions between the
L2 and L3 loops. When the metabolite is bound, the overall structure of the aptamer
is somewhat similar to that of a tuning fork [50]. The structural requirements place
length restrictions on the P2 and P3 stems, each of which are usually formed from 7
bp. Furthermore, the nucleotides in the loops that form the tertiary contacts are highly
conserved.
Another purine-riboswitch class that recognizes the preQ1, a natural modified guanine,
was more recently identified in B. subtilis queC transcript [41]. This molecule is a precur-
sor used for the biosynthesis of queuosine, a hypermodified 7-deazaguanosine nucleoside,
that is found in the anticodon wobble position of certain tRNAs [53]. This RNA mo-
tif is most often found upstream of genes involved in queuosine biosynthesis and binds
preQ1 causing transcription termination. The preQ1 riboswitch class structure does not
resemble that of the other known purine-binding motifs, but consists of one or two sim-
ple stem-loop regions, with a minimum aptamer length of only 34 nucleotides (Figure
1.2D). This small and simple riboswitch is, nevertheless, selective for its ligand over re-
lated analogues , such as guanine and hypoxanthine, with binding affinity in the order of
approximately few tens nM. Thus, although the secondary structure model of the preQ1
riboswitch differs from that of the other purine riboswitches, recognition of the ligand is
still likely to be achieved via WC base-pairing to a specific cytidine residue within the
riboswitch aptamer.
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Figure 1.2: Secondary structures and partial 3D structure views of purine-sensing
riboswitch aptamers. A) xpt ; B) add ; C) 2’-deoxyguanosine-sensing riboswitch aptamer
from Mesoplasma florum; D) queC. Adapted from Kim and Breaker [37].
1.4 The add adenine riboswitch
One of the most characterized members of the purine family is the adenine sensing ri-
boswitch (A-riboswitch) [48], found in the mRNA 5’-untraslated region, it cis-regulates
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Figure 1.3: Adenine riboswitch aptamer and binding site. A) Secondary structure
elements and B) 3-dimensional structure with bound adenine. C) Cartoon representa-
tion of the binding site; the two dotted lines represent the hydrogen bonds of the WC
pairing between the U62 and the ligand. All the other bases are directly linked with
the ligand forming a very stabile hydrogen-bond network. Adapted from Di Palma et
al. [52]
the adenosine deaminase (add) gene in Vibrio vulnificus acting rho-independently at the
translational level [48]. The A-riboswitch is a translational regulator and contributes to
regulate the amount of adenine present in the system. It acts using a negative feedback
mechanism [37]. In the absence of the adenine the Shine-Dalgarno (SD) sequence of the
add gene is paired with a complementary sequence (anti-SD) and is not available for
ribosome binding. Conversely, when the ligand is present it stabilizes an aptamer con-
formation in which the anti-SD becomes an integral part of the aptamer terminal helix,
so that the SD sequence is unpaired as well as the starting codon, and translation can be
initiated. In practice, the A-riboswitch regulatory activity depends on the availability of
the ligand: in the presence of adenine the riboswitch is in the ON state, and the protein
synthesis is permitted, whereas in the absence of the ligand the riboswitch folds into the
OFF state blocking the translation initiation (Figure 1.4).
If a riboswitch controls gene expression by regulating transcription termination, then the
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Figure 1.4: Secondary structure representation of the add riboswitch in the ON (A)
and OFF (B) states. The ligand, the initiation codon and the Shine-Dalgarno sequence
are labeled. Adapted from Di Palma et al. [52]
decision on gene activation or repression will be controlled by either kinetic or thermody-
namic parameters (or a combination of both) [54–57] (Figure 1.5). A riboswitch aptamer
that reaches equilibrium before the genetic decision can be described as a thermodynam-
ically driven riboswitch. In other words, such riboswitches should exhibit Kd values that
reflect the concentration of the metabolite needed to trigger riboswitch function in cells.
However, if a riboswitch aptamer has insufficient time to reach binding equilibrium with
its ligand, the concentration of ligand needed to trigger the riboswitch is dependent on
the kinetics of the gene control process. The add riboswitch is likely to be completely
thermodynamically controlled [57]. This means that adenine binding by this riboswitch
can occur even after transcription of the expression platform, implying that the lifetime
of transcription is not a factor in determining riboswitch character. In contrast, the ade-
nine riboswitch in the 5’ UTR of the B. subtilis pbuE gene appears to have the ability to
be driven either kinetically or thermodynamically depending on various factors, such as
the transcriptional time scale and the lifetime of the RNA-ligand complex [55, 56]. The
speed of the RNA polymerase, as well as transcriptional pausing at pause sites along the
template must be taken into consideration, because any stalling by the RNA polymerase
may allow the riboswitch system to reach equilibrium by the time the genetic decision
must be made. Thus it is possible for different riboswitches within the same class to
operate differently under different control regimes.
The X-ray crystal structure of the add riboswitch aptamer domain was solved in 2004 and
was found to have a “tuning-fork”-like three dimensional structure wherein the adenine
binding occurs in a pocket formed at the junction of three stems (P1, P2, P3), two
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Figure 1.5: Factors affecting kinetic and thermodynamic control of riboswitch sys-
tems. A model depicting five different variables (I through V) that contribute to deter-
mining whether a riboswitch is kinetically or thermodynamically controlled. Adapted
from Kim and Breaker [37].
of which are hairpins interacting via kissing loops (L2-L3) [51]. Thus, the ligand is
completely encapsulated into the this three-way junction structure (Figure 1.3C). The
specificity for adenine is ensured by canonical WC bp established between a uracil in
conserved position and the ligand [56, 58]. There are three structurally important regions
1.6: the binding pocket, the P1-stem, that is formed in the ON-state and it is disrupted
in the OFF-state, and the loop-loop tertiary interaction between L2 and L3, usually
called “kissing loops”. The latter includes two inter-loop WC bp [59, 60].
The ligand-dependent structural mechanism inducing the switch between the ON- and
the OFF-state in the A-riboswitch mostly remains to be elucidated. It has been pro-
posed that P1 is stabilized by the ligand [50] and that this could be a common feature in
many riboswitch classes [61]. Moreover, it has been suggested that the ligand stabilizes
also the interaction of the distal kissing complex [62]. At the same time a stable kissing
interaction seems to contribute to the ligand binding energy stabilizing the complex in a
cooperative fashion [39, 57, 63]. The role of the ligand in the structural organization of
the aptamer has been investigated using structure-based fluorescence spectroscopy [57],
real-time multidimensional NMR techniques [63] showing a joint interplay between the
different secondary structure elements and the ligand, and single-molecule spectroscopy
experiments [64] providing an insightful overview on the folding dynamics [64]. These
investigations however lack both the atomistic details needed for an accurate structural
characterization of the process as extensively discussed by [65] and the distinct energetic
contributions associated to ligand binding. To this aim, molecular dynamics (MD) at
atomistic resolution [66], where all the atoms of a system are evolved with physics based
equations, could provide important insights on RNA conformational changes. It is not
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Figure 1.6: 3D structure of the riboswitch aptamer bound with adenine (yellow) at
nucleotides resolution (G in red, C in blue, A in green, U in purple). Zoom on the three
key regions at atomic level.
a static picture of the system in that specific moment in the particular experimental
conditions, but it can be considered as a powerful microscope that shows the evolution
of the system in time and reveals details not otherwise appreciable. Although in silico
techniques have been used to investigate the ligand role [67–72] obtaining an accurate
description of the system from a structural point of view, a quantitative estimation of
the energetic contributions associated to ligand binding, in particular regarding the role
of direct P1-ligand interactions and the possible long-range influence of well-structured
binding site on the loop-loop interaction, has not yet been provided. Indeed, in a few
cases a computational approach has been employed to provide a thermodynamic charac-
terization of the system [52, 67, 71].
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1.5 RNA and ions: a too tight relationship
RNA folding into stable tertiary structures is remarkably sensitive to the concentration
and type of cations present. Metal ions are required to stabilize RNA tertiary structure
and to begin the folding process. An understanding of the physical basis of ion-RNA
interactions is therefore a prerequisite for a quantitative accounting of RNA stability.
The thermodynamic stability of a folded RNA is strongly intertwined with the counte-
rions and the free energy of this interaction must be accounted for in any realistic RNA
simulations. Accurate simulations of RNAs and the understanding of how they reach
their thermodynamic lower states are nowadays hot topics, but atomistic simulations
that are able to answer these questions remain very difficult to be performed. The high
negative charge of an RNA molecule works against its folding into a compact structure.
Positive ions promote folding by reducing the repulsion between RNA phosphates, but
some ions are much more effective than others at this task. A “dramatic” example is
the ability of sub-millimolar Mg2+ concentrations to stabilize RNA tertiary structures
that are otherwise only marginally stable in the presence of monovalent cation at more
than one thousand times that concentration [73]. Since each residue contains an anionic
phosphodiester group, the principles of charge neutralization and electrostatic condensa-
tion dictate that cations must be closely associated with the polyanionic RNA molecule.
In principle, these can be any cationic species, but in general, the condensation layer
consists of the abundant surrounding monovalent and divalent ions. In vivo, Mg2+ and
K+ are believed to dominate in this role. Charge neutralization becomes particularly
important during the process of RNA folding, as the negatively charged backbones from
two or more regions of the primary sequence most come close together in space. Indeed,
the phosphate groups are drawn together, further intensifying the negative potential.
Consequently, metal ions interact more strongly with folded RNA than unfolded RNA,
explaining why the association of metal ions stabilizes RNA secondary and tertiary struc-
ture. Without cations to screen these charges, the repulsive forces generated in the close-
packed structure would overwhelm the energetically favorable interactions that dictate
the proper 3D structure. This is a key step in the assembly of RNA tertiary structure,
a contraction or “collapse” of the secondary structure into compact conformations [74].
And this collapse transition depends exclusively on metal ions that screen the negative
charge on the phosphate groups (Figure 1.7). Gel filtration, native gel electrophoresis
and small-angle X-ray scattering indicate that RNAs form compact but loosely folded
intermediates, which undergo further conformational rearrangements before adopting the
final tertiary structure [75]. In more details, a common representation of the RNA fold-
ing problem in terms of three distinct states. Two main transitions can be described as
follows: An unfolded RNA completely lacking base-base hydrogen bonding first forms an
intermediate state with only secondary structure; additional tertiary interactions form
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the native folded RNA in a second step. RNA secondary structures tend to be so stable
that most folding studies examine only this last transition. The ensemble of secondary
structures in the intermediate state is usually ill-defined and frequently includes base
pairings that must be broken to achieve the folded structure.
Figure 1.7: Metal ion-induced folding of RNA. Association of positive ions (red
spheres) with the RNA neutralizes > 90% of the phosphate charge, inducing collapse of
the RNA into more compact conformations. Additional conformational rearrangements
lead to the native tertiary structure. Adapted from Woodson [75].
Since there is a formal charge of −1 for every residue, RNAs carry around a sufficient
number of metal ions in a condensation layer to neutralize the charge. Studies mea-
suring the number of Mg(II) ions bound to different RNAs confirmed this expectation
[76, 77]. The relevant questions concern the way ions influence the equilibrium between
intermediates and folded state: To what degree do added ions stabilize the folded RNA
relative to the previous state, and why are some ions more effective than others? These
are difficult questions to answer at a molecular level. The main reason for this is the
different environments that ions associated with an RNA may experience in terms of the
extent of direct ion-RNA contacts, the influence of water on the location of the ion, and
the degree to which the hydration of the ion is perturbed. Each of these environments
requires a different approach in evaluating the energetics of the interaction. Three are
the different kinds of ion environments, each of which is dominated by different energetic
factors: diffuse ions, water-positioned ion and chelated ions. The right diagram in Fig-
ure 1.8 shows an ion completely solvated by water, an example of diffuse ion. The only
energetic consideration for these ions is coulombic interaction between ionic charges and
the RNA electrostatic field; there are no contacts of the ion with the RNA surface, and
the hydration of the ion is not perturbed. These ions have been captured by the RNA
electrostatic field but, for the most part, are not confined to a precise location. Spec-
troscopic studies and thermodynamic data show that the majority of metal ions interact
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non-specifically with the RNA’s electrostatic field [78]. Understanding the electrostatic
forces that drive RNA folding is extremely challenging, because folding is coupled to
interactions between the metal ions themselves, with solvent and slightly with the RNA.
In this case, each individual counterion is very weakly bound and in rapid exchange with
more freely diffusing ions. The middle panel of Figure 1.8 shows a water-positioned ion.
These type of ions have a single water layer between themselves and the RNA surface,
but they are close enough to the RNA that steric packing and hydrogen bonding char-
acteristics of the hydrating water influence the positioning of the ion. Energetic factors
that must be considered here are coulombic interactions between the ion and RNA, per-
turbation of the ion and RNA hydration layers, and the degree to which water hydrogen
bond donors are satisfied. Chelated ions instead, in the left panel of Figure 1.8, make
at least two direct contacts with electronegative groups of the RNA. In this case, the
free energy required to partially dehydrate both the ion and the corresponding RNA site
becomes a major energetic factor. This is, of course, added to the electrostatic interac-
tion between the ion and RNA. How different metal ions enable RNAs to fold depends
on the electrostatic potential of the RNA and correlated fluctuations in the positions of
the ions themselves [79, 80]. Theoretical models, fluorescence spectroscopy, small angle
scattering and structural biology reveal that metal ions alter the RNA dynamics and
folding transition states.
Figure 1.8: Environments that might be seen by an RNA-associated ion differ in the
extent of direct ion-RNA contacts (left), water-mediated ion-RNA contacts (middle),
and hydration (right). The ion is represented by a small circle; water molecules are
outlined, and shaded spheres represent RNA backbone phosphates. Adapted from
Draper et al. [79].
The availability of accurate ion parameters in our FF is therefore the minimal requirement
to perform a reliable MD simulation, especially if the aim of our in silico investigation is
to determine the different effect in terms of stability given by monovalent and divalent
cations to the RNA molecule of interest, the add aptamer, and in particular to the
formation of its kissing loop interaction. In this framework, a new set of parameters
for magnesium has been recently published [81]. This newly developed set has better
reproduced the Mg2+-water interaction structural and experimental kinetic data than
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existing models showing also an improved description of the Mg2+-phosphate binding.
Thus, these parameters make a quantitative comparison between K+ and Mg2+ influence
on the adenine riboswitch feasible using advanced sampling MD techniques.
1.6 Outline and aims of this PhD project
Two are the main framework of this thesis that reports the results obtained during a
four-year PhD: From the research point of view, the structural and thermodynamics
investigation through computational techniques of the add adenine sensing riboswitch
found in the 5’-UTR of the adenosine deaminase mRNA in V. vulnificus. From the di-
dactic point of view, the study and the application of several simulation methods using a
quite big and structured RNA domain (compared to the vast majority of the RNA sys-
tems studied with molecular dynamics techniques reported in the literature) in order to
step-by-step approach biological issues with increasing level of difficulty using sampling
techniques with gradually increased complexity, accuracy and efficiency. Riboswitches
are known to regulate the genetic expression by means of conformational changes trig-
gered by highly specific interactions of the aptamer with the sensed metabolite. Thus, to
understand its folding process it is necessary to deeply typify the behavior of all the dif-
ferent secondary and tertiary structure that are formed in the presence and in the absence
of its physiological ligand. This characterization at atomistic resolution allow us to con-
sider also the effects of the different ionic environment around these interactions. At first
classical molecular dynamics simulations of the add aptamer in the apo and holo forms
have been performed, starting from the experimental crystal structure (ligand-bound).
We use steered MD to induce the opening of the P1 stem and investigate its stability.
Our results show that the ligand directly stabilizes the P1 stem by means of stacking
interactions quantitatively consistent with thermodynamic data [52, 82]. Then, using
both umbrella sampling and a combination of metadynamics and hamiltonian replica
exchange, we show that the formation of L2-L3 kissing complex cooperates with ligand
binding and we quantify the ligand-induced stabilization on this distal tertiary interac-
tion [49, 83]. This long range effect is probably due to a “flow of stability” that from
the binding pocket with adenine-bound reaches the two loops through the corresponding
stems. Furthermore, in this context the influence given by either the monovalent cations
or divalent cations was evaluated, respectively simulating the aptamer in a H2O-K+ and
H2O-Mg2+ solution [83]. Also in these cases we have found a good agreement with ex-
periments recovering qualitatively the behavior of the system in presence and absence
of adenine [49], moreover obtaining reliable thermodynamics data from our simulations
[83]. RNA conformational changes at the level of individual base pairing are character-
ized using a recently introduced technique that is able to distinguish and classify each
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interaction (i.e. Watson-Crick base pair, non-canonical bp, stacking) [84]. All the results
are compatible with known experimental measurements and shed a new light on the
ligand-dependent folding mechanism of the adenine riboswitch giving hints at atomistic
details on its several conformational changes. Most of the methods and results presented
in this Thesis have been adapted from published or submitted works of our group. In
details, some of the methods discussed in Chapter 2 have been partly adapted from Di
Palma et al. [52, 82] and Bottaro et al. [84]; the results presented in Chapter 3 from Di
Palma et al. [52, 82]. Part of the results presented in Chapter 4 will be published in a
paper which is currently in preparation [83] and another part has been already submitted
[49].
Chapter 2
Methods and Theory: in silico
approaches to the adenine
riboswitch
2.1 Introduction
The dynamics of tertiary interactions, the terminal helix pairing, and the organization
of the binding pocket of the add adenine riboswitch are structural changes that one
needs to characterize for an in-deep understanding of the behavior of this RNA domain.
However, the motion picture that can be inferred from biological assays (e.g. In-line
probing, partial RNase T1 cleavage, SHAPE assays) and biopsysics experiments, like
real-time multidimensional NMR, single-molecule spectroscopy using optical tweezers
and X-ray crystallography, lacks the atomistic details about the multiple conformations
sampled during the process. Although in silico techniques have been used to investigate
the ligand role [67–71], a quantitative estimation of the energetic contributions associated
to ligand binding, in particular regarding the role of direct P1-ligand interactions and
the contribution of the bound ligand to the stabilization of the loop-loop interaction, has
not yet been provided.
To this aim, molecular dynamics (MD) at atomistic resolution [66], where all the atoms
of a system are evolved with physics based equations, could provide important insights
on RNA conformational changes. In principle, one could imagine to perform a long MD
simulation where the riboswitch is initialized in its holo form (ligand bound) and the
ligand is subsequently removed. On the appropriate time scale, one could expect the
riboswitch to spontaneously convert into the correct apo form (ligand unbound). Unless
using a special-purpose molecular simulation machine [85], this is not possible since
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the typical timescales required for these conformational changes are on the order of the
millisecond, whereas MD is still limited to the microsecond time scale. Yet, the prediction
of thermodynamic information such as the ligand-induced stabilization of the holo form
is still very difficult with straightforward MD. Several techniques have been developed in
the last decades to tackle this issue and to allow changes that should happen on a long
time scale to be observed in practical simulation times [86, 87]. These techniques can
answer to relevant biological questions: Which are and how strong are the interactions
responsible for the ligand-induced stabilization of the terminal helix? Is it possible that
the presence of the ligand into the binding site influence the distal kissing interaction,
or viceversa?
In this Chapter we explain the theory that rules the in silico techniques that we used
to carry out the simulations enhancing the sampling of conformational changes in the
riboswitch aptamer of our interest: steered MD [88], Umbrella Sampling [89], Metady-
namics [90] and Hamiltonian Replica Exchange methods [91]. Furthermore, the analysis
methods employed to rationalize the data and provide the structural and thermodynam-
ics properties resulting from our simulations are also described (i.e. Jarzynski equality
[92, 93] , reweighing scheme [94], weighted-histogram analysis method (WHAM) [95],
error estimate by bootstrapping, baRNAba [84]).
2.2 What is Molecular Dynamics?
One of the principal tools in the theoretical study of biological molecules are the MD
simulations. This computational method calculates the time dependent behavior of a
molecular system. In practice, the purpose of MD is to compute the positions and ve-
locities of a set of interacting atoms at the present time, quantities that depend also
on their values in the previous step. The output of a MD simulation is a trajectory
of all the sampled conformations of our set of atoms. The molecular dynamics method
was first introduced by Alder and Wainwright in the late 1950’s [96, 97] to study the
interactions of hard spheres. Many important insights concerning the behavior of simple
liquids emerged from their studies. The next major advance was in 1964, when Rahman
carried out the first simulation using a realistic potential for liquid argon [98]. The first
molecular dynamics simulation of a realistic system was done by Rahman and Stillinger
in their simulation of liquid water in 1974 [99]. The first protein simulations appeared
in 1977 with the simulation of the bovine pancreatic trypsin inhibitor [100]. Today in
the literature, one routinely finds molecular dynamics simulations of solvated proteins,
protein-DNA complexes, RNA as well as lipid systems addressing a variety of issues in-
cluding the thermodynamics of ligand binding and the folding of small proteins. The
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number of simulation techniques has greatly expanded. Molecular dynamics simulations
generate information at the microscopic level, including atomic positions and velocities.
The conversion of this microscopic information to macroscopic observables such as pres-
sure, energy, heat capacities, etc., requires statistical mechanics. Statistical mechanics is
fundamental to the study of biological systems by molecular dynamics simulation. In a
molecular dynamics simulation, one often wishes to explore the macroscopic properties
of a system through microscopic simulations, for example, to calculate changes in the
binding free energy of a particular drug candidate, or to examine the energetics and
mechanisms of conformational change. The connection between microscopic simulations
and macroscopic properties is made via statistical mechanics which provides the rigor-
ous mathematical expressions that relate macroscopic properties to the distribution and
motion of the atoms and molecules of the N-body system; molecular dynamics simula-
tions provide the means to solve the equation of motion of the particles and evaluate
these mathematical formulas. With molecular dynamics simulations, one can study both
thermodynamic properties and/or time dependent (kinetic) phenomenon. Statistical
mechanics is the branch of physical sciences that studies macroscopic systems from a
molecular point of view. The goal is to understand and to predict macroscopic phenom-
ena from the properties of individual molecules making up the system. The system could
range from a collection of solvent molecules to a solvated protein-DNA or -RNA complex
(e.g. a ribosome). Few definitions have to be introduced to start this short dissertation
on the theory behind a MD simulation. The thermodynamic state of a system is usually
defined by a small set of parameters, for example, the temperature, T, the pressure,
P, and the number of particles, N. The mechanical or microscopic state of a system is
defined by the atomic positions, q, and momenta, p; these can also be considered as
coordinates in a multidimensional space called phase space. For a system of N particles,
this space has 6N dimensions. A single point in phase space describes the state of the
system. An ensemble is a collection of points in phase space satisfying the conditions of a
particular thermodynamic state. A molecular dynamics simulations generates a sequence
of points in phase space as a function of time; these points belong to the same ensemble,
and they correspond to the different conformations of the system and their respective
momenta. The molecular dynamics simulation method is based on Newton’s second law
or the equation of motion, F = m ∗ a, where F is the force exerted on the particle, m
is its mass and a is its acceleration. From a knowledge of the force on each atom, it is
possible to determine the acceleration of each atom in the system. Integration of the
equations of motion then yields a trajectory that describes the positions, velocities and
accelerations of the particles as they vary with time. From this trajectory, the average
values of properties can be determined. The method is deterministic; once the positions
and velocities of each atom are known, the state of the system can be predicted at any
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time in the future or the past. Molecular dynamics simulations can be time consum-
ing and computationally expensive. However, computers are getting faster and cheaper.
Simulations of solvated proteins or nucleic acids are calculated up to the microsecond
time scale, however, simulations into the millisecond regime have been reported. If we
want to study a particular system by means of a MD simulation, the requirements of a
good program to perform the computation and a powerful computer are necessary but
not sufficient conditions. In addition we need a good model to represent the interatomic
forces acting between the atoms composing the system. Ideally this can be done from
first principles, solving the electronic structure for a particular configuration of the nu-
clei, and then calculating the resulting forces on each atom. Since the pioneering work of
Car and Parrinello [101] the development of ab initio MD simulations has grown steadily
and today the use of the density functional theory [102, 103] allows to treat systems of
a reasonable size (several hundreds of atoms) and to achieve time scales of the order of
hundreds of ps, so this is the preferred solution to deal with many problems of interest.
However quite often the spatial and/or time-scales needed are prohibitively expensive for
such ab initio methods. In such cases we are obliged to use a higher level of approxima-
tion and make recourse to empirical force field (FF) based methods. If on one hand this
allow an improvement of several order of magnitude on the time-scale of our simulations,
on the other hand the quality of a FF needs to be assessed experimentally. But what
is a FF in practice?, and which are the main terms entering into the description of a
standard FF? A force field is a mathematical expression describing the dependence of the
energy of a system on the coordinates of its particles. It consists of an analytical form of
the interatomic potential energy, U(r1, r2, · · · , rN ), and a set of parameters entering into
this form. The parameters are typically obtained either from ab initio or semi-empirical
quantum mechanical calculations or by fitting to experimental data such as neutron,
X-ray and electron diffraction, NMR, infrared, Raman and neutron spectroscopy, etc.
Molecules are simply defined as a set of atoms that is held together by simple elastic
(harmonic) forces and the FF replaces the true potential with a simplified model valid in
the region being simulated. Ideally it must be simple enough to be evaluated quickly, but
sufficiently detailed to reproduce the properties of interest of the system studied. There
are many force fields available in the literature, having different degrees of complexity,
and oriented to treat different kinds of systems. However a typical expression for a FF
may look like this:
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where the first four terms refer to intramolecular or local contributions to the total energy
(bond stretching, angle bending, and dihedral and improper torsions) or simply the
bonded-terms, and the last two terms serve to describe the repulsive and Van der Waals
interactions by means of a Lennard-Jones potential, and the Coulombic interactions,
representing the non-bonded terms. Each atom of the molecule of our interest has its
own FF parameters and the combination of them describe the Hamiltonian of the system.
2.3 Steered Molecular Dynamics
Steered MD, firstly proposed by Grubmuller et al. [88], can be considered as an in silico
representation of mechanical manipulation experiments such as pulling with AFM or
optical tweezers. However, whereas mechanical manipulation techniques can only be used
to pull the distance between two atoms (typically, the end-to-end distance of a polymer),
steered MD can be used to pull any conceivable function of the microscopic coordinates.
Two main protocols are employed, namely constant force or constant velocity [104]. In
the first one, a force is directly applied to one or more atoms, and the extension or the
displacement is monitored throughout the simulation. We focus here on the second one,
where a moving harmonic potential is used to pull the system along a predefined CV
s(x). Here x represents the microscopic coordinates of the system. The bias potential
thus reads
V (x) =
k
2
(s(x)− s0 − vt)2 (2.2)
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Here k is the spring stiffness, s0 , the initial position of the restraint and v its velocity.
This procedure allows the system to be forced to move along a CV with a known schedule.
For example, one can pull a torsional angle to enforce an isomerization process to happen
in a prefixed amount of time. This makes the method particularly convenient when a
single CV has been identified to be relevant for the process under investigation and
limited computational resources are available.
2.4 Jarzynski equality
Once a CV and a pulling protocol able to induce the desired conformational change
has been determined, it is necessary to interpret the resulting trajectories. We notice
here that typical simulations are in the nanosecond to microsecond time scale. Thus,
conformational changes are artificially induced in a time that is orders of magnitude faster
than the natural time required for a spontaneous process. Special analysis techniques
are required to recover the correct thermodynamic properties from a simulation that is
very far from thermodynamic equilibrium [105].
If pulling is done in a quasi-static limit, the work performed corresponds to the free-
energy change. In the more realistic case of finite velocity the work provides an upper
estimate of the free-energy change. Since steered MD is a stochastic process, pulling
should be performed several times and multiple trajectories should be averaged. The
Jarzynski equality [92] looks as follow:
e−β∆F = 〈e−βW 〉 (2.3)
In the left-hand side ∆F is what we want to know, the difference in free energies between
two equilibria with parameter values κf and κi. In the right-hand side an average over
all possible paths that take the system in equilibrium for a certain parameter value κi
in its initial Hamiltonian to a state where that parameter is changed into κf .
Accordingly, the free-energy change can be obtained from an exponential average of the
work
e−β∆F = lim
N→∞
1
N
N∑
i=1
e−βWi (2.4)
Here N is the total number of trajectories, Wi the work performed on i-th trajectory,
β = 1/kBT the inverse of the thermal energy and kB is the Boltzmann constant. This
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identity is exact only in the limit of infinite number of realizations. Averages computed
with a finite number of trajectories are known to overestimate the free-energy change as
well [106]. However, this expression is very useful since it can correct for the presence
of unphysical trajectories in the ensemble. Those are indeed expected to exhibit a large
performed work and thus contribute to the exponential average with a negligible weight.
We remark that the value of the work can also be used as a guideline for the choice of
the CV: if two different CVs are capable to induce the same conformational change, the
one for which the work is lower is the one that allows a transition to happen closer to
equilibrium. With such a CV the number of trajectories required to converge the results
is expected to be lower.
2.5 Reweighting scheme
The Jarzynski relationship allows one to pull a CV and compute the free-energy landscape
projected on that CV. We have recently shown [94] that the scheme can be modified so
as to allow the calculation of the free-energy landscape projected on another, a posteriori
chosen CV. In practice, using this method one can, for instance, enforce an easy-to-pull
distance and then estimate the free-energy difference of the process by looking at the
rupture or formation of interactions among neighboring residues or at changes in the
number of surrounding water molecules so as to quantify solvation.
The method is based on the combination of an identity first suggested by Jarzynski [93]
and of WHAM (see also the dedicated section below) [95]. It is also related to a method
introduced by Hummer and Szabo [107]. The algorithm allows weights to be computed
for the configuration at time t from i-th trajectory as
wi(t) =
e−β(Wi(t)−F (t))∫
e−β(V (xi(t),t′)−F (t′))dt′
(2.5)
HereWi(t) is the work performed up to time t on the i-th replica and F (t) is a term that
corresponds to the free energy of the restrained system at time t and can be obtained
solving
e−βF (t) =
∑
i
∫
wi(t
′)e−βV (xi(t
′),t)dt′ (2.6)
These two equations must be solved self-consistently to obtain the weights wi(t) of each
of the configurations saved along the MD simulations that can then be used to compute
the free energy with respect to any a posteriori chosen CV s′(x) as
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F (s′) = −kBT log
∑
i
∫
wi(t)δ(s
′ − s′(x))dt (2.7)
Here the δ function selects all the configurations for which the value of the new CV is
exactly s′. In combination with the maximum likelihood approach introduced by Minh
and Adib [108], this method has also been generalized to bi-directional pulling [109].
2.6 Error estimate
To compute the error in the estimated free energies one can use a bootstrapping procedure
that takes advantage of the fact that several independent estimates of the same value are
computed. Given N the number of trajectories to be analyzed, the simplest approach
consists in re-sampling randomly N trajectories with replacement from this ensemble.
Weighting factors can then be re-computed using only these trajectories in the self-
consistent procedure, potentially including duplicate ones. The standard deviation of
the results provides an estimate of the error. With this procedure the error can be
computed for weights w or directly for any desired observable quantity O. Namely, one
can compute the free-energy difference between two relevant metastable conformations
for every bootstrap sample and compute the error from their standard deviation.
We notice that the combination of the trajectories here is a non-linear procedure, so that
the average of the bootstrap samples is not necessary identical to the result obtained
including all the trajectories. We thus here define the error as
ε =
√√√√ 1
M − 1
M∑
m=1
(Om −Otot)2 (2.8)
HereM is the number of bootstrap samples, Om the observable computed from the m-th
bootstrap sample, and Otot the observable computed using all the available trajectories.
2.7 Umbrella Sampling and WHAM
Umbrella sampling is the standard way of using non-Boltzmann sampling to overcome
free energy barriers. When Torrie and Vallau in 1977 came out with their work [89],
umbrella sampling used a function w(x) that weights hard-to-sample configurations,
equivalent to adding a bias potential of the form
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∆V (x) = −kBT lnw(x) (2.9)
w is found by trial-and-error such that easy to sample configurations on the unbiased
potential remain easy to sample; w acts like an “umbrella” covering also the hard-to-
sample regions of configuration space. w is an explicit function of the CVs, w(x) =
W [s(x)]. Obtain a single umbrella sampling simulation that takes the system far from
its initial point is not straightforward because coming up with the umbrella potential
that would enable exploration of CV space is quiet difficult, especially for complex and
big systems. It is however possible and advantageous to combine results from several
independent trajectories, each with its own potential that that covers a small volume
of CV space that overlaps with nearby volumes of the “neighbor” trajectory. The most
popular way to combine the statistics of such a set of independent umbrella sampling runs
is the WHAM. To compute statistics of CV space using WHAM at first it is necessary to
choose the points in CV space that define the little local “windows” to be sampled and the
relative bias potential used to restrain the sampling. Not knowing how the free energy
changes in CV space makes the first task somewhat challenging, since more densely
packed windows are preferred in regions where the free energy changes rapidly. Without
any a priori knowledge about the free-energy surface as a function of the chosen CV
it is thus difficult to apply straightforwardly an optimal protocol; since the simulations
are independent, more bias can be added later if it is necessary to obtain convergent
free-energy calculation. A convenient choice to apply the US bias potential is a simple
harmonic spring that restrains each trajectory to the choosen reference point si in CV
space:
∆Vi(x) =
k
2
|s(x)− si|2 (2.10)
The points si and the value of k must be chosen such that s(x) from any single trajectory
makes excursions into both its nearest neighbors windows in CV space in order to have an
overlap in the sampled CV space between adjacent probability distributions. From the
different windows, a histogram is realized for each restrained trajectory producing the
biased statistics on s(x). Now the WHAM is deputed to reconstruct the total unbiased
statistics P0(s) summing the single window histograms:
P0(s) ∝
( ∑
iNi(s)∑
i e
−β[∆Vi(s)−fi]
)
(2.11)
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where the corrective term f is treated as a constant for each window, then solving it for
specific values such that the single unbiased probability P0(s) results to be continuous
across the overlapping regions
e−βfi =
∫
ds e−β∆Vi(s)P0(s) (2.12)
Thus, this last two formulas has to be iteratively solved in order to obtain an estimate
of the free-energy:
F (s) = −kBT logP0(s) (2.13)
2.8 baRNAba
To define the number of stacking interactions and the number of base-pair contacts a
local coordinate system was constructed in the centre of each six-membered rings, with
the x axis pointing towards the C2 atom and the z axis orthogonal to the ring plane
(Figure 2.1A). The relative position and orientation between two nucleotides j and k
is based on the vector rjk, i.e. the position of ring center k relative to the coordinate
system constructed on base j. Following this definition, r has an intuitive interpretation
in terms of base-stacking and base-pairing interactions, indeed it well describe the the
interactions between two bases. Conveniently it is expressed in cylindrical coordinates
ρ, θ and z as shown in Figure 2.1B. Note that r is invariant for rotations around the axis
connecting the 6-membered rings.
The criteria for determining the canonical WC base pairs are:
1) the base pair must be AU or GC;
2) The relative position of the bases is compatible with the geometry of a WC interaction.
The latter condition is considered satisfied when the product of the Gaussian function
N (rjk;µ, σ) × N (rkj ;µ, σ) > 10−8. Mean µ and covariance σ were obtained from the
empirical distribution of WC pairs in the crystal structure of the large ribosomal subunit
[110]. The criteria for determining the non-canonical base pairs are:
1) the ellipsoidal distance Djk ≡
√
x2jk/25 + y
2
jk/25 + z
2
jk/9 <
√
2.5, and Dkj <
√
2.5;
2) |zjk| and |zkj | < 2 Å;
3) it is not a WC pair.
The criteria for determining the stacking base pairs are:
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Figure 2.1: (a) Definition of the local coordinate system for purines and pyrimidines.
(b) The vector rjk describes the position of base ring k in the coordinate system con-
structed on base ring j and is expressed in cylindrical coordinates ρ, θ, z. Adapted from
Bottaro et al. [84]
1) the ellipsoidal distance Djk <
√
2.5, and Dkj <
√
2.5;
2) |zjk| and |zkj | > 2 Å;
3) x2jk + y
2
jk < 5 Å and x
2
kj + y
2
kj < 5 Å.
This procedure yields similar results compared to the MC-annotate software [111] and
was shown to be useful for characterizing both structural and dynamical properties of
RNA molecules [84]. The software used to perform this structural analysis is available
online (http://github.com/srnas/barnaba).
2.9 Metadynamics
Steered MD is suitable for small conformational changes. Sometime the process under
investigation is so complex that a single descriptor is not enough to enforce the transition.
In this case, metadynamics (MetaD) is a viable alternative to steered MD. In MetaD a
history dependent bias potential is built so as to disfavor already visited conformations in
the CV space. The bias potential can then be used to estimate the underlying free-energy
landscape. espandere Indeed, MetaD is a powerfull algorithm not only for accelerating
Chapter 2. Methods and Theory 27
rare events in systems having high free-energy barriers that otherwise are difficult to
override, but also to reconstruct the thermodynamics of the system of our interest along
the chosen CV. In the algorithm the normal evolution of the system is biased by potential
contructed on-the-fly during the simulation as a sum of Gaussians centered on the already
visited points in CV space corresponding to the sampled conformations, so as to follow
the behavior of the CV. Thus, the potential is updated by adding a new Gaussian with
a certain deposition rate (frequency). This means that at time t, the “metadynamics”
potential acting on the system S(x) is given by
VG[S(x), t] = h
t′<t∑
t′=τG,2τG,...
exp
(
−|S[(x)t]− S[x(t
′)]|2
2w2
)
(2.14)
where h and w are respectively the height and the width of the Gaussian and t′ is
time interval between successive potential updates. Larger are the added Gaussians,
faster will be the free energy surface exploration, on the contrary smaller are them,
longer time the simulation will take to fully visit the landscape even if a more accurate
reconstruction will be obtained. MetaD can be used to “escape free energy minima” or
to exhaustively explore a predefined region in the CV space. In the first case the task
can be easily accomplished with the previous formulation, whereas for the second aim we
need something more that makes the algorithm more efficient and less time-demanding
to reach convergence. The basic assumption of MetaD is that the external potential after
a sufficiently long time provides an estimate of the underlying free energy. Namely the
simulation time the algorithm takes to fill each minima of the profile, until the motion
of the CV becomes diffusive, will be the sufficient time to obtain a converged free energy
profile. In a single run it is very long and difficult for VG to converge, oscillating instead
around the best possible estimate. A possible way to avoid this problem and decrease
the error is to use the Well-tempered MetaD. It has an optimized schedule to decrease
over simulation time the deposition rate of bias by modulating the Gaussian height, such
that also the difference between the MetaD estimate and the true free-energy, related
to the bias growth rate, decrease [112]. In practice the WTMetaD is implemented by
rescaling the Gaussian height as follows
h = h0τGe
−VG(S,t)
kB∆T (2.15)
Here, h0 is the previous Gaussian height and ∆T is an input parameter with the dimen-
sion of a temperature that reflects the biased trajectory propensity to make excursion
away from the free-energy minimum from the point in CV space in which the simulation
is at the current step. This algorithm improvement, from the efficiency and free-energy
Chapter 2. Methods and Theory 28
convergence point of views, lead to a bias deposition rate decrease proportional to 1t and
to a progressively closer dynamics of the microscopic variables to the thermodynamic
equilibrium. Using the WTMetaD the bias potential does not converge to the negative
of the free-energy but to a fraction of it, not compensating the free energy surface
VG[S(x), t] = ∆T ln
(
1− hN(S(x), t)
∆T
)
(2.16)
P (S(x), t)→ e−F (S(x))+VG(S(x),t)T → e−F (S(x))T+∆T (2.17)
− T + ∆T
∆T
VG(S(x), t) = F (S(x)) (2.18)
This results in sampling the CVs at a higher effective temperature T + ∆T . This pa-
rameter can be tuned to decide the size of the region of the landscape we would explore,
if ∆T > 0 we have the equilibrium MD, whereas if ∆T > ∞ we recover the standard
MetaD. The introduction of this history-dependent potential modify the probability dis-
tribution of the biased CVs, but it can be easily reconstructed. It is also possible to
recover equilibrium Boltzmann probability distribution for other unbiased degrees of
freedom [113]. One of the good features of MeatD is that it is relatively easy to detect
errors and missing CVs. MetaD is a powerful tool as it allows to embed the a priori
knowledge about the conformational change in the selection of the CVs. However, some-
time the procedure of looking for good CVs is frustrating. Moreover, in complex cases,
a list of a few CVs able to completely describe a conformational change just does not
exist. A possible solution is to use approaches where a large number of CVs can be simul-
taneously or independently biased, such as bias-exchange MetaD [114] or temperature
accelerated MD [115, 116].
2.10 Hamiltonian Replica Exchange
An alternative is to combine MetaD with the REST2 replica exchange variants [117].
A combination like this one, but with parallel tempering [91, 118], has been first pro-
posed in Bussi et al. [119] greatly improving the performance of both the techniques.
In particular, combining them the high free-energy regions, which are not accessible
with conventional parallel tempering, are sampled and in such a way it is possible to
characterize the most populated configurations in the relevant free-energy basins from
both the structural and thermodynamic point of views. At variance with this inspiring
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work, we perform multiple WTMetaD simulations using different Hamiltonians (instead
of different temperatures), periodically allowing exchange of configurations according to
a replica exchange scheme. Indeed, the difference between the replicas is not restricted
to be a change in temperature like in parallel tempering. Any control parameter can be
changed, and even the expression of the Hamiltonian can be modified [91]. Indeed, in
the Hamiltonian replica-exchange (HREx) methods every replica is simulated according
to a different Hamiltonian but at the same temperature. Two are the main advantages
choosing this method: A smaller dependence of the results on the choice of the rescaled
Hamiltonians than, for example, the dependence of US efficiency on the choice of the
CVs; A smaller number of replicas than parallel tempering is required, signature of an
increased efficiency. The acceptance for a coordinate swap between two replicas, ri and
rj , reads:
α = min
1, e−
(
Ui(rj)+Uj(ri)
kBT
)
e
−
(
Ui(ri)+Uj(rj)
kBT
)
 (2.19)
where U is the potential energy of a replica defined as the sum of the force-field potential,
thus including all the effects of the rescaled parameters (see ahead).
In the HREx, using the same temperature for all the replicas, P (r1) × · · · × P (rN ) ∝
e
−U1(r1)
kBT
−···−UN (rN )
kBT . This means that the ensemble probability only depends on UkBT and
a double temperature is completely equivalent to a halved energy. Hamiltonians scaling
however can take advantage of the fact that the total energy of the system is an extensive
property. Thus, one can limit the scaling to the portion of the system which is considered
to be interesting and which has the relevant bottlenecks. From the technical point of view
the system has to be splitted into two regions, the one in which we would accelerate the
CVs space exploration that can be named H (“hot”), and the rest of the molecule in the C
region (“cold”). Then, a parametrized Hamiltonian H has to be defined H(λ), 0 ≤ λ ≤ 1,
where 0 means that force field terms contributing to the energy barriers become infinite
and 1 leaves H without any reparametrization. Processing the different topologies of the
different replicas the proposed implementation [120] scales:
The charge of atoms in H by a factor
√
λ;
The ε(L− J) of atoms in H by a factor λ;
The proper and improper dihedral potentials for which both the 1st and 4th atoms are
in H by a factor λ;
The proper and improper dihedral potentials for which either the 1st or the 4th atom are
in H by a factor
√
λ.
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The reparametrization results in some crucial effects on the interactions between the
atoms of the system:
Inside H they are kept at an effective temperature Tλ ;
Between the two regions they are kept at an effective intermediate temperature T√
λ
;
All the interactions inside C are kept at temperature T .
The free-energy landscape is filled in parallel in every replica, and in the CVs space thanks
to the MetaD the dynamics of the system becomes diffusive with a smaller computational
time expense. This greatly improves the capability of HREx to explore low probability
regions, leading to a more reliable estimate of the height of the relevant free-energy
barriers. Furthermore, it allows sampling of the degrees of freedom not explicitly included
in the CVs, improving thus WTMetaD accuracy.
Considering the combination of the two techniques the acceptance for a coordinates swap
between two replicas has to take in account also the “metadynamics” bias. Thus, to be
accepted an exchange has to satisfy this condition:
α(HREx−WTMetaD) = min
1, e−
(
Ui(rj)+VGi(rj)
kBT
+
Uj(ri)+VGj(ri)
kBT
)
e
−
(
Ui(ri)+VGi(ri)
kBT
+
Uj(rj)+VGi(rj)
kBT
)
 (2.20)
Chapter 3
Aptamer terminal helix
ligand-induced stabilization
3.1 Introduction
It has been proposed that P1 is stabilized by the ligand [50] and that this could be
a common feature in many riboswitch classes [61]. The role of ligand binding in the
structural organization of the aptamer has been investigated with single-molecule spec-
troscopy providing an insightful overview on the folding dynamics [64], yet lacking the
critical atomistic details needed for an accurate structural characterization of the process
as extensively discussed by [65]. Although in silico techniques have been used to inves-
tigate the ligand role [67–71], a quantitative estimation of the energetic contributions
associated to ligand binding, in particular regarding the role of direct P1-ligand interac-
tions, has not yet been provided. In this context, state-of-the-art free-energy methods
combined with atomistic simulations can bridge the gap providing an unparalleled per-
spective on the mechanism and dynamics of the biomolecular process of interest [121].
To tackle this issue we used SMD simulations to study the P1 stem formation of the
adenine riboswitch aptamer in the presence and in the absence of the cognate ligand.
Similarly to other methods, steered MD acts on an a priori chosen collective variable
(CV). We present and compare two applications where the steering is applied on CVs
of growing complexity. First, the full terminal helix is disrupted pulling its termini and
looking at the effect of the ligand. This study can provide a qualitative insight on the
ligand role. Second, we analyze the ligand-induced stabilization of the first base pair
(bp) of the terminal stem, the A9-U63 bp, which directly stacks with adenine and was
used as a proxy for the P1 stability. We also describe how data from steered MD can be
post-processed to provide quantitative thermodynamic information. In particular how
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applying the Jarzyinski equality and combining the output of the pulling simulations
with a reweighting scheme that has been recently developed in our group [94], allow us
to obtain a quantitative measurement of the energy of the system. Our non-equilibrium
simulations provide measurements of the stability of the A9-U63 bp and quantify the
direct ligand-dependent stabilization of the pairing. In the following our results are pre-
sented and compared with melting and single-molecule experiments. A structural model
for the conformational switch emerging from the combination of our results and previous
experimental data is also discussed.
3.2 System Setup and Protocols
Several techniques can be used to accelerate MD. In some of them a priori information
about the process under investigation is required. These methods require the defini-
tion of descriptors named collective variables (CVs), which are arbitrary functions of the
microscopic coordinates. A bias potential is then added to modify the observed prob-
ability distribution of these CVs. If these CVs include the degrees of freedom that are
responsible for the conformational change under investigation, a bias can be built that
favors the transition state and thus greatly enhances the transition rate. CVs should
thus not only be able to distinguish reactants from products but also to properly drive
the system through the transition. As an example, a natural CV to describe a binding
process could be the distance between two molecules. However, if the binding involves
some important rearrangement it will be difficult to accelerate it by just biasing this
CV. The comparison of several CVs and the choice of a relevant one is itself an active
component of the investigation process that helps understanding the dynamics of the
system of interest. Methods where a bias potential acts on a preselected CV have their
root in the umbrella sampling method [89]. Some examples are steered MD [88], adap-
tive biasing force [122], and metadynamics [90]. In the following sections we describe
the actual protocol used to prepare and analyze our simulations. We carried out the
simulations of the aptamer domain of the add A-riboswitch in different forms, namely
the entire aptamer (PDB id 1Y26) [51] has been simulated in the presence (Holo) and
in the absence (Apo) of the cognate ligand, the adenine; the Apo form was generated
by adenine removal from the ligand-bound crystal structure: this deletion is justified
by the fact that the Apo and Holo form have been shown experimentally to share an
overall similar secondary structure [123]. This is at variance with e.g. the pbuE adenine
riboswitch in which the two structures are different. The generation of the Apo form by
simply removing the ligand has been adopted also in other recent works [71] [ALTRE
CITAZIONI]. Additionally, to better estimate the ligand-induced stabilization, we also
simulated a truncated aptamer (41-8/64-71), both in the Apo and Holo forms. The first
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eight bp of the P1 stem (i.e. whole stem from C1 to U8 and from A64 to G71, except
for A9-U63 bp) were cut in both systems. This deletion is not biologically meaningless,
because it has been shown experimentally that a series of aptamer variants with shorter
P1 helix are still able to bind the ligand [124]. The deletion reduced the noise during the
pulling allowing to focus the calculation on the influence of the ligand on the A9-U63
pairing.Long unbiased molecular dynamics (MD) for all the four systems were performed
to test the stability of the aptamer in different conditions. In the truncated systems the
terminal bp was restrained in its initial configuration to mimic the presence of the rest
of the stem. Furthermore, the full-length systems were pulled from the terminal bases
to disrupt the entire P1 stem (Figure 3.1) thus allowing its different stability between
in the Holo and in the Apo forms to be qualitatively inferred. At last, to quantify this
difference, SMD simulations of both the 41-8/64-71 systems were done enforcing the
breaking of the A9-U63 bp that directly stacks with the ligand (Figure 3.2).
Figure 3.1: Initial (A) and final (B) configuration of the SMD simulation opening the
P1 stem here shown for the Holo form. The backbone of the aptamer is in blue except
for the P1 stem, in light blue. The ligand and the 18 bases forming the helix are shown.
The P1 stem is formed in A and disrupted in B. Adapted from Di Palma et al. [52]
We remind that this is not the case when the expression platform is present, since the
riboswitch is expected to undergo a conformational change towards the ON state in the
presence of the ligand.
Molecular dynamics simulations were performed using the Amber99 force field [125]
refined with the parmbsc0 corrections [126] and the more recent refinement on the χ
torsional parameters [127]. Adenine was parametrized using the general Amber force
field (gaff) [128]. Partial atomic charges were assigned using the restricted electrostatic
potential fit method [129] based on an electronic structure calculation at the HF/6-31G*
level of theory performed with Gaussian03 [130]. Bond-lengths were constrained with
LINCS [131] and the electrostatic interactions were calculated using the particle-mesh
Ewald method [132]. For both forms, the following protocol was used to prepare the
systems (Table 3.1 for details) for MD simulations: steepest descent minimization (200
steps) starting from the X-ray structure. Solvation with ≈13000 TIP3P water molecules
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[133] and NaCl at 0.15 M concentration (plus extra Na+ counter-ions to neutralize the
charges of the systems) in a hexagonal prism (lattice vectors in nm [(10,0,0), (0,7,0),
(0,72 ,
7·√3
2 )]) that was created orienting the major length of the aptamer along the X
axis. Steepest descent minimization (200 steps) for ions and solvent; the systems were
thermalized at 300 K, initially for 200 ps with frozen solute positions and then for 5 ns in
NPT ensemble (1 atm) with stochastic velocity rescaling [134] and Berendsen barostat
[135]; to maintain the systems oriented along the largest lattice vector (X) a restraint
was imposed with a force constant of 4·103 (kJ/mol)/nm2 on the Y and Z components
of the distance between phosphate atoms of A52 and G71. Each system was simulated
for 48 ns in NVT ensemble to assess the stability of the aptamer.
Table 3.1: Specifications for the simulated systems about the P1 stem investigations
System Total atoms Water molecules aptamer atoms Ions (Na+Cl)
Holo form 41628 13078 2257 122 (96+26)
Apo form 41676 13099 2257 122 (96+26)
Holo (P1-SMD) 120654 39364 2257 290 (180+110)
Apo (P1-SMD) 120588 39347 2257 290 (180+110)
Holo ∆1-8/64-71 41101 13078 1746 106 (80+26)
Apo ∆1-8/64-71 41149 13099 1746 106 (80+26)
3.2.1 Steered Molecular Dynamics
A first set of steered MD simulations aimed at inducing the opening of the whole P1
stem was performed in a larger rhombic dodecahedral simulation box, solvating again
the system with ≈39500 water molecules in a larger rhombic dodecahedral box with
distance between periodic images equal to 12 nm, adding ions to maintain the same
ionic strengh (P1-SMD systems in Table 3.1). After another equilibration, a steered MD
was performed using as a CV the distance between the centers of mass of the terminal
nucleotides (C1 and G71). By incrementing this distance the rupture of the P1 stem is
enforced. In our protocol we pull it from 1.05 to 12.3 nm. The latter value is sufficient to
completely unfold the 9 bps of the helix. Two different velocities were used to evaluate
the influence of the pulling velocity, namely 0.5625 nm/ns (fast, corresponding to a 20
ns simulation) and 0.225 nm/ns (slow, corresponding to a 50 ns simulation). In both
cases, the spring constant was chosen based on CV fluctuations in a free simulation and
set to 7.6·104 (kJ/mol)/nm2. A second set of steered MD simulations aimed at inducing
the rupture of the A9-U63 pair was performed in the smaller hexagonal prism simulation
box. The first eight bps of the P1 stem (i.e. from C1 to U8 and from A64 to G71)
were cut in both systems so as to reduce the noise during the pulling and to allow the
calculation to be focused on the influence of the ligand on the A9-U63 pairing. Water
molecules were allowed to relax filling the space left by the 16 removed bases through
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an additional 1 ns equilibration in which the positions of aptamer atoms were frozen
followed by 5 ns of unrestrained NPT simulation. Then the systems were simulated for
48 ns in the NVT ensemble restraining the terminal bases in the initial state to avoid any
spontaneous flipping. A moving harmonic restraint on the root-mean-square deviation
(RMSD) from the reference crystal structure was used to induce the A9-U63 pairing
rupture. This bp is the one directly interacting with the ligand when it is present in the
binding site. The RMSD was chosen as a CV because it can unambiguously discriminate
between the native conformation (low RMSD) and any other possible conformation. The
steered CV was pulled at constant velocity of 0.175 nm/ns from 0 to 0.35 nm of RMSD
in 2 ns setting the spring constant to 3.9·104 (kJ/mol)/nm2. Such a pulling scheme
induced the complete unbinding of the A9-U63 bp in the presence and the absence of the
ligand (see Figure 3.2). Initial conformations were taken from a restrained ensemble at
equilibrium. We here chose equally spaced starting frames from a preliminary 8.192 ns
simulation where the RMSD was restrained at 0. For the two system 512 independent
SMD simulations were performed, corresponding to an aggregate time of approximately
1µs each.
Figure 3.2: Representative structures of the Holo binding pocket at the beginning
(A, RMSD = 0 nm) and at the end (B, RMSD = 0.35 nm) of the SMD. The portion
of the P1 stem removed in our simulations is in light blue. Bases forming the binding
pocket are labeled, ligand is shown in red. A9-U63 pair is formed in A and disrupted
in B. Adapted from Di Palma et al. [52]
3.2.2 Sample input files
For the pulling simulations we used the PLUMED plugin [136, 137]. We provide here
sample input files for the latest PLUMED version (2.1). This is a sample input file for
the pulling simulations where the entire P1 stem is disrupted by pulling the distance
between the terminal nucleotides:
# make the molecule whole across periodic boundary condition
WHOLEMOLECULES ENTITY0=1-2257
# compute center of mass of nt C1
c1: COM ATOMS= 1-29
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# compute center of mass of nt G71
c2: COM ATOMS= 2223-2257
# compute the distance between the two nt
d: DISTANCE ATOMS=c1, c2 NOPBC
# apply a moving restraint (fast pulling)
r: ...
MOVINGRESTRAINT
ARG=d KAPPA0=7630 AT0=1.05 AT1=12.30
STEP0=0 STEP1=10000000
# the line above should be replaced with this for slow pulling
# STEP0=0 STEP1=25000000
...
# print the results for subsequent analysis
# namely: distance, center of the restraint, performed work
PRINT ARG=d, r.d_cntr,r.d_work FILE=COLVAR
This is a sample input file for the pulling simulations where the A9-U63 bp is disrupted
by pulling its RMSD from the native structure:
# make the molecule whole across periodic boundary condition
WHOLEMOLECULES ENTITY0=1-1746
# compute the RMSD from the native structure
# ref.pdb only contains atoms from the relevant nucleotides
rmsd: RMSD REFERENCE=ref.pdb TYPE=OPTIMAL
# apply a moving restraint (fast pulling)
r: ...
MOVINGRESTRAINT
ARG=d KAPPA0=39150 AT0=0 AT1=0.35
STEP0=0 STEP1=1000000
...
# additionally, monitor hydrogen bonds count
hb: ...
COORDINATION GROUPA=17,17,20,23 GROUPB=1734,1738,1735,1735
D_0 0.35 R_0 0.0000001 NN 6 MM 12 PAIR
...
# print the results for subsequent analysis
PRINT ARG=d,rmsd.d_cntr,rmsd.d_kappa,rmsd.d_work,hb FILE=COLVAR
To choose the starting conformation for multiple steered MD simulations one should
perform a restraint simulation replacing the MOVINGRESTRAINT command above
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with RESTRAINT:
RESTRAINT ARG=d KAPPA=39150 AT=0
Starting points should be then selected as equally spaced from the resulting trajectory.
3.2.3 Structural analysis
The P1 unfolding in the presence and in the absence of the ligand was analyzed from
the structural point of view. To monitor the behavior of the 9 bps forming the stem
we computed the RMSD of each bp from its native conformation during the simulation.
The value of this RMSD is expected to start from zero and to increment when the
specific bp is broken. We also analyzed the trajectories with our recently developed
approach (baRNAba) [84] where a local coordinate system is constructed in the center
of the six-membered ring of each nucleobase and pairings are identified based on the
relative position of the two bases. This procedure allows pairs to be annotated using the
Leontis-Westhof nomenclature [138].
3.3 Results
We carried out the simulations of the aptamer domain of the add A-riboswitch in different
forms, namely the entire aptamer (PDB id 1Y26) [51] has been simulated in the presence
(Holo) and in the absence (Apo) of the cognate ligand, the adenine; additionally, to
better estimate the ligand-induced stabilization, we also simulated a truncated aptamer
(41-8/64-71), both in the Apo and Holo forms. Long unbiased molecular dynamics
(MD) for all the four systems were performed to test the stability of the aptamer in
different conditions. In the truncated systems the terminal bp was restrained in its
initial configuration to mimic the presence of the rest of the stem. Furthermore, the
full-length systems were pulled from the terminal bases to disrupt the entire P1 stem
(Figure 3.1) thus allowing its different stability between in the Holo and in the Apo
forms to be qualitatively inferred. At last, to quantify this difference, SMD simulations
of both the 41-8/64-71 systems were done enforcing the breaking of the A9-U63 bp that
directly stacks with the ligand (Figure 3.2). The stability of both the Apo and Holo
systems was evaluated monitoring the root mean square deviation (RMSD) from the
native structure along 48 ns MD runs (Figure 3.3A-B). Ligand removal did not affect
the overall stability of the Apo aptamer in this time-scale, and secondary and tertiary
structures were substantially unchanged.
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Figure 3.3: Root mean square deviation (RMSD) from native structure. A) Holo
form during 48 ns equilibration, computed on the whole aptamer (black) and on the
bases from 9 to 63 (grey). B) Same as A) done on the Apo form (whole aptamer, black;
bases from 9 to 63, grey). The difference between black and grey profiles in both panels,
indicates that the P1 stem is less stable than the rest of the aptamer. C) 41-8/64-71
Holo RMSD along the NVT 48 ns equilibration. D) Same as C) for the 41-8/64-71
Apo form. Adapted from Di Palma et al. [52]
3.3.1 Pulling the P1 stem
The analysis of the trajectories obtained by pulling the P1 stem showed that the sec-
ondary and tertiary structure elements of the rest of the aptamer were not affected by the
opening of the helix. Indeed, few residues have shown larger fluctuations then the other
bases. These nucleotides are not paired and exposed to the solvent. We first analyzed
the rupture of the P1 stem pulling on the distance between the terminal bases. This was
done at two different pulling rates, namely v = 0.5625nm/ns (hereafter called “fast”)
and v = 0.225nm/ns (named as “slow”) for both the apo and the holo form. Here one
can qualitatively observe that the unzipping mechanism for the P1 stem is the one dis-
cussed recent work of our group [94]. The mechanism for strand separation in the RNA
double helix was elucidated, suggesting that the strand separation mechanism occurs by
a stepwise process in which the probability of unbinding of the base at the 5’ terminus
is significantly higher than that at the 3’ terminus. This is exactly what have occured
during the P1 stem pulling, both in the fast and the slow simulations and regardless to
the presence of the ligand. The bases at the 5’ end are systematically opened, loosing
their interaction with their stacking base, before the ones at the 3’ end, without any
sequence specificity/dependance. At the end of the simulation the entire P1 stem and
part of the binding pocket are disrupted.
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The rupture of the individual bps is shown in Figures 3.4 and 3.5 by monitoring the
RMSD from native and the occupation of the bp respectively. The bp close to the ligand
(A9-U63) was broken at a later stage in the holo form when compared with the apo
form. Table 3.2 reports the time corresponding to the definitive disruption of each bp
for all the cases. The largest discrepancies between holo and apo can be observed in the
slow simulation for the A9-U63 pair confirming that this pair is stabilized by the ligand
presence.
Figure 3.4: RMSD from the native conformation of each base pair of the P1 stem
(A, apo fast, B apo slow, C holo fast, D holo slow). In the pulling simulations the
9 bp forming the P1 stem were unpaired. We here monitored the RMSD of each bp
(grey-scale) from their native conformation and they can be considered disrupted at
RMSD > 0.5. In both fast and slow runs, A9-U63 bp (in black) was disrupted at a
later stage in the holo form. Adapted from Di Palma et al. [82]
Table 3.2: Time corresponding to the definitive disruption of P1 stem base pairs
during pulling
bp/ns fast apo fast holo slow apo slow holo
C1 - G71 0.3 0.3 0.7 1.1
G2 - U70 3.5 2.2 9.0 9.0
C3 - G69 4.5 4.2 9.9 10.0
U4 - A68 6.6 6.0 11.2 16.9
U5 - A67 7.8 8.4 24.5 19.0
C6 - G66 8.7 12.5 25.7 23.0
A7 - U65 10.6 13.2 31 27.5
U8 - A64 14.5 15.7 31.5 35.5
A9 - U63 16.6 18.2 32 44.5
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Figure 3.5: Monitoring of the P1 stem base-pair ruptures. Individual base pairing
of the 9 bp of the P1 stem (grey-scale) along the four simulations has been identified
using baRNAba (A, apo fast, B apo slow, C holo fast, D holo slow). Refer to Table
3.2 for more details about the times at which the base pairs are definitively unpaired.
Adapted from Di Palma et al. [82]
In Figure 3.6 the work performed to open the P1 stem, with and without the ligand, is
shown for fast and slow runs. It can be appreciated that the total work is larger in the
fast runs. We remind here that the work provides in general an over estimation of the
free-energy change, the difference being the dissipated work. The closer the process is
to equilibrium the lower the dissipated work. The slow pulling simulations are thus here
closer to equilibrium than the fast ones. However, the pulling velocities employed in our
calculations are several orders of magnitude faster than the ones typically employed in
mechanical manipulation experiments and the process is highly out of equilibrium also
for our slow pulling. In this respect, the values of the work exerted, on the order of
hundreds of kJ/mol, have no quantitative meaning and cannot be used to determine
reliably the free-energy change.
Apo and holo forms are also compared in Figure 3.6. For fast pulling simulations the
apo and holo profiles are hardly distinguishable. At this pulling rate artifacts caused by
the highly out-of-equilibrium pulling procedure likely hide the relatively small differences
between the apo and the holo system. However, at a slow pulling rate an interestingly
informative behavior is observed. The plots of the work exerted on the system in the apo
and holo forms are not significantly distinguishable until around the 30th nanosecond of
pulling. After this point the two plots clearly diverge and the holo system appears to
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Figure 3.6: Mechanical work performed during the unfolding process of whole P1 stem
as a function of the simulation time. Profiles for both fast (dashed) and slow (solid)
runs are shown. Results for apo and holo form are in grey and black, respectively.
Dissipation is larger in the faster simulations. Adapted from Di Palma et al. [82]
be the most stable one. Interestingly, the 30th nanosecond of pulling corresponds to the
beginning of the displacement of the bp (A9-U63) that directly interacts with the ligand
as shown in Figures 3.4 and 3.5. From this qualitative data, one may speculate that
the effect of the ligand stabilization is poorly transmitted along the P1-helix beyond the
first interacting bp (A9-U63). This behavior is compatible with the picture in which
the ligand stabilizes the P1 stem [61]. It was however difficult to extract quantitative
information on the ligand-P1 interaction from these simulations because the rupture is
a stochastic event and extensive sampling would be required. Moreover, as pointed out
in a recent paper [65], the end-to-end distance could be a non-optimal CV for pulling
experiments or simulations since local bp formation plays an important role in global
stem folding.
The overall result of these simulations is that the presence of the ligand is stabilizing
the P1 stem by means of interactions with its first bp (A9-U63). However, at this level
this is only a qualitative indication. The rupture of an RNA helix is a rather complex
process. Pulling on the distance between the termini might be effective in experimental
settings or in coarse-grain models (Lin and Thirumalai, 2008) when the slow pulling
speed allows the process to remain close to equilibrium. On the contrary, in atomistic
MD it is definitely unlikely to induce such a complex process in a meaningful manner
and at a reasonable time scale. As a matter of fact, due to the complexity of the process
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and the inadequate representation of its determinants by one CV, even using steered MD
simulations on the time scale of the unbiased transition the process would likely happen
out of equilibrium [139].
3.3.2 Pulling the A9-U63 basepair
The pulling of the entire P1 stem suggested a possible role of the ligand in stabilizing
the adjacent A9-U63 bp. We here analyze and discuss the results obtained by enforcing
the rupture of such a bp directly. We remind that these simulations were performed in
an ad hoc modified system where the rest of the stem P1 was removed. The quantitative
analysis of the P1-ligand interaction was better obtained from the simulation of both
the 41-8/64-71 systems. We verified that, when the P1 stem is replaced with the A9-
U63 bp restrained to be in canonical WC pairing, the aptamer remains stable (Figure
3.3C-D). Remarkably, fluorescence experiments have shown that the aptamer can also
fold and bind adenine when large fractions of the P1 stem are removed [124]. Moreover,
the weak interactions between the P1 stem and the rest of the aptamer, but for the A9-
U63 bp, allowed the first 8 bps to be truncated. This validates the possibility of using
the two structures, 41-8/64-71 Holo and 41-8/64-71 Apo, to investigate the direct P1
stabilization given by the adenine. In the following we focus on the SMD simulations
performed on these truncated forms. Typical initial and final conformations from the
SMD are shown in Figure 3.1.
3.3.2.1 Analysis of work profiles
The unbinding event of the A9-U63 bp is described as a function of the value of the
steered RMSD in Figure 3.7. The initial value corresponds to the configuration with
the WC pairing formed, whereas at the final value (0.35 nm) the pairing is completely
broken. Even if the ensembles of 512 work profiles for the two forms are broadly spread
and superposed, the free-energy profiles computed using the Jarzynski equality [92] as
the exponential average of the two sets of data are clearly distinguishable (Figure 3.7A).
Qualitatively it is worth highlighting that during the breaking of the A9-U63 bp the
Apo form (red line) is always lower in free energy than the Holo form (blue line). It
follows that the breaking of the monitored bp in the Apo form was unambiguously more
probable than in the Holo one (Figure 3.7A). However, such an approach was still a long
way off from quantitatively accounting for the energetic stabilization of the A9-U63 bp
related to the presence of adenine in the binding site. Within this framework there was no
way to automatically detect when the nucleobases reached the unbound configuration.
It was thus difficult to avoid systematic errors in the comparison of the two systems.
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Figure 3.7: Unbinding process of the A9-U63 bp. (A) Mechanical work performed as
a function of the value of the steered RMSD, or equivalently of time, for 512 simulations
for Apo (pink) and Holo form (light-blue). The respective free energies resulting from
the Jarzynski equality are shown in thicker red and blue lines. The initial free-energy
decrease related to the entropy gain induced by the restraint movement has no conse-
quence on the final result. (B) Hydrogen bonds occurrence for both the systems Apo
(red) and Holo (blue). (C) Snapshots of the Holo form (ligand in black) with 2, 1 or 0
hydrogen bond (dotted lines) formed between A9-U63. Adapted from Di Palma et al.
[52]
Furthermore, few low-work realizations occurred during the unpairing in the presence of
adenine. In these 6 low-work realizations (outliers) the number of hydrogen bonds was
non-zero at large RMSD values and the structural analysis of the trajectories revealed
the transient formation of a cis Hoogsteen/Sugar non-canonical bp at large RMSD values
[140] (highlighted in Figure 3.8). Similar transient conformations were not observed when
pulling the apo form. We remind that using the Jarzynski equality is very sensitive to
low work realizations. Thus, due to the exponential nature of the Jarzynski average,
these low-work realizations dominated the free energy profile for the Holo form further
compromising the possibility of a quantitative comparison with the Apo form.
We now focus especially on the free-energy change computed using the Jarzynski equality
(shown also in Figure 3.9), for both apo and holo forms. After an initial decrease, which
is related to the entropy gain when larger values of the RMSD are allowed, the profiles
stabilize to values that are visually different in the apo and holo forms. These data
qualitatively confirms that the ligand is stabilizing the A9-U63 bp. For the holo form,
we show the results both including and excluding the 6 outliers highlighted in Figure
3.9. The inclusion of the outliers does not change the qualitative pictures. However, it
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Figure 3.8: Mechanical work performed during the rupture of the A9-U63 base pair
for the holo form (grey). Work is shown as a function of time (lower scale) and of the
position of the restraint (upper scale). 512 simulations are overlaid. Outlier simulations
for which a non-canonical pairing is observed at large RMSD are highlighted in black.
Adapted from Di Palma et al. [82]
is not trivial to quantify in an objective manner the difference because the two profiles
present several ripples.
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Figure 3.9: Free-energy profiles of the A9-U63 bp unpairing process resulting from
Jarzynski equality as a function of the value of the RMSD from native. The profiles
computed using all the 512 simulations for holo (black) and apo (light grey) form are
shown. In dark-grey here we show the profile for the the holo form obtained excluding
the 6 outliers. Adapted from Di Palma et al. [82]
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3.3.2.2 Energetics of hydrogen bond breaking
We thus analyzed the trajectories in terms of number of hydrogen bonds formed between
A9 and U63, a discrete variable that more strictly reported on the breaking of the pairing
(Fig. 3.7B-C). In this metrics, the bound (1 or 2 hydrogen bonds) and unbound (0
hydrogen bond) ensembles could be clearly and unambiguously identified thus allowing
a quantitative comparison between the Apo and the Holo system. Additionally, the
configurations from the outlier trajectories could be assigned properly to one or the other
ensemble in spite of their atypical RMSD value. Indeed, the behavior of the outliers can
be better interpreted by looking at the hydrogen bonds between A9 and U63 along the
pulling (Figure 3.10). Here one can appreciate that in the selected outlier the hydrogen
bonds survive longer, so that low energy states are still possible at relatively large values
of the RMSD. This is an example of how ambiguous the RMSD can be as a CV along
which reconstruct the free-energy profile.
Figure 3.10: Hydrogen bonds occurrence between A9 and U63 for typical apo (light
grey) and holo simulations (black). The different behavior of one among the outliers of
the holo form is shown in dark grey. Adapted from Di Palma et al. [82]
To solve such an ambiguity we directly looked at the rupture of the interactions describing
the opening of the bp and then we reconstructed the free-energy profile by reweighting
the probability distribution accordingly. We thus used the reweighting scheme (discussed
in more details in 2) to compute the free energy as a function of the number of hydrogen
bonds between A9 and U63. The Jarzynski relationship allows one to pull a CV and
compute the free-energy landscape projected on that CV. Colizzi and Bussi have recently
shown that the scheme can be modified so as to allow the calculation of the free-energy
landscape projected on another, a posteriori chosen CV [94]. In practice, using this
method one can, for instance, enforce an easy-to-pull distance and then estimate the
free-energy difference of the process by looking at the rupture or formation of interactions
among neighboring residues or at changes in the number of surrounding water molecules
so as to quantify solvation.
The differences in free energy (∆F ) between the ensembles, with and without hydrogen
bonds, was computed using this just mentioned reweighting scheme. The values and the
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associated standard errors were estimated for both systems. In Table ?? we report the
free-energy difference between the state where at least one hydrogen bond is formed and
the state where there are no hydrogen bonds. For the Apo form ∆F = +2.1±1.2 kJ/mol
suggesting that the bp could spontaneously break in the absence of adenine. For the
Holo form ∆F = −1.3 ± 1.5 kJ/mol implying that the presence of the ligand and its
pairing with U63 stabilized the stacked bp. The ∆∆F between the two forms is equal to
−3.4±2 kJ/mol. This value quantifies the thermodynamic stabilization to the formation
of the base pair which directly interacts with adenine in the P1 stem. The values of ∆F
reported in Table 3.3 quantify the stability of the A9-U63 bp in presence and absence
of the ligand. These absolute numbers should be interpreted with care because of the
intrinsic over-estimation of free-energy changes when the Jarzynski equation is applied to
a finite sample of trajectories. Additionally, the number of possible conformations with no
hydrogen bonds is very large and its entropic contribution could be underestimated here.
However, the apo and holo results can be expected to be affected by similar systematic
errors so that their difference should reliably estimated (∆∆F ). The obtained result is
compatible with the stabilization provided by an additional AU bp as measured from
thermodynamic experiments [141]. Table 3.3 also reports for the influence of the outliers
in the final results. The difference is small and does not affect our conclusion. However,
it is larger than the reported error. We remark that low-work realization have a large
impact in all analysis procedures based on the Jarzynski equality, and that they should be
included. We also notice that by removing these trajectories the apparent error evaluated
by the bootstrap procedure is artificially decreased.
Table 3.3: ∆F required for the disruption of the A9-U63 base pairs
Apo Holo Holo w/o outliers
2.1 ± 1.2 -1.3 ± 1.5 -3.1 ± 0.9
In Figure 3.11 we show how the error estimation on the reported free-energy changes
depends on the number of bootstrap iterations. As it can be seen, the error estimate is
quite robust and a few bootstrap iterations are enough to converge its calculation. We
underline here that this estimate only includes statistical errors that can be detected by
looking at the differences between the 512 realizations. As a consequence if an alternative
low-work pathway is never sampled in any of the steered MD simulations then the result
can be biased. These errors can be expected to affect in the same manner simulations
on similar systems made with the same protocol. Thus, we believe that the method can
be reliably used to estimate differential stabilities.
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Figure 3.11: Error in the free-energy difference between states with no hydrogen
bonds and states with at least one hydrogen bond, as a function of the bootstrap
iteration. Data for holo (black) and apo (light grey) are shown. The error for the holo
form obtained excluding the 6 outliers is shown in dark grey. Adapted from Di Palma
et al. [82]
3.4 Discussion
Our simulations at atomistic detail provide for the first time the free-energy contribution
of ligand stacking to the formation of the P1 stem in a riboswitch. In particular, the
presented in silico approach allows the energetics involved in the aptamer stabilization
upon ligand binding to be dissected in detail. Below we compare our results with single-
molecule manipulation, both in vitro and in silico, and thermodynamic data from dsRNA
melting experiments. We also provide a model for ligand-modulated co-transcriptional
folding of the add riboswitch.
3.4.1 Comparison with experiments
Our results are in nice agreement with thermodynamic data based on dsRNA melting
experiments [141, 142]. The comparison between our simulations and those experiments
can be straightforwardly achieved by considering the pairing between U62 and the sensed
adenine as an additional terminal bp of the P1 stem. The direct stabilization of the
P1 stem due to the cognate-ligand binding should be thus equivalent to that given by
adding one further AU bp to the P1 helix. Using the most recent nearest neighbor energy
parameters for the comparison of RNA secondary structures [141, 142], the free-energy
difference between the sequence of the P1 stem with and without the additional AU
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base pair, 5’-CGCUUCAUAA-3’
3’-GUGAAGUAUU -5’
and 5’-CGCUUCAUA-3’
3’-GUGAAGUAU-5’
, can be computed [143, 144] as
∆∆F = −3.7 kJ/mol, consistently with our results.
Our free-energy estimates complement previously reported investigations in which the
role of the ligand in the folding process of the A-riboswitch has always been referred to
the whole aptamer [64, 67] and never specifically to the P1 stem. Using a one-bead-
per-nucleotide coarse-grained model, the ∆∆F has been computed as approximately
−15 kJ/mol [67]. Notably also this calculation has been done using a shortened P1 stem,
possibly affecting the ∆F estimation. Single-molecule force spectroscopy experiments
have been also performed to characterize the folding pathway of the aptamer, reporting
a much larger value of ∆∆F (33.5± 9kJ/mol) for the ligand-induced stabilization of the
entire aptamer. In those experiments, the effect of the ligand can only be seen in the very
last transition along the folding pathway. The last metastable conformation along the
folding pathway is not affected by the ligand. This conformation has been interpreted as
one where the stems P2 and P3 are folded and the binding pocket is already organized
as in the fully folded conformation. We remark that it is very difficult to access to these
molecular details in force spectroscopy experiments, and that often one has to infer the
conformation from macroscopic information such as the polymer length. Therefore, the
difference between the values reported in our work and the values measured from single
molecule experiments, could be ascribed to the fact that the last transition along the
folding pathway also requires a substantial pocket reorganization, possibly coupled with
the formation of the L2-L3 kissing complex. This reorganization is ligand dependent and
could take into account for the additional coupling between ligand binding and P1 stem
folding. Furthermore, in both these works the separated contributions of the P1-ligand
stacking, of the interaction between the ligand and the junctions J1-2, J2-3 and J3-1,
and of the interaction between loops L2-L3 could not be discerned.
3.4.2 Possible methodological improvements
Steered MD is one of the most straightforward enhanced sampling techniques. It is
grounded on the solid theoretical framework of the Jarzynski equality, and allows one
to induce a conformational transition in a prefixed time. It thus can be used also when
limited computational resources are available. Moreover, it is easy to analyze the work
distribution to assess the method and possibly optimize the choice of the CV. However,
steered MD is limited to the pulling of a single CV at a time, and requires one to guess
the range of relevant values for the CV. An alternative is umbrella sampling [89], often
used in a multiple-restraint approach in combination with weighted-histogram analysis
method (Kumar et al, 1992). Umbrella sampling can be used with 1 or 2 CVs, but care
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must be taken since sometime it is not straightforward to recognize when CVs are not
sufficient to describe the reaction (see e.g. Di Palma, Bottaro, and Bussi, submitted).
For more complicated conformational changes, where one CV is not enough to describe
the reaction, metadynamics [90] could be a better alternative. When used in its well-
tempered formulation [112], metadynamics do not require the boundary of the relevant
region in the CV space to be prefixed. If a large number of CV is required one can
use the bias exchange formalism [114]. Alternatively, when finding effective CV is too
difficult, metadynamics can be combined with complementary techniques such as parallel
tempering [145].
Chapter 4
Kissing loop interaction dynamics
and thermodynamics
4.1 Introduction
The open framework on the investigations about the role of the ligand in the structural
organization of the aptamer [57, 63, 64] lacks both the atomistic details and the distinct
energetic contributions associated to ligand binding. It has been suggested experimen-
tally that the ligand stabilizes the interaction of the distal kissing complex [62]. At the
same time a stable kissing interaction seems to contribute to the ligand binding energy
stabilizing the complex in a cooperative fashion [39, 57, 63]. Also in silico techniques
have been used obtaining a more accurate description of the system from a structural
point of view [68–70, 72]. In a few cases a computational approach has been employed
to provide a thermodynamic characterization of the system [52, 67, 71]. In particu-
lar, Allnér et al. [71] computed the free-energy profile corresponding to the formation
of the kissing complex using molecular dynamics (MD) simulations in explicit solvent,
both in the presence and in the absence of the ligand, using the CHARMM36 force field
[146, 147]. MD does not require experimental inputs and can in principle be used in a
predictive fashion. However, accuracy of atomistic force fields is still debated and it is
thus very important to compare results obtained employing different sets of parameters.
In this part of the project we use atomistic MD with the latest variant of the Amber
force field [127] in combination with enhanced sampling techniques [87] to provide a
more detailed perspective on the formation of the loop-loop interaction. It is a tertiary
contact named kissing stem-loop also called loop-loop pseudoknots that occurs when
the unpaired nucleotides in one hairpin loop, base pair with the unpaired nucleotides
in another hairpin loop. In this particular case we have two guanine (G25 and G26) of
50
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L2 that interact through canonical Watson-Crick base pairs with two cytosine (C48 and
C49) of L3. Furthermore there are other interloop stackings and non-canonical interac-
tions that stabilize this complex, something present also in other loop-loop interactions
(i.e. having a different sequence) (REF Garcia). The combined approach allows this
contribution to be dissected from the other ligand-aptamer interactions and the impact
of the ligand on the stability of the loop-loop interaction to be quantified. At first, we
reproduced exactly the same protocol that has been used by Allnér et al. [71] in order to
perform a fair comparison between the two force-fields on this particular system. More
then this reference work, we extended the US simulations to obtain converging results.
The effects of the initialization protocol on the US windows, depending on the param-
eters used and the directionality of the pulling simulations performed to generate the
starting structure of each of them, are also discussed in detail. Secondly, a more com-
plex approach was employed taking advantage of the combination of metadynamics and
Hamiltonian replica-exchange that allow us to manage two important degrees of freedom
of the system to study more deeply and accurately the thermodynamics of the kissing
loop interaction using 16 replicas. The use of these two advanced sampling techniques
produced simulation for more than 6 microseconds on four systems. Indeed, we tried not
only to compute the free energy difference between the Apo and the Holo form, but also
to detect and to understand the different influence of monovalent and divalent cations
on the loop-loop tertiary interaction. This additional effect, like the tight network of
hydrogen bonds between the loops nucleotides, make the choice of the suitable CVs to
bias more difficult, thus the combination of the two methods is quite challenging due to
the complexity of the system under investigation.
4.2 Systems setup and protocols
In this chapter will be illustrated how umbrella sampling (US) simulations [89] can be
applied to the study of the thermodynamics of the kissing loop in the presence and
in the absence of the cognate ligand. Furthermore, we also show how tackling this
problem with a more complex combination of simulation techniques, metadynamics and
Hamiltonian replica-exchange, improved the obtained results both from the structural
and thermodynamics point of view. These simulations produced a lot of data and the
analysis of these long trajectories allowed also a preliminary description of the influence
of K+ and Mg2+ on the adenine aptamer domain. To set up the US protocol with
multiple restraints [95] we enforced the breaking/formation of the loop-loop interaction
steering the distance between the two loops and using the resulting structures as starting
conformations for each simulated window. All the simulation parameters are discussed
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in detail in the following subsections. As well as, in the proper section the 4 systems
simulated with metadynamics and Hamiltonian replica-exchange are also described.
4.2.1 Systems set up
The US simulations reported hereafter were performed on two systems: the add aptamer
domain complexed with adenine (Holo form) and without adenine bound (Apo form).
In both cases we used the X-ray structure solved by Serganov et al. [PDB:1Y26] [51].
The ligand was removed to simulate the unbound state. MD simulations were performed
using the Amber99 force field [125] refined with the parmbsc0 α/γ corrections [126] and
the latest χ torsional parameters [127]. The general Amber force field [128] was used to
parametrize the ligand. Partial atomic charges were assigned using the restricted elec-
trostatic potential fit method [129] based on an electronic structure calculation at the
HF/6-31G* level of theory performed with Gaussian03 [130]. The electrostatic interac-
tions were calculated using the particle-mesh Ewald method [132] and bond-lengths were
constrained with LINCS [131]. The systems were set-up following exactly the protocol
described in Allnér et al. [71]: aptamers were solvated in a rhombic dodecahedron having
8 nm as box vector lenghts, with a Mg2+-H2O solution using approximately 11000 TIP3
molecules [133], and a recent parametrization for divalent cations [81]. The 5 crystal-
lographic Mg2+ were initially kept at their respective position, whereas the additional
30 ions added to neutralize the system ([Mg2+] = 0.18 M) were randomly placed. A
steepest descent minimization (150 steps) was performed followed by 200 ps of MD at
constant temperature (298 K, using stochastic velocity rescaling [134]) and pressure (1
atm, using the Berendsen barostat [135]) with positional restraints on both RNA and
ions so as to equilibrate water. This procedure was repeated first removing the con-
straints on the ions and then removing all the remaining constraints. Finally, 12 ns
unrestrained simulations at constant volume were performed for each system. More than
these two systems described above, the Hamiltonian replica-exchange simulations with
metadynamics were also performed on the Apo and the Holo form in a K+-H2O solu-
tion containing 70 monovalent cations. These other systems were set up with the same
protocol as before, positioning 5 K+ in place of the crystallographic Mg2+.
4.2.2 Umbrella sampling protocols
In order to compute the thermodynamic stability of the loop-loop interaction we em-
ployed US simulations with multiple harmonic restraints. The distance between the
center of mass (CoM) of the backbone atoms of the two loops (L2: bases 20-26; L3:
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bases 48-54; Figure 4.1B) was used as a collective variable (CV). We will refer here-
after to this distance as L. 44 uniformly spaced reference values were taken in the range
spanning from 12.5 to 34 Å, and restraints with stiffness k = 20 (kcal/mol)/Å2 were
employed. In the production phase of the US simulations each of the 44 windows was
run for 5 ns.
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Figure 4.1: A) Three dimensional representation of the aptamer with the adenine
bound. The stems are shown in grey and labeled. The backbone of the loops and of
the junctions is shown in orange. B) Close-up on the loop-loop (L2 and L3) interaction
with focus on the Watson-Crick base pairs (G25-C49, G26-C48, in blue). C) Close-up
on the ligand binding site with the adenine (red) paired with U62. Adapted from Di
Palma et al. [49]
A very important issue in US simulation is the generation of the starting conforma-
tions. We here performed two independent US sampling simulations, using starting
conformations generated with two different protocols (hereafter referred to as forward
and backward). To generate the starting points for the forward US simulations we em-
ployed the same protocol used by Allnér et al. [71]. Namely, we ran a series of 44 short
(0.25 ns) simulations with a stiffer restraint (k = 40 (kcal/mol)/Å2) keeping the CV
at the 44 reference values, where each simulation was initialized from the last frame of
the previous one. In this way, before each US window starting structure was sampled,
we let the system equilibrate. The reference values were iterated allowing an increasing
distance between the loops. The backward US simulation was initialized with an equiv-
alent procedure but iterating the restraints in the opposite order, i.e. starting from the
structure with undocked loops. In principle, if US simulations are converged, the result
should be independent of the initialization procedure. In order to assess the backward
procedure for the US method, we repeated it for the Apo form using a softer restraint
(k = 20 (kcal/mol)/Å2). We performed two additional simulations:
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A Starting from the final snapshot of the forward procedure explained above (with the
stiffer restraint) we perform a backward procedure with the softer restraint, then
using the snapshots obtained with this alternative protocol to perform another US
simulation.
B We repeated both the forward and the backward procedures using the softer re-
straint
Here after there are the sample input files for the latest PLUMED version (2.1): First,
both the forward and backward initialization procedure to sample the starting confor-
mation of each of the 44 US windows; Second, an example of US simulation.
# make the molecule whole across periodic boundary condition
WHOLEMOLECULES ENTITY0=1-2257
# compute center of mass of loop 2
com1: COMATOMS=596-607,623-641,656-674,686-704,719-737,749-767,783-811,817-823
# compute center of mass of loop 3
com2: COMATOMS=1496-1507,1520-1538,1551-1569,1581-1599,1611-1629,1644-1662,1677-
1695,1710-1716
# compute the distance between the CoM of the two loops
ll: DISTANCE ATOMS=com1,com2
# apply a step by step moving restraint letting the system relax at each step before the
starting configuration for the US window is sampled
MOVINGRESTRAINT ...
ARG=ll
STEP0=0 AT0=1.25 KAPPA0=16750
STEP1=124999 AT1=1.25
STEP2=125000 AT2=1.3
STEP3=249999 AT3=1.3
STEP4=250000 AT4=1.35
STEP5=374999 AT5=1.35
STEP6=375000 AT6=1.4
STEP7=499999 AT7=1.4
STEP8=500000 AT8=1.45
STEP9=624999 AT9=1.45
# always the same for the restraint from 1.5 to 3.15 nm [...]
STEP78=4875000 AT78=3.2
STEP79=4999999 AT79=3.2
STEP80=5000000 AT80=3.25
STEP81=5124999 AT81=3.25
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STEP82=5125000 AT82=3.3
STEP83=5249999 AT83=3.3
STEP84=5250000 AT84=3.35
STEP85=5374999 AT85=3.35
STEP86=5375000 AT86=3.4
STEP87=5499999 AT87=3.4
LABEL=m
... MOVINGRESTRAINT
# print the results for subsequent analysis
# namely: distance, center of the restraint, performed work
PRINT ARG=ll, m.d_cntr,m.d_work FILE=COLVAR
setting KAPPA0=8375 instead of KAPPA0=16750, a softer restraint is applied to the
CV, as was described above for the Apo form additional simulations.
The backward US simulation was initialized with an equivalent procedure but iterating
the restraints in the opposite order
MOVINGRESTRAINT ...
ARG=ll
STEP0=0 AT0=3.4 KAPPA0=16750
STEP1=124999 AT1=3.4
STEP2=125000 AT2=3.35
STEP3=249999 AT3=3.35
STEP4=250000 AT4=3.3
STEP5=374999 AT5=3.3
STEP6=375000 AT6=3.25
STEP7=499999 AT7=3.25
STEP8=500000 AT8=3.20
STEP9=624999 AT9=3.20
# always the same for the restraint from 3.15 to 1.5 nm [...]
STEP78=4875000 AT78=1.45
STEP79=4999999 AT79=1.45
STEP80=5000000 AT80=1.4
STEP81=5124999 AT81=1.4
STEP82=5125000 AT82=1.35
STEP83=5249999 AT83=1.35
STEP84=5250000 AT84=1.30
STEP85=5374999 AT85=1.30
Chapter 4. Kissing loop interaction 56
STEP86=5375000 AT86=1.25
STEP87=5499999 AT87=1.25
LABEL=m
... MOVINGRESTRAINT
To perform an US simulation this is the Plumed input file:
# make the molecule whole across periodic boundary condition
WHOLEMOLECULES ENTITY0=1-2257
# compute center of mass of loop 2
com1: COMATOMS=596-607,623-641,656-674,686-704,719-737,749-767,783-811,817-823
# compute center of mass of loop 3
com2: COMATOMS=1496-1507,1520-1538,1551-1569,1581-1599,1611-1629,1644-1662,1677-
1695,1710-1716
# compute the distance between the CoM of the two loops
ll: DISTANCE ATOMS=com1,com2
# count the number of native inter-loop interactions
c: COORDINATION GROUPA=774,775,778,808,809,812,711,715,648,682,685,815,812
GROUPB=1545,1548,1550,1514,1517,1519,1567,1544,1699,1666,1669,1702,1705 R_0=0.35
PAIR
# apply the harmonic restraint centered at a specific CV position
res: RESTRAINT ARG=ll AT=2.85 KAPPA=8375
# print the results for the analysis
# namely: loop-loop distance, applied bias, number of native contacts
PRINT ARG=ll,res.bias,c FILE=COLVAR
4.2.3 Analysis methods
The data were analyzed using the last 4 ns of each window. The potential of mean force
(PMF) profiles were constructed using the weighted histogram analysis method (WHAM)
[95] implemented by Grossfield [148] taking the CV values distribution resulting from
the US simulations. This implementation of WHAM allows to compute errors with a
bootstrapping procedure that assumes uncorrelated samples. To avoid artifacts due to
possible correlations we instead adopted a blocking procedure. Namely, we split the final
4 ns of each trajectory in four blocks of 1 ns each and performed the WHAM calculation
using only a single block from each simulations. The four resulting profiles are aligned at
their CV starting value (12.1 Å for the forward profiles, 34.4 Å for the backward profiles)
and error at each point is computed as the standard deviation among the four profiles
divided by
√
4.
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To define the number of stacking interactions and the number of base-pair contacts a
new local coordinate system for purines and pyrimidines was defined (as described in
2.7). It is a minimalist representation for RNA molecules consisting in one oriented
bead per nucleotide. The vector rjk describes the position of each base ring k in the
coordinate system constructed on base ring j and is expressed in cylindrical coordinates
(Figure 2.1). Thus, this means that the relative position and orientation between two
nucleobases. is described by this vector. There are several criteria for determining
the canonical WC bp, the non-canonical bp and the stacking interaction (see Chapter
2.7); this is necessary because it is well known that the strength and nature of pairing
and stacking interactions depend on the base-base distance, on the angle θ as well as
on other angular parameters (e.g., twist, roll, tilt) in a non-trivial manner [138, 149].
This procedure was shown to be useful for characterizing both structural and dynamical
properties of RNA molecules [84]. The software used to perform this structural analysis
is available online (http://github.com/srnas/barnaba).
4.2.4 Metadynamics and HREx protocol
To obtain a more accurate thermodynamic characterization and a wide conformational
sampling of the aptamer apical tertiary interaction, such as to study the effects on this
RNA domain given by different ions both from the energetic point of view and the
structural one, we chose to bias our simulations through WTmetaD running more than
one replica at the same time with Hamiltonian replica exchange. This choice was done
for several reasons, mainly to efficiently accelerate the sampling and to faster override the
barriers of the free energy landscape obtaining better results in a shorter time with a less
computational time-consuming approach thanks to the high parallelization of the used
programs. The biased CVs for the MetaD algorithm are the distance between the center
of mass (CoM) of the backbone atoms of the two loops (L2: bases 20- 26; L3: bases 48-54)
and the number of native interloop contacts between the loops bases (the atoms involved
in each pairing are listed in the sample input file ahead), taking the PDB structure as
reference, thus including the six hydrogen bonds constituting the two peculiar WC base
pairs. A different width of the Gaussians was used for the two CV due to their different
fluctuations computed during the long equilibration runs (described in the System set up
subsection). The H region in which the Hamiltonians are reparametrized includes all the
atoms of the loops, whereas the C region comprehends all the other nucleotides of the
aptamer (1-19, 27-47 and 55-71, plus the ligand in the Holo form). We set λ according
to the geometric distribution between 1 and 0.5 to scale the force field parameters of the
16 replicas we have simulated, running each of them for 100 ns. Thus, this means that
using the Hamiltonians reparametrized accordingly to these λ values we simulated the
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region H of the systems at an effective temperature between 300 and 600 K, even if in
practice the temperature is set at 300 K for all the simulations.
For each replica a plumed input file as to be provided, the following line show a practical
example:
# make the molecule whole across periodic boundary condition
WHOLEMOLECULES ENTITY0=1-2257
# compute center of mass of loop 2
com1: COMATOMS=596-607,623-641,656-674,686-704,719-737,749-767,783-811,817-823
# compute center of mass of loop 3
com2: COMATOMS=1496-1507,1520-1538,1551-1569,1581-1599,1611-1629,1644-1662,1677-
1695,1710-1716
# compute the distance between the CoM of the two loops
ll: DISTANCE ATOMS=com1,com2
# count the number of native inter-loop interactions
c: COORDINATION GROUPA=774,775,778,808,809,812,711,715,648,682,685,815,812
GROUPB=1545,1548,1550,1514,1517,1519,1567,1544,1699,1666,1669,1702,1705 R_0=0.35
PAIR
# used to perform metadynamics on two CVs: the loop-loop distance and the native
inter-loop contacts. Two different widths of the Gaussian hills were used for the two
CVs.
m: METADARG=ll,c SIGMA=0.0128,0.167 HEIGHT=0.8 PACE=500 BIASFACTOR=19
TEMP=300
# printed data for the analysis: loop-loop distance, number of native contacts, metady-
namics bias
PRINT ARG=ll,c,m.bias FILE=COLVAR
Each of the 16 runs give as output also the HILLS file, which is used both to restart the
calculation and to reconstruct the free energy as a function of the CVs. It contains the
Gaussian height re-scaled using the bias factor step by step.
4.3 Results
4.3.1 Evidences from Umbrella Sampling
4.3.1.1 Forward process
The analysis of the Holo forward and Apo forward US trajectories allowed the PMF for
the disruption of the kissing complex to be computed. The resulting profiles are plotted
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in Figure 4.2 for both Holo and Apo systems. The PMF shows a minimum at L ≈
12.5 Å, corresponding to the initial structure. The free energy change upon disruption
of the kissing complex for the Holo structure is ∆G = -52 ± 2 kcal/mol. For the Apo
structure the stability of the complex is largely reduced to ∆G = -35 ± 3 kcal/mol.
The stabilization of the kissing complex provided by the ligand can thus be estimated as
∆∆G = -17 ± 3 kcal/mol.
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Figure 4.2: Potential of mean force as a function of the distance between the centers
of mass of the L2 and L3 loops. Results for Holo and Apo forms are shown as obtained
from two independent umbrella sampling simulations using different protocols to obtain
the initial structures (forward, Fwd, and backward, Bwd, see main text for definition).
Fwd and Bwd profiles are aligned at the maximum distance. Adapted from Di Palma
et al. [49]
To understand which are the interactions that are relevant for the kissing complex for-
mation we analyze inter-loop pairings and inter- and intra-loop stacking interactions for
each of the restrained simulations (Figure 4.3). For both the Holo and the Apo forms,
at a L ' 16 Å, only the two inter-loop WC base pairs (G25-C49, G26-C48) peculiar of
the loop-loop interaction are still formed. On the contrary, all the non-canonical base
pairs are disrupted. In the Apo structure the inter-loop WC pairings were irreversibly
lost at L > 23 Å, whereas in the Holo structure they are at least partially maintained
until L ≈ 30 Å. We also analyzed the rupture of stacking interactions, distinguishing
intra-loop and inter-loop contacts. Inter-loop stacking behaves in a manner qualitatively
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similar to the inter-loop WC pairings, going to zero at a distance L ≈ 23 Å (Apo) and
30 Å (Holo). On the contrary, the intra-loop stacking interactions are still present when
the kissing loop is disrupted, indicating that the internal structure of the two loops is
preserved during undocking. It can be observed that in the Holo simulation the number
of intra-strand stacking slightly decreases (≈ 5) for 29 Å . L . 30 Å because of the
distortion in the structure induced by the one of the two inter-loop WC pairings. After
this residual interaction is lost all the intra-loop stacking contacts are recovered.
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Figure 4.3: Average count of inter and intra-loop interactions from umbrella sampling
simulations. Results are shown for both Apo and Holo forms, using both forward (Fwd)
and backward (Bwd) protocols (see main text for definition). Watson-Crick and non-
Watson-Crick pairings as well as intra and inter-loop stackings are shown as indicated.
Adapted from Di Palma et al. [49]
4.3.1.2 Backward process
In order to better assess the convergence of the free energy landscape for kissing complex
formation, we also reconstructed the PMF profiles of the Holo and Apo structure from
US simulations initialized with the backward process (Figure 4.2). The forward and
backward profiles were aligned at L = 34 Å, since at that distance the starting structure
of the backward process is equal to the final structure of the forward one. The free-
energy change upon docking is estimated taking the difference between the minimum
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value of the PMF (Holo: L ≈ 19 Å; Apo: L ≈ 16 Å) and its value for the undocked
structure (L = 34 Å): for the Holo ∆G = +3.2 ± 0.9 kcal/mol, for the Apo ∆G =
+5.9 ± 0.6 kcal/mol. Albeit positive, these numbers are too small and not compatible
with the ones found in the forward process. This is a clear signature of hysteresis in the
pulling procedure that strongly biases the initial starting points of the US simulation.
The reason for this discrepancy can be better understood by performing a structural
analysis of the interactions on the different US windows. As it can be seen in Figure
4.3, in the backward process the native WC base pairs are not reformed. In general, a
few contacts are formed between the two loops but they are not enough to stabilize the
kissing complex. To be sure that this is a systematic effect we also tried a few alternative
settings for backward simulations. Their structural analysis is shown in Figure 4.4, where
it can be appreciated that only the simulations with protocol A (in light blue) were able
to correctly re-form the native WC pairs. Although the restraint stiffness could affect
the result, we believe that here the differences are mostly due to the stochastic nature
of MD.
The PMF profile obtained starting from the structure sampled with the initialization
protocol A are shown in Figure 4.5. Also in this Apo case the free-energy landscape is
incompatible with the one obtained from the forward protocol (compare with Figure 4.2),
indicating convergence issues in the US calculation. This problem is due to the fact that
without properly reforming the kissing interaction with all the native contacts during the
initialization procedure, there is no possibility to sample the low-energy conformations
during the US simulations.
4.3.2 Analysis of the HREx simulations combined with MetaD
In the study of the A-Riboswitch the combination of MetaD and HREx can be applied
to the characterization of the tertiary interaction between the two apical loops of the
aptamer. Thanks to the four simulated systems (i.e. Holo/Mg2+, Apo/Mg2+, Holo/K+,
Apo/K+) not only the comparison between the apo and the holo form in the presence
of Mg2+ is possible, but we can also compare the effects of K+ on the aptamer in
the presence and in the absence of the ligand. Using the driver tool contained into
the PLUMED package it is possible to post-process an existing trajectory, so as to
calculate the probability density as a function of the biased CVs, but also as a function
of a posteriori choosen variables, using the kernel density estimation. Analyzing by
mean of this utility the second half of our simulations, in particular the replica 0 having
not rescaled parameters in the Hamiltonian, we have computed the free-energy profiles,
directly correlated with the probability density, of the two biased CVs (i.e. L2-L3 CoM
distance, number of native inter loop contacts) and of the aptamer radius of gyration,
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Figure 4.4: Count of inter and intra-loop interactions in the 44 starting snapshots
resulted from the different Apo US simulation initialization procedures. Results are
shown for the 4 Apo runs, using the backward and forward protocol both with k =
40(kcal/mol)/Å2 (I, II, respectively in orange and pale orange), and the two alternative
backward protocols with the softer restraint (III in blue from protocol A, and IV in light
blue from protocol B). Watson-Crick and non-Watson-Crick pairings as well as intra
and inter-loop stackings are shown in the different panels. Adapted from Di Palma et
al. [49]
that should increase when the loop-loop interaction is disrupted. The resulting free-
energy profiles projected on the single CVs for the four systems are shown in the Figure
4.6, 4.7 and 4.8. In the first two cases we aligned the curves at the point where the loops
are open, respectively at a distance of 30 Å between the CoM of L2 and L3, that are
completely solvated, and when there are no inter loop contacts, respectively. In the third
case we show the four profiles aligned at their minimum because the range of values that
were sampled during our simulations were different.
Considering the Figure 4.6, all the profiles, except the Apo/K+, have their minimum at
a value of the distance between the CoM of the loops very close to the reference value
of the crystal structure of the aptamer. In the presence of potassium ions and absence
of the ligand, the profile show a not so clear minimum at a slightly higher value (≈15
Å) as a result of the less compact structure in this conditions that influence also the
distance between the loops. The Apo and the Holo profile in the presence of the divalent
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Figure 4.5: Potential of mean force obtained with the alternative backward protocol.
Results for Apo form are shown in red (Bwd (k = 20)) as obtained from the control
umbrella sampling simulations discussed in the Appendix, and aligned with the other
two Apo profiles described in the text (Fwd in orange, Bwd (k = 40) in black) for
comparison. Adapted from Di Palma et al. [49]
cations have a common behavior with a small shoulder, respectively at ≈17 Å and ≈15 Å,
corresponding to the conformation with only the 2 characteristic WC bp still interacting.
The Holo/K+ profile, instead, at ≈ 16 Å, has another minimum comparable in stability
with the native structure. Also in this case the two loops are still in contact and not
fully solvated due to the presence of the two GC bp. This means that in the presence of
monovalent cations and the bound ligand the kissing loop interaction is able to find an
alternative and equally stable conformation even if the distance between the CoM of the
two loops is larger than the native one. Increasing the LL distance also the free energy of
the four profiles increases until a plateau is reached meaning that the tertiary interaction
is disrupted. In the Holo/Mg2+ system this event happens at a higher distance between
the loops CoM (≈ 23 Å) than the other three systems (≈ 19 Å).
Concerning the analysis of the free-energy profiles projected on the second biased CV
(Figure 4.7), the number of native inter-loop hydrogen bonds, all the four systems show
a more stable structure with 10 interactions than with 12 (number of H-bond in the
reference structure). Two the possibile meaning for these feature: First, the different
ionic strength conditions between our simulation and the crystallographic experiments,
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Figure 4.6: Free energy projected on the loops center of mass distance. The four
profiles are aligned at a loop-loop distance equal 3.0 Åwhere the kissing interaction is
broken.
as well as to the constrained and packed nature of the crystal. Second, how the CV
is computed in Plumed; it is not discrete but continuos between 0 and 1 through a
switching function, sij =
1−
(
rij−d0
r0
)n(
rij−d0
r0
)m where d0 = 0 and r0 = 3.5, to make it differentiable.
Generally speaking, in the four profiles we can observe several small barriers describing
the disruption/formation of the native H-bonds during the loops docking/undocking
process. The two profiles in the presence of K+ have their deeper minimum when all the
H-bonds are broken revealing the unstable nature of the kissing loop interaction in the
absence of the divalent cations. Indeed, as demonstrated with UV melting experiments,
the docking of the hairpin loops is an intrinsically unfavorable reaction that is strongly
favored by magnesium ions [62].
As mentioned in the proper sections of the Chapter 2, the use of WTMetaD and HREx,
allows the equilibrium probability distribution of other degrees of freedom than the few
explicitly included in the CVs to be recovered. In this framework, an unbiased degrees of
freedom that can give hints on the state of the kissing loops interaction is the gyration
radius of the whole aptamer. We can consider it as a “reporter” variable because a
change in its value it can be only related to a higher distance between the two loops,
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Figure 4.7: Free energy projected on the number of native inter-loop hydrogen bonds.
The four profiles are aligned at 0 interactions where the loop-loop interaction is dis-
rupted.
and consequently a wider amplitude between the relative stems (P2 and P3) connected
by the J2-3. Indeed, the rest of the aptamer, including the P1 stem and the binding
site, did not experience any conformational changes that can justify a radius of gyration
increase. It is clear in Figure 4.8 that in the presence of divalent cations the apo and
holo structure are more compact than in the presence of the monovalent ones, with their
minimum free-energy respectively at ≈20 Å and ≈22 Å. Furthermore it is also evident
that in the H2O − K+ solution, the aptamer is allowed to sample a wider range of
values so that both the profiles have a second minimum at higher energy representing
the structures with the two loops completely solvated at Rg > 24 Å. The ∆G between
these two minima for the apo is 10±3 kJ/mol and or the holo system is 8±4 kJ/mol.
Something different happened in the systems neutralized with magnesium, even if from
the structural point of view the two loops lost every interaction the simulations did not
sample too much large values of the gyration radius. In theses cases, the two loops did
not get as far as in the other two simulations and consequently the linked stems were
not open too. This is probably due to the increased screening effect on the negative
charges given by the Mg2+ than the K+, thus maintaining the stems closer my means
of a reduction of the repulsion between the phosphate groups. Something more can be
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said about the profiles obtained from the simulations in the presence of potassium, the
apo form seems to reach higher values of Rg. We can speculate this behavior could be
due to the absence of the ligand in the binding pocket causing a more flexible J2-3 and
less stable P2 and P3 [63] thus inducing the sampling of more extended conformations
of this part of the aptamer that our “reporter” variable is able to detect.
Figure 4.8: Free energy projected on the aptamer radius of gyration. The four profiles
are aligned at their minimum.
4.4 Discussion
Our US calculations provide quantitative and atomistic details on the mechanism of
kissing loop breaking and formation in the add riboswitch aptamer domain. The results
can be straightforwardly compared with those recently obtained by Allnér et al. [71] on
the same system using the CHARMM36 force field [146, 147]. In particular the free-
energy computed with the forward process has been obtained with an identical protocol
so as to allow a fair comparison between the force fields. In our work the estimated
stability of the kissing loop complex is ∆G = -52 ± 2 kcal/mol (Holo) and ∆G = -35
± 3 kcal/mol (Apo), so that upon ligand binding ∆∆G=-17 kcal/mol < 0. On the
contrary, Allnér et al. reported ∆∆G = +10 kcal/mol > 0. The sign of ∆∆G indicates
whether the ligand binding and the formation of the kissing loop complex are cooperative
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(positive) or anticooperative (negative). Results obtained with the two force fields thus
interestingly lead to two opposite pictures.
Since 2007, Rieder and collaborators have shown using a structured-based fluorescent
spectroscopy approach that the organization of the binding pocket and the tight forma-
tion of the L2-L3 hydrogen bonding network occur in a concerted manner, reporting a
“long range” induced-fit of the kissing loop interaction by the ligand binding event [57].
Recent experiments probed the differential ligand affinity in aptamers with mutations
hindering the formation of the kissing complex [62]. The change in affinity indicates a
coperativity between ligand binding and kissing complex formation. This stabilization
has been estimated to be ∆∆G ≈ −6 kcal/mol. This number should be interpreted
with caution since it is based on the assumption that the mutated aptamer mimics a
ligand-bound state that is accessible to the wild type aptamer [62]. Results obtained
with Amber force field are in qualitative agreement with this picture.
We also observe that estimated stability of the kissing loop complex in our calculation,
namely ∆G = -52 ± 2 kcal/mol and ∆G = -35 ± 3 kcal/mol for holo and apo respectively,
is much larger than expected. This could be partly due to the overestimation of stacking
interactions in the Amber force field [150]. Results obtained with CHARMM indicate a
lower ∆G for both the systems [71], in better agreement with experimental results, even
if it is still overestimated. Recently, the thermodynamics of other stand-alone kissing
complexes has been also studied using different biophysical techniques [151, 152]. In
these two experimental works the stability of the loop-loop interactions of their interest
resulted to be -8 . ∆G . -14 kcal/mol. These results shown that different kissing
loop complexes with different sequences as well as different sets of intra-loop interactions
have different stabilities, that are however defined in a quite small range. However, we
would like to point out that the overestimation found in our calculations could also be a
consequence of difficult convergence in the US simulations. To test if the US simulation
are effectively converged, we tried to recover the profiles from simulations initialized with
the backward process, with a procedure inspired by two directional pulling in steered MD
[88, 108, 109]. The discrepancy between forward and backward process is an index of
high dependence of the PMF on the initialization procedure and poses some questions on
the actual convergence of the US simulations. Similarly to steered MD, one can expect
that simulations in the forward and backward process are respectively overestimating and
underestimating the kissing complex stability. Optimal results can be obtained in steered
MD by combining simulations performed with both protocols [108, 109]. We stress here
that even if the forward simulations apparently recover the qualitative behavior of the
general accepted model, they cannot be trusted for a quantitative estimation of the free-
energy change. The fact that the backward process cannot reach the native docked state
is a signature of a barrier in an orthogonal degree of freedom that is not properly sampled.
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A possible candidate is the barrier related to the desolvation of the loops, required to form
the correct interstrand interactions. Additionally, we observe that pulling on the distance
between the two loops does not necessarily induce the entropic reduction required upon
docking. These issues are expected to affect both forward and backward pulling. Our
simulation could not give an estimate of the additional barriers, but we can assume that
these issues equally affects the Holo and the Apo systems. Thus, the converged ∆∆G
upon ligand binding should be somewhere in between the results from the forward and
the backward simulations and we can expect it to be in a wide range between +2.7
kcal/mol and −17 kcal/mol, which is in qualitative agreement with already mentioned
experiments [62].
The convergence problem is not related to the US method itself but to the difficulty of
describing such a complex docking event using a single distance as a CV. This variable is
not sufficient to drive the system through the appropriate transition states. This is likely
due to the existence of additional barriers on hidden degrees of freedom (e.g. solvation).
We believe that in order to reliably quantify the ∆∆G for this system with US or other
biased sampling methods one should employ more complex CVs which are closer to the
actual reaction coordinate.
With this aim we have carried out the HREx simulations biasing not only the distance
between the CoM of the loops nucleotides but also the inter-loop native contacts with
WTMetaD. In our simulation the ∆∆G between apo and holo in the presence of K+ is
−18±6.5 kJ/mol (≈ 5 kcal/mol). From the above mentioned experiments this difference,
related to the favorable linkage between the loop docking and organization of the binding
pocket around the ligand, results to be ≈ 20 kJ/mol. Thus, our results are in nice
agreement with the experiments under these conditions. From the analysis of the apo
and holo simulations in the presence of Mg2+ we estimated ∆∆G = −8 ± 5 kJ/mol
(-2 kcal/mol), thus smaller than the experimental result in which this difference has
been -27 kJ/mol (-6.5 kcal/mol). An explanation for this difference could be that in
our simulations the strong stabilization given by the divalent cations, as clearly shown
in Figure 4.6 comparing the Holo/Mg2+ and the Holo/K+ profile or the Apo/Mg2+ and
the Apo/K+ profile, was able to mask the effect given by the ligand. The comparison
between the ∆∆G obtained by means of our combined approach and the ones estimated
with the US simulations confirmed that an in-depth thermodynamics characterization
of the kissing loop interaction with more accurate and sophisticated techniques was
necessary.
The ∆G between the close and open conformations of the loop-loop interaction in the
presence of the magnesium are less overestimated than the ones obtained with the US
simulations, for both the holo and apo forms, but however larger in comparison with the
Chapter 4. Kissing loop interaction 69
experiments. In the presence of potassium, assuming a two-state equilibrium between
the open and close conformation of the loops, the ∆G for the apo form (−17±5 kJ/mol)
is larger than the measurements published by Leipply and Draper (≈ -8 kJ/mol) [62].
Instead, for the ligand-bound form these experiments they have not reported the value,
whereas in our simulations ∆G = −35 ± 6 kJ/mol. Another quantity that can be
analyzed in our simulations is the Mg2+-RNA interaction free energy (∆GRNA−2+). It
can be obtained making the difference between the minima of the profile in Figure 4.6,
considering the holo systems (black and green curves) and the apo ones (red and blue)
separately. Our data showed for the holo form ∆GRNA−2+ = −25 ± 7 kJ/mol and
∆GRNA−2+ = −35± 5 for the apo form.
In the already mentioned work [62] with which we compared our thermodynamics results,
small-angle X-ray scattering (SAXS) has been used to monitor docking of the hairpin
loops by changes in the overall dimensions of the aptamer 4.9. The data provided by
these experiments allow also a comparison with our results on the radius of gyration,
finding a good general quantitative and qualitative agreement as can be seen in Table 4.1.
The only effective discrepancy between our simulation and the experiments can be found
in the analysis of the holo form with the docked loops. Indeed, for this system in the
presence of monovalent cations the X-ray scattering has found a compact structure with
Rg = 20.6 Å on which the titration with Mg2+ have no significant influence, whereas in
our simulations in the presence of K+ the structure is more extended/relaxed than the
one in solution with magnesium.
Table 4.1: Gyration radius analysis of the aptamer with docked and undocked loops.
Comparison between our simulations and SAXS experiments. The values are in Å.
Systems docked docked undocked undocked
sim exp sim exp
Apo/K+ 21.5-22.5 24.8 24.5 24.9
Holo/K+ 21.5-22.5 20.6 24.0 24.9
Apo/Mg2+ 20.0/20.5 20.8 ≈22.0 24.0
Holo/Mg2+ 20.5 20.3 ≈22.0 22.8
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Figure 4.9: SAXS studies of different forms of the A-riboswitch aptamer in back-
ground buffer of K+. Rg as a function of bulk Mg2+ concentration (C2+) for the
aptamer with the docked loops in the holo (blue) and the apo form (red), or with
the undocked loops in the holo (green) and apo form (orange). The ligand is 2,6-
diaminopurine (DAP), where present. Adapted from Leipply and Draper [62].
Chapter 5
Conclusions
5.1 Folding Model
All the different parts of the PhD project here reported provide atomistic details and
energetic estimates to the currently accepted model for the folding of the add riboswitch
upon ligand binding [57, 62, 63]. Altogether, our data and the related experimental
works suggest a folding model as depicted in Figure 5.1.
Initially, only the P2 and P3 stems and the corresponding loops (L2, L3, still not in-
teracting each other) are formed and not fully stable (Figure 5.1A). After, the binding
pocket begin to pre-organize to recognize the ligand [58, 153, 154] structuring the three
junctions and the two loops become prompt to interact (Figure 5.1B).
In the presence of K+ the formation of the kissing loop interaction is not favorable thus,
the aptamer cannot properly fold. Only adding Mg2+ (Figure 5.1C1 and C2) it is possible
for L2 and L3 to come closer and establish an interaction. Adenine binding allows for a
complete organization of the aptamer where the three junctions tightly arrange around
the ligand (Figure 5.1C1), stabilizing also the previously formed helices [57]. It has not
been clearly established by the experiments if the loop-loop interaction is formed before
or after ligand binding [62], but the hypotheses lean towards an adenine concentration-
dependent process (as discussed later on). In this context, an alternative pathway in
which the loop-loop interaction is formed but not completely stable and the P1 could
acquire a partially folded conformation in the absence of adenine is also possible (Figure
5.1C2) [63].
Finally, the P1 helix becomes fully structured and stabilized by the ligand (Figure 5.1D),
to the detriment of the expression platform (see Figure 1.4) [123]. This step is mandatory
for translation to be initiated.
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We quantified the ligand contribution to the P1 stem formation due to direct interac-
tions to be approximately -4 kJ/mol. Our simulations quantified the cooperative linkage
between ligand binding and the formation of the kissing loop complex in -8 kJ/mol. In
the matter of the different ions effect, the stabilization of the loop-loop interaction given
by Mg2+ is ≈-25 kJ/mol in the presence of the ligand, and ≈-35 kJ/mol in its absence.
Figure 5.1: Schematic representation of the aptamer secondary structure in its folding
intermediates in the presence of magnesium with and without the ligand. A) Stems P2
and P3, loops L2 and L3 are folded but not stable. B) The binding pocket begin to pre-
organize to recognize the ligand structuring the three junctions (J1-2, J2-3, J3-1). Thus,
also the 2 loops (L2 and L3) become prompt to interact. C1) The junctions arrange
around the ligand (ADE) and the inter-loop interaction occurs (L2-L3) stabilizing also
the stems. C2) Alternative possible intermediate in which all the 3 stems are not
completely and stably folded before ligand binding. Thus, also the junctions and the
kissing loops are not stable. D) P1 stem is fully folded and stabilized by the ligand.
Our result on the long range stabilization on the kissing loops given by the ligand and on
the ligand-induced P1 stem stabilization is compatible with both the folding pathways
(Figure 5.1 panels C1 and C2) irrespectively of their relative population and cannot dis-
criminate among them. The relative probability between the two paths can be modulated
by the ligand concentration and its binding affinity. Thus, only performing simulations of
the ligand binding would make it possibile to distinguish the two states. This in principle
would also allow us to estimate a difference in free energy between them. On the one
hand, the intermediate shown in Figure 5.1C1 could be relevant for ligand-RNA binding
in an early transcriptional context in which the last 9 nucleobases (i.e those allowing P1
formation) of the aptamer have not yet been synthesized. Indeed, it has been shown that
also an aptamer missing a large portion of the P1 stem is able to bind adenine [124],
even if with lower binding affinity. On the other hand, the intermediate shown in Figure
5.1C2 could be populated at low-ligand concentration once the nucleobases allowing P1
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formation are synthesized. Later on, after the synthesis of the expression platform, lig-
and binding could shift the thermodynamic equilibrium towards one of two competing
riboswitch conformations (P1 formed and non formed).
5.2 Final remarks
Molecular dynamics at atomistic resolution in combination with enhanced sampling tech-
niques is a powerful tool and can be used to predict the thermodynamics of confor-
mational changes in riboswitches and to generate experimentally testable hypothesis.
Ligand-induced stabilization of the P1 stem is crucial for A-riboswitch regulation and
function. Here we quantified the direct interaction between adenine and P1 stem and
analyzed it at atomistic detail. We have shown how it is possible to use steered MD to
quantify the ligand-induced effect on the stabilization of the terminal helix of an adenine
riboswitch aptamer domain. Results are in agreement with available thermodynamic
data and can help in the structural interpretation of single molecule experiments. Sta-
tistical error can be kept under control with a bootstrap analysis. Our results suggest a
model for the aptamer folding in which the direct P1-ligand interactions play a minor role
on the conformational switch when compared with those related to the ligand-induced
aptamer preorganization. Because the structural/functional role of the aptamer termi-
nal helix is a common feature in the “straight junctional” riboswitches [21], we foresee a
wider validity in particular for the last step of the model presented herein. Furthermore
in this work we addressed the formation of the kissing loop complex in the A-riboswitch
aptamer by means of accurate molecular dynamics simulations in explicit solvent com-
bined with enhanced sampling techniques in presence or absence of the cognate ligand,
and in the presence of monovalent or divalent cations. Results obtained with the multiple
restraints umbrella sampling simulations are qualitatively in agreement and compatible
with experiments suggesting that the presence of the ligand stabilizes the kissing loop for-
mation. However, our results also spot some weakness of the umbrella sampling method,
calling for calculations performed with more advanced techniques, namely as we did,
a combination of the Hamiltonian replica exchange with well tempered metadynamics.
Taking advantage of this combined approach we refined our model obtaining more accu-
rate thermodynamics results on the effect of adenine binding on the loop-loop interaction
formation. In addition, we estimated the different stabilization given by monovalent and
divalent cations to the loops docking also getting good structural data in nice agreement
with the experiments.
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We can conclude this dissertation saying that this project successfully shed a new light
on the ligand-dependent folding mechanism of the add adenine sensing riboswitch char-
acterizing at atomistic details and with thermodynamics reliable data the several confor-
mational changes essential for its biological function in the gene expression regulation.
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