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Abstract. Face recognition performance has seen tremendous gain in
the recent years, mostly due to the availability of large-scale face images
dataset that can be exploited by deep neural networks to learn powerful
face representations. However, recent research has shown differences of
face recognition performance across different ethnic groups mostly due to
the racial imbalance in the training datasets where Caucasian identities
largely dominate other ethnicities. This is actually symptomatic of the
under representation of non-Caucasian ethnic groups in the celebdom
from which face datasets are usually gathered, rendering the acquisition
of labeled data of the under-represented groups challenging. In this pa-
per, we propose an Asymmetric Rejection Loss, which aims at making full
use of unlabeled images of those under-represented groups, to reduce the
racial bias of face recognition models. We view each unlabeled image as
a unique class, however as we cannot guarantee that two unlabeled sam-
ples are from distinct class we exploit labeled and unlabeled data in an
asymmetric manner in our loss formalism. Extensive experiments show
our method’s strength in mitigating racial bias, outperforming state-of-
the-art semi-supervision methods. Performance on the under-represented
ethnicity groups increases while that on well-represented group is nearly
unchanged.
Keywords: Face Verification, Racial Bias, Semi-supervision, Asymmet-
ric Rejection Loss
1 Introduction
Face recognition reached a high level of performance in recent years [6,9,22,5],
along with the development of convolution neural network [10,16,17,20,27]. How-
ever, as pointed out by several works [1,2,23], model bias is one urgent issue to be
solved in this field. The main cause of the model bias between well-represented
groups and under-represented groups is the distribution of training dataset. As
shown in [23], we can easily observe that the commonly used face recognition
datasets [3,8,11,12,28] are dominated by Caucasian identities. Since the dataset
is mainly formed by Caucasian subjects, face recognition models performance on
Caucasian outperforms that on other group of people, such as African, Asian,
and Indian. Similarly, gender is another aspect of face recognition datasets’ im-
balance. Dataset is mainly consist of male faces. Much attention are needed to
pay to this field to make face recognition models be fairer.
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The number of identities all over the world is fairly large. Therefore, intro-
ducing some new under-represented group identities into the training process
to balance the training process seems like an easy and promising methodol-
ogy. However, since annotating images for a large number of classes is usually
prohibitive, fully-supervised training is not suitable. Thus, we try to utilize un-
labeled images in this paper. It worth to mention that we cannot simply classify
each unlabeled image into a class and use self-training approach as [26] because
the labeled classes is quite limited and unlabeled images are less likely to belong
to this close set.
When unlabeled images are collected from complex sources, e.g. website, the
number of identities is always much greater than the average images per subject.
So, clustering is not suitable for this case because it’s hard to obtain large clusters
without noise. If the scale of clusters is small and lacks divergence, the clustering
is meaningless. If clusters contain noise, as pointed by [21], models’ performance
could be dampened a lot. Therefore, unlike Transductive Centroid Projection
(TCP) [14], we don’t take clustering into consideration and we leverage the
unlabeled data in a similar way as [29].
(a) Asymmetric Rejection Loss (b) Unknown Identity Rejection Loss
Fig. 1. A pipeline comparison between (a) Asymmetric Rejection Loss with cosine
penalty and (b) Unknown Identity Rejection Loss. Here are N classes in labeled dataset
andM selected unlabeled images, which are not overlapped with N classes. 1 represents
the current input unlabeled image and K stands for the number of images that have a
different ethnicity label with current input unlabeled image.
In [29], the authors design an Unknown Identity Rejection (UIR) loss that
requires unlabeled data being “rejected” by annotated classes in labeled training
dataset, shown in Figure 1(b). In this paper, we point out the weakness of their
method, and modify it for the first step to alleviate aforementioned model racial
bias. We propose a new semi-supervised method, Asymmetric Rejection Loss
(ARL), as shown in Figure 1(a).
In this study, following TCP [14] and UIR [29], we firstly filter out the pos-
sible overlap between labeled dataset and unlabeled images. By viewing each
unlabeled image as a unique class, unlabeled data are utilized in a supervised
way as [14], but in our approach unlabeled data and labeled data are treated
asymmetrically. Specifically, for labeled images, not only all the N labeled classes
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but also the entire M unlabeled images are added into classification, while for
unlabeled images, we add the current unlabeled image, K unlabeled images that
have a different ethnicity tag and N labeled classes into classification. In a nut-
shell, because of the lack of identity information for unlabeled images, we only
conduct classification within the group of classes that is safe and compatible.
Even though there are some images that belong to the same individual in the
unlabeled dataset, this method can successfully avoid conflicting.
Furthermore, we extend the thought of ARL and make full use of unlabeled
image for the next step. It makes the model fairer by optimization on cosine
similarity of safe unlabeled image pairs in a mini-batch.
We evaluate our method on RFW test dataset, provided by [23], and extensive
experiments on different commonly used face recognition training dataset show
that our method truly mitigates the model bias on different racial groups. The
contributions of this paper can be briefly summarized as:
a) We propose a novel perspective on leveraging unlabeled images and put
forward a semi-supervised method.
b) Our method can increase the model performance on face verification task
and greatly alleviate the model racial bias problem.
c) We further discuss the usage of unlabeled data and gender bias issue based
on our framework.
2 Related Works
2.1 Deep Face Recognition
Novel loss functions are the focus in the field of face recognition in recent years
[6,22,13,18,19,24]. A bunch of loss functions are proposed to optimize the dis-
tance metrics in the feature space. Arcface [6], which is based on the angular
distance, namely cosine similarity, is one of the most outstanding loss functions.
It takes both intra-class distance and inter-classes distance into account by intro-
ducing an additive angular margin to the loss function. Our proposed method,
Asymmetric Rejection Loss, is based on Arcface [6].
2.2 Racial Bias in Datasets
Many different natural attributes can be annotated to each individual in this
world, such as gender, race, and age. Even though commonly used face recog-
nition traing datasets, namely CASIA-Webface [28], VGGFace2 [3], and MS-
Celeb-1M [8], are large enough, containing a lot of subjects and images, they
are still not balanced from the perspective of these attributes. Following [23], we
mainly focus on the racial unbalance in this paper.
As shown in Table 1, except RFW [23], other datasets, no matter training
dataset or testing dataset, are severely unbalanced on racial distribution. Because
of the large number of subjects and images, RFW [23] is a good dataset to
evaluate face recognition model on different ethnicity group.
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Table 1. The percentage of different race in commonly-used training and testing
databases. Reported by RFW [23].
Train/
Test
Dataset Subjects Images
Racial Distribution (%)
African Asian Caucasian Indian
Train
CASIA-Webface [28] 10K 0.5M 11.3 2.6 84.5 1.6
VGGFace2 [3] 8.6K 3.1M 15.8 6.0 74.2 4.0
MS-Celeb-1M [8] 90K 5.0M 14.5 6.6 76.3 2.6
Test
LFW [11] 5.7K 13K 14.0 13.2 69.9 2.9
IJB-A [12] 0.5K 5.7K 17.0 9.8 66.0 7.2
RFW [23] 12K 40K 25.0 25.0 25.0 25.0
2.3 Semi-supervision for Face Recognition
How to leverage unlabeled data to promote model performance is a goal of
semi-supervised learning [4,32]. For face recognition, some works [7,31] based on
the assumption that the set of categories are shared between labeled data and
unlabeled data, but it is not practical as we mentioned before. There are two
novel works [30,14] based on clustering in this field. [30] is complicated since it
builds up a committee, while [14] is relative easy to implement.
2.4 Transductive Centroid Projection
Transductive Centroid Projection (TCP) [14] is a cluster based semi-supervision
method. The main idea for this method is to use unlabeled data in a labeled
manner. Authors in [14] first cluster unlabeled images and give them pseudo-
label. Then in each mini-batch, for unlabeled images with pseudo-label, authors
select l classes with o images each class. Suppose there are N classes in labeled
dataset, TCP [14] conducts classification on N + l classes in each mini-batch.
The idea of their work is inspiring and our Asymmetric Rejection Loss holds
similar insight. Nevertheless, their method relies on the easy-to-cluster property
of unlabeled images. So, the source of unlabeled images can be a limitation for
their method.
2.5 Unknown Identity Rejection Loss
Unknown Identity Rejection Loss [29] tries to minimize the negative entropy
for the classification probability distribution of unlabeled images. Their loss is
rewritten in Equation 1.
L = −
N∑
i=1
log(pi) = −
N∑
i=1
log
ai∑
j aj
(1)
where N is the number of classes in labeled dataset, pi is the probability on class
i and ai is the activation value of last FC-Layer on class i.
After pre-processing, there is no overlap between labeled dataset and un-
labeled images. So, their work is aiming at answering the question what’s the
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probability distribution should be for an image of unseen identity on the labeled
training dataset. Their answer is discrete uniform distribution, which means
probability on all the labeled classes, namely 1N .
Intuitively, the lower pi, the stronger distinguishing ability for the ith class
and current unlabeled image. If we discard the constraint that
∑N
i=1 pi = 1, the
optimization goal should be pi = 0 for every class in labeled trainings dataset.
Therefore, UIR loss’s optimization goal [29] has some flaw. Besides, minimizing
negative entropy is used to extract identity-irrelevant features in [15], which
contradicts the goal of face recognition, extracting identity-related features. Since
the sum of all possibilities should equal to one, inserting a new class into the
class set should be a suitable solution. In this way, the optimization goal requires
classification probability for all labeled classes to be zero.
3 Approach
In this section, we illustrate and formulate our method in detail. Since we point
out the weakness of UIR [29], we first modify it by replacing entropy minimizing
with two asymmetric classification tasks, which has more reasonable optimiza-
tion goal. Besides, maintaining of unlabeled images’ weight vectors in feature
space enable all the unlabeled images, rather than selected l classes, to be re-
jected in one mini-batch. Moreover, we extend the thought of rejection as the
second part, asking the current unlabeled image to reject some other safe unla-
beled data in a mini-batch. Here, the rejection is achieved by direct optimization
on cosine similarity. Unlabeled images can be exploited better in this way. Fi-
nally, we explain how our method works from the geometric perspective.
3.1 Asymmetric Rejection Loss
In this study, we propose an asymmetric loss to conduct different tasks on la-
beled data and unlabeled data. Note that even though unlabeled data here don’t
have an identity label, they do have an ethnicity label. In addition, even though
we treat labeled data and unlabeled images in different ways, as shown in Figure
1, the weight of fully-connected layer is shared by them. First, following [29] we
eliminate all the possibly overlapped data according to the classification prob-
ability to make sure that there won’t be images belonging to labeled identities
in unlabeled dataset. Specifically, we classify unlabeled images with pretrained
backbone model and discard those images that have a classification probability
greater than 0.9. Then each unlabeled image is viewed as a unique class, which
means it has its own weight vector in the fully-connected layer.
We therefore propose to actually define two different problems, depending on
whether the input sample is a labeled or unlabeled sample in a random batch of
size B.
In the case where the input sample is an unlabeled sample, we consider all the
weights of the N known classes plus a weight vector corresponding to that single
unlabeled sample, initialized with its feature. Furthermore, we can introduce all
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the images that have a different ethnicity label into the classification. Now, this
unlabeled data classification task is a N + K + 1 classification, where N is the
number of classes in labeled dataset and K is number of classes in unlabeled
dataset that has a different ethnicity label. In that setting, the model should
maximize the probability corresponding to the weight vector of that unlabeled
sample while diminishing as much as possible the probability of all known classes.
In this way, we don’t need to consider any other unlabeled sample and determine
whether or not they are from the same identity.
In the case where the input sample is a labeled sample, we still consider all
the weights of the N known classes plus all the M weight vectors corresponding
to all the unlabeled samples in the current batch. In that setting, the model
should maximize the probability corresponding to the correct class of that labeled
sample while diminishing as much as possible the probability of all other classes
including the probability of the M unlabeled samples.
We implement this strategy using the ArcFace[6] loss which relies on a mod-
ification of the standard Softmax computation by adding an angular margin m
to the angle θyi between a sample and its target class weight. Formally, denoting
s as the scale parameter, the ArcFace [6] loss for the BU unlabeled samples in a
batch is computed as Equation 2.
LU = − 1
BU
BU∑
i=1
log
escos(θyi+m)
escos(θyi+m) +
∑N+K+1
j=1,j 6=yi e
scosθj
(2)
where θyi is the angle between the i
th unlabeled sample in the batch and its own
weight vector.
While the loss for B−BU labeled samples can be formulated as Equation 3.
LL = − 1
B −BU
B−BU∑
i=1
log
escos(θyi+m)
escos(θyi+m) +
∑N+M
j=1,j 6=yi e
scosθj
(3)
where θyi is the angle between the i
th labeled sample in the batch and the
weight vector of that class. N +M classification on labeled data maintains the
wellness of labeled classes’ weight vector, while N + K + 1 classification keeps
the meaning of unlabeled images’ weight vector. These two classification tasks
are interdependent.
3.2 Rejection between Safe Unlabeled Image Pairs
Normally, the number of identities is greatly larger than the average number
of images per subject when unlabeled images are collected from website. So,
when we grab a batch of unlabeled images from dataset, it is likely that all pairs
of images don’t belong to the same identity. Thus, it is feasible and profitable
to distinguish such pairs. So, we propose a cosine penalty strategy to use one
samples to “reject” all the other unlabeled samples that would not belong to the
same subject in a mini-batch. In order to avoid introducing possible conflict, we
can add some constraint to the selection of negative pairs in a mini-batch. Since
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our baseline model is valid, the angular distance between features of the same
identity are relatively small. As shown in Figure 2, a valid model has separable
normalized cosine similarity histograms for positive pairs and negative pairs even
on under-represented ethnicity groups.
(a) African (b) Asian (c) Indian
Fig. 2. Normalized cosine similarity histograms of positive pairs and negative pairs
on each under-represented group. Blue represents positive pairs, while red represents
negative pairs.
Therefore, we can easily select a threshold, noted as t, at which the true
positive rate is fairly large and the false positive rate is small enough. Thus, we
can assume that pairs of unlabeled images with cosine similarity lower than t
don’t belong to the same identity and safely optimize their cosine distance.
Moreover, to boost the performance, our model should focus on those features
that haven’t been well learned. So, we also set a lower bound for the cosine
penalty strategy. Usually, researchers assume that when the feature vectors are
orthogonal to each other, they are well represented, so we don’t further add
penalty on negative pairs that have a cosine similarity lower than zero.
Up to now, we establish a cosine similarity interval, (0, t). We assume that any
pair of faces with a cosine similarity locates in this interval is a valuable negative
pair and we directly optimize on the cosine similarity. As for the specific loss
function, we choose L2 loss that measure the mean squared error. Detailed loss
function can be formulated as Equation 4.
LC =
∑
i,j(cos(fi, fj)
2)
Nt
, 0 < cos(fi, fj) < t (4)
where fi and fj are the normalized feature vector for unlabeled image i and j ,
t is the upper bound of penalty interval, and Nt is the number of feature pairs
whose cosine similarity locates in the interval (0, t).
As many other works, we combine those two parts of loss function linearly.
Thus, the whole loss function can be written in the form of Equation 5.
L = LL + λU · LU + λC · LC (5)
where λU and λC are two loss weights.
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3.3 Geometrical Interpretation
In this part, we try to give out an explanation with geometric view. Novel face
recognition loss functions, such as Arcface [6] and CosFace [22], are designed
to pursue a feature space with good distribution. The distribution should be
compact regarding to feature vectors from one class, which the distance between
feature vectors from different identities should be sufficiently far.
(a) (b)
Fig. 3. Left sub-figure illustrates the scenario of baseline model, and the right sub-
figure illustrates our proposed method. The dash lines represent the decision boundary
of labeled classes. W1 and W2 are weight vectors for two labeled classes. Wu1 , Wu2 ,
and Wu3 are weight vectors for three unlabeled images. In the right sub-figure, all two-
way arrows illustrate the loss items that are related to Wu1 . Since there are unlabeled
images belonging to the same person, like Wu1 and Wu2 , unlabeled images that have
the same ethnicity label will not take part in N +K + 1 classification. Cosine penalty
will only be added on negative pairs such as Wu1 and Wu3 that the distances are large
enough to avoid conflicts.
Our method is based on the assumption that weight vectors represent the
class well. Then inserting unknown identities into the feature space benefits the
feature distribution, as demonstrated in Figure 3. A newly inserted weight vector
makes the decision margin become insufficient because this new class has to be
far enough from labeled classes. By those two classification tasks, this new class
will hold some space and make some labeled classes’ feature vectors be more com-
pact. Thus, ARL can enlarge the distance between labeled classes, which means
being more distinguishable. Cosine penalty strategy are adopted to enlarge dis-
tance among unlabeled images for the same reason. According to independently
identically distribution assumption, the noramlized cosine similarity histograms
for unseen data should be more separable.
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4 Experiments
4.1 Experiment Settings
The backbone model of our experiments is the modified ResNet-34 architecture
mentioned in [6]. And Arcface Loss [6] is adopted for all the experiments. Five
facial landmarks are used for face alignment, then cropped images are resized to
the resolution of 112× 112. Besides, each pixel of input images is normalized to
the range of [0, 1]. We train all the experiments on 2 GPUs with a batch size of
256. SGD optimizer is adopted and momentum is set to be 0.9. Weight decay is
5e− 4 in our experiments.
Following [29], we finetune the baseline model with setting the ratio, between
labeled images and unlabeled images in a mini-batch, as 3:1. As many works
based on Arcface [6], we set the scale factor s as 64 and the additive margin m
as 0.5. The loss weight for labeled images is 1, while for unlabeled images is 3.
For cosine penalty, we set the threshold as 0.3 and set the loss weight to be 10.
4.2 Datasets
Evaluation Dataset We evaluate our model on RFW test dataset [23] since
the large number of identities and images shown in Table 1 and the reliable
manually given ethnicity label. All possible pairs within the same ethnicity group
are considered. As reported in [23], in one ethnicity group, there are about 14K
positive pairs and 50M negative pairs. We find that the cross-group negative pairs
are well learned by face recognition model, since faces from different ethnicity
truly look more different. So, we focus on the model’s performance within the
same ethnicity.
Note that RFW test dataset [23] is balanced from the view of ethnicity but
unbalanced on gender aspect. From the figure in [23], we can find out that male
faces is much more than female faces, especially for group African, 95 percent
of whose images are male. The male percentage of group Caucasian and group
Indian is about 70 percent, while that of group Asian is lower than 60. Such an
imbalance has effect on the evaluation results, and we discuss this gender issue
in this paper.
Labeled Training Dataset CASIA-Webface [28], VGGFace2 [3], and MS-
Celeb-1M [8] are adopted as labeled training dataset in our experiments. And
note that since RFW test dataset is selected from MS-Celeb-1M [8], the over-
lapping part of dataset is eliminated from training process. In CASIA-Webface
[28], there are 10572 identities and 490,623 images. In VGGFace2 [3], there are
8631 identities and 3,137,807 images. After eliminating overlap identities, MS-
Celeb-1M [8] remains 3,459,591 images that belong to 75460 subjects, and we
denote this dataset as MS wo RFW [23] below.
As far as we known, VGGFace2 [3] is a nearly gender balanced dataset, with
over 40 percent of female. We use a tool [25] to estimate the ratio for CASIA-
Webface [28] and MS wo RFW [23]. The former one is balanced, while the latter
one is biased. The Male-Female ratio for MS wo RFW [23] is about 2:1.
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Unlabeled Training Dataset As for the unlabeled dataset, we use the un-
labeled part of RFW training dataset [23], namely African, Asian, and Indian
subsets. In order to make sure that there is no overlap between labeled dataset
and unlabeled dataset, we use the strategy mentioned in [29]. First, unlabeled
images are classified on labeled dataset. Then, we discard images with a prob-
ability over 0.9. In this way, we assume that the intersection of labeled and
unlabeled data is empty.
Remaining images are viewed as valid images that can be used in training
process. We sort the images according to the magnitude of their feature vectors
and select first 20 thousand images in each ethnicity. It is because that images
may contain more id-irrelevant features when the magnitude of feature vector
is small. Since our method teaches the model in the form of mutual rejection
without intra-class clustering, id-irrelevant features can do harm to the training
process.
4.3 Performance Evaluation
(a) CASIA-Webface (b) VGGFace2 (c) MS-Celeb-1M
Fig. 4. Racial bias can be observed from the ROC of baseline models. Performance on
group Caucasian outperforms that on other under-represented groups significantly.
Racial Bias We trained baseline models as [23]. From Figure 4, the ROC
of three baseline models, it is obvious that face recognition models trained on
commonly used face recognition dataset have significant racial bias. Our result
is quite similar to the curves reported in [23]. We can observe that performance
on group Caucasian (blue curve) is much better than the other three ethnicity
groups, especially group Asian (green curve) and group African (red curve).
ARL Mitigates Racial Bias We train face recognition models with three
labeled dataset mentioned above to evaluate our Asymmetric Rejection Loss.
Based on the result shown in Table 2, 3, and 4, it is obvious that our method
does have the capability to alleviate the racial bias in face recognition models. In
these three tables, we can observe the performance on under-represented groups
increases a lot, while the performance on group Caucasian doesn’t change too
much.
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Besides, when comparing with UIR [29], we find that at most points, espe-
cially normal working point (FPR=1e− 4), our method’s results is higher than
that of UIR [29]. It is because that ARL has a more reasonable optimization
goal than UIR [29]. Besides, we maintain unlabeled images’ weight vectors in
feature space, which is able to exploit unlabeled data better since the existing of
unlabeled images’ weight vectors allows all the unlabeled images to participate
in the loss calculation in each mini-batch.
Furthermore, we compare ARL with TCP [14] on MS wo RFW [23]. Since
their method is based on clustering, a good baseline model is essential for suc-
cessful clustering. So we use the baseline model trained on MS wo RFW [23].
Nevertheless, their improvement is not as large as ARL. It is becasue that RFW
training dataset [23] does not possess good cluster property and we can not grab
a great number of images in one cluster (o in TCP [14]) in each mini-batch.
However, In TCP [14], the face images are collected from surveillance videos,
which possess the easy-to-cluster property. They can easily obtain clusters with
an average image number of 22. However, for RFW training dataset [23], it’s rare
to have a cluster with more than 5 images. For group Asian, the performance
even drops. It is because that the baseline model has the worst performance
on group Asian, so the clustering result for group Asian may contain too much
noise, which leads to the performance decrements. Since ARL doesn’t require
unlabeled data to have the easy-to-cluster property, our method is more suitable
in this case.
Table 2. Experiments on CASIA-Webface [28]. “+C” represents applying cosine
penalty strategy, and “+G” means taking gender in to account for image selection.
Ethnicity Model
TPR@FPR
1e-1 1e-2 1e-3 1e-4 1e-5 1e-6
African
baseline 97.52 86.74 70.58 52.62 36.79 24.86
UIR 97.62(0.10) 86.77(0.03) 70.62(0.04) 53.00(0.38) 37.26(0.47) 24.00(-0.86)
ARL 97.97(0.45) 88.70(1.96) 73.56(2.98) 56.70(4.08) 41.45(4.66) 29.04(4.18)
ARL+C 98.28(0.76) 89.51(2.77) 74.47(3.89) 57.80(5.18) 41.31(4.52) 28.11(3.25)
ARL+C+G 98.32(0.80) 89.40(2.66) 74.17(3.59) 57.11(4.49) 41.03(4.24) 27.91(3.05)
Asian
baseline 97.14 86.11 69.08 50.74 35.00 22.67
UIR 97.38(0.33) 86.33(0.22) 67.59(-1.49) 47.57(-3.17) 30.62(-4.38) 17.77(-4.90)
ARL 97.38(0.24) 87.31(1.20) 71.40(2.32) 53.94(3.20) 38.09(3.09) 26.30(3.63)
ARL+C 98.03(0.89) 89.29(3.18) 73.64(4.56) 55.50(4.76) 38.53(3.53) 26.74(4.07)
ARL+C+G 97.85(0.71) 88.84(2.73) 73.25(4.17) 55.53(4.79) 38.53(3.53) 26.25(3.58)
Caucasian
baseline 99.36 95.86 87.40 75.32 61.51 48.00
UIR 99.31(-0.05) 95.83(-0.03) 87.55(0.15) 75.52(0.20) 61.69(0.18) 48.65(0.65)
ARL 99.46(0.10) 96.08(0.22) 87.90(0.67) 76.86(1.54) 64.24(2.73) 51.50(3.50)
ARL+C 99.39(0.03) 96.07(0.21) 87.90(0.50) 76.24(0.92) 63.16(1.65) 49.28(1.28)
ARL+C+G 99.41(0.05) 95.87(0.01) 87.87(0.47) 76.36(1.04) 63.06(1.55) 50.27(2.77)
Indian
baseline 98.42 90.99 78.27 63.00 48.15 35.96
UIR 98.66(0.24) 91.89(0.90) 79.47(1.20) 64.50(1.50) 50.14(1.99) 37.65(1.69)
ARL 98.85(0.43) 93.14(2.15) 83.06(4.79) 70.14(7.14) 57.05(8.90) 43.60(7.64)
ARL+C 98.92(0.50) 93.61(2.62) 84.04(5.77) 71.61(8.61) 58.63(10.48) 45.60(9.64)
ARL+C+G 99.00(0.58) 93.73(2.74) 83.93(5.66) 71.19(8.19) 58.29(10.14) 45.22(9.26)
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Table 3. Experiments on VGGFace2 [3]. “+C” represents applying cosine penalty
strategy, and “+G” means taking gender in to account for image selection.
Ethnicity Model
TPR@FPR
1e-1 1e-2 1e-3 1e-4 1e-5 1e-6
African
baseline 99.27 94.40 83.23 67.60 51.32 36.48
UIR 99.34(0.07) 94.28(-0.12) 83.34(0.11) 67.45(-0.15) 51.62(0.30) 36.16(-0.32)
ARL 99.26(-0.01) 94.26(-0.14) 83.06(-0.17) 68.12(0.52) 52.42(1.10) 36.97(0.49)
ARL+C 99.31(0.04) 94.56(0.16) 83.19(-0.04) 68.40(0.80) 52.61(1.29) 38.54(2.06)
ARL+C+G 99.42(0.15) 94.58(0.18) 83.89(0.66) 68.74(1.14) 52.39(1.07) 36.86(0.38)
Asian
baseline 98.48 90.54 75.14 58.20 42.32 29.74
UIR 98.72(0.24) 91.91(1.37) 77.89(2.75) 60.99(2.79) 44.93(2.61) 32.12(2.38)
ARL 98.61(0.13) 92.13(1.59) 78.95(3.81) 62.46(4.26) 46.32(4.00) 32.54(2.80)
ARL+C 98.94(0.46) 93.20(2.66) 80.30(5.15) 63.37(5.17) 46.75(4.43) 32.62(2.88)
ARL+C+G 98.84(0.36) 92.90(2.36) 79.95(4.81) 63.48(5.28) 46.53(4.21) 32.51(2.77)
Caucasian
baseline 99.66 97.60 91.61 81.01 67.82 55.16
UIR 99.66(0.00) 97.60(0.00) 91.53(-0.08) 80.80(-0.21) 67.52(-0.30) 54.80(-0.36)
ARL 99.67(0.01) 97.53(-0.07) 91.47(-0.14) 81.11(0.10) 67.94(0.12) 55.15(-0.01)
ARL+C 99.67(0.01) 97.59(-0.01) 91.50(-0.11) 81.15(0.14) 68.17(0.35) 55.48(0.32)
ARL+C+G 99.67(0.01) 97.56(-0.04) 91.64(0.03) 81.11(0.10) 67.58(-0.24) 54.94(-0.22)
Indian
baseline 99.00 93.93 83.63 70.20 55.73 42.65
UIR 99.06(0.06) 94.39(0.46) 84.46(0.83) 71.22(1.02) 56.78(1.05) 43.60(0.95)
ARL 99.09(0.09) 94.53(0.60) 85.50(1.87) 72.55(2.35) 58.30(2.57) 45.91(3.26)
ARL+C 99.29(0.29) 95.41(1.48) 87.20(3.57) 74.71(4.51) 60.99(5.26) 45.57(2.92)
ARL+C+G 99.17(0.17) 95.19(1.26) 86.93(3.30) 74.53(4.33) 60.76(5.03) 46.96(4.31)
Table 4. Experiments on MS wo RFW [23]. “+C” represents applying cosine penalty
strategy, and “+G” means taking gender in to account for image selection.
Ethnicity Model
TPR@FPR
1e-1 1e-2 1e-3 1e-4 1e-5 1e-6
African
baseline 99.46 97.60 91.94 83.28 72.18 61.93
UIR 99.56(0.10) 97.81(0.21) 93.16(1.22) 85.19(1.91) 74.19(2.01) 63.84(1.91)
TCP 99.59(0.13) 97.85(0.25) 92.69(0.75) 84.04(0.76) 72.52(0.34) 61.53(-0.40)
ARL 99.60(0.14) 90.03(0.43) 93.71(1.77) 85.90(2.62) 75.92(3.74) 65.22(3.29)
ARL+C 99.65(0.19) 98.15(0.55) 94.01(2.07) 86.92(3.64) 77.24(5.06) 65.95(4.02)
ARL+C+G 99.60(0.14) 98.15(0.55) 93.88(1.94) 86.63(3.35) 77.40(5.22) 66.81(4.88)
Asian
baseline 99.60 97.13 90.73 80.64 67.41 54.98
UIR 99.67(0.07) 97.29(0.16) 91.09(0.36) 80.77(0.13) 67.15(-0.26) 54.77(-0.21)
TCP 99.71(0.11) 97.39(0.26) 91.05(0.32) 80.18(-0.46) 66.55(-0.86) 53.21(-1.77)
ARL 99.64(0.04) 97.56(0.43) 91.68(0.95) 81.72(1.08) 69.40(1.99) 56.12(1.14)
ARL+C 99.70(0.10) 97.58(0.45) 91.24(0.51) 80.75(0.11) 67.67(0.26) 55.05(0.07)
ARL+C+G 99.67(0.07) 97.64(0.51) 92.12(1.39) 83.02(2.38) 70.95(3.54) 58.46(3.48)
Caucasian
baseline 99.87 99.27 97.92 95.11 89.71 82.44
UIR 99.88(0.01) 99.25(-0.02) 97.74(-0.18) 94.89(-0.22) 89.29(-0.42) 81.70(-0.74)
TCP 99.87(0.00) 99.34(0.07) 97.95(0.03) 95.05(-0.05) 89.48(-0.23) 81.62(-0.82)
ARL 99.88(0.01) 99.34(0.07) 97.84(-0.08) 95.09(-0.02) 89.43(-0.28) 81.81(-0.63)
ARL+C 99.88(0.01) 99.29(0.02) 97.99(0.07) 95.08(-0.03) 89.59(-0.12) 81.39(-1.05)
ARL+C+G 99.90(0.03) 99.36(0.09) 90.00(0.08) 95.04(-0.07) 89.65(-0.06) 81.44(-1.00)
Indian
baseline 99.74 98.40 94.58 87.81 79.44 69.81
UIR 99.79(0.05) 98.62(0.22) 95.40(0.82) 88.97(1.16) 81.33(1.89) 70.92(1.11)
TCP 99.85(0.11) 98.70(0.30) 95.51(0.93) 89.00(1.19) 80.96(1.52) 70.42(0.61)
ARL 99.76(0.02) 98.68(0.28) 95.44(0.86) 89.40(1.59) 81.42(1.98) 71.28(1.47)
ARL+C 99.80(0.06) 98.80(0.40) 95.76(1.18) 89.97(2.16) 82.14(2.70) 71.86(2.05)
ARL+C+G 99.80(0.06) 98.71(0.31) 95.60(1.02) 89.75(1.94) 82.26(2.74) 72.55(2.74)
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Table 5. Median of normalized cosine similarity histograms on test dataset. “P” rep-
resents positive pairs, while “N” represents negative pairs.
baseline ARL baseline ARL
African (P) 0.584 0.574 Asian (P) 0.570 0.563
African (N) 0.035 0.015 Asian (N) 0.041 0.020
Difference 0.549 0.559 Difference 0.529 0.543
Caucasian (P) 0.579 0.579 Indian (P) 0.606 0.590
Caucasian (N) -0.001 -0.002 Indian (N) 0.045 0.025
Difference 0.580 0.582 Difference 0.561 0.565
Performance increment comes from more separable histograms of positive
pairs and negative pairs. Take the experiment on MS wo RFW [23] as an exam-
ple. From Table 5, we can clearly see the median difference of normalized cosine
similarity histograms becomes larger.
Purpose of K We introduce K unlabeled images with a different ethnicity tag
into the loss calculation. However, from the formulation of Arcface [6], we know
that these items affects the loss calculation marginally since cosine similarity for
images from different ethnicity is close to 0. It is illustrated by the result shown
in Table 6. We introduce this K here to claim that we can make use of some
id-related tag information in unlabeled dataset, such as ethnicity, gender.
Table 6. Comparison on with and without K
Ethnicity Model
TPR@FPR
1e-1 1e-2 1e-3 1e-4 1e-5 1e-6
African
with K 97.97 88.70 73.56 56.70 41.45 29.04
without K 98.24 88.65 73.48 56.47 40.49 27.02
Asian
with K 97.38 87.31 71.40 53.94 38.09 26.30
without K 97.46 87.66 71.47 53.53 37.55 24.60
Caucasian
with K 99.46 96.08 87.90 76.86 64.24 51.50
without K 99.41 95.91 87.77 76.50 62.99 50.07
Indian
with K 98.85 93.14 83.06 70.14 57.05 43.60
without K 99.00 93.62 83.59 70.50 57.31 44.96
Make Full Use of Unlabeled Data According to the results in Table 2,
3, and 4, we can find out that the model becomes fairer. It means that cosine
penalty strategy takes advantage of unlabeled data better and further improve
the performance on under-represented groups. It is because cosine penalty strat-
egy requires the face recognition model to distinguish more identities and learn
more from unlabeled images. Nevertheless, from comparison, the improvement
comes from cosine penalty is relatively less significant than ARL.
Following RFW’s protocol [23], we also evaluated on the provided difficult
pairs. From the results in 4.3, we can see that our method can increase the
average accuracy (AVG) with nearly unchanged Caucasian accuracy. And the
standard deviation (STD) shrinks, which means fairer.
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Table 7. Verficition accuracy (%) on difficult pairs in RFW [23].
Model African Asian Caucasian Indian AVG STD
baseline(CASIA-Webface [28]) 82.85 82.68 91.52 85.50 85.64 4.13
ARL+C(CASIA-Webface [28]) 85.35 84.55 91.25 88.28 87.36 3.05
baseline(VGGFace2 [3]) 87.30 85.47 93.50 87.55 88.46 3.48
ARL+C(VGGFace2 [3]) 88.57 87.65 93.48 89.35 89.76 2.57
baseline(MS wo RFW [23]) 92.03 91.05 97.18 93.78 93.51 2.69
ARL+C(MS wo RFW [23]) 93.38 91.45 97.10 94.88 94.20 2.38
Even though cosine penalty strategy shows its strength, we find that group
Asian’s performance drops with cosine penalty strategy when the threshold is
strict in experiment on MS wo RFW [23]. We manually check the negative pairs
with high cosine similarity and we observe that nearly all of them are pairs of
female faces. It demonstrates that our model is affected by gender imbalance.
Study on Gender Balance Issue As we described above, MS wo RFW [23]
and RFW test dataset [23] is bias with gender. Group Asian is the most balanced
group in RFW test dataset and MS wo RFW [23] is biased on gender.
With such an observation, we use a tool [25] to estimate the gender of un-
labeled images. This tool gives out a score of masculine in the range of [0, 1].
Therefore, we label images with score lower than 0.3 as female, images with
score larger than 0.7 as male, and images in the range of [0.3, 0.7] as unknown.
In order to be fair with respect to gender, we try to sample the same number
of images for male and female. When we select unlabeled images, we first select
from female sub-group. If we cannot select sufficient images, unknown images
are supplemented. Then we finish selection with sampling male images.
From the results in Table 4, we can clearly see that the performance on group
Asian increases when threshold. However, the balanced gender strategy doesn’t
affect experiments on CASIA-Webface [28] and VGGFace2 [3] that much. It is
because these two labeled dataset is relatively balanced on gender.
5 Conclusion
By drawing ROC of baseline models, it’s easy to observe that face recognition
models trained on commonly used dataset have significant racial bias. Based on
extensive experiments, our Asymmetric Rejection Loss can mitigate the racial
bias in face recognition model due to introducing under-represented unlabeled
images and a better optimization goal. Moreover, Cosine penalty strategy can
further boost the performance on under-represented ethnicity group. In addition,
our method doesn’t require the unlabeled images having good cluster property
that it will works well even if each subject in unlabeled dataset has only one
image. Besides, face recognition models also suffer from gender imbalance, and a
gender balanced selection on unlabeled images can help the model alleviate the
gender bias.
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