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The class of dissipative hyperbolic distributed parameter systems is defined here; 
it includes many physical phenomena such as mechanically flexible structures and 
certain linear wave propagation problems. Feedback control theory for this class of 
systems is investigated. Although some results on infinite dimensional controllers 
are presented, the emphasis is on practical (i.e., finite dimensional) controllers 
based on reduced-order models of the distributed parameter system and the closed- 
loop operation of such controllers in the actual system. Sufficient conditions, in 
terms of “spillover” bounds for the unmodeled residuals, are presented for exponen- 
tially stable closed-loop operation. 
1, INTRODUCTION 
Many physical phenomena are best described by partial differential 
equations, e.g., [ 1, Chapter 11, and hence are distributed parameter systems 
(DPS). Several books have been written on DPS and control, e.g., [2-71, as 
well as a large number of papers, e.g., the surveys [8,9]; applications of 
DPS control range from mechanically flexible structures to wildfire 
suppression, e.g., the survey [lo]. Our special area of interest has been 
application to large flexible aerospace structures, e.g., the surveys [ 11, 121; 
although the results obtained in this paper may be applied to such structures, 
they can be applied to a much larger class of problems, namely, dissipative 
hyperbolic DPS. 
2. DISTRIBUTED PARAMETER SYSTEM DESCRIPTION: 
DISSIPATIVE HYPERBOLIC SYSTEMS 
We consider DPS described by the following: 
at$yat = Au(t) + Iv-(t), 40) = uo 7 
(2-l) 
y(t) = Cu(c), 
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where the system state v(t) is in a Hilbert space H with inner product (., .) 
and associated norm (1. I(. The differential operator A is linear, time-invariant, 
has domain D(A) dense in H, and generates a C, semigroup u(t) on H. The 
DPS is called dissipative hyperbolic here when the semigroup U(t) has the 
following “growth” property: 
II Wll <Moe-“‘, t > 0, (2.2) 
where E > 0 and M, > 1; when E > 0, we say the DPS is strictly dissipative. 
If E = 0, we assume M0 = 1. For more details on semigroups, see 16, 7, 13, 
141. 
The control is introduced via A4 inputs: 
Bf(t) = 2 bifi(t), 
i=I 
(2.3) 
where the actuator influence functions bi are in H. The system is observed 
via P sensors whose outputs yj(t) form the vector y(t) = [y,(t),..., yp(t)]’ and 
are given by 
YjCt> = tcjt v(t>>9 (2.4) 
where the sensor influence functions cj are in H. The rank of the input 
operator B is M and that of the output operator C is P. In most DPS 
applications the control and observation must be done with a finite number 
of devices; hence, these restrictions on B and C are natural. Usually, the 
control devices will be localized, i.e., the influence functions bi and cj will be 
nearly Dirac delta functions. 
The class of dissipative hyperbolic systems includes mechanically flexible 
structures, where E is related to the natural or materials damping in the 
structure, and certain wave propagation problems which are described by 
symmetric hyperbolic systems of partial differential equations, e.g., [ 151; in 
fact, it includes most oscillatory DPS. It does not include (so called) 
parabolic problems like the heat equation; for these systems, the semigroup 
U(t) is holomorphic (161 and the control problems are somewhat different. 
Control of parabolic DPS has been considered in, for example, [6, 16-19 1. 
Our control approach to dissipative hyperbolic DPS emphasizes 
implementability, i.e., from the sensor outputs y(t) in (2.4), the controller 
must synthesize control commands f(t) in (2.3) to adequately stabilize and 
improve the performance of the DPS, and these commands must be 
synthesized with an on-line computer. Consequently, the control synthesizer 
must be a finite dimensional dynamical system (usually of low dimension). 
This places reasonable, practical constraints on the DPS control problem 
1201. 
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Infinite dimensional controller results are presented in Section 3, and 
reduced-order modeling and implementable controllers are discussed in 
Sections 4 and 5. Our main results on closed-loop stability are presented in 
Section 6 with application of these concepts to control of large flexible 
structures in Section 7 and general conclusions in Section 8. 
3. INFINITE DIMENSIONAL CONTROLLER 
Although the results presented in this section may not be implementable 
(and, in many applications, they are not), they do give some insight into the 
DPS control problem. 
Control laws for DPS, as in the case for lumped parameter systems, often 
take the form of gains multiplying full state feedback: 
f*(t) = Go(t), (3.1) 
where G is a bounded control gain operator; this is especially true when a 
performance index is optimized, e.g., [6, Chapter 141. However, the states 
v(t) for a DPS are in an infinite dimensional space and, in most cases, 
cannot be recovered with a finite number of sensors as in (2.4). Conse- 
quently, one is led to a state estimator (again, as in the lumped parameter 
case) of the form 
aqtyat = AC(f) + B./-(t) + K(y(t) - 9(t)>, l?(O) = 0, 
v (^t) = CC(t), 
(3.2) 
where K is a bounded estimator gain operator constructed so that t?(t) 
remains in D(A). The estimator error, e(t) E v”(t) - v(t), satisfies 
ae(t)/at = (A - KC) e(t), e(0) = -0,. (3.3) 
It is natural to take the control law 
f(t) = Gv (^t) = Gu(t) + Ge(t) (3.4) 
in place of (3.1) and hope for the best. 
The following theorem gives sufficient conditions for the exponentially 
stable operation of the infinite dimensional controller (3.2) and (3.4) in 
closed-loop with the DPS (2.1), (2.3), (2.4): 
THEOREM 3.1. If (A, B) and (A*, C*) are exponentially stabilizable, 
then there exists bounded operators G and K such that the infinite dimen- 
sional controller produces an exponentially stable closed-loop system and t?(t) 
converges exponentially to the DPS state v(t). 
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The proof of this theorem uses results from [21] and appears in Appendix I; 
a DPS (A, B) of the form (2.1) is exponentially stabilizable if a bounded gain 
operator G exists which causes the semigroup U,(t) generated by A + BG to 
satisfy 
whereM,>l ands,>O. 
It is known from [22] that, if E = 0 in (2.2), then neither (A,B) nor 
(4 *, C*) can be exponentially stabilizable because B and C* are finite rank 
(and, hence, compact). This means that, if the open-loop DPS is not strictly 
dissipative (no matter how small E is), then no amount of controller feedback 
will make the closed-loop system exponentially stable. 
The infinite dimensional controller may also be written in convolution 
form : 
f(t) = I’ Gir(t - T) KY(S) dz, (3.6) 
JO 
where o(t) is the Co semigroup generated by A + BG -KC. However, it 
may not be possible to implement either (3.6) or (3.2) and (3.4) with finite 
dimensional devices. Of course, either version of the infinite dimensional 
controller may be approximately implemented and this is the subject of the 
next section. 
4. REDUCED-ORDER MODELS OF DPS 
Even though the underlying structure of a DPS may be described by 
(2.1)-(2.4) and, hence, is infinite dimensional, the controller may have to be 
based on a finite dimensional approximation of the original DPS, in order to 
be implementable in the sense of Section 2. Such an approximation or 
reduced-order model (ROM) is a projection (not necessarily orthogonal) of 
the DPS on H onto an appropriatefinite dimensional subspace HN of H. The 
ROM subspace HN has dimension N and its projection is denoted by P,,,; the 
residual subspace H, associated with HN completes the decomposition H = 
HN @ HR and its projection is denoted by P,. The total DPS state v is the 
sum of the ROM state vN z P,,,v and the residual state v, s P, v: 
v(t) = v&.(t) + VR(t). (4.1) 
The choice of subspace HN and the projection PN completely specifies the 
residual subspace HR and its corresponding projection P,; this choice is 
usually dictated by the physical application and knowledge (or lack of 
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knowledge) about the specific DPS involved. In many situations, the partial 
differential equations or the corresponding boundary conditions are too 
complicated to permit simple closed-form solutions. Consequently, an 
approximation of DPS, such as the Rayleigh-Ritz-Galerkin or finite element 
method, [23, 241, must be used to deal with the problem numerically; this is 
one way to produce a ROM of the DPS but it is by no means the only way 
to generate such approximations. 
We will restrict our attention in this paper to consideration of ROM’s 
obtained from projection (not necessarily orthogonal) onto a pair of reducing 
subspaces HN, H, for the differential operator A, i.e., the following 
conditions hold: 
H=H,@H,, (4.2a) 
P,P@ )> c w  13 (4.2b) 
P,AP, v = 0, for v E D(A) (4.2~) 
P,AP,v = 0, for v E D(A). (4.2d) 
From [25, p. 1721, these conditions are equivalent to the condition that P, 
commutes with A: 
vED(A) implies P,,J E WA >, (4.3a) 
AP,v = P,Av. (4.3b) 
Of course, P, also commutes with A. 
Throughout the rest of this paper, any ROM considered for (2.1) will be 
based on some pair of reducing subspaces HN and H, for A. The projection 
onto these subspaces may or may not be orthogonal; when it is orthogonal, 
we will have H, = Hi and 
IIvl12 = IbNI12 + 11%112 (4.4) 
and 
IPNII = IIPRII = 1. (4.5) 
An example of reducing subspaces occurs when HN is a modal subspace, 
i.e., 
HN = span{& ,..., &I, 
where A#k = A,$, for eigenvalues A, with corresponding eigenfunctions #k ; 
these eigenvalues il, must be separated from the rest of the spectrum of A 
(i.e., a rectifiable, simple closed curve can be drawn in the complex plane so 
as to enclose an open set containing I, ,..., A,,, in its interior and the rest of the 
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spectrum of A in its exterior). From (25, p. 1781, H, and H, form a pair of 
reducing subspaces for A and A, = PNAP,v is a finite dimensional operator 
whose spectrum is exactly (A, ,..., A,,,} while the spectrum of A, = P,AP, is 
the rest of the spectrum of A. Note that the projections are orthogonal when 
A is normal 125, p. 2771. 
We emphasize that other reducing subspaces may exist for A but the 
modal one is useful when a finite set of separable eigenvalues, and their 
corresponding eigenvectors, can be found; this is the case, for example, when 
A has compact resolvent [25, p. 1871. Also, the modal subspace is physically 
reasonable for producing ROM’s of many DPS such as mechanically flexible 
structures. It should be noted that, when the exact modes are not 
immediately available (even though they may be known to exist) and 
approximate modes are used for HN, the subspaces HN and H, are not 
necessarily reducing subspaces. 
We have the following result for dissipative hyperbolic DPS: 
THEOREM 4.1. If HN and HR are reducing subspaces for A in (2.1), then 
this DPS decomposes into 
CvW = A, U,(t) + B,vf(t), UN(O) = p** ug 3 (4.6) 
c%,(t)/at = A, v, t BRf, u/J)) = PR VI), (4.7) 
y(t) = c,V,(t> + CR ARK (4.8) 
where v,,,= PNv, v, = PRv, A, = PNAPN, B, = P,B, C, = CP,, etc. In 
addition, the projections PN and PR commute with the semigroup U(t) 
generated by A and A, generates the C, semigroup UR(t) = PR U(t) PR with 
the growth property 
where MR = /I P, (1 M,, with (M,, E) as in (2.2). 
The proof of this theorem uses results in [25] and appears in Appendix II. 
The ROM corresponding to the projection of (2.1) onto the reducing 
subspaces H,,,, and H, is defined by (4.6) and (4.8) with C, assumed zero: 
Ut) = A, u.Jt) f BJ(f)r UN(O) = p‘&, 
Jw = CN%m’ 
(4. IO) 
or (4.10) may be abbreviated as (AN, B,, C,,,). In particular, when HN is the 
modal subspace for N (separated) eigenvalues of A, we call the 
corresponding ROM the modal ROM. 
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The interaction terms BRf and C,v, are called control and observation 
spillover, respectively. It is through these terms that a feedback controller 
can interact with the residual subsystem (4.7). This would not be the only 
interaction if the ROM had been based on nonreducing subspaces for A ; in 
that case model error terms-PNAP, va and P,AP,v,-would have 
appeared in (4.6) and (4.7), respectively. However, these terms are zero 
when reducing subspaces are used for the ROM (as pointed out in 
Theorem 4.1). 
Henceforth, the ROM (AN, B,, C,) will be assumed to be controllable and 
observable. It is not difficult to verify whether a given ROM satisfies this 
assumption via the usual finite dimensional space techniques; when the 
modal ROM is used, it is especially easy to verify, e.g., [ 121. 
5. IMPLEMENTABLE FEEDBACK CONTROLLERS FOR DPS 
The performance of the controlled DPS will usually be expressed in terms 
that can be accomplished with ROM state feedback, e.g., pole placement or 
optimization of a performance index for the ROM. For example, when the 
modal ROM is used, the modes chosen would be the most critical (i.e., easily 
excited by whatever disturbance sources are present) modes; increased 
damping and/or stiffening of these modes would be the main goal of 
feedback control. We will suppose that the desired control law for the DPS 
(2.1) is given (or adequately approximated) by 
where the gain operator G, can be selected via pole placement or optimal 
regulator methods, [26], applied to the ROM (4.10). 
If this control law (5.1) could be implemented, the closed-loop system 
(2.1) and (5.1) would have the form (using (4.6)-(4.7)) 
~,(O = (A,v + B,G,) v,(t), (5.2) 
%(t>/at = B, G,vv.df) + AR v,(t), (5.3) 
where v(t) = v,,,(t) + vR(t). The closed-loop stability of (5.2)-(5.3) would 
follow from the result: 
THEOREM 5.1. Let the control law be given by (5.1). Zf (A,,,, BN) is 
controllable, then G, can be chosen so that A, = o,,, - E > 0 and 
II Wll G MoMNM*e-” II volL t>o, (5.4) 
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where 
II-f* EE IlPRll + lIPNIl + arv IIPRII lIPNIl 
if nonorthogonal projections PN and P, are used, 
E (1 + aN + a;)“’ iforthogonalprojections are used, 
and (TN-/?/AN, /I=llBRGNll (th e control spillover coefficient), A, = 
A, + B,G, generates eZNt with 
1) e’Nt )I < MNe-uNt, t 2 0, (5.5) 
and (M,,, E) are as in (2.2). 
The proof of this theorem appears in Appendix III. Note that only control 
spillover p is present in (5.4); this is because direct access to u,(t) has been 
assumed. 
Of course, one rarely has direct access to the ROM states UN(t); at best, 
one could try to recover them from the outputs of P = N sensors but obser- 
vation spillover would interfere with this approach. Therefore, the control 
law (5.1) cannot be exactly implemented (except in the special case that the 
observation spillover in (4.8) is zero). Instead, estimates of GNuUN(t) must be 
generated from the sensor outputs y(t). This can be done via the following 
implementable, finite dimensional controller: 
f(t) = H, 1 y(t) + Hl, z(t), (5.6a) 
i(t) = Fz(t) + Hy(t) + E-f(t), z(0) = 0, (5.6b) 
where dimz=S,<N=dimu,. 
Let e,(t) G z(t) - TNuN(t) and, from (4.6), (4.8) and (5.6b), we obtain 
i,(t) = Fe,(t) + HC, OR(t), 
e,(O) = -T,P,v, 
(5.7) 
when the following assumptions are made about TN and E: 
FT, - T,A, + HC, = 0, (5.8) 
E = TNBN. (5.9) 
We will assume that the matrix F can have any desired stability margin oF, 
i.e., 
11 eFt I( Q MFe-Qt, t>o. (5.10) 
This means that F can be chosen so that it shares no common eigenvalues 
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with A,,,; therefore, by 127, Chapter 81, there will exist a unique solution TN 
of (5.8) and hence E can be chosen to satisfy (5.9). 
From (5.6a) and the definition of e,(t), we obtain 
f(f) = GA&) + H12df) + 4, Cd44 (5.11) 
when we make the assumption that H,, and H,, can be chosen to satisfy 
H,, C, + H,* TN = G,. (5.12) 
This last assumption, plus (5. lo), can be satisfied when N - P < S < N, e.g., 
[28], but it can often be satisfied for S < N-P, e.g., [29]; the special case 
S = N is the usual full state estimator or Kalman filter based on the ROM, 
e.g., [30]. Therefore, the assumptions (5.10) and (5.12) can always be 
satisfied by some implementable controller (5.6) whose dimension S is less 
than N, the actual design of such a controller is a well-studied problem in 
finite dimensional space and will not concern us further; such a controller 
may be synthesized directly with a digital computer, (26, Chapter 61. 
However, please note that the design of the controller (5.6), and all necessary 
assumptions, can be done entirely in terms of the ROM. This is a reasonable 
approach since the residual subsystem parameters (AR, B,, C,) may be 
much less accurately known than those for the ROM; in most cases only 
bounds on these parameters would be available in practice. 
The question remains: How well can this implementable controller be 
made to perform? This is the subject of the next section, 
6. CLOSED-LOOP OPERATION OF THE IMPLEMENTABLE 
ROM-BASED CONTROLLER 
Even though the design of the controller (5.6) is based entirely on the 
ROM (4.10), this controller must operate in closed-loop with the actual DPS 
(4.6~(4.8). Consequently, the residual subsystem (4.7) is involved in this 
operation via the control and observation spillover terms. It is a rare 
situation when these spillover terms are zero; this occurs if the actuator (or 
sensor) influence functions bi (or cj) lie entirely in the ROM subspace H, (or 
Hi). Most practical DPS problems will involve a certain amount of spillover 
even though it may be small; this can lead to degraded performance and, in 
some instances, instability [ 30). 
Let q(t) = [vi(t) e;(t)]‘. From (4.6)-(4.8), (5.7) and (5.1 l), we obtain the 
closed-loop system 
4(t) = 2, L 4@) + Gk(f)~ 
(6.1) 
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B,H,, 
1 F ’ 
A,, = [B,G, B,H,,I and A,,=A,+B,H,,C, 
with the initial conditions q,, = [PNv,, -T,,,P, u,] ’ and v,(O) = P, v,. Define 
II dtll = (II v&II * + II e&II *)“*. (6.2) 
We have the following useful result: 
THEOREM 6.1. If no observation spillover is present (CR = 0) in (6.1) 
then F can be chosen so that A, = u‘F - a,,, > 0 and 
lIdOIl = (II v,&)ll* + lle,(tI12)“2 <K-e-(rhf IIs(O>lL t > 0, (6.3) 
where 
Mc < M,,Jfdl + IlB,H,, /I II T,vll/4), (6.4) 
and (MN, a,), (M,, oF) are as in (5.5) and (5.10), respectively. 
The proof of this result appears in Appendix IV. Note that (6.4) is not the 
only bound for MC ; in fact, the “sharper” we can make the bound on M,, the 
better our later results become. 
The next two results are the principal ones in this paper; they give 
sufficient conditions for exponential stability of the closed-loop system in 
terms of spillover bounds: 
THEOREM 6.2. Assume that (AN, B,, C,) is controllable and observable, 
that G, is chosen in (5.12) so that A,,, = uN - E > 0, and that F is chosen in 
(5.6b) so that cF > oN. Zf no observation spillover is present (i.e., C, = 0), 
then the closed-loop system (6.1) satisfies 
II WWll < JfcW&f*e-Ef II wollT t> 0, (6.5) 
where 
w(t) = [v$) 43) vX(t)] ‘, 
v(t) = v,&) + v,(t), 
II wWll = (II vWllz + IleNWl12)“2 
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and M* is given by (5.4) in Theorem 5.1, and M, is bounded as in (6.4) in 
Theorem 6.1. 
The proof of this theorem appears in Appendix V. 
THEOREM 6.3. Let the open-loop system (2.1) be a strictly dissipative 
hyperbolic DPS (i.e., E > 0). Under the same assumptions as Theorem 6.2 
except that observation spillover is present, the closed-loop system (6.1) 
stability margin is at least E’, where 
E’ = E -M,M,M*I- (6.6) 
When I-= IIN lI~~~CRIl + IIfGlI is sufJiciently small E’ > 0. In that case, 
II w(t)11 < McM,,M*ep”” II ~11, t > 0. (6.7) 
The proof of this theorem appears in Appendix VI. There is no point in 
considering such a result when (2.1) is not strictly dissipative hyperbolic, 
because E’ could not ever be positive in (6.6). 
7. APPLICATION: CONTROL OF FLEXIBLE STRUCTURES 
Feedback control of vibrations in mechanically flexible structures has 
application to many current engineering problems. Control of flexible 
structures, in general, was addressed in [30, 36, 381. A new application 
area-control of large aerospace structures-is very active at present; the 
current control theory trends in this area have been surveyed in ] 121. 
The results obtained in this paper have direct application to control of 
flexible structures, in general, and large aerospace structures, in particular; 
this application will be discussed in this section in order to illustrate the use 
of the results of Section 6. This section will follow the format established in 
(381; for clarity’s sake, some of the format will be repeated here. 
We consider the class of flexible systems that can be described by a 
generalized wave equation; this represents the idealization of many 
mechanically flexible structures. The generalized wave equation is given by 
r3’ul&’ + b(&@t) + A,u = F, (7.1) 
which relates the vector of displacements u(x, t) of a body 0, a bounded 
open set with smooth boundary LUJ in n-dimensional Euclidean space R”, to 
the applied control forces F(x, t). The operator A, is a time-invariant, 
symmetric differential operator with compact resolvent and lower 
semibounded spectrum. The domain D(A,) of A, is dense in the Hilbert 
space L*(4) with (s, .) denoting the usual inner product and ]/. /] denoting the 
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associated norm. The natural damping in the structure is modeled by the 
term b(&/at), where b is a nonnegative constant. The actual damping of 
many flexible structures is very poorly known 1121; however, the damping 
assumed here in (7.1) is the weakest damping likely to occur. The control 
forces 
F(x, t) = B’(t) = g b,(x)fi(t) (7.2) 
i=l 
are provided by M actuators with influence functions b,(x). The 
displacements are measured by P averaging sensors 
y(t) = c, 4x7 t>, (7.3) 
where vi(t) = J‘, cj(x) U(X, t) dx with j = 1, 2,..., P. The actuator and sensor 
functions hi(x), cj(x) are in L’(R) and normalized to have unit integral. 
When the support of hi(x) is in a small neighborhood of a point xi, we say it 
is a point actuator and, similarly, we define a point sensor. The point 
actuator and point sensor situation is of special interest here. This class of 
distributed parameter systems includes interior and boundary control of 
vibrating strings, membranes, thin beams and thin plates. Although only 
displacement sensors are considered in (7.3), this is not a restriction-more 
general sensors may be modeled. 
It is well known (25, p. 2771 that the spectrum of A contains only isolated 
eigenvalues I, with corresponding eigenfunctions #k such that 
and A#k = A,#,. We will assume that A, is positive. The resonant mode 
frequencies ok of the structure are given by wk = (&)” and the 
corresponding eigenfunctions #k are the mode shapes. Thus A satisfies 
(4,~~ u) > a lIul12, a > 0, (7.4) 
and has a square root A, . 1’2 Every vector u E L’(R) has a unique represen- 
tation 
(7.5) 
where uk = I, u#~ G!X and we define the orthogonal projections pc,p: by 
d” = T  Uk4k* 
k=N+l 
(7.6) 
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Let V be the domain of A, and W be the domain of AAj2. A new operator A 
is defined in H by 
(a) D(A)= VX W-H,, 
(7.7) 
for U E V, W E w. 
The energy inner product (., .)E is defined on H, by 
(7.8) 
for u,, u2 E V and w,, w, E W, and the Hilbert space H is defined as the 
closure of H, in this energy inner product. The associated energy norm is 
denoted by I( . (1s and is a measure of the total potential and kinetic energy in 
(a, &/at), where u is a solution of (7.1). Let u = [ ur, aur/at 1 r be in H and 
write (7.1), (7.2) and (7.3) as 
&@t=Av+BS, u,, E H,, 
y=cv, 
(7.9) 
where B = [ i0 ] and C = [Co 01; this is in the form (2.1). 
It is easy to see that 
(7.10) 
and 11 VI/~ = CF! ,[l,u: + ti:]. Also, A generates a C, semigroup U(t) by 114, 
p. 11-591. The following result, due to Goldstein and Rosencrans (391, gives 
conditions under which this semigroup U(t) satisfies (2.2) and hence (7.9) is 
a (strictly) dissipative hyperbolic system: 
if b < 2a then 
t 3 0, 
(7.11) 
where y = [ 1 + (b/2a)] [ 1 - (b/2a)] -I. Consequently, U(t) satisfies (2.2) 
with MO = (r)“’ and E = b/2. Note that the hypothesis for this result means 
that E < a, i.e., the damping must be smaller than the square of the lowest 
mode frequency. Another bound of the type (7.11) is available in 1361 
without the restriction E < a; however, the damping coefficient b is not quite 
so directly related to E in (2.2). The bound used above will be very 
convenient to illustrate our results. 
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Recalling (7.6), we define the projections P,,, P, on H by 
(7.12) 
and note that they are orthogonal in the energy inner product and that 
HN = P,H and H, = P, H form reducing subspaces of H, as described in 
Section 4. In fact, HN is a modal subspace, and vN = P,.v and vR = P, v 
satisfy (4.1), (4.4~(4.5). Consequently, the system (7.9) partitions into the 
form (4.6)-(4.8), and the corresponding modal ROM is given by (4.10), 
where A,, B,, C, may be identified with the matrices 
respectively, with /1, = diag]A, ,..., A,.], 
Bi= [(bi,#k)]T,~ and C,$= I(c,~,~~)I. Th us, the controllability and obser- 
vability of the ROM can be determined from (.4,v, Bls, C$) when the 
damping b is small 138, Theorem 2.11. Of course, it is quite easy to assess 
the controllability and observability of this latter system and the conditions 
depend on the interaction of the actuator-sensor influence functions with the 
mode shapes $i ,..., d,V. 
If the ROM is controllable and observable, the usual finite dimensional 
state space controller can be designed based on the modal ROM (e.g., [26]). 
It has the form 
f(t) = G, &v(t), (7.13) 
k4t) = A,&&) + B,vf(t) + K,d.W -B(t)), 
S(t) = c, U^.y(t>, u^,JO) = 0. 
(7.14) 
This is a particular case of (5.6) with dimension S = 2N (twice the number 
of modes in the ROM) and parameters H, 1 = 0, H, z = G,, F = Ah - K,. C,V, 
H=K, and E=B,. Also, note that e,(t) = G,(t) - v,,,(t), i.e., TV = I,,.. 
Since ROM is controllable and observable, G, and K, can be chosen to 
achieve (5.5) and (5.10) with any desired stability margins Us and u,. . 
Thus, (7.13)-(7.14) represents an implementable (finite dimensional) 
modal controller for the flexible structure (7.1)-(7.3), or equivalently (7.9). It 
is based on a modal ROM, i.e., it is designed to control the first N modes of 
the structure (of course, different sets of N modes could have been used-it 
is not necessary that they be the first N modes). The basic assumption made 
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in synthesizing such a modal controller is that the N modes chosen for 
control will adequately represent the important vibrational behavior of the 
whole jlexible structure; this assumption can often be satisfied in practice, 
and it is the basis for many structure controllers. 
Having synthesized an implementable modal controller to adequately 
tailor the vibrational response of N critical modes in the flexible structure, 
we must not think we are done. The closed-loop behavior of our controller is 
affected by the residual modes in H, for which we have not designed, as well 
as the controlled modes in HN for which we have designed. These interactions 
occur through the control and observation spillover terms defined in 
Section 4 and can drastically alter the desired performance of the controlled 
structure; in fact, an example is presented in [30], where the closed-loop 
system becomes unstable. 
Consequently, the analysis of closed-loop behavior discussed in Section 6 
is especially pertinent. The principal results Theorems 6.2-6.3 give an 
indication of how much spillover can be tolerated in the closed-loop system. 
In the context of flexible structures, Theorem 6.2 may be compared with the 
results of [38], where observation spillover was assumed negligible (however, 
note that no damping was present in 1381). Combining the results of 
Theorems 6.2 and 6.3 for this application, we find that the closed-looped 
system, consisting of the flexible structure (7.1~(7.3) and the finite dimen- 
sional modal controller (7.13~(7.14), will remain exponentially stable with 
stability margin E’ given by (6.6), if the observation spillover coefficient r is 
sufftciently small to make E’ > 0, or equivalently 
I- < &/M,MOM*. (7.15) 
In this application, E = b/2, where b < 2a in (7.1) and (7.4) and M, is given 
by 
(7.16) 
Also, from (5.4) since orthogonal projections are used, 
M* = (1 + aN + a;)‘/‘, (7.17) 
where aN =/3/A, and A, = uN - E, and, from (7.4), 
Mc < M,vMAl + IP;G,l/A.), (7.18) 
where A, = u, - oN and MN, MF come from (5.5) and (5.10), respectively. 
The “single bar” norm denotes the matrix norm compatible with the 
409/98/l-2 
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euclidean norm. Finally, the control and observation spillover coefficients p 
and r are given by 
(WX)2)“21G~l (7.19) 
and 
r=llKNCRIIE < JKNl (7.20) 
It may seem like quite a complicated business to obtain all the data to 
check (7.15); however, most of the information can be obtained from the 
finite dimensional ROM and its corresponding controller, and the rest comes 
from the structure properties a, b. The spillover coefficients (7.19)-(7.20) 
depend on the controller gains G,, KN and the actuator-sensor influence on 
the residual modes. Consequently, (7.15) gives an indication of how much 
spillover can be tolerated in the closed-loop system. 
Additionally, (7.15) gives the control system designer an aid to redesign 
the system for better overall stability; quite simply, either the controller gains 
must be reduced or the actuator-sensor influence functions bi, c,~ must be 
chosen to minimize their influence on the residual modes. Of course, this 
latter could be accomplished if one had completely free choice of bi, c,~ ; one 
would choose them to be in HN which is orthogonal to H, and both r and p 
would be zero. Please note that for a flexible structure this would mean the 
influence functions were linear combinations of the controlled modes only. 
Yet, in practice, most actuators and sensors have a very localized influence 
(they are nearly point devices), and this practical constraint would make it 
very unlikely that zero spillover could be achieved. Nonetheless, adjustments 
in the location of actuators and sensors could be made in order to reduce the 
spillover. Further, one could reduce spillover by controlling more modes at 
the cost of increasing the controller complexity and corresponding 
computational burden on the on-line computer. Other approaches to spillover 
reduction and compensation (e.g., preliltering) are surveyed in 112). The a 
priori bound (7.15) can be used to assess the trade-offs in these approaches 
for flexible structure control. 
8. CONCLUSIONS 
In order to better understand the behavior of highly oscillatory distributed 
parameter phenomena such as mechanically flexible structures, the class of 
dissipative hyperbolic distributed parameter systems (DPS) has been 
introduced. The fundamental property of such DPS is that the open-loop 
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system (2.1) must be (exponentially) stable, i.e., satisfy (2.2) for E > 0. 
Conditions have been presented in Section 3 for exponentially stable 
operation of the infinite dimensional controller, (3.2) and (3.4) or (3.6), in 
closed-loop with the DPS; however, the principal concern of this paper has 
been with finite dimensional controllers for the DPS. Such controllers are 
practical in the sense that they can be implemented with a small number of 
actuators and sensors and one, or more, small on-line computers. 
The finite dimensional controllers (5.6) developed here in Section 5 are 
based on reduced-order models (ROM’s), i.e., finite dimensional approx- 
imations, of the actual DPS. The class of ROM’s used here has been derived 
in Section 4 from reducing subspaces; a large subclass of reducing subspaces 
contains the modal subspaces which have been used extensively in flexible 
structure modeling and control. The controller synthesis is done entirely in 
terms of the ROM. 
Since the finite dimensional controllers developed in Section 5 must 
operate in closed-loop with the actual DPS and not just the ROM, it is 
crucial to analyze the spillover, i.e., controller interaction with the residual 
(unmodelled) part of the DPS. One cannot expect to be able to do this in 
utmost detail since the residuals of the DPS are the part that is least known; 
however, spillover bounds can be prescribed for stable operation of the 
closed-loop system and this has been done in Section 6. The principal results 
are Theorems 6.2-6.3; the value of these results is that the stability 
conditions may be checked using only knowledge of the finite dimensional 
controller, i.e., (AI,, a,) and (M,., uF), the overall dissipation of the open- 
loop system (2.2) and the bounds, p and r, on the spillover present in the 
open-loop DPS. The bounds /r and r may be calculated directly, or estimated 
where necessary, from the ROM projections of the actuator and sensor 
influence functions bi and cj. The other data can be calculated or, in the case 
of (2.2), must be estimated for the application. When the spillover bounds 
are small enough to satisfy the stability conditions, the finite dimensional 
controller will function to enhance the behavior of the ROM subsystem of 
the DPS without causing any instability in the residual subsystem. When the 
stability conditions are not satisfied, the system may be stable or it may not; 
however, this should be a warning that some spillover compensation be 
added and the conditions rechecked. 
Since the spillover bounds have been obtained from regular perturbations, 
they may be sharpened by making tighter estimates, e.g., for M, in (6.4); 
connections need to be made between our results and other stability results 
for large scale and DPS obtained by Siljak [ 3 1 ] and Michel and Miller (32 ]. 
In addition, bounds obtained for DPS via singular perturbations look 
promising for many applications, e.g., 1331. 
Many ROM’s are projections onto nonreducing subspaces; for example, 
when approximate modes are substituted for exact modes, the approximate 
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modal subspaces are not reducing subspaces. In the case of nonreducing 
subspaces, the controller interaction with the residual subsystem can occur 
through nonzero model error terms A,, = P,vAP, and AR,, = P, AP,., as well 
as the spillover terms. The bounds obtained here for spillover should be 
extended to model error bounds, as well. 
Finally, preliminary results in nonlinear and bilinear control of DPS with 
finite dimensional controllers have been obtained in 134-361, but the surface 
has barely been scratched in adaptive (or self-tuning) control of DPS; see the 
survey [37 1. Much more remains to be done in both of these areas. 
APPENDIX I: PROOF OF THEOREM 3.1 
Since (A, B) and (A*, C*) are exponentially stabilizable, there exist 
bounded G and H such that A + BG and A* + C*H generate U,(t) and V(t), 
respectively; U,(t) satisfies (3.5) and V(t) satisfies 
where M, > 1 and E* > 0. Choose K = -H* and from 121, p. 145) A -KC 
generates U*(t), where U,(t) = V*(t); consequently, )I U,(t)11 = I/ V*(r)11 = 
1) V(t)li. Therefore, 
ll4f)ll <We’*’ II uoll. 
Also, from (3.3)-(3.4) and (2.1), 
i%(t)/& = (A + BG) u(t) + BGe(t) 
or, from (3.5) and (1.2), 
II WI1 < M, Pl 
(I.2) 
(1.3) 
(1.4) 
where A=&,-Q. Let M, = M,M, and 6 = min(e,, E*). If A > 0, 11 v(t)il < 
M,e-” Il~,ll(l + IIBGIIQ - e -“)/A). If A < 0, Ilu(t <MM,eps’ Iluoll(l + 
IlBW1 - e”‘>/l4). 1 n either case, for t > 0, 
IIWII <~M,epsr II uoll(l + IIBGIIIIAI). 0.5) 
From (1.2), for t > 0, 
II &)ll < %e+’ II u. II. (I.61 
Therefore, the closed-loop system is exponentially stable. 
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APPENDIXII: PROOF OF THEOREM 4.1 
By the definition of reducing subspaces ((4.2c,d)), A,, E P,AP, = 0 and 
A,, s P,AP, = 0 and (2.1) becomes (4.6t(4.8). Since the definition of 
reducing subspaces is equivalent to P, and P, commuting with A (see 
(4.3b)), then, by [25, p. 1731, they also commute with the resolvent operator 
R(1, A) of A for any A in the resolvent set; because A generates a semigroup, 
the resolvent is nonempty. But R(A, A) is the (unique) Laplace transform of 
the transform of the semigroup U(t), e.g., (25, p. 4821; therefore, the 
projections must commute with U(t)--see also (21, p. 1461. 
Let U,(t) = P, U(t) P, then U,(t) is a C, semigroup on H, because 
U,(l) U,(P) = P, U(f) P, U(f) P, = P, U(t) U(f) P, = P, up + t’) P, = 
U,(t + t’) for t, t’ > 0; this uses the fact that P, commutes with U(t). Of 
course, U,(O) = P, which is the identity on H, and the strong continuity 
follows from that of U(t). It is also clear that A, generates U,(t) because, for 
u in H, and D(A), 
lim u,(f)U - ’ = limp 
R 
‘(‘)’ - ’ = p lim ‘(‘)’ - ’ 
f+O t f-0 t 
R 
1+0 t 
=P,Av=P,AP,v=A,v 
by the continuity of P,. The growth property (4.9) follows from (2.2) and 
)] UR(f)jJ = j] P, U(t)11 < 1) P, 1) 1) U(t)11 because P, commutes with U(t). 
APPENDIXIII: PROOF OF THEOREM 5.1 
Since (AN, B,,,) is controllable and finite dimensional, G,V can be chosen so 
that ‘T, > E. From (5.2k(5.3) and (5.5), 
II ~&I < Md++ II ~dO)lL (III. 1) 
II @II G MReeEf 8’ IIB, G,/I II ~Js>ll dr) (111.2) 
because U,(t) ~~(0) = P, U(t) u. from Theorem 4.1. Combining (111.1) and 
(111.2), obtain 
II h @II G M, e -“( 1 + MN( 1 - epAw’) aN )I PJ) II uoll. (111.3) 
Therefore, using (111.1) and (111.3) 
II Wll Q II Y&>ll + II %(a 
< ecE’[MR + MN(epA~,’ + M,(l - e))*,v’ aN) IIP,vil] (Iuo(l. (111.4) 
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Note that (111.4) is the same as Triggiani’s bound in ( 17, Theorem 6. I j. 
From (111.4), obtain (5.4) for nonorthogonal projections because e ~’ 1’ + 
M,a,(l -e-Ay’),<e-A’~‘+MRay~ 1 +M,a,$ and M, =M,,JIP,I/ 3 1 
from Theorem 4.1. However, when the projections are orthogonal, then 
and 
II Ml2 = II “NW12 + II %Wl12 
,< (~,~,e-E’)2[(lI~R(0)lI + aN ll~N(W2 + ll~N(W21 
< (1 + aN + ~~~~~,~,~~E’~2~ll~,~~~l12 + Il~RP)I121~ or 
Ilu(t C (1 + aN + a;)“* A40MKe-Ef lIuo/J 
because we take a = I/ua(O)(I, b = IIv,(O)ll, and a = aN in (a + b)’ + a* < 
(1 + a + a’)(a” + b*) which is Lemma 3.1 in [ 191; also, note that we have 
used M, = M,, since orthogonal projection is used, and M, > 1 and M,v > 1. 
APPENDIXIV: PROOF OF THEOREM 6.1 
With C, = 0 in (6.1), 
q(t) = e’l I ‘qo. (IV. 1) 
From (5.5) and (5.10), it is easy to obtain 
and 
(IV.2) 
But, using (IV.2), (IV.3) becomes 
because F can be chosen so that A, > 0. From (IV.2) and (IV.4), the desired 
result follows because M, and MN are not less than unity and A, > 0. 
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APPENDIXV: PROOF OF THEOREM 6.2 
Let C, = 0 in (6.1) and note that A,, = 0 and A,, = A,. From (6.1), 
obtain 
40) = A I, q(t), 
au,(t>/at = A,, q(t) + AR u,(t), 
(V.1) 
where /q(t)ll satisfies (6.3) in Theorem 6.1 by appropriate choices of F and 
G,. From Theorem 4.1, ,A, generates the semigroup u,(t) with growth 
property (4.9). Using this in (V.l) produces 
where II& II = Ilk Cd 
Since (6.3) is similar to (111.1) and (V.2) is similar to (111.2), the proof of 
this theorem-Theorem 6.2-tan be carried out in the same manner as the 
proof of Theorem 5.1 in Appendix III (where q(t) takes the place of uN(t) and 
M, replaces MN). 
APPENDIX VI: PROOF OF THEOREM 6.3 
Let w(t) = [q’(t) vX(t)lT and, from (6.1), obtain 
w(t) = A, w(t) + A& w(t), 
where 
(VI. 1) 
From Theorem 6.2, x0 generates a semigroup s,(t) with growth property, 
from (6.5): 
II s&)ll < MEevE’, (VI.2) 
where M, = M,M,M*. Also, from (6.1), 
IlhJ = (11~,~11’ + IIB,tH,, C,I12)“2 <I-. (VI.3) 
Since dx,, is bounded, x,, + Ax0 generates a semigroup s(t) (e.g., [ 13, p. SO] 
or 16, p. 2101); therefore 
w(t) = S(t) w(0). (VI.4) 
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However, from (VI. 1 ), 
w(t) = S,(t) w(O) + 1” S,(t - r) AA, w(r) dr. 
I 0 
Taking bounds in (VI.5) and using (VI.3), obtain 
(V1.5) 
(V1.6) 
Let h(t) E e” ]] w(t)]] and, from (VI.6), obtain 
h(t) < M, h(O) + Z-1’ /z(r) dr. 
0 
(VI.7) 
From the Gronwall Inequality (e.g., (6, p. 1241 or ] 14, p. III-45 ]) applied to 
(V1.Q 
h(t) < M,er’h(0) (VI.8) 
or, equivalently, 
II w(t)ll < e -“’ II ~(O)/l~ (VI.9) 
where 8’ is given by (6.6) and this is the desired result (6.7). Clearly, the 
semigroup S(t) is exponentially stable when E’ is positive. 
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