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Abstract
The global shortage of microwave bandwidth has become a critical issue that may
inhibit the growth of mobile networks needing to support content-rich applications.
For this reason, the underutilized millimeter wave (mmWave) spectrum has attracted
significant attention as a medium to support next-generation mobile. Although this
spectrum has an abundance of available bandwidth, mmWave wave frequencies also
have propagation characteristics that make digital communication very challenging.
Due to the signals atmospheric, reflection, and penetration losses, this spectrum suffers
from much greater attenuation compared to microwave signals.
To overcome these losses, mmWave systems will need to be equipped with large
antenna arrays to enable directionality gains through beamforming. Due to the reduced
wavelength of mmWave signals, large arrays can be packed into a small area and are
therefore suitable for consumer electronics. However, by simply adopting conventional
multiple-input multiple-output (MIMO) electronics with high-rate digital components
tied to each antenna, the resulting power drain becomes unpractical for portable
devices. To reduce hardware cost, complexity, and power consumption, constrained
hardware architectures have been proposed for use in mmWave mobile systems. These
consist of a small number of RF chains that are tied to the array of antennas through
a network of phase shifters. In these architectures the role of beamforming is split
across both the analog and the digital domains, which can make the task of channel
estimation difficult and time-consuming. Furthermore, due to heavy signal losses,
pilot signals will also need to be beamformed in order to get a clear estimate of the
channel. In this thesis, we consider this problem of mmWave channel estimation
for a wide range of deployment topologies including; point-to-point, multi-user, and
multi-cellular.
As our first research interest, we consider the channel estimation problem for
the simplest case of point-to-point communication. In the literature supporting this
area, state-of-the-art approaches to millimeter wave channel estimation typically
follow a divide and conquer strategy to search for propagation paths (e.g., a binary
search). In these schemes, a search region is divided and covered by two or more
beam patterns that are intentionally designed to not overlap with one another. By
receiving pilot signals with each pattern, a receiver can determine which one resulted
in the strongest received measurement. This selected sub-region can then be divided
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further until the angular region has been sufficiently refined. In the work presented in
this thesis, we show that this strategy can be implemented with considerably fewer
pilot measurements, if the beam patterns overlap with one another. Intuitively, rather
than selecting which one of two beam patterns yields the stronger signal, an overlap
between patterns defines a third region, where a path can be identified in the event
that a signal is received with both beam patterns. With the inclusion of this additional
region, the divide and conquer process can converge more than 2.25 times faster than
conventional, non-overlapped schemes.
Moving beyond point-to-point schemes, our second research focus in on channel
estimation for multi-user systems. Interestingly, many of the previously described point-
to-point divide and conquer strategies are not well suited to the multi-user environment,
because they adaptively refine their beam patterns toward a particular path—and
therefore toward a single user only. For this reason, they have an estimation time
that scales linearly with the number of users. To overcome this limitation, we propose
an algorithm through which pilots are transmitted continuously from a base station
(BS) adopting random beamforming directions, which are simultaneously collected
by multiple users also adopting random beamforming directions. We apply rateless
coding principles to this approach and allow each user’s estimation to continue until
their estimate has converged. Assuming each user can notify the BS of its convergence
through a feedback channel, the BS then only needs to wait for a predetermined
number of users to respond before commencing communication. By leveraging the
order in which a user’s estimates converge, we also show herein that by only scheduling
communication with earlier users can system throughput be significantly increased.
In our final research topic, we consider a full network deployment comprising
multiple small-cell BSs that are able to work together cooperatively, in order to enhance
channel estimation accuracy. To this end, we develop a joint channel estimation
strategy that utilizes the conditional geometries of signals that are transmitted by a
user and received independently by multiple BSs. By sharing estimated information
across the network, we show that BSs with weaker links to a user stand to gain the
largest rate increases in information sharing. We also show that this increases the
number of propagation paths available for communication, therefore extending the
coverage probability for each user.
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Chapter 1
Introduction
In this chapter, we first introduce the motivation of our research before summarizing
the principle research problems and the main contributions of this thesis.
1.1 Motivation and Background
1.1.1 The Global Bandwidth Shortage
Over the last decade, the world has seen an unprecedented shift toward mobile
computing, with “smart” devices becoming increasingly powerful and ubiquitous.
Although the reduced size and power consumption of electronic devices can be credited
to continued semiconductor advancements, the backbone of mobility has been wireless
connectivity.
To understand the extent of this growth, Fig. 1.1 shows a recent projection of
global mobile traffic growth [1]. Following the forecast by Cisco Systems, Inc., global
mobile data traffic is expected to see a compounded annual growth rate (CAGR) of 57
percent between 2016 and 2021, resulting in nearly an eightfold increase and reaching
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Figure 1.1 – Global Mobile Traffic Growth by Device Type [1]. Values in parentheses refer
to 2016-2021 device share.
almost 50 exabytes per month by 2021. As is also evident from Fig. 1.1, smartphone
devices are estimated to account for more than 80% of wireless traffic by 2021—a
technology that has only just emerged in the last decade. Due to the ever-increasing
pressure on mobile network infrastructure, next-generation communication systems
will need a significant throughput increase to meet these predictions, in addition to
preparing for further explosive growth that could arise from any number of unforeseen
data-intensive applications, or devices [9, 10].
So how exactly can network throughput capabilities be enhanced further? To
increase capacity while retaining error-free communication, mobile networks must
operate within regions set out by the fundamental laws of information theory. Specifi-
cally, this region is defined by the Shannon capacity, which provides the maximum
data rate for which information can be transmitted and received arbitrarily small
error. The Shannon bound is given by [11]
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C = B log2
(
1 + PR
σn B
)
> R (1.1)
where C denotes the channel capacity in bits-per-second, B denotes the bandwidth
of the information carrying signal, PR denotes received signal power, and σn denotes
power spectral density of noise at the receiver. Representing the capacity that can be
achieved in practice, R denotes the achievable rate, which is always be less than the
Shannon bound.
In order to increase channel capacity, from (1.1), it is shown that we can increase
the signal’s bandwidth, increase received signal power, or decrease the noise power
at the receiver. There are also less obvious approaches, such as using channel coding
theory to successfully operate closer to the upper bound itself. However, in practice,
many of these system parameters are intertwined, and it is not always possible to
modify one without affecting another.
Perhaps one of the most obvious approaches to increasing a system’s capacity is to
increase the channel bandwidth, namely B. This is particularly appealing, as increasing
bandwidth offers an almost linear increase in channel capacity. For this reason, in the
past, this was one of the most commonly used strategies to increase communication
rates and support more users; however, the existing microwave spectrum has been
extensively used and is becoming increasingly congested, and the lack of available
bandwidth in this part of the spectrum has resulted in fierce competition for spectrum
licensing, with network operators paying large costs for exclusive rights [12–14]. Due to
this strong demand, and coupled with limited supply, obtaining additional bandwidth
in the microwave band is no longer a feasible solution to advance capacities for
next-generation communication systems.
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Figure 1.2 – Typical operating range of existing mobile communications, compared to the
millimeter wave spectrum [2].
1.1.2 The Millimeter Wave Bandwidth Abundance
Fortunately, the so-called “global bandwidth shortage” is less a shortage of all available
bandwidth and more a shortage of desirable bandwidth. As eluded to in the previous
subsection, this desirable frequency range is known as the “microwave spectrum” and is
typically considered to comprise electromagnetic frequencies below 6 GHz. Compared
to signals above this range, microwave signals possess propagation characteristics that
make them well suited for long distance wireless communication. However, due to
the increasing congestion in the microwave spectrum, next-generation mobile systems
must now—for the first time—consider moving away from this spectrum and seek out
additional bandwidth allocations [15–17]. As a result, significant interest has grown
for the millimeter wave (mmWave) spectrum, typically considered to range from 30
GHz through to 300 GHz [18–21]. In particular, the higher frequency range has been
a critical topic in discussion concerning spectrum for 5G wireless technologies [13, 22].
Looking at global spectrum licensing, it is evident that past and present mobile
wireless systems have only utilized a tiny slice of the full electromagnetic spectrum,
typically below 3 GHz. Within this sub-range, global spectrum bandwidth allocation
for all cellular technologies does not exceed 780 MHz [13]. Conversely, and as illustrated
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Table 1.1 – Attenuations for different materials and frequencies [6, 7].
by Table. 1.1, the millimeter wave (mmWave) spectrum has an enormous amount
of unallocated bandwidth at almost 252 GHz across many regions in the world [2].
Moreover, this spectrum does not come in small and carefully administered slots;
instead, the mmWave spectrum offers long, continuous band allocations at significantly
reduced licensing fees. Of course, if this spectrum were as desirable as microwave
frequencies, it would have already been in use. In practice, its signals suffer from
significantly greater attenuation compared to their microwave counterparts.
One of the most challenging issues in mmWave communication is heavy penetration
losses through many common materials. As shown in Table 1.1, many building
materials (e.g,. brick and concrete) attenuate millimeter wave signals so significantly
that there is little chance of establishing coherent communication. For this reason,
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Figure 1.3 – Atmospheric absorption across mmWave frequencies in dB/km [3].
mmWave outdoor base stations will be unlikely to provide coverage to the inside of
buildings in the same way as today’s mobile networks [6,7]. To complement such a
network, indoor coverage can be provided by indoor millimeter wave femtocells, or
Wi-Fi solutions [12,23,24].
Aside from penetration, another factor contributing to mmWave propagation losses
is atmospheric absorption, as shown in Fig. 1.3. Most notably, short wavelength
mmWave signals experience increased attenuation due to oxygen absorption at 60 GHz
and water vapor at 24 GHz [3,6, 7]. Although the undesirable propagation losses in
these bands inhibit long-range communication, they also provide a unique opportunity
for very short-range communication, as signals propagating too far away from their
source are naturally attenuated. Outside of these bands exhibiting extreme losses,
mild losses can also benefit densification, with a much greater spectrum utilization for
operators seeking shorter frequency reuse distances [25].
Although some of these characteristics may be considered a benefit with respect
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to interfering signals, together with penetration losses they still pose a significant
challenge to mobile communication links. Consequently, is it really worth pursuing
the mmWave spectrum? Well, even after subtracting many of the unusable frequency
bands, it has been widely estimated that it could offer 100 GHz of new bandwidth
for mobile communication—more than 200 times the spectrum currently allocated
for this purpose below 3 GHz [12]. To support this movement, licensing authorities,
such as the FCC in the United States, have already begun designating spectra for
mobile communication, with 14 GHz being allocated as an unlicensed spectrum and
3.85 GHz as a licensed spectrum [26].
1.1.3 Beamforming: The Enabler of Millimeter Waves
In order to utilize high-frequency mmWave signals, the question still remains as to
how reliable mmWave mobile communication can actually be achieved. Interestingly,
the most widely accepted answer to this question arises from a common misconception
that free-space propagation loss is proportional to frequency. The theory leading
to this claim is known as “Friis’ Law,” which states that the path loss between two
isotropic antennas (or half-wavelength dipoles) is proportional to the aperture area of
an antenna. This aperture area is a quantity proportional to the square of the carrier
wavelength or inversely proportional to the square of the carrier frequency [27, 28].
Put simply, this means that an antenna designed for higher frequency signals will be
smaller and therefore capture less of the passing electromagnetic energy. Although this
statement is true for the case of a single antenna, the misconception in this statement
lies in the fact that it overlooks the use of multiple antenna elements [13].
To generalize this statement, consider that if the antenna aperture area decreases
in line with increased frequency, then this inherently means that greater numbers of
antenna elements may be placed to occupy the same total space. Comparing losses from
arrays with the same total aperture area, mmWave signals have no inherent free space
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propagation disadvantage when compared to microwave signals [12]. Furthermore,
the subsequent use of antenna arrays gives rise to one of the most powerful signal
processing techniques available to mmWave communication, beamforming.
When an antenna array is utilized for wireless communication, signals radiating
from each antenna add constructively in some directions and destructively in others,
thereby creating a radiation pattern similar to directional antennas. By shifting the
phase and magnitude of signals emitted (or collected) by an antenna array, it is possible
to manipulate this radiation pattern electronically and therefore concentrate the signals
so that they are stronger in desired directions. If the spacing between antenna elements
is half of the carrier wavelength, the result is a strongly narrow “beam” that can be
electronically steered in any direction. Owing to the small wavelength of mmWave
signals, this means that a large number of antenna elements can be packed into the
transmitter and receiver [29,30], leading to an end-to-end link gain that is proportional
to the product of the number of transmit and receiver antennas. For this reason,
beamforming has become the most widely accepted means of overcoming propagation
losses and exploiting the mmWave spectrum [5, 31, 32]. In addition to large directivity
gains, beamforming is also advantageous in helping reduce further interference in small
cell networks, as a coordinated effort in this regard can minimize interfering signals
from propagating in undesirable directions [33, 34].
To give an example of the extent to which beamforming can enhance mmWave
communication system performance, consider a uniform linear array (ULA) of antennas
with half-wavelength spacing between each element. Using an 85 GHz carrier frequency,
for an array length constraint of 12 cm, it would be possible to have an array consisting
of 32 antenna elements. In contrast, a microwave signal with a carrier frequency of
2.4 GHz would only be able to support two antenna elements of the same length and
spacing. Using these arrays at both the transmitter and receiver, the mmWave array
is able to achieve a directivity gain of almost 30 dB over the microwave array.
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Figure 1.4 – Conventional multiple-input multiple-output (MIMO) architecture for fre-
quencies below 6 GHz [4].
However, in order to realize the large gains that are offered by antenna array
beamforming, accurate channel information must be obtained so that the transceiver
can align its beam directions with any available propagation paths [13,17,35]. This
channel information is characterized by a large multiple-input multiple-output (MIMO)
channel matrix and is difficult to estimate accurately, even at microwave frequencies.
At mmWave frequencies, this problem only becomes more difficult, due to adverse
channel conditions and extensive hardware constraints.
1.1.4 The Problem of Millimeter Wave Channel Estimation
The most immediate challenge faced by mmWave channel estimation comes from signal
propagation losses inherent in the frequency range. Because of this loss, the omni-
directional transmission of any pilot signal results in very low received signal-to-noise
ratio (SNRs), which ultimately leads to less accurate channel estimation. As such,
the pilot signals used in mmWave channel estimation will also require beamforming,
in order to be received with a sufficiently high SNR [5]. This means that narrower
beams must be used to scan the mmWave channel in search of suitable propagation
paths, which, for very narrow beams, requires a significant training time duration.
The second major challenge stems from the large bandwidths that are proposed
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for use in mmWave communication [5]. By adopting a larger bandwidth signal, digital
communication requires the use of a high sampling rate analog-to-digital converter
(ADC) and digital-to-analog converter (DAC) [12,36]. These high rate components
not only cost more, but they also consume a lot more energy. In particular, For
large antenna arrays, equipping every antenna with its own digital radio frequency
(RF) chain would incur increased hardware cost, complexity, and energy consumption,
particularly in the context of consumer electronics. As such, conventional digital
MIMO architectures, like that shown in Fig. 1.4, are not considered feasible for
mmWave MIMO systems.
For this reason, practical mmWave systems typically use highly constrained hard-
ware that carries out beamforming in the analog domain. The most common result of
this hardware reduction is an inability to use multiple transmit/receive beam directions
in any given time slot, and in many cases, the number of possible directions is also
limited by quantized phase shifters [5].
If this hardware reduction were to be made in a microwave MIMO system, it
would restrict the ability to utilize the large number of propagation paths present in
the rich scattering environment. However, supporting the reduction of hardware at
mmWave frequencies, recent measurements have shown that the channel is sparse,
with only a limited number of propagation paths suitable for communication [37,
38]. Leveraging this point, a completely digital MIMO system would provide little
communication benefit at mmWave frequencies, as the sparse channel can mostly be
exploited by beamforming in just a few different directions. By adopting reduced
hardware architectures, the practical realization of mmWave mobile communication
becomes a lot closer to reality, albeit channel estimation is still extremely difficult.
To demonstrate the difficulties of mmWave channel estimation, we conclude this
section with an example. Consider a reduced hardware point-to-point mmWave system
that is only able to transmit and receive with a single beam pattern at a given
1.1 Motivation and Background 11
Figure 1.5 – Example of the beams required in an exhaustive path search of a constrained
multiple-input multiple-output (MIMO) system with N = 8 antennas at each link end.
time. Specifically, consider a point-to-point system with N transmit antennas and
N receive antennas. A resulting set of example beam directions are shown in Fig.
1.5 for N = 8. If a beamforming-based estimation is constrained to just a single
directional measurement per time slot, the most straightforward channel estimation
benchmark approach is to carryout an exhaustive search. To this end, a propagation
path can be found by transmitting and receiving pilot signals with all possible angular
combinations. For an N ×N MIMO system, this would typically require a transmitter
to sequentially send pilots with N different transmit beamforming vectors, designed to
span all possible beam directions, while the receiver would collect sequentially pilots
with N receive beamforming vectors. This would require a total of N2 measurements
to cover all possible combinations. From these measurements, the receiver would then
be able to determine the beamforming pair that resulted in the strongest received
signal strength. Through a low bandwidth control/feedback channel, the receiver
would then inform the transmitter about the strongest beam direction, in which case
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communication could commence [5].
Although an exhaustive search can effectively obtain the required channel informa-
tion, the time and energy involved in such a strategy is prohibitively high, particularly
for arrays with very large numbers of antennas. Improving on this point, a number
of codebook-based “divide and conquer” strategies have been proposed for mmWave
channel estimation [5]. Although each of these approaches improve on exhaustive
searches in their own way, the incurred time overheads are still be too high to provide
sufficient time for communication. Furthermore, many of the proposed schemes are
only feasible in point-to-point communication and therefore are less practical for
enabling the ultimate goal of a complete mmWave mobile network. As such, the
unique challenges in mmWave channel estimation still present many issues that are
unsolved in open literature.
1.2 Research Problems and Contributions
In this thesis, the problem of channel estimation in mmWave mobile systems is
considered in conjunction with the strict hardware constraints that are proposed to
make systems practical in consumer electronics. The focus of this thesis is on the
time complexity and accuracy trade off in scenarios of point-to-point, multi-user,
and multi-cell communication. In considering these problems, this thesis aims to
provide fundamental design insights into each of the operating scenarios. The principle
research problems and the corresponding contributions are elaborated as follows.
The first research problem we consider in this thesis (Chapter 3) is the time
complexity of channel estimation in mmWave MIMO systems with large antenna
arrays. To address this problem, we consider the directional mmWave channel from
an information theory perspective and develop a fast channel estimation (FCE)
framework through a set of novel overlapped beam patterns. By exploring channel
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sparsity, the overlapped design increases observable information and facilitates a
significant reduction in the number of channel estimation measurements. In this
chapter, we also focus on the trade off between the number of channel measurements
and the accuracy of the estimation. In order to manage this trade off seamlessly, we
then introduce a novel rate-adaptive channel estimation (RACE) strategy, where the
average number of channel measurements is adapted to channel conditions.
The main contributions regarding this research problem are summarized as follows:
• Leveraging our overlapped beam pattern design, we first present a Fast Chan-
nel Estimation (FCE) algorithm for mmWave systems. In this algorithm, we
develop a maximum likelihood (ML) detector, in order to extract the channel
angle-of-departure (AoD)/angle-of-arrival (AoA) information optimally from
the measurements. We also design a linear minimum mean squared estima-
tor (LMMSE) channel estimator to estimate channel coefficients by optimally
combining the selected measurements in all stages.
• We then develop a rate-adaptive channel estimation algorithm, in which addi-
tional measurements are permitted when the current measurements are found
to have an inadequate probability of success. In this way, the number of mea-
surements can adapt to the channel conditions and channel estimation accuracy
can be improved significantly with minimal measurements.
• We analyze the probability of channel estimation errors for the FCE algorithm.
In particular, we derive a closed-form approximation as well as a lower bound
and an upper bound for the PEE. Based on the Shannon-Hartley theorem,
we also provide some theoretical analysis for the minimum amount of energy
required to estimate the channel using the rate adaptive channel estimation
(RACE) algorithm.
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• Finally, we compare the performance of the proposed algorithms to that of
the algorithm in [5] with non-overlapped beam patterns. Simulation results
show that both of the proposed algorithms can significantly reduce the number
of channel measurements compared to [5]. We show that the FCE algorithm
achieves a guaranteed reduction in channel measurements, albeit at the expense
of estimation accuracy. On the other hand, the RACE algorithm can achieve
the same average reduction of channel measurements as the FCE algorithm, but
using up to 6 dB less signal energy compared to the algorithm in [5].
In the following chapter of this thesis (Chapter 4), we turn our attention to
multi-user scenarios and consider our second research problem, namely simultaneous
estimation in mmWave systems. Although a number of multi-stage refinement strate-
gies offer timely estimation strategies for the mmWave channel, their adaptive nature
means that they can only be used to estimate a single user’s channel in each time
period, thus leading to an inefficient use of pilot signals when large numbers of users
are present.
To address this problem, we represent a random beamforming process with a
graph and match the beam-on-graph framework to a code-on-graph representation.
Specifically, we propose a Fountain code-like channel estimation approach, in which
the base station (BS) keeps transmitting pilot signals in random beam directions
for an indefinite period, essentially “encoding” random pieces of the virtual channel
information in each measurement. At the same time, all users within the BS coverage
keep “listening” for these pilot signals by receiving them with random beam directions.
After each measurement, each user estimates its channel based on the pilot signals
it has collected, and then compares it to the previous estimate. If the estimate is
similar to the previous estimate (i.e., the estimate has converged), the user regards its
channel estimation procedure as complete, and then feeds back the indexes of the BS
beamforming vectors to be adopted for data communication.
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We summarize the main contributions of Chapter 4 as follows:
• We propose a novel Statistically-Weighted Iterative Fountain Training (SWIFT)
algorithm to realize simultaneous multi-user channel estimation in mmWave
systems, where the average number of channel measurements is adapted to
different channel conditions of multiple users. We measure the mmWave channels
using a variable number of beam patterns until the channel estimate of each user
converges. We develop a framework to optimize the random beamforming process
by matching a beam-on-graph to a code-on-graph, following which we formulate
the estimation of each channel as a compressed sensing (CS) problem and
implement a Generalized Approximate Message Passing (GAMP) [39] algorithm
to recover sparse virtual channel information.
• Although the beamforming directions at the BS cannot adapt to a particular user
to ensure the simultaneous channel estimation of multiple users, this does not
restrict the adaptation of receiving beam directions at the user side. Motivated
by this fact, we propose two user-side beamforming adaptation schemes to
improve estimation performance further.
• We compare the proposed algorithm with existing random beamforming-based
approaches with a predefined number of measurements. Simulation results show
that the proposed SWIFT algorithm can outperform random beamforming-based
approaches over a range of SNRs and coherence times. Furthermore, by utilizing
the users’ order in terms of completing their channel estimation, our SWIFT
framework can infer their channel quality and perform effective user scheduling to
achieve superior rate performance, especially for resource-constrained scenarios
where only a limited number of users can be served.
The third research problem in this thesis (Chapter 5) concerns the densification of
mmWave cellular systems and considers how multiple adjacent BS may be able to work
1.2 Research Problems and Contributions 16
together cooperatively to achieve more accurate channel estimation. Motivated by the
strict hardware constraints in mmWave systems, we develop a joint channel estimation
strategy that is able to utilize spatial dependencies among multiple BS, in order to
assist the network’s estimation in relation to each user equipment (UE). Specifically,
in the uplink, we consider a UE that broadcasts beamformed pilot signals, and we also
note that these signals are jointly received by multiple BSs. We show that, if each BS
knows the relative position of its neighbors, this physical deployment information can
be utilized to identify conditional geometric relationships that exit between virtual
channel estimates. To facilitate this approach, we leverage ray-tracing principals
to transform the channel AoD/AoA measurements into a more Euclidean-focused
ray-of-arrival (RoA) and ray-of-reparture (RoD). We then show that a given pair of
RoA measurements, received from two different positions, can be considered to sample
jointly a position in Euclidean space. Similarly, we leverage geometric dependencies
among the RoD to infer conditional transmit directions. We refer to the developed
scheme as Ray-of-Arrival Passing for In-Direct (RAPID) Beam Training.
In contrast to existing work, by focusing on virtual channel information, we are
able to apply our approach to hardware constrained estimation. Furthermore, in
order to provide generality and reduce computational redundancy, we also consider
that each BS is only able to share entries from its already estimated channel. As
this matrix is inherently sparse, this greatly reduces the bandwidth required to share
information within the network. Furthermore, by considering the virtual channel
estimate, Ray-of-Arrival Passing for In-Direct (RAPID) is agnostic in relation to how
each independent estimation is carried out, and therefore it can be implemented on top
of existing channel estimation strategies. Results show that the proposed scheme can
greatly increase the achievable rate between the transceiver, particularly for links that
would have normally been quite poor. By considering a minimum rate requirement,
we also show that RAPID is able to increase significantly the coverage probability of
having a greater number of available links.
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We summarize the main contributions of Chapter 5 as follows:
• We investigate a multi-cell user-centric mmWave communication system, in
which a UE broadcasts pilot signals to a number of BSs. We generalize the
concept of AoD/AoA beamforming to a ray-based RoD/RoA estimation, and
then apply this model to the widely used ULA, before developing an estimator
that is robust to the angle ambiguity problem. We also show that for a BS pair
with a known relative displacement, many of their virtual channel entries are
mutually dependent.
• We use the ray-based model to develop a Bayesian estimator so that each BS
may compute the probability of a path on its beamforming directions, given the
channel estimates provided by the other network BSs. Results show a significant
improvement in both the average achievable rate and network coverage when
compared to conventional schemes.
• In order to reduce information sharing overheads in bandwidth-constrained
networks, we exploit channel sparsity and propose employing limited information
exchange among BSs. To this end, we reduce the interchange to only the most
dominant virtual channel entries, i.e., those that exhibit a mutually dependent
relationship with another BS. In addition, we also show that the only prior
information required for RAPID is the relative position and orientation of each
BS. In this sense, if the UE is also aware of this relative deployment, the proposed
scheme can also be applied to the downlink. By adopting a multiple access
scheme for downlink pilots such as Code Division Multiple Access (CDMA), no
sharing overhead is required in this case.
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1.3 Thesis Outline
Throughout this thesis, we aim to take the physical layer hardware models that are
used to describe basic mmWave communication and build our way towards the final
goal of a multi-user, multi-cell mmWave communication network such as that shown
in Fig. 1.6.
Following this theme, in the next chapter, we begin by introducing some of the
underlying models, theory, and hardware constraints important for understanding
mmWave beamforming in this thesis. In Chapter 3, we use these principles to develop
a fast and efficient framework for point-to-point communication. In Chapter 4, we
extend our model to a point-to-point multi-user network topology, and we improve
on our previous work by developing a new beam training strategy which facilitates
the simultaneous estimation of multiple user channels. Building on these concepts
even further, in Chapter 5, we consider a multi-cell network and develop a cooperative
beam training strategy in which BSs are able to assist one another to yield a better
estimate for themselves and the network.
Finally, in Chapter 6, we conclude this thesis by discussing some of the contributions
to the considered problems and highlight some of the future work that is still needed
in each area.
Figure 1.6 – A cellular mmWave system model, in which a base station and users commu-
nicate via directive beamforming, using large antenna arrays [5].
Chapter 2
The Fundamentals of Millimeter
Wave Beamforming
In this chapter, we introduce some of the underlying theory and supporting models
that are used throughout this thesis.
2.1 Multi-antenna Systems and Models
2.1.1 The Uniform Linear Array
One of the most widely adopted antenna array models proposed for mmWave systems
is known as the “uniform linear array” (ULA). As shown in Fig. 2.1, the 2D geometric
model for this structure consists of N antenna elements, with uniform spacing d
such that the nth antenna element’s position along the x-axis can be expressed by
xn = d(n − 1). In order to characterize the natural directional response of such an
antenna array, we consider how signals emitted from an ideal point source x are
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Figure 2.1 – An example of a basic 2D uniform linear array model with N antenna elements
and an element spacing of d. A reference point source is considered to be at a distance of rn
away from the nth antenna, and at an angle of φ from the x-axis.
observed by the array1. We consider further that this point source is situated with
an offset of rn from the nth antenna array element and with an angle of φ from the
x-axis array. By denoting the carrier signal wavelength by λ, we can then describe the
signal received by each antenna through the length-N vector
r =
[
x ej
2pir1
λ , · · · , x ej 2pirnλ , · · · , x ej 2pirNλ
]T
(2.1)
where, neglecting signal attenuation, the nth entry of r denotes the phase-shifted
signal seen by the nth antenna element.
To find the directional response of the ULA, we consider a coherent transceiver
where the received signals can be expressed as being relative to the signal observed by
the first antenna element, i.e., x exp
(
j 2pir1
λ
)
. Normalizing the received signals in this
phase, we can then characterize the relative ULA signals by the complex length-N
1Alternatively, it is equivalent to consider a signal transmitted from the array and received by an
observation point.
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vector
u = x
∗
||x||22
e−j
2pir1
λ r =
[
1, ej
2pi(r2−r1)
λ , · · · , ej 2pi(rn−r1)λ , · · · , ej 2pi(rN−r1)λ
]T
(2.2)
where the nth entry of u denotes the complex phase difference between the signal
received by the nth antenna element and that received by the first antenna element.
To simplify (2.2), we make the “far-field” assumption and consider a point source
sufficiently far away from the receiver, such that each of the N path lines, r1, · · · , rN ,
are parallel to one another. Under this assumption, we note that the angle between
the x-axis and the source point, denoted by φ, can be considered equal for each
antenna array element and therefore satisfies the relationship r1 − rn = xn cos(φ) =
d(n− 1)cos(φ). By rearranging this expression and substituting it into (2.2), we then
have
u(φ) = [1, e−j
2pidcos(φ)
λ , · · · , e−j 2pid(n−1)cos(φ)λ , · · · , e−j 2pid(N−1)cos(φ)λ ]T (2.3)
which describes the far-field spatial signature for a signal received from angle φ.
In order to demonstrate the ULA’s natural spatial pattern, for which received
signals are summed together in the same phase in which they arrive, we can multiply
the vector of received signals by the length-N unit-norm all-one beamforming vector,
w = 1N/
√
N . The resulting “combined” signal can therefore be described by the
scalar
y = wHu(φ). (2.4)
Finally, to demonstrate this result over a range of angles, we introduce an N × Ns
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Figure 2.2 – Natural uniform linear array (ULA) spatial signatures for an array with
d = λ/2 and N = 4 (left) and N = 8 (right).
antenna dictionary matrix defined from (2.3) as
AD = [a(φ1),a(φ2), · · · ,a(φNs)] (2.5)
where φi = 2pii/Ns and Ns represent angular sampling resolution. With this matrix,
we can obtain a spatial pattern over a large range of angles through
z = wHAD (2.6)
where the ith element in z corresponds to a combined signal output for a signal
received from an angle φi.
By evaluating (2.6) with a high sampling resolution over the full angular range,
we can obtain the spatial patterns shown in Fig. 2.2, which depicts the power of the
combined signal, ||zi||22, for a range of different point source angles, φ. In this example,
we use an antenna spacing interval of d = λ/2 for antenna arrays with N = 4 and
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N = 8 elements. Through the observation in Fig. 2.2, it is evident that the maximum
beamforming gain is equal to the number of antennas and that this maximum occurs
at an angle of both φ = pi/2 and φ = −pi/2. The maximum occurs at this angle
because the all-one beamforming vector is applied to the received signal. Specifically,
when the point source is directly in front of the array, the far field signals will be
received in phase by all antenna elements and therefore be added constructively to
obtain a very strong signal.
Similarly, when a point source is directly behind the array (i.e., φ = −pi/2), the
gain is also at a maximum. As the ULA has no means of distinguishing between
signals from the front or the rear, the ULA spatial signature on the range [0, pi] is
mirrored on the range [0,−pi]. This ambiguity is a result of the cosine term in (2.3),
due to the property cos(φ) = cos(−φ). More generally, this leads to maximum received
signal strength when the spatial signature and beamforming vector are aligned, i.e.,
wH = u(φ) = u(−φ). It is also worth pointing out that since the vector w = 1N/
√
N
results in no change to the incident signals, the spatial response in Fig. 2.2 is often
referred to as an “un-beamformed” or “natural” pattern.
2.1.2 The Geometric MIMO Channel Model
Due to the sparsity of the mmWave channel, the rich scattering models that have
been developed to characterize conventional microwave MIMO channels can be used
directly to model mmWave frequency channels. Nonetheless, it is more appropriate
to describe the mmWave channel explicitly from its limited number of propagation
paths. To arrive at this model, consider a mmWave MIMO channel consisting of L
propagation paths. We then describe the lth propagation path by its angle from the
transmit array, referred to as the “angle-of-departure” (AoD) and denoted by θl, the
path’s angle from the receive array referred to as the “angle-of-arrival” (AoA), and
the path gain, denoted as αl.
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Figure 2.3 – An example 8× 16 millimeter wave (mmWave) virtual channel representation
with a single dominant propagation path.
Using these physical parameters, we can characterize the mmWave channel by
employing a two-dimensional sparse geometric model [40]. By assuming that ULAs
are adopted with Nt transmit antenna and Nr receive antenna, the Nr ×Nt mmWave
MIMO channel can therefore be represented as
H =
√
NtNr
L∑
l=1
α
(u)
l ar(θl)(at(φl))H (2.7)
where, from (2.3), we have ar(θl) = 1/
√
Nru(θl) and at(φl) = 1/
√
Ntu(φl) to denote
normalized spatial responses for the receiver and transmitter, respectively.
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2.1.3 The Sparse Virtual Channel Model
Although the parameters in (2.7) describe a sparse channel with a limited number
of paths, the MIMO channel H itself is not a sparse matrix. To exploit channel
sparsity, an alternative representation that complements the geometric channel model
is commonly referred to as the “virtual channel matrix” [36,41–44].
By considering a dictionary of transmit directions AT = [at(φ1), · · · ,at(φNt)]
and receive directions AR = [ar(θ1), · · · ,ar(θNr)], the virtual channel matrix can be
defined by
Hv = AHRHAT (2.8)
and will have only L non-zero entries or clusters.
An example virtual channel representation is show in Fig. 2.3 with a single
path. The virtual channel matrix can be thought of as a beam-sampled version
of the mmWave MIMO channel and is a convenient representation of compressed
sensing-based channel estimations.
2.2 Reduced Complexity Hardware Architectures
2.2.1 Analog-only Beamforming
To reduce hardware costs and power consumption, several works have proposed analog
beamforming-based systems to reduce complexity in mmWave systems [24,29,45,46].
The fundamental idea behind analog beamforming is to control the signal being
transmitted or received on each antenna in the analog domain, after pulse shaping
and before sampling, and then add the signals together so that they can be sampled
by a single RF chain. An example of such an architecture is presented in Fig. 2.4.
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Figure 2.4 – An example millimeter wave (mmWave) multiple-input multiple-output
(MIMO) systems using analog-only beamforming. [4].
Analog architectures are subject to more constrained beamforming than the digital
microwave beamforming system shown in Fig. 1.4. However, as analog beamforming
only requires a single RF chain, it yields a significant reduction in hardware cost,
complexity, and power consumption.
To demonstrate the extent of analog beamforming constraints compared to digital
beamforming, recall from (2.4) the beamforming vector w, which was used to collect
the ULA signals. In a conventional MIMO system, digital sampling of each antenna
can directly yield the length-N vector of complex received signals r. These digital
samples can then be subjected to any number of arbitrary or unconstrained digital
beamforming vectors as
y = [w1,w2, ,w3 · · · ]Hr. (2.9)
Conversely, as analog beamforming implements beamforming in the analog domain
before sampling, a received signal vector r can only be collected by a single beam-
forming vector before it is added together and sampled. The result is just a single
digital measurement per signal time slot, as was the case in (2.4). This makes the
time complexity in mmWave channel estimation a very challenging issue, as only
limited directional information can be obtained per measurement. As such, it is often
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necessary to generate wide beam patterns when the path directions are not known.
To generate beam patterns that span an arbitrary sub-range, recall our usage of the
antenna dictionary matrix AD in (2.6), following which we can directly define each
element of the length-Ns spatial output vector z as
zi =

C, ∀i = 1, · · · , Ns | φlo < φi < φhi
0, otherwise
(2.10)
where C is a normalization scalar that leads to ||w||2 = 1, and φlo and φhi denote the
start and stop angles, respectively. We can take the expression in (2.6) and solve for
the corresponding beamforming vector by taking a least squares inverse of AD to get
w = (AD ∗AHD)−1ADzH . (2.11)
Alternatively, the vector can be found by adding selected columns from AD. To
illustrate this point, Fig. 2.5 shows an example wide beam pattern design with a
spatial pass band between φlo = pi/3 and φhi = 2pi/3.
2.2.2 Continuous and Quantized Phase Shifters
To implement analog beamforming, antenna signal operations are often proposed
to use phase shifting as the only means of manipulating the analog signal [5, 47].
Mathematically, this constrains vector beamforming w entries, denoted as wi, to
have a constant modulus i.e., |wi| = 1/
√
N, ∀i = 1, · · · , N . Although this does not
restrict the use of narrow beamforming vectors selected as w = u(φ), ∀φ ∈ [0, pi], it
does restrict the usage of beam patterns spanning arbitrary sub-ranges, such as those
generated by (2.11).
To simplify further hardware requirements, phase shifters are often constrained to
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Figure 2.5 – An example N = 8 wide beam pattern design with a spatial pass band between
φlo = pi/3 and φhi = 2pi/3.
a quantized set of values [5, 47], such that the beams can be digitally selected. The
result of this constraint is a reduced set of possible beamforming directions. Whereas
continuous phase shifters still allow a narrow beam to steer through any continu-
ous angle direction, quantized phase shifters typically limit the set of beamforming
directions to those shown in Fig. 1.5.
2.2.3 Analog-Digital Hybrid Beamforming
A more recently proposed compromise between conventional digital and reduced
complexity analog beamforming architectures involves using a combination of both [5].
In these hybrid systems, digital RF chains that are much fewer in number than total
antenna numbers are adopted, with each being tied to the antenna array via an
array of analog phase shifters. Although this increases the number of phase shifters
significantly, this is a small cost compared to the digital RF chain. An example
hybrid-beamforming architecture is shown in Fig. 2.6. By making more than one
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Figure 2.6 – A generalized millimeter wave (mmWave) multiple-input multiple-output
(MIMO) architecture using analog-digital hybrid beamforming [4].
digital RF chain available for beamforming, it is possible to utilize channels with
multiple paths by communicating different spatial streams at the same time, and
since mmWave signals are easily blocked, it is highly desirable to have multiple spatial
streams available for transmission at any time. For this reason, hybrid architectures
are typically favored over analog-only beamforming.
For channel estimation, the main advantage of such hybrid architectures is the
ability to generate beam patterns as the sum of two or more RF chain beamforming
vectors. For example, under the constraint of quantized phase shifters, this means that
multiple contained beam vectors can be added together linearly to approximate an
unconstrained vector. This permits arbitrary wide beam patterns to be formed from
the linear combinations of beamforming vectors, with significantly reduced hardware
complexity compared to completely digital beamforming.
Chapter 3
Point-to-Point: Fast Channel
Estimation with Overlapped Beam
Patterns
This chapter studies the channel estimation problem in mmWave wireless systems with large
antenna arrays. By exploiting the inherent sparse nature of the mmWave channel, we first
propose a FCE algorithm based on a novel overlapped beam pattern design, which can increase
the amount of information carried by each channel measurement and thus reduce the required
channel estimation time compared to existing non-overlapped designs. We develop an ML
estimator, to extract optimally path information from channel measurements, following which
we propose a novel RACE algorithm, which can dynamically adjust the number of channel
measurements based on the expected probability of estimation error (PEE). The performance
of both proposed algorithms is analyzed. For the FCE algorithm, an approximate closed-form
expression for the PEE is derived, while for the RACE algorithm, a lower bound for the
minimum signal energy-to-noise ratio required for a given number of channel measurements
is developed, based on the Shannon-Hartley theorem. Simulation results show that the FCE
algorithm significantly reduces the number of channel estimation measurements compared to
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existing algorithms using non-overlapped beam patterns. By adopting the RACE algorithm,
we can achieve up to a 6 dB gain in the signal energy-to-noise ratio for the same PEE
compared to the existing algorithms.
3.1 Introduction
Despite the large number of entries expected for the mmWave MIMO channel matrix,
it has been shown in recent measurements [37, 38] that the mmWave channel exhibits
sparse propagation characteristics in the angular domain. That is, there are only a
few dominant propagation paths in mmWave channels. This sparsity can be seen in
the virtual channel matrix, as only a limited number of transmit and receive direction
combinations have a non-zero gain [41]. Therefore, the key objective of mmWave
channel estimation is to identify these paths so that the transceiver can align the
transmit and receive beams along these paths.
Recently, some CS-based channel estimation algorithms have been proposed to
explore channel sparsity in mmWave systems, e.g., [5,29,48,49]. The fundamental idea
behind some of these approaches involves searching through multiple transmit/receive
directions in each measurement, by creating initial beam patterns that span a wider
angular range than those used by the Exhaustive Search (ES). Similar adaptive
beamforming algorithms and multi-stage codebooks were proposed in [46,50,51]. More
recent work [52] has also shown that such hierarchical codebooks can be achieved
with a single RF chain by exploiting sub-array and deactivation (turning-off) antenna
processing techniques. By initially using wider beam patterns, multi-stage approaches
are able to reduce the number of measurements required for channel estimation.
However, this introduces a loss of directionality gain, leading to a lower SNR at the
receiver and a higher PEE. In this sense, there exists a challenging trade-off between
estimation time and accuracy for mmWave channel estimation.
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Figure 3.1 – Illustration of the beam patterns adopted in the first (a) and second (b) stages
of the channel estimation algorithm of [5] when K = 3. The three sub-ranges in the first
stage are [0, pi/3), [pi/3, 2pi/3), and [2pi/3, pi), respectively. By assuming that the possible
AoAs/AoDs are reduced to the sub-range [0, pi/3) in the first stage, this sub-range is divided
further into [0, pi/9), [pi/9, 2pi/9), and [2pi/9, pi/3), respectively, in the second stage.
As one of the seminal works on multi-stage codebook approaches, [5] developed a
“divide and conquer” search-type algorithm to estimate sparse mmWave channels. As
shown in Fig. 3.1, in each stage of this algorithm, the possible ranges of AoDs and AoAs
are both divided into K << N non-overlapped angular sub-ranges. Correspondingly,
K non-overlapped beam patterns are designed at both the transmitter and receiver,
such that each transmit (receive) beam pattern exactly covers one AoD (AoA) sub-
range. The channel estimation carried out in each stage consists of K2 time slots, in
each of which the pilot signal is transmitted using one of the K beam patterns at the
transmitter, and then collected by one of the K beam patterns at the receiver. The
corresponding channel output for each pair of transmit-receive beam patterns can
then be obtained. These K2 time slots span all the combinations of transmit-receive
beam patterns. By comparing the magnitudes of the corresponding K2 channel
outputs, the transmit/receive sub-ranges to which the AoD/AoA most likely belong
are determined. The receiver can then feed back AoD information for use at the
transmitter. Afterwards, the algorithm will limit the estimation to the angular sub-
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range identified at each link end in the previous stage and further divide it into K
sub-ranges for channel estimation in the next stage.
This multi-stage angular refinement approach continues until the smallest beam
width resolution is reached. It is shown in [5] that the algorithm requires estimation
time proportional to K2dlogK(N)e per path. Despite the significant improvement
when compared to the ES approach, such a channel estimation algorithm still might
not be quick enough to track fast channel variations, especially for mmWave mobile
channels with rapidly changing parameters. Furthermore, at high SNRs, it may not
be necessary to perform so many measurements, which would result in an unnecessary
time delay. Additional adaptive training approaches are also investigated in [53–56].
While these approaches are shown to improve system performance significantly, as the
number of measurement iterations is increased, there is generally no adaptation of
the number of measurements with respect to the associated probability of success or
channel conditions.
Motivated by the previously discussed limitations, in this chapter we develop a
fast mmWave MIMO channel estimation framework by designing a set of novel over-
lapped beam patterns that can significantly reduce the number of channel estimation
measurements. An example of multi-stage angular refinement, using the approach
proposed in this chapter, can be seen in Fig. 3.2. In order to improve estimation
accuracy, we then introduce a novel rate-adaptive channel estimation approach, in
which the average number of channel measurements is adapted to channel conditions.
3.2 System Model
Consider an mmWave MIMO system composed of Nt transmit antennas and Nr receive
antennas. We consider that both the transmitter and the receiver are equipped with a
limited number of RF chains. Following [5], we further assume that these RF chains,
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at one end, can only be combined to form a single beam pattern, indicating that
only one pilot signal can be transmitted and received at one time. In this chapter,
for simplicity, we consider the unconstrained beamforming vectors by ignoring some
practical constraints imposed by hardware, such as constant amplitude and quantized
phase shifters. However, in practice, our unconstrained beamforming vectors can
be realized using a network of constrained beamformers. For example, one typical
constraint is to use only quantized phase shifters with constant amplitude, such as
that proposed for hybrid-beamforming architectures (see [5] and Figure 2 therein). To
estimate the channel matrix, the transmitter sends a pilot signal x, with unit energy
(||x||2 = 1), to the receiver. Denoted by f and w (||f ||2 = ||w||2 = 1), respectively,
the Nt × 1 beamforming vector is at the transmitter and Nr × 1 beamforming vector
is at the receiver. The corresponding channel output can be represented as
y =
√
PwHHfx+wHq, (3.1)
where H denotes the Nr ×Nt MIMO channel matrix, P is the transmit power, and
q is an Nr × 1 complex additive white Gaussian noise (AWGN) vector following
distribution CN (0, N0INr).
In this chapter, we follow [40] and adopt a two-dimensional (2D) sparse geometric-
based channel model. Specifically, we consider an L-path channel between the trans-
mitter and the receiver, with the lth path having steering AoD, φtl , and AoA, φrl where
l = 1, ..., L. Next, the corresponding channel matrix can be expressed in terms of the
physical propagation path parameters as
H =
√
NtNr
L∑
l=1
αlar(φrl )aHt (φtl) (3.2)
where αl is the fading coefficient of the lth propagation path, and at(φtl) and ar(φrl ),
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respectively, denote the transmit and the receive spatial signatures of the lth path. To
simplify the analysis, we assume that the transmitter and the receiver have the same
numbers of antennas (i.e., Nt = Nr = N). However, it is worth pointing out that the
developed schemes can be extended easily to a general asymmetric system. If ULAs
are employed at both the transmitter and the receiver, we can define at(φtl) = u(φtl)
and ar(φrl ) = u(φrl ), respectively, whereby
u() , 1√
N
[1, ej2pi, · · · , ej2pi(N−1)]T . (3.3)
Here, the steering angle, φtl , is related to the physical angle θtl ∈ [0, pi) by φtl = d sin(θ
t
l )
λ
,
with λ denoting the signal wavelength1. A similar expression can be written for φrl at
the receiver. With half-wavelength spacing, the distance between antenna elements
becomes d = λ/2.
From (3.2), we can see that the overall channel state information (CSI) of each
path includes only three parameters, i.e., the AoD φrl , the AoA φrl , and the fading
coefficient αl. We assume that the fading coefficient of each path follows a complex
Gaussian distribution with zero mean and variance PR and that both φtl and φrl can
only take some discrete values from the set UN = {0, piN , · · · , pi(N−1)N }. Here, for the
sake of ensuring mathematical problem formulation, we only consider the discrete
AoA and AoD. It is noteworthy that they can be continuous in practice; however,
the extension to the case with continuous AoD/AoA may require the consideration
of other more practical issues, such as the number of RF chains to realize the beam
patterns and hardware constraints (e.g., quantized phase shifters) imposed on the RF
beamforming vectors. We thus treat this extension as our future work.
We aim to find an efficient way to estimate the three parameters for each path.
The key challenge here is establishing how to design a sequence of f ′s and w′s in
1Note that the use of ULA results in no distinguishable difference between AoDs θtl and −θtl or
between AoAs θrl and −θrl . Hence, only AoAs and AoDs in the range [0, pi) need to be considered.
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such a way that the channel parameters can be quickly and accurately estimated. We
consider M pairs of beam patterns that are designed to span all possible transmit-
receive combinations. Denoted by fm and wm, respectively, the transmit and receive
beamforming vectors are adopted in the mth channel measurement time slot such that
||fm||2 = ||wm||2 = 1, ∀ m = 1, · · · ,M . Similarly to [5], we assume the same pilot
symbol x is transmitted during the M time slots, following which, after M time slots,
we can obtain a sequence of M measurements, represented as
y =
√
Pxhv + n, (3.4)
where hv describes the channel input-output relationship for a given set of transmit
and receive beamforming vectors, defined by
hv =

wH1 Hf1
wH2 Hf2
...
wHMHfM

(3.5)
and
n =

wH1 q1
wH2 q2
...
wHMqM

(3.6)
is an M × 1 vector of the corresponding noise terms. Note that since ||wm||2 = 1, ∀
m, the vector n follows the same distribution as that of qm, i.e., n ∼ CN (0, N0IM).
Motivated by the geometric sparsity of the mmWave channel, in the following
two sections, we propose to use a set of overlapped beam patterns that are able to
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estimate the AoD/AoA information very quickly. We then extend the algorithm to use
a rate-adaptive estimation approach. The adaptive nature of the algorithm permits
additional measurements to be performed under poor channel conditions, which in
turn allows fast channel estimation to be carried out with significant accuracy and
energy efficiency.
3.3 Overlapped Beam Pattern Design
In this section, we develop a fast channel estimation framework for mmWave
systems using overlapped beam patterns, as illustrated in Fig. 3.2. Specifically,
we design a set of beam patterns that are adopted in different measurement time
intervals and are overlapped with one another in the angular domain. A maximum
likelihood-based estimation algorithm is then proposed to retrieve accurately the CSI
from the set of measurements. The proposed channel estimation algorithm also works
in a multi-stage manner similar to that in [5], whereby each stage reduces the possible
sub-ranges in which AoD/AoA are expected to be found.
3.3.1 An Example
We first explain the design principle of overlapped beam patterns, using a simple
example. Following Fig. 3.1, we divide the AoD/AoA angular spaces into K = 3
sub-ranges in the first stage, denoted by S1 = { ∈ UN |0 ≤  < pi/3}, S2 = { ∈
UN |pi/3 ≤  < 2pi/3}, and S3 = { ∈ UN |2pi/3 ≤  < pi}, respectively. However,
instead of using three beam patterns to cover them at each transceiver end—as in
Fig. 3.1(a)—we propose to use only two overlapped beam patterns to achieve this
aim. Fig. 3.3(a) illustrates our designed beam patterns in the first stage. We can see
that the first and second beam patterns cover S1, S2, and S2, S3, respectively, and
are overlapped throughout the whole range of S2. Intuitively, if a path is observed in
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Figure 3.2 – Illustration of multi-stage channel estimation using the example overlapped
beam patterns. Here, we use an arrow to represent the propagation path to be estimated. As
illustrated, in the first stage, it is expected that a signal will only be received in the first and
second measurements (due to the propagation path angle). As the transmit beam patterns
used in this instance are predetermined and thus known to the receiver, it can be deduced
logically that the AoD at the transmitter can only belong to the first sub-range and that
the AoA at the receiver should belong to the second sub-range. It is noteworthy that this
series of measurements (i.e., [3,3,7,7]) corresponds to the second column of the generator
matrix in (3.13). The receiver then feeds back the AoD sub-range to the transmitter for
channel estimation in the next stage. Both the transceiver and the receiver then divide their
estimated sub-ranges into narrower sub-ranges and carry out further overlapped sub-range
measurements. As highlighted, in the second stage, it is expected that a signal will only be
received in the final measurement. Logically, this means that the AoD at the transmitter is
within the third sub-range and the AoA at the receiver is in the third sub-range. This series
of measurements ([7, 7, 7, 3]) also corresponds to the ninth column of the generator matrix
in (3.13).
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two measurements using adjacent beam patterns, the AoD or AoA must belong to the
overlapped sub-range of these two beam patterns. It is also notable that each beam
pattern can have different amplitudes in different sub-ranges, which we represent in
different sub-ranges by a vector. For beam patterns 1 and 2 in Fig. 3.3(a), these
vectors are defined respectively as
b1 =
[
b1,1, b1,2, b1,3
]
(3.7)
and
b2 =
[
b2,1, b2,2, b2,3
]
(3.8)
where bi corresponds to the ith beam pattern, with bi,k denoting the amplitude of the
ith beam pattern in sub-range Sk, ∀ k = 1, ..., K. By using M = 4 measurement time
slots, we can then span all beam pattern combinations between the transceiver. We
denote the sequential set of beam patterns adopted respectively at the transmitter
and receiver by
B
(M)
T =

b1
b1
b2
b2

=

b1,1, b1,2, b1,3
b1,1, b1,2, b1,3
b2,1, b2,2, b2,3
b2,1, b2,2, b2,3

, (3.9)
B
(M)
R =

b1
b2
b1
b2

=

b1,1, b1,2, b1,3
b2,1, b2,2, b2,3
b1,1, b1,2, b1,3
b2,1, b2,2, b2,3

. (3.10)
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Figure 3.3 – Illustration of the overlapped beam patterns adopted in the first (a) and
second (b) stages of the proposed algorithm when K = 3. By assuming that the possible
AoAs/AoDs are reduced to the sub-range [0, pi/3) in the first stage, this sub-range is divided
further into [0, pi/9), [pi/9, 2pi/9), and [2pi/9, pi/3), respectively, in the second stage.
We refer to the definitions in (3.10) as the beam pattern design matrices, with their
mth row denoting the beam pattern adopted in the mth measurement time slot,
where m = 1, ...,M . The efficient design of these beam patterns can lead to many
solutions. However, one desirable property is that the same signal energy quantity is
transmitted/received via each sub-range for all measurements, i.e., the energy of each
(3.9)-(3.10) column should have the same Euclidean norm. This provides the same
accuracy for each possible sub-range combination. Another desirable property is that
the transmit/receive beamforming gains of all measurement patterns are equal, i.e.,
the energy of each (3.9)-(3.10) row should be the same.
One possible way to make the beam pattern sub-range amplitudes in (3.7) follow
the aforementioned properties is to normalize B(M)T and B
(M)
R , in order to have unit
energy in each row and equal energy in each column. For the beam patterns in Fig.
3.3, we have b1,3 = b2,1 = 0, as beam patterns 1 and 2 do not cover, respectively, the
third and first sub-ranges. Due to the symmetry between the two beam patterns, we
also have b1,1 = b2,3 = β1 and b1,2 = b2,2 = β2, which leads to β1 = 1√3 and β2 =
√
2√
3 ,
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and the matrices in (3.9)-(3.10) become
B
(M)
T =

√
2√
3
1√
3 0√
2√
3
1√
3 0
0 1√3
√
2√
3
0 1√3
√
2√
3

, B
(M)
R =

√
2√
3
1√
3 0
0 1√3
√
2√
3√
2√
3
1√
3 0
0 1√3
√
2√
3

.
(3.11)
In order to observe the resultant amplitude gains (i.e., transceiver gain) over each of
the K2 = 9 sub-range combinations, we introduce another matrix, referred to as the
“generator” matrix. We define this as the row-wise Kronecker product between the
transmit beam pattern design matrix and the receive beam pattern design matrix,
such that
G(M) = B(M)T  B(M)R =

b1 ⊗ b1
b1 ⊗ b2
b2 ⊗ b1
b2 ⊗ b2

(3.12)
= 13

2
√
2 0
√
2 1 0 0 0 0
0
√
2 2 0 1
√
2 0 0 0
0 0 0
√
2 1 0 2
√
2 0
0 0 0 0 1
√
2 0
√
2 2

,
(3.13)
recalling that  and ⊗ represent the row-wise Kronecker and Kronecker product
operations, respectively. By denoting b(m,k
t)
T and b
(m,kr)
R as the entries on the ktth and
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krth columns on the mth rows in B(M)T and B
(M)
R , respectively, we can express the
dth column of G(M) as
G
(M)
d =

b
(1,kt)
T b
(1,kr)
R
...
b
(M,kt)
T b
(M,kr)
R
 (3.14)
where the relationship d = K(kt − 1) + kr is a result of Kronecker product operation.
The columns of the generator matrix describe the M = 4 received measurement
gains over each of the K2 = 9 sub-range combinations. For example, if a path were
present between the transmit sub-range kt = 3 and the receive sub-range kr = 1, the
measurement vector y would be expected to be a scalar multiple of column d = 7 of
G(M), expressed as G(M)7 . It is important to note that the sets of beam patterns used
in this chapter are not unique. We show later that their performance, in terms of PEE,
depends only on the Euclidean distance between each G(M) column, which directly
determines the probability that one column corresponding to a certain sub-range
will be mistaken for another. In the example set shown in (3.13), each column has
the same equal minimum Euclidean distance when compared with all other columns,
although some have more spatial neighbors at this minimum distance than others.
3.3.2 Beamforming Vector Design
To generate the beam patterns illustrated in Fig. 3.3(a) and described in (3.11), the
transmit and receive beamforming vectors should be designed as follows. Denoted by
fm and wm, respectively, the transmit beamforming vector and receive beamforming
vector correspond to the mth pair of beam patterns in B(M)T and B
(M)
R . We then
design the product of the transmit array response and transmit beamforming vector
3.3 Overlapped Beam Pattern Design 43
to have
uH()fm = Cb(m,k)T , if ∃ k ∈ {1, 2, ..., K},  ∈ Sk, (3.15)
and the product of the receiver array response and receive beamforming vector to have
uH()wm = Cb(m,k)R , if ∃ k ∈ {1, 2, ..., K},  ∈ Sk, (3.16)
where u() is defined in (3.3) and C is a scalar constant that ensures ||fm||2 =
||wm||2 = 1. Physically, C corresponds to the average directivity gain of each beam
pattern and is the same for all m = 1, · · · ,M , due to the normalization of the rows in
(3.11). Eqs. (3.15) and (3.16) can be expressed in matrix form as
UHfm =

Cb
(m,1)
T 1|S1|
...
Cb
(m,K)
T 1|SK |
 , z(m)T (3.17)
and
UHwm =

Cb
(m,1)
R 1|S1|
...
Cb
(m,K)
R 1|SK |
 , z(m)R (3.18)
where |S| denotes the cardinality of set S, and U =
[
u(0),u
(
pi
N
)
, · · · ,u
(
pi(N−1)
N
)]
is
a matrix whose columns describe the antenna array response at each angle. Therefore,
fm and wm can be designed as
fm = (UUH)−1Uz(m)T (3.19)
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and
wm = (UUH)−1Uz(m)R (3.20)
where (UUH)−1U is the pseudo inverse of U .
3.3.3 Channel Measurements
We now perform channel estimation in the first stage, using the previously designed
transmit and receive beamforming vectors {fm} and {wm}. In each time slot, the
beamforming vectors fm and wm are adopted to transmit/receive the pilot signal x.
If we substitute the channel in (3.2) into (3.5), we get
h(M)v = xN
L∑
l=1
αl

(aHr (φrl )w1)HaHt (φtl)f1
...
(aHr (φrl )wM)HaHt (φtl)fM
 . (3.21)
Without loss of generality, let us consider the case with AoD, φtl ∈ Sktl , and AoA,
φrl ∈ Skrl , where ktl and krl are, respectively, the transmit and receive sub-range indexes
of the lth propagation path. We recall (3.15)-(3.16) we write
uH(φtl)fm = Cb
(m,ktl )
T (3.22)
and
uH(φrl )wm = Cb
(m,krl )
R (3.23)
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which lead to
h(M)v = xNC2
L∑
l=1
αl

b
(1,ktl )
T b
(1,krl )
R
...
b
(M,ktl )
T b
(M,krl )
R
 . (3.24)
We can see from (3.14) that the vector term in (3.24) is the weighted sum of the
columns of G(M) i.e., the weighted sum of columns dl = K(ktl − 1) + krl , ∀ l = 1, ..., L,
in G(M). Therefore, we can express hv by the generator matrix as
h(M)v = xNC2G(M)vT (3.25)
where v is a 1×K2 sparse row vector that describes the channel gain at each of the
K2 sub-range combinations by
vdl = αl, ∀ l = 1, ..., L (3.26)
and zero otherwise. For example, with K = 3, a single path (i.e., L = 1) with
coefficient α1 exists on the first transmit sub-range (i.e., kt1 = 1), and the second
receive sub-range (i.e., kr1 = 2) leads to d1 = K(kt1 − 1) + kr1 = 2 and
v = {0, α1, 0, 0, 0, 0, 0, 0, 0}. (3.27)
Finally, by using (3.25), we can rewrite the received channel output vector defined in
(3.1), after M measurements, as
y(M) =
√
PNC2xG(M)vT + n(M). (3.28)
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3.3.4 Maximum Likelihood Detection of Angle Direction
We now require an efficient means of detecting v, given that a generator matrix
G(M) has been used to obtain the channel outputs in (3.28). Due to its optimal
detection properties, this subsection elaborates on how to implement a maximum
likelihood detection [57] method to extract AoD/AoA information from the received
measurements. We begin by considering the distribution of y(M). From (3.28), this
can be expressed as
y(M) ∼ CN (
√
PN2C4x E[G(M)vT ] + E[n(M)],
PN2C4||x||2 Cov[G(M)vT ] + Cov[n(M)]). (3.29)
Recall that n(M) ∼ CN (0, N0IM ), where IM is theM×M identity matrix. Also recall
that the pilot signal x has unit energy, namely ||x||2 = 1. For the signal component,
as each of the path coefficients αl has a zero mean, we can write E[G(M)vT ] = 0 and
Cov[G(M)vT ] = E[G(M)vT (G(M)vT )H ] (3.30)
= N2C4G(M)E[vTv](G(M))H . (3.31)
By defining a binary version of v, denoted by v¯, with elements defined by
v¯d =

1, if ||vd||2 > 0, ∀ d = 1, ..., K2 ;
0, otherwise
(3.32)
we can separate AoD/AoA information in v¯ from each of the path coefficient variances,
PR. As each path coefficient exhibits variance E[αlα∗l ] = PR, ∀ l, this then gives
E[vTv] = PRv¯T v¯. We can then rewrite the distribution of y(M) as
y(M) ∼ CN (0,Σv) (3.33)
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where
Σv = PN2C4PR G(M)v¯T v¯(G(M))H +N0IM . (3.34)
It is now evident that y(M) follows a zero mean, circularly symmetric complex Gaussian
(CSCG) distribution, with probability density function (PDF) defined as [58]
f(y(M)|v¯,G(M)) = 1
piMdet(Σv)
exp(−(y(M))HΣ−1v y(M)). (3.35)
Now let us find the conditional probability of v¯, given the receive measurement vector
y(M) and knowledge of G(M), denoted by p(v¯|y(M),G(M)). Define V as the set of all
possible binary channel realizations, such that v¯ ∈ V . We also define |V| to represent
the cardinality of this set. Following the principle of maximum likelihood detection,
and based on Bayes’ rule [59], we can express the probability of v¯ for all possible
v¯ ∈ V as
p(v¯|y(M),G(M)) = f(y
(M)|v¯,G(M))p(v¯)
p(y(M)|G(M)) (3.36)
where the term
p(y(M)|G(M)) = ∑
v¯∈V
f(y(M)|v¯,G(M))p(v¯) (3.37)
is independent of a particular channel realization. We assume that each channel
realization is equiprobable, so
p(v¯) = 1|V| , ∀ v¯ ∈ V . (3.38)
We then denote the probability that the dth element of v¯ has a path by p(v¯d =
1), ∀ d = 1, ..., K2. We can express this probability as the sum of all p(v¯|y(M),G(M))
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in (3.36), in which v¯d = 1 by
p(v¯d = 1|y(M),G(M)) =
∑
v¯ ∈ V
v¯d = 1
p(v¯|y(M),G(M)). (3.39)
Following the maximum likelihood approach, we then find the most likely sub-range
combination by
dˆ = argmax
d
[p(v¯d = 1|y(M),G(M))]. (3.40)
Finally, by finding the most likely transmitter and receiver sub-ranges through
kˆt =
⌈
dˆ
K
⌉
, kˆr = dˆ−K(kˆt − 1) (3.41)
we can reduce the ranges of possible AoD and AoA to, respectively, the kˆtth transmit
and kˆrth receive angular sub-ranges. Each of these two sub-ranges will be divided
further into other K sub-ranges for channel estimation in the next stage.
3.3.5 Multi-stage Generalization
In general, the proposed channel estimation algorithm works in a multi-stage manner
similar to that in [5], requiring S = dlogKNe stages. We show a high-level overview of
this process in Fig. 3.2. In the sth stage, we initially divide the possible AoA angular
space into K non-overlapped sub-ranges S(s)r,1 ,S(s)r,2 , . . . ,S(s)r,K and divide the possible
AoD angular space into S(s)t,1 ,S(s)t,2 , · · · ,S(s)t,K . Then, only M overlapped beam pattern
pairs are designed at the transmitter and receiver to cover these K sub-ranges. The
designed M beam patterns are characterized by M ×K beam pattern design matrices
B
(s,M)
T and B
(s,M)
R , which should be generated to maximize the minimum Euclidean
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Algorithm 3.1: Fast Channel Estimation (FCE) algorithm for mmWave channels
using overlapped beam patterns
1 Input : The transmitter and the receiver both know, N , K
2 and have B(s,M)T , B
(s,M)
R .
3 Initialization : Set initial sub-ranges, S(1)t,k ,S(1)r,k , ∀ k = 1, · · · ,K
4 for s ≤ S do
5 // Calculate:
6 {f (s)m } based on S(s)t,k , ∀ k = 1, · · · ,K and B(s,M)T
7 {w(s)m } based on S(s)r,k , ∀ k = 1, · · · ,K and B(s,M)R
8 for m = 1 to M do
9 Transmitter transmits using f (s)m
10 Receiver measures using w(s)m
11 end
12 // After M measurements:
13 y(s,M) =
√
Pxh
(s,M)
v + n(s,M)
14 dˆ(s) = argmax
d
[p(v¯d = 1|y(s,M),G(s,M))]
15 kˆ
(s)
t =
⌈
dˆ(s)
K
⌉
, kˆ
(s)
r = dˆ(s) −K(kˆ(s)t − 1)
16 // Refine sub-ranges based on kˆ(s)t and kˆ
(s)
r
17 S(s+1)t,k ,S(s+1)r,k , ∀ k = 1, · · · ,K.
18 end
19 Output : φˆt = piN
S∑
s=1
(kˆ(s)t − 1)KS−s, φˆr = piN
S∑
s=1
(kˆ(s)r − 1)KS−s
αˆ = PRrˆH(rˆPRrˆH +N0I|rˆ|)−1r
distance between the columns of the corresponding generator matrix G(s,M).
Given B(s,M)T and B
(s,M)
R , we can then generate both the transmit beamforming
vectors {f (s)m } and receive beamforming vectors {w(s)m }, respectively, in the same way
as in (3.19)-(3.20). For example, to generate f (s)m , the corresponding vector z
(m)
T in
(3.17), which is redefined as z(s,m)T for rigorousness, should be designed such that its
ith entry, denoted by [z(s,m)T ]i, ∀ i = 1, ..., N , satisfies
[z(s,m)T ]i=

Csb
(m,kt)
T , if piiN ∈ S(s)t,kt , ∃ kt ∈ {1, · · · , K};
0, if pii
N
/∈ S(s)t,kt , ∀ kt ∈ {1, · · · , K}
(3.42)
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where Cs is a scalar constant for the sth stage to guarantee that f (s)m satisfies ||f (s)m ||2 =
1. Physically, [z(s,m)T ]i describes the desired beam pattern amplitude at angle piiN when
f (s)m is used. Each receive beamforming vector w(s)m can be designed in the same way.
The channel output on the sth estimation stage can then be obtained after M
time slots by
y(s,M) =
√
Psxh
(s,M)
v + n(s,M) (3.43)
where
h(s,M)v =

(w(s)1 )HHf
(s)
1
(w(s)2 )HHf
(s)
2
...
(w(s)M )HHf
(s)
M

(3.44)
with Ps denoting the transmit power of the pilot signal in the sth stage. Similar to
that in [5], we prefer that all the stages have an equal probability of failure, thereby
indicating that we should allocate power among stages inversely proportional to the
beamforming gains of these beam patterns, i.e.
Ps =
PT
C4s
, ∀ s = 1, 2, · · · , S (3.45)
where PT is a constant. Similar to (3.40), we then find the most likely sub-range
combination of the sth stage by
dˆ(s) = argmax
d
[p(v¯d = 1|y(s,M),G(s,M))] (3.46)
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with the corresponding most likely transmitter and receiver sub-ranges given by
kˆ
(s)
t =
⌈
dˆ(s)
K
⌉
, kˆ(s)r = dˆ(s) −K(kˆ(s)t − 1). (3.47)
The selected sub-ranges, namely S(s)
t,kˆ
(s)
t
and S(s)
r,kˆ
(s)
r
, are then used for channel estimation
in the next stage. This process continues until the minimum angle resolution pi
N
is
reached, requiring S = dlogK(N)e stages. It is worth pointing out that although the
proposed algorithms are elaborated based on the estimation process of a single path,
their implementation in a multi-path scenario is actually feasible by following the
same procedure as in [5, Algorithm 2]. More specifically, multiple paths are estimated
sequentially, with the first path being estimated using the multi-stage algorithms
described above. Subsequent paths can then be found by returning to the first stage
and repeating the estimation. New paths can be revealed in these repeated procedures
by subtracting the expected contribution from paths that have already been estimated.
3.3.6 Estimating the Fading Coefficient
Once all estimation stages described in the previous subsection have been performed,
we estimate the identified path fading coefficient α. In [5], the value of α was estimated
based on measuring the final stage only. To improve estimation accuracy, we estimate
α by using all measurements in all stages of the algorithm. Denoted by r and rˆ,
respectively, the vector of all received measurements and the vector of their estimates
are
r =

y(1,M)
...
y(S,M)
 , rˆ =

x
√
P1NC
2
1G
(1,M)
dˆ(1)
...
x
√
PSNC
2
SG
(S,M)
dˆ(S)
 (3.48)
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whereG(s,M)i denotes the ith column ofG(s,M). Provided that the AoD/AoA estimation
is correct in each stage, we can write
r = rˆα +w, (3.49)
where w is the SM × 1 vector of corresponding noise terms. When the AoD/AoA
estimation is incorrect, the estimation of the fading coefficient is not important, as
there is a beam misalignment between the transmitter and the receiver. Following the
LMMSE principle [60], we can then estimate the fading coefficient α as
αˆ = PRrˆH(rˆPRrˆH +N0I|rˆ|)−1r (3.50)
where I|rˆ| is an |rˆ| × |rˆ| identity matrix. Now, we can formally describe the proposed
fast channel estimation algorithm using overlapped beam patterns in Algorithm 3.1.
Remark 1. It is evident that, compared with the channel estimation algorithm in [5]
with the same value of K, our proposed algorithm also requires S = dlogKNe stages,
albeit the number of measurement time slots required in each stage reduces to M
instead of K2. In general, this yields a K2
M
reduction in measurement time slots. For
the example of K = 3, discussed earlier with M = 4, a K2
M2 = 225% increase in the
estimation rate can be achieved.
3.4 Rate-Adaptive Channel Estimation Algorithm
The proposed channel estimation scheme explained in the previous section uses a
fixed G(s,M), whereby the detector is forced to make a decision after M measurements,
irrespective of what the computed probability p(v¯dˆ(s) = 1|y(s,M),G(s,M)) may be.
Leveraging the detection method developed in the previous section, we now propose a
novel RACE algorithm.
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To begin, we first introduce a target maximum PEE, denoted by Γ. After M
initial measurements have been completed in any given stage, the basic principle of
the RACE algorithm is to permit additional measurements whenever the most likely
sub-range combination probability does not satisfy p(v¯dˆ(s) = 1|y(s,M),G(s,M)) > (1−Γ).
To this end, the receiver will feed back the most likely transmit sub-range, kˆ(s)t , as
well as information indicating whether or not more measurements are required.
Note that the non-overlapped algorithm proposed in [5] also feeds back a sub-
range number to the transmitter, although in this case we include an additional bit,
corresponding to whether or not more measurements in this stage are required. This
feedback only requires dlog2(K) + 1e bits, which will be shown to be negligible at high
SNRs, as the average number of additional measurements required is close to zero.
If the specified probability threshold is not met after theMth measurement, instead
of further dividing sub-ranges corresponding to kˆ(s)t and kˆ(s)r at the transmitter and
the receiver, additional measurements are applied to the current stage. Since the
most likely sub-range combination has been determined based on the previous M
overlapped measurements, there is no motivation to measure on multiple sub-range
combinations in the new measurement. In other words, the best system strategy for
the subsequent measurement is to measure the most likely sub-range combination
only. It is also important to note, however, that the beam pattern combination used
in the new measurement will still be overlapped with previous measurements already
taken on this most likely sub-range combination. The beamforming vectors associated
with the new measurement are designed to correspond to a newly added row to each
of B(s,M)T and B
(s,M)
R yielding B
(s,M+1)
T and B
(s,M+1)
R , respectively. We define
−→
b Ki as
a 1×K sparse binary row vector with a single 1 in its ith entry — and 0 otherwise —
such that −→b Ki = [0i−1, 1,0K−i], where 0i is a 1× i all-zeros row vector. The updated
beam pattern design matrices B(s,M+1)T and B
(s,M+1)
R can then be expressed as
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Algorithm 3.2: Rate Adaptive Channel Estimation (RACE) algorithm for
mmWave channels
1 Input : The transmitter and receiver both know, N , K
2 and have B(s,M)T , B
(s,M)
R .
3 Initialization : Set initial sub-ranges, S(1)t,k ,S(1)r,k , ∀ k = 1, · · · ,K
4 for s ≤ S do
5 // Calculate:
6 {f (s)m } based on S(s)t,k , ∀ k = 1, · · · ,K and B(s,M)T
7 {w(s)m } based on S(s)r,k , ∀ k = 1, · · · ,K and B(s,M)R
8 for m = 1 to M do
9 Transmitter transmits using f (s)m
10 Receiver measures using w(s)m
11 end
12 // After M measurements:
13 y(s,M) =
√
Pxh
(s,M)
v + n(s,M)
14 dˆ(s) = argmax
d
[p(v¯d = 1|y(s,M),G(s,M))]
15 kˆ
(s)
t =
⌈
dˆ(s)
K
⌉
, kˆ
(s)
r = dˆ(s) −K(kˆ(s)t − 1)
16 // Carry out additional measurements, if required:
17 R = 0
18 while p(v¯dˆ(s) = 1|y(s,M+R),G(s,M+R)) < (1− Γ)
19 and (M +R < Mmax) do
20 R = R+ 1 // Increment re-measurement index Transmitter transmits with:
21 f
(s)
M+R based on S(s)t,k , ∀ k and
−→
b K
kˆ
(s)
t
22 Receiver measures with:
23 w
(s)
M+R based on S(s)r,k , ∀ k and
−→
b K
kˆ
(s)
r
24 Update:
25 dˆ(s) = argmax
d
[p(v¯d = 1|y(s,M+R),G(s,M+R))]
26 kˆ
(s)
t =
⌈
dˆ(s)
K
⌉
, kˆ
(s)
r = dˆ(s) −K(kˆ(s)t − 1)
27 end
28 // Refine sub-ranges based on kˆ(s)t and kˆ
(s)
r
29 S(s+1)t,k ,S(s+1)r,k , ∀ k = 1, · · · ,K.
30 end
31 Output : φˆt = piN
S∑
s=1
(kˆ(s)t − 1)KS−s, φˆr = piN
S∑
s=1
(kˆ(s)r − 1)KS−s
αˆ = PRrˆH(rˆPRrˆH +N0I|rˆ|)−1r
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B
(s,M+1)
T =
 B
(s,M)
T
−→
b K
kˆ
(s)
t
 , B(s,M+1)R =
 B(s,M)R−→
b K
kˆ
(s)
r
 . (3.51)
The (M + 1)th transmit and receive beamforming vectors can then be calculated from
the new row in these matrices and be used to measure the channel, thereby obtaining
y(s,M+1). The updated generator matrix corresponding to (3.51) can be described by
G(s,M+1) = B(s,M+1)T B(s,M+1)T =
 G(s,M)−→
b K
2
dˆ(s)
 . (3.52)
The estimation parameters can then be updated based on the updated G(s,M+1) and
y(s,M+1) and the ML detector developed in the previous section. We can generalize
this to G(s,M+R), where R = 0, 1, ... indexes the additional measurements.
The proposed RACE algorithm is described formally in Algorithm 3.2. As
illustrated by the algorithm’s description, this process then repeats until either the
threshold condition has been met (i.e., p(v¯dˆ = 1|y(s,M),G(s,M)) > (1 − Γ)) or a
maximum number of measurements, denoted byMmax, has been reached (i.e.,M+R =
Mmax). Under fading channel conditions, there always exists a non-zero probability
of an “outage” occurring when the path coefficient is close to zero. By imposing the
upper limit to the number of measurements, we reduce the time and energy expended
in this case. As the RACE algorithm is able to compute the probability of successful
estimation during the estimation process, it can minimize the number of measurements
required for successful estimation and therefore reduce any associated energy.
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3.5 Performance and Complexity Analysis
In this section, we focus on the performance analysis of the proposed algorithms when
a single path is present between the transmitter and the receiver. Specifically, we
derive two analytical expressions. The first is an expression for the PEE (i.e., an
incorrect estimation of the AoA or AoD), whereas the second expression is for the
minimum energy-to-noise ratio required by the RACE algorithm for a specified average
number of measurements, M +R.
3.5.1 Angle Estimation Error Probability
As the RACE algorithm seeks to achieve a fixed error rate by means of an adaptive
G(s,M+R), we first need to find the PEE for a fixed generator matrix, G(s,M+R), ∀ s =
1, ..., S. Note that this is also the case in Algorithm 3.1 with a fixed generator matrix,
G(s,M), ∀ s = 1, ..., S. We begin by defining the PEE in a given stage s, assuming all
previous stages have been correct, as
pEE|G(s,M+R),v¯(s) = p(v¯(s) 6= vˆ(s)) (3.53)
where the term p(v¯(s) 6= vˆ(s)) represents the probability that the estimated AoD/AoA
information vˆ(s) is not equal to the physical channel, in this case v¯(s).
If we treat the channel vector v¯(s) as information being encoded by the generator
matrix G(s,M+R), we can model this estimation error event as a maximum likelihood
decoding error. We can then say that v¯(s) 6= vˆ(s) occurs when the received measurement
vector y(s) = αx
√
PsN2C4sG
(s,M+R)(v¯(s))T + n(s) is incorrectly “decoded” to another
received measurement vector y′(s) = αx
√
PsN2C4sG
(s,M+R)v¯′T , ∀ v¯′ ∈ V and v¯′ 6= v¯(s).
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We then express the probability of this event as
p(v¯(s) 6= vˆ(s)) = ⋃
v¯′ ∈ V
v¯′ 6= v¯
p(y(s) → y′(s)). (3.54)
As the decoding approach used in this chapter is based on maximum likelihood, we can
calculate such an error probability from the Euclidean distance between the received
measurement sets. With reference to [61], we can then express the pairwise error
probability of this decoding error over a fading channel with coefficient α ∼ CN (0, PR)
as
p(y(s) → y′(s)) = 12
1−
√
γ¯2
γ¯2 + 2
, (3.55)
where
γ¯ =
√
PsC4sN
2PR
2N0
||G(s,M+R)(v¯(s) − v¯′)T ||. (3.56)
By substituting these terms into (3.53) and averaging over each v¯(s), we get
pEE|G(s,M+R) =
∑
v¯∈V
p(v¯)pEE|G(s,M+R),v¯(s) (3.57)
=
∑
v¯∈V
⋃
v¯′ ∈ V
v¯′ 6= v¯
p(v¯)
2
1−
√
γ¯2
γ¯2 + 2
. (3.58)
Expressing the exact probability of the union term in (3.58) is quite a difficult
undertaking, due to complicated boundaries between each column in G(s,M+R). This
is a direct result of the generator matrix not containing a full set of normalized
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(M +R)× 1 vectors; for example, (3.13) does not contain the scaled versions of the
vectors [0, 1, 1, 0]T , [1, 1, 0, 1]T , [1, 0, 1, 1]T , [1, 1, 1, 0]T , [0, 1, 1, 1]T , or [0, 0, 0, 0]T . This
is an inherent property of the generator matrix being constructed from two smaller
matrices B(s,M)T and B
(s,M)
R that do not contain the all-zero column vector. We can,
however, find an upper bound on (3.58) by replacing the union term with a summation
to get
pEE|G(s,M+R) <
∑
v¯∈V
∑
v¯′ ∈ V
v¯′ 6= v¯
p(v¯)
2
1−
√
γ¯2
γ¯2 + 2
. (3.59)
The resulting upper bound in (3.59) is found to be quite loose in most cases. Motivated
by this finding, we achieve a much tighter approximation by only considering v¯′, which
minimizes ||G(s,M+R)(v¯(s)− v¯′)T || (i.e., only by considering spatially adjacent columns
of G(s,M+R)). We define this minimum distance for each v¯(s) by
dmin(v¯(s)) = min
v¯′ ∈ V
v¯′ 6= v¯
||G(s,M+R)(v¯(s) − v¯′)T || (3.60)
and the set of vectors causing it as
Vmin(v¯(s)) =
{
argmin
v¯′ ∈ Vmin
v¯′ 6= v¯
||G(s,M+R)(v¯(s) − v¯′)T ||
}
. (3.61)
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We therefore approximate pEE|G(s,M+R) by
pEE|G(s,M+R) ≈
∑
v¯∈V
∑
v¯′ ∈ Vmin
v¯′ 6= v¯
p(v¯)
2
1−
√
γ¯2
γ¯2 + 2
. (3.62)
We also provide a greatly simplified lower bound for Algorithm 3.1 when R = 0, by
only considering a single one of these v¯′ causing minimum distance. Recall that the
generator matrix is designed such that all paths have the same minimum Euclidean
distance, which we define here as
√
Emin = dmin(v¯(s)), ∀ v¯(s). By assuming each
channel realization is equiprobable, this leads to
pEE|G(s,M) >
1
2
1−
√√√√ PsC4sN2PREmin
PsC4sN
2PREmin + 4N0
 (3.63)
Finally, we define the upper bound on probability of an error occurring in any of the
S stages as
pEE = 1−
S∏
s=1
(1− pEE|G(s,M+R)) (3.64)
<
S∑
s=1
pEE|G(s,M+R) (3.65)
<
S∑
s=1
∑
v¯∈V
∑
v¯′ ∈ V
v¯′ 6= v¯(s)
p(v¯)
2
1−
√
γ¯2
γ¯2 + 2
. (3.66)
In order to validate our analysis, Figs. 3.4 (a) and (b) compare the derived
analytical expressions with their corresponding Monte Carlo simulations for a single-
stage system and a three-stage system, respectively. As we can observe from Fig.
3.4(a), the approximation given in (3.62) is actually quite tight. Focusing on the
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three-stage system in Fig. 3.4(b), we see that the substitution of the approximation
in (3.62) into the upper bound (3.65) causes some disparity; however, it still provides
a tighter approximation than (3.66). A lower bound is not presented in Fig. 3.4(b),
as the use of (3.63) in the upper bound (3.65) would not be mathematically correct.
3.5.2 Minimum Energy Requirement for RACE
We now present an expression for the minimum signal energy-to-noise ratio required
by the RACE algorithm for an average number of measurements in a given stage.
From an information theory standpoint, we can describe the RACE algorithm as
the information process whereby a 1×K2 binary vector v¯(s) is encoded into M +R
symbols by the generator matrixG(s,M+R). This information transfer has an equivalent
modulation rate of C = K2/(M + R) information bits per measurement time slot
duration. The Shannon-Hartley theorem [11] states that the minimum received SNR
required for error-free detection at this rate is
ζr ≥ 2C − 1 = 2 K
2
M+R − 1 (3.67)
where, from (3.28), for a given v¯(s), G(s,M+R), and α, we know the average received
SNR can be expressed as
ζr =
||α||2PsC4sN2
N0
||G(s,M+R)(v¯(s))T ||2
(M +R) . (3.68)
Substituting (3.68) into (3.67) gives
||α||2PsC4sN2
N0
||G(s,M+R)(v¯(s))T ||2
(M +R) ≥ 2
K2
(M+R) − 1. (3.69)
By denoting the total energy used in stage s by Es = Ps(M + R), we can rewrite
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Figure 3.4 – Comparison of the estimation probability of estimation error (PEE) numerical
results and the derived analytical expression. Fig. (a) uses shows the PEE for a single-stage
system, whereas Fig. (b) shows a system with S = 3. Both systems use PR = 1 and are
compared to the total energy-per-noise ratio, calculated by ET = M
∑S
s=1 Ps. The legends
“Analytical Approximation,” “Lower Bound,” and “Upper Bound” in (a) refer to (3.62),
(3.63), and (3.59), respectively. In (b), “Analytical Approximation” refers to the substitution
of (3.62) into (3.65), whereas “Analytical Upper Bound” refers to the substitution of (3.59)
into (3.65).
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(3.69) as
Es
N0
≥ (M +R)
2(2
K2
(M+R) − 1)
||α||2C4sN2||G(s,M+R)(v¯(s))T ||2
. (3.70)
The expression in (3.70) gives a good insight into how to minimize the amount of
energy required for successful channel estimation. For example, one intuitive approach
to reducing the energy requirement is to maximize the term C4sN2||G(s,M+R)(v¯(s))T ||2,
which directly determines the amount of energy that arrives at the receiver. Further-
more, as we have a minimum number of M initial measurements that have been de-
signed such that they propagate non-zero energy over each sub-range combination (i.e.,
each column of G(s,M+R) has a non-zero norm), we ensure that ||G(s,M+R)(v¯(s))T ||2 >
0, ∀ v¯(s), which in turn guarantees that Es/N0 always takes on a finite value.
As G(s,M+R) is adaptive and based on feedback, it becomes quite difficult to
determine the exact energy requirement for various R > 0. However, if we let g(s,M+R)t
denote the tth row ofG(s,M+R), we can expand the term ||G(s,M+R)(v¯(s))T ||2 by splitting
it into the sum of received energy in each measurement time slot. Row/column energy
normalization, seen in the design of (3.11), leads to the generator matrix having
||G(s,M)(v¯(s))T ||2 = M
K2 ∀ v¯(s). Expanding this expression, we then get
||G(s,M+R)(v¯(s))T =
M+R∑
t=1
(
g
(s,M+R)
t (v¯(s))T
)2
= ||G(s,M)(v¯(s))T ||2 +
M+R∑
t=M+1
(
g
(s,M+R)
t (v¯(s))T
)2
= M
K2
+
M+R∑
t=M+1
(
g
(s,M+R)
t (v¯(s))T
)2
. (3.71)
Following the RACE algorithm, we can also deduce that the term g(s,M+R)t (v¯(s))T in
(3.71) results in either unit energy or no energy, depending on whether or not the most
likely sub-range combination from the previous measurement timeslot was correct. If
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we denote the probability of this information being incorrect as pEE|G(s,M+R−1) , we can
then write the average energy contribution from this term as
||G(s,M+R)(v¯(s))T ||2 = M
K2
+
R∑
R′=1
(1− pEE|G(s,M+R′−1)). (3.72)
Substituting (3.72) back into (3.70), we have
Es
N0
≥ (M +R)
2(2
K2
M+R − 1)
C4sN
2||α||2
[
M
K2 +
R∑
R′=1
(1− pEE|G(s,M+R′−1))
] . (3.73)
Unfortunately, the probability in (3.73) still depends on previous sub-range estimates
determined from the previous measurement, and it is thus difficult to obtain a
closed form. We can, however, consider a few extreme cases in which we assume
a fixed probability of correct feedback information; in other words, we use pFB =
1 − pEE|G(s,M+R−1) , ∀ R > 0. Finally, we can express the average minimum energy-
to-noise ratio required for successful channel estimation in a given stage and with a
certain number of measurements as being
Es
N0
≥ (M +R)
2(2
K2
M+R − 1)
C4sN
2||α||2
[
M
K2 +R× pFB
] . (3.74)
To validate this expression, Fig. 3.5 shows the average number of measurements
required to estimate the AoD/AoA information in a single stage for a range of different
signal energy-to-noise ratios. Here, we also plot (3.74) for two special cases. The first
is when pFB = 1, representing the best case scenario, in which the previous sub-range
estimate is always correct. The second is the worst case scenario, in which the previous
sub-range estimate is random (i.e., no feedback), thereby giving pFB = 1/K2.
As we can see from Fig. 3.5, (3.74) provides a bound for the best case scenario,
pFB = 1, and for the worst case scenario, pFB = 1/K2. To make the simulation
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Figure 3.5 – Comparison of the minimum number of measurements required for channel
estimation in a single stage, using the rate adaptive channel estimation (RACE) algorithm,
to the analytical expression in (3.74) with pFB = 1 and pFB = 1/K2. Here, we use N = 3,
K = 3, ||α|| = 1 and Mmax =∞.
results match the bounds, here we do not limit the number of measurements (i.e.,
Mmax = ∞). Although pFB = 1/K2 still gives a mathematical lower bound for the
energy requirement, the condition that pFB = 1/K2 describes a system that performs
far worse than the RACE algorithm. As such, we see the two lines intercept at a high
SNR. We can also observe from this figure that the RACE algorithm falls between
these two curves and converges to R = 0 at a high SNR. Finally, the asymptotic nature
of the results in Fig. 3.5 supports the need to set Mmax <<∞ so that measurements
do not continue indefinitely.
3.5.3 Discussion of System Performance Parameters
We end this section by briefly discussing performance parameter selection for the
proposed algorithms for a generalized mmWave MIMO system with Nt transmit
antenna and Nr receive antenna, each equipped with a limited number of RF chains,
3.5 Performance and Complexity Analysis 65
such that they can only transmit and receive with a single beam pattern.
a) Selection of a number of sub-ranges in each stage, K
In general, by using a smaller value of K, faster channel estimation can be achieved
with greater energy efficiency and more computationally efficient ML detection. The
main drawback of setting a smaller K lies in the wider beam patterns and the resultant
loss of directionality gain. However, from an energy efficiency point of view, this loss is
outweighed by the speed advantage. That is, although smaller values of K may require
an increased transmit power for each pilot measurement, it also reduces the total
number of measurements, and therefore leads to an overall reduction of transmit energy.
On the other hand, if a peak power constraint were imposed, more directionality may
be required in the early stages, which could be achieved by increasing K. Selection of
K may also depend on the number of antennas being equipped at each link end. For
example, it is generally accepted that a mmWave mobile link will have more antennas
at a BS than at each UE [14,62]. For such a general asymmetric system, it is possible
to use different Ks in each stage and at each transceiver end. This grants flexibility to
achieve the same number of estimation stages for each system, in which case it is only
important that the product of the Ks over all stages equates to antenna numbers. An
alternative approach is simply to use more stages at the BS than at the MS. In this
case, once the MS has reached its final stage before the transmitter, it can continue
its role in the estimation procedure by utilizing the already estimated AoA.
b) Selection of M and design of B(s,M)T and B
(s,M)
R
Given that K in each stage has been selected for an arbitrary antenna number N , we
now propose a method to find the optimal design of the beam pattern description
matrices B(s,M)T and B
(s,M)
R . To include the asymmetric case where K is different
at the transmitter and the receiver, we use KT and KR to denote the number of
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sub-ranges, respectively. We therefore find the optimal design of B(s,M)T and B
(s,M)
R
for an arbitrary KT , KR, and M based on the theoretical analysis of PEE conducted
in the previous sub-sections. With this result, we then show the performance trade-off
for selecting larger/smaller values of M .
From (3.53)-(3.56), we can see that minimizing the PEE is equivalent to maximizing
(3.56). We denote the optimal beam pattern description matrices by B(s,M)Topt and B
(s,M)
Ropt
at the transmitter and the receiver, respectively, and we thus have
{B(s,M)Topt ,B(s,M)Ropt } = argmax
BT ,BR
√
PsC4sN
2PR
2N0
||G(s,M)(v¯(s) − v¯′)T ||,
s.t., diag(BT (BT )H) = 1, diag(BR(BR)H) = 1,
diag((BT )HBT ) =
M
K
1, diag((BR)HBR) =
M
K
1 (3.75)
by recalling that G(s,M) = B(s,M)T  B(s,M)R and where 1 is an all-1 vector. The
constraints imposed on B(s,M)T and B
(s,M)
R in (3.75-3.77) correspond to the rows and
columns of those matrices with a constant norm. To avoid repetition, we do not list the
constraints under (3.76-3.77), albeit they still apply. Row and column normalization
are imposed, respectively, to
1. Keep a constant transmit power for each measurement of a given stage, which
can be achieved when the norms of all rows in B(s,M)T are the same i.e.,
diag(BT (BT )H) = 1. Similarly, to receive with unit gain, we also have
diag((BR)HBR) = MK 1.
2. Keep the total energy collected by different AoD/AoA sub-range combinations
across all the measurements the same. This ensures the fairness of estimation
success in all sub-range combinations, which can be achieved when the norms
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of all columns in B(s,M)T and B
(s,M)
R are the same, e.g., diag((BT )H)BT =
M
K
1, diag((BR)HBR) = MK 1.
Since the square root term is independent of B(s,M)T and B
(s,M)
R for a fixed KT and
KR, we can rewrite (3.75) as
{B(s,M)Topt ,B(s,M)Ropt } = argmax
BT ,BR
||G(s,M)(v¯(s) − v¯′)T ||. (3.76)
For channels with a single dominant path, the vectors v(s) and v′ only contain a
single non-zero element. More specifically, G(s,M)(v(s) − v′) can be simplified to the
subtraction of two columns of G(s,M). Since the channel estimation error is dominated
by the G(s,M) columns with the smallest Euclidean distance, we can then rewrite
(3.76) as
{B(s,M)Topt ,B(s,M)Ropt } = argmax
BT ,BR
[
min
i, j
i 6= j
||g(s,M)i − g(s,M)j ||
]
, (3.77)
by recalling that g(s,M)i represents the ith column of the matrix G(s,M). In order to find
a solution for B(s,M)Topt , B
(s,M)
Ropt , we then define B(M,K)b = {B(1)b ,B(2)b , · · · } as the set of all
possible M ×K binarized beam pattern description matrices. In order to approximate
the normalization constraints, we first normalize the columns of all matrices in this
set, followed by the normalization of the rows. We denote this normalized set by
B(M,K) = {B(1),B(2), · · · }. We can then carry out an oﬄine search within this set to
achieve the best solution B(s,M)Topt and B
(s,M)
Ropt , namely by comparing all combinatorial
pairs of B(s,M)T ∈ B(M,KT ),B(s,M)R ∈ B(M,KR). It should be noted that there might
be multiple solutions to the optimal beam pattern description matrices B(s,M)Topt and
B
(s,M)
Ropt , which simply have different column permutations but nevertheless result in
the same performance.
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Figure 3.6 – Average minimum distance between the columns of the optimized generator
matrix versus the number of measurements, M , for a range of different sized beam pattern
description matrices.
For larger M and K, the complexity of the above search-based approach can be
reduced further by constraining the set B(M,K)b . For example, to keep the directivity
gains similar in all beam patterns in each stage, we fix the number of non-zero sub-
ranges at the transmitter and the receiver to WT and WR, respectively. To impose this
constraint, we reduce B(M,K)b to the set of all M ×K binarized beam patterns that
have row weights of WT at the transmitter and WR at the receiver. Here, row weight
refers to the number of non-zero entries in each row of a matrix. For the example
beam patterns given in (3.13), we have a row weight of WR = WT = 2. In general,
transmitting/measuring on a greater number of sub-ranges in each measurement will
lead to a lower minimum number of measurements required for estimation, because
all sub-range combinations can be spanned in a fewer number of measurements. This
choice, however, will lead to less directional beam patterns—and therefore a loss of
directivity gain.
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By using the aforementioned approach, and by denoting KT and KR as the number
of sub-ranges at the transmitter and the receiver, respectively, Fig. 3.6 shows the
average minimum Euclidean distance between the columns of the generator matrix
versus M for a range of different KT and KR. Here, we constrain the row weights
at the transmitter as WT = KT − 1 and at the receiver as WR = KR − 1. We can
see from this figure that for a fixed KT and KR, adding additional measurements
can increase the spatial separation of the columns in the generator matrix. Based on
our analysis, this in turn decreases the probability that one path will be mistakenly
estimated as another, therefore improving overall estimation performance. On the
other hand, using a larger M will require a greater number of channel measurements
in each stage. If the FCE algorithm is used, we can increase the value of M to improve
estimation performance. If the RACE algorithm is employed, it is generally desirable
to set M relatively low, resulting in a fast estimation that is then confirmed, if needed,
by additional measurements. It is also notable that, when larger values of KT and
KR are employed with a similar M , the average minimum Euclidean distances are
found to be smaller, because these parameters correspond to the estimation of a larger
number of sub-range combinations in each stage. Although the energy required for
estimation in a single stage may need to be increased for a fixed PEE, the number of
overall stages would be fewer, due to the increased values of K.
c) Selection of Mmax and Γ
Finally, the selection of the maximum number of measurements per stage Mmax should
be based on any maximum timing constraints. Increasing Mmax will significantly
increase energy efficiency in medium to high SNR regimes, although the average
number of measurements per stage will still converge to M at high SNRs. We find
that, for a fading channel with Gaussian distributed channel coefficients, the selection
of Γ is not as important as Mmax, due to the non-zero probability of an outage
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condition. In general, increasing Γ will reduce the PEE by increasing the average
number of measurements and therefore expending more energy. In contrast, at high
SNR, increasing Mmax will allow more measurements to be carried out in the unlikely
event that it needs them. Therefore, the latter approach uses less average energy.
3.6 Numerical Results
We now provide some numerical examples to verify the performance of our proposed
algorithms. First, we evaluate the impact of the target PEE, Γ, on channel estimation
performance by comparing the results of the RACE algorithm over a simple single-
path AWGN channel with K = 3, M = 4, and N = 3 (i.e., a single stage). Here,
we use |α| = PR = 1 with varying Γ. To show the constant average PEE, we set
Mmax = 250 so that even at low SNR, the achieved PEE is unaffected by the number
of measurements saturating to its maximum. In addition, as the channel is AWGN,
there will also be no chance of a “deep fade,” where measurements may continue
indefinitely. From Figs. 3.7 (a) and (b), we can see that the RACE algorithm increases
the number of measurements in an attempt to hold the PEE below the target value.
We also see that the PEE achieved is normally lower than the target PEE, which is
largely because the target PEE is actually the highest allowable PEE, for which no
additional measurements are required. As such, the average PEE is the average of
many channel estimations with performance better than this target. Furthermore, in
some cases (particularly in mid-SNR where the numbers of measurements are low), a
single additional measurement on the correct sub-range will significantly increase the
PEE beyond the target PEE. We see that this effect diminishes at low SNRs where
the significance of additional measurements is not as great as that in medium to high
SNRs. That is, the average PEE is closer to the target PEE.
We now consider a mmWave system with N = 27 antennas at both the transmitter
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Figure 3.7 – (a) probability of estimation error (PEE) results of the rate adaptive channel
estimation (RACE) algorithm and (b) average number of measurements over a single path
additive white Gaussian noise (AWGN) channel with varying target PEE, Γ
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and the receiver. We use a single-path channel with a fading coefficient, α, assumed
to follow a complex Gaussian distribution with a zero mean and variance PR = 1.
We assume the corresponding AoD, φtl ∈ UN , and AoD, φtl ∈ UN , to follow a random
uniform distribution. We set K = 3 for both of our algorithms and the non-overlapped
multi-stage algorithm in [5], all requiring S = 3 stages. K2 = 9 measurements are
required in each stage of [5]; however, in our proposed algorithms, only M = 4 time
slots are involved in each stage of the FCE algorithm and a minimum of M = 4 for the
RACE algorithm. The performance of the RACE algorithm is shown for a number of
different values of maximum measurements, Mmax, and uses a target PEE of Γ = 10−2.
Power allocation among the S = 3 stages is applied to all algorithms as (3.45).
Fig. 3.8(a) shows the probability of an incorrect AoD/AoA estimate after the S
stages of estimation have been carried out, while Fig. 3.8(b) shows the average total
number of measurements required for the same estimation. The total energy required
in the overall channel estimation process is calculated by ET =
∑S
s=1 Ps(M +R). We
can see that, in order to achieve the same PEE as that in [5], the FCE algorithm
requires 2.5 dB more energy for a given noise power N0. However, the number of
required channel measurements is decreased by a factor of 2.25.
For the RACE algorithm, we can also see that with Mmax = 5, while still signif-
icantly faster than [5], it has an improved energy gain for a given PEE compared
to Mmax = 4, albeit still worse than in [5] by about 1 dB. When Mmax is increased
to Mmax = K2 = 9, we can observe from Fig. 3.8(a) that the required energy in
this case is around 2.5 dB better than in [5]. From Fig. 3.8(b), we see that when
Mmax = K2 = 9 is used, the RACE algorithm is always faster than [5] and, at a
medium to high SNR (i.e., ET/N0 > 25), the average number of channel measurements
converges to SM , namely using the proposed RACE algorithm with Mmax = K2
achieves a 2.25 factor reduction in channel measurements while also achieving an
energy gain of 2.5 dB for a given probability of error. Further increasing the maximum
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Figure 3.8 – Numerical performance results of the proposed algorithms compared to the non-
overlapped algorithm presented in [5] for (a) PEE and (b) average number of measurements
required for channel estimation.
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Figure 3.9 – Numerical performance results of the proposed algorithms compared to the
non-overlapped examples presented in [5] for estimating the fading coefficient α. Results are
shown for estimation, using just the final stage of estimation and for the the multi-stage
approach shown in 3.3.6. The average estimation error is expressed in dB as E[|α− αˆ|2].
number of measurements to Mmax = 2K2 = 18 (i.e., the algorithm at most requires
twice the measurements required of [5]), we see that the RACE algorithm achieves
an energy gain of 6 dB compared to [5] at a medium to high SNR while requiring an
average of 2.25 times fewer channel measurements. Furthermore, we can observe from
SNRs greater than 10.5 dB that the average numbers of measurements required in the
RACE algorithm are also fewer than those required by the algorithm in [5].
Fig. 3.9 shows the relative MSE in dB of the fading coefficient α, i.e., E[|α− αˆ|2].
As highlighted, the LMMSE estimator proposed in section 3.3.6 is compared to the
one only using measurements from the final stage of estimation. It is noteworthy
that the multi-stage LMMSE estimator improves the performance accuracy of the
fading coefficient estimation for all algorithms. In the low SNR range, we also see that
the proposed FCE algorithm has slightly worse estimation accuracy when compared
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Figure 3.10 – The performance comparison between the proposed algorithms with those
in [5] in terms of (a) probability of estimation error (PEE) and (b) average number of
measurements required for channel estimation for the case L = 2.
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to [5]. This is caused predominantly by the FCE algorithm having a worse PEE for
the same SNR. This performance loss diminishes at a mid to high SNR, due to the
inherent spread of energy over multiple sub-range combinations in the overlapped
beam pattern design. For example, in the event that the FCE algorithm selects an
incorrect angular range in the final stage, the next most likely sub-range will usually
still contain some information on α. Focusing on the medium SNR range, Fig. 3.9
also shows that the RACE algorithm with Mmax = K2 = 9 is able to estimate the
fading coefficient more accurately when compared to both the FCE algorithm and the
algorithm in [5], because thereafter the additional measurements are directed onto the
most likely propagation path. This, in turn, increases the final estimation accuracy
once AoD/AoA have been determined. As the average number of these additional
measurements converges to zero at a high SNR, this performance gain is lost at a
high SNR. Interestingly, at a high SNR, it is evident that all approaches converge to a
similar path coefficient MSE performance despite having different PEE. This is largely
because when each algorithm identifies an incorrect AoD/AoA, it is usually when the
channel is in a deep fade. As a result, mis-estimating the path coefficient in this case
has little effect on the overall MSE of the channel fading coefficient. As such, PEE is
really a better performance metric for beam misalignment.
We now test the performance of the proposed algorithms under multipath scenarios.
Similarly, in line with [5], we simulate the cases with L = 2 paths, shown in Fig.
3.10 (a) and (b), respectively, and with L = 3 paths, shown in Fig. 3.11 (a) and
(b), respectively. In these figures, the most immediate observation is that the FCE
algorithm reaches an error floor at a high SNR, mainly because of the non-zero
probability of two or more paths having similar magnitudes and being in both of
the non-overlapped sub-ranges. In this scenario, the received measurement vector is
similar to one very strong path in the overlapped region, which is the main motivation
for the RACE algorithm, as it permits an additional measurement to confirm the true
sub-range combination corresponding to one of the propagation paths. As observed in
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Figure 3.11 – Performance comparison between the proposed algorithms with those in [5] in
terms of (a) probability of estimation error (PEE) and (b) average number of measurements
required for channel estimation in L = 3.
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these two figures, the RACE algorithm is able to adapt seamlessly to this scenario and
still yield up to a 5 dB gain compared to [5] and converge on being almost 2.25 times
faster on average. It is worth noting that this time advantage is only possible with
the initial overlapped beam pattern design of the FCE algorithm. That is, the RACE
algorithm still needs the initial beam pattern design of FCE to be faster than [5].
Finally, similarly to [5], we can also see that the performance of RACE increases
slightly as the number of paths increases from L = 1 to L = 3, which is understandable,
since the chance of detecting one multiple path is greater than the chance of detecting
a single one.
Chapter 4
Multi-user: Simultaneous
Estimation With Iterative
Fountain Training
This chapter is concerned with the channel estimation problem in multi-user mmWave
wireless systems fitted with large antenna arrays. We develop a novel SWIFT framework,
in which multiple users estimate their channels at the same time and the required number
of channel measurements is adapted to various channel conditions of different users. To
achieve this, we represent the beam direction estimation process by a graph, referred to
as the beam-on-graph, and associate the channel estimation process with a code-on-graph
decoding problem. Specifically, the BS and each user measure the channel with a series of
random combinations of transmit/receive beamforming vectors until the channel estimate
converges. As the proposed SWIFT framework does not adapt the BS’s beams to any single
user, we are able to estimate all user channels simultaneously. Simulation results show that
SWIFT can significantly outperform the existing random beamforming-based approaches,
which use a predetermined number of measurements, over a wide range of SNRs and channel
coherence times. Furthermore, by utilizing the users’ order in terms of completing their
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channel estimation, our SWIFT framework can infer the sequence of the users’ channel
quality and perform effective user scheduling to achieve superior performance.
4.1 Introduction
In conventional low-bandwidth microwave MIMO systems, fully digital hardware with
an RF chain associated with each antenna is able to implement digital control/sampling
of the phase and amplitude of the baseband signal from each antenna. However, in
mmWave communication systems with large antenna arrays, equipping every antenna
with an individual RF chain, along with high-frequency ADC and DAC, would incur
high hardware costs, complexity and power consumption, particularly in the context of
consumer electronics. Fortunately, due to the limited number of propagation paths in
the mmWave links, it has been widely recognized that a fully digitalized system (i.e., a
dedicated RF chain for each antenna) is not necessary [5]. Instead, networks of phase
shifters can be used to adjust the phase of the transmitted or received signal on each
antenna to realize transmit or receive beamforming. The input/output of each group
of phase shifters is then tied to a common RF chain. Although this set-up reduces
hardware costs and complexity, it restricts the system to the use of RF beamforming
and can thus only send or receive signals with a single beamforming vector (i.e., a
set of phase shifts) for each RF chain. To simplify hardware requirements further,
the phase shifts are often limited to a quantized set of values [5, 47], resulting in
only a finite number of possible beamforming directions. Some recent work has even
considered reducing hardware complexity further by using one-bit ADCs [36].
Adhering to these constraints, and leveraging the sparse characteristic of mmWave
geometric channels, previous work has focused on “divide and conquer-”type multi-
stage algorithms to estimate mmWave channels [5, 48,63,64]. These algorithms are
essentially path-finding schemes, which divide the process of finding each propagation
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Figure 4.1 – An example of multi-user millimeter wave (mmWave) cellular systems.
path into multiple stages. In each subsequent stage, as the user feeds back information
to the BS, the estimated angular range is refined so that narrower beam patterns can be
used in each following set of channel measurements. These multi-stage approaches have
been shown to work efficiently for point-to-point mmWave communications [5,48,63,64].
However, by adapting the BS beam patterns to a specific user, these approaches are
inherently limited to estimating only a small number of users in each channel estimation
process. As a result, for multi-user scenarios, these types of approaches may not be
practical, as they require a training overhead that scales linearly with the number of
users [65].
Different from these multi-stage adaptive channel estimation algorithms, random
beamforming-based approaches are able to carry out simultaneous channel estimation
for multiple users. Compressed sensing-based channel estimation approaches using
random beam-directions have been explored in [65–69] and generally perform a
predetermined number of random channel measurements before the channel estimation
decision is made. However, selecting a fixed number of channel measurements may
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not work well for all users and channel realizations, and it can thus lead to inferior
system performance. For example, in a channel realization resulting in high SNR,
the channel estimation may not require as many measurements as it would at a low
SNR. This phenomenon for a multi-user scenario has been discovered in [65], wherein
different numbers of measurements are required for users with different lengths of
coherence time and SNRs. However, in reality, multi-user scenarios such as that in
Fig. 4.1 can include users with a distinct SNRs, as they may have different channel
characteristics to the BS. As such, it may not be feasible to achieve an optimal channel
training duration that is commonly suitable for all users by adopting a fixed number
of measurements.
In digital communication systems, adapting the mmWave channel training duration
is analogous to adapting the transmission rate of communication systems to real-
time unknown channel conditions. That is, we seek to adapt the number of channel
estimation measurements without any prior knowledge of various channel realizations of
multiple users. The conventional rate adaptation problem has led to the development
of a powerful rateless coding family known as “fountain codes.” Inspired by the
principle of Analog Fountain Code (AFC) [70], in this chapter we develop a novel
SWIFT framework for the channel estimation of multi-user mmWave MIMO systems.
In SWIFT, the training duration required for estimating the multi-user channels is
increased adaptively until a predetermined stopping criterion has been met by each
user.
In this chapter, we represent the random beamforming process by a graph, called
a “beam-on-graph,” and match this to a “code-on-graph.” Specifically, we propose a
fountain code-like channel estimation approach, in which the BS keeps transmitting
pilot signals in random beam directions for an indefinite period, essentially “encoding”
random pieces of the virtual channel information in each measurement. At the same
time, all users within the BS coverage keep “listening” for these pilot signals by
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receiving them with random beam directions. After each measurement, each user
estimates its channel based on the pilot signals it has collected, and then compares
it to the previous estimate. If the estimate is similar to the previous estimate (i.e.,
the estimate has converged), the user regards its channel estimation procedure as
complete. The user then feeds back the indexes of the BS beamforming vectors to be
adopted for its data communication.
4.2 System Model
Consider a multi-user mmWave MIMO system comprising a BS with NBS antennas
and U sets of UE, each with NUE antennas. We consider that the BS and UE are
equipped with a limited number of RF chains, denoted by RBS and RUE, respectively.
To estimate the downlink channel matrix, the BS broadcasts a sequence of beamformed
pilot signals to all UE at the same time. Denoted by fi, the NBS × 1 transmitting
beamforming vector is adopted by the ith RF chain at the BS. Similarly, denoted by
w
(u)
j , the NUE × 1 receiving beamforming vector is adopted by the jth RF chain of
the uth user.
Here, we consider the beamforming vectors at each link end as being limited to
networks of RF phase shifters [5], as shown in Fig. 4.2. As such, all elements of fi and
w
(u)
i have a constant modulus and unit norm such that ||fi|| = 1,∀ i = 1, · · · , RBS,
and ||w(u)j || = 1, ∀ j = 1, · · · , RUE, u = 1, · · · , U . We further assume that due to
hardware constraints, each phase phase shifter (i.e., the entries of fi and w(u)j ) is
digitally controlled and can only use quantized values from a predetermined set given
by:
{
1√
N
exp(jqk)
}
,∀k = 1, · · · , N, (4.1)
where qk = pi − 2pi(k − 1)/N and N ∈ {NBS, NUE} is the number of antennas in the
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Figure 4.2 – System model of the considered multi-user mmWave multiple-input multiple-
output (MIMO) system.
array. That is, each BS (UE) phase shifter can only use one of NBS (NUE) uniformly
spaced points around the unit circle, respectively, and can therefore be digitally
controlled by dlog2Ne bits.
Let F = [f1,f2, · · · ,fRBS ] denote the NBS × RBS BS beamforming matrix, with
columns representing the RBS RF beamforming vectors. The corresponding NBS × 1
BS transmit signal can be represented as:
x =
√
P
RBS
Fs, (4.2)
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where P is the total transmit power of the BS and s is the RBS × 1 vector of
transmit pilot symbols corresponding to RBS numbers of beamforming vectors with
E[ssH ] = IRBS . We adopt a widely used block-fading channel model, so the signal
observed by the uth user can be expressed as [65]:
r(u) = H(u)x+ q(u) =
√
P
RBS
H(u)Fs+ q(u), (4.3)
where H(u) denotes the NUE ×NBS MIMO channel matrix between the BS and the
uth user, and q(u) is an NUE × 1 complex AWGN vector for the uth user following
distribution CN (0, N0INUE).
Each user processes the received pilot signals with each of the RUE RF chains. By
denoting W (u) = [w(u)1 ,w
(u)
2 , · · · ,w(u)RUE ] as the NUE × RUE combining matrix at the
uth user, we express the RUE × 1 vector of the uth user’s received signals as:
y(u) = (W (u))HH(u)x+ n(u) (4.4)
where, since ||w(u)j ||2 = 1, ∀ j, the vector n(u) = (W (u))Hq(u) follows the distribution
n(u) ∼ CN (0, N0(W (u))HW (u)).
We follow [40] and adopt a two-dimensional (2D) sparse geometric-based channel
model. Specifically, we consider that there are L(u) paths between the BS and the uth
user, with the uth user’s lth path having AoD, φ(u)l , and AoA, θ
(u)
l , with l = 1, ..., L(u).
We further consider these AoD/AoA to be distributed uniformly on the range [0, 2pi).,
in which case the corresponding channel matrix can be expressed in terms of physical
propagation path parameters as:
H(u) =
√
NBSNUE
L(u)∑
l=1
α
(u)
l aUE(θ
(u)
l )(aBS(φ
(u)
l ))H (4.5)
where α(u)l ∼ CN (0, σ(u)R ) is the channel fading coefficient of the lth propagation path
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of the uth user, and aBS(θ(u)l ) and aUE(φ
(u)
l ) denote the BS and UE spatial signatures of
the lth path, respectively. For the purpose of exploration, we consider that the BS and
each UE are equipped with ULA. However, it is worth pointing out that the developed
scheme can be extended easily to other antenna structures. Using ULAs, we can define
aBS(φ(u)l ) = u(φ
(u)
l , NBS) and aUE(θ
(u)
l ) = u(θ
(u)
l , NUE), respectively, whereby:
u(,N) , 1√
N
[1, ej
2pidcos()
λ , · · · , ej 2pid(N−1)cos()λ ]T . (4.6)
In (4.6), N ∈ {NBS, NUE} is the number of antenna elements in the array, λ denotes
the signal wavelength, and d denotes the spacing between antenna elements. With
half-wavelength spacing, the distance between antenna elements satisfies d = λ/2.
Following the practical measurements from [38], we model the number of paths L(u)
as a Poisson random variable with the expected value E[L(u)]. The probability that
there are L paths between the BS and the uth user is then given by:
Pr(L(u) = L) = (E[L
(u)])L
L! exp(−E[L
(u)]). (4.7)
To estimate channel information, we use beamforming vectors at each link end,
selected from a predetermined set of candidate beamforming vectors. We define the
candidate beamforming matrices as Fc andWc, whose columns comprise all candidate
beamforming vectors at the BS and UE, respectively. For the ease of practical
implementation, we consider the candidate beams to be the set of all possible orthogonal
beamforming vectors that may be used later for data communication, subject to
quantized phase-shifting constraints1. Following (4.1), this leads to NBS transmitting
candidate beams and NUE receiving candidate beams. The NUE ×NBS matrix formed
by the product of the MIMO channel and these two candidate beamforming matrices
1Although we use the hardware-limited set of beamforming vectors for ULA, the framework
developed in this chapter can be used to estimate the channel gains between any set of orthogonal
candidate beamforming vectors for arbitrary antenna arrays.
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are commonly referred to as the “virtual channel matrix” [5], given by:
H(u)v =
1√
NBSNUE
(Wc)HH(u)Fc. (4.8)
We therefore aim to estimate this matrix so that beam pairs that result in strong
channel gains can be selected for data communication. The key challenge here is
establishing how to design a sequence of beamforming vectors in such a way that the
channel parameters can be quickly and accurately estimated, leaving more time for
data communication and thus achieving a higher throughput. We assume a block
channel fading model with each channel realization following (4.5)-(4.7) and having a
coherence time of Tc symbols. As coherence time is usually quite low for the mmWave
frequencies (e.g., in the order of hundreds of symbols [65]), the channel estimation
time needs to be kept as short as possible, in order to leave more time for ensuing
data communication, as illustrated in Fig. 4.3. Motivated by the fact that different
users may operate in different SNR regions, in the next section we develop a fountain
code-inspired channel estimation algorithm for the considered multi-user mmWave
system, which is able to adapt the number of channel estimation pilot symbols to
various channel conditions of different users.
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4.3 The SWIFT Framework
In this section, we first design a set of candidate beamforming vectors to be used in
our proposed channel estimation algorithm. We then formulate the channel estimation
process as a CS problem and apply a sparse estimation approach to recover virtual
channel information. Finally, by leveraging the introduced beam design and channel
information recovery scheme, we elaborate the proposed SWIFT framework.
4.3.1 Candidate Beamforming Vectors
We now design two sets of candidate beamforming vectors to span the full angular
range, using quantized phase shifters for the BS and UE, respectively. We express the
BS candidate beamforming matrix defined in (4.8) as Fc = [fc(1), ...,fc(NBS)] and the
UE candidate beamforming matrix as Wc = [wc(1), ...,wc(NUE)].
Next, we define a set of candidate beam steering angles as ¯n,∀ n = 1, · · · , N with
N ∈ {NBS, NUE}, where each corresponding beam steering vector can be expressed as
u(¯n, N), as defined in (4.6). Following [71], in order to satisfy the quantized phase
shifter constraint, we require each beam steering vector to be made up of only elements
from the set in (4.1). Recalling that d = λ/2, by comparing the entries in (4.6) with
the set of quantized phase shifts qk = pi − 2pi(k − 1)/N , ∀k = 1, · · · , N , we can see
that each steering angle ¯n must satisfy:
exp
(
jpi(m− 1)cos(¯n)
)
∈ {exp(jqk)}, ∀m,n = 1, · · · , N. (4.9)
By considering that the term pi(m − 1) in (4.9) only contributes effective phase
shifts of either 0 or pi, the quantized phase shifter constraint can be satisfied when
¯n = cos−1(qn/pi). Using this result, the nth BS candidate beamforming vector can
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Figure 4.4 – Example set of candidate beamforming vectors at (a) the base station (BS)
with NBS = 16 and (b) the user equipment (UE) with NUE = 8. Due to the symmetry of
uniform linear array (ULA), beam patterns are reflected upon the range 0 to 180 degrees.
In both (a) and (b), the first candidate beam can be seen at zero degrees, with increasing
numbered candidate beams observed in the anti-clockwise direction to 180 degrees.
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then be described by:
fc(n) = u(¯n, NBS) = u
(
cos−1
(
1− 2(n− 1)
NBS
)
, NBS
)
,∀n = 1, · · · , NBS (4.10)
and the nth UE candidate beamforming vector can be written as:
wc(n) = u(¯n, NUE) = u
(
cos−1
(
1− 2(n− 1)
NUE
)
, NUE
)
,∀n = 1, · · · , NUE. (4.11)
As the quantized phase shifts are selected from a set of equally spaced points around the
unit circle, the columns in both candidate beamforming matrices form an orthogonal set
and therefore satisfy the properties FcFHc = FHc Fc = INBS and WcWHc = WHc Wc =
INUE . That is, Fc and its conjugate transpose FHc are each equal to their own inverse.
As a result, for any set of UE beamforming vectors W (u) formed from the columns of
Wc, the corresponding noise distribution in (4.4), i.e., n(u) ∼ CN (0, N0(W (u))HW (u)),
becomes independent and identically distributed AWGN.
We illustrate an example set of candidate beamforming vectors for a scenario with
NBS = 16 and NUE = 8 in Fig. 4.4. From (4.11), the UE candidate beamforming
matrix corresponding to Fig. 4.4 (b) can be expressed as follows:
Wc = [wc(1), ...,wc(8)] =
1√
8
exp

j2pi
8

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. (4.12)
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Figure 4.5 – Example graph-based model of how each channel measurement comprises
random beam selections at the base station (BS) and each user. Solid black circles represent
candidate beams at the BS and user equipment (UE), while squares represent the increasing
sequence of channel measurements.
In the proposed SWIFT framework, we transmit and receive with random com-
binations of these candidate beamforming vectors, in order to estimate multiple UE
channels at the same time. We illustrate a graph-based model of how beams are
selected in each measurement time slot in Fig. 4.5. For simplicity, the graph shows
an example for the case that the BS selects two transmit candidate beams in each
measurement time slot and each user selects just one receive candidate beam.
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4.3.2 Measurements: Probabilistic Beam Selection
We now can carry out channel measurements by adopting a sequence of randomly
selected candidate beamforming vectors at both the BS and the UE. Specifically, in
the mth measurement time slot, we propose to form Fm by randomly selecting RBS
transmit candidate beamforming vectors from Fc i.e., the BS candidate beamforming
matrix.2 Here, to introduce the core idea of SWIFT, we utilize all RF chains in each
channel measurement, Fc. Similarly, to formW (u)m at the uth user, we randomly select
RUE receive candidate beamforming vectors from Wc. Following (4.4), we can then
express the uth user’s received signal in the mth measurement time slot as a RUE × 1
vector, given by:
y(u)m =
√
P
RBS
(W (u)m )HH(u)Fmsm + n(u)m . (4.13)
We first consider the simple case where equal probabilities of various candidate beams
are used, following which the probability that the nth candidate vector fc(n) is
included in Fm at the BS becomes:
Pr(fc(n) ∈ Fm) = RBS
NBS
,∀n = 1, ..., NBS (4.14)
and the probability that the nth candidate vector wc(n) is included in W (u)m at the
UE becomes:
Pr(wc(n) ∈W (u)m ) =
RUE
NUE
,∀n = 1, ..., NUE. (4.15)
In all cases, we assume that the BS uses a pseudo-random number generator for the
random beam selection process in each measurement and that this process can be
predicted by each user, i.e., each UE knows which random beam selection the BS
2Alternatively, a random number of beams may be employed in each measurement time slot,
similar to concepts of the weight set and degree distribution in AFC [70]
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has made. In practice, this may require the BS to broadcast its pseudo-random seed
before the first channel measurement of each new estimation process. Due to the low
data requirement of this broadcast, the seed could be transmitted through a feedback
channel while incurring very few overheads.
In this section, we consider the equal probability beam selection as described in
(4.14) and (4.15) and modify the probabilities later in Section 4.4 to improve further
channel estimation performance. Fig. 4.5 illustrates an example of a random beam
selection process. As observed in the first measurement, the BS has selected both
the first candidate beamforming vector fc(1) and the third candidate beamforming
vector fc(3). In the same measurement, user 1 has selected the first UE candidate
beamforming vector wc(1), while user U has selected wc(3). We conclude this sub-
section by expressing the sequence of all measurements up to the mth one collected at
the uth user by a mRUE × 1 vector, given by:
y(u,m) =

y
(u)
1
...
y(u)m
 =
√
P
RBS

(W (u)1 )HH(u)F1s1
...
(W (u)m )HH(u)Fmsm
+

n
(u)
1
...
n(u)m
 . (4.16)
4.3.3 Sparse Estimation Problem Formulation
In order to recover virtual channel information using CS techniques, we require a
standard-form expression [8], y(u,m) = AgA(u,m)v(u) + n(u,m), where A(u,m) is an
mRUE ×NBSNUE sensing matrix, Ag is a scalar constant, and v(u) = vec(H(u)v ) is the
NBSNUE × 1 vectorized virtual channel matrix that needs to be detected.
To achieve a standard-form expression, we first rearrange (4.8) by multiplying
it by the left-hand pseudo inverse of WHc and the right-hand pseudo inverse of Fc,
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respectively. We then have:
√
NBSNUEWc(WHc Wc)−1H(u)v (FHc Fc)−1FHc = (4.17)
Wc(WHc Wc)−1(Wc)HH(u)Fc(FHc Fc)−1FHc
which, after algebraic manipulation, becomes:
H(u) =
√
NBSNUEWcH
(u)
v F
H
c (4.18)
where the simplification follows the fact that Wc and Fc are matrices with orthogonal
columns leading to WHc Wc = INUE and FHc Fc = INBS . We can then substitute (4.18)
into (4.13) to give
y(u)m =
√
PNBSNUE
RBS
(W (u)m )HWcH(u)v FHc Fmsm + n(u)m . (4.19)
By noticing that y(u)m is already a vector, we can then apply the property vec(ABC) =
(CT ⊗A)vec(B) to rewrite (4.19) as:
y(u)m =
√
PNBSNUE
RBS
(
(FHc Fmsm)T⊗(W (u)m )HWc
)
vec(H(u)v ) + n(u)m (4.20)
=AgA(u)m vec(Hv) + n(u)m (4.21)
where Ag =
√
PNBSNUE/RBS and A(u)m = (sTmF TmF ∗c ) ⊗ ((W (u)m )HWc) is the RUE ×
NBSNUE sensing matrix for the mth measurement. Finally, by substituting (4.21) into
(4.16), we get:
y(u,m) = Ag

A
(u)
1
...
A(u)m
 vec(H(u)v ) +

n
(u)
1
...
n(u)m
 (4.22)
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= AgA(u,m)v(u) + n(u,m). (4.23)
To complete the problem formulation, we now describe the statistics of each of the
unknown terms in (4.23). In particular, we first focus on the virtual channel vector
v(u). Although the AoD/AoA can be distributed in practice on the continuous ranges
[0, 2pi), to make the CS technique applicable, for channel recovery we consider the
case that the AoD/AoA are quantized to those steering directions of the candidate
beams given in (4.10)-(4.11). Physically, this is the case when the AoD/AoA are
perfectly aligned with each pair of candidate beams, such that each propagation path
is measured by only one beam. In this case, recalling α(u)l ∼ CN (0, σ(u)R ), channel
sparsity can be characterized by a Bernoulli Gaussian (BG) distribution, in which the
ith entry of the vectorized virtual channel matrix v(u) follows [72]:
v
(u)
i ∼

0, with probability 1− ρ(u)
CN (0, σ(u)R ) with probability ρ(u)
(4.24)
for all i = 1, · · · , NBSNUE, and ρ(u) = E[L(u)]/(NBSNUE) characterizes the degree of
channel sparsity for the u-th user.
We now turn our attention to the noise term n(u,m) in (4.23). Recall from (4.4)
that noise values, after being received along with the set of beamforming vectors,
follow distribution CN (0, N0(W (u))HW (u)). As the adopted UE candidate beams are
all mutually orthogonal to each other, the distribution of the ith element of n(u,m)
can then be simplified to
n
(u,m)
i ∼ CN (0, N0) (4.25)
for all i = 1, · · · ,mRUE.
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Since the channel estimation problem has now been formulated as a CS problem,
the beam-selection graph in Fig. 4.5 can be transformed to a bipartite graph, as shown
in Fig. 4.6. The variable nodes and check nodes shown on the left side and right side
of Fig. 4.6 represent virtual channel gains and measurement vectors, respectively. The
links between the nodes depict the random beam selection characterized by the sensing
matrix A(u,m). Fig. 4.6 therefore elaborates on the physical relationship between
the measurements and the channel, which can be expressed as y(u,m) = AgA(u,m)v(u).
For example, it is illustrated in Fig. 4.6 that the first measurement is generated by
adopting the combinations fc(1) with wc(1) and fc(2) with wc(1). More generally,
the candidate beam pairs fc(i) and wc(j) link to the virtual channel vector index
v
(u)
(i−1)NUE+j, and each new measurement creates an additional check node on the right
side, linking together more variable nodes. Similar bipartite graphs can be seen
in the design of AFC [70]. Such a graph representation of the channel estimation
process enables us to apply the mature code-on-graph theory to tackle the challenging
channel estimation problem and apply powerful message passing decoding algorithms
for channel information recovery in the following sub-section.
4.3.4 UE Virtual Channel Recovery Using GAMP
We now need a method to estimate efficiently virtual channel information in v(u),
based on the measurements y(u,m) at each user. A maximum likelihood solution to
our estimation problem can take the form of the following
vˆ(u,m) = argmax
v
[p(y(u,m)|v)]. (4.26)
where vˆ(u,m) is the uth user’s estimate of the virtual channel vector, based on all
measurements obtained after m time slots. Unfortunately, the general ML estimator
does not consider the sparsity of v(u). It has been shown in [73] that the Least Absolute
4.3 The SWIFT Framework 97
),( muA ),( muy)(uv
1
)(
1
u
NBS
v 
)(
2
uv
)(
1
uv
)(
2
u
NBS
v 
)(u
NN UEBS
v
)(u
NBS
v
UEmR
)1(&)1( cc wf
)1(
&)2(
c
c
w
f
)2(
&)1(
c
c w
f
)
(
&)1
(
UE
c
c
N
w
f
)1(
&)1(
c
c w
f
)1(
&)3(
c
c
w
f )2(
&)2(
c
c
w
f
)(&)( U
Ec
BSc
NwNf
)(
12
u
NBS
v 
)1(
&)3(
c
c
w
f
)1(&)2( cc wf
Virtual Channel Vector Beam Combinations Measurement Vector
2
3
4
Figure 4.6 – Example graph-based model after formulating the compressed sensing (CS)
problem.
Shrinkage and Selection Operator (LASSO) outperforms ML in sparse estimation
by leveraging inherent sparsity. From a probabilistic view, the LASSO estimator is
equivalent to the ML one under the assumption that entries of the estimated vector
follow a Laplace distribution [74]. When it comes to our channel estimation problem,
the LASSO estimator will solve the following problem
vˆ(u,m) = argmin
v
[
||y(u) − AgA(u,m)v||22 + γ||v||1
]
(4.27)
where ||y(u)−AgA(u,m)v||22 is the data-promoting term employed to ensure the estimate
fits the observations, ||v||1 is the sparsity-promoting term, which essentially reduces
the number of non-zero values in the solution, and γ balances the trade off between
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these two terms. However, finding optimal solutions to (4.27) generally becomes
computationally expensive when the dimension of the estimated vector is sufficiently
large. Motivated by this, GAMP solutions have been developed in [39] to approximate
(4.27).
The general idea behind GAMP is to find the approximate solution to (4.27)
by taking into consideration the channel priors (e.g., sparsity). In [39], GAMP is
proposed for arbitrary channel statistics and characterized by two functions, namely
gout(∗) and gin(∗), which essentially describe the statistics of the estimation input and
output vectors. Leveraging the priors in our channel model we adopt the BG GAMP
estimator described in [8]. For the input prior, our BG virtual channel vector can be
characterized by the statistics described by (4.24) as [8]
gin(rˆ,Var[rˆ]) = pi(rˆ,Var[rˆ])γ(rˆ,Var[rˆ]) (4.28)
where
pi(rˆ,Var[rˆ]) , 1
1 + 1−ρ
ρ
CN (rˆ,0,Var[rˆ])
CN (rˆ,0,Var[rˆ]+σ(u)R )
. (4.29)
and
γ(rˆ,Var[rˆ]) , rˆ/Var[rˆ]
1/Var[rˆ] + 1/σ(u)R
. (4.30)
Similarly, for our output prior, the complex AWGN channel output vector can be
characterized from (4.25) as
gout(y, pˆ,Var[pˆ]) =
y − pˆ
Var[pˆ] +N0
. (4.31)
Algorithm 1 gives the complete mathematical description of the BG-GAMP estimator
used in this chapter. The GAMP estimator can be seen to update its estimate
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iteratively until it converges on a final output, denoted by vˆ(u,m). From [8], the
derivative terms used in message passing are given as
−g′out(y, pˆ,Var[pˆ]) =
1
Var[pˆ] +N0
(4.32)
and
−Var[rˆ]g′in(rˆ,Var[rˆ]) = pi(rˆ,Var[rˆ])× (4.33)(
ν(rˆ,Var[rˆ]) + |γ(rˆ,Var[rˆ])|2
)
− (pi(rˆ,Var[rˆ]))2|γ(rˆ,Var[rˆ])|2. (4.34)
where
ν(rˆ,Var[rˆ]) , 1
1/Var[rˆ] + 1/σ(u)R
. (4.35)
For more information related to the GAMP algorithms, we refer interested readers
to [8, 39]. In the following sub-sections we provide a complete description of SWIFT
which leverages the output obtained from the BG-GAMP estimator described in this
sub-section.
4.3.5 UE Stopping Criterion
As the proposed BS beam patterns do not adapt to any particular user, our method is
able to estimate simultaneously all downlink channels for multiple users. We propose
that the BS continues to transmit pilot signals with randomly selected beamforming
vectors, until each user’s channel estimation has accurately converged. We follow the
methods used in sequential CS [75] and consider the estimate complete when the
current estimate has not changed significantly from the previous one. To implement
this approach in our framework, recalling (4.24), we binarize the estimated virtual
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channel vector as
v¯
(u,m)
i =

0, if |vˆ(u,m)i | < Γσ(u)R
1, otherwise
(4.36)
where Γ << 1 determines the threshold of path coefficients that can be considered
negligible or in a deep fade3. We then consider that the channel estimate has converged
if the new binarized virtual channel vector is equal to the previous one. That is, the
channel estimation of the uth user is deemed as complete if v¯(u,m) = v¯(u,m−Tu), where
Tu determines how many measurements are carried out between GAMP estimation
updates. We define the time in terms of symbols required for the uth user to reach
this stopping criterion as T (u)E . To prevent an infinite sequence of measurements when
the channel is in a deep fade or completely blocked, we introduce a maximum allowed
number of measurements, denoted by Tmax.
4.3.6 UE Beam Selection for Data Communication
After meeting the channel estimation stopping criterion, the user stops its estimation
process and feeds back the indexes of beamforming vectors that need to be adopted by
the BS for the ensuing data communication. To determine these beamforming indexes,
after each user converts the estimated channel vector vˆ(u,T
(u)
E ) back into its matrix
form (i.e., Hˆ(u,T
(u)
E )
v ), the user then determines the candidate beams (for both the BS
and UE) that maximize the achievable rate. Recalling the transceiver relationship
given in (4.2)-(4.4), this involves finding a BS beamforming matrix, Fd, and a user
beamforming matrix, Wd, that maximizes the achievable rate of the uth user given
3In practice, Γ could be set according to the minimum fading coefficient that the transceiver can
use for acceptable communication, which would depend on the required rate of the system, transmit
power, etc.
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Algorithm 4.1: Bernoulli Gaussian (BG) Generalized Approximate Message
Passing (GAMP) Algorithm from [8].
1 Input : y(u,m) → y, A(u,m) → A, Ag, ρ(u), σ(u)R and N0.
2 Initialization : vˆ(1) = 0, Var[vˆ(1)] = 1 and sˆ(0) = 0
3 Define : ai is the ith entry of vector a.
4 Ai,j is the entry on the ith row and jth column of the matrix A.
5 // Begin Estimation
6 for k = 1, 2, ... do
7 // Output linear step.
8 zˆ
(k)
i =
∑
j AgAi,j vˆ
(k)
j ∀i
9 Var[zˆ(k)i ] =
∑
j |AgAi,j |2Var[v(k)j ] ∀i
10 // Output non-linear step.
11 sˆ
(k)
i = gout(yi, zˆ
(k)
i −Var[zˆ(k)i ]sˆ(k−1)i ,Var[zˆ(k)i ]) ∀i
12 Var[sˆ(k)i ] = −g′out(yi, zˆi(k) −Var[zˆ(k)i ]sˆ(k−1)i ,Var[zˆ(k)i ]) ∀i
13 // Input linear step.
14 Var[rˆ(k)j ] = 1/(
∑
i |AgAi,j |2Var[sˆ(k)i ]) ∀j
15 rˆ
(k)
j = vˆ
(k)
j + Var[rˆ
(k)
j ]
∑
iAgA
∗
i,j sˆ
(k)
i ∀j
16 // Input non-linear step.
17 vˆ
(k+1)
j = gin(rˆ
(k)
j ,Var[rˆ
(k)
j ]) ∀j
18 Var[vˆ(k+1)j ] = −Var[rˆ(k)j ]g′in(rˆ(k)j ,Var[rˆ(k)j ]) ∀j
19 // Check for convergence.
20 if vˆ(k+1) = vˆ(k) then
21 break
22 end
23 end
24 Output : vˆ(k+1) → vˆ(u,m).
by [5]
R
(u)
opt = log2|I +
P
N0
WHd Hˆ
(u,T (u)E )FdF
H
d Hˆ
HWd|. (4.37)
Recalling from (4.17) that H(u,T
(u)
E ) =
√
NBSNUEWcH
(u,m)
v F
H
c , we then have
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{F (u)opt ,W (u)opt } = argmax
Fd,Wd
log2|I+ (4.38)
A2gW
H
d WcHˆ
(u,T (u)E )
v FHc FdF
H
d Fc(Hˆ
(u,T (u)E )
v )HWHc Wd|.
As the columns of the communication beamforming matrices can only consist of
candidate beamforming vectors, Fd and Wd are constrained to finite sets of vectors.
Furthermore, due to the mutual orthogonality among the candidate beams selected
in Fd and Wd, (4.38) can be reduced to finding the indexes of the largest magnitude
values in Hˆ(u,T
(u)
E )
v .
Due to the limited feedback bandwidth in the multi-user scenario, we consider that
each user is only able to feed back the BS-side beamforming directions determined
by (4.38)—and not the path fading coefficient. However, it is worth pointing out
that the path fading coefficient is still used for coherent detection at the UE side. As
such, we consider that the BS allocates equal power to all identified paths, which in
turn reduces the number of feedback bits to only dlog2(NBS)e per estimated path. To
characterize the performance of the proposed SWIFT algorithm, we follow [65] and
define the effective rate of the uth user, given the time ratio consumed for channel
estimation, by
R
(u)
E = R
(u)
opt
(
1− T
(u)
E
Tc
)
, (4.39)
recalling that Tc is the coherence time of each channel realization.
4.3.7 Base Station Stopping Criterion and User Scheduling
We consider two scenarios for the BS stopping criterion of channel estimation, namely
when the BS should stop broadcasting pilot symbols and commence data communica-
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tion. The first example is the ideal case when the BS can perform data communication
with users in adjacent sub-channels. In this case, we propose that once a user believes
that it has completed its estimation and feeds back the beamforming directions, the
BS will use the feedback information and start to communicate with this user straight
away, using an adjacent sub-channel. The BS can continue to broadcast pilot signals
on the previous sub-channel for other users that have not finished their channel
estimation. Similar out-of-band estimation approaches have also been proposed in [76].
As the relative change in frequency for using an adjacent sub-carrier is quite low in
the mmWave band, it is reasonable to assume that the AoD/AoA directions remain
unchanged in the adjacent sub-carrier, although we acknowledge that in practice a few
initial pilots may be required in the new sub-channel, to refine the fading coefficient
estimate at the user side. Extension to time and spatial domain multiplexing may
also be possible, as the BS coordinates the usage of all beamforming directions among
multiple users.
In the second case, we consider BS and UE channel estimation and data com-
munication to occur in the same frequency band and to communicate at different
time intervals. In this case, we propose that the BS can perform user scheduling
by leveraging the SWIFT’s ability to infer the channel quality sequences of multiple
users based on the sequences with which the users finish their channel estimation.
Specifically, those users that complete (feedback) their channel estimation earlier
normally have better channel conditions than those who finish the channel estimation
later, and thus they are more suitable to communicate with BS in the current channel
realization. In this sense, once the BS has collected Ns ≤ U user channel feedback, it
can stop broadcasting pilot symbols and begin communicating with selected users. As
these selected users are expected to have better channels than those who have not
yet completed their channel estimation, we show via numerical results that significant
performance gains can be achieved when just a small number of users is neglected.
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Figure 4.7 – Channel estimation flow diagram for each user in the proposed Statistically-
Weighted Iterative Fountain Training (SWIFT) framework.
4.3.8 A Summary of SWIFT
We are now ready to summarize the proposed SWIFT framework. To this end, we
provide a flow diagram of the complete SWIFT algorithm at the user side in Fig. 4.7.
We also elaborate on each SWIFT step as follows
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Step 1: In each measurement time slot, the BS randomly selects RBS candidate
beamforming vectors to transmit the pilot signals. At the same time, each user
randomly selects RUE candidate beamforming vectors to receive the pilot signals.
Step 2: Each user implements the GAMP algorithm to estimate its channel information
based on all the collected measurements until the current time slot.
Step 3: If the estimated channel has converged to the predefined accuracy, or if the
maximum estimation time Tmax has been reached, the channel estimation is
considered to be complete and this user can proceed to Step 4; otherwise, go
back to Step 1.
Step 4: The user determines the optimal beamforming vectors to be used for data
communication and feeds back the beamforming indexes for the BS to perform
data transmission in the remaining Tc − TE time slots.
At the beginning of each transmission block, the process returns to Step 1 and repeats.
We end this section by highlighting several key benefits of the proposed SWIFT scheme
as follows
• Due to the stochastic nature of when each user completes their channel estimation,
user feedback events are distributed randomly throughout the whole estimation
procedure, resulting in less pressure on the bandwidth of feedback channels.
• As our algorithm is inherently designed for various channel estimations with
different estimation times, the extension to include a range of different antenna
number and RF chains at each UE is straightforward.
• The time occurrence of user feedback gives an insight into channel quality, without
any additional feedback other than the directions of paths. This implicit channel
quality information could be leveraged to achieve certain QoS requirements.
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• The probabilistic feature of the beam selection naturally allows any prior/partial
channel knowledge to be applied to improve channel estimation performance,
e.g., allocating a higher probability of beam selection to beams nearer to the
previously identified AoD/AoA.
4.4 Non-Uniform Beam Probabilities
Inspired by the concept of unequal error protection in fountain codes, in this section we
propose two modifications to the initially defined uniform beam probabilities in (4.14)-
(4.15). To proceed, we define the vector δ(m) = [δ(m)1 , · · · , δ(m)n , · · · , δ(m)NBS ] to describe
the probability of each candidate beam being selected for use by the first RF chain in
the mth measurement4. Similarly, we denote the beam selection probability vector at
the uth user for the mth measurement as (u,m) = [(u,m)1 , · · · , (u,m)n , · · · , (u,m)NUE ]. The
first modification is used to avoid the case where a given beam combination is not
selected at least once before Tmax. This is done by introducing a forcing approach that
decreases the average number of measurement time slots required to span all beam
combinations at least once. In the second modification, we propose a user-side Partially
Estimated Probability Adaptation (PEPA) scheme to adjust beam probabilities based
upon the estimated channel available in the previous time slot.
4.4.1 Forcing Probability Adaptation (FPA)
In this subsection, we address the non-zero probability that a given transmit and
receive beam combination is not spanned at least once before the maximum estimation
time has been reached. To this end, after each measurement time slot, we propose to
4It is worth noting that the probability of each beam being selected for use with subsequent RF
chains is affected by the beams that have been selected previously and therefore cannot be selected
again. This leads to a “weighted random selection without replacement” process.
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set the BS beam selection probability vector for the next measurement as inversely
proportional to the total number of times that a given beam has already been selected.
We denote N (m)f (n) as the number of times the nth candidate beamforming vector
fc(n) has been used at the BS after the mth measurement. We can then express the
beam selection probability vector for the (m+ 1)th measurement as
δ(m+1) =
 cδ
N
(m)
f (1) + η
,
cδ
N
(m)
f (2) + η
, · · · , cδ
N
(m)
f (NBS) + η
 . (4.40)
where cδ = (
∑
n(N
(m)
f (n) + η)−1)−1 is a scalar constant that ensures that the sum
of the entries in δ(m+1) adds to one and η is a sufficiently small positive value that
prevents the occurrence of a zero denominator. It is worth noting that although (4.40)
affects which BS beams are selected at the BS, it does not depend on any information
that is not known by each user. As such, each user can still predict beam selection at
the BS for each subsequent measurement.
On the user side, this type of adaptation is not as straightforward as in (4.40),
because no user can affect beam selection at the BS. To increase the chance that
each candidate beam combination is spanned at least once, each user should ensure
that there is at least one non-zero entry in each column of the sensing matrix A(u,m).
As such, each user should take into consideration the BS beams to be used in the
next time slot (i.e., Fm+1) when modifying its beam selection probability. Specifically,
we denote N (m)w (n|fc) as the number of times that the nth candidate beam wc(n)
has been used at the UE in conjunction with candidate beam fc being used at the
BS, after the mth measurement time slot. We can then propose to update the beam
selection probability vector at the u-th user for the (m+ 1)th measurement as
(u,m+1) =
 c
min
fc∈Fm+1
N
(m)
w (1|fc) + η
, · · · , c
min
fc∈Fm+1+η
N
(m)
w (NBS|fc) + η
. (4.41)
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where c is a scalar constant that ensures that the sum of the entries in (m+1)
adds to one. Equation (4.41) essentially sets the probability of each UE candidate
beamforming vector in the next time slot according to the number of times it has been
used together with the candidate beams that are about to be adopted by the BS. The
“min” operation emphasizes the BS candidate beam that has been used the least with
each UE candidate beam. By adopting the Forcing Probability Adaptation (FPA)
approach as described by (4.40) and (4.41), the average number of measurement time
slots required to span all beam combinations can be reduced significantly, compared
to the default scheme with uniform beam probabilities. Note that similar forcing
strategies are normally applied in fountain codes to avoid an error floor at high
SNRs [77].
4.4.2 Partially Estimated Probability Adaptation (PEPA)
In this subsection, we propose to exploit the estimated virtual channel matrix obtained
from all previous measurements, in order to increase the power of the received signal in
the subsequent measurements. To achieve this aim, we propose that once all possible
beam combinations have been spanned at least once, each user modifies its beam
selection probabilities based on its recently estimated channel information, which is
referred to as PEPA in this chapter. This information can be used in such a way to
maximize the received signal power and therefore maximize the amount of channel
information carried by the signal. In particular, we note that after the mth time slot,
the user knows the beamforming matrix to be used by the BS in the next measurement
time slot (i.e., Fm+1) and also has an estimate of the channel based on all previous
measurements Hˆ(u,m). Based on these two important pieces of information, each user
can then make an estimate of the signal to be received by each antenna in the next
time slot. From (4.3), we can then express the signal to be received for the (m+ 1)th
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measurement as
rˆ
(u)
m+1 =
√
P
RBS
Hˆ(u,m)Fm+1sm+1. (4.42)
Using this prediction, each user can then estimate the expected received measurement,
given the nth candidate beamforming vector as (wc(n))H rˆ(u)m+1. To maximize the
expected signal power in the next time slot, we then propose to update the beam
probabilities for each user in the next time slot proportional to the expected signal
power for each candidate beamforming vector. Mathematically, we have
(u,m+1) = c
[
(wc(1))H rˆ(u)m+1(rˆ
(u)
m+1)Hwc(1), · · · , (wc(NUE))H rˆ(u)m+1(rˆ(u)m+1)Hwc(NUE)]
]
= cdiag
(
WHc rˆ
(u)
m+1(rˆ
(u)
m+1)HWc
)
. (4.43)
Substituting (4.42) into (4.43) and recalling from (4.18) that H(u) = WcH(u)v FHc , we
then have
(m+1) = cAgdiag
(
WHc Hˆ
(u,m)Fm+1sm+1(Hˆ(u,m)Fm+1sm+1)HWc
)
(4.44)
= cAgdiag
(
WHc WcHˆ
(u,m)
v F
H
c Fm+1sm+1s
H
m+1F
H
m+1(WcHˆ(u,m)v Fc)HWc
)
= cAgdiag
(
Hˆ(u,m)v Qm+1(Hˆ(u,m)v )H
)
(4.45)
where the matrix Qm+1 = FHc Fm+1sm+1sHm+1FHm+1FHc is a sparse diagonal matrix
with only RBS non-zero elements.
By using the PEPA approach, users are able to utilize partially estimated channel
information to achieve a stronger estimate of the channel in subsequent measurements.
This can be considered analogous to the concept of unequal error protection through
intermediate feedback in fountain codes [78]. Unlike fountain codes, as our beam
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combinations are jointly determined by both link ends, we are able to implement
this adaptive concept of “unequal beam protection” without incurring any additional
feedback overheads. It is also worth noting that in the single-user scenario, the use
of partial channel feedback during the estimation process may enable the BS also to
adapt its beam probabilities to maximize signal power delivered to the user. As we
have focused mainly on a multi-user scenario in this chapter, we do not consider this
BS-side beam adaptation herein. However, in the multi-user scenario, unequal beam
protection at the BS may resemble fountain codes in multi-cast scenarios [79], which
is beyond the scope of this work and has been left as future work.
4.5 Convergence Analysis
To verify whether the proposed algorithm can converge for any arbitrary number
of antennas and RF chains, we can consider whether the corresponding measure-
ment matrix, A(u,m) satisfies the reconstruction criterion for the GAMP estimation.
Specifically, if the matrix satisfies the restricted isometric property (RIP) then it can
be guaranteed that the channel can be reconstructed by L1-minimization such as
GAMP [80]. Following [80] we define the restricted isometry constant δL of matrix
A(u,m) as the smallest δL ≥ 0 that satisfies
(1− δL)
∥∥∥v(u,m)∥∥∥2
2
≤
∥∥∥A(u,m)v(u,m)∥∥∥2
2
≤ (1 + δL)
∥∥∥v(u,m)∥∥∥2
2
, ∀ v(u,m) (4.46)
across all possible L-sparse UE channels, v(u) satisfying
∥∥∥v(u,m)∥∥∥
0
= L. Informally,
the matrix A(u,m) is then said to possess the RIP if δL is small for sufficiently large L.
More rigorously, the RIP will be satisfied if all sub matrices formed by L columns of
A(u,m) are well conditioned.
Unfortunately, the evaluation of RIP across all possibilities is a non-trivial problem
[81]. In addition to the stochastic process in A(u,m), the considered model also
4.5 Convergence Analysis 111
has random sparsity in the number paths with each path also following a Gaussian
distribution. This makes it difficult to precisely evaluate the RIP across all possible
random sensing matrices A(u,m), although it is widely accepted that random matrices
are a good choice [80].
However, in order to develop an expression to quantify the convergence criterion,
we can leverage the sparsity in the rows of our sensing matrix A(u,m) , which is due the
limited number of RF chains. To this end, by neglecting the phase of the pilot symbols
in the sensing matrix, we can focus on the convergence criterion for a pessimistic case
where information recovery depends only on the non-zeros elements in each column
(i.e., the random beam selections).
We can then claim that the RIP is met with submatrix conditioning owing to at
least one pilot symbol separation between columns, if the following are met:
1) There is at least a single non-zero value in each column of A(u,m) .
2) No two columns of A(u,m) are identical.
For the first of these conditions, recall that FPA was already proposed to reweight
the candidate beam selection probabilities and ensure that A(u,m) has at least one
non-zero value in each column. As such, the first condition is always met before
attempting estimation with GAMP, and therefore can always be guaranteed in our
results.
Turning to the second condition, consider that in each length-NBSNUE row of the
sensing matrix, there are RBS non-zero elements that are randomly selected. As the
FPA approach works to spread the non-zero elements uniformly across each column,
we can approximate the probability that any column has a non-zero entry in any given
row as
Pr
( ∣∣∣A(u,m)r,c ∣∣∣ > 0 ) ∼= RBSNBSNUE ∀ c = 1, . . . NBSNUE (4.47)
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Then for any arbitrary number of measurements m = TERUE, we can express the
expectation of the number of non-zero entries in each column as
ENZ =
TERUE∑
r=1
Pr
( ∣∣∣A(u,m)r,c ∣∣∣ > 0 ) = RBSRUENBSNUETE ∀ c = 1, . . . NBSNUE. (4.48)
For each column with length-TERUE and with ENZ non-zero entries, the number of
uniquely possible combinations is given by
CNZ =
(TERUE)!
ENZ! (TERUE − ENZ)! . (4.49)
Relating this back to the convergence, we can now find the probability all columns in
A(u,m) are unique.
Although FPA will inherently reweight the probabilities to reduce the chance of
identical columns, we take a pessimistic approach and consider the distribution of
non-zero elements in each column to be independent. With this simplification, the
probability that all NBSNUE of the columns in A(u,m) are selected uniquely can be
expressed by
PU =
CNZ
CNZ
× . . .× CNZ − (NBSNUE − 1)
CNZ
=
NBSNUE−1∏
n=0
(
1− n
CNZ
)
(4.50)
By substituting CNZ and ENZ and relaxing the factorials to gamma functions, PU
then provides an upper bound for the probability of convergence after TE time slots,
denoted by Pc, as
PU =
NBSNUE−1∏
n=1
1− n Γ
(
TERUERBS
NUENBS
+ 1
)
Γ
(
TERUE
(
1− RBS
NUENBS
)
+ 1
)
Γ (TERUE + 1)
 >= Pc.
(4.51)
It is worth noting that although this analysis has not directly considered the proposed
PEPA strategy, because PEPA is only ever applied after FPA has forced the convergence
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conditions and it also follows the same upper bound.
4.6 Numerical Results
We now provide some numerical results, in order to evaluate the performance of
our proposed SWIFT algorithm. We consider a mmWave system with NBS = 32
antennas at the BS and NUE = 16 antennas at each user. We also consider the
BS to be equipped with RBS = 8 RF chains and each user to be equipped with
RUE = 4 RF chains. In addition, the expected number of paths is E[L(u)] = 3, with
AoD and AoA uniformly distributed on the continuous range [0, 2pi]. We also set
the maximum allowed number of measurements the same as the exhaustive search-
based approach, i.e., Tmax = NBSNUE/RUE, and we update the channel estimate every
Tu = NUE/RUE = 4 measurements and use Γ = 10−1 in the binarization process of
the estimated channel vector. Furthermore, we show two variants of the SWIFT
algorithm, the first of which uses the forcing probability adaptation approach proposed
in Sec. 4.4.1 and is labeled SWIFT-FPA, whereas the second variant uses the partially
estimated probability adaptation from Sec. 4.4.2 and is labeled SWIFT-PEPA.
Recall that single-user-oriented angular refinement approaches such as [5,63] are
no longer suitable for simultaneous multi-user estimation. To benchmark our proposed
algorithm against a similar simultaneous estimation strategy, we consider a random
beamforming-based channel estimation that uses a predetermined number of measure-
ments. In this scheme, referred to as fixed-number random beamforming (FNRB),
random beamforming is carried out for a predetermined number of measurement
timeslots i.e., there is no adaptation in the number of measurements. As FNRB does
not target any specific user, the training overhead does not scale as the number of
users increases [65]. The adopted GAMP estimator used in SWIFT is also applied in
FNRB schemes to estimate channel information. We also compare our scheme with
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a benchmark exhaustive search-based approach, in which an estimate of the virtual
channel can be found by measuring individually the gains between all combinations of
the candidate vectors (i.e., transmitting with only a single beamforming vector but
receiving with RUE beamforming vector(s) in each measurement). We represent this
approach by ES in all figures.
We first show simulation results for the single-user scenario in Fig. 4.8 over a
range of different SNR values. It is worth noting that the single-user scenario is
the equivalent to the multi-user scenario, whereby the BS can communicate with
each user in an adjacent dedicated sub-channel, as discussed in Sec. 4.3.7. Fig. 4.8
shows the average number of channel measurements by each of the aforementioned
approaches. We can see that both variations of the SWIFT algorithm are able to
increase adaptively the number of measurements at low SNR values, in order to meet
the required channel estimation convergence criterion. As all other algorithms use
a fixed number of measurements, their average number of measurements remains
unchanged across the whole SNR range. Comparing the two SWIFT approaches, we
see that SWIFT-PEPA requires less measurements at low SNRs. We also see that the
two schemes converge to a similar average number of channel measurements at high
SNRs.
Fig. 4.9 shows the resulting average effective rate—as defined by (4.39)—of various
schemes with different coherence time lengths. More specifically, Fig. 4.9 (a) considers
a coherence time of Tc = 200, and Fig. 4.9 (b) considers Tc = 400 symbols. As the
adopted performance metric of the effective rate considers both training quality and
overheads, it reflects more accurately channel estimation performance. From Fig. 4.9
(a), we note that both SWIFT approaches are able to achieve a superior effective rate
over a large range of SNR values. We also see that different FNRB schemes using a
fixed number of measurements can outperform each other, depending on the value of
both the SNR and coherence time. In particular, this can be seen in Fig. 4.9 (b), where
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Figure 4.8 – Average number of measurements required for channel estimation when the
base station (BS) is equipped with NBS = 32 antennas and RBS = 8 radio frequency (RF)
chains and the user is equipped with NUE = 16 antennas and RUE = 4 RF chains. We
assume the number of paths is E[L(u)] = 3 and update the channel estimate every Tu = 4
measurements.
FNRB with TE = 60 is the best performing scheme at a high SNR but the worst at low
SNRs. In contrast, SWIFT-PEPA is always the best performing scheme. It is worth
noting that the complexity of SWIFT-PEPA is slightly higher than SWIFT-FPA, as
the beam selection probability vector is based on channel measurements and therefore
cannot be computed oﬄine.
In order to gain an insight into when a user is likely to complete its channel
estimation, we plot in Fig. 4.10 the cumulative density function (CDF) that a
user completes its channel estimation before a given duration TE for both SWIFT
approaches with various SNR values. From Fig. 4.10, we first see that users at a larger
SNR are more likely to estimate their channel before those with a low SNR. With a
large number of users distributed across all SNRs, we can infer that the occurrence
of channel estimation feedback events will be spread over a large number of different
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Figure 4.9 – Single-user effective rate for (a) Tc = 200 and (b) Tc = 400 when the BS is
equipped with NBS = 32 antennas and RBS = 8 RF chains and the user is equipped with
NUE = 16 antennas and RUE = 4 RF chains. We assume the number of paths is E[L(u)] = 3
and update the channel estimate every Tu = 4 measurement time slots.
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times. As a result, this will alleviate pressure on the feedback channel (used by each
user to feed back beamforming directions to the BS), as the number of users needing
to communicate at any given time would be reduced significantly. It is also interesting
to compare the differences in CDFs for both SWIFT variations. It is evident that
at a high SNR, both approaches have a similar CDFs, which is consistent with the
observation in Fig. 4.8, in which both approaches have the same average number of
measurements. For users at low-to-medium SNR, adopting SWIFT-PEPA leads to an
increased probability of completing channel estimation over a shorter duration. This
is again consistent with Fig. 4.8, in which SWIFT-PEPA has a lower average number
of measurements in the low-to-medium SNR ranges. To validate our convergence
analysis, Fig. 4.10 also shows the upper bound for the probability of convergence
in (4.51). As can seen, both SWIFT-FPA and SWIFT-PEPA satisfy the bound. At
larger values of TE , the numerical CDFs do not approach the convergence bound due
to the non-zero probability of the channel either being in a deep fade or having no
paths, which were not considered in this convergence bound.
We now turn to a multi-user scenario with U users in a single cell of radius R.
We assume that the uth user has a distance d(u) from the BS and this distance is
uniformly distributed within the range [0, R]. We then model the variance of the
fading coefficient for the uth user as a function of distance by σ(u)R = (d(u))−β, where β
is the path loss exponent. As the distances between BS and users are not expected to
change rapidly relative to cell size, we consider that σ(u)R is known to each user from
their experience of previous channels5. We set the BS transmit power P = 20 dBm,
the noise power N0 = −60 dBm, the path loss exponent β = 4, and the cell radius
R = 200m. For example, this configuration leads to Pσ(u)R /N0 = −12 dB at d = 200m
and Pσ(u)R /N0 = 12 dB at d = 50m.
We then evaluate multi-user performance when channel estimation and data
5It is worth pointing out that the channel estimation tools used in this chapter can also be
extended to estimate jointly the channel statistics in a way similar to that in [8].
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Figure 4.10 – cumulative density function (CDF) for users with different signal-to-noise
ratio (SNRs) completing their channel estimation before TE .
communication share the same frequency, i.e., all BS pilots must stop in order for
communication to commence. To this end, we consider that the BS is only able to
communicate with Ns = 10 users in a given coherence block. Note that the other
schemes only know the beamforming directions, and so they randomly select Ns = 10
users from those who send them back. In contrast, the SWIFT approaches wait
until the first Ns = 10 users have fed back requests for communication, and then the
BS begins communicating with them accordingly. For simplicity, in all schemes, we
consider that the BS divides the remaining communication time equally among the
users.
Fig. 4.11 shows the average effective rate as the number of users increased for
two scenarios with (a) Tc = 200 and (b) Tc = 400. We first see that the average
effective rate increases significantly as the number of users increases, because the
SWIFT algorithm is capable of selecting users with channels better suited for data
communication, based on the sequence that users employ to feed back their channel
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Figure 4.11 – Average per-user effective rate for the multi-user scenario in Fig. 4.1 with (a)
Tc = 200 and (b) Tc = 400 when the BS is equipped with NBS = 32 antennas and RBS = 8
RF chains and the user is equipped with NUE = 16 antennas and RUE = 4 RF chains. We
assume the number of paths is E[L(u)] = 3 and update the channel estimate every Tu = 4
measurement time slots.
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estimation. In contrast, the other schemes remain unchanged as the number of users
increases. Furthermore, the effective rate of the SWIFT schemes begins to saturate
from about U = 17. That is, as the BS only communicates with the first Ns = 10
users, it only needs to neglect a little more than one-third of these users to achieve a
significant performance gain. Given the system model, these neglected users may be
near the cell edge and may have a more favorable channel with an adjacent cell.
Chapter 5
Multi-cell: Ray-of-Arrival Passing
for Indirect Beam Training
This chapter is concerned with the channel estimation problem in multi-cell mmWave
wireless systems. We develop a novel RAPID framework, in which a network consisting of
multiple BS are able to work cooperatively to estimate jointly the UE channels. To achieve
this aim, we consider the spatial geometry of the mmWave environment and transform
conventional angular domain beamforming concepts into the more euclidean, Ray-based
domain. Leveraging this model, we then consider the conditional probabilities that pilot
signals are received in each direction, given that the deployment of each BS is known to the
network. Simulation results show that RAPID is able to improve the average estimation of
the network and significantly increase the rate of poorer quality links. Furthermore, we also
show that, when a coverage rate threshold is considered, RAPID is able to improve greatly
the probability that multiple link options will be available to a user at any given time.
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5.1 Introduction
In order to meet the unprecedented throughput demands of next-generation commu-
nications systems, mobile networks are expected to become significantly denser in
urban areas [20,82,83]. By reducing the typical cell size, the number of devices that
each BS needs to support can be decreased; however, the smaller inter-cell spacing
can lead to increased interference between cells [33]. Supporting densification, the
mmWave frequency range (30 GHz-300 GHz) is an appealing spectrum band, due to its
much higher atmospheric losses. This propagation characteristic naturally attenuates
inter-cell interference and thus can permit carrier frequencies to be reused in cells in
closer proximity to one another [62,84,85]. Furthermore, due to its vastly underutilized
spectrum, the mmWave frequency range also offers a substantial increase in band-
width compared to the over-congested microwave spectrum used in existing wireless
systems [13,16]. Although frequency reuse may see a benefit from these propagation
losses, the signals also experience significant reflection and penetration losses that
together make wireless communication in the mmWave band very challenging [37].
Overcoming these losses is a critical issue that must be resolved, in order for mmWave
networks to meet reliability expectations of emerging technologies such as vehicular
communications and the industrial Internet-of-Things (IoT) [86,87].
The most widely accepted means of overcoming mmWave propagation losses is to
employ large MIMO antenna arrays with directional beamforming [13,17,35]. Beam-
forming is also advantageous in further reducing interference in small cell networks, as a
coordinated approach in this regard can minimize unwanted signals [33,34]. Moreover,
as spacing between antenna array elements is typically proportional to the carrier
wavelength, large mmWave antenna arrays can be implemented while occupying a
much smaller form factor. However, the much larger bandwidth expectation in an
mmWave system also indicates that conventional digital MIMO architectures may
have an unrealistic power consumption, due to the large number of high-rate ADCs
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and DACs.
Even for completely digital systems, estimating large MIMO channel matrices
can be a challenging problem. At mmWave frequencies, this becomes more difficult,
due to both hardware constraints and the necessity to use beamforming to overcome
propagation losses during initial access and channel estimation. On the other hand,
due to these propagation losses, measurements have shown that the mmWave channel
is sparse in the spatial domain [13]. Leveraging this phenomenon, each channel can be
decomposed into its underlying physical parameters, including an AoA, an AoD, and
a path coefficient, for a small number of propagation paths. Conversely, microwave
frequency MIMO channels exhibit rich scattering environments, which leads to channel
models that characterize the superposition of many paths. To capture mmWave
sparsity, an alternative MIMO matrix representation, known as the “virtual channel
matrix,” can be formed from the set of channel gains between each beamforming
direction [41,71]. Thanks to its sparsity, it is often advantageous to estimate this matrix
directly by using CS techniques to reduce the number of required measurements [5,45].
An intuitive benchmark approach to estimating the virtual channel matrix involves
exhaustively searching the channel for all possible propagation paths. This may
be achieved by transmitting and receiving pilot signals while sequentially adopting
combinations of beamforming vectors between the transceiver to search for any paths.
Improving on this point, hierarchical codebook-based estimation strategies have been
proposed, in order to reduce significantly estimation overheads by applying a divide-
and-conquer type of beam search [5,45,48,52,63,64]. However, as progressive beam
refinement converges toward a single path in each estimation process, these approaches
have an overhead that is proportional to the number of users and paths. For this reason,
approaches that do not adapt toward a specific user, such as ES and random directional
beamforming (RDB), are more appropriate, as they can support the estimation of
multiple user channels in the same period [65, 88, 89]. Furthermore, in order to realize
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a robust and reliable network, it may also be important for each user to maintain
multiple link options to the network [90–92]. In particular, this multi-connectivity
would be a crucial form of redundancy to support beam switching when one path
direction suddenly becomes blocked. Fortunately, in the ultra-dense, user-centric cells
expected in next-generation mobile systems, it follows that each UE will typically be
in the coverage of large numbers of BS in a given communication period. Furthermore,
due to the close relationship between the environment and the physical parameters
that make up the mmWave channel, we are able to infer path directions from the
network’s spatial geometry.
For a sparse mmWave channel within dense multi-BS deployments, channels
between each UE and BS can exhibit high spatial correlation. As these channels can
be expressed directly as a function of the physical environment and array orientations,
channel decompositions for multiple BS may have propagation paths that correspond to
a common scatterer, or direct line-of-sight (LOS) paths to the same UE. Leveraging the
same duality between localization and estimation, joint strategies have been proposed
for microwave systems in [93–95]. Extending these concepts to mmWave systems, [96]
proposed a user cooperation estimation strategy which also able to support non-line-
of-sight (NLOS) estimation. Although these strategies show a significant improvement
over conventional estimations, they often require a precise time difference of arrival
(TDoA) or phase information, and they neglect many of the hardware constraints
such as hybrid beamforming and quantized phase shifters. Furthermore, as ULAs
are typically considered in mmWave systems, the array orientation is a commonly
overlooked variable. In particular, the use of ULAs results in an angle ambiguity
problem, where “forward” beamforming pilots/measurements are indistinguishable
from the rearward directions (See [88] and Figure 4 therein).
Motivated by the strict hardware constraints in mmWave systems and the need to
meet network reliability requirements, we aim to develop a joint channel estimation
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strategy that is able to utilize spatial dependencies among multiple BS, in order to
assist the network’s estimation to each UE. Specifically, in the uplink, we consider a
UE that broadcasts beamformed pilot signals which can be jointly received by multiple
BS. We also show that, if each BS knows the relative position of its neighbors, this
physical deployment information can be utilized to identify conditional geometric
relationships that exist between virtual channel estimates. To facilitate this aim, we
leverage ray tracing principals to transform the channel AoD/AoA measurements into
a more Euclidean-focused RoA and RoD. We then show that a given pair of RoA
measurements, received from two different positions, can be considered to sample
jointly a position in Euclidean space. Similarly, we leverage geometric dependencies
among the RoD to infer conditional transmit directions. We refer to the developed
scheme as Ray-of-Arrival Passing for In-Direct (RAPID) “beam training.”
5.2 System Model
Consider a mmWave cellular network consisting of B BS—each equipped with an
array of NBS antenna. We adopt a user-centric deployment model, in which a UE is
located at the origin of a two-dimensional coordinate system (i.e., (xu, yu) = (0, 0)).
We further assume that the UE is equipped with an array of NUE antennas. Relative
to the origin of this system, we consider that the deployment of the bth BS antenna
array can be described by a 2D translation and a rotation, denoted by Db = (xb, yb)
and Θb, respectively. We consider both the BS and UE antenna arrays to have an
orientation denoted by Θb ∈ [−pi, pi] and ψu ∈ [−pi, pi], respectively. We consider this
orientation to be defined as the counter-clockwise angle from the x-axis to the ULA.
We further denote the relative displacement vector from the pth BS to the qth BS
as ∆p,q = [δxp,q , δyp,q ] = Dp −Dq . In this chapter, we use the term “local reference
frame” to refer to angles relative to a particular antenna array. Conversely, angles
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in the “global reference frame” refer to absolute angles in the global 2D coordinate
system. This distinction is important, as UE orientation cannot be known to the
network a priori. An example deployment configuration is shown in Fig. 5.1.
To estimate the uplink channel matrix, we assume that each UE simultaneously
broadcasts a sequence of beamformed pilot signals1. Similarly, all BS collect these
signals by adopting a sequence of beamforming vectors. We consider that both the UE
and each BS are equipped with a limited number of RF chains, denoted by RBS and
RUE, respectively. Denote fi as the NUE × 1 transmit beamforming vector adopted
by the ith RF chain at the UE. Similarly, denote by w(b)j , the NBS × 1 receiving
beamforming vector adopted by the jth RF chain of the bth BS.
Following [5], we consider the beamforming vectors, at each link end, as being
limited to networks of RF phase shifters. As such, all elements of fi and w(b)i
are constrained to have a constant modulus and unit norm, such that ||fi|| = 1,∀
i = 1, · · · , RUE, and ||w(b)j || = 1,∀ j = 1, · · · , RBS, b = 1, · · · , B. We further assume
that due to hardware constraints, each of the phase shifters (i.e., the entries of fi and
w
(b)
j ) is digitally controlled and takes on quantized values from the predetermined set
{
1√
N
exp(jqk)
}
,∀k = 1, · · · , N, (5.1)
where qk = pi − 2pi(k − 1)/N and N ∈ {NUE, NBS} is the number of antennas in the
array. That is, each UE (BS) phase shifter can only use one NUE (NBS) uniformly
spaced point around the unit circle, respectively, which can therefore be digitally
controlled by dlog2Ne bits.
Let F = [f1,f2, · · · ,fRUE ] denote the NUE × RUE UE beamforming matrix, with
columns representing the RUE RF beamforming vectors. The corresponding NUE × 1
1Orthogonality among multiple UE can be achieved by carrier-independent multiple access
schemes such as CDMA or Time Division Multiple Access (TDMA).
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Figure 5.1 – An example deployment illustrating each parameter in our model. The UE
can be seen at the origin, with antenna array orientation denoted by ψu. Similarly, each
BS is deployed at bmDb = (xb, yb) and with orientation Θb. To make the illustration more
explicit, we show B = 3 BS, indexed as b1 = 1, b2 = 2 and b3 = 3. Relating to the Euclidean
channel model, we label the angle-of-departure (AoD) in the UE local reference frame (i.e.,
relative to its own array orientation) “φLb ” and the corresponding global reference frame (i.e.,
relative to the global coordinate system) angle “φGb .” Similarly for each BS, we have the
local reference frame angle-of-arrival (AoA) as θLb and the global angle as θGb .)
UE transmit signal can be represented as
x =
√
P
RUE
Fs, (5.2)
where P is the UE’s pilot transmit power and s is the RBS × 1 vector of transmit pilot
symbols corresponding to each beamforming vector with E[ssH ] = IRUE . We adopt
the widely used block-fading channel model, such that the signal observed by the bth
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BS can be expressed as [65]
r(b) = H(b)x+ q(b) =
√
P
RUE
H(b)Fs+ q(b), (5.3)
where H(b) denotes the NBS ×NUE MIMO channel matrix between the UE and the
bth BS, and q(b) is an NBS × 1 complex AWGN vector for the uth user, following
distribution CN (0, N0INBS).
Each BS processes the received pilot signals with each of the RBS RF chains. By
denoting W (b) = [w(b)1 ,w
(b)
2 , · · · ,w(b)RBS ] as the NBS ×RBS combining the matrix at the
bth BS, we express the RBS × 1 vector of the bth BS received signals as
y(b) = (W (b))HH(b)x+ n(b) (5.4)
where the noise term follows the distribution
n(b) = (W (b))Hq(b) ∼ CN (0, N0(W (b))HW (b)). (5.5)
We follow [40] and adopt a two-dimensional (2D) sparse geometric channel model.
We consider that only a single dominant path is present between the UE and each BS,
leaving the extension to joint scatterer estimation as a future work. Using this model,
each candidate uplink channel between the UE and the bth BS can be characterized in
its local reference frame by an AoD, φLb , an AoA, θLb , and a path coefficient, namely αb.
The corresponding MIMO channel between the UE and the bth BS can be expressed
in terms of these physical parameters as
H(b) = αb
√
NUENBSaBS(θLb )(aUE(φLb ))H (5.6)
where aBS(θLb ) and aUE(φLb ) denote the BS and UE arrays’ spatial signatures, respec-
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tively. We adopt a flat block fading model and assume that the path coefficient remains
unchanged through the entire channel estimation process. We assume that the value
of the path coefficient follows the zero mean complex distribution αb ∼ CN (0, σ2R),
where the expected power, σ2R, is inversely proportional to the radial displacement
between the BS and UE as σ2R = r
−β
b , and where rb = ||Db||2 =
√
x2b + y2b is the radial
distance and β is the path loss exponent.
We consider that the BS and each UE are equipped with ULA. We can then write
aBS(φLb ) = u(φLb , NUE) and aUE(θLb ) = u(θLb , NBS), respectively, whereby
u(,N) , 1√
N
[1, ej
2pidcos()
λ , · · · , ej 2pid(N−1)cos()λ ]T . (5.7)
In (5.7), N ∈ {NUE, NBS} is the number of antenna elements in the array, λ denotes
the signal wavelength, and d denotes the spacing between antenna elements. With
half-wavelength spacing, the distance between antenna elements satisfies d = λ/2.
To estimate channel information, beamforming vectors are selected from a pre-
determined set of candidate beamforming vectors at each link end. We denote the
candidate beamforming matrices as Fc and Wc, the columns of which comprise all
candidate beamforming vectors at the UE and BS, respectively. For ease of practical
implementation, we consider the candidate beams to be subject to quantized phase-
shifting constraints, and therefore they represent the set of all possible beamforming
vectors that may be used later for data communication. Following (5.1), this leads to
NUE orthogonal transmitting candidate beams and NBS orthogonal receiving candidate
beams. The NBS ×NUE matrix formed by the product of the MIMO channel and these
two candidate beamforming matrices is commonly referred to as the “virtual channel
matrix” [5], given by
V (b) = 1√
NUENBS
(Wc)HH(b)Fc. (5.8)
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We therefore aim to estimate this matrix so that beam pairs that result in strong
channel gains can be identified for data communication. The key challenge here is
determining how to design a sequence of beamforming vectors in such a way that the
channel parameters can be quickly and accurately estimated, leaving more time for
data communication and thus achieving a higher throughput.
To facilitate our proposed cooperative channel estimation scheme, we assume that
all BS are able to maintain a reliable link between one another and are thus able to
share mutually dependent information. Initially, we consider complete information
sharing, however we later restrict this to the bandwidth constrained channel by
only sharing dependent measurements of significant signal strength. In the following
sections, we leverage mutual channel information, in order to develop a cooperative
BS framework.
5.3 RAPID Beam Training
In this section, we first extend our channel model to consider the Euclidean deployment
scenario. We then introduce the sequence of measurement beamforming vectors
adopted in our proposed estimation scheme, and then we extend these into the 2D
geometric model. In doing so, we propose a shift from the conventional single-link-
oriented AoD and AoA model, to a more Euclidean-focused RoD and RoA model.
Subsequent sections then develop a means of jointly computing the probability of each
beamforming combination, given the mutually dependent information provided by
cooperating BS.
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5.3.1 Euclidean Space MIMO Channel
In order to develop our joint estimation strategy, we begin by incorporating the 2D
deployment into the angular channel in (5.6). To this end, we denote the global AoD
of the bth propagation path as φGb , i.e., the angle of the propagation from the global
frame, irrespective of the UE orientation. Similarly, we denote the global AoA at the
BS end as φGb . Recalling the array orientations ψu and Θb, we can relate global angles
into the local reference frame AoD and AoA (i.e., the local beam steering directions)
as φLb = φGb − ψu and θLb = θGb −Θb. Substituting these into (5.6) leads subsequently
to a global description of the channel model
H(b) = αb
√
NUENBSaBS(θGb −Θb)(aUE(φGb − ψu))H . (5.9)
By observing the geometric relationships in Fig. 5.1, we can rate the global
AoD and AoA further by considering BS deployments with signed trigonometric
relationships tan(φGb ) = yb/xb and tan(θGb ) − pi = yb/xb. Using the four-quadrant
inverse tangent function, denoted by atan2(a, b), the LOS dominant channel in (5.9)
can be rewritten as
H(b) = αb
√
NUENBSaBS(atan2(−yb,−xb)−Θb)(aUE(atan2(yb, xb)− ψu))H (5.10)
= αb
√
NUENBSEBS(−yb,−xb,Θb)(EUE(yb, xb, ψu))H (5.11)
where EBS(−yb,−xb,Θb) = aBS(atan2(−yb,−xb) − Θb) and EUE(yb, xb, ψu) =
aUE(atan2(yb, xb)− ψu) describe antenna spatial signatures in terms of the Euclidean
deployment parameters for the BS and UE, respectively.
If each BS is deployed without knowing the orientation and relative position
surrounding the BS, each independent estimation is limited to the angular parameters
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in (5.9), subject to the constraints of mmWave beamforming. Accurate estimation of
these parameters permits accurate beam selection communication and consequently
an accurate recovery of the fading coefficient from the pilot measurement. However,
for a deployment where the orientation and relative position of surrounding BS is
known, the bth BS can focus on the estimation of the parameters in (5.10) as xˆb, yˆb
and the UE orientation ψˆu. By expressing these estimation parameters in terms of
pth BS as [xˆb, yˆb] = [xˆp, yˆp] + ∆b,p,∀ b = 1, · · · , B, it is evident that each BS can then
reconstruct not only its own channel, but also the channel of other BS in the network.
Furthermore, as the UE can only exist in a single position, estimations among BS
are mutually dependent. This relationship supports the spatial correlation in the
Euclidean channel and gives motivation for cooperation among BS to achieve accurate
joint channel estimation.
5.3.2 Candidate Beamforming Measurements
In this chapter, we follow [88] and adopt random directional beam steering at each link
end. To achieve this aim, we elaborate on the UE candidate beamforming matrix in
(5.8) asWc = [wc(1), ...,wc(NUE)]. Similarly, we define the BS candidate beamforming
matrix as Fc = [fc(1), ...,fc(NBS)], following which, in each pilot transmission time
slot, a unique pseudo-random candidate beamforming vector is adopted by each RF
chain at the UE and similarly at each BS. In order for each BS to collect simultaneously
and fairly pilot signals from all users, we consider the pseudo random selection of
candidate beams as having equal probability2. As each random selection is assumed to
derive from a pseudo random process, the entire selection sequence can be predicted
by both the UE and each BS, so long as the UE maintains a synchronized random
seed within the network.
2In [88], each candidate beam is assigned a non-uniform probability of selection, which is later
adaptively re-weighted to improve performance. As this results in each receiver adapting its beams
toward a single user, we do not consider this approach herein.
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By recalling the ULA response in (5.7), the resulting set of orthogonal candidate
beams that satisfy the quantized phase-shifting constraints in (5.1) becomes [88]
fc(nu) = aUE
(
φ¯nu
)
,∀ φ¯nu = cos−1
(
1− 2 nu
NUE
)
, nu ∈ NU (5.12)
and
wc(nb) = aBS
(
θ¯nb
)
, ∀ θ¯nb = cos−1
(
1− 2 nb
NBS
)
, nb ∈ NB (5.13)
where the candidate beam steering indexes at the UE and BS are denoted by nuth
and nbth, respectively, and belong to the sets NU = {0, · · · , NUE − 1} and NB =
{0, · · · , NBS − 1}. Due to the quantized phase-shifting constraints, each candidate
beam steering vector is orthogonal to the others, and therefore together they satisfy
FcF
H
c = FHc Fc = INUE and WcWHc = WHc Wc = INBS . The example set of candidate
beam patterns in Fig. 5.1 shows each BS with NBS = 8 and the UE with NUE = 16.
In the same figure, it is also evident that the candidate beams on the range [0, pi]
are repeated in the range [0,−pi] i.e., aBS(θ) = aBS(−θ) and aUE(φ) = aUE(−φ), due
to the one-dimensional nature of ULA, which leads to the candidate beams’ indexes
ambiguously describing angles from either range. We discuss this in greater detail in
subsequent sub-sections.
By using a random sequence of candidate beams to transmit and receive each pilot
symbol, as described in (5.12) and (5.13), the sequence of M measurements that are
collected by the bth BS can be expressed by the RBS × 1 measurement vector by
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y(b) =
√
P
RUE

(W (b)1 )HH(b)F1s1
...
(W (b)m )HH(b)Fmsm
+

n
(b)
1
...
n(b)m
 . (5.14)
where Fm and W (b)m are the matrices whose columns consist of the RUE and RBS
randomly selected candidate beam steering vectors at the UE and BS, respectively.
Due to orthogonality among the BS candidate beams, the noise elements in (5.5) now
follow an i.i.d., AWGN distribution.
By rearranging (5.8) to get H(b) =
√
NUENBSWcV
(b)FHc , we can substitute this
result into (5.14) and express the measurement vector in the common CS form [39] as
follows
y(b) = Ag

A
(b)
1
...
A(b)m
 vec(V (b)) +

n
(b)
1
...
n(b)m
 (5.15)
= AgA(b)v(b) + n(u,m). (5.16)
where A(b)m = (sTmF TmF ∗c )⊗ ((W (b)m )HWc) is the RBS ×NUENBS sparse sensing matrix,
v(b) = vec(V (b)) is the vectorized virtual channel matrix between the UE and the bth
BS, and Ag =
√
PNUENBS/RUE is a scalar measurement gain.
5.3.3 Independent Base Station Channel Estimation
Following the measurement sequence in the previous sub-sections, we assume that each
BS independently estimates its own the virtual channel, vˆ(b), based on measurements
it has collected over the span of TE time slots in y(b,m). Considering the CS matrix
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A(b,m), this sparse recovery problem can formulated as
vˆ(b) = argmin
v
[
||y(b) − AgA(b)v||22 + γ||v||1
]
. (5.17)
In this chapter, we consider that each independent channel estimation is obtained
using the BG GAMP approach described in [8,36]. After obtaining this initial channel
estimate, each BS can then convert the vectorized channel estimate back into its
matrix form (i.e., Vˆ (b)). In the following sub-sections, we develop a framework that
permits each BS to then share its mutually dependent indexes with the rest of the
network so that the joint probability of each beam combination may be computed.
Although we have adopted a BG GAMP-based estimator in this chapter, in practice
RAPID is not limited to any particular independent estimation/recovery technique;
rather, any approximate solution to (5.17) may be considered as an input into our
proposed algorithm.
5.3.4 Bipolar Candidate Ray Measurements
Following a similar process as the Euclidean channel formulation in (5.10), we now also
seek to transform the candidate beamforming vectors into the Euclidean deployment
model. To this end, we consider that each of the candidate beamforming vectors,
conventionally considered to measure an angular AoD/AoA, instead corresponds to
a ray-based RoD/RoA. We model each ray to begin at the center of each ULA and
extend with a radial distance denoted by rb in the direction corresponding to each
AoD/AoA. By adopting a bipolar parametric line model, we can describe the (x,y)
coordinate pairs that lie on the nbth candidate RoA for the bth BS as
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Pb =
 x
y
 =
 rb cos(θ¯nb −Θb)
rb sin(θ¯nb −Θb)
+
 xb
yb
 (5.18)
= rb R(nb) +DTb , ∀ rb > 0. (5.19)
By recalling the relationship between the candidate index and angle, θ¯nb = cos−1(1−
2 nb
NBS
), we further elaborate R(nb) as
R(nb) =
Lx(nb)
Ly(nb)
 =
 cos
(
cos−1(1− 2 nb
NBS
)−Θb
)
cos
(
cos−1(1− 2 nb
NBS
)−Θb − pi2
)
 (5.20)
=
 ±
√
1−
(
1− 2 nb
NBS
)2
sin(Θb) +
(
1− 2 nb
NBS
)
cos(Θb)
±
√
1−
(
1− 2 nb
NBS
)2
cos(Θb)−
(
1− 2 nb
NBS
)
sin(Θb)
 . (5.21)
where the simplification in (5.21) follows the trigonometric property cos(cos−1(a)−b) =
±
√
(1− a2)sin(b) + acos(b).
At this point, it is important to consider the square root term in (5.21). In particu-
lar, it is notable that each candidate beam index corresponds to two indistinguishable
ROAs in the Euclidean space, as indicated by the plus-minus sign. As previously
eluded to, this is an inherent property that arises from the use of uniform linear
arrays, due to the symmetric property aBS
(
+ θ¯nb
)
= aBS
(
− θ¯nb
)
∀ nb ∈ NB. In the
context of AoD/AoA estimation, this leads to an ambiguity problem, in that any given
angle estimate could be one of two possibilities. For point-to-point systems, there is
generally little benefit in resolving this ambiguity, as the transceiver will still be unable
to direct its beam in only one of the directions3. However, in order for estimated
directions to be considered in a Euclidean deployment, angle ambiguity can be an
important source of uncertainty. This directional ambiguity is illustrated in Fig. 5.2,
3In more complex multi-user systems, this information could, however, be utilized to coordinate
the reduction of interference among users [34].
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where the UE is shown as being positioned on two different ROAs extending from the
right-hand BS. Although a single BS cannot, by itself, determine which of the two RoA
directions correspond to a propagation path, there must be one globally consistent
solution among all BS. More generally, Fig. 5.2 also illustrates the RoA-based model.
To consider this angle ambiguity in our proposed approach, we replace the “unipolar”
BS candidate beam indexes nb ∈ NB with a super set of “bipolar” indexes n¨b ∈ N¨B =
{−NB, NB} = {−NBS + 1, · · · , NBS − 1}. With this bipolar definition, we define
more rigorously each candidate beamforming vector in (5.13) as wc(nb) = aBS
(
± θ¯nb
)
,
which leads to
wc(nb) = wc(|n¨b|) = aBS
(
θ¯n¨b
)
,∀θ¯n¨b = sgn(n¨b)cos−1
(
1− 2 |n¨b|
NBS
)
, n¨b ∈ N¨B (5.22)
Using this definition, we can also express more explicitly the ambiguity in (5.20) as
R(n¨b) =
sgn(n¨b)
√
1−
(
1− 2 |n¨b|
NBS
)2
sin(Θb) +
(
1− 2 |n¨b|
NBS
)
cos(Θb)
sgn(n¨b)
√
1−
(
1− 2 |n¨b|
NBS
)2
cos(Θb)−
(
1− 2 |n¨b|
NBS
)
sin(Θb)
 . (5.23)
Similarly, for each UE candidate beamforming vector, we can elaborate on (5.12) as
fc(nu) = fc(|n¨u|) = aUE
(
φ¯n¨u
)
,∀φ¯n¨u = sgn(n¨u)cos−1
(
1− 2 |n¨u|
NUE
)
, n¨u ∈ N¨U (5.24)
where N¨U = {−NU , NU} = {−NUE + 1, · · · , NUE − 1}.
Although this bipolar RoA model has limited benefit in a point-to-point system, it
facilitates the sharing of information among transceiver arrays concurrently operating
in the same Euclidean space. specifically, when a pair of BS adopts a pair of intersecting
candidate RoA beamforming vectors, the pair of measurements cannot be considered
only to sample their independent angular directions, but also to sample the position at
which the two ROAs intercept. This increases mutual information and therefore can
be used to enhance joint estimation performance. We later use geometric reasoning to
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Figure 5.2 – An example deployment model (B = 2) showing the set of bipolar ray-based
rays-of-arrival (RoAs) extending from each BS as dashed lines. In this example, the true user
equipment (UE) position is shown at the origin, with bold-solid beam patterns depicting the
ray-of-reparture (RoD) directions expected to have strong gains. The scenario illustrated
here is conditional upon the true nu and nb. As such, the other UE positions and pairs
of orientations show the conditional rotation of the correct directions. It is evident that
the origin UE position aligns both nb and the conditionally dependent np. Therefore, both
V
(b)
|nb|,|nu| and V
(p)
|np|,|nu| would be expected to be strong. In each other position, either one or
all of the directions do not align, and thus they correspond to expected weak codependent
pairs for each virtual channel. In particular, the geometry of the lower right-hand UE
position does result in the correct alignment of each AoD and will therefore index the correct
columns of both V (b) and V (p). However, as the RoA to the pth BS is misaligned, the
resulting joint probability will be low. Furthermore, the expected channel gain for this
distant position will be significantly lower than the one observed from the true UE position
at the origin.
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find the conditional relationship between RoD extending from the UE.
5.3.5 Identifying Mutually Dependent Rays
We now build on the previous model by jointly considering the RoA of another BS
operating concurrently in the same space as the bth BS. Specifically, we consider the
n¨pth candidate RoA extending from the pth BS, where p 6= b. By recalling (5.18), we
can describe the common intercept between the n¨pth RoA and the n¨bth RoA, if it
exists, by
Pb = Pp (5.25)
rb R(n¨b) +DTb = rp R(n¨p) +DTp (5.26)
where the solution is only valid if both radial distances are in a positive range, namely
rb > 0 and rp > 0. By recalling ∆p,b = Dp−Db = [δxb,p , δyb,p ], (5.25) can be rearranged
to become
∆Tp,b = [R(n¨b) R(n¨p)]
 rb
rp
 (5.27)
 δxb,p
δyb,p
 =
 Rx(n¨b) −Rx(n¨p)
Ry(n¨b) −Ry(n¨p)

 rb
rp
 . (5.28)
By multiplying each side of (5.27) by the inverse of the 2× 2 square matrix, we can
solve for the pair of radial distances from each BS to the common intercept among
their RoA. We therefore express this pair in vector form as
 rb
rp
 =
 Rx(n¨b) −Rx(n¨p)
Ry(n¨b) −Ry(n¨p)

−1  δxb,p
δyb,p
 . (5.29)
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Leveraging the closed form expression for a 2× 2 matrix inverse, we can then directly
express the radial distances rb and rp as a function of the RoA index pair n¨b and n¨p as
rb(n¨b, n¨p) =
Rx(n¨p)δyb,p −Ry(n¨p)δxb,p
Rx(n¨p)Ry(n¨b)−Rx(n¨b)Ry(n¨p) , ∃ rb > 0 (5.30)
and
rp(n¨b, n¨p) =
Rx(n¨b)δyb,p −Ry(n¨b)δxb,p
Rx(n¨p)Ry(n¨b)−Rx(n¨b)Ry(n¨p) ,∃ rp > 0. (5.31)
We can then express the set of indexes that result in intercepts among the n¨bth RoA
at the bth BS and all RoA at the pth BS as
R(p)n¨b =
{
n¨p ∈ N¨B
∣∣∣∣∃ rb(n¨b, n¨p) > 0 ∧ rp(n¨b, n¨p) > 0}. (5.32)
Finally, by noting that the solution in (5.30)-(5.31) only depends on the relative
displacement and orientation between each BS pair, we can substitute each radial
distance back into Pb = rb R(n¨b) +DTb and DTb to describe the corresponding set of
intercept positions relative to the bth BS. We therefore express the set of positions
corresponding to each intercept in (5.32) as
P (p)n¨b =
{(
rb(n¨b, n¨p) Rx(n¨b), rb(n¨b, n¨p) Ry(n¨b)
)
n¨p ∈ Rn¨b
}
. (5.33)
where each (x˜b, y˜b) ∈ P (p)n¨b describes the displacement, from the bth BS, to an intercept
between the n¨bth RoA and the n¨pth RoA.
The quantization of points described by the set in (5.33) is a result of quantized
phase-shifting constraints and, subsequently, the finite set of candidate beamforming
directions that form the virtual channel matrix. For this reason, the grid of points
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formed by all intercepts from every BS RoA can therefore be thought of as a virtual
channel in the Euclidean space. In the following sections, we develop a joint estimation
tool to leverage the mutual information collected by the BS channel measurements.
Intuitively, RAPID permits estimated information from one BS to assist in another.
5.3.6 RAPID Beam Probabilities
From (5.17), recall that, after the UE has finished transmitting its sequence of pilot
symbols, each BS is able to make an independent estimate of the up-link channel. In
this sub-section, we consider that the bth BS has its own estimate, denoted by Vˆ (b),
and also has access to the estimated virtual channel from the pth BS, denoted as Vˆ (p).
Leveraging the model developed in the previous sub-sections, we now aim to utilize the
mutual dependency among virtual channel entries to find the joint probability of each
direction. In doing so, we therefore collectively increase overall network performance.
We begin by considering a single entry of the bth BS’s virtual channel V (b)nb,nu , which
here denotes the estimated path gain between the nbth BS candidate beamforming
vector nuth and the UE candidate beamforming vector. From (5.12)-(5.13), we can
therefore elaborate this particular entry as
V (b)nb,nu =
1√
NUENBS
(wc(nb))HH(b)fc(nu). (5.34)
Recalling (5.6), we can then consider the conditional PDF of the channel in (5.34),
given the channels AoD and AoA that are perfectly aligned with the beamforming
vectors fc(nu) and wc(nb) i.e., θLb ∈ {−θ¯nb , θ¯nb} and φLb ∈ {−φ¯nu , φ¯nu}. From (5.6),
we can substitute these angles into (5.34) to yield
f(V (b)nb,nu|nb, nu) = f(αb(wc(nb))HaBS
(
± θ¯nb
)(
aUE(±φ¯nu
)
)Hfc(nu)|nb, nu)
= f(αb|nb, nu). (5.35)
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By itself, this conditional destiny function is the same as that used in independent
estimation, with the PDF of αˆb being limited to f(αb|rb) ∼ CN (0, r−βb ) for some
unknown radial distance, rb. However, by utilizing the models developed in the
previous sub-sections, we are now able to consider (5.35) all available information and
extend each conditional nb and nu into the global deployment, namely by considering
the implication of each conditional for all other BS.
By recalling array orientations and the resulting relationship between the global
and local angles as φLb = φGb − ψu,∀ b = 1, · · · , B, and θLb = θGb −Θb,∀ b = 1, · · · , B,
we can deduce the following conditionally related angle sets.
Theorem 5.1 RAPID Theorem of Mutually Dependent Beam Angles: If the
channel between the UE and the bth BS has a LOS propagation path such that
θLb ∈ {−θ¯nb and θ¯nb} and φLb ∈ {−φ¯nu , φ¯nu} with a corresponding virtual channel
density function, as described by (5.35), then for the pth BS to have jointly a LOS
path to the same UE, it follows that the pth BS must also have
f
(wc(|n¨p|))HHˆ(p)aUE(φLp (n¨b, n¨p, nu)
)
√
NUENBS
∣∣∣∣∣∣nb, nu
 = f(αp|nb, nu),
∀ n¨p ∈ R(p)n¨b |∃ R(p)n¨b ∀ n¨b ∈ {−nb, nb}, n¨u ∈ {−nu, nu} (5.36)
where the conditional AoD to the pth BS, φLp (n¨b, n¨p, nu), satisfies the relationship
φLp (n¨b, n¨p, nu) = atan2(rb(n¨b, n¨p) Ry(n¨b)− δyp,b ,
rb(n¨b, n¨p) Rx(n¨b)− δxp,b)+
θ¯n¨b + φ¯n¨u + Θb. (5.37)
Lemma 5.1.1 Conditional Line Dependency: In order for the bth BS to
receive pilot signals with the nbth candidate beam, the propagation source
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(i.e., the UE) must be positioned at some point along the RoA line, indexed
by nb = |n¨b|,∀ n¨b ∈ {−nb, nb}.
Lemma 5.1.2 Mutually Observable Positions: For the pth BS to have
jointly received pilot signals from the same propagation source, from
(5.32) it follows that there must exist some RoA index that satisfies n¨p ∈
R(p)n¨b ,∀ n¨b ∈ {−nb, nb}. That is, there must be some RoA line extending
from the pth BS that intercepts with the bth BS’s RoA, indexed by n¨b ∈
{−nb, nb}. Furthermore, this intercept has a relative displacement of
(x˜b, y˜b) ∈ P (p)n¨b from the bth BS.
Lemma 5.1.3 Mutual Orientation Dependency: In order for this common
propagation source to qualify as being a line of sight path from the UE,
the orientation of the UE must direct the conditionally considered nuth
candidate beam toward the bth BS. In other words, it must satisfy the
relationship φGb = pi − θGb , which leads to the condition that the UE
orientation must be one of ψu = pi−θLb −Θb−φLb , ∀ θLb ∈ {−θ¯nb , θ¯nb}, φLb ∈
{−φ¯nu , φ¯nu}.
Lemma 5.1.4 Conditional RoD: For the UE to have jointly a LOS
path to the pth BS (i.e., from (x˜b, y˜b) to (δxp,b , δyp,b), relative to the bth
BS), it must have a global AoD that satisfies φGp = atan2(δyp,b − y˜b, δxp,b −
x˜b),∀ (x˜b, y˜b) ∈ P (p)n¨b . With orientation ψu from Lemma 5.1.3, the local
AoD can then be expressed as φLp (n¨b, n¨p, nu) = φGp − ψu and therefore as
elaborated in (5.37).
Lemma 5.1.5 Conditional Radial Displacement and Path PDF: If the
bth BS and pth BS have jointly LOS paths to a UE positioned at the
intercepting point between the RoA pair n¨b and n¨p, then, from (5.30-5.31),
the UE radial distance is given by rb(n¨b, n¨p) for the bth BS and rp(n¨b, n¨p)
for the pth BS. Next, the conditional likelihood function for a bth BSs path
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coefficient can be expressed as
f(αˆb|rb(n¨b, n¨p)) =
exp
( −|αˆb|2
rb(n¨b,n¨p)−β+Var[αˆb])
)
pi( rp(n¨b, n¨p)−β + Var[αˆb]))
(5.38)
and the path coefficient of bth BS as
f(αˆp|rp(n¨b, n¨p)) =
exp
( −|αˆp|2
rp(n¨b,n¨p)−β+Var[αˆp])
)
pi( rp(n¨b, n¨p)−β + Var[αˆp])
. (5.39)
Corollary 5.1.1: From 5.1, we can use Bayes’ rule to obtain the conditional proba-
bility of rb(n¨b, n¨p) as
Pr(rb(n¨b, n¨p)|αˆb) = f(αˆb|rb(n¨b, n¨p))
f(αˆb|rb(n¨b, n¨p)) + f(αˆb|¬rb(n¨b, n¨p)) (5.40)
= 1
1 + f(αˆb|¬rb(n¨b,n¨p))
f(αˆb|rb(n¨b,n¨p))
(5.41)
= 1
1 +
(
rb(n¨b,n¨p)−β
Var[αˆb] + 1
)
exp
( −|αˆb|2/Var[αˆb]
(1+Var[αˆb]/rb(n¨b,n¨p)−β)
) (5.42)
and similarly for Pr(rp(n¨b, n¨p)|αˆp). By considering that the conditional occurrence of
events rb(n¨b, n¨p) and rb(n¨b, n¨p) is, by definition, completely dependent, we can express
the probability of their intersection as
Pr(n¨b, n¨p|αˆb, αˆp) = Pr(rb(n¨b, n¨p) ∩ rp(n¨b, n¨p)|αˆb, αˆp) (5.43)
= Pr(rb(n¨b, n¨p)|αˆb)Pr(rp(n¨b, n¨p)|αˆp) (5.44)
and the union among all mutually exclusive solutions n¨p ∈ R(p)n¨b that are jointly
conditioned with n¨b as
Pr(n¨b|αˆb, αˆp) = Pr
( ⋃
n¨p∈R(p)n¨b
n¨b, n¨p|αˆb, αˆp
) 1
|R(p)n¨b |
∑
n¨p∈R(p)n¨b
Pr(n¨b, n¨p|αˆb, αˆp) (5.45)
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Finally, by substituting the conditional path estimates αˆb = Vˆ (b)nb,nu and αˆp =
(wc(|n¨p|))HWcVˆ (p)FHc aUE(φLp (n¨b, n¨p, nu)
)
, and by approximating the estimation vari-
ance as being dominated by the AWGN noise components, i.e., Var[αˆp] = Var[αˆb] = N0,
we can consider this probability across each of the equiprobable ranges |nb| = n¨b ∈
{−nb, nb}, |nu| = n¨u ∈ {−nu, nu} to obtain
Pr(nb, nu|Vˆ (b), Vˆ (p)) = 14
∑
n¨b∈{−nb,nb}
n¨u∈{−nu,nu}
Pr(n¨b|αˆb, αˆp) (5.46)
=
∑
n¨b∈{−nb,nb}
n¨u∈{−nu,nu}
∑
n¨p∈R(p)n¨b
1
4|R(p)n¨b |
Pr(rp(n¨b, n¨p)
∣∣∣∣Vˆ (b)nb,nu)×
Pr
(
rp(n¨b, n¨p)
∣∣∣(wc(|n¨p|))HWcVˆ (p)FHc aUE(φLp (n¨b, n¨p, nu)))
(5.47)
where φLp (n¨b, n¨p, nu) can be found from (5.37).
Example 5.1.1: An example that illustrates conditional geometry is shown in Fig.
5.2. Specifically, we show four conditional UE positions and orientations, given the
RoA n¨b = 3 and n¨b = −3 from the right-hand BS. As is the case in our system model,
the true UE position is shown in the center (i.e., n¨b = −3 in the example), with the
correct RoD directions shown as the beamforming directions with bold-solid lines (i.e.,
n¨u). It follows that the correct directions will be expected to correspond to virtual
channel entries that exhibit a strong path gain. The dashed and solid lines shown for
the other conditional UE positions represent the two possible UE array orientations,
each of which results in the considered correct beamforming vector (i.e., the expected
strong estimate) directed back toward the right-hand BS at (20,10). Focusing on the
UE in the center, it is notable that one of the two array orientations perfectly aligns
the correct beamforming direction toward the left-hand BS (i.e., it corresponds to the
expected strong measurement in both virtual channels). As such, the probability of
the conditional virtual channel entry will be high.
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In contrast to the correct estimate, we can consider the alternative conditional UE
positions at coordinates (-20,-12.5) and (-18.5,12.5). At these positions, it is evident
that neither of two conditional orientations direct the observed strong beamforming
directions toward to the true BS positions. As such, these candidate positions will
yield low probabilities, as the expected measurements will not agree with the observed
measurements. Focusing on the bottom-right UE position, we see that one of the two
orientations does result in the alignment of the strong UE beamforming directions.
However, as the resulting RoA from the left-hand BS is now incorrect, it will still
correspond to a virtual channel entry with a weak gain and therefore result in low
conditionally probability.
Note 5.1.1: It is worth noting that the geometric reasoning in Theorem 1 intention-
ally considers the scenario that applies to a joint LOS—as asserted through Lemmas
(5.1.2)-(5.1.4). This set of conditions collectively considers geometric properties that
would be consistent with a common line of sight path among two BS. In order to extend
this framework to one that jointly estimates NLOS paths, the developed model could
also consider common scatterers alongside the already considered LOS components.
More specifically, for NLOS, it may also be considered that, for the intercept of two
RoA pairs as a common NLOS propagation source (i.e., a scatterer), the RoD from
the UE must be the same, or very similar, for both BS estimates. We have left this
extension as future work.
5.3.7 RAPID Summary
Leveraging the expressions from the previous sub-sections, we now give a complete
description our RAPID beam training algorithm. We propose that after each BS
has collected UE pilot symbols for TE channel estimation time slots, they each carry
out their own channel estimation, before exchanging their estimates with nearby
BS. Initially, we assume that this information exchange is made possible by either a
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Algorithm 5.1: Ray-of-Arrival Passing for In-Direct (RAPID) Beam Training.
1 UE Input : Each UE has a network-known candidate beamforming pilot sequence√
PNdsmFm, ∀ m = 1, · · · , TE .
2 BS Input : The orientation, Θp, and relative position of nearby BS ∆b,p, ∀ p = 1, · · · , B. Each BS
has Nd, N0, β, Ag and knows A(b)m = (sTmF TmF ∗c )⊗ ((W (b)m )HWc)∀ m = 1, · · · , TE .
3 Initialization : Each BS pre-computes the RoA intercepts
4 R(p)n¨b =
{
n¨p ∈ N¨B
∣∣∣rb(n¨b, n¨p) > 0 ∧ rp(n¨b, n¨p) > 0}, ∀p, n¨b
5 Transmission and Independent Estimation :
6 for m = 1, 2, · · · , TE do
7 // UE Transmits beamformed pilots
8 xm =
√
P
RUE
Fmsm
9 for b = 1, 2, · · · , B do
10 // The bth BS receives with Wm to obtain
11 y
(b)
m = (W (b)m )H(H(b)xm + q(b)m )
12 end
13 end
14 for b = 1, 2, · · · , B do
15 // The bth BS uses y(b) = [y(b)1 ; · · · ;y(b)TE ] and
16 A(b) = [A(b)1 ; · · · ;A(b)TE ] for independent sparse recovery:
17 vˆ(b) = argmin
v
[
||y(b) −AgA(b)v||22 + γ||v||1
]
18 end
19 Ray Passing and Indirect Estimation :
20 for b = 1, 2, · · · , B do
21 for p = 1, 2, · · · , B, | p 6= b do
22 // The bth BS passes its Nd strongest entries to the pth BS, which has a common RoA
intercept as
23 Vˆ
(b|p)
|n¨b|,nu ⇐ Vˆ
(b)
|n¨b|,nu , ∀ nu, n¨b|∃n¨b ∈ R
(p)
n¨p
, ∀ n¨p ∈ N¨
24 // The bth BS receives Nd entries from the pth BS as
25 V˜
(p)
|n¨p|,nu ⇐ Vˆ
(p|b)
|n¨p|,nu , ∀ nu, n¨p|∃n¨p ∈ R
(b)
n¨b
, ∀ n¨b ∈ N¨
26 // The bth BS computes its the conditional probability from (5.46)
27 Pr(nb, nu|Vˆ (b), V˜ (p)) = 14
∑
n¨b∈{−nb,nb}
n¨u∈{−nu,nu}
Pr(n¨b|αˆb, αˆp),∀nb, nu
28 end
29 // Compute conditional probability given all other BS.
30 Pr(nb, nu) = 14
∑B
p=1
p6=b
Pr(nb, nu|Vˆ (b), V˜ (p)),∀nb, nu
31 end
32 Output : Pr(nb, nu)∀nb, nu .
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wired/wireless front-haul link between each BS. We then propose a bandwidth limited
exchange later in this sub-section.
Following (5.46), after each BS has exchanged its initial set of virtual channel
estimates, the bth BS can then compute its a priori virtual channel probabilities as
Pr(nb, nu) =
1
B − 1
B∑
p=1,
p6=b
Pr(nb, nu|Vˆ (b), Vˆ (p)). (5.48)
With this result, each BS can then select those UE/BS candidate beamforming pairs
which have greatest probability of a path for data communication. The BS can then
feed back the selected UE candidate beamforming indexes, requiring just log2(N) per
index, for use in the following data communication4.
The achievable link rate between the UE and each BS can then be expressed as [5]
R
(u)
opt = log2|I +
P
N0
WHd Hˆ
(b)FdF
H
d Hˆ
HWd|. (5.49)
where WHd and Fd are BS and UE beamforming matrices consisting of the candidate
beamforming vectors selected for communication. The remainder of this section
proposes bandwidth-constrained information sharing and the application of RAPID
in downlink estimations.
a) Bandwidth Constrained Ray Passing
Due to the difficulties inherent in mmWave communication, and the cost of wired
back-haul in dense networks, it is possible that any communication channels between
4Alternatively, after the initial TE estimation time slots, the until-now transmitting UE could
instead start receiving with its continued pseudo-random beamforming sequence. As the UE has been
simultaneously associated with several BS, all of which know this sequence and now have an estimate
of which UE beamforming directions are suitable for communication, this would only require, on
average, NUE/(B × RUE) time slots before a high path probability UE beam direction is adopted.
This opening could then be used to feed back the UE side information and initiate communication.
5.3 RAPID Beam Training 149
BS links may be bandwidth-constrained. To reduce this overhead, we assume that
each BS is only able to share a limited number of entries from a virtual channel
estimate.
Fortunately, for any given BS pair, Vˆ (b) and Vˆ (p), the complete set of entries is
not needed, as they do not all have statistical dependencies. More specifically, as the
two BS exist in a 2D plane with RoA bounded by positive radial distances, only half
of the total number of |N¨B| = 2NBS RoA directions from one BS have any directional
component in relation to another BS. As such, the largest number of ROAs that can
have a mutual intercept between two BS is (|N¨B|/2)2 = N2BS. Mathematically, we can
denote the entries of the bth BS’s virtual channel estimate that are passed to the pth
BS as
Vˆ
(b|p)
|n¨b|,nu ⇐ Vˆ
(b)
|n¨b|,nu ,∀ nu, n¨b|∃n¨b ∈ R
(p)
n¨p ,∀ n¨p ∈ N¨ (5.50)
Returning to bandwidth constrained sharing, in some BS deployments as little as half
of these N2BS RoA intercepts correspond to unique entries in the virtual channel matrix.
For example, when Θb = Θp = 0 and both BS are positioned on the x-axis, the ROAs
that are able to have intercepts are half in the positive AoA range and half in the
negative AoA. Recalling the ULA beam ambiguity problem (i.e., aBS(θ) = aBS(−θ)),
the positive and negative angle ranges correspond to the same entries in the virtual
channel matrix, due to the absolute index |N¨B|. In this case, only NBSNUE/2 entries
need to be shared. Conversely, in other cases, such as when Θb = Θp = 0 and both
BS are positioned on the y-axis, the angular range with a radial component toward
the other BS is either all positive or all negative, and thus all NBSNUE entries are
statistically relevant, to some extent.
For very large MIMO systems, this may still lead to an undesirable sharing overhead.
Fortunately, owing to sparsity of the mmWave channel, many of the estimated virtual
channel entries are approximately zero and therefore can be neglected with little loss
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of performance. As such, we propose that, from the already reduced sets of virtual
channel entries in (5.50), only the Nd most dominant entries are shared. As the
geometric representation of the mmWave channel is inherently sparse, this has little
effect on the performance of the system, provided Nd is still greater than the number
of paths. Furthermore, this also decreases computational complexity, as only RoA
pairs of significance need to be considered.
Using this approach, we denote the constrained matrix received by the bth BS
from the pth BS as V˜ (p), such that ||V˜ (p)||0 = Nd as
V˜
(p)
|n¨p|,nu ⇐ V˜
(p|b)
|n¨p|,nu ,∀ nu, n¨p|∃n¨p ∈ R
(b)
n¨b
,∀ n¨b ∈ N¨ (5.51)
With this constrained information, we can rewrite (5.48) as
Pr(nb, nu) =
1
B − 1
B∑
p=1,
p6=b
Pr(nb, nu|Vˆ (b), V˜ (p)). (5.52)
We show the complete RAPID beam training approach in Algorithm 5.1.
b) RAPID Downlink Beam Training
Up to this point, we have introduced RAPID as a cooperative uplink channel estimation
strategy; however, by considering that the only prior knowledge required to compute
(5.48) is the relative positions of each network BS and their orientations, RAPID can
also be implemented in downlink at the UE. To this end, the UE would only require
this static network deployment information, along with a coarse estimate its network
position, in order to reduce the number of considered BS. Then, similarly to the
uplink description, each BS can broadcast beamformed pilot signals with orthogonal
spreading codes while each UE collects the signals with a sequence of beamforming
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directions. After the TE estimation time slots, each UE can make a direct estimate of
the downlink channel and implement RAPID with no communication overhead for
the network.
In this scenario, although there is no sharing overhead, the computational burden
that was originally in the up-link and distributed among several BS would now need
to be carried out by a single UE. As the UE is expected to have less computational
power and more stringent energy requirements, it may still be beneficial for the UE to
only consider the Nd most dominant and dependent entries from each estimate. This
downlink estimation strategy would also still permit the UE to adapt its beamforming
directions during the estimation process, as proposed in [88].
5.4 Numerical Results
We now provide some numerical results to evaluate the performance of our proposed
scheme. We consider an mmWave system where a UE is equipped with NUE = 16
antennas and RUE = 4 RF chains. We assume this UE to be within the range of a
network of B BS, each equipped with NBS = 32 antennas and RBS = 8 RF chains.
We adopt a user-centric deployment network model in which each BS is positioned
within a 100m x 100m grid, with the UE at its center (i.e., a maximum of 50m
away from the UE along the x- or y-axis). We consider each BS to follow a uniform
random distribution within this space, while the orientation of each BS also follows a
uniformly random distribution in the continuous range [0, 2pi]. Similarly, we consider
UE orientation to also follow a uniform random distribution in the range [0, 2pi].
The resulting deployment dependent channels can therefore be found from (5.10), in
which the path loss exponent is considered as β = 4 to represent severe mmWave
propagation losses. We consider each receiver’s noise power to be N0 = 10−5, such
that the propagation path SNR can be expressed as σ2R/N0, which leads to a minimum
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link SNR of r−βb /N0 = −24 dB at max[rb] =
√
2× 50m.
We apply RAPID to RDB with TE channel estimation time slots and an ES-based
channel estimation with TES = NUENBS/RBS = 64 estimation time slots. To compare
the performance of each scheme as a result of estimation, we show the average best-
available link rate (i.e., the maximum achievable rate given all estimated channels)
along with the average of the worst available link rate (i.e., the minimum achievable
link rate given all estimated channels). For completeness, we also include the average
of all available links. To demonstrate coverage probability and link redundancy, we also
show the CDF of the UE with NLO link options, whereby we impose the requirement
that a link must satisfy R > Rth along with a coverage rate threshold Rth.
In Fig. 5.3 (a), we show both the maximum achievable link rate and the average
achievable link rate for a network of B = 3 BS, with RDB using TE = 48. In most
cases, it is evident that RDB tends to outperform ES despite using fewer measurement
timeslots, particularly at a high SNR, because RDB has greater measurement diversity
due to pilots being transmitted with multiple beamforming directions in each time
slot. This effectively allows the receiver to sample several entries of the virtual channel
at once. Conversely, ES sequentially transmits a pilot with only one beamforming
direction at a time and is included as a benchmark approach. By comparing the
average link rate of the schemes in Fig. 5.3 (a), it is notable that those using RAPID
show little advantage at a low SNR; however, as transmit power increases, both ES
and RDB are able to achieve an average link rate increase of around 1 bit/s/Hz.
Interestingly, comparing this to maximum link rate performance, we find that the
there is very little increase as SNR increases, because—in most cases—the BS that
has the best channel in relation to the UE is the one that stands to gain the least from
sharing its information with the other BS. Conversely, in Fig. 5.3 (b), we show the
average of the minimum achievable link rate, which effectively represents the BS that
has the worst channel in relation to the UE, which is therefore the BS that stands to
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Figure 5.3 – results where the network consists of B = 3 base station (BS), each equipped
with NBS = 32 antennas and RBS = 8 radio frequency (RF) chains and the user is equipped
with NUE = 16 antennas and RUE = 4 RF chains. We assume the expected number of
paths is E[L] = 3. (a) Shows the average maximum and mean achievable link rates after
estimation, while (b) shows the minimum achievable link rate.
5.4 Numerical Results 154
0 1 2 3 4 5 6 7 8 9 10
Rth (bps/Hz)
Minimum Rate Threshold
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
CD
F 
of
 h
av
in
g 
N L
O
 
lin
k 
op
tio
ns
sa
tis
fy
in
g 
R>
=R
th
Transmit Power: 0.00 (dBm) (B = 3, TE = 48)
Pr(NLO>=2), RDB+RAPID
Pr(NLO>=2), RDB
Pr(NLO>=2), ES+RAPID
Pr(NLO>=2), ES
Pr(NLO>=4), RDB+RAPID
Pr(NLO>=4), RDB
Pr(NLO>=4), ES+RAPID
Pr(NLO>=4), ES
Pr(NLO>=6), RDB+RAPID
Pr(NLO>=6), RDB
Pr(NLO>=6), ES+RAPID
Pr(NLO>=6), ES
(a)
0 2 4 6 8 10 12
Rth (bps/Hz)
Minimum Rate Threshold
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
CD
F 
of
 h
av
in
g 
N L
O
 
lin
k 
op
tio
ns
sa
tis
fy
in
g 
R>
=R
th
Transmit Power: 10.00 (dBm) (B = 3, TE = 48)
(b)
Figure 5.4 – Numerical results where the network consists of B = 3 base station (BS),
each equipped with NBS = 32 antennas and RBS = 8 radio frequency (RF) chains and the
user is equipped with NUE = 16 antennas and RUE = 4 RF chains. We assume the expected
number of paths is E[L] = 3. (c) shows the cumulative density function (CDF) of network
coverage for P = 0 dBm and (d) P = 10 dBm.
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gain the most from exchanging information. As the UE transmit power increases, we
can see that the minimum link rate of the systems using RAPID increase significantly
by up to around 2bps/Hz at a transmit power of 10 dBm.
Turning our attention to Figs. 5.4 (a) and (b), we show the CDFs for a number
of achievable link options, for P = 0 dBm and P = 10 dBm, respectively. In both
cases, we can see that RAPID is able to increase significantly the probability of having
a larger number of available link options, particularly for lower-rate requirement
thresholds. This is an inherent property of RAPID’s ability to improve significantly
the weaker network links. This low rate threshold region also fits for mmWave systems,
as throughput gains are expected to come from large bandwidths as opposed to complex
modulation schemes. For much greater rate thresholds we see that the available link
probabilities of all systems tend to converge.
In Fig. 5.5 and Fig. 5.6, we increase BS density to B = 6 for the same deployment
area. We also reduce the number of RDB time slots to TE = 32. In (a) and (b), we
again show the minimum, mean, and maximum link rates. Again, we can see from
(b) that the minimum link rate is able to increase by around 2 bits/s/Hz by applying
RAPID despite the worst of the B = 6 channels being much worse than B = 3, as in
Fig. 5.3. Looking at the average link rate in Fig. 5.5 (b), we can see a more noticeable
increase with B = 6 for the same reason, as now there are many more BS to benefit
from the the better channels that are shared. Turning to the CDFs in 5.6 (a) and (b),
we find that the probability of having more available links is still much greater with
RAPID, in particular at a high SNR.
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Figure 5.5 – Numerical results where the network consists of B = 6 base station (BS), each
equipped with NBS = 32 antennas and RBS = 8 radio frequency (RF) chains and the user is
equipped with NUE = 16 antennas and RUE = 4 RF chains. (a) Shows the average maximum
and mean achievable link rates after estimation, while (b) shows the minimum achievable
link rate.
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Figure 5.6 – Numerical results where the network consists of B = 6 base station (BS),
each equipped with NBS = 32 antennas and RBS = 8 radio frequency (RF) chains and the
user is equipped with NUE = 16 antennas and RUE = 4 RF chains. (c) shows the cumulative
density function (CDF) of network coverage for P = 0 dBm and (d) P = 10 dBm.
Chapter 6
Conclusion
In this thesis, we proposed novel mmWave channel estimation techniques that comply
with existing constrained hardware architectures. The key results, derivations, and
analysis have provided an insight into the how mmWave channel estimation schemes
can be carefully designed to balance accuracy and training time. In these closing
paragraphs, we summarize the work presented in each chapter and provide some
guidance on areas where additional contributions may be possible.
6.1 Summary of Results and Insights
In Chapter 3, we proposed a fast channel estimation algorithm for mmWave commu-
nication systems, based on a novel overlapped beam pattern design. The proposed
algorithm was shown to speed up the channel estimation process by a factor of K2/M
when compared to existing algorithms with non-overlapped beam patterns. Using
a fixed number of measurements, it was also shown that this reduction came at an
energy-to-noise ratio expense of 2.5 dB, in order to achieve the same PEE. For channels
with rapidly changing channel information, this cost may be justified when looking
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to improve estimation speed. To overcome this loss, we also developed a novel rate-
adaptive channel estimation (RACE) algorithm, in which additional measurements
were carried out when a high PEE is expected. By taking this approach, we were
able to show that the channel can be estimated both with reduced time and, more
accurately, yielding significant gains of up to 6 dB when compared to the algorithm
in [5], while still converging to the same average number of measurements as the FCE
algorithm at a high SNR.
In Chapter 4, we turned our attention to multi-user mmWave MIMO communication
systems and proposed a novel Statistically-Weighted Iterative Fountain Training
(SWIFT) framework. In the proposed algorithm, a BS was proposed to transmit
randomly beamformed pilot signals to any users that may be listening. By applying
rateless principles, channel estimation was able to continue until a predetermined
number of users were able to estimate their channels accurately, thereby allowing
multi-user channel estimation to be carried out with minimal overhead. Furthermore,
by leveraging the order in which each user completed their channel estimation, we
also demonstrated that the SWIFT framework can infer the channel quality of each
estimation and permit user scheduling, in order to increase throughput further,
especially for resource-constrained scenarios in which only a limited number of users
can be served.
In Chapter 5, we proposed a cooperative mmWave beam training scheme in which
multiple network BSs share their information and enhance the channel estimation
accuracy of one another—and therefore the network performance as whole. In order
to combine shared information, we proposed a Ray-of-Arrival Passing for In-Direct
(RAPID) algorithm in which the probability of each directional path can be condi-
tionally considered by multiple BSs. By leveraging the derived statistical relations, it
was proposed that each BS need only share information with other BSs that are able
to utilize it, thus reducing the communication overhead involved in this information
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sharing. The presented results established that the BS link that has the poorest
quality benefits the most from the scheme. Furthermore, by considering a minimum
rate threshold for communication, we demonstrated that RAPID is able to increase
significantly the probability that one or more links are available to a user at any given
time.
6.2 Future Work
Following the work presented in this thesis, we conclude by offering several extensions
related to the proposed schemes.
Although the overlapped beam pattern designs presented in Chapter 3 can reduce
the time required for channel estimation, the patterns themselves may be more difficult
to generate compared to conventional non-overlapped beam patterns. In reduced
hardware schemes such as the digital-analog hybrid architecture, this would require
additional RF chains, in order to better approximate the desired beam patterns as
the sum of many constrained beamforming vectors. In order to avoid such increased
complexity, it may be possible to consider “relaxed” versions of these beam patterns,
which are therefore more suitable to hardware constraints. For example, introducing
transitional points between the spatial stop and start bands may lead to a more
practical pattern, by mitigating sharp discontinuities in a similar way to what we see
in low/high pass frequency domain sampled filters. More generally, an investigation
into the practical generation of mmWave beam patterns, with specific consideration of
the RF chain trade-off, would be significant for a number of the cited works in this
thesis.
Another area that would benefit from further research is the feedback overhead
related to our Rate Adaptive Channel Estimation (RACE) algorithm. Recall that, in
this scheme, we permit additional measurements, which rarely occur at a high SNR, but
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at a low SNR occur we see them more commonly, to ensure that estimation accuracy
is maintained. Although this increase is justified, in order to maintain accurate
estimation, in practice, carrying one additional pilot measurement per feedback is
an inefficient process when continuously operating in the low-SNR region. To reduce
the overhead in this case, it would be possible to modify RACE, such that the
number of additionally permitted measurements would be greater than one, when
deemed necessary. To this end, larger bursts of measurements could be adopted when
estimation accuracy is predicted to be significantly less than what is required.
Related to the work presented in Chapter 4, the most promising extension to our
Statistically-Weighted Iterative Fountain Training (SWIFT) algorithm would be its
potential applications to channel tracking. Although we introduce SWIFT for the
purposes of channel estimation, whereby the only prior knowledge is the sparsity,
through the PEPA scheme we also demonstrated that the use of partially estimated
information can very effectively and adaptively re-weight beam probabilities and
greatly increase estimation performance. By applying this same principle to channel
tracking, it may also be effective to consider a temporally correlated channel in which
the estimation of the previous channel can also be applied to the next. In particular,
for channels with very slow-moving path directions, the channel could be estimated
with very few measurements.
In addition to the aforementioned research directions, it may also be possible
to introduce some adaptation techniques (similar to those in Chapter 3) into the
SWIFT framework. Although Chapter 4 was motivated by removing the dependence
on user-specific adaptation in the multi-user regime, it may still be possible to adapt
toward large clusters or groups of users to the same end. In particular, this could
benefit outdoor deployment scenarios in which there may exist directions where users
are more commonly grouped together at times than they are to be evenly distributed
e.g., sports stands, pedestrian crossings, train stations etc.
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Finally, for our Ray-of-Arrival Passing for In-Direct (RAPID) beam training
algorithm, the most obvious extension would be to include the joint estimation of
NLOS path components, in addition to the LOS paths already shown to work in
Chapter 5. In order to extend this model to jointly estimate NLOS paths, common
scatterers could be jointly considered alongside LOS path in the developed framework.
More specifically, it could be conditionally considered that, in order for a UE to receive
pilots from two independent base stations from the same direction, there must exist a
common scatterer onto which the signals are reflected. By applying similar geometric
reasoning to that applied in Chapter 5, the conditional probability of the intercept
between these directions can then be found and used to enhance further overall network
performance. Finally, conventional multi-cell problems such as pilot contamination
and synchronization should be considered to move toward a more practical system.
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