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k = 0,1,... is the pass number, p is a point along the pass, and
α is the ﬁnite pass length. To complete the process description,
it is necessary to specify the boundary conditions, i.e. the
initial state vector on each pass and the initial pass proﬁle.
Without loss of generality here we can assume that these are
zero or have known constant entries.
This model represents uni-directional dynamics, i.e. a pass
is completed, the process is reset and the next pass begins.
To model a bi-directional process, i.e. successive passes are
completed in opposite directions, we need to use two equations
each for the state and pass proﬁle dynamics, i.e.
x2k+1(p + 1) = A1x2k+1(p) + B1u2k+1(p)
+B01y2k(p) + B11wkf(p)
x2k+2(α−p−1) = A2x2k+2(α−p) + B2u2k+2(α−p)
+B02y2k+1(α−p) + B12wkr(α−p)
(2)
over k = 0,1,... and p = 0,1,...,(α − 1) and
y2k+1(p) = C1x2k+1(p) + D1u2k+1(p)
+D01y2k(p) + D11wkf(p)
y2k+2(α−p) = C2x2k+2(α−p) + D2u2k+2(α−p)
+D02y2k+1(α−p) + D12wkr(α−p)
(3)
over k = 0,1,... and p = 0,1,...,α.
On pass 2k+1,k ≥ 0 in this model, the state vector updating
is by the ﬁrst equation in (2) and the pass proﬁle vector by the
ﬁrst equation in (3), termed the forward direction here. On pass
2k+2, k ≥ 0, it is by the second equation from each of these
sets, termed the reverse direction here. The dimensions of the
vectors involved are as in (1). The terms wkf(p) and wkr(p)
are disturbance signals in the forward and reverse directions
respectively (it is more realistic not to assume that they are
equal). Figure 1 illustrates the critical pass initial conditions
for the process model under consideration here (and also how
the dynamics evolve).
Consider the question of how to determine the stability
properties of a bi-directional repetitive process of the form
considered here. Then the existing stability theory is for a
uni-directional process is based on an abstract model in a
Banach space setting [1] and consists of two concepts termed
asymptotic stability and stability along the pass respectively.
Recalling the control problem for these processes, the stability
theory is formulated as the requirement that bounded inputs
produce bounded outputs, i.e. sequences of pass proﬁles.
Asymptotic stability requires this property over the, ﬁnite by
deﬁnition, pass length and stability along the pass is stronger
in that it demands this property for all possible values the
pass length. The stability theory for discrete linear repetitive
processes of the form (1) is well developed and many sets of
conditions are known [1]. Also for discrete processes a lifting
approach can be used to obtain easily computed conditions
for asymptotic stability (and partially for stability along the
pass since asymptotic stability is a necessary condition for
this property) and this extends to enable the development of
algorithms for control law design to ensure this property and/or
meet speciﬁed control objectives..
The process state dynamics considered here consists of
discrete updating with two equations with, critically, contri-
butions from the previous pass dynamics where these evolve
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Fig. 1. Illustrating the pass initial conditions for a bi-directional process
in opposite directions. Such updating is not present in other
classes of 2D discrete linear systems and note also that second
equation in (2) is not anti-causal since the process is recurrent.
Such dynamics do not arise in standard linear systems and
hence a standard lifting approach cannot be applied to the bi-
directional case. Instead, we use an approach where part of
the current pass state vector indexes backwards resulting in
the following state-space model to which the existing stability
theory can be applied (where the disturbance terms have been
omitted as they play no role in stability analysis)
Xk+1(p ± 1) = b AXk+1(p) + b BUk+1(p) + b B0Yk(p)
Yk+1(p) = b CXk+1(p) + b DUk+1(p) + b D0Yk(p)
(4)
over k = 0,1,... and p = 0,1,...,α, where
Xk+1(p ± 1) =

x2k+1(p + 1)
x2k+2(p − 1)

Xk+1(p) =

x2k+1(p)
x2k+2(p)

,Uk+1(p) =

u2k+1(p)
u2k+2(p)

Yk(p) = y2k(p), Yk+1(p) = y2k+2(p)
b A =

A1 0
B02C1 A2

, b B =

B1 0
B02D1 B2

b B0 =

B01
B02D01

, b C =

D02C1 C2

b D =

D02D1 D2

, b D0 = D02D01
with the rule that the components out of range, i.e. x2k+1(α+1)
and x2k+2(−1), are discarded (this will be done without
speciﬁc reference where required in what follows).
The key feature in (4) is the modiﬁed forward/backward (±)
shift which is, however, completely recurrent. This allows us
to treat it as a standard shift and, in effect, apply the stability
theory for the uni-directional case.
It is also possible to develop a 2D transfer-function matrix
of the process dynamics, where there are a number of possible
input/output couplings that could be of interest. It turns out5
0 2 04 06 08 0 1 0 0
-0.5
0
0.5
along the pass direction
wkf(p)
0 2 04 06 08 0 1 0 0
-0.5
0
0.5
along the pass direction
wkr(p)
Fig. 2. Disturbance signals
over k = 0,1,... and p = 0,1,...,α. If we assume that
u2k+1(p) = Kex2k+1(p)
+

Ke1 Ke2

y2k(p)
χ2k(p)

u2k+2(α−p) = Kfx2k+2(α−p)
+

Kf1 Kf2

y2k+1(α−p)
χ2k+1(α−p)

(22)
over k = 0,1,... and p = 0,1,...,α, then it follows
immediately from (21) that
u1∞(p) − Kex1∞(p) − Ke1yref(p)
− Ke2χ2∞(p) = 0
u2∞(α−p) − Kfx2∞(α−p)− Kf1yref(α−p)
−Kf2χ1∞(α−p) = 0
over k = 0,1,... and p = 0,1,...,α and hence we can
apply ﬁnally to the process the direct, non-incremental control
law of (22) which is composed of two terms. The former is
static (the proportional action controller), the latter is dynamic
(the integral action controller). Note here that we do not need
to know the disturbances exactly, it is enough to know that
they are periodic with the period equal to the pass length α.
Finally, the control law matrices are obtained by interpreting
Theorem 2 in terms of the incremental model with the control
law applied.
IV. NUMERICAL EXAMPLE
Consider the case when α = 100 and




A1 B01 B1
C1 D01 D1
A2 B02 B2
C2 D02 D2

 

=10−3×

 

 


963.8554 96.3855 13.5542 −0.3614
−361.4458 963.8554 135.5422 −3.6145
963.8554 96.3855 638.5542 −0.3614
981.5951 98.1595 6.9018 −0.1840
−184.0491 981.5951 69.0184 −1.8405
981.5951 98.1595 631.9018 −0.1840

 

 

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Fig. 3. Required pass proﬁle (upper plot) and the pass proﬁles produced
(lower plot) by the controlled bi-directional repetitive process
x2k+1(0)=

−0.5
−0.5

, x2k+2(α)=

0.5
0.5

for k = 0,1,...
y0(p) = 2 for p = 0,1,...,100

B11 B12
D11 D12

=


0.10 0.20
−0.20 −0.10
0.20 −0.20


Fig. 2 shows the disturbance signals. Finally, the reference
signal is shown in Fig. 3 (upper plot). The linear matrix
inequality of Theorem 2 is feasible in this case and
Ke =

1557.2200 266.6667


Ke1 Ke2

=

206.6831 −77.4039

Kf =

3154.5404 533.3333


Kf1 Kf2

=

369.7512 −152.0100

The lower plot in Fig. 3 conﬁrms that the overall design task
is achieved and the next stage would be to attempt to tune the
design.