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The ice shelves surrounding much of the Antarctic continent are supported by
pinning points, sites of localised grounding where the floating ice runs aground
on the seafloor. Pinning points regulate ice shelf flow and thickness by generating
flow resistance, and can in turn, modify grounding line position and tributary
glacier dynamics. Ice rises and rumples, the surface topographic expressions of
pinning points, are common features in the Ross Ice Shelf (RIS), West Antarctica.
Large ice rises in the RIS are known to contribute to flow resistance and ice shelf
stability but are unlikely to change over the coming decades, while smaller–scale
ice rumples are more vulnerable to changes in the degree of basal contact. This
thesis examines how pinning points regulate the present-day flow of the RIS.
Two separate studies are undertaken to elucidate the full range of ice mechanical
and dynamical effects associated with smaller–scale pinning points that are often
overlooked in numerical models of the ice sheet–ice shelf system.
The first study presents a mechanical inventory of 15 pinning points in the RIS.
A force budget technique is applied to quantify the magnitude and direction of
resistive forces generated by individual pinning points. Basal drag inferred from
the pinning point force budgets varies by two orders of magnitude, implying that
variations in the subglacial material directly affect the flow resistance generated
by each feature. Of all the RIS pinning points, a collection of smaller–scale, lightly-
grounded ice rumples are remarkable for generating flow resistance comparable
to large ice rises. These ice rumples are investigated in more detail in the second
study.
The second study uses a numerical model of RIS and tributary ice stream flow to
examine how the Shirase Coast Ice Rumples (SCIR) in the eastern RIS regulate the
behaviour of the interconnected ice shelf–ice stream system. Two configurations
are compared: (1) the present-day RIS with the SCIR included and (2) a perturbed
model with the SCIR removed from the model domain. Differences between the
two simulations demonstrate how the SCIR modify ice flow, thickness, grounding
line position, mass flux, and the distribution of stresses resisting ice flow. The SCIR
promote a slower–flowing eastern RIS, a more seaward grounding line position,
and a decrease in mass flux through the MacAyeal and Bindschadler Ice Stream
outlets of 2.3% and 3.4%, respectively, in comparison to an RIS configuration
without the SCIR. When the SCIR are removed, the flow resistance generated by
iv
other grounded features increases to maintain the balance of forces acting on ice
shelf flow. This mechanism limits the magnitude of the RIS speed-up.
The mechanical and dynamical effects of pinning points are timely mechanisms
to investigate given current observations of rapid mass loss along west Antarctic
coastal margins triggered by ocean warming. This thesis quantifies both the imme-
diate and multi–decadal consequences of changes in pinning point configuration
and elucidates why it is important to include even small–scale pinning points in
model inversions for ice material properties, as well as in model projections of
variability in the ice sheet–ice shelf system.
v
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The Antarctic contribution to sea level rise is increasing in response to climate
warming (Paolo et al., 2015; Forsberg et al., 2017; Shepherd et al., 2018; Rignot
et al., 2019). Over the last 60 years, the central West Antarctic Ice Sheet (WAIS) and
the Antarctic Pensinsula warmed by ∼2.4◦C and ∼3◦C respectively, establishing
the WAIS and the Antarctic Peninsula as two of the fastest-warming regions on
Earth (Steig et al., 2009; Bromwich et al., 2013; Nicolas et al., 2014). Increasing
atmosphere and ocean temperatures are currently modifying the mechanics and
dynamics of Antarctica’s coastal ice shelves and outlet glaciers. Reductions in ice
shelf thickness and extent reduce the resistance exerted on upstream ice flow, and
tributary ice streams and glaciers respond by accelerating, thinning, and retreating
(Rignot et al., 2004; Dupont and Alley, 2006; Scambos et al., 2004; Fürst et al., 2016).
These responses proceed over multiple timescales and can propagate far inland
from the site of the initial perturbation (Parizek et al., 2013; Seroussi et al., 2017;
Waibel et al., 2018).
The Antarctic Ice Sheet (AIS) gains mass by the gradual accumulation and den-
sification of snow at the ice sheet surface. Once formed, ice flows as a viscous
fluid from the slow-moving ice sheet interior toward the coast at a rate that de-
pends on the ice surface slope, thickness and temperature, and on the properties
of subglacial materials. Ice arriving at the ocean may calve to form icebergs, or
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continue spreading to form floating ice shelves in confined coastal embayments.
The ice shelves surrounding much of the AIS modify the transfer of mass from
the grounded ice sheet to the ocean through a mechanism often termed flow
buttressing (Thomas, 1979a; Dupont and Alley, 2006; Fürst et al., 2016). Ice shelf
flow buttressing is, in effect, a compressive stress that restrains upstream ice
flow. Sources of flow buttressing include lateral drag against embayment walls,
and basal and lateral drag generated by pinning points, localised regions where
floating ice runs aground on seafloor topographic rises (Dupont and Alley, 2006;
Gudmundsson, 2013; Favier et al., 2016).
Ice rises and rumples are the surface morphological expressions of ice shelf flow
over or around pinning points. Ice rises have a distinct dome-shaped morphology
with ice shelf flow diverging around the ice rise, while undulating ice rumples
form when the ice shelf continues to flow directly over the grounded area (Martin
and Sanderson, 1980; Matsuoka et al., 2015). By acting as mechanical supports
that resist ice shelf flow, pinning points affect the dynamics of the grounding zone
and tributary glaciers (Favier et al., 2012; Fried et al., 2014; Favier and Pattyn, 2015;
Favier et al., 2016), and in turn, the response of the ice sheet–ice shelf system to
external climate and oceanic forcing, or internal dynamic forcing, is mediated by
pinning points.
This thesis examines the flow-regulating effects of ice rises and rumples in the
Ross Ice Shelf (RIS), West Antarctica (Fig. 1.1). Approximately 40% of the WAIS
area drains through this 5.01×105 km2 ice shelf (Zwally et al., 2012). Many of the
RIS pinning points are located downstream from the large, fast-flowing Shirase,
Siple and Gould Coast ice streams that form the main pathways for ice flowing
from the interior of the WAIS to the RIS. Ice rises in the RIS are regarded as
stable and unlikely to change over the coming decades (Thomas and MacAyeal,
1982; MacAyeal et al., 1987; Matsuoka et al., 2015), while ice rumples are more
vulnerable to changes in ice shelf geometry and flow. Nevertheless, the RIS will
thin in response to future climate warming and the base of the ice shelf will
eventually float free from small–scale pinning points. Any changes to pinning
point configuration will affect the future flow dynamics of the RIS including
velocity, thickness, mass flux and grounding line position.
1.2 Research objectives
The aim of this thesis is to quantify how pinning points regulate the flow of the
RIS. This is supported by two key objectives. The first objective is to quantify
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FIGURE 1.1: Pinning points in the Ross Ice Shelf, West Antarctica. CIR = Crary Ice
Rise, RI = Roosevelt Island, SCIR = Shirase Coast Ice Rumples and SIR = Steershead
Ice Rise. The numbers represent unnamed pinning points. The colour map of
bathymetry from the Bedmap2 compilation (Fretwell et al., 2013) is overlayed on
the MODIS Mosaic of Antarctica (Haran et al., 2014). The white line indicates the
grounding zone (Bindschadler et al., 2011). Datasets are mapped using a Polar
Stereographic Projection with a standard latitude of 71◦S and a central meridian
of 0◦.
the magnitude and direction of resistive forces generated by ice rises and rum-
ples in the present-day RIS using satellite-derived data. The second objective is
to examine how a collection of smaller–scale pinning points in the eastern RIS
modify velocity and thickness in the interconnected ice shelf–ice stream system.
Differences between two model simulations (with and without the pinning points)
reveal coupled mass and momentum balance effects that cannot be deduced from
the satellite-derived data alone.
1.2.1 Mechanical analysis of pinning points in the Ross Ice Shelf
The first objective quantifies the flow resistance generated by pinning points in
the RIS using a force budget technique (MacAyeal et al., 1987; MacAyeal et al.,
1989). While the net flow resistance generated by Antarctic ice shelves has been
quantified in a systematic way (e.g., Fürst et al., 2016), very few individual pinning
points and their relative contributions to flow resistance have been examined
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in detail. The force budget technique partitions the drag forces exerted on the
surrounding ice shelf into components arising from different physical processes
and allows comparison of individual pinning points in the RIS. The present work
places a particular focus on smaller–scale pinning points (usually ice rumples)
that are often overlooked in similar investigations.
This research objective has two components:
1. To quantify the magnitude and direction of resistive forces exerted by the
pinning points on surrounding ice shelf flow.
2. To present a detailed mechanical inventory of the RIS pinning points.
For the first component, the force budget method devised by MacAyeal et al.
(1987) is applied to the RIS using recent satellite-derived ice velocity and thickness
datasets. Force budget terms are presented with a thorough analysis of error.
The results of the force budget analysis are used to produce a detailed mechan-
ical inventory of all known pinning points and pinning point complexes in the
RIS. Morphological and mechanical attributes of interest include pinning point
area, thickness, flow velocity, height above buoyancy, force budget components
including the net resistive force generated by each pinning point, and basal drag
generated by each feature. The importance of pinning point size and morphology,
and the properties of the seafloor for determining the resistance generated by
individual features are considered. Three pinning points, namely Crary Ice Rise,
Steershead Ice Rise and the Shirase Coast Ice Rumples, are examined in detail with
the aim of elucidating the full range of effects that pinning points may have on
ice shelf behaviour. Understanding the mechanics involved in ice flow around an
obstacle embedded in an ice shelf is a first step towards understanding the role of
pinning points in regulating ice shelf flow. Results from the mechanical analysis
inform the numerical modelling experiments presented in Chapter 4.
1.2.2 The dynamic response of the Ross Ice Shelf to changes in
pinning point configuration
An additional way to evaluate the flow resistance provided by a pinning point is
to resolve how the spatial patterns of mass flux and resistive stresses may differ
in an ice shelf configuration with the pinning point removed. For example, a
reduction in upstream compression due to the loss of one pinning point could
be accommodated by an increase in compression elsewhere. This implies that
the wider issue of pinning point contributions to ice shelf stability (i.e., resistance
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to rapid dynamical thickness change and grounding line retreat) may not be
completely understood through a static force balance or flow buttressing analysis
alone. Because pinning points modify both ice flow and ice geometry, numerical
modelling of the coupled ice stream-ice shelf system is required to completely
resolve how resistive stresses would differ if the pinning points were removed.
Therefore, the second objective of this thesis is to use a numerical model to investi-
gate how RIS thickness and flow respond to different pinning point configurations.
The Shirase Coast Ice Rumples (SCIR), a collection of pinning points located down-
stream from the MacAyeal and Bindschadler Ice Streams in the northeast corner of
the RIS, are the main focus for this objective. The SCIR modify flow between the
Siple Coast and the RIS calving front, a region that may be a conduit for the flow
of relatively warm modified Circumpolar Deep Water into the RIS ocean cavity
(Schodlok et al., 2016). Warmer water could enhance melting, potentially causing
ice in this region to thin and lose contact with small–scale pinning points such as
the SCIR.
This research objective has two components:
1. To initialise and tune an appropriate numerical model of the RIS and tribu-
tary ice streams with all ice rises and rumples included.
2. To use the model to examine how changes in pinning point configuration
(i.e., removal from the model domain and changes in the degree of basal
traction) affect the dynamical and mechanical state of the RIS.
Model simulations are performed with the Ice Sheet System Model (ISSM, Larour
et al., 2012a). A steady-state representation of present-day RIS flow is perturbed by
modifying the model bathymetry in order to simulate flow without the SCIR. The
importance of two model parameters, the flow law rate factor and basal traction
generated by the ice rumples, is also examined. Differences in model-derived
resistive stresses, ice flow speeds, ice thickness, grounding line position and mass
flux through the grounding line are assessed.
1.3 Thesis structure
This thesis contains five chapters. Chapter 1 outlines the main thesis objectives
with a brief description of the rationale behind each objective. Chapter 2 provides
the research background and theoretical context for the main chapters. Chapters
3 and 4 are presented as stand-alone papers, each with their own introduction,
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method, results, discussion and conclusion sections. The objectives and structure
of each chapter are as follows:
Chapter 2 presents the research context and rationale for analysing pinning points
in the RIS. It begins with an overview of the importance of Antarctic ice shelves
in the context of climate change and details how ice shelves modulate ice sheet
discharge. This is followed by a review of research focusing on Antarctic pinning
points. The final section of Chapter 2 introduces the RIS, West Antarctica.
In Chapter 3, the mechanical effects of pinning points in the RIS are quantified.
The force budget method devised by MacAyeal et al. (1987) is introduced and
the adaptation of the method for application to recent satellite-derived datasets
is described. The methods section includes an assessment of the robustness
of the force budget method and a thorough analysis of errors on force budget
components. Outcomes of the mechanical inventory are presented and discussed.
In Chapter 4, the dynamical effects of pinning points are quantified using simula-
tions of RIS flow with and without the SCIR. The chapter begins by introducing the
theoretical basis for the ice sheet model mass and momentum equations, as well as
the numerical solution scheme implemented in ISSM. The model set-up, including
boundary conditions, datasets used to initialise the model, and the inverse method
used to infer unknown model parameters, is described. Outcomes of the model
experiments are presented and discussed.
Chapter 5 synthesises the preceding chapters, summarises the main results, and
concludes with recommendations for further work.
Two appendices provide further detail about the theory and methods applied
in this thesis. Appendix A reviews the fundamental equations of ice sheet and
ice shelf flow that underpin the force budget analysis in Chapter 3 and the ice
shelf modelling in Chapter 4. Force budget component integrals are computed in
Appendix B.
1.4 Published material
This thesis contains published material. The contents of Chapter 3 appear in:
Still, H., Campbell, A. and Hulbe, C. (2019) Mechanical analysis of pinning points
in the Ross Ice Shelf, Antarctica. Annals of Glaciology, 60(78), pp. 219-222. DOI:
10.1017/aog.2018.31
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HS conducted the data analysis, wrote the Matlab code used to perform the force
budget analysis, made the figures and drafted the manuscript. AC contributed to
the adaptation of the force budget theory. CH contributed to the interpretation of






Projections of future ice sheet mass loss and the resulting sea level rise contribution
are critical for the implementation of appropriate climate change mitigation and
adaptation strategies. Recent trends in the AIS mass balance are negative and
anticipated to grow (IPCC, 2019; Rignot et al., 2019). However, projections of
future mass loss remain uncertain over centennial timescales because ice sheet
processes responsible for rapid mass loss are inherently difficult to incorporate into
numerical models, and the future anthropogenic climate forcing remains unknown.
Moreover, the ice sheet response to climate forcing is non-linear and involves
multiple processes involving the ice sheet, ocean, atmosphere and subglacial
topography.
Ice shelves can either increase or decrease the Antarctic contribution to sea level
rise by modifying the balance of forces at the grounding line. This balance, which
determines the mass flux from the grounded ice sheet to the ocean, is influenced
by the geometry and physical properties of the floating ice shelf. Future sea level
rise will thus depend in part on how ice shelves respond to climate warming via
changes in ice flow, thickness and extent. Ice shelf boundaries are in contact with
the ocean and atmosphere, creating a vulnerability to increased rates of basal or
surface melting. Enhanced melting and ice shelf thinning will reduce the area
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of the shelf in contact with flow-regulating bathymetric features and increase
susceptibility to fracture propagation and calving.
This review chapter begins with an introduction to the ice sheet–ice shelf sys-
tem and the interactions between ice, the ocean, atmosphere and underlying
bathymetry. Dynamic processes that control the rate of ice flow from the interior
of the ice sheet, through ice streams and ice shelves, and into the ocean, are dis-
cussed. The second section focuses on Antarctic ice rises and rumples, and their
role in regulating the flow of ice shelves. The final section of the review chapter
introduces the past and present behaviour of the RIS, West Antarctica.
2.2 Ice sheets, ice shelves and climate change
The AIS is a vast, ∼14x106 km2 expanse of glacial ice resting on a continental land
mass (Bindschadler et al., 2011). Formation of the AIS began 34 million years ago
via the gradual accumulation of snow and ice in mountains and the continental
interior (Zachos et al., 1996; Lear et al., 2000; Pagani et al., 2011). The ice deforms
under its own weight and flows as a viscous fluid towards the coast (Fretwell et al.,
2013). Flow from the ice sheet interior is organised into ice streams and glaciers
characterised by relatively fast flow speeds (>10 ma−1). Ice reaching the coast
may spread to form floating ice shelves in coastal embayments or calve off to form
icebergs. The transitional region between grounded ice (resting on bedrock or the
seafloor) and floating ice is known as the grounding line or grounding zone. The
grounding line retreats and advances in response to changes in ice thickness and
flow speeds. Changes in grounding line position are a useful indicator of changes
in external or internal forcing of the ice sheet–ice shelf system (Konrad et al., 2018;
Jenkins et al., 2018).
Three glaciologically distinct regions comprise the AIS: the East Antarctic Ice Sheet
(EAIS, ∼11.5×106 km2), the West Antarctic Ice Sheet (WAIS, ∼2.0×106 km2), and
the Antarctic Peninsula (∼5.2×105 km2) (Fig. 2.1) (Bindschadler et al., 2011). Large
areas of the continental landmass underlying the WAIS lie below sea level and
the ice margin is in direct contact with the ocean, while much of the EAIS lies on
bedrock elevated above sea level (with the exception of some marine-terminating
sectors such as Wilkes Land and George V Land). The marine nature of the WAIS
means that the ice sheet is vulnerable to climate warming and to unstable retreat of
the grounding line along inland deepening slopes (Weertman, 1974; Schoof, 2007).
The WAIS and EAIS contain a sea level equivalent of 3 to 5 m, and approximately
53 m, respectively (Fretwell et al., 2013).
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FIGURE 2.1: Geography of the Antarctic continent. Ice flow speeds from Rignot et al.
(2011) demonstrate tributary flow. The grounding line and ice shelf boundaries are
from Bindschadler et al. (2011), pinning point perimeters are from Matsuoka et al.
(2015) and the IBSCO bed DEM is from Arndt et al. (2013). Prominent ice shelves
are labelled.
2.2.1 The Antarctic contribution to sea level rise
Exchanges of mass between the cryosphere and ocean are the principal control
on global mean sea level (GMSL) over multicentennial timescales. In general
terms, large-scale mass loss from the Antarctic and Greenland Ice Sheets increases
GMSL, while large-scale mass gain decreases GMSL. During the last century, mass
loss from non-polar mountain glaciers and ocean thermal expansion were the
two largest contributors to sea level rise (Church et al., 2013), however, the sea
level rise contribution from polar ice sheets has since overtaken the mountain
glacier contribution (Cazenave, 2018). The average rate of global sea level rise
from 1993 to present (detected via the satellite altimeter observational record) is
∼3 mm a−1 (Nerem et al., 2010; Dieng et al., 2017; Ablain et al., 2017; Nerem et al.,
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2018), in comparison to ∼1.2 mm a−1 during the 20th century (Hay et al., 2015),
and a background rate of tenths of millimetres per year during the late Holocene
(Church et al., 2013). The rate of sea level rise is projected to increase to between
4 and 12 mm a−1 by 2100 as mass loss from the AIS and Greenland Ice Sheet
accelerates (Church et al., 2013).
Of all sources of GMSL, the future contribution from the AIS is the most uncertain
(Kopp et al., 2017; Garner et al., 2018; Robel et al., 2019). This uncertainty arises
from the non-linear dynamic response of the ice sheet to oceanic and atmospheric
warming (i.e., the potential for unstable, runaway grounding line retreat), the
challenges inherent in simulations of regional-scale Antarctic meteorology, the
simplified representation of physical processes in numerical ice sheet models used
to make projections, and a short satellite observation record of ice sheet variability
(∼30 years) to validate the predictive capabilities of models (Kopp et al., 2017;
Bamber et al., 2019). The sea level rise assessment in the Intergovernmental Panel
on Climate Change (IPCC) Fifth Assessment Report (AR5) predicts a mean likely
sea level contribution from the AIS of 4 cm by 2081-2100 (with an uncertainty
bound of -6 to 12 cm) (Church et al., 2013). These projections, however, are
regarded as conservative because non-linear, irreversible collapses of marine
sectors are not accounted for in coupled ice sheet–climate models. Irreversible
and rapid retreat of marine ice sheet sectors could increase sea level well beyond
the range predicted by the IPCC (DeConto and Pollard, 2016; Bamber et al., 2019;
Robel et al., 2019). More recent projections of the AIS contribution to GMSL rise
exceed IPCC projections but vary widely depending on the physical processes
incorporated into numerical ice sheet models. Coupled climate–ice sheet model
simulations performed by DeConto and Pollard (2016) indicate an AIS sea level
rise contribution of >1 m by 2100 when accounting for non-linear, rapid grounding
line retreat driven by marine ice sheet and ice cliff instabilities in a ‘business as
usual’ (RCP8.5) greenhouse gas emissions scenario. Other process-based models
that do not account for marine ice cliff instabilities (currently an ill-constrained
process) predict an AIS sea level contribution of 15 to 45 cm by 2100 under high
emissions scenarios (Levermann et al., 2013; Ritz et al., 2015; Mengel et al., 2016;
Edwards et al., 2019; Bamber et al., 2019).
2.2.2 Mass loss from Antarctica
Ice sheet mass balance is defined as the net difference between mass gain from
snow accumulation and mass loss into the ocean. Mass loss processes include
basal melting, iceberg calving, surface meltwater runoff and surface ablation
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(sublimation). The latter two processes provide a minimal contribution to the AIS
net mass balance (Rignot et al., 2013; Paolo et al., 2015) and therefore mass loss
predominately occurs by contributions from basal melting and iceberg calving.
Rates of mass loss depend on interconnections between climate (atmospheric and
ocean warming controls melt rates and the surface mass balance) and ice flow
dynamics (changes in the rate of ice flow from the ice sheet interior to the ocean).
The increasing Antarctic contribution to sea level rise principally originates from
changes in ice dynamics (i.e., the speed up of outlet glaciers), rather than changes
in the volume of snow accumulated in interior basins (Velicogna et al., 2014; Rignot
et al., 2019).
The rate of net mass loss from the WAIS, EAIS and Antarctic Peninsula has in-
creased over the span of the observational record (Fig. 2.2). Mass loss from the
AIS increased to 252±26 Gt a−1 over the last decade (2009-2017) in comparison to
166±18 Gt a−1 during 1999-20091 (a 52% increase) (Shepherd et al., 2018; Rignot
et al., 2019). Antarctic mass loss is spatially variable, with high rates of dynamic
mass loss concentrated along the Amundsen Sea sector of the WAIS periphery and
the Antarctic Peninsula (McMillan et al., 2014; Paolo et al., 2015; Rignot et al., 2019).
Processes responsible for this dynamic ice loss include relatively high basal melt
rates and ice shelf thinning due to the incursion of relatively warm Circumpolar
Deep Water (CDW) into ice shelf cavities (Dutrieux et al., 2014; Alley et al., 2015;
Jenkins et al., 2018). As ice shelves thin, flow buttressing (compression that resists
upstream ice flow) is reduced (Fürst et al., 2016), outlet glaciers respond by accel-
erating and thinning (Hulbe et al., 2008; Thomas et al., 2011; Park et al., 2013; Alley
et al., 2015), and the grounding line retreats (Konrad et al., 2018). Rates of mass loss
from the EAIS are smaller (51±13 Gt a−1), but are accelerating (Fig. 2.2) (Rignot
et al., 2019). Margins of the EAIS are undergoing dynamic thinning and outlet
glaciers are retreating (Pritchard et al., 2012; Miles et al., 2013; Greenbaum et al.,
2015), contradicting the traditional notion that the EAIS is stable and insusceptible
to changes in ice dynamics.
The response time of polar ice sheets to environmental perturbations ranges from
diurnal (tide forcing) to millennial (climate forcing) scales and the configuration
of Antarctic ice shelves, the grounding line position, and the rate of mass loss
observed today are all an integrated response to these perturbations. The long
residence time of atmospheric CO2, the range of time scales involved in the climate
response to CO2 radiative forcing (Archer and Brovkin, 2008; Archer et al., 2009),
and the range of time scales involved in ice sheet response to climate change
11 mm of GMSL rise is equivalent to 361.8 Gt of ice.
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FIGURE 2.2: Cumulative changes in ice volume over the time period 1979-2017 for
(a) the WAIS (b) the EAIS (c) the Antarctic Peninsula and (d) the entire AIS. The
purple line represents the total mass change, the blue line represents the surface
mass balance, and the red line represents the ice discharge into the ocean. The
two numbers above each subfigure r.eport the mean mass loss per year and the
acceleration in mass loss per decade. This figure is a reprint of Fig. 3 from Rignot
et al. (2019).
imply that future changes in ice sheet volume are ‘committed’ according to the
accumulated atmospheric CO2 concentration (Levermann et al., 2013; Zickfeld
et al., 2017). Past and present greenhouse gas emissions will continue to drive
change in the the WAIS over the coming centuries and millennia, regardless of
the future emissions pathway (Levermann et al., 2013; DeConto and Pollard, 2016;
Zickfeld et al., 2017).
2.2.2.1 Mechanisms of rapid mass loss from the AIS
Ice shelves and ice sheets can exhibit non-linear, threshold responses to climate
forcing. These processes are inherently difficult to incorporate into numerical
models, yet the correct representation of instability processes in ice sheet models
will be necessary to project the future Antarctic contribution to sea level rise.
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Mechanisms of rapid mass loss may involve changes to ice shelf pinning points
and therefore are described here.
(a) Marine ice sheet instability (MISI)
Both the WAIS and some sectors of the EAIS are grounded below sea level on beds
that deepen into the ice sheet interior (so-called “retrograde” slopes) (Fretwell
et al., 2013) (Fig. 2.3). Ice sheets situated on submarine basins with grounding
lines below sea level are vulnerable to oceanic forcing via the influx of warmer
modified circumpolar deep water into ice shelf cavities. An increase in basal
melting due to the incursion of warmer water can change the balance of forces in
the ice shelf by reducing contact with bathymetric features or by directly changing
the thickness gradient near the grounding line. This, in turn, may initiate unstable
grounding line retreat (Weertman, 1974; Schoof, 2007; Durand et al., 2009). When
a grounding line retreats along a deepening bed, ice flux, which depends on ice
thickness, increases and the grounding line must retreat further inland. Unless the
grounding line stabilises on a bedrock ridge (Favier et al., 2014) or prograde slope
(Schoof, 2007), the retreat is irreversible. Satellite records of grounding line retreat
and ice sheet numerical model experiments have provided evidence to suggest
that Pine Island and Thwaites Glaciers in the Amundsen Sea region may already
be undergoing MISI caused by warmer CDW flowing up onto the continental
shelf and under the glaciers’ terminal ice shelves (Favier et al., 2014; Joughin et al.,
2014; Rignot et al., 2014; Seroussi et al., 2017), although the exact set of conditions
required to initiate MISI still remains unclear (Pattyn et al., 2018; Waibel et al.,
2018). Rapid ice loss via MISI is anticipated to be a main driver of sea level rise
beyond the year 2100 (Golledge et al., 2015; DeConto and Pollard, 2016).
(b) Ice shelf hydrofracturing
The rapid disintegration of ice shelves can proceed by hydrofracturing when
anomalous high summer temperatures facilitate surface meltwater ponding (Scam-
bos et al., 2000). If the firn layer becomes saturated (preventing absorption and
refreezing of meltwater), excess meltwater fills surface fractures, driving the verti-
cal propagation of the fracture through the full ice shelf thickness (Scambos et al.,
2000; Scambos et al., 2009). As large surface meltwater lakes drain, the ice shelf
rebounds and new fractures form (MacAyeal and Sergienko, 2013; Banwell and
Macayeal, 2015; Banwell et al., 2019). The combination of relatively warm local air
temperatures, meltwater ponding, and eventually hydrofracturing, contributed to
the disintegration of the Antarctic Peninsula’s Wordie Ice Shelf during the 1980s
(Doake and Vaughan, 1991), and the Larsen A and B ice shelves in 1995 and 2002,
respectively (Scambos et al., 2000; Banwell et al., 2013). In view of future RIS
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FIGURE 2.3: Bed elevation of the Antarctic continent. Much of the WAIS lies
below sea level. The grounding line (Bindschadler et al., 2011) and pinning point
locations (Moholdt and Matsuoka, 2015) are outlined. Bed elevation data are from
the Bedmap2 dataset (Fretwell et al., 2013) and overlayed onto the IBSCO bed DEM
(Arndt et al., 2013).
behaviour, small quantities of meltwater are detected on the shelf surface during
the summer (e.g., Kingslake et al., 2017). This meltwater, however, is reabsorbed
by the firn layer and does not accumulate into pools over time.
(c) Marine ice cliff instability (MICI)
MICI is a theorised mechanism of self-sustaining rapid ice sheet mass loss, invoked
after ice shelf disintegration (Bassis and Walker, 2012; Bassis and Jacobs, 2013;
Edwards et al., 2019). MICI theory posits that the height of an ice cliff above sea
level (freeboard) has a maximum limit before structural stability is compromised
and the ice cliff collapses. The instability is initiated when tall marine-terminating
ice cliffs are exposed following ice shelf disintegration. Mechanical failure of an
ice cliff exposes a more expansive ice cliff, initiating further self-sustaining rapid
retreat of the grounding line by runaway calving (Bassis and Walker, 2012; Pollard
et al., 2015). While MICI provides an explanation for rapid sea level rise during
the Pleistocene (Pollard et al., 2015), the only indirect observations of MICI include
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an absence of marine-terminating glaciers with high ice cliffs exceeding ∼100 m
(implying that expansive ice cliffs must collapse) and geological evidence in the
form of iceberg scour marks (Wise et al., 2017). At present, MICI processes are not
fully developed in ice sheet models and parameterisations of calving and ice cliff
collapse remain highly simplified.
2.2.3 The importance of Antarctic ice shelves
Ice shelves regulate the AIS contribution to sea level rise through their effects on
the dynamics of the grounding line and upstream tributary glaciers. An ice shelf
laterally confined within an embayment experiences reduced longitudinal tensile
stress (and stretching) relative to an unconfined shelf, and this is transmitted across
the grounding line (Dupont and Alley, 2005; Goldberg et al., 2009; Gagliardini
et al., 2010). This flow resistance is provided by lateral shearing as ice flows past
coastal features and islands, and by localised grounding on topographic rises on
the seafloor (Goldberg et al., 2009; Matsuoka et al., 2015). Together, these resistive
stresses reduce the rate of mass flux across the grounding line, a mechanism
commonly referred to as ‘flow buttressing’ (defined as a normal force exerted on
upstream grounded ice by the ice shelf) (Dupont and Alley, 2005; Dupont and
Alley, 2006; Fürst et al., 2016).
The buttressing potential of an ice shelf reduces with thinning, loss of mechanical
contact with pinning points and coastal margins, or a loss of ice shelf extent
(Dupont and Alley, 2005; Gagliardini et al., 2010; Matsuoka et al., 2015; Fürst et al.,
2016). These processes act to increase the net longitudinal (along-flow) tensile
stress acting on the ice shelf and grounding line. An increase in the tensile stress
generates faster creep rates and speed-up, thinning, and a greater susceptibility to
fracture formation and propagation (Gagliardini et al., 2010; Borstad et al., 2013).
Perturbations to the ice shelf stress balance are transmitted across the ice shelf
and the grounding line. The loss of an ice shelf in both model simulations and
observations causes the speed up of tributary glaciers and ice streams, inland
thinning, grounding line retreat and ultimately an increase in ice discharged into
the ocean (Rignot et al., 2004; Hulbe et al., 2008; Martin et al., 2019).
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2.3 Pinning points in Antarctica
2.3.1 Introduction
High resolution satellite imagery has revealed the existence of numerous ice
rises and rumples embedded in ice shelves surrounding the Antarctic continent
(Fig. 2.4). The following section provides the research context for the analysis of
pinning points and their flow regulating effects. Morphological attributes of ice
rises and rumples are described, and the effects of pinning points on ice mechanics
and dynamics are discussed. ‘Ice mechanics’ refers to the relationship between
ice motion and the forces acting on the ice (explored in Chapter 3), while ‘ice
dynamics’ refers more broadly to the coupled, time evolution of ice thickness
and flow under the influence of changing boundary conditions and stress regime
(explored in Chapter 4). Fundamental methods to assess the flow-regulating
effects of pinning points are also introduced, including the force balance approach
to quantify resistive forces exerted by pinning points, and numerical modelling to
further resolve interactions between pinning points and ice shelf dynamics.
As a brief summary, Antarctic pinning points are of scientific interest for four main
reasons:
1. Pinning points contribute to ice sheet and ice shelf stability.
Pinning points in ice shelves generate additional resistive stresses that im-
pede ice shelf flow by modifying the balance of forces in the floating ice. With
respect to ice sheet stability, pinning points may affect the dynamics of the
grounding zone and tributary glaciers, potentially decreasing mass flux in
comparison to unrestrained ice shelf flow (Matsuoka et al., 2015; Favier et al.,
2016). Ungrounding from pinning points as a result of ice shelf thinning may
initiate dynamic changes such as increased flow speeds, further thinning
and grounding line retreat, thus increasing the discharge of ice into the ocean
(Tinto and Bell, 2011; Borstad et al., 2013; Gudmundsson et al., 2017).
2. Pinning points constrained the Holocene deglaciation of Antarctica.
Continental shelf morphology mediated grounding line retreat during the
Holocene deglaciation of Antarctica (∼11500 years ago to present) (Anderson
et al., 2014; Halberstadt et al., 2016; Kingslake et al., 2018). Topographic rises
and ridges along the continental shelf supported the formation of ice rises
within ice shelves that remained as the grounding line retreated (Whitehouse
et al., 2017). Pinning points slowed the rate of retreat during the Holocene
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FIGURE 2.4: Antarctic ice rises and rumples inventoried by Matsuoka et al. (2015)
and Moholdt and Matsuoka (2015). Pinning points are classified into isle-type ice
rises (n = 103), promontory-type ice rises and inter-ice stream ridges (n = 76) and
ice rumples (n = 510). Data sources include the inventory of ice rises and rumples
(Moholdt and Matsuoka, 2015), grounding line position (Bindschadler et al., 2011),
a basemap generalised from the MODIS MOA (Haran et al., 2014), and the IBSCO
bed DEM (Arndt et al., 2013). Ice shelves referred to in this review are labelled.
and/or stabilised the grounding line in a fixed position (Whitehouse et al.,
2017), thus promoting the long-term stability of the ice shelf–ice sheet system
(Matsuoka et al., 2015). Once mechanical contact between the ice shelf and
topographic rises on the seafloor is lost, grounding line retreat proceeds
more rapidly (Hodgson et al., 2018). Pinning points continue to modulate
present-day grounding line position (e.g., Crary Ice Rise in the RIS, Fig. 1.1),
and will continue to mediate the future response of Antarctic ice shelves and
outlet glaciers to climate change.
3. Pinning points can provide a record of past flow history.
The internal structure (stratigraphy) of an ice rise provides a record of ice
flow history as well as variations in local environmental conditions during
ice rise formation and evolution (Drews et al., 2015). Internal layers within
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an ice rise arch upward beneath the flow divide, termed a ‘Raymond arch’
after Raymond (1983) or an isochrone arch (Drews et al., 2013). These arched
internal layers are characteristic of divide flow (where ice flows outwards
from the ice rise summit) and are detectable with an ice penetrating radar
(e.g., Nereson et al., 2000; Martín et al., 2009; Kingslake et al., 2018). The shape
and vertical distribution of Raymond arches through an ice rise is dependent
on snow accumulation rates, ice temperature, ice rise morphology and the
rheological properties of ice (Hindmarsh et al., 2011). In combination with
ice flow modelling, the shape of the internal layers and the distribution of
arch amplitudes with depth can provide information on the timing of divide
flow and the evolution of ice rise thickness (Martín et al., 2006; Martín et al.,
2009; Hindmarsh et al., 2011). An englacial structure with disrupted and
deformed layering indicates changes in the flow regime such as grounding
line readvance or a transition from an ice promontory to an ice rise (Siegert
et al., 2013). Age-depth profiles of Raymond arches within Roosevelt Island,
a 7500 km2 ice rise in the RIS, revealed the onset of divide flow∼3 ka BP. This
event was interpreted as the timing of grounding line retreat past Roosevelt
Island (Conway et al., 1999; Martín et al., 2006; Martín et al., 2009).
Over shorter timescales (decades to centuries), streaklines and crevasse
trains originating from ice rises and rumples can also reveal a history of ice
shelf flow (e.g., Fahnestock et al., 2000; Hulbe and Fahnestock, 2004). Flow
characteristics inferred from streaklines include the timing of pinning point
formation, while variations in streakline texture are signatures of changes
in the amount of contact between the ice shelf and sea floor (or a transition
from a well–grounded ice rise to a lightly–grounded ice rumple). Streakline
distortions and folds downstream of large ice rises indicate flow direction
changes (Scambos et al., 2004; Siegert et al., 2013) and the timing of ice
stream stagnation and reactivation cycles (Fahnestock et al., 2000; Hulbe and
Fahnestock, 2007).
4. Deep ice cores from ice rises provide a history of climate change.
Ice cores obtained from ice rises and ridges provide records of variations
in Antarctic coastal climate variability extending over multiple millennia
(Mayewski et al., 2017; Bertler et al., 2018; Lee et al., 2018). An ice rise is an
optimal setting to retrieve deep ice cores because horizontal ice motion is
negligible. The ice rise is therefore composed of locally accumulated snow
compacted over time rather than ice advected through the ice shelf (Drews
et al., 2015). Internal layers are largely undisturbed and the age of the basal
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ice can extend beyond the Last Glacial Maximum (LGM) (Mulvaney et al.,
2007; Lee et al., 2018). Stable isotope analysis of core samples from ice rises
reveal changes in regional–scale atmospheric circulation patterns, variations
in snow accumulation rate, and surface warming and cooling trends (Ruth
et al., 2004; Mayewski et al., 2017; Bertler et al., 2018).
The first reason provides the rationale for the present work, and the remainder
of this review will therefore expand on interactions between pinning points, ice
mechanics and ice dynamics.
2.3.2 Pinning point morphologies
Ice rises and rumples are the surface features that form when a floating ice shelf
runs aground on an elevated region of the seafloor. The pinning point forms
an isolated region of grounding, surrounded by freely-floating ice. Ice rises and
rumples are collectively referred to as pinning points and are classified according
to their geometry and interactions with surrounding ice shelf flow (MacAyeal
et al., 1987; Matsuoka et al., 2015) (Fig. 2.4). Ice rise and rumple morphology
is dependent on local meteorology (snow accumulation rate, wind speed and
direction), ice dynamics (flow speed and thickness), seafloor elevation, and the
basal shear stress which in turn is partly dependent on the mechanical properties
of the seafloor material (discussed further in Chapter 3).
Ice rises have a distinct dome-shaped morphology associated with very slow ice
motion over a frozen base. Ice shelf flow diverges around the ice rise, while the
ice rise itself has a local flow regime characterised by radial flow from the crest
towards the flanks (Martin and Sanderson, 1980). Ice rises are often elongated in
the direction of ice flow and are mostly composed of locally accumulated snow
(Lenaerts et al., 2014). Most ice rises are stable features, sometimes persisting for
multiple millennia (Drews et al., 2015; Conway et al., 1999; Goel et al., 2018), with
ice shelf flow well-adjusted to the feature (i.e., the ice rise does not generate local
changes in ice shelf thickness over time). Examples of prominent ice rises in the
RIS include Roosevelt Island and Crary Ice Rise (Fig. 2.5).
Ice rumples have an irregular morphology and are relatively small compared to ice
rises, rising <100 m above the ice shelf surface. The ice within a rumple remains
in contact with the seafloor but continues to flow directly over the grounded
area, often producing an undulating surface topography. Wakes of crevassing are
also characteristic of ice rumples as a result of shearing between the ice shelf and
seafloor. Unlike ice rises, contact with the ice shelf and seafloor is much weaker,
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FIGURE 2.5: Location map of pinning points referred to in the text. SCIR = Shirase
Coast Ice Rumples, IR = ice rise. Data sources include the MODIS MOA (Haran
et al., 2014), the inventory of Antarctic ice rises and rumples (Matsuoka et al., 2015),
and the Antarctic Digital Database (ADD) basemap in the Quantarctica collection.
and thus the flow dynamics of the surrounding ice shelf partly determine the flow
regime and resistive stresses associated with ice rumples. Lightly grounded ice
rumples that intermittently lose contact with the sea floor as tides rise and fall are
called ephemeral pinning points (e.g., Schmeltz et al., 2001; Fricker et al., 2009).
These ephemeral features can transition to ice rumples with ice shelf thickening or
a lowering of sea level. Although ice rumples are relatively small features, they
can play an important role in modifying the balance of forces in an ice shelf (e.g.,
Berger et al., 2016; Gudmundsson et al., 2017).
Ice ridges and promontories are an additional category of grounded features with
local radial flow regimes separate from the surrounding flow field (Goodwin
and Vaughan, 1995; Martín et al., 2009). They resemble large ice rises in respect
to morphology and radial flow pattern, but are continuous features protruding
from the continental ice sheet into an ice shelf. Ice ridges and promontories may
undergo a transition to an ice rise under a scenario of deglaciation and grounding
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line retreat (Favier and Pattyn, 2015). The present work focuses only on ice
rises and rumples completely enclosed by floating ice rather than ice ridges and
promontories, or ephemeral features.
2.3.3 Pinning points and ice mechanics
Pinning points resist ice shelf flow by modifying the balance of forces within the
floating ice. Longitudinal compression upstream of a pinning point generates
thickening, which in turn, further modifies the force balance and may cause
additional grounding (Fried et al., 2014). Downstream of a pinning point, extension
in combination with a redirection of mass flux around the obstacle causes the ice
to be thinner than it would otherwise be.
Ice deformation around pinning point margins also affects ice properties. Shear-
ing along pinning point margins and downstream tensile stresses facilitate the
formation of crevasses and rifts (MacAyeal et al., 1998; Hulbe and Fahnestock,
2007; King et al., 2018), and other mechanical effects such as strain heating and
the development of a crystal preferred orientation (MacAyeal et al., 1998). Frac-
tures originating from ice rises and rumples can propagate across an ice shelf,
facilitating calving and eventually compromising ice shelf stability (Doake and
Vaughan, 1991). Ice shelf weakening is associated with a decreased backstress
and ice flow speeds may increase in response (Borstad et al., 2013). Additional
structural changes to ice shelves caused by ice rises and rumples include cavities
and channels incised along the ice shelf base, and the formation of basal crevasses
(Jezek and Bentley, 1983).
2.3.3.1 Quantifying flow resistance near pinning points
Force balance analyses of pinning points aim to quantify the amount of flow resis-
tance generated by the features, the physical processes responsible for generating
resistive forces, and whether modifications to the force balance extend upstream
towards the grounding line and tributary glaciers and ice streams. Different meth-
ods quantify resistance due to pinning points as individual drag forces (i.e., form
drag and dynamic drag) (MacAyeal et al., 1987), as a ‘backstress’ (Thomas and
MacAyeal, 1982; Borstad et al., 2013), or as ‘flow buttressing’ (Fürst et al., 2016).
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(a) Form drag and dynamic drag
MacAyeal et al. (1987) used a force budget calculation to quantify the effective
resistance generated by an ice rise surrounded by floating ice. This approach
partitions drag exerted on an ice shelf by pinning points into components arising
from different physical processes. The first component, form drag, is due to the
size and shape of the obstacle. Ice rises and rumples that are relatively streamlined
in the flow direction generate less disturbance to the thickness field and less form
drag than pinning points oriented transverse to flow and/or with an irregular
morphology. The second component, dynamic drag, is the viscous resistance
associated with ice deformation around an ice rise or rumple. Dynamic drag
reaches a minimum when ice velocity around a pinning point reduces to zero.
The difference between the total drag force (form drag + dynamic drag) and the
seawater pressure is the effective flow resistance, defined as the total reaction force
arising from contact between the pinning point and the base of the ice shelf. The
present work applies the force budget method to all pinning points in the RIS to
quantify their mechanical effects on ice flow. The theory is described in detail in
Appendix A.
MacAyeal et al. (1987) applied this calculation to measurements of strain rate and
ice thickness around Crary Ice Rise and concluded that half the flow resistance
acting on the grounding line of Whillans Ice Stream, the outlet directly upstream,
originated from Crary Ice Rise acting as an obstacle to ice stream flow. According
to this conclusion, if the ice rise was removed and velocity and geometry remained
unchanged, effective resistance at the grounding line would reduce by half. How-
ever, upon removal of Crary Ice Rise, regional patterns of ice thickness supported
by the presence of the ice rise would undergo an adjustment, and so too would
the flow resistance acting on the grounding line. Force budget analysis provides
insight into the source of resistance, and is particularly useful for quantifying the
magnitudes of resistive forces generated by specific features, but provides limited
insight for prediction.
(b) Back-force calculations and flow buttressing
Flow resistance within the ice shelf system may yield net compression or reduced
extension at the grounding line in comparison to a configuration without obstacles
to flow. This resistance has been described as an apparent back-force Fb, the
total force acting in the upstream direction that opposes the forward motion of
ice flow and the spreading of an ice shelf (Thomas and MacAyeal, 1982; Cuffey
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and Paterson, 2010, pg. 381). The apparent back-force is therefore the sum of
all resistive forces excluding seawater pressure at the ice shelf front. Dividing
the back-force by the ice thickness (Fb/H) gives the back-stress (quantified in Pa)
(Cuffey and Paterson, 2010, pg. 382).
The back-stress can be estimated at any location on an ice shelf from thickness and
surface strain rate measurements with a constitutive relation linking strain rates
to stresses (e.g., Lingle et al., 1991). Computed in this way, ice shelf back-stress
is observed to be greatest directly downstream from the grounding line and is
enhanced upstream of ice rises (Thomas and MacAyeal, 1982; Borstad et al., 2013).
The earliest quantitative investigations of the flow resistance generated by pinning
points focused on the McDonald Ice Rumples in the Brunt Ice Shelf (Thomas, 1973;
Thomas, 1979a). Using measurements of strain rate, Thomas (1973) calculated
the restraining force per ice shelf unit width (i.e., compression in the upstream x
direction) and demonstrated a non-linear decrease in the restraining force with
distance upstream from the rumples. For the RIS, the spatial distribution of the
back-stress has been quantified by Thomas and MacAyeal (1982). They computed
the longitudinal compressive back-stress within the RIS, defined as the difference
between the longitudinal deviatoric stress for an unconfined, freely-spreading ice
shelf and the observed longitudinal strain rates for the RIS. Back-stress magnitudes
upstream of Roosevelt Island and Crary Ice Rise were approximately double the
magnitude inferred for the same RIS configuration without ice rises.
The back-stress within a laterally confined ice shelf ‘buttresses’ upstream ice flow.
While the terms ‘back-stress‘ and ‘buttressing’ are often used interchangeably, flow
buttressing is defined in the glaciological literature as the normal force exerted
on the upstream grounded ice by the floating ice shelf (Dupont and Alley, 2005).
The engineering definition of buttressing is, however, a poor analogy for ice
shelf mechanics because resistance to upstream ice flow arises from a balance
between the driving and resistive forces, while an engineering buttress counteracts
a lateral force. Nevertheless, ice-shelf buttressing is a useful concept for evaluating
the contribution of an ice shelf to the stress state at the grounding line, and the
grounding line position.
The most comprehensive estimation of ice shelf buttressing was conducted by
Fürst et al. (2016) who assessed the flow buttressing potential of each Antarctic ice
shelf. Those authors used a dimensionless buttressing number to identify areas of
passive shelf ice, that upon removal are expected to have no dynamic consequence
(i.e., mass flux into the ocean does not increase) (Fig. 2.6). The buttressing number
is the ratio between the normal stress and the hydrostatic pressure at a given
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FIGURE 2.6: Maximum flow buttressing numbers (Fürst et al., 2016) for West
Antarctic ice shelves. Lower values (coloured purple) indicate ice that does not
provide a buttressing effect in any direction (i.e., passive shelf ice). Flow buttressing
data are from Durand et al. (2016) and Fürst et al. (2016), the velocity magnitude
of grounded ice is the MEaSUREs 450 m dataset (Rignot et al., 2011b) and the
grounding line is from Bindschadler et al. (2011).
location in the ice shelf. The ratio quantifies the buttressing potential of ice at
that location, that is, the flow-resisting effect on remaining upstream ice (Fig. 2.6).
Ice shelves with larger areas of passive ice are argued to be more stable against
calving than ice shelves with smaller passive ice areas. The calculations of Fürst
et al. (2016) are detailed in Appendix A. In Chapter 4 of this thesis, buttressing
numbers are calculated using output from ISSM simulations of the RIS system.
As a case study, Fürst et al. (2016) discuss the buttressing potential of the Larsen
C Ice Shelf with a focus on the contribution from Bawden and Gipps Ice Rises.
An ice shelf flow model (Elmer/Ice) is used to infer ice properties and compute
flow buttressing in the upstream direction, and maximum flow buttressing (in
any direction). The buttressing numbers are higher upstream of the two ice rises
than elsewhere in the ice shelf. In one experiment, Fürst et al. (2016) calculate the
change in buttressing number associated with the removal of Bawden Ice Rise
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(BIR) by assigning a friction coefficient of zero at the ice rise base and comput-
ing the instantaneous change in ice velocity. Removing basal traction beneath
BIR triggered a shelf-wide velocity increase (which those authors associate with
decreased stability), but also increased the area of passive shelf ice denoted by
low buttressing numbers. Losing the BIR appeared to ’‘stabilise” the ice shelf by
increasing the area of passive ice. This apparently contradictory result leads those
authors to conclude that BIR has only a localised resistive effect on ice shelf flow
that does not propagate upstream to the grounding line.
The apparent contradiction is worth further consideration. Removing BIR from the
model domain changes a boundary condition on the model momentum balance
and thus velocity must increase over a wide ice shelf area (also demonstrated
in Section 4.4.2.1). This mechanism increases tensile stresses, or conversely, de-
creases compressive stresses in the ice. Decreased compression appears as a lower
buttressing number, and an increase in the area of passive shelf ice. There is no
contradiction in the mechanics of the problem, however, there is a contradiction
if one follows the argument that passive ice can be lost with no threat to the
grounding line. Viewed another way, the area of ice contributing to the grounding
line position (not passive ice) has instantaneously decreased. This conundrum
cannot be resolved with only the instantaneous change as a guide. Over time, the
ice shelf will adjust to the new boundary condition with modified velocity and
thickness, and these longer–timescale adjustments should be acknowledged.
Studies of the Brunt Ice Shelf, on the Weddell Sea Caird Coast, offer an example of
the importance of the time-transient part of ice shelf response to changes in pinning
points. The shelf front is pinned by the McDonald Ice Rumples (MIR, 2 km2) and
undergoes cycles of calving-induced unpinning followed by regrounding and
reformation of shelf-front pinning points over decadal timescales (Gudmundsson
et al., 2017; De Rydt et al., 2018). Resistive stresses due to the MIR generate
compression ridges upstream (Thomas, 1973; Thomas, 1979a; Gudmundsson et
al., 2017), while downstream, high lateral shear generates extensive rifting and
crevassing. The most recent unpinning event occurred in September 1971 and
the instantaneous response of the Brunt Ice Shelf included a doubling of flow
velocities (Simmons and Rouse, 1984; Gudmundsson et al., 2017). This initial
response was succeeded by a longer-timescale slowing down, thickening, and
regrounding of the ice shelf on the McDonald Ridge, followed by the eventual
reformation of the MIR as the ice shelf readjusted to a new steady state.
Unpinning is often framed as an event that triggers irreversible changes to the ice
sheet–ice shelf system in the form of flow speed-up and/or unstable grounding
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line retreat (Tinto and Bell, 2011; Favier et al., 2016). The Brunt Ice Shelf example
shows that this interpretation is an oversimplification. In the case of the MIR, mass
flux from upstream increases after unpinning and this allows the ice to eventu-
ally reground on the bathymetric ridge as the shelf front advances. Buttressing
numbers calculated before and after the calving event in 1971 would have resulted
in an apparent contradiction like that obtained by Fürst et al. (2016). Buttressing
numbers are useful for quantifying a current situation, but may not be useful as a
predictive tool.
2.3.4 Pinning points and ice dynamics
2.3.4.1 Pinning point formation and evolution
Locations where ice rises and rumples form are determined by the morphology of
the continental shelf. Pinning points form on shallower plateaus and along ridges
or topographic rises when the overlying ice shelf thickness is sufficient to promote
grounding. In addition to a shallow bathymetry, pinning point formation and
evolution are also controlled by interactions among ice dynamics, geodynamics,
climate variability, and sea level. Pinning points form within ice shelves through
the following mechanisms:
1. Changes in ice shelf geometry. Ice shelf thickening in response to external
climate variability or internal ice dynamics can reground an ice shelf on topo-
graphic rises on the seafloor. Crary Ice Rise and Steershead Ice Rise in the RIS
are clear examples of this mechanism of ice rise formation. The formation of
Crary Ice Rise began with ice grounding on the seafloor∼1100 years ago and
the northernmost ridge stagnating ∼500 years later in response to increased
mass flux from Whillans Ice Stream (Bindschadler et al., 1990; Bindschadler,
1993). Steershead Ice Rise formed in a similar manner, grounding 350-400
years ago in response to regional ice thickening associated with the diversion
of Whillans Ice Stream to the east of Crary Ice Rise (Fahnestock et al., 2000).
As the formation of Crary Ice Rise generated further thickening along the
Siple Coast (Hulbe et al., 2013; Fried et al., 2014), it is probable that this thick-
ening coincided with the formation of the smaller, unnamed ice rumples in
this region.
2. Ice rise formation during deglaciation. As deglaciation proceeds, the AIS
thins and the grounding line retreats, converting grounded regions to floating
ice shelves. Isolated areas within the new ice shelf may remain grounded
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on ridges or regions of shallower bathymetry, forming a pinning point.
Roosevelt Island near the present calving front of RIS is an example of an
ice rise that has remained following the Holocene deglaciation of the Ross
Sea Embayment. Radar profiles of the ice rise internal structure indicate that
the grounding line retreated past Roosevelt Island approximately 3000 years
ago (Conway et al., 1999; Martín et al., 2006). The ice rise today remains
very well-grounded on a seabed plateau ∼200 m below sea level (Fretwell
et al., 2013). Siple Dome, an inter-ice stream ridge extending into the RIS
(Figure 2.5), is a second example of a grounded feature that persists as the
grounding line retreats around the ice ridge perimeter. Sustained grounding
line retreat over the coming centuries will eventually result in Siple Dome
transitioning into an ice rise.
3. Glacial isostatic adjustment is the uplift or depression of a land surface in
response to changes in loading from ice sheets (Whitehouse, 2018). Post-
glacial rebound of the Antarctic Ice Sheet is associated with grounding line
re-advance (Siegert et al., 2013; Bradley et al., 2015) and the eventual re-
grounding of existing ice shelves on bathymetric highs as the seabed rises
(Matsuoka et al., 2015; Kingslake et al., 2018; Paxman et al., 2018). In a
simulation of isostatic rebound of the EAIS during an interglacial, Paxman
et al. (2018) found that elevated plateau surfaces upon rebounding bedrock
were potential sites of ice rise formation, which in turn became nucleation
sites for temporary ice sheet expansion. Similarly, Kingslake et al. (2018)
demonstrate that rates of isostatic rebound in the Weddell Sea sector during
the Holocene were sufficient to ground the Ronne Ice Shelf on bathymetric
highs. One of those bathymetric highs lies beneath Henry Ice Rise, a 7000
km2 pinning point that still persists in the Ronne Ice Shelf today.
4. Changes in sea level (independent to glacial isostatic adjustment). Sea level
lowering during a glacial cycle is a possible mechanism of ice rise formation
(Matsuoka et al., 2015). A decrease in sea level during a glacial cycle lowers
the elevation of an ice shelf base, potentially facilitating further grounding
on seafloor bathymetric rises. Although no physical evidence (e.g., ice core
records, radar analysis) for this process exists, simulations of pinning point
formation using an idealised geometry have induced ice rise formation by
lowering sea level (Favier et al., 2012). Conversely, sea level rise can also
lead to ice rise formation by forcing grounding line retreat. As previously
grounded ice experiences flotation, isolated regions of the newly configured
ice shelf may remain grounded on the seafloor.
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5. Stable ice rises over glacial cycles. Some ice rises and ice domes already
existed as stable features separate from the expanded ice sheet during the
LGM (Mulvaney et al., 2007; Matsuoka et al., 2015). Berkner Island (44000
km2) in the Ronne-Filchner Ice Shelf is thought to have existed as a stable
ice rise throughout the last glacial cycle. Stable isotope analysis of a 948 m
deep ice core retrieved from Berkner Island confirmed that the ice rise was
not completely overrun by Antarctic Ice Sheet during the LGM, and instead
remained an independent feature with its own flow regime (Mulvaney et al.,
2007). Basal ice from Berkner Island was found to be older than 120 000 years,
while ice that formed during the transition from the LGM to the Holocene is
embedded 300-350 m above the ice base (Mulvaney et al., 2007).
6. The mechanical properties of seafloor materials may influence the forma-
tion and morphology of an ice rise or rumple. Mechanical properties of
the seafloor are also likely to change as the pinning point evolves, which in
turn will modify the basal shear stress generated by the feature. As an ice
rumple transitions to an ice rise and contact between the pinning point and
ice shelf increases, changes in subglacial sediment water content and sedi-
ment deformability are expected as the ice freezes onto the bed. Sediment
samples have been recovered from the base of only two ice rises in Antarc-
tica. Crary Ice Rise stagnated onto a bed composed of igneous rhyolite with
loose sedimentary marine material rich in diatoms (Koci and Bindschadler,
1989; Bindschadler et al., 1990), while sediment recovered from beneath
Berkner Island in the Ronne-Filchner Ice Shelf consisted of fine unconsoli-
dated quartz sand (Mulvaney et al., 2007). The possible effects of seafloor
materials on pinning point morphology and flow resistance are speculated
upon in Chapter 3.
2.3.4.2 Numerical modelling of pinning points and ice dynamics
Modelling experiments designed to assess the dynamic effects of pinning points
may address objectives such as: (1) the influence of pinning points on the timing of
ice sheet retreat (Favier and Pattyn, 2015), (2) the sensitivity of the grounding line
position to changes in pinning point configuration (Goldberg et al., 2009; Favier
et al., 2016; Nias et al., 2016), (3) the effect of unpinning on the rate of sea level
rise (Favier et al., 2016), and (4) transitions between ice rises and ice promontories
(Favier and Pattyn, 2015). Ice sheet models can be categorised into two groups:
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Diagnostic models solve the momentum balance equations to simulate ice flow
for particular boundary conditions. These models focus on the effect of a single
process or variable on the ice shelf–ice sheet system. Most studies on pinning
points are diagnostic problems (eg., Schmeltz et al., 2001; Borstad et al., 2013;
Berger et al., 2016; Fürst et al., 2016; Gudmundsson et al., 2017; Reese et al.,
2018). These studies may quantify the flow–regulating effects of pinning points by
simulating present-day conditions, or by examining the instantaneous response
to loss of a pinning point or a major calving event (e.g., Berger et al., 2016; Fürst
et al., 2016; Gudmundsson et al., 2017). By their nature, these experiments do
not examine feedbacks involving the modified flow field, ice thickness, and stress
regime.
Prognostic models or transient models couple together the momentum and mass
balance equations in order to simulate change in the ice sheet system over time,
usually in response to changing boundary conditions. In assessments of the
flow–regulating effects of pinning points, prognostic studies simulate the coupled
momentum and mass balance response to changes in pinning point configuration
(e.g., Goldberg et al., 2009; Favier et al., 2012; Favier and Pattyn, 2015; Favier et al.,
2016; Nias et al., 2016).
The transient behaviour of an ice sheet–ice shelf system supported by pinning
points has been simulated with idealised ice shelf geometries by Goldberg et
al. (2009), Favier et al. (2012) and Favier and Pattyn (2015), and with realistic
geometries by MacAyeal and Thomas (1982), MacAyeal (1987), Nias et al. (2016)
and (Favier et al., 2016). The studies by Goldberg et al. (2009) and Favier et al.
(2012) demonstrated that the addition of a pinning point beneath an ice shelf
slowed ice flow and initiated grounding line advance until the grounded ice sheet
engulfed the ice rise (an unstable configuration). Favier and Pattyn (2015) also
demonstrated the impact of an ice rise on grounding line dynamics by simulating
the opposite process, grounding line retreat during deglaciation. During the
simulated retreat (forced by sea level rise), a topographic high beneath an idealised
ice sheet transitioned into an ice rise promontory, and later a stable ice rise within
the newly formed ice shelf, over a 30 ka time period. This addition of an ice
rise significantly delayed grounding line retreat in comparison to a no-ice rise
configuration. In another simulation with a realistic ice shelf geometry, Favier et al.
(2016) found that unpinning of a small ice rise in Dronning Maud Land increased
the sea level rise contribution by 10% and hastened the onset of ice sheet retreat in
comparison to a simulation with the pinning point removed.
The magnitude and significance of the dynamic influence of pinning points is
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expected to depend on their geometry and location relative to the grounding line
(Matsuoka et al., 2015), although this has not been examined numerically or via
observation. Antarctic pinning points are diverse features in terms of their size,
morphology, and location relative to the grounding zone. Some pinning points are
located within regions of fast flow or near ice stream outlets (e.g., Roosevelt Island
and the Shirase Coast Ice Rumples), while other features are located in sheltered
embayments where ice flow is much slower (e.g., Steershead Ice Rise). Pinning
points located near the grounding line may modify grounding line advance or
retreat (Favier and Pattyn, 2015; Favier et al., 2016), while features located fur-
ther downstream may modify the position of the calving front, either through a
buttressing effect (Borstad et al., 2013; Fürst et al., 2016) or by weakening ice and
generating fractures and rifts from which icebergs calve (Doake and Vaughan,
1991; MacAyeal et al., 1998; Borstad et al., 2013). Likewise, previous results and
conclusions relating to the stabilising (or destabilising) effects of pinning points
are varied.
Pinning points are commonly cited as features that contribute to ice shelf “stability”
(Matsuoka et al., 2015; Favier and Pattyn, 2015; Favier et al., 2016). However, ice
shelf stability is an ill-defined concept in the literature. More accurately, pinning
points slow down ice flow and generate upstream thickening, and may modulate
the position of the grounding line or shelf front depending on pinning point
location. Dynamic stability is defined as an ice sheet–ice shelf system that returns to
a steady configuration following a small perturbation (Hindmarsh, 1996). Making
a statement about stability requires a diagnosis of all forces acting on the ice
sheet–ice shelf system, and to date, no previous analyses of pinning points have
accomplished this. The work by Nias et al. (2016) is the closest to a critical
assessment of the actual contribution of a pinning point to ice dynamics in a
contemporary setting of the ice–sheet ice shelf system. The present work resolves
changes in resistive stresses across the RIS and tributary ice streams (arising
from changes in pinning point configuration) in order to correctly diagnose the
contribution of a pinning point to ice shelf dynamics and to the coupled ice shelf–
ice stream system.
Pinning points affect the outcomes of model simulations and therefore the correct
representation of a pinning point (in terms of geometry and amount of flow
resistance generated) is important. The erroneous initialisation of models as a
result of coarse bathymetric data is a common theme in recent work (Durand et al.,
2011; Fürst et al., 2015; Berger et al., 2016; Favier et al., 2016). Bathymetric datasets
used for ice sheet modelling are often too coarse to resolve the smaller topographic
33 2.4. THE ROSS ICE SHELF, WEST ANTARCTICA
rises beneath small–scale ice rises and rumples. If topographic rises are resolved,
measurement points may be interpolated over tens of kilometres (Fretwell et al.,
2013). Of all the inventoried Antarctic ice rises and rumples (n = 704), 46% have
a surface area less than 5 km2 (Moholdt and Matsuoka, 2015) and therefore are
often neglected in ice shelf models, or are unresolvable in coarser continental scale
models of the AIS.
Neglecting to resolve resistive forces generated by small–scale pinning points, as
well as modifications to ice rheological properties associated with pinning points
(Berger et al., 2016), could have major consequences in an ice sheet model. Favier
et al. (2016) demonstrated the dependence of transient simulations on model ini-
tialisation with: (1) a high resolution bed elevation dataset and a correctly resolved
pinning point; and (2) a low resolution bed elevation with the pinning point omit-
ted. The latter scenario resulted in the erroneous stiffening of surrounding ice to
compensate for the reduced flow speeds associated with the presence of pinning
points, which in turn resulted in a spurious decrease in the sea level rise contribu-
tion from outlet glaciers. This finding is consistent with Berger et al. (2016), who
also demonstrated that the omission of a pinning point resulted in excessively
stiff ice when inferring the distribution of ice properties with an inverse method.
Together, these studies demonstrate the importance of including pinning points in
ice sheet models for more realistic simulations of grounding line behaviour and
improved projections of sea level rise.
2.4 The Ross Ice Shelf, West Antarctica
The RIS (78◦ S to 86◦ S) is Antarctica’s largest ice shelf with an area of 5.01×105
km2 (Rignot et al., 2013), approximately twice the land area of New Zealand. Ice in
the easternmost two-thirds of the ice shelf originates from the WAIS through the
Ross ice streams (68 Gt/year), while ice in the westernmost third originates from
the EAIS (52 Gt/year), flowing through the glaciated valleys of the Transantarctic
Mountains (Thomas et al., 2013). Ice shelf thickness ranges from ∼1 km along
the Siple, Shirase and Gould Coast grounding lines, where ice enters the shelf, to
∼100-200 m at the calving front (Fretwell et al., 2013). While the RIS is relatively
stable at present (Pritchard et al., 2012; Campbell et al., 2018), the catchment is
vulnerable to marine ice sheet instability (Fretwell et al., 2013). Small perturbations
in grounding line position could initiate relatively fast rates of grounding line
retreat, and thus rapidly increase the WAIS sea level rise contribution.
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2.4.1 Past, present and future behaviour of the Ross Ice Shelf
The flow of the RIS and Ross ice streams varies over interannual to millenial
timescales. Externally forced variations in ice flow are driven by the atmosphere
or ocean while internally forced variations are driven by the ice sheet–ice shelf
system. Internal instabilities alone are not inconsequential and are thought to
have the potential to initiate grounding line retreat past a threshold where MISI
is invoked (Joughin and Alley, 2011). Any observed changes in ice shelf flow or
geometry should be interpreted with the contributions of external and internal
forcing in mind (e.g., Campbell et al., 2017). Past and present flow variability
exhibited by the WAIS/RIS system is detailed in this section. This review begins
with the Pliocene epoch because past ice sheet behaviour is a predictor of future
behaviour in response to climate warming.
Plio-Pleistocene variations (external forcing)
WAIS and RIS behaviour during the Pliocene epoch (5.33 - 2.58 Ma) provides
forewarning of possible future responses of the WAIS to climate warming pro-
jections (Joughin and Alley, 2011; DeConto and Pollard, 2016). The mid-Pliocene
(3.3-3.0 Ma BP) is the most recent geological time period when atmospheric CO2
concentrations were similar to the rising CO2 concentrations observed today (∼410
ppm) (Willeit et al., 2019). Mid-Pliocene CO2 levels coincided with global average
temperatures 2-3◦C higher than present (Haywood and Valdes, 2004) and a global
mean sea level 10-25 m higher than present (Miller et al., 2012; Rovere et al., 2014).
Sedimentological evidence (ANDRILL AND-1B core) recovered from beneath the
present-day western RIS calving front confirms that the WAIS collapsed during
the mid-Pliocene as the previously glaciated Ross Embayment transitioned to
open ocean (Naish et al., 2009). Large-scale ice sheet modelling of the WAIS has
also demonstrated past oscillations between glaciated, intermediate and collapsed
states over the Plio-Pleistocene interval (Pollard and DeConto, 2009). Of particular
interest here, open ocean conditions in the Ross Embayment signified the impend-
ing collapse or partial collapse of the WAIS (Pollard and DeConto, 2009). Taken
together, the sedimentological evidence and ice sheet simulations indicate that a
stable WAIS is contingent upon a stable and extensive RIS. Current atmospheric
CO2 concentrations have surpassed the CO2 levels of the Pliocene period, empha-
sising the need to understand the mechanisms that contribute to RIS stability, and
the mechanisms that may be responsible for initiating unstable grounding line
retreat.
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Variations since the Last Glacial Maximum (external and internal forcing)
Since the LGM, the WAIS/RIS grounding line retreated ∼1300 km from near the
continental shelf edge to its present-day position (Conway et al., 1999; Anderson
et al., 2014). Retreat from the LGM maximum ice extent was episodic and non-
uniform (Mosola and Anderson, 2006; Dowdeswell et al., 2008) rather than a
sustained, constant retreat of the RIS grounding line. This non-uniform behaviour
implies that retreat is modulated by a combination of climate forcing, seafloor
morphology (Anderson et al., 2014; Matsuoka et al., 2015) and variations in ice
discharge from ice streams (Hulbe and Fahnestock, 2007). The RIS grounding line
is thought to have retreated in two distinct phases — rapid retreat across the outer
continental shelf during the early Holocene, followed by continuous, widespread
grounding line retreat until the RIS reached its present-day configuration ∼1500-
2000 years ago (Anderson et al., 2014; Yokoyama et al., 2016). Initial, rapid
grounding line retreat eventually slowed as the ice remained pinned on shallow
stabilising banks (Yokoyama et al., 2016; Kingslake et al., 2018). The grounding line
position has remained relatively stable over the last 1500 years, punctuated with
episodes of retreat and readvance (Horgan and Anandakrishnan, 2006; Catania
et al., 2006; Kingslake et al., 2018).
The last 1000 years (internal forcing)
The WAIS ice streams and RIS have a complex flow history driven primarily by
internal ice dynamics (natural adjustments within the ice stream–ice shelf system)
rather than climate forcing. Cycles of ice stream stagnation and reactivation
(Conway et al., 2002; Hulbe and Fahnestock, 2007; Catania et al., 2012) and shifts
in ice stream boundaries (Stearns et al., 2005; Catania et al., 2006; Hulbe et al., 2016)
occur over decade-to-century timescales. These internally driven changes in ice
stream flow can arise from variations in the coupling between the ice base, till and
basal meltwater flow (Tulaczyk et al., 2000; Hulbe and Fahnestock, 2004), or from
adjustments to past events such as pinning point formation (Fried et al., 2014).
In contrast, ice flow through the western RIS is characterised by relatively more
constant mass flux from the EAIS through the Transantarctic Mountains (Stearns,
Byrd Glacier). Important events in the chronology of RIS flow reorganisation
include the stagnation of Kamb Ice Stream ∼160 years ago and the continual
slowing down of Whillans Ice Stream over the last four decades (Hulbe and
Fahnestock, 2007; Catania et al., 2012). Stagnation of Whillans Ice Stream will
occur in ∼60 years if the present rate of slowdown continues (Joughin et al., 2005).
Cycles of ice stream stagnation and reactivation play a role in the evolution of
pinning point geometries along the Siple Coast. Crary Ice Rise and Steershead
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Ice Rise formed within the last 1000 years in response to an increase in mass
flux from Whillans and Kamb Ice Streams (MacAyeal et al., 1987; Bindschadler,
1993). Roosevelt Island is a more permanent feature of the RIS, with radar profiles
of the ice rise englacial structure indicating that the ice rise has existed in its
present stable state for at least 3000 years (Conway et al., 1999; Martín et al., 2006).
Formation times of smaller, lightly grounded ice rumples are less conclusive due
to snow cover obscuring crevasses and streaklines.
Present state of the RIS
Time series observations of ice velocity, ice thickness and ice shelf extent allow
inferences to be made about whether an ice shelf is in a steady state, defined as
no change in ice thickness or flow speed over time. Sustained changes in these
variables have been used to infer instability in other glacial systems (e.g., Pine
Island Glacier and Thwaites Glacier) (Rignot et al., 2014; Scambos et al., 2017).
This subsection describes the current behaviour of the RIS interpreted from recent
remote sensing datasets.
Temporal changes in the thickness of Antarctic ice shelves have been inferred from
surface elevation observations obtained by the Geoscience Laser Altimeter System
(GLAS) onboard ICESat (operational 2003-2009) (Paolo et al., 2015). Satellite laser-
altimetry measurements of surface elevation change indicate broad patterns of
thickening and thinning over the RIS (Pritchard et al., 2012; Thomas et al., 2013;
Paolo et al., 2015). Areas of the RIS exhibiting statistically significant changes in
surface elevation during the 2003-2009 observation period have been identified by
Campbell et al. (2018). Pronounced ice shelf thinning between Crary Ice Rise and
Steershead Ice Rise (Pritchard et al., 2012; Campbell et al., 2018) is associated with
the stagnation of Kamb Ice Stream approximately 200 years ago (Fahnestock et al.,
2000). Statistically significant patterns of ice shelf thickening were also identified
along the western shore of Roosevelt Island (possibly due to the diversion of ice
flow around the ice rise) and at the outlet of Byrd Glacier in response to a 10%
acceleration in glacier flow speeds (Stearns et al., 2008). Together, these patterns
of thickening and thinning indicate that localised regions (the Siple Coast and
Shirase Coast) of the RIS are not in a steady state.
Recent analyses of ice shelf-wide mean basal melt rates for the RIS range from 0.07
m a−1 to 0.11 m a−1 (Rignot et al., 2013; Depoorter et al., 2013; Moholdt et al., 2014).
Melt rates at least one order of magnitude higher than the shelf-wide average are
observed in confined areas of the RIS including along the grounding line (Marsh
et al., 2016), the eastern RIS near Roosevelt Island (Rignot et al., 2013), the ice
shelf front (Horgan et al., 2011), and adjacent to the north west corner of the RIS
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near Ross Island in the McMurdo Ice Shelf (Stern et al., 2013; Arzeno et al., 2014;
Stewart et al., 2019). Ross Island is a 2500 km2 pinning point and nearby high melt
rates will have implications for the mechanical stability of the McMurdo Ice Shelf
over the coming decades (Stewart et al., 2019). In comparison to other WAIS ice
shelves, present RIS melt rates remain low relative to melt rates exhibited by the
rapidly thinning ice shelves in the Amundsen Sea region (Pritchard et al., 2012;
Rignot et al., 2013). Total mass loss from the RIS is close to equilibrium with the
sum of both the mass flux entering the ice shelf and the surface accumulation, and
therefore the ice shelf (as a whole) is considered close to a steady state (Depoorter
et al., 2013; Rignot et al., 2013).
The Siple and Gould Coast catchment of the RIS/WAIS is currently in a state of
positive mass balance, with the most recent estimate of +20 Gt a−1 mass gain in
2017 (Rignot et al., 2019). Mass gain in this region arises from the stagnation of
Kamb Ice Stream ∼160 years ago (Ng and Conway, 2004; Hulbe et al., 2013) and
the continuing slow-down of Whillans Ice Stream starting ∼40 years ago (Joughin
et al., 2005; Winberry et al., 2014). This state of positive mass balance is unique
to the Siple Coast and does not offset the mass losses exhibited by other West
Antarctic drainage basins (Shepherd et al., 2018; Rignot et al., 2019).
Future prospects
The RIS is relatively stable in comparison to the Antarctic Peninsula and Amund-
sen Sea sector ice shelves that are exhibiting thinning, grounding line retreat and in
some cases, have undergone catastrophic collapse (Scambos et al., 2000; Mouginot
et al., 2014; Schannwell et al., 2016; Konrad et al., 2018). Ice shelf collapse on the
eastern side of the Antarctic Peninsula appears to have been driven by surface
melting while the primary cause of change in the Amundsen Sea region appears
to be sub-shelf melting and thinning due to the intrusion of CDW in ice shelf
cavities. CDW is a relatively warmer water mass 3-4 ◦C higher than the freezing
temperature (Jacobs et al., 1992; Pritchard et al., 2012) and consequently average
basal melt rates for the Amundsen Sea ice shelves can exceed 5 m a−1 (Pritchard
et al., 2012). In contrast, the RIS is less exposed to CDW due to the presence of
colder continental shelf waters that inhibit basal melting (Orsi and Wiederwohl,
2009; Anderson et al., 2019). While present shelf-wide RIS melt rates are relatively
low, numerical model simulations project a pattern of greater basal melt rates in
the eastern sector of the RIS (near Roosevelt Island) generated by the inflow of
warmer water masses from the east Ross Sea (Schodlok et al., 2016). Feedbacks
between climate warming and modifications to ocean dynamics (including the
incursion of CDW into ice shelf cavities and warming of CDW) remain a key
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uncertainty in projections of the WAIS response to climate change.
2.4.2 Pinning points in the Ross Ice Shelf and research opportu-
nities
A total of 15 pinning points and pinning point complexes constrain the flow of
the RIS. Large ice rises include Crary Ice Rise, Roosevelt Island and Steershead Ice
Rise, while smaller, unnamed ice rumples are located along the Shirase and Siple
Coasts (Fig. 1.1). With the exception of Roosevelt Island, ice rises and rumples are
largely absent from the calving front and central and western regions of the RIS
due to the deepening bathymetry beneath the western RIS (Fig. 2.3). In Chapter 3,
the mechanical analysis is extended to all pinning points in the RIS. In Chapter
4, a greater focus is placed on the flow-regulating effects of the Shirase Coast Ice
Rumples located downstream from the outlets of the MacAyeal and Bindschadler
Ice Streams. These ice rumples are the subject of Chapter 4 for four main reasons:
• The Shirase Coast Ice Rumples are located 60 km downstream from the
MacAyeal and Bindschadler Ice Stream grounding lines. These large, fast
flowing (>500 ma−1) ice streams are responsible for discharging ∼55% of
the total mass flux from the WAIS to the RIS (Joughin and Tulaczyk, 2002;
Hulbe et al., 2016). Changes in the morphology and configuration of the
Shirase Coast Ice Rumples may modify grounding line position and mass
flux.
• Smaller–scale pinning points such as the Shirase Coast Ice Rumples are often
overlooked in investigations of ice shelf dynamics and stability. Similarly,
previous work on RIS pinning points has only focused on Crary Ice Rise and
Roosevelt Island and their effects on the ice shelf force balance (Thomas and
MacAyeal, 1982; MacAyeal et al., 1987; Humbert et al., 2005).
• The Shirase Coast Ice Rumples are located in a region of the RIS that will
experience future changes in ice thickness due to basal melting. Inflow
of warmer modified CDW will eventually reach Roosevelt Island and the
upstream Shirase Coast Ice Rumples (Schodlok et al., 2016). Melting will
modify the degree of grounding and the basal shear stress generated as the
ice shelf flows over the pinning points.
• The Shirase Coast Ice Rumples are lightly grounded pinning points and
therefore are susceptible to unpinning. RIS streaklines indicate that ice
rumple configuration has changed within the last 500 years (changes in
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streakline texture indicate changes in the amount of grounding). Continual
thinning and basal melting of the RIS will eventually result in the base of the
RIS losing contact with the pinning points. Changes in the degree of contact
will modify ice dynamics including changes in flow speed, ice thickness,




Mechanical analysis of pinning
points in the Ross Ice Shelf,
Antarctica
3.1 Introduction
The floating ice shelves surrounding much of the Antarctic coastline limit mass flux
from the interior of the continent (Thomas, 1979b; Dupont and Alley, 2006). As a
result, changes in ice shelf geometry and dynamics can cause changes in the mass
of grounded ice. Ice shelf attributes such as thickness, flow and grounding line
position depend in part on the budget of forces in the floating ice. The force budget,
in turn, depends on resistive forces originating in lateral drag along embayment
walls and areas of localised grounding on elevated seabed topography, called
pinning points (Matsuoka et al., 2015).
Pinning points provide resistance to ice shelf flow by modifying the balance of
forces within the floating ice. Each pinning point and the grounded ice above it
forms, in effect, an obstacle to ice shelf flow. The obstacle generates a reaction force
that acts upstream, in opposition to the gravitational driving stress that compels
the ice to flow. Because the balance of forces in floating ice is non-local, this reaction
force has an effect everywhere in the ice shelf. Of particular interest with respect
to ice sheet stability, pinning points may affect the dynamics of the grounding
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zone and tributary glaciers, potentially decreasing mass flux in comparison to
unrestrained flow (Goldberg et al., 2009; Favier et al., 2012; Favier and Pattyn,
2015; Fried et al., 2014). The magnitude and significance of the dynamic effect
appears to depend on the sizes and locations of pinning points (Matsuoka et al.,
2015) although this has not been examined in detail.
As localised grounding modifies the balance of forces, further mechanical effects
arise. Compression upstream of a pinning point generates thickening, which
itself modifies the force balance and may cause additional grounding (Fried et
al., 2014). Shear along the margins of a pinning point resists ice shelf flow but
shearing may also generate crevasses, rifts, and other mechanical effects such as
the development of a crystal preferred orientation (MacAyeal et al., 1998; Hulbe
and Fahnestock, 2007; Hudleston, 2015). Over time, this may reduce the resistive
effect of a pinning point. Downstream of a pinning point, extension together with
a redirection of mass flux causes the ice to be thinner than it would otherwise be.
Indeed, the non-local nature of the momentum balance in floating ice means that
any local change in ice thickness must have shelf-wide consequences as explored,
for example, by Campbell et al. (2018) and Reese et al. (2018). All together, these
effects may modify the spatial pattern of a pinning point’s influence on the overall
force budget over time.
Pinning points can be classified according to their geometry. Ice rises have a
distinct dome-shaped topography associated with stagnant or very slow ice motion
over a frozen base. Ice shelf flow diverges around the topographic rise and ice
rises are often elongated in the direction of ice flow. Ice rumples have more
irregular shapes and are relatively small compared to ice rises, rising less than 100
m above the ice shelf surface. The ice in a rumple is in contact with the seafloor
and continues to flow directly over the grounded area. Despite their relatively
small size, ice rumples still play an important part in determining the balance of
forces within an ice shelf (e.g., Berger et al., 2016).
Ice rises and rumples are common features of the Ross Ice Shelf (RIS), Antarctica’s
largest ice shelf. Large ice rises include Crary Ice Rise, Roosevelt Island and
Steershead Ice Rise (Fig. 3.1). Many smaller, unnamed ice rumples are located in
the eastern sector of the RIS, near the Shirase and Siple Coasts. With the exception
of Roosevelt Island, ice rises and rumples are largely absent across the calving
front and in the central and western regions of the RIS. The majority of the RIS
pinning points are distributed downstream from the large, fast-flowing Siple Coast
ice streams that form the main pathway for ice flowing from the interior of the
















FIGURE 3.1: Pinning points within the Ross Ice Shelf. Larger pinning points are
labelled: SCIR = Shirase Coast Ice Rumples, RI = Roosevelt Island, CIR = Crary Ice
Rise, SIR = Steershead Ice Rise. The colour map of velocity magnitude is a synthesis
of the Landsat 8 and MEaSUREs velocity data (Rignot et al., 2011a) overlayed onto
the MODIS MOA (Haran et al., 2014). The white line represents the grounding zone
(Bindschadler et al., 2011) and the dashed white line marks the boundary between
the MEaSUREs and Landsat 8 datasets.
Since the Last Glacial Maximum, the grounding zone of the WAIS/RIS has re-
treated ∼1300 km inland from the continental shelf edge (Conway et al., 1999).
Continental shelf morphology has mediated the RIS’s prolonged history of retreat
(Anderson et al., 2014; Matsuoka et al., 2015). Although the RIS is relatively stable
(Pritchard et al., 2012; Campbell et al., 2018), model simulations project a pattern of
greater basal melt rates in the eastern sector of the RIS generated by the inflow of
water masses from the east (Schodlok et al., 2016). Basal melting can result in both
grounding line retreat and detachment from pinning points. With this unpinning,
the balance of forces across the whole ice shelf will change, and as a result, ice flow
speed and thickness will change as well. Pinning points will continue to mediate
the response of the RIS to climate change, albeit with different configurations than
at present.
Here, the mechanical effects of pinning points in the RIS as they appear today are
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quantified using a force budget approach (MacAyeal et al., 1987). This approach
partitions drag exerted on the ice shelf into components arising from different
processes. The magnitude of the net effective resistance calculated from these com-
ponents is analogous to the maximum buttressing number defined by Fürst et al.
(2016). First, the resistive forces exerted by the RIS pinning points on surrounding
ice shelf flow are quantified. Second, a detailed mechanical inventory of the RIS
pinning points is presented. Several pinning points are examined in detail with
the aim of elucidating the full range of effects that pinning points may have on ice
shelf behaviour.
3.2 Ross Ice Shelf pinning points
Fifteen pinning points and pinning point complexes are considered here. The
coastlines of the associated ice rumples and rises were digitised from the MODIS
Mosaic of Antarctica (MOA; Haran et al., 2014) and individual Landsat 8 panchro-
matic band images. The resolution of the imagery is 250 m and 15 m, respectively.
Where ice rumple perimeters were indistinct, changes in ice surface elevation asso-
ciated with localised grounding were identified in the Geoscience Laser Altimeter
(GLAS) 500 m DEM of Antarctica (DiMarzio, 2007). The traces of some ice rumple
perimeters differ in detail from those inventoried by Matsuoka et al. (2015) and
one additional feature, a very small ice rumple (3 km2) nearby Deverall Island
(#2), is included (ice rumple #15) (Fig. 3.1).
The persistence of each pinning point can be inferred from downstream flow
features in the ice shelf such as crevasses and streaklines (Fahnestock et al., 2000).
Streaklines stretching downstream from Crary Ice Rise and the Shirase Coast
Ice Rumples (SCIR) extend to the ice shelf front indicating that these pinning
points are long-lived features, persisting for hundreds of years. The crevasse track
originating from Steershead Ice Rise does not extend to the ice shelf front and
it can be inferred that the ice rise became well grounded 350 to 400 years ago
(Fahnestock et al., 2000). Traces downstream of the small pinning points offshore
from Roosevelt Island are visible only a few kilometres downstream, indicating
formation within the last 100 to 200 years although snow cover may obscure
part of the record. Where they are long-lived, changes in streakline character
may reveal changes in pinning point morphology and degree of grounding over
time. A streakline originating from the easternmost edge of the SCIR is wider and
more undulating further downstream than closer to the ice rumples, suggesting
a greater degree of grounding or a larger feature between 400 and 700 years ago.
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Smaller rumples or lightly grounded features do not generate crevasse patterns or
streaklines that are detectable in satellite images and their persistence over time is
more difficult to investigate.
3.3 Data
3.3.1 Velocity and strain rate
Strain rates derived from observed ice shelf flow are used in the ice mechanics
analysis. Here, components of the infinitesimal strain rate tensor ε̇ij are calculated












where the subscripts i and j represent the horizontal directions x and y, and u
represents the flow velocity with components ux and uy.
Two different velocity datasets are used in the present work (Fig. 3.1). North of
82.5◦S, strain rates are calculated from the Landsat 8-derived flow velocity dataset
(Karen Alley, pers. com, 2016, Fahnestock et al., 2016). The resolution is 750 m
and errors on individual velocities vary from 5 to 10 ma-1. This dataset represents
the time interval between 2013 and 2016 when the images were acquired. South
of the Landsat 8 limit, strain rates are calculated from the MEaSUREs velocity
dataset, available at 450 m and 900 m resolution (Rignot et al., 2011a). The 900 m
resolution product, which has data gaps but lacks some of the artefacts present in
the 450 m resolution product, is used in the ice mechanics analysis to minimise
artefacts in the strain rate calculation. This velocity product was assembled from
multiple interferometric synthetic aperture radar datasets acquired between 2007
and 2009 with errors varying from 3 to 5 ma-1 over the RIS (Rignot et al., 2011b).
Errors on strain rates computed directly from the gridded velocity would be very
large, on the order of 0.01 a-1. Thus, strain rates are averaged over several grid
cells to reduce noise, as discussed further in Section 3.4.3.
3.3.2 Ice shelf thickness
Ice shelf thickness is inferred from surface elevation (freeboard) by assuming that
the ice is floating in hydrostatic equilibrium (e.g., Griggs and Bamber, 2009; Le
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Brocq et al., 2010). The thickness H is calculated
H =
(zs − f )ρw
ρw − ρi
+ f (3.2)
where zs is the surface elevation above mean sea level, ρw is the density of ocean
water and ρi is the density of ice. Where ice runs aground, the difference between
the surface elevation and the Bedmap2 bed elevation is computed. The firn density
correction f reduces H to the ice shelf thickness when the firn layer is compacted
to ρi. f on the RIS varies between 16 and 19 m (Fig. 3.2) (van den Broeke et al.,
2008). zs is obtained from the GLAS 500 m DEM of Antarctica (DiMarzio, 2007).
This DEM was created from repeat observations of surface elevation acquired
between February 2003 and June 2005.
Each measured value in Eq. 3.2 introduces error into the final ice shelf thickness
map. The firn correction has a reported uncertainty of ±4 m along the RIS ground-
ing line (van den Broeke et al., 2008). The original authors of the GLAS 500 m
DEM do not report its uncertainty, though a related analysis on the Amery Ice
Shelf uses 0.08±0.82 m for the mean and standard error (Wen et al., 2010). In view
of this, a conservative estimate of the uncertainty in surface elevation, 1 m, is used
here, although the actual uncertainty for the RIS is probably much smaller due to
its low surface slope. Uncertainties associated with each component are added
in quadrature (Taylor, 1997, p. 75). All together, the uncertainty in ice thickness is
34.3 m (1σ). In comparison, the Bedmap2 ice thickness has a reported error of 150
m for the RIS (Fretwell et al., 2013). Uncertainty in H is used later to assess the
uncertainty in the force budget components.
The thickness of ice above buoyancy Hab indicates the degree of groundedness
of a pinning point. When Hab is larger, tides are less likely to affect the ice and
more thinning (or sea level rise) is required to lose contact with the sea floor. For
reference, the tidal amplitude in the RIS cavity is less than ±1 m (Padman et al.,
2003). The calculation
Hab = (H − f ) + (ρw/ρi)zb (3.3)
requires bed elevation zb but this is not well resolved beneath the smallest ice
rumples. zb is obtained from the Bedmap2 bed elevation dataset (Fretwell et al.,
2013).
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FIGURE 3.2: The firn density correction f applied to the RIS. The basemap is the
MODIS MOA (Haran et al., 2014), firn correction data are from van den Broeke et al.
(2008), and the grounding line position is from Bindschadler et al. (2011).
3.3.3 Rate factor B̄
The depth-averaged flow law inverse rate factor B̄ is used to convert strain rates
into stresses. It is expected to vary across the ice shelf as a function of ice tempera-
ture (Fig. 3.3) and perhaps other ice material properties (Cuffey and Paterson, 2010,
p. 64-72). B̄ can be inferred from other quantities in the force budget calculations
but without explicit knowledge of ice temperature, cannot be independently cal-
culated. Observed depth-averaged temperature profiles for the RIS indicate that a
B̄ value of 1.6×108 Pa s1/3 is appropriate. Depth-averaged temperatures for the J9
borehole nearby Crary Ice Rise (Clough and Hansen, 1979; MacAyeal et al., 1987;
Engelhardt, 2004) and the Little America borehole nearby Roosevelt Island (Crary,
1961) are -16.31◦C and -17.11◦C, respectively. These temperatures correspond to a
B̄ range of 1.57×108 to 1.63×108 Pa s1/3 (Cuffey and Paterson, 2010, p. 75). In addi-
tion, Jezek et al. (1985) calculated the average rate factor A for the RIS from strain
rate measurements and inferred values of the backstress σb. They determined
A = 2.3× 10−25 Pa−3 s−1, which corresponds to a B̄ of 1.63×108 Pa s1/3.
Uncertainty in B̄ also arises from regional variations in ice temperature and ma-
terial properties and therefore is difficult to quantify. From the existing borehole
temperature measurements,±2◦C is selected as a conservative estimate of the vari-
ation in depth-averaged ice temperature. Varying a depth-averaged temperature
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FIGURE 3.3: The inverse rate factor B̄ as an exponential function of ice temperature.
B values were inferred from the recommended values of the rate factor A listed by
Cuffey and Paterson (2010) (p. 75). B = A−1/n where n = 3. The fitted exponential
curve is of the form y = aebx.
of -16.7◦C by ±2◦C gives a B̄ uncertainty range of 1.49×108 to 1.72×108 Pa s1/3.
Applying this uncertainty in the error propagation thus accounts for the applica-
tion of a uniform B̄ in the conversion of strain rates into stresses.
3.4 Method
The effective resistance generated by each of the RIS pinning points can be quanti-
fied using a local force budget calculation (MacAyeal et al., 1987). In this approach,
the net traction vector acting on an imaginary contour Γ surrounding the pinning
point and its associated grounded ice is partitioned into form drag and dynamic
drag components estimated from observed quantities. Form drag is due to the
size and shape of the obstacle within the flow field. Dynamic drag is due to the
viscous deformation of the ice around the obstacle. While other approaches have
been used to generate an all-encompassing buttressing parameter (Borstad et al.,
2013; Gudmundsson, 2013; Fürst et al., 2016), this force budget method calculates
individual form drag and dynamic drag components and resolves the directional
effects of the flow resistance generated by pinning points. The form drag and
dynamic drag equations are derived in Appendix A.
49 3.4. METHOD
3.4.1 Form drag
Form drag Ff is the glaciostatic contribution to the net resistance. Ice rises and rum-
ples that are relatively streamlined in the flow direction generate less disturbance
to the thickness field and less Ff than pinning points that are oriented transverse
to flow. When the thickness of the ice shelf is uniform, Ff is zero. Ff is calculated

















where g is acceleration due to gravity. The second and third terms in Eq. 3.4
account for the lower density of the firn layer using the constants ρ f and β from
the usual depth-density relation (Schytt, 1958)
ρ(z) = ρi − ρ f exp(β(zs − z)) (3.5)
where ρ(z) is the density at depth z, zs is the z-coordinate of the ice shelf surface,
and ρi is the density of ice at the surface. ρ f and β vary across the ice shelf
and cannot be calculated without prior in situ measurements of the firn density
profile. Values of ρ f = 608 kg m-3 and β = -0.043 m-1 used here are from MacAyeal
et al. (1987) who used the observed depth-density profile located at drill site J9,
20 km northeast of Crary Ice Rise. These values and the resulting exponential
depth-density profile are similar to others reported elsewhere on the RIS (Fig. 3.4).
Substituting the J9 ρ f and β values for the alternative profiles in Fig. 3.4 results in
a change in Ff of only ∼2%. Therefore, a spatially uniform depth-density profile
based on the J9 observations for each force budget calculation is assumed.
3.4.2 Dynamic drag
Dynamic drag Fd is the viscous resistance associated with ice deformation around
an ice rise or rumple. Fd reaches a maximum when ice velocity around a pinning






ε̇ij · n̂ + (ε̇xx + ε̇yy)n̂
}
dλ (3.6)
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FIGURE 3.4: RIS observed depth-density profiles. The J9 exponential profile rep-
resents the Crary Ice Rise region (MacAyeal et al., 1987). The Southern McMurdo
Ice Shelf (SMIS) profile is from Rosier et al. (2017) and represents a region with
relatively high accumulation rates. Midshelf A and Midshelf B are exponential
models fitted to firn density profiles measured by Arnold (2016) near the middle of
the RIS.
where η̄ is the effective depth-averaged viscosity and ε̇ij is the strain rate tensor.





where B̄ is the depth-averaged, inverse flow law rate factor and n = 3 is the flow
















The local significance of Ff and Fd can be assessed by calculating the imaginary
resistive force that would exist at the same location on the ice shelf, but in the
absence of the pinning point. In this situation, the region contained within the
contour Γ consists only of floating ice shelf with the pinning point replaced by
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TABLE 3.1: Uncertainties of variables in the force budget calculations. σv is the
uncertainty in measured flow speed and ∆x is the distance between measurement
points.
Variable Uncertainty
Flow speed (Landsat 8) 5-10 ma-1
Flow speed (MEaSUREs) 3-5 ma-1
Strain rate (σ2v + σ2v )/∆x2
Surface elevation (GLAS) 1 m
Firn correction 4 m
Ice thickness 34.3 m
Rate factor 15% of B̄















The difference between (Ff + Fd) and Fw is the effective resistance Fe, the total
reaction force arising from contact between the pinning point and the base of the
ice shelf
Fe = Ff + Fd − Fw. (3.10)
For an area of floating ice shelf free of ice rises or rumples, Fe should equal zero or
fall within the uncertainty range of zero given the satellite-derived data available
for this calculation. When the magnitude of Fe for an ice rumple is within the
uncertainty of zero, the feature cannot be claimed to make a contribution to flow
resistance.
Uncertainty in the force budget calculation arises from: (1) the errors in the velocity
data and strain rates calculated from velocity gradients; (2) error in the GLAS 500 m
DEM and inferred ice shelf thickness; and (3) the estimated B̄ value (Table 3.1).
Uncertainty in derived quantities is evaluated by adding the individual sources of
error in quadrature (Taylor, 1997, p. 75).
3.4.3 Application of the force budget technique
The force budget analysis is applied to the RIS ice rises and rumples. Ice rumples
near one another (e.g., the SCIR complex and Crary Ice Rise and its offshore
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FIGURE 3.5: Example of a contour enclosing the SCIR. Force budget vector compo-
nents are calculated for each individual segment. Gridded ice thickness and strain
rate datapoints are averaged within the circles.
rumple #1b) are treated as a single feature contained by a single closed contour Γ.
Terms in the force budget are calculated along circular or elliptical shaped contours
composed of numerous smaller segments (Fig. 3.5). Each contour encloses the
surface features, small areas of floating ice shelf surrounding the pinning point,
and any regions of crevassing originating from the ice rise or rumple. The contour
boundary can be imagined as a vertical cylinder intersecting the ice shelf. The
number of segments comprising each contour is scaled to the size of the ice rise or
rumple.
Ice thickness and strain rate components must be interpolated from the gridded
datasets to the polygon vertices. Two methods were tried and compared. The first
method applied linear interpolation to return strain rate and thickness at each
vertex (Fig. 3.5). In the second method, average values were calculated within
a fixed radius around each vertex. The averaging radius is varied according to
the nearness of the pinning point to other grounded features. The second method
was preferred because spatial averaging reduces noise in the input datasets and
consequently the propagated errors in Ff and Fd are smaller. The same averaging
method is applied to the ice shelf thickness data for consistency. Force budget
components (Eqs. 3.4, 3.6, 3.10) are determined from the gridded ice thickness and
strain rate data (integrals are computed in Appendix B).
When the ice runs aground to form an ice rumple, a traction arises on the plane
between the two materials and this is related to the effective flow resistance. The
apparent basal shear stress τb is computed as the quotient of Fe and the pinning
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TABLE 3.2: Constants used in the force budget calculations.
Constant Symbol Value Unit
Density of ice ρi 917 kg m-3
Density of water ρw 1028 kg m-3
Gravitational acceleration g 9.81 ms -2
Firn density parameter ρ f 608.0 kg m-3
Inverse firn depth β -0.0481 m-1
Flow law exponent n 3 -
point area. The contact area is not observable so therefore is approximated as the
surface area of the ice rumple.
3.4.4 Discussion of method
The present work adapts the original force budget method devised by MacAyeal
et al. (1987) for application to satellite derived datasets. The key difference between
the original application and the present study is the use of satellite-derived data
products instead of field observations. MacAyeal et al. (1987) computed the force
budget from field-based ice thickness and strain rate measurements obtained from
14 field stations around Crary Ice Rise, a much larger pinning point than the
smaller–scale ice rumples that are common in Antarctic ice shelves. In the present
work, the use of satellite-derived gridded data (at 750 m to 1 km resolution) allows
the application of the force budget method to pinning points with a much smaller
area than Crary Ice Rise.
The SCIR and Crary Ice Rise were chosen as test cases to develop the force budget
method for satellite-derived datasets. The preliminary analysis hereafter confirms
that the force budget calculation is robust and unaffected by the exact position
or size of the plotted contour. In summary, this analysis indicates that the force
budget calculations are insensitive to: (1) the number of segments within each
polygon, (2) the shape of the polygon enclosing the pinning point (circular or
elliptical), and (3) the position of the contour enclosing each pinning point.
3.4.4.1 Sensitivity of Fe to number and length of segments
Total Ff and Fd are computed by the integration of vector components along
segments comprising each contour. A contour can consist of any arbitrary number
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Shirase Coast Ice Rumples
FIGURE 3.6: Fe as a function of segment number. Shaded error bands represent the
total uncertainty in Fe (1σ).
of segments. The segment number is thus easily scaled to the area of an ice rise
or rumple. Too few segments will not capture the spatial variability in Ff and Fd
around the pinning point. Fig. 3.6 demonstrates the effect of segment number and
length on the force budget calculations for SCIR and Crary Ice Rise. Very little
change in Fe is observed once the number of segments exceeds 30 (segment length
= 9.4 km when n = 30 for the SCIR).
3.4.4.2 Polygon shape
The imaginary surface upon which drag forces are calculated may be represented
by a circular, elliptical, or irregularly-shaped polygon depicting the shape of the ice
rise or rumple. For example, MacAyeal et al. (1987) constructed an irregular shaped
polygon based on the location of the field stations around Crary Ice Rise. The
present study constructs circular or elliptical polygons to limit any bias associated
with constructing irregular polygons around the sometimes indistinct ice rumple
perimeters. Elliptical polygons are constructed for elongated features such as Crary
Ice Rise and ice rumple #11 located off the Siple Coast (Fig. 3.1). Force budgets
computed with circular and elliptical polygons were compared and polygon shape
had no significant effect on computed Fe (Figure 3.7). Elliptical polygons are
therefore constructed for some features to avoid other grounded features, or to
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FIGURE 3.7: Fe computed with circular and elliptical contours for Crary Ice Rise
(CIR), the Shirase Coast Ice Rumples (SCIR) and ice rumple #12. The major axis of
the ellipse is equal to the diameter of the circle. These pinning points are located
faraway from other grounded features allowing testing of different polygon shapes.
Error bars represent the total uncertainty in Fe (1σ).
incorporate a larger number of strain rate and thickness measurements into the
force budget calculation.
3.4.4.3 Contour size
Contour size is adjusted according to the area of the pinning point. Suitable con-
tours do not intersect shear margins or other grounded areas. The sensitivity of the
force budget calculation to contour size is evaluated by repeating the calculation
while increasing the contour radius in 0.5 km increments (Figure 3.8). For the
SCIR test case, Fe initially increases, then remains constant after the contour radius
increases beyond 25 km. This threshold corresponds to the polygon boundary
extending beyond the edges of the ice rumples. Ff increases with polygon size
because larger polygons extend over a larger thickness gradient (higher Ff magni-
tudes are associated with a greater degree of thickening upstream and thinning
downstream). This increase in Ff is cancelled by an increase in Fw, and Fe therefore
remains approximately constant as the contour radius is increased (Figure 3.8). In
summary, the exact location of the polygon boundary does not affect the Fe calcu-
lation when the polygon is constructed beyond bands of shearing and grounded
areas are avoided.





Radius of circular contour (km)
FIGURE 3.8: Force budget components as a function of contour size for the Shirase
Coast Ice Rumples. The circular contours were comprised of 40 segments. Shaded
error bands represent the total uncertainty in Fe. Crary Ice Rise is not used as a test
case here because an increasing contour boundary intersects grounded Whillans Ice
Stream ice plain. Shaded error bands represent the uncertainty in the force budget
components (1σ).
3.5 Results
3.5.1 Inventory of Ross Ice Shelf pinning points
The flow-modifying effects of the RIS pinning points span two orders of magnitude
in Fe (Fig. 3.9, Table 3.3). In general, large ice rises (Roosevelt Island, Crary Ice
Rise, Steershead Ice Rise) generate a larger Fe than the smaller–scale ice rumples.
However, the SCIR generate Fe comparable to the Fe generated by Roosevelt Island
and Crary Ice Rise, and approximately double the Fe generated by Steershead
Ice Rise. In general, Fe is oriented upstream along the long axis of the ice rise or
rumple. Crary Ice Rise and Roosevelt Island are a notable exception to this. These
ice rises and the SCIR are discussed in more detail below.
The relative contributions of Ff and Fd to ice flow resistance also vary across the
different features (Table 3.3). For almost all of the pinning points, Ff is the dom-
inant term in the force budget. Ff is associated with relative compression and
thickening upstream and relative extension and thinning downstream of an obsta-
cle. Unsurprisingly, larger ice rises generate larger Ff, except for Steershead Ice
57 3.5. RESULTS
Rise. The ratio Fd : Ff is larger for ice rumples than for ice rises by approximately
one order of magnitude. Using this metric as a criterion, Steershead Ice Rise is
classified as an ice rumple rather than an ice rise, even though velocity over the
grounded area is very low. Steershead Ice Rise generates significant disruption to
the surrounding ice deformation field and therefore has a larger Fd : Ff ratio.

























































































































































































































































































































































































































































































































































































































































The Shirase Coast Ice Rumples
The SCIR are located approximately halfway between Roosevelt Island and the
outlet of MacAyeal Ice Stream (MacIS). The ice rumples have an irregular, undu-
lating topography and are approximately oriented in the direction of ice flow, but
are not streamlined. Wakes of heavily crevassed ice extend downstream from the
two largest rumples for approximately 20 km (Fig. 3.10a). Several distinct features
comprise the rumple complex. The largest has an area of 78 km2 while the smallest
has an area of just 4 km2. Collectively the rumples extend over an area of 240 km2
(1400 km2 inclusive of floating ice between the pinning points). Individual rum-
ples are relatively small features, but all together the rumple complex generates a
large Fe (Fig. 3.9).
Ice flowing over the pinning points originates from MacIS. Ice speed decreases
from 400 ma−1 as ice approaches the rumpled region, to 200 ma−1 immediately
downstream (Fig. 3.1). The ice rumples support thicker ice upstream (H = 730 m),
and thinner ice downstream (H = 520 m) and divert faster ice flow from MacIS
around the western shore of Roosevelt Island (Figs. 3.1 and 3.9). This redirection
also increases the ice shelf thickness downstream of Bindschadler Ice Stream
(labelled BIS in Fig. 3.9).
Force budgets for individual ice rumples, which can be inferred from the pattern
of Ff and Fd vector components around the rumple complex, depend on their
position relative to other rumples. Ff magnitudes along the upstream (southeast)
edge of the rumples are 30% higher than Ff along the downstream (northwest)
edge (Fig. 3.11a). The western flank also generates a slightly greater Ff than the
eastern flank, associated with thicker ice to the west and thinner ice in the lee of
the upstream-most rumples. Net Ff is therefore directed upstream (Fig. 3.11c).
The upstream and southwest flank of the ice rumple complex (labelled B and C in
Fig. 3.10) contributes the largest Fd (Fig. 3.11b). The eastern rumples (labelled A
in Fig. 3.10) are in the flow shadow of the remaining rumples and thus contribute
minimal dynamic drag. Nevertheless, rumple A contributes to the overall force
balance by generating compressive stresses in the upstream direction. Net Fe is
directed upstream and therefore the flow regulating effect of the ice rumples is
mainly on MacIS and its grounding line.
A continuous band of relatively large shear strain rates extends from the Shi-
rase Coast, near the outlet of MacIS, to the southernmost shore of Roosevelt



















































FIGURE 3.9: RIS thickness and effective flow resistance Fe from the force budget
calculation. Ice thickness (m) is computed from the GLAS 500 m surface elevation
model (DiMarzio, 2007) and a firn correction map (Le Brocq et al., 2010), and over-
layed onto the MODIS MOA (Haran et al., 2014). The white line represents the
grounding line (Bindschadler et al., 2011). MIS = MacAyeal Ice Stream, BIS = Bind-
schadler Ice Stream, WIS = Whillans Ice Stream and TAM = the Transantarctic
Mountains.
Island (Fig. 3.10b). This band can be seen as both a cause and consequence of
the preferred ice flux direction south of the ice rumples, between Siple Dome
and the SCIR. The pinning points modify the force budget by creating a band of
shearing diverted away from the coast. This, in turn, favours thicker ice and faster
flow south of the rumples and continued shearing reinforces this pattern. The
shear band also reduces mass flux to the north, resulting in relatively thinner ice
between Roosevelt Island and the coast.
The SCIR have two further effects on the wider RIS. First, thinning downstream
of the rumples results in a thickness gradient around Roosevelt Island that is
not oriented along flow. As a result, Roosevelt Island’s force budget is charac-
terised by a relatively large Fe oriented 40◦ clockwise against the direction of flow,
toward Siple Dome. Second, ice flow downstream of the BIS grounding line is
relatively thick due to MacIS flow diversion around the SCIR, generating larger





































FIGURE 3.10: The SCIR: (a) Surface morphology and crevasse patterns. The panchro-
matic image is from Landsat 8, Path 021 Row 118, acquired on 3 February 2016.
(b) Shear strain rate in a flow-following coordinate system computed using the
Landsat 8 velocity data. The grounding line in (b) is from Bindschadler et al. (2011).
FIGURE 3.11: SCIR and Crary Ice Rise force budget components. Individual Ff
vector components are shown in panels (a) and (d). Fd vector components are
shown in panels (b) and (e). Panels (c) and (f) show the relative magnitudes of
net Ff (dark blue), net Fd (light blue), and Fe (black). Green vectors indicate the
flow direction. Force budget vector components in (a), (b), (d) and (e) are scaled
differently to demonstrate spatial patterns around the pinning point complexes.
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Crary Ice Rise
Unlike the SCIR, Crary Ice Rise is a demonstrably long-lived feature that is unlikely
to experience changes in morphology or extent of grounding over the coming
decades. The formation of Crary Ice Rise began with ice freezing on the bed at the
southern (upstream) end 1100 years ago and the northern end stagnating 500 years
later (Bindschadler et al., 1990). Ice stream discharge around the ice rise has been
variable since that time (Hulbe and Fahnestock, 2007) and recently, flow across the
lightly–grounded ice plain upstream of Crary Ice Rise has slowed (Joughin et al.,
2005; Winberry et al., 2014). Ice thickness around Crary Ice Rise has also changed
over time as a result of its stagnation and changes in the flux of ice from upstream
(Hulbe et al., 2013; Fried et al., 2014).
Crary Ice Rise consists of a prominent dome rising to∼100 m above the ice surface
along an 80 km ridge aligned with the direction of ice flow. The southernmost tip
of the Crary Ice Rise ridge intersects the Whillans Ice Stream (WIS) ice plain and ice
flow diverges around the grounded feature. Shearing between the stagnant ice of
Crary Ice Rise and the much faster flowing ice stream and ice shelf creates narrow
crevassed margins and a wake of extensive crevassing extending approximately
100 km downstream. A large ice rumple (#1b in Fig. 3.1), off the eastern shore of
Crary Ice Rise, is also aligned in the flow direction. Several very small features
near the grounding line south of Crary Ice Rise are apparent in the MOA and the
GLAS 500 m DEM. Crary Ice Rise and the large ice rumple are treated as a single
feature for the force budget analysis. Of all the pinning points in the RIS, Crary
Ice Rise generates the second largest Fe (14.6 ± 2.4×1012 N).
Several smaller, potential pinning points around Crary Ice Rise appear as changes
in surface texture but are not associated with changes in velocity. The larger
feature east of Crary Ice Rise (#1b in Fig. 3.1) was described by Bindschadler et al.
(1988) as an ‘ice raft’, or a block of crevasse free ice with regular internal layers,
detached from Crary Ice Rise and moving with the surrounding ice flow. Its most
recently measured speed is 73 ma−1 (Fig. 3.1), while Bindschadler et al. (1988)
reported a speed of 140 ma−1. Ice rumple #1b rises 27 m above the surrounding
ice surface (Table 3.3) however, the resolution of the Bedmap2 bed elevation is not
fine enough to determine whether the ice runs aground at this site.
Crary Ice Rise modifies flow velocity and ice thickness in the region (Figs. 3.1
and 3.9). Upstream, ice speed decelerates from 300 ma−1 to nearly 0 ma−1 over
a distance of 70 km. Net Fd is oriented upstream in the direction of the long
axis of the ice rise (Fig. 3.11f). The RIS is relatively thicker on the western side
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of Crary Ice Rise because ice flow is constricted between the ice rise and the
Transantarctic Mountains. This arrangement influences the alignment of the net
Ff vector. Rather than alignment with the flow direction, Ff and Fe are aligned
30◦ against the direction of ice shelf flow, towards the Transantarctic Mountains
(Fig. 3.9). Through its effect on regional ice thickness, the ice rise thus affects the
force budgets of multiple ice stream and glacier grounding lines.
3.6 Discussion
Pinning points modify the force and mass budgets of ice shelves. Where the ice
runs aground, a new resistive force is generated and the driving force must become
larger to overcome the additional resistive force. Thickening upstream generates
the additional driving force. Expressed another way, strain rates are modified
where the ice runs aground, with relative compression upstream, shear along the
margins of the obstacle, and extension downstream. The resulting change in ice
flux generates thickening upstream and thinning downstream of the pinning point.
The net effects are captured in the calculation of Ff and Fd.
The ratio Fd : Ff indicates the relative importance of the resistive forces generated
by individual features. The SCIR, Crary Ice Rise, Roosevelt Island and the un-
named ice rumples #7 and #14, have similar, relatively small, Fd : Ff (Table 3.3).
Their influence on the ice thickness field thus appears to be relatively more impor-
tant to the force budget than for other pinning points. The group of ice rumples
downstream of Siple Dome (Steershead Ice Rise, #11, #12, #13) all have relatively
high Fd : Ff. They are located in a region of relatively slow flow, yet they have a
relatively larger influence on the velocity field than other pinning points.
The range of Fe cannot be explained by either pinning point area Ap or location
in the flow field alone (Fig. 3.12a). For example, the relatively small SCIR are
responsible for a relatively large Fe while the much larger ice rumple #14 generates
a much smaller Fe (12.4± 4.4× 1012 N vs. 1.1± 1.6× 1012 N, respectively). Both
rumples are in relatively fast-flowing areas of the ice shelf, and both are charac-
terised by similar, low, Hab. Including the point (0,0), the equation for the best fit
linear regression line is Fe = 2.97× 106Ap with R2 = 0.46 (p < 0.01, α = 0.05).
Dividing the effective resistance by the area of an ice rumple gives the apparent
basal shear stress τb (Fig. 3.12b). The magnitudes of τb computed here are similar
to values computed for ice stream sticky spots (τb = 20 to 100+ kPa) (MacAyeal
et al., 1995; Joughin et al., 2004). It is possible that the range of values arise from
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FIGURE 3.12: Pinning point area versus (a) effective resistance Fe and (b) basal shear
stress τb. Error bars represent the total uncertainty in Fe (1σ).
the characteristics of the subglacial material (Bougamont et al., 2003a; Iverson,
2010). Large rumples with relatively uniform surface elevation and smaller τb may
be underlain by softer sediments. Small features with large τb may be grounded
on hard bedrock rather than softer sediment. Differences in τb across different ice
stream outlet regions may reflect a difference in till geology and so, for example,
one might surmise that the subglacial materials beneath the SCIR complex (τb =
51.6 kPa) and ice rumple #14 (τb = 2.0 kPa) differ.
The force budget results for Crary Ice Rise are in agreement with the original force
budget analysis of MacAyeal et al. (1987). While the present work calculates a
smaller Fe (1.4 ± 0.2×1013 N vs. 2.26 ± 0.07×1013 N), the oblique direction of the
Fe vector is almost identical to the direction of Fe calculated by MacAyeal et al.
(1987). The smaller Fe calculated here can be attributed to changes in the flow
field around Crary Ice Rise. Over the last four decades, the Whillans Ice Stream
ice plain has decelerated (Joughin et al., 2005; Winberry et al., 2014), potentially
modifying the resistive effect of Crary Ice Rise on the grounding line. However, the
higher data density in the present analysis, resulting in a finer spatial resolution
of strain rates around Crary Ice Rise, may be partly responsible for the different
magnitudes.
Bathymetric data for ocean cavities beneath ice shelves are often insufficient to
resolve topographic rises beneath ice rises and rumples (e.g., Fürst et al., 2016;
Berger et al., 2016). The Bedmap2 sub-shelf bathymetry does not resolve regions
of elevated topography beneath the smallest ice rises and rumples examined here.
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Other features are sparsely sampled and sea floor elevation is interpolated over
tens of kilometres. In particular, the bathymetry beneath the SCIR is represented
by only four measurement points obtained by radio echo sounding (Fretwell et al.,
2013). Nevertheless, ice surface morphology indicates their presence and the force
budget analysis conducted here indicates their importance. Failing to resolve the
large Fe generated by some relatively small features could have large consequences
in an ice sheet model (Favier et al., 2016; Reese et al., 2018).
3.7 Conclusions
The magnitude and direction of drag forces generated by 15 pinning points and
pinning point complexes within the RIS are quantified with a force budget tech-
nique. Several of these features generate a large effective resistance and have
far-ranging, regional effects (SCIR, Roosevelt Island, Crary Ice Rise, Steershead Ice
Rise). For other features (e.g., ice rumples #7, #11, #12, #14), the analysis indicates a
small resistive effect upstream. The magnitude of the effective resistance does not
necessarily depend on the area of the pinning point, the degree of groundedness
(height above buoyancy), or the classification of the feature as an ice rise or rumple.
Variations in the subglacial material also appear to play an important part in
determining the effective resistance generated by each feature.
Pinning points that generate a large effective resistance (Crary Ice Rise, Roosevelt
Island, SCIR) have clear upstream effects transverse to flow in addition to their
direct upstream effects. Upstream, pinning points cause relative compression
which slows the flow and thickens ice. Mass flux is redirected around each
obstacle, causing thickening laterally. This may, as at Crary Ice Rise, result in a
net effective resistance directed oblique to the flow direction across the grounding
line. Crary Ice Rise thus buttresses the southern part of the WIS grounding line,
the Mercer Ice Stream grounding line, and part of the Transantarctic Mountains
coast. Mass flux redirection around the SCIR also generates regional thickening
but here the resistive force is directed along flow.
Of all the RIS pinning points, the SCIR are remarkable for generating a large
effective resistance despite a relatively small collective area and low degree of
groundedness (Hab ∼15 m). Net effective resistance generated by the SCIR is
aligned in the upstream direction and the rumples therefore regulate the flow of
MacIS and its grounding line. A band of large shear strain rates originating from
the upstream edge of the SCIR separates the thicker and faster flow south of the
SCIR from the region of reduced mass flux directly downstream from the SCIR. In
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other words, the SCIR also modify the force budget by creating an effective shear
margin, which in turn modifies the thickness gradients across the eastern sector
of the RIS. Because the effective shear margin is associated with the diversion of
mass flux from MacIS, ice is thicker than it would otherwise be downstream of
BIS. This thicker ice is an indirect effect of the SCIR and generates additional flow
buttressing. Even though the net effective resistance generated by the SCIR is
directed upstream, additional mechanical effects extend their influence laterally.
The SCIR play a larger role in the RIS force budget than their morphology alone
would suggest. Changes in the geometries of the crevasse trains downstream
of the pinning points indicate that their surface morphology and/or degree of
groundedness has changed in the recent past. The average height above buoyancy
for the SCIR appears to be about 15 m so only modest thinning is required for
the ice shelf to detach from the sea floor. Feedbacks involving bed roughness,
ice deformation, and basal melt may also be important, given the inferred bed
properties (hard bedrock rather than soft sediment) here. A natural progression of
this work is to simulate ice shelf flow in the presence and absence of the SCIR.
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Chapter 4
The dynamic response of the Ross Ice
Shelf to changes in pinning point
configuration
4.1 Introduction
Three additional research questions arise from the conclusions drawn in Chapter 3.
First, the modifications to the coupled mass and momentum balance associated
with ice flow over an obstacle remain unclear from the static force budget analysis
alone. The force budget quantifies the consequences of this coupling (a static
calculation of effective flow resistance), but does not demonstrate how pinning
point configuration modifies the coupled mass and momentum balance relative
to a configuration with the pinning point removed. Second, the force budget
analysis does not demonstrate how pinning points affect stresses across the wider
ice shelf–ice stream system. The stress balance for floating ice is non-local (Thomas,
1979a), therefore a complete understanding of pinning point mechanics requires
knowledge of stresses across the wider ice shelf system. Finally, the force budget
analysis demonstrates that the basal drag generated by the RIS pinning points
varies by two orders of magnitude. Given this variability, the influence of sub-
glacial bed properties and ice physical properties (and the effect on the ice shelf
system response to pinning points) requires further investigation.
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These questions are addressed here with a detailed investigation of the flow regu-
lating effects of the Shirase Coast Ice Rumples (SCIR) complex in the eastern RIS.
While individual rumples in the complex are relatively small, lightly–grounded,
and low basal traction features, the ice rumple complex collectively generates flow
resistance comparable to larger ice rises in the RIS (i.e., Crary Ice Rise, Steershead
Ice Rise and Roosevelt Island). The SCIR are located 60 km downstream from
the MacAyeal and Bindschadler Ice Streams (MacIS and BIS), and 50 km west of
the Echelmeyer Ice Stream outlet. These ice streams form the main pathways for
ice flowing from the WAIS into the eastern RIS. Other features of interest in the
eastern RIS include Roosevelt Island (a 7500 km2 ice rise) located directly down-
stream from the SCIR and various small coastal headlands. While the present
configuration of the RIS is relatively stable (Pritchard et al., 2012; Campbell et al.,
2018), model simulations project greater basal melt rates in the eastern sector of
the RIS as climate warms (e.g., Schodlok et al., 2016). The detachment of the RIS
from small–scale pinning points is, therefore, a future possibility.
The Ice Sheet System Model (ISSM) (Larour et al., 2012a) is used to examine the
mechanical and dynamical effects of the SCIR complex. ‘Ice mechanics’ refers to
the relationship between ice motion and the forces acting on the ice, while ‘ice
dynamics’ refers more broadly to the coupled, time evolution of ice thickness and
flow under the influence of changing boundary conditions and stress regime. The
model is initialised using observed present-day velocity and thickness with the
SCIR included in the model domain. The model is then perturbed by excavating
the bathymetry beneath the SCIR to prevent mechanical contact between the ice
shelf base and the seafloor (Fig. 4.10). Following this perturbation, the transient
model is stepped forward for 150 years to simulate the ice shelf and ice stream
response to removal of the SCIR. Two model states are compared: (1) the reference
model of RIS flow with the SCIR complex in its present-day configuration; and
(2) the simulated flow of the RIS 150 years after removal of the SCIR. Differences
between the two models demonstrate the effect of the ice rumples on ice shelf flow
and thickness. A window of 150 years allows the model to adjust to a new steady
state that represents the stress and mass budgets without the SCIR. The model
initialisation process allows the inference of ice physical properties, which in turn,
allows consideration of the importance of pinning point–related modifications to
ice properties.
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4.2 Model theory
4.2.1 Ice sheet model
Simulations of ice shelf and ice sheet flow are conducted with the Ice Sheet Sys-
tem Model (ISSM) (Larour et al., 2012a). ISSM is an open-source finite-element
thermo-mechanical ice flow model that solves the conservation equations for mass
and momentum in combination with appropriate boundary conditions and the
constitutive relationship for ice. The equations are solved on an unstructured
mesh and anisotropic mesh refinement (Larour et al., 2012a) is applied to achieve
a fine spatial resolution over features of interest, and across transitions in stress
boundary conditions. An inverse approach is used to infer unknown parameters
including the flow law rate factor (an effective ice viscosity) and the basal shear
stress from present-day observational data (Morlighem et al., 2010).
ISSM has been successfully applied to both the Antarctic and Greenland Ice Sheets
at a range of spatial scales. Large–scale applications have included the continental
scale modelling of ice sheet flow to improve projections of ice sheet behaviour
and sea level rise (Larour et al., 2012a; Alexander et al., 2016; Schlegel et al.,
2018) while smaller–scale applications have included analyses of the mechanisms
driving glacier evolution and grounding line retreat (Seroussi et al., 2017; Bondzio
et al., 2017; Yu et al., 2018; Haubner et al., 2018), modelling of calving front
dynamics (Bondzio et al., 2016; Morlighem et al., 2016), the prediction of ice
shelf fracture locations and rift propagation (Borstad et al., 2017; Emetc et al.,
2018) and an analysis of ice shelf buttressing (Borstad et al., 2016). Comparisons
between ISSM model solutions and existing benchmarks (e.g., the Ice Sheet Model
Intercomparison Project for Higher–Order Models, ISMIP-HOM) have confirmed
the validity of ISSM for 2D and 3D ice flow modelling (Larour et al., 2012a; Pattyn
et al., 2013).
4.2.2 Governing equations
In the implementation used here, ISSM solves the coupled momentum (‘diagnos-
tic’) and mass (‘prognostic’) conservation equations for ice shelf and ice stream
flow. The theoretical basis for the conservation equations is presented in Appendix
A. The boundary conditions and approximations appropriate for the RIS model
are described in the following section.
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4.2.2.1 Full-Stokes model
In fluid mechanics, the motion of a viscous fluid is described by the Navier-Stokes
equations. Glacier ice is characterised by large fluid viscosities and slow flow
velocities, resulting in a type of flow termed creeping flow or Stokes flow. In this
case, the Navier-Stokes equations are linearised and reduced to the equations of
motion for Stokes flow (Eqs. 4.1 and 4.2).












































































































where ux, uy and uz are the velocity vector components, η is the effective ice
viscosity and P is the ice pressure. The first three equations state the balance of
stresses in three dimensions and the fourth equation is the statement of incom-
pressibility. The full-Stokes model accounts for all stress components acting on ice
in a three-dimensional coordinate system. Stress boundary conditions (described
below) are needed to solve these equations and decisions about those conditions
lead to various simplifications of the full-Stokes system.
Ice/air interface
At the ice surface, a stress-free surface condition is imposed because the pressure
imparted by the atmosphere is negligible in comparison to the stresses within a
body of ice. The boundary condition is
σ · n = 0 (4.3)
where σ is the stress tensor and n is an outward pointing unit vector on the ice
boundary.
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Ice/water interfaces
The ice shelf base and calving front are in contact with the ocean. Where ice is
floating and in hydrostatic equilibrium, the pressure condition is
σ · n = −ρwgz n (4.4)
where z is the elevation relative to sea level and −z implies an elevation below sea
level.
The ice shelf front is in contact with the atmosphere for elevations z > 0 and thus
σ · n = 0. (4.5)
The depth-averaged water pressure applied at the floating ice shelf front is










where τ is the deviatoric stress tensor and zi is the elevation of the ice shelf base.
4.2.2.2 Approximations to the full-Stokes system
Solving the full-Stokes system by numerical integration for a large and physically
realistic model domain is a computationally expensive undertaking. Approxima-
tions of the equations have been derived for specific sets of conditions to allow
for the numerical modelling of entire ice sheets while maintaining an acceptable
accuracy. Common approximations include the Shallow Shelf (or shelfy-stream)
Approximation (SSA) for cases of negligible basal drag (Morland, 1987; MacAyeal,
1989) and the shallow ice approximation (SIA) for cases of large basal drag in
balance with the driving stress (Hutter, 1983). These approaches apply specific
boundary conditions that reduce the number of unknowns by eliminating cer-
tain components of the stress tensor. The present work applies the SSA and the
following section introduces the SSA in detail.
4.2.2.3 Shallow-Shelf/Shelfy-Stream Approximation
The SSA is a commonly used approximation of the full-Stokes equations to solve
the stress balance for ice sheet and ice shelf flow (Morland, 1987; MacAyeal,
1989). The equations are simplified by applying a zero basal shearing condition
to represent sliding over a very weak substrate such as water (‘shallow-shelf’) or
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water-saturated subglacial till (‘shelfy-stream’). Integrating vertically with this
condition yields no vertical variation in horizontal velocity. Bridging effects (van
der Veen and Whillans, 1989a) are neglected. The fast flowing RIS ice streams
draining the WAIS are characterised by thawed bases and significant sliding over
soft subglacial till (MacAyeal et al., 1995; Joughin et al., 2004), justifying the use of
the SSA for the present study.
The SSA boundary conditions lead to:
• ∂ux
∂z














Vertical shear is zero
Horizontal gradients in vertical velocities are negligible in
comparison to vertical gradients in horizontal velocities
and the diagnostic equations reduce to a 2D problem that is solved for two un-


















































































































For floating ice, zs is found using H and an assumption of hydrostatic equilibrium.
For grounded ice, zs is found by adding the thickness to the elevation of the bed.
The ice thickness H is either specified or obtained by solving the prognostic equa-
tions (Eq. A.17). The effective viscosity η is from Eq. (3.7) and the parameterisation
relating τb to u at the ice base is described in Section 4.2.2.4. Model outputs are the
velocity components ux and uy, and if needed, the vertical velocity component uz
can be determined via incompressibility.
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4.2.2.4 Basal friction parameterisation
Resistance to ice motion along the basal boundary is described by a viscous friction
law that relates basal shear stress τb to the basal velocity (Cuffey and Paterson,




where ub is the basal velocity magnitude and k is a coefficient representing the
mechanical and thermal properties at the bed. The exponents p and q are discussed
later in this section. N is the basal effective water pressure (basal normal stress)
defined as the overburden pressure minus the water pressure at the ice sheet base
N = g(ρiH + ρwzb) (4.12)
where zb is the bedrock elevation with respect to sea level (Budd et al., 1979;
Bindschadler, 1983). N approaches zero as ice goes afloat.
Within ISSM, the shelfy-stream friction law is
τb = −α2Nr‖ub‖s−1ub (4.13)
where α is the friction coefficient, ub is the basal velocity vector. The negative
sign represents a traction opposing the direction of motion. The coefficient α
represents the mechanical and thermal properties of the ice/bed interface and the
underlying subglacial material (α = 0 when ice is afloat). α must be inferred from
observational data (described in Section 4.3.3.2). τb and α are spatially variable
over grounded ice (including pinning points) and in the present work, α is constant
over time.
The exponents in Eq. 4.13 are related to exponents in the general friction law
(Eq. 4.11) as r = q/p and s = 1/p. No consensus has been reached on appropriate
values of p and q because the basal sliding of ice streams is difficult to observe,
and optimal values will vary among ice streams and glaciers. As a general rule,
(p, q) = (3,1) is appropriate for high normal stresses (>500 kPa) (Budd et al.,
1979), while (p, q) = (1,2) is appropriate for low normal stresses or ice flow over
weaker deformable sediment (Bindschadler, 1983; Budd et al., 1984; Bentley, 1987).
(p, q) = (1,1) is commonly adopted in ice sheet models to improve model stability
(e.g., Morlighem et al., 2010; Larour et al., 2012b; Bondzio et al., 2016). For this
reason, (p, q) = (1,1) is also used in the present work. When both exponents are
equal to 1, the friction law is a linear relationship between basal drag and basal
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velocity
τb = −α2Nub. (4.14)
4.2.2.5 Grounding line position
A flotation criterion H f is used to identify the position of the grounding line at
each time step in the prognostic model (Seroussi et al., 2014)




where zb is the bed elevation (−zb implies an elevation below sea level). Ice is
grounded when H > H f , floating when H < H f , and the grounding line is
positioned where H = H f .
The simplest parameterisation of grounding line position implemented in ISSM
defines each mesh element as grounded or floating. An element is considered
floating when at least one vertex meets the flotation criterion (Eq. 4.15). While
this method is straightforward and computationally efficient, the accuracy of the
grounding line position is compromised because the modelled grounding line
position is strongly dependent on mesh resolution (Vieli and Payne, 2005; Seroussi
et al., 2014). A more accurate representation is obtained by tracking grounding
line migration within individual mesh elements. In ISSM, this is achieved by a
sub-element grounding line parameterisation that can define elements as partially
grounded (Fig. 4.1). The friction coefficient for a partially grounded element is
scaled to the area of grounded ice within an element (Pattyn et al., 2006; Gladstone





where αg is the friction coefficient for the partially grounded element, Eag is the
area of grounding within an element and Ea is the total element area. The sub-
element grounding line parameterisation is used for both the model relaxation
and pinning point simulations.
















FIGURE 4.1: The sub-element grounding line parameterisation implemented in
ISSM for a section of the simulated RIS grounding line position. Orange = floating
ice, yellow = the grounding line, green = grounded ice, white = mesh elements.
4.2.3 Boundary values required to solve the governing equations
4.2.3.1 Conservation equations
Boundary values or boundary gradients on velocity are required to integrate
Eq. A.17 and Eq. A.14. For both H and u, a zero gradient condition is specified at
the calving front and fixed values are specified everywhere else along the edge of
the domain. Boundary values are obtained from observational datasets described
later in Section 4.3.1.3. The location of the calving front is fixed.
4.2.3.2 Basal melt rate parameterisation
Basal melt rate is parameterised in a simple way, following Martin et al. (2011).
Basal melting ḃ (i.e., a mass flux from the ice shelf to the ocean) depends on heat
flux from the underlying ocean to the base of the ice
ḃ = Qheat/(Liρi) (4.17)
where Qheat is the heat flux and Li is the latent heat capacity of ice. Qheat is
computed following Beckmann and Goosse (2003)
Qheat = ρwcpγTFmelt(To − Tf ) (4.18)
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where cp is the specific heat capacity of the oceanic mixed layer, γT is the thermal
exchange velocity, Fmelt is a tunable parameter, To is the temperature of seawater
water beneath the ice shelf, and Tf is the freezing temperature of seawater at the
depth of the ice shelf base zb computed as (Martin et al., 2011)
Tf = 273.15 + 0.0939− 0.057So + 7.64× 10−4zb (4.19)
where So is the salinity of ocean water. In the present work, Fmelt is tuned to obtain




The model domain includes the RIS and its west Antarctic catchment. To the
west of the RIS, the domain is constrained by the Transantarctic Mountains. To
the east of the RIS, the domain follows the topographic divide delineating the
drainage basin of the WAIS ice streams (Zwally et al., 2012). The initial grounding
line position is defined by the Bedmap2 grounded ice mask (Fretwell et al., 2013).
The ice shelf front domain boundary coincides with the ice front position in the
2008-2009 MODIS Mosaic of Antarctica (Haran et al., 2014).
4.3.1.2 Mesh generation
The model domain is discretised using an unstructured triangular mesh. Within
ISSM, a uniform mesh is refined according to the distribution of surface velocity
gradients (Fig. 4.2). Shear margins and other regions characterised by large
velocity gradients are represented by a finer mesh resolution, while the central ice
shelf and the interior of the grounded ice sheet, where ice flow is very slow, are
represented by a coarser mesh resolution. Computational efficiency is improved
by anisotropic mesh refinement because only areas of importance are assigned
a finer mesh (Larour et al., 2012a). The mesh is further refined manually along
the grounding zone and around pinning point perimeters by setting a resolution
of 500 m. The final mesh has a total of 110 000 elements (50 000 vertices). Mesh
resolution ranges from 500 m over pinning points, ice stream shear margins and
77 4.3. MODEL METHODS
FIGURE 4.2: Anisotropic mesh refinement implemented in ISSM. (a) is the initial
uniform mesh and (b) is an example of a mesh refined according to velocity gradients
in the Landsat 8 and MEaSUREs datasets. Mesh spatial resolution increases with
larger velocity gradients. The colour map shows velocity magnitudes interpolated
onto the mesh vertices.
the grounding line, to approximately 15 km over the inland ice sheet and central
ice shelf (Fig. 4.3).
4.3.1.3 Input data
Velocity
Initial ice velocity is interpolated onto the mesh vertices from gridded satellite-
derived data. Surface velocities are from the 750 m resolution Landsat 8 dataset
(Fahnestock et al., 2016, K. Alley pers. comm.) and the 900 m resolution MEaSUREs
dataset (Rignot et al., 2011b). These datasets represent time periods from 2013 to
2016, and from 2007 to 2009, respectively. The MEaSUREs data are used for mesh
elements south of the Landsat 8 latitudinal limit. Any datagaps are filled using
linear interpolation. The process of interpolation from the original gridded data to
the model mesh minimises artefacts present in the original datasets.
Ice geometry
Ice thickness and bedrock elevation are from the 1 km resolution Bedmap2 compi-
lation (Fretwell et al., 2013). All of the RIS pinning points except for ice rumple
#15 are resolved in the Bedmap2 bed topography. For the floating ice shelf, the
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FIGURE 4.3: Mesh resolution around the SCIR.







using the default model ice and water densities (917 kgm−3 and 1023 kgm−3).
The elevation of the base zb is computed as zs − H. The minimum allowable ice
thickness is 1 m.
Surface mass balance
Surface mass balance (SMB) is based on output from the regional atmospheric
climate model (RACMO2.3) from Lenaerts et al. (2012). This dataset represents
the mean SMB from 1979 to 2010. The SMB map is provided at a spatial resolution
of 27 km for the AIS.
Grounded versus floating ice mask
This mask defines the grounded mesh elements that are assigned a friction coeffi-
cient >0, and the position of the present-day grounding line. The Bedmap2 mask
(Fretwell et al., 2013) is used for consistency with the model ice geometry (also
based on the Bedmap2 compilation).
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Representation of pinning points
Pinning points are represented by topographic rises in the bed elevation where
the ice runs aground and a basal friction coefficient greater than zero is specified.
Specifying a region of grounded ice within the floating ice shelf forces the parame-
ter inversion described in Section 4.3.3 to assign non-zero basal friction coefficient
values to grounded elements. This procedure is appropriate where ice flow is
observed to respond to a pinning point. Ice rumples that do not modify ice flow
are removed from the grounded ice mask and assigned a basal friction coefficient
of zero to prevent erroneous slowing down of simulated ice flow. In particular,
the lightly–grounded ice rumple #14 (566 km2) located offshore from the Whillans
Ice Stream ice plain is removed. This feature does not modify local flow velocities
and was associated with a very small Fe despite a large surface area (Fig. 3.9).
4.3.2 Implementation
The set-up and application of the ice sheet model used in the present work has
four main steps:
1. An inversion to infer the inverse flow law rate factor (ice stiffness parameter)
for floating ice.
2. A second inversion to infer the friction coefficient for grounded ice. The
friction coefficient is set to zero for floating ice.
3. Model relaxation to eliminate transients due to initialisation. The coupled
mass and momentum equations are solved repeatedly with fixed boundary
conditions. The step size is 2 years and the total number of steps is 500.
4. The fully initialised model is then used to conduct numerical experiments
intended to elucidate pinning point mechanics and dynamics
The remainder of this section describes these steps in detail.
4.3.3 Inverse estimation of unknown parameters
ISSM applies an inverse method to infer the depth-averaged inverse rate fac-
tor B̄ and basal friction coefficient α using observed ice velocity and geometry
(MacAyeal, 1993; Morlighem et al., 2010; Morlighem et al., 2013). The goal is to
find the distribution of B̄ or α that minimises a cost function J, a measure of the
misfit between modelled flow velocity and observed flow velocity. Inferred B̄ and
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α values are examined carefully because problems in the initial model state may
be amplified at each time step in transient model runs.
Direct observation of B̄ and α is not possible. Several parameterisations are
available, but attempting to model these values would introduce new sources of
ambiguity and would not help to clarify the role of pinning points in ice shelf and
grounding zone mechanics and dynamics.
4.3.3.1 Cost functions
ISSM uses an adjoint method to invert the model equations and infer unknown
parameter values. The estimation process seeks to minimise the value of a cost
function J, a measure of the misfit between observed and modelled velocities,
integrated over the whole model domain Ω. Different cost functions are more







(ux_mod − ux)2 +
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(uy_mod − uy)2dΩ (4.21)
where ux_mod and uy_mod are the (x, y) components of the modelled velocity. ux and
uy represent observed values. In slower–flowing regions, the misfit is calculated
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dΩ (4.22)
where ε is a minimum value to prevent zero velocity. An additional function,







where µ is the regularisation parameter (a weighting) and ki is the unknown
parameter. This term penalises oscillations in the unknown parameter as the
inversion proceeds. The Tikhonov regularisation prevents physically unrealistic
variations in B̄ or α over short spatial scales and has the effect of smoothing the
modelled velocity field. As a result, the absolute best fit between observed and
modelled velocity is not achieved but gradients in the parameter values are more
realistic.
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where w is a weighting applied to each term in the cost function. The first two
weights are chosen so that the contributions of each cost function are within the
same order of magnitude at the end of the optimisation. All together, the first term
in Eq. 4.24 is the misfit between modelled and observed velocity, the second term
improves the representation of areas of low velocities, and the third term reduces
large spatial gradients in B̄ or α.
Larour et al. (2012) note that the appropriate choice of the Tikhonov weighting
parameter (in the context of ice sheet modelling) depends on basin morphology,
the combination and weighting of the other cost functions employed, and the ice
sheet model physics. They therefore implement an approach that is somewhat
similar to an L-curve analysis (Hansen, 2001; Gillet-Chaulet et al., 2012) whereby
the weighting w is increased, but only while similarity to the misfit with no
regularisation (w3 = 0) is maintained. This approach prevents the requirement of
repeated inversions to tune µ and is used in the present work to select the value
of w3. The intention is to capture flow velocity gradients caused by the smallest
ice rumples but with an appropriate level of regularisation to avoid overfitting to
noise in the velocity data.
4.3.3.2 Application of the inverse method
Four separate inversions are performed to infer the two unknown parameters (B̄
and α). While ISSM has the capability to infer both B̄ and α simultaneously, this
method is not used here because the result is very sensitive to the initial guesses
for B̄ and α, both of which are largely unknown. Each inversion minimises the
cost function J (Eq. 4.24) iteratively, with a stopping criterion of a change in J of
less than 0.01.
In detail, the procedure to infer B̄ and α is as follows:
1. First inversion for B̄. The initial guess is a uniform B̄ value of 1.6× 108 Pa s1/3,
corresponding to an ice temperature of -16.7 ◦C. Uniform values of α =
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200 (s/m)1/2 for grounded ice and α = 0 (s/m)1/2 for floating ice are specified
because the spatial distribution of the friction coefficient is unknown. A
friction coefficient of α = 200 (s/m)1/2 corresponds to a basal drag τb of ∼50
to 150 kPa (τb is also dependent on the effective pressure and basal flow
velocity). This initial guess of α = 200 (s/m)1/2 is appropriate for relatively
slow moving and stagnant grounded ice in the model domain, but not for the
fast-flowing RIS ice streams where basal drag values are very low. Thus, it is
necessary to repeat the inversion to infer B (step 3) once a spatially variable
α is inferred (step 2).
2. First inversion for α. The initial guess is a uniform α = 200 (s/m)1/2 for
grounded ice. The spatially variable B̄ from step 1 is used.
3. Second inversion to improve B̄. The initial guess is reset to the uniform B̄
value of 1.6× 108 Pa s1/3 and the spatially variable α from step 2 is used.
This improves the quality of the inversion near the grounding line (i.e., a
smaller misfit between modelled and observed velocity).
4. Second inversion to improve α. The initial guess is reset to a uniform α =
200 (s/m)1/2 for grounded ice. The spatially variable B̄ from Step 3 is used.
4.3.3.3 Performance of the inversion
The cost function representing the misfit between umod and observed u is pro-
gressively reduced in each inversion described above (Fig. 4.4). Final modelled
velocities are well matched to observed velocities (Table 4.1, Fig. 4.5). For both
B̄ and α, the mean absolute error between umod and observed u is less than the
error on the Landsat 8 and MEaSUREs velocities observations used in model
initialisation. The agreement between umod and observed u also compares very
favourably to reported MAE values for similar inversions performed with ISSM
(Morlighem et al., 2010; Yu et al., 2018).
Spatial patterns in inferred B̄ do not necessarily hold close resemblance to real
world variations in this material property. However, spatial variations in inferred
B̄ mostly adhere to expectations. Higher B̄ values (characteristic of stiffer, colder
ice) are observed near the grounding line (Fig. 4.5a). This pattern is consistent
with the advection of colder, continental ice into the ice shelf from glaciers and ice
streams. Lower B̄ values (characteristic of softer, warmer ice) are observed along
coastal margins and around pinning points. This pattern is consistent with strain
heating and fabric development due to lateral shearing between stagnant or slow
moving ice and faster flowing ice.
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FIGURE 4.4: Minimisation of the cost function (Eq. 4.24) during the second inversion
to infer the friction coefficient. J1, J2 and J3 represent the cost function components
(Eqs. 4.21, 4.22 and 4.23) and J is the final cost function (Eq. 4.24).
TABLE 4.1: Performance of the inverse method to infer the inverse rate factor B̄ and
the friction coefficient α. The mean absolute error (MAE) and the root mean square
error (RMSE) indicate the agreement between umod and u.
Inferred parameter MAE (ma−1) RMSE (ma−1)
Ice shelf B 7.4 11.3
α 7.9 11.8
Entire domain B 5.2 7.8
α 13.3 15.3
Spatial patterns of inferred α are a main control on simulated ice sheet mechanics.
Inferred α shows patterns of higher basal friction at ice divides (e.g., Siple Dome
and Roosevelt Island), relatively high basal friction beneath very slow moving
ice in the interior of the WAIS, and relatively low basal friction beneath the fast-
flowing Siple Coast ice streams (representing widespread basal sliding) (Fig. 4.5c).
4.3.4 Model relaxation
The model is not in a steady-state after inferring α and B̄. In this initial state, ice
geometry and flow velocity may exhibit non-physical spikes associated with incon-
sistencies between observed datasets. The Landsat 8 and MEaSUREs velocity, and
Bedmap2 thickness and bed elevation datasets used to initialise ISSM are gridded
at different spatial resolutions with the data acquired over varying observation
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FIGURE 4.5: Model output from the final two inversions to infer the inverse rate
parameter B̄ and basal friction coefficient α. (a) is the inferred distribution of B̄, (b) is
the velocity difference umod − u corresponding to the B̄ inversion, (c) is the inferred
distribution of α and (d) is the velocity difference umod − u corresponding to the α
inversion. (e) and (f) are a comparison between the observed and final modelled
velocity for inferred α.
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time periods. Uncertainties inherent in both measured and inferred values (e.g., B̄,
α, p and q) also cause uncertainty in the initial model configuration. To address
these issues, the model is relaxed until the ice shelf flow and thickness adjust to a
steady-state.
4.3.4.1 Improvements to the model representation of pinning points
Some minor adjustments are made to the model before relaxation. The friction
coefficient assigned to Crary Ice Rise and Steershead Ice Rise is increased to ∞ to
ensure zero velocity, characteristic of ice rises. Model bathymetry beneath the RIS
is also adjusted to prevent the formation of new ice rumples during relaxation.
The Bedmap2 sub-ice shelf bathymetry used to create the model geometry is
interpolated from limited resolution (55 km) point measurements onto a 1 km grid
(Fretwell et al., 2013). Predictably, the depth of the water column beneath the RIS
is incorrect in some areas and this poses particular problems where the seafloor is
unrealistically shallow (Fig. 4.6). Water column depths of less than 50 m near the
SCIR and Steershead Ice Rise result in spurious regrounding and the formation
of new ice rumples as the ice shelf thickens during model relaxation, as well an
increase in the area of existing pinning points. Two solutions to this problem were
explored: (1) lowering the Bedmap2 bathymetry and (2) applying basal melting to
limit the ice shelf thickening rate.
Solution 1: Ice shelf regrounding is prevented by excavating a 500 m thick layer
from the bed elevation beneath the RIS (Fig. 4.7). The bathymetry within 30 km of
the MacIS, BIS and Whillans Ice Stream grounding line is left unmodified to allow
for grounding line adjustment during model relaxation or the transient simula-
tions. Similarly, the bed elevation of each pinning point is left unmodified while
the surrounding bathymetry is excavated to ensure the area of grounding repre-
sents the present-day extent of the pinning points. Smooth transitions between
unmodified and excavated bed elevations are achieved by interpolating within
a 2 to 5 km buffer marking the transition between unmodified and excavated
bed elevations. This approach is inspired by Fürst et al. (2015) and Favier et al.
(2016) who also noted inconsistencies in the Bedmap2 bathymetry that resulted in
spurious regrounding when simulating ice shelf flow over pinning points.
Solution 2: A spatially uniform basal melt rate is applied to prevent ice shelf thick-
ening and the subsequent formation of new rumples on the shallower bathymetry
near Siple Dome, and the advance of the Roosevelt Island’s grounding line. Pre-
venting this regrounding required melt rates in excess of 0.3 m a−1 across the
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FIGURE 4.6: Depth of the RIS water cavity within the Bedmap2 geometry (Fretwell
et al., 2013) used to initialise ISSM. The contour lines show relative depths in 80 m
intervals. The grounding line position is from Bindschadler et al. (2011) and the
basemap is the MODIS MOA (Haran et al., 2014).
FIGURE 4.7: The modified Bedmap2 bathymetry used to create the RIS model
geometry. The white line indicates the location of the present-day grounding line
(Bindschadler et al., 2011).
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FIGURE 4.8: Parameterised basal melt rates for the RIS. The basemap is the MODIS
MOA (Haran et al., 2014).
eastern RIS. These values far exceed the spatially averaged basal melt rates in-
ferred for the RIS of 0.07 m a−1 to 0.11 m a−1 (Rignot et al., 2013; Depoorter et al.,
2013; Moholdt et al., 2014). Basal melt rates of 0.3 m a−1 also initiated sustained
retreat (>50 km) of the Siple Coast, MacIS, and BIS ice stream grounding lines.
As the grounding line retreated, new ice rumples formed on subglacial highs up-
stream of the present-day grounding line. This configuration is not representative
of the present-day RIS and this approach was not pursued further. The model
bathymetry is adjusted according to Solution 1.
4.3.4.2 Improvements to the steady-state grounding line position
The basal melt rate parameterisation is tuned to obtain realistic grounding line
positions for MacIS and BIS. Parameterised basal melt rates for the eastern RIS (Eq.
4.17) range from 0 ma−1 beneath the central RIS to 0.7 ma−1 at the grounding line
with a shelf–wide average of 0.12 ma−1 (Fig. 4.8). Basal melting is not applied to
ice less than 500 m thick (this prevents ungrounding of the smallest ice rumples in
the SCIR complex). The applied basal melt rate holds the position of the simulated
MacIS and BIS grounding line within 30 km of the present-day grounding line.
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FIGURE 4.9: The rate of change in mean ice shelf speed, mean ice shelf thickness
and ice shelf volume during model relaxation.
4.3.4.3 Final relaxed model state
The model is relaxed by iterating with fixed boundary conditions for 500 steps with
a timestep of 2 years. During relaxation, the grounding line between Steershead
Ice Rise and Crary Ice Rise advances by 150 km due to dynamic thickening over
a shallow seafloor. Upstream of the SCIR, the MacAyeal and Bindschadler Ice
Stream grounding lines remain in their approximate present-day position. After
∼100 years, the rate of change in ice shelf volume is 0.01% per year and after
∼450 years, the rate of change in ice shelf volume is 0.001% per year (Fig. 4.9).
Overall, the velocity patterns and ice thickness distribution across the ice shelf are
preserved and the relaxed steady-state model is considered representative of the
present-day behaviour of the RIS.
4.3.5 Simulations of ice flow over pinning points
4.3.5.1 Description of experiments
The steady-state model of RIS flow (the ‘reference’ model) is perturbed by excavat-
ing the bathymetry beneath the SCIR to prevent mechanical contact between the
89 4.3. MODEL METHODS
FIGURE 4.10: Cross section of the eastern RIS model ice geometry and the under-
lying seafloor: (a) The relaxed ice shelf model geometry with the SCIR in their
present-day configuration. (b) The modified model geometry with the bathymetry
excavated to simulate removal of the SCIR. The initial geometry is from the Bedmap2
compilation (Fretwell et al., 2013).
ice shelf base and the seafloor (Fig. 4.10). Following this perturbation, the transient
model is stepped forward for 150 years to simulate the ice shelf and ice stream
response to removal of the SCIR. Two model states are compared: (1) the reference
model of RIS flow with the SCIR complex in its present-day configuration; and
(2) the simulated flow of the RIS 150 years after removal of the SCIR. Differences
between the two models quantify the effect of the ice rumples on ice shelf flow
and thickness.
Two parameters inferred during model initialisation (Section 4.3.3) are of interest
to the mechanical analysis of pinning points. First, α varies spatially in order to
provide a good fit to observed ice velocity over grounded ice. Because α affects
the magnitude of the basal drag, the distribution of α also affects the magnitudes
of the driving stress and other resistive stress terms acting on modelled ice flow.
Second, B̄ also varies spatially in order to provide a good fit to the observed
velocity of floating ice. Similarly, B̄ also affects the magnitude and distribution
of resistive stresses acting on ice shelf flow. Specific interest in the pattern of ice
deformation around the SCIR (represented in the model by lower B̄ values) leads
to an additional objective, an assessment of how the inferred B̄ distribution affects
model outcomes. A second, simple reference model is initialised with a uniform B̄
(introduced in Section 4.4.3.1) for this purpose.
4.3.5.2 Analysis of the transient simulations
Perturbations to ice shelf boundary conditions (e.g., unpinning) propagate through
the ice shelf as coupled changes in velocity and ice thickness. Changes in ice
thickness can modify the simulated grounding line position and the degree of
contact between the ice shelf base and rises on the seafloor. Model outputs during
transient simulations include ice velocity, ice thickness and the grounding line
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position, updated at each timestep. Other quantities of interest computed from
these fields include ice mass flux, horizontal strain rates, components of the
resistive stress tensor (van der Veen and Whillans, 1989a), components of the force
budget (MacAyeal et al., 1987), and flow buttressing numbers (Fürst et al., 2016).
The quantities used here to demonstrate the effect of the SCIR on ice mechanics
and dynamics are detailed below. These quantities are all computed for both
the reference model (with the SCIR) and perturbed simulations (with the SCIR
removed from the model domain).
(a) Flow-following strain rates
Flow-following, horizontal strain rates are computed from the two orthogonal
(x and y) components. Flow-following longitudinal ε̇ll, transverse ε̇tt and shear
strain rates ε̇lt are
ε̇ll = ε̇xxcos
2θ + 2ε̇xy sinθ cosθ + ε̇yysin2θ
ε̇tt = ε̇xxsin2θ − 2ε̇xy sinθ cosθ + ε̇yycos2θ (4.25)
ε̇lt = ε̇xx sinθ cosθ + ε̇yy sinθ cosθ + ε̇xy(cos
2θ − sin2θ)
where θ is the angle from x.
(b) Resistive stress terms
The non-local nature of the ice shelf momentum balance is examined in detail
by computing the distribution of resistive stresses acting on RIS flow. The grav-
itational driving stress τd must be balanced by resistive stresses including the
longitudinal stress R̄ll, transverse stress R̄tt, and the lateral shear stress R̄lt. These
quantities are computed from strain rates via Glen’s flow law. In a flow-following













The resistive stress terms and their role in the force balance are detailed in Ap-
pendix A.
(c) Force budget components
The force budget components form drag Ff, dynamic drag Fd and effective flow
resistance Fe (MacAyeal et al., 1987) are computed from modelled strain rates, ice
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FIGURE 4.11: The eastern RIS region of interest: (a) Along-flow and across-flow
cross-sections intersecting the SCIR. These cross-sections correspond to the the
along-flow and across-flow surface elevation profiles for ice rumples A, B and C
plotted in Figs. 4.12 and 4.13. (b) Gates used for mass flux calculations at various
model timesteps.
thickness and B̄. This method is applied to observational datasets in Chapter 3
and model output in the present chapter.
(d) Flow buttressing numbers
Buttressing numbers are computed from modelled stresses following Fürst et al.
(2016). The flow buttressing equations and application are detailed in Appendix A.
4.4 Results
4.4.1 The representation of ice rumples with ISSM: a compari-
son with observations
4.4.1.1 Ice rumple morphology and the friction coefficient α
The surface morphology of the model ice rumples should resemble the Bedmap2
surface elevation (Fretwell et al., 2013) as closely as possible. Tuning a model to
generate realistic ice rumples is challenging due to: (1) the mesh resolution (the
boundaries of smaller ice rumples are simplified despite a mesh resolution of 500
to 1000 m), (2) the true value of the friction coefficient and basal drag generated
by the ice rumples is unknown, and (3) knowledge of the elevation and extent of
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FIGURE 4.12: Surface morphology of modelled versus observed ice rumples in the
along-flow direction. (a), (b) and (c) demonstrate the relationship between the basal
friction coefficient α assigned to the model ice rumples and the resulting along-flow
surface elevation profiles. Grey shaded boxes indicate ice rumple nodes where the
ice shelf is grounded. (d) is a cross section of the eastern RIS relaxed model geometry
and underlying seafloor beneath ice rumple C. See Fig. 4.11 for a corresponding
map of the cross-sections.
seafloor bathymetric rises responsible for the RIS pinning points is incomplete. In
the present work, the seafloor elevation of ice rises and rumples in the Bedmap2
bathymetry is left unmodified and α is manipulated to achieve the best possible
surface representation of the SCIR.
Ice rumples are produced in the model by assigning α values greater than 0 to
mesh elements where the ice shelf runs aground. Initial values of α for the SCIR are
inferred from an inversion of observed velocity, however, the naive ISSM inversion
does not yield reasonable α values for ice rumple elements. Excessively high α
values are assigned to upstream elements in the SCIR complex and zero values
are assigned to downstream elements. The surface morphological expression of
the ice rumples in Landsat 8 imagery indicates that this inferred α distribution is
incorrect. Smaller, downstream pinning points in the complex generate distinct
surface expressions that indicate larger traction. To address this problem, the
friction coefficient assigned to the ice rumple elements is manually adjusted to
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FIGURE 4.13: Surface morphology of modelled versus observed ice rumples in
the across-flow direction. (a), (b) and (c) demonstrate the relationship between
the basal friction coefficient α assigned to the model ice rumples and the resulting
along-flow surface elevation profiles. Grey shaded boxes indicate ice rumple nodes
where the ice shelf is grounded. (d) is a cross section of the eastern RIS relaxed
model geometry and underlying seafloor beneath ice rumple C. See Fig. 4.11 for a
corresponding map of the cross-sections.
morphology (Fig. 4.12 and 4.13).
Modelled and observed flow speed patterns around the SCIR are most similar
when the friction coefficient assigned to the SCIR elements is α = 200 (s/m)1/2
(Figs. 4.14 and 4.15). This α value corresponds to a mean τb of 50.3 kPa for the
ice rumple mesh elements 1, which is very similar to the value inferred in the
force budget analysis (τb = 51 kPa, Table 3.3). This agreement supports the model
tuning of α. Increasing the friction coefficient assigned to the SCIR mesh elements
causes velocity to change over approximately 30% of the RIS area and therefore
the careful selection of this parameter is important (Fig. 4.16).
The geometry of the modelled ice rumples depends on the friction coefficient
(Fig. 4.12 and 4.13). In general, as the friction coefficient (and thus basal drag) is
increased, flow slows over the upstream-most reaches of the rumples, causing local
1τb is a function of both α and the effective pressure N. N = g(ρi H + ρwb) and thus N varies
spatially with ice thickness. This results in a τb range of 34.7 to 74.8 kPa for the SCIR elements with
a mean of 50.3 kPa.
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FIGURE 4.14: Observed Landsat 8 velocity magnitude used to initialise the model
versus modelled velocity magnitude over the SCIR. The friction coefficient α as-
signed to SCIR nodes is set to 200 (s/m)1/2. Streamline starting coordinates are
consistent between sub-figures and therefore flow directions are comparable. The
grounding line position is from Bindschadler et al. (2011).
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FIGURE 4.15: (a) The relationship between the velocity magnitude and the friction
coefficient α assigned to model ice rumple nodes. The profile represents a single
flowline that begins 150 km upstream of the MacIS grounding line, intersects the
SCIR rumple C, and ends at the shelf front. The grey shading in (a) indicates ice
rumple nodes where the ice shelf is grounded. (b) is a cross section of the eastern
RIS relaxed model geometry that corresponds to the flowline used in (a).
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FIGURE 4.16: Changes in ice velocity in response to varying friction coefficient
values assigned to the SCIR model nodes. (a) Modelled ice velocity when α =
200 (s/m)1/2. (b-d) The difference in ice velocity between the reference model (α =
200 (s/m)1/2) and alternative models with varying α values assigned to the SCIR.
The range α = 0, 200, 400, 600 (s/m)1/2 corresponds to τb = 0, 51, 67, 86 kPa (i.e., no
basal traction or soft subglacial sediment, through to hard bedrock).
thickening and steepening. The larger basal drag can support a steeper surface
slope and while this helps to maintain ice flux past the obstacle, some downstream
thinning may occur and this could, in turn, reduce the downstream extent of the
model ice rumple. Conversely, lowering the friction coefficient generates more
spatially extensive rumples with a lower amplitude. The balance between the
competing effects of basal drag and mass flux over and around ice rumples is
most clearly seen on the relatively large SCIR rumple C (in Fig. 4.12), where
increasing α generates thickening and steepening at its upstream-most boundaries
and thinning elsewhere, on the downstream parts of the feature. It is worth noting
that there is an upper limit to these effects as velocity slows to near zero.
4.4.1.2 Velocity and thickness
Fine–scale spatial variations in ice velocity and flowline turning around the SCIR
are replicated by the model (Fig. 4.14 and Fig. 4.17a), but finer kilometre–scale
variations in ice thickness are not (Fig. 4.18 and Fig. 4.17b). Model velocity retains
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FIGURE 4.17: The relationship between (a) modelled and observed ice velocity
(Landsat 8) and (b) modelled and observed ice thickness (Bedmap2). n = 10201
points sampled at a 2 km resolution within a 200× 200 km grid centred on the SCIR.
fine spatial detail because it depends on the inverse rate factor and the friction
coefficient, both of which are spatially fixed properties of the model mesh elements.
Lacking such constraint, the model thickness field is smoothed by viscous diffusion
during relaxation. While the broad pattern of thickening upstream and thinning
downstream of the SCIR is preserved, kilometre–scale features including wakes of
thinner ice downstream from individual ice rumples are not reproduced (Fig. 4.18).
A realistic assessment of the flow–regulating effects of the SCIR requires a model
ice shelf thickness above buoyancy Hab that is consistent with the observed Hab
from the Bedmap2 compilation. If the model Hab is too high, the flow resisting
effects of the pinning points will be exaggerated, while if Hab is too low (ice rum-
ples are too lightly grounded), the flow-regulating effects will be underestimated.
After model relaxation, Hab ranges from -6 m to 23 m with a mean Hab of 13 m
(Fig. 4.18c-d). Negative Hab values indicate that some initially grounded ice rumple
nodes lost contact with the seafloor during model relaxation (e.g., the downstream
western corner of rumple C). For comparison, the mean Hab calculated using the
high-resolution GLAS surface elevation DEM was 15 m (Chapter 3).
4.4.1.3 Thickness transient on grounded, slow-flowing ice
Regions of the model domain with very slowly flowing or stagnant ice did not
reach equilibrium with the surface mass balance applied as a model boundary con-
dition. The small transient associated with the ongoing equilibration is quantified
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FIGURE 4.18: (a-b) Observed Bedmap2 ice thickness (Fretwell et al., 2013) versus
modelled ice thickness near the SCIR. (c-d) Observed versus modelled ice shelf
height above buoyancy Hab (degree of groundedness). Hab indicates the amount
of thinning required for the ice shelf to lose contact with the seafloor. Zero values
indicate floating ice.
and removed from the model ice thickness field. The thickness differences re-
ported in the following section are thus purely dynamic changes due to removing
the SCIR.
4.4.2 The response to removal of the Shirase Coast Ice Rumples
from the model domain
This section describes results obtained by perturbing the reference model via
removal of the SCIR. Both the initial, reference state and differences from that state
are described.
4.4.2.1 Velocity
Removal of the SCIR complex generates both instantaneous changes and longer
timescale adjustments that propagate as a feedback between ice thickness and
CHAPTER 4. PINNING POINTS AND ICE SHELF DYNAMICS 98
FIGURE 4.19: Total change in ice speed in response to removal of the SCIR at various
model timesteps (i.e., years after removal of the SCIR). Positive values indicate an
increase in flow speeds, negative values indicate a decrease in flow speeds. The
contour lines show relative velocities in 100 ma−1 intervals.
velocity (Fig. 4.19). Velocity magnitudes at the former location of the ice rumples
increase by up to 200 ma−1 (100%) within 5 years following removal of the SCIR.
Over the wider eastern RIS (from the MacIS grounding line to the shelf front),
ice velocity increases by an average of 35 ma−1 within 5 years (the instantaneous
increase is 10 ma−1). The instantaneous rate of change (due to changed stress
conditions near the SCIR) decays as the coupled ice velocity and thickness relax
toward a new model steady-state without the SCIR (Fig. 4.20). Although some
slow-down of ice shelf flow is apparent after the instantaneous increase (slow-
down starts 5 years after removal of the SCIR), ice velocity never adjusts back to
its initial magnitude with the SCIR.
Grounded ice streams also change speed in response to removal of the SCIR
(Fig. 4.19). Average speeds across the main trunks of MacIS and BIS increase by
10 ma−1 and 15 ma−1, respectively (with no subsequent slowing down after the
initial speed increase) (Fig. 4.21). The more rapid speed-up of BIS is due to the
inferred distribution of B̄ and α. Lower B̄ values (ice deforms more readily) across
the BIS grounding line are required to reproduce observed flow velocities through
99 4.4. RESULTS
FIGURE 4.20: Rate of speed change at various model timesteps following removal
of the SCIR. Positive rates of speed change indicate flow speed-up and negative
rates of speed change indicate slow-down. Note the different colour bar limits to
demonstrate spatial patterns of change.

























































FIGURE 4.21: Comparison between the responses of Bindschadler and MacAyeal
Ice Streams to removal of the SCIR. (a) Ice stream flow speeds and (b) the change
in flow speed computed at each timestep are spatial averages across the main ice
stream trunks.
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FIGURE 4.22: Ice velocity and streamlines computed for the RIS for (a) the reference
model with the SCIR and (b) 150 years after removal of the SCIR. Streamlines
computed in (a) and (b) have identical origins along the grounding line.
the relatively narrow ice stream outlet. The lower B̄ values allow the ice stream to
respond more readily to changes in ice shelf flow or geometry. In addition, the
main trunk of BIS has a lower basal traction overall in comparison to MacIS. Lower
basal traction near an ice stream grounding line also facilitates a faster ice stream
response to a perturbation. The implications of the basal friction distribution for
ice stream responsiveness are discussed further in Section 4.4.3.1.
Removal of the SCIR causes relatively subtle changes in flow direction as ice
approaches Roosevelt Island (Fig. 4.22). Streamlines originating from the MacIS
grounding line demonstrate the diversion of ice flow around the western shore
of Roosevelt Island by ice rumple C in the SCIR complex. Removal of the SCIR
provides a more direct route from the grounding line to the ice shelf front, and as a
result, the RIS flowbands indicated by dashed streamlines in Fig. 4.22 are rerouted
around the eastern shore of Roosevelt Island. In Chapter 3, it was suggested that
the redirection of ice flow around Roosevelt Island by the SCIR should generate
some thickening downstream from BIS (i.e., between Roosevelt Island and Siple
Dome) relative to an ice shelf configuration without the ice rumples. Contrary to
this expectation, the model redirection of ice flow around Roosevelt Island (by the
ice rumples) is small and is thus unlikely to generate a large mass flux effect.
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FIGURE 4.23: Modelled shear strain rates in a flow-following coordinate system for
(a) the reference model with the SCIR and (b) 150 years after removal of the SCIR.
4.4.2.2 Strain rates
The band of relatively large shear strain rates between the SCIR and Roosevelt
Island shifts north-eastward when the ice rumples are removed (Fig. 4.23). The
band is no longer diverted southward around the SCIR rumple C, but continues
to form a connection between the MacIS true right margin and western margin of
Roosevelt Island. Shear strain rates within the upstream margin of SCIR rumple C
decrease with removal of the SCIR (from ėlt = 0.012 a−1 to ėlt = 0.004 a−1), but
the pattern remains (Fig. 4.23b).
Spatial variations in ice properties (temperature and crystal preferred orientation)
associated with the lateral shear band along the SCIR margins will persist after
unpinning. In the real, physical system, ice properties are continuously modified
over time in response to the changing stress field. In the model, B̄ parameter
values (representing ice properties) are fixed to the mesh and neither advect nor
change in response to changing stresses within the ice. Nonetheless, the simulated
shear band shifts downstream (Fig. 4.23b), demonstrating the relatively larger role
of embayment geometry in the deformation pattern compared to spatial variation
in ice properties inferred from ice velocity.
4.4.2.3 Ice thickness
Ice thickness change in response to removal of the SCIR lags behind the instanta-
neous increase in ice velocity (Fig. 4.24a). The SCIR affect ice shelf thickness by
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FIGURE 4.24: The total change in ice thickness at time steps of 10 years and 150
years after removal of the SCIR. Positive values indicate thickening, negative values
indicate thinning.
generating thickening (and compression) upstream, and thinning (and extension)
downstream. Following removal of the SCIR, the ice immediately upstream of
the former ice rumples thins by ∼60 m over 150 years, while the ice immediately
downstream thickens by ∼75 m over 150 years (Fig. 4.24b). The ice shelf surface
elevation gradient over the former ice rumples diminishes to almost zero after
75 years. Adjustments in ice thickness extend upstream to MacIS and BIS, and
across the eastern ice shelf. The main trunks of MacIS and BIS thin by an average
of 5.6 m and 5.3 m over 150 years, respectively. This change in ice stream thickness
is dynamic thinning due to removal of the SCIR, not basal melting or changes
in the surface mass balance. Thickness change at the ice front is minor with a
maximum value of∼3 m. This implies that the fixed shelf front position is unlikely
to have affected model experiment results.
4.4.2.4 Grounding line position
Speed up and thinning initiated by removal of the SCIR result in small adjustments
in grounding line position. Most of the MacIS and BIS grounding line remains
close to its steady-state location, with the exception of a 30 km wide section of
the MacIS grounding line that retreats up to 40 km inland and merges with a
large subglacial lake (Fig. 4.25a). Retreat stops after 150 years as the grounding
line reaches a rise in the subglacial topography and ice flow has adjusted to the
perturbation (Fig. 4.25b).
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FIGURE 4.25: (a) Retreat of a section of the MacAyeal Ice Stream grounding line
following removal of the SCIR. Modelled grounding line positions are overlayed
onto the MODIS MOA for context (Haran et al., 2014). (b) Elevation of the subglacial
topography (Fretwell et al., 2013) beneath the MacAyeal and Bindschadler Ice
Streams.
4.4.2.5 Mass flux
Removal of the SCIR increases mass flux across the grounding lines of nearby
ice streams including MacIS and BIS upstream of the SCIR, and Echelmeyer Ice
Stream and Kiel Glacier downstream of the SCIR (Table. 4.2). BIS experiences a
greater percentage increase in mass flux than MacIS, consistent with the larger
speed up exhibited by BIS. Increases in mass flux are confined to the eastern RIS
along the Siple and Shirase Coasts. Outlet glaciers and ice streams feeding the
western sector of the RIS do not exhibit any increases or decreases in mass flux.
4.4.3 Changes in flow mechanics in response to removal of the
Shirase Coast Ice Rumples
Differences in RIS and tributary ice stream flow with and without the SCIR are
quantified with the following calculations: (1) the components of the resistive
stress tensor Rij (eg., van der Veen and Whillans, 1989a; Price et al., 2002; van
der Veen et al., 2014; van der Veen, 2016); (2) the force budget components Ff,
Fd and Fe (MacAyeal et al., 1987); and (3) flow buttressing numbers (Fürst et al.,
2016). These quantities are computed from modelled velocity, thickness and the
inverse rate factor at various model timesteps to quantify both the flow resistance
provided by SCIR, and the mechanical consequences of unpinning.
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TABLE 4.2: The total increase in mass flux at a timestep of 150 years after removal
of the SCIR. Flux gates are shown in Fig. 4.11.
Flux gate Mass flux increase Mass flux
(×107 Gt) % increase
a. MacAyeal Ice Stream 4.96 2.37
b. Bindschadler Ice Stream 5.02 3.43
c. Echelmeyer Ice Stream 0.29 1.11
d. Prestud Inlet 1.65 4.51
e. Shirase Coast-Roosevelt Island gate 11.99 6.39
f. Roosevelt Island-Siple Dome gate 11.41 4.33
The key objectives within the analysis of ice mechanics are:
• To analyse differences in the spatial distribution and magnitude of the re-
sistive stress components acting on ice stream and ice shelf flow with and
without the SCIR.
• To quantify how the inferred B̄ pattern affects the assessment of pinning
point influence on ice flow.
The flow law rate factor B̄ is required to compute resistive stresses, force budget
components and buttressing numbers. Although inferred B̄ reproduces ice shelf
flow velocities very favourably (MAE between u and umod = 11 ma−1), it never-
theless has limitations. In particular, B̄ is a fixed property of the model mesh,
which is not updated during transient simulations, and the spatial distribution
and magnitude of inferred B̄ does not necessarily resemble realworld variations in
B̄. These limitations provide the rationale to repeat model runs with a spatially
uniform B̄ to assess how variations in B̄ affect model outcomes. From hereon, B̄u
refers to a uniform B̄ field for the RIS, and B̄inv refers to the spatially variable B̄
field inferred with the inverse method (Fig. 4.26). Comparisons are made between
the RIS force budget components for models initialised with B̄u and B̄inv. The
rationale behind initialising two reference models with two different realisations
of B̄ is to understand how the inferred B̄ distribution affects the role of the SCIR in
the ice shelf force budget.
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FIGURE 4.26: The spatially variable inverse rate factor B̄inv inferred with the inverse
method. The value of uniform B̄u is set to 2.2× 108 Pa s1/3.
4.4.3.1 The stresses controlling eastern RIS flow
The spatial distribution and magnitude of the stresses that drive and resist ice flow
will differ with changes in pinning point configuration. The stresses opposing
ice flow include basal drag, lateral drag at ice stream and ice shelf margins, and
gradients in longitudinal stresses (i.e., tension and compression of ice flow in the
along-flow direction). Ice flow is sufficiently slow to assume static equilibrium,
therefore the gravitational driving stress must be balanced by resistive stresses.
Driving and resistive stresses are computed for two model states: (1) the reference
model with the SCIR in their present-day configuration and (2) 150 years after
the SCIR are removed from the model domain. Simulations are repeated for
reference models initialised with B̄u and B̄inv. The driving stress τd, basal shear
stress τb, longitudinal stress Rll, transverse stress Rtt and lateral shear stress Rlt
are computed across the model domain (eg., van der Veen and Whillans, 1989b;
Price et al., 2002; van der Veen et al., 2014) and difference maps between the
configurations with and without the SCIR are produced.
The driving stress τd
Removal of the SCIR causes local changes in τd (Fig. 4.27). Downstream of the
former SCIR, τd decreases from 50 kPa to 25 kPa as the ice thickness becomes more
spatially uniform and the surface slope decreases (Fig. 4.27c and f). Upstream of
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FIGURE 4.27: The simulated driving stress τd magnitudes acting on the RIS and
tributary ice streams in the along-flow direction with the SCIR, and 150 years after
removal of the SCIR. In (a-c), the simulation is initialised with B̄inv. In (d-f), the
simulation is initialised with B̄u.
the SCIR, ice shelf thinning causes the thickness gradient over the grounding line
to increase, and this causes local increases in the driving stress near the grounding
line of MacIS, BIS and Echelmeyer Ice Stream. This in turn increases the mass
flux across the grounding line and drives grounding line retreat (e.g., Table 4.2
and Fig. 4.25). With SCIR present, the thicker ice upstream of the obstacle locally
increases τd and maintains mass flux past the obstacle.
For the Ross ice streams, τd generally decreases in the along-flow direction. The
more uniform, near horizontal surface slope of the RIS yields the lowest τd mag-
nitudes (τd < 5 kPa, Fig. 4.27). Lower τd magnitudes at ice stream outlets also
accompany the transition from ice stream flow (with basal drag > 0 kPa) to ice
shelf flow (basal drag = 0). This distribution of τd is simulated for both the B̄inv
and B̄u experiments, with and without the SCIR.
Low surface gradients and relatively flat subglacial topography underlying the
MacIS and BIS generate small driving stresses (even through flow speeds are high).
Average values of τd for the main trunks of MacIS and BIS are 40 kPa and 20 kPa,
respectively. In comparison, typical driving stresses for Antarctic glaciers range
from 50 to 150+ kPa (Cuffey and Paterson, 2010, pg. 361). Rapid ice stream flow
speeds under low driving stresses are possible because easily-deformable beds
composed of weak sediments with high water pressures generate very low basal
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FIGURE 4.28: The friction coefficient α inferred for the RIS-WAIS model domain
and the corresponding basal drag τb (Eq. 4.14).
resistance (Alley et al., 1986; Alley et al., 1987; Engelhardt et al., 1990). Slippery
beds, conducive to basal sliding, mean that low driving stresses are sufficient to
maintain mass flux across the grounding line and sustain the high flow speeds
(>400 ma−1) of MacIS and BIS.
Basal drag τb
The basal drag for grounded ice is computed here using the friction coefficient
inferred during model initialisation (Fig. 4.28). These quantities directly affect
the distribution of the remaining stress components (Rll, Rlt, Rtt) as well as flow
speeds over grounded ice.
Inferred τb indicates broad regions of very low flow resistance along the trunks of
MacIS and BIS interrupted by ‘sticky spots’, small regions of very high basal shear
stress (> 200 kPa) (Fig. 4.28). Sticky spots are localised areas of higher resistance
to basal sliding associated with undulations in the subglacial topography, or
variations in till properties and basal water pressure (Alley, 1993; Stokes et al.,
2007). MacIS has a greater density of sticky spots, while sticky spots are largely
absent from BIS (Fig. 4.28). Similar observations and inferences of sticky spots
beneath the Ross ice streams consistent with the present results have also been
inferred from inversions of surface flow velocities (Joughin et al., 2004; Sergienko et
al., 2008), observations of ice stream surface morphology and textures (Stephenson
and Bindschadler, 1990; Bindschadler and Scambos, 1991), and seismic surveys
(Anandakrishnan and Alley, 1994; Luthra et al., 2016).
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Sticky spot distribution also affects the ice stream response to removal of the
SCIR. When the basal traction is very low, as exhibited by BIS, the ice is more
responsive to perturbations in the stress regime elsewhere. As a result, the speed
up in response to unpinning proceeds more rapidly with a faster and larger mass
flux increase in comparison to a configuration with higher basal traction. The
main trunk of BIS exhibits a greater rate of speed-up than MacIS, even though
MacIS is directly upstream of the SCIR (Fig. 4.20). BIS is more responsive in both
the B̄inv and B̄u model states.
Longitudinal stresses R̄ll
Negative and positive longitudinal stresses are mapped separately to clearly
illustrate the changes in compressive and tensile stresses associated with removal
of the SCIR (Fig. 4.29 and 4.30). Negative stresses −R̄ll are associated with
compression and thickening in the along-flow direction while positive longitudinal
stresses +R̄ll are accompanied by extension and thinning. Longitudinal extension
acts in the direction of the gravitational driving stress, and thus facilitates the
motion of ice downstream.
(a) The longitudinal compressive stress
The longitudinal compressive stress -R̄ll contributes to ice shelf thickening up-
stream of obstacles in ice shelf flow. Flow resistance from -R̄ll is greatest directly
upstream of the SCIR (< −100 kPa), Roosevelt Island (< −100 kPa), Crary Ice Rise
(< −100 kPa) and Steershead Ice Rise (−20 kPa) for both B̄inv and B̄u reference
models (Fig. 4.29a and d). Along the main trunk of MacIS, peaks in -R̄ll form a
characteristic ‘rib-like’ pattern due to ice flow over sticky spots and an uneven
subglacial bed topography (Fig. 4.29). MacIS flows over subglacial features with
a fundamental wavelength (i.e., peaks and troughs along the bed). The bed/ice
interface boundary conditions in the model capture undulations in the bed topog-
raphy, and the presence of sticky spots represented by high friction coefficient
values. These interactions between fast ice stream flow and the bed characteristics
appear as peaks or a ribbed patterns of enhanced compression along MacIS.
Changes in −R̄ll after removing the SCIR are centred upstream of the former
ice rumples and Roosevelt Island (Fig. 4.29c and f). In both the B̄inv and B̄u
models, longitudinal compression upstream of SCIR decreases upon removal of
the obstacle and this change in −R̄ll propagates upstream to the MacIS grounding
line. This reduction in the longitudinal compressive stress contributes to the
simulated increase in flow speeds following unpinning. Removal of the SCIR also
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FIGURE 4.29: The longitudinal compressive stress −R̄ll acting on the RIS and
tributary ice streams with the SCIR, and 150 years after removal of the SCIR. In (a-c),
the simulation is initialised with B̄inv. In (d-f), the simulation is initialised with B̄u.
FIGURE 4.30: The longitudinal tensile stress +R̄ll acting on the RIS and tributary
ice streams with the SCIR, and 150 years after removal of the SCIR. In (a-c), the
simulation is initialised with B̄inv. In (d-f), the simulation is initialised with B̄u.
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coincides with an increase in the longitudinal compressive stress generated by
Roosevelt Island to satisfy the balance of forces. Here, longitudinal compression
must increase to balance the gravitational driving stress (and to offset the reduction
in compression associated with unpinning).
(b) The longitudinal tensile stress
The wider RIS flows under a tensional stress of 50 to 150 kPa when pinning points
are not located downstream (Fig. 4.30). Upstream of the RIS pinning points,
the longitudinal tensile stress is negative (indicating compressive flow). +R̄ll
magnitudes (extension) are highest (>200 kPa) where the MacIS and BIS merge
in the lee of the ice ridge separating the two streams. At this location, basal and
lateral shear stresses are minimal, and therefore ice flow undergoes high rates of
stretching. This pattern is exaggerated in the model initialised with B̄inv because
the high B̄inv values inferred along the grounding line require a larger +R̄ll to
reproduce the simulated strain rates.
Unpinning should generally increase the longitudinal tensile stress +R̄ll because
an obstacle to flow has been removed. However, the B̄inv and B̄u simulations yield
more complex patterns of change in +R̄ll due to both the downstream location
of Roosevelt Island and spatial variability in B̄. Removing the SCIR results in an
overall increase in extension directly upstream of the grounding line (in the B̄inv
model) (Fig. 4.30c). The +R̄ll effect (increased extension) that may have arisen near
the former location of the SCIR is not apparent due to the increased compression
upstream of Roosevelt Island.
Transverse stresses R̄tt
Longitudinal compressive and tensile stresses in the across-flow direction are
referred to as transverse stresses. Patterns in transverse stresses are configured
by the geometry of the ice shelf embayment. Near an ice shelf front, where em-
bayment walls diverge, lateral confinement of ice flow diminishes and transverse
resistive stresses shift to positive values (indicating flow divergence). As for R̄ll,
negative and positive R̄tt (indicating flow convergence and divergence) are plotted
separately for clarity (Fig. 4.31 and 4.32).
The SCIR provide a lateral constraint by directing flow into two outlet pathways,
the first between the ice rumples and the Shirase Coast (to the glacier right) and the
second between the ice rumples and Siple Dome. When this constraint is removed
via unpinning, divergence increases upstream of the former ice rumples (Fig. 4.32c
and f). Downstream of the former ice rumples, divergence also increases as thicker
ice accumulated upstream of Roosevelt Island spreads to flow around the island.
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FIGURE 4.31: The transverse stress −R̄tt (flow convergence) acting on the RIS and
tributary ice streams with the SCIR, and 150 years after removal of the SCIR. In (a-c),
the simulation is initialised with B̄inv. In (d-f), the simulation is initialised with B̄u.
FIGURE 4.32: The transverse stress +R̄tt (flow divergence) acting on the RIS and
tributary ice streams with the SCIR, and 150 years after removal of the SCIR. In (a-c),
the simulation is initialised with B̄inv. In (d-f), the simulation is initialised with B̄u.
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FIGURE 4.33: The lateral shear stress resisting RIS and tributary ice stream flow
with the SCIR, and 150 years after removal of the SCIR. Positive and negative R̄lt
magnitudes denote shearing along glacier-left or glacier-right margins, respectively.
Difference maps show the absolute difference in Rlt. In (a-c), the simulation is
initialised with B̄inv. In (d-f), the simulation is initialised with B̄u.
Increased convergence −R̄tt when the SCIR are removed is associated with larger
mass flux from BIS and MacIS, which causes thickening and compression along
coastal margins (Fig. 4.31).
Lateral shear stress R̄lt
Ice shelf and ice stream flow is resisted by lateral drag R̄lt arising from coastlines,
and margins between faster–flowing and slower ice. Positive and negative R̄lt
values denote lateral shearing along the glacier-left or glacier-right margin, respec-
tively, and the difference maps present the absolute difference in R̄lt between the
reference model and the model state with the SCIR removed.
Changes in R̄lt due to removal of the SCIR are centred on the former location of the
ice rumples, the Shirase Coast, and the shear margins of Roosevelt Island (Fig. 4.33).
Lateral shearing provided by the SCIR decreases to zero with unpinning, and
therefore, stresses elsewhere must increase to balance the gravitational driving
stress. Both the B̄inv and B̄u models simulate a 5-20 kPa increase in R̄lt along
the Roosevelt Island coastline and the entire length of the Shirase Coast (with
the exception of ice stream outlets) (Fig. 4.33c and f). The simulated increase in
ice stream mass flux with unpinning also causes the change in R̄lt to propagate
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upstream of the MacIS and BIS grounding line as the ice sheet–ice shelf system
adjusts to the removal of the SCIR.
4.4.3.2 Form drag, dynamic drag and effective flow resistance
Modifications to ice flow mechanics associated with removal of the SCIR can also
be assessed with the force budget method of MacAyeal et al. (1987). This method
quantifies drag forces generated by individual pinning points and the direction
of net flow resistance. The form drag Ff, dynamic drag Fd, and effective flow
resistance Fe generated by the SCIR and Roosevelt Island are computed for both
B̄inv and B̄u reference models, and recomputed with the SCIR removed. Here,
the main objectives are to compare the force budget of the modelled SCIR with
the force budget computed using observational data, to evaluate how Roosevelt
Island accommodates unpinning of the SCIR, and to examine ice shelf “memory”
of the SCIR after unpinning.
(a) Steady-state force budgets
Over time, the coupled momentum and mass balances adjust to the removal of
pinning points and a new steady-state is achieved. This is, in effect, a change
in boundary conditions and the force budget terms must adjust accordingly. Fe
computed within a fixed contour enclosing the reference model SCIR is expected
to resemble Fe computed with observed data (Chapter 3), and should approach
near-zero once the transient model has fully responded to removal of the SCIR.
Comparisons of force budget terms between models with and without the SCIR
allow their mechanical effects to be examined. Fe generated by the SCIR in the
steady-state B̄inv reference model is 6.3×1012 N (Table 4.3, Fig. 4.34i). At a timestep
of 150 years after the SCIR are removed, Fe is 0.2×1012 N or τb = 0.8 kPa (Fig. 4.34l).
Although error propagation is not applicable to model-generated data (because
there are no “measurement” errors to propagate), Fe = 0.2 ×1012 N is likely to fall
within the uncertainty range of 0 N given the large uncertainty bounds around Fe
computed in Chapter 3 (16 % to 55 % of Fe for Crary Ice Rise, Steershead Ice Rise,
the SCIR and Roosevelt Island). This reduction in Fe to near-zero indicates that
the region around the former SCIR has fully adjusted to unpinning.
The SCIR force budget components computed from modelled fields differ in
magnitude but not direction from the force budget components computed from
observational datasets in Chapter 3. The B̄inv reference model SCIR generate
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FIGURE 4.34: SCIR force budget components. Panels (a-c) are computed from
observational data in Chapter 3 and panels (d-l) are computed from the model
initialised with B̄inv. Individual Ff vector components are shown in the left-hand
column, individual Fd vector components are shown in the centre column and the
relative magnitudes of Ff (dark blue), Fd (light blue) and Fe (black) are shown in the
right-hand column. A comparison between force budget components computed
from observed data (a-c) and the unrelaxed model state (d-f) demonstrates the
influence of spatially variable B̄.
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TABLE 4.3: Force budget components generated by the steady-state reference model
(with the SCIR) and the transient model at a timestep of 150 years after removal of
the SCIR.
Model Ff Fd Fd/Ff Fe τb
(×1012 N) (×1012 N) - (×1012 N) (kPa)
B̄inv With SCIR 43.8 1.6 0.04 6.3 26.2
No SCIR 15.2 1.5 0.1 0.2 0.8
B̄u With SCIR 44.0 5.0 0.11 9.6 39.9
No SCIR 10.8 1.2 0.11 0.05 0.2
Chapter 3 - 55.4 ± 3.1 6.5 ± 1.6 0.11 12.4 ± 4.4 51.6
50% less Fe than the Fe computed from observational data (Table 4.3), despite
model tuning to improve the correspondence between observed and modelled ice
shelf flow. Ff makes the largest contribution to Fe and thus primarily determines
Fe magnitude. The model-derived Ff is smaller (Ff = 43.8 ×1012 N versus Ff =
55.4×1012 N) due to the adjustment in ice shelf geometry during model relaxation.
In the model, the SCIR generate a lesser degree of ice shelf thinning downstream
while Roosevelt Island generates more thickening than in the real world (discussed
in Section 4.4.1.2). Ff is related to the amount of disturbance to the thickness field
generated by an obstacle, and thus reflects the adjustments to model geometry
during relaxation. This result also applies to the simulation with uniform B̄,
though the Ff magnitudes are slightly different (Table 4.3).
The magnitude of Fd is also underestimated relative to observed Fd (for the B̄inv
model, Fd = 1.6 ×1012 N versus observed Fd = 6.5 ×1012 N) (Table 4.3). The
difference is primarily due to the spatial distribution of inferred B̄. Specifically, the
higher B̄ values (> 4×108 Pa s1/3) between the eastern-most rumples in the SCIR
complex (rumple A) and the coast generate relatively large individual Fd vector
components (Fig. 4.34: 2nd column, Fig. 4.35b), and as a result, net Fd is distorted
(i.e., a lesser upstream effect) relative to net Fd computed with observational data
and a uniform B̄ field in Chapter 3 (Fig. 4.34, 2nd column).
(b) SCIR force budget with spatially variable B̄
Spatially variable B̄inv reproduces observed flow velocities with high fidelity.
However, the inverse method implemented in ISSM does not ensure a realistic
distribution of B̄inv near small–scale pinning points. As ice approaching the SCIR
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FIGURE 4.35: The effect of uniform B̄u (a and c) versus spatially variable B̄inv (b and
d) on individual Fd vector components generated by the SCIR and Roosevelt Island.
Uniform B̄u is set to 2.2 ×108 Pa s1/3.
slows, the inverse method generates locally large B̄inv to reproduce the slower
velocities associated with ice flow over pinning points (Fig. 4.35b). In reality, lower
B̄inv values (i.e, ice with a greater readiness to deform) are more representative of
the physical properties of ice within pinning point shear margins.
A comparison between Fd computed from observational data and uniform B̄u
(Chapter 3) and Fd computed from the initialised but unrelaxed B̄inv model demon-
strates the effect of B̄inv (because the ice velocity and thickness fields of the un-
relaxed model are most similar to observed datasets before model relaxation)
(Fig. 4.34b and e). Erroneous peaks in B̄inv modify both the magnitude and direc-
tion of net Fd. Relatively high B̄ values to the east of the SCIR complex exaggerate
the magnitude of the Fd vector components (Fig. 4.35b). This region is within the
flow shadow of the SCIR complex where the ice rumples produce low deformation
rates and therefore Fd should be minimal (as Fd is when computed from obser-
vations in Fig. 4.34b). Strain rates computed from the Landsat 8 velocity dataset
also confirm that higher rates of deformation (and thus high Fd) are not observed
in the flow shadow of the SCIR. In summary, B̄ inferred via an inverse method
adequately captures ice properties within the large band of shearing generated
by SCIR rumple C, but at the scale of individual ice rumples in the complex, B̄inv
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TABLE 4.4: Force budget components computed for Roosevelt Island under two
scenarios: the reference model (with SCIR) and 150 years after removal of the SCIR.
τb is not computed here because Roosevelt Island is composed of stagnant ice.
Model Ff Fd Fd/Ff Fe
(×1012 N) (×1012 N) - (×1012 N)
B̄inv With SCIR 131.1 19.9 0.15 33.4
No SCIR 138.1 21.0 0.15 35.3
B̄u With SCIR 168.3 13.0 0.08 31.2
No SCIR 188.6 13.3 0.07 33.7
Chapter 3 - 124.7 ± 3.2 7.6 ± 1.8 0.06 20.8 ± 4.8
does not adequately represent ice properties.
(c) Roosevelt Island force budget
Modelled net resistive forces generated by Roosevelt Island increase in magnitude
in response to removal of the SCIR. Ff increases by 5%, Fd increases by 6% and
Fe increases by 6% (Fe = 33.4×1012 N with SCIR, Fe = 35.3×1012 N without SCIR)
(Table. 4.4). The directions of net Ff, Fd and Fe remain unchanged (Fig. 4.36). Once
the SCIR are removed, Fe generated at the location of the former SCIR reduces
to near-zero and Fe generated by Roosevelt Island must increase to balance the
driving force. This result is consistent with the analysis of resistive stress distri-
butions in Section 4.4.3.1. In particular, lateral shear stresses Rlt and longitudinal
compressive stresses −Rll generated by Roosevelt Island increased in response to
removal of the SCIR.
Interpretation of the force budget results in Chapter 3 led to the conclusion that the
SCIR modify the direction of Fe generated by Roosevelt Island. This conclusion
speculated that thinning downstream of the SCIR results in an ice thickness
gradient around Roosevelt Island oriented obliquely to the along–flow direction.
As a result, Fe generated by Roosevelt Island was also oriented 40◦ against the
direction of flow, towards Siple Dome (Fig. 3.9). This result was attributed to
the presence of the SCIR and the modelling experiments allowed testing of this
interpretation. Removal of the modelled SCIR did not markedly change the ice
thickness gradient around Roosevelt Island, nor did the direction of the Fe vector
change. These results indicate that the force budget of Roosevelt Island is primarily
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FIGURE 4.36: The change in Ff (dark blue), Fd (light blue) and Fe (black) generated
by Roosevelt Island in response to removal of the SCIR.
due to the flow–modifying effects of the island itself, while upstream features in
the flow field (the SCIR) are less important.
4.4.3.3 Flow buttressing with and without the SCIR
Flow buttressing numbers Kn and Knmax quantify the resistance exerted by ice
at any location on upstream ice (Fürst et al., 2016). Kn quantifies the resistance
exerted in the along-flow direction and Knmax is the maximum flow buttressing
number in any horizontal direction. Low Knmax values are used to identify ice
shelf locations that contribute no flow resistance. Flow buttressing calculations are
diagnostic, that is, they evaluate the system as it appears instantaneously. Given
the non-local nature of ice shelf momentum balance, the meaning of buttressing
numbers in respect to local features should be considered cautiously. Here, output
from the transient model is used to quantify how Kn and Knmax depend on the
SCIR. Along-flow Kn and maximum buttressing Knmax numbers are calculated for
the reference model (RIS with SCIR) and recalculated 150 years after the unpinning
of SCIR. Definitions and equations used to compute Kn and Knmax are included in
Appendix A.
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(a) Flow buttressing Kn in the along-flow direction
The normal buttressing number Kn quantifies the resistance exerted by the ice
shelf geometry on upstream ice. Where Kn exceeds 1 (or 100%), the flow regime
is compressive. Kn computed for the reference model is elevated upstream of
both the SCIR and Roosevelt Island, and at the grounding lines of ice streams and
large outlet glaciers flowing from the Transantarctic Mountains (Fig. 4.37a and d).
Minimum Kn values are found in the lee of Crary Ice Rise and Steershead Ice Rise,
but not downstream of the SCIR because Roosevelt Island generates substantial
compression (Kn > 1).
Differences between the reference model and the transient model at timesteps
of 0 and 150 years after the SCIR are removed, demonstrate the contribution of
the SCIR to flow buttressing. The instantaneous difference, which approximates
the kinematic effect of the SCIR on buttressing number, is broadly negative in
the embayment upstream of the SCIR — the ice rumples increase Kn over a
27 000 km2 region (Fig. 4.37c and f). The Kn difference at 150 years demonstrates
how thickness variations (the coupled momentum and mass balances) due to the
SCIR contribute to Kn (Fig. 4.38c and f). In this case, enhanced buttressing due
to the pinning points is focussed directly upstream, between the SCIR and the
MacIS grounding line. Conversely, the buttressing number downstream of BIS is
smaller when the SCIR are present. Fine spatial details in the pattern of change
in Kn depend on B̄ but the overall influence of the SCIR on buttressing number
remains the same (Fig. 4.38).
(b) Maximum flow buttressing Knmax
Ice shelf regions with low buttressing numbers in the along-flow upstream di-
rection may provide flow buttressing in other directions. This is quantified with
Knmax (Fürst et al., 2016). The direction of Knmax is aligned with the second prin-
cipal stress, or the direction of maximum compression (minimum extension). In
the reference model, the highest maximum buttressing numbers (Knmax > 2) are
actually observed downstream of Steershead Ice Rise and Crary Ice Rise (not up-
stream), and near the outlets of glaciers flowing from the Transantarctic Mountains
(Fig. 4.39). Relatively high Knmax values observed downstream from ice rises are
associated with the lateral confluence of flow in the downstream lee of an obstacle.
Enhanced maximum buttressing (Knmax > 1) is also observed upstream of the
SCIR and Roosevelt Island, but not Steershead Ice Rise due to its location in the
flow shadow of Siple Dome. Lower Knmax values (Knmax < 1, a purely extensive
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FIGURE 4.37: The instantaneous change in along-flow buttressing Kn in response
to removal of the SCIR. The difference maps are computed by subtracting Kn at
a timestep of 0 years after unpinning from the reference model (with SCIR). The
model is initialised with Binv in panels (a-c) and Bu in panels (d-f).
stress regime) are found in a band along the ice shelf front. The distribution of
Knmax described here is the same regardless of the B̄ field used to initialise the
model. Overall, the SCIR increase Knmax near the grounding line of MacIS relative
to the configuration with the SCIR removed (Fig. 4.39c and f).
Low Knmax values indicate ice shelf regions that do not contribute flow buttressing
in any direction. These regions are comprised of ‘passive shelf ice’, defined as the
ice shelf area that provides no structural support. Removal of this ice is expected
to have no upstream dynamic effect. Passive ice is usually found at the calving
fronts of ice shelves and along the grounding line (Fürst et al., 2016; Reese et al.,
2018). While the SCIR modify Knmax locally, they do not affect Knmax magnitudes
near the RIS front (Fig. 4.39c and f).
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FIGURE 4.38: The along-flow buttressing number Kn computed with the SCIR, and
150 years after removal of the SCIR. The model is initialised with Binv in panels (a-c)
and Bu in panels (d-f).
FIGURE 4.39: The maximum flow buttressing number Knmax computed for the RIS
reference model (with SCIR), and 150 years following removal of the SCIR. The
model is initialised with B̄inv in panels (a-c) and B̄u in panels (d-f).
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4.5 Discussion
In the present work, simulations of the RIS–WAIS system with all pinning points
accounted for demonstrate the upstream and downstream modifications to ice flow,
thickness and ice properties associated with pinning points. Comparisons between
RIS configurations with and without the SCIR emphasise that the flow–regulating
effects of pinning points are much more complex than simply generating compres-
sion and slowing down upstream ice flow. This is consistent with the conclusions
of some previous studies (e.g., Fürst et al., 2015; Berger et al., 2016; Gudmundsson
et al., 2017) but expands upon those works via detailed spatial analysis of ice shelf
stresses, ice properties and feedbacks between the momentum and mass balances,
mediated by pinning points.
The SCIR were selected for detailed analysis due to their relatively large contribu-
tion to flow resistance (demonstrated in Chapter 3), proximity to the MacIS and
BIS grounding lines, and apparent effect on ice properties via enhanced shearing
and deformation rates. A steady-state prognostic model of the present-day RIS is
perturbed by removing the SCIR and comparisons between the initial steady-state
(the “reference model”) and the equilibrated response to pinning point removal
allows examination of the dynamical and mechanical effects of the SCIR via differ-
ence maps. The model tuning required to achieve a realistic simulation of ice flow
over and around the SCIR provides additional insights into the mechanics and
dynamics of the features.
Pinning points generate basal drag, upstream compression, downstream exten-
sion, lateral shearing and local modifications to the driving stress. Mechanical
contact between the pinning point and the ice sets a boundary condition on the
momentum-balance equations. The non-local nature of the momentum balance
in ice shelves and ice streams implies that modifications to driving and resistive
stresses caused by changes in pinning point configuration have far-reaching con-
sequences for the stress balance, flow and thickness of the wider RIS as well as
its grounded tributary ice streams. The implications of these interconnections are
discussed in this section.
4.5.1 Glaciological significance of the Shirase Coast Ice Rumples
The SCIR are low basal traction, lightly–grounded features with a relatively small
surface area, yet they modify velocity and thickness over a 1.09 ×105 km2 area of
the eastern RIS (Fig. 4.40). Between the MacIS and BIS grounding line and the
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FIGURE 4.40: (a) Total increase in velocity magnitude at a timestep of 150 years
after removal of the SCIR. Changes of less than 5 ma−1 are not plotted. (b) Total
change in ice thickness at a timestep of 150 years after removal of the SCIR. Red
indicates thinning, blue indicates thickening. Model output is overlayed on the
MODIS Mosaic of Antarctica (MOA) (Haran et al., 2014). The black line represents
the grounding line (Bindschadler et al., 2011).
ice shelf front, simulated velocity magnitudes are an average of 35 ma −1 (10%)
slower due to the presence of the SCIR, and 200 ma −1 (50%) slower directly over
the SCIR complex. The decrease in velocity as ice approaches the SCIR contributes
to the deflection of a 5 km wide flow band around the western shore of Roosevelt
Island, and as a result, ice is advected along a longer path to reach the shelf front.
While the SCIR influence velocity over an expansive area, the total ice volume in
the eastern RIS differs by only 1% between simulations with and without the SCIR.
Nonetheless, the spatial distribution of mass is affected by the pinning points and
the consequences of that redistribution are apparent in the mechanical analysis in
Section 4.4.3.1. When the SCIR are present, upstream compression and thickening
steepens the along-flow surface gradient between the MacIS grounding line and
the shelf front (Fig. 4.41). A steeper surface gradient increases the driving stress,
which in turn maintains mass flux over and around obstacles in the flow field. The
steady-state MacIS grounding line shifts further seaward and mass flux from the
MacIS, BIS and Echelmeyer Ice Streams decreases relative to the RIS configuration
without the SCIR. Thus, despite very little net change in ice mass, the regional
stress state is altered through the effect the ice rumples have on the distribution of
mass.
Resistive stresses generated by the SCIR contribute to balancing the driving stress,
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FIGURE 4.41: The adjustment in (a) the along-flow surface gradient and (b) ice
velocity in response to removal of the SCIR. The ‘time’ variable refers to the number
of years after removal of the SCIR. In (b), the difference between the dashed profile
(flow speeds with the SCIR) and the profile at 0 years represents the instantaneous
speed-up due to removal of the SCIR. (c) demonstrates the location of the profiles in
(a) and (b). The location of this cross-section is also mapped in Fig. 4.11.
and as a result, other features in the RIS generate smaller resistive stress compo-
nents in comparison to a configuration without the ice rumples. When the SCIR
are present in the RIS, lateral drag along the eastern shore of Roosevelt Island and
along the Shirase Coast decreases by 10-15 kPa, and the upstream longitudinal
compressive stress generated by Roosevelt Island decreases by 30 kPa relative
to the ice shelf configuration without the SCIR. When pinning points unground,
resistive stresses elsewhere must increase to maintain the stress balance. This
redistribution limits the flow speed-up associated with unpinning.
Ice shelf and ice stream flows are connected across the grounding line due to the
low/no basal traction condition responsible for fast flow in both flow regimes. The
net effect of the SCIR on stresses at the grounding line is an increase in compression,
and a decrease in the driving stress acting directly across the grounding line.
When the SCIR are removed, the driving stress across the grounding line increases
because the floating ice shelf thins, and this in turn causes the surface slope across
the grounding line to steepen. Together, these changes drive an increase in mass
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flux and grounding line retreat. This sequence is the mechanism by which the
loss of a pinning point can initiate irreversible retreat (i.e., the marine ice sheet
instability) (Schoof, 2007; Favier et al., 2016). The rate of retreat will depend on
the magnitude of the stress perturbation, the bathymetry, and the pattern of basal
traction beneath the ice streams (c.f., Nias et al., 2016; Waibel et al., 2018).
BIS is more sensitive than MacIS to the presence of the SCIR in the model sim-
ulations. In particular, BIS exhibits a greater mass flux increase than MacIS in
response to removal of the SCIR. The greater responsiveness of BIS may appear
counter-intuitive because the effective flow resistance Fe generated by the SCIR
is directed toward MacIS (Figure 4.34), and moreover, compressive stress mag-
nitudes acting on the MacIS grounding line are 40 kPa higher when the SCIR
are present in the RIS. In comparison, BIS experiences a negligible change in the
compressive stress acting along the grounding line in response to removal of the
SCIR (Figure 4.29). The lesser responsiveness of MacIS is due to the more frequent
patches of basal drag along the main ice stream trunk — the aforementioned
‘sticky spots’ (Figure 4.42). Differences in basal traction between the two streams
appear in other inversions (e.g., Joughin et al., 2004; Sergienko et al., 2014), and
the present result demonstrates why correct inference of this basal characteristic
is important. This is a three dimensional, real-world example of the idealised
flowline examination of ice stream sensitivity to basal drag conducted by Alley
et al. (2019).
Nias et al. (2016) examined a similar scenario, the Thwaites Glacier response
to loss of contact with the “Eastern Peak” pinning point. They concluded that
the reduction in basal drag associated with unpinning of the floating ice tongue
was less important to glacier retreat than the changing basal drag at the base of
Thwaites Glacier itself. The present work is in line with this conclusion (i.e., the
basal friction coefficient assigned to ice streams conditions the response of the ice
stream–ice shelf system). However, the detailed mechanical analysis of the SCIR
also demonstrates that different basal friction coefficients generate different thick-
ness gradients, and thus determine resistive stress magnitudes around pinning
points. These thickness gradients may persist for decades after a pinning point is
lost.
4.5.1.1 Transient RIS response to removal of the SCIR
The ice shelf response to loss of contact with a pinning point involves both the
momentum and mass balances. Removal of the SCIR drives an instantaneous
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FIGURE 4.42: (a) The friction coefficient α across the MacAyeal and Bindschadler
Ice Streams inferred with the inverse method implemented in ISSM. (b) The corre-
sponding basal drag computed as τb = −α2Nub.
(momentum only) increase in velocity across the eastern RIS centred on the site
of the former SCIR. In addition to this, the ice thickness gradient associated with
the former ice rumples is no longer supported by the new boundary condition
and faster flow field, and the gradient relaxes on an advective time scale. Velocity
and thickness continue to adjust as mass is redistributed across the eastern RIS,
and as this proceeds, the force budget components adjust as well. The magnitude
and spatial pattern of the transient response is specific to the experimental design
(removal of the pinning point without a causal process such as basal melting or
iceberg calving), but the fundamental mechanisms are generic.
Removal of the SCIR in the model generates transients in the force budget that
reflect the relative contributions from gradients in ice velocity and thickness
(Fig. 4.43). The instantaneous increase in velocity associated with the decrease in
basal drag generates a rapid increase in dynamic drag Fd (Fig. 4.43, timestep 0-5
years) followed by a gradual decline (because velocity is coupled to the ongoing
change in ice thickness). The slow ice thickness adjustment leads to a long period
of decline (> 150 years) in the form drag Ff (Fig. 4.43). Both Fd and Ff relax with
the third power of the elapsed time.
The effective resistance Fe should decline to zero in the absence of an obstacle
to ice flow and this occurs rapidly (at a timestep of 27 years) (Fig. 4.43b). The
ice shelf “memory”, however, extends over a longer, centennial, timescale as Ff
adjusts to the redistribution of the mass accumulated upstream of the former SCIR.
Along-flow gradients in ice thickness generated by the SCIR still persist more than
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FIGURE 4.43: Adjustment of the model-derived force budget components to the
removal of the SCIR (B̄inv model).
150 years after unpinning, and therefore, Ff generated by the former SCIR is still
declining at the end of the model experiment. The inverse rate factor B̄ affects the
magnitudes of net Ff and Fe both with and without the SCIR (Table 4.3), but the
centennial time-scale “memory” of the former pinning point is evident for both
the B̄inv and B̄u simulations because the slow advective timescale governs this
component of the response.
4.5.1.2 Implications for crevasse formation and propagation
The SCIR generate large tensile and lateral shear stresses that are associated with
fracture formation and propagation (Fig. 4.44). Rifts form in areas where an ice
shelf flows under high stresses (e.g., in shear margins, in flow constrictions, and
in the lee of ice ridges and rises where the slow-to-fast flow transition generates
large tensile stresses). Ice rumples such as the SCIR are a source of lateral drag and
stretching downstream, causing rifts to form along ice rumple margins (c.f., Favier
et al., 2016). These rifts are advected downstream, and in some cases, continue
to propagate to form the boundaries of large tabular icebergs. Unpinning of the
SCIR will remove the source of the numerous crevasses that form as ice flows over
the pinning point complex. Conversely, unpinning could also increase crevasse
propagation where the redistribution of resistive stresses increases lateral shearing
along coastlines such as the eastern shore of Roosevelt Island and the Shirase
Coast near the RIS front (Fig. 4.45).
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FIGURE 4.44: Crevasses and streaklines generated by the SCIR. The panchromatic
image in (a) is from Landsat 8, Path 021 Row 118, acquired on 3 February, 2016.
The generation of rifts and the evolution of mechanical properties due to the
deformation caused by the SCIR leaves a lasting downstream imprint on the ice
shelf (Fig. 4.45). This zone is visible in satellite imagery due to its undulating
texture and along-flow connection to the SCIR. Families of large rifts between the
Shirase Coast and Roosevelt Island interact with this zone in various ways. In the
present-day configuration, several large rifts arrest at this zone (where ice proper-
ties are modified) while other rifts originate within it. In the absence of the SCIR
and therefore the heavily crevassed zone downstream, rifts may be more likely
to propagate across the whole channel (between the Shirase Coast and Roosevelt
Island) and thus calve off larger icebergs. Thus, there are competing effects and
the consequences of unpinning for rift propagation are speculative. Without the
ice rumples, a source of new rifts is absent, but a limit on rift propagation is also
removed.
4.5.2 The importance of the inverse flow law rate factor B̄
The inverse flow law rate factor B̄ expresses the relationship between stresses and
strain rates in the ice and depends on ice temperature, crystal preferred orientation
(CPO), impurity content, and damage (Cuffey and Paterson, 2010, pg. 64-72).
B̄ may be estimated from other known or assumed ice properties, or inferred
from observed deformation rate. In Chapter 3, B̄ is estimated using a simple
assumption about depth-averaged ice temperature (e.g., Cuffey and Paterson,
2010, pg. 75). This simplification may lead to both over- and under-estimation of
resistive stresses. An alternative method is to invert the momentum equations to
infer B̄ using observed velocity and thickness. ISSM implements such an approach,
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FIGURE 4.45: Regions where the simulated lateral shear stress Rlt magnitude
increases in response to removal of the SCIR, relative to locations of crevasse and
rift formation. Rift locations are from LeDoux et al. (2017) and the basemap is the
MODIS MOA (Haran et al., 2014).
yielding a spatially variable B̄inv that reproduces the observed velocity field with
high fidelity. In order to examine the importance of the inferred spatial pattern,
model simulations are also conducted with uniform B̄u.
The selection of variable versus uniform B̄ directly affects the distribution of resis-
tive stresses and therefore the conclusions drawn about the relative importance of
different pinning points. When B̄ is fitted to observed velocities, shear margins are
represented as narrower bands with lower B̄inv (i.e., ice with a greater readiness to
deform under a given stress). This is not captured by B̄u, and as a result, shearing
is distributed over a wider across-flow distance (Fig. 4.46). With relatively more of
the gravitational driving stress dissipated in fast-shearing margins, deformation
of the remaining ice is relatively slower in the B̄inv case. Lower B̄inv near the SCIR
facilitates ice flow past the largest rumple in the complex, and allows a faster
rate of ice deformation and greater mass flux over and around the individual
ice rumples. As a result, Roosevelt Island must make a larger contribution to
balancing the gravitational driving stress. When B̄ is uniform, flow past the SCIR
is more restrained relative to the surrounding flow and thus Roosevelt Island
contributes less longitudinal compression and lateral shearing.
An advantage of the inverse approach to estimate B̄ is the incorporation of the ef-
fects of poorly-known processes that modify ice properties into a single parameter
value. However, the inversion does not in itself ensure a logical spatial distribution
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FIGURE 4.46: A comparison between simulated shear strain rates near the SCIR for
(a) and (b) spatially variable ice properties (B̄inv model) versus (c) and (d) uniform
ice properties (B̄u model).
of B̄. For example, localised peaks in inferred B̄ are occasionally present within
fast shearing margins characterised by easily deformable ice and relatively low
B̄. The ice temperature implied by the inferred B̄ in ISSM appears unrealistic
(Fig. 4.47), with large temperature gradients in unexpected places (mid-stream
rather than at margins, for example).
The spatial distribution of B̄inv is also unrealistic at a kilometre-scale near ice
rumples. Specifically, the inversion generates very high B̄ values (implying stiffer
ice) to reproduce the observed slow-down caused by the SCIR. Erroneous B̄ values
have been noted in other studies (Larour et al., 2005; Khazendar et al., 2011). In
particular, Borstad et al. (2013) identify unreasonably large B̄ values at locations
where compression is high (pinning points generate upstream compression). One
solution is to increase the weighting of the Tikhonov smoothing parameter in
the inversion cost function, but the amount of smoothing required to remove the
131 4.5. DISCUSSION
FIGURE 4.47: (a) Inferred B̄inv for the RIS computed from an inversion of flow
velocities. (b) Ice temperatures corresponding to B̄inv. The exponential function
linking ice temperature and B̄ is from Cuffey and Paterson (2010) (pg. 75).
erroneous peak in B̄inv near the SCIR eliminates fine, kilometre-scale gradients in
velocity, an unsuitable outcome for the present study.
In addition to the confined shear bands along coastal margins, flow deflected
around the SCIR generates a shear band that is captured by B̄inv (Fig. 4.46a) but
cannot be replicated by B̄u (Fig. 4.46c). The band exists both with and without
the SCIR, but is narrower and the maximum shear strain rates are larger with
the SCIR present. Larger shear strain rates will generate more strain heating and
stronger CPO. Strain heating, in turn, will enhance ice deformation in the shear
band, while the effect of the CPO depends on the orientation of the fabric relative
to principal stresses in the ice. While not represented explicitly, the consequences
of these ice properties are captured when B̄ is inferred from observational data
(and thus varies across the ice shelf).
The importance of the correct representation of small–scale pinning points in the
model geometry for the correct inference of ice properties and improved model
performance has been demonstrated in several recent studies Fürst et al., 2015;
Favier et al., 2016; Berger et al., 2016. Because lower B̄ along shear margins
signifies ice with a greater readiness to deform under a given stress, spatially
variable B̄ actually facilitates ice flow over and/or around an obstacle and thus
limits upstream thickening and accompanying compression. This same effect
may, depending on pinning point location, condition the ice shelf to respond
rapidly to unpinning. For example, Favier et al. (2016) find that the inclusion of
small pinning points close to coastal margins improves model representation of
fast-deforming shear bands, and in addition, ice shelf models with these bands
accounted for respond more rapidly to unpinning than models with small pinning
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points (and shear bands) omitted. From an ice dynamics point of view, this result
is obtained because softer ice limits the transfer of resistive stresses generated by
coastal features to the wider ice shelf. These resistive stresses would otherwise
slow the ice shelf response to unpinning. Because B̄ is fixed to the model mesh,
this effect persists after the pinning point is lost, and in turn, facilitates retreat.
The SCIR also support a fast-deforming shear band (Fig. 4.46), but their mid-flow
position means that the effect of the shear band is limited after unpinning. Instead,
the wide ranging effects of B̄ on thickness gradients and resistive stresses, as
described above, have a larger influence on the ice shelf response to removal of
the SCIR.
While the selection of B̄ affects both velocity and thickness across the study region,
the main outcomes of simulations with B̄u or B̄inv are similar. In both cases,
removal of the SCIR results in a faster-flowing RIS with increased mass flux across
the MacIS and BIS grounding lines. However, some mechanical properties of
the system differ. For example, in the B̄u simulation, flow buttressing numbers
near the MacIS grounding line are higher, and the SCIR generate higher effective
flow resistance relative to the contribution from Roosevelt Island. Both of these
outcomes are due to the different thickness gradients supported by the different
B̄u and B̄inv distributions.
4.5.3 Set-up and application of ISSM
All ice sheet models require assumptions and simplifications of both physical
processes and the geometry of the model domain. Two important parameters, the
flow law rate factor and the basal traction beneath grounded ice, are unknown
and must be inferred from other variables. In addition, the bathymetry beneath
the RIS in standard boundary condition data sets (Bedmap2 in this case) relies on
coarse input data and therefore the bed elevations of pinning points are poorly
resolved. Implications of the model set-up are discussed in this section.
4.5.3.1 Implications of the steady-state initialisation
Model initialisation is limited by imperfect knowledge of boundary conditions
(e.g., bathymetry and basal traction) and mismatches among model input variables.
Mismatches are due to the differing spatial resolutions of the gridded velocity and
ice thickness datasets, and differing time intervals for data acquisition. Addition-
ally, mass flux through the real-world ice sheet–ice shelf system varies on a range
of timescales (Hulbe and Fahnestock, 2007; Catania et al., 2012; Hulbe et al., 2016).
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Although the inverse method implemented in ISSM minimises incompatibilities
between terms in the mass and momentum balance, model relaxation is necessary
to completely resolve the mismatches. Without this, a time-stepping model run
from an initial (unrelaxed) configuration with fixed boundary conditions would
exhibit non-physical fluctuations in the total ice volume within the domain. Tran-
sients associated with this adjustment would obscure the RIS response to removal
of the SCIR.
The experimental design therefore requires a steady-state reference model in order
to attribute any differences in ice flow, thickness or grounding line position to
the SCIR. The reference model is relaxed until the ice shelf thickness and velocity
adjust to a steady-state (i.e., no change in ice thickness, speed or ice shelf volume).
Forced by a constant surface mass balance and basal melt rate, the RIS required
∼1000 model years to adjust to a steady-state due to the complex model domain
that encompasses the RIS, ice streams, outlet glaciers and the drainage basin of
the eastern RIS. This steady-state flow requirement has minor implications for the
interpretation of the results presented in this chapter.
While a steady-state initialisation is required by the experiment design, the real-
world ice velocity and thickness of the eastern RIS and tributary ice streams vary
over centennial (and shorter) timescales, implying non-steady-state behaviour
(Paolo et al., 2015; Hulbe et al., 2016; Campbell et al., 2017). Ice stream flow
variability must be accompanied by downstream adjustments in ice shelf flow and
thickness, including at the location of the SCIR. Evidence of this flow variability is
observed along the flowband downstream of the SCIR. A prominent streakline
emanating from eastern-most rumple in the SCIR complex is wider and more
undulating nearer the shelf front, indicating a greater degree of grounding or a
larger ice rumple extent between ∼400 to 700 years ago. Changes in the degree of
grounding are likely to be associated with variations in mass flux from MacIS and
BIS (e.g., Hulbe and Fahnestock, 2007; Catania et al., 2012).
In addition, a steady-state requirement is somewhat contradictory to the input
datasets and inverse method used to infer model parameters. The input velocity
and thickness fields, and model parameters α and B̄ inferred from those fields, will
represent the RIS system partway through an adjustment. Expressed another way,
the input datasets represent a single time period where the RIS may not exhibit
steady-state flow, however, those datasets are used to initialise a steady-state
reference model. This inconsistency should be recognised when analysing the
magnitude of the flow resistance generated by the SCIR.
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Pinning points will generate different magnitudes of flow resistance for steady-
state versus non-steady-state ice shelf configurations. Examples of scenarios
responsible for non-steady-state eastern RIS flow include: (1) the formation of
the SCIR in response to the reactivation of MacIS ∼650 years ago (Hulbe and
Fahnestock, 2007) and (2) the continual adjustment of present-day RIS flow to the
formation of the SCIR (i.e., thickening upstream of the SCIR). Different model
outcomes associated with non-steady-state versus steady-state flow include:
• Non-steady-state configuration: adjustment of the ice shelf to formation of
the SCIR involves continual thickening upstream of the obstacle, generating
a steeper along-flow thickness gradient. As the ice thickens, basal traction
at the pinning point will change as the seafloor sediment deforms due to
shearing. As the pinning point forms, the overlying ice thickness and the
degree of basal contact increases, further steepening the along-flow surface
gradient. Shearing past the obstacle will warm the ice and generate a CPO
in narrow bands and these properties will advect with the ice.
• Steady-state configuration: upstream ice flow is not thickening over time
(although ice upstream may be thicker than ice downstream of the obstacle).
Ice shelf flow has fully adjusted to the presence of the obstacle. Here, relax-
ation to a steady-state involves a decrease in the initial ice thickness gradient
associated with the formation of the SCIR.
In summary, the steady-state configuration will generate less form drag (due
to lower surface gradient) and less flow resistance than the non-steady-state
configuration. Form drag generated by a pinning point is a function of the along-
flow thickness gradient. The steady-state configuration used in the present work
may therefore underestimate the flow resistance generated by the SCIR.
4.5.3.2 Implications of the Bedmap2 bathymetry spatial resolution
Simulations of the ice sheet–ice shelf system are affected by the coarse spatial
resolution and uncertainty in the Bedmap2 bathymetry (Fretwell et al., 2013).
Small–scale pinning points may be missed and therefore not represented in the
final, interpolated and gridded dataset (Fürst et al., 2015; Berger et al., 2016).
This limitation in turn affects the inversion for B̄ and α, and the simulated flow
velocities and thickness. Subglacial topography also modulates the rate and
pattern of grounding line retreat (e.g., Goldberg et al., 2009; Sun et al., 2014; Nias
et al., 2016; Favier and Pattyn, 2015; Favier et al., 2016; Wolovick and Moore, 2018).
Although the RIS pinning points are resolved in the Bedmap2 bathymetry, the
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present results are limited by the relatively coarse resolution of the Bedmap2 input
data sets.
At present, the Bedmap2 bathymetry is the best dataset available for ice sheet
modelling. Bedmap2 is compiled from seismic sounding over floating ice and
both seismic and radio echo sounding over grounded ice (Fig. 4.48). The kriging
technique used to interpolate datapoints onto one uniform grid smooths features
and in some regions is found to be inconsistent with mass conservation in models
initialised with the Bedmap2 geometry and observed velocity (Nias et al., 2018).
Inconsistencies specific to ice shelves include excessively shallow regions (Rignot
et al., 2014; Favier et al., 2016) and unrealistic gradients in geometry at grounding
lines (Millan et al., 2017).
Missing pinning points in the Bedmap2 bathymetry
The less obtrusive topographic rises responsible for smaller–scale or lightly
grounded pinning points are often unresolved in bathymetric data for ocean
cavities beneath ice shelves (e.g., Fürst et al., 2015; Berger et al., 2016). Localised
regions of grounding within the RIS are sparsely sampled and source data are
interpolated over tens of kilometres (Fretwell et al., 2013). At the location of the
SCIR, the broad region of elevated topography responsible for ice rumple forma-
tion is resolved, but finer, kilometre-scale variations responsible for individual
rumples are unsampled (Fig. 4.48). The implications of coarse bathymetric data in
a model include a different B̄inv distribution and flow field (Fürst et al., 2015).
Neglecting to resolve the large flow resistance generated by relatively small pin-
ning points could have major consequences in an ice sheet model (e.g., Favier et al.,
2016; Reese et al., 2018). If pinning points are omitted during model initialisation,
simulations may overestimate flow speeds (Fürst et al., 2015), inferred ice proper-
ties will be incorrect (Berger et al., 2016), and the sea level rise contribution will
be biased (Favier et al., 2016). The present work agrees with these findings. The
incorrect representation or omission of the SCIR in a numerical ice sheet model
would result in multiple inconsistencies between the model and the real-world
system. First, the distribution of resistive stresses, including the magnitude of
flow resistance provided by Roosevelt Island and some coastal features, would
be incorrect. Second, a steady-state RIS without the SCIR is faster-flowing and
the MacIS grounding line lies further inland. Third, omission of the SCIR also
increases mass flux through the eastern RIS (between Siple Dome and the Shirase
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FIGURE 4.48: Data coverage for radar tracks (coloured grey) (Fretwell et al., 2013)
and RIGGS seismic stations (white dots) (Thomas et al., 1990) used to interpolate
the Bedmap2 bed elevation dataset (Fretwell et al., 2013). Note there are only three
radar sampling points over the SCIR. Bed elevation is overlayed over the IBSCO
DEM (Arndt et al., 2013) and the grounding line is from Bindschadler et al. (2011).
Coast) by ∼ 5%. If an intended outcome of this work was to assess the sea level
rise contribution, the omission of the SCIR would lead to biased projections.
Modifications made to the Bedmap2 bathymetry to improve model geometry
Two separate problems with the original Bedmap2 bathymetry arose during model
relaxation. First, individual rumples in the SCIR complex coalesced to form a
single rumple with a larger extent due to the lack of spatial detail in the Bedmap2
bathymetry. Second, the original Bedmap2 elevation is too shallow near the
grounding line (Fig. 4.6), resulting in the advance of wide reaches of the grounding
line during model relaxation. This problem was also encountered by Favier et al.
(2016) in their pinning point simulations. They excavated the Bedmap2 bathymetry
near the grounding line to prevent advance, and thus avoided biased predictions
of the sea level rise contribution due to incorrect grounding line position. In the
present work, the bathymetry near the grounding line is left unmodified and
the grounding line is able to migrate freely in response to removal of the SCIR.
Instead, excessive grounding line advance is prevented by increasing the basal
melt rate near the grounding line using a thickness-dependent parameterisation
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from Martin et al. (2011). To force the model pinning points to have the same extent
as observed pinning points, pinning point perimeters are delineated according
to surface morphology (visible in the MODIS MOA and Landsat 8 imagery) and
the surrounding bathymetry is excavated. The area of grounding in the model is
therefore consistent with the surface extent of the ice rumples.
4.5.3.3 Implications of fixing parameters to the model mesh
The inverse rate factor B̄ and the friction coefficient α remain fixed to the model
mesh elements. That is, B̄ and α are variable over space but do not change over
time. This simplification is common in numerical models initialised by inverting
observed variables (e.g., Seroussi et al., 2014; Yu et al., 2018; Schlegel et al., 2018).
In the real, physical system, bands of ice with lower B̄ generated by shearing
and strain heating are advected downstream, and ice properties (temperature,
CPO) are modified over time in response to changes in the stress field (Hudleston,
2015; LeDoux et al., 2017). Basal traction beneath grounded ice streams also varies
over time in response to changes in ice flow speeds, subglacial hydrology, till
strength and bed roughness (Tulaczyk et al., 2000; Stokes et al., 2007). In the
present study, fixing B̄ and α to the model mesh is an acceptable limitation because
the overarching focus is to assess differences in the mechanics of RIS flow with
and without small–scale pinning points, not to make projections of the temporal
evolution of RIS flow in response to unpinning (or projections of the sea level rise
contribution from the eastern RIS catchment).
Ice shelf basal melt rates are also fixed to the model mesh and do not evolve with
time. This approach, as well as the melt rate parameterisation applied to the
RIS model geometry, maintains high fidelity to the present-day grounding line
geometry in the study area during model relaxation. A limitation of this approach,
however, is the representation of basal melting near a retreating grounding line.
Where grounded ice experiences flotation during a simulation, the basal melt rate
remains equal to zero, potentially leading to underestimation of the grounding line
retreat rate in response to pinning point removal. Similarly, basal melt rates are
not updated at each timestep as the ice shelf thickness evolves. Overall, basal melt
rates across the eastern RIS range from 0 to 0.7 ma−1 and any changes in melt rates
that would have eventuated from the evolving ice thickness would proceed at a
rate of 1.6×10−3 a−1 (a ten metre decrease in ice shelf thickness would decrease
the basal melt rate by 1.6 cm per year). With these issues in mind, the general
conclusions regarding the spatial pattern of grounding line response remain the
same.
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4.5.3.4 Improving the representation of ice rumples and rises in models
Because ice rumples and rises modify ice flow and ice properties, two important
improvements to the present work involve B̄ and α. These parameters are impor-
tant for capturing model ice rumple mechanics and dynamics, and in the context
of the interconnected ice sheet–ice shelf system, determine the mass flux across
the grounding line and the sea level rise contribution. A third component of the
model, the basal melt rate boundary condition, could be improved by coupling
ISSM with an ocean circulation model (e.g., Cornford et al., 2015; Seroussi et al.,
2017) or computing a more realistic basal melt rate forcing with an ocean model
(e.g., Borstad et al., 2012; Schlegel et al., 2018), but this is secondary to improving
the representation of ice rumples.
Inferred friction coefficient α:
The spatial distribution of the inferred basal friction coefficient α encapsulates the
mechanical and thermal properties of the ice/bed interface in a single parameter.
Individual physical processes that control basal sliding (e.g., till deformabililty,
presence of subglacial meltwater, bedrock bumps) are therefore hidden within
the friction coefficient distribution. A Budd-type friction law (Budd et al., 1979)
with an effective pressure term to account for the subglacial hydrological system
beneath ice streams is the default friction law in ISSM (Larour et al., 2012b). τb
updates at each timestep as ice thickness and the effective pressure change, while
α remains constant with time. Section 4.4.1.1 demonstrated that the α value as-
signed to pinning point nodes has a substantial impact on the surface morphology
and flow speeds around each rumple, and consequently, the magnitude of flow
resistance and degree of upstream thickening.
The distribution of the inferred friction coefficient beneath grounded ice in ISSM
could be improved by implementing a process-based representation of the sub-
glacial till that allows for both the spatially variable till properties inferred in
Chapter 3, and also for till properties to evolve over time as the pinning point en-
vironment changes. A number of models exist that simulate subglacial processes
beneath ice streams (e.g., till strengthening and weakening, sediment porosity,
basal ice temperature distribution) (Bougamont et al., 2003b; Christoffersen and
Tulaczyk, 2003; Christoffersen et al., 2006). Of particular interest to the present
work, Bougamont et al. (2011) coupled an ice sheet model to a subglacial processes
model that accounted for variation in the properties of the subglacial sediment in
response to flow speeds and temperature changes. A process-based representation
of the subglacial till is not only important for the representation of pinning points,
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but also for improved simulations of the ice sheet and ice stream response to
changes in ice shelf flow.
Inferred inverse rate factor B̄:
Two limitations of the B̄ distribution used in the present work are the lack of a
processed-based parameterisation (ice temperature and the CPO are not taken into
account), and the lack of an advective term (ice properties modified by pinning
points are not advected downstream). The B̄ field used as an initial guess in
the inversion is uniform in the present work, but instead could be based on
temperature derived from an energy conservation equation (e.g., Larour et al.,
2012a; Seroussi et al., 2013). This approach would account for the advection of
colder ice into the shelf as well as strain heating. In addition, an alternative flow
relation to the standard Glen’s flow law has recently been implemented in ISSM
(Graham et al., 2018) and could be considered in future work.
4.5.3.5 Appropriateness of the model
The effectiveness of ISSM lies in the ability to manipulate boundary conditions
during model initialisation to achieve a realistic representation of the SCIR, in-
cluding observed surface morphology and ice velocity. A fine mesh resolution is
essential to resolve resistive stress distributions across the RIS embayment. The
unstructured mesh and anisotropic mesh refinement implemented in ISSM (Larour
et al., 2012a) allowed the incorporation of pinning points into the model geometry
with sufficient spatial detail. Features of importance to the stress balance including
the SCIR, Roosevelt Island, the grounding line, and shear margins along coastlines,
were represented with a mesh resolution of∼ 1 km. Boundary conditions were ma-
nipulated by tuning the friction coefficient for grounded ice and the basal melt rate
for floating ice. This tuning achieved realistic ice velocity and thickness gradients
near the SCIR. Similarly, the inverse rate factor and the friction coefficient were
manipulated to examine the influence of these parameters on the inferred role of
the SCIR in regulating ice flow. Finally, the model set-up allowed investigation
of the far-reaching upstream effects of the SCIR, including the migration of the
grounding line and the ice stream mass flux response to removal of the SCIR. All
together, ISSM is effective for not only simulating ice shelf flow around obstacles,
but also for manipulating the morphology and mechanical influence of pinning
points.
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While the present work focused on the difference between two RIS model states,
ISSM is well-suited to performing time-dependent projections. Possible appli-
cations include estimation of the future sea level rise contribution or grounding
line retreat rate in response to unpinning, ideally with the addition of the im-
provements to B̄ and α discussed in Section 4.5.3.4. ISSM is also well-suited to
simulations of alternative unpinning mechanisms, including unpinning due to
enhanced basal melting (this would require a coupled ocean model), or unpinning
due to dynamic thinning associated with grounding line retreat along a retrograde
slope. Pinning point formation processes over century and millennial scales could
be simulated by employing the ISSM glacial isostatic adjustment (GIA) module
(Adhikari et al., 2014).
4.6 Conclusions
Pinning points modify upstream and downstream ice shelf flow and thickness,
as well as the material properties of ice. By generating resistive stresses, pinning
points play a role in setting the velocity field and, via advection, the thickness
field. Stress history affects ice properties (ice crystal fabric, temperature, formation
of fractures) and this in turn will further modify the velocity field, both where the
ice property is modified, and further downstream as the ice advects through the
shelf. This study examines these processes and feedbacks by simulating RIS flow
in two configurations: (1) the SCIR are included in the RIS and (2) the SCIR are
removed from the model domain. Both of these simulations are performed under
two different assumptions. Ice properties (i.e., the ice stiffness parameter B̄) are
uniform across the RIS, or spatially variable as inferred via an inverse method.
The SCIR contribute to balancing the driving stress by generating additional
resistive stresses, namely upstream compressive stresses and lateral shear stresses.
With removal of the SCIR, resistive stresses generated by other features in the RIS
(Roosevelt Island and the Shirase Coast) increase to maintain the balance of forces.
Changes in the distribution of resistive stresses are observed near Roosevelt Island
where the magnitude of lateral shearing along the Shirase Coast and the eastern
shore of Roosevelt Island increases by ∼10 kPa (14 %) in response to removal of
the SCIR. Similarly, the longitudinal compressive stress generated by Roosevelt
Island (in the along-flow upstream direction) also increases by 30 kPa (12 %).
Due to the non-local nature of the momentum balance for floating ice, modi-
fications to ice flow and thickness caused by pinning points have far-reaching
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consequences for the flow and stress balance of the wider RIS and grounded tribu-
tary ice streams. MacIS and BIS respond to removal of the SCIR by speeding up
and thinning, with an overall increase in mass flux of 2.3% and 3.4%, respectively.
The greater responsiveness of BIS is due to the lower basal traction across the main
ice stream trunk.
Variations in B̄ affect how rapidly ice can deform around ice rises and rumples.
The use of a relatively realistic, spatially variable B̄ field rather than a uniform B̄
field is important for correct ice speeds and routing of flow around ice rumples.
Across the wider ice shelf, the selected B̄ field affects the distribution of resistive
stresses and ice thickness gradients, and consequently, the relative contribution to
flow resistance from different pinning points.





Pinning points, regions of localised grounding where an ice shelf runs aground on
the seafloor, are widely identified as features that make an important contribution
to ice shelf dynamics and stability (e.g., Matsuoka et al., 2015). This conclusion
is established largely on observational grounds. For example, the speed-up and
grounding line retreat of Pine Island Glacier following unpinning have been
documented by Rignot et al. (2002), Jenkins et al. (2010), De Rydt et al. (2014) and
Arndt et al. (2018), and the individual force balance contributions of Crary Ice Rise
and of the McDonald Ice Rumples have been computed from observational data
by Thomas (1973), Thomas (1979), Thomas and MacAyeal (1982) and MacAyeal
et al. (1987). Theoretical examinations of pinning points and their contribution
to the stability of the interconnected ice sheet–ice shelf system are less common.
For example, Goldberg et al. (2009) conducted idealised simulations of grounding
line position and mechanics with (and without) an ice rise in the context of a
marine ice sheet instability, while Fried et al. (2014) examined the emergence of ice
rises in the RIS and ensuing thickness transients in the context of past grounding
line transgression. Nias et al. (2016) simulated the Thwaites Glacier response
to changing contact with a pinning point beneath its floating ice tongue and
concluded that the integrated effects of non-local basal traction on the grounded
ice were more important to the glacier response than sites of locally large basal
traction.
None of the prior work quantified or examined the complete mechanical and
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dynamical effects of pinning points. Rather, past studies focussed on specific
components of the problem. This gap is addressed here by examining the force
budgets of ice rises and rumples in detail, and by assessing how ice shelf flow,
thickness and resistive stresses change when mechanical contact with a pinning
point is removed. The majority of Antarctic ice shelves are, like the RIS, well-
confined within embayed coastlines. Embayment walls support the ice shelf
and provide lateral drag. Pinning points provide further flow resistance and
mechanical support. A reduction in either lateral or basal drag will modify the
balance of stresses throughout the ice shelf, including at the grounding line (i.e.,
less compression or greater extension), and may in turn increase the mass flux
from tributary glaciers and ice streams. Such modifications occur across the whole
ice shelf system due to the non-local nature of the ice shelf momentum balance.
Ice shelf responses to changes in pinning point configuration should be examined
within this broader context.
5.1 Mechanical analysis of pinning points in the Ross
Ice Shelf
The 15 pinning points and pinning point complexes in the RIS are diverse fea-
tures in terms of their size, morphology, degree of mechanical contact with the
seafloor and magnitude of flow resistance. This result suggests that the attributes
of individual pinning points should be considered when their role in ice shelf
processes is examined (c.f., Nias et al., 2016). All of these attributes are important
to understand in their own right but add complexity when initialising and tuning
a model to correctly capture the mechanical and dynamic effects of pinning points.
Small–scale ice rumples can generate effective flow resistance comparable to large
ice rises. In the case of the RIS, the magnitude of the effective flow resistance
generated by each pinning point does not necessarily depend on surface area
or degree of groundedness. Basal drag inferred from individual pinning point
force budgets varies by two orders of magnitude, suggesting that variations in the
subglacial material directly affect the effective resistance generated by each feature.
Pinning points formed on hard bedrock rather than easily–deformable sediment
will contribute more effective flow resistance, implying that even very small,
lightly–grounded features (ice rumples) can generate large flow resistance. This
conclusion should not be neglected when modelling the ice sheet–ice shelf system.
Accounting for variations in basal traction beneath grounded ice is important for
correct model initialisation and the correct representation of the pinning point
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contribution to the budget of resistive stresses. These stresses in turn determine
the velocity and thickness fields in a model.
Flow speeds and ice deformation rates are modified where ice runs aground on
a pinning point. All together, the net effect of additional compression upstream,
extension downstream and lateral shearing along the margins decreases the ice
flux over and around the obstacle, and generates thickening upstream and thin-
ning downstream. The amount of flow deflection (dynamic drag) and pattern of
thickening (form drag) associated with each pinning point determines the magni-
tude and direction of the effective flow resistance. In particular, the SCIR generate
effective flow resistance in the upstream (along-flow) direction, while Roosevelt
Island and Crary Ice Rise generate a net effective resistance directed at an oblique
angle to the flow direction.
Differences in the direction of effective flow resistance generated by individual
pinning points may not be evident in a flow buttressing calculation. In addition,
the kinematic (momentum only) and dynamic (coupled mass and momentum)
contributions of a pinning point to both flow resistance and the buttressing number
may modify ice shelf flow in differing ways. This is the case for the SCIR. While the
force budget yields an upstream–directed effective resistance acting on the MacIS
grounding line, the kinematic effect of the SCIR, revealed by the instantaneous
change in flow buttressing Kn, applies to both MacIS (directly upstream) and BIS
(oblique). The full dynamical, upstream directed, effect was only revealed by
comparing Kn between equilibrated prognostic models.
A key advantage of the force budget method of MacAyeal et al. (1987) is the ability
to resolve the magnitude and direction of individual drag force components, thus
allowing separation of the physical processes responsible for the net effective
resistance generated by a pinning point. However, the method does not address
the wider balance between driving and resistive stresses across the ice shelf. In
the case of zero basal shear stress, other resistive stresses must be responsible for
balancing the gravitational driving stress. This balance implies that the mechanics
of ice rumples and ice rises should be considered in the context of the whole ice
shelf system, rather than only locally. When a pinning point is removed and a
source of compression, basal and lateral drag is lost, resistive stresses elsewhere
must change to maintain the stress balance. The static nature of a force budget
analysis using observational data does not illuminate these interconnections and
feedbacks in the ice shelf dynamics.
A limitation of the force budget analysis conducted in Chapter 3 is the assumption
of a spatially uniform flow law rate factor B̄. In the real-world, the rate factor
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depends on ice temperature, CPO, damage and impurity content. All of these
physical properties are largely unknown across an ice shelf. Uncertainty in the rate
factor (estimated at 15% of B̄ based on variations in observed depth-averaged ice
temperature) contributes to uncertainty in the force budget. Neglecting to account
for spatial variation in B̄ will result in over or under-estimation of the drag terms,
in particular the dynamic drag. For example, overestimating B̄ (i.e., a failure to
account for strain heating and ice weakening) will lead to an underestimate of the
net dynamic drag term in the force budgets of ice rises and rumples, and in the
context of the larger ice shelf system (as simulated in a model), overestimation of
other resistive terms.
5.2 The dynamic response of the Ross Ice Shelf to
changes in pinning point configuration
The mechanical analysis in Chapter 3 raised questions that could not be addressed
by the force budget method alone. Dynamical effects of pinning points (e.g.,
changes in flow associated with changes in pinning point configuration) are far-
reaching across an ice shelf and therefore are unquantifiable with a static, mechan-
ical analysis of individual pinning points. Numerical model simulations of ice
shelf and ice stream flow were used to address this issue. Applying an inverse
approach to initialise the model allowed estimation of spatial variation in the flow
law rate factor, in effect, addressing a key limitation of the Chapter 3 results.
The numerical model experiments in Chapter 4 focus specifically on the SCIR in
the eastern RIS. These features are located 60 km downstream from the MacIS
and BIS and are of interest for four main reasons. First, the SCIR are lightly–
grounded features with a relatively small collective area, yet they contribute flow
resistance comparable to large ice rises. Second, the location of the SCIR provides
an opportunity to assess interactions with the grounding line and other grounded
features in the embayment (Roosevelt Island and the Shirase and Siple coastlines).
Third, the force budget analysis in Chapter 3 demonstrated considerable variation
in the basal drag magnitudes generated by each of the RIS pinning points. The
SCIR are in a useful location for examining the response of the whole ice shelf to
the value of the basal drag assigned to pinning point nodes in a model. Fourth, the
SCIR are not stable features. The amount of basal contact changes over centennial
timescales as interpreted from variations in the texture of downstream streaklines.
Future changes in pinning point configuration are possible as the inflow of warmer
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water masses may increase basal melt rates beneath the eastern RIS, resulting in
detachment from lightly–grounded pinning points such as the SCIR.
The dynamical and mechanical effects of the SCIR complex were examined with a
numerical ice sheet model of RIS and tributary ice stream flow. Pinning points in
the RIS are represented in the model domain as bathymetric rises with a friction
coefficient (basal drag) greater than zero applied to grounded pinning point nodes.
The model experiments in Chapter 4 begin from steady-state velocity and ice
thickness fields that capture all of the main flow features of the present-day RIS.
The model is perturbed by excavating the model bathymetry beneath the SCIR
to prevent contact between the ice shelf and seafloor. The perturbed model is
then stepped forward for 150 years to examine differences between ice shelf flow,
geometry and resistive stress distributions with and without the SCIR, as well as
the transient response of the ice shelf to removal of the SCIR. Ice rises are often
cited for their contribution to ice shelf stability, while the removal of an ice rise is
viewed broadly as a mechanism of retreat. The model experiments allow detailed
investigation into both of these ideas.
The term stability is used widely in general discussion of ice shelf configuration
and ice shelf–ice sheet interaction. Here, it warrants careful definition. A dy-
namically stable ice shelf–ice sheet system returns to a steady-state configuration
following a small perturbation (Hindmarsh, 1996). Maximum flow buttressing
number calculations (e.g., Fürst et al., 2016) address this concept by identifying ice
shelf regions that provide no flow resistance (stretching in all directions). If this
ice is lost, the rest of the system is expected to maintain a steady-state. Conversely,
loss of (or modification of) ice that contributes flow resistance requires the system
to transition to a new state. The configuration of the new state (for example, a
nearby steady-state or large scale retreat) depends on the size of the perturbation
(e.g., Waibel et al., 2018).
Different pinning point geometries will be associated with different stable states
when the grounding line lies across a prograde bed, and perhaps also across a
retrograde bed (e.g., Goldberg et al., 2009; Gudmundsson, 2013). In the present
study, the perturbation to steady-state ice shelf flow involved a change to a dy-
namical boundary condition: the presence or absence of pinning points. When
the SCIR were present, longitudinal compressive stresses generated by the ice
rumples reached the grounding line of MacIS and BIS. This configuration reduces
the rate of stretching and decreases ice velocities over the grounding line and the
main trunks of both ice streams. Decreased ice stream flow speeds extend ∼200
km upstream of the grounding line and cause grounding line advance relative
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to the configuration without the SCIR. Inclusion and exclusion of the SCIR from
the model domain cause the system to transition between two different, nearby
steady states.
Transients in ice thickness in the model experiments are also of interest in regard
to the concept of stability. Removing the SCIR modifies ice flow dynamics both
immediately and over multi-decadal time scales. The instantaneous increase in
ice velocity associated with the change in the stress boundary conditions (low
basal traction generated by the SCIR to no basal traction) is followed by a longer–
timescale adjustment in the coupled mass and momentum balance. Advection
drives the ice shelf to a new steady-state with a more uniform thickness, but while
this transition is happening, the form drag retains a decaying “memory” of the
perturbation to the thickness field caused by the SCIR.
The mechanism of unpinning used in the RIS model (excavation of the bathymetry)
maximises the response of the ice shelf to loss of mechanical contact with the
pinning points. If unpinning occurred via enhanced basal melting, the associated
pattern of thinning would modify the distribution of resistive stresses over the
whole shelf, thus obscuring pinning point effects including the ice shelf “memory”
of the thickness field associated with the SCIR. The unpinning mechanism used
in the present work is analogous to a rising sea level reducing the height above
buoyancy at the pinning points while the ice shelf thickness remains unchanged.
Removal of the SCIR has additional dynamic consequences for the grounding line
and ice streams. The ice thickness gradient at the grounding line steepens as the
ice shelf thins upstream of the former SCIR. A steeper surface slope increases the
driving stress, ice flow speeds up, mass flux increases in response to unpinning,
and the grounding line retreats. This sequence is simulated in the model experi-
ments as a 40 km retreat of a section of the MacIS grounding line. However, the
pattern of retreat is not an outcome of the changed resistive stresses alone. Retreat
is mediated by bathymetric highs, and the spatial pattern of basal traction (‘sticky
spots’) further moderates the grounded ice response to removal of the SCIR. Both
MacIS and BIS speed up and mass flux across the grounding line increases, but the
greater responsiveness of BIS to removal of the SCIR is facilitated by low traction
across the main ice stream trunk. Within the model, the interconnection between
ice streams and pinning points depends on the inferred distribution of the friction
coefficient beneath ice streams.
Basal traction beneath real-world ice rumples like the SCIR will vary temporally
in response to changes in flux from the grounded ice sheet, subglacial hydrology
and till strength at the pinning point base. In the model used here, subglacial till
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processes are encapsulated in the friction coefficient, a parameter held constant
over time once assigned. The model experiments demonstrated that the magnitude
of the friction coefficient (and resulting basal drag) assigned to ice rumple nodes
modified ice speed and thickness over the entire eastern sector of the RIS. Crevasse
patterns and streakline textures downstream of the SCIR indicate past changes
in pinning point configuration, and therefore till properties and basal hydrology
beneath the ice rumples are also likely to vary over time. This process, in turn,
could generate changes in pinning point basal traction that would provide an
explanation for observed ice shelf velocity and thickness transients (Lee et al.,
2012; Paolo et al., 2015) over a range of time scales.
5.3 Conclusions
The mechanical and dynamical effects of pinning points are timely mechanisms to
investigate given current observations of rapid ice mass loss along west Antarctic
coastal margins. In some cases, pinning points have been implicated as mecha-
nisms that mediate the rate of grounding line retreat, yet the flow-resisting forces
generated by smaller-scale pinning points such as the SCIR are often overlooked
in numerical models of the ice sheet–ice shelf system, potentially biasing the mag-
nitude and timing of simulated grounding line retreat and therefore projections of
the AIS sea level rise contribution.
The flow–regulating effects of pinning points should be examined in the context of
the whole interconnected ice sheet–ice shelf system. Due to the non-local nature
of the ice shelf momentum balance, a single perturbation in one location causes a
shift in the magnitudes of driving and resistive stresses elsewhere to maintain the
overall balance of forces. The resulting change in ice velocity drives additional
adjustment in ice geometry via changes in mass flux. In the model experiments
conducted here, upstream compression generated by Roosevelt Island increased
by ∼ 12% when the SCIR were removed. The wider RIS experiences larger along-
flow stretching and faster ice speeds across 30% of the ice shelf area (without the
SCIR), but these changes are also limited by the adjustments in the distribution of
other resistive stress components. A new balance of resistive stresses and new ice
velocity drives a redistribution of mass toward a configuration with more uniform
ice thickness gradients, increased mass flux, and a steady-state MacIS grounding
line located further inland.
Selection of the flow law rate factor affected some outcomes of the model exper-
iments. The rate factor represents the physical properties of ice (temperature,
CHAPTER 5. SYNTHESIS 150
crystal preferred orientation, damage) and within an ice sheet model, a realistic
distribution of this parameter helps to ensure a realistic ice velocity pattern. In the
case of ISSM, this is achieved by an inversion for the inverse form of the rate factor,
B̄, using observed velocity. As other authors have demonstrated (e.g., Berger et al.,
2016; Favier et al., 2016), a realistic representation of inferred B̄ depends on the
correct spatial resolution of pinning points within the model bathymetry and ice
shelf geometry. The present work showed that different B̄ distributions near the
SCIR generated different resistive stress distributions across the entire eastern
RIS. In other words, B̄ determined the magnitude of flow resistance generated
by the pinning points relative to other grounded features. If B̄ is too high along
pinning point shear margins (representing stiffer rather than softer, warmer ice),
flow routing around the feature is restrained, and in turn, grounding line position
and mass flux past the obstacle are incorrect. If B̄ is fixed to the model mesh
(held constant over time), flow resistance will not adjust correctly to changes in
pinning point configuration. Such inconsistencies and incorrect representations of
the physical properties of ice will generate errors when using models to project
future changes in ice shelf behaviour.
The force budget analysis (Chapter 3) showed that the basal drag generated by
the RIS pinning points varies by two orders of magnitude. This range also implies
variation in the bed properties (harder bedrock versus softer sediment) and the
subglacial till processes (e.g., deformability of till, subglacial hydrology) that
generate the basal drag. The implications of varying basal drag magnitudes were
investigated in detail in Chapter 4. In general, as basal drag increases, flow slows
over the upstream-most reaches of the ice rumples, causing local thickening and
steepening. Larger basal drag can support a steeper surface slope and while
this helps to maintain ice flux, some downstream thinning may occur and this,
in turn, presents a mechanism for changing ice rumple area without external
forcing. Modifying this boundary condition applied to the SCIR causes velocity to
change over approximately 30% of the RIS, across an area that extends from the
downstream reaches of MacIS and BIS to the ice shelf front.
5.4 Implications for future work
The total number of known ice rises and rumples embedded in Antarctic ice
shelves exceeds 500 (Matsuoka et al., 2015; Moholdt and Matsuoka, 2015). Given
the wide spatial coverage and accessibility of satellite-derived datasets, the force
budget analysis conducted in Chapter 3 could be extended to pinning points in
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other ice shelves. In addition to demonstrating the connection between individual
pinning points and flow resistance exerted on specific sections of the grounding
line, further use of the force budget method would provide data-driven estimates
of the basal drag generated by pinning points. This improved knowledge would in
turn inform the representation of pinning points in models, and prompt new work
on ice rumple basal processes including till mechanics and subglacial hydrology.
Small–scale pinning points such as the SCIR modify the mechanics and dynamics
of the ice shelf–ice sheet system, yet pinning point attributes are often misrepre-
sented in numerical ice flow models. The representation of a pinning point in
a model, including geometry, basal drag and the flow law rate parameter (ice
stiffness), controls mass flux past the obstacle and thus the behaviour of the wider
ice shelf. Improving the realisation of pinning points requires higher resolution
bathymetric datasets, or alternatively, more attention to the interpolation of bathy-
metric data around ice rumples and rises to achieve a pinning point size and
surface morphology consistent with the real-world feature. Future observations
that will lead to improvements in numerical modelling include radar profiles
to map the basal topography of pinning points at high resolution. Achieving
realistic projections of multi-decadal responses of the ice sheet–ice shelf system
to changes in pinning point configuration also requires realistic inferences of ice
properties and correct boundary conditions, or alternatively, better mathematical
representations of the underlying physical processes.
As Earth’s climate continues to warm, ice shelves will respond via changes in
surface and basal mass balance. Ice shelf thinning and loss of extent modify the
Antarctic contribution to sea level rise by reducing the ice shelf contribution to the
stress balance at the grounding line. Modifications to ice shelf geometry will drive
changes in the configuration of existing pinning points, while new pinning points
will emerge as the grounding line retreats. Pinning points contribute to the stress
balance of the coupled ice shelf–ice sheet system, and therefore, any changes to
pinning point configuration (formation, evolution or unpinning) will modify the
system response to climate forcing and the rate of grounding line retreat. Because
these interactions condition the grounding line response over multi-decadal time
scales, processes related to pinning point formation, evolution and unpinning
should be represented in numerical ice sheet models used to simulate the response
of the ice sheet–ice shelf system to climate forcing. Processes that should be
represented in models include:
1. The formation of new pinning points and transitions between ice rises and
rumples.
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As large–scale grounding line retreat proceeds, new pinning points will
emerge on subglacial highs beneath the newly configured ice shelf. The
representation of basal properties and the resolution of the bathymetry will
determine whether the feature is an ice rise (stagnant ice) or an ice rumple,
while time-evolving basal properties will allow simulations of transitions
from an ice rise to an ice rumple.
2. Ice shelf “memory” of pinning points following ungrounding.
The force budget and geometry of an ice shelf retains a memory of a pinning
point, even after unpinning, due to the slow advective timescale over which
the thickness perturbation associated with the former pinning point is re-
moved. The long time scale of the adjustment implies that excess form drag
will persist and may influence the rate of grounding line retreat.
These processes remain unaccounted for if pinning points are not represented
in models of the coupled ice sheet–ice shelf system. The over-simplification or
omittance of pinning points will cause both over- and under-estimates of their role
in the ice shelf and grounding line response to climate forcing.
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This appendix reviews the glaciological theory underpinning the force budget
analysis in Chapter 3 and the ice shelf modelling experiments in Chapter 4. Over
timescales relevant to ice sheet modelling, ice masses are viewed as a continu-
ous, flowing fluid. Large–scale flow dynamics are therefore described by the
fundamental equations of fluid mechanics. Three important tensor quantities in
fluid mechanics are introduced here — the stress, deviatoric stress and strain rate
tensors. These terms are related to each other by a constitutive relation for ice.
General equations for the conservation of mass and momentum provide a basic
framework for the analysis of ice shelf dynamics and mechanics (Hooke, 2005;
Cuffey and Paterson, 2010; van der Veen, 2013; Greve and Blatter, 2009). Two force
budget techniques developed to quantify resistive stresses at depth are reviewed.
A.1.1 Coordinate axes and notation
In three-dimensional space, the indices i, j denote the coordinate axes x, y, z in
a Cartesian coordinate system. z is the vertical coordinate. In each figure in this
thesis, datasets are mapped with a Polar Stereographic Projection with a central
meridian of 0◦ and a standard latitude of 71◦S.
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A.2 Overview of stress and ice deformation
A.2.1 The stress tensor
Mechanical stresses develop within a glacier as a reaction to the body force due
to overlying ice. Stress is a measure of the average force per unit area acting on
a material with the dimensions Pa or Nm−2. Nine stress components define the
stress state at single point within a three-dimensional volume element. These
components form a second order tensor, the Cauchy stress tensor σ
σ = σij =
σxx σxy σxzσyx σyy σyz
σzx σzy σzz
 (A.1)
where i, j = x, y, z denote the three axes within a Cartesian coordinate system. The
subscript i is the perpendicular direction to the surface on which a stress acts and
j is the direction of the stress vector. Diagonal components of σ (σxx, σyy, and σzz)
are normal stresses and the remaining off-diagonal components are shear stresses.
Normal stresses acting on a volume of ice result in compression (- σii) or tension (+
σii) and shear stresses result in traction.
The stress state (or stress tensor) within a fluid can be imagined as a cube repre-
senting an infinitesimal volume element (Fig. A.1). The stress acting on the plane
perpendicular to the x-axis (i.e., the yz plane) has three components, a normal
component σxx, and two shear components σxy and σxz. Similarly, the remaining
two planes each have three stress components. The stress tensor is symmetric
(σij = σji) as required by the conservation of angular momentum and therefore
only six components of the stress tensor are independent.
A.2.2 The strain rate tensor
Deformation is induced by stress gradients in the ice. It can be quantified as
strain, ε, the relative displacement of particles from a reference state to a new
configuration within the continuum material. Strain rate is the time derivative
of the relative displacement and for cases with small displacement gradients,
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FIGURE A.1: Stress vectors acting on an infinitesimal volume element represented
by a cube. Identical but opposing stresses act on the concealed cube faces.
In three dimensions, the Cauchy strain rate tensor ε̇ij is
ε̇ij =
ε̇xx ε̇xy ε̇xzε̇yx ε̇yy ε̇yz
ε̇zx ε̇zy ε̇zz
 (A.3)
The strain rate tensor is symmetric with six independent components. The diag-
onal components (ε̇xx, ε̇yy, ε̇zz) of ε̇ij describe the rate of stretching (positive) and
compression (negative), and the off-diagonal components describe the shear strain
rates.
ε̇ij is a second order tensor with three invariants. Tensor invariants are scalar
quantities that are independent to rotation of the coordinate system. The first
and second invariants of ε̇ij have a physical significance within glacier mechanics.
Summing the diagonal components of ε̇ij gives the rate of volume change of
ice undergoing deformation, the first invariant ε̇I of the strain rate tensor. ε̇I =




1/2 is an additive measure of the total strain rate.
A.2.3 The deviatoric stress tensor
The deformation of glacier ice is independent of the hydrostatic pressure (P =
σxx + σyy + σzz) (Rigsby, 1958) and is instead described by deviatoric stresses
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(Glen, 1958) or resistive stresses (van der Veen and Whillans, 1989a) rather than
the Cauchy stress tensor. Deviatoric stresses describe the deviations of the stress
state from the isotropic stress state and the deviatoric stress tensor τij is defined as
τij =
τxx τxy τxzτyx τyy τyz
τzx τzy τzz
 =
σxx − σM σxy σxzσyx σyy − σM σyz
σzx σzy σzz − σM
 (A.4)
τij = σij + σMδij (A.5)
where δij is the Kronecker delta (δij = 1 when i = j and δij = 0 when i 6= j) and the




(σxx + σyy + σzz). (A.6)
Negative σM values imply compression, while positive σM values imply extension.
A.3 Conservation equations
A.3.1 Conservation of momentum
The momentum balance equations are derived from Newton’s second law of
motion. Ice flow speeds are sufficiently slow to neglect acceleration and the conser-
vation of linear momentum reduces to an equilibrium of forces. The momentum
equations thus express the balance between the gravitational force acting on a
volume of ice and the forces applied to the surface. The stress tensor σ represents
the surface forces per unit area. The net force that must balance gravity ρg arises
from gradients in stress across a volume of ice.
If ∂x · ∂y · ∂z defines the dimensions of an infinitesimal volume element (Fig.
A.2), the normal stress acting on the right face of the element in the horizontal
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FIGURE A.2: The normal stress in the x-direction acting on an infinitesimal volume
element.
















gives the net normal force acting on the element in the x-direction. Dividing Eq.




Similar terms are derived for the net force associated with the shear stresses σxy
and σxz acting in the x-direction. Altogether, the balance of forces acting on a










The first term represents the normal forces acting on a body of ice in the x-direction.
The second and third terms represent the shear forces in the x-direction, acting on
the sides of the cube normal to the y and z axes. Similarly, the balance equation in
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In the z-direction, the gravitational body force acts vertically downward and the









− ρg = 0. (A.13)
These equations represent the conservation of linear momentum and are the
starting point for modelling ice flow. Written compactly, this is
∇ · σ + ρig = 0 . (A.14)
A.3.2 Conservation of mass
Mass continuity requires that the flux out of a volume must balance the flux into
the volume plus any source within the volume. This is expressed as
∂ρ
∂t
+∇ · (ρu) = 0 (A.15)
where ρ is the fluid density and u is the flow velocity field. The divergence
term represents the difference in mass entering versus leaving the system and
the time derivative represents the accumulation (positive or negative) of mass in
the system. Ice is an incompressible material and the general mass conservation
equation reduces to a volume continuity equation
∇ · u = 0. (A.16)
Integrating Eq. A.16 from the base to surface of the ice column using basal and
surface accumulation rates as boundary conditions gives
∂H
∂t
= −∇ · (ūH) + ȧ− ḃ (A.17)
where H is the ice thickness, ū is the depth-averaged velocity, ȧ is the surface
accumulation rate and ḃ is the basal accumulation rate.
A.4 The constitutive relation for ice
Under stresses characteristic of normal glacier flow (50 to 150 kPa), the relationship
between the shear strain rate of polycrystalline ice and the dominant shear stress
187 A.4. THE CONSTITUTIVE RELATION FOR ICE
follows a simple power law relationship known as Glen’s flow law (Glen, 1952)
ε̇ = Aτn (A.18)
where ε̇ is the strain rate, τ is the shear stress, and A and n are the flow parameters
(discussed further in Section A.4.1). In its original form, Glen’s flow law applies to
simplified cases with uniaxially deformed ice.
Building on the work of Glen (1952), Nye (1953) stated that deformation is the
result of all stresses acting on a fluid with normal and shear stresses acting in three
dimensions. Nye (1953) generalised Glen’s flow law for complex stress systems
by incorporating a term that describes the overall state of stress and deformation
— the effective deviatoric stress (the second invariant of deviatoric stress tensor).
Similarly, the effective strain rate (the second invariant of the strain rate tensor) is





























Two assumptions underlie the constitutive relationship between stress and strain,
namely that ice is an incompressible and isotropic material with no preferred
crystal orientation. This implies that the principal axes of the strain rate and
stress tensor are parallel and that each strain rate component is proportional to
the corresponding deviatoric stress component. This relation is summarised as
ε̇ij = λτij (A.21)
where ε̇ij is the strain rate tensor, τij is the deviatoric stress tensor and λ is a scalar
function linking stress to strain that is dependent on ice temperature, ice fabric
and the overall stress state.
As proposed by Nye (1953), ice deformation is the result of all stress components
acting on a fluid. Nye (1953) formalised the relation between ε̇e and τe as
ε̇e = Aτne (A.22)
where A and n are the flow parameters (discussed further in Section A.4.1). Be-
cause ice is an (assumed) incompressible, isotropic material, the second invariants
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of τ and ε are proportional to each other
ε̇e = λτe. (A.23)
Combining Eq. A.22 and Eq. A.23 gives
λ = Aτn−1e . (A.24)
Eq. A.24 is the statement that for a non-Newtonian fluid, λ is dependent on the
overall state of stress τe (in contrast to a Newtonian fluid). λ is also dependent on
A, a parameter that accounts for ice temperature, density, and potentially other
material properties. Finally, the constitutive relation for ice, the generalised Glen’s
law, is derived by combining Eq. A.21 and Eq. A.24
ε̇ij = Aτn−1e τij. (A.25)
Ice dynamics applications apply the inverse form of Eq. A.25 to infer stresses from
strain rates. The inverse form expresses τij as a function of effective viscosity η
and strain rate
τij = 2ηε̇ij (A.26)






η decreases (and ice softens) as the deviatoric stress increases. Using Eq. A.26 and





A.4.1 The flow law parameters
A.4.1.1 The flow law rate factor A
The rate factor A relates the deviatoric stress to the minimum strain rate attained
during steady-state secondary creep. A encapsulates all factors that affect this
relationship but depends primarily on ice temperature. Other variables that affect
A include the ice fabric (crystal structure, crystal orientation, grain size) impurity
concentration, ice density, water content, and the deformation history (e.g., the
presence of damage such as crevasses). The temperature dependence of the rate
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factor A is typically described by an Arrhenius-type relationship






where A0 is the prefactor, Q is the activation energy for creep, P is the pressure
(a positive value indicates compression), V is the activation volume for creep, R
is the universal gas constant, T is the ice temperature, and P is the hydrostatic
pressure.
A.4.1.2 The flow exponent n
The non-linearity between stress and ice deformation is described by the flow
exponent n (when n > 1). n = 1 reduces the constitutive relation a Newtonian
fluid case, while n→ inf implies a perfectly plastic material. A value of n = 3 is
appropriate to approximate the non-linear flow of glacier ice, although extensive
field campaigns and laboratory experiments have revealed a plausible range of
n =1.5 to 4 (Weertman, 1983).
A.5 The force balance
A.5.1 Introduction
Force balance analysis is an examination of the terms involved in the balance
between the gravitational driving force compelling ice to flow and one or more
resistive forces. Individual resistive terms represent the physical processes con-
trolling glacier flow. This section begins by reviewing the force budget theory of
van der Veen and Whillans (1989) and details how the force budget components
are derived from measurable quantities. A specific application of the force bud-
get theory developed to quantify resisting forces generated by ice rises is also
reviewed here. The force budget equations derived by van der Veen and Whillans
(1989) are included because they form an intuitive starting point to understand the
equilibrium of forces acting on glacier flow. This method is a mechanical approach
(it resolves the balance between resistive forces and the gravitational driving force)
appropriate to resolve the resistive forces acting on a section of a glacier or ice
stream (e.g., Price et al., 2002; Stearns et al., 2005; van der Veen et al., 2014; van der
Veen, 2016). The MacAyeal et al. (1987) version of the force budget equations is
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applicable to any object or obstacle in space, and the resistive forces generated by
that obstacle are resolved.
A.5.2 Analytical methods to evaluate the force balance
Force budget analysis evaluates the large scale mechanisms controlling the flow of
glaciers. The overarching goal is to quantify individual resistive forces generated
by the glacier bed, the valley walls and along-flow obstacles, and the relative role
of each resistive term in opposing glacier flow. Glaciers are effectively in static
equilibrium and therefore these resistive forces must balance the gravitational
driving force. Expressed another way, force balance analysis quantifies the fraction
of the driving force resisted by friction at the glacier bed (basal drag) versus
dynamically by the glacier (lateral and longitudinal stresses). In practice, the
driving stress is determined from glacier geometry and other stress terms are
determined from strain rates via Glen’s flow law. Basal drag is the residual
quantity that balances the force budget equation. This force budget technique
is an indirect method to investigate interactions between ice dynamics and the
underlying glacier bed.
A.5.3 Force balance theory
Following van der Veen and Whillans (1989), the Cauchy stress tensor is parti-
tioned into the resistive stress tensor R and the lithostatic stress L
σij = Rij + Lδij (A.30)
The lithostatic stress L is defined as the weight of ice above a given level i.e.,
L = −pg(h − z) where h is the surface elevation. Glacier flow is driven by
horizontal gradients in L. Instead of using deviatoric stresses, this force budget
technique evaluates the balance between the lithostatic stress (the stress due the
weight of the ice) and the resistive stresses Rij (stresses associated with glacier
deformation). After partitioning the Cauchy stress tensor into R and L, the stress
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equilibrium equations (Eq. A.11 to A.13) become
























∂(Rzz − ρg(h− z))
∂z
− ρg = 0. (A.33)
To derive the force balance equation in the x-direction, Eq. A.31 is integrated from












+ Rxz(h)− Rxz(b) = 0. (A.34)


























+ Rxz(h)− Rxz(b) = 0.
(A.35)
Applying a stress-free surface boundary condition (i.e., the shear stress acting on







− Rxz(h) = 0. (A.36)
The equilibrium of forces (Eq. A.35) in the x-direction then becomes


















Rxy dz.︸ ︷︷ ︸
lateral drag
(A.37)
Eq. A.37 states that the gravitational driving stress in the x-direction τdx is balanced
by the sum of the basal drag, longitudinal stress gradients, and transverse stress
gradients (lateral drag). It should be noted that positive longitudinal gradients
indicate extension while negative gradients indicate compression. The force
balance in the horizontal x-direction (Eq. A.37) is rewritten as (van der Veen and
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Whillans, 1989a)











A similar equation can be written for the horizontal y-direction. If we assume that
the resistive stresses are constant with depth, the force balance equation is







where τd is the driving stress, τb is the basal drag, H is the ice thickness, Rxx is
the longitudinal resistive stress and Rxy is the lateral drag. The bar denotes a
depth-averaged value. Eq. A.39 is the expression used when applying the force
budget technique to a section of a glacier or ice stream (e.g., Price et al., 2002; van
der Veen et al., 2014). The gravitational driving stress is τdx is a function of the ice





where ρi is the ice density, g is acceleration due to gravity, H is the ice thickness
and h is the elevation of the ice surface above sea level.
Resistive stresses in the along- and across-flow directions can be found by rotating
the components to a flow-following system. Written in terms of deviatoric stresses
R̄ll = 2τll + τtt + Rzz (A.41)
R̄lt = τlt (A.42)
R̄tt = 2τtt + τll + Rzz (A.43)
where l indicates the along-flow direction, t indicates the across-flow direction
and Rzz is the vertical resistive stress (equal to zero for most applications). In
practice, the resistive stress terms are determined from surface strain rates using












e (2ε̇tt + ε̇ll) (A.46)
where B̄ is the inverse form of the flow law rate factor A (Eq. A.29).
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A.5.4 The force budget technique of MacAyeal et al. (1987)
The force budget calculation of MacAyeal et al. (1987) quantifies the effective
resistance generated by an ice rise within an ice shelf. This approach partitions
the net traction vector acting on an imaginary contour surrounding an ice rise
into form drag and dynamic drag components. Form drag is due to the size
and shape of the obstacle within the flow field while dynamic drag is due to the
viscous deformation of ice flowing over or around an obstacle. The form drag and
dynamic drag components correspond to the lithostatic stress and the horizontal
resistive stress components of van der Veen and Whillans (1989), respectively. Both
techniques separate the resistive stresses associated with ice deformation (and
dependent on the constitutive properties of ice) from the glaciostatic/lithostatic
contribution to the force balance.










where σ is the stress tensor, zs and zb represent the ice shelf surface and basal
elevation, and z is the vertical coordinate. At sea level, z = 0. Γ represents the
boundary polygon enclosing the pinning point. This polygon is comprised of
multiple segments of length dλ. n̂ is an outward pointing unit vector.
The mean normal stress σM (Eq. A.6) can be expressed in terms of the glaciostatic




ρ (ξ) gdξ + τzz (A.48)
where ρ is the local density of ice or firn, and ξ is a dummy variable of integration.
Eq. A.48 describes the differences in pressure within the ice shelf and therefore
forms the basis of the form drag calculation.
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τij · n̂ + (τxx + τyy)n̂
}
dzdλ. (A.51)
(τxx + τyy) is substituted for −τzz in Eq. A.51 because the normal components of
the deviatoric stress tensor sum to zero as required by the condition of incompress-
ibility.
A.5.5 Ice shelf ’buttressing’ calculations
The ice shelf buttressing concept has been quantified by several authors (e.g.,
Borstad et al., 2013; Gudmundsson, 2013; Fürst et al., 2016). This approach pro-
vides an alternative to the feature-specific force budget analysis of MacAyeal
et al. (1987). In the context of ice shelf mechanics, buttressing is a normal force
exerted on upstream grounded ice by the ice shelf. This buttressing force is the
resistive force generated as ice flows past lateral margins or by local grounding
that in turn modifies the stress balance at the grounding line. Decreases in ice
shelf buttressing are associated with ice shelf thinning and basal melting, calving,
and unpinning of ice rises or rumples. ‘Buttressing’ of the grounding line has
been quantified by comparing the ice shelf stress budget at the grounding line
to the hypothetical stress budget with the ice shelf removed (Borstad et al., 2013;
Gudmundsson, 2013). Fürst et al. (2016) re-imagined the concept of buttressing as
a normal force exerted on any upstream ice (floating ice shelf, or grounded ice) and
used a non-dimensional ‘buttressing number’ to quantify this. Reese et al. (2018)
coined the term ’telebuttressing’ to acknowledge the long-distance consequences
of a perturbation to the ice shelf stress regime due to the non-local nature of the
momentum balance.
A.5.5.1 Buttressing numbers
A buttressing number (Fürst et al., 2016) is a non-dimensional quantity in which
the buttressing force is normalised by the hypothetical force exerted by the ocean
if all downstream ice were removed. The buttressing force is defined as the
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normal force exerted on upstream ice in a given horizontal direction and the flow














The interpretation of Kn in the along-flow direction is as follows:
• Kn > 1 indicates a compressive stress regime. Higher Kn values imply
increased buttressing.
• Kn ≤ 1 indicates unbuttressed shelf ice. The ice shelf is not transmitting any
resistance additional to the seawater pressure.
• −Kn indicates stagnant ice dragged along by faster flowing ice.
Ice that is not providing buttressing in the flow direction can contribute buttressing
in another direction (i.e., the largest compressive stress is not necessarily oriented
in the along flow direction). Maximum flow buttressing (in any direction) is
computed in the direction n̂ of the most compressive principal stress. If ice is
unbuttressed in all directions, the ice is considered to be passive shelf ice, that is,
not contributing to the buttressing effect.
The interpretation of maximum Kn is as follows:
• Kn > 1 indicates a compressive stress regime.
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A contour is comprised of N segments with the subscript j denoting the segment
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ABSTRACT. Ice shelves regulate the rate of ice-sheet discharge along much of the Antarctic coastline.
Pinning points, sites of localised grounding within floating ice, can in turn, regulate the flow and thick-
ness of an ice shelf. While the net resistive effect of ice shelves has been quantified in a systematic way,
few extant pinning points have been examined in detail. Here, complete force budgets are calculated and
examined for ice rises and rumples in the Ross Ice Shelf, West Antarctica. The diverse features have dif-
ferent effects on ice shelf mechanics that do not depend simply on their size but may, we conclude,
depend on the properties of seafloor materials.
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INTRODUCTION
The floating ice shelves surrounding much of the Antarctic
coastline limit mass flux from the interior of the continent
(Thomas, 1979; Dupont and Alley, 2006). As a result,
changes in ice shelf geometry and dynamics can cause
changes in the mass of grounded ice. Ice shelf attributes
such as thickness, flow and grounding line position depend
in part on the budget of forces in the floating ice. The force
budget, in turn, depends on resistive forces originating in
lateral drag along embayment walls and areas of localised
grounding on elevated seabed topography, called pinning
points (Matsuoka and others, 2015).
Pinning points provide resistance to ice shelf flow by
modifying the balance of forces within the floating ice.
Each pinning point and the grounded ice above it forms, in
effect, an obstacle to ice shelf flow. The obstacle generates
a reaction force that acts upstream, in opposition to the gravi-
tational driving stress that compels the ice to flow. Because
the balance of forces in floating ice is non-local, this reaction
force has an effect everywhere in the ice shelf. Of particular
interest with respect to ice-sheet stability, pinning points may
affect the dynamics of the grounding zone and tributary gla-
ciers, potentially decreasing mass flux in comparison with
unrestrained flow (Goldberg and others, 2009; Favier and
others, 2012; Fried and others, 2014; Favier and Pattyn,
2015). The magnitude and significance of the dynamic
effect appears to depend on the sizes and locations of
pinning points (Matsuoka and others, 2015) although this
has not been examined in detail.
As localised grounding modifies the balance of forces,
further mechanical effects arise. Compression upstream of a
pinning point generates thickening, which itself modifies
the force balance and may cause additional grounding
(Fried and others, 2014). Shear along the margins of a
pinning point resists ice shelf flow but shearing may also gen-
erate crevasses, rifts and other mechanical effects such as the
development of a crystal preferred orientation (MacAyeal
and others, 1998; Hulbe and Fahnestock, 2007; Hudleston,
2015). Over time, this may reduce the resistive effect of a
pinning point. Downstream of a pinning point, extension
together with a redirection of mass flux causes the ice to be
thinner than it would otherwise be. Indeed, the non-local
nature of the momentum balance in floating ice means that
any local change in ice thickness must have shelf-wide con-
sequences as explored, for example, by Campbell and
others (2018) and Reese and others (2018). All together,
these effects may modify the spatial pattern of a pinning
point’s influence on the overall force budget over time.
Pinning points can be classified according to their geom-
etry. Ice rises have a distinct dome-shaped topography asso-
ciated with stagnant or very slow ice motion over a frozen
base. Ice shelf flow diverges around the topographic rise
and ice rises are often elongated in the direction of ice
flow. Ice rumples have more irregular shapes and are rela-
tively small compared with ice rises, rising <100 m above
the ice shelf surface. The ice in a rumple is in contact with
the sea floor and continues to flow directly over the grounded
area. Despite their relatively small size, ice rumples still play
an important role in determining the balance of forces within
an ice shelf (e.g., Berger and others, 2016).
Ice rises and rumples are common features of the Ross Ice
Shelf (RIS), Antarctica’s largest ice shelf. Large ice rises
include Crary Ice Rise (CIR), Roosevelt Island (RI) and
Steershead Ice Rise (SIR) (Fig. 1). Many smaller, unnamed
ice rumples are located in the eastern sector of the RIS,
near the Shirase and Siple Coasts. With the exception of RI,
ice rises and rumples are largely absent across the calving
front and in the central and western regions of the RIS. The
majority of the RIS pinning points are distributed downstream
from the large, fast-flowing Siple Coast ice streams that form
the main pathway for ice flowing from the interior of theWest
Antarctic Ice Sheet (WAIS) to the RIS.
Since the Last Glacial Maximum, the grounding zone of
the WAIS/RIS has retreated ∼1300 km inland from the con-
tinental shelf edge (Conway and others, 1999). Continental
shelf morphology has mediated the RIS’s prolonged history
of retreat (Anderson and others, 2014; Matsuoka and
others, 2015). Although the RIS is relatively stable
(Pritchard and others, 2012; Campbell and others, 2018),
model simulations project a pattern of greater basal melt
rates in the eastern sector of the RIS generated by the
inflow of water masses from the east (Schodlok and others,
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2016). Basal melting can result in both grounding line retreat
and detachment from pinning points. With this unpinning,
the balance of forces across the whole ice shelf will
change, and as a result, ice flow speed and thickness will
change as well. Pinning points will continue to mediate the
response of the RIS to climate change, albeit with different
configurations than at present.
Here, we quantify the mechanical effects of pinning points
in the RIS as they appear today using a force budget approach
(MacAyeal and others, 1987). This approach partitions drag
exerted on the ice shelf into components arising from differ-
ent processes. The magnitude of the net effective resistance
we calculate using these components is analogous to Fürst
and others (2016) maximum buttressing number. First, we
present a detailed mechanical inventory of the RIS pinning
points. Second, the resistive forces exerted by the RIS
pinning points on surrounding ice shelf flow are quantified.
Several pinning points are examined in detail with the aim
of elucidating the full range of effects that pinning points
may have on ice shelf behaviour.
RIS PINNING POINTS
Fifteen pinning points and pinning point complexes are con-
sidered here. The coastlines of the associated ice rumples
and rises were digitised from the MODIS Mosaic of
Antarctica (MOA; Haran and others, 2014) and individual
Landsat 8 panchromatic band images. The resolution of the
imagery is 250 and 15 m, respectively. Where ice rumple
perimeters were indistinct, changes in ice surface elevation
associated with localised grounding were identified in the
Geoscience Laser Altimeter System (GLAS) 500 m DEM of
Antarctica (DiMarzio, 2007). The traces of some ice rumple
perimeters differ in detail from those inventoried by
Matsuoka and others (2015) and one additional feature, a
very small ice rumple (3 km2) nearby Deverall Island (#2),
is included (ice rumple #15) (Fig. 1).
The persistence of each pinning point can be inferred from
downstream flow features in the ice shelf such as crevasses
and streaklines (Fahnestock and others, 2000). Streaklines
stretching downstream from CIR and the Shirase Coast Ice
Rumples (SCIR) extend to the ice shelf front indicating that
these pinning points are long-lived features, persisting for
hundreds of years. The crevasse track originating from SIR
does not extend to the ice shelf front and it can be inferred
that the ice rise became well-grounded 350–400 years ago
(Fahnestock and others, 2000). Traces downstream of the
small pinning points offshore from RI are visible only a few
kilometres downstream, indicating formation within the last
100–200 years although snow cover may obscure part of
the record. Where they are long-lived, changes in streakline
character may reveal changes in pinning point morphology
and degree of grounding over time. A streakline originating
from the easternmost edge of the SCIR is wider and more
undulating further downstream than closer to the ice
rumples, suggesting a greater degree of grounding or a
larger feature between 400 and 700 years ago. Smaller
rumples or lightly grounded features do not generate crevasse
patterns or streaklines that are detectable in satellite images
and their persistence over time is more difficult to investigate.
DATA
Velocity and strain rate
Strain rates derived from observed ice shelf flow are used in
the ice mechanics analysis. Here, components of the infini-
tesimal strain rate tensor _eij are calculated as spatial gradients








Fig. 1. Pinning points within the Ross Ice Shelf. Larger pinning points are labelled: SCIR= Shirase Coast Ice Rumples, RI= Roosevelt Island,
CIR= Crary Ice Rise, SIR= Steershead Ice Rise. The colour map of velocity magnitude is a synthesis of the Landsat 8 and MEaSUREs velocity
data overlayed onto the MODIS MOA (Haran and others, 2014). The white line represents the grounding zone (Bindschadler and others, 2011).
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where the subscripts i and j represent the horizontal direc-
tions x and y, and u represents the flow velocity with compo-
nents ux and uy.
Two different velocity datasets are used in the present
work. North of 82.5°S, strain rates are calculated from the
Landsat 8-derived flow velocity dataset (K. Alley, pers.
comm., 2016, Fahnestock and others, 2016). The resolution
is 750 m and errors on individual velocities vary from 5 to 10
ma−1. This dataset represents the time interval between 2013
and 2016 when the images were acquired. South of the
Landsat 8 limit, we use the MEaSUREs velocity dataset, avail-
able at 450 and 900 m resolution (Rignot and others, 2011a).
The 900 m resolution product, which has data gaps but lacks
some of the artefacts present in the 450 m resolution product
is used in the ice mechanics analysis to minimise artefacts in
the strain rate calculation. This velocity product was
assembled from multiple interferometric synthetic aperture
radar datasets acquired between 2007 and 2009 with
errors varying from 3 to 5 ma−1 over the RIS (Rignot and
others, 2011b). Errors on strain rates computed directly
from the gridded velocity would be very large, of the order
of 0.01 a−1. Thus, strain rates are averaged over several
grid cells to reduce noise, as discussed further in the
Application section.
Ice shelf thickness
Ice shelf thickness may be inferred from surface elevation
(freeboard) by assuming that the ice is floating in hydrostatic
equilibrium (e.g., Griggs and Bamber, 2009; Le Brocq and
others, 2010). The thickness H is calculated
H ¼ ðs f Þρw
ρw  ρi
þ f ð2Þ
where s is the surface elevation above mean sea level, ρw is
the density of ocean water (1028 kg m−3) and ρi is the density
of ice (917 kg m−3). Where ice runs aground, the difference
between the surface elevation and the Bedmap2 bed eleva-
tion is computed. The firn density correction f reduces H to
the ice shelf thickness when the firn layer is compacted to
ρi. f on the RIS varies between 16 and 19 m (van den
Broeke and others, 2008). s is obtained from the GLAS 500
m DEM of Antarctica (DiMarzio, 2007). This DEM was
created from repeat observations of surface elevation
acquired between February 2003 and June 2005.
Each measured value in Eqn (2) introduces error into the
final ice shelf thickness map. The firn correction has a
reported uncertainty of 4 m along the RIS grounding line
(van den Broeke and others, 2008). The original authors of
the GLAS 500 m DEM do not report its uncertainty, though
a related analysis on the Amery Ice Shelf uses 0.08 ± 0.82 m
for the mean and standard error (Wen and others, 2010). In
view of this, a conservative estimate of the uncertainty in
surface elevation, 1 m, is used here, although the actual
uncertainty for the RIS is probably much smaller due to its
low surface slope. Uncertainties associated with each compo-
nent are added in quadrature (Taylor, 1997, p. 75). All
together, the uncertainty in H is 34.3 m (1σ). In comparison,
the Bedmap2 ice thickness has a reported error of 150 m for
the RIS (Fretwell and others, 2013). Uncertainty in H is used
later to assess the uncertainty in the force budget components.
The thickness of ice above buoyancy Hab indicates the
degree of groundedness of a pinning point. When Hab is
larger, tides are less likely to affect the ice and more thinning
(or sea-level rise) is required to lose contact with the sea floor.
For reference, the tidal amplitude in the RIS cavity is <±1 m
(Padman and others, 2003). The calculation
Hab ¼ ðH f Þ þ ðρw=ρiÞb ð3Þ
requires bed elevation b but this is not well resolved beneath
the smallest ice rumples. b is obtained from the Bedmap2
bed elevation dataset (Fretwell and others, 2013).
Inverse rate factor
The depth-averaged flow law inverse rate factor B is used to
convert strain rates into stresses. It is expected to vary across
the ice shelf as a function of ice temperature and perhaps
other ice material properties (Cuffey and Paterson, 2010,
p. 64–72). B can be inferred from other quantities in the
force budget calculations but without explicit knowledge of
ice temperature, cannot be independently calculated.
Observed depth-averaged temperature profiles for the RIS
indicate that a B value of 1.6 × 108 Pa s1/3 is appropriate.
Depth-averaged temperatures for the J9 borehole nearby
CIR (Clough and Hansen, 1978; MacAyeal and others,
1987; Engelhardt, 2004) and the Little America borehole
nearby RI (Crary, 1961) are −16.31°C and −17.11°C,
respectively. These temperatures correspond to a B range
of 1.57 × 108 to 1.63 × 108 Pa s1/3 (Cuffey and Paterson,
2010, p. 75). In addition, Jezek and others (1985) calculated
the average rate factor A for the RIS from strain rate measure-
ments and inferred values of the backstress σb. They deter-
mined A= 2.3 × 10−25 Pa−3 s−1, which corresponds to a B
of 1.63 × 108 Pa s1/3.
Uncertainty in B also arises from regional variations in
ice temperature and material properties and therefore is
difficult to quantify. From the existing borehole temperature
measurements, we use ±2°C as a conservative estimate of
the variation in depth-averaged ice temperature. Varying a
depth-averaged temperature of −16.7°C by ±2°C gives a
B uncertainty range of 1.49 × 108 to 1.72 × 108 Pa s1/3.
Applying this uncertainty in the error propagation thus
accounts for the application of a uniform B in the conversion
of strain rates into stresses.
FORCE BUDGETS OF PINNING POINTS
The effective resistance generated by each of the RIS pinning
points can be quantified using a local force budget calcula-
tion (MacAyeal and others, 1987). In this approach, the net
traction vector acting on an imaginary contour Γ surrounding
the pinning point and its associated grounded ice is parti-
tioned into form drag and dynamic drag components esti-
mated from observed quantities. Form drag is due to the
size and shape of the obstacle within the flow field.
Dynamic drag is due to the viscous deformation of the ice
around the obstacle. While other approaches have been
used to generate an all-encompassing buttressing parameter
(Borstad and others, 2013; Gudmundsson, 2013; Fürst and
others, 2016), our method calculates individual form drag
and dynamic drag components and resolves the directional
effects of the flow resistance generated by pinning points.
Form drag Ff is the glaciostatic contribution to the net
resistance. Ice rises and rumples that are relatively stream-
lined in the flow direction generate less disturbance to the
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thickness field and less Ff than pinning points that are
oriented transverse to flow. When the thickness of the ice
shelf is uniform, Ff is zero. Ff is calculated by dividing the
contour Γ around an ice rise or rumple into length elements














where g is acceleration due to gravity (9.81 ms−2). The
second and third terms account for the lower density of the
firn layer using the constants α and β from the usual depth-
density relation (Cuffey and Paterson, 2010, p.19)
ρðzÞ ¼ ρi  α expðβðzs  zÞÞ ð5Þ
where ρ(z) is the density at depth z, zs is the z-coordinate of
the ice-shelf surface, and ρi is the density of ice at the surface.
α and β vary across the ice shelf and cannot be calculated
without prior in situ measurements of the firn density
profile. Values of α= 608 kg m−3 and β=−0.043 m−1 are
used here (MacAyeal and others, 1987).
Dynamic drag Fd is the viscous resistance associated with
ice deformation around an ice rise or rumple. Fd reaches a
maximum when ice velocity around a pinning point





2vzH _eij  n̂þ ð _exx þ _eyyÞn̂
 
dλ ð6Þ
where vz is the effective depth-averaged viscosity and _eij is





where B is the depth-average, inverse flow-law rate constant
and n= 3 is the flow-law exponent. The effective strain rate
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The local significance of Ff and Fd can be assessed by cal-
culating the imaginary resistive force that would exist at the
same location on the ice shelf, but in the absence of the
pinning point. In this situation, the region contained within
the contour Γ consists only of floating ice shelf with the
pinning point replaced by seawater. The force transmitted














The difference between (Ff + Fd) and Fw is the effective
resistance Fe, the total reaction force arising from contact
between the pinning point and the base of the ice shelf
Fe ¼ Ff þ Fd  Fw: ð10Þ
For an area of floating ice shelf free of ice rises or rumples,
Fe should equal zero or fall within the uncertainty range
of zero given the satellite-derived data available for this
calculation. When the magnitude of Fe for an ice rumple is
within the uncertainty of zero, the feature cannot be
claimed to make a contribution to flow resistance.
Uncertainty in the forcebudget calculation arises from (1) the
errors in the velocity data and strain rates calculated from vel-
ocity gradients; (2) error in the GLAS 500 m DEM and inferred
ice shelf thickness; and (3) the estimated B value (Table 1).
Uncertainty in derived quantities is evaluated by adding the
individual sources of error in quadrature (Taylor, 1997, p. 75).
Application
The force budget analysis is applied to the RIS ice rises and
rumples listed in Table 2. Ice rumples nearby one another
(e.g., the SCIR complex, CIR and its offshore rumple #1b)
are treated as a single feature contained by a single closed
contour Γ. Terms in the force budget are calculated along cir-
cular or elliptical shaped contours composed of numerous
smaller segments. Each contour encloses the surface features,
small areas of floating ice shelf surrounding the pinning
point, and any regions of crevassing originating from the
ice rise or rumple. The contour boundary can be imagined
as a vertical cylinder intersecting the ice shelf. The number
of segments comprising each contour is scaled to the size
of the ice rise or rumple.
Ice thickness and strain rate components must be interpo-
lated from the gridded datasets to the polygon vertices. Two
methods were tried and compared. The first method applied
linear interpolation to return strain rate and thickness at each
vertex. In the second method, average values were calculated
within a fixed radius around each vertex. The averaging radius
is varied according to the nearness of the pinning point to
other grounded features. The second method was preferred
because spatial averaging reduces noise in the input datasets
and consequently the propagated errors in Ff and Fd are
smaller. The same averaging method is applied to the ice
shelf thickness data for consistency. Force budget components
(Eqns (4, 6, 9)) are determined from the gridded ice thickness
and strain rate data (integrals are computed in the Appendix).
When the ice runs aground to form an ice rumple, a trac-
tion arises on the plane between the two materials and this is
related to the effective resistance. The apparent basal shear
stress τb is computed as the quotient of Fe and the pinning
point area. The contact area is not observable so it is approxi-
mated as the surface area of the ice rumple.
RESULTS
Inventory of RIS pinning points
The flow-modifying effects of the RIS pinning points span two
orders of magnitude in Fe (Fig. 2, Table 2). In general, large
Table 1. Uncertainties of variables in the force budget calculations
Variable Uncertainty
Flow speed (L8) 5–10 ma−1
Flow speed (MEaSUREs) 3–5 ma−1
Strain rate ðσ2v þ σ2vÞ=Δx2
Surface elevation (GLAS) 1 m
Firn correction 4 m
Ice thickness 34.3 m
Rate factor 15% of B
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ice rises (RI, CIR, SIR) generate a larger Fe than the smaller-
scale ice rumples. However, the SCIR generate Fe compar-
able with the Fe generated by RI and CIR, and approximately
double the Fe generated by SIR. In general, Fe is oriented
upstream along the long axis of the ice rise or rumple. CIR
and RI are a notable exception to this. These ice rises and
the SCIR are discussed in more detail below.
The relative contributions of Ff and Fd to ice flow resist-
ance also vary across the different features (Table 2). For
almost all of the pinning points, Ff is the dominant term in
the force budget. Ff is associated with relative compression
and thickening upstream and relative extension and thinning
downstream of an obstacle. Unsurprisingly, larger ice rises
generate larger Ff, except for SIR. The ratio Fd : Ff is larger
for ice rumples than for ice rises by approximately one
order of magnitude. Using this metric as a criterion, SIR is
classified as an ice rumple rather than an ice rise, even
though velocity over the grounded area is very low. SIR gen-
erates significant disruption to the surrounding ice deform-
ation field and therefore has a larger Fd : Ff ratio.
The SCIR
The SCIR are located approximately halfway between RI and
the outlet of MacAyeal Ice Stream (MacIS). The ice rumples
have an irregular, undulating topography and are approxi-
mately oriented in the direction of ice flow, but are not
streamlined. Wakes of heavily crevassed ice extend down-
stream from the two largest rumples for ∼20 km (Fig. 3a).
Several distinct features comprise the rumple complex. The
largest has an area of 78 km2 while the smallest has an
area of just 4 km2. Collectively, the rumples extend over an
area of 240 km2 (1400 km2 inclusive of floating ice
between the pinning points). Individual rumples are rela-
tively small features, but all together the rumple complex
generates a large Fe (Fig. 2).
Ice flowing over the pinning points originates from MacIS.
Ice speed decreases from 400 ma−1 as ice approaches the
rumpled region, to 200 ma−1 immediately downstream
(Fig. 1). The ice rumples support thicker ice upstream (H=
730 m), and thinner ice downstream (H= 520 m) and
divert faster ice flow from MacIS around the western shore
of RI (Figs 1 and 2). This redirection also increases the ice
shelf thickness downstream of Bindschadler Ice Stream
(labelled BIS in Fig. 2).
Force budgets for individual ice rumples, which can be
inferred from the pattern of Ff and Fd vector components
around the rumple complex, depend on their position rela-
tive to other rumples. Ff magnitudes along the upstream
(southeast) edge of the rumples are 30% higher than Ff
along the downstream (northwest) edge (Fig. 4a). The
western flank also generates a slightly greater Ff than the
eastern flank, associated with thicker ice to the west and
Table 2. Mechanical inventory of pinning points in the RIS. 1=Crary Ice Rise, 2=Deverall Island, 3= Roosevelt Island and 4= Steershead
Ice Rise. Pinning points 5–15 are ice rumples
ID Length Area v Height Hab Ff Fd Fd/Ff Fe τb
(km) (km2) (ma−1) (m) (m) (× 1012 N) (× 1012 N) (× 1012 N) (kPa)
1 (CIR) 100.3 1184.8 6.5 121.0 79.0 63.0 ± 2.0 8.0 ± 0.4 0.13 14.6 ± 2.4 *
1b 52.3 286.2 73.7 27.2 −45.0
2 4.2 13.1 7.0 11.7 * 3.1 ± 0.4 0.6 ± 0.3 0.19 0.7 ± 0.6 *
3 (RI) 148.2 7832.3 5.7 543.4 507.1 124.7 ± 3.2 7.6 ± 1.8 0.06 20.8 ± 4.8 *
4 (SIR) 58.2 1152.3 4.3 33.6 40.1 15.5 ± 2.1 4.3 ± 1.6 0.28 5.6 ± 3.1 4.9
5 (SCIR) 56.9 240.4 161.7 52.1 14.9 55.4 ± 3.1 6.5 ± 1.6 0.11 12.4 ± 4.4 51.6
6 8.2 20.8 437.9 9.0 −1.3 1.7 ± 1.0 0.6 ± 0.4 0.35 0.4 ± 1.3 17.9
7 14.5 60.2 88.8 38.8 6.2 19.8 ± 1.4 1.2 ± 0.5 0.06 3.2 ± 1.9 54.0
8 4.4 9.5 27.9 30.1 * 1.3 ± 0.3 0.4 ± 0.2 0.31 0.4 ± 0.4 46.8
9 4.0 8.6 25.1 33.8 * 2.3 ± 0.3 0.7 ± 0.1 0.30 0.9 ± 0.4 102.7
10 4.4 7.6 105.0 6.7 * 2.1 ± 0.3 0.5 ± 0.3 0.24 0.7 ± 0.6 89.7
11 56.8 185.7 6.3 19.3 9.2 11.9 ± 1.7 3.4 ± 1.3 0.29 4.3 ± 1.7 22.9
12 35.5 136.0 3.4 23.7 12.1 8.7 ± 1.6 1.5 ± 2.0 0.17 2.0 ± 1.8 14.7
13 4.5 9.5 2.6 6.3 1.0 0.6 ± 0.5 0.8 ± 0.8 1.33 0.9 ± 0.9 58.8
14 37.2 566.2 163.2 19.8 12.5 10.1 ± 1.4 0.7 ± 0.8 0.07 1.1 ± 1.6 2.0
15 2.0 3.0 26.8 5.0 * 0.8 ± 0.3 0.3 ± 0.4 0.38 0.3 ± 0.6 103.0
Fig. 2. Ross Ice Shelf thickness and the effective resistance Fe
generated by each pinning point. Ice thickness (m) is computed
from the GLAS 500 m surface elevation model (DiMarzio, 2007)
and a firn correction map (Le Brocq and others, 2010), and
overlayed onto the MODIS MOA (Haran and others, 2014). The
white line represents the grounding zone (Bindschadler and
others, 2011).
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thinner ice in the lee of the upstream-most rumples. Net Ff is
therefore directed upstream (Fig. 4c).
The upstream and southwest flank of the ice rumple
complex (labelled B and C in Fig. 3) contributes the largest
Fd (Fig. 4b). The eastern rumples (labelled A in Fig. 3) are
in the flow shadow of the remaining rumples and thus con-
tribute minimal dynamic drag. Nevertheless, rumple A con-
tributes to the overall force balance by generating
Fig. 3. The SCIR: (a) Surface morphology and crevasse patterns. The panchromatic image is from Landsat 8, Path 021 Row 118, acquired on 3
February 2016. (b) Shear strain rate in a flow-following coordinate system computed using the Landsat 8 velocity data.
Fig. 4. SCIR and CIR force budget components. Individual Ff vector components are shown in panels (a) and (d). Fd vector components are
shown in panels (b) and (e). Panels (c) and (f) show the relative magnitudes of net Ff (dark blue), net Fd (light blue) and Fe (black). Green vectors
indicate the flow direction. Force budget vector components in (a), (b), (d) and (e) are scaled differently to demonstrate spatial patterns around
the pinning point complexes.
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compressive stresses in the upstream direction. Net Fe is
directed upstream and therefore the flow regulating effect
of the ice rumples is mainly on MacIS and its grounding line.
A continuous band of relatively large shear strain rates
extends from the Shirase Coast, near the outlet of MacIs, to
the southernmost shore of RI (Fig. 3b). This band can be
seen as both a cause and consequence of the preferred ice
flux direction south of the ice rumples, between Siple
Dome and the SCIR. The pinning points modify the force
budget by creating a band of shearing diverted away from
the coast. This, in turn, favours thicker ice and faster flow
south of the rumples and continued shearing reinforces this
pattern. It also reduces mass flux to the north, resulting in
relatively thinner ice between RI and the coast.
The SCIR have two further effects on the wider RIS. First,
thinning downstream of the rumples results in a thickness
gradient around RI that is not oriented along flow. As a
result, RI’s force budget is characterised by a relatively
large Fe oriented 40° against the direction of flow, toward
Siple Dome (Fig. 2). Second, ice flow downstream of the
BIS grounding line is relatively thick due to MacIS flow diver-
sion around the SCIR, generating larger flow buttressing
(Fürst and others, 2016) than would be the case for thinner
ice.
CIR
Unlike the SCIR, CIR is a demonstrably long-lived feature that
is unlikely to experience changes in morphology or extent of
grounding over the coming decades. The formation of CIR
began with ice freezing on the bed at the southern (upstream)
end 1100 years ago and the northern end stagnating 500
years later (Bindschadler and others, 1990). Ice stream dis-
charge around the ice rise has been variable since that time
(Hulbe and Fahnestock, 2007) and recently, flow across the
lightly-grounded ice plain upstream of CIR has slowed
(Joughin and others, 2005; Winberry and others, 2014). Ice
thickness around CIR has also changed over time as a
result of its stagnation and changes in the flux of ice from
upstream (Hulbe and others, 2013; Fried and others, 2014).
CIR consists of a prominent dome rising ∼100 m above
the ice surface along an 80 km ridge aligned with the direc-
tion of ice flow. The southernmost tip of the CIR ridge inter-
sects the Whillans Ice Stream (WIS) ice plain and ice flow
diverges around the grounded feature. Shearing between
the stagnant ice of CIR and the much faster-flowing ice
stream and ice shelf creates narrow crevassed margins and
a wake of extensive crevassing extending 100 km down-
stream. A large ice rumple (#1b in Fig. 1), off the eastern
shore of CIR, is also aligned in the flow direction. Several
very small features near the grounding line south of CIR are
apparent in the MOA and the GLAS 500 m DEM. CIR and
the large ice rumple are treated as a single feature for the
force budget analysis. Of all the pinning points in the RIS,
CIR generates the second largest Fe (14.6 ± 2.4 × 10
12 N).
Several smaller, potential pinning points around CIR
appear as changes in surface texture but are not associated
with changes in velocity. The larger feature east of CIR
(#1b in Fig. 1) was described by Bindschadler and
others (1988) as an ‘ice raft’, or a block of crevasse free ice
with regular internal layers, detached from CIR and moving
with the surrounding ice flow. Its most recently measured
speed is 73 ma−1 (Fig. 1), while Bindschadler and
others (1988) reported a speed of 140 ma−1. Ice rumple
#1b rises 27 m above the surrounding ice surface (Table 2)
however, the resolution of the Bedmap2 bed elevation is
not fine enough to determine whether the ice runs aground
at this site.
CIR modifies flow velocity and ice thickness in the region
(Figs 1 and 2). Upstream, ice speed decelerates from 300
ma−1 to nearly 0 ma−1 over a distance of 70 km. Net Fd is
oriented upstream in the direction of the long axis of the
ice rise (Fig. 4f). The RIS is relatively thicker on the western
side of CIR because ice flow is constricted between the ice
rise and the Transantarctic Mountains. This arrangement
influences the alignment of the net Ff vector. Rather than
alignment with the flow direction, Ff and Fe are aligned 30°
against the direction of ice shelf flow, towards the
Transantarctic Mountains (Fig. 2). Through its effect on
regional ice thickness, the ice rise thus affects the force
budgets of multiple ice stream and glacier grounding lines.
DISCUSSION
Pinning points modify the force and mass budgets of ice
shelves. Where the ice runs aground, a new resistive force
is generated and the driving force must become larger to
overcome the additional resistive force. Thickening upstream
generates the additional driving force. Expressed another
way, strain rates are modified where the ice runs aground,
with relative compression upstream, shear along the
margins of the obstacle and extension downstream. The
resulting change in ice flux generates thickening upstream
and thinning downstream of the pinning point. The net
effects are captured in our calculation of Ff and Fd.
The ratio Fd : Ff indicates the relative importance of the
resistive forces generated by individual features. The SCIR,
CIR, RI and the unnamed ice rumples #7 and #14, have
similar, relatively small, Fd : Ff (Table 2). Their influence on
the ice thickness field thus appears to be relatively more
important to the force budget than for other pinning points.
The group of ice rumples downstream of Siple Dome (SIR,
#11, #12, #13) all have relatively high Fd : Ff. They are
located in a region of relatively slow flow, yet they have a
relatively larger influence on the velocity field than other
pinning points.
The range of Fe cannot be explained by either pinning
point area A or location in the flow field alone (Fig. 5a).
For example, the relatively small SCIR are responsible for a
relatively large Fe while the much larger ice rumple #14 gen-
erates a much smaller Fe (12.4 ± 4.4 × 10
12 N vs. 1.1 ± 1.6 ×
1012 N, respectively). Both rumples are in relatively fast-
flowing areas of the ice shelf, and both are characterised
by similar, low, Hab. Including the point (0,0), the equation
for the best fit linear regression line is Fe= 2.97 × 10
6 A
with R2 ¼ 0:46 p< 0:01; α ¼ 0:05ð Þ.
Dividing the effective resistance by the area of an ice
rumple gives the apparent basal shear stress τb (Fig. 5b).
The magnitudes of τb computed here are similar to values
computed for ice stream sticky spots (τb= 20 to 100+ kPa)
(MacAyeal and others, 1995; Joughin and others, 2004). It
is possible that the range of τb values arises from the charac-
teristics of the subglacial material (Bougamont and others,
2003; Iverson, 2010). Large rumples with relatively uniform
surface elevation and smaller τb may be underlain by softer
sediments. Small features with large τb may be grounded
on bedrock rather than softer sediment. Differences in τb
across different ice stream outlet regions may reflect a
38 Still and others: Mechanical analysis of pinning points in the Ross Ice Shelf, Antarctica
difference in till geology and so, for example, we might
surmise that the subglacial materials beneath the SCIR
complex (τb= 51.6 kPa) and ice rumple #14 (τb= 2.0 kPa)
differ.
Our force budget results for CIR are in agreement with the
original force budget analysis of MacAyeal and others (1987,
1989).While we calculate a smaller Fe (1.4 ± 0.2 × 10
13 N vs.
2.26 ± 0.07 × 1013 N), the oblique direction of the Fe vector is
almost identical to the direction of Fe calculated by
MacAyeal and others (1987, 1989). Our smaller Fe can be
attributed to changes in the flow field around CIR. Over the
last four decades, the WIS ice plain has decelerated
(Joughin and others, 2005; Winberry and others, 2014),
potentially modifying the resistive effect of CIR on the
grounding line. However, the higher data density in the
present analysis, resulting in a finer spatial resolution of
strain rates around CIR, may be partly responsible for the dif-
ferent magnitudes.
Bathymetric data for ocean cavities beneath ice shelves
are often insufficient to resolve topographic rises beneath
ice rises and rumples (e.g., Fürst and others, 2015; Berger
and others, 2016). The Bedmap2 sub-shelf bathymetry does
not resolve regions of elevated topography beneath the smal-
lest ice rises and rumples examined here. Other features are
sparsely sampled and seafloor elevation is interpolated over
tens of kilometres. In particular, the bathymetry beneath the
SCIR is represented by only four measurement points
obtained by radio-echo sounding (Fretwell and others,
2013). Nevertheless, ice surface morphology indicates their
presence and the force budget analysis conducted here indi-
cates their importance. Failing to resolve the large Fe gener-
ated by some relatively small features could have large
consequences in an ice-sheet model (Favier and others,
2016; Reese and others, 2018).
CONCLUSIONS
Using a force budget approach, we quantified the magnitude
and direction of drag forces generated by 15 pinning points
and pinning point complexes within the RIS. Several of
these features generate a large effective resistance and have
far-ranging, regional effects (SCIR, RI, CIR, SIR). For other fea-
tures (e.g., ice rumples #7, #11, #12, #14), the analysis indi-
cates a small resistive effect upstream. The magnitude of the
effective resistance does not necessarily depend on the area
of the pinning point, the degree of groundedness (height
above buoyancy), or the classification of the feature as an
ice rise or rumple. Variations in the subglacial material also
appear to play an important role in determining the effective
resistance generated by each feature.
Pinning points that generate a large effective resistance
(CIR, RI, SCIR) have clear upstream effects transverse to
flow in addition to their direct upstream effects. Upstream,
pinning points cause relative compression which slows the
flow and thickens ice. Mass flux is redirected around each
obstacle, causing thickening laterally. This may, as at CIR,
result in a net effective resistance directed oblique to the
flow direction across the grounding line. CIR thus buttresses
the southern part of the WIS grounding line, the Mercer Ice
Stream grounding line, and part of the Transantarctic
Mountains coast. Mass flux redirection around the SCIR
also generates regional thickening but here the resistive
force is directed along flow.
Of all the RIS pinning points, the SCIR are remarkable for
generating a large effective resistance despite a relatively
small collective area and low degree of groundedness
(Hab∼15 m). Net effective resistance generated by the SCIR
is aligned in the upstream direction and the rumples, there-
fore, regulate the flow of MacIS and its grounding line. A
band of large shear strain rates originating from the upstream
edge of the SCIR separates the thicker and faster flow south of
the SCIR from the region of reduced mass flux directly down-
stream from the SCIR. In other words, the SCIR also modify
the force budget by creating an effective shear margin,
which in turn modifies the thickness gradients across the
eastern sector of the RIS. As the effective shear margin is asso-
ciated with the diversion of mass flux from MacIS, ice is
thicker than it would otherwise be downstream of BIS. This
thicker ice is an indirect effect of the SCIR and generates add-
itional flow buttressing. Even though the net effective resist-
ance generated by the SCIR is directed upstream,
additional mechanical effects extend their influence laterally.
The SCIR play a larger role in the RIS force budget than
their morphology alone would suggest. Changes in the
geometries of the crevasse trains downstream of the
pinning points indicate that their surface morphology and/
or degree of groundedness has changed in the recent past.
The average height above buoyancy for the SCIR is ∼15 m
Fig. 5. Pinning point area vs. (a) effective resistance Fe and (b) basal shear stress τb.
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so only modest thinning is required for the ice shelf to detach
from the sea floor. Feedbacks involving bed roughness, ice
deformation and basal melt may also be important, given
the inferred bed properties (hard bedrock rather than soft
sediment) here. A natural progression of this work is to simu-
late ice shelf flow in the presence and absence of the SCIR.
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APPENDIX
The integrals in the force budget analysis (Eqns (4, 6 and 9))
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A contour comprisesN segments with the subscript j denot-
ing the segment number. Subscripts 1 and 2 denote quantities
at the start and endpoint of the jth segment, respectively.
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