We describe the four-laser airborne infrared (FLAIR) instrument, a tunable diode laser absorption spectrometer designed for simultaneous high-sensitivity in situ measurements offour atmospheric trace gases in the troposphere, The FLAIR spectrometer was employed during the large-scale airborne research campaign on tropospheric ozone (TROPOZ 11) in 1991 and was used to measure CO, H 2 0 2 , HCHO, and N0 2 in the free troposphere where detection limits below 100 parts in 10 12 by volume were achieved,
Introduction
Progress in atmospheric chemistry research often is linked closely to the availability ofnew techniques for measuring trace gas concentrations in the atmosphere. Field studies of the chemical composition of the troposphere demand highly specific and sensitive analytical instrumentation, With in situ techniques, airborne operation is of great importance because the restriction on measuring primarily within the planetary boundary layer can be overcome, the vertical distribution over the full tropospheric height can be probed, and a large horizontal range can be covered within a short time period. Because of the aircraft velocity, the time response of an airborne sensor corresponds to the spatial resolution of the trace gas measurements. For example, ascent and descent from sea level to a flight altitude of 10 km takes approximately 40 min, Thus with a time resolution of 1 min, a vertical profile over the tropospheric height can be resolved by 40 individual measurements.
Tunable diode laser absorption spectroscopy (TD-LAS) is a powerful technique that can provide high sensitivity, high selectivity, and fast time response trace gas measurements. Nearly all atmospheric gases of interest have strong absorption bands in the mid-infrared spectral region and are accessible with this technique. TDLAS has been employed frequently in atmospheric chemistry research in the past, and a large number of species have been measured both in laboratory and in field experiments. 1 Although a large number of TDLAS instruments have been built for trace gas detection, only a few airborne instruments have been constructed up to now, most of which are devoted to stratospheric research. Hastie and Miller 2 reported the first operation of a balloon-borne TDLAS system. Another airborne TDLAS system for stratospheric research was the balloon-borne laser in situ sensor, operated by Webster and co-workers at the Jet Propulsion Laboratory,a Two systems were designed to operate onboard NASA's high-altitude research aircraft ER-2. One system is the airborne tunable laser absorption spectrometer that was successfully employed during several Arctic and Antarctic measurement campaigns to determine N 2 0 as a stratospheric tracer, 4 The second ER-2-based instrument is the aircraft laser infrared absorption spectrometer that is also used mainly to study polar ozone chemistry by simultaneous measurements of HCI, N0 2 , HNO a , CH 4 , and N 2 0.5 When the four-laser airborne infrared (FLAIR) instrument was designed, the only other operational instrument dedicated to tropospheric air chemistry research was the differential absorption CO monitor, which was initially designed for CO measurements onboard the NASA Electra aircraft and has been recently upgraded for simultaneous CO and CH 4 measurements 6 ,7 and for N 2 0 measure-ments. 8 Schiffet al. reported a single-channel, highsensitive airborne TDLAS instrument that was flown in 1986 onboard the NASA Electra aircraft as part of the global tropospheric experiment/chemical instrumentation and evaluation (GTE/CITE 2) program and was used to measure N0 2 and HN0 3 .9, 10 The abundance of several species of major importance as intermediates in atmospheric reaction cycles typically are below one part in 10 9 by volume. For example, the expected mixing ratios offormaldehyde, hydrogen peroxide, and nitrogen dioxide range between a few Rarts in 10 9 by volume (ppbv) and tens of parts in 10 1 by volume (pptv). To have access to these species by TDLAS, minimum detectable absorbances of the order of 10-5 , combined with large absorption path lengths in the range of 100 m, have to be achieved under airborne conditions.
The FLAIR instrument described here is a TDLAS system that can be used to measure four trace gases simultaneously at high sensitivity, with a time resolution of the order of 1 min. It employs second derivative spectroscopy and is designed to have detection limits in the sub-ppbv range. The first deployment of the FLAIR spectrometer was in January 1991 during a large-scale airborne research campaign on tropospheric ozone (TROPOZ 11). 11 In this research program, the FLAIR spectrometer was flown onboard a Caravelle F-116, a French research aircraft, operated by the Centre d'Essais en Vol, Bretigny. The scientific payload consisted of 14 instruments for in-flight trace gas monitoring developed by nine different French and German research institutes. During this campaign the FLAIR system was configured to measure CO, HCHO, H 2 0 2 , and N0 2 . The goal of the research effort was to determine the large-scale distribution of a large number of trace gases. In this paper we use a data set of 5232 measurements, obtained during the TROPOZ 11 mission by the FLAIR instrument during 30 flights totaling 85 flight hours, to characterize the performance of the FLAIR system under field conditions.
Technique and Instrumentation
The mid-infrared spectral region (3-15 j.Lm) contains the fundamental rovibronic transitions for many molecules of atmospheric interest and thus is well suited for spectroscopic trace gas determinations. Under atmospheric pressure one can determine the width of spectral lines by pressure broadening. For example, for N0 2 the pressure-broadening coefficient is ' Y = (0.066 :±: 0.002) atm-1 cm-1 for the V3 absorption band.12 With the well-known equation for Doppler broadening,13 the relative influence of pressure and Doppler broadening on the width of the absorption line can be compared. At a pressure ofp = 0.02 atm, Doppler and pressure broadening are of the same order of magnitude for the above-mentioned N0 2 molecule at room temperature. This gives the pressure range where the molecular absorption line shape is given by a Voigt profile and where single rovibronic absorption lines can be resolved, because for small molecules (2) (3) (4) (5) atoms) the separations of the absorp- tion lines typically are much larger than the Doppler width. At reduced pressure, for small molecules there is a high probability that absorption lines can be found that have no overlap with absorption lines from other species, resulting in an interference-free spectroscopic signal that is specific for the gas to be determined. This leads to the high selectivity of the TDLAS technique, which is a major advantage ofthis method. The line positions for the species measured during the TROPOZ 11 campaign are given in Table 1 . For the diode lasers used, a single laser mode can be tuned continuously by current variation over ::::::0.5 cm-1, which is larger than the width of absorption lines under atmospheric conditions. The easy tunability ofthe laser wavelength is also used to enhance the system sensitivity by modulation techniques. Second harmonic detection has been used widely with TDLAS.14-16 For the FLAIR instrument, a modulation frequency of 7.5 kHz is used, with signal detection at 15 kHz.
The FLAIR instrument consists of three main parts. The optical system contains the mid-infrared diode lasers, a folded absorption path length within a measurement cell, and the detector. The electronic subsystem provides the highly stable laser current, the temperature stabilization circuits for the diode lasers (which were operated at cryogenic temperatures), the signal lock-in amplification, and the data acquisition. The third part of the instrument is an automated calibration system.
A. Optical System
Special design requirements are needed for the instrument to operate onboard an airplane. The optical system has to be designed carefully to meet the stringent demands of vibration isolation, shock resistance, and weight minimization. Commercial optical components are not available to meet these requirements, so all optical components were designed specially for this application.
A schematic ofthe optical system is given in Fig. 1 An off-axis reflection on a spherical mirror (SM) in front of the liquid-nitrogen-cooled HgCdTe signal detector (SD) has two functions: first, it compensates for astigmatism that is generated by multiple off-axis reflections inside the cell, and, second, it focuses the laser beam on the active area of the signal detector. Important characteristics of the optical system are the mechanical stability and the immunity from unwanted etalon structures, which often originate in multiple reflection cells. Etalon structures appear when uncontrolled, scattered, or reflected laser radiation, traversing a different optical path length than the principal beam, reaches the detector and interferes with the principal laser beam. If the laser wavelength is scanned across an absorption line, the interference will lead to a harmonic intensity modulation on the detector that overlays the intensity variation that is due to the molecular absorption to be measured. For highsensitivity measurements, relative intensity variations of the order of M/I o = 10-5 need to be measured. Therefore, etalon structures creating intensity variations of that order of magnitude degrade the absorption measurement. In this case the optical system acts as if a poor finesse etalon device is inserted in the optical path.
Unlike laser or detector noise, etalon structures have no statistical nature. Thus at increased measurement time the relative influence of laser and detector noise on the detection limit decreases, and unwanted etalon signals can be resolved with an increase in signal-to-noise ratio.
Several active schemes have been proposed to reduce etalon structures in diode laser absorption spectrometers. One method is to destroy the coherence of the laser light by the application of a mechanical vibration to one component of the opticS. 17 In our approach no active etalon-fringe-removing scheme is applied. Our goal is to optimize the optical setup to avoid the occurrence of the etalon signals. Uncontrolled reflected light is reduced by the use of allreflective optics. Special attention was given to the multiple reflection cell. Because of the complicated beam propagation in multiple reflection cells, these devices are often prone to the generation of unwanted etalon structures. The multiple reflection cell constructed for the FLAIR instrument is based on White's design,18,19 Both the mechanical stability and the reduction of etalon structures are improved significantly by the addition of two corner cube mirrors to the three-mirror configuration. Figure 2 shows one end plate of the cell with the field mirror and the arrangement of the corner cube mirrors. This system is similar to that proposed by White,19 but because of a different arrangement of the corner cube mirrors, the beam path and the mirror mounts are simplified, resulting in improved rigidity and smaller cell diameter. A further modification in our design is the location ofthe exit beam. In contrast to White's arrangement,19 where the incoming and outgoing beams pass through the same window, the exit beam is fed through a separate window, resulting in a much simpler arrangement of the transfer optics and in an improved immunity against etalon structures because the spots on the mirror nearest to the exit beam are separated by a path difference that exceeds the laser coherence length. Figure 3 shows a block diagram of the electronic system. Each diode laser is operated by a separate laser control unit (LCD) (Unisearch Association, Ontario, Canada), which can be used to control the temperature and the bias current of the diode laser. Remote control of the laser current is achieved by a voltage input to the LCU. This external voltage is transformed to a current that is added to the manually adjusted, constant laser bias current. We achieved the scanning ofthe diode laser output wavelength by applying a sawtooth signal (output port A1), which is generated by a microprocessor and a digital-to-analog converter (DAC), to the voltage input of the LCU. A 7.5-kHz triangle waveform generator supplies the modulation signal for the diode lasers. A combination with heating elements and temperature-sensing diodes installed on the laser mounts inside the liquid-nitrogen Dewars allows the laser control unit to stabilize the laser temperature to more than 0.001 K The temperature set point of each diode laser can be changed by the microprocessor (output port A2). This is used for active locking of the laser wavelength to the absorption line. The absorption signal at the reference detector is amplified by a lock-in amplifier working in the 1f mode. The zero crossing of this 1f signal indicates the line center. This is detected by a discriminator, which produces a transistor-transistor logic signal. The microprocessor compares this line center signal with the center of the voltage ramp and calculates a correction for the temperature set point, which is in turn transferred to the LCU.
S. Electronic System
The amplification chain of the signal channel consists of two preamplification stages and a lock-in amplifier operating in the 2f mode. A multiplexing circuit selects four separate phase and gain settings for the lock-in amplifier when switching from one laser diode, i.e., molecule to be measured, to another. The amplified 2f absorption waveform is applied to the input channel El of the analog-to-digital converter (ADC). The signal behind the first preamplification stage in the signal channel is also applied to the input port E2 for monitoring the total laser power.
The duration of a measurement cycle is defined by the time period needed for one rotation ofthe chopper rotor, which is illustrated in Fig. 4 . During one chopper rotation, which takes 70 ms, the laser beam is blocked for 5 ms. The resulting signal waveform at the microprocessor input port E2 is shown in Fig.  4 . The amplitude ofthis signal is proportional to the laser power. After reading the laser power, the microprocessor starts the ramp current for sweeping the laser wavelength over the absorption line, while simultaneously the 2fabsorption waveform is digitized into 128 channels and the zero crossing of the 1f signal, which marks the line center, is registered. Before the data are averaged we shift the observed 2f waveform by software until the zero-crossing signal matches the central ramp position. This compensates for small deviations in line position that may occur on time scales shorter than the active linelocking time constant.
Each laser is selected in turn every 18 s, which is of the order of the air exchange time in the cell. This ensures that the same air sample is probed by each channel, resulting in a quasi-simultaneous measurement. During the cycle time of 18 s, a total of 256 scans across the absorption lines are performed by all four channels. The number of scans for each channel can be selected by the operator, which determines To determine the background spectrum, a surplus of pure Nz gas, supplied by a pressurized tank (D2), is added to the inlet line. For calibration, known quantities of the gases to be measured are added to the N2 gas stream. For CO, a working standard in a pressurized tank (01) is used, and for HCHO, H Z 0 2 , and N0 2 permeation devices are used as gas sources. A carrier Nz gas flow of 20 standard cubic centimeters per minute (seem) is fed to the permeation devices by three separate flow controllers (FC2-FC4). For HCHO the permeation device consists of 1.5-cm, 3-mm-o.d. Teflon tubing filled with paraformaldehyde inside a glass cell that is temperature stabilized to 70°C. During the first field application ofthe FLAIR spectrometer, we took advantage of a second independent HCHO measurement technique 20 the duty cycle for each channel. For the application described here, the carbon monoxide channel is active for 40 scans (corresponding to 2.6 s) and the other three channels for 72 scans (corresponding to 5 s) each. A preselected number of cycles is averaged before the spectra are transferred to a PC. Four cyles are averaged in the present application, which corresponds to 160 scans for CO and 288 scans for HCHO, HzO z , and NO z , resulting in an overall time resolution of 72 s. The averaged spectra are displayed and stored on the PC. The PC also controls the gas flow and calibration system and monitors the pressure in the measurement volume.
Trigger pulse from chopper C. Gas Flow and System Calibration Figure 5 shows the computer-controlled gas flow and calibration system. To minimize surface loss effects, all lines at the incoming side of the measurement volume are made ofTeflon material. Ambient air is sampled through a 3-mm-i.d. tube that is fed through a stainless-steel tube. To reduce contamination of the sample line by small particles or cloud droplets, the inlet faces away from the flight direction. The inlet point is located 215 mm from the aircraft surface, outside the aircraft boundary layer. A rotary pump with a pumping speed of 40 m 3 /h drives the ambient air through the measurement cell. A needle valve (NV) creates a pressure drop while a servoloop with a butterfly valve in front of the rotary pump and a capacitive pressure transducer stabilize the gas 
Data Revision and Evaluation Procedures
To assess the reliability of the measurements made during the first field application of the FLAIR spectrometer, a careful review of the data was performed. Several instrument parameters were recorded and stored on computer disk together with the observed absorption spectra. This allows reconstruction of the instrument status during all operation conditions. The monitored position of the butterfly valve gives working standard containing 152 parts in 10 6 by volume (ppmv) CO in N 2 was used. The accuracy of the mixture was 2%, as stated by the supplier. A mass flow controller (FC1) fed 5.4 seem of the CO calibration gas to the main N 2 gas stream. In contrast to the other gases mentioned above, the nitrogen used as zero gas contained a small amount ofcarbon monoxide (see below). Therefore, the CO absorption signature of the carrier gas has to be subtracted from the signal created by the CO calibration gas plus carrier gas.
hydrazine (DNPH) coated cartridges with subsequent high-performance liquid chromatography (HPLC) analysis. The output of the HCHO permeation cell was sampled on DNPH-coated cartridges. A total of nine samples were taken during the TROPOZ II campaign, a four-week period, and were analyzed after the campaign. The results ofthe DNPH and HPLC measurements are given in Fig. 6 . 21 The samples gave a mean permeation rate of 100.7 ngjmin with a standard deviation of 5.9 ngjmin. No systematic deviation is observed whether the sample is taken before, during, or after a flight. This is in accordance with weight-loss measurements, performed before and after the measurement campaign, which yield a permeation rate of 98.3 (±3.2) ngjmin. For calibration, the output ofthe permeation source is added to the main gas stream, which was typically 3.2 standard liter per minute (slm), resulting in a calibration mixing ratio of 23.5 ppbv within the measurement cell. This calibration method compensates for all first-order surface processes that may affect the throughput efficiency of the sampling line.
For N0 2 a permeation tube, supplied by VICI Metronics, was used and installed in a glass container at 40 QC. Precise determination of the weight loss with four different high-precision balances over a time period of 2 years before and 1 year after the TROPOZ II campaign gave a permeation rate of26.3 ngjmin with an uncertainty of 0.18 ngjmin, as depicted in Fig. 7 .
The permeation device for H 2 0 2 consists of a polyethylene tubing coiled inside a glass cell containing a 30% H 2 0 2 solution. The permeation rate was determined by titration with KMn04 as described by Zenker. 22 These measurements, shown in Fig. 8 , revealed a decreasing permeation rate with time. information about the correct control of the pressurestabilizing loop. Data obtained during periods of unstable pressure were rejected. Another housekeeping parameter is the laser power incident on the signal detector. Decreasing laser power indicates changes in the optical alignment. During the TROPOZ II campaign, laser power variations were in the range of a few percent, indicating no major misalignments caused by mechanical instabilities of the optical setup. All absorption signals are normalized to a common power value. The next step of the revision procedure was used to examine the reliability of the calibration signals. Instrument calibration was performed before, during, and after a flight. The calibration method, as described above, assumes that the main gas flow is constant during the calibration procedure. During ascending or descending flight segments, the pressure inside the measurement cell is held constant by the pressure control loop while the outside pressure and the main gas flow change. As a result, the calibration mixing ratio provided by the dilution-type calibration system is unstable. Thus valid in-flight calibrations can be performed only during constant altitude flight segments. Automatic calibrations inadvertently made during ascents or descents have to be rejected. It was found that approximately 8% of all calibrations performed during the TROPOZ II campaign were not taken during constant altitude intervals. For all but one flight leg ofthe campaign, at least two valid in-flight calibrations remained so that only a small amount of data were lost due to missing calibration.
Measured absorption spectra obtained during the TROPOZ II campaign on different flight legs are shown in Figs. 9(a)-9(d) . Figure 9(a) gives an example of an absorption signal of carbon monoxide. The solid curve is a two-parameter fit of the calibration signal Seal to the ambient air absorption signal Samb' where the fit parameter PI' together with the mixing ratio of the calibration signal (CO)cal> gives the CO mixing ratio ofthe ambient air (CO)amb = (CO)eaIPI' Carbon monoxide, which has mixing ratios greater than 50 ppbv in the free troposphere, always shows high signal-to-noise ratios, so the quality of these measurements are not determined by the detection limit of the spectrometer; the stability of the calibration factor is more important. This issue is addressed in Fig. 10 , which shows the relative magnitude of all CO zero gas signals obtained during Flight 7 obtained while the FLAIR instrument measured the background spectra in the other three channels. As mentioned above, the N 2 zero gas has a constant abundance of carbon monoxide, therefore it can be regarded as a secondary calibration standard for the CO channel. The relative amplitudes of the absorption signals represent the variation of the CO calibration factor during the flight. For Flight 7 the total variation of the calibration factor is approximately 20%, which was the worst case for all the flights. The variation was typically of the order of 10%. Laboratory investigations revealed that possi- Table 2 . This approach to estimating the detection limits can be applied only to measurements that are close to the detection limit. Otherwise the estimation would be based on a division of two large quantities, resulting in a large uncertainty of the estimate. Therefore the examples of Figs. 9(b)-9(d) are selected to show mixing ratios not more than a factor of 10 larger than the detection limit. We note that the above-mentioned estimates for the detection limit are based on individual absorption measurements, and small misalignments can degrade the detection limit. Therefore the above-mentioned figures demonstrate the detection limits that can be achieved under field operation conditions with the FLAIR spectrometer. A continuous monitoring of the detection limits during instrument operation is not possible due to the above-mentioned limitation of the procedure. The precision of the measured HCHO, NO z , and H 2 0 Z depends on how close the mixing ratios are to the detection limit. The accuracy is determined by the uncertainty of the permeation rate and the gas flow during calibration and can Only the parameter Pl is used, together with the mixing ratio of the species x during calibration (X)cab to calculate the ambient air mixing ratio (x)amb = (X)calPl' The detection limit of the species x is defined as the mixing ratio that can be observed with a signal-to-noise (SNR) ratio of 1:
Although this definition is well accepted, there is less consensus among tunable diode laser practitioners about a standard procedure as to how the detection limit should be derived from measurements. One approach for estimating the detection limits is applied to the examples ofFigs. by the application of a time-dependent calibration coefficient to the measured CO absorption features. The time dependence is approximated by linear interpolation between the measured absorption signals from the zero gas, as indicated by the polygon in Fig.  10 . It is estimated that the remaining relative uncertainty in the calibration factor, which has to be applied for each individual ambient air CO measurement, is of the order of 5%. To this the statistical uncertainty ofthe fit parameter, which was typically of the order of 1%, has to be added, resulting in a precision of5.2%. For an estimation ofthe accuracy, the uncertainties of the gas flow meters and the calibration gas have to be added, resulting in an overall accuracy of the CO measurements of 6.3%. Because of their low concentrations in the free troposphere, the absorption signals of HCHO, N0 2 , and H 2 0 Z have a much poorer signal-to-noise ratio than the carbon monoxide absorption signals. This is apparent in Figs. 9(b)-9(d), where typical in-flight absorption features of HCHO, NO z , and HzO z are shown. The 2f absorption signals are distorted by a background structure. Both variations of the laser output power with wavelength and etalon structures generated by scattered laser power inside the optical system contribute to the background structure. The power variation with wavelength is a fundamental characteristic of an individual diode laser at a given temperature and current working point. The laser diodes and the temperature and current working points are selected carefully and optimized to minimize power variation within the wavelength scanning range at a strong, interference-free absorption of the target species. Although etalon structures are suppressed by the special design of the optical system, as described above, small misalignments can lead to residual etalon structures. The filled boxes in Figs. 9(b)-9(d) represent the measured ambient air signals Samb(v) , and the solid curves are a fit function fey), which is the sum of the calibration signal Scal(V) and a second-order polynomial:
The polynomial describes a curved, sloping background that can vary from spectrum to spectrum. Fig. 11 . Laboratory investigations that show the performance of the FLAIR spectrometer in the vicinity ofthe detection limits a) for the NO z channel and b) for the HCHO channel. During the first five measurements, calibration gas was introduced into the measurement cell before it was switched oft', and pure nitrogen gas remained in the cell (zero measurements). The data-processing software handled all measurements as ambient air measurements. The variation in the zero measurements can be used to characterize the performance ofthe instrument when it is operating close to the detection limits. give the y = x identity for reference. The statistics describing the regression lines are given in Table 3 . TDL, tunable diode laser. tion time were averaged to coincide with the sampling time of the other measurement technique. Figure 12 shows the scattergrams for both gases. The solid lines in Fig. 12 (a) and 12(b) are leastsquares fits (y = a + bx) to the data points and the dashed lines give the y = x identity for reference. The statistics describing the regression lines are given in Table 3 . For carbon monoxide the high correlation coefficient of r = 0.965, together with the large number of samples, describes the good correlation between both techniques. The intercept (a = 5.1 ± lOA ppbv) is within its standard deviation compatible with the origin. Within the limits ofthis statistical analysis, a constant bias between the respective CO data sets can be ruled out. The slope ofb = 0.900 ± 0.008 shows a deviation from the ideal value of b = 1, which is outside of its statistical uncertainty. This linear bias can be associated with a 10% deviation between the CO working standards used in each experiment. This is within the 2a interval of the combined uncertainty stated by the suppliers of each CO working standard.
The formaldehyde intercomparison also shows good correlation. The number ofdata points is much more limited due to the fact that in the free troposphere the formaldehyde mixing ratio was often below the detection limit of the FLAIR spectrometer. We note that under strongly polluted conditions, the DNPH technique showed larger values than the TD-LAS technique by more than a factor of 2. A possible reason for this discrepancy is an interference in Carbon Monoxide Formaldehyde be estimated to be 7.5% for the HCHO, N0 2 , and H 2 0 2 channels.
Further laboratory investigations were performed to characterize the FLAIR spectrometer and are shown in Figs. 11(a) and 11(b). They depict simultaneous measurements made with the N0 2 and HCHO channels of the FLAIR spectrometer. The acquisition time was 1 min (30 s for each channel). The first five data points in each data set were obtained by the introduction ofcalibration gas plus pure nitrogen into the measurement volume. At data point #49 the calibration gas was shut off and only pure nitrogen gas remained in the measurement cell. The data were still handled as normal ambient air measurements by the data evaluation procedure, with the calibration signals and the polynomial fitted to all measured signals. The first data points represent the mixing ratio during instrument calibration, whereas the other data, the so-called zero measurements, scatter at around zero. The average value of the zero measurements is -0.023 ± 0.095 (la) ppbv for N0 2 and +0.036 ± 0.110 (la) ppbv for HCHO. The mean values ofthe zero measurements are within the la interval around zero and are comparable to the detection limits stated above. These investigations demonstrate that mixing ratios as low as 100 parts in 10 12 by volume ofHCHO and N0 2 can be measured with the FLAIR spectrometer with a time resolution of 1 min.
During the TROPOZ 11 campaign carbon monoxide and formaldehyde were also measured onboard the research aircraft by other techniques, which provided an opportunity for comparison. Carbon monoxide was measured by Marenco 23 with a gas chromatography (GC) technique, and formaldehyde was measured by Arlander et al. 20 with DNPH-coated cartridges and subsequent HPLC analysis. The integration time of the FLAIR spectrometer was approximately 1 min, the time resolution ofthe CQ-GC measurements was 0.5 min and ofthe HCHO-DNPH measurements 20 min. Data with a shorter integra- the DNPH method to higher aldehydes and other hydrocarbons. 20 Therefore data obtained under highly polluted conditions are omitted in the HCHO intercomparisons shown above, and only values obtained in the free troposphere are included.
Conclusion
The FLAIR spectrometer is a powerful new tool for high-sensitivity airborne measurement oftropospheric trace gases. With the replacement of the diode lasers it can easily be reconfigured to measure other trace gases such as CH 4 , N 2 0, CO 2 , and HNO a . The data set obtained during the TROPOZ IT campaign by the FLAIR spectrometer is reported elsewhere. 24 ,25 In 1992 the FLAIR spectrometer was employed successfully onboard a DC-3 aircraft as part of the Southern Africa five atmospheric research initiative project to study the influence ofbiomass burning in the southern part ofAfrica. 26 In 1993 and 1994 the FLAIR system was used as a ground-based system for several field measurement campaigns (field studies of the tropospheric degradation mechanisms of biogenic volatile organic compounds and oxidizing capacity of the tropospheric atmosphere) in Europe. 27 
