Abstract. We complete the program developed in our previous works aiming to construct an infinite sequence of invariant measures of gaussian type associated with the conservation laws of the Benjamin-Ono equation.
Introduction
Our goal here is to complete the program developed in our previous works [10, 21, 23, 24, 25] aiming to construct an infinite sequence of invariant measures of gaussian type associated with the conservation laws of the Benjamin-Ono equation.
The Benjamin-Ono equation reads (1.1) ∂ t u + H∂ 2 x u + u∂ x u = 0, where H denotes the Hilbert transform. We consider (1.1) with periodic boundary conditions, i.e. the spatial variable x is on the one dimensional torus. It is well known (see e.g. [12] ) that at least formally the solutions of (1.1) satisfy an infinite number of conservation laws of the form (1.2) E k/2 (u) = u 2Ḣ k/2 + R k/2 (u), k = 0, 1, 2, · · · , where R k/2 is a sum of terms homogeneous in u of order larger or equal to three (but contains "less derivatives"). Despite of this remarkable algebraic property, which indicates that the Benjamin-Ono equation is "integrable", there are some important analytical difficulties (related to the non local nature of (1.1)) to develop the inverse scattering method for (1.1). In particular we are aware of no reference implementing integrability methods in the context of the periodic Benjamin-Ono equation.
As already noticed in our previous works, the conservation laws (1.2) may be used to construct invariant measures supported by Sobolev spaces of increasing smoothness. This in turn implies some insides on the long time behavior of the solution of (1.1). Recall that the idea of using a conserved quantity to construct gaussian type invariant measures goes back to [11] . It was then further developed by many authors including [2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 16, 17, 18, 22, 23, 24, 25, 26] .
Let us now briefly recall the construction of gaussian type measures associated with (1.2). These measures are absolutely continuous with respect to the gaussian measure µ k/2 induced by
where, (g n (ω)) is a sequence of centered standard complex gaussian variables such that g n = g −n and (g n (ω)) n>0 are independent. For any N ≥ 1, k ≥ 1 and R > 0 n for a suitable constant c, π N denotes the projector on Fourier modes n such that |n| ≤ N , χ R is a cut-off function defined as χ R (x) = χ(x/R) with χ : R → R a smooth, compactly supported function such that χ(x) = 1 for every |x| < 1.
It is proved in [21, 23] that for every k ∈ N with k ≥ 1 there exists a µ k/2 measurable function F k/2,R (u) such that (F k/2,N,R (u)) N ≥1 converges to F k/2,R (u) in L q (dµ k/2 ) for every 1 ≤ q < ∞. This in particular implies that F k/2,R (u) ∈ L q (dµ k/2 ). Set dρ k/2,R ≡ F k/2,R (u)dµ k/2 . Then we have that
R>0
supp(ρ k/2,R ) = supp(µ k/2 ) and one may conjecture that ρ k/2,R is invariant under a well defined flow of (1.1). This conjecture was proved for k = 1 in [10] and for k ≥ 4 in [24, 25] . Our goal in this paper is treat the two remaining cases. [13] .
There are two main sources of difficulties to proof the invariance of ρ k/2,R .
The first one, presented only for k ≥ 2, is that even if E k/2 is conserved quantity for (1.1) it is no longer conserved by the approximated versions of (1.1). This difficulty was resolved for k ≥ 4 in [24, 25] by introducing an argument exploiting in an essential way the random oscillations of the initial data. This approach however does not quite see the time oscillations coming from the dispersive nature of (1.1). These time oscillations are quantitively captured by the Bourgain spaces. We refer to [15] where the time oscillations are used in an essential way in a related context, i.e. to resolve the problem coming from the lack of conservation for of the approximation versions of the original problem.
The second difficulty is the resolution of the Cauchy problem associated with (1.1) and its approximations on the support of ρ k/2,R . For k ≥ 4 this can be done by standard methods for solving quasilinear hyperbolic PDE's (the case k = 4 is slightly more delicate and already appeals to a dispersive effect). For k = 2, 3 the resolution of (1.1) on the support of ρ k/2,R is a delicate issue which is resolved in [13] . The case k = 1 is even more delicate and was resolved in [10] which in turn led to the invariance of ρ 1/2,R because in the case k = 1 the first mentioned difficulty is absent.
In view of the above discussion, we see that the cases k = 2, 3 combine both difficulties and the aim of the present paper is to solve them simultaneously.
Let us now explain briefly the main novelty in this paper. Recall that in the construction of invariant measures, in the infinite dimensional situation, an important role is played by a suitable and careful choice of a "good" family of finite dimensional approximating problems. In many situations this approximation can be obtained by projection on the Fourier modes with at most N frequencies, via the sharp Dirichlet projectors π N , and letting N → ∞. It is however not quite clear whether in the case of the Benjamin-Ono equation at low level of regularity this family of finite dimensional problems approximate well the true solution of the Benjamin-Ono equation. To overcome this difficulty we use the idea of [7, 8, 10] and we project the equation by using a family of smoothed projectors S ǫ N with ǫ > 0 and N ∈ N (see the next pargraph). However, in contrast with the case treated in [10] , where it is sufficient to work with a fixed parameter ǫ and letting N → ∞, in the situation we face in this paper, it is important to consider both ǫ → 0 and N → ∞, which requires a considerable care. In particular it is of crucial importance that in Proposition 6.1 below, we have a bound proportional to t which enables to glue local bounds on time intervals with very poor dependence on ε. In other words, the fact that we do not sacrify any time integration and that we only exploit the random oscillations of the initial data in the estimates on the measure evolution is of importance for the analysis in this paper.
We conclude this introduction by fixing some notations. We denote by B(X) the Borel sets of the topological space X and by B M (Y ) the ball of radius M , centered at the origin of a Banach space Y . For every fixed ǫ ∈ (0, 1) we denote by ψ ǫ a smooth function ψ ǫ : R → R such that
We denote by S ǫ N the Fourier multiplier:
We also denote by Φ(t) the flow associated with (1.1) (well-defined on H s , s ≥ 0 thanks to [13] , see also [14] for simpler proof) and by Φ ǫ N (t) the flow on H s , s ≥ 0 associated with
Since the x mean value is conserved by the flow of (1.1), we shall only consider solutions of (1.1) and of its approximated version (1.7) with vanishing zero Fourier mode (this is the case in (1.3) as well).
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Deterministic Theory
In this section we prove the following deterministic result. Proposition 2.1. Let 0 < ǫ < 1, σ > σ ′ > 0 and M > 0 be fixed, so that σ is small enough. We have, for some
2.1. The spaces. Let the standard X s,b space be defined by
and the Y s space be
We then define the space U ′ by
and U is defined by replacing σ ′ with σ. The space (U ′ ) T is defined by
while U T and X s,b,T are defined similarly. In the proof below we will denote
The norms we will control in the bootstrap estimate will be X s ′ ,r,T and X s,r,T for the gauged function w, and (U ′ ) T and U T for the original function u.
Linear bounds.
The content of this section is well-known. We just record it here for the reader's convenience. In the sequel χ ∈ C ∞ 0 (R) is a fixed function such that χ(t) = 1 for |t| < 1, χ(t) = 0 for |t| > 2.
Proposition 2.2. We have the following bounds :
(1) the Strichartz estimates:
(2) the bound for the Duhamel evolution:
where the Duhamel operator is defined by
(3) the short-time bound: for T ≤ 1 and 0 < b < b ′ < 1/2 we have
(4) fixed-time estimates:
(5) the linear bounds:
for any s and b.
Proof. These are well-known properties of X s,b spaces, see [20] .
2.3.
The gauge transform. The use of gauge transforms (allowing to weak the impact of the derivative loss) in the context of the Benjamin-Ono equation was initiated by Tao [19] . The computation in this section is a much simplified version of that in [10] . We still need the notation from [10] , namely that m ij represents the sum m i + · · · + m j for i ≤ j.
In this section we are fixing an ǫ and an N ; so we will denote S ǫ N simply by S and ψ ǫ by ψ. Let u = Φ ǫ N (t)(φ) be the global solution to (1.7) (with initial data φ of zero mean value). Let z be the unique mean zero antiderivative of u, and consider the operators P : g → (Sz) · g and Q : g → (Su) · g. By abusing notation we will also call them Sz and Su. The exponential
is defined as a power series; we will then define
The goal is to prove the following Lemma 2.1. We have the evolution equation
Here |C λ | C λ /λ!, some of the w may be replaced byw, and that
where we use the notation v n =v(n).
Proof. The evolution equation satisfied by w can be computed as follows:
Expanding M as the power series and writing in Fourier space, we see that the term in (2.2) has the form M 2 , where
where |C λ | ≤ C λ /λ!, and Φ is a bounded factor. Notice that one of m i must be at least |n 0 | + |n 1 | in size, we can rearrange the indices and rewrite this as
where Λ verifies the bound
Next, to analyze the term in (2.3), notice that [∂ x , SP S] = SQS, we have that
The last commutator can be written as a power of SP S, multiplied by
multiplied by another power of SP S. We will only consider the first term, since the second one is similar. First we may commute ∂ x with a power of SP S and move it left; since [∂ x , P ] = Q, the error term will be of form M 3 , where
where |Λ| 1. Now, let v = (SP S) µ−1 u for some µ, we have
Plugging in the expression of v n1 in terms of u, we obtain that
where n 1 = n 2 + m 2,µ . Now in this sum, if m i n 1 for some i ≥ 2, it would be of form M 3 ; otherwise, if n 0 n 1 , it would be of form M 2 , and if n 0 ≪ n 1 , then we have n 0 ≪ n 2 also, so by swapping n 2 and m 1 and using symmetry, we find that this term will be of form M 2 also.
Next we consider the second term in (2.4). Recall from Leibniz rule that
If we then commute this with ∂ x again and the commutator hits one SP S factor, we will get the same cubic term as M 2 above. Therefore, let
we only need to consider the part λ,µ≥0
We then have from our equation that
The second term in the above equation corresponds to a term of form M 3 ; for the first term above, we will combine it with the first term of line (2.4) to obtain (here we omit the summation in λ and µ which does not affect the estimate anyway)
Writing this in Fourier space, we can check that
where σ = λ + µ, Λ is nonzero only if all variables are N , and that
Therefore, depending on whether max |m i | min(|n 0 |, |n 2 |) or not, we can also include this term in either M 3 or M 2 .
Now we need to transform M 2 and M 3 further into N 2 and N 3 . We will leave M 3 as it is, and further consider an M 2 term
Recall that
we have that for positive n 1 ,
where |C λ | C λ /λ!, and |Φ| 1. Since u =ū, for negative n 1 we have
Clearly we may do the same for n 2 . If n 1 n 3 ≤ 0, then there must be some i so that |m i | |n 1 | (which cancels the Λ factor), therefore this counts as a term of N 3 , upon substituting v by u again. If n 1 n 3 > 0, then we may replace the v on the right hand side by w, since we know that w (resp.w) is supported in the positive (resp. negative) frequencies, so we get N 2 .
In any case we have reduced each of (2.2), (2.3) and (2.4) to either N 2 or N 3 , this completes the proof. 
where θ > 0 is some constant independent of N .
Notice that sup
which follows from proposition 2.2, we can see that Proposition 2.1 is a consequence of Proposition 2.3.
Proof. We only consider the bound for u N (and denote u N by u), since the bound for u ∞ follows from a similar (and much easier) estimate, and the bound for the difference u N − u ∞ follows from a standard procedure of taking differences 
Let the sum over m i be y n0−n1 , then we have
M 1, and s ′ < 1/2, so we can easily deduce that
Suppose we have constructed some w and u for some time T , satisfying the desired inequalities, we now need to improve these inequalities, with the same T , provided that T ≪ ǫ,M 1. We will first construct a new w, and this is done simply using the equation (2.1). We will define
where E is the Duhamel operator as in Proposition 2.2, and N 2 and N 3 are constructed using χ(t) w and χ(T −1 t) u respectively; however, we will denote these two 1 Since we are not using any energy estimate which may not be compatible with taking differences.
functions simply by w and u below. Using Proposition 2.2 again, we now only need to bound
To bound N 3 , we use duality to reduce the bounding the following expression
note the abuse of notation by replacing χ(T −1 t) u with u. Here we assume that
t,x (even after taking absolute value in Fourier space), and we may assume without loss of generality that
t,x when σ is small enough, and that
t,x (all hold after taking absolute value in Fourier space), we could simply take absolute value of every term in J, then switch to (t, x) space, then use Hölder to bound J. The gain T θ will come from Proposition 2.2 and the time cutoff χ(T −1 t) (the same happens below). Now let us consider the harder part N 2 . We may omit the summation in µ, and we only need to consider a sum of type
Here Ξ = |n 0 |n 0 − |n 1 |n 1 − |n 2 |n 2 and F is defined by
with v as above, G and H are defined in the same way, corresponding to functions ∂ x s ′ w and u respectively. Moreover, we may assume in the summation that min n j ≫ max m i , since otherwise we can bound this term in the same way as N 3 . In this situation we can check algebraically that
Let max n j = A and min n j = B, then the weight
moreover, one of ξ j or η i must be AB by our bound on Ξ. Let |ξ j | AB for some j, say j = 1 (the other cases being similar). Notice that
t,x (the function that determines G), and that we can cancel the weight B 11/20 by a power ξ 1 3/10 , so we still have
Now we simply use the above arguments to cancel the weight, then switch to the (x, t) space and ue Hölder, bounding the F factor in L
t,x and the other in L 3 t,x , and all H factors in appropriate spaces. If |η i | AB for some i (say i = 1), then we will use the X −1/2,12/25 bound for u, which implies
by Hölder, where
Moreover the ξ 1 7/25 factor cancels the weight, so we simply bound F and both G factors in L Finally we should improve the bound on u. We must be careful here, since we will not use the evolution equation of u; however, let us postpone this issue to the end, and first see how we can bound the (U ′ ) T norm of u. Bounding the Y s ′ norm is easy; since u = M −1 v we can write u as a linear combination of spacetime shifts (n, β) of v with coefficients that are summable even after multiplying by n 7/8 (this can be proved in the same way as in the analysis of w(0) before), and we know that a spacetime shift (n, β) increases the Y s norm by a factor n s ′ . Now we need to bound the X −1/2,12/25 norm of u. Clearly we may restrict to π >0 u, so by the formula u = M −1 v and duality we only need to bound
provided m i ≪ n 0 for each i, and H is as above, F and G are bounded in L 2 t,x . If instead m i max( n 0 , n 1 ) for some i, then we should have
In both cases we have
From the equation we know that either β 1 β 0 , or η i β 0 for some i, or |β 0 | |Ξ|.
In case (2.5), if β 0 β 1 , then we can cancel the two powers, then bound F and G in L 
t,x , the other factors in appropriate spaces.
In case (2.6), we must have some i, so that |m i | ∼ A is larger than any other parameter. We may assume in the worst case that |n 1 | ∼ A (since when |n 0 | ∼ A or |m j | ∼ A we will gain more due to the powers we have), and the maximum of all other parameters is B. Then again we have either β 0 β 1 or β 0 η i or |β 0 | |Ξ| AB. In the first case we cancel the weight, then bound F and G in L 2 t,x , in the second case, we make similar arguments as before, using the X −1/2,12/25 norm of u; in the third case we can cancel the weight and gain at least A 1/25 , so the proof still goes through.
Finally let us discuss how to obtain an improved estimate without using the evolution equation for u. We argue as in [10] , first choose some large K depending on the bound M ′ appearing in the bootstrap assumption, but still smaller than T −1 ; then by decomposing π >0 u into π >K u and π [0,K] u, we can bound the slightly
(in fact, the bound for π >K part is trivial since we can gain a power of K, and for the π [0,K] part we will use the evolution equation for u). Then we use the formula u = M −1 v and write v = w + π ≤0 v. We will use u * to realize the operator M , use some extension w * of w that is bounded by O M (1) as we just proved. Then we should be able to bound the output function by O M (1) as above, except for the part where we have
. But in this case we must have |m i | ≥ K for some i, so we gain a small power of K which cancels the O M ′ (1) loss.
In this way we can complete the proof of the proposition.
Some useful orthogonality relations
In this section we recall for the sake of completeness some useful results from [25] on the orthogonality of multilinear products of Gaussian variables g k (ω) that appear in (1.3). Introduce the sets :
.g in dp = 0.
Proposition 3.2. Let i, j > 0 be fixed and assume
The proof of the propositions above are based on the following lemma.
be such that:
Then there exist 1 ≤ l, m ≤ n, with l = m and such that at least one of the following occurs:
Proof. By (3.1) we get the existence of l ∈ {1, ...n} such that:
where |.| denotes the cardinality. Next we introduce
Notice that M l = ∅ since it contains at least the element l, and also by (3.3)
Our aim is to prove that N l = ∅. Next assume by the absurd that N l = ∅, then by independence we get g j1 ...g jn g i1 ...g in dp (3.4)
where at the last step we used |M l | + |L l | − |P l | > 0. Hence we get an absurd by (3.2).
4.
On the approximation of the measures dρ 1,R and dρ 3/2,R
We first introduce the modified energies:
and the approximating modified densities:
We recall the explicit expressions of E 1 and E 3/2 :
Next we prove that as N → ∞ the measures F ǫ N,R dµ 1 (for ǫ > 0 fixed) converge to dρ 1,R and H ǫ N,R dµ 3/2 converge to dρ 3/2,R (in a strong sense). Proposition 4.1. Let R, σ > 0 and ǫ 0 > 0 be fixed, then:
The next lemma will be of importance in the sequel.
The proof follows modulo minor changes in the argument presented in the analysis in [23] . The only difference is that in this paper we use smoothed projectors S ǫ0 N in the definition of the approximating measures, while in [23] we use the sharp projectors π N . This difference however does not affect the argument presented in [23] . 
where
and
are two of the functions introduced in (1.4) .
Proof. First we focus on the proof of (4.7). Notice that if we prove
then up to subsequence we get
On the other hand
provided that σ > 0 is small enough in such a way that H 1/2−σ ⊂ L 4 . Hence summarizing we get
where:
Recall also that following [23] one can show that there exists L such that
, in particular we have up to subsequence convergence a.e. w.r.t. dµ 1 and hence we can assume that up to subsequence R N (u) is bounded a.e. w.r.t. dµ 1 . By combining this fact with (4.11) we deduce:
On the other hand we have
and hence
We conclude by combining (4.12) and (4.13). Next we focus on (4.9), whose proof follows by
that in turn, by an orthogonality argument (as in [25] ), is equivalent to:
Notice that due to the cut-off ψ ǫ we can restrict the sum on the set
and hence we can control the sum above by
The proof of (4.8) is similar to the proof of (4.7), provided that we show:
The proof of (4.18) follows by the Sobolev embedding
To prove (4.16) (and by a similar argument (4.17)) we use the following inequality (that follows by fractional integration by parts, see page 283 in [23] ):
and hence (4.16) follows provided that S
The second estimate is trivial and the first one follows since we can select ρ, p > 0 in such a way that W ρ,p ⊂ L ∞ and also v W ρ,p < ∞ a.e. (w.r.t. dµ 1 ) u ∈ H 1−σ (see Proposition 4.2 in [23] ). The proof of (4.14) and (4.15) follows the same orthogonality argument as the proof of (4.9). More precisely we get 
for some α > 0. In the last estimate we used [21] (end of page 500).
Proof of Proposition 4.1. The proof of (4.5) and (4.6) since now on are the same, hence we focus on the first one. It is sufficient to prove that given any sequence N k in N there exists a subsequence N k h such that (4.5) occurs. Recall that
By combining Lemma 4.2 with the Egoroff theorem we get that, up to subsequence, for every ǫ > 0 there exists
. As a consequence we get
On the other hand by the Hölder inequality
where we used Lemma 4.1 and [23, Proposition 6.5]. The proof follows by combining (4.19) with (4.20).
A-priori Gaussian bounds w.r.t. dµ 1
Recall that for every ǫ > 0 we denote by ψ ǫ any function that satisfies (1.5) and by S ǫ N the associated multiplier defined by (1.6). The main aim of this section is the proof of the following result. 
The estimate (5.1) is equivalent to:
where g e are the Gaussian independent variables in (1.3),
The proof of (5.3) (and hence (5.1)) is splitted in several lemmas. in this case (a, a, c, d), (a, a, d, c) 
Then by orthogonality and Proposition 3.1 we can estimate
Concerning the sum on the setC 
Since we have the identity 
where 
By combining an orthogonality argument with Proposition 3.1 we can estimate the sum on the first constraint by
where we used that c · d > 0 implies |a + b| = |c + d| > N (1 − ǫ). Concerning the sum on the second constraint we have
Proof of Proposition 5.1. The proof of (5.3) (and hence (5.1)) follows by combining Lemma 5.1, 5.2, 5.3, 5.4. Next we focus on the proof of (5.2), that can be written as follows:
where: Due to the cut-off properties of ψ ǫ the sum in (5.6) can be replaced by the sum on the set
Next we split . By orthogonality and Proposition 3.1 we get:
Concerning the sum on the setÃ 
In a similar way we can treat the sum onÃ 
Next we treat the sum on the set A c N,a=−e (in the same way we can treat the remaining cases). We reduce by orthogonality to the estimate:
In the first case the sum on the r.h.s. of (5.11) can be estimated by O(
) and in the second case it can be controlled by:
We can suppose that the e summations ranges up to N (1 − ǫ) − 2 since the contribution of the remaining terms is O( 1 N ). Finally, we can estimate
By using the variable ǫN + e we can rewrite the last sum as follows:
It concludes the proof of (5.2). 
for every A ∈ B(H 1/2−σ ) and for every t.
Remark 6.1. Notice that the proposition follows provided that we show
Using that the modified energies associated with E 0 and E 1/2 are true conservation lows for the approximated flows, we obtain that the proof of Proposition 6.1 can be completed by combining Remark 6.1 with Proposition 5.4 in [24] , once we proof the following statement.
Proposition 6.2. We have the flowing estimate:
where the energies E Next we recall that
Arguing as in [23] and recalling that Su solves (6.1), then we get:
Moreover we have (use that u(t) solves (1.7)):
(here we used integration by parts and vHv = 0). By combining (6.2), (6.3), (6.4) we get:
and by integration by parts
By using the property vHv = 0 we deduce
We conclude by Proposition 5.1.
Invariance of dρ 1,R
The proof of the invariance of dρ 1,R follows via standard arguments (see e.g. [24] ) by the following proposition.
Proposition 7.1. Let σ > 0 small enough andt > 0 be fixed. Then for every compact set A ⊂ H 1/2−σ we have:
Proof. We fix M > 0 such that A ⊂ B M (H 1/2−σ ) and we choose L > 0 such that
for every t ∈ [0,t] (the existence of L follows by [13] ). Next we fix k > 0 and by Proposition 6.1 we get N k ∈ N and ǫ k > 0 such that:
On the other hand we have by Proposition 2.1 the existence of
In turn by combining (7.3) with Proposition 4.1 we get the existence ofÑ k ∈ N such that
By combining (7.4) with (7.5) we get
that by taking the limit as N → ∞ gives:
It is sufficient to iterate the bound at most [t/t 1 ] + 1 times and to take the limit as k → ∞ in order to get (7.1) (notice that we can iterate thanks to (7.2)).
The measures H
ǫ N,R dµ 3/2 and the invariance of dρ 3/2,R The proof of the invariance of dρ 3/2,R is similar to the proof of the invariance of dρ 1,R , once we establish the following analogue of Proposition 6.1. 
for every A ∈ B(H 1−σ ) and for every t.
Its proof follows by the following analogue of Proposition 6.2.
Proposition 8.2.
We have the following estimate:
2). In turn we split the proof of this proposition in several steps.
Proposition 8.3. We have the following estimates:
We split the proof of (8.1) in several lemmas. Notice that we have
Proof. Notice that in the case sign(b) · sign(d) < 0 we have:
Hence we can assume that sign(b) = sign(d). By the condition a + b + c + d = 0 we get that at least one of the following occurs: either sign(b) = sign(a) or sign(c) = sign(d). In any case we have |a + b| = |c + d| < N (1 − ǫ) and hence we conclude by the cut-off properties of
Proof. We will only treat the case |a| > N (1 − ǫ) (for |c| > N (1 − ǫ) the same argument works). Notice that by the cut-off property of ψ ǫ we can work on the set C 
Concerning the sum on C We can conclude by combining the Minkowski inequality with the following estimates:
Proof. Arguing as in Lemma 8.1 we can assume that sign(b) = sign(d), and also by the cut-off property of ψ ǫ we can restrict to the set |a + b| = |c + d| > N (1 − ǫ). We claim that D 0<|a|,|b|,|c|,|d|≤N
The first and second terms on the r.h.s. are O( ...
Concerning the sum onÃ c N (4) we can apply the Minkowski inequality and we get:
where the estimate of the second term is obtained as follows:
Here we have used Lemma 3.3 in [24] to estimate the first term on the r.h.s. The proof of (8.3) is similar.
We shall also need the following estimates.
Proposition 8.4. We have the following estimates:
Proof. We focus on the first estimate (the others can be treated by the same arguments as below). We have to prove 
where we have used Lemma 3.3 of [24] to estimate the first term on the r.h.s. By a similar argument
Hence the l.h.s. in (8.9) can be estimated by O( (the condition |c| > N (1 − ǫ) comes from a + b + c = c on the set a = −b), and by (8.10) we can continue the estimate
We can treat the sum onÃ c N,a=−c by the following estimates: Notice that the first two terms on the r.h.s. give a contribution O(
) (in particular to estimate the first term we used Lemma 3.3 in [24] ). Concerning the last term, due to the fact a = −d and | − d + b + c| > N (1 − ǫ), it can be controlled by The sum on the first constraint can be estimated by Lemma 3.2 in [25] , the estimate on the second and third one are trivial, and the last one gives a contribution O(ǫ).
Concerning the sum onÃ c N,a=−e , notice that the constraint |d + e| > N (1 − ǫ) is equivalent to |d − a| > N (1 − ǫ) and hence we are reduced to treat: The last sum to be considered is on the setÃ where we used Lemma 3.3 in [25] to estimate the first sum on the r.h.s.
Proposition 8.5. We have the following estimates:
Proof. We have to show 
and A N (6) = {(a, b, c, d, e, f ) ∈ Z 6 |0 < |a|, |b|, |c|, |d|, |e|, |f | ≤ N, a+b+c+d+e+f = 0}.
By the Minkowski inequality and by the cut-off property of ψ ǫ we can estimate the l.h.s. in (8.14) by Arguing as in Proposition 6.2 and by using the notation u(t) = π N Φ ǫ N (t)ϕ we get: Moreover by using the equation solved by u(t, x) we get: 
