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ク [3, 4]，ヒステリシスニューラルネットワーク [5]，逆関数遅延ネットワーク [6]，バースト逆関数
遅延ネットワーク [7]など，またネットワークの結合手法を改良した物としては非対称環状ニューラ











て組み合わせ最適化問題の解探査以外にも様々な応用が研究されている [7, 11, 12, 13, 14]．
その中でも組み合わせ最適化問題の解探査に適用した場合，負性抵抗によって極小値状態のみを
不安定し，最小値状態を得ることが出来る問題が存在することが分かっている．特に N-Queen問題
に代表される問題については，ネットワーク状態の時間変化が静止した場合に 100 % 最適解が得ら
れることが分かっている [15]．これは，N-Queen問題ではネットワーク状態が最小値状態の時の各













































































































図 2.3 Hopfieldモデルの模式図 他のニューロンからの入力は荷重値を掛けられ，全て足し合わされる．
これがニューロンに対する外部入力となる．
程式は自由変数が 4つあるため，モデルの振る舞いが複雑である．そこで，Hodgkin-Huxrey方程式
















wijxj + hi − ui (2.1)
xi =f(ui) (2.2)
ここで，hi, ui, xi はそれぞれ i番目のニューロンのバイアス値，内部状態，出力を表し，wij はニュー













ここで，β は関数のゲインを調整するパラメータで，β が大きいほど f(u)のゲインは大きくなる (図
















図 2.4 シグモイド型の出力関数 β が大きいほど，関数のゲインは大きくなる．
2.2.2 Hopfieldネットワークとエネルギー関数
次に，Hopfieldモデルを複数つなげてネットワークを作った場合を考える．このとき，荷重値を対































となる．よって式 (2.5) より，Hopfield ネットワークの状態は常に EHNN の値が減少する方向にの
み更新されることが分かる．つまり，ネットワーク状態はエネルギー関数 EHNN の勾配から力を受














図 2.5 Hopfieldネットワークの最小値状態探査のイメージ ネットワークの最終状態が最小値状態に
辿り着くか極小値状態で留まるかは，ネットワークの初期状態によって決まる．
2.3.1 組み合わせ最適化問題











N の問題をニューラルネットワークで扱う場合，N × N のネットワークを用意する．この時，x行
















xxi = k for any x,
N∑
i
xxi = k for any i,
xxi ∈ 0, 1 for any x, i. (2.7)
ただし，x = (xij) ∈ [0, 1]N×N は各ニューロンの出力であり，xxi ∼ 1のときニューロン xiが発火
状態 (選択状態)，xxi ∼ 0のとき非発火状態 (非選択状態)であることを表す．
式 (2.6)は問題の目的関数を表している．ここで axi はニューロン xiを選択したことによるコス




なお，本論文で扱う N-Queen問題・TSP・QAPについては，k = 1である．また，目的関数につ





















































ここで，A,B, C は正の定数である．式 (2.9)のうち，第 1項と第 2項は各行各列でニューロンが 1
つ選択されることを要請する制約条件である．また第 3項は，各ニューロンの出力が 0または 1を
取り，その中間値を取らないことを要請する制約条件である．このように，各行各列でニューロンが
1つ選択され，かつ出力が 0または 1を取っている状態を「解状態」と呼ぶ．この解状態の元では，






































dxy (j = i + 1 or j = i − 1)
0 (otherwise)
(2.11)
ただし，dxy は都市 xと y の間の距離を表す．また，インデックス i, j は循環するインデックスであ
る．例えば i = N であるとき，i + 1 = 1であるとする．式 (2.11)より，byjxi は iと j が隣り合った
数字の場合のみ，都市 xと都市 y の距離を表している．
ネットワーク状態が解状態の時，目的関数の値はネットワーク状態が表す経路での経路長の 2倍の
長さを表す．これは，目的関数がネットワーク状態が示す巡回の順番に沿って都市間距離を足し合わ
























図 2.7 TSPにおける目的関数の値 目的関数の値を計算すると，赤で示した経路と青で示した経路，両
方の経路長を足し合わせる．これにより，目的関数の値は経路長の 2 倍の長さとなる．
と都市 y から xへ向かう都市間距離の両方を足し合わせてしまうため，全体の経路長の 2倍になる
(図 2.7)．またこのことから，ネットワーク状態が最小値状態に到達しても式 (2.9)の値は 0になら
ない．この点が N-Queen問題との大きな違いである．
2次割り当て問題
2次割り当て問題 (Quadratic Assignment Problem: QAP)は，N個の点と要素が与えられ，各 2
点間の距離D = dij(1 ≤ i, j ≤ N) と各要素間の相互関係 F = fij(1 ≤ i, j ≤ N)が与えられた時







P =(π(1), π(2), . . . , π(N)) (2.12)
QAPは工場配置問題として考えることが出来る．工場配置問題は，工場間の物流コストが最小に
なるように N個の都市に N個の工場を配置する問題である．工場配置問題では，dij が都市 ij 間の






































図 2.8 QAPとニューロン行列の関係 この例では，都市 1 に工場 1 を配置し，都市 2 に工場 2 を配置

















































逆関数遅延ネットワーク (Inversed function Delayed network: ID network) は，逆関数遅延モ
デル (ID model) によって構築されたネットワークである [6]．ID モデルは Hopfield モデルの出力
に時間遅れの影響を追加し，また出力関数として Hopfieldネットワークで使われる出力関数の逆関
数を含む関数を用いている (§2.5 を参照)．出力関数を変化させることで，ダイナミクス中に負性抵
抗の効果を持たせることが出来る．さらに ID ネットワークにおいても，Hopfield ネットワークと
同様にエネルギー関数を定義することが可能で，エネルギー関数の勾配に沿ったダイナミクスが実

























=ui − g(x)1 (2.17)
ここで，ui, xi, hiはそれぞれニューロンの内部状態，出力，バイアス値を表し，wij は j 番目のニュー
ロンから i番目のニューロンへのシナプス結合の荷重値を表す．また τu, τx はそれぞれ内部状態と出
力に関する時定数で，τx  τu である．関数 g(x)は Hopfieldネットワークの出力関数 x = f(u)の
逆関数 f−1(x)を含む関数である．g(x)の具体的な数式は次節で示す．


























wijxj + hi − g(xi)
 (2.20)
となる．ここで，η(xi)は粘性抵抗係数，また −∂U/∂xi はポテンシャル U から受ける力であると考

















































ここで，α, β は g 関数の形状をコントロールする正のパラメータである．また f−1(x) は Hopfield
ネットワークの出力関数 x = f(u)の逆関数であり，式 (2.22)よりパラメータ β が大きいほど g関
数のゲインが大きくなることが分かる．
式 (2.21) で表される g 関数をプロットしたのが図 2.10 である．このうち，赤で示された部分
では関数の傾きが負になるため，η(xi) < 0 がほぼ成り立っている*1．この領域を，負性抵抗領域
(negative resistance region) と呼ぶ．この領域内ではダイナミクスに負性抵抗から受ける力が加わ
るため，この力によってポテンシャル U のポテンシャル壁を登ることができる (図 2.11)．よって，
負性抵抗の効果によって極小値状態を抜け出すことが可能である．











*1 実際には η(xi)には τx/τu の項が付加されているが，τx  τu なので，τx/τu ∼ 0として無視できる．




















































wiixi + 12 ∑
j 6=i



























































































となる．これより，全てのニューロンに関して粘性抵抗係数 η(xi) > 0であるときは，Hopfieldネッ
トワークの場合と同様に，状態は EID の値が減少する方向にのみ更新されることが分かる．しかし，
























































































とバイアス Hi を用いる [15]．
Wii = wii + α (2.27)















[15]．ここで，横軸は出力の中央値 (x = 0.5)からの距離であり，縦軸はその出力が現れる確率であ
る．黒は最小値状態の時のヒストグラムを，また白は極小値状態の時のヒストグラムを表している．
図 2.13より，ネットワーク状態が最小値状態の場合，出力値は全て x = 0または 1近傍の値を取
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=ui − g(xi) (3.2)
ここで，ui, xi, hi はそれぞれニューロンの内部状態，出力，バイアス値を表し，wijk... は j, k, ...番目
のそれぞれのニューロンから i番目のニューロンへのシナプス結合の荷重値を表す．また τu, τx, g(x)
は IDモデルと同様に，それぞれ内部状態と出力の時定数，および出力関数の逆関数である．ここで

















































となる (図 3.2)．しかし，負性抵抗領域のパラメータである αや β の値が十分大きいとすると，負性
抵抗領域の幅は L ∼ 1/2 (ε = 0)となる．この時，出力 xは 0または 1のみを取ることになる．
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図 3.2 Lと εの関係
3.1.3 エネルギー関数

















































































































































(b) −∂U/∂x > 0の時





































































となる．これより，負性抵抗領域内では η(x) < 0となるため，IDモデルと同様に EHC-ID の値が増
加する方向に状態が更新される．
3.1.4 ネットワーク状態の安定・不安定
HC-ID モデルは式 (3.3) より，ポテンシャル U から力 −∂U/∂x を受けて状態が変化する．ここ






< 0 . . .安定
> 0 . . .不安定
(3.11)





> 0 . . .安定
< 0 . . .不安定
(3.12)
となる．




> 0 . . .安定
< 0 . . .不安定




< 0 . . .安定
> 0 . . .不安定
(x ∼ 1) (3.14)



















































ここで，byjxi はニューロン x, iと y, j を選択することで生じるコストを表す．また A, B,C は正の定
数である．












さらに，出力が 0または 1の時の安定不安定は式 (3.13)，(3.14)によって決まることが分かってい
るので，ここでは ∂E4TH/∂xah の符号を見積もることで，ネットワークの状態が安定な時・不安定
な時の条件を導出する．








































ニューロンが発火しているので，式 (3.16)の第 1・2項は 0になる．また各ニューロンの出力は 0ま


















































が成り立つ (図 3.4)．これらは共にコストに関する項であり，c(x) > 0, cah(x) > 0 が成り立って
いる．







































式 (3.20)より，∂E4TH/∂xah の符号は {·}内の値の符号によって決定される．まず xah ∼ 0の時
は，B/4C + c(x) > 0なので，常に ∂E4TH/∂xah > 0が成り立っている．よって，この状態は常に
安定である．
一方で，xah ∼ 1 の時は，c(x) と B/4C の大小関係によって ∂E4TH/∂xah の符号が変化する．
c(x) < B/4C が成り立つ時，∂E4TH/∂xah < 0 となるため，この状態は安定である．しかし，












§3.2.2での最適係数条件の導出では ε = 0を仮定していたが，実際には εは微小な値を取る．この
ため，出力 xは以下の範囲にある時に静止状態にならなければならない．{
0 < x < ε (x ∼ 0)




3.3.1 xah ∼ 0の時の，εを考慮した ∂E4TH/∂xah の値の再計算
ある非発火ニューロン a, h について (xah ∼ 0)，静止状態でネットワークが解状態ならば，
∂E4TH/∂xah は以下の範囲の値を取る (導出については付録 §A.2.1を参照)．
∂E4TH
∂xah
>cah(x) {B + 4Cc(x)} − [2A + 3cah(x) {B + 4Cc(x)}] ε (3.23)
∂E4TH
∂xah
<cah(x) {B + 4Cc(x)}
+















byjah {B + 4Cc(x)}
 ε (3.24)
ただし，ここで J(x)は列 xで発火しているニューロンの行インデックスである．従って発火ニュー
ロンのインデックスは (x, J(x))(但し 1 ≤ x ≤ N) で表される．また ε  1 であると考えられるの
で，ε2 以上の項については考慮しないこととした．
§3.2.2 の ε = 0 とした時の見積もりでは，xah ∼ 0 であるときはネットワーク状態が示す解に関
係なく常に ∂E4TH/∂xah > 0が成り立っていた．ここで εが有限な値を取る場合でも，式 (3.23)が




cah(x) {B + 4Cc(x)}




















= da,I(h−1) + da,I(h+1) (3.26)
となる．ここで I(x)は行 xで発火しているニューロンの列インデックスであり，dxy は都市 xと y
の間の都市間距離を表す．式 (3.26)より，TSPでは cah(x)は都市 aの前後に訪れる都市との間の都
市間距離を表すことが分かる．このことから，TSPにおける cah(x)の値は以下の範囲の値を取る．
2dm < cah(x) < 2dM (3.27)




2dm {B + 4Cc(x)}




cah(x) {B + 4Cc(x)}
2A + 3cah(x) {B + 4Cc(x)}
]
(3.28)
このことから，TSPを適用した場合に εが以下の式を満たせば，∂E4TH/∂xah > 0が成り立つ．
ε < min
[
2dm {B + 4Cc(x)}
2A + 3 · 2dM {B + 4Cc(x)}
]
(3.29)
さらに式 (3.29)について，min[·]内の値がネットワーク状態が最小値状態の時 (x = x0)と極小値
状態の時 (x = x1)ではどちらが大きいかを調べる．極小値状態の時の値から最小値状態の時の値を
引くと，
2dm {B + 4Cc(x1)}
2A + 6dM {B + 4Cc(x1)}
− 2dm {B + 4Cc(x0)}
2A + 6dM {B + 4Cc(x0)}
=
2dm {B + 4Cc(x1)} [2A + 6dM {B + 4Cc(x0)}] − 2dm {B + 4Cc(x0)} [2A + 6dM {B + 4Cc(x1)}]
[2A + 6dM {B + 4Cc(x1)}] [2A + 6dM {B + 4Cc(x0)}]
=
4Adm {4Cc(x1) − 4Cc(x0)}





2dm {B + 4Cc(x0)}
2A + 3 · 2dM {B + 4Cc(x0)}
= εc0 (3.31)
これが TSPを適用した時に ∂E4TH/∂xah > 0(但し xah ∼ 0)が必ず成り立つことが保証される εの
範囲となる．また，式 (3.31)が成り立つ境界の εの値を εc0 とする．
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34 最小コスト (最短経路長): 2.823
2番目に小さいコスト: 3.176
都市間距離の最小値 (dm): 0.354
都市間距離の最大値 (dM ): 1.118
図 3.5 4都市 TSPの例:TSP-4B
εc = 0.05149448885 . . . ∼= 0.051
となる．なお，この時 B = 1.2，C = 0.1とした．この値は最適係数の条件 (3.21)を満たしている．
また A = 8.2とした．これは発火ニューロンが縦横で 1つになるときにネットワーク状態が静止す
るための条件
A > max [2B(N − 1)dM ,
dM {B + 4C(N − 2)dM} + dM
{
B(N − 2) + 4C
(







を満足するように設定した (条件の導出は付録 B 参照)．この計算結果より，ε < 0.051 の範囲では
xah ∼ 0の時に ∂E4TH/∂xah > 0 が必ず成り立つことが分かる．このことから，ε < 0.051の範囲
では x ∼ 0の時，十分に時間が経てば出力 xは 0となるため*1，x = 0としても大きな誤差は生じな
いと考えられる．
3.3.2 xah ∼ 1の時の，εを考慮した ∂E4TH/∂xah の値の再計算
次に，ある発火ニューロン a, hについて (xah ∼ 1)，∂E4TH/∂xah の取り得る範囲を見積もる．こ




>cah(x) {−B + 4Cc(x)} − [2A + 12Ccah(x) · c(x)] ε (3.33)
∂E4TH
∂xah
<cah(x) {−B + 4Cc(x)} + [5Bcah(x)] ε (3.34)
§3.2.2 での ε = 0 とした時の見積もりでは，xah ∼ 1 であるときはネットワーク状態が示す解に
よって ∂E4TH/∂xah の符号が変化して，
• ネットワーク状態が最小値状態 (x = x0)の時，∂Eah/∂xah < 0．





の 2 つが成り立っていた．そこで，ε が有限でもこれらの条件が成り立つ条件を考えると，
(3.33),(3.34)より，
cah(x1) {−B + 4Cc(x1)} − [2A + 12Ccah(x1) · c(x1)] ε >0 (3.35)




cah(x0) {B − 4Cc(x0)}
5Bcah(x0)
,




となる．従って εが式 (3.37)を満たし，ε < εc0を満たしていれば，最適係数条件 (3.21)が成り立つ．
TSPを適用した場合




dm {B − 4Cc(x0)}
5BdM
,





cah(x0) {B − 4Cc(x0)}
5Bcah(x0)
,







dm {B − 4Cc(x0)}
5BdM
,




また，式 (3.39)が成り立つ境界の εの値を εc1 とする．
さらに，具体的な 4都市問題として前述の TSP-4Bについて，εc1 を計算すると，
εc1 = 0.00199998048 . . . ∼= 0.002
となった．ただし，ここでも係数は A = 8.2，B = 1.2，C = 0.1とした．このとき，εc1 < εc0 が成
り立っている．従って，最適係数条件 (3.21)が成り立つと保証される εの境界値 εc は，4都市問題
TSP-4Bでは εc = εc1 ∼= 0.002となることが分かる．
3.3.3 最適係数条件が成り立つと保証される，負性抵抗領域のパラメータ範囲
さらに，4都市問題 TSP-4Bについて，ε < εc が成り立つような α，β の値の範囲を表したのが図









β (α − τx/τu)
(3.40)
の関係を用いた．また τx/τu = 0.01とした．
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図 3.6 TSP-4Bにおける，最適係数条件が保証される範囲 (A = 8.2, B = 1.2, C = 0.1, τx/τu = 0.01 の場合)
ここでは具体的な 4都市問題の TSPについて最適係数条件が成り立つパラメータ範囲を導出した





も Runge-Kutta法を用いている．Runge-Kutta法の刻みのパラメータは h = 0.0001とした．
3.4.1 最適係数条件が成り立つ範囲の検証
まず，最適係数条件が成り立つ範囲を確認するために，4 都市問題 TSP-4B について α と β を
変化させてシミュレーションを行った時に，静止状態で極小値状態が現れるかどうかを調べた．な
お，エネルギー関数の係数は前節の εc の計算で用いた値を使った (A = 8.2, B = 1.2, C = 0.1)．ま
た τx/τu = 0.01とした．シミュレーションはパラメータを変える毎にそれぞれ 20回ずつ行なった．
初期状態はランダムに決定した．但し，どのパラメータでも同じ初期状態の組み合わせによってシ
ミュレーションを行っている．ネットワーク状態は 100τ 後の状態を読み取った．ただし 100τ 後に
ネットワーク状態が静止していない場合は，振動状態とした．この時は解を読み取ることはできな
かった．
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化するかを調べた．図 3.8は，係数 B/4C の値を変化させた時のネットワーク状態の出現率の変化
を表している．ここでは，前のシミュレーションと同じ 4都市問題 TSP-4Bを用いた．また，比較
のために高次結合 Hopfieldネットワークと高次結合 ID ネットワークの両方でシミュレーションを
行った．パラメータ値は，α = 3.0, β = 200とした．この値は，解析により最適係数条件が成り立つ




図 3.8 の内，上段は高次結合 Hopfield ネットワーク (HC-Hopfield) の，また下段は高次結合 ID
ネットワーク (HC-ID)の結果を表している．また，それぞれ横軸が B/4C の値，縦軸がネットワー
ク状態の出現確率を表している．グラフ上に縦に引かれた線はネットワーク状態のコスト値を表して
おり，左からそれぞれ最小値状態 (c(x0))，コストが 2番目に小さい極小値状態 (c(x1))，3番目に小
さい極小値状態 (c(x2))の，コスト値である．
まず高次結合 Hopfieldネットワークの結果を見てみると，例えば c(x1)よりも B/4C の値を小さ
くしても，依然として極小値状態でもネットワークが静止してしまっている．このことから，高次結
34 3 高次結合逆関数遅延モデルによる解法
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図 3.8 係数 B/4C とネットワーク状態の出現率の関係
合 Hopfieldネットワークでは B/4C の値よりも大きなコストの状態も静止状態として現れているこ
とがわかる．
それに対して高次結合 IDネットワークの結果では，例えば c(x1) < B/4C < c(x2)のときは 3番
目のコスト状態が現れず，また c(x0) < B/4C < c(x1)とすると 2番目・3番目のコスト状態が現れ
ない．このことから，高次結合 IDネットワークでは確かに B/4C の値によって出現するネットワー
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(a) 4都市問題
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(b) 6都市問題





市問題 (3種)と 6都市問題 (2種)について，最適係数条件を満たすように B/4C の値を設定した時
の，ネットワーク状態の出現率を調べた．その結果を図 3.9に示す．それぞれのグラフについて，横
軸は B/4C の値，縦軸は状態の出現率を表している．また，縦棒は左から c(x0), c(x1)の値をそれ
ぞれ示している．4都市問題の結果が図 3.9(a)，6都市問題の結果が図 3.9(b)である．



























図 3.10 シミュレーションで用いたサイズ 4の QAP
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B/4C
図 3.11 4-QAP における，係数 B/4C とネットワーク状態の出現率の関係 α = 8.0, β = 500．












(式 (3.6)参照)，最適係数条件が成り立つことが保証される最大の εの値，εc を解析的に見積もり，
式 (3.37)を得た．εは負性抵抗領域のパラメータ α, β によって決められる値なので，εc を見積もる


































発火 (xah > 0.5)













































は，解を読み取った時に縦横で 1つのニューロンが発火していない状態を振動状態と呼ぶ (図 4.2)．





















































































ションには 2 章で示した ID ネットワーク (式 (2.16),(2.17)) とエネルギー関数 (式 (2.9),(2.11)) を
用いた．また，都市配置としては 5 都市問題 TSP-5A を用意した (図 4.4)．問題を表すエネルギー
関数 (2.9) の係数については，A = B = 1.0，C = 0.5 とした．これは動的解表現において縦横で
ニューロンが 1つ発火した状態が得られるように設定した．また，IDネットワークのパラメータに
ついては β = 8.0, τx/τu = 0.1とした．シミュレーションは解状態を満足した状態を初期状態として
与え，αを徐々に大きくしながら出力の変化を見た．αは 0.6から 0.01ずつ，1.2まで大きくした．
この時，αの値を 0.01大きくする毎に 400τ の緩和時間を取った．
























































































wijxj + hi = − τu
∂EID
∂xi










































































































dxy (xyi+1 + xyi−1) xxi (4.6)



























day (xyh−1 + xyh+1) (4.7)
となる．但し，(4.5)から (4.7)を導くために，ニューロンのインデックスを i → a, h，j → b, g とし
た*1．
式 (4.7)のうち，第 1～3項は制約条件に関する項である．第 1・2項は縦横で 1つニューロンが発
火することを要請する条件で，同行同列で複数のニューロンが発火している場合に抑制がかかる．ま







*1 今 N × N のニューロン行列を考えるので，インデックスの付け方は 2 通り考えられる．i や j は単純に 1 つ目の
ニューロンから番号を振ったものであり，(a, h)や (b, g)はニューロン行列上の位置を表すインデックスである．この
とき，i = aN + h，j = bN + g が成り立つ．
4.2 動的解表現による解探査のメカニズム 45





























の出力が 0に近づく瞬間がある (図 4.6(c))．この時，一時的に制約条件に関する抑制が小さくなり，
ニューロン (3,3)とニューロン (3,2)は共にニューロン (4,4)からのコストに関する抑制のみを受け
ることになる．ここで式 (4.7)より，ニューロン (3,3)の受ける抑制は d43 であり，またニューロン
(3,2)の受ける抑制は d42 である．この時 d43 < d42 が成り立っていれば，ニューロン (3,2)よりも
ニューロン (3,3)の方が受ける抑制が小さくなり，ニューロン (3,3)が発火し始めようとする．
同様にして，ニューロン (2,2)の受ける抑制 d12 がニューロン (2,3)の受ける抑制 d13 よりも小さ
くなった場合，今まで非発火ニューロンだった (2,2) と (3,3) が発火し始め，逆にニューロン (2,3)








































































































ない (図 4.7(a))．これに対して QAPでは，式 (4.9)より，1つのニューロンはコストに関する抑制
をそのニューロンがある列以外の列の発火ニューロンから受けることが分かる．このため解状態の






証する．今回シミュレーションで解探査を行った 5-QAP問題 (QAP-5A)の要素間の物流量を図 4.8
に示す．また，都市間距離については TSP-5Aと同じ都市配置を用いた．なお，要素 0と 3の間の
物流量がもし 0であれば，この問題は TSP-5Aと等価になる．









































































































第 3章では，IDモデルに高次シナプス結合を導入した高次結合 IDモデル (HC-IDモデル)を用い
た解探査について検討した．まず，TSPに限らず様々な組み合わせ最適化問題を記述することが出





































x, iの出力 xxi について， {
0 < xxi < ε (xxi ∼ 0)
1 − ε < xxi < 1 (xxi ∼ 1)
(A.1)




ξxi (xxi ∼ 0)
1 − ξxi (xxi ∼ 1)
(A.2)
ただし，式 (A.1)より，
0 < ξxi < ε (A.3)
が成り立っている．
次に，今ネットワークの状態は，各行各列で 1 つのニューロンが発火している状態を考える．こ
の時，列 xで発火しているニューロンの行インデックスを J(x)(但し 1 ≤ x ≤ N)とする．従って，
列 x の発火ニューロンのインデックスは (x, J(x)) で表される．また同様に，行 i で発火している
ニューロンの列インデックスを I(i)(但し 1 ≤ i ≤ N)とする．この場合，行 iの発火ニューロンのイ
ンデックスは (I(i), i)となる．
54 付録 A εが有限な値を持つときの誤差の見積もり
A.2 εが有限の時の ∂E4TH/∂xの値の範囲の見積もり









































byjahxyj . . . 3© (A.4)
この式より，ニューロン a, hが非発火状態の時と発火状態の時に分けて，∂E4TH/∂xah の値の範囲
を見積もる．なお，以下の計算では ε  1より ξ  1であることを考慮して，ξ2 以上の項について
は考慮しないこととした．
A.2.1 ニューロン a, hが非発火状態の時
式 (A.4)の 1©～ 3©について，それぞれ以下のように計算できる．
1© =A
















































































































































































































































































































































































































































































































































































 . . . 6©
(A.8)
となる．ここで，4©は ξ のかかっていない項，また 5©と 6©は ξ のかかっている項で，5©は ξ のかかっ
た正の項， 6©は ξ のかかった負の項をまとめたものである．
式 (A.8)より，∂E4TH/∂xah の値が最も小さくなるのは 5©の項が最小となり，かつ 6©の項が最大
となる時である．ここで， 5©の項は ξ に関する項なので，式 (A.3)より， 5©の項の値は，少なくとも





















































となる．また同様にして， 6©の項の値は，少なくとも 6©に含まれる ξ が全て εを取る時の値よりは小






























































































































同様にして ∂E4TH/∂xah が最大になる時を考えると，今度は 5©が最大になり，かつ 6©が最小にな
る場合を考えればよい．このとき先ほどと同様に， 5©に含まれる ξ がすべて εを取り，かつ 5©に含ま







の最小値 > 式 (A.11)
となる．
58 付録 A εが有限な値を持つときの誤差の見積もり





























































































































>cah(x) {B + 4Cc(x)} − [2A + 3cah(x) {B + 4Cc(x)}] ε (A.15)
∂E4TH
∂xah
<cah(x) {B + 4Cc(x)}
+




















byjah {B + 4Cc(x)}
 ε (A.16)
この 2式が，xah ∼ 0の時の ∂E4TH/∂xah が取り得る値の範囲であり，少なくともこの範囲の外の
値を ∂E4TH/∂xah が取ることはない．
A.2 εが有限の時の ∂E4TH/∂xの値の範囲の見積もり 59
A.2.2 ニューロン a, hが発火状態の時
非発火状態の時と同様に，式 (A.4)の 1©～ 3©はそれぞれ以下のように計算することが出来る．
1© =A

































































































































































































































































































































































































































































































































































































































































































 . . . 9© (A.20)
となる．これより，xah ∼ 0 の時と同様に ∂E4TH/∂xah の最大値・最小値を求めることが出来る．
まず最小値については式 (A.20)の 8©の項に含まれる ξ が全て 0，また 9©の項に含まれる ξ は全て ε




























































































































































































































































































>cah(~x) {−B + 4Cc(x)} − [2A + 12Ccah(x) · c(x)] ε (A.25)
∂E4TH
∂xah
<cah(~x) {−B + 4Cc(x)}
+ [5Bcah(x)] ε . . . 10©
+










byjah {B + 4Cc(x)}
 ε . . . 11© (A.26)




<cah(~x) {−B + 4Cc(x)} + [5Bcah(x)] ε (A.27)
となる．






4次形式のエネルギー関数 (3.15)には A,B, C の 3つの正のパラメータがある．このうち，B と




0 < x < ε (x ∼ 0)
1 − ε < x < 1 (x ∼ 1)
(B.1)
















































byjahxyj . . . 3© (B.2)
で表される．











































. . . 2© (B.3)
さらに式 (B.3)の最小値を見積もるために，(B.3)の各項について最小値を見積もる．
1©の項が最小になる時は，発火ニューロン a, hの同行，または同列で 2つのニューロンが発火して
いる状態である (図 B.1)．ニューロン a, hと同列で発火しているニューロンが存在する場合， 1©は，
1© ≥A
















ξai − (2ξah + ξbh)
 (B.4)
となる．ここで，ニューロン b, h は列 h 上でニューロン a, h 以外に発火しているニューロンを表
B.1 発火ニューロンが要請よりも多い場合 67
す．またニューロン a, hと同行で発火しているニューロンが存在する場合についても， 1©について
式 (B.4)と同様の式が得られるため，ここでは同行で発火しているニューロンが存在する場合につい
ては割愛する．
次に 2©の項が最小になる時を考える． 2©が最小になるのは全ての yj について xyj ∼ 1が成り立つ
時なので，












































































































 . . . 4©
− [A (2ξah + ξbh)] . . . 5© (B.6)
が成り立つ．ここで，式 (B.6)の値は少なくとも， 4©の項に含まれる ξ が全て 0で，かつ 5©の項に含






















byjah > 0 (B.8)














































byjah < 2(N − 1)dM (B.12)







図 B.3 発火ニューロンが要請よりも少ない場合の例 赤色のニューロンをニューロン a, h とする．
よって式 (B.12)より，TSPではパラメータ Aが満たすべき条件は以下のようになる．




よいので，このような非発火ニューロン a, hに対して ∂E4TH/∂xah < 0が成り立てばよい．よって
∂E4TH/∂xah の最大値を見積もる．
この時，前節で求めた条件 (B.10) をパラメータ A が満足していると仮定すると，同行同列の
ニューロンが 2つ以上発火することはない．このことから，発火ニューロンが縦横で 1つも発火して
いないような列，または行が存在すると仮定すると，同行にも同列にも発火ニューロンが存在しない

























70 付録 B エネルギー関数のパラメータ Aの最適条件の導出















































































































































































































































































































































 . . . 8©
(B.17)
が成り立つ．ここで，式 (B.17)の値は少なくとも， 7©の項に含まれる ξ が全て εで，かつ 5©の項に
含まれる ξ が全て 0である場合の値よりは小さいので，式 (B.1)より，
∂E4TH
∂xah


















































































































































 ε < 0 (B.19)
を満たすようにパラメータを設定すれば，発火ニューロンが不足している列，または行の非発火
ニューロンが不安定になることが分かる．この式からパラメータ Aが満たすべき条件を整理すると，






































































































































































































ついて考える．前節と同様に，TSPにおいては byh+1ah , b
yh−1
ah 以外は 0になる．また，今 a行 h列に
は発火ニューロンが一つもなく，それ以外は各行各列に 1つずつ発火ニューロンがあると仮定してい


























• ニューロン a, hの左右両隣の発火ニューロンについて，byjxi を足し込んだもの (図 B.4(a))．
• 全ての発火ニューロンについて，その両隣の発火ニューロンの byjxi を足し込んだもの (図
B.4(b))．
• 全ての発火ニューロンについて，その両隣の非発火ニューロンの byjxi を足し込んだもの (図
B.4(c))．
• ニューロン a, hの左右両隣の非発火ニューロンについて，byjxi を足し込んだもの (図 B.4(d))．
と見ることが出来る．従って，以下が成り立つ．

















2(N - 2)2N - 3 2N - 30









図 B.4 各式のイメージ 矢印は足し込む係数 byjxi を表す．また下の数字は各列で足し込む b
yj
xi の数であ























2(N − 2)2 + 2(2N − 3)
}











[2dM {B + 2C · 2(N − 2)dM}
+
[
4C · 2dM · (N − 1) · 2(N − 1)2dM + {B + 2C · 2(N − 2)dM} 2(N − 2)dM ] ε
]
=dM {B + 4C(N − 2)dM} +
[
dM · 8C(N − 1)3dM + {B + 4C(N − 2)dM} (N − 2)dM
]
ε
=dM {B + 4C(N − 2)dM} + dM
{
B(N − 2) + 4C
(






A > max [2B(N − 1)dM ,
dM {B + 4C(N − 2)dM} + dM
{
B(N − 2) + 4C
(
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