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Preface
Modern physics includes two main theories: general relativity (the leading gravity
theory) and quantum field theory implemented as the Standard Model. These two are
based on quite different principles and symmetries; the Lagrangian approach is their
common denominator. Some people try to obtain general covariance (relativity)
as emergent phenomenon. In my opinion, general covariance is too beautiful and
important to be emergent. This book purports to explain quantum description as an
emergent phenomenology (too).
There is a unique variant of Absolute Parallelism (AP embraces symmetries of
both Special and General Relativity) which is both beautiful (the Little Prince’s
Principle: true beauty should be single) and simple (Kolmogorov theory of algo-
rithms’ complexity): no free parameters, nothing (nor D=5; arXiv: 0812.1344) can
be changed if to keep the theory safe from emerging singularities of solutions.
In linearity, there are 15 polarizations; three of them (electromagnetic-like f -
waves) cause linear growth of three other polarizations, so the trivial solution is
linearly unstable; but Riemannian curvature does not grow, is stable. This feature
gives an answer to the long-standing question: “Why is there something rather than
nothing?” (They name Leibnitz, Grünbaum, Parmenides.) Or: “Why are we so lucky
that our ‘solution’ differs so drastically from the trivial one, from ‘nothing’? All
solutions are on equal footing, are not they?" The answer is: “Nothing is unstable".
There is also the longitudinal polarization; and SO4-symmetrical expanding so-
lutions, delivering an example of L-wave, can serve as an expanding cosmolog-
ical background, a ‘wave-guide’ for other polarizations, f -waves first of all. If
f -amplitudes decrease as 1/
√
t (reddening of thermalized ensemble), the unstable
waves grow as
√
t; so the nonlinear terms should be accounted for (‘growing’ im-
plies an ‘arrow of time’). The expanding wave itself breaks time reversibility (a kind
of spontaneous symmetry breaking – solutions’ symmetry is always smaller than the
1
equations’ symmetry); it gives anti-Milne model (a ∝ t, k = +1) which seemingly
describes SNe Ia and GRB data even better than the ΛCDM-model.
Nonlinear spatially localized field configurations can carry digital information –
topological charges and quasicharges; an emerging phenomenology of ‘topological
quanta’ on the cosmological expanding background (S3-spherical shell, of thickness
L, filled with waves giving non-linear field fluctuations) is interesting to explore. The
4-th order prolongation of the system’s symmetric part can be written as a modified
gravity with EM-like energy-momentum tensor: energy is positive and only f -waves
(move alone Riemannian geodesics; no gradient invariance) contribute there. This
equation also follows from the least action principle: the Lagrangian is quadratic in
symmetrical part, and hence is trivial. After exclusion of covariant divergences, the
main, quadratic terms look like a modified gravity, RµνGµν + f 2µν (Ricci and Ein-
stein tensors). The tangible waves move almost tangentially to the spherical shell
of expanding cosmological waveguide – that to be trapped inside it; this feature can
potentially explain the principle of superposition for secondary, proxy 4D fields aim-
ing to describe how topological quanta (extended along the extra dimension; their
parts move along different paths, in agreement with quantum theory’s math) scatter
f -waves and contribute to f 2-term, giving a derived 4D ‘quantum’ Lagrangian.
This book is just my PhD thesis; the original (or more close to that) Russian
version is available at arXiv: gr-qc/0412130; the author’s summary, with the date of
defence (at Tomsk university), names of opponents, and so on, is also there.
The footnotes marked with asterisk, ‘*’, are ‘fresh’: sometimes my willingness
to add a comment or a reference to my more recent arXiv-preprint (the thesis was
written 15 years ago! yes, it was the last century) has become irresistible!
And the retro-picture below shows a few my NSU classmates (and me); this is a
weak attempt to increase a bit the number of readers!
Ivan L Zhogin, Novosibirsk
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‘Life is serious, life is earnest..’ Just graduated from NSU; Novosibirsk, 1981.
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Introduction
The well-known merits of the General Relativity theory (GR) [1, 2, 3, 4] – elegance
and beauty, reduction of gravitation phenomena to geometry, the right prediction of
post-Newtonian effects – are supplemented (or a bit spoiled) with severe demerits
or drawbacks. Firstly, the electromagnetic field was not embraced by geometry, and
hence its existence find no clear explanation [4, 6]. In the second place, as it was
demonstrated by many authors (Hawking, Penrose, et al.), in general case, solutions
of GR are spoiled with arising singularities – points of spacetime where the curvature
invariants are turned into infinity [3, 7, 8, 9, 10]. At last, the metric structure of GR
(i.e., the metric field) corresponds to not the most elementary representation of the
GR symmetry group, I mean coordinate diffeomorphisms, Diff(D).
Topological methods were used (Penrose [7], Hawking [8], Geroch [9]) to prove
inevitability of singularity occurrence in solutions of GR (and in the Branse–Dicke
theory as well). In works of Belinsky, Lifshitz, Khalatnikov [10, 3] the analytical
character of general GR solution in vicinity of singularity was investigated in the
synchronous coordinate system. (The justification for such a near-singularity con-
structions is concerned with the generally covariant test for singularities which will
be offered and implemented in the second chapter of this work.)
In opinion of many people, the presence of singularities in a theory designates
internal inconsistency of that theory. However, it is believed that a quantum version
of the relativity theory can be free from singularities (superstring models, which lead
in some limit to R2-gravities, are very popular). In my opinion, it is quite unlikely,
that through just a procedure of quantization one can transform a bad thing into a
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good one. The assumption about a connection between singularities and the arrow
of time (an attempt to benefit from infinity) [31] looks even more fantastic.
So, the main objective of this work is to solve the problem of singularities (and
the problem of gradient catastrophe, or infinite gradients) of solutions – staying at a
‘classical level’, within the framework of the Absolute Parallelism theory (AP).
Hopes for elimination of singularities are connected with different improvements
of the gravitation theory:
1) Complication of structure in theories with torsion [15, 16], etc.; for example, the
tetrad theory of gravitation by Møller [17] (a variant of Absolute Parallelism; the
frame equations there, though Lagrangian, are not good since irregular (in the first
jets, near the trivial solution);
2) Higher derivatives, R2-gravity (the formal test for the singularities, developed in
this work, can be easily applied to R2-gravity [35]). However, as a rule, only the case
of particular symmetric solutions is considered, while the problem of singularities
of a general solution remains, in fact, unresolved.
In the works by Vargas et al. [18, 19], alongside with the metric, the frame field
is used as the second structure. The frame structure, however, can not be Lorentzian:
the global Lorentz rotations O(1, D − 1) acting on a scalar index (as it is the case
in the ‘classical’ absolute parallelism) can be inadmissible – it depends on the kind
of ‘currents’ in [18]); and the second structure is not connected directly with the
Riemann structure (the metric is defined independently from the frame field). The
theme of singularities in [18, 19] is not mentioned at all.
The second structure was introduced as an attempt to solve the problem of ge-
ometrization of electromagnetic field. However, as it will be shown in the first chap-
ter, the Lorentzian structure (or the frame structure) of absolute parallelism, a frame
field haµ(x) (see also [36, 35]) is large enough for this problem. And for the ‘op-
timum’ equations of AP, quite reasonable answers to the questions about energy-
momentum tensor and about post-Newtonian effects are possible. The presence of
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only one structure1 is more preferable from the aesthetic point of view; also this
simplifies very much the analysis of singularities in general solutions of compatible
AP equations.
Absolute parallelism was formulated and investigated rather in detail in a num-
ber of Einstein’s works (some works had been accomplished in co-operation with
Mayer) relating to the period from 1928 to 1931 [11, 12, 13]. That to learn about
earlier mathematical works of a similar direction, one can look at [52].
As Pais mentions [14], some time Einstein assigned the big hopes for this theory,
though his colleagues, physicists, expressed all doubts. Pauli asked about a tensor
of energy-momentum, and about the post-Newtonian effects [14, p. 334].
However the main difficulty, as it is possible to assume, was the problem of
’search’ (or explanation) for the electromagnetic field. The theory contains a natural
candidate for this role, the antisymmetric tensor of the second rank composed from
the second derivatives of the frame field, haµ. However, all equations of absolute
parallelism (there are plenty compatible field equations in AP), with the unique ex-
ception (the already mentioned optimum system of equations; it doesn’t admit the
usual dimension, D=4), do not allow the Coulomb-like asymptotic behavior. (As
there is an Einstein and Mayer’s work, [21], devoted to spherically-symmetric solu-
tions of AP equations, it is possible to assume, that they have noticed the problem of
Coulomb asymptotics. Some noncovariant candidate for the role of electromagnetic
field was considered as well; that, certainly, could not have any success.) These
exclusive equations will be the basic object of our attention. They are unique also
with the other remarkable property: their solutions of general position are free from
co-singularities (connected with the gradient catastrophe).
Perhaps, due to this reason (the problem with ‘Coulomb-law’2) Einstein has left
the absolute parallelism theory.
For greater completeness of this historical digression, it is necessary to mention
1* So, it is a single field theory (irreducibility).
2* It seems the Pauli’s questions were also the case against.
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two popular articles written by M.P. Bronshtein and devoted to AP; recently both
articles have been reprinted in [22]. It is interesting, in one of these articles, AP is
brought into compare with attempts to describe the aether as an elastic environment,
incompressible or, on the contrary, easy (or super-) compressible (for exception of
longitudinal waves).3 As a matter of fact, in principle, one can use this short term
’aether’ as a brief designation of that ‘spacetime’ manifold inhabited with all neces-
sary characteristics, fields.
So, the first question arising at construction of a field theory, is how to choose
a suitable mathematical or geometrical structure of spatial manifold. It is meant,
that there is a differentiable structure; that is, all points of space M can be regu-
larly marked by means of coordinates xµ. Any regular (nonsingular), differentiable
replacements of coordinates are allowed; they make up the group Diff(MD) (D –
dimension of space), the group of coordinate diffeomorphisms.
The frame field haµ(xν) of absolute parallelism (a set of n vector fields) is sup-
plied with a symmetric constant matrix ηab which specify the signature of space;
redefining both the frame field and the matrix η through multiplication on a non-
degenerate matrix, it it is possible to bring ηab to a diagonal form, with diagonal
elements λi = ±1. That is, the geometrical structure of AP contains the frame field
with the signature; the field haµ is the elementary object realizing representation of
the following left–right group of transformations:
1) ‘Right’ coordinate diffeomorphisms (act on the Greek index);
2) ’Left’ global Lorentz rotations O(1, D − 1) acting on the Latin index, and global
scale transformations;
AP equations are invariant with respect to this large group. In comparison with Rie-
mann (or metric) structure of General Relativity, the group of symmetry becomes
larger, while the representation becomes simpler (the vector representation).
3 At the end of the second chapter, the spherically-symmetric problem is considered. At some choice of
coordinates, after integration of a part of the equations, one can arrive to a system of equations looking like
gas dynamics equations for Tchaplygin’s gas, where the gradient catastrophe is absent.
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Test for singularities
The modern theory of compatibility or formal integrability [23, 32] allows easily
to mark out compatible equations of AP; for such equations, formal solutions in a
form of Taylor’s series do exist. In the first chapter, as against the second one, only
non-singular jets of solutions are dealt with. That is, the initial term of series is
a non-degenerate matrix, and one can transform, using a left-right (or only right)
transformation, this term into the unit matrix.
Extending the test of compatibility for the cases of degeneration of either the
co-frame matrix haµ (co-singularities) or the (contra-)frame haµ (more exactly, the
frame density of some weight), one can obtain a generally-covariant formal test for
existence of singularities in solutions: the necessary condition of existence of formal
solutions, solution jets growing from (or arbitrarily close to) singularity, is retention
of regularity and compatibility of the senior terms of a system (of equations). This is
the case if the symbol of a system remains involutive. The symbol can be related to
that degenerated matrix itself (contra-singularities), or to its minors (co-singularities)
of as large co-rank as possible. A detailed analysis and application of this formal test
for singularities is carried out in the second chapter.
The possible approach that to judge on sufficiency of this test is to study how
the left-right symmetry group of AP equations acts near singularities (acts on jets of
singular solutions), and how to choose orbits of ‘physical’ formal solutions (which
would have space-like Cauchy surface ‘approaching’ the surface of singularities)
and make estimation of their prevalence, or measure.4
So, the overall objective of the second chapter is to demonstrate that there is
the unique frame field equation (system of equations; with unique choice of space
dimension, D = 5), which solutions (of general position) are free from singularities.
It turns out that the singularity-free equations of the second chapter coincide with
the ‘optimum’ system of the first chapter.
4 The certain analogies and parallels to questions of the book [24] are possible.
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It is necessary to note, that the least action principle and Lagrangian equations
are usually considered as the only possible way (of doing physics). In actual fact, the
Lagrangian approach yet does not guarantee compatibility of equations (it provides
some identity, but sometimes this is not sufficient). From the ‘Lagrangian point
of view’, perspectives to unite both gµν and fµν within a framework of a single
structure seems rather improbable, because gravitation and electromagnetism should
give similar (of the same order) contributions to the Noether D-momentum.
The requirement of absence of singularities, however, seems to be more im-
portant and fundamental than the least action principle. The singularity-free equa-
tions (i.e., the optimum equations mentioned earlier) are not of Lagrangian kind.
There exist only an approximate Lagrangian (for the linearized equations) and an
approximate ‘weak’ Lagrangian of electromagnetic kind (‘weak Lagrangian’ is the
term coined by Ibragimov [20] for the case when prolonged equations are also re-
quired for minimization (of the ‘weak action’); either (of two) includes only a part
of all covariants (type h′ or h′′), therefore even quantization of linearized equations
seems problematic. The second prolongation of the equations leads to an energy-
momentum tensor of electromagnetic form [35].5
Furthermore, there is a close relation between the existence of minimizing func-
tional and Lyapunov stability. That this relation was working, it is desirable to
assume the following scenario. The exact solution of non-Lagrangian equations
has extremely complex, stochastic character (practically non-repeatable). Trying to
keep an eye on a behavior (noise-averaged, on some scale) of stable (hence, pre-
sumably symmetric) nonlinear field configurations with topological (quasi-)charges,
one may be forced to introduce secondary phenomenological fields, which evolution
already conforms to some Lagrangian rules. The exact details of this scenario for
5-dimensional absolute parallelism depends also on the mechanism of reduction of
5* In fact, some combination of equations (symmetrical part) squared can serve as an exact (although trivial)
‘weak’ Lagrangian, and the starting point for a Lagrangian phenomenology of topological quanta.
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the extra dimension (with possible ‘relativistic character’ of this extra dimension, as
in the case of spherically-symmetric expanding cosmological solution).
Set of solutions; topological charges and quasi-charges
The main issue of the third chapter is to analyze qualitatively the set of singularity-
free solutions of AP equations (D = 5, the topology of space is trivial), as well
as the subsets of symmetric (and, probably, stable in some sense) solutions. These
problems lead us to the means and methods of homotopy topology.
Deforming a frame field haµ(x) on a Cauchy surface Rm (m = D − 1) in such
a way that the metric becomes trivial, then making boosts vanishing, we come to a
field of rotation matrices, s(x) ∈ SOm (‘chiral’ field). The set of the localized maps
s(x) : Rm → SOm is, generally, disconnected, that is, consists of a number of con-
nected subsets, or components – homotopy classes; these classes form a homotopy
group, denoted as πm(SOm). For example, π4(SO4) = Z2 + Z2. Affiliation with
different homotopy classes corresponds to different values of topological charge.
Large symmetry of AP equations (left-right covariance) gives the possibility
of symmetric solutions: in this case, some left-right transformations do not change
such a solution at all (a kind of stationary ‘point’). Classification of symmetric con-
figurations of h-field can be similarly reduced to classification of symmetric con-
figurations of SO-chiral field, and to calculation of relative homotopy groups (or
dyad groups; for the definition see [28, 29]) in the case of simple symmetries, and to
calculation of k-ad homotopy groups
πl(A0;A1, . . . , Ak−1) (Ai ⊂ A0 ⊂ SOm)
in general case; and this time we have topological quasi-charges. In the case m = 4,
all quasi-charge groups can be found using the exact k-ad homotopy sequence.
Homotopy groups and topological charges are widely used in theoretical works
(see for example [33, 34]), but the role of relative and k-ad homotopy groups in clas-
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sification of symmetric configurations of ‘topological’ (or chiral) fields, apparently,
was not noted yet. Triad homotopy groups are introduced in the series of papers of
Blakers and Massey [25], and remarkably exposed by M.M. Postnikov in his lectures
on algebraic topology [27]. In the same lectures, there was an unsuccessful attempt
to define tetrad homotopy groups; this can be a little corrected and generalized that
to define by induction the k-ad homotopy groups.
The problem how to describe the morphism of a set of homotopy classes of
solutions of higher symmetry into the set of homotopy classes of configurations
of smaller symmetry requires a detailed description of representatives of the first
nonzero class of both homotopy sets (groups); for this purpose one can use the
means of symmetric framed (sub)manifolds (sub-manifolds equipped with vectors
and having some symmetry). The connection between differentiable mappings and
framed manifolds is expounded in [28, 30]; [28] contains other useful information
like quaternion representation of SO4 group:
SO4 = S
3
(l) × S3(r)/± ;
at the reversal of one co-ordinate (at the orientation change) the left and right spheres
of unit quaternions (S3(l) and S3(r)) switch places; it is rather important for perspec-
tives to introduce ‘phenomenological’ chiral (spinor) fields as a means to describe
topological charges, elements of the topological charge group π4(SO4) = Z2 + Z2.
The very possibility that, in a classical field theory, there appear some features of
a quantum field theory, at some cosmological environment), looks very interesting
and noteworthy.
The hypothesis about topological nature of elementary charges was put forward
by Wheeler [50] in the context of Riemannian geometry of GR. A more refined
attempt of geometrization (or topologization) of elementary charges, and also ‘ge-
ometrization’ of spinors, was undertaken by Sakharov [51]. This approach is based
on a complication of topology of Wheeler’s ‘wormholes’ (or Weyl’s ’handles’), with
usage of topological parameters of three-dimensional knots. However, a changing
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of space topology (creation of a ’handle’) should be accompanied by singularities,
and that is unattractive; it is not clear how to describe such a process in a ’regular’,
consistent manner.
In the Conclusion, some interesting problems suitable for future research, and
possible approaches to solving these problems, are briefly indicated.
The author is grateful to V.A. Aleksandrov and V.M. Khatsimovski for useful
discussions of this work.
Defended statements
1. Within the framework of the theory of absolute parallelism (AP), with the single
structure (frame field and the Minkowski signature), the unification of gravitational
and electromagnetic fields looks possible (at increase of space dimension):
- the energy-momentum tensor exists and has the electromagnetic form;
- classical post-Newtonian effects for the ‘optimum’ equation are the same as in
the GR theory, while spin-dependent effects can differ from predictions of General
Relativity.
2. Generalization of the compatibility test on the cases of degenerate co-frame or
contra-frame matrix gives the generally-covariant formal test (existence condition)
for singularities of solutions. The requirement of the absence of singularities let
one to unambiguously choose the compatible system of field equations (left-right
covariant, second order, with well-posed Cauchy problem); space-time dimension is
fixed simultaneously (D = 5; the ‘singularity-free’, or ‘optimum’ equation of AP).
3. The spherically-symmetrical problem for this equation is reduced to one sec-
ond order equation (at the certain choice of coordinates), or (in other coordinates)
to a system of two first order equations, which is similar to the gas dynamics equa-
tions for Chaplygin gas. There are no stationary spherically-symmetric solutions
(except for trivial one), but non-stationary solutions are possible, such as a single
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wave running along the radius; this fact is very interesting for possible cosmological
applications.
4. The problem of homotopy classification of (localized) solutions and sym-
metric solutions is reduced to calculation of absolute and relative (if symmetry is
simple; generally – k-ad) homotopy groups of rotation groups;6 these correspond
respectively to topological charges and quasi-charges.
5. For D = 5, the quasi-charge groups are calculated for symmetry groups con-
taining a continuous subgroup (special attention are payed to symmetries which are
a part of the symmetries of the cosmological solution). The morphisms of quasi-
charge groups, induced by embedding of symmetries, are received through the anal-
ysis of corresponding symmetric framed (sub)manifolds.
6. At certain ‘cosmological conditions’ (nonlinearity of noise, energy stabil-
ity of [soliton-less] background), secondary (auxiliary) phenomenological (3+1)-
dimensional fields can be introduced to describe stable, averaged along the addi-
tional dimension, reproducible features and parameters of evolution of topological
quasi-solitons (* or topological quanta).
6* And their quotients.
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Chapter 1. Field Equations
At first, a set of notations and definitions of covariant objects, tensors, which are
necessary to compose covariant equations of Absolute Parallelism (AP), is entering.
The general form of AP equations, generally-covariant (more precisely, left-right
covariant; and not underdetermined) systems of equations of the second order, is
discussed. Then, the necessary information (definitions and theorems) from the for-
mal theory of compatibility of partial differential equations [23] is to be adduced.
The main stages in compatibility analysis of some system of equations are: first, to
check whether the symbol of a system (of differential equations) is involutive or not;
and second, to check whether the all necessary identities exist or not. Both stages
can be implemented in a finite number of steps. The symmetry of AP equations
(including general covariance) simplifies very much these actions.
Then, the results of Einstein and Mayer’s work [13] with classification of com-
patible AP equations are discussed. The number of compatible equations is quite
great (as against the general theory of relativity where the requirements of com-
patibility and general covariance unequivocally determine the form of equations),
therefore some additional reasons or restrictions are necessary to choose the most
attractive and appropriate system of equations. In the second chapter the aprioristic
approach is used: the requirement of absence or rarity of solutions with a birth of
singularity is put forward; whereas in this chapter the reasons connected to exper-
iment are actively involved: the opportunity of Coulomb (or Yukawa) asymptotics
(that is, an opportunity to compare the antisymmetric tensor composed of the sec-
ond derivatives of the frame field with the tensor of electromagnetic field); correct
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results for the ‘classical’ post-Newtonian effects. Both these requirements are sat-
isfied for the unique variant of AP (the ‘optimum’ equations), for which the extra
space dimension(s) should be added (in case D = 1 + 3 the equations lose their
regularity).
1.1 Generally-covariant frame field equations
In the theory of absolute parallelism, the properties of space, its geometry, is defined
by a D-frame field (a set of vector fields), or co-frame matrix (co-vector fields):
ha
µ(xν), haµ(x) ; ha
µhbµ = δ
b
a .
The metric is not independent, but can be expressed through h-field and the matrix
of Lorentz (or Minkowski) signature ηab:
gµν = ηabh
a
µh
b
ν , where ηab = ηab = diag (−1, 1, . . . , 1) . (1.1)
Concerning coordinate transformations, Latin indexes have scalar character, and
Greek ones – vector character.
One can perceive the frame field h(x) as a Lorentzian structure, because it ad-
mits, together with coordinate diffeomorphisms (acting on the Greek index), the
global transformations of ‘expanded’ Lorentz group, O∗(1, D− 1), (the scale trans-
formation is added to the Lorentz group7) acting on the Latin index:
h∗aµ(y) = κsabhbν(x)∂xν/∂yµ; κ > 0, sab ∈ O(1, D − 1); κ, s = const. (1.2)
The AP equations of frame field should be invariant (or covariant) with respect to the
left-right transformations (1.2); therefore, they should be composed through covari-
ant entities, i.e. tensors with indexes of both sorts, whose transformations are similar
to (1.2). Tensors with Latin indexes will be named L-tensors (i.e., Lorentzian; or,
concerning coordinate transformations, D-scalars), and tensors with Greek ones are
D-tensors (tensors of the diffeomorphism group).
7This is just the group of transformations of inertial coordinates.
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This requirement of left-right covariance will be automatically fulfilled if one
follows the next easy rules:
1. Usual covariant differentiation [with symmetric connection, which preserves the
metric (1.1)] is used; gµν;λ ≡ 0.
2. For operations with Latin indexes (contraction, raising, lowering), one uses
ηab, η
ab; with Greek ones – the metric gµν or gµν; at last, to change the kind of
an index (change the ABC), the frame haµ or co-frame haµ should be used.
3. One can coin the notion of mathematical dimension for any covariant Ψ – ac-
cording to the power of constant κ which multiply Ψ at the scale transformations
(1.2); for example:
ha
µ ∼ κ−1; haµ ∼ κ; ηab ∼ κ0, haµ;ν ∼ κ.
The usual physical dimension arises if the scale transformation is accompanied by
the analogous replacement of coordinates:
x∗µ = λxµ, where λ = κ; so
ha
µ ∼ haµ ∼ λ0, ηab ∼ gµν ∼ λ0, haµ;ν ∼ λ−1, etc.
The third rule states: field equations should contain terms of the same (’mathe-
matical’ or ’physical’) dimension; certainly, it it is not supposed to introduce any
‘dimensional fundamental constants’.
As ηab = ηab = const, gµν;λ ≡ 0 , in covariant (LD−covariant) expres-
sions (where, in particular, only covariant differentiation is used) one may do not
distinguish upper and lower indexes and to omit ηab and gµν in contractions,8 under-
standing that
Ψ..a..a.. = Ψ..a..b..η
ab, Ψ..µ..µ.. = Ψ..µ..ν..g
µν .
The first derivatives of frame field give the tensors
γaµν = haµ;ν , Λaµν = 2ha[µ;ν] = haµ,ν − haν,µ . (1.3)
8At such agreement it is necessary to use the ‘physical’ dimension.
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Here, as usually [3, 8, 28], square brackets mean alternation of indexes (and round
ones – symmetrization). Note the symmetry properties of Λ- and γ-tensors:
Λabc = −Λacb, γabc = −γbac,
where, certainly, Λabc = Λaµνhbµhcν .
The irreducible parts of these tensors are denoted as follows:
Sabc = 3Λ[abc] = Λabc + Λbca + Λcab = 6γ[abc] ; (1.4)
Φa = η
bcΛbca = Λbba = −γabb . (1.5)
Taking into account (1.4), (1.3), it is easy to express γ through Λ:
γabc =
1
2
(Λabc + Λbca − Λcab).
The vector Φµ is a natural candidate to be compared (maybe, with some factor) with
the vector-potential of electromagnetic field; this explain the following notation (for
a part of the second derivatives of frame field):
fµν = 2Φ[µ;ν] = Φµ;ν − Φν;µ , (1.6)
or fab = Φa,b − Φb,a + ΦcΛcab .
It is frequently convenient to pass to Latin (scalar) indexes (the covariant differ-
entiation of D-scalar entities comes to usual partial derivative). The last equation
uses the following helpful notation:
,a = ;µha
µ . (1.7)
At differentiation ofD-scalar entities, we have a simple rule how to transpose ‘scalar
differentiations’ (here Ψ is a D-scalar, that is, it can have only Latin indexes):
Ψ,a,b −Ψ,b,a = (Ψ;µhaµ);νhbν − (ab) =
= Ψ;µγaµb − (ab) = −Ψ,cΛcab .
(1.8)
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In presence of Greek indexes, more bulky terms with the Riemann curvature tensor
appear:
Ψ···µ···,a,b − (ab) = Ψ···ν···,a,bRµνab −Ψ···µ···,cΛcab .
The curvature tensor can be easily expressed through γ (or Λ), by definition:
Raµνλ = 2haµ;[ν;λ] = 2γaµ[ν;λ] . (1.9)
The well known expressions follow for the Ricci tensor and the scalar curvature
(Ricci scalar; see, for example, [3, §98]):
Rab = −Λ(ab)c,c − Φ(a,b) − 1
2
Λcda(Λcdb + Λdcb) +
1
4
ΛacdΛbcd − Λ(ab)cΦc ,
R = −2Φc,c − 1
2
ΛabcΛabc +
1
12
SabcSabc − ΦaΦa . (1.10)
As we know, the definition of Riemannian curvature tensor (1.9)9 leads to the
Bianchi identities; in a similar way, the definitions (1.3), (1.4), (1.6) lead to the
following identities:
Λa[µν;λ] ≡ 0 [from (1.3)] (1.11)
or Λabc,d + ΛadqΛqbc + (bcd) ≡ 0 ; (1.11′)
S[µνλ;ε] ≡ 3/2Λa[µνΛaλε] [from (1.4)]; (1.12)
f[µν;λ] ≡ 0 [from (1.6)].
Contraction of two indexes in (1.11′) gives the next identity:
Λabc,a + fbc ≡ 0 . (1.13)
Let us consider LD-covariant second order equations of a frame field. The
Cauchy problem can have unique solution if the number (of components) of equa-
tions exceeds the number of field components, D2, minus D (this takes into account
the freedom of coordinate choice), but this condition is not sufficient. For exam-
ple the equation Rabcd = 0 [see (1.9)] does not result, obviously, in a well-posed
Cauchy problem (though at big D it has a lot of equations).
9* That is, the fact that curvature is a ‘derivative entity’ relative to the metric.
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Let us consider systems of D2 equations; so, the equations have a form of a
second rank tensor which can be divided on the symmetric and antisymmetric parts.
The ‘uniqueness’ of Cauchy problem depends on the principal terms (with the high-
est derivatives) of equations, or on the symbol of a system: it is necessary, that the
equations (and identities) would provide (as differential consequences, as prolong
equations) the ‘covariant evolution equations’ for the basic covariant, tensor Λabc,
that is, the equations of the next form:10
Φa,b,b = Λ
′Λ+ Λ3, Sabc,d,d = Λ′Λ + Λ3, Λabc,d,d = Φ′′ + Λ′Λ + Λ3.
Taking into account all definitions, (1.4), (1.5), (1.6), and the identity (1.13), one can
write down the symmetric and antisymmetric parts of covariant AP equations:
Gµν = 2Λ(µν)λ;λ + σ(Φµ;ν +Φν;µ − 2gµνΦλ;λ) + (Λ2) =
= −2Gµν + (2σ − 2)(Φ(µ;ν) − gµνΦλ;λ) + V(µν)(Λ2) = 0, (1.14)
Hµν = Sµνλ;λ + τfµν + V[µν](Λ
2) = 0, (1.15)
here the ‘quadratic terms’, Vµν(Λ2), should be determined from the requirement of
compatibility; Gµν = Rµν − 12gµνR is the Einstein tensor [2, 3]. The first (and
most important) terms in (1.14), (1.15) are taken with factor unit as their disap-
pearance breaks the well-posedness of Cauchy problem. The other higher-order
terms depend on two free parameters, σ and τ ; the choice (by replacement Gµν →
Gµν + kgµνGλλ) of the factor at gµνΦλ,λ will become clear some later [see (1.16)].
The differential consequences from (1.14), (1.15) (the first prolongations) give
a couple of Maxwell-like equations:
Gµν;ν = (σ − 1)fµν;ν + 2(σ − 1)RµνΦν + V(µν);ν = 0 ,
Hµν;ν = τfµν;ν + V[µν];ν = 0 ;
10* Further remark: the middle equation here does not contain terms Φ′′ because of symmetry considerations.
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they should be consistent with each other; that is, there should exist an identity of
the next form:
τGµν;ν + (1− σ)Hµν ≡ (ΛG,ΛH). (1.16)
In Einstein and Mayer’s work [13], the equations possessing such an identity have
been listed.
If τ 6= 0, the ‘electromagnetic current’ Jµ is trivial, i.e., the equation Jµ;µ = 0
comes to identity automatically:
Jµ(ΛΛ
′) ∝ V[µν];ν , Jµ;µ ∝ V[µν];ν;µ ≡ 0 . (1.17)
In the case τ = 0, the second identity is steel necessary for compatibility of the
system, and this requires more work [36]; this case is considered in detail in §1.3 (it
is remarkable also by the absence of co-singularities and gradient catastrophe, §2.2).
It is also necessary to add here some comments about the notations accepted
in the works of Einstein (and Mayer) on AP [11, 12, 13]. The other covariant dif-
ferentiation was used there: with asymmetric connection, which is defined by the
requirement of ‘frame preserving’ (to denote it, we use the overlined symbol ‘;’):
haµ;ν = 0, i.e., haµ,ν − Γλµνhaλ = 0 , Γλµν = haλhaµ,ν . (1.18)
The antisymmetric part of asymmetric connection, Γ, forms a tensor, torsion tensor,
which coincide with our tensor Λ:
Γ
λ
µν − Γλνµ = Λλµν .
As it is easy to understand, the ‘new’ (or ‘frame’) curvature tensor, R, composed
from Γ-connection, is identically equal to zero. Really, in view of identity (or defi-
nition) haµ;ν = 0, it is possible to replace D−tensors on L−tensors (one can carry
haµ through ;-differentiation), and the rule of rearrangement (or permutation) of dif-
ferentiation indexes will be reduced to expression (1.8), which has no terms with the
curvature (for D-scalars, both usual and covariant differentiation are the same – for
21
any connection). This identical equality, Rµεντ = 0, was reflected in the name of the
theory: absolute parallelism.
So, that to switch to our notations in the equations of [11, 12, 13], one can replace
the Greek indexes on Latin, and differentiation (1.18) (with asymmetric connection),
;µ, on the ‘scalar’ differentiation (1.7). Our willingness ‘to keep’ the usual covariant
differentiation (as well as Riemann curvature and Riemannian geodetics) will find
an explanation at the end of this chapter (§1.7), during discussion of post-Newtonian
effects. In principle, one can use any combination of symmetric and asymmetric
(Γ) connections (that is still connection), and only further analysis of solutions of
equations (interpretation of covariants, the energy-momentum tensor), depending on
a choice of AP equations, can give preference to some connection.
1.2 Necessary information on the compatibility theory;
involutive symbols
The modern theory of compatibility, or formal integrability, of systems of partial
differential equations is usually formulated with good deal of complicated mathe-
matical methods [32]. There is, however, a more simple and democratic presentation
of this theory: the book of J.F. Pommaret [23]; it delivers a finite recipe or algorithm
of compatibility verification for an arbitrary system of (nonlinear) equations.11
Compatibility of a system of equations simply means that there exist formal
solutions in a form of Taylor’s series. The compatibility theory provides also infor-
mation on a solution arbitrariness: how many parameters are free to choose in the
series terms of some order.12
Let E is a trivial fiber bundle of dimension m+ n (space Rm+n with coordinates
(x, y)) above n-dimensional space X with a projection π, π : E → X. Independent
11* See also wikipedia.org/wiki/Jet_bundle and reference therein, including arxiv: 0908.1886.
12* In other words, some integers (called characters), α0, α1, . . ., define how many functions of D variables,
D − 1 variables, et cet., determine the general solution.
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variables xµ, coordinates of the base X (in this paragraph µ = 1, . . . , n), dependent
variables yA (‘field’ variables; A is a set of indexes) serve as fiber coordinates. To
deal with sections y = f(x) of bundle E , they introduce further bundles, bundles
of jets Jq(E) with additional coordinates pAΓ , which are coefficients of q-th order
expansion in Teylor series (Γ = µ1 · · ·µl − a compound index, |Γ| = l) :
fA(z) = yA(x) + pAµ (x)(z
µ − xµ) + pAµν(x)(zµ − xµ)(zν − xν)/2 + · · ·
=
∑
Γ
pAΓ (z − x)Γ/|Γ|! ; (q ≥ |Γ| ≥ 0, pA = yA .
There is a set of natural projections
πq+rq : Jq+r(E)→ Jq(E) ; dim Jq(E) = n+m
(q + n)!
q!n!
.
A differential equation of an order q (or a system of equations; for brevity sake,
sometimes we omit indexes)
FB(x; y, y′, y”, · · · , y(q)) = 0
corresponds to the analogous equation on the jet bundle Jq(E):
F (x; pΓ) = 0 (0 ≤ |Γ| ≤ q);
this defines some subset Rq ⊂ Jq(E).
Differentiation of this system,Rq, defines r-prolongation (prolonged systems of
equations)
Rq+r ⊂ Jq+r(E) : F (x; p) = 0, F ′ = 0, · · · , F (r) = 0,
where, for example, (F ′)µ = dµF =
∂F
∂xµ
+
∂F
∂pΓ
pΓµ .
The system Rq is called regular if the system Rq+r at any r ≥ 0 is a fiber
submanifold in Jq+r(E).
That to check the regularity of a system, one needs to consider some auxil-
iary vector bundles above Rq and to check that their ranks do not vary. We will
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denote tangents [co-tangent] manifolds as T (Rq) ⊂ T (Jq(E)), with coordinates
(x, pΓ; u, v∆), |Γ|, |∆| ≤ q ; [respectively, T ∗(X)].
The symbol Gq of a system Rq is important for analysis of equations; this is the
vector space above Rq, Gq ⊂ T (Rq), ‘generated’ by the senior jets pΓ, |Γ| = q, and
defined by the following equation:
Gq :
∂F
∂pΓ
(x; p)vΓ = 0, |Γ| = q, (x; p) ∈ Rq. (1.19)
Symbol dimension depends on the number of the highest jets (the highest order
derivatives) and on the number NF of the equations of system Rq [or system (1.19)
which determines the symbol]:
dimGq = m
(q + n− 1)!
q! (n− 1)! −NF (1.20)
The next statements from [23] is of special importance (it is a kind of the essence
of this theory):
The compatibility condition (Corollary 4.9 from [23]):
Let Rq ⊂ Jq(E) is a q-th order system on a fiber manifold E ,so that Rq+1 is
a fiber submanifold in Jq+1(E).
If the symbol Gq is 2-acyclic and the mapping π
q+1
q : Rq+1 → Rq is surjective,
then the system Rq is formally integrable (compatible).
The involutivity conditions (Corollary 4.11 from [23]):
If the symbolGq is involutive and the mapping π
q+1
q : Rq+1 → Rq is surjective,
then the system Rq is involutive.13
This clause ‘the map πq+1q is surjective’ means just that14
πq+1q (Rq+1) = Rq .
We will use also the next condition of symbol involutivity (it is a variant, or
reformulation of Definition 2.16 from [23]):
13System’s involutivity is some ‘stronger’ than (i.e., includes) compatibility, but simpler to check.
14That is, this prolongation does not give rise to new q-th order equations.
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Symbol Gq is involutive, if the next relation holds:
dimGq+1 = dimG
0
q + dimG
1
q + · · ·+ dimGn−1q (dimGnq ≡ 0). (1.21)
Here, subspaces Giq ⊂ Gq are defined by addition to (1.19) the next (noncovariant)
equations (G0q = Gq):
vAµ1···µk···µq = 0 if ∃k that µk ≤ i . (1.22)
Application of compatibility theory to AP equations
In AP the number of field components m is equal to n2.15 Let us take as an example
a system R2 of the next form:
Eaµ = Λaµν;ν + Aaµ(Λ
2) = 0. (1.23)
After differentiation of (1.23), one can try to exclude the highest derivatives (h′′′)
in some combination of prolonged equations R3. If it is possible, the requirement
of surjectivity of the mapping π32 : R3 → R2 means that the other terms should
also vanish through the use of equations R2; in other words, there should exist a
corresponding identity. Otherwise, this gives rise to a new and irregular (in first jets)
second order equation, a kind of h′h′′ = 0 (more exactly, ΛΛ′ = 0); ‘irregular (in
first jets)’ is because the new symbol of ‘supplemented’ system, G∗2, will depend on
the first derivatives h′, hence dimG∗q will change at h′ → 0 (more exactly, Λ→ 0).
The only combination of this kind for system (1.23) is equation Eaµ;µ = 0; note
that in the case Aaµ = 0 there exist an easy identity: Eaµ;µ ≡ 0.
Let us check that the symbol of system (1.23) is involutive; during this analy-
sis, it is convenient to use the Euclidian signature (this choice does not affect the
dimensions of spaces Giq) and indexes a, . . . , i = 1, . . . , n .
The symbol G2 (a vector space over R2) of the system (1.23) can be defined by
the linear equation [see (1.19)]
G2 : eaβ =
∂Eaβ
∂hcµ,νλ
vcµ,νλ = 0 . (1.24)
15In this subsection we use n instead of D (and Euclidean signature).
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In the notation of coordinates vab,cd, jet-indexes are separated by coma that to em-
phasize their symmetry with respect to permutations. Symbol’s involutivity should
be checked over all points (x, h, h′, h′′) ∈ R2; however, only the frame matrix haµ
define (1.24), and this matrix, if it is nondegenerate, can be reduced to the unit one
through a coordinate transformation. If haµ = δaµ, the equation of symbol, (1.24),
just coincides with the linearized equation:
eab = vab,cc − vac,cb = 0 . (1.25)
This equation differs from the Maxwell equation, ab,cc−ac,cb = 0, only by the ‘extra’
index ‘a’; the system (1.23) can be supplemented (in analogy with the Lorentz gage
ab,b = 0) with the equation haµ,νgµν = 0, which define a coordinate system (fix a
gauge). It is therefore evidently, that the system (1.23) has unique (up to a gauge)
solutions to the Cauchy problem.
A general systems, (1.14), (1.15), is equally suitable (with well-posedness of
Cauchy problem) if its symbol has the same dimensions: dimG2+r for all r coincide
with analogous values of the system (1.23).
Taking into account (1.20), (1.22), (1.25), find dimG3 and dimGi2 for the system
(1.23):
dimG3 = n
3(n+ 1)(n+ 2)/6− n3 + n, (1.26)
dimGi2 = n
2(n− i)(n− i+ 1)/2− n2 + n2δin + nδin−1. (1.27)
The first term in (1.26) corresponds to the number of coordinates vab,cde (accounting
the symmetry of jet indexes), the second term is the number of equations E′ = 0,
the third is the number of identities for this system. The terms in (1.27) are: the first
item means the number of coordinates vab,cd subject to (1.22) (q = 2), the second
is the number of equations (1.25), the third term expresses the fact that, in the case
of Gn2 , the equations (1.25) turn into identity provided (1.22). At last, the last term,
nδin−1, is added because, in the case of space Gn−12 , n equations from (1.25) turn into
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identity [given (1.22)]:
ean = van,nn − van,nn ≡ 0 (n is the ‘fixed value’ index).
Substituting (1.27), (1.26), one can check that the equality (1.21) is valid; that is, the
symbol G2 of system (1.23) is involutive (if haµ is nondegenerate).
If the corresponding identity does exist (a kind of Eaµ;µ ≡ EΛ), the system
(1.23) is compatible; it means that all other identities, in the next orders of differen-
tiation, do exist for sure.
The expressions (1.26) and (1.27) are also valid for any system (1.14), (1.15)
excepting the case τ = 0 (when the ‘second’ identity (1.17) does not follow ‘auto-
matically’), when one should add to Eq. (1.27) the additional term +δin−2, because
in this case the component of equation, hnm = 0 (m = n − 1), [see (1.19), (1.24),
(1.14)] from (1.19) written for Gn−22 turns into identity as long as the additional
equations (1.22) are taken into account:
hnm ∼ Snmc,c = 0 ;
here c 6= n,m (note that Sµνλ = S[µνλ]), hence this equation is a part of (1.22).
It is not difficult to obtain analogous expressions for dimGi3 and dimG4, which
are valid both for (1.23) and for other variants (excepting the case τ = 0 & σ = 1,
when the ‘Maxwell equation’ is absent, and the evolution equation Φa,b,b + · · · = 0
necessary for well-posed Cauchy problem is lacking too):
dimGi3 = n
2C3n−i+2 − n2(n− i) + n(1− δin) ,
dimG4 = n
2C4n+3 − n3(n+ 1)/2 + n2 .
Substituting these equations into (1.21), one can finally prove that the symbol G3 is
involutive.
So, in the case τ = 0, σ 6= 1, symbol G2 of a system (1.14), (1.15) is not
involutive, but its prolongation, symbol G3, is involutive, and compatibility of such
a system is provided by first two identities (of different order on differentiation).
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1.3 Einstein–Mayer’s classification
of compatible equations of Absolute Parallelism
The paper [13] by Einstein and Mayer is devoted to a full search for compatible
second order AP equations. More exactly, the authors were seeking for equations
which obtain ‘one four-dimensional identity’ (the spacetime dimension were fixed
there, D = 4, so the identity (1.16) is just four-dimensional vector). There are
several rare cases, when the presence of such an identity is not enough for equation
compatibility; these cases will be explained later.
As a rule, in [13], field equations were not divided on the symmetric and anti-
symmetric parts (1.14), (1.15); instead a combination of these parts was taken which
enters into identity (1.16). Therefore, especial attention should be payed to the cases
when this combination contains either only symmetric or only skew-symmetric part.
The four classes of compatible (having that identity) field equations were found
in [13], and the most simple-looking is the case II22112. Taking an arbitrary rank
three tensor, linear in Λ and antisymmetric with respect to the last two indexes,
Kabc = Ka[bc] = aΛabc + bSabc + cηabΦc − cηacΦb ,
one can arrive to a simple second order equation (for frame field h)
Aaµ = Kaµν;ν = 0, (1.28)
which has the evident identity:
Aaµ;µ ≡ 0 (Kaµν;ν;µ ≡ 0) .
The old parameters σ and τ can be linked to a, b, c:
σ = − c
a
, τ =
a+ c
a+ 2b
. (1.29)
According to the arguments adduced in the previous paragraph, the cases a = 0
and/or a + 2b = 0 are unappropriate and correspond to incompatible equations (in
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spite of identity), so one can chose a = 1. The other special case is
a+ c = 0 , when σ = 1, τ = 0,
when compatibility requires two identities (Maxwell equation does not follow from
both symmetric nor antisymmetric part of the system); one can easily check that the
second identity is lacking.
The next evident class of compatible AP equations is the class (with two free
parameters, as the previous class) of Lagrangian equations, which is labeled in [13]
as I12. Let’s take a Lagrangian (density) hL, where h = det haµ, L is an arbitrary
‘full’ scalar (LD-scalar); that is,
L = a
4
ΛabcΛabc +
b
12
SabcSabc +
c
2
ΦaΦa .
Taking into account the symmetry properties of tensors Λ and S, transform the dif-
ferential:
dL = 1
2
Kabc dΛabc = Kabc d(haµ,νhb
µhc
ν) ,
where Kabc = Ka[bc] = aΛabc + bSabc + cηabΦc − cηacΦb
(as for the previous class of equations). Making variation, one should distinguish
co- and contra-indexes, but the result, naturally, can be written in a covariant form:
Baµ = − gµν δ(hL)
hδhaν
= Kaµν;ν + ΛbcaKbcµ − haµL = 0 . (1.30)
Similar to the General Relativity equation, the Lagrangian (generally covariant) AP
equations have a natural identity which is easily checkable (it can be derived in a
similar way as the derivation of the GR identity in [3]: a coordinate variation leads
to a frame variation while the action does not change):
Baµ;µ −BbcΛbca ≡ 0 .
Of course, the relations (1.29) are also valid for equations (1.30).
The skew-symmetric part of equations (1.30),
B[µν] = (
a
2
+ b)(Sµνλ;λ − ΛµabΛabν + ΛνabΛabµ) + a+ c
2
(fµν − ΦaΛaµν) = 0,
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vanishes if a = −2b = −c (= 1); this case correspond to the vacuum equation
of GR;16 one can compare the Lagrangian expression, L, and the scalar curvature
(1.10)
R = −2Φµ;µ − 1
2
ΛabcΛabc +
1
12
SabcSabc + ΦaΦa ;
the only difference is the term Φµ;µ which is of no importance for the action.
If a+ c = 0, a+ 2b 6= 0, the equation B[µν];ν = 0 looses its highest-order terms
but not the others; that is, it becomes irregular (in the first jets). If the other case,
a+ c 6= 0, a+ 2b = 0, then an irregular equation is B[µν;λ] = 0.17
The third variant (I221) of compatible equations is possible (i.e., the necessary
identity exists) only for D = 4; following [13], let’s write separately the symmetric
and antisymmetric parts of this class of equations:
Cµν


C(µν) = 2Gµν + 2(1− σ)(Φ(µ;ν) − gµνΦτ ;τ )+
+ (σ − 1)2(ΦµΦν + gµνΦ2/2) = 0
C[µν] = Sµνλ;λ + τfµν = 0
(1.31)
Differentiating both parts and taking into account symmetries of tensors and the
identity Gµν;ν ≡ 0, we derive the next equations:
C(µν);ν ≡ (1− σ)fµν;ν − D − 4
D − 1
(
1− σ
2
RΦµ +
3
2
(1− σ)2Φ2Φµ
)
+ (CΦ) ,
C[µν];ν ≡ τfµν;ν = 0 ;
that is, the identity (and compatibility of this system) exists if D = 4. Any variation
of parameters in (1.31) does not allow compatibility of this system at another D.
These equations are not so interesting because the current of the Maxwell equa-
tion has vanished. The equations preserve compatibility at adding the following
equation:
fµν = 0 , or Φµ = Ψ,µ ;
16One can either add a quite arbitrary (with some exceptions) skew-symmetric equation, or allow local Lorentz
rotations of the frame field.
17* For more details see arXiv:gr-qc/0610076.
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it is interesting to note, however, that the replacementΦ→ Ψ′ reduces the symmetric
equation (1.31) into the form of scalar-tensor (vacuum) equation of Branse–Dicke
theory [2, 49].
At last, the last and most interesting (and nontrivial) class of equations, the one-
parameter class II221221 of [13], can be written as follows:
Daµ = Laµν;ν − (1− 2σ)(faµ + LaµνΦν) = 0 , (1.32)
where Laµν = La[µν] = Λaµν − Saµν − 2σha[µΦν] , and Daµ = (Gaµ −Haµ)/2 ;
that is, the equation (1.32) contains in equal proportions both parts, (1.14) and (1.15)
(symmetrical and antisymmetrical).
These equations are not supplied in [13] in an explicit form, however they can
be recovered using the Table at the end of this paper. (But for all that, in the equation
(1), one should replace a1 and a2: suffice it to compare the Eq. (1) and Eq. (6) of
[13]. The parameter q of this paper, which defines the ratio of symmetrical and
antisymmetrical parts, relates to σ in this way: σ = q/(2q − 1).)
That to prove that the identity necessary for compatibility of the system (1.32)
exists, let’s proceed in the following way:
1. Pick out the antisymmetric part of (1.32),
Hµν = Sµνλ;λ + (1− 3σ)(fµν − SµνaΦa) = 0 ;
its differentiation gives a Maxwell equation,
fµν;ν = (SµνλΦλ);ν , or fµν;ν = − 1
2
Sµνλfνλ + (1− 3σ)fµλΦλ . (1.33)
2. On the other hand, differentiation of the whole system (1.32) leads to another
Maxwell equation, which, however, can be reduced to the first one [given the equa-
tions (1.32), i.e., ‘on the equations’]):
Daµ;µ = − (1− 2σ)(faµ;µ − 1
2
LaµνΦν) = 0 ,
fεµ;µ = (haεfaµ);µ = haεfaµ;µ − 1
2
Λεabfab = · · · = −1
2
Sεabfab + (1− 3σ)fεaΦa .
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This coincidence can be written as an identity (here τ = 1− 3σ):
τGaµ;µ + (1− σ)Haµ;µ ≡ (1− 2σ){ΛabcHbc + τ(Gab +Hab)Φb} .
These equations (1.32) are remarkable in many respects. The electromagnetic
current, in contrast to the previous class of equations, does not vanish, and it is linear
in tensor fµν [see (1.33)]. Therefore, there exist solutions with zero electromagnetic
field; that is, the system preserve compatibility at addition of equation fµν = 0.
1.4 Chances for unification of gravitation and
electromagnetism, and the optimum equation
We are going to show that there exists a unique system of equations which allows to
match (up to a factor) tensor fµν with electromagnetic field Fµν . During derivation of
these ‘optimum’ equation, we will usually use Latin indexes, sometimes switching
to Greek or mixed indexes, if this makes an expression more clear [one can com-
pare, for example, the two forms of identity: (1.11) and (1.11′)]. Latin indexes are
convenient by the simple rule to reshuffle differentiation indexes [see (1.8)]:
Ψ,a,b = Ψ,b,a +Ψ,cΛcba; (1.34)
here Ψ − is a D-scalar, i.e., it has only Latin indexes. Greek indexes are useful in
equations similar to Maxwell equation (with divergence of skew-symmetric tensor),
where symmetrical connection is especially helpful.
Let us start with general equations [see (1.14], (1.15))
Gab = Λabc,c + Λbac,c + σ(Φa,b + Φb,a − 2ηabΦc,c) +Qab(Λ2) = 0 , (1.35)
Hab = Sabc,c + τfab +Wab(Λ
2) = 0 . (1.36)
The first simple question is about localized solutions with a Coulomb-like asymp-
totics of tensor fµν (i.e., spherical symmetry, and linearity – for superposition). Con-
sider Equation (1.36) in linear approximation (weak fields, h′′ ≫ h′2):
Sµνλ,λ + τfµν = 0 .
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If τ 6= 0, then fµν is a divergence of a totally skew-symmetric rank tree tensor; this
fact is hard to agree with existence of Coulomb-like (or Yukawa-like) asymptotics.
Indeed, assume that there is an asymptotic spherical symmetry along the tree dimen-
sions (or, SO3 symmetry), and derivatives along extra dimensions (if they exist) are
negligible. Then we have (here i, j, k = 1, 2, 3; r2 = xixi):
S0ij = εijkx
kα(r) ; τf0i = −S0ij,j ≡ 0 .
So, let us choose τ = 0. In this case, the highest-order derivatives (h′′′) do vanish
in the equation Hab,b = 0; so, either a new and irregular second order equation arises
or this equation turns into identity (i.e., other terms vanish too). Sure, we need the
second choice, and there is the only possible equation to reach this:
Hµν = Sµνλ;λ = 0 or
Hab = Sabc,c + ΛacdΛcdb − ΛbcdΛcda + SabcΦc = 0 . (1.37)
The necessary (for compatibility) identity has a very simple form:
Hµν;ν = Sµνλ;λ;ν ≡ 0, or Hab,b − 1
2
ΛabcHbc +HabΦb ≡ 0.
The symmetrical part can be also defined from the requirement of compatibility.
Equation Gab,b = 0 can be reduced to the following form:
Gab,b = (σ − 1)(fab,b − 1
2
Λabcfbc + fabΦb − Ja) = 0 , (1.38)
or to the usual form of Maxwell equation:
fµν;ν − Jµ(ΛΛ′,Λ3) = 0 .
The system (1.35), (1.36) will be compatible, if equation
Jµ;µ = 0 or Ja,a +ΦaJa = 0 (1.39)
turns into identity – of course, with equations (1.35), (1.37) taken into account.
The compatibility theory [23] explains this case is such a way (see §1.2): symbol
G2 of system (1.35), (1.36) is not involutive when τ = 0, σ 6= 1; however, its
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prolongation, symbol G3, is involutive, so the second identity (1.39) is necessary
(and sufficient) for compatibility of the system.
In the case σ = 1, equation Gab,b = 0 should turns into identity, but this case
is of little interest (it is mentioned in [13] too): only equation of General Relativity
(GR) is possible,
−1
2
Gµν = Rµν − 1
2
gµνR = 0 ,
and it is clear that fµν (or Φ′) does not enter this equation, and does not influence the
metric. Moreover, Maxwell equation (1.38) is not defined, i.e., it can be added quite
arbitrarily:
fµν;ν = W[µν](Λ
2);ν (= Jµ; Jµ;µ = 0) .
So, well, we are going to find a symmetric equation (1.35), which would lead
to an identity (1.39). Omitting detailed derivations, let’s describe the way to solve
this problem. Using definitions (1.4), (1.6′), equations (1.35), (1.37), ‘short’ identity
(1.13), but not the ‘full’ identity (1.11), the expression for Ja from (1.38) can be
reduced to the following form:
(1− σ)Ja = Cab(Λ2),b +Da(Λ3) = (1.40)
= [Qab+ΛacdΛbcd− 1
2
SacdΛbcd +
1 + σ
2
SabcΦc+ (ΦΛ)],b+
1 + σ
2
QabΦb + (ΦΛ
2) .
Here we have omit other terms containing vector Φ.
Now we should take into account the ‘full identity’ (1.11). Multiplying (1.11)
by Sbcd, Sabc, and Λabc, one can obtain, respectively [also reducing to the form of
(1.40)]:
E1a = (ΛaijSijb),b + ΛaijSijbΦb = 0 (or (LaµνSµνλ);λ = 0); (1.41)
E2a = (
1
6
ηabSijkSijk−SijaSijb),b+ΛijaSjkl(Sikl−2Λikl)+ · · · = 0; (1.42)
E3a = [
1
2
ηabΛijkΛijk − 2ΛijaΛijb + (ΦΛ2)],b − ΛijaQij +
+ ΛijaΛkli(Λjkl + 2Λklj)− ΛijaΛikl(Λjkl + Λklj) + · · · = 0. (1.43)
In (1.42), (1.43) we omit terms with Φ and cancel the terms proportional to (1.41).
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Note in passing that there are no combination of equations (1.41)–(1.43), a kind
of Cab,b +Da = 0, with a skew-symmetric tensor Cab. This prove the uniqueness of
equation (1.37).
Adding a combination aE1a + bE2a + cE3a to the right hand part of (1.40), we
receive
(1− σ)Ja = C∗ab(Λ2),b +D∗a(Λ3) . (1.44)
The requirementC∗(ab) = 0 defines (symmetric) tensorQab; after that, equation (1.44)
can be reduced to the following form:
(1− σ)Jµ = Aµν;ν + Bµ , or
(1− σ)Ja = Aab,b − 1
2
ΛabcAbc + AabΦb + Ba , (1.45)
where Aab = C∗[ab] , B∗a = D∗a +
1
2
ΛabcAbc − AabΦb .
The necessary identity exists [see (1.39), (1.45)], and equation Bµ;µ = 0 turns into
identity only if Bµ = 0.
One can easily prove that the ‘senior’ terms (which do not contain Φ) in Ba can
be cancelled in the next two cases [see (1.40)–(1.45)]:
1) a = b = −1/2 , c = 1 ; 2) b = c = 0 .
Next, one should cancelled other terms of Ba (‘junior’ terms, which contain Φ).
The first case leads either to GR equation (σ = 1, D is arbitrary) which was dis-
cussed earlier (Maxwell equation can be added quite arbitrarily), or to one-parameter
class of equation, the special case of the class (1.31) with τ = 0, where Jµ = 0 and
D = 4, (σ can be arbitrary). Both variants are of no interest.
The second case gives: a = −1/2 , σ = 1/3 ;
fµν;ν = Jµ , Jµ = (SµνλΦλ);ν = −1
2
Sµνλfνλ ; (1.46)
Qab = ΛacdΛcdb + ΛabcΦc +
2
9
(ΦaΦb − ηabΦcΦc) + (ab) .
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It is convenient to write down the end results as follows:
Eaµ =
1
2
(Gaµ −Haµ) = Laµν;ν − 1
3
faµ − 1
3
LaµνΦν = 0 , (1.47)
where Labc = La[cb] = Λabc − Sabc − 13ηabΦc + 13ηacΦb . This equation (let’s call it
optimum equation) is a particular case of the class D (1.32).
The trace equation Gaa = 0 [see (1.35), (1.47)] becomes irregular (in the first
jets) if D = 4:
Gaa =
2
3
(4−D)Φa,a +Qaa = 0 (Qaa 6≡ 0).
This means that some additional space dimension(s) is(are) necessary. Later, in the
next chapter, we will show that the most appropriate choice for equation (1.47) is
dimension D = 5 (because of the absence, or rarity, of singularities of solutions).
An arbitrary system (1.35), (1.36) can have a forbidden number of dimensions:
D0 = 1 + 1/σ, when the trace equation (if D0 is an integer ≥ 2):
Gµµ = 2σ(D0 −D)Φµ;µ +Qµµ = 0 (usually Qµµ 6≡ 0).
Linearized equations (1.35), (1.36) for weak fields
haµ = ηaµ + ǫaµ (ǫaµ ≪ 1)
are invariant with respect to infinitesimal conform transformations ǫ∗aµ = ǫaµ + ληaµ
if D = D0 (the trace equation is lacking but one cad add ‘by hands’ Φµ,µ = 0); at
that, vector Φµ undergoes the following gradient transformation:
Φ∗µ = Φµ + (D − 1)λ,µ.
Therefore, the optimum equations (1.47) with D > D0 = 4 [σ = 1/3; having in
mind some reduction of the extra dimension(s)] are remarkable also by this ‘mask-
ing’ of the gauge symmetry at the usual spacetime dimensionality and in the weak
field approximation.
The Table in [13] contains several particular variants which are commented (in
the column ‘Notes’) as follows: “the symmetrical equation is lacking”, and further
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analysis does not follow. In some cases this note is not true. For example, the system
of equations relating to variation of the next action,
∫
hS2 dx (S2 = SabcSabc , h = deth
a
m =
√−g) ,
has the second-order derivatives, which participate only in the antisymmetric part:
Sµνλ;λ. However, as it is not difficult to understand [see also (1.30)], this system
contains also the term gµνS2. Hence, the symmetrical equation (part) does exist, but
it is irregular. The same is valid in the case of equation Saµν;ν = 0 [which ‘abuts on’
the class of equations (1.28)].
1.5 Updated (overdetermined) equations
In this paragraph, on the way to find a physical interpretation of the optimum equa-
tions (1.47) and covariants of the theory (e.g., juxtaposing fµν with electromagnetic
field), we consider possibility to add to system (1.47) some additional equations; this
corresponds to particular solutions when, say, one or another covariant vanishes.
System (1.47) [as well as the equations of class D (1.32)] remains compatible
at adding the equation fµν = 0, because the arising irregular equation Jµ = 0 turns
into identity, see (1.46) [see also (1.33)]. This means that solutions with zero elec-
tromagnetic field are possible.
Is it possible to have solutions with zero current, Jµ = 0, but with fµν 6= 0 ? As
J ∼ Sf [see (1.46)], one could consider possibility to add S = 0. In generally, this
equation, Sµνλ = 0, can not be added because, in combination with identity (1.12),
this gives rise to an irregular equation:
S[µνλ;ǫ] ≡ 3/2Λa[µνΛaλǫ] → Λa[µνΛaλǫ] = 0 .
However, this irregular equation turns into identity in the presence of ‘high’ sym-
metry (say, spherical symmetry), when it is impossible (no means) to build a totally
skew-symmetric forth order tensor.
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In the case D = 3, skew-symmetric equations (1.37) can be integrated; so, the
requirement of field triviality at space infinity leads to the equality S=0:
(hSµνλ),λ = 0; (hS
012),2 = 0, (hS
120),0 = 0, . . . ,→ hS012 = const = 0.
So, in the case D = 3, all localized solutions have zero current, and electromagnetic
field seems to be more ‘independent’ (with less interactions).
In the case D = 5 (this choice of spacetime dimension will be substantiated in
the next chapter devoted to singularities of solutions) one can introduce a dual tensor
ςµν = εµναβγSαβγ , which obeys [as it follows from (1.12), (1.37)] the following
Maxwell-like equations:
ς[µν;λ] = 0 ; ςµν;ν = Υµ , Υµ = −3
2
εµabcdΛpabΛpcd . (1.48)
Given some symmetry (of a solution), one can find the number of essential,
‘important’ vectors. Say, in the case of axial symmetry (in ‘usual’ space; e.g., a
rotating star or planet), there are three space-like vectors (axial, radial, and along the
extra dimension) and one time-like; therefore, the space-like component of pseudo-
current Υµ [in contrast to the time-like one, see (1.48)] can be non-zero. That is, the
components S0ij (i, j = 1, 2, 3) can ‘start’ with a dipole term, while components
Sijk – only with a quadrupole one.
The next additional equation,
Φµ = 0 or Φa = Ca = const,
can not be added to the system, (1.47) [or (1.32], because the trace part gives an
irregular equations (Φµ = 0 only for the trivial solution):
Daa = ΛacdΛcda + [3σ + 2σ(1−D)]CaCa = 0 [for (1.47) σ = 1/3].
At last, one should note the absence of solutions ‘without gravity field’, that is,
of zero curvature. If one combine (1.47) with equation
Rabcd = 0 (or Rab = 0, or R = 0) ,
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then, again, the combination of the trace equation and R = 0 [see (1.10)] leads to an
irregular equation.18
1.6 Energy-momentum tensor and conservation laws
Of course, this paragraph pays special attention to the optimum equation, (1.47).
Let us consider possible ways to define (or to find) an energy-momentum tensor. Let
M is a covariant (of a single dimension – with respect to the scale transformations)
composed from the metric (or Riemann curvature). Then its variational derivative
by the metric gives a symmetric tensor Dµν and an identity [see [3]]:
δ(hM)/δgµν = hD
µν (h =
√−g), Dµν;ν ≡ 0 . (1.49)
Now, using the field equations, (1.47), one can try to exclude in Dµν the ‘linear’
terms (∼ ǫ): Dµν = Tµν(ǫ2) (so, ‘on equations’, there will be Tµν;ν = 0); at last it
is necessary to check for weak field,
haµ = ηam + ǫaµ , ǫaµ ≪ 1 (or ǫ≪ 1),
that the ‘energy’
∫
T00(ǫ
2) dV is of constant sign.
Thus, the simplest case,
M (0) = R (D(0)µν = −Gµν = gµνR/2− Rµν) ,
does not result in a success (while at σ = 1 the linear terms cancel in (1.32), but the
rest terms are not of constant-sign).
Therefore, one should proceed to consider quadratic invariants, M ∼ R2. Using
the Bianchi identity, one can easily find all three independent tensors which lead to
an identity:
D(1)µν = Gµν;λ;λ +Gǫτ (2Rǫµτν −
1
2
gµνRǫτ ) (= Tµν(Λ
′2, · · ·)); (1.50)
18* The same is valid for the Weyl tensor, but the proof needs some handling of Bianchi identity.
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D(2)µν = R;µ;ν − gµνR;λ;λ −RµνR +
1
4
gµνR
2; (1.51)
Dµν(3) = (−g)−1[µν, αβ, γδ, ǫτ, ρϕ]RαγβδRǫρτϕ (D ≥ 5). (1.52)
The expression with square brackets in (1.52) denotes a co-rank-5 minor of metric,
∂5(−g)/∂gµν∂gαβ∂gγδ∂gǫτ∂gρϕ ,
which vanishes identically if D ≤ 4 (a ‘tricky’ identity).
Since D(1)µµ = (2−D/2)GǫτRǫτ + C1µ;µ, it is clear that M (1) = −GǫτRǫτ .
Taking into account Eµµ and (1.10) one obtains (approximate equalities are exact
up to terms ∼ ǫ2):
R = r(Λ2), D(2)µν ≃ (r(ηµτηǫν − ηµνηǫτ )),ǫτ = A(2)µǫντ(ǫ2),ǫτ .
Since D(3)µν,ν ∼= 0 and already D(3)µν ∼ ǫ2, it is clear that the third case, D(3)µν , also
comes to the trivial form: D(3)µν ≃ A(3)µǫντ (ǫ2),ǫτ where tensor Aµǫντ has the same
symmetries as the Riemann curvature tensor, i.e., the same Young diagram; such
terms add nothing to energy-momentum and angular momentum.
One can cancel ‘linear’ terms in D(1)µν and, then, using linearized field equations,
extract ‘trivial terms’ (second derivatives) in such a way that to reduce Tµν to Φ′2-
terms; as a result, T µν from (1.50) can be written as follows:
Tµν ≃ (ηµνfǫτfǫτ − 4fµǫfνǫ)/18 +Aµǫντ (ǫ2),ǫτ . (1.53)
A simpler way to prove this result is through recasting the variational derivative
δ(hM (1))/δhaµ = 2hTa
µ (M (1) = −GǫτRǫτ),
or more exactly, the ‘Lagrangian’ itself. One can remove in M (1) terms
1) like Cµ;µ; their contribution in density hM is trivial, just (hCµ),µ;
2) cubic and quadratic Λ2Λ′,Λ4 (invariant!), because their contribution (∼ ǫ2) is
trivial: ∆(hTaµ) ∼ Ba[µν],ν [∆Taµ has an identity similar to (1.49)];
3) quadratic in equations (i.e., like E2) because variational derivation is linear with
respect to differentiation by field.
40
In this sense there exists an equivalence:
M (1) = −GǫτRǫτ ≈ 1/9fǫτf ǫτ = M∗.
Variation (of hM∗) by Φǫ,τ gives terms which reduce [through application of the
‘Maxwell equation’ (1.46)] to trivial terms Ba[µν](ǫ2),ν , while variation by metric
gives the electromagnetic contribution (1.53). One can consider this as the existence
of ‘approximate’ (exact for the linearized equations) weak Lagrangian (the term in
the sense used by Ibragimov [20]), which admits both electromagnetic and gravita-
tional form19 [unlike approximate Lagrangian S2µνλ − for Eq. (1.47)].
Following this way, one can show that further invariants, M ∼ R′2, R′′2 et cet.,
are equivalent to zero (that is, other approximate ‘weak Lagrangians’ are absent). So,
there exist the energy-momentum tensor, Tµν (Tµν;ν = 0), as well as approximate
conservation law T µν,ν ≃ 0. Note the special importance of component (tensor) fµν:
weak fields with fµν = 0 do not carry D-momentum and angular momentum. Per-
haps, this circumstance allows to reach gµν + fµν-unification in a single geometrical
structure (Lorentz structure of AP): although second derivatives h′′ corresponding
to curvature (Rabcd) and electromagnetic field (fab) should be of the same scale (or
even f < R), only f -component transfers D-momentum.
As was mentioned earlier (see §1.2), if symbol Gq is involutive, identities in the
next orders (> q) hold straightforwardly; that is, correspond to trivial conservation
laws. So, trying to isolate the highest-order derivatives in the LHS of (1.50),
(−g)Dµν(1) =
(
[(−g)(gµνgǫτ − gµτgνǫ)],αβgαβ
)
,ǫτ
+ tµν(g′g′′′, g′′2) = (−g)T µν ,
in an attempt to receive pseudo-tensor of energy-momentum (see [3]), one can easily
check that this pseudo-tensor is trivial. This means, though, that trivial terms in
energy-momentum tensor (1.53) can be chosen in such a way that Tµν [instead of
19* In fact, there exists an exact (!) although trivial Lagrangian (quadratic on the field equations: E2(ab) +
κE2aa) which looks as a ‘modified gravity’: −M (1) +M∗ + Cµ;µ + (Λ′Λ2,Λ3); this fact is of great importance
for constructing a ‘derived’ Lagrangian 4D-phenomenology of topological quanta.
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(1.53)] will depend only on metric,
T µν ≃ tµν(g′g′′′, g′′2) + A∗µǫντ,ǫτ ;
this feature stresses again the fact of unification of gµν and fµν in a single structure.
The low-order identities also give no nontrivial conservation laws for eq. (1.47).
Thus, skew-symmetric equation (1.37) itself has a form of ‘linear’ conservation law:
hHµν = (hSµνλ),λ; however, the conserving integrals should vanish for smooth ini-
tial data (of Cauchy problem) localized on spatial infinity (that is, Fourier transforms
are smooth functions too). One can rewrite the last equation in a different form:
Haµ = 0; Saµν;ν = −1
2
ΛaijSijµ (= Iaµ);
however, the current arising here, Iaµ;µ = 0, is trivial.
Also trivial is the electromagnetic current of Maxwell equation (1.46):
hJµ = (hSµνλΦλ),ν .
On the one hand, this is a good feature as guaranteeing the global electro-neutrality.
And in general, the absence of conservation laws for system (1.47) means that there
is no problem how to choose conserving values (charges, a kind of ‘fundamental
constants’). On the other hand, that to make possible the existence of solutions with
Coulomb-like asymptotic, one should put forward some unusual, at the first sight,
assumptions about the extra dimension and mechanism of its reduction. That is,
one should assume that a typical scale along this coordinate, L, is large enough, so
that elementary charged particle-like field configuration20 look like a dipole (or a
quadrupole) oriented along the extra dimension: a charge of one sign concentrated
near a ‘central region’ is totally compensated by the opposite charge of (one of)
the ‘fringe regions’. That is, at large enough distances, r > L, the Coulomb law
should change into another multipole, another power law. The experiments for test-
ing Coulomb law [42] (including observations of the Jupiter’s magnetic field, [43])
20The third chapter will deal with such non-linear configuration having a topological (quasi)charge.
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give an upper bound L > 3 · 1010 cm. One should stress that this effect of the ‘huge
extra dimension’ is not equivalent to the existence of non-zero photon mass: the lat-
ter leads to Yukawa potential which decreases faster than any power law. Therefore,
the existence of far-extended (∼ 1020 cm) galactic magnetic fields [44], perhaps,
does not constrain L (but, sure, constraint the photon mass)21.
This strange assumption about the huge extra dimension can be a simple re-
sult (just the relativistic effect) of an elementary cosmological scenario: spherically-
symmetric ultra-relativistic expansion (a kind of single wave running along the ra-
dius). The detailed discussion of a cosmological solution and its parameters (which
could serve as ‘fundamental constants’) is delayed until the next chapters (see §2.5,
§3.4). At the same time, let’s mention that symmetries of solutions is of great im-
portance for their stability (and what could be simpler than the spherical symme-
try !). Moreover, the presence of symmetries, i.e., Killing vectors (exact or almost
exact), combined with the existence of energy-momentum tensor, leads to (almost
exact) conservation laws (of D-momentum): at the later stage of expansion, when
the spherical wave is indistinguishable from a plane wave, there is an approximate
Killing vector relating to the translation along the extra dimension (and the time).
1.7 Post-Newtonian effects
This theory does not allow to cancel (by a coordinate transformation) in a point all
terms h′ – part of them is a tensor (of course, g′ = 0 is possible); moreover, the theory
can be formulated using an asymmetric connection (this is reflected in the name –
AP). Therefore, there is a natural question: in what way will a local perturbance (a
short-period wave-packet) move on a given background solution?
For comparison sake, let us consider one-parameter class of equations (1.32)
(which admit solutions with f = 0); its special case is the optimum equation, (1.47).
The skew-symmetric part of (1.32) and Maxwell equation [see also (1.38)] look as
21I appreciate P.V. Vorobjov for useful discussion of this issue.
43
follows:
Hµν = 2E[µν] = Sµνλ;λ + (1− 3σ)(fµν − SµνλΦλ) = 0 ; (1.54)
fµν;ν = Jµ; Jµ = (SµνλΦλ);ν = −1
2
Sµνλfνλ + (1− 3σ)fµνΦν . (1.55)
Let’s take a background solution haµ(x) such that fµν = 0 and Sµνλ = 0: this is
possible (and even necessary) in presence of high symmetry, e.g., spherical symme-
try (Φµ = 0 only for trivial solutions, see §1.5).
If there is given a field perturbation
δhaµ : haµ → haµ + δhaµ,
than Eq-n (1.55) leads to an equation for δfµν (δfµν = gµǫgντδfǫτ , because the
background part has f = 0):
(δfµν);ν = (1− 3σ)Φνδfµν ((δf[µν);λ] ≡ 0);
that is, if σ = 1/3 [and this is the case of optimum equation (1.47)], there is a perfect
illusion that an ‘independent’ field δfµν is immersed into a background Riemann
space and moves in the usual manner – along a Riemannian geodesic (as a matter of
fact, all is united in single field haµ, and there is more ‘stuff’ there, besides metric,
for example, Φµ and Sµνλ ). This feature is of great importance because just tensor
fµν transfers energy; one can relates the ‘equivalence’ (principle) with the universal
(electromagnetic) structure of Tµν . If σ 6= 1/3, the motion of δfµν depends not only
on metric, as well as the motion of component δSµνλ – for any σ [see (1.12)].
Stars and planets are of almost spherical form, but their rotation breaks spherical
symmetry and should induce a field ∆Sµνλ. In turn, ∆Sµνλ can give rise to a non-
zero field ∆fµν , see (1.55) (seemingly of any sing!). This can give a contribution to
the magnetic fields of rotating stars and planets (there are different opinions about
the origin of these fields [5, 47, 48]).
It is naturally to expect that, say, in the Shapiro’s experiment, field ∆Sµνλ has an
influence only on the polarization of δfµν-packet, because tensor ∆Sµνλ is unable to
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enter the eikonal equation
ψ;µψ
;µ = 0 (δf ∼ a0eiψ).
Thus, if σ = 1/3 (i.e., the optimum equations), an electromagnetic wave-packet
moves along a Riemannian geodesic, and the classical (independent on a polarization
or spin) post-Newtonian corrections are the same as in the case of GR (if the Newton
law is possible). In other cases, σ 6= 1/3, the eikonal equation contains additional
term: Φµψ;µ, see (1.55).
Let’s consider a plane wave δfµν = aµνeikλx
λ
on a background with S-field with
non-vanishing component
S0ij = εijkα,k, αi,i = 0.
Here i, j = 1, 2, 3; equations (1.12), (1.37) are taken into account. Component Sijk
can ‘start’ with a quadrupole term so it can be neglected. The simplest solution
for α is the dipole solution α = Ωixi/r3, where Ωi is a (pseudo)vector similar, i.e.
proportional to the rotation vector.
In the first approximation, S-field contribution does not depend on the small
non-Euclidean metric deviation, so, assuming that metric is trivial, S-field is slowly
varying, and taking
kµ = (−ω, 0, 0, k), a0i = ei, aij = εijkhk,
one can obtain the next equations for the plane wave amplitudes [see (1.46), (1.55)]:
hi =
k
ω
ε3ijej , ωei + kε3ijhj + iεijkejα,k = 0.
Excluding hi and neglecting (in the first approximation) amplitude e3 [e3 ∼ O(α)],
one can obtain 
 ω
2 − k2 −iωα,3
iωα,3 ω
2 − k2



 e1
e2

 = 0 ;
this results in a dispersion relation and its solution:
(ω2 − k2)2 = ω2α2,3 , k± = ω ±
1
2
α,3 .
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It is easy to check that the eigenvectors correspond to left and right polarizations.
The difference of k+ and k− means that the plane of polarization of a plane-polarized
wave will rotate, dϕ = α,iki/k dl, the full rotation angle depends only on the initial
and end point: ∆ϕ = αf − αi.
The exact phenomenology of massive matter (and its interaction with Sµνλ) still
is not clear in framework of AP (the extra dimension is of true importance), so,
unfortunately, it is quite difficult to give some qualitative estimations.
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Chapter 2. Singularities of solutions
Imagine that there is available a super computer, and a nearby student (who has no
enthusiasm about supersymmetry) would like to calculate solutions to an ‘appropri-
ate’ system of field equations. Appropriate to him are those equations which are:
• first, of hyperbolic type (i.e, Lorentz invariance should exist in the weak field
approximation; yes, and the dimensionality of space, D, should be not less than
1 + 3);
• second, nonlinear (in many cases superposition is experimentally lacking; lin-
earity is too simple);
• and, in conclusion, that equations should be self-consistent; that is, solutions
to Cauchy problem should have no limits in time (relating to appearance of
singularities or many-valuedness of solution), excepting, perhaps, only very
rare, of zero measure, solutions (or variants of initial data for Cauchy problem).
Arguing for the last requirement, that fella is ready to use an analogy from theology:
‘Lord is not able to restrict His power, respectability and competence’22
As a rule, solutions of nonlinear equations (PDEs) can become many-valued
[32]. The other name of this phenomenon is the gradient catastrophe, which is
more familiar in the area of gas dynamics equations [38]. In the case of generally
covariant equations (if it is possible to rewrite equations in such a way) one can
obviate bifurcation through a many-valued coordinate transformation, but instead
22By the way, the custom to throw dice means evident absence of competence (Lord is ‘not Copenhagen’).
* In informal Russian, to be not Copenhagen means to be incompetent.
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of ‘points of a catastrophe’, there arise singularities of co-metric (and/or co-frame)
field, i.e., co-singularities, where gµν (and haµ) is a degenerate matrix.
The other sort of singularities concerns contra-singularities, with degeneration of
(contra-variant) frame haµ (gµν), or, more generally, frame density of some weight.
This chapter deals with formal solutions (solution jets) which grow ‘from a sin-
gularity’ or infinitely close to that; the necessary conditions of existence of ‘singular
jets’ are to be discussed. The main purpose here is to find ‘singularity-free’ AP
equations which solutions of general position have no arising singularities.
2.1 Gradient catastrophe and co-singularities
The first problem which could damage a non-linear (PDE) equation is the problem
of gradient catastrophe, i.e., possibility of many-valued solutions, development of
many-valuedness. Even the simple equation (a model equation of gas dynamics [32])
∂u
∂x0
= u
∂u
∂x1
(2.1)
has solutions u(x0, x1) which formally
become many-valued (and the first de-
rivatives diverge in some points), see
fig. 1: u(x0, x1) is a section of trivial
fiber bundle (u; x0, x1); its projection on
the base (x0, x1) has a cusp singularity
(cusp catastrophe) [24].
Fig. 1. Development of many-
valuedness in solution u(x, t).
Many-valuedness and infinite derivatives are physically not appropriate. As a
way out, additional information (free path, Hugoniot conditions, that are not con-
tained in gas dynamics equations) takes effect, whereas equations themselves ac-
quire a status of ‘phenomenology with limited responsibility’.
The vacuum GR equation is seemingly something greater than a mere phe-
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nomenology. However, at explicit conditions, GR solutions inevitably becomes sin-
gular [3,7–10] (some spacetime points are singular). This also gives rise a question
on how these singularities relate to the gradient catastrophe.
Let there is a many-valued solution (local one, or a germ) g(x), and let’s choose
new coordinates ‘along the solution section’ (Fig. 1), i.e., in such a way that g∗(y) is
a single-valued mapping. But for all that, x(y) is a singular mapping: the metric in
the new coordinate system
g∗µν(y) = gǫτ
∂xǫ
∂yµ
∂xτ
∂yν
is degenerate in those points with a fold where matrix ∂x/∂y is degenerate. Singular-
ities of this kind concerns elements of covariant matrix gµν as independent variables
(while this matrix degenerates), so one can call them ‘co-singularities’.
Such a solution,
g∗(y) , rank g∗µν(y0) < D ,
is possible if, firstly, the symbol of equations remains involutive at degeneration of
gµν (that is, equations themselves and their prolongations should keep the highest-
order terms, highest derivatives [32, 23, 35]). Secondly, one has to know whether
the other terms (non-principal terms) diverge or stay finite at co-metric degeneration.
The first case will be referred as ‘strong’ singularities, while the second case – as
‘weak’ ones, which do not break solution off.
Following this point of view, let’s rewrite equation (2.1) in a generally covariant
form: 

u,µc
a(u)ha
µh = 0 (ca = (1,−u), h = dethaµ),
2ha[µ,ν] = 0 (= h
a
µ,ν − haν,µ).
(2.2)
Here haµ (haµhbµ = δab ) is a 2-frame field.
The condition of spacetime triviality [i.e., flatness: see the second equation in
(2.2)] still is regular for degenerate matrices haµ. Co-rank one minors of matrix haµ,
hha
µ =
∂h
∂haµ
,
49
keep finiteness, and the regularity of (2.2) preserves when rankhaµ = 1, excepting
the case cahhaµ = 0. Therefore, system (2.2) has formal solutions with a degenerate
matrix haµ(x0) as an initial term of series. Such a singularity in point x0 is physical,
because invariants u,µhaµ come into infinity. Of course, the possibility of formal
solutions with co-singularity, being a necessary criterion, does not yet guarantee the
existence of a global solution complying with a certain boundary condition.
Co-singularities exist also in GR solutions, although look some more complex.
Using rank D − 3 minors of metric gµν
[µν, ετ, αβ] ≡ ∂
3(−g)
∂gµν∂gετ∂gαβ
,
and taking into consideration their symmetry features, one can rewrite the (vacuum)
equations of General Relativity as follows:
g(gµνR − 2Rµν) = [µν, ετ, αβ](gαβ,ετ + gρφΓρ,ετΓφ,αβ) = 0 . (2.3)
The symbol of this equation (highest-order derivatives) is regular and involutive
if rank gµν ≥ D − 1, but the minor terms diverge at degeneration of metric gµν .
Therefore, a point of co-singularity itself, seemingly, is unachievable, but can be ap-
proached infinitely near. That is, co-singularities in GR are ‘strong’ in contrast to
‘weak’ co-singularities of system (2.2).
A general GR solution in vicinity of singularity is produced in [10]; it has com-
plex, oscillating behavior, due to divergence of the minor terms. One should empha-
size that the presence of symmetry can permit additional types of singularities (e.g.,
co-singularities of co-rank greater than unity).
In the next paragraph, we will find the AP equations which do not admit co-
singularities, because their symbol does not keep involutive at degeneration of co-
frame haµ.
Absolute Parallelism, just as General Relativity, is remarkable for the following
important feature: without making differentiation of field components (frame field
haµ), i.e., using only the zeroth jets, it is impossible to make an invariant, a scalar
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field;23 it is not possible to distinguish one (non-singular) point from another without
coming to their neighborhoods. The symbol of AP equations is defined just by zeroth
jets, so the all variety of singularities in AP is concerned with the single parameter,
their rank: rankhaµ (nevertheless, the other parameter, if different from the first one,
is metric (co-)rank rank gµν).
2.2 Field equations
free from co-singularities of solutions
Let’s try to rewrite AP equations (1.35), (1.36) in such a way that the coefficients at
the second derivatives of co-frame field haµ,νλ (which define the symbol) would be
expressed through minors (of matrix haµ) of co-rank as large as possible.
We use the following notation for k-minors (i.e., minors of rank D−k) of matrix
haµ and gµν , respectively:(
µ1 · · · µk
a1 · · · ak
)
=
∂kh
∂ha1µ1 · · · ∂hakµk
= k! hhµ1[a1 · · ·hµkak] ;
[µ1ν1, . . . , µkνk] =
∂k(−g)
∂gµ1ν1 · · · ∂gµkνk
=
1
k!
(
µ1 · · ·µk
a1 · · · ak
) (
ν1 · · · νk
a1 · · · ak
)
.
These minors, just as the determinant, are ‘polylinear’ expressions with respect to
the elements of haµ (or gµν), and they are skew-symmetric expressions in both the
‘row indices’ and the ‘column indices’ (taken separately, of course).
It turns out, that (almost) any system of AP equations, (1.35), (1.36), can be
rewritten in such a way that the coefficients at the second-order derivatives, haµ,νλ,
are quadratic in 2-minors of matrix haµ. For example, the case σ = 0, τ = 1, i.e., a
system similar to (1.23), easily leads to such a form:
h2Ea
µ = [haα,βν − (αβ)](−g)gαµgβν + · · · = haα,βν [αµ, βν] + (h′2) . (2.4)
A finite degenerate matrix haµ of rank D − 1 can be reduced, by means of a ‘left-
right’ transformation (1.2), to the diagonal form haµ = diag(1, . . . , 1, 0). Then
23This is not the case for bi-metric theories or a theory of non-symmetric metric.
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one can check that the leading terms of system (2.4) are regular (and the symbol is
involutive) if rankhaµ = D − 1; if rankhaµ ≤ D − 2, some equations of (1.23)
[or system (1.35), (1.36)] loose their leading terms (with the second derivatives).
Co-rank one matrices haµ split into three cases: L-vector Ca, annihilating haµ (i.e.,
Cah
a
µ = 0), can be space-, time-, or light-like depending on the value of CaCbηab;
only the first case correspond to arising singularity. In the last case, (co-)metric gµν
has rank two, and haµ can be reduced to other ‘canonical’ form (non-diagonal); in
this case regularity of equations (2.4) is lacking (i.e., these points of jet space J2(E)
(E = Mat(D ·D)) have to be removed from the ‘system set’ R2).
A systematic approach to analysis of an arbitrary AP system consists in the fol-
lowing. Generally, an equation similar to (2.4) could contain some other combina-
tion of symmetric, anti-symmetric, and ‘trace’ equation, therefore it is necessary to
consider the leading terms of the most general form:
E˜a
µ = (a1Gab + a2Hba + a3ηabGcc)Hb
µH2p = 0; (2.5)
here, for more generality, we use the substitution haµ = HpHaµ (co-frame density of
some weight as the set of independent variables).
Assigning
Haµ = diag (1, . . . , 1, δ)
and cancelling terms ∼ 1/δ4, 1/δ3 in the leading derivatives (such terms arise not in
all components of the system, so they should be cancelled: if one takes them as the
‘main’ terms and eliminate their divergence through multiplication on determinant
h to some power, then the equations will be loosing their regularity at degeneration
of co-frame haµ), one can find the free parameters (the overall coefficient for ai does
not matter):
a1 = τ, a2 = 1− σ, a3 = 0; p = 0
(if τ = 0, then p is indefinite).
Now one can write the equations (their leading part, the highest derivatives) in
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the desired form:
h2E˜a
µ = 2hbα,βν
{
(τ + σ)ηab[αµ, βν]− σ
(
α β
a c
) (
µ ν
b c
)
−
−στ
(
α β
b c
) (
µ ν
a c
)}
+ (h′2) . (2.6)
Remarkably, the required combination of equations turns out to be the very same
combination which enters the leading part (with the highest derivatives) of the iden-
tity, which ensures the system’s compatibility; see, e.g., the identities for systems
(1.28), (1.30), (1.31), (1.32).
The symbol of system (2.6) is involutive if
rankhaµ, rank gµν ≥ D − 1 ,
excepting the cases σ = 1 or τ = 0, when equation (2.5) [and (2.6)] contains,
respectively, only symmetric or only antisymmetric part of equations; these cases
requires an additional analysis.
First, in both these cases, the two indexes of equation are evidently equivalent,
equal in rights; so, one should consider equation h2E˜µν = 0 and to note that 3-minors
appear in the leading terms. For the case σ = 1, equation (2.6) gives
h2E˜µν =
τ
2
{(
µ λ
c d
)(
ν α β
b c d
)
+
(
ν λ
c d
) (
µ α β
b c d
)}
hbα,βλ + (h
′2) . (2.7)
The symmetric equation, G(µν) = 0 (1.35), in its leading terms, coincides at σ = 1
with the GR equation: one can compare the previous equation, (2.7), and the leading
terms of GR equation (2.3).
The antisymmetric part can be written in other form, in other indexes, than sym-
metric one. This time 1-minors do inevitably arise; nevertheless, the equation
h2Hab = hcµ,νλ
(
λ
d
) {
ηac
(
µ ν
b d
)
− ηbc
(
µ ν
a d
)
+ (1− τ)ηcd
(
µ ν
a b
)}
+ (h′2) = 0
(2.8)
(or its symbol), as well as the system (2.7), (2.8) as whole, is regular (compatible)
if rank gµν ≥ D − 1. Counting equations (in the leading terms), one can use the
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signature δab and the indexes a, µ = 1, . . . , D as more convenient. Choosing (here
D serves as a fixed index value)
haµ = δaµ − δDaδDµ,
(
µ
a
)
= δDaδDµ et cet. ,
one can easily check that the highest-order derivatives of iD-component (i < D) in
(2.8) do not vanish, and do not coincide with analogous terms in (2.7).
It remains to consider the most interesting case: τ = 0, which has a free param-
eter p. It is easy to rewrite the antisymmetric part [see (2.6); minors here relates to
the matrix Haµ],
H4p+2Hµν =
1
2
(
α β
b c
)(
µ ν λ
a b c
)
Haα,βλ + (H
′2) .
One can choose p in such a way that the lower terms of this equation will be also
finite at degeneration of Haµ. However, it turns impossible to write the symmetric
equation (or separately the trace equation and traceless symmetric part) in such a way
that to keep the system regular (and the symbol involutive) for degenerate co-frame
density, rankHaµ = D − 1: the symmetrical part has too many components (as
compared with the skew-symmetric one), while 1-minors vanish too simultaneously.
Thus, the AP equations with τ = 0, σ 6= 1 are of special interest because their
solutions are free of co-singularities and, hence, gradient catastrophe. Just this case
was specially considered in §1.4, and only two compatible systems (with τ = 0)
were found. The first variant (system) is the optimum equation (1.47); denote it
Eq.A (equation A); the spacetime dimension D is not fixed here:
Eq.A → (1.47), τ = 0, σ = 1
3
, D 6= 4 (D0 = 4);
the second variant (equationB) is a particular case (with τ = 0) of the two-parameter
class C (1.31); the spacetime dimension is fixed here while parameter σ (σ 6= 1)
remains free:
Eq.B → (1.31), τ = 0, σ 6= 1
3
, D = 4 (D0 = 1 + σ
−1).
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The variant Eq.A is more preferable (from the experimental point of view) because
‘electrically charged’ solutions are possible; nevertheless it would be desirable to
give a priori reasons, motivations of this choice, as well as to ‘calculate’ the space-
time dimension D.
Notice in this connection that the supplemented equations C and D (when equa-
tion fµν = 0 is added) admit co-singularities at any τ (the symbol G2 is involutive if
rankhaµ ≥ n − 1), that is, Eq.A and Eq.B loose their singularity-free property if
f = 0.
A strict localization condition (‘island’ solutions; as well as the smoothness
condition, h(x) ∈ C∞) could be imposed on initial data.
If τ 6= 0, a system can be rewritten as [see for instance (1.30)]
Ka[µν];ν = Iaµ(Λ
2),
which gives a non-trivial conservation law Iaµ;µ = 0; then, such a strict localization
is impossible: there will a ‘long’, Newton-like asymptotic behavior.
In the case of Eq.B, the absence of the current in ‘Maxwell equation’ (fµν;ν=0)
gives rise to a guess-work that a general strictly localized field configuration can
evolve to provide in a finite while a region with fµν = 0. This observation perhaps
enables one to discard the variant Eq.B, as well as the case D = 3 for Eq.A:
integration of equation (hSµνλ),λ = 0 gives (the current vanishes)
S012 = 0 ⇒ Jµ = 0 .
In the following paragraphs, another type of singularities, co-singularities will be
considered for Eq.A; the requirement of absence of these singularities in solutions
of general position can serve as a good reason to make the choice of spacetime
dimension; at the moment, in one way or another, the variants D ≤ 4 are discarded.
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2.3 Contra-singularities
Contra-singularities of GR equation concern with the choice of tensor density
Gµν =
√−ggµν ,
but not gµν , as a new set of dependent variables. As is well known [3], this equation
can written as follows [see also (2.3)]:
(GµεGντ −GµνGετ ),ετ + 2(−g)tµν(G′2) = 0 . (2.9)
Using the prescriptions of compatibility theory, which were discussed in § 1.2, one
can prove that the symbol of equation (2.9) is involutive if rankGµν ≥ 2. As it is
shown in [3] (see Eq. 96.9 for (−g)tµν), the terms quadratic in the first derivatives
still contain low indexes matrix Gµν , that is, these (lower) terms diverge at degener-
ation of matrix Gµν (contra-singularities of GR are ‘strong’ too).
In the case of AP equations, there is an analogous change of variables:
Ha
µ = h
σ
σ+1ha
µ , ha
µ = H−pHaµ ; (2.10)
here p = (D0 −D)−1, D0 = 1 + 1
σ
; H = detHaµ .
Substituting (2.10) into (1.3), one obtains
Λabc = 2H
−p (HaµH[bνHc]µ,ν + pηa[bHc]νA,ν) , (2.11)
Φc = H
−p
(
Hc
ν
,ν +
p
σ
A,νHc
ν
)
, here A = lnH .
As it turns out [39, 40, 46], an arbitrary AP system can be rewritten in such a way
that the leading part (with the highest-order derivatives) would contain only matrix
Ha
µ (and its second derivatives) but not the inverse matrix, Haµ (HaµHνa = δνµ; i.e.,
the coefficients at the main derivatives Hµa,νλ are quadratic in Haµ):
H3p(Gµb +H
µ
b)/2 = H
2pHµa (Λabc,c + αΦa,b + βΦb,a − σηabΦc,c + (Λ2)) =
= (Hµc,νλH
ν
b −Hµb,νλHνc + βHνb,νλHµc )Hλc +Hνc,νλ(αHµcHλb − σHλcHµb ) + (2.12)
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+Πµb(H
′2) = 0 ; here α = σ + τ − 1
2
, β = σ − α.
It is necessary to emphasize that in this case (contra-variant frame density as the
independent variables) the ‘right’ combination includes in equal proportions both
symmetric and antisymmetric part of equations, and the choice of coefficient p (the
weight of the frame density) helps to cancel the terms like HaµHaµ,νλ. This change
of variables, haµ → Haµ (2.10), “repairs” the system’s non-regularity (in the trace
equation) at D = D0 (the forbidden dimension – if D0 is an integer), while it is
irreversible in this case.
Quadratic terms Vµν(Λ2) of antisymmetric equation (1.15) may include the next
three terms:
Vµν = a1SµνλΦλ + a2ΛλµνΦλ + a3(ΛµǫτΛǫτν − ΛνǫτΛǫτµ).
Multiplying (2.12) on Hνb , and examining at which restrictions the lower terms,
Π[µbH
ν]
b , include only the matrix Hλc and its first derivatives (have a four-linear
form), one can find the following necessary conditions:
τ = 1− 3σ = −a1, a2 = a3 = 0.
Among the compatible AP equations considered in § 1.3, only the one-parameter
class D (1.32) (class A (1.28) intersects class D at the point σ = −τ = 1/2) fulfills
these ‘conditions of poly-linearity’; and the equations of this class take on a 3-linear
form [in analogy with Hirota’s bilinear equations; see (2.12)]
(
NµabH
ν
b − 2Hν[a,b]Hµb
)
,ν
+ (1− 2σ) (2Hµb C[a,b] −NµabCb
)
= 0, (2.13)
where Ca = Hλa,λ; ,a = ,λHλa ; N
µ
ab = H
µ
a,b −Hµb,a + σ(HµaCb − ηabHµdCd).
The case σ = 1/3 in (1.32) [and (2.13)] corresponds to the optimum equation dis-
cussed in the first chapter.
Equations (2.13) keep regularity and compatibility for the case of degenerate
(but finite) matrix Haµ if rankHaµHaν ≥ 2; that is, a formal solution, as a series,
can have a degenerate matrix Haµ(x0) as the initial term.
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Hence, the contra-singularities for class D of AP equations, (1.32), including
the optimum equation, (1.47), are ‘weak’, whereas in the case of other AP equations
(including the case Eq.B of §2.2), contra-singularities are ‘strong’.
In order to demonstrate that solutions with arising contra-singularities (with
rankHa
µ = 2) do exist for equations (2.13), suffice it to consider the spherically-
symmetric problem; this will be done in the end of this chapter.
The difference of tri-linear equations from others can be illustrated by the differ-
ence of the following ordinary differential equations:
1) ϕ′ = ϕ; 2) ϕ′ = −1/ϕ
(the case ϕ = 0 corresponds to rankHaµ < D; at that, the leading term remains
regular. Solutions of the first equation exist for all values of independent variable,
but it is not the case for the second equation.
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2.4 Measure of solutions with arising contra-singularity
and spacetime dimension D
The fact of existence of formal solutions with a contra-singularity (which is un-
doubted for the case of ‘weak’ singularities) still can be an insufficient reason for
singularity appearance in solutions of general position.
The set of square matrices M = Mat(D · D) = RD2 contains subsets Mi of
matrices of co-rank i (M0 = GL(D)). The dimensions of these subsets are defined
as follows (for example, see [24]):
dimMi = D
2 − i2 (or codimMi = i2).
A field Haµ(x) [a solution of 3-linear equations (2.13)], which has a singular point
x0 of corank i in a region UD ⊂ RD, in general will have some set of singular points,
Σ, a surface of singularities:
H(x) : Un →M ; Σ = Σ1 ∪ · · · ∪ Σi, where Σj = H−1(Mj). (2.14)
For most mappings (2.14) (i.e., for solutions of general position), this image
H(UD) ⊂ M
intersects the subsets (strata) Mi transversally (see [24]); AP field equation are of
second order, so the first derivatives H ′ have no restrictions. Therefore, one can find
the dimensions of spaces Σi:
dimΣi = D − i2 (or codimΣi = codimMi);
a negative dimension means that that space is empty (that is, such singularities, of
such a large corank, do not arise in a general solution). Naturally, it is sufficient to
consider singularities of corank one. The zeroth term (Aaµ) of a singular germ, by
means of a left-right transformation, can be diagonalized:
Ha
µ(x) = Aa
µ
|Γ x
Γ; Aa
µ = diag (1, . . . , 1, 0);
59
The L-vector Ca, annihilating this matrix Aaµ, is space-like: this preserves the equa-
tion’s hyperbolicity [and provides characteristic (or systatic [23]) covectors].
These considerations perhaps are inapplicable in the case of ‘strong’ singulari-
ties, but we are interested only to deal with Eq.A, see (1.47), (2.13).
It seems that on the set of singular germs one should discriminate a subset of
‘dangerous’ germs – with arising singularity, which comply, in some region UD
(around the starting point of a germ), with a couple of conditions:
(1) the singularity surface Σ1 defined by
H−1 = 0, i.e., dH−1 = ξµdxµ = 0, ξµ = H−1HaνHaν,µ,
is space-like or at least light-like (so one can choose a Cauchy surface infinitely close
or tangent to Σ1 in a point;
(2) one can choose coordinate in UD such that g00 < 0 or g00 ≤ 0 (i.e., x0 is ‘time-
like’ coordinate) on Σ1 ∩ UD.
Then one should evaluate ‘a quantity’, a measure of ‘dangerous’ germs on the set of
all singular germs.
The strict conditions ξµξνgµν, g00 < 0 can be met without decreasing the measure
of these germs (restrictions as inequalities are sufficient) for any D, with the except
for the ‘near-critical’ dimensions, D = 3 and D = 5.
Consider the case D = 3 for the variant Eq.A, when p = (4 − D)−1 = 1
(σ = 1/3, D0 = 4). Substituting p = 1 into (2.11), one can see that D-scalar Λabc
remains finite at degeneration of matrix Haµ:
Λabc = 2
(
H−1HaµH[bνHc]µ,ν + ηa[bHc]νH−1HdλHdλ,ν
)
,
besides Haµ, this equation contains its minors, H−1Haµ. Moreover, some of these
D-scalars do vanish ‘in singularities’, as well as D-scalar in the following orders by
differentiation:
Λabc,d = Λabc,µH
−1Hdµ (haµ = H−1Haµ).
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It is clear, therefore, that for D = 3 all invariants (like Λabc,dΛabc,d) are finite and,
moreover, vanish (except for invariants Λ2) on Σ; this seems to be impossible for
general solutions with a space-like Σ.
This situation (and the peculiarity of D = 3) is to be explained perhaps by
the fact that the surface of singularities, Σ (where frame haµ = H−1Haµ does just
vanish), admits no space-like co-vectors: all co-vectors are light-like. Surface Σ
is always light-like and the weak condition ξµξνgµν ≤ 0 holds true, as well as the
second one: g00 < 0 (g00 → −∞).
An additional analysis of urgency of these singularities (whenD = 3; or, maybe,
their unphysical nature, i.e., possibility to eliminate them using a non-diffeomorphic
coordinate transformation) would be desirable; however, this variant, D = 3, is
already rejected in §2.2 because of other arguments.
The other special case is dimension D = 5 when, on the contrary, co-frame haµ
remains finite at singularity, as it coincides with the minor of ‘working’ matrix Haµ
[see (2.10)]:
p = (4−D)−1 = −1, haµ = ‖Hbε‖Haµ → diag (0, . . . , 0, 1).
In this case, the surface Σ has no time-like vectors, so there is no an evolution pa-
rameter which would serve as the time. More precisely, the weak condition, g00 = 0,
can be satisfied in a single point on Σ (say, the point of the series development), but
to make it hold true in a vicinity Σ1 ∩ UD, one should impose some restrictions on
the series coefficients (of a singular germ) because light-like vectors (on Σ) forms
a sub-set of co-dimension one (or of measure zero); this reduces the measure of
‘dangerous’ germs to zero.
Thus, a contra-singularity’s initiation in a general solution, its appearance as a
result of solution of the Cauchy problem24, seems questionable for D = 3, and im-
possible for D = 5. Interestingly, the case of spherical symmetry admits beginnings
of co-singularities of co-rankD−2; that is, forD = 3 these are usual singularities of
24It can be posed after fixing the coordinate arbitrariness, a gauge fixing, – on non-singular solution germs.
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co-rank one, while for D = 5, are ‘rare’ ones, of co-rank three (for that singularities,
all the tangent space consists of light-like vectors, so the suppression mechanism
does not work).
The next chapter (aiming at a qualitative, ‘topological’ analysis of the set of AP
solutions) will pay the most attention to the case of spacetime dimension D = 5.
Note in conclusion that the group of coordinate diffeomorphisms acts ineffec-
tively on a singular germ. The series coefficients of a coordinate transformation,
yµ(xν) = aµΓ x
Γ (Γ is a multi-index), ‘are conveyed’ through a degenerate matrix
Aa
µ (the zeroth term of a singular germ). It is conceivable that contra-singular germs
of solutions (forD = 3 andD = 5) have a some extended symmetry group which in-
cludes coordinate transformations differing from diffeomorphisms – singular trans-
formations (perhaps depending on a singular solution germ) which transform the
singularity surface Σ in a peculiar way.
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2.5 Spherical symmetry; examples of solutions
with arising contra-singularity
A spherically symmetrical field haµ can be written [fixing the global rotation from
(1.2)] as follows (see [21, 40, 41]; i, j = 1, . . . , D − 1):
haµ =

 a bni
cni eninj + d∆ij

 ; haµ = 1
κ

 e −cni
−bni aninj + κd∆ij

 ; (2.15)
where κ = ae − bc, x2 = xixi, ni = xi/x is the unit vector along the radius;
∆ij = δij − ninj tensor orthogonal to ni, ∆ii = k = D − 2 (ni,j = ∆ij/x); a, . . . , e
are smooth functions of radius and time t = x0 (a, d, e are even, while b and c are
odd functions of radius x).
It is evident, for fields (2.15), that Sµνλ ≡ 0 (there are no ways to build a skew-
symmetric tensor); therefore, the current of ‘Maxwell equation’ (1.46) [for Eq.A
(1.47)] vanishes too. So, this equation gives the two equations for the component
w = hf 0ini (fij ≡ 0), which can be easily integrated:
(hfµν),ν = 0; (wni),i = w
′ + wk/x = 0, w˙ = 0; w = Cx−k.
We use the ‘dot’-mark to denote differentiation by time, and the ’prime’-mark –
differentiation by radius. It is clear that C 6= 0 (integration constant) means, in
fact, that a δ-source is added to the current; we should not ‘modify’ our equations,
therefore choose C = 0. Then we simply have fµν = 0 (this just follows from the
skew-symmetric part of system D, (1.32), if σ 6= 1/3).
Taking S = 0, f = 0, one can rewrite equation D as follows:
(hLa
µν),ν = (1− 2σ)hLaµνΦν, or Eµa = (hψ2σ−1Laµν),ν = 0; (2.16)
here Laµν = Λaµν − 2σha[µΦν] and (a scalar is introduced) Φµ = ψ,µ/ψ.
The equations E00 = Ei0 = 0 can be integrated in the same way as the previous
(the ’Maxwell equations’); the integration constant is zero again (to suppress extra
δ(x)-term), and we obtain:
L00i = L0
0i = 0 (L0ij ≡ 0) .
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The underlined indexes are of "Latin origin" (Φ0 6= Φ0).
The evidently spherically-symmetric form (of frame field) (2.15) allows the next
coordinate changes:
x∗ = X(x, t), t∗ = T (x, t), n∗i = ni. (2.17)
Let us choose a coordinate system, that is, fix the remaining coordinate freedom,
taking b = c = 0. These restrictions lead to first order equations for T and X,
therefore, a freedom remains to choose two functions of one variable (‘initial condi-
tions’); in what follows, we have to choose (exactly) two ‘functions of integration’,
and this will be done from convenience sake and with accounting for the boundary
condition:
haµ → δaµ at x→∞ .
Note that the component d transforms independently: d∗ = dx/x∗, so, say, the
condition d∗ = 1 defines X(x, t) completely.25
The components of Λaµν and Φµ read [see (1.3), (2.15); b = c = 0]:
Λ00i = −a′ni, Λij0 = e˙ninj + d˙∆ij, Λijk = (d′ + d− e
x
)2∆i[jnk]; (2.18)
Φ0 = hi
jΛij0 = e˙/e+ kd˙/d, Φini =
a′
a
+ k(
d′
d
+
d− e
dx
). (2.19)
Making integration of equation [see (2.16)] Φ0 = ψ˙/ψ, one obtains ψ = edk. Now
the integration of eq-n L00i = 0, (2.18) and (2.16), is in order (Φ = Ψ′):
L00ini = −a′ + σaψ′/ψ = 0, a = ψσ = eσdkσ. (2.20)
Using σΦµ = a,µ/a, write the remaining components of tensor Laµν:
Lij0 = (e˙− ea˙/a)ninj + (d˙− da˙/a)∆ij ,
Lijk = (d
′ +
d− e
x
− da
′
a
)(∆ijnk −∆iknj) ,
25* For the trivial solution(s), when Λaµν=0, by integrating dya,µ=haµ, one can define scalars ya which serve
as the privileged, inertial coordinates. In the same sense, one can find some ‘scalar radius and time’; hence,
all x, t are of covariant, scalar sense (quasi-inertial). E.g.: (1) xd is a ‘scalar radius’; (2) eq-n L0µν = 0, or
ψh0[µ,ν] − σh0[µψ,µ] = 0, gives a ‘scalar time’ τ : dτ,µ = ψ−σh0µ.
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and then switch to the components of Laµνhψ2σ−1 (see (2.16)–(2.20); h = aedk =
aψ, a = ψσ):
a3Li
j0 = α˙ninj + β˙∆ij, a
3Li
jk = {αβ(α− β)/x− α2β ′}2∆i[jnk] (2.21)
Here we introduce the new variables α = a/e = dkσeσ−1 and β = a/d. The change
e, d → α, β (irreversible at k = 1/σ − 1) corresponds to (2.10) (components of
metric gµν are given as well):
Ha
µ =

 1 0
0 αninj+β∆ij

=hσ/(1+σ)haµ; gµν=

−1/a
2 0
0 ninj/e
2+∆ij/d
2

 .
Substituting (2.21) into (2.16), let us write equation Eji ninj = 0:
(a3Li
j0ninj)
· − (a3Lijk)ni,knj = α¨ + {αβ(α− β)/x− α2β ′}k/x = 0. (2.22)
Equation E0i = 0 reduces to equation f0i = 0, i.e., is already taken into account. One
should still remember that Φini = ψ′/ψ; this gives a simple ‘constraint equation’,
β = β(x, α, α′) [see (2.19)], and after its substitution into (2.22) one can arrive to
the resulting equation(s) (k > 0):
α¨ = α2α′′ + αα′2/k + (k + 2)α2α′/x ; β = α+ xα′/k . (2.23)
Equation Eji∆ij = 0 is consistent with this system, (2.23) (a consequence of the
identity).
The Cauchy problem in the chosen coordinate system reduces to solution of
a single second order equation; one should define even functions α0(x) > 0 and
α˙0(x) as the initial data. These functions can be defined in such a way that β0(x)
approaches zero in a point x1 > 0, but β(x, t) > 0 at t < 0 (α˙0, β˙0 < 0 near x1). For
example:
β0(x) = 1− 3x2k/(2 + x6k), β0(1) = 0; α0(x) = x−k
∫
β0(x) dx
k > 0.
The point x = x1, t = 0 is singular, because β = 0; at t > 0, a region emerges
where β is negative.
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If a region with β < 0 is allowed in initial data, the data can be defined in such
a way that α0(x) approaches (is tangent to) zero in a single point (x2; at that β0
changes its sing); and a region with α < 0 emerges at t > 0 (if α˙0 < 0 near x2).
That is, all variants of signs of α and β are possible, as well as the cases r = D−1
(α = 0, β 6= 0), r = 2 (α 6= 0, β = 0) and even r = 1 (α = β = 0), although the
last case is impossible in a general solution; if one takes
ni = (1, 0, . . . , 0), then Haµ = diag (1, α, β, . . . , β); r = rankHaµ.
Points with α = 0 or β = 0 are singular at D > D0 because D-scalars like Φ0
(α˙, β˙ 6= 0) turn into infinity:
Φ0 = −p/σ(α˙/α + kβ˙/β)αpβkp; p = (D0 −D)−1, D0 = 1 + σ−1.
In the case σ = 1/3 (D0 = 4), a region with α < 0 has no real-valued solutions for
the frame haµ if D is even:
a = (αβk)−p (e = a/α, d = a/β).
It is interesting that this ‘loose of reality’ (when α < 0 or β < 0) takes place for any
D, if σ is irrational!
The question about possibility of other types of singularities in a general spheri-
cally symmetric solution is not easy. One could consider the full system with five
dependable variables, which is 2D-covariant, with respect to (2.17), and to check
whether the symbol remains involutive (and the Cauchy problem remains well-
posed) or not – at different ways of degeneration of the frame matrix (2.15).
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2.6 Another co-ordinate choice; Cosmological solution
Another conditions, b = 0, e = d, also allow to make similar integrations [41] and
to obtain a system of quasi-linear first-order equations:
A· = AB′ − BA′ + kAB/x , B· = AA′ − BB′ − (k − 1)B2/x , (2.24)
where Haµ =

 1 Bni
0 Aδij

A−σ/(1+σ); A = a/e = ekσ/(1−σ)−1, B = −c/e.
Here one should define as initial data the even positive function A0(x) (A0 → 1 at
x → ∞) and uneven function B0(x). Equations (2.24) have no stationary solutions
(if an additional δ-term is not allowed), excepting the trivial one: A = 1, B = 0 [or
α = β = 1 for (2.23)]. No singularity (1/A, 1/B or A→ 0) can emerge in solutions
of system (2.24) during a finite time.
The first equation of (2.24) reduces to a conservation law:
(xk/A)· = −(xkB/A)′ ,
so one can introduce a Lagrange variable, y(x, t) (see [38]; xy = ∂x/∂y) :
dy = xk/A dx− xkB/Adt; dx = Ax−k dy +B dt, B = x˙, A = xkxy.
Substituting A, B, B·(x, t) = x¨− x˙yx˙/xy, B′ = x˙y/xy, A′ into the second equation
of (2.24), we obtain after the change of variable, z = xk: z¨ = z2zyy + zz2y/k
[see (2.23)]; at k = 1, there exists a Lagrangian, L = z˙2 − z2z2y ; or for (2.23):
L = (α˙2 − α2α′2)x3.
Switching to invariants, u = A + B, v = A − B, one can easily show that the
system (2.24) is of weekly-nonlinear type (u+ v = 2A > 0)


u˙ = vu′ + k4x(u
2 − v2)− k−14x (u− v)2
v˙ = −uv′ + k4x(u2 − v2) + k−14x (u− v)2
, (2.25)
i.e., its solutions do not suffer of the gradient catastrophe [38]. The ‘cut’ system
(2.25) – without terms ∼ 1/x – has infinitely many conservation laws and is fully
integrable, for example, using the hodograph transformation, or through transition to
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the Lagrange coordinate. A solution (island-like) takes through a finite time a form
of two single waves moving along x – one to the right, the other to the left, with
the unit velocity, which keep their form; due to the symmetry, v(x) = u(−x), it is
enough to consider only the v-wave (where u = 1), which moves to the right.
The lowest terms, ∼ 1/x, vary, of course, the form of wave (v-wave acquires
a contribution of u-component) and seemingly slow down v-wave (its top part) –
otherwise the gradient catastrophe could emerge. It seems that at the large stage of
expansion, the influence of the lowest terms is quite moderate; so the solution can
be described by a few parameters: R ∼ t is the radius of expansion; λ and a the
width and the amplitude of the ‘wave-hump’; γ ≫ 1 relativistic factor; λ and a
change very slowly (in comparison with R and, maybe, γ) with the time and can
serve as ‘fundamental constants’. Some estimates are possible for the amplitude of
‘extrinsic’ u−component (near the v−hump) and relativistic factor:
∆u = u− 1 ∼ −aλ/R; γ ≃ 1/
√
1− u2 ∼
√
R/(aλ) ∼ √t.
In the comoving coordinate system (moving with the ‘hump’), the typical size L ∼
√
t can be large enough (> 1010cm).
It seems that a spherically-symmetric solution (large symmetry may promote
stability of solution) can serve as a base of interesting cosmological model – ultra-
relativistically expanding wave-guide – and solve the problem of reduction of the
extra dimension (‘relativistic’, space dimension).
A more realistic model should contain one more cosmological (global, or to-
tal) object – weak stochastic waves (relic noise, ‘zero point vibration’), which fill
the wave-guide and have evolved to a quite symmetrical, ‘thermalized’ state (with
Lorentz-covariance along the tangent coordinates, i.e., usual space), at frequencies
smaller than the the noise spectrum edge, ω0; one may think that 1/ω0 ∼ λ0 < λ.
The already introduced parameters can be accompanied by amplitude parameters of
the noise (perhaps, one should distinct the amplitude of electromagnetic component
af and the ‘total’ amplitude a0, af << a0).
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The cosmological (wave-guide) solution is characterised by Sabc = 0, fab = 0
(and J ∝ Sf = 0; noise contribution, averaged at a scale ∼ 1/ω0, vanishes too);
therefore, given a ‘perturbation’, moving along the wave-guide, the electromagnetic
current is quadratic on the perturbation (the ‘wave-guide–thermostat’ gives no linear
contribution, and, in this sense, it is unobservable).
If amplitude a0 is large (enough), it seems impossible to pick out something,
some specific perturbations (due to fast thermalization in conditions of already emer-
gent ‘heat death’). However, as it will be shown in the next chapter, AP grants so-
lutions, localised frame field configurations, which carry integer information: topo-
logical charges and quasi-charges.
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Chapter 3. Topological quasi-solitons
(quanta)
This chapter is intent to discuss global properties of localised configurations of the
frame field h(x) (that is, asymptotically plane solutions), the structure of the set of
solutions C(haµ(x)) (the set of localised solutions, which ‘field carrier’ is topolog-
ically trivial), as well as the structure of sub-sets of solutions which have one or
another symmetry.
Amongst the all solutions, the stable solutions are of special importance (there
are a few, slightly different, definitions of stability: Lyapunov stability, Lagrange
stability, et cet. [33]); and ‘our experience’ demonstrates that stable solutions usually
have high symmetry.
As it will be shown below, given localised initial data of the Cauchy problem
on a space-like undersurface, one can define an invariant, integer-valued quantity –
topological charge – which remains invariable.26
Therefore, the set of solutions turns out to be divided into disconnected (through
a smooth deformation) components; each component corresponds to a specific value
of topological charge.
Also the question arises, how to choose a component, a homotopy class (for a
suitable solution). It is interesting, that there are only two cases of space-time dimen-
sion, D = 3 and D = 7, when the solution space consists of only one component
(the case D = 7 was considered, *quite superficially*, in [37]), but perhaps, the
26 If only no singularity (which were straggled against in the previous chapter) will arise in a solution.
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case of multi-component space of solutions has its own advantages; this question,
together with the problem of choice of the space topology, will be broached in the
last paragraph. Meanwhile, let us dwell on the case of trivial topology (of space) as
the most simple one.
For field configurations which have some symmetries (discreet or continuous,
when Killing’s vector(s) exists), one can define the notion of topological quasi-
charges, which conserve while the symmetries are conserving; it is tempting to try
to interpret (quasi-)charge as the presence of ‘particle’, or quasi-soliton (quantum).
It is necessary, first, to make classification of possible symmetries (composing
them from simple components like ‘inversions’, i.e., reversal of p space dimensions,
or ‘rotations’, including q space dimensions, p, q ≤ D−1); next, to establish possible
‘equivalence’ of some symmetries (i.e., the identity of corresponding discretizations
on separated components). Then one should choose or guess the symmetry (it should
be not feeble) of large-scale, cosmological solution (it should be stable in a sense),
which would define a waveguide in a sense, where small-scale waves, perturbations
could exist in some stable manner.
At last, one should list all symmetries which conform with the symmetry of that
cosmological waveguide, and perform, on this basis, classification of quasi-soliton
‘perturbations’ admissible for that cosmological background.
It turns out that in a field theory – such simple one as the absolute parallelism
– a rich ‘particle’ (quasi-soliton) combinatorics can emerge, which includes both
bosons, and fermions; moreover, it can resemble the observing particle combina-
torics (if one believe that the leptons (and the quarks), the vector bosons (and gluons)
are all elementary).
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3.1 Topological charges of localized field configurations
Let assume that the Riemannian space defined by the metric gµν is topologically
equivalent to the plain space: no singularities, no worm holes, and so on. Let
xµ ∈ RD (µ = 0, 1, . . . , m ; m = D − 1)
is a coordinate system, and the (hyper)surface Rm = {x; x0 = 0} is space-like. It
is necessary to note that not any field configuration h(x) can confer such surfaces,
although the ‘physically-sensible’ field configurations, solutions of equations of ab-
solute parallelism, should, seemingly, have (space-like) Cauchy surfaces.
A field h(x) is localized in Um ∈ Rm if, after some global left transformation
from (1.2), it has the trivial asymptotics:
haµ = δ
a
µ + O(ε) on R
m\Um, (3.1)
where ε is small enough, for example ε = 10−5. At that, the metric (1.1) is also
localized in the region Um in the sense of (3.1).
Making a deformation of metric g(x) (on Rm) to the trivial, pseudo-Euclidean
form, and accompanying this with a continuous deformation of the frame field,
which would conserve the relation (1.1), one can transform h(x) to a field of Lorentz
rotations, σaα(x)
gµν(x) → ηµν x ∈ Rm,
⇑ ⇑
haµ(x) → σaµ σaµ ∈ SO(1, m).
(3.2)
Such a deformation can be perform by the following way:
σaα = h
a
µd
µβηβα, (3.3)
where dαβ is a symmetric matrix, ‘square root’ from the metric; more exactly,
gµν = ηαβd
αµdβν.
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It is easy to check that
ηabσ
a
ασ
b
β = ηαβ, i.e., σaα ∈ O(1, m).
To ensure uniqueness, the sings of eigenvalues of matrix d are taken in correspon-
dence with the signature of metric ηab; if, for example, matrix gµν has a diagonal
form, then
gµν = diag (−λ0, λ1, . . . , λm) and dαβ = diag (−λ1/20 , λ1/21 , . . . , λ1/2m ).
In that case, σaα = δaα + O(ε) on Rm\Um; σaα ∈ SO(1, m).
The localized field σaα(x) can be further deformed that to have σaα = δaα
on Rm/Um. Uniting all the peripheral points, Rm\Um, we obtain some mapping:
Sm → SO(1, m). The set of these maps consists of mutually disconnected compo-
nents, homotopy classes, which form a group denoted as πm(SO(1, m)). There is a
well known equality of homotopy groups [34]:
πm(SO(1, m)) = πm(SOm) (SO(1, m) ≈ SOm)
(i.e., groups SO(1, m) and SOm are homotopically equivalent). That is, one can
further continue the deformation in order to remove boosts in Lorentz matrices σ,
and arrive to the next mapping:
σ : Sm → SOm (x0 7→ 1m); (3.4)
here x0 is a marked point on the sphere Sm, it corresponds to infinite points of the
Cauchy surface (and maps into the marked point of group SOm, the unit matrix 1m).
So, any localised field h(x) can be characterised by p(h), an element of the
homotopy group πm(SOm). It is clear that nor coordinate change on Rm (one should
note that the indices of matrices σ and d no more have the usual covariant sense), nor
the equations of motion (in absence of singularities) can change an integer value –
topological charge. Therefore, if p(h) 6= 0, we will say that the region Um contains
a particle, or topological soliton (or quantum).
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The time reversal, x0 7→ −x0, does not change the element p; it acts as the right
transformation of field haµ, on the Greek index, and this can be accompanied with
the analogous left improper global rotation,
sab = ηab (s
a
b ∈ O(1, m)) ,
that to conserve the trivial asymptotics. If these transformations, left and right, are
applied to all course of deformation h(x) → σ(x) ∈ SOm, one obtains the defor-
mation of transformed field h∗(x) to the same ‘end point’, σ(x); this proves that the
homotopy class does not change.
Groups πm(SOm) for all m ≥ 8 can be found in [58], and all them are non-
trivial, see Table 1; groups πm(SOm) for m < 7 are also known – from works by
Mimura and Toda (and Mimura) [54, 55]; they are presented in Table 2.
Table 1. Groups π
m
(SO
m
) for m > 7; i ≥ 1.
m 8i 8i+ 1 8i+ 2 8i+ 3 8i+ 4 8i+ 5 8i+ 6 8i+ 7
πm(SOm) Z
3
2 Z
2
2 Z4 Z Z
2
2 Z2 Z4 Z
Table 2. Groups π
m
(SO
m
) for m < 8.
m 2 3 4 5 6 7
πm(SOm) 0 Z Z
2
2 Z2 0 Z
It is interesting to note that only for two values ofm the group πm(SOm) is trivial
(m = 2 or m = 6). The infinite group (integer group) Z corresponds, seemingly,
to a soliton (‘particle’) of boson kind, while the cyclic second order group Z2 (or
two-group) suits for solitons of fermion kind.
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3.2 Absolute, relative and k−ad homotopy groups
This section contains some necessary information of mathematical sort which will
be later used to answer the question: how the subsets of symmetrical solutions are
situated on the whole set of localised solutions.
One can start with several definition; more details can be found in textbooks
[28, 29] (for initial familiarity with the subject, the book [26] is well suited, as well
as the ‘A short guide to modern geometry for physicists’ [34]).
Homotopic mappings. Continuous mappings (of space X to space Y )
f : X → Y and g : X → Y are homotopic (f ∼ g),
if there exists a continuous flock of mappings,
ϕt : X → Y, 0 ≤ t ≤ 1, such that ϕ0 = f, ϕ1 = g.
The subset of mappings homotopic (i.e., equivalent) to mapping f forms a ho-
motopy class which is denoted [f ]. The set of all maps,
C(X, Y ) = {f : X → Y } ,
becomes discretized, in this way, on homotopy classes which compose a homotopy
set denoted as π(X, Y ).
If one has chosen in spaces X, Y some marked points x0 ∈ X, y0 ∈ Y , then the
subset C(X, Y ; x0, y0) of mappings, which map x0 into y0 (x0 7→ y0), can be picked
out. If spaceX is connected (single-component), then the space π(X, Y ; x0, y0) does
not depend on the choice of the point x0.
The case X = Sm has (due to its importance) a special notation:
πm(Y ) ≡ π(Sm, Y ; x0, y0) = π0(C(Sm, Y ; x0, y0));
in the case of localised fields σab(x) : Sm → SOm [see (3.4)], the marked points,
as was already mentioned, are the following ones: x0 is the “space infinity”, y0 is the
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unit matrix of the group SOm (the marked ‘point’ of the set C(X, Y ; x0, y0) is the
trivial map X → y0).
If Y is a group, the multiplication of maps, f3 = f1 ·f2 defines a group operation
on the homotopy classes: [f3] = [f1] ◦ [f2], that is, the set πm(Y ) is also a group;
moreover, it is an Abelian group (if m ≥ 2), because the ‘non-trivial regions’ of two
mappings can be moved away one from another, and interchanged (so, the group
operation is just addition, and the trivial map relates to the zero element).
If A ⊂ Y and a point y0 ∈ A is marked, they name this a pointed pair (Y ;A);
a ball Dm+1 and its boundary Sm form pair (Dm+1;Sm). On the set of relative
spheroids (or pair mappings)
(Dm+1;Sm)→ (Y ;A) (Dm+1 → Y, Sm → A; x0 7→ y0),
it is also possible to pick out classes of homotopic equivalence, which form a relative
(or diad) homotopy group πm+1(Y ;A) (it is Abelian if Y,A are groups). IfA = {y0},
the relative group reduces to the absolute group πm+1(Y ).
Let Ω(Y,A) is the set of paths in Y (‘path’ is just a map of the unit segment
I = {0 ≤ t ≤ 1} to Y ; t0 = 0), which start in the marked point x0 ∈ Y (∈ A) and
end in the subspace A. Then
πm(Ω(Y,A)) = πm+1(Y ;A)
(the relative group is defined through the absolute one; this equality, on the contrary,
can serve as a definition). To prove this equality, one can indicate the equivalence of
the following maps:
Sm → {(I; {1})→ (Y ;A)} ↔ (Sm × I;Sm × {1})→ (Y ;A), (3.5)
taking into account that x0 × I, Sm × t0 7→ y0. There is the (exact) homotopic
sequence of a pair
· · · → πr(A)→ πr(Y )→ πr(Y ;A)→ πr−1(A)→ · · · , (3.6)
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which is useful for calculation of a relative group. If pair (Y ;A) makes a fiber bundle
with a base B = Y/A, then πr(Y ;A) = πr(B) and the sequence (3.6) coincides with
the homotopic sequence of a bundle [27, 28].
Even more general, triad homotopy groups are known [25, 27]. More over, the
transition from the case of relative group to the case of triad group, see [27], can be
further extended with definition of k-ad homotopy groups, for any (integer) k.
Let A1, . . . , Ak−1 ⊂ Y ; y0 ∈ Ai, i.e. (Y ;A1, . . . , Ak−1) is a pointed k-ad [27].
Definition 1 of (k+1)-ad homotopy group through k-ad one (induction by k; r≥k):
πr(Y ;A1, . . . , Ak) = πr−1(Ω(Y ;A1); Ω(A2, A2 ∩ A1), . . . ,Ω(Ak, Ak ∩ A1)) ;
this induction leads also to the (exact) homotopy sequence of (k+1)-ad (using the
k-ad sequence and taking into account the symmetry of k-ad groups with respect to
the lower elements Ai)
· · · → πr(A1;A2∩A1, . . . , Ak∩A1)→ πr(Y ;A2, . . . , Ak)→
→ πr(Y ;A1, . . . , Ak)→ πr−1(A1;A2∩A1, . . . , Ak∩A1)→ · · · (3.7)
The beginning of this induction is the relative and triad homotopy groups [27] and
pair’s homotopic sequence (3.6).
The equivalent Definition 2 of (k+1)-ad group [it is manifestly symmetrical
with respect to permutations Ai ↔ Aj; the equivalence’ prove goes by induction
using a change similar to (3.5)]:
πk+l(Y ;A1, . . . , Ak) = π0(Clk),
where Clk is the set of maps ((k+1)-ad spheroids, maps) of the following form:
Sl × Ik → Y, Sl × Ik−1(i) → Ai; x0 × Ik, Sl × Ik−1(∗) → y0;
here Ik−1(i) is the i-th face of the unit cube Ik, which is adjacent to cube’s vertex z1,
Ik−1(∗) is the collection of all other cube’s faces.
The set πk+l(Y ;A1, . . . , Ak), evidently, will also be a group (evidently, Abelian,
if l > 0), if Y is a group, and Ai its subgroups.
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3.3 Topological quasi-charges
for symmetrical field configurations
Symmetrical solutions are of especial interest as they can be stable. It seems that a
discreet symmetry is too small for stability, so we usually will assume that there is
some continuous symmetry subgroup.
We will say that a solution h(x) (configuration of co-frame, to be definite, field
haµ) is symmetrical with respect to a diffeomorphism, x 7→ y(x), if there exists a
compensating global transformation; that is, a left-right transformation (1.2) trans-
fers this solution h(x) into itself (a kind of stationary ‘point’):
h∗aµ(y) = κsabhbν(x)
∂xν
∂yµ
= haµ(y); s ∈ O(1, m).
A symmetry of a localized, island configuration is completely defined by the
rotation s – there are no translational symmetries with s = 1 (replacing y → κy
one can always exclude the constant κ). Doubly repeated a transformation is also
a symmetry, which corresponding rotation is s2. It is clear that any possible sym-
metry group G is a subgroup of O(1, m), and even G ⊂ Om (a boost is unable to
be a symmetry). The presence of a symmetry does not depend on a choice of co-
ordinates x, and they can be chosen in such a way that to make the corresponding
diffeomorphism a global transformation: ∂y/∂x = s = const.
The deformation (3.2) of frame field to a field of rotation matrices σ(x) ∈ SOm
can be consistent with the initial field’s symmetry; that is, the problem of classifi-
cation of G-symmetrical solutions in AP reduces to classification of G-symmetrical
configurations of the ‘chiral’ SO-field (field of matrices SOm). By the way, the
symmetry group of chiral models (e.g., the Scyrme model [33]) includes both the
transformations of the ordinary space(time) and the rotations of ‘internal’ (isotopic)
space, but non-trivial symmetric solutions (as in AP) relate to diagonal subgroups
of the model’s symmetry [33].
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Repeat ones again the definition: a localized field
σ(x) : Rm → SO(m), (σ(∞) = 1m)
is G-symmetric (i.e., symmetric with respect to group G ⊂ O(m)) if (in some ap-
propriate coordinate system)
σ(sx) = sσ(x)s−1 ∀ s ∈ G; (3.8)
the set of such fields, CG, is divided on homotopy classes which form group Π(G),
that is, Π(G) ≡ π0(CG).
In addition to calculation of groups Π(G), one should also solve the other prob-
lem. Let Sym1 is greater than Sym2 (by the number of elements, or generators);
that is, there is the natural embedding of the configuration sets:
i : C(Sym1)→ C(Sym2).
This embedding induces a homomorphism of homotopy groups, Π(Sym):
i∗ : Π(Sym1)→ Π(Sym2),
so it is necessary to describe it (whether it is a monomorphism or a zero morphism,
and so on; in other words, how ‘small’ pieces of more symmetric solutions are situ-
ated with respect to ‘large’ pieces of less symmetric solutions).
Let us consider the simplest case – the (discrete) group of one-coordinate (let,
the first coordinate) inversion, P1:
P1 = {1, p(1)}, where p(1) = diag (−1, 1, . . . , 1) = p−1(1).
It is enough to define the field σ(x) on the half-space 12 R
m = {x1 ≥ 0}, on the
surface of stationary points, Rm−1 = {x1 = 0}, matrix σ should commute with the
symmetry [see (3.8)]:
p(1)x = x ⇒ s(x) = p(1)sp(1) ⇒ s ∈ 1× SOm−1;
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therefore (taking into account the localization condition), we have here the next diad
morphism (or relative spheroid):
(Dm;Sm−1)→ (SOm;SOm−1), hence Π(P1) = πm(SOm;SOm−1) = πm(Sm−1);
the last equality follows due to the existence of fiber bundle SOm/SOm−1 = Sm−1.
For the symmetry Ol (which acts on the first l space coordinates; l ≤ m; the
time index is omitted), matrix σ should obey the following restrictions [similar to
the case of spherical symmetry (2.15)]:
σpq =

 e ninj + d∆ij B ni
C nj A

 , σpq ∈ Om; (3.9)
here i, j = 1, . . . , l. Again, it is necessary to fill the half-space
Rm−l+1+ = {xi = 0, i < l; xl ≥ 0},
the orbit set of the group Ol, where σ has the following block-diagonal form [see
(3.9)]:
ni = (0, . . . , 0, 1), σ =


d
.
.
.
d
e B
C A


(3.10)
(i.e., d = 1, σ ∈ 1l−1 × SOm−l+1). On the boundary Rm−l = {xi = 0} (the set of
stationary points) we have σ ∈ 1l⊕SOm−l – these are matrices commuting with this
symmetry, Ol (B,C are uneven (vector)functions of ‘radius’, vanishing at r = 0, see
(3.10); r2 = xixi). Again, taking into account that σ(x) is localized, we have the
next diad mapping:
(Dm−l+1;Sm−l)→ (SOm−l+1;SOm−l),
i.e., Π(Ol) = πm−l+1(SOm−l+1;SOm−l) = πm−l+1(Sm−l).
If l > 3, there is the equality (isomorphism) Π(Ol) = Π(SOl), but for l = 3 or l = 2
one should add to (3.9) the terms e∗εijknk or B∗(C∗)εijnj, e∗εij, respectively. Then,
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instead of (3.10), we will have (respectively for l = 2 or l = 3)
σ =


d e∗ B∗
−e∗ e B
C∗ C A

 or σ =


d e∗
−e∗ d
e B
C A


. (3.11)
Taking into consideration that all terms with (single) ni are uneven, we obtain the
result:
Π(SO3) = πm−2(SO2 × SOm−2;SOm−3) = πm−2(S1 × Sm−3), (3.12)
Π(SO2) = πm−1(SOm;SOm−2 × SO2) = πm−1(RG+(m, 2)). (3.13)
‘Many-component’ symmetries, looking like SOl1×· · ·×SOlk leads to (k+1)-
ad homotopy groups: every component SOla has its own half-space of its orbits;
their intersection forms the base of (k+1)-ad mapping (suspension cube Ik), which
is defined by joining up the conditions like (3.10), (3.11). For example,
Π(SO
(1)
2 × · · · × SO(k)2 ) = πm−k(SOm;A1, . . . , Ak),
whereAi = SO(i)m−2×SO(i)2 – the subset of rotations commuting with the component
SO
(i)
2 (i.e., with rotation of axes 2i− 1, 2i; 2k ≤ m).
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3.4 Dimension 1 + 4; SO2-symmetrical quasi-charges
In this section, we fix dimension m = 4 and use the spherically-symmetrical cos-
mological model sketched in § 2.6. Take a coordinate system co-moving with the
wave-guide, such that the coordinates xa = x1, x2, x3 go (tangentially) alone the
wave-guide. The radial (the extra) coordinate x0 has the origin in the ‘center’ of
wave-guide, where x0 = 0; the time coordinate is marked in this section as x∅ (or
t). In ‘our’ reference frame, the wave-guide’s thickness, L = γλ, is large enough
(L > 1010 cm), but still much smaller than the wave-guide’s radius (R > 1028 cm). It
seems that the extra dimension x0 has no specific scale other than L: ‘thermalized’
waves (cosmological noise, ’zero-point oscillations’) should move almost tangen-
tially to the wave-guide to be trapped in it.27 As concerns coordinates xa, just the
contrary, alongside with the large scale R, there exists a small typical scale λ0 –
the spectrum edge (or temperature) of noise (λ0 < 10−17 cm); this scale can define
the size (along the usual dimensions) of particle-like field configurations carrying a
topological (quasi)charge.
At large expansion times, the waveguide is scarcely distinguishable (if xa ≪ R)
from a plane wave. One can assume that, along with the O3-symmetry acting on
xa, there is an additional waveguide symmetry, P{0}, which inverts the coordinate
x0 (time reversion T = P{∅} is also an approximate symmetry). So, the highest
possible symmetry of the waveguide reads
Sym0 = O3 + P1 = O{1, 2, 3}+ P{0} ⊂ O(4).
In the first place, let us consider symmetries which have continuous subgroup,
and conform to the symmetry of waveguide: Sym ⊂ Sym0.
Quasi-charge groups Π(Sym) for several symmetries are already known to us
27Residual escaping of noise waves might be useful (the horizon problem) at intermediate stages of expansion,
serving as a kind of stochastic cooling, or rather smoothing of noise ‘temperature’.
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(see (3.12), (3.13); RG+(4, 2)=S2×S2, [29]):
Π(1) = Z22 , Π(SO3) = Π(O3) = 0, Π(SO2) = Z
2;
this means that spherically symmetric (along the usual coordinates xa) quasi-solitons
do not exist,28 quasi-solitons of cylindrical symmetry are possible.
The following will require the quaternion representation of group SO4 [28], as
well as some elementary information about quaternions [29, 30]. We will use differ-
ent ways to denote a quaternion x:
x = x0 + x1i + x2j + x3k = x0 + xaia = xpip;
i0 = 1. The conjugate quaternion is x¯ = x0 − xaia (there are the real part, x0, and
the imaginary part); |x| = (xx¯)1/2 is quaternion length (module). The set of unit
quaternions (which comply with x−1 = x¯) forms sphere S3, whereas the set of unit
imaginary quaternions forms sphere S2.
Matrix σ ∈ SO4 can be bring in correspondence with a pair of unit quaternions,
(f,g), following the next rule [28]:
x∗p = σpqxq ↔ x∗ = (f,g)x = fxg−1; (3.14)
Values |x| and |x∗| are the same. Indeed this is a representation, because
(f,g)(˜f,g˜)x = (f˜f,gg˜)x ,
and two-valued one, because the pairs (f,g) and (–f,–g) act equally (they are equiva-
lent), that is,
SO4 = S
3
l × S3r/± . (3.15)
We distinguish these two spheres as left and right not only because the first quater-
nion in (3.14) acts from the left, while the other – from the right, but also because
the inversion of one coordinate (x0; the orientation change) changes the order of the
elements of pair (f,g).
28* Perhaps this means that spin zero elementary particles are absent in the theory.
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Pairs (f,f) do not change the real part of a quaternion x, see (3.14), that is, they
correspond, to group SO3 ⊂ Sym0. In this quaternion representation, angle φ rota-
tions of coordinates 1) x2, x3, 2) x0, x1 have, respectively, the following form (they
commute with each other):
1) (a,a)(φ), 2) (a,a−1)(φ); a(φ) = cos
φ
2
+ i sin φ
2
. (3.16)
Inversion p0 of coordinate x0 does not relates to any pair because p0 6∈ SO4. How-
ever, the transformation σ 7→ p0σp−10 keeps σ in SO4, and it corresponds to the
permutation of elements in the pair, (f,g). For example, pair (i,1) (it relates to the
combination of rotations (3.16) with φ = π/2) transforms into the dual‘mirror’ pair
(1,i) (the rotation of axes x0, x1 changes its sign). Inversion of another coordinate
reduces to inversion p0 plus some rotation.
Therefore, the map σ(x) can be substituted by [or divided on, see (3.15)] the
next two maps:
f : R4 → S3l , g : R4 → S3r ; f,g(∞) = 1.
After replacements σ →(f,g), x →x, the symmetry condition, (3.8), also splits into
two halves:
f(axb−1) = af(x)a−1, g(axb−1) = bg(x)b−1 ∀(a,b) ∈ Sym ⊂ SO4. (3.17)
Groups Π(Sym) for Sym ⊂ SO4 are split into two (equal) parts, and at addition of
inversion P1 or P3 (three coordinates inverted), quasi-charge group Π reduces in half
(two parts merge):
Π(Sym) = Πl(Sym) + Πr(Sym), Π(Sym+ P1) =
1
2
Π(Sym) (1 7→ 1l + 1r);
map g is defined through f; for example, for symmetry P1 = P{0}, (3.8) leads to the
simple relation: g(x) = f(p0x), or g(x)=f(–x¯).
Let us consider in more details the ‘structure’ of a non-trivial (left) map f∈ 1l ∈
Πl(1). Fig. 2 shows a sphere of unit quaternions with two antipodal, marked points,
1 and −1, f−1(1) = ∞. If preimage set M = f−1(−1) is empty, than, making a
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pin-hole in the sphere in the point −1 and shrinking the sphere (along itself) to the
antipodal point 1, we obtain a homotopy which leads map f to the trivial map, f∗ = 1.
Therefore, the first requirement is just that M is not empty (one can take any other
point of the sphere, but M is a kind of the ‘center of a topological quantum’).
Fig. 2. The S3-sphere of unit Fig. 3. A framed
quaternions 1-manifold in R4
For any smooth map, f, of general position, point−1 is regular [28, 30]: the tangent
map f∗ has (maximum possible) rank 3, i.e., any tangent vector n in this point, −1 ∈
S3, has, in every point x ∈ M , a vector-preimage n(x) orthogonal to M ; at that,
M is a smooth one-dimensional manifold; Fig. 2 and Fig. 3 show not all (tangent or
orthogonal, respectively) vectors.
The connection between (smooth) maps and framed manifolds is reversible [28],
and the notion of homotopic equivalence can be transferred in a sense on the framed
manifolds. Say, one can deform M , joining disconnected parts, to a circle S1. More-
over, the set of vectors ia (i, j, k) can be orthogonalized (using some method [30]),
such that iaib = δab. In this case a point y = x+ τn, where x ∈M , τ ≪ 1, maps on
S3 to the point −1 + τ(nia) ia + O(τ 2).
A framed circle corresponds to a map S1 → SO3, which defines how the vectors
of the orthogonal framing rotate relative to some fixed framing (for example, the
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trivial one, where one vector holds in the circle plane, looking along the radius,
while two other translate in parallel during circle tracing [28]); it follows from this
that
Πl(1) =
1
2
Π(1) = π1(SO3) = Z2 (= π4(S
3)).
A non-trivial framing can look as follows: one vector can translate trivially, in
parallel, while two others rotate (during the circle’s tracing) on 2π (or on an uneven
number of complete revolutions). Therefore, the second condition for f (or [f]) to be
non-trivial is imposed on the map’s differential (in the image point f= −1).
In the Faddeev model, the topological charge relates with the mapping of the
‘center of a quantum’ (framed circle) to the orientable (‘single-valued’) manifold,
S1 → SO2 [33]; but in our case, the ‘soliton’s center’ maps to the non-orientable
(‘double-valued’ in a sense) space SO3 = S3/±; perhaps, in order to correctly write
the topological current, one should introduce auxiliary, double-valued (spinor) fields.
In the case of axisymmetric maps f(x), where, for definiteness, SO2 = SO{1, 2},
which is the group of rotations of coordinates x1, x2, eq-n (3.17) gives the following
condition:
f(axa−1) = af(x)a−1, where a(ϕ) = cos ϕ
2
+ k sin ϕ
2
. (3.18)
At that, manifold M1 (if only it does not lie in the plane {x1 = x2 = 0}, the set of
stationary points) is a circle intercepting in the semi-space
R3+ = {x2 = 0, x1 ≥ 0}
(it is the set of orbits of this SO2-symmetry) one point. The condition (3.18),
translated on the map’s differential, defines the framing: vector k translates triv-
ially (‘trivial’ vector), while vectors i, j transform into rotated combinations (i →
i cosϕ+ j sinϕ), i.e., rotate on 2π during the circle tracing (the direction of rotation
changes under the change of the orientation of pair i, j, that is, under quasi-charge
sign reversal, see Figs. 3,4).
86
So, a framed circle of non-trivial class 1 ∈ Πl(1) admits symmetry SO2, i.e.,
there is the epimorphism,
Πl(SO2) = Z
e→ Πl(1) = Z2 (1 7→ 1).
Cylindrically symmetric ‘quasi-particle’, in addition to a topological quasi-charge
(∈ Z; it would be prettily to try to relate it with the lepton charge), has the topological
charge (∈ Z2; ‘left fermionity’).
The already discussed equations of frame field has no dimensional constants (as
distinct from, say, the Scyrme model), which could define the typical size, a stable
‘radius’ of SO2−soliton. However, if a quasi-soliton is contained in a ‘reservoir
with noise’ (i.e., in our cosmological waveguide), there is a scale λ0, at which the
expansion of a (quasi)soliton can stop (or at least slow down).
3.5 Phenomenology of quasi-solitons (topological quanta);
secondary (proxy) fields and ’flavors’
In this section we are enforced to resort to qualitative descriptions and rough word-
ings; all ‘coincidences’ of quasi-solitons’ names with the names of the observed
elementary particles have to be considered quite casual (or adequately conditional).
The overall problem here is to outline a possible phenomenological description of
topological quasi-solitons (their creation, evolution, and annihilation) in a ‘noise
enough’ (and quite degenerate along the extra dimension) environment of cosmolog-
ical wave-guide; its the most symmetrical state, free of topological quasi-solitons, is
a kind of ‘vacuum state’.
We will proceed from a few assumptions and requirements in relation to this
vacuum state; the main of them is the assumption that the vacuum state is energeti-
cally stable – with respect to creation of topological (soliton) excitations; that is, the
presence of topological quantum (quasi-soliton) in some region U should increase
the energy density in that region.
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It is assumed also that the noise is non-linear and, in average, of high symmetry;
that is, the noise amplitude, a0, is large so much that, at the scale λ0, there are frame
field fluctuations of order unit, which bring to creation of soliton–antisoliton pairs; at
the same time, the amplitude of f−component of noise, which carryD−momentum,
can be small, af ≪ a0 (for more precise conservation of energy-momentum).29
It is not clear at what extent one can apply thermodynamic considerations to
this vacuum state, with ensemble of ‘thermalized waves’; in any case, some scaling
features in the spectrum of ‘steady-state thermalized noise’, and its high symmetry,
homogeneity and isotropy (in the natural coordinate system, where the waveguide
itself is isotropic), seem to be quite possible.
A tremendous number of noise harmonics enforce us to repudiate, to give up
any attempts to keep track of an exact solution, of all frame field’s fluctuations.
Perhaps it is more important to keep an eye on the topological excitations of the
‘vacuum’, quasi-solitons, which carry long-lived discrete information – topological
(quasi)charges. The natural ‘calling card’ of a soliton is its framed manifold (the
center of topological soliton, quantum); however, in the environment of non-linear
noise, it is some inconvenient, rapidly changing an object. One can, however, make
an averaging over the scale λ⋆, λ0 ≤ λ⋆ ≪ L; consequently, one will have a more
stable object, a ‘thickened framed manifold’, which is very extended along the extra
dimension(∼ L; there are no other typical scales, excepting L, on this dimension),
and of size ∼ λ0 along the usual spatial dimensions; it is natural to expect that the
averaged configuration (of quasi-soliton) is still symmetric, cylindrically symmetric
in usual dimensions.
This average object is a kind of a ‘tread with arrows’ (*that not to say ‘string’),
where the ‘arrow’ is the overall name for the next set of parameters, which define an
29* There is a very interesting phenomenon in this theory, the linear instability of the trivial solution:
f−components cause linear growth of some polarizations, which do not contribute toD−momentum and angular
momentum, i.e., intangible in a sense; at that, the components of Riemann tensor, gravitational polarizations,
do not grow (although intangible too); see arXiv: 0812.1344.
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SO2-symmetrical configuration:
1) direction of the symmetry axis – RP 2 [= RG(3, 2) ];
2) ‘direction’ of the framing – O3, see Fig. 4.
Fig. 4. Framed point in R3+ Fig. 5. The action of inversion P{0, 3} (′),
(on the set of orbits of symmetry SO{1, 2}). and P{1, 3} (′′) on the framing vectors.
It may turn out that some of these parameters (which make something different,
such that degeneration is lacking) have preferred, dedicated (stable or metastable,
single or multiple) values which do not change along the thread. This fixed part of
the ‘arrow’ is to be called a ‘flavor’ (in the case of SO2-quanta, we have in mind
an analogy with the lepton flavors). The variable part of the ‘arrow’, in turn, can
be divided on a spin part, which transforms at the coordinate rotations from SO3 ⊂
Sym0, and the rest part (if it remains), which is to be called ‘color’.30
For the case of axisymmetrical solitons, the flavor set is connected, evidently,
with the direction of the ‘trivial’ vector of the framing – in the case of symmetry
SO{1,2}, it is vector k; Fig. 4 and Fig. 5 show examples of ‘flavors’. The direction
of other two (orthogonal) vectors of framing (they rotate at tracing the circle) can
differ in ‘phase’; it seems that phase change, phase rotation, is a possible, natural for
this symmetry, way of framing evolution (the possibility of a stable solution, with a
30* The angles between the framing vectors are obviously not degenerate: small angles correspond to large
derivatives; we arbitrarily assume that the most stable configurations correspond to orthonormal framing.
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stationary framing, seems not likely).
It is important also to know how the ‘arrow components’ transform at other
transformations of group SO4 ∩ Sym0 (they keep soliton ‘left’). Fig. 5 shows how
the inversion-rotation P{2, 3} and P{0, 3} – they change the direction of the third
axis, the axis of symmetry – act on SO{1, 2}−soliton. The former transformation
changes the sign of quasi-charge (the orientation of the framed point), while the
letter does not.
Evolution of this ‘thread with arrows’ still has, seemingly, stochastic, irrepro-
ducible character, and one should seek for some even less detailed, but more stable,
features of quasi-soliton’s evolution. ‘Degeneracy’ of vacuum noise along the extra
dimension makes it natural and justified to average somehow along this dimension;
so the question is just how (and why so) to do this averaging: should one sum up
‘probabilities’, or, instead, some ‘amplitudes, i.e., ‘arrows’ themselves.
If there was a ‘lantern’, shining through the wave-guide along the radius x0, then,
in order to define a soliton’s ‘shadow’, one should sum up ‘probabilities’. However,
such a lantern is absent, and the question is some different: how does a soliton thread
scatters, disturbs the ‘electro-magnetic’ component of noise? (f−waves, quite the
contrary, move tangentially, along the wave-guide) and how the positive (for en-
ergy stability of the vacuum) soliton’s contribution into the (averaged along x0) en-
ergy density can be expressed through soliton’s parameters. At raising this question,
seemingly, one has to sum up ‘arrows’, a(y0); i.e., to sum up the amplitudes of scat-
tered f−waves, contributions of different parts of a soliton thread; the ‘mean arrow’
turns out to be a secondary, proxy, 4D chiral field:
ψ(l)(xa) =
1
L
∫
a(l)(y0)δ(xa − ya(y0)) dy0 (a = 1, 2, 3),
where ya(x0) defines the thread location; at the change of orientation (with inversion
P1 or P3), a left thread becomes right, i.e., ψ(l) realises a representation of group
SO3, but not O3.
The quanta’s contribution to the energy density should start with terms quadratic
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in the secondary fields (linear terms, evidently, are not possible due to symme-
try considerations). Evolution of the secondary fields, being a result of averaging
along the huge number of thread’s parts (likewise the Feynman path integration
[59]), perhaps obeys to some Lagrangian rules, with conservation of soliton’s energy
(D−momentum) as a Noetherian consequence. The formalism of second quantiza-
tion could be appropriate for phenomenological description of many-soliton excita-
tions (indistinguishability of solitons of the same flavor is ensured just by the chaos
of vacuum).
It is possible that the symmetry of the vacuum state is not restricted by rotations
only, but there exists an additional approximate symmetry, Lorentz covariance along
the coordinates xa: if in the coordinate system moving, with velocity uµ with regard
to the ‘preferred’ system, the energy-momentum tensor of vacuum (doubly averaged
– over x0 and over the scale λ⋆) looks like
T µν⋆ = Ag
µν + Buµuν and |B/A| ≪ 1.
In this case, the symmetry of the Lagrangian of secondary fields should also include
Lorentz-covariance.
The position of soliton’s center in the waveguide – central or peripheral – is,
perhaps, of ‘flavor kind’; it may turn out that the latter is stable. However, the
stability of the central position can be ensured by the additional symmetry, P{0, 3};
the framed point (flavor) located at the axis x1, see Fig. 5, transforms into itself at
this inversion (or rotation).
If there exist stable quasi-solitons (topological quanta), corresponding to ex-
tended symmetry groups, they, of course, should behave (with their secondary fields)
as independent channels of ‘topological excitation’ of the vacuum, with their own
contribution to the energy density and soliton Lagrangian.
In the case of extended symmetry SO{1, 2} + P{0, 3}, one need first to fill
up the quadrant {x0, x2 = 0; x1, x3 ≥ 0}, which boundaries should obey to con-
dition f(x)k=kf(x); such a filling relates to group π2(S3;S1) = π2(S2). Next,
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using SO{0, 3} rotations, fill half-space R3+ (Fig. 4), obtaining some ‘reference’
mapping f∗(x). Then, the ratio F(x) =f(x)/f∗ relates to an element of the group
π3(S
3;S1
(k)): one has to fill the region {x2 = 0; x0, x1 ≥ 0}, with F (x0 = 0) = 1,
F (x1 = 0) ∈ S1(k).
The results of classifications of proper symmetry groups (⊂ SO4), preserving
(complying with) the waveguide symmetry, Sym0 = O3 + P1, are brought to the
Table 3. We use the names of the (Standard model’s) elementary particles that not
to concoct new names for different kinds of quasi-solitons. The next two circum-
stances are taken into account: reflection P{0} is closely connected with the charge
conjugation; solitons carrying the topological charge (∈ Z2) are fermions while oth-
ers are bosons. The last, ‘most symmetrical’ Π-groups, and concomitant morphisms,
also can be obtained through similar considerations: fill the orbit set, a quarter, or a
half of space R3+ on Fig. 5 [corresponding tetrad group, π3(S3;S1(i), S1(j), S1(k)), and
triad group, through usage of exact consequence (3.7), reduce to π3(S3;S1)]; then,
using discrete transformation, one can fill all space R3+. The notation
0→ is for the
zero morphism (image consists of zero); notations e, i,m2 denote epi-, iso- and
2-monomorphism (1 7→ 2), correspondingly.
Table 3. The quasi-charge groups Πl(Sym) and their morphisms to the group of
‘previous’ symmetry; for Sym ⊂ SO4 ∩ Sym0.
Sym Πl → Π∗l ‘name-analogy’
1 Z2
SO{1, 2} Z(e) e→ Z2 e
SO{1, 2}+ P{0, 3} Z(ν) + Z(γ) i,m2→ Z(e) ν0; γ0 → e+ e
SO{1, 2}+ P{2, 3} Z(W ) 0→ Z(e) W → e+ ν0
SO{1, 2}+ P{0, 2} Z(Z) 0→ Z(e) Z0 → e+ e
SO{1, 2}+ P{0, 3}+ Z(X) 0→ Z(γ) X0 → γ0 + γ0
+P{2, 3} 0→ Z(W ) → W +W
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It is quite surprising that the Table 3 involves all ‘flying out’ (i.e., white) particles
of the Standard Model;31 however, there exist also ‘confined’ elementary particles –
quarks, gluons.
This section is already full of assumptions, so we should not be afraid to add a
few new ones. Up to this moment, we have been considering the symmetry groups
which enter into the waveguide’s symmetry; now let us discard this requirement. At
a small enough scale (< λ0), there is the symmetry SO4 (flat space).
Quark analogies give rise to the idea that a kind of ‘collective stability’ is possi-
ble for quasi-solitons relating to symmetries which break the wave-guide symmetry
(confined, ‘collectivist’ quasi-solitons; *i.e., the hadron bag’s background is of great
‘average’ symmetry, SO4-like). In this connection, one can consider the ‘chiral’ one-
parameter groups SO+2 (left) and SO−2 (right), which generators are, respectively, the
sum and the difference of the generators of usual SO2-groups; for example,
SO±{1, 2} : {1, 2} ± {0, 3}.
Taking into account (3.16), (3.18), one can easily show that
SO+{1, 2} = SO+{0, 3} ∋ (cosϕ + k sinϕ, 1); SO−{1, 2} ∋ (1, cosϕ+ k sinϕ).
At the orientation change, these groups, (+) and (−), interchange. The set of
stationary points of group SO+2 consists of one point,32 xp = 0, f(0) k = k f(0),
while g(0) is free of restrictions. The set of orbits is a 3D manifold, therefore
Π(l)(SO
±
2 ) = Π(r)(SO
±
2 ) = Z;
perhaps, these quasi-charges can be concerned with the baryon charge.
Let us prove that maps Π(l)(SO±2 )→ Π(l)(1) are epimorphism. Choose a framed
circle, the central orbit f−1(−1), in the plane (1,2) (x0, x3 = 0). Orbits shifted
from it along its radius are also situated in this plane (and are circle too), and they
31* At this moment, I would prefer to interchange in this table γ0 and X0.
32* This is some strange feature. So the other possibility is to use usual SO2−groups, assuming that super-
positions (plus and minus) of dual solitons are the real minima, i.e., more stable quanta.
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correspond to the ‘trivial’ framing vector. Orbits shifted along x0 or x3, make one
rotation around the central orbit, and they are concerned with the ‘phase’ vectors (for
(−)-group, f does not change along an orbit, so the framing vectors rotate together
with orbits; for (+)-group, there is the additional rotation of the ‘phase’ vectors on
two turns).
In the case of chiral groups, the ‘arrow’ has more parameters (both dual planes
should no longer lie in ‘our’ space):
RG(4, 2) (choice of 2-plane)× O3 (framing);
if, as for ‘leptons’, degeneration is lacking only for two parameters (two-dimensional
‘flavor’ space), then there is a room for ‘color’ (a space like S2). Similar to Table 3,
one can consider extended symmetry groups SO±2 + P2, and so on, and, perhaps,
obtain ‘color’ bosons.
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Conclusion
Closing this work, it is worth to say a few words about the possible themes for a
further research. Of course, it would be desirable to obtain some quantitative pre-
dictions, for example, for spin-dependent post-Newtonian effects, to estimate the
proportionality factor between ‘mathematical’ field, fµν), and ‘physical’ electromag-
netic field, Fµν ,33 to find a relation between the cosmological waveguide’s parameter
L = γλ (or λ) and the gravitation constant,34 to make estimations for parameters of
the cosmological model.35
Numerical calculations of solutions of system (2.24), (2.25) can give some in-
sights on the qualitative behavior of parameters R, λ, γ, a at initial stages of expan-
sion (R/λ > 1). It is also important, however, to obtain some analytical estimations
for their time dependence at more long stages, when R/λ, γ ≫ 1. One can try to
expand a solution of equations (2.25) as a series in small parameter λ/R.
The formal test of possibility of co-singularities discussed in the second chapter,
the checking that the symbol keeps being involutive at the degeneration of co-frame,
is the necessary, but perhaps not sufficient condition; in most cases it holds trivially
(gas dynamics); so much the more interesting was to find the opposite case (the AP
equation which solutions are free of singularities).
There is the variant of gas dynamics equations (weakly nonlinear case) where, at
some restriction on the lowest terms of the system, the gradient catastrophe is nev-
ertheless absent [38]; however, this is the case of weak co-singularities. But in the
case of strong co-singularities of AP (the lowest terms diverge at co-frame degen-
eration), it seems impossible that some restriction imposed on the lowest terms can
suppress singularities. Other kinds of singularities (in solutions of general position),
33In units c=1=h¯, the latter is defined by the equality of photon’s frequency and its ‘physical’ energy
∫
F 2 dV .
34* Motives of modified gravity are touched in arXiv: 0704.0857 and arXiv: 0812.1344.
35* This relativistically expanding model (relativistic surfing model) corresponds, in FRW-framework, to
anti-Milne model, with a = H0t, k = +1; it describes SNe Ia and GRB data quite well (without free parameters
excepting the Hubble constant, H0; see arXiv: 0902.4513).
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which would differ from the considered ones, co- and contra-, seemingly are impos-
sible: the choice of dependable variables should take into account the symmetry of
equations (LD−covariance).
The test on co-singularities can be easily extended [35] on the equations of
R2−gravity (forth order equations CaD(a)µν , see (1.50)–(1.51), are irregular in the
case C1 = 0, which, however, can be found in literature [53]). The similar analysis
of forth (and higher) order equations of AP (which would give a well-posed Cauchy
problem) is much more difficult problem, but still seemingly solvable.
Yet one other problem is to derive covariant expressions of topological charges
and quasi-charges, following, for example, the approach of [33] to the Faddeev
model; indeed, it would be desirable to find examples of solutions with non-trivial
(quasi)charge. For dimension D = 4, the topological current (identically conserv-
ing, irrespectively of field equations) should seemingly reduce, at zero Riemannian
curvature (Rabµν = 0), to the next expression (looking like the current of the Scyrme
model [33]):36
Jµ ∼ εµνλτγabνγbcλγcaτ ,
see (1.3); perhaps, the exact expression for this current should also include terms
like Rγ.
The large scope of not so easy questions relates to the problem of stability of both
cosmological solution and particle-like solutions with topological (quasi)charge – in
the ‘real environment’ of cosmological wave-guide filled with noise.
Notwithstanding the large number of unclear questions and unsolved problems,
it seems that the best variant of absolute parallelism is a very beautiful theory, full
of great possibilities and plentiful pictorial means. The notion of ‘beauty’ seems to
be scarcely useful for a mathematical formalization; however, there is an opinion
that a beautiful theory should be simple. At this point some mathematical allusions
become possible: for example, the set of real numbers is divided by mathematicians
36* This problem is solved for 4D-case; the 5D-case is more difficult; see arXiv: gr-qc/0610076.
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on complex, or random numbers (composing overwhelming majority) and simple
numbers (rational numbers, numbers like π, and so on), which can be exhaustively
described by a finite information, finite algorithm [57].
Analogously, a physical theory can be called simple (or nonrandom), if it is
defined by a finite information, i.e., by a simple algorithm (may be formulated ex-
haustively on a finite number of pages, and so does not contain random numbers
– free parameters, or constants). In regard to solutions of a (physical) theory, just
opposite, it would be desirable to have as more complexity as possible (equations
should be simple and beautiful, while their solutions are intricate and interesting).
In this connection, let us add a few words on the choice of the global topological
class, as well as the topology of solution, or topology of the Cauchy surface, using
only quite qualitative reasoning, without attempt at a more exact wording. Let us
say a solution is uninteresting (or vanilla), if it can be defined using a finite algo-
rithm; for example, the trivial solution. Let us call a solution rather uninteresting
if, some finite time later, it approaches closer and closer to some uninteresting so-
lution, which, hence, is a kind of partly attracting (time reversal gives a solution
which is keeping away). A possible example is an expanding wave, of decreasing
amplitude, which approaches the trivial solution. One can surmise that the presence
of a uninteresting, partly attracting solution in a homotopy class means that all so-
lutions in this class are rather uninteresting. On the other hand, the presence of rather
uninteresting solutions of general position is quite sufficient reason that to reject this
homotopy class of solutions. So, there is the problem how to reveal such uninterest-
ing (but simple and beautiful) solutions, and to find an ‘interesting’ homotopy class
where such solutions are absent (perhaps, in the same way one can also pick out
a case of interesting topology of Cauchy surface which should be a parallelizable
manifold).
The variant of AP, which was discussed in sections 3.4, 3.5 (trivial space topol-
ogy, D = 5, Π = Z22 ), has three nontrivial homotopy classes of solutions; one of
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them, class 1l+1r, admits greater symmetry of solutions, i.e., perhaps, has more
chances to be uninteresting. The choice between classes 1l and 1r (left and right)
does not matter, because they change one another at the orientation change (on the
Cauchy surface).
The choice of positive time direction (the arrow of time) can be related to the
cosmological expansion (of the ‘initial island state’, of class 1l), to the process of
creation of ‘discrete information’ – from infinite reservoir of ‘continuous informa-
tion’ (contained in the coefficients of Taylor or Fourier series), to that direction of
this game of scales and symmetries, chaos and stability, where creation of new topo-
logical quasi-solitons (quanta) takes place.
Note that there is one possible peculiarity of cosmological solution originating
from the ‘left’ initial state. At the stage of forming the sphere-like waveguide with
weak noise waves trapped inside, the ‘left’ component of ‘zero-point oscillations’,
chaos waves, could be dominating over the other, ‘right’ component. In this case the
‘symmetry of noise’ (averaged over a scale∼ λ0) is notO3, but SO3, and interactions
of left and right quanta can be sufficiently different as well.
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