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Kapitel 1
Einleitung
Die theoretisch-systematische Untersuchung kritischer Pha¨nomene hat seit Einfu¨hrung
der Renormierungsgruppentheorie durch Wilson [79] große Erfolge zu verzeichnen. Mit
ihr gelang es, die Ursachen der im thermodynamischen Limes bei kontinuierlichen Pha-
senu¨berga¨ngen auftretenden Singularita¨ten physikalischer Gro¨ßen qualitativ und quanti-
tativ richtig zu beschreiben. Daru¨ber hinaus ko¨nnen Einflu¨sse endlicher Geometerien mit
rein periodischen Randbedingungen, wie sie in Rechnersimulationen realisiert werden,
theoretisch nachvollzogen werden [12].
Dennoch existieren weiterhin ungelo¨ste Probleme bei der physikalisch korrekten Behand-
lung realer Systeme. Erst ku¨rzlich untersuchten Chen, Dohm die Auswirkungen end-
licher Gitterabsta¨nde, die in der Feldtheorie einer endlichen Abschneidewellenzahl der
Fluktuationen entsprechen, auf das Skalenverhalten endlicher Systeme mit periodischen
Randbedingungen und fanden dort die Notwendigkeit einer Modifikation der sogenannten
Finite-size-Skalenhypothese [10].
Zusa¨tzliche Schwierigkeiten treten bei nicht-periodischen Randbedingungen auf, sowohl
bei deren theoretischer Behandlung als auch bei Experimenten. Insbesondere ist die Frage
nach dem Finite-size-Skalenverhalten offen, das von Messungen der superfluiden Dichte
von 4He [60] nicht besta¨tigt gefunden wird.
Realistische Randbedingungen wirken sich auf das Verhalten des Ordnungsparameters
an der Oberfla¨che aus. Dabei wird zwischen gewo¨hnlichen, speziellen und außergewo¨hn-
lichen Oberfla¨chenphasenu¨berga¨ngen unterschieden, die respektive einer Unterdru¨ckung
des Ordnungsparameters, dem gleichzeitigen Ordnen von Volumen und Oberfla¨che sowie
der Fo¨rderung des Phasenu¨berganges am Rand entsprechen [14]. Hier werden sogenannte
Dirichlet-Randbedingungen betrachtet, die mit einer vollsta¨ndigen Unterdru¨ckung einen
Spezialfall des gewo¨hnlichen Oberfla¨chenphasenu¨bergangs bilden. Das Verschwinden des
(zweikomponentigen) Ordnungsparameters, der komplexen Wellenfunktion, an einer be-
grenzenden Wand stellt fu¨r das genaueste experimentell zuga¨ngliche System, den normal-
flu¨ssig-supraflu¨ssigen Phasenu¨bergang von 4He, eine sehr gute Na¨herung dar [20].
Die Endlichkeit eines Systems mit realen Oberfla¨chen a¨ußert sich in der Na¨he der kriti-
schen Temperatur Tc des unendlichen Systems in der Abrundung der kritischen Singu-
larita¨ten. Dies ist ein Finite-size-Effekt, der bereits bei periodischen Randbedingungen
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auftritt. Im Falle nicht-periodischer Randbedingungen dominiert weiter entfernt von Tc
ein sogenannter Oberfla¨cheneffekt, der durch eine algebraische Abweichung vom Verhal-
ten des Volumens gekennzeichnet ist. Diese ist u¨ber einen großen Temperaturbereich
sichtbar.
In bisherigen theoretischen Behandlungen von nicht-periodischen Randbedingungen wur-
de meist eine endliche Geometrie angenommen, die in einer oder mehreren Raumrich-
tungen Dirichlet-Oberfla¨chen aufweist [36, 59, 63, 64, 69, 74], um auf diese Weise den
experimentellen Gegebenheiten am na¨chsten zu kommen, wo an Helium zwischen zwei
Platten oder in zylinderfo¨rmigen Poren gemessen wird, zum Beispiel [11, 50]. Bei diesem
Ansatz erweist sich als nachteilig, daß gleichzeitig Schwierigkeiten aus Endlichkeit und
Inhomogenita¨t des untersuchten Systems auftreten, und Finite-size- und Oberfla¨chen-
effekte mischen. Ziel der vorliegenden Arbeit ist es, den reinen Oberfla¨chenanteil der
Spezifischen Wa¨rme sowohl oberhalb als auch unterhalb der kritischen Temperatur ein-
schließlich der ersten Ordnung der Sto¨rungstheorie analytisch zu berechnen. Dazu wird
ein Halbraum mit einer Begrenzungsfla¨che betrachtet, an der Dirichlet-Randbedingungen
erfu¨llt sind. Die Rechnungen werden mit den Methoden der feldtheortischen Renormie-
rungsgruppe in dimensioneller Regularisierung durchgefu¨hrt. Dabei wird keine sogenann-
te ε-Entwicklung um die obere kritische Dimension vier ausgefu¨hrt, sondern im Sinne
fru¨herer Arbeiten [18, 61, 62] mit einer festen Dimension gearbeitet. Die resultierenden
Ausdru¨cke werden zum Vergleich mit experimentellen Ergebnissen in drei Dimensionen
ausgewertet.
Die vorliegende Arbeit erha¨lt Bedeutung in Hinblick auf die Entwicklung einer Theorie
dynamischer Finite-size-Effekte [1], indem sie Vorhersagen fu¨r den statischen Grenzfall
liefert.
Neben Experimenten an realen Systemen hat sich in den letzten Jahren die Computersi-
mulation als weiteres wichtiges Vergleichsinstrument fu¨r die analytische Theorie heraus-
gebildet. Dabei lassen sich nicht nur reale Systeme nachbilden, sondern auch solche dar-
stellen, die fu¨r die Theorie besonders einfach zuga¨nglich sind. Ein herausragendes Beispiel
dafu¨r ist die Monte Carlo-Simulation endlicher Spinsysteme mit periodischen Randbedin-
gungen, die in der Natur nicht vorkommen. Dabei wurde quantitative U¨bereinstimmung
von Simulationsdaten hoher Genauigkeit und der analytischen Theorie erzielt [12].
Schwieriger gestaltet sich die U¨bertragung von Dirichlet-Randbedingungen mit am Rand
kontinuierlich verschwindendem Ordnungsparameter auf ein diskretes Gitter auf dem
Rechner. Die Modellierung wurde bereits auf verschiedene Weise versucht [13], wobei
eine vollsta¨ndige Unterdru¨ckung des Ordnungsparameters auf dem Systemrand nicht ge-
lang. Von theoretischer Seite [5, 54] wurde versucht, diesem Defizit durch Hinzunahme
eines zusa¨tzlichen Oberfla¨chenterms zum Standardansatz Rechnung zu tragen. Da jedoch
die bereits fu¨r endliche Systeme mit Dirichlet-Randbedingungen schwierige Theorie da-
durch nochmals komplizierter wird, ist kaum abscha¨tzbar, welche Ursachen Diskrepanzen
zwischen Simulationsdaten und Theorie haben. Desweiteren haben alle Theorien mit nur
teilweise unterdru¨cktem Ordnungsparameter am Rand den gemeinsamen Referenzpunkt
(Fixpunkt) der Dirichlet-Randbedingungen [14, 46, 47, 53]. Um erstere richtig beschreiben
3zu ko¨nnen, ist es daher no¨tig, als Ausgangspunkt Dirichlet-Randbedingungen zu verste-
hen. Hier sind zur Abscha¨tzung der Gu¨te der Theorie zuverla¨ssige Monte Carlo-Daten
erforderlich, die so nah wie mo¨glich am idealen Grenzfall liegen.
Aufbau der Arbeit
Der erste Teil der vorliegenden Arbeit befaßt sich mit der analytischen Feldtheorie in
Halbraumgeometrie. Dazu werden zuna¨chst die dafu¨r beno¨tigten Grundlagen kurz zusam-
mengestellt. Es folgt die Betrachtung der experimentell relevanten Gro¨ßen Energiedichte
und Spezifische Wa¨rme sowohl oberhalb als auch unterhalb der kritischen Temperatur.
Die erzielten Resultate werden anschließend mit experimentellen Daten ku¨rzlich durch-
gefu¨hrter Experimente auf der Erde [38] und unter Mikrogravitation im Weltraum [44]
verglichen [55]. Weiterhin wird die Anwendung auf die offenstehende Frage der Ober-
fla¨chenspannung von Helium in der Umgebung der kritischen Temperatur diskutiert [52].
Die auftretenden quantitativen Abweichungen zwischen Theorie und Experiment werden
aufgezeigt und mo¨gliche Erkla¨rungen ero¨rtert und gepru¨ft.
Im zweiten Teil wird eine neue Modellierung von Dirichlet-Randbedingungen mit Hilfe so-
genannter gespiegelten Randbedingungen in der Monte Carlo-Simulation vorgestellt. Nach
einem Einblick in die grundlegende Idee sowie die Technik der Simulation werden verschie-
dene Arten der Darstellung eines am Systemrand verschwindenden Ordnungsparameters
erla¨utert und gegeneinander abgewogen. Insbesondere werden das Ordnungsparameter-
profil unterhalb der kritischen Temperatur und das Finite-size-Skalenverhalten der Sus-
zeptibilita¨ten bei und unterhalb Tc betrachtet. Ein Vergleich der Monte Carlo-Resultate
mit der analytischen Theorie der vorangehenden Kapitel findet an einem Beispiel der
Spezifischen Wa¨rme oberhalb von Tc statt.
Abschließend werden die wichtigsten Ergebnisse der Arbeit zusammenfassend bewertet,
und es wird ein Ausblick auf zuku¨nftige Verbesserungsmo¨glichkeiten gegeben.
In den Anha¨ngen finden sich eine Auflistung der verwendeten feldtheoretischen Funk-
tionen sowie kritischer Exponenten und Amplituden. Desweiteren werden einige Neben-
rechnungen, die im Haupttext von den wesentlichen Punkten ablenken, fu¨r ein einfaches
Nachvollziehen der Rechnungen aber wichtig sind, aufgefu¨hrt. Im Anschluß sind Da-
ten aus den realen Experimenten und Computersimulationen numerisch dokumentiert.
Daru¨ber hinaus liegen die Quelltexte zu den wichtigsten verwendeten Simulationspro-
grammen mit Kommentaren vor.
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Kapitel 2
Grundlagen der analytischen
Theorie
Phasenu¨berga¨nge sind im allgemeinen durch eine spontane Symmetriebrechung gekenn-
zeichnet. Diese wird an einem geeigneten Parameter fu¨r die vorhandene Ordnung gemes-
sen. Im Gegensatz zu Phasenu¨berga¨ngen erster Ordnung, an denen der Ordnungspara-
meter als Funktion des Weges im Phasendiagramm einen endlichen Sprung zeigt, ist er
bei Phasenu¨berga¨ngen zweiter Ordnung stetig. Diese werden deshalb als kontinuierlich
bezeichnet.
Oberhalb der kritische Temperatur genannten Temperatur des Phasenu¨berganges ist der
mitM bezeichnete Ordnungsparameter identisch gleich null1. Von der Tieftemperatursei-
te her verschwindet er gema¨ß
M = AM |t|β , T < Tc (2.1)
als Potenzgesetz des durch die reduzierte Temperatur
t =
|T − Tc|
Tc
(2.2)
gegebenen Abstandes zum kritischen Punkt mit dem kritischen Exponenten β und der
Amplitude AM bei festgehaltenen u¨brigen intensiven Parametern. Entsprechende sin-
gula¨re Anteile aus Potenzen von |t| treten in allen physikalischen Gro¨ßen auf. Die Ursache
hierfu¨r liegt in einem unendlichen Anwachsen der Korrelationsla¨nge
ξ = ξ0|t|−ν (2.3)
mit dem positiven Exponenten ν bei Tc. Dadurch kommt es trotz kurzreichweitigerWech-
selwirkungen im System zu kooperativen Effekten unendlich vieler Freiheitsgrade u¨ber
unendliche Entfernungen, die zum Beispiel die Divergenz der Suszeptibilita¨t bedeuten.
1Das Symbol M fu¨r den Ordnungsparameter ru¨hrt von der Betrachtung von magnetischen Systemen
als Beispielen fu¨r kontinuierliche Phasenu¨berga¨nge her.
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Wa¨hrend der Wert der kritischen Temperatur sowie der Proportionalita¨tskonstanten von
den Eigenschaften des jeweils betrachteten Systems abha¨ngen, sind die kritischen Expo-
nenten universell in dem Sinne, daß sie allein durch die ra¨umliche Dimension und die
Anzahl der Komponenten des Ordnungsparameters bestimmt sind. Dasselbe gilt fu¨r ge-
eignete Verha¨ltnisse der Amplituden der kritischen Beitra¨ge.
In diesem Kapitel sind kurz Grundgedanken zur Feldtheorie der Phasenu¨berga¨nge zu-
sammengestellt, soweit sie in dieser Arbeit Anwendung finden werden. Eine ausfu¨hrliche
Darstellung der Materie findet sich zum Beispiel in Amit [3]. Einzig auf die additive Re-
normierung der Spezifischen Wa¨rme wird na¨her eingegangen, da sie eine zentrale Rolle
in den nachfolgenden Untersuchungen spielt.
2.1 Nackte Theorie
Den Ausgangspunkt der analytischen Betrachtungen bildet das zur Beschreibung kriti-
scher Pha¨nomene verwendete ϕ4-Modell mit dem Landau-Ginzburg-Wilson(LGW)-Funk-
tional eines n-komponentigen Ordnungsparameters ϕ˚(x) im d-dimensionalen Ortsraum
H = HB +H{ϕ˚(x)} (2.4)
mit
H{ϕ˚(x)} =
∫
ddx
[
r0
2
ϕ˚2(x) +
1
2
(∇ϕ˚(x))2 + u0
(
ϕ˚2(x)
)2]− ∫ ddx h(x)ϕ˚(x) . (2.5)
Das linear an das Ordnungsparameterfeld koppelnde a¨ußere Feld h(x) in (2.5) wird im wei-
teren als verschwindend angenommen. HB umfaßt feldunabha¨ngige, nichtkritische Hin-
tergrundterme, die nur analytisch von der Temperatur abha¨ngen ko¨nnen.
In der Na¨he der kritischen Temperatur Tc kann die Kopplung u0 als konstant angesehen
werden, der Temperaturparameter r0 wird um die Nullstelle der reduzierten Temperatur
t = T−Tc
Tc
entwickelt:
r0 = r0c + a0t (2.6)
Die positiven Parameter a0, u0 sind durch die mikroskopischen Details des jeweils be-
trachteten Systems gegeben. Demgegenu¨ber ist der Wert von r0c durch die Forderung
festgelegt, daß die inverse Suszeptibilita¨t am kritischen Punkt verschwindet, siehe un-
ten (2.14).
In dieser Arbeit wird im allgemeinen der Begriff der kritischen Temperatur fu¨r die Tempe-
ratur des Phasenu¨berganges verwendet. Einzig im speziellen Fall des suprafluiden U¨ber-
ganges von 4He wird die Bezeichnung λ-Temperatur beziehungsweise Tλ benutzt.
Durch eine Funktionalintegration u¨ber ϕ˚(x) ergibt sich die Zustandssumme
Z = exp{−HB} ·
∫
Dϕ˚(x) exp{−H{ϕ˚(x)}} , (2.7)
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die die vollsta¨ndige thermodynamische Information entha¨lt. Die Integration erfolgt nach
einer Fouriertransformation des Ordnungsparameterfeldes
ϕ˚(x) =
∫ (d)
k
ϕ˚k · eikx (2.8)
und U¨berfu¨hrung des Hamiltonians (2.5) ohne a¨ußeres Feld h in den Impulsraum:
H{ϕ˚k} = 1
2
∫ (d)
k
(
r0 + k
2
)
ϕ˚kϕ˚−k + u0
∫ (d)
k1,k2,k3
ϕ˚k1ϕ˚k2ϕ˚k3ϕ˚−k1−k2−k3 (2.9)
Die ϕ˚k sind dabei insofern eingeschra¨nkt, als daß das Ordnungsparameterfeld ϕ˚(x) im
Ortsraum reellwertig sein muß.
Fu¨r die d-dimensionale Impulsintegration wird die Abku¨rzung∫ (d)
k
=
∫
ddk
(2π)d
(2.10)
verwendet. Im endlichen Volumen wird die Integration u¨ber k durch eine Summe ersetzt.
Bei der Fourier-Transformation ist grundsa¨tzlich zu beru¨cksichtigen, daß die mikrosko-
pische Struktur des untersuchten Systems eine untere Grenze der ra¨umlichen Variation
von ϕ˚(x) vorschreibt. Im Impulsraum dru¨ckt sich dies durch eine endliche Abschnei-
dewellenzahl Λ aus. Mo¨gliche Implementierungen der Abschneidewellenzahl und deren
Auswirkungen sind Gegenstand aktueller Forschung und werden in [10] diskutiert. In den
praktischen Rechnungen wird Λ gegen Unendlich geschickt. Die daraus resultierenden un-
physikalischen, sogenannten Ultraviolett-Divergenzen werden im Zuge der Renormierung
behoben. In dieser Arbeit wird die Abha¨ngigkeit physikalischer Gro¨ßen von der Abschnei-
dewellenzahl nicht beru¨cksichtigt.
Durch die Transformation geht die Funktionalintegration in eine Vielfachintegration u¨ber
die linear unabha¨ngigen ϕ˚k u¨ber. Sie wird als Sto¨rungsrechnung mit dem Kleinheitspa-
rameter u0 und dem als einfaches Gaußintegral auswertbaren quadratischen Anteil als
fu¨hrende Ordnung vorgenommen.
Aus der Zustandssumme kann die Dichte der freien Energie
F = − 1
V
lnZ = FB + F (ϕ) (2.11)
gewonnen werden. Tatsa¨chlich handelt es sich um die mit der Helmholtzschen freien
Energie u¨ber eine Legendre-Transformation verknu¨pfte Gibbssche freie Energie, da die
Zustandssumme (2.7) im allgemeinen Fall neben der Temperatur vom a¨ußeren Feld h
abha¨ngt. Bei verschwindendem h sind die beiden thermodynamischen Potentiale iden-
tisch.
Weitere physikalische Gro¨ßen wie der Erwartungswert des Ordnungsparameters, die Sus-
zeptibilita¨t oder die Spezifische Wa¨rme ergeben sich als partielle Ableitungen der freien
Energie nach dem a¨ußeren Feld h oder der Temperaturvariablen r0.
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Fu¨r konkrete Rechnungen erweist es sich als zweckma¨ßig, zu den Vertexfunktionen Γ˚(0,N)
u¨berzugehen [3, 9]. In der Impulsdarstellung ist Γ˚(0,N) eine Funktion von N − 1 externen
Impulsen und N externen Komponentenindices. Weiterhin ist
Γ˚(R,N)(r0, u0; d) =
∂R
∂rR0
Γ˚(0,N)(r0, u0; d) . (2.12)
Dabei entspricht die feldabha¨ngige freie Energie F (ϕ) = Γ˚(0,0). Daraus folgen die physika-
lischen Gro¨ßen Suszeptibilita¨t χ˚ =
(
Γ˚(0,2)
)−1
und die feldabha¨ngige Spezifische Wa¨rme
C˚(ϕ) = −4Γ˚(2,0). Die volle Spezifische Wa¨rme
C˚(t) = CB + C˚
(ϕ)(t) =
A±
α
|t|−α +B (2.13)
entha¨lt zusa¨tzlich einen Beitrag CB aus dem regula¨ren Hintergrundterm der freien Ener-
gie (2.11), der in der Na¨he des Phasenu¨bergangs in die Konstante B eingeht.
Nackte, unrenormierte Gro¨ßen sind durch ˚ beziehungsweise als r0 und u0 gekennzeich-
net.
Um das kritische Verhalten von physikalischen Gro¨ßen zu bestimmen, mu¨ssen deren
Sto¨rungsreihen in der Na¨he von Tc berechnet werden. In diesem Temperaturregime ist
jedoch die Kleinheit des Parameters u0 gegenu¨ber der fu¨hrenden Ordnung nicht gegeben,
wodurch die Potenzreihe divergiert. Daher wird durch die Renormierung eine Abbildung
aus dem kritischen in das nicht-kritische Gebiet vorgenommen, in dem die Sto¨rungstheo-
rie anwendbar ist, und Borel-resummierbare Reihen auftreten. Daneben leistet sie die
Aufhebung von unphysikalischen Divergenzen in den nackten Gro¨ßen.
2.2 Multiplikative Renormierung
Bei einer gegen Unendlich geschickten Abschneidewellenzahl Λ weisen alle physikali-
schen Gro¨ßen, die als Funktionen der nackten Parameter r0, u0 aufgefaßt werden, UV-
Divergenzen in allen Dimensionen d > 2 auf. Durch das als Superrenormierung bezeich-
nete Umschreiben auf den Abstand (r0−r0c) vom kritischen Punkt anstelle der Variablen
r0 verschwinden diese Divergenzen bis auf dimensionelle Pole in d = 4. Der Wert von r0c
ist implizit durch das Verschwinden der Sto¨rungsreihe
Γ˚(0,2)(r0 = r0c, u0; d) = 0 (2.14)
bestimmt. Dabei hat r0c selbst keine Darstellung als Reihe ganzzahliger Potenzen in u0.
Aus einer Dimensionanalyse folgt r0c ∼ u2/(4−d)0 . Der Proportionalita¨tsfaktor ha¨ngt nur
noch von der Dimension d ab.
In diesem Kapitel wird bis auf eine Ausnahme in Abschnitt 2.3.3 das Schema der mini-
malen Renormierung [3] verwendet. Hierbei werden die verbliebenen (d− 4)-Pole durch
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Multiplikation mit den sogenannten Z-Faktoren Zr, Zu, Zϕ gerade absorbiert, wa¨hrend
die in d ≤ 4 polfreien Anteile vollsta¨ndig in den renormierten Gro¨ßen verbleiben. Es wird
keine sogenannte ε-Entwicklung um 4 = (d + ε) Dimensionen vorgenommen, sondern
die Betrachtungen erfolgen in einer festen Dimension d [18, 61, 62]. Weiterhin wird ei-
ne inverse Referenzla¨nge µ eingefu¨hrt. Diese wird u¨blicherweise als die Reichweite ξ0 der
nichtkritischen Korrelationen gewa¨hlt. Die Sonderfa¨lle der freien und der inneren Energie
sowie der Spezifischen Wa¨rme, deren Pole nicht allein durch eine multiplikative Renor-
mierung aufgenommen werden ko¨nnen, werden im folgenden Abschnitt behandelt.
Die Renormierung der nackten Parameter lautet
r0 − r0c = Zrr (2.15)
u0 = µ
4−dA−1d ZuZ
−2
ϕ u (2.16)
ϕ˚ = Z1/2ϕ ϕ (2.17)
mit dem geometrischen Faktor
Ad =
4Γ
(
6−d
2
)
(4π)d/2(d− 2) . (2.18)
Entsprechend hat die multiplikative Renormierung der physikalischen Gro¨ßen zu erfolgen:
Γ(R,N)(r, u, µ; d) = ZN/2ϕ Z
R
r Γ˚
(R,N)(Zrr, µ
4−dA−1d Z
−2
ϕ Zuu; d) (2.19)
Ausnahmen bilden die Fa¨lle (R = 0, 1, 2, N = 0), auf die im folgenden Abschnitt u¨ber
die additive Renormierung eingegangen wird.
Da die nackten physikalischen Gro¨ßen nicht von der Wahl der eingefu¨hrten Referenzla¨nge
µ−1 abha¨ngen, muß
µ
d
dµ
Γ˚(R,N)(Zrr, µ
4−dA−1d ZuZ
−2
ϕ u; d)
!
= 0 (2.20)
gelten. Daraus ergeben sich die Renormierungsgruppengleichungen der Vertexfunktionen[
µ
∂
∂µ
+ βu(u)
∂
∂u
+ ζr(u)r
∂
∂r
+Rζr(u) +
N
2
ζϕ(u)
]
Γ(R,N)(r, u, µ; d) = 0 (2.21)
mit den feldtheoretischen Funktionen
βu(u) =
(
µ
∂
∂µ
u
)
0
und ζr,ϕ(u) =
(
µ
∂
∂µ
lnZ−1r,ϕ
)
0
. (2.22)
Der Index (·)0 steht fu¨r die partielle Ableitung bei festgehaltenen nackten Parametern
r0, u0.
Unterhalb von vier Dimensionen weist die Funktion βu(u) zwei Nullstellen auf, den so-
genannten Gaußschen Fixpunkt u = 0 und zum anderen u = u∗. Fu¨r d = 4 fallen beide
Nullstellen zusammen.
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Die Differentialgleichungen werden durch die Methode der Charakteristiken gelo¨st, in-
dem r, u und µ als Funktionen eines Flußparamters ( aufgefaßt werden, die die folgenden
Differentialgleichungen erfu¨llen mu¨ssen:
(
dµ(()
d(
= µ(() (2.23)
(
dr(()
d(
= r(()ζr(() (2.24)
(
du(()
d(
= βu(() (2.25)
Laut (2.25) muß u(0) unabha¨ngig vom Anfangswert u(1) einem der beiden Fixpunktwerte
entsprechen. Eine genauere Betrachtung zeigt, daß nur u∗ ein anziehender Fixpunkt ist,
der, sofern urspru¨nglich u¨berhaupt eine nicht-verschwindende Kopplung vorliegt, ange-
nommen wird.
Weiterhin bekommen die Renormierungsgruppengleichungen der Vertexfunktionen die
Form [
(
d
d(
+Rζr(u(()) +
N
2
ζϕ(u(())
]
Γ(R,N)((; d) = 0 . (2.26)
Diese Differentialgleichungen im Flußparameter ( haben die Lo¨sungen
Γ(R,N)((; d) = Γ(R,N)(1; d) · exp
{
−
∫ 
1
d(′
(′
(
Rζr((
′) +
N
2
ζϕ((
′)
)}
(2.27)
µ(() = µ · ( (2.28)
r(() = r · exp
{∫ 
1
d(′
(′
ζr((
′)
}
, (2.29)
wobei r und µ fu¨r r(1) und µ(1) stehen.
Zuru¨ckeinsetzen in (2.19) und (2.15) liefert die nackten Gro¨ßen
Γ˚(R,N)(() = Z−Rr Z
−N/2
ϕ Γ
(R,N)((; d) · exp
{∫ 
1
d(′
(′
(
Rζr((
′) +
N
2
ζϕ((
′)
)}
(2.30)
und
(r0 − r0c)(() = Zrr(() · exp
{
−
∫ 
1
d(′
(′
ζr((
′)
}
, (2.31)
die insofern als Funktionen des Flußparameters aufgefaßt werden, als daß die nackten
Parameter durch ( ausgedru¨ckt sind.
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2.3 Additive Renormierung im unendlichen System
Die freie Energie des unendlichen Systems sowie deren erste und zweite Ableitung nach
dem Temperaturparameter r0, das heißt auch die Spezifische Wa¨rme, weisen bereits in der
fu¨hrenden Ordnung der Sto¨rungstheorie Pole in vier Dimensionen auf, die durch eine rein
multiplikative Renormierung mit den Z-Faktoren nicht absorbiert werden ko¨nnen. Daher
muß zusa¨tzlich eine additive Renormierung vorgenommen werden2. Alternativ dazu kann
die dritte Temperaturableitung rein multiplikativ renormiert und nach der Renormierung
u¨ber die Temperatur integriert werden. Die hier aufgefu¨hrten Argumentationen folgen der
Arbeit von Schloms und Dohm [62].
2.3.1 Multiplikative Renormierung der Temperaturableitung
der Spezifischen Wa¨rme
Die der Temperaturableitung der Spezifischen Wa¨rme proportionale Vertexfunktion ist
Γ˚(3,0)(r0 − r0c, u0; d) = ∂
∂r0
Γ˚(2,0)(r0 − r0c, u0; d) . (2.32)
Entsprechend lautet die Renormierungsvorschrift
Γ(3,0)(r, u, µ; d) = Z3r Γ˚
(3,0)
(
Zrr, µ
4−dA−1d Z
−2
ϕ Zuu; d
)
. (2.33)
Als Spezialfall mit (R,N) = (3, 0) der Gleichungen (2.27) und (2.30) ergeben sich
Γ(3,0)((; d) = Γ(3,0)(1; d) · exp
{
−3
∫ 
1
d(′
(′
ζr((
′)
}
(2.34)
und
Γ˚(3,0)(() = Z−3r Γ
(3,0)((; d) · exp
{
3
∫ 
1
d(′
(′
ζr((
′)
}
. (2.35)
Um Γ˚(2,0) zu gewinnen muß das Ergebnis u¨ber r0 integriert werden. Dies geschieht durch
Substitution von r0 durch (, wozu noch die Funktionaldeterminante
∂r0
∂(
=
∂
∂(
(
Zrr(() · exp
{
−
∫ 
1
d(′
(′
ζr((
′)
})
= Zr · exp
{
−
∫ 
1
d(′
(′
ζr((
′)
}(
∂r(()
∂(
− r(()ζr(()
(
) (2.36)
2In der vierten Ordnung der Sto¨rungstheorie tritt in der freien Energie daru¨ber hinaus ein von r0
unabha¨ngiger Pol in drei Dimensionen auf, der ebenfalls durch die additive Renormierung aufgehoben
wird [4, 68].
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bestimmt werden muß. Aus Integration der Gleichung (2.32) resultiert:
Γ˚(2,0)(() = Γ˚(2,0)(1) + 2Z−2r
∫ 
1
d(′
(′
(
(′
∂r((′)
∂(′
− r((′)ζ((′)
)
Γ(3,0)((′; d)
× exp
{
2
∫ ′
1
d(′′
(′′
ζr((
′′)
} (2.37)
Der erste Summand der rechten Seite stellt einen Hintergrundbeitrag dar, der in die Kon-
stante B der vollen Spezifischen Wa¨rme (2.13) eingeht. Im Integranden lassen sich die
in [62] auftretenden Funktionen P (1, u; d) und f (3,0)(1, u; d) identifizieren, die bei der Her-
leitung von Γ˚(3,0) als Funktion der Korrelationsla¨nge ξ anstelle der Temperaturvariablen
(r0 − r0c) auftreten.
2.3.2 Minimale additive Renormierung der SpezifischenWa¨rme
Bei der minimalen additiven Renormierung absorbiert eine dimensionslose Funktion
A(u; d) gerade die nach der multiplikativen Renormierung der Vertexfunktion Γ˚(2,0) ver-
bliebenen Pole in vier Dimensionen.
Γ(2,0)(r, u, µ; d) = Z2r Γ˚
(2,0)(Zrr, µ
4−dA−1d Z
−2
ϕ Zuu; d)−
1
4
µd−4AdA(u; d) (2.38)
Das so renormierte Γ(2,0) wird auf die ebenfalls dimensionslosen Funktionen F± umge-
schrieben, im Fall T > Tc ist:
Γ(2,0)(r, u, µ; d) = −1
4
µ4−dAdF+
(
r
µ2
, u; d
)
(2.39)
Unterhalb Tc ist F+ durch F− mit dem ersten Argument
(
−2r
µ2
)
zu ersetzen. Dasselbe gilt
in den Gleichungen (2.40) und (2.42).
Aufgrund der additiven Renormierung ergibt sich im Unterschied zur reinen Multiplika-
tion mit Z-Faktoren die inhomogene Renormierungsgruppengleichung
(µ∂µ + βu∂u + 2ζr − 4 + d)F+
(
r
µ2
, u; d
)
= 4B(u) (2.40)
mit der folgendermaßen definierten Funktion
4B(u) = [2ζr − 4 + d]A(u; d) + βu(u; d)∂A(u; d)
∂u
, (2.41)
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die nicht mehr von der Dimension abha¨ngt.
Durch die Integration der Renormierungsgruppengleichung folgt die Lo¨sung fu¨r F+
F+
(
r
µ2
, u; d
)
=
[
F+(1, u((); d) − 4
∫ 
1
d(′
(′
B(u((′)) · exp
{∫ ′

d(′′
(′′
(2ζr − 4 + d)
}]
× exp
{∫ 
1
d(′′
(′′
(2ζr − 4 + d)
}
.
(2.42)
A(u; d) la¨ßt sich durch B(u) wie folgt darstellen:
A(u; d) = 4
∫ u
0
du′
βu(u′; d)
B(u′) · exp
{∫ u′
u
du′′
2ζr(u′′)− 4 + d
βu(u′′; d)
}
(2.43)
Insgesamt resultiert fu¨r die Vertexfunktion
Γ˚(2,0)(() = −4µd−4AdZ−2r [F±(1, u((); d) − A(u((); d)]
× exp
{∫ u()
u
du′
2ζr(u′)− 4 + d
βu(u′; d)
}
.
(2.44)
Der Vergleich mit dem u¨ber die Integration von Γ˚(3,0) berechneten Ausdruck (2.37) ergibt
die Identifikation
4A−1d µ
(4−d)
(
(
∂r(()
∂(
− r(()ζ(()
)
Γ(3,0)((; d)
= [4− d− 2ζr(u(())]F±(1, u((); d) + 4B(u(()) − βu(u(())∂F±(1, u((); d)
∂u
.
(2.45)
2.3.3 Nicht-minimale additive Renormierung
Dietrich, Diehl [15, 16] schlagen eine nicht-minimale additive Renormierungvorschrift
fu¨r die lokale Energiedichte
e˚(ϕ)(z; r0, u0; d) = 〈ϕ˚2(y, z)〉 (2.46)
vor, deren Form
eˆ(ϕ)(z; r, u, µ; d)
=
[˚
e(ϕ)(z; r0 − r0c, u0; d)− e˚(ϕ)(z; r0b − r0c, u0; d) − (r0 − r0b)∂e˚
(ϕ)(z)
∂r0
∣∣∣
r0=r0b
]
(2.47)
sich aus Abza¨hlen der Potenzen der fu¨r eine gegen Unendlich geschickte Abschneide-
wellenzahl Λ in vier Dimensionen UV-divergenten Terme der nackten Gro¨ße begru¨ndet.
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In den zitierten Arbeiten wird nur eine Untersuchung im Zusammenhang mit der ε-
Entwicklung vorgenommen, die hier durchgefu¨hrten Betrachtungen erfolgen fu¨r eine feste
Dimension d und mit Blick auf Vergleiche mit experimentellen Daten insbesondere d = 3.
Die Vorschrift (2.47) stellt die lokale Formulierung einer in der Theorie des unendlichen
Systems bereits fru¨her verwendeten Renormierung dar. Der d-dimensionale Ortsraum ist
in eine ausgezeichnete Raumrichtung z und die u¨brigen in y zusammengefaßten Dimen-
sionen zerlegt. Aufgrund der Translationsinvarianz besteht die Ortsabha¨ngigkeit in (2.46)
im unendlichen System nur formal.
Die Hintergrundtemperaturvariable r0b ist so gewa¨hlt, daß (r0b − r0c) = Zrµ2 oberhalb,
beziehungsweise −2(r0b − r0c) = Zrµ2 unterhalb Tc gelten. Die auf der rechten Seite
von (2.47) auftretenden nackten Parameter werden als gema¨ß (2.15) und (2.16) durch die
renormierten ausgedru¨ckt aufgefaßt.
Die Gro¨ße e˚(ϕ)(z) ist in der Thermodynamik als partielle Ableitung der freien Energie
nach der Temperatur
(
∂F
∂T
)
V
= −S bei festgehaltenen intensiven Gro¨ßen streng genom-
men die lokale Entropiedichte s˚(ϕ)(z). Andererseits ergibt sich die innere Energie durch
die Legendre-Transformation E = F + TS aus der Freien Energie. In der Na¨he des kri-
tischen Punktes ist T ≈ Tc. Der singula¨re Anteil der Entropie ist mit ∼ t1−α sta¨rker als
der der Freien Energie ∼ t2−α, wodurch das fu¨hrende singula¨re Verhalten der inneren
Energie durch das der Entropie bestimmt ist. In diesem Sinne werden im weiteren die
Bezeichnungen lokale beziehungsweise integrierte Energiedichte fu¨r die Ableitungen von
F nach r0 verwendet.
Die Renormierungsvorschrift der Spezifischen Wa¨rme lautet nach Ortsintegration und
zweifacher Temperaturableitung
Cˆ(ϕ)(r, u, µ; d) = Z2r
[
C˚(ϕ)(Zrr, µ
4−dA−1d Z
−2
ϕ Zuu; d)− C˚(ϕ)(µ2, µ4−dA−1d Z−2ϕ Zuu; d)
]
(2.48)
mit der renormierten Kopplung u und den Z-Faktoren aus der minimalen Renormierung
des unendlichen Systems. Die nicht-minimal renormierten Gro¨ßen sind mit eˆ, Cˆ bezeich-
net, da es sich nicht um dieselbe Funktionen wie im vorhergehenden Abschnitt handelt.
Entsprechend gilt fu¨r die Vertexfunktion
Γˆ(2,0)(r, u, µ; d) = Z2r Γ˚
(2,0)(Zrr, µ
4−dA−1d Z
−2
ϕ Zuu; d)− Z2r Γ˚(2,0)(Zrµ2, µ4−dA−1d Z−2ϕ Zuu; d)
(2.49)
Dieser Ausdruck hat dieselbe Form wie (2.38) mit anderen Funktionen
Aˆ±(u; d) = 4µ4−dA−1d Z
2
r Γ˚
(2,0)(Zrµ
2, µ4−dA−1d Z
−2
ϕ Zuu; d) , (2.50)
die in vier Dimensionen endliche Anteile enthalten und fu¨r T > Tc und T < Tc ver-
schieden sind. Entsprechend hat die renormierte Vertexfunktion oberhalb der kritischen
Temperatur die dimensionslose Darstellung
Γˆ(2,0)(r, u, µ; d) = −1
4
µd−4AdFˆ+
(
r
µ2
, u; d
)
. (2.51)
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Mit den mit ˆgekennzeichneten Funktionen ist derselbe Formalismus durchfu¨hrbar, wie
vorher im Fall der minimalen Renormierung. Im Unterschied dazu sind jedoch die Funk-
tionen
4Bˆ±(u; d) = [2ζr − 4 + d]Aˆ±(u; d) + βu(u; d)∂Aˆ±(u; d)
∂u
(2.52)
nicht mehr von der Dimension unabha¨ngig.
Schließlich ergibt sich dieselbe nackte Vertexfunktion
Γ˚(2,0)(() = −4µd−4AdZ−2r
[
Fˆ±(1, u((); d) − Aˆ±(u((), d)
]
× exp
{∫ u()
u
du′
2ζr(u′)− 4 + d
βu(u′; d)
}
,
(2.53)
womit analog (2.45) die Beziehung
(4− d− 2ζr)Fˆ± + 4Bˆ± − βu∂Fˆ±
∂u
= (4− d− 2ζr)F± + 4B − βu∂F±
∂u
(2.54)
folgt. Die Argumente der Funktionen sind unterdru¨ckt.
2.4 Asymptotische Auswertung
Zur expliziten Berechnung der physikalischen Gro¨ßen muß der Flußparameter in den
Gleichungen (2.27)-(2.29) gewa¨hlt werden.
r(() = µ2(2 T > Tc (2.55)
−2r(() = µ2(2 T < Tc (2.56)
Daraus ergibt sich in Verbindung mit (2.6) und (2.31) eine Beziehung zwischen Flußpa-
rameter ( und der reduzierten Temperatur t [61]:
t = (1/ν(Q∗)−1 exp
{∫ 0

d(′
(′
(ζr((
′)− ζ∗r )
}
, T > Tc (2.57)
Dabei lautet der Ausdruck des Parameters a0
a0 = Zrξ
−1/ν
0 µ
2− 1
νQ∗ exp
{∫ 1
0
d(′
(′
(ζr((
′)− ζ∗r )
}
. (2.58)
Unterhalb der kritischen Temperatur ist in (2.57) t durch (−2t) zu ersetzen.
Ziel der asymptotischen Auswertung ist es, das Verhalten der physikalischen Gro¨ßen in
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unmittelbarer Na¨he von Tc zu ermitteln. Dort ist t ≈ 0 und damit ( ≈ 0.
Die nackten rein multiplikativ renormierbaren Vertexfunktionen haben alle die Form
Γ˚(R,N)(() = Z−Rr Z
−N/2
ϕ (
−(Rζ∗r+N2 ζ∗ϕ)Γ(R,N)(()
× exp
{
−
∫ 
1
d(′
(′
(
R(ζr((
′)− ζ∗r ) +
N
2
(ζϕ((
′)− ζ∗ϕ)
)}
,
(2.59)
ein Produkt aus Z-Faktoren, einer Potenz des Flußparameters (, der Vertexfunktion als
Funktion des Flußparameters und einer Korrektur zum asymptotischen Verhalten, auf
die in Abschnitt 2.6 na¨her eingegangen wird. Γ(R,N)(() ist selbst wieder aus einer Potenz
von ( und einem fu¨r ( = 0 endlichen Faktor zusammengesetzt. Außer in den (-Potenzen
wird der Flußparameter an allen Stellen auf den Wert 0 am kritischen Punkt gesetzt;
nur im Potenzgesetz wird die Beziehung (2.57) zwischen ( und der reduzierten Tem-
peratur t genutzt. Schließlich bleibt die inverse Referenzla¨nge µ durch eine im System
vorkommende La¨nge zu identifizieren. Dazu stehen die Korrelationsla¨nge ξ0 im nichtkri-
tischen Gebiet und der Gitterabstand, beziehungsweise die inverse Abschneidewellenzahl
Λ−1 zur Verfu¨gung. In einer Theorie, die die Auswirkung eines endlichen Gitterabstandes
unberu¨cksichtigt la¨ßt, fa¨llt die Wahl zwangsla¨ufig auf erstere. Auf diese Weise wird das
asymptotische Verhalten der Vertexfunktion als Funktion der Temperatur
Γ˚(R,N)(t) = A(R,N)|t|−γ(R,N) (2.60)
erhalten, wobei die Amplitude A(R,N) die Z-Faktoren, Korrekturen zur Asymptotik und
endliche Anteile umfaßt. γ(R,N) bezeichnet allgemein den kritischen Exponenten der je-
weiligen Vertexfunktion.
Die asymptotische Auswertung der Spezifischen Wa¨rme weist insofern eine Besonderheit
auf, als daß der kritische Anteil in einen regula¨ren konstanten Hintergrundterm und einen
singula¨ren temperaturabha¨ngigen Teil zerfa¨llt. Wie ersterer aus dem vollen Ausdruck her-
auszuziehen ist, ha¨ngt vom Vorzeichen von (4− d− 2ζ∗r ), das heißt dem Exponenten
α =
4− d− 2ζ∗r
2− ζ∗r
(2.61)
ab. Die nackte Spezifische Wa¨rme hat nach (2.44) die Form
C˚(ϕ)(() = µd−4AdZ−2r
[
F±(()K2r (1, ()(
−α/ν − 4
∫ 
1
d(′
(′
B((′)(′−α/νK2r (1, (
′)− A(1)
]
.
(2.62)
Zur Abku¨rzung der Formeln ist der Korrekturfaktor
Kr((1, (2) = exp
{∫ 2
1
d(′
(′
(ζr((
′)− ζ∗r )
}
(2.63)
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eingefu¨hrt.
Im Falle des dreidimensionalen Isingmodells mit einkomponentigem Ordnungsparameter
(n = 1) ist α positiv, so daß die (′-Integration in der Asymptotik divergiert. Durch
partielle Integration la¨ßt sich das Integral in eine reine (-Potenz sowie ein Integral, daß
fu¨r (→ 0 endlich bleibt zerlegen:
C˚(ϕ)(() = µd−4AdZ−2r
[
F±(()K2r (1, ()(
−α/ν +
4ν
α
[
B((′)(′−α/νK2r (1, (
′)
]′=
′=0
−4ν
α
∫ 
0
d(′ B((′)(′−α/νK2r (1, (
′)
] (2.64)
Die asymptotische Auswertung liefert
C˚(ϕ)(() = µd−4AdZ−2r
[
K2r (1, 0)(
−α/ν
(
F ∗±
(
r(()
µ2(2
)
+
4ν
α
B∗
)
+ regula¨re Anteile
]
.
(2.65)
Bei mehrkomponentigen Ordnungsparametern und insbesondere fu¨r den supraflu¨ssigen
Phasenu¨bergang von 4He (n = 2) hat α ein negatives Vorzeichen, so daß das verbliebene
Integral in (2.64) fu¨r ( = 0 an der oberen Grenze zwar divergent aber integrabel ist. Es
wird wie folgt zerlegt:
C˚(ϕ)(() = µd−4AdZ−2r
[
F±(()K2r (1, ()(
−α/ν − 4
∫ 
0
d(′
(′
B((′)(′−α/νK2r (1, (
′)
− 4
∫ 0
1
d(′
(′
B((′)(′−α/νK2r (1, (
′)−A(1)
] (2.66)
Die beiden vom Flußparameter ( unabha¨ngigen Summanden in den eckigen Klammern
gehen als regula¨rer kritischer Hintergrund in die Konstante B der vollen Spezifischen
Wa¨rme (2.13) ein. In der asymptotischen Auswertung wird wiederum ( → 0, das heißt
u(() gegen den Fixpunktwert u∗ geschickt. Damit ist
C˚(ϕ)(() = µd−4AdZ−2r
[
F ∗±
(
r(()
µ2(2
)
K2r (1, 0)(
−α/ν
+
4ν
α
B∗K2r (1, 0)(
−α/ν + regula¨re Anteile
] (2.67)
wie in (2.65) und nach der Flußparameterwahl r(() = µ2(2 oberhalb Tc
C˚(ϕ)(t) = µd−4AdZ2rK
2
r (1, 0)(Q
∗t)−α
[
F ∗(1) +
4ν
α
B∗
]
+ Ccr . (2.68)
Der temperaturabha¨ngige Anteil hat sowohl fu¨r ein positives als auch negatives α dieselbe
Form, allein der regula¨re Beitrag Ccr zum Hintergrund unterscheidet sich. Da dieser fu¨r
die vorliegende Arbeit nicht von Bedeutung ist, wird nicht weiter darauf eingegangen.
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2.5 Praktische Durchfu¨hrung der additiven Renor-
mierung im unendlichen System
Die oben ero¨rterten Verfahren zur Berechnung der renormierten Spezifischen Wa¨rme sol-
len am Beispiel der 2-Schleifen Na¨herung im unendlichen System oberhalb der kritischen
Temperatur angewendet werden. Der Ausdruck fu¨r die nackte Gro¨ße lautet
C˚(t) = CB +
1
4
a20C˚
(ϕ)(r0, u0; d) , (2.69)
worin der feldabha¨ngige Anteil durch
C˚(ϕ)(r0, u0; d) =
Ad(d− 2)
4− d nr
d−4
2
0 −
4A2d(d− 2)(d− 3)
(4− d)2 n(n+ 2)u0r
d−4
0 +O(u20) (2.70)
gegeben ist. Die Superrenormierung des Temperaturparameters wirkt sich erst jenseits
von O(u0) aus, so daß in 2-Schleifenna¨herung r0 unmittelbar durch (r0 − r0c) ersetzt
werden kann.
2.5.1 Multiplikative Renormierung der Temperaturableitung
der Spezifischen Wa¨rme
Die Temperaturableitung der nackten Spezifischen Wa¨rme ergibt sich zu
∂
∂r0
C˚(ϕ)(r0 − r0c, u0; d)
= −Ad(d− 2)
2
n(r0 − r0c) d−62 + 4A
2
d(d− 2)(d− 3)
4− d n(n+ 2)u0(r0 − r0c)
d−5 +O(u20) .
(2.71)
Der einfache (d−4)-Pol in der fu¨hrenden und der quadratische in der folgenden Ordnung
in u0 sind gegenu¨ber (2.70) jeweils um eine Stufe erniedrigt, so daß die multiplikativ
renormierte Temperaturableitung der Spezifischen Wa¨rme(
Z3r
∂C˚(ϕ)
∂r0
)
(r, u, µ; d)
= −Ad(d− 2)
2
nr
d−6
2
[
1 +
(n+ 2)u
4− d
(
2d− 8(d− 3)
(
r
µ2
)d−4
2
)
+O(u2)
] (2.72)
in 2-Schleifenna¨herung offensichtlich in 2 < d ≤ 4 endlich ist. U¨ber den Flußparameter
resultiert die nackte Ableitung der Spezifischen Wa¨rme nach r0 als Funktion der redu-
zierten Temperatur(
∂
∂r0
C˚(ϕ)
)
(t) = −Z−3r ξ6−d0
Ad(d− 2)
2
n
[
1 + 6(n + 2)u∗ +O ((u∗)2)]
× exp
{
3
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
(Q∗t)−α−1 .
(2.73)
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Nach der abschließenden Temperaturintegration folgt
C˚(ϕ)(t) =
a0Q∗
α
Z−3r ξ
6−d
0
Ad(d− 2)
2
n
[
1 + 6(n + 2)u∗ +O ((u∗)2)]
× exp
{
3
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
(Q∗t)−α + const.
= Z−2r ξ
4−d
0
Ad(d− 2)
2α
n
[
1 + 6(n+ 2)u∗ +O ((u∗)2)]
× exp
{
2
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
(Q∗t)−α + const. .
(2.74)
Die Integrationskonstante entspricht dem kritischen Anteil des Hintergrundes, wird bei
diesem Vorgehen jedoch nicht bestimmt.
2.5.2 Minimale additive Renormierung der SpezifischenWa¨rme
Aus der Forderung, daß die renormierte Spezifische Wa¨rme polfrei sein soll, ergibt sich
A(u; d) = − 2n
4− d −
8n(n + 2)
(4− d)2 u+O(u
2) (2.75)
woraus die Funktion B(u) berechnet wird:
B(u) =
n
2
+O(u2) (2.76)
Damit folgen
F+
(
r
µ2
, u; d
)
=
(d− 2)
(4− d)n
(
r
µ2
) d−4
2
+
2d(d− 2)
(4− d)2 n(n + 2)
(
r
µ2
) d−4
2
− 4(d− 2)(d− 3)
(d− 4)2 n(n+ 2)
(
r
µ2
)d−4
u− 2n
4− d −
8n(n + 2)
(4− d)2 u+O(u
2)
(2.77)
und
F+(1, u; d) = −n− 2n(n+ 2)u +O(u2) . (2.78)
Schließlich resultiert der singula¨re Anteil durch Einsetzten der asymptotischen Werte fu¨r
B(u) und F+(1, u; d) in (2.68) sowie durch Wahl der Referenzla¨nge µ = ξ
−1
0 zu
C˚(ϕ)(t) = Z−2r ξ
4−d
0
Ad
α
[
2nν − nα(1 + 2(n+ 2)u∗) +O ((u∗)2)]
× exp
{
2
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
(Q∗t)−α + const. .
(2.79)
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Das Resultat weicht vom u¨ber denWeg der Temperaturableitung erzielten Ergebnis (2.74)
ab. Das gilt fu¨r allgemeine Dimensionen d auch nach einer strengen Entwicklung des
Ausdruckes in den eckigen Klammern nach u∗. Mit
ν =
1
2
+ (n+ 2)u∗ +O ((u∗)2) und α = 4− d
2
− (n+ 2)du∗ +O ((u∗)2) (2.80)
wird
C˚(ϕ)(t) = Z−2r ξ
4−d
0
Ad(d− 2)
2α
n
[
1 +
4(d− 1)
(d− 2) (n+ 2)u
∗ +O ((u∗)2)]
× exp
{
2
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
(Q∗t)−α + const.
(2.81)
erhalten. Einzig in vier Dimensionen stimmen die Koeffizienten der Ordnung u∗ mitein-
ander u¨berein.
2.5.3 Nicht-minimale additive Renormierung der Spezifischen
Wa¨rme
Im Falle der nicht-minimalen additiven Renormierung kann die Funktion
Aˆ+(u; d) = −(d− 2)
(4− d)n +
2(d− 2)(d− 6)
(4− d)2 n(n+ 2)u+O(u
2) (2.82)
sofort niedergeschrieben werden. Aus ihr bestimmt sich
Bˆ+(u; d) =
(d− 2)
4
n+ (d− 2)n(n + 2)u+O(u2) . (2.83)
Der Ausdruck fu¨r Fˆ+ lautet:
Fˆ+
(
r
µ2
, u; d
)
=
(d− 2)
(4− d)n
(
r
µ2
) d−4
2
+
2d(d− 2)
(4− d)2 n(n+ 2)
(
r
µ2
) d−4
2
− 4(d− 2)(d− 3)
(d− 4)2 n(n+ 2)
(
r
µ2
)d−4
u
− (d− 2)
(4− d) −
1(d− 2)(d− 6)
(4− d)2 n(n+ 2)u+O(u
2)
(2.84)
Aufgrund der Renormierungsbedingung gilt
Fˆ+(1, u; d) ≡ 0 (2.85)
in allen Ordnungen in u.
Parallel zum Vorgehen bei der minimalen additiven Renormierung ergibt sich fu¨r den
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temperaturabha¨ngigen Anteil
C˚(ϕ)(t) = Z−2r ξ
4−d
0
Ad(d− 2)
α
nν
[
1 + 4(n + 2)u∗ +O ((u∗)2)]
× exp
{
2
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
(Q∗t)−α + const.
(2.86)
und nach Benutzung von (2.80) fu¨r ν
C˚(ϕ)(t) = Z−2r ξ
4−d
0
Ad(d− 2)
2α
n
[
1 + 6(n+ 2)u∗ +O ((u∗)2)]
× exp
{
2
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
(Q∗t)−α + const. .
(2.87)
Das Endergebnis hat dieselbe Form wie mit der Temperaturableitung in (2.74) berechnet
und weicht von dem der minimalen additiven Renormierung in der ersten Ordnung der
Sto¨rung ab.
In den beiden ersten Fa¨llen wird nicht die vollsta¨ndige, in der nackten Theorie vorhande-
ne Information ausgescho¨pft. Beim nicht-minimalen Renormierungsschema wird kein Ge-
brauch von der prinzipiell existierenden Kenntnis der reinen Polterme in d = 4 gemacht.
Diese geht auch u¨ber den Weg der Temperaturableitung verloren, bei der Konstanten in
r0 und damit insbesondere die fraglichen Pole herausfallen. Im Falle des Renormierungs-
verfahrens nach Dietrich, Diehl wirkt sich das darin aus, daß bei der asymptotischen
Auswertung von (2.54) auf der linken Seite der Gleichung nicht das exakte Verschwinden
der feldtheoretischen Funktion βu am Fixpunkt ausgenutzt werden kann, da die Funktio-
nen Fˆ± im Unterschied zu F± auch singula¨re Anteile entha¨lt. Anstelle des exakten Wertes
muß mit einer Entwicklung der β-Funktion nach u∗ gearbeitet werden. Das Zusammen-
fallen der unterschiedlichen Ergebnisse fu¨r die Spezifische Wa¨rme (2.81) und (2.87) in
vier Dimensionen erkla¨rt sich dadurch, daß dort βu den Gaußschen Fixpunkt u∗ = 0 als
einzige Nullstelle besitzt. Deswegen wird auch die Entwicklung
βu(u
∗) = (d− 4)u∗ +O ((u∗)2) (2.88)
in beliebiger Ordnung exakt gleich null.
Die u¨ber die Temperaturableitung beziehungsweise nach dem Vorgehen nach Dietrich,
Diehl erhaltenen und vom etablierten Verfahren der minimalen additiven Renormierung
abweichenden Resultate sind daher zwar nicht falsch aber unzuverla¨ssiger.
Offensichtlicher wird die Diskrepanz an der Spezifischen Wa¨rme des unendlichen Systems
unterhalb Tc. Dort bildet die Molekularfeldna¨herung die fu¨hrende Ordnung
C˚
(ϕ)
MF =
1
2u0
, (2.89)
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die eine Konstante in r0 ist. Dementsprechend verschwindet die Temperaturableitung
und die renormierte Spezifische Wa¨rme ist eine Konstante. Dasselbe resultiert bei nicht-
minimal additiver Renormierung, da Bˆ−(u) in fu¨hrender Ordnung verschwindet und
Fˆ−(1, u; d) analog (2.85) per Konstruktion identisch gleich null ist. Dahingegen liefert
das minimalen Vorgehen ein explizit temperaturabha¨ngiges Resultat.
Vor diesem Hintergrund sind die Ergebnisse fu¨r die Oberfla¨chen-Spezifischen Wa¨rmen
in den beiden folgenden Kapiteln oberhalb Tc und insbesondere unterhalb der kritischen
Temperatur, die mit dem Renormierungsverfahren von Dietrich, Diehl erzielt werden,
mit Vorsicht zu betrachten.
2.6 Korrekturen zum asymptotischen Verhalten
Außer direkt an der kritischen Temperatur befindet sich das System nicht am Fixpunkt,
so daß ( ≈ 0 nur eine Na¨herung darstellt. Um einen endlichen Abstand zu Tc zu beru¨ck-
sichtigen, wird eine Entwicklung um den asymptotischen Grenzfall durchgefu¨hrt. Die
erste Abweichung von ( = 0 wird als Wegner-Korrektur [77] bezeichnet. Der Kleinheits-
parameter u hat die Entwicklung
u(() = u∗ + au(ω +O((2ω) , (2.90)
mit dem sogenannten Wegner-Exponenten der Korrektur
ω =
∂
∂u
βu(u; d)
∣∣∣
u=u∗
. (2.91)
Damit haben die feldtheoretischen ζ-Funktionen die Formen
ζr,ϕ(() = ζ
∗
r,ϕ +
∂
∂u
ζr,ϕ
∣∣∣
u=u∗
· au(ω +O((2ω) . (2.92)
Weiterhin wird die Beziehung (2.57) zwischen Flußparameter ( und reduzierter Tem-
peratur t modifiziert. Durch iteratives Einsetzen la¨ßt sich ( als Reihe in Potenzen der
reduzierten Temperatur schreiben
( = (Q∗t)ν
(
1 + at
∆ +O(t2∆)) , (2.93)
mit ∆ = ω/ν. Der Exponent hat in drei Dimensionen den Zahlenwert ∆ ≈ 1/2.
Um die Amplitude der Wegner-Korrektur einer physikalischen Gro¨ße A zu berechnen,
mu¨ssen die Entwicklungen von u(() und der ζ-Funktionen in (2.30) beziehungsweise (2.44)
und (2.53) eingesetzt, sowie ( mit (2.93) auf t umgeschrieben werden. Es resultiert
Γ˚(R,N) = A(R,N)t
−γ(R,N) (1 + a(R,N)t∆ +O(t2∆)) . (2.94)
Entsprechendes gilt fu¨r die Spezifische Wa¨rme. Da der Gesamtexponent der Wegner-
Korrektur zum asymptotischen Verhalten (−α+∆) fu¨r alle Komponentenanzahlen n des
Ordnungsparameters positiv ist, muß der Koeffizient a±(2,0) des temperaturabha¨ngigen
Anteils immer analog (2.66) gewonnen werden.
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2.7 Skalenverhalten in endlichen Systemen
Bei der Betrachtung einer endlichen Geometrie tritt neben der Korrelationsla¨nge ξ mit
einer charakteristischen Ausdehnung L des Systems eine zusa¨tzliche makroskopische La¨n-
genskala auf. Die sogenannte Finite-size-Skalenhypothese [27, 28] geht davon aus, daß
außer dieser Gro¨ße keine weiteren Parameter durch die Endlichkeit des Systems zu denen
des unendlichen Volumens hinzukommen. Dann ist eine physikalische Gro¨ße im endlichen
Volumen durch Skalierung mit einer Potenz der Systemausdehnung auf eine Skalenfunk-
tion zuru¨ckfu¨hrbar, die nur noch vom Verha¨ltis von L und der Korrelationsla¨nge des
unendlichen Systems ξ abha¨ngt.
Die Aussage des Finite-size-Skalenverhaltens ist nur dann gu¨ltig, wenn es im System
tatsa¨chlich keine weiteren relevanten La¨ngen gibt, wie sie zum Beispiel als Gitterkon-
stante aus der mikroskopischen Struktur des betrachteten Systems oder von Randbedin-
gungen herru¨hren ko¨nnen. Letzteres ist gewa¨hrleistet im Falle von periodischen Rand-
bedingungen und bei einem am Systemrand exakt verschwindenden Ordnungsparame-
ter, den Dirichlet Randbedingungen. Ansonsten tritt an der Oberfla¨che eine sogenannte
Extrapolationsla¨nge auf, die der Verla¨ngerung des Ordnungsparameterprofils u¨ber den
Systemrand bei nicht vollsta¨ndiger Unterdru¨ckung entspricht. Dieses Kriterium wird in
Kapitel 8 zur Abscha¨tzung der Gu¨te der Nachbildung von Dirichlet-Randbedingungen in
diskreten Spinsystemen Verwendung finden.
Verifiziert ist die Finite-size Skalenhypothese fu¨r das feldtheoretische Kontinuumsmodell
mit rein periodischen Randbedingungen und unendlicher Abschneidewellenzahl. Neue Ar-
beiten von Chen, Dohm [10] ergeben jedoch, daß die Beru¨cksichtigung einer endlichen
Abschneidewellenzahl zu einer Verletzung des Skalenverhaltens fu¨hrt. Im ϕ4-Gittermodell
macht ein endlicher Gitterabstand eine Modifikation der im folgenden Abschnitt herge-
leiteten Skalenform erforderlich.
Unklar ist, ob Finite-size-Skalenverhalten fu¨r Dirichlet-Randbedingungen in einer Theo-
rie mit unendlicher Abschneidewellenzahl Gu¨ltigkeit besitzt. Experimentelle Ergebnisse
zur superfluiden Dichte von 4He aus dem Jahr 1989 besta¨tigen die Skalenvermutung
nicht [60].
2.7.1 Skalenverhalten der physikalischen Gro¨ßen
Das Verha¨ltnis einer physikalischen Gro¨ße im Volumen zu derselben Gro¨ße im endlichen
System ist eine dimensionslose Funktion. Wenn die Korrelationsla¨nge ξ und die Syste-
mausdehnung L die beiden einzigen relevanten La¨ngen nahe bei Tc darstellen, kann das
asymptotische Verha¨ltnis nur vom Quotienten der beiden La¨ngenskalen abha¨ngen, sofern
die Gro¨ße nur durch das kritischen Verhalten bestimmt ist. Am Beispiel der Suszeptibi-
lita¨t χ+ oberhalb Tc gilt3:
3Im endlichen System sind wegen der fehlenden Symmetriebrechung verschiedene Definitionen der
Suszeptibilita¨t in den Temperaturregimen T > Tc und T < Tc no¨tig, damit jeweils der richtige Limes
des unendlichen Systems gewa¨hrleistet ist.
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χ˚+(t, L)
χ˚(t,∞) = f
+
χ (L/ξ) (2.95)
⇒ χ˚(t, L) = A+χ t−γ · f+χ (L/ξ) (2.96)
Mit der Korrelationsla¨nge des unendlichen Systems
ξ = ξ0t
−ν (2.97)
ergibt sich daraus
χ˚+(t, L) = A+χ (ξ/ξ0)
γ/ν · f+χ (L/ξ)
= (L/ξ0)
γ/ν · P+χ (L/ξ) .
(2.98)
Demnach ist der Ausdruck einer physikalischen Gro¨ße A im endlichen System fu¨r große
ξ und große L in eine normierte Potenz dieser La¨nge und eine nur noch vom Verha¨ltnis
L/ξ, das heißt der Skalenvariablen
(
t(L/ξ0)1/ν
)
abha¨ngigen Skalenfunktion PA zerlegbar.
Das bedeutet, daß die fu¨r verschieden große endliche Systeme unterschiedlichen Kurven
einer physikalischen Gro¨ße A durch U¨berfu¨hrung in Skalenform in eine einzige Funktion
PA zusammenfallen.
2.7.2 Skalenverhalten der Spezifischen Wa¨rme
Da in die Spezifische Wa¨rme auch additive Anteile des nichtkritischen Hintergrundes
eingehen, la¨ßt sie sich nicht auf so einfache Art wie oben durch eine Skalenfunktion aus-
dru¨cken. Ein Skalenverhalten gilt nur fu¨r kritische Anteile. Diese ko¨nnen auf verschiedene
Weisen herausgezogen werden, nu¨tzlich sind die beiden folgenden [64].
Zum einen wird die Differenz der vollen temperaturabha¨ngigen Spezifischen Wa¨rme des
abgeschlossenen und der des unendlichen Systems bei einer Hintegrundtemperatur t0 be-
trachtet. Durch die Subtraktion fa¨llt der nichtkritische Beitrag gerade heraus. Wird diese
Differenz durch den temperaturabha¨ngigen Term der Spezifischen Wa¨rme (2.13) des un-
endlichen Systems oberhalb von Tc dividiert, resultiert wiederum eine dimensionslose
Funktion [
C˚(t, L)− C˚(t0,∞)
]
A+
α
t−α
= fC(L/ξ) (2.99)
Parallel zu den Umformungen (2.95)-(2.98) im vorhergehenden Abschnitt ist daraus die
Skalenform [
C˚(t, L)− C˚(t0,∞)
]
= (L/ξ0)
α/ν · f1(L/ξ) (2.100)
zu gewinnen. Die Skalenfunktion f1 ist fu¨r alle Temperaturen endlich, da von der endlichen
Spezifischen Wa¨rme des begrenzten Systems ein konstanter Hintergrundwert abgezogen
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wird. Sie eignet sich deswegen gut zur Untersuchung der Umgebung der kritischen Tem-
peratur sowie des von C˚(t, L) ausgebildeten Maximums.
Alternativ kann die Differenz der Spezifischen Wa¨rmen des begrenzten und des unend-
lichen Systems bei derselben Temperatur gebildet werden. Analog zur vorherigen Argu-
mentation kann gezeigt werden, daß diese nach dem Gesetz[
C˚(t, L)− C˚(t,∞)
]
= −(L/ξ0)α/ν · f2(L/ξ) (2.101)
skalt. Das negative Vorzeichen ist Konvention, damit f2 selbst positiv ist, da die Spezifi-
sche Wa¨rme des endlichen Systems in der Regel gegenu¨ber dem Volumen abgesenkt ist.
Eine Ausnahme bildet insbesondere bei periodischen Randbedingungen4 die Umgebung
des Maximums im begrenzten System. In diesem Bereich ist allerdings f2 ohnehin nicht
zur Beschreibung geeignet, da diese Skalenfunktion im Gegensatz zu f1 am kritischen
Punkt mit der Spezifischen Wa¨rme des unendlichen Systems singula¨r wird. Der Vorteil
von f2 liegt darin, daß die Funktion fu¨r große Argumente
(
t(L/ξ)1/ν
)
den Oberfla¨chen-
anteil wiedergibt.
Bei gegenu¨ber der Korrelationsla¨nge ξ hinreichend großer Ausdehnung einer endlichen
Geometrie mit nicht-periodischen Randbedingungen stellt die Oberfla¨chen-Spezifische
Wa¨rme die fu¨hrende Abweichung vom Verhalten des unendlichen Systems dar:
C˚(t, L) = C˚V +
S
V
C˚s + . . . (2.102)
Dabei stehen C˚V,s fu¨r die Spezifischen Wa¨rmen des Volumens und der Oberfla¨chen, wobei
C˚V = C˚(t,∞). Das Verha¨ltnis der Oberfla¨chen zum Volumen S/V ist durch eine charak-
teristische La¨nge L des Systems gegeben, die in die Skalenfunktion eingeht. Gleichsetzung
von (2.101) und (2.102) liefert
1
L
C˚s ∼ −
(
L
ξ0
)α/ν
f2
(
L
ξ
)
. (2.103)
Im Vorgriff auf die Ergebnisse aus den Kapiteln 3 und 4 hat der temperaturaba¨ngige Ober-
fla¨chenanteil der Spezifischen Wa¨rme die Form C˚s(t) =
A±s
α+ν
|t|−(α+ν), so daß mit (2.97)
f2
(
L
ξ
)
∼ − A
±
s
(α+ ν)ξ0
(
L
ξ
)−α+ν
ν
(2.104)
resultiert. Damit wird im Rahmen der in den analytischen Rechnungen vorgenommenen
Vereinfachung auf eine unendliche Abschneidewellenzahl das Finite-size-Skalenverhalten
fu¨r die Spezifische Wa¨rme einer Dirichlet-Oberfla¨che besta¨tigt. In einem doppelt logarith-
mischen Auftrag von f2 als Funktion der Skalenvariablen (L/ξ) wird der Oberfla¨chenbei-
trag als eine Gerade mit der Steigung −α+ν
ν
erwartet.
4Fu¨r diesen Spezialfall existiert daru¨ber hinaus eine Summenregel, die besagt, daß die Integrale der
Spezifischen Wa¨rme u¨ber die Temperatur im unendlichen und im abgeschlossenen System mit periodi-
schen Ra¨ndern denselben Wert haben.
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Kapitel 3
Halbraum mit Dirichlet-Oberfla¨che
oberhalb der kritischen Temperatur
Zur Untersuchung der Auswirkung von Oberfla¨chen ist die Betrachtung eines Halbrau-
mes mit Dirichlet-Randbedingungen an der Systemgrenze besonders geeignet, da einer-
seits der reine Oberfla¨cheneffekt ohne Einflu¨sse der Endlichkeit des betrachteten Systems
studiert werden kann. Andererseits stellen Dirichlet-Randbedingungen, bei denen sowohl
der Ordnungsparameter als auch dessen Fluktuationen auf dem Rand verschwinden, den
asymptotischen Grenzfall aller den Ordnungsparameter unterdru¨ckenden Randbedingun-
gen dar.
Oberhalb der kritischen Temperatur existieren bereits Rechnungen zur Spezifischen Wa¨r-
me mit dieser Geometrie und diesen Randbedingungen [19, 30]. Hier werden anhand der
lokalen Energiedichte die Herkunft und Struktur der Divergenzen der nackten Gro¨ße her-
ausgearbeitet, und daraus das zur Renormierung verwendete nicht-minimale Verfahren
begru¨ndet.
3.1 Aufbau der Sto¨rungstheorie
Da die volle Zustandssumme (2.7) aufgrund des ϕ4-Terms im LGW-Hamiltonian (2.5)
nicht analytisch exakt ausrechenbar ist, wird dieser in den rein quadratischen Anteil
H0{ϕ˚(x)} =
∫
ddx
[
r0
2
ϕ˚2(x) +
1
2
(∇ϕ˚(x))2
]
(3.1)
und die Sto¨rung
H1{ϕ˚(x)} =
∫
ddxu0
(
ϕ˚2(x)
)2
(3.2)
zerlegt. Die unter Vernachla¨ssigung von (3.2) mit u0 = 0 analytisch berechenbaren Gro¨ßen
werden als Gaußsche Na¨herung bezeichnet und bilden oberhalb der kritischen Temperatur
die fu¨hrende Ordnung der Sto¨rungsreihe.
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Der Propagator der Sto¨rungstheorie ergibt sich aus der ra¨umlichen 2-Punkt-Korrelations-
funktion des Ordnungsparameterfeldes
G+0b(x1, x2) = 〈ϕ˚(x1)ϕ˚(x2)〉0 (3.3)
mit der statistischen Gewichtung des ungesto¨rten Hamiltonians H0. Durch Fouriertrans-
formation aller Ortskomponenten wird daraus der Propagator im d-dimensionalen Im-
pulsraum gewonnen, der im unendlichen Volumen ohne Oberfla¨chen die Form
G+0b(q) =
1
r0 + q2
(3.4)
hat. Bei einer nur bis auf eine Raumrichtung z ausgefu¨hrten Transformation lautet der
Propagator
G+0b(z1, z2;p) =
exp
{
−√r0 + p2|z1 − z2|}
2
√
r0 + p2
(3.5)
mit einem zur z-Richtung senkrechten (d− 1)-dimensionalen Impuls p.
Die freie Energie beziehungsweise die Vertexfunktion Γ(0,0) ist in der diagrammatischen
Sto¨rungstheorie durch die negative Summe aller Vakuumdiagramme gegeben, die aus
dem Propagator (3.4) aufgebaut werden ko¨nnen.
F (ϕ) = − − − − +O(u30) (3.6)
In den Diagrammen stehen die Linien jeweils fu¨r einen Propagator, so daß ein Diagramm
das Produkt u¨ber Propagatoren darstellt. Dabei gilt Impulserhaltung an den Kopplungs-
punkten, die mit dem Faktor −u0 beitragen. Zusa¨tzlich mu¨ssen geometrische Faktoren
fu¨r Symmetrien der Diagramme beru¨cksichtigt werden. Bei der Berechnung wird u¨ber al-
le in den Propagatoren der Diagramme vorkommenden unabha¨ngigen Impulse integriert.
Eine Ausnahme bildet die Gaußsche Na¨herung als fu¨hrende Ordnung, deren Darstellung
als Kringel nur symbolisch ist. Ihr Beitrag wird abweichend direkt durch Funktionalinte-
gration mit dem rein quadratischen Hamiltonian (3.1) gewonnen.
Dieselbe Vorgehensweise gilt fu¨r die volle freie Energie des Halbraumes mit einer Dirichlet-
Oberfla¨che. In diesem Fall tritt die zusa¨tzliche Bedingung auf, daß das Feld ϕ˚(x) an
der Systemgrenze verschwindet. Entsprechend hat jede 2-Punkt-Korrelationsfunktion
〈ϕ˚(x1)ϕ˚(x2)〉0 mit mindestens einem Ort x1, x2 auf der Oberfla¨che den Wert null. Daraus
ergibt sich fu¨r den Propagator des Halbraumes G+0 (z1, z2;p) mit einer Ortskomponente
z in der zur Oberfla¨che senkrechten Raumrichtung die Forderung, daß er falls z1 · z2 = 0
gleichermaßen verschwindet. Andererseits soll er fu¨r zwei sehr weit von der Oberfla¨che
entfernte Orte gegen den Volumenpropagator (3.5) streben. Beides wird durch die Diffe-
renz zweier Propagatoren des unendlichen Systems erfu¨llt. Liegen zwei Punkte mit den
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Absta¨nden z1, z2 > 0 von der Systemwand entfernt im Halbraum, ist der Propagator
im Halbraum mit Dirichlet-Randbedingungen durch den die beiden Orte direkt verbin-
denden Volumenpropagator abzu¨glich des die Punkte durch eine Reflexion an der Wand
verbindenden Propagators gegeben:
G+0 (z1, z2;p) =
1
2
√
r0 + p2
[
e−
√
r0+p2|z1−z2| − e−
√
r0+p2(z1+z2)
]
(3.7)
p steht fu¨r den zur Oberfla¨che parallelen Impuls. Im zweiten Exponenten sind die Be-
tragsstriche von |z1 − (−z2)| entfallen.
Der erste Summand ist der bekannte Propagator G+0b des unendlichen Systems (3.5), der
zweite wird als Oberfla¨chenpropagator G+0s bezeichnet. Graphisch werden die Propagato-
ren durch
G+0 = G
+
0b +G
+
0s = = + (3.8)
dargestellt.
3.2 Die nackte Energiedichte
Die lokale Dichte der freien Energie f(z) als Funktion des Abstandes z von der Grenze
des Halbraumes setzt sich in 2-Schleifenna¨herung aus den Diagrammen
f (ϕ)(z) = − − +O(u20)
= − − − − − +O(u20)
(3.9)
zusammen. Der Oberfla¨chenanteil fs(z) besteht aus den Diagrammen, die mindestens
einen Oberfla¨chenpropagator enthalten:
f (ϕ)s (z) = − − − +O(u20) (3.10)
In (3.9), (3.10) und bei allen folgenden Gleichungen ist nur die Abha¨ngigkeit der Gro¨ßen
von den fu¨r den jeweiligen Kontext wichtigen Parametern explizit angegeben, die nackten
lokalen Energiedichten sind im allgemeinen Funktionen von z, r0, u0, d.
Die Diagramme werden mit Hilfe der in den Nebenrechnungen in Anhang B.1 angegebe-
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nen Integralen ausgewertet. Die fu¨hrende Ordnung berechnet sich zu
∂
∂r0
(
−
)
=
1
2
∫ (d−1)
p
G+0s(z, z;p) = −
1
4
∫ (d−1)
p
exp
{
−2z
√
r0 + p2
}
√
r0 + p2
= −Sd−1
4
∫ Λ
0
dp pd−2√
r0 + p2
exp
{
−2z
√
r0 + p2
}
Λ→∞
= − 1
(4π)d/2
(√
r0
z
) d−2
2
Kd−2
2
(2
√
r0z)
(3.11)
mit der komplexen Besselfunktion Kν(z).
Da der Impuls p im Integranden nur quadratisch vorkommt, zerfa¨llt das Integral in eine
einfache Betragsintegration und den Raumwinkel der (d−1)-dimensionalen Einheitskugel,
der mit dem Faktor (2π)−(d−1) in
Sd−1 =
2
(4π)
d−1
2
Γ−1
(
d− 1
2
)
(3.12)
zusammengefaßt ist. In der p-Integration ist formal die Existenz einer Abschneidewellen-
zahl beru¨cksichtigt, die in (3.11) unphysikalisch als harte obere Grenze Λ implementiert
ist und bei der abschließenden Rechnung gegen Unendlich geschickt wird.
Das Ausgangsintegral ist fu¨r alle Dimensionen d > 1 an der unteren Grenze infrarot(IR)-
konvergent. Desweiteren sorgt der negative Exponent fu¨r die Endlichkeit des Integrals
an der oberen Grenze, das daher ultraviolett(UV)-konvergent fu¨r von null verschiedene
Absta¨nde von der Oberfla¨che z ist. Fu¨r z ≡ 0 entfa¨llt der Exponentialanteil, so daß
ein Integral
∫ Λ
0
dp p
d−2√
r0+p2
verbleibt, das fu¨r Λ → ∞ in d ≥ 2 an der oberen Grenze di-
vergiert. Durch die Formulierung des Integrals mit der Temperaturvariablen (r0 − r0c)
wa¨re die Divergenz auf die diskrete Dimensionen d = 4 beschra¨nkt. Bei Ausfu¨hrung der
Impulsintegration in dimensioneller Regularisierung schla¨gt sie sich in einer fu¨r d > 2 ne-
gativen z-Potenz im Ergebnis von (3.11) nieder. Der genaue Wert des Exponenten wird
im folgenden Abschnitt durch Auswertung der BesselfunktionKd−2
2
fu¨r kleine Argumente
bestimmt.
Die u¨brigen Diagramme lauten in dimensioneller Regularisierung
− = 6u0
(∫ (d−1)
p
G+0,b(z, z)
)(∫ (d−1)
p
G+0,s(z, z)
)
= 6u0
(∫ (d−1)
p
1
2
√
r0 + p2
)(∫ (d−1)
p
− exp{−2z√r0 + p2}
2
√
r0 + p2
)
(3.13)
=
12u0Ad
(4π)d/2(4− d)r
d−2
2
0
(√
r0
z
)d−2
2
Kd−2
2
(2
√
r0z)
− = 3u0
(∫ (d−1)
p
G+0,s(z, z)
)2
=
12u0
(4π)d
(√
r0
z
)d−2
K2d−2
2
(2
√
r0z) . (3.14)
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Insgesamt ergibt sich die nackte lokale Energiedichte e˚
(ϕ)
s (z) zu
e˚(ϕ)s (z) = 2
∂
∂r0
f (ϕ)s (z)
=
[
− 2
(4π)d/2
+
12u0Ad(d− 2)
(4π)d/2(4− d) r
d−4
2
0
] [(√
r0
z
) d−2
2
Kd−2
2
(2
√
r0z)
]
+
24u0Ad
(4π)d/2(4− d)r
d−2
2
0
∂
∂r0
[(√
r0
z
) d−2
2
Kd−2
2
(2
√
r0z)
]
+
48u0
(4π)d/2
[(√
r0
z
) d−2
2
Kd−2
2
(2
√
r0z)
]
∂
∂r0
[(√
r0
z
)d−2
2
Kd−2
2
(2
√
r0z)
]
+O (u20) .
(3.15)
Im Ausdruck fu¨r e˚s(z) sind Pole in vier Dimensionen sowie die angesprochenen ra¨umli-
chen Divergenzen fu¨r z → 0 vorhanden. Erstere resultieren aus dem Integral u¨ber den
Propagator des unendlichen Systems im Diagramm aus (3.13), wa¨hrend letztere von den
Oberfla¨chenanteilen herru¨hren.
3.2.1 Verhalten der nackten lokalen Energiedichte
nahe der Oberfla¨che
Um das Verhalten der nackten lokalen Energiedichte in der Na¨he der Dirichlet-Oberfla¨che
zu untersuchen, wird eine Entwicklung des oben erhaltenen Ausdruckes (3.15) um kleine
Absta¨nde z vorgenommen. Dabei wird auf die im Anhang B.2 aufgefu¨hrte Entwicklung
der Besselfunktion mit komplexem Argument zuru¨ckgegriffen. Tatsa¨chlich reicht bei der
Entwicklung die Kleinheit von z nicht aus, der eigentliche Entwicklungsparameter ist√
r0z ∼ z/ξ, das Verha¨ltnis des Abstandes vom Systemrand zur Korrelationsla¨nge ξ.
Zur Vereinfachung werden nur nicht-negative z-Potenzen fu¨r d ≤ 4 beru¨cksichtigt.
e˚(ϕ)s (z  ξ)
=
[
− 2
(4π)d/2
+
12u0Ad(d− 2)
(4π)d/2(4− d) r
d−4
2
0
][
π
2Γ
(
4−d
2
) csc((d− 2)π
2
) (√
r0
z
) d−2
2
(
√
r0z)
2−d
2
]
+
24u0Ad
(4π)d/2(4− d)r
d−2
2
0
∂
∂r0
[
π
2Γ
(
4−d
2
) csc((d− 2)π
2
) (√
r0
z
) d−2
2
(
√
r0z)
2−d
2
]
+
48u0
(4π)d/2
[
π
2
csc
(
(d− 2)π
2
) (√
r0
z
) d−2
2
(
(
√
r0z)
2−d
2
Γ
(
4−d
2
) + (√r0z) 6−d2
Γ
(
6−d
2
) − (√r0z) d−22
Γ
(
d
2
)
)]
× ∂
∂r0
[
π
2
csc
(
(d− 2)π
2
) (√
r0
z
)d−2
2
(
(
√
r0z)
2−d
2
Γ
(
4−d
2
) + (√r0z) 6−d2
Γ
(
6−d
2
) − (√r0z) d−22
Γ
(
d
2
)
)]
+ nicht-negative z-Potenzen in d ≤ 4 + O(u20)
32 KAPITEL 3. HALBRAUM OBERHALB TC
=
π
2Γ
(
4−d
2
)z2−d csc((d− 2)π
2
) [
− 2
(4π)d/2
+
24u0π
(4π)dΓ
(
6−d
2
)z4−d
]
+ nicht-negative z-Potenzen in d ≤ 4 + O(u20)
= Γ
(
d− 2
2
)
z2−d
[
− 1
(4π)d/2
+
24u0Γ
(
d−2
2
)
(4π)d(4− d)z
4−d
]
+ nicht-negative z-Potenzen in d ≤ 4 + O(u20)
(3.16)
Die nackte lokale Energiedichte zeigt an der Oberfla¨che eine ra¨umliche Divergenz ober-
halb von zwei Dimensionen. Sie ist wie bei der Berechnung des Gaußschen Anteils der
lokalen Oberfla¨chenenergiedichte diskutiert eine UV-Divergenz. Analog den (d−4)-Polen
des unendlichen Systems ru¨hrt sie von der Nichtbeachtung der Existenz eines nicht-
verschwindenden Gitterabstandes her. Wa¨hrend die aus dem Volumen bekannten Pole in
vier Dimensionen durch die Zulassung ra¨umlich ku¨rzerer Fluktuationen als der Gitterab-
stand resultieren, stammt die Divergenz in d = 3 daher, daß durch die gegen Unendlich
geschickte Abschneidewellenzahl der Impulsintegration unphysikalisch zu kurze Absta¨nde
von der Oberfla¨che erreicht werden ko¨nnen.
Es fa¨llt auf, daß die negative z-Potenz vom Temperaturparameter r0 unabha¨ngig ist.
3.2.2 Die nackte integrierte Energiedichte
Aus der lokalen Energiedichte ergibt sich durch Integration u¨ber den Abstand von der
Dirichlet-Oberfla¨che die globale Gro¨ße
E˚(ϕ)s =
∫ ∞
0
dz e˚s(z)
=
Ad−1
4(5− d)nr
d−3
2
0
[
1− 2(n + 2)u0Ad(2d− 5)r
d−4
2
0
×
(
1
4− d +
(4− d)(d− 2)
4
Γ
(
5−d
2
)
Γ
(
5−2d
2
)
Γ
(
6−d
2
)
Γ(5− d)
)]
+O(u20)
(3.17)
in U¨bereinstimmung mit fru¨heren Ergebnissen von Dohm [19] im Fall des einkomponen-
tigen Ordnungsparameters beziehungsweise allgemeiner Frank, Dohm [30]. In dieser
Gro¨ße a¨ußert sich die ra¨umliche Divergenz z2−d aus der lokalen Energiedichte nach der
Ortsintegration in einem dimensionellen Pol in d = 3, der in
Ad−1 =
4Γ
(
7−d
2
)
(4π)
d−1
2 (d− 3)
(3.18)
enthalten ist. Bemerkenswerterweise liefert die gegenu¨ber dem Volumen niedrigerdimen-
sionale Oberfla¨che eine Polstelle in drei anstelle von vier Dimensionen.
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3.3 Renormierung der nackten Energiedichten
Im Zuge der Renormierung der nackten Energiedichten sollen alle durch den unphysika-
lischen U¨bergang Λ → ∞ entstandenen Divergenzen behoben werden. Diese umfassen
sowohl die dimensionellen Pole in vier Dimensionen als auch die ra¨umliche Divergenz der
lokalen Gro¨ße.
Die Renormierung von e˚(ϕ)(z) erfolgt hier ausschließlich zur Untersuchung des (d − 3)-
Pols der integrierten Energiedichte. Zur Bestimmung der korrekten Form des Energie-
dichteprofils in der Na¨he der Oberfla¨che muß zusa¨tzlich eine sogenannte Short-distance-
Expansion [81] vorgenommen werden.
3.3.1 Rein multiplikative Renormierung
der lokalen Energiedichte
Zuna¨chst wird die lokale Energiedichte e˚
(ϕ)
s (z) durch eine Multiplikation mit den aus
dem unendlichen System bekannten Z-Faktoren renormiert. In der hier betrachteten 2-
Schleifenna¨herung erfolgt der U¨bergang der nackten Gro¨ßen vom Parameter r0 auf den
Abstand von der kritischen Temperatur (r0 − r0c) durch ein einfaches Ersetzen. Das
liegt daran, daß wegen r0c ∼ u2/(4−d)0 Auswirkungen der Variablenumschreibung in allen
Dimensionen 2 < d ≤ 4 erst jenseits der Ordnung u0 auftreten. Insbesondere macht sich
r0c im fu¨r den Vergleichmit Experimenten in realen Systemen interessanten Fall d = 3 erst
in O(u20) bemerkbar. Zur Unterscheidung von der spa¨ter zusa¨tzlich additiv renormierten
Gro¨ße wird die rein multiplikativ renormierte lokale Energiedichte mit e¯
(ϕ)
s (z) bezeichnet.
e¯(ϕ)s (z) = Zre˚
(ϕ)
s (z)
=
(
1 +
12u
4− d
)
×

−
2
(4π)d/2




√(
1 + 12u
4−d
)
r
2


d−2
2
Kd−2
2
(
2
√(
1 +
12u
4− d
)
r z
)


+
12µ4−du(d− 2)
(4π)d/2(4− d) r
d−4
2
[(√
r
2
) d−2
2
Kd−2
2
(
2
√
rz
)]
+
24µ4−du
(4π)d/2(4− d)r
d−2
2
∂
∂r
[(√
r
2
) d−2
2
Kd−2
2
(
2
√
rz
)]
+
48µ4−du
(4π)dAd
[(√
r
2
) d−2
2
Kd−2
2
(
2
√
rz
)] · ∂
∂r
[(√
r
2
)d−2
2
Kd−2
2
(
2
√
rz
)]
+O(u2)
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= − 2
(4π)d/2
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2
) d−2
2
Kd−2
2
(
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√
rz
)]− 24u
(4π)d/2(4− d)
[(√
r
2
) d−2
2
Kd−2
2
(
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rz
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− 24u
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2
(
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+
12µ4−du(d− 2)
(4π)d/2(4− d) r
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[(√
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2
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+
24µ4−du
(4π)d/2(4− d)r
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∂r
[(√
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2
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2
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2
(
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√
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+
48µ4−du
(4π)dAd
[(√
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2
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2
Kd−2
2
(
2
√
rz
)] · ∂
∂r
[(√
r
2
) d−2
2
Kd−2
2
(
2
√
rz
)]
+O(u2)
(3.19)
Durch Herausgreifen der Pole in d = 4
lim
d→4
[
(4− d) · e¯(ϕ)s (z)
]
= − 24u
(4π)2
[(√
r
z
)
K1(2
√
rz)
]
− 24u
(4π)2
r
∂
∂r
[(√
r
z
)
K1(2
√
rz)
]
+
24u
(4π)2
[(√
r
z
)
K1(2
√
rz)
]
+
24u
(4π)2
r
∂
∂r
[(√
r
z
)
K1(2
√
rz)
]
+O(u2)
= 0 +O(u2)
(3.20)
ist erkennbar, daß sich die einzelnen Terme gerade herausheben. Die multiplikative Re-
normierung reicht aus, um die Pole der lokalen Energiedichte in vier Dimensionen zu
beseitigen. Dieses ist insofern zu erwarten, als daß der in 2-Schleifenna¨herung einzige
(d− 4)-Pol aus der Integration des Volumenpropagators im Diagramm (3.13) resultiert.
Es erscheint plausibel, daß diese Beobachtung auf beliebige Ordnungen in u zutrifft.
Wird das Verfahren auf die um kleine z entwickelte Gro¨ße angewendet, stellt sich jedoch
heraus, daß die ra¨umlichen Divergenzen nach wie vor existieren:
e¯(ϕ)s (z  ξ) =
(
1 +
12u
4− d
)
Γ
(
d− 2
2
)
z2−d
[
− 1
(4π)d/2
+
24µ4−duΓ
(
d−2
2
)
(4π)d(4− d)Ad z
4−d
]
+ nicht-negative z-Potenzen in d ≤ 4 + O(u2)
= − 1
(4π)d/2
Γ
(
d− 2
2
)
z2−d − 12u
(4π)d/2(4− d)Γ
(
d− 2
2
)
z2−d
+
24µ4−du
(4π)d(4− d)AdΓ
(
d− 2
2
)
Γ
(
d− 2
2
)
z6−2d
+ nicht-negative z-Potenzen in d ≤ 4 + O(u2)
(3.21)
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Der (d − 3)-Pol der integrierten Gro¨ße wird daher nicht durch eine rein multiplikative
Renormierung beseitigt werden.
3.3.2 Additive Renormierung der lokalen Energiedichte
In Abschnitt 3.2.1 wurde festgestellt, daß der ra¨umlich divergente Anteil der nackten
lokalen Energiedichte, der zum Pol der integrierten Gro¨ße in drei Dimensionen fu¨hrt, den
Temperaturparameter r0 nicht mehr entha¨lt. Er la¨ßt sich daher durch Abzug einer Kon-
stanten in der Temperatur beseitigen. Dieses leistet die additive Renormierung (2.47)
nach Dietrich, Diehl, die in [16] im Zusammenhang mit der ε-Entwicklung fu¨r die
volle lokale Energiedichte eines allgemeinen Systems mit alleinigem Blick auf Pole in vier
Dimensionen formuliert wurde. Die Anwendbarkeit auf die (d− 3)-Pole von Oberfla¨chen-
gro¨ßen war den Autoren nicht bewußt.
Das Verfahren gilt insbesondere fu¨r die Gro¨ße des unendlichen Systems, so daß es we-
gen der Linearita¨t die Renormierungsvorschrift auch auf die reine Oberfla¨chengro¨ße an-
wendbar sein muß. Da nur noch mit der nicht-minimalen Renormierung gearbeitet wird,
entfa¨llt im folgenden das in den Abschnitten 2.3.3 und 2.5.3 verwendeteˆzur Kennzeich-
nung dieses Verfahrens:
e(ϕ)s (z; r) = Zr
[˚
e(ϕ)s (z; r0 − r0c)− e˚(ϕ)s (z; r0b − r0c)− (r0 − r0b)
∂
∂r0
e˚(ϕ)s (z; r0 − r0c)
∣∣∣
r0=r0b
]
(3.22)
Wiederum sind die nackten Argumente auf der rechten Seite durch die renormierten
ausgedru¨ckt. Die additiv renormierte lokale Energiedichte la¨ßt sich durch die rein multi-
plikativ renormierte Gro¨ße ausdru¨cken:
e(ϕ)s (z; r) = e¯
(ϕ)
s (z; r)− e¯(ϕ)s (z;µ2)− (r − µ2)
∂
∂r
e¯(ϕ)s (z; r)
∣∣∣
r=µ2
(3.23)
Aus dieser Darstellung wird ersichtlich, daß die additiv renormierte Gro¨ße in vier Dimen-
sionen polfrei ist, da bereits die rein multiplikativ renormierte lokale Energiedichte keine
dimensionellen Pole fu¨r d = 4 aufweist.
Bei der Entwicklung der nackten Energiedichte um kleine Absta¨nde von der Oberfla¨che
in (3.16) stellte sich heraus, daß der Term, der fu¨r z → 0 gegen Unendlich strebt, nicht
mehr vom Temperaturparameter r0 abha¨ngt. Entsprechend sind auch die ra¨umlich di-
vergenten Anteile von e¯
(ϕ)
s (z; r) konstant in r. Mit diesen Voru¨berlegungen folgt, daß
e
(ϕ)
s (z; r) am Systemrand einen endlichen Wert hat:
e(ϕ)s (z  ξ; r) = e¯(ϕ)s (z  ξ; r) − e¯(ϕ)s (z  ξ;µ2)− (r − µ2)
∂
∂r
e¯(ϕ)s (z  ξ; r)
∣∣∣
r=µ2
= 0 + nicht-negative z-Potenzen +O(u2)
(3.24)
mit e¯
(ϕ)
s (z  ξ; r) aus (3.21).
Das additive Renormierungsschema von Dietrich, Diehl sorgt damit dafu¨r, daß die
renormierte lokale Energiedichte e
(ϕ)
s (z; r) weder dimensionelle Pole in 2 < d ≤ 4 besitzt,
noch eine ra¨umliche Divergenz in der Na¨he der Oberfla¨che zeigt.
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3.3.3 Renormierung der integrierten Energiedichte
Anhand der Betrachtungen in den vorhergehenden Abschnitten ist klar, daß die (d− 3)-
Pole der nackten integrierten Energiedichte
E˚(ϕ)s (r0) =
Ad−1
4(5− d)nr
d−3
2
0
[
1− 2(n+ 2)u0Ad(2d− 5)r
4−d
2
0
×
(
1
(4− d) +
1
4
(4− d)(d− 2) Γ
(
5−d
2
)
Γ
(
5−2d
2
)
Γ
(
6−d
2
)
Γ (5− d)
)]
+O(u20)
(3.25)
nicht durch eine rein multiplikative Renormierung beseitigt werden ko¨nnen. Dagegen
behebt die additive Renormierungsvorschrift (3.22) die ra¨umlich Divergenz der lokalen
Gro¨ße, die zu diesem dimensionellen Pol fu¨hrt. Durch ihre Integration folgt fu¨r die inte-
grierte Energiedichte
E(ϕ)s (r, µ) = Zr
[
E˚(ϕ)s (r0 − r0c)− E˚(ϕ)s (r0b − r0c)− (r0 − r0b)
∂
∂r0
E˚(ϕ)s (r0 − r0c)
∣∣∣
r0=r0b
]
.
(3.26)
Die Forderung, daß die nackte E˚s(r0) nicht von µ abha¨ngen darf, fu¨hrt u¨ber eine Reihe
von Zwischenschritten zur Renormierungsgruppengleichung
(µ∂µ + βu∂u + ζrr∂r)E
(ϕ)
s (r;µ) = (ζr − 2) µ2(r − µ2)
∂2E(ϕ)s (r;µ)
∂r2
∣∣∣
r=µ2
, (3.27)
deren Lo¨sung durch die Methode der Charakteristiken mit der Einfu¨hrung des Flußpa-
rameters (
E(ϕ)s (() =
∫ 
1
d(′
(′
(2− ζr((′))µ2(′2
(
r((′)− µ2(′2
) ∂2E(ϕ)s (r, µ(′)
∂r2
∣∣∣
r=µ2′2
× exp
{∫ ′
1
d(′′
(′′
ζr((
′′)
}
+ E(ϕ)s (r(();µ() · exp
{∫ 
1
d(′
(′
ζr((
′)
} (3.28)
lautet.
Bei der Wahl des Flußparameters wie im unendlichen System zu
r(() = µ2(2 (3.29)
entfa¨llt der zweite Summand, da nach der Konstruktion der Renormierungsbedingung
E(ϕ)s (µ2(2, µ() = 0.
Zur expliziten Berechnung der renormierten integrierten Energiedichte muß noch die zwei-
te partielle Ableitung der Energiedichte E
(ϕ)
s nach dem Temperaturparameter r bestimmt
werden. An der Renormierungsvorschrift (3.26) kann leicht verifiziert werden, daß
∂2E(ϕ)s (r)
∂r2
=
∂2
(
ZrE˚
(ϕ)
s (r0 − r0c)
)
∂r2
(3.30)
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gilt. Dies ist gleichbedeutend damit, daß die zweite Temperaturableitung der Energiedich-
te rein multiplikativ renormierbar ist, was bereits bei der Diskussion der Renormierung
der Spezifischen Wa¨rme des unendlichen Systems in Abschnitt 2.3.1 verwendet wurde.
Auf diesem Wege wird die linke Seite von Gleichung (3.30) u¨ber
ZrE˚
(ϕ)
s
(
Zrr, A
−1
d µ
4−dZ−2ϕ Zuu
)
=
Ad−1
4(5− d)nr
d−5
2
[
1 +
2(n + 2)(d− 1)u
(4− d)
− 2(n + 2)(2d− 5)(2d− 7)
(d− 3) u
(
r
µ2
)d−4
2
×
(
1
4− d +
(4− d)(d− 2)
4
Γ
(
5−d
2
)
Γ
(
5−2d
2
)
Γ
(
6−d
2
)
Γ (5− d)
)]
+O(u2)
(3.31)
und
∂2
∂r2
(
ZrE˚
(ϕ)
s
) ∣∣∣
r=µ2
= −Ad−1(d− 3)
16
nµd−7
[
1 +
(4− d)(2− d)(5− 2d)(7− 2d)(9− 2d)(n + 2)u
2(5− d)(d− 3)
× Γ
(
5−d
2
)
Γ
(
5−2d
2
)
Γ
(
6−d
2
)
Γ (5− d) +
(14d2 − 94d + 150)(n + 2)u
(5− d)(d− 3)
]
+O(u2)
(3.32)
berechnet. Der Ausdruck (3.32) entha¨lt offensichtlich keine Pole in d = 4, wa¨hrend (d−3)-
Pole nicht sofort ausgeschlossen werden ko¨nnen. Mit Einsetzen von Ad−1 aus (3.18) ergibt
sich die Form
∂2
∂r2
(
ZrE˚
(ϕ)
s
) ∣∣∣
r=µ2
= −Γ
(
7−d
2
)
nµd−7
4(4π)
d−1
2
×
[
1− (14d
2 − 94d + 150)Γ ( 6−d
2
)
Γ(5− d)− 4(4− d)(2− d)Γ ( 5−d
2
)
Γ
(
11−2d
2
)
(d− 3)
× (n+ 2)u
Γ
(
6−d
2
)
Γ(6− d)
]
+O(u2) . (3.33)
Es bleibt das Verhalten des Bruches mit dem Nenner (d − 3) zu untersuchen. Sowohl
Za¨hler als auch Nenner haben eine Nullstelle in drei Dimensionen. Das Verhalten des
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Bruches in diesem Grenzwert muß durch die Regel von l’Hospital bestimmt werden.
d
d d
[Za¨hler]d=3 = −4
√
π − 3Γ′
(
3
2
)
+
3
2
√
πΓ′(1) , endlich (3.34)
d
d d
[Nenner]d=3 = 1 (3.35)
Die zweite Ableitung der rein multiplikativ renormierten integrierten Oberfla¨chenener-
giedichte ist damit auch in d = 3 polfrei. Der komplizierte Ausdruck der ersten Ordnung
in u wird im weiteren wie folgt abgeku¨rzt:[
1− (n+ 2)u
Γ
(
6−d
2
)
Γ (6− d)
(
. . .
)]
≡ [1 + ua+n,d] (3.36)
Insbesondere ist in drei Dimensionen
a+n,3 = (n + 2)(7− 3 ln 2) ≈ 4.92 · (n+ 2) . (3.37)
3.4 Die Oberfla¨chen-Spezifische Wa¨rme
Im Unterschied zur integrierten Oberfla¨chen-Energiedichte entha¨lt die nackte Spezifische
Wa¨rme keine dimensionellen Pole in d = 3, da diese durch die Ableitung nach dem
Temperaturparameter r0 aufgehoben werden.
C˚(ϕ)s (r0) = −2
∂
∂r0
E˚(ϕ)s (r0)
=
Ad−1(d− 3)
4(5− d) nr
d−3
2
0
×
[
1− 2(n + 2)u0Ad(2d− 5)(2d− 7)
(d− 3) r
4−d
2
0
×
(
1
(4− d) +
1
4
(4− d)(d− 2) Γ
(
5−d
2
)
Γ
(
5−2d
2
)
Γ
(
6−d
2
)
Γ (5− d)
)]
+O(u20)
(3.38)
Deswegen besteht bei bloßer Betrachtung dieser Gro¨ße kein Hinweis auf die Notwendig-
keit der additiven Renormierung. Um den qualitativen und quantitativen Fehler, der bei
einer fa¨lschlich rein multiplikativen Renormierung der Oberfla¨chen-Spezifischen Wa¨rme
entsteht, abzuscha¨tzen, werden die mit beiden Verfahren erzielten Ergebnisse gegenu¨ber-
gestellt.
3.4.1 Die multiplikativ renormierte Spezifische Wa¨rme
Rein multiplikativ wird die Oberfla¨chen-Spezifische Wa¨rme entsprechend (2.19) folgen-
dermaßen renormiert:
C¯(ϕ)s (r, µ) = Z
2
r C˚
(ϕ)
s (r0 − r0c) (3.39)
3.4. DIE OBERFLA¨CHEN-SPEZIFISCHE WA¨RME 39
Wie bei der lokalen Energiedichte e¯s wird C¯s zur Kennzeichnung des Renormierungsver-
fahrens verwendet. Es folgen die Renormierungsgruppengleichung
(µ∂µ + βu∂u + ζrr∂r + 2ζr) C¯
(ϕ)
s (r, µ) = 0 (3.40)
und deren formale Lo¨sung durch Einfu¨hrung des Flußparameters
C¯(ϕ)s (1) = (
2ζ∗r C¯(ϕ)s (() exp
{
2
∫ 
1
d(′
(′
(ζr((
′)− ζ∗r )
}
. (3.41)
Mit der Flußparameterwahl des unendlichen Systems r(() = µ2(2 ist
C¯(ϕ)s (() =−
Ad−1(d− 3)
4(5− d) nµ
d−5(d−5
×
[
1 +
2(n + 2)(d− 1)
4− d u(()
− 2(n + 2)(2d− 5)(2d − 7)
d− 3 u(()
×
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1
4− d +
(4− d)(d− 2)
4
Γ
(
5−d
2
)
Γ
(
5−2d
2
)
Γ
(
6−d
2
)
Γ(5− d)
)]
,
(3.42)
so daß sich auf diesem Wege zuru¨ckeingesetzt eine nackte Spezifische Wa¨rme in asym-
ptotischer Auswertung
˚¯C
(ϕ)
s (() = Z
−2
r (
d−5+2ζ∗r · exp
{
2
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
ξd−50
(
−Ad−1(d− 3)
4(5− d) n
)
×
{
1 + 2(n+ 2)u∗
[
d− 1
4− d −
(2d− 5)(2d− 7)
d− 3
×
(
1
4− d +
(4− d)(d− 2)
4
Γ
(
5−d
2
)
Γ
(
5−2d
2
)
Γ
(
6−d
2
)
Γ(5− d)
)]}
(3.43)
ergibt, in der noch der Flußparameter durch die reduzierte Temperatur ersetzt werden
muß. Der Koeffizient von u∗ in den geschweiften Klammern wird als a¯+n,d bezeichnet. a¯
+
n,d
entha¨lt scheinbare Pole in d = 3, 4. Es la¨ßt sich leicht nachweisen, daß sich die Divergen-
zen in vier Dimensionen gerade herausheben. Die Rechnung fu¨r d = 3 ist aufwendiger,
mit der Regel von l’Hospital zeigt sich, daß diese Divergenzen ebenfalls verschwinden.
Der Zahlenwert von a¯+n,3 betra¨gt
a¯+n,3 = 2(n+ 2)(3− ln 2) ≈ 4.61 · (n+ 2) . (3.44)
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3.4.2 Die additiv renormierte Spezifische Wa¨rme
Mit der additiven Renormierungsvorschrift fu¨r die Spezifische Wa¨rme
C(ϕ)s (r;µ) = Z
2
r
[
C˚(ϕ)s (r0 − r0c)− C˚s(r0b − r0c)
]
(3.45)
resultiert die Lo¨sung
C(ϕ)s (r, µ) =
∫ 
1
d(′
(′
[
(2− ζr((′)) µ2(′2∂C
(ϕ)
s (r, µ(′)
∂r
∣∣∣
r=µ2′
· exp
{∫ ′
1
d(′′
(′′
2ζr((
′′)
}]
+ C(ϕ)s (r((), µ() · exp
{∫ 
1
d(′
(′
2ζr((
′)
}
.
(3.46)
Im Integral steht wie bei der integrierten Energiedichte E
(ϕ)
s eine Temperaturableitung,
die auf diejenige der rein multiplikativ renormierten Gro¨ße zuru¨ckfu¨hrbar ist:
∂C
(ϕ)
s (r, µ)
∂r
=
∂
(
Z2r C˚
(ϕ)
s (r0 − r0c)
)
∂r
(3.47)
Weiterhin gilt
∂2E
(ϕ)
s (r, µ)
∂r2
∼ ∂C
(ϕ)
s (r, µ)
∂r
. (3.48)
Nachdem bereits fu¨r die renormierte integrierte Energiedichte die Polfreiheit in d = 3, 4
festgestellt wurde, ist sichergestellt, daß auch die renormierte Spezifische Wa¨rme keine
dimensionellen Pole entha¨lt.
Durch Einsetzen der asymptotischen Flußparameterwahl des unendlichen Systems und
Wahl der inversen Referenzla¨nge µ = ξ−10 ergibt sich die nackte Spezifische Wa¨rme zu
C˚(ϕ)s (t) = Z
−2
r (Q
∗)−(α+ν)ξ5−d0
(
−Ad−1(d− 3)n
8(α + ν)
)[
1 + u∗a+n,d
]
× exp
{
2
∫ 1
0
d(′
(′
(ζr((
′)− ζ∗r )
}
t−(α+ν)
(3.49)
mit demselben a+n,d wie im Ergebnis der integrierten Energiedichte (3.36).
Insgesamt findet sich der temperaturaba¨ngige Oberfla¨chenbeitrag zur vollen Spezifischen
Wa¨rme:
C˚s(t) =
1
4
a20C˚
(ϕ)
s (t)
= −Ad−1(d− 3)
32(α + ν)
na2(Q∗)−(α+ν)ξ5−d0
[
1 + u∗a+n,d
]
× exp
{
2
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
t−(α+ν)
≡ A
+
s
α+ ν
t−(α+ν)
(3.50)
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Diese Form entspricht derjenigen der Spezifische Wa¨rme des Volumens oberhalb der kri-
tischen Temperatur C˚(t) = A
+
α
t−α +B. Mit der Kenntnis von
A+ =
1
4
a2ξ4−d0 Ad(Q
∗)−α
[
4νB∗ + αF ∗+
] · exp{2∫ 0
1
d(
(
(ζr(()− ζ∗r )
}
(3.51)
la¨ßt sich A+s durch A
+ ausdru¨cken
A+s = −A+
Ad−1(d− 3)n
8Ad
ξ0(Q
∗)−ν · [1 + u
∗a+n,d]
[4νB∗ + αF ∗+]
, (3.52)
so daß C˚s(t) neben universellen Gro¨ßen allein die Amplituden der Spezifischen Wa¨rme
A+ sowie der Korrelationsla¨nge ξ0 des unendlichen Systems entha¨lt.
3.5 Vergleich mit fru¨heren Rechnungen
Bereits in fru¨hen Rechnungen [33, 22] zur integrierten Oberfla¨chenenergiedichte erschei-
nen die Pole in drei Dimensionen explizit. In diesen Arbeiten liegt das Augenmerk jedoch
wie in der Theorie des unendlichen Systems auf der Polfreiheit in d = 4, die mit einer
rein multiplikativen Renormierung erreicht wird. Die Resultate werden wie damals u¨blich
streng um die obere kritische Dimension vier entwickelt, wodurch die Ergebnisse auch fu¨r
d = 3 scheinbar endlich werden.
Erstmalig zweifeltDohm [19] anhand der Berechnung von E˚(ϕ)s beziehungsweise E¯
(ϕ)
s die
Zuverla¨ssigkeit der Extrapolation dieser Entwicklung auf drei Dimensionen an, ha¨lt aber
am Verfahren der rein multiplikativen Renormierung fest. Es wird bemerkt, daß der Ko-
effizient der ersten Ordnung in der Sto¨rung u anders als beim unendlichen System stark
von der Dimension abha¨ngt und betragsma¨ßig so groß ist, daß sowohl die fu¨hrende als
auch die folgende Ordnung von derselben Gro¨ßenordnung sind.
Durch Anwendung der von Dietrich, Diehl eingefu¨hrten Renormierungsvorschrift fu¨r
die volle integrierte Energiedichte allgemeiner Systeme [15] auf die Oberfla¨chengro¨ße ge-
lingt es Frank und Dohm, die dimensionellen Pole in sowohl vier als auch drei Dimen-
sionen aus der renormierten Gro¨ße zu entfernen [30]. Die Rechnung geschieht in einer
gemischten Entwicklung nach dem Kleinheitsparameter u und (4 − d). Die fu¨hrenden
Ordnungen stimmen mit den im Zuge dieser Arbeit erzielten Werten u¨berein, fu¨r die
Koeffizienten der Ordnung u∗ ergeben sich abweichend(
a+n,d
)
FD
= 2(n+ 2) +O(4− d) und (a¯+n,d)FD = 8(n+ 2) +O(4− d) . (3.53)
Neben der Beseitigung der (d − 3)-Pole der integrierten Energiedichte wird die Verbes-
serung der Sto¨rungstheorie aufgrund der kleineren Beitra¨ge der 2-Schleifenna¨herung als
Argument fu¨r die additive Renormierung angefu¨hrt. Eine solche quantitative Aussage
kann jedoch grundsa¨tzlich nicht fu¨r oder wider ein Renormierungsverfahren sprechen.
Dies gilt insbesondere, wenn sie auf Basis von nach der Dimension entwickelten Resul-
taten erfolgt, nachdem in [19] festgestellt wurde, daß die Abha¨ngigkeit der betrachteten
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Gro¨ße von d stark ist.
Die hier vorgestellte Rechnung in drei Dimensionen zeigt, daß beide Arten der Renormie-
rung Vorfaktoren in der gleichen Gro¨ßenordnung liefern. Tatsa¨chlich ist a+n,d ≈ 4.92·(n+2)
betragsma¨ßig sogar geringfu¨gig gro¨ßer als a¯+n,d ≈ 4.61 · (n+ 2).
Der wesentliche Unterschied beider Renormierungsverfahren liegt in der Struktur der
Lo¨sung. Mit dem additiven Schema erha¨lt das Endergebnis zwanglos die richtige Form
A+s
α+ν
t−(α+ν), die im Falle der rein multiplikativen Renormierung ku¨nstlich definiert werden
muß:
˚¯Cs(t) ≡ A¯
+
s
α + ν
t−(α+ν) (3.54)
Das Verha¨ltnis der beiden Amplituden lautet
A¯+s
A+s
=
2(α + ν)
5− d ·
[1 + u∗a¯+n,d]
[1 + u∗a+n,d]
. (3.55)
Wegen
α + ν =
5− d+ 2ζ∗r
2− ζ∗r
(3.56)
ergibt sich fu¨r ζ∗r = 0, das heißt u
∗ = 0 die Gleichheit von A¯+s und A
+
s .
Diese Tatsache zeigt den konzeptionellen Vorteil der additiven Renormierung auf. So
wie in der Renormierung einer Sto¨rungstheorie niedriger Ordnung die Kenntnis der ζ-
Funktionen in hoher Ordnung ausgenutzt wird, um die richtigen kritischen Exponenten zu
erhalten, wird im Zuge der additiven Renormierung das Wissen um die richtige Struktur
eingebracht.
Die Verha¨ltnisse der Amplituden der Oberfla¨chen-Spezifischen Wa¨rme betragen
A¯+s
A+s
≈ 0.75 n = 1 (3.57)
A¯+s
A+s
≈ 0.64 n = 2 (3.58)
und sind insbesondere fu¨r mehrkomponentige Ordnungsparameter quantitativ bedeut-
sam.
In einer strikten Entwicklung des Verha¨ltnisses (3.55) um vier Dimensionen ist diese Dis-
krepanz nicht erkennbar. Mit den in Anhang A.2 befindlichen (4− d)-Entwicklungen von
α, ν und u∗ sowie den Reihen
a¯+n,d = 8(n + 2) +O(4− d) und (3.59)
a+n,d = 2(n + 2) +O(4− d) (3.60)
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ergibt sich
A¯+s
A+s
=
1 + n+2
2(n+8)
(4− d) − n−4
n+8
(4− d)
1 + (4− d) ·
[
1 + 2(n+2)
n+8
(4− d)
]
[
1 + n+2
2(n+8)
(4− d)
] +O ((4− d)2)
= 1 +
4− d
2(n+ 8)
((n+ 2)− 2(n − 4) − (n+ 2)− 4(n + 2))− (4− d) +O ((4− d)2)
= 1 +O ((4− d)2) .
(3.61)
An fru¨heren Arbeiten weiterhin aufzufu¨hren ist eine Berechnung der integrierten Ener-
giedichte durch Mikheev, Fisher [52], in der der (d − 3)-Pol in der rein multiplikativ
renormierten Gro¨ße angesprochen wird. Dennoch wird das Ergebnis um d = 4 entwickelt
und danach auf drei Dimensionen extrapoliert, was sicherlich unzula¨ssig ist, worauf be-
reits Dohm [20] hinweist.
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Kapitel 4
Halbraum mit Dirichlet-Oberfla¨che
unterhalb der kritischen Temperatur
Dieses Kapitel entha¨lt parallel zum vorhergehenden die Rechnungen zur spezifischen
Wa¨rme unterhalb der kritischen Temperatur. In einem ersten Schritt wird die Molekular-
feldna¨herung durchgefu¨hrt, die keine Divergenzen aufweist. Danach wird das Verhalten
der lokalen Energiedichte in der Na¨he der Dirichlet-Oberfla¨che untersucht. Analytisch
wird nur die integrierte innere Energie in 1-Schleifenna¨herung berechnet, aus der sich die
Spezifische Wa¨rme ableitet. Die Renormierung wird zuna¨chst an der Molekularfeldna¨he-
rung diskutiert, bevor das volle Resultat angegeben wird.
4.1 Die Energiedichte in Molekularfeldna¨herung
Die Molekularfeldna¨herung stellt eine einfache Approximation dar, die annimmt, daß
sich der Ordnungsparameter an jedem Ort unabha¨ngig von seiner direkten Umgebung so
verha¨lt, als koppele er an ein durchschnittliches, von ihm selbst erzeugtes Feld. Auf diese
Weise wird der Einfluß von Fluktuationen in naheliegenden Teilen des Systems ignoriert,
die vom Durchschnitt abweichen ko¨nnen. Dieser ist durch den wahrscheinlichsten Wert
der freien Energie bestimmt. Es ist mithin festzustellen, fu¨r welche Form des Ordnungs-
parameters ϕ˚(x) das statistische Gewicht in der Zustandssumme ein Maximum annimmt,
was wegen der Stetigkeit und der Monotonie der Exponentialfunktion einem Minimum
des Hamiltonians
H{ϕ˚(x)} =
∫
ddx
[
r0
2
ϕ˚2(x) +
1
2
(∇ϕ˚2(x))2 + u0 (ϕ˚2(x))2
]
(4.1)
entspricht. Dieses wird durch Funktionalableitung berechnet. Aus der Extremalbedingung
δH{ϕ˚(x)}
δϕ˚(x)
∣∣∣
ϕ˚(x)=ϕ˚MF
!
= 0 (4.2)
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folgt die vom unendlichen System her bekannte Differentialgleichung
r0ϕ˚MF (z) + 4u0ϕ˚
3
MF (z)− ϕ˚′′MF (z) = 0 (4.3)
mit der zusa¨tzlichen Nebenbedingung, daß ϕ˚MF (z = 0) = 0.
Die triviale Lo¨sung ϕ˚MF (z) ≡ 0 entspricht nur oberhalb der kritischen Temperatur einem
lokalen Minimum der freien Energie, unterhalb Tc ist sie instabil. Fu¨r r0 < 0 existieren
zwei weitere, nur im Vorzeichen verschiedene Lo¨sungen, von denen die positive
ϕ˚MF (z) =
√−r0
4u0
tanh
(√−r0
2
z
)
(4.4)
lautet. Zur besseren U¨bersichtlichkeit wird mit der Variablen B =
√
−r0
2
anstelle von r0
weitergerechnet. U¨ber den Zwischenschritt des Zuru¨ckeinsetzens in den Hamiltonian (4.1)
HMF = Ld−1
∫ Lz
0
dz
[
−B
4
2u0
tanh 2Bz +
B4
4u0
sech 4Bz +
B4
4u0
tanh 4Bz
]
=
Ld−1B4
4u0
∫ Lz
0
dz
[
1− 4 tanh 2Bz + 2 tanh 4Bz] (4.5)
ergibt sich die freie Energiedichte
F
(ϕ)
MF = −
1
V
ln (exp{−HMF})
=
B4
4u0Lz
∫ Lz
0
dz
[
1− 4 tanh 2Bz + 2 tanh 4Bz]
= −B
4
4u0
+
1
Lz
[
B3
2u0
tanhBLz − B
3
6u0
tanh 3BLz
] (4.6)
Aus ihr la¨ßt sich unmittelbar der Anteil des unendlichen Systems bestimmen, indem der
Grenzfall V = Ld−1Lz →∞, das heißt insbesondere Lz →∞ betrachtet wird:
F
(ϕ)
MF,Bulk = lim
V→∞
(
F
(ϕ)
MF
)
= −B
4
4u0
= − r
2
0
16u0
(4.7)
Entsprechend folgt die freie Energie der Oberfla¨che:
F
(ϕ)
MF,s = lim
V→∞
[
Lz · (F (ϕ)MF − F (ϕ)MF,Bulk)
]
= lim
Lz→∞
[
B3
2u0
tanhBLz − B
3
6u0
tanh 3BLz
]
=
B3
3u0
=
(−r0)3/2
24u0
(4.8)
Weiterhin kann aus (4.5) die lokale freie Energiedichte abgelesen werden
f
(ϕ)
MF (z) =
B4
4u0
[
1− 4 tanh 2Bz + 2 tanh 4Bz] , (4.9)
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deren Oberfa¨chenbeitrag sich nach Abzug des Wertes des unendlichen Systems zu
f
(ϕ)
MF,s(z) =
B4 sech 4Bz
2u0
(4.10)
ergibt. Durch Ableitung nach dem Temperaturparameter r0 folgen die Oberfla¨chenanteile
der lokalen inneren Energiedichte
e˚
(ϕ)
MF,s(z) = 2
∂
∂r0
f
(ϕ)
MF,s(z) =
B2
u0
sech 4Bz [1−Bz tanhBz] (4.11)
beziehungsweise der der integrierten inneren Energie
E˚(ϕ)MF,s = 2
∂
∂r0
F (ϕ)MF,s = −
B
2u0
(4.12)
sowie der Spezifischen Wa¨rme
C˚
(ϕ)
MF,s = −2
∂
∂r0
E˚
(ϕ)
MF,s = −
1
4u0B
. (4.13)
4.2 Aufbau der Sto¨rungstheorie
Fu¨r den Aufbau einer Sto¨rungstheorie unterhalb der kritischen Temperatur muß das Feld
ϕ˚ in einen fu¨hrenden Anteil und Fluktuationen um diesen herum aufgespalten werden.
Als Zerlegung bietet sich ϕ˚ = 〈ϕ˚〉+σ˚ an, bei der 〈ϕ˚〉 der exakte Mittelwert des Ordnungs-
parameters ist. Der Vorteil dieser Methode liegt darin, daß bei einer Sto¨rungsrechnung
keine sogenannten Tadpole-Beitra¨ge auftreten. Problematisch ist allerdings die explizite
Berechnung der ho¨heren Ordnungen des Ordnungsparameterprofils in einem aufgrund
von Randbedingungen nicht-homogenen System. Tatsa¨chlich ist die Form des Ordnungs-
parameters im Halbraum in der Universalita¨tsklasse des gewo¨hnlichen Oberfla¨chenpha-
senu¨bergangs, in die Dirichlet-Randbedingungen fallen, nur in Molekularfeldna¨herung
bekannt1.
Eine Alternative stellt die Entwicklung um das Resultat der Molekularfeldna¨herung dar,
die den fu¨hrenden Anteil des exakten Mittelwertes darstellt. In diesem Falle sind Tadpole-
Beitra¨ge zu beachten. Es la¨ßt sich jedoch zeigen, daß sie bei den hier untersuchten O(n)-
symmetrischen, globalen Gro¨ßen erst ab der zweiten Ordnung der Sto¨rungstheorie bei-
tragen, die den Rahmen dieser Arbeit u¨bersteigt. Dazu wird der Erwartungswert des
Ordnungsparameters in einem Halbraum als Sto¨rungsreihe in u0 zerlegt
〈ϕ˚(z)〉 = m(z) = m0(z) +m1(z) + ho¨here Ordnungen , (4.14)
1Fu¨r den außergewo¨hnlichen Oberfla¨chenphasenu¨bergang existiert eine 1-Schleifenna¨herung des Ord-
nungsparameterprofils.
48 KAPITEL 4. HALBRAUM UNTERHALB TC
wobei
m0(z) = ϕ˚MF (z) und
m1(z)
m0(z)
= O(u0) (4.15)
gelten. z bezeichnet wieder den Abstand von der Systemwand, in den anderen Raumrich-
tung besteht Translationsinvarianz.
Die Korrektur m1(z) zum Molekularfeldverhalten setzt sich fu¨r mehrkomponentige Ord-
nungsparameter aus Beitra¨gen aus den zur Richtung des exakten Mittelwertes longitu-
dinalen und transversalen Fluktuationen zusammen, wie in Abschnitt 4.3.3 dargestellt
wird. m0(z) und m1(z) sind jedoch parallel ausgerichtet.
Der exakte Mittelwerte tra¨gt mit
F (ϕ)m =
1
V
H{m(z)} = 1
V
∫
ddx
[
r0
2
m2(z) +
1
2
(∇m(z))2 + u0
(
m2(z)
)2]
(4.16)
zur freien Energiedichte bei. Mit der Zerlegung (4.14) wird dieser nach Ordnungen im
Kleinheitsparameter u0 sortiert:
F (ϕ)m =
1
V
∫
ddx
{[
r0
2
m20(z) +
1
2
(∂zm0(z))
2 + u0m
4(z)
]
+
[
r0m0(z)m1(z) + (∂zm0(z))(∂zm1(z)) + 4u0m
3
0(z)m1(z)
]
+
[
r0
2
m21(z) +
1
2
(∂zm1(z))
2 + 6u0m
2
0(z)m
2
1(z)
+ 4u0m0(z)m
3
1(z) +m
4
1(z)
]}
+ ho¨here Ordnungen
(4.17)
Die erste Zeile entha¨lt das Ergebnis der Molekularfeldna¨herung, in der zweiten findet sich
die fu¨hrende Korrektur, der Rest umfaßt die Ordnungen u0 und daru¨ber hinausgehende:
F (ϕ)m = F
(ϕ)
MF +
1
V
∫
ddx
[
r0m0(z)m1(z) + (∂zm0(z))(∂zm1(z)) + 4u0m
3
0(z)m1(z)
]
+O(u0)
(4.18)
Die aus dem Gradiententerm des Ausgangshamiltonians (4.1) verbliebenen partiellen Ab-
leitung nach dem Abstand z von der Oberfla¨che lassen sich durch eine partielle Integration
zu ∫ ∞
0
dz(∂zm0(z))(∂zm1(z)) = m1(z)(∂zm0(z))
∣∣∣z=∞
z=0
−
∫ ∞
0
m1(z)
∂2
∂z2
m0(z) (4.19)
umformen. Dabei entfa¨llt der erste Summand auf der rechten Seite, da die Dirichlet-
Randbedingungen m1(0) = 0 fordern und die Anna¨herung an dem Wert des unendlichen
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Systems ∂zm0(z)
∣∣
z=∞ = 0 bedeutet. Fu¨r die freie Energiedichte F
(ϕ)
m ergibt sich
F (ϕ)m = F
(ϕ)
MF + lim
Lz→∞
1
Lz
∫ Lz
0
dz
{
m1(z)
(
r0 − ∂
2
∂z2
+ 4u0m
2
0
)
m0(z)
}
+O(u0) .
(4.20)
Das verbliebene Integral verschwindet, da es die Bestimmungsgleichung der Molekular-
feldna¨herung (4.3) entha¨lt. Somit entspricht der Beitrag der integrierten freie Energie-
dichte aus dem 1-Schleifenergebnis des exakten Mittelwertes des Ordnungsparameters
genau dem der Molekularfeldna¨herung. Zur vollen feldabha¨ngigen freien Energiedichte
F (ϕ) tragen in O(1) in u0 daher nur Anteile aus den Fluktuationen bei. Anders verha¨lt
es sich fu¨r lokale Gro¨ßen, da dort nicht das Verschwinden des ersten Summanden aus der
partiellen Integration (4.19) ausgenutzt werden kann.
Im weiteren wird mit einer auf dem exakten Mittelwert aufgebauten Sto¨rungstheorie ge-
rechnet, in die die fu¨r die hier betrachteten Gro¨ßen und Ordnungen gegebene Identita¨t
mit der Molekularfeldna¨herung eingeht. Die verwendete Zerlegung des Feldes ϕ˚ lautet
ϕ˚(x) = 〈ϕ˚(x)〉 + ψ˚L(x) + ψ˚T (x) , (4.21)
wobei in den Fluktuationen ein longitudinaler Anteil ψ˚L parallel zum exakten Mittelwert
und ein transversaler Anteil ψ˚T senkrecht dazu unterschieden werden.
Mit dieser Zerlegung nimmt der Hamiltonian (4.1) die Form
H{ϕ˚(x)} = H (〈ϕ˚(x)〉)
+
∫
ddx
[
r0
2
ψ˚2L(x) +
1
2
(
∇ψ˚L(x)
)2
+ 6u0〈ϕ˚(x)〉2ψ˚2L(x)
]
+
∫
ddx
[
r0
2
ψ˚2T (x) +
1
2
(
∇ψ˚T (x)
)2
+ 2u0〈ϕ˚(x)〉2ψ˚2T (x)
]
+ ho¨here Ordnungen
(4.22)
an, in dem die Fluktuationen nur bis zur quadratischen Ordnung dargestellt sind. Zur
Durchfu¨hrung einer Sto¨rungsrechnung mu¨ssen die Propagatoren sowohl der longitudina-
len als auch der transversalen Fluktuationen bestimmt werden.
In der hier angestrebten 1-Schleifenna¨herung kann der exakte Mittelwert 〈ϕ˚〉 in den
quadratischen Ausdru¨cken in ψ˚L(x) und ψ˚T (x) wieder durch das Molekularfeldergebnis
ersetzt werden. Die Propagatoren auf Grundlage der Molekularfeldna¨herung werden mit
der Standardmethode der Greenschen Funktionen bestimmt [56] und sind in der Litera-
tur bekannt.
Der mit G−0Li bezeichnete logitudinale Propagator eines unendlichen Systems mit Inter-
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face bei z = 0 wird von Wilson [78]2 als
G−0Li(z, z
′;p; ϕ˚MF)
=
exp{−√p2 + 4B2|z − z′|}
2
√
p2 + 4B2p2(p2 + 3B2)
×
[
3B2 tanh 2Bz + (p2 + 3B2) + 3 sgn(z − z′)
√
p2 + 4B2B tanhBz
]
×
[
3B2 tanh 2Bz′ + (p2 + 3B2) + 3 sgn(z′ − z)
√
p2 + 4B2B tanhBz′
]
(4.23)
angegeben. Damit ist die richtige Form des Ordnungsparameterprofils gewa¨hrleistet, es
sind jedoch noch Fluktuationen der Feldes am Ort der Grenzfla¨che zugelassen. Wie beim
Vorgehen oberhalb Tc werden diese durch Subtraktion zweier Propagatoren des gesamten
Raumes mit Interface ausgeschlossen. Fu¨r den Halbraum ergibt sich auf diese Weise der
Propagator
G−0Ls(z, z
′;p; ϕ˚MF) = G−0Li(z, z
′;p; ϕ˚MF )−G−0Li(z,−z′;p; ϕ˚MF) ; z, z′ ≥ 0 . (4.24)
Weiterhin ist
G−0Ls(z, z;p; ϕ˚MF) = lim
z′→z
G−0Ls(z, z
′;p; ϕ˚MF) ,
wobei o.B.d.A. z > z′
=
1
2
√
p2 + 4B2p2(p2 + 3B2)
×
[
3B2 tanh 2Bz + (p2 + 3B2) + 3
√
p2 + 4B2B tanhBz
]
×
[
3B2 tanh 2Bz + (p2 + 3B2)− 3
√
p2 + 4B2B tanhBz
]
+
exp{−2√p2 + 4B2z}
2
√
p2 + 4B2p2(p2 + 3B2)
×
[
3B2 tanh 2Bz + (p2 + 3B2) + 3
√
p2 + 4B2B tanhBz
]2
=
1
2
√
p2 + 4B2
[
1 +
3B2 sech 2Bz
p2 + 3B2
+
(3B2 sech 2Bz)2
p2(p2 + 3B2)
]
+
exp{−2√p2 + 4B2z}
2
√
p2 + 4B2p2(p2 + 3B2)
×
[
3B2 tanh 2Bz + (p2 + 3B2) + 3
√
p2 + 4B2B tanhBz
]2
(4.25)
2Die Originalarbeit entha¨lt in Gleichung (17) einen offensichtlichen Druckfehler. Das Vorzeichen beider
sgn-Terme muß wegen der Symmetrie in z, z′ positiv sein.
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Der transversale Propagator aus Gompper [32] ist bereits fu¨r den Halbraum formuliert:
G−0Ts(z, z
′;p; ϕ˚MF ) =
exp{−|p|z}
|p|
(
p2
B2
− 1
) [ |p|
B
+ tanhBz
]
×
[ |p|
B
sinh |p|z′ − tanhBz′ cosh |p|z′
]
ϑ(z − z′)
+ [z ↔ z′]
(4.26)
Im Grenzfall zweier identischer Ortsargumente hat dieser die Form
G−0Ts(p, z, z; ϕ˚MF) = lim
z′→z
G−0Ts(p, z, z
′; ϕ˚MF )
oBdA z>z′
= B2
exp{−|p|z}
|p|(p2 −B2)
[ |p|
b
+ tanhBz
][ |p|
B
sinh |p|z − tanhBz cosh |p|z
]
,
(4.27)
die bei der Berechnung der Dichten der inneren Energie beno¨tigt wird.
Die Propagatoren haben die graphischen Darstellungen
G−0Ls = und G
−
0Ts = . (4.28)
4.3 Die lokale Energiedichte
Wie im vorherigen Abschnitt dargestellt, sind bei Bestimmung O(n)-symmetrischer glo-
baler Gro¨ßen, wie der integrierten Energiedichte in 1-Schleifenna¨herung die Zuga¨nge u¨ber
den exakten Mittelwert beziehungsweise die Molekularfeldna¨herung gleichwertig. Diese
Aussage trifft nicht auf lokale Gro¨ßen zu, da in diesem Fall die partielle Integration in
Gleichung (4.19) nicht in der dortigen Form vorgenommen werden kann. In die Betrach-
tung der lokalen Energiedichte geht neben den Fluktuationen auch ein Beitrag aus der
1-Schleifenna¨herung des exakten Mittelwert des Ordnungsparameters ein.
4.3.1 Longitudinaler Anteil der Fluktuationen an der lokalen
Energiedichte
Anders als oberhalb der kritischen Temperatur existiert unterhalb Tc ein nicht-verschwin-
dender Ordnungsparameter, der von der Temperatur, und im Fall des Halbraumes mit
Dirichlet-Oberfla¨che vom Abstand z vom Systemrand abha¨ngt. Das hat zur Folge, daß
der Propagator G−0Ls nicht von vornherein in den Anteil des unendlichen Systems und
den der Oberfla¨che zerlegt werden kann, da die Impulsintegration einen ebenfalls vom
Ort abha¨ngigen Vorfaktor aus der Temperaturableitung des Ordnungsparameterprofils
entha¨lt. Auf diese Weise mischen die z-Abha¨ngigkeiten.
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In die volle lokale Energiedichte gehen die longitudinalen Fluktuationen durch das Im-
pulsintegral u¨ber den Propagator (4.24) ein:
e˚
(ϕ)
1L (z) = 2
∂
∂r0
(
−
)
=
(
1 + 24u0ϕ˚MF(z)
∂ϕ˚MF(z)
∂r0
)∫ (d−1)
p
G−0Ls(z, z;p; ϕ˚MF )
=
(−2− 3 sech 2Bz(Bz tanhBz − 1))
×
∫
dd−1p
{
1
2
√
p2 + 4B2
[
1 +
3B2 sech 2Bz
p2 + 3B2
+
(3B2 sech 2Bz)2
p2(p2 + 3B2)
]
− exp{−2z
√
p2 + 4B2}
2p2
√
p2 + 4B2(p2 + 3B2)
×
[
3B2 tanh 2Bz + (p2 + 3B2) + 3B
√
p2 + 4B2 tanhBz
]2}
(4.29)
Das Integral u¨ber den (d − 1)-dimensionalen Impulsraum zerfa¨llt in den Raumwinkel
Sd−1 und das Betragsintegral, womit durch Abza¨hlen der p-Potenzen die divergenten
Summanden im Integranden identifiziert werden. Dieser entha¨lt Terme mit dem Faktor
1
p2
, die fu¨r d ≤ 3 an der unteren Integrationsgrenze einzeln nicht mehr integrabel sind.
Durch Herausgreifen dieser Anteile und Untersuchen im Grenzfall
lim
p→0
{
9B4 sech 4Bz
2
√
p2 + 4B2p2(p2 + 3B2)
− exp{−2z
√
p2 + 4B2}
2p2
√
p2 + 4B2(p2 + 3B2)[
3B2 tanh 2Bz + (p2 + 3B2) + 3B
√
p2 + 4B2 tanhBz
]2}
= lim
p→0
1
p2
· 3B
4
sech 4Bz
{
1− exp{−4Bz}(sinhBz + coshBz)4}+O(1)
= O(1)
(4.30)
la¨ßt sich verifizieren, daß sich die einzelnen IR-Divergenzen gerade kompensieren und
daher nur scheinbar auftreten.
Soweit dies analytisch mo¨glich ist, werden die Impulsintegrale ausgefu¨hrt, so daß der
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komplizierte Ausdruck
e˚
(ϕ)
1L (z) =
(−2− 3 sech 2Bz(1−Bz tanhBz))
×
{
−Ad(2B)
d−2
4− d
+
3B2 sech 2Bz
2
(
− 2Ad(d− 2)
(4− d)(3− d)B
d−4
2F1
(
3− d
2
,
4− d
2
;
5− d
2
;−3
)
+
2
(4π)
d−1
2
Γ
(
5−d
2
)
3− d
(
√
3B)d−3
B
)
+
3B2 sech 4Bz
2
(
2Ad(d− 2)
(4− d)(3− d)B
d−4
2F1
(
3− d
2
,
4− d
2
;
5− d
2
;−3
))
+
2Ad(d− 2)
(4− d)(3− d)B
d−4
2F1
(
3− d
2
,
4− d
2
;
5− d
2
;−3
)
− 2
(4π)
d−1
2
Γ
(
5−d
2
)
3− d
(
√
3B)d−3
B
)
− 3
2
B2 tanh 4Bz
(
8
(4π)d/2(d− 3)
(
2B
z
) d−4
2
Kd−4
2
(4Bz)
)
− 2
(4π)d/2
(
2B
z
) d−2
2
Kd−2
2
(4Bz)
− 3
2
(
8
(4π)d/2(d− 3)
(
2B
z
)d−4
2
Kd−4
2
(4Bz)
)
− 9B2 tanh 2Bz
(
8
(4π)d/2(d− 3)
(
2B
z
) d−4
2
Kd−4
2
(4Bz)
)
− 3B( tanh 3Bz + tanhBz)
(
16B
(4π)d/2(3− d)
(
2B
z
) d−4
2
Kd−2
2
(Bz)
)
+
3
2
( tanh 4Bz + tanh 2Bz)
∫ (d−1)
p
exp
{
−2z√p2 + 4B2}√
p2 + 4B2(p2 +B2)
+3B tanh 3Bz
∫ (d−1)
p
exp
{
−2z√p2 + 4B2}
p2 +B2


(4.31)
resultiert. Die beiden verbliebenen Integrale sind in allen Dimensionen infrarot- und
ultraviolett-konvergent, was durch den Exponentialanteil fu¨r z = 0 sichergestellt ist.
Sa¨mtliche in (4.31) auftretenden Pole in drei Dimensionen stammen von den einzeln IR-
divergenten Anteilen des Ausgangsintegrals. Nach der obigen Diskussion dieser Anteile
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verschwindet folglich ihre Summe. Der Ausdruck fu¨r e˚
(ϕ)
1L (z) besitzt nur dimensionelle
Pole in d = 4. Daru¨ber hinaus treten wie bei der lokalen Energiedichte oberhalb Tc ra¨um-
liche Divergenzen in der Na¨he der Oberfla¨che auf. Diese sind zum Teil in den Bru¨chen(
2B
z
)
offenkundig, zum Teil sind sie in den Besselfunktionen Kν(z) sowie in den ver-
bliebenen Impulsintegralen enthalten. Letztere sind bei z ≡ 0 wegen des Wegfallens der
Exponentialfunktion in d ≥ 4 beziehungsweise d ≥ 3 UV-divergent:
∫ (d−1)
p
exp
{
−2z
√
p2 + 4B2
}
√
p2 + 4B2(p2 +B2)
= Sd−1z4−d
∫ ∞
0
dq qd−2
exp
{
−2
√
q2 + 4B2q2
}
√
q2 + 4B2q2(q2 +B2z2)
∼ z4−d
(4.32)
exp
{
−2z√p2 + 4B2}
(p2 +B2)
∼ ∂
∂z

exp
{
−2z√p2 + 4B2}√
p2 + 4B2(p2 +B2)

 ∼ z3−d (4.33)
Fu¨r die Besselfunktionen wird die in Anhang B.2 aufgefu¨hrte Entwicklung um kleine
Argument benutzt. In (4.31) kommen sie in den Kombinationen
(
2B
z
)d−4
2
Kd−2
2
(4Bz) = (2B)−1
π
2
csc
(
(d− 2)π
2
)
· z
3−d
Γ
(
4−d
2
) + nicht-negative z-Potenzen
(4.34)(
2B
z
)d−2
2
Kd−2
2
(4Bz) =
π
2
csc
(
(d− 2)π
2
)
· z
2−d
Γ
(
4−d
2
) + nicht-negative z-Potenzen
(4.35)(
2B
z
)d−4
2
Kd−4
2
(4Bz) = 0 + nicht-negative z-Potenzen (4.36)
vor. Zusammen mit den Entwicklungen der hyperbolischen Funktionen
sechBz = 1 +
(Bz)2
2
+O(z4) und tanhBz = Bz − (Bz)
3
3
+O(z5) (4.37)
findet sich fu¨r den longitudinale Fluktuationsbeitrag zur lokalen Energiedichte
e˚(ϕ)1L (z  ξ) = −
2
(4π)d/2
π
2
csc
(
(d− 2)π
2
)
· z
2−d
Γ
(
4−d
2
) +O(1, z4−d) (4.38)
als fu¨hrendes Verhalten fu¨r gegenu¨ber der Korrelationsla¨nge kleine Absta¨nde zur System-
wand, was einem kleinen Wert von Bz entspricht.
Die ra¨umliche Divergenz ist unabha¨ngig von der Temperaturvariablen B, das heißt von
r0, und divergiert wie z2−d. In der integrierten Gro¨ße wird sie sich als diskreter Pol in
drei Dimensionen niederschlagen.
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4.3.2 Transversaler Anteil der Fluktuationen an der
lokalen Energiedichte
Entsprechend schreibt sich der 1-Schleifen-Beitrag der transversalen Fluktuationen als
e˚
(ϕ)
1T (z) = 2
∂
∂r0
(
−
)
= (n− 1)
(
1 + 8u0ϕ˚MF (z)
∂ϕ˚MF(z)
∂r0
)∫ (d−1)
p
G−0Ts(z, z;p; ϕ˚MF)
= (n− 1) ( sech 2Bz −Bz tanhBz sech 2Bz)
× Sd−1
∫ ∞
0
dp
[
pd−3
2
+
pd−3B2 sech 2Bz
2(p2 −B2) −
pd−1 exp{−2pz}
2(p2 −B2)
− p
d−2B exp{−2pz}
p2 −B2 tanhBz
− p
d−3B2 exp{−2pz}
2(p2 −B2) tanh
2Bz
]
.
(4.39)
Der erste Summand verschwindet in dimensioneller Regularisierung.
Die Schwierigkeit von (4.39) liegt im Pol bei p = B, der in allen u¨brigen Termen auftritt
und in allen Dimensionen d zu logarithmischen Divergenzen fu¨hrt. Durch Umschreiben
la¨ßt sich der Pol isolieren:
e˚(ϕ)1T (z) =
(n − 1)Sd−1
8
( sech 4Bz −Bz tanhBz sech 4Bz)
×
∫ ∞
0
dp
[
−p
d−3(p−B)e−2z(B+p)
p+B
− 2pd−3e−2pz − p
d−3(3B + p)
p+B
−p
d−3(p +B)
p−B
(
e−2z(p−B) − 1)]
(4.40)
Dadurch wird erkennbar, daß an der Stelle p = B im Integranden lediglich eine hebbare
Definitionslu¨cke vorliegt, die als Menge vom Maß null nicht in die Integration eingeht.
Die Impulsintegration wird soweit wie mo¨glich mit den in Anhang B.1.1 angegebenen
Integralen ausgefu¨hrt.
e˚(ϕ)1T (z) =
(n− 1)Sd−1
8
(
sech 4Bz −Bz tanhBz sech 4Bz)Γ(d− 2)
×
{
2Bd−2 [Γ(3− d, 2Bz)− Γ(3− d)]− (2z)2−d [e−2Bz + 2 + e2Bz]
− 2B
d− 3e
Bz(2z)3−d − 2B
2
(d− 3)(d− 4)e
2Bz(2z)4−d
+
2B3
(d− 3)(d− 4)
∫ 2z
0
dx x4−deBx
}
(4.41)
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Das verbliebene Integral ist an seiner unteren Grenze unterhalb von fu¨nf Dimensionen in-
tegrabel. Um diese Form zu erreichen, wurde mehrfach partiell integriert. Dadurch stehen
im Endergebnis Summanden mit Exponentialfunktionen mit positivem Argument, die fu¨r
z →∞ divergieren, sich in diesem Limes aber gegenseitig kompensieren. Desweiteren ist
die unvollsta¨ndige Gammafunktion
Γ(α, x) =
∫ ∞
x
dt tα−1e−t (4.42)
fu¨r alle echt positiven Argumente x endlich.
Um die Struktur der dimensionellen Pole von e˚(ϕ)1T (z) zu untersuchen, werden alle in
d = 3, 4 divergenten Pole herausgegriffen. Zur Abku¨rzung ist die ersten Zeile der rechte
Seite von (4.41) mit A bezeichnet.
lim
d→3
[
(d− 3) · e˚(ϕ)1T (z)
]
= A
{
2B − 2Be2Bz + 4B2ze2Bz −B3
∫ 2z
0
dx xeBx
}
= 0 (4.43)
Die Divergenzen in drei Dimensionen heben sich gerade heraus. Dagegen existieren echte
Pole in d = 4:
lim
d→4
[
(4− d) · e˚(ϕ)1T (z)
]
= A
{
2B2 + 2B2e2Bz − 2B3
∫ 2z
0
dx eBx
}
= 4AB2
=
(n − 1)B2Sd−1
2
Γ(d− 2)( sech 4Bz −Bz tanhBz sech 4Bz)
(4.44)
Eine Entwicklung von (4.41) um kleine Bz, das heißt um einen gegenu¨ber der Korrela-
tionsla¨nge des unendlichen Systems ξ kleinen Abstand z von der Dirichlet-Oberfla¨che,
zeigt eine ra¨umliche Divergenz nahe der Systemwand. Diese ist durch die Impulsintegra-
tion zusa¨tzlich zu den diskreten Polen in d = 4 entstanden.
In der folgenden Entwicklung werden nur in 2 < d ≤ 4 negative Potenzen von z explizit
beru¨cksichtigt.
e˚
(ϕ)
1T (z  ξ) =
(n − 1)Sd−1
8
(
1 +O ((Bz)2))Γ(d− 2)
×
{
− 2Bd−2γ(3− d, 2Bz)− (2z)2−d (4 +O ((Bz)2))
− 2B
d− 3(2z)
3−d (1 +O(Bz)) +O (1, (Bz)4−d)
}
= −Sd−1(n− 1)
2
Γ(d− 2)(2z)2−d +O (1, (Bz)5−d)
(4.45)
Nach [34], Formel 8.354.1 lautet die Entwicklung der unvollsta¨ndigen Gammafunktion
γ(α, x) =
∞∑
n=0
(−1)nxα+n
n!(α+ n)
, (4.46)
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so daß sich hier
−2Bd−2γ(3− d, 2Bz) = −−2B
3− d(2z)
3−d +O ((Bz)4−d) (4.47)
ergibt. Damit resultiert
e˚
(ϕ)
1T (z  ξ) = −
(n− 1)Sd−1
2
Γ(d− 2)(2z)2−d +O (1, (Bz)4−d) (4.48)
Die in der lokalen transversalen Energiedichte auftretenden ra¨umlichen Divergenzen in
der Na¨he der Wand des Halbraums sind alle proportional zu z2−d. Terme ∼ z3−d treten
nur scheinbar auf. Daher liefert die Ortsintegration der lokalen Gro¨ße nur zusa¨tzliche
dimensionelle Pole in drei Dimensionen, insbesondere (d−4)-Pole werden durch das Inte-
gral u¨ber den Abstand z nicht erzeugt. Der fu¨r z → 0 divergente Anteil der transversalen
lokalen Energiedichte ist wie der Beitrag aus den longitudinalen Fluktuationen tempera-
turunabha¨ngig.
4.3.3 Beitra¨ge des exakten Mittelwertes zur lokalen Energie-
dichte
Unterhalb von Tc existiert keine geschlossene Form fu¨r die 1-Schleifenna¨herung des exak-
ten Mittelwertes des Ordnungsparameters im Halbraum mit Dirichlet-Randbedingungen.
Um dennoch dessen Beitrag zur lokalen Energiedichte abscha¨tzen zu ko¨nnen und auf Di-
vergenzen zu u¨berpru¨fen, wird das Verhalten der aus den longitudinalen Fluktuationen
resultierenden Erga¨nzung zum Molekularfeldergebnis des Ordnungsparameterprofils in
der Na¨he der Oberfla¨che untersucht. Von besonderem Interesse ist der Grenzwert z → 0.
In Gompper [32] Gleichung (5.8) ff. ist der exakte Mittelwert des Ordnungsparameters
durch
m(z) = m0(z) +m1L(z) +m1T (z) mit m0(z) = ϕ˚MF (z) (4.49)
angegeben. Die longitudinalen Fluktuationen tragen zum 1-Schleifenergebnis mit
m1L(z) = −12u0
∫ ∞
0
dz′Q0L(z′)m0(z′)G−0Ls(z, z
′;p = 0; ϕ˚MF) (4.50)
bei, wobei Q0L(z) fu¨r
Q0L(z) =
∫ (d−1)
p
G−0Ls(z, z;p; ϕ˚MF) (4.51)
steht, und der Propagator mit verschwindendem Impuls
G−0Ls(z, z
′;p = 0; ϕ˚MF )
=
1
4
sech 2Bz
[
3
2
Bz′ sechBz′ +
3
2
tanhBz′ + sinhBz′ coshBz′
]
· ϑ(z − z′)
+
1
4
sech 2Bz′
[
3
2
Bz sechBz +
3
2
tanhBz + sinhBz coshBz
]
· ϑ(z′ − z)
(4.52)
lautet.
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Gesucht sind negative z-Potenzen in einer Entwicklung von m1(z) um kleine z in
2 < d ≤ 4. Durch Einsetzen von (4.51) und (4.52) in (4.50) ergibt sich
m1(z) =− 1
2
∫ z
0
dz′Q0(z′)m0(z′)
1
4
(
1 +O(z2))
×
[
3
2
Bz′ sechBz′ +
3
2
tanhBz′ + sinhBz′ coshBz′
]
− 1
2
∫ ∞
z
dz′Q0(z′)m0(z′)
1
4
sech 2Bz′
[
3
2
Bz +
3
2
Bz +Bz +O(z2)
]
.
(4.53)
Im ersten Integral ist eine Entwicklung des Integranden um kleine z′ gerechtfertigt, da
z′ ≤ z klein ist. Im zweiten Integral wird analog vorgegangen, um dessen Verhalten fu¨r
eine kleine untere Grenze z zu betrachten. Die Konvergenz des Ausgangsintegrals ist
durch den Faktor sech 2(z′) gewa¨hrleistet.
Durch Vergleich mit den Rechnungen in Abschnitt 4.3.1 findet sich
Q0(z  ξ) = − 2
(4π)d/2
π
2
csc
(
(d− 2)π
2
)
z2−d
Γ
(
4−d
2
) +O(1, z4−d)
= − 1
(4π)d/2
z2−d +O(1, z4−d) .
(4.54)
Weiterhin lautet die Molekularfeldlo¨sung des Ordnungsparameterprofils
m0(z) =
B√
2u0
tanhBz . (4.55)
Das Verhalten von m1(z) fu¨r kleine Argumente ergibt sich zusammenfassend als
m1(z) = −1
2
∫ z
0
dz′
(
−(4π)
d/2
z
2−d
+O(1, z4−d)
)
B√
2u0
(
Bz′ +O(z′3)
)
× 1
4
[
3
2
Bz′
(
1 +O(z2))+Bz (1 +O(z2))] (1 +O(z2))
− 1
2
∫ ∞
z
dz′
(
−(4π)
d/2
z
2−d
+O(1, z4−d)
)
B√
2u0
(
Bz′ +O(z′3)
)
z
(
1 +O(z2))
=
B2 (1 +O(z2))
2(4π)d/2
√
2u0
∫ z
0
dz′z′4−d
(
1 +O(z′2)
)
+
B2z (1 +O(z2))
2(4π)d/2
√
2u0
∫ ∞
z
dz′z′3−d
(
1 +O(z′2)
)
∼ z5−d .
(4.56)
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Damit weist der 1-Schleifenanteil des exakten Ordnungsparameterprofils aus den lon-
gitudinalen Fluktuationen keine ra¨umliche Divergenz in der Na¨he der Oberfla¨che aus.
Dasselbe gilt fu¨r den Beitrag aus den transversalen Fluktuationen m1T (z), die entspre-
chende Rechnung ist hier nicht aufgefu¨hrt.
Folglich sind die Anteile der lokalen Energiedichte aus dem exakten Mittelwert des Ord-
nungsparameters am Systemrand endlich, die Divergenzen stammen ausschließlich aus
den Fluktuationen.
4.4 Die integrierte Energiedichte
Die Rechnungen zur integrierten Energiedichte werden gegenu¨ber der lokalen Gro¨ße mit
der Ausintegration der Ortsvariablen zu Beginn technisch vereinfacht und dadurch u¨ber-
haupt ermo¨glicht.
4.4.1 Longitudinaler Anteil der integrierten Energiedichte
Der longituinale Anteil lautet
E˚(ϕ)1L =
∫ ∞
0
dz e˚(ϕ)1L (z)
=
∫ ∞
0
dz
[(
1 + 24u0〈ϕ˚〉(z) · ∂〈ϕ˚〉(z)
∂r0
)
(4.57)
×
∫
dd−1p
{
1
2
√
p2 + 4B2
[
1 +
3B2 sech 2Bz
p2 + 3B2
+
(3B2 sech 2Bz)2
p2(p2 + 3B2)
]
− exp{−2z
√
p2 + 4B2}
2p2
√
p2 + 4B2(p2 + 3B2)
×
[
3B2 tanh 2Bz + (p2 + 3B2) + 3
√
p2 + 4B2B tanhBz
]}]
.
Der Beitrag des Volumens identifiziert sich als der Teil des Integranden, der fu¨r z → ∞
nicht verschwindet, und wird im weiteren als einziges nicht ausgewertetes Ortsintegral
mitgefu¨hrt. Die z-Integration der u¨brigen Terme wird mit Hilfe der in Anhang B.3 auf-
gelisteten Nebenrechnungen vorgenommen.
E˚
(ϕ)
1L =−
∫ ∞
0
dz
[∫
dd−1p
1√
p2 + 4B2
]
+
∫
dd−1p
[
− 3B
4
√
p2 + 4B2(p2 + 3B2)
+
3
B
√
p2 + 4B2
− 3
4(p2 + 3B2)
+
1
2(p2 + 4B2)
]
(4.58)
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Das resultierende reine Impulsintegral entha¨lt nur in p quadratische Ausdru¨cke und
zerfa¨llt daher in Raumwinkel- und Betragsintegration. Durch Abza¨hlen der Potenzen
der Integrationsvariablen zeigt sich, daß keine in d > 1 IR-divergenten Anteile auftre-
ten. Dagegen entha¨lt der das Integral Ultraviolettdivergenzen. Welche Summanden dies
sind, und zu welchen dimensionellen Polen sie fu¨hren ist in Anhang B.1, der die beno¨tig-
ten Impulsintegrale entha¨lt, ersichtlich. Schließlich ergibt sich der 1-Schleifenbeitrag zur
integrierten Energiedichte aus den longitudinalen Fluktuationen zu
E˚
(ϕ)
1L =
∫ ∞
0
dz
2Ad(2B)
d−2
4− d
+
3B
4
[
4Bd−4
(4π)d/2
Γ
(
4−d
2
)
3− d 2F1
(
3− d
2
,
4− d
2
;
5− d
2
;−3
)
− 3
d−3
2 Bd−2
(4π)
d−1
2
Γ
(
3− d
2
)]
− 3Ad(2B)
d−2
2(4− d)B −
3
d−1
2 Bd−3
4(4π)
d−1
2
Γ
(
3− d
2
)
+
2d−4Bd−3
(4π)
d−1
2
Γ
(
3− d
2
)
,
(4.59)
wobei der erste Summand wiederum den Volumenbeitrag darstellt. Das Ergebnis fu¨r E˚(ϕ)1L
entha¨lt Pole in d = 3, 4. Diese ru¨hren aus UV-Divergenzen der nach der Ortsintegration
durchgefu¨hrten Impulsintegration her. Die Diskussion in Abschnitt 4.3.1 hat ergeben, daß
es im z-abha¨ngigen Ausgangsintegranden (4.57) fu¨r endliche Absta¨nde von der Dirichlet-
Oberfla¨che nur zwei bei Integration u¨ber den (d − 1)-dimensionalen Impulsraum UV-
divergente Anteile gibt. Dies sind der Bruch 1√
p2+4B2
, der fu¨r d ≥ 2 unendlich groß wird
und der fu¨r d ≥ 4 divergenten Term ∼ 1√
p2+4B2(p2+3B2)
. Beide liefern in dimensioneller
Regularisierung Pole in vier Dimensionen, nicht jedoch (d− 3)-Pole. Die Divergenzen in
d = 3 sind demnach durch die Ortsintegration bis auf die Oberfla¨che entstanden . Die
Betrachtung der lokalen Gro¨ße (4.31) zeigt, daß die zuerst ausgefu¨hrte p-Integration fu¨r
z → 0 Terme liefert, die wie z2−d divergieren, und analog zum Verhalten oberhalb Tc bei
anschließender Integration u¨ber den Abstand z die (d− 3)-Pole erzeugen.
4.4.2 Transversaler Anteil der integrierten Energiedichte
Entsprechend zu den longitudinalen tragen die zum exakten Mittelwert transversalen
Fluktuationen gema¨ß als Integration u¨ber die lokale Gro¨ße aus (4.41)
E˚
(ϕ)
1T = (n− 1)
∫ ∞
0
dz
[(
1 + 8u0〈ϕ˚〉(z) · ∂〈ϕ˚〉(z)
∂r0
)
×
∫ (d−1)
p
{
1
2|p| +
B2 sech 2Bz
2|p|(p2 −B2)
− exp{−2z|p|}
2|p|(p2 −B2)(p
2 + 2B|p| tanhBz +B2 tanh 2Bz)
}]
(4.60)
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zur vollen integrierten Energiedichte des Halbraumes bei. Sa¨mtliche Einzelsummanden
in der Impulsintegration sind aufgrund des Faktors |p| in den Nennern fu¨r d ≤ 2 IR-
divergent. Da die Theorie nur auf dem Bereich 2 < d ≤ 4 Gu¨ltigkeit besitzt, ist ei-
ne weitergehende Untersuchung nicht erforderlich; durch einfaches Einsetzten eines ver-
schwindenden Impulses in den Integranden ist bei Benutzung der Beziehung sech 2z =
1− tanh 2z leicht feststellbar, daß die Divergenzen nur scheinbar auftreten.
Nach der Ortsintegration mit den Integralen aus Anhang B.3 verbleibt
E˚
(ϕ)
1T =
(n− 1)
4B
∫
dd−1p
1
|p|+B , (4.61)
ein Anteil des unendlichen Systems ist nicht mehr vorhanden. Das in d > 2 UV-divergente
Integral liefert in dimensioneller Regularisierung diskrete Pole in drei und vier Dimensio-
nen.
E˚
(ϕ)
1T =
(n− 1)
4πd/2
Bd−3Γ
(
d
2
)
Γ(5− d)
(d− 2)(d− 3)(4− d) (4.62)
Wie beim longitudinalen Beitrag entha¨lt die urspru¨ngliche Impulsintegration (4.60) fu¨r
endliche z keine Terme, die (d − 3)-Pole liefern. Diese entstehen wiederum erst durch
die Ortsintegration einer ra¨umlichen Divergenz der lokalen transversalen Energiedichte
e˚
(ϕ)
1T (z) am Systemrand.
Insgesamt ergibt sich die volle integrierte Oberfla¨chenenergiedichte des Halbraumes zu
E˚(ϕ)s = −
B
2u0
+
3B
4
[
4
(4π)d/2
Bd−4
Γ
(
4−d
2
)
3− d 2F1
(
3− d
2
,
4− d
2
;
5− d
2
;−3
)
−3
d−3
2 Bd−4
(4π)
d−1
2
Γ
(
3− d
2
)]
− 3Ad2
d−3Bd−3
4− d −
3
d−1
2 Bd−3
4(4π)
d−1
2
Γ
(
3− d
2
)
+
2d−2Bd−3
(4π)
d−1
2
Γ
(
3− d
2
)
+
(n− 1)Bd−3
4πd/2
Γ
(
d
2
)
Γ(5− d)
(d− 2)(d− 3)(4− d) +O(u0) .
(4.63)
In Analogie zu derselben Gro¨ße oberhalb der kritischen Temperatur weist E˚(ϕ)s (r0) in
(4.63) Pole in d = 3 sowie d = 4 auf. Letztere resultieren aus den Impulsintegrationen
u¨ber Anteile der Propagatoren, die weit entfernt von der Oberfla¨che des Halbraumes nicht
verschwinden, und werden daher dem unendlichen System zugerechnet. Die Pole in drei
Dimensionen ru¨hren dagegen wie in Abschnitt 4.3 gezeigt von den Oberfla¨chen her. Sie
entstehen aus ra¨umlichen Divergenzen der lokalen Energiedichte, die am Rand wie z2−d
gegen Unendlich strebt. Die Divergenz ist von der Temperaturvariablen r0 unabha¨ngig.
Damit hat die integrierte Energiedichte unterhalb Tc dieselbe Polstruktur wie oberhalb,
abgesehen davon, daß die (d−3)-Pole nicht in der fu¨hrenden Molekularfeldna¨herung auf-
treten, sondern wiederum in der ersten Ordnung der Fluktuationen.
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Daher ko¨nnen die unphysikalischen Pole aus der gegen Unendlich geschickten Abschnei-
dewellenzahl der Impulsintegration ebenfalls mit der nicht-minimalen additiven Renor-
mierung beseitigt werden.
4.5 Die Oberfla¨chen-Spezifischen Wa¨rme
unterhalb Tc
Durch einfache Temperaturableitung der integrierten Energiedichte aus (4.63) ergibt sich
die nackte Oberfla¨chen-Spezifische Wa¨rme unterhalb Tc:
C˚(ϕ)s = −
4
Bu0
+Bd−5
[
−3Γ
(
4−d
2
)
(4π)d/2
2F1
(
3− d
2
,
4− d
2
;
5− d
2
;−3
)
+
(3
d−1
2 − 2d−3)
2(4π)
d−1
2
Γ
(
5− d
2
)
− 3Ad2
d−4(d− 3)
4− d
+
(n− 1)
8πd/2
Γ
(
d
2
)
Γ(5− d)
(d− 2)(4− d)
]
+O(u0)
(4.64)
Dieser Ausdruck entha¨lt Pole in vier, nicht aber in drei Dimensionen, da
2F1(α, β; γ; z) = 1 +
αβ
γ
z +
α(α + 1)β(β + 1)
γ(γ + 1) · 2 z
2 + . . . (4.65)
polfrei fu¨r −γ /∈ N ist. Der (d− 3)-Pol ist durch die Ableitung verschwunden, was eine
additive Renormierung allein mit dem Ziel der Beseitigung der UV-Divergenzen nicht
erforderlich macht.
Entsprechend soll erneut eine Untersuchung vorgenommen werden, inwieweit sich die un-
terschiedlichen Renormierungsschemata im Ergebnis der renormierten Spezifischen Wa¨r-
me niederschlagen. Diese wird an der einfachen Molekularfeldna¨herung vorgenommen,
bevor das Resultat der Sto¨rungstheorie angegeben wird.
4.5.1 Multiplikative Renormierung der Molekularfeldna¨herung
Die lokale und die integrierte Energiedichte sowie die Spezifischen Wa¨rme der Oberfla¨che
weisen in Molekularfeldna¨herung in keiner Dimension d Pole oder ra¨umliche Divergenzen
in der Na¨he der Oberfla¨che auf. Daher besteht bei bloßer Kenntnis der fu¨hrenden Ord-
nung kein Anlaß zu einer additiven Renormierung.
Die Vorschrift fu¨r die rein multiplikative Renormierung, die mit dem Ziel der Erzeu-
gung der richtigen kritischen Exponenten vorgenommen wird, lautet mit der bekannten
Notation:
C¯(ϕ)MF,s(r;µ) = Z
2
r C˚
(ϕ)
MF,s(Zrr) . (4.66)
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Wie oberhalb Tc ergibt sich u¨ber die Renormierungsgruppengleichung die homogene Dif-
ferentialgleichung fu¨r die Spezifische Wa¨rme als Funktion des Flußparameters ((
(
d
d(
+ 2ζr(()
)
C¯(ϕ)MF,s(() = 0 (4.67)
mit der Lo¨sung
C¯
(ϕ)
MF,s(1) = (
2ζ∗r C¯
(ϕ)
MF,s(() · exp
{
2
∫ 
1
d(′
(′
(ζr((
′)− ζ∗r )
}
. (4.68)
Die vom Flußparameter abha¨ngige renormierte Oberfla¨chen-Spezifische Wa¨rme lautet
C¯
(ϕ)
MF,s(() = −
Ad
2u(()(µ()4−d
√−2r(() (4.69)
beziehungsweise mit der Flußparameterwahl −2r(() = µ2(2 des unendlichen Systems
unterhalb Tc.
C¯
(ϕ)
MF,s(() = −
Ad
2u(()
(µ()d−5 . (4.70)
Damit ergibt sich durch Zuru¨ckeinsetzen die nackte Gro¨ße
˚¯C
(ϕ)
MF,s(() = Z
−2
r (
d−5+2ζ∗r · exp
{
2
∫ 
1
d(′
(′
(ζr((
′)− ζ∗r )
}
µd−5 ·
(
− Ad
2u(()
)
. (4.71)
Sie liest sich nach asymptotischer Auswertung, Umschreiben auf die reduzierte Tempe-
ratur u¨ber die Flußparameterwahl
−2t(µξ0)−1/νQ∗ = (1/ν (4.72)
und die u¨bliche Wahl von µ = ξ−10 als
˚¯C
(ϕ)
MF,s(t) = Z
−2
r (2Q
∗)−(α+ν) · exp
{
2
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
ξ5−d0 ·
(
− Ad
2u∗
)
| − t|−(α+ν) .
(4.73)
Auf diese Weise tra¨gt die Oberfla¨che zur vollen SpezifischenWa¨rme in Molekularfeldna¨he-
rung bei rein multiplikativer Renormierung mit
˚¯CMF,s(t) =
a20
4
˚¯C
(ϕ)
MF,s(t)
= − Ad
8u∗
a2(2Q∗)−(α+ν)ξ5−d0 · exp
{
2
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
| − t|−(α+ν)
≡ A¯
−
MF,s
α+ ν
| − t|−(α+ν) .
(4.74)
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bei. Im rein multiplikativ renormierten 1-Schleifenergebnis erscheint der zusa¨tzliche Fak-
tor
A¯−s = A¯
−
MF,s[1 + u
∗a¯−n,d] , (4.75)
der die Form
a¯−n,d =
2(n− 10)
4− d − 2
6−dA−1d
[
−3Γ
(
6−d
2
)
(4− d) (4π)
d/2
2F1
(
3− d
2
,
4− d
2
;
5− d
2
;−3
)
− Γ
(
5−d
2
)
(4π)
d−1
2
(
2d−4 − 3
d−1
2
2
)
− 3Ad2
d−4
4− d (d− 3)
+
(n− 1)
8πd/2
Γ
(
d
2
)
Γ(5− d)
(d− 2)(4− d)
]
(4.76)
hat. In drei Dimensionen ist
a¯−n,3 = −20 (4.77)
von der Komponentenzahl des Ordnungsparameters unabha¨ngig.
4.5.2 Lokale Renormierung der Molekularfeldna¨herung
Die rein multiplikative Renormierung weist die Schwa¨che auf, daß Kenntnisse der Struk-
tur der Oberfla¨chen-Spezifischen Wa¨rme unberu¨cksichtigt bleiben. Diese gehen erst u¨ber
eine zusa¨tzliche additive Renormierung ein. Die additive Renormierungsvorschrift nach
Dietrich, Diehl hat unterhalb Tc die Form
C(ϕ)s (r;µ) = Z
2
r
[
C˚(ϕ)s (Zrr)− C˚(ϕ)s
(
−1
2
Zrµ
2
)]
. (4.78)
Aus ihr wird mit der Forderung, daß die nackte Gro¨ße nicht von der ku¨nstlich eingefu¨hrten
inversen Referenzla¨ngenskala abha¨ngt, die Renormierungsgruppengleichung erhalten, die
sich von Gleichung (3.27) allein durch einen Faktor −1
2
unterscheidet:
(µ∂µ + βu∂u + ζrr∂r + 2ζr)C
(ϕ)
s (r;µ) = −
µ2
2
(ζr − 2)∂C
(ϕ)
s (r, µ)
∂r
∣∣∣
−2r=µ2
(4.79)
Mit der Methode der Charakteristiken lo¨st sich (4.79) zu
C(ϕ)s (r;µ) = −
1
2
∫ 
1
d(′
(′
[
(2− ζr((′))µ2(′2∂C
(ϕ)
s (r;µ)
∂r
∣∣∣
−2r=µ2′2
· exp
{
2
∫ ′
1
d(′′
(′′
ζr((
′′)
}]
,
(4.80)
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wobei das Verschwinden des zweiten Summanden wie in (3.28) bereits verwendet ist. Es
bleibt, die partielle Ableitung der renormierten Spezifischen Wa¨rme nach dem renormier-
ten Temperaturparameter r anzugeben. Dies geschieht u¨ber die Identita¨t der Ableitungen
der rein multiplikativ und der additiv renormierten Gro¨ße
∂C
(ϕ)
s
∂r
=
∂(Z2r C˚
(ϕ)
s )
∂r
. (4.81)
In Molekularfeldna¨herung la¨ßt sich die rechte Seite von (4.81) sofort niederschreiben:
∂(Z2r C˚
(ϕ)
MF,s)
∂r
= −Ad
(−r
2
)−3/2
16µ4−du
(4.82)
Dieser Ausdruck ist in allen Dimensionen polfrei, da bereits die nackte Spezifische Wa¨rme
in Molekularfeldna¨herung keine dimensionellen Pole aufweist.
C˚MF,s(t) = − Ad
16u∗
a2
α + ν
(2Q∗)−(α+ν)ξ5−d0 · exp
{
2
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
|t|−(α+ν)
≡ A
−
MF,s
α + ν
|t|−(α+ν)
(4.83)
Herauszuheben ist der strukturelle Unterschied, den die beiden Renormierungsschemata
machen. Das additive Verfahren erzeugt zwanglos die richtige Form des Ergebnisses, eine
ku¨nstliche Einfu¨hrung des Nenners (α+ν) wie in (4.74) ist nicht erforderlich. Quantitativ
unterscheiden sich die rein multiplikativ und die additiv renormierte Molekularfeldna¨he-
rung um den Faktor
A¯−MF,s
A−MF,s
= 2(α + ν) , (4.84)
der in vier Dimensionen mit (α)d=4 = 0 und (ν)d=4 = 1/2 gleich eins ist.
4.5.3 Renormierung der 1-Schleifenna¨herung
Zur Renormierung der 1-Schleifenna¨herung der Oberfla¨chen-Spezifischen Wa¨rme unter-
halb Tc wird der Formalismus des vorhergehenden Abschnitts verwendet. Die einzige
Aufgabe besteht darin, das Analogon der Temperaturableitung der multiplikativ renor-
mierten Gro¨ße (4.82) auf Pole in d = 4 zu untersuchen.
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In rein multiplikativer Renormierung der Spezifischen Wa¨rme ergibt sich
Z2r C˚
(ϕ)
s (Zrr, A
−1
d µ
4−dZ−2ϕ Zuu; d)
= − Ad
4µ4−du
√
−r
2
·
[
1 +
(2(n− 1)− 18)u
4− d
]
+
(−r
2
) d−5
2
[
− 3Γ
(
6−d
2
)
(4π)d/2(4− d)2F1
(
3− d
2
,
4− d
2
;
5− d
2
;−3
)
+
(2d−5 − 3d−12 )
(4π)
d−1
2
Γ
(
5− d
2
)
− 3 · 2
4−dAd(d− 3)
4− d
+
n− 1
8πd/2
Γ
(
d
2
)
Γ(5− d)
(d− 2)(4− d)
]
+O(u) .
(4.85)
Ein Herausgreifen der (4− d)-Pole
lim
d→4
(
(4− d)Z2r C˚(ϕ)s
)
= − [(n− 1)− 9]
2
A4√
−r
2
+
(−r
2
)−1/2 [
−3Γ(1)
(4π)2
− 3A4 + n− 1
16π2
]
+O(u)
= 0 +O(u)
(4.86)
zeigt, daß diese allein durch Multiplikation mit den Z-Faktoren des unendlichen Systems
behoben werden. Dieses Verhalten ist insofern zu erwarten, als daß die (4− d)-Pole aus
der Impulsintegration u¨ber ebendessen Anteile der Propagatoren herru¨hren. Die Pole in
drei Dimensionen, die in der integrierten Energiedichte auftreten, sind in (4.64) durch die
Temperaturableitung zur Berechnung der Spezifischen Wa¨rme entfallen. Somit ist der
Ausdruck (4.85) in 2 < d ≤ polfrei. Die abschließende Temperaturableitung liefert
∂
∂r
(
Z2r C˚
(ϕ)
s
) ∣∣∣
−2r=µ2
= −Adµ
d−7
2u
− [(n− 1) − 9]Adµ
d−7
4− d
− 25−d(d− 5)µd−7
[
−3Ad(d− 2)
4(4− d) 2F1
(
3− d
2
,
4− d
2
;
5− d
2
;−3
)
+
2d−3 − 3d−12
2(4π)
d−1
2
Γ
(
5− d
2
)
− 3 · 2
d−4Ad(d− 3)
4− d
+
n − 1
8πd/2
Γ
(
d
2
)
Γ(5− d)
(d− 2)(4− d)
]
+O(u)
≡ −Ad
2u
µd−7
[
1 + ua−n,d
]
+O(u) .
(4.87)
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Entsprechend den Vorarbeiten anhand der additiven Renormierung der Molekularfeld-
na¨herung resultiert in asymptotischer Auswertung der temperaturabha¨ngige Beitrag der
Oberfla¨che zur vollen Spezifischen Wa¨rme des Halbraumes
C˚s(t) =
1
4
a20C˚
(ϕ)
s (t)
= − Ad
16u∗
a2
α + ν
(2Q∗)−(α+ν)ξ5−d0
[
1 + u∗a−n,d
] · exp{2∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
|t|−(α+ν)
≡ A
−
s
α+ ν
|t|−(α+ν) .
(4.88)
Mit der Kenntnis der Amplitude des Temperaturtermes der Spezifischen Wa¨rme des
unendlichen Systems
A− =
1
4
a2ξ4−d0 Ad(2Q
∗)−α
[
4νB∗ + αF ∗−
] · exp{2∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}
(4.89)
lassen sich nicht-universelle Faktoren in (4.88) teilweise in A− absorbieren:
A−s =
A−
4
(2Q∗)−νξ0
[1 + u∗a−n,d]
[4νB∗ + αF ∗−]
(4.90)
Damit entha¨lt A−s außer A
− und der Amplitude der Korrelationsla¨nge ξ0 des unendlichen
Systems keine anpaßbaren Parameter. B∗, F ∗− und Q
∗ werden innerhalb der Theorie
bestimmt.
Der Wert von a−n,d ist (4.87) zu entnehmen, in drei Dimensionen berechnet er sich zu
a−n,3 = −
2
A3
{
[10− n]A3 + 23
[
−3A3
4
+
Γ(1)
4π
(
1
2
− 3
2
)
+
n− 1
8π3/2
Γ
(
3
2
)
Γ(2)
]}
+O(u)
= −22− 2(n − 1) +O(u) .
(4.91)
Dieser Wert ist betragsma¨ßig noch gro¨ßer als der von a+n,3 und daru¨ber hinaus nega-
tiv. Im Fall eines zweikomponentigen Ordnungsparameter wie im wichtigen Beispiel des
supraflu¨ssigen 4He ist u∗ = 0.0362, so daß die 1-Schleifenna¨herung eine Korrektur von
87% gegenu¨ber der fu¨hrenden Molekularfeldna¨herung bedeutet. Durch das entgegenge-
setzte Vorzeichen nimmt das Gesamtergebnis der Oberfla¨chen-Spezifischen Wa¨rme beim
U¨bergang zur ersten Ordnung der Sto¨rungstheorie um eine Gro¨ßenordnung ab. In wel-
chem Umfang dieser dramatische Effekt am Renormierungsschema liegt, das, wie in Ab-
schnitt 2.3 diskutiert prinzipiell vorhandene Information nicht ausscho¨pft, kann nicht
festgestellt werden. An dieser Stelle soll jedoch daran erinnert werden, daß die nicht-
minimale Renormierung der Spezifischen Wa¨rme des unendlichen Systems unterhalb der
kritischen Temperatur zu qualitativen Unsicherheiten fu¨hrt.
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Generell ist durch die gravierenden Auswirkungen des einfachen U¨berganges zur na¨chsten
Ordnung der Sto¨rungstheorie die Zuverla¨ssigkeit der Rechnung in Frage gestellt. Eine
quantitative Aussage kann fu¨r den Vergleich mit Experimenten nicht erwartet werden.
Das Verha¨ltnis der mit der rein multiplikativen und der additiven Renormierung erzeug-
ten Ausdru¨cken der Amplituden der Oberfla¨chen-Spezifischen Wa¨rmen in (4.74), (4.75)
und (4.88)
A¯−s
A−s
= 2(α + ν)
[
1 + u∗a¯−n,d
]
[
1 + u∗a−n,d
] (4.92)
hat fu¨r n = 2, d = 3 den Zahlenwert(
A¯−s
A−s
)
n=2
d=3
= 2.78 , (4.93)
was an den großen Koeffizienten a¯−n,d und a
−
n,d liegt und wiederum gegen die Zuverla¨ssigkeit
der Sto¨rungsreihen spricht. In einer Entwicklung um vier Dimensionen
A¯−s
A−s
=
(
1 +
n+ 2
2(n + 8)
(4− d)− n− 4
n+ 8
(4− d)
)
×
[
1 + 4−d
4(n+8)
(−4√3π + 4π − 15 + (n− 1))][
1 + 4−d
4(n+8)
(−4√3π + 4π + 3 + (n− 1))] +O
(
(4− d)2)
=
(
1− n− 10
2(n + 8)
(4− d)
)
·
[
1− 4− d
4(n+ 8)
(18− 2(n− 1))
]
+O ((4− d)2)
= 1 +O ((4− d)2) ,
(4.94)
in der auch die Exponenten und der Fixpunktwert der Kopplung u∗ eingehen, besteht
dagegen eine Gleichwertigkeit der Amplituden. Deren Verha¨ltnis ist damit stark von der
Dimension abha¨ngig.
4.6 Vergleich mit fru¨heren Rechnungen
In einer Entwicklung um vier Dimension existiert eine Einschleifenna¨herung der Ober-
fla¨chen-Spezifischen Wa¨rme seit 1984. Das urspru¨ngliche Resultat der rein multiplikativ
renormierten integrierten Energiedichte von Eisenriegler [21] wurde spa¨ter in Zusam-
menarbeit mit Upton korrigiert [23]. Danach lautet es
ER = (4π)−d/2
(|tR|2)1/2{− 6
uR
+
1
4− d
(
−4(n− 10) − 18 + n− 1
2
)}
+O ((4− d)2) . (4.95)
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Mit den Beziehungen
ER = µ3−dE¯(ϕ)s = µ
3−dZrE˚(ϕ)s , (4.96)
tR = µ−2r und (4.97)
uR =
3(d− 2)
2Γ
(
6−d
2
)u (4.98)
zeigt sich bei einer entsprechenden teilweisen und gemischten Entwicklung nach uR und
(4− d) U¨bereinstimmung mit den in der vorliegenden Arbeit gefundenen Ergebnissen in
den Gleichungen (4.66), (4.70) und (4.75).
4.6.1 Amplitudenverha¨ltnis der
Oberfla¨chen-Spezifischen Wa¨rmen
Fisher [52] formuliert in einer Arbeit zur Oberfla¨chenspannung von 4He die Erwar-
tung, daß das Verha¨ltnisQ der Amplituden kritischen Temperaturabha¨ngigkeit der Ober-
fla¨chenspannungen universell ist. Die der freien Energie der Oberfla¨che proportionale
Gro¨ße hat die Darstellung
Σ±(t) = Σ0 +X±|t|2−(α+ν) (4.99)
mit den in Σ0 zusammengefaßten regula¨ren Anteilen. Betrachtet wird der Quotient
Q =
X+
X−
. (4.100)
Da sich durch zweifache Temperaturableitung von Σ±(t) eine zur Oberfla¨chen-Spezifi-
schen Wa¨rme proportionale Gro¨ße ergibt, entspricht Q dem Verha¨ltnis der Amplituden
A±s aus (3.50) und (4.88):
Q =
A+s
A−s
=
Ad−1(d− 3)
Ad
nu∗
2
2α+ν
[
1 + u∗a+n,d
]
[
1 + u∗a−n,d
] (4.101)
Mit den Darstellungen in den Gleichungen (3.52) und (4.90) ergibt sich ein Verha¨ltnis, in
dem der universelle Quotient der Amplituden des unendlichen Systems vorkommt. Die
nicht-universelle Amplitude der Korrelationsla¨nge ξ0 hat sich herausgehoben. Fu¨r den
Fall des zweikomponentigen Ordnungsparameters in drei Dimensionen ist
Q ≈ 2.98 (4.102)
In (4.101) werden die großen Unsicherheiten der sto¨rungstheoretischen Resultate bei der
Behandlung des Nenners deutlich. Eine Entwicklung nach der Kopplungskonstanten u∗
vera¨ndert das Ergebnis um eine Gro¨ßenordnung
Q =
Ad−1(d− 3)
Ad
nu∗
2
2α+ν
[
1 + u∗a+n,d
] · [1− u∗a−n,d] n=2,d=3≈ 0.72 , (4.103)
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wobei die kritischen Exponenten nicht von der Entwicklung beru¨hrt werden. Werden
nur die fu¨hrenden Ordnungen in u∗ bei der Bildung von Q beru¨cksichtigt, das heißt die
Gaußsche Na¨herung oberhalb und die Molekularfeldlo¨sung unterhalb Tc, ergibt sich bei
n = 2 und d = 3 (
(A+s )1
(A−s )MF
)
n=2
d=3
≈ 0.23 . (4.104)
Angesichts dieser Spanne der Werte von Q bei unterschiedlichen Graden der Entwicklung
ist von dieser Gro¨ße in Vergleichen mit Experimenten keine Aussage zu erwarten.
Bei den in der Literatur angegeben Zahlenwerten von Q handelt es sich jeweils um Ent-
wicklungen um vier Dimensionen von verschiedenen Na¨herungen, die allesamt rein mul-
tiplikativ renormiert wurden. In (3.61), (4.84) und (4.94) wurde nachgewiesen, daß die
(4− d)-Entwicklungen der Ergebnisse der in dieser Arbeit verwendeten additiven Renor-
mierung mit den multiplikativ renormierten Resultaten identisch sind. Insofern stellen
die nachfolgenden Gleichungen nach (d− 4) entwickelte Versionen der Ergebnisse von Q
in (4.101) bis (4.104) dar.
Mikheev, Fisher geben in ihrer Arbeit den Wert
QFisher ≈ 0.25 (4.105)
fu¨r n = 2, d = 3 an, der als schwache untere Schranke fu¨r Q angesehen wird und damit
nicht mit dem Bereich 0.35 ≤ Q ≤ 3.0 im Widerspruch steht, der aus den Experimenten
zur Oberfla¨chenspannung [48, 37] gewonnen wird. Bei QFisher handelt es sich um das
Ergebnis einer 2-Schleifenna¨herung oberhalb Tλ. Unterhalb der kritischen Temperatur
wurde die Molekularfeldna¨herung verwendet.
In Verbindung mit dem 1-Schleifenresultat von Eisenriegler gibt Upton [71] den
Ausdruck
QUpton =
√
2πn(4− d)
4(n + 8)
×
[
1 +
4− d
4(n + 8)
{
16 + 5n +
12π√
3
− 4π − (22− 5n) ln 2 + 12(3n + 14)
n + 8
}
+O ((4− d)2)
]
(4.106)
in einer strengen Entwicklung auch des Fixpunktwertes u∗ um vier Dimensionen an.
Bei einer entsprechenden Behandlung von (4.101) ergibt sich dasselbe Resultat. Zum
Vergleich mit supraflu¨ssigem Helium ist
QUpton
n=2, d=3≈ 0.43 . (4.107)
4.6. VERGLEICH MIT FRU¨HEREN RECHNUNGEN 71
Die Gu¨te der Entwicklung wird wird durch Einsetzen von n = 2 in den Sto¨rungsausdruck
in (4.106) reflektiert:
QUpton
n=2
=
√
2π(4− d)
2(n+ 8)
[
1 + 0.93(4− d) +O ((4− d)2)] (4.108)
In drei Dimensionen sind die fu¨hrende und die folgende Ordnung in (4 − d) anna¨hernd
gleich groß.
Neben den in der Gruppe um Fisher erstellten Vorhersagen von Q sind in einigen Ar-
beiten von Bhattacharjee Oberfla¨chen-Beitra¨ge zur Spezifischen Wa¨rme von 4He in
Plattengeometrie berechnet worden [25, 8]. Unter anderem wurde ein Wert des Quoti-
enten Q gefunden, der mit experimentellen Daten von Gasparini et al. [50] verglichen
wird und dem Autor zufolge im Rahmen der Na¨herung U¨bereinstimmung ergibt. Die
U¨berlegungen sind jedoch im allgemeinen nicht nachvollziehbar und daher hier nur der
Vollsta¨ndigkeit halber erwa¨hnt.
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Kapitel 5
Vergleich der Halbraumtheorie mit
experimentellen Daten
An dieser Stelle werden die in den vorherigen Kapiteln gewonnenen analytischen Ergeb-
nisse mit Experimenten an 4He in Plattengeometrie verglichen. Dazu werden die Meßda-
ten zuna¨chst auf Skalenverhalten untersucht, bevor sie den Vorhersagen der analytischen
Theorie gegenu¨bergestellt werden. Daten aus Rechnersimulationen des dreidimensionalen
XY-Modells von Schultka, Manousakis [65] werden nicht in den Vergleich einbezogen,
da unklar ist, inwieweit die dort verwendeten Randbedingungen Dirichlet Oberfla¨chen
entsprechen. Na¨heres dazu wird in Kapitel 8 ero¨rtert werden.
5.1 Skalenverhalten der experimentellen Daten
Bei den ku¨rzlich auf der Erde [49, 50, 38] und unter Mikrogravitation im Weltraum [44]
vorgenommenen Messungen der Spezifischen Wa¨rme von 4He in endlicher Geometrie sind
die Proben von zwei im Abstand L voneinander befindlichen Platten eingefaßt. An der
Grenzfla¨che des Heliums zum Festko¨rper stellen Dirichlet Randbedingungen eine gute
Approximation dar; der zweikomponentige Ordnungsparameter, die komplexe Wellen-
funktion verschwindet anna¨hernd. Die Plattenabsta¨nde der verschiedenen Experimente
erstrecken sich von L = 483 − 6918A˚ [49, 50] bis zu L = 57µm [44]. Sie sind in nu-
merischer Form im Anhang C aufgelistet, soweit sie nicht an anderer Stelle publiziert
vorliegen. Die weite Spanne der He-Filmdicken ermo¨glicht eine genau U¨berpru¨fung der
Finite-size-Skalenhypothese. In Hinblick auf den spa¨teren Vergleich mit einer reinen Ober-
fla¨chentheorie geschieht dies anhand der Skalenfunktion
f2(tL
1/ν) = L−α/ν
[
C˚(t, L)− C˚(t,∞)
]
, (5.1)
die fu¨r große Argumente gerade den Oberfla¨chenanteil der vollen Spezifischen Wa¨rme ei-
nes abgeschlossenen Systems wiedergibt. Die charakteristische Systemla¨nge im Argument
der Skalenfunktion wird in A˚ngstrøm angegeben. Schwierigkeiten enstehen dadurch, daß
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die verschiedenen Experimentatorengruppen keine Einigkeit u¨ber die Form der Spezifi-
schen Wa¨rme des unendlichen Systems erzielen.
Mehta, Gasparini verwenden den Ausdruck
C˚(t,∞) =
(
A±
α
|t|−α(1 +D±|t|1/2) +B±
)(
1 + E±
|t|
ln |t| + F
±
( |t|
ln |t|
)2)
, (5.2)
der als Querschnitt u¨ber eine Anzahl von Experimenten zusammengestellt wurde, und
den Autoren zufolge C˚(t,∞) in den Bereichen 3.5× 10−8 < t < 5.5× 10−2 oberhalb Tλ
und −1.3× 10−8 < |t| < −8× 10−2 unterhalb der λ-Temperatur zuverla¨ssig darstellt.
Demgegenu¨ber bestimmen Lipa et al. die Skalenfunktion f2 durch Abzug von
C˚(t,∞) = A
±
α
|t|−α (1 +D±|t|∆ + E±|t|)+B (5.3)
von der vollen Spezifischen Wa¨rme des begrenzten Systems mit Oberfla¨chen. Die Zah-
lenwerte der Konstanten sind in Anhang C neben den experimentellen Daten aufgefu¨hrt.
Herausgehoben werden sollen jedoch die Amplituden A± sowie der kritische Exponent α:
Mehta et al. [50] Lipa et al. [44]
α −0.0134 −0.01056
A+ [J/mol K] 6.1674 5.7889
A− [J/mol K] 5.8422 5.5444
Tabelle 5.1: Kritischer Exponent α und Amplituden A± der Spezifischen Wa¨rme der
verschiedenen Experimentatorengruppen.
Die Angaben unterscheiden sich um bis zu 30%. Diese Unsicherheit wird u¨ber die Am-
plitude des unendlichen Systems auch in die theoretischen Vorhersagen der Oberfla¨chen-
Spezifischen Wa¨rme (3.52) und (4.90) hineingetragen. In den doppeltlogarithmisch auf-
getragenen Skalenfunktionen in den Bildern 5.7 und 5.8 ist diese mo¨gliche Fehlerquel-
le allerdings vernachla¨ssigbar, da eine Verschiebung der Theoriekurven um den Betrag
log 1.3 weit unterhalb der von der Theorie zu erwartenden Genauigkeit liegt.
Zur Behandlung der experimentellen Rohdaten wird in dieser Arbeit bei der Umschrei-
bung eines Datensatzes auf Skalenform die von den jeweiligen Experimentatoren ange-
gebene Form (5.2) oder (5.3) benutzt, obwohl es unbefriedigend erscheint, verschiedene
Meßreihen mit unterschiedlichen Spezifischen Wa¨rmen des Volumens zu behandeln. Die-
ses Vorgehen wahrt jedoch die Konsistenz innerhalb der einzelnen Experimente, da zu
den Finite-size Daten jeweils parallel die Spezifische Wa¨rme des unendlichen Systems
gemessen wird.
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Abbildung 5.1: Die Skalenfunktion f2 unterhalb Tλ: Vergleich der experimentellen Daten
vonMehta, Gasparini [50] fu¨r L = 483A˚ bei Abzug der unterschiedlichenFormen (5.2),
(+), beziehungsweise (5.3), (×) der Spezifischen Wa¨rme des unendlichen Systems.
Um die Auswirkung der durch die Verwendung unterschiedlicher Volumen-Spezifischer
Wa¨rmen entstehenden Verschiebungen in den Skalenfunktionen f2 zu u¨berpru¨fen, wird
der Datensatz zum Plattenabstand L = 483A˚ von Mehta, Gasparini unterhalb von
Tλ in Abbildung 5.1 bei Abzug der verschiedenen Formen von C˚(t,∞) verglichen. Bei
der Erstellung der Skalendarstellungen wird sichtbar, daß die geringen Unterschiede zwi-
schen der Verwendung der Ausdru¨cke von Mehta, Gasparini (+) und Lipa et al. (×)
hauptsa¨chlich durch die verschiedenenWerte fu¨r α im Vorfaktor L−α/ν zustande kommen.
Sie sind vernachla¨ssigbar im Vergleich mit den Abweichungen zu anderen experimentel-
len Datenreihen und im Hinblick auf die erwartete Unsicherheit der analytischen Theorie
aufgrund der großen Koeffizienten der Sto¨rungsreihen.
5.1.1 Skalenverhalten der experimentellen Daten oberhalb Tλ
Bereits anhand der Daten vonMehta und Gasparini ist eine Skalenanalyse durchfu¨hr-
bar, da die extremen Werte des Plattenabstandes um anderthalb Zehnerpotenzen ausein-
anderliegen. Die Skalendarstellung wird in Abbildung 5.2 gezeigt. Sie ist aus der vollen
Spezifischen Wa¨rme durch Subtraktion des Ausdruckes (5.2) gewonnen. Es fa¨llt auf, daß
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die Werte der vier großen Systemausdehnungen nicht wie von der Skalenhypothese an-
genommen auf eine Linie zusammenfallen. Es scheint im Gegenteil eine systematische
Abweichung vom Skalenverhalten vorzuliegen, derart daß die Datenpunkte fu¨r kleinere
Plattenabsta¨nde L durchweg u¨ber denen fu¨r gro¨ßere liegen. Auf dieses Verhalten wird von
den Experimentatoren selbst hingewiesen. In der Diskussion der Datensa¨tze [49] werden
Ursachen fu¨r mo¨gliche systematische Abweichungen ero¨rtert und Fehlerbalken angegeben.
Unter deren Beru¨cksichtigung liefern die Daten keinen Widerspruch zur Skalenhypothe-
se. Daru¨berhinaus schließen sich die neueren Daten fu¨r das kleinste System (L = 483A˚)
und noch nicht vero¨ffentlichte Messungen an circa 10000A˚ separierten Platten nicht dem
beschriebenen Trend an [31]. Unter der Annahme des Finite-size-Skalens faßt Gasparini
die Daten aus allen Einzelexperimenten in einer arithmetischen Mittelung zusammen.
Diese ebenfalls noch nicht zuga¨nglichen Werte liegen nach Angaben des Autors auf der
Datenreihe fu¨r L = 483A˚. Daher wird dieser Satz im weiteren zu den Vergleichen mit den
Ergebnissen von Lipa et al. und der 2-Schleifenna¨herung der analytischen Theorie her-
angezogen. In Abbildung 5.3 ist er zusammen mit den Resultaten der L = 2113A˚-Platte
und des Weltraumexperiments CHeX von Lipa et al. [44] mit L = 57µm aufgetragen.
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Abbildung 5.2: Die Skalenfunktion f2 oberhalb Tλ: Experimentelle Daten von Mehta
et al. [50] mit Plattenabsta¨nden L = 483A˚ (+), 1074A˚ (◦), 2113A˚ (), 5039A˚ () und
6918A˚ (♦).
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Die CHeX-Daten oberhalb der λ-Temperatur sind mit einer zusa¨tzlichen Schwierigkeit
verbunden. Bei einer Reanalyse der Daten stellten die Experimentatoren fest, daß bei der
urspru¨nglichen Auswertung der Referenz-SpezifischenWa¨rme ein Fehler aufgetreten war,
und gaben neue Zahlenwerte fu¨r die Parameter in Gleichung (5.3) an. Obwohl die Roh-
daten der Spezifischen Wa¨rme des begrenzten Systems in numerischer Form vorliegen,
erweist es sich mit den neuen Amplituden und Exponenten des Volumens als unmo¨glich,
sinnvolle Werte fu¨r f2 zu erhalten, da die Ha¨lfte der Punkte negativ wird. Dasselbe
geschieht bei der Verwendung der Form (5.2) nach Gasparini et al. Daher wird auf
die Zahlen der fru¨heren fehlerhaften Auswertung der Skalenfunktion zuru¨ckgegriffen, die
ebenfalls in numerischer Form vorliegen und in Anhang C.2 erga¨nzend aufgefu¨hrt sind.
Durch diese Einschra¨nkung suggerieren die CHeX-Daten in Abbildung 5.3 im Bereich
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Abbildung 5.3: Die Skalenfunktion f2 oberhalb Tλ: Vergleich der experimentellen Daten
vonMehta et al. [50] fu¨r L = 483A˚ (+), L = 2113A˚, () und Lipa et al. [43], L = 57µm
(•).
großer Skalenvariablen x eine Kru¨mmung, die in den revidierten Daten nicht mehr vor-
handen ist. Fu¨r 1 < x < 100 tritt durch die Korrektur der Zahlen des unendlichen
Systems keine sichtbare Vera¨nderung auf [57].
Als Ergebnis des Vergleiches der vorliegenden experimentellen Daten ist festzustellen,
daß die Finite-size-Skalenannahme im Rahmen der Meßgenauigkeiten bei Beru¨cksichti-
gung der mo¨glichen systematischen Fehler gestu¨tzt wird.
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5.1.2 Skalenverhalten der experimentellen Daten unterhalb Tλ
Unterhalb der λ-Temperatur zerfa¨llt die Auftragung der Skalenfunktion f2 in zwei Berei-
che, die durch die Position der Maxima der Spezifischen Wa¨rme, die einem Minimum von
f2 entspricht, getrennt werden. Dies ist insbesondere an Abbildung 5.4 gut erkennbar. In
der Na¨he der Temperatur des Phasenu¨bergangs fallen die Daten aus den verschiedenen
Experimenten zusammen. Dasselbe gilt fu¨r die Position der Maxima der vollen Spezifi-
schen Wa¨rmen der begrenzten Systeme, die ein lokales Minimum der Skalenfunktion be-
deuten. Dagegen scheint die Tiefe dieses Minimums vom Plattenabstand L abzuha¨ngen.
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Abbildung 5.4: Die Skalenfunktion f2 oberhalb Tλ: Experimentelle Daten von Mehta
et al. [50] mit Plattenabsta¨nden L = 483A˚ (+), 1074A˚ (◦), 2113A˚ (), 5039A˚ () und
6918A˚ (♦).
In den sich daran anschließenden Bereich der Dominanz des Oberfla¨cheneffektes er-
strecken sich von Mehta et al. nur wenige Datensa¨tze. Anhand der Daten fu¨r L = 483A˚
(+) und L = 6918A˚ (♦) sind in Bild 5.4 systematische Abweichungen vom Skalenverhal-
ten erkennbar. Dabei liegen die Daten von Systemenmit einem geringeren Plattenabstand
jeweils u¨ber denen mit gro¨ßerem L.
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Abbildung 5.5: Die Skalenfunktion f2 unterhalb Tλ: Vergleich der experimentellen Daten
von Mehta et al. [50] fu¨r L = 483A˚ (+) und Lipa et al. [44], L = 57µm, (•).
Diese Tendenz setzt sich bei Hinzunahme des Weltraumexperimentes mit L = 57µm in
Abbildung 5.5 fort. Auffa¨llig ist die sehr gute U¨bereinstimmung der Datenpunkte bei klei-
nen Skalenvariablen, wa¨hrend im Oberfla¨chenregime große Diskrepanzen auftreten. Diese
sind nicht durch Unsicherheiten der Messungen erkla¨rbar, die Streuung der Daten ist sehr
gering. In Anhang C.1.2 sind neben den Ergebnissen der vollen Spezifischen Wa¨rme in
Plattengeometrie auch die Fehlerbalken der einzelnen Datenpunkte angegeben. Diese lie-
gen im ungu¨nstigsten Fall bei 1% und damit weit unterhalb des Faktors zwei zwischen
den Datensa¨tzen fu¨r L = 483A˚ und L = 57µm. Die experimentellen Daten erfu¨llen die
Finite-size Skalenhypothese von oberhalb Tλ kommend nur bis zur Position der Maxima
der Spezifischen Wa¨rmen der endlichen Systeme. Darunter tritt eine systematische Ab-
weichung auf. Vor diesem Hintergrund ist es fraglich, inwieweit die analytische Theorie,
die Skalenverhalten besta¨tigt, eine U¨bereinstimmung mit den Experimenten erreichen
kann.
5.1.3 Die superfluide Dichte
In dieser Arbeit wurde bereits mehrfach erwa¨hnt, daß Rhee, Gasparini und Bishop
1989 Messungen der superfluiden Dichte ρs von 4He in Plattengeometrie mit dem Abstand
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L zwischen den Oberfla¨chen die Frage nach dem Skalenverhalten endlicher Systeme mit
nicht-periodischen Randbedingungen aufwarfen [60]. Die Ergebnisse sind in Abbildung 5.6
aufgetragen. Im Skalenauftrag treten mit der Systemgro¨ße L systematische Abweichungen
vom Finite-size-Skalenverhalten auf. Dieser Befund deckt sich mit der im vorhergehenden
Abschnitt gefundenen Verletzung der Skalenhypothese.
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Abbildung 5.6: Skalenplot der superfluiden Dichte in 4He nach [60] in Plattengeometrie.
Von links unten nach oben rechts: Plattenabsta¨nde L = 0.106µm (,), L = 0.519µm
(◦), L = 2.8µm (♦) und L = 3.9µm ().
5.2 Die Oberfla¨chen-Spezifische Wa¨rme
Zum Vergleich der Vorhersagen der analytischen Theorie fu¨r die Oberfla¨chen-Spezifischen
Wa¨rmen oberhalb und unterhalb Tλ in (3.50) und (4.88) werden die nichtuniversellen
Anteile gema¨ß den Gleichungen (3.52) und (4.90) durch die Amplituden A± sowie die
nicht-kritische Korrelationsla¨nge ξ0 ausgedru¨ckt. Die Anpassung erfolgt hier mit den Er-
gebnissen aus demWeltraumexperiment CHeX von Lipa et al. [44]. Sie sind in Anhang C
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aufgefu¨hrt. Damit ergeben sich die Zahlenwerte der Amplituden von C˚s(t) zu
A+s = 5.4291
J A˚
mol K
(5.4)
A−s = 1.8218
J A˚
mol K
(5.5)
beziehungsweise
(
A−s
)
MF
= 13.8869
J A˚
mol K
(5.6)
in Molekularfeldna¨herung unterhalb Tλ.
Die Skalenfunktion f2(tL1/ν) der Spezifischen Wa¨rme eingeschlossener Systeme na¨hert
sich fu¨r große Skalenvariablen x = tL1/ν dem reinen Oberfla¨chenbeitrag an:
f2(x = tL
1/ν) = Lα/ν
[
C˚(t,∞)− C˚(t, L)
]
= −2L
α/νC˚s(t)
L
fu¨r L ξ
= − 2A
±
s
α+ ν
x−(α+ν)
(5.7)
Im doppeltlogarithmischen Auftrag der Skalenfunktion f2(x) erscheint der Oberfla¨chen-
anteil der Spezifischen Wa¨rme als Gerade mit der Steigung −(α + ν). Die Amplitude
ergibt sich aus (5.4) bis (5.6).
5.2.1 Die Skalenfunktion f2 oberhalb Tλ
Bild 5.7 zeigt, daß oberhalb der λ-Temperatur der theoretisch vorhergesagte Oberfla¨chen-
anteil (3.50) der Spezifischen Wa¨rme zentral innerhalb der experimentellen Daten liegt.
Dies trifft auch fu¨r das von Gasparini erstellte arithmetische Mittel u¨ber alle in sei-
ner Experimentatorengruppe aufgenommenen Meßdaten zu. Das bedeutet, daß der theo-
retisch vorhergesagte kritische Exponent (α + ν) der Oberfla¨chen-Spezifischen Wa¨rme
durch die Experimente besta¨tigt wird. Die Kru¨mmung der CHeX-Daten fu¨r große Ska-
lenvariablen ist wie bereits im vorherigen Abschnitt angesprochen ein Artefakt fehlender
Informationen zur Spezifischen Wa¨rme des unendlichen Systems. Die gute quantitative
U¨bereinstimmung der Amplitude aus der analytischen Theorie ist a priori nicht erwar-
tet, da die Sto¨rungstheorie mit einem großen Koeffizienten der nachfolgenden Ordnung
Unsicherheiten beinhaltet. Insgesamt fa¨llt der Vergleich von Theorie und Experimenten
oberhalb Tλ zufriedenstellend aus.
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Abbildung 5.7: Die Skalenfunktion f2 obrhalb Tλ: Vergleich der experimentellen Daten
von Mehta et al. [50] fu¨r L = 483A˚ (+) und Lipa et al. [43], L = 57µm (•) mit dem
2-Schleifenresultat der analytischen Theorie nach (3.50) (durchgezogene Linie).
5.2.2 Die Skalenfunktion f2 unterhalb Tλ
Unterhalb der λ-Temperatur zeigte sich bereits bei bloßer Betrachtung der Meßdaten
aus den verschiedenen Experimenten eine Verletzung der Skalenhypothese, die es fraglich
erscheinen la¨ßt, ob die Theorie, die ein Skalenverhalten vorhersagt, die experimentellen
Werte beschreiben kann. Die in Bild 5.8 aufgezeichnete Skalenfunktion besta¨tigt diese
Vermutung. Zwar weisen die beiden ausgewa¨hlten Datensa¨tze mit den Plattenabsta¨nden
L = 483A˚ [50] und L = 57µm [44] fu¨r Skalenvariablen x unterhalb der Minima der Ska-
lenfunktion f2 die theoretisch vorhergesagte Steigung auf, aber die 1-Schleifenna¨herung
der analytischen Theorie nach (4.88) liegt eine Gro¨ßenordnung niedriger als die Daten-
punkte des gro¨ßten Systems. Die Molekularfeldna¨herung, die niedrigste Ordnung liegt
dagegen innerhalb des Bereiches der experimentellen Werte. Diese Unsicherheit ist nicht
u¨berraschend und unterstreicht die schon in Kapitel 4 gemachte Beobachtung, daß die
Sto¨rungstheorie unzuverla¨ssige Ergebnisse liefert, da sowohl die fu¨hrende als auch die fol-
gende Ordnung von der gleichen Gro¨ßenordnung sind, aber unterschiedliche Vorzeichen
tragen.
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Abbildung 5.8: Die Skalenfunktion f2 unterhalb Tλ: Vergleich der experimentellen Daten
von Mehta et al. [50] fu¨r L = 483A˚ (+) und Lipa et al. [44], L = 57µm (•) mit der
theoretischen Vorhersage in Molekularfeldna¨herung (gestrichelt) und 1-Schleifenergebnis
(durchgezogene Linie) nach (4.88).
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Kapitel 6
Erweiterungen der Theorie
In diesem Kapitel werden mo¨gliche Erweiterungen der analytischen Theorie diskutiert.
Dazu wird einerseits die Auswirkung eines nicht vollsta¨ndig unterdru¨ckten Ordnungspa-
rameters auf der Halbraumoberfla¨che untersucht, andererseits wird die Amplitude der
Wegner-Korrektur zum asymptotischen Verhalten berechnet. Beide Rechnungen werden
am einfachsten Beispiel der Spezifischen Wa¨rme oberhalb der kritischen Temperatur in
Gaußscher Na¨herung durchgefu¨hrt, da zu erwarten ist, daß sich die Resultate qualita-
tiv und quantitativ auf ho¨here Ordnungen der Sto¨rungstheorie und das Regime T < Tc
u¨bertragen lassen.
Abschließend werden weitere mo¨gliche Erkla¨rung der im vorherigen Kapitel festgestellten
Verletzung des Finite-size Skalenverhaltens angefu¨hrt.
6.1 Beru¨cksichtigung einer zusa¨tzlichen
Oberfla¨chenkopplung
Bei den bisher gezeigten Rechnungen wurde jeweils davon ausgegangen, daß der Ord-
nungsparameter und seine Fluktuationen an der Oberfla¨che des Halbraums vollsta¨ndig
auf 0 unterdru¨ckt sind. Der entsprechende Hamiltonian (2.5) mit der Nebenbedingung
ϕ˚(y, z = 0) = 0 stellt einen Spezialfall einer vorhanden Oberfla¨chenkopplung, die sich
durch den Zusatzterm
Hs{ϕ˚(x)} = c0
2
∫
S
d(d−1)yϕ˚2(y, z = 0) (6.1)
beschrieben wird, dar. Je nach Zahlenwert des Parameters c0 ordnet die Oberfla¨che gleich-
zeitig mit dem Volumen, c0 = csp, oder der Ordnungsparameter erfa¨hrt am Rand eine Un-
terdru¨ckung (c0 > csp) oder Anhebung (c0 < csp) gegenu¨ber dem unendlichen System [14].
Es wird in dieser Reihenfolge von einem speziellen, gewo¨hnlichen oder außergewo¨hnlichen
Oberfla¨chenphasenu¨bergang gesprochen. Im r0-c0-Diagramm wird der Punkt (r0c, csp) als
multikritischer Punkt bezeichnet.
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Fu¨r den nackten Ordnungsparameter ergibt sich die Randbedingung
c0ϕ˚(y, z = 0) =
dϕ˚(y, z)
dz
∣∣∣
z=0
. (6.2)
Offensichtlich entspricht eine Dirichlet Oberfla¨che dem Wert c0 =∞. Insofern wird hier
nur der Fall des gewo¨hnlichen Phasenu¨bergangs betrachtet, in dessen Univeralita¨tsklasse
der exakt auf Null unterdru¨ckte Ordnungsparameter fa¨llt.
Der Propagator im Halbraum mit endlicher Oberfla¨chenkopplung c0 lautet [47]
G+0 (z1, z2;p; c0) =
1
2
√
r0 + p2
[
e−
√
r0+p2|z1−z2| − c0 −
√
r0 + p2
c0 +
√
r0 + p2
e−
√
r0+p2(z1+z2)
]
.
(6.3)
Es ist leicht verifizierbar, daß im Genzfall c0 →∞ wieder (3.7) resultiert.
Das Vorhandensein einer endlichen Oberfla¨chenkopplung fu¨hrt einen weiteren Parame-
ter in das Modell ein, der im Halbraum durch das Verha¨ltnis des Ordnungsparameters
zu dessen Steigung an der Systemgrenze darstellt. Dadurch entspricht c−10 der gedach-
ten Extrapolation des Ordnungsparameterprofils u¨ber den Systemrand hinaus auf den
Wert Null. Diese Extrapolationsla¨nge ist im endlichen begrenzten System eine zusa¨tzli-
che La¨ngenskala neben der Korrelationsla¨nge des unendlichen Systems ξ und der Aus-
dehnung L, was eine Zersto¨rung des Finite-size Skalenverhaltens mit sich bringt, sofern
diese Extrapolationsla¨nge im Limes großer L nicht vernachla¨ssigt werden kann.
Daher werden im folgenden die Oberfla¨chen-Spezifische Wa¨rme C˚
(ϕ)
s und die integrier-
te Energiedichte E˚
(ϕ)
s einer Oberfla¨che mit endlichem c0 berechnet. Erst im Endergeb-
nis nach der vorgenommenen additiven Renormierung wird der Grenzwert der Dirichlet
Randbedingung ausgewertet.
6.1.1 Renormierung der Oberfla¨chenkopplung
Der Wert der Oberfla¨chenkopplung am speziellen Phasenu¨bergang csp ist analog zum
kritischen Temperaturparameter r0c durch das Verschwinden der inversen Oberfla¨chen-
suszeptibilita¨t bestimmt. Entsprechend der Superrenormierung der Temperaturvariablen
erfolgt die Renormierung der Oberfla¨chenkopplung gema¨ß
c0 − csp = µZcc , (6.4)
um Ultraviolettdivergenzen in allen Dimensionen unterhalb von d = 4 aufzunehmen. Der
Faktor µ sorgt dafu¨r, daß die renormierte Oberfla¨chenkopplung c dimensionslos ist. Wie
r0c ist csp nicht als Potenzreihe in u0 darstellbar. Aus einer Dimensionsanalyse ergibt sich
csp ∼ u1/(4−d)0 [17]. Aus der Forderung, daß die nackte Oberfla¨chenkopplung c0 nicht von
der inversen Referenzla¨nge µ abha¨ngt, folgt die Renormierungsgruppengleichung fu¨r c
µ
∂c
∂µ
= c (ζc − 1) , (6.5)
6.1. BERU¨CKSICHTIGUNG EINER OBERFLA¨CHENKOPPLUNG 87
in der die analog zu ζr,ϕ definierte feldtheoretische Funktion
ζc =
(
µ
∂
∂µ
lnZ−1c
)
0
(6.6)
auftritt. Durch Einfu¨hrung des Flußparameters ( nimmt sie die Form
(
d c(()
d(
= (ζc(() − 1) c(() (6.7)
an, deren formale Lo¨sung
c(() = c · exp
{∫ 
1
d(′
(′
(ζc((
′)− 1)
}
= c(ζ
∗
c−1 · exp
{∫ 
1
d(′
(′
(ζc((
′)− ζ∗c )
}
= c(−φ/ν · exp
{∫ 
1
d(′
(′
(ζc((
′)− ζ∗c )
}
≡ Ac(−φ/ν mit c ≡ c(1)
(6.8)
lautet. Der sogenannten Cross-over-Exponent ist durch φ ≡ ν(1 − ζ∗c ) definiert und ist
positiv.
Aus (6.8) ist erkennbar, daß alle Randbedingungen mit positivem c(1) beziehungsweise
(c0−csp) > 0, die an der Systemgrenze einen unterdru¨cktenOrdnungsparameter bewirken,
asymptotisch gegen den Grenzfall der Dirichlet Oberfla¨che laufen1.
6.1.2 Integrierte Energiedichte und Spezifische Wa¨rme
mit Oberfla¨chenkopplung
Analog zum Fall der bereits im Propagator vollzogenen Dirichlet Randbedingungen ist in
Gaußscher Na¨herung zur Berechnung der lokalen Energiedichte das Impulsintegral u¨ber
den allgemeineren Oberfla¨chenpropagator auszuwerten.
e˚(ϕ)s (z; r0, c0) = 2
∂
∂r0
− =
∫ (d−1)
p
G+0s(z, z;p; c0)
= −1
2
∫ (d−1)
p
exp{−2z√r0 + p2}√
r0 + p2
+
∫ (d−1)
p
exp{−2z√r0 + p2}
c0 +
√
r0 + p2
(6.9)
Dabei ist der Propagator so zerlegt worden, daß das erste Integral gerade den bekannten
Propagator fu¨r Dirichlet Randbedingungen entha¨lt. Der zweite Integrand verschwindet
fu¨r c0 → ∞. Im Fall der sogenannten Neumann Randbedingungen c0 = 0 sind beide
Integranden am Systemrand identisch, die lokale Oberfla¨chenenergiedichte Energiedichte
bei z = 0 entspricht dem Wert des unendlichen Systems.
1Aus diesem Verhalten ist der Name Dirichlet begru¨ndet, der zuna¨chst nur eine unter der Renormie-
rung festen, unvera¨nderten Randbedingung bedeutet. Dies trifft gerade auf den vollsta¨ndig unterdru¨ckten
Ordnungsparameter zu
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Trennung der Impulsintegration in Raumwinkel- und Betragsanteil ergibt bei gegen Un-
endlich geschickter Abschneidewellenzahl
e˚(ϕ)s (z; r0, c0)
= − 2
(4π)d/2
(√
r0
z
) d−2
2
Kd−2
2
(2
√
r0z) + Sd−1
∫ ∞
0
dp pd−2
exp{−2z√r0 + p2}
c0 +
√
r0 + p2
(6.10)
Fu¨r das verbliebene Integral existiert in [34] keine Lo¨sung in geschlossener Form. Daher
wird hier nur die integrierte Energiedichte berechnet, fu¨r die sich
E˚(ϕ)s (r0, c0) =
∫ ∞
0
dz E˚(ϕ)s (z; r0, c0)
=
Ad−1(d− 3)
4(5− d) r
d−3
2
0 +
Ad(d− 2)
(3− d)(4− d)
(
c0 +
√
r0
2
)d−3
× 2F1
(
3− d
2
, 3− d; 5− d
2
;
c0 −√r0
c0 +
√
r0
)
+O(u0)
(6.11)
ergibt. Der Ausdruck der integrierten Energiedichte setzt sich zusammen aus einem nicht
von der Oberfla¨chenkopplung abha¨ngendem Summanden, der keine dimensionellen Pole
in 2 < d ≤ 4 aufweist, sowie einem Term, der c0 explizit entha¨lt und sowohl in d = 3 als
auch in d = 4 singula¨r ist. Im Fall von Dirichlet Randbedingungen tritt der Pol in vier
Dimensionen nur scheinbar auf, bei c0 = 0 ist demgegenu¨ber der (3− d)-Pol spurios.
Durch Ausschreiben der Gaußschen Hypergeometrischen Funktion
2F1(α, β; γ; z) = 1 +
αβ
γ
z +
α(α + 1)β(β + 1)
γ(γ + 1)
z2
2!
+ . . . (6.12)
la¨ßt sich zeigen, daß weder der Pol in drei noch der in vier Dimensionen von r0 abha¨ngt.
Damit ist die integrierte Oberfla¨chenenergiedichte durch das nicht-minimale additive Re-
normierungsverfahren renormierbar.
Fu¨r die Spezifischen Wa¨rme ergibt sich der Ausdruck:
C˚(ϕ)s (r0, c0)
= −Ad−1(d− 3)
4(5− d) r
d−5
2
0
+
Ad(d− 2)
(4− d)
(
c0 +
√
r0
2
)d−4
1
2
√
r0
2F1
(
3− d
2
, 3− d; 5− d
2
;
c0 −√r0
c0 +
√
r0
)
− Ad(d− 2)(d− 3)
2(4− d)(5− d)
(
c0 +
√
r0
2
)d−5 c0√
r0
2F1
(
5− d
2
, 4− d, 7− d
2
;
c0 −√r0
c0 +
√
r0
)
+O(u0)
(6.13)
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Entsprechend Gleichung (3.45) lautet die additive Renormierungsvorschrift der Ober-
fla¨chen-Spezifischen Wa¨rme mit zusa¨tzlicher Kopplung c0:
C(ϕ)s (r, c, µ) = Z
2
r
[
C˚(ϕ)s (r0 − r0c, c0 − csp)− C˚(ϕ)s (r0b − r0c, c0 − csp)
]
, (6.14)
wobei die nackten Parameter auf der rechten Seite durch die renormierten ausgedru¨ckt
sind. Da csp ∼ u1/(4−d)0 ist die nackte Oberfla¨chenkopplung c0 in der betrachteten Gauß-
schen Na¨herung einfach durch (c0 − csp) = µZcc ersetzbar.
Offensichtlich ist die renormierte Spezifischen Wa¨rme in d = 3 polfrei, da bereits die
nackte Gro¨ße keine Divergenz zeigt. Wegen
C˚(ϕ)s · (4− d)
∣∣∣
d=4
=
A4√
r0
2F1
(
−1
2
,−1; 1
2
;
c0 −√r0
c0 +
√
r0
)
− 2A4c0√
r0(c0 +
√
r0)
2F1
(
1
2
, 0;
3
2
;
c0 −√r0
c0 +
√
r0
)
=
a4√
r0
(
1 +
c0 −√r0
c0 +
√
r0
)
− 2A4c0√
r0(c0 +
√
r0)
= 0
(6.15)
existieren ebenfalls keine Pole in vier Dimensionen in der Gaußschen Na¨herung. In der
Renormierungsgruppengleichung tritt im Vergleich mit Gleichung (3.27) der Summand
mit der partiellen Ableitung nach c auf:
(µ∂µ + βu∂u + ζrr∂r + (ζc − 1)c∂c + 2ζr)Cr(r, c, µ) = µ2(ζr − 2)∂C
(ϕ)
s (r, c, µ)
∂r
∣∣∣
r=µ2
(6.16)
Mit Einfu¨hrung des Flußparameters ergeben sich dieselbe Differentialgleichung (3.46) in
( und deren formale Lo¨sung
C(ϕ)s (r, c, µ)
=
∫ 
1
d(′
(′
[
(2− ζr((′)) µ2(′2∂C
(ϕ)
s (r, c((′), µ(′)
∂r
∣∣∣
r=µ2′2
· exp
{∫ ′
1
d(′′
(′′
2ζr((
′′)
}]
+ C(ϕ)s (r((), c((), µ() · exp
{∫ 
1
d(′′
(′′
2ζr((
′′)
}
.
(6.17)
Mit dem bekannten Argument C
(ϕ)
s (µ2(2, c((), µ() verschwindet der zweite Summand.
Die Oberfla¨chenkopplung c geht einzig in die Temperaturableitung der renormierten Spe-
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zifischen Wa¨rme im Integranden ein, die
∂
∂r
(
Z2r C˚
(ϕ)
s (Zr(r0 − r0c), µZc(c0 − csp))
) ∣∣∣
r=µ2
=
Ad−1(d− 3)
8
µd−7 − Ad(d− 2)
8
(
c+ 1
2
)d−5
µd−72F1
(
3− d
2
, 3− d; 5− d
2
;
c− 1
c+ 1
)
− Ad(d− 2)
4(4− d)
(
c+ 1
2
)d−4
µd−72F1
(
3− d
2
, 3− d; 5− d
2
;
c− 1
c+ 1
)
− Ad(d− 2)(3− d)
2
8(4− d)(5− d)
(
c + 1
2
)d−6
cµd−72F1
(
5− d
2
, 4− d; 7− d
2
;
c− 1
c + 1
)
+
Ad(d− 2)(d− 3)
8(4− d)
(
c+ 1
2
)d−6
cµd−72F1
(
5− d
2
, 4− d; 7− d
2
;
c− 1
c+ 1
)
+
Ad(d− 2)(d− 3)
4(4− d)(5− d)
(
c+ 1
2
)d−5
cµd−72F1
(
5− d
2
, 4− d; 7− d
2
;
c− 1
c+ 1
)
+
Ad(d− 2)(d− 3)
8(7− d)
(
c+ 1
2
)d−7
c2µd−72F1
(
7− d
2
, 5− d; 9− d
2
;
c− 1
c + 1
)
≡ µd−7C(d, c)
(6.18)
lautet. Mit der Abku¨rzung sieht der Ausdruch fu¨r die renormierte Spezifische Wa¨rme wie
folgt aus:
C(ϕ)s (r, c, µ) =
∫ 
1
d(′
(′
[
(2− ζr((′)) µd−5(′d−5C(d, c((′)) · exp
{∫ ′
1
d(′′
(′′
2ζr((
′′)
}]
(6.19)
Zur asyptotischen Auswertung wird das Integral in (6.17) wiederum gema¨ß∫ 
1
d(′ =
∫ 0
1
d(′ +
∫ 
0
d(′ zerlegt, wobei (0 so gewa¨hlt ist, daß im Intervall [(; (0] das
asymptotische Verhalten gilt. Auf diese Weise nimmt C(ϕ)s die Form
C(ϕ)s (r, c, µ)
= µ5−d
∫ 
0
d(′ (′d−6 (2− ζr((′)) C(d,Ac(′−φ/ν) · exp
{∫ ′
1
d(′′
(′′
2ζr((
′′)
}
+
∫ 0
1
d(′[. . . ]
(6.20)
an.
Wegen ((0 ≥ (′ ≥ ()  1 ist zu untersuchen, wie sich C(d,Ac(′−φ/ν) fu¨r sehr kleine (′
verha¨lt, um zu beurteilen, welche Auswirkung eine endliche Oberfla¨chenkopplung auf das
asymptotische Verhalten der Oberfla¨chen-Spezifischen Wa¨rme hat. Dazu genu¨gt es, den
Ausdruck fu¨r C(d, c) in (6.18) im Limes c→∞ zu betrachten.
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In drei Dimensionen ist dies besonders einfach, da die Gaußsche Hypergeometrische Funk-
tion 2F1(α, β; γ; z) mit einem der ersten beiden ersten Argumente (α, β) = 0 gerade die
Eins ergibt. Die u¨brigen Summanden entfallen durch den Vorfaktor (d− 3). Somit ist
C(d = 3, c) =
[
1
8π
− 1
32π
(
c+ 1
2
)−2
− 1
16π
(
c + 1
2
)−1]
c→∞→ 1
8π
. (6.21)
Dies ist dasselbe Ergebnis, das sich in Kapitel 3 ohne Beru¨cksichtigung einer endlichen
Oberfla¨chenkopplung ergab.
Schwieriger gestaltet sich die Auswertung von C(d, c) in vier Dimensionen. Dazu mu¨ssen
die in (6.18) vorkommenden Gaußschen Hypergeometrischen Funktionen mit speziellen
Argumenten resummiert werden. Mit den in Anhang B.4 durchgefu¨hrten Nebenrechnun-
gen findet sich die zusammengfaßte Form
C(d = 4, c) =[
1
32π
− 3
16π2
− 1
4π2(c+ 1)2(c− 1) +
1
4π2(c+ 1)3/2(c− 1)3/2 artanh
√
c− 1
c+ 1
]
.
(6.22)
Wegen
1
(c+ 1)3/2
artanh
√
c− 1
c + 1
=
1
2(c2 − 1)3/2
(
ln
(√
c+ 1 +
√
c− 1
)
− ln 2
)
(6.23)
la¨uft (6.22) fu¨r c→∞ gegen
C(d = 4, c =∞) = 1
32π
− 3
16π2
. (6.24)
dies entspricht nicht dem aus Kapitel 3 erwarteten Ergebnis von 1
32π
.
In Zuge der asymptotischen Auswertung von (6.20) geht C(d = 4, c((′)) in den Fixpunkt-
wert C∗(d) = C(d,∞) u¨ber. Somit ergibt sich in drei Dimensionen das zur Rechnung mit
von vornherein gesetzten c0 = ∞ identische Ergebnis (3.50) fu¨r die volle Oberfla¨chen-
Spezifische Wa¨rme. In vier Dimensionen ist dies nicht der Fall. Eine Betrachtung des
Limes c → ∞ in kontinuierlichen Dimensionen 2 < d ≤ 4 von (6.18) zeigt, daß Diskre-
panzen nur in d = 4 auftreten. Die Ursache fu¨r dieses Verhalten ist aus der Herleitung
nicht ermittelbar.
Dennoch ist nicht zu erwarten, daß die Berechnung der Oberfla¨chen-Spezifischen Wa¨rme
unterhalb der kritischen Temperatur mit erst im Endergebnis durchgefu¨hrten Limes von
Dirichlet Randbedingungen in drei Dimensionen zu anderen Ergebnissen als in Kapitel 4
fu¨hrt und damit eine Erkla¨rung fu¨r die Verletzung der Finite-size Skalenhypothese durch
die experimentellen Daten liefern kann.
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6.2 Korrekturen zum asymptotischen Verhalten
In diesem Abschnitt wird die fu¨hrenden Wegner-Korrektur a+sc zum asymptotischen Ver-
halten der Oberfla¨chen-Spezifischen Wa¨rme exemplarisch fu¨r den einfachsten Fall der
Gaußschen Na¨herung oberhalb der kritischen Temperatur berechnet.
Die Entwicklung der Kopplung um den Fixpunktwert lautet
u(() = u∗ + au(ω +O((2ω, () , (6.25)
wobei die ho¨heren Ordnungen im folgenden in ∆u(() zusammengefaßt werden. Durch
Einsetzen in den Sto¨rungsausdruck der feldtheoretischen Funktion ζr(u(()) ergibt sich
deren Entwicklung zu
ζr(() = ζ
∗
r + ar(
ω +∆r(() mit ar =
∂ζr
∂u
∣∣∣
u=u∗
· au . (6.26)
Dabei steht ar fu¨r die Amplitude der ersten Wegner-Korrektur, ∆r(() umfaßt wiederum
alle Korrekturen ho¨herer Ordnungen. Zur Ermittlung der Wegner-Korrektur zum asym-
ptotischen Verhalten wird (6.26) in die renormierte Oberfla¨chen-SpezifischeWa¨rme (3.46)
C(ϕ)s (r, µ) =
∫ 
1
d(′
(′
[
(2− ζr((′))µ2(′2Ad−1(d− 3)
8
nµd−7(′d−7 exp
{∫ ′
1
d(′′
(′′
2ζr((
′′)
}]
(6.27)
eingesetzt. In Gaußscher Na¨herung folgt
C(ϕ)s (r, µ) =
∫ 
1
d(′
(′
[(
2− ζ∗r ((′)− ar(′ω −∆r((′)
)
µ2(′2
Ad−1(d− 3)
8
nµd−7(′d−7
× exp
{
2
∫ ′
1
d(′′
(′′
(
ζ∗r + ar(
′′ω +∆r((′′)
)}]
.
(6.28)
Wie bereits bei der Betrachtung der reinen Asymptotik wird das Integral
∫ 
1
=
∫ 0
1
+
∫ 
0
zerlegt, wobei (0 so gewa¨hlt wird, daß im zweiten Teilintegral nur die fu¨hrende Korrektur
zum asymptotischen Verhalten beru¨cksichtigt werden muß:
C(ϕ)s (r, µ) = µ
d−5
∫ 
0
[ (
2− ζ∗r − ar(′ω
)
(′d−6n
Ad−1(d− 3)
8
× exp
{
2
∫ ′
1
d(′
(′
(
ζ∗r + ar(
′′ω +∆r((′′)
)}]
+
∫ 0
1
[. . . ]
(6.29)
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Der Exponentialfaktor im Integral wird so zerlegt, daß ( < (′ < (0 ausgenutzt werden
kann
C(ϕ)s (r, µ)
= const.+
Ad−1(d− 3)
8
nµd−5 exp
{
2
∫ 
1
d(′
(′
ζr((
′)
}
×
∫ 
0
d(′

(2− ζ∗r − ar(′ω) (′d−6
(
exp
{∫ ′

d(′′
(′′
ζ∗r
}
· exp
{∫ ′

d(′′
(′′
ar(
′′ω
})2
= const.+
Ad−1(d− 3)
8
nµd−5(−2ζ
∗
r exp
{
−2ar
ω
(ω
}
· exp
{
2
∫ 
1
d(′
(′
ζr((
′)
}
×
∫ 
0
d(′
[(
2− ζ∗r − ar(′ω
)
(′d−6 exp
{
2ar
ω
(′ω
}]
,
(6.30)
um die Ineinanderschachtelung der Integrale aufzulo¨sen.
Da nur die fu¨hrende Korrektur zum nichtasympotischen Verhalten betrachtet werden
soll, wird exp
{
2ar
ω
(′ω
}
fu¨r kleine Argumente entwickelt:
C(ϕ)s (r, µ) = const.+
Ad−1(d− 3)
8
nµd−5(−2ζ
∗
r exp
{
−2ar
ω
(ω
}
exp
{
2
∫ 
1
d(′
(′
ζr((
′)
}
×
[
(2− ζ∗r )
∫ 
0
d(′(′d−6+2ζ
∗
r + ar
(
4− 2ζ∗r
ω
− 1
)∫ 
0
d(′(′d−6+2ζ
∗
r+ω
]
(6.31)
Unter Ausnutzung von ν = 1
2−ζ∗r , α =
4−d−2ζ∗r
2−ζ∗r und ω =
∆
ν
resultiert
C(ϕ)s (r, µ) = const.+
Ad−1(d− 3)
8
nµd−5 exp
{
2
∫ 
1
(ζr((
′)− ζ∗r )
}(
1− 2arν
∆
(∆/ν
)
×
[
− 1
α+ ν
(−
α+ν
ν − ar (2−∆)ν
∆(α+ ν −∆)(
−α+ν−∆
ν
]
+
Ad−1(d− 3)
8
nµd−5 exp
{
2
∫ 
1
(ζr((
′)− ζ∗r )
}
exp
{
−2arν
∆
(∆/ν
}
×
[
1
α+ ν
(
−α+ν
ν
0 + ar
(2−∆)ν
∆(α+ ν −∆)(
−α+ν−∆
ν
0
]
.
(6.32)
Der dritte Summand ist im Rahmen der Beschra¨nkung auf die erste Wegner-Korrektur
nur noch vom ku¨nstlich eingefu¨hrten (0 und damit nicht mehr von der Temperatur
abha¨ngig und la¨ßt sich der Konstanten hinzufu¨gen. Durch eine Reihe weiterer Umfor-
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mungen ergibt sich schließlich
C(ϕ)s (r, µ) = const.
′ − Ad−1(d− 3)
8(α+ ν)
nµd−5(−
α+ν
ν
[
1 + ar
ν(2− α− ν)
(α+ ν −∆) (
∆/ν
]
× exp
{
2
∫ 
1
(ζr(() − ζ∗r )
}
.
(6.33)
U¨ber die Flußparameterwahl geht durch die Beziehung von ( zur reduzierten Temperatur
t in (2.93) ein weiterer Term in die Wegneramplitude a+cs der vollen temperaturabha¨ngigen
Oberfla¨chen-Spezifische Wa¨rme
C˚s(t) = −Ad−1(d− 3)
32(α + ν)
na2(Q∗)−(α+ν)ξ5−d0
[
1 + u∗a+n,d
] · t−(α+ν)
× exp
{
2
∫ 0
1
d(′
(′
(ζr((
′)− ζ∗r )
}[
1 +
(
ar
ν(2− α− ν)
(α+ ν −∆) + a
α + ν
ν
)
t∆
] (6.34)
ein. Nichtasymptotische Beitra¨ge aus Q = Q∗ + aQt∆ + . . . brauchen in der hier vorge-
nommenen Gaußschen Na¨herung nicht beru¨cksichtigt zu werden, da aQ ∼ u∗ · au wegen
Q = 1 +O(u2).
Parallel zur Definition der Wegner-Amplitude der Spezifischen Wa¨rme im unendlichen
System
C˚ =
A±
α
|t|−α (1 + a±c |t|∆ + . . . )+B (6.35)
wird in (6.34)
a+cs =
(
ar
ν(2− α − ν)
(α+ ν −∆) + a
α+ ν
ν
)
t∆ ∼ au (6.36)
identifiziert. Entsprechend der fu¨hrenden Amplitude A+s wird sie mit
a+c = −au
(α
ω
)[
ζ∗r +
∆
∆− α ·
(
2ζ∗r
∆
+
1
ν
(
ln(f (3,0)± P±)
)′∗)]
∼ au · α (6.37)
durch die Korrektur im unendlichen System [62] bei Wahl von µ = ξ−10 ausgedru¨ckt.
Daran zeigt sich, daß die Amplitude a+cs der Wegner-Korrekturen durch den Faktor
1
α
ge-
genu¨ber der der Spezifischen Wa¨rme des unendlichen Systems sehr groß ist. Sie vera¨ndert
aber den absoluten Wert der Skalenfunktionen f2 oberhalb der kritischen Temperatur im
Anwendungsbereich der Oberfla¨chentheorie nur unwesentlich. Dasselbe Verhalten ist fu¨r
t < Tc zu erwarten. Sie kann daher insbesondere nicht die Abweichung des theoretischen
Resultates von den experimentellen Daten erkla¨ren.
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6.3 Weitere Erkla¨rungsansa¨tze zur Verletzung
der Skalenvermutung
Gaparini fu¨hrt die scheinbare Verletzung der Finite-Size-Skalenhypothese unterhalb der
Maxima der Spezifischen Wa¨rme von 4He in endlichen Geometrien auf einem Cross-Over-
Effekt beim u¨bergang von dominierend dreidimensionalen zu zweidimensionalen Verhal-
ten in der Plattengeometrie zuru¨ck. Dies setzt voraus, daß es im gesamten Temperaturbe-
reich unterhalb der Maxima der vollen Spezifischen Wa¨rmen einen sichtbaren Einfluß von
zwei Dimensionen gibt, obwohl die Korrelationsla¨nge ξ bei der Entfernung von Tλ wieder
unter den Plattenabstand L absinkt. Dazu muß sich eine von ξ im Volumen unabha¨ngi-
ge Korrelationsla¨nge parallel zu den Oberfla¨chen ausbilden. Wenn diese fu¨r den Verlauf
der Spezifischen Wa¨rme auch im Limes sehr großer Systeme wichtig bleibt, zersto¨rt sie
als zusa¨tzliche relevante La¨ngenskala das Skalenverhalten. Fu¨r einen derartigen Einfluß
von Kosterlitz-Thouless-artigen Pha¨nomenen besteht derzeit von theoretischer Seite kein
Grund zur Annahme.
Aussichtsreicher erscheint der Ansatz, daß die mikroskopische Gitterkonstante bezie-
hungsweise die durch sie vorgeschriebene Abschneidewellenzahl Λ der ra¨umlichen Varia-
tionen der Fluktuationen des Ordnungsparameterfeldes bei Dirichlet Randbedingungen
nicht vernachla¨ssigbar ist. In diesem Fall ist keine im bestehenden Modell nicht existie-
rende Gro¨ße zur Aufkla¨rung der unverstandenen Nichterfu¨llung der Skalenververmutung
erforderlich. Entsprechende Untersuchungen sind Gegenstand der aktuellen Forschung.
96 KAPITEL 6. ERWEITERUNGEN DER THEORIE
Kapitel 7
Grundlagen der
Monte Carlo-Simulation
Dieses Kapitel und das folgende fallen insofern aus dem bisherigen Zusammenhang her-
aus, als daß sie sich mit der Frage bescha¨ftigen, wie Dirichlet Randbedingungen mit einem
auf der Oberfla¨che verschwindenden Ordnungsparameter aus dem feldtheoretischen Kon-
tinuumsmodell bei der Simulation eines Spinmodells auf einem diskreten Gitter mo¨glichst
nah nachgebildet werden ko¨nnen. Hintergrund ist die Schwierigkeit, beim Vergleich von
Simulationsdaten mit Theorien fu¨r am Rand unterdru¨ckte Ordnungsparameter zwischen
Auswirkungen von Na¨herungen in der Theorie und Effekten der Randbedingungen im
Computerexperiment zu unterscheiden [54].
Dazu sind im folgenden die Grundgedanken der Monte-Carlo Simulation kurz zusammen-
gestellt, als eingehendere Betrachtungen seien Publikationen von Binder [6, 7] genannt.
Das anschließende Kapitel erkla¨rt und vergleicht die verwendeten Methoden zur Simula-
tion unterdru¨ckter Ordnungsparameter an den Systemgrenzen.
7.1 Idee der Monte Carlo-Simulation
Die in den letzten Jahren stark gewachsene Rechenleistung von Computern hat es ermo¨g-
licht, analytisch unzuga¨ngliche Probleme zumindest numerisch exakt auszuwerten. Hier
ist das dreidimensionale Isingmodell zu nennen, bei dem sich auf einem kubisch primiti-
ven Gitter N Spins si, i = 1, . . . , N befinden, die die Werte ±1 annehmen ko¨nnen, und
nur mit ihren sechs na¨chsten Nachbarn wechselwirken. Sofern die in diesem Kapitel vor-
gestellten U¨berlegungen an einem konkreten Beispiel angestellt werden, handelt es sich
immer um dieses Modell, ohne daß dadurch die Allgemeinheit der Aussagen eingeschra¨nkt
ist. Der Hamiltonian des Systems ohne a¨ußeres Feld ist durch
H = −J
∑
〈sisj〉
si · sj (7.1)
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gegeben, wobei 〈sisj〉 die Paare na¨chster Nachbarn bezeichnet.
Die kanonische Zustandssumme u¨ber alle mo¨glichen Konfigurationen α = {si} lautet
Z =
∑
α
exp
{
−H(α)
kbT
}
. (7.2)
In sie gehen fu¨r ein Gitter der Kantenla¨nge L = 3 (Gitterkonstanten) 23
3 ≈ 1.34 · 108
Zusta¨nde ein. Fu¨r deren Auswertung beno¨tigt ein moderner Computer (im Jahr 2000)
eine Rechenzeit in der Gro¨ßenordnung von Minuten. Da die Anzahl der Zusta¨nde expo-
nentiell mit der dritten Potenz der Systemla¨nge wa¨chst, ist es auch mit den schnellsten
Rechnern zeitlich nicht mehr mo¨glich, u¨ber alle Zusta¨nde selbst so kleiner Systeme wie
ein 53 Spins großes Gitter zu summieren. Ein Ausweg stellt die Mitnahme nur einer be-
stimmten Anzahl von Konfigurationen dar.
Dies la¨ßt sich am einfachsten durch die zufa¨llige Erstellung von Zusta¨nden realisieren,
indem jeder Spin des Gitters mit der Wahrscheinlichkeit von jeweils 1/2 die Werte +1
und −1 zugewiesen bekommt. Auf diese Weise werden aus dem gesamten Zustandsraum
gleichma¨ßig verteilt Zusta¨nde ausgewa¨hlt, die repra¨sentativ zu einer Teilzustandssumme
beitragen sollen. Im Limes sehr vieler erzeugter Konfigurationen na¨hern sich die mit den
Wahrscheinlichkeiten dieser Teilzustandssumme gewichteten Erwartungswerte an die ex-
akten Mittelwerte aus der vollen Zustandssumme an.
Dieses Verfahren ist schematisch in den Bildern 7.1 und 7.2 illustriert. Auf der lin-
ken Seite ist der Zustandsraum zweier Spins dargestellt, der aus den vier Zusta¨nden
(+1,+1), (+1,−1), (−1,−1), (−1,+1) besteht. Abbildung 7.2 stellt eine geeignete Pro-
jektion des 2L
3
-dimensionalen Zustandsraumes in die Ebene dar, die zufa¨llig ausgewa¨hl-
ten, in die Teilsumme eingehenden Zusta¨nde sind mit × markiert. Der Nachteil dieses
s
1
-1
1-1
s
1
2
Abbildung 7.1: Phasenraum
zweier Ising-Spins.
Abbildung 7.2: Projektion des Phasenraums
von N Ising-Spins in der Ebene.
als simple sampling bezeichneten Vorgehens ist, daß gegebenenfalls sehr viele Zusta¨nde
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α mit verschwindendem statistischen Gewicht exp{−H(α)
kbT
} berechnet werden, und die
wenigen relevanten, die in Bild 7.2 im durch den gestrichelten Rahmen gekennzeichneten
Bereich hoher Wahrscheinlichkeit liegen, eine schlechte Statistik haben. Anschaulich klar
wird dieser Sachverhalt in der Na¨he des absoluten Temperaturnullpunktes, an dem nur
die beiden Grundzusta¨nde (alle Spins haben dasselbe Vorzeichen) beitragen. Dort muß
die Anzahl der in der Teilsumme beru¨cksichtigten, zufa¨llig erzeugten Zusta¨nde von der
Gro¨ßenordnung der Gesamtzahl sein, um eine zuverla¨ssige Extrapolation durchfu¨hren zu
ko¨nnen, was keinen Gewinn an Rechenzeit gegenu¨ber der vollen Zustandssumme bedeu-
tet.
Um dieses Problem zu lo¨sen, wird das Verfahren des sogenannten importance sampling,
der Auswahl der Zusta¨nde nach Wichtigkeit verwendet. Dadurch werden vornehmlich
Zusta¨nde mit einem hohen statistischen Gewicht in die Teilsumme aufgenommen, und we-
niger Rechenzeit wird auf unwahrscheinlichere Zusta¨nde verwendet. Auf welche Weise das
sichergestellt wird, ha¨ngt vom jeweils verwendeten Algorithmus ab. Die Beru¨cksichtigung
von Konfigurationen erfolgt jedoch in allen Fa¨llen mit bestimmten Wahrscheinlichkeiten,
u¨ber die die fu¨r die Monte Carlo-Simulation namensgebende Zufa¨lligkeit eingeht.
7.2 Beschreibung der Simulationsalgorithmen
Hier werden die beiden Algorithmentypen erla¨utert, die zur Erzeugung der in Anhang E
aufgefu¨hrten Daten benutzt wurden. Die kommentierten Programme finden sich in An-
hang D.
Bei der Monte Carlo-Simulation geht es darum, aus einem Ausgangszustand α zufa¨llig
einen Kette von Zusta¨nden α′, α′′, ... zu erzeugen, wobei das Annehmen eines Zustandes
α(i) nur von α(i) und der vorherigen Konfiguration α(i−1) abha¨ngt, nicht jedoch von der
weiteren Vorgeschichte. Die relative Ha¨ufigkeit mit der ein bestimmter Zustand α(k) im
Zuge dieser Markov-Kette realisiert wird, soll seiner Gewichtung im kanonischen Ensem-
ble p(k)α = exp{−H(α(k))/kbT} entsprechen. Dieses ist gewa¨hrleistet, wenn die U¨bergangs-
wahrscheinlichkeiten P (α(i−1) → α(i)) zwei Forderungen erfu¨llen:
Einerseits soll jeder Zustand durch eine endliche Anzahl von Simulationsschritten aus ei-
nem beliebigen anderen erzeugt werden ko¨nnen. Diese Ergodizita¨tsbedingung stellt sicher,
daß der gesamte Zustandsraum erreicht werden kann.
Die zweite Forderung, die Mikroreversibilita¨t oder detailliertes Gleichgewicht genannt
wird, macht eine Aussage u¨ber die U¨bergangswahrscheinlichkeiten zwischen zwei Zusta¨n-
den in der Markov-Kette. Sie ist daraus abgeleitet, daß ein Gleichgewicht insbesondere
dann vorliegt, wenn alle U¨berga¨nge zwischen zwei Zusta¨nden α → α′ gleichha¨ufig vor-
kommen wie die entgegengesetzten U¨berga¨nge α′ → α. Dazu muß das Produkt aus der
Wahrscheinlichkeit, daß sich das System in einem Zustand α oder α′ befindet, und der
U¨bergangswahrscheinlichkeit in den anderen Zustand fu¨r α und α′ gleich sein:
pα · P (α→ α′) = pα′ · P (α′ → α) (7.3)
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Die U¨bergangswahrscheinlichkeit, die dieses leistet ist
P (α→ α′) = A · exp
{H(α) −H(α′)
2kbT
}
, (7.4)
wobei sich die Normierungskonstante A aus der Bedingung
∑
α′ P (α→ α′) = 1 ergibt.
Die Mikroreversibilita¨t ist eine hinreichende Bedingung, sie ist nicht notwendig zum Er-
reichen einer Gleichgewichtsverteilung [6].
7.2.1 Der Metropolis-Algorithmus
Ein einfacher und ha¨ufig angewendeter Algorithmus ist der nach Metropolis [51] be-
nannte, bei dem sich die neu erzeugten Zusta¨nde in genau einem Freiheitsgrad von ihren
Vorga¨ngern unterscheiden. Ein beliebiger Spin sk auf dem Gitter wird zufa¨llig ausgewa¨hlt.
Zu diesem wird die Energie Eα = H(s1, . . . , sk, . . . , sN) berechnet. Eα wird mit der Ener-
gie Eα′ = H(s1, . . . ,−sk, . . . , sN ) nach einem angenommenen Umklappen des ausgewa¨hl-
ten Spins verglichen. Stellt sich dabei heraus, daß das Umklappen energetisch gu¨nstig ist,
wird dieses vollzogen. Ist andererseits das Flippen mit einem Anwachsen der Energie ver-
bunden, klappt der betrachtete Spin nur mit einer Wahrscheinlichkeit P (α → α′) < 1
um, die durch Vergleich mir einer Zufallszahl aus dem Intervall [0; 1) realisiert wird. Die
Umklappwahrscheinlichkeiten betragen
PM(α→ α′) =
{
1 fu¨r Eα > Eα′
exp{−(Eα′ − Eα)/kbT} fu¨r Eα < Eα′ ; (7.5)
der Index PM kennzeichnet den Metropolis-Algorithmus. Daß dieser Prozeß die Bedin-
gung der Ergodizita¨t erfu¨llt, ist unmittelbar klar, da ein ein beliebiger Zustand aus ei-
ner Anfangskonfiguration durch das nacheinander durchgefu¨hrte Umklappen der nicht
u¨bereinstimmenden Spins erzeugt werden kann. Die Mikroreversibilita¨t ist wegen der
Asymmetrie der Flipwahrscheinlichkeiten weniger offensichtlich. Sie la¨ßt durch Einset-
zen in Gleichung (7.3) verifizieren. Der Grund fu¨r die Asymmetrie liegt in der Wahl der
(Normierungs-)Konstanten A in Gleichung (7.4), die so gesetzt wird, daß bei der realen
Durchfu¨hrung der Simulation das Umklappen des betrachteten Spins mo¨glichst ha¨ufig
akzeptiert wird, damit der Phasenraum bei geringem Zeitaufwand schnell und weit u¨ber-
strichen wird. Fu¨r die hier durchgefu¨hrte Betrachtung statischer Gro¨ßen spielt die Wahl
von A keine Rolle, sie beeinflußt lediglich die Geschwindigkeit der Simulation. Bei der
Untersuchung der Dynamik wird dagegen zwischen der in dieser Arbeit u¨berwiegend ver-
wendeten Metropolis-Dynamik und der sogenannten Glauber-Dynamik unterschieden, bei
der die Umklappwahrscheinlichkeiten
PG(α→ α′) =
exp
{
−Eα−Eα′
kbT
}
1 + exp
{
−Eα−Eα′
kbT
} (7.6)
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verwendet werden. Die Ergodizita¨t und die Mikroreversibilita¨t sind ebenfalls erfu¨llt.
Nach der Aktualisierung eines Spins werden fu¨r den neuen Zustand beispielsweise der
Wert des Ordnungsparameters und die Energie aufgenommen.
Dieser Ablauf wird mit einem jeweils neuen, zufa¨llig bestimmten Spin wiederholt, bis eine
vorgegebene Anzahl von Spins betrachtet wurde. Als Ergebnis liegen die Erwartungswer-
te der zwischen den Schritten ausgewerteten Gro¨ßen vor.
In der tatsa¨chlichen Durchfu¨hrung werden die Spins abweichend vom oben beschriebe-
nen Vorgehen nicht zufa¨llig, sondern in einer vorgegebenen Reihenfolge herausgegriffen,
um Rechenzeit einzusparen. Fu¨r ideale Zufallszahlen sind beide Verfahren gleichwertig,
jedoch ist der Algorithmus bei Verwendung der U¨bergangswahrscheinlichkeiten nach Me-
tropolis (7.5) nicht ergodisch, fu¨r die Glauber-Dynamik ist er dies weiterhin.
Da die mittels eines Algorithmusses erzeugten Zufallszahlen deterministisch sind, sind Re-
sultate von Simulationen mit Vorsicht zu betrachten. Beispiele fu¨r auftretende Probleme
sind in Abschnitt 7.3 angefu¨hrt. Weitergehende Untersuchungen sind z.B. von Landau
et al. [26] und Ala-Nissila et al. [72, 73] vorgenommen worden.
Desweiteren wird das Betrachten mehrerer Einzelspins, u¨blicherweise das Durchlaufen
des gesamten Gitters, zu einem Monte Carlo-Schritt zusammengefaßt, und erst nach ei-
nem oder mehreren Schritten werden die interessierenden Gro¨ßen aufgenommen. Dies
0 100 200
t
−1000
0
1000
2000
3000
4000
M
Abbildung 7.3: Relaxation des Ordnungsparameters M im L = 16-Ising-Wu¨rfel mit peri-
odischen Randbedingungen bei Tc. Die Abzisse gibt die Simulationsdauer in Zeiteinheiten
von Monte Carlo-Schritten an.
geschieht, um auf nicht zu kleinen Schritten den Phasenraum zu durchstreichen, denn
offensichtlich wird durch das Umklappen eines einzigen Spins ein mit dem Ausgangszu-
stand sehr stark korrelierter Zustand erzeugt.
Die Zeitreihe der Monte Carlo-Simulation eines Wu¨rfels der Kantenla¨nge L = 16 mit
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Abbildung 7.4: Schematische Darstellung eines Weges im Konfigurationsraum eines Spin-
systems bei Benutzung einer Einzelspinflip-Dynamik.
periodischen Randbedingungen im Ising-Modell an der kritischen Temperatur in Abbil-
dung 7.3 zeigt, daß nach ungefa¨hr 70 Monte Carlo-Schritten noch die sogenannte Tief-
temperaturinitialisierung mit vollsta¨ndig ausgerichteten Spins erkennbar ist. Bei den ge-
zeigten Daten handelt es sich um eine Mittelung u¨ber fu¨nf Realisierungen. Die genaue
Definition von M und der anderen betrachteten physikalischen Gro¨ßen sowie der peri-
odischen Randbedingungen findet sich im folgenden Kapitel. Durch die Korrelation der
Konfigurationen wird bei Beru¨cksichtigung zeitlich zu nah beieinanderliegender Auswer-
tungen eine bessere Statistik der Endresultate vorgeta¨uscht, als sie tatsa¨chlich vorhanden
ist, da von den aufgenommenen Zusta¨nden nur ein Bruchteil voneinander unabha¨ngig ist.
Analog zur Singularita¨t statischer physikalischer Gro¨ßen divergiert die Korrelationszeit
im unendlichen System bei Tc. Dieses als critical slowing down bekannte Verhalten macht
es erforderlich, daß am kritischen Punkt sehr lange gemessen wird, um zuverla¨ssige Re-
sultate mit geringen statistischen Fehlern zu erhalten. Wie in Abbildung 7.4 bildlich
dargestellt, werden mit Algorithmen, die bei jedem Schritt nur einen Spin aktualisieren,
im Phasenraum nur kleine Schritte zuru¨ckgelegt, so daß trotz langer Simulationszeiten
gegebenenfalls keine repra¨sentative Teilzustandssumme aufgenommen wird.
Analog zu dem in Abschnitt 2.7 vorgestellten Finite-size-Skalenverhalten statischer phy-
sikalischer Gro¨ßen skaliert die Anzahl τ von Metropolis-Schritten, nach der ein Zustand
als zur Ausgangskonfiguration unkorreliert angesehen werden kann, mit einer Potenz der
Systemausdehnung L
τ (L) = Lz · Pτ (L/ξ) . (7.7)
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Der Exponent z hat bei einer reinen Relaxationsdynamik etwa den Zahlenwert 2. Das
bedeutet, daß die fu¨r eine bestimmte Genauigkeit beno¨tigte Rechenzeit bei Verwendung
einer Einzelspin-Dynamik wie dem Metropolis-Algorithmus mit Ld+2, das heißt fu¨r ein
dreidimensionales Gitter mit der fu¨nften Potenz der La¨nge L anwa¨chst. An dieser Stelle
soll nicht na¨her auf Fragestellungen zur Dynamik der Simulation eingegangen werden.
Ein Untersuchung des Einflusses der Endlichkeit eines Systems findet sich in [40].
Neben den sehr langen Rechenzeiten bei großen Systemen weisen die bisher vorgestellten
Algorithmen weitere Schwa¨chen auf. Aufgrund der bedingungslosen Akzeptanz des Um-
klappen eines Spins, sofern die innere Energie des Systems dadurch nicht echt wa¨chst,
entstehen mit dem Metropolis-Algorithmus Probleme bei hohen Temperaturen. Dort ist
einerseits das Gitter weitgehend ungeordnet, so daß eine große Anzahl von Freiheitsgra-
den von gleichvielen parallelen wie antiparallelen Spins umgeben ist. Dadurch klappen
solche Spins bei jeder Abfrage um. Auch die Flipvorga¨nge, die eine Erho¨hung der Freien
Energie bedeuten, haben eine hohe Akzeptanzrate. Auf diese Weise kommt es anstelle
der Relaxation des Gitters in ein Gleichgewicht zu einem unphysikalischen Flimmern der
Spins.
Die oben angesprochene Glauber-Dynamik zeigt diese Schwa¨che nicht, da die U¨bergangs-
wahrscheinlichkeiten PG in (7.6) fu¨r alle Energiea¨nderungen kleiner als eins sind. Insbe-
sondere liegt im Falle (Eα −Eα′) = 0 die Umklappwahrscheinlichkeit bei 1/2. Der Nach-
teil dieser Dynamik besteht in der sta¨rkeren Korrelation zweier nacheinander erzeugter
Zusta¨nde, da Umklappvorga¨nge seltener akzeptiert werden. Entsprechend ist die Stati-
stik bei gleicher Anzahl von Aktualisierungen schlechter als bei der Metropolis-Dynamik,
was in den unten gezeigten Abbildungen erkennbar ist. In Bild 7.8 ist beispielsweise das
Band der mit Glauber-Dynamik erzeugten Daten (×) breiter als das mit dem Metropolis-
Algorithmus (+) erhaltene. Weiterhin wird fu¨r jede U¨berpru¨fung eines Spins eine Zufalls-
zahl beno¨tigt, wodurch das Simulationsprogramm wegen des zusa¨tzlichen Rechenaufwan-
des langsamer wird.
7.2.2 Der Cluster-Algorithmus
Methoden, um die aus der oben beschriebenen Korrelation resultierenden Schwierigkei-
ten zu umgehen, stellen der 1987 von Swendsen, Wang [70, 76] entwickelte Cluster-
Algorithmus und das zwei Jahre spa¨ter daraus hervorgegangene Verfahren von Wolff
[80] dar. Beiden ist gemeinsam, daß nicht mehr einzelne Spins umgeklappt werden, son-
dern Gruppen von Spins gleicher Ausrichtung.
Beim Wolff-Clusteralgorithmus wird ein Spin zufa¨llig ausgewa¨hlt, der den Keim eines
Clusters bildet. Dessen Nachbarn werden, sofern sie gleich orientiert sind, mit der Wahr-
scheinlichkeit
PW = 1− exp
{
− 2J
kbT
}
(7.8)
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Abbildung 7.5: Schematische Darstellung des Weges im Konfigurationsraum bei Verwen-
dung einer Cluster-Dynamik.
dem Cluster hinzugefu¨gt, antiparallele Freiheitsgrade werden nicht in den Cluster auf-
genommen. Daraufhin werden alle Nachbarn der neu angefu¨gten Spins gepru¨ft. Dies ge-
schieht iterativ solange, bis dem Cluster keine weiteren Spins zugeordnet werden. Schließ-
lich wird der gesamte Cluster umgeklappt. Im Falle von Swendsen, Wang erfolgt dieser
letzte Schritt mit einer Wahrscheinlichkeit < 1.
Durch das gleichzeitige Umklappen vieler Freiheitsgrade liegen zwischen den mit einem
Cluster-Algorithmus erzeugten Zusta¨nden der Markov-Kette große Spru¨nge im Konfigu-
rationsraum. Auf diese Weise gelingt es, mit relativ kleinem Rechenaufwand den Phasen-
raum weit zu u¨berstreichen, wie in Abbildung 7.5 dargestellt ist.
Bezu¨glich des Wertes des Ordnungsparameters sind im Falle des Verfahrens vonWolff
direkt aufeinanderfolgende Zusta¨nde unkorreliert, eine kritische Verlangsamung tritt nicht
auf, fu¨r den Algorithmus von Swendsen, Wang ist die Korrelation sehr gering. Somit
ha¨ngt die zur Unterschreitung eines statistischen Fehlers notwendige Rechenzeit nur von
der durchschnittlichen Anzahl der den gebildeten Clustern angeho¨renden Freiheitsgrade
ab. Diese entspricht der Suszeptibilita¨t des Spinsystems, die mit dem Exponenten γ/ν ≈ 2
skaliert. Anstelle mit der fu¨nften Potenz der Systemla¨nge la¨uft der Rechenzeitbedarf fu¨r
eine bestimmte Genauigkeit bei Clusteralgorithmen daher nur etwa quadratisch in L.
7.3 Zufallszahlen
Auf Rechnern generierte Zufallszahlen sind nicht tatsa¨chlich zufa¨llig ausgewa¨hlt, sondern
werden deterministisch erzeugt. Dabei kann es passieren, daß bestimmte Vorschriften zur
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Erzeugung der Zufallszahlen in Verbindung mit bestimmten Simulationsalgorithmen zu
systematischen Abweichungen außerhalb der statistischen Unsicherheit fu¨hren. Beispiele
dazu werden in [26] beschrieben. Ala-Nissila et al. [73] verwenden physikalische Syste-
me als Testobjekte fu¨r die Gu¨te von Zufallszahlengeneratoren. Ursachen der Fehler sind
in Periodizita¨ten der Zufallszahlengeneratoren, die mit charakteristischen Systemgro¨ßen
zusammenfallen, zu suchen.
7.3.1 Einfache multiplikative Zufallszahlengeneratoren
Diese als Restklassenalgorithmen bezeichnete Klasse von Zufallszahlengeneratoren zeich-
net sich durch ihre Einfachheit und die damit verbundene Schnelligkeit aus.
#define xmax 2147483647
int ir1;
double zufall()
{
ir1 = ir1 * 69069;
if (ir1 <= 0) ir1 = ir1 + xmax + 1;
return (1.0 * ir1 / xmax );
}
Der Generator geht von einer geeignet zu initialisierenden Ganzzahl ir1 von 32 Bit La¨nge
aus. Diese Zahl wird bei jedem Aufruf mit einem festen, ungeraden Faktor multipliziert
und ergibt die na¨chste Zufallszahl. Falls ir1 negativ ist, weil das erste, das Vorzeichenbit
der Ganzzahl gesetzt ist, wird durch Addition der gro¨ßtmo¨glichen positiven Ganzzahl
und der Eins dafu¨r gesorgt, daß die Zahl wieder positiv wird. Desweiteren ha¨ngt von der
Auswahl der Initialisierung von ir1 ab, ob alle Zahlen der Folge ungerade oder gerade
sind. Der letztere Fall ist fu¨r den einfachen Restklassenalgorithmus nicht geeignet, da im
Zuge der Iteration der Wert ir1 = 0 angenommen wird, der danach nicht mehr verlassen
werden kann. Damit sind fu¨r die Folge der Zufallszahlen maximal 230 verschiedene Werte
zuga¨nglich. Von der Wahl des Multiplikators ha¨ngt ab, ob dieser Raum ausgescho¨pft wird.
Ga¨ngige Faktoren wie 16807, 65539 oder 69069 haben die maximale Periodenla¨nge. Durch
die Zulassung von negativen Zahlen sowie die Benutzung einer Verschiebung zusa¨tzlich
zur reinen Multiplikation, wie zum Beispiel
ir1 = ir1 * 69069 + 1;
la¨ßt sich die maximale Periodenla¨nge vervierfachen.
Neben dieser offensichtlichen, gro¨ßten Periodizita¨t kann es ku¨rzere Pseudoperioden geben,
bei denen sich parallele Folgen a¨hnlicher Zufallszahlen ausbilden ko¨nnen. Im folgenden
werden zwei bei den durchgefu¨hrten Simulationen aufgetretene Fehler beschrieben.
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Korrelation der Initialisierungen
Bei den Simulationen von Ising-Wu¨rfeln mit periodischer Randbedingungen unter Ver-
wendung des Wolff-Cluster-Algorithmus wurde u¨berwiegend mit dem Multiplikator 65539
gearbeitet. Die Initialisierungen stammen aus einer Liste von 500 Zahlen, die ebenfalls
mit dem einfachen, multiplikativen Zufallszahlengenerator unter Verwendung desselben
Multiplikators erzeugt wurden, indem aus der Ausgabe der ersten Million der Pseudozu-
fallszahlen jede 2000. herausgegriffen wurde. Die Gefahr besteht in diesem Falle darin,
daß die Simulationsergebnisse aufgrund der Korrelation der Zufallszahleninitialisierun-
gen Tendenzen aufweisen. Deutlich wird dies am Beispiel der Magnetisierung M (1) eines
Wu¨rfels der Kantenla¨nge L = 32 mit periodischen Randbedingungen bei Tc, die in Abbil-
dung 7.6 als Funktion der Realisierung beziehungsweise der Initialisierung des Generators
aufgetragen ist. Jede Realisierung besteht aus dem Aufbau und Umklappen von 10000
Clustern zur Thermalisierung des Systems und daran anschließend 100000 Meßschritten.
Das Resultat fu¨r M (1) sinkt u¨ber die erste Ha¨lfte der Realisierungen ab und steigt da-
nach wieder auf den Ausgangswert an. Es lassen sich zusammenha¨ngende Fenster von 50
Realisierungen herausgreifen (1-50, 220-269), die bis auf Extremwerte keinen U¨berlapp
zeigen.
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Abbildung 7.6: MagnetisierungM (1) eines 323-Wu¨rfels mit rein periodischen Randbedin-
gungen an der kritischen Temperatur als Funktion der Initialisierung des Zufallszahlen-
generators, bei Benutzung des Wolff-Clusteralgorithmusses.
Bei der Durchfu¨hrung zu weniger Realisierungen kann in diesem Beispiel in Verbindung
mit einer unglu¨cklichen Wahl der Initialisierungen ein falscher Erwartungswert der be-
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trachteten Gro¨ße bestimmt werden. Daru¨ber hinaus kann ein zu kleiner Fehlerbalken
vorgeta¨uscht werden.
Wird demgegenu¨ber bei der Erstellung der Initialisierungen und bei der eigentlichen Si-
mulation ein anderer Multiplikator verwendet, ergibt sich diese Problematik nicht. In
Abbildung 7.7 wird die Magnetisierung M (1) eines 163-Wu¨rfels mit rein periodischen
Randbedingungen fu¨r verschiedene Multiplikatoren im Zufallszahlengenerator bei glei-
chen Initialisierungen verglichen. Wiederum zeigt sich bei Verwendung desselben Faktors
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Abbildung 7.7: Magnetisierung M (1) eines 163-Wu¨rfels mit periodischen Randbedingun-
gen bei Tc als Funktion der Initialisierung des Zufallszahlengenerators: Vergleich der
verschiedenen Multiplikatoren 65539 (•), 69069 () im Generator bei Benutzung des
Wolff-Clusteralgorithmusses.
(•) fu¨r Initialisierung und Simulation eine Struktur, die bei unterschiedlichen Multiplika-
toren () nicht erkennbar ist. Tatsa¨chlich genu¨gt es, im ersteren Fall in der Simulation
nur jede zweite generierte Zufallszahl zu benutzen, um die offensichtlichen Tendenzen ver-
schwinden zu lassen. Dies entspricht genau der Wahl eines verschiedenen Multiplikators,
da bei vollsta¨ndiger Ausnutzung des Zufallszahlenraumes jede ungerade Zahl als Potenz
des verwendeten Multiplikators darstellbar ist.
Resonanzen der Systemgro¨ße mit Pseudoperioden des Zufallszahlenalgorith-
musses
Im Unterschied zur Metropolis-Dynamik, bei der die Anzahl der im Zuge eines Simu-
lationsschrittes fu¨r die Spinaktualisierungen beno¨tigten Zufallszahlen durch die momen-
tanen Konfiguration bestimmt ist, erfordert die Glauber-Dynamik fu¨r jeden Spin bei
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Abbildung 7.8: Magnetisierung M (1) eines 83-Wu¨rfels mit rein periodischen Randbe-
dingungen bei Tc als Funktion der Initialisierungen des Zufallszahlengenerators. Von
oben nach unten: Glauber-Dynamik (×), Metropolis-Dynamik mit einer Zufallszahl
pro Spin (∗), herko¨mmliche Metropolis-Dynamik (+). Durchgezogene Linie: mit Wolff-
Clusteralgorithmus erzeugtes Referenzresultat [75] M (1) ≈ 0.374 .
einem einfachen Durchlaufen des Gitters genau eine Zufallszahl. Besitzt der verwendete
Zufallszahlengenerator eine Periodizita¨t oder Pseudoperiodizita¨t der Systemgro¨ße oder
eines Vielfachen davon, kann es zu Wechselwirkungen kommen, die das Simulations-
ergebnis verfa¨lschen. Die geschieht beispielsweise im Falle des 83-Isingwu¨rfels mit rein
periodischen Randbedingungen, wie in Bild 7.8 illustriert wird. Aufgezeichnet ist die Ma-
gnetisierung M (1) bei Verwendung unterschiedlichen Dynamiken. Als Vergleich ist das
mit dem Wolff-Clusteralgorithmus erzielte Resultat von Wang [75] als durchgezogene
Linie eingezeichnet. Die mit der herko¨mmlichen Metropolis-Dynamik, die nur im Falle
einer mo¨glichen Erho¨hung der freie Energie durch den Umklappvorgang eine Zufallszahl
abruft, berechneten Werte (+) stimmen damit im Rahmen des statistischen Fehlers gut
u¨berein. Dagegen weicht das mit Glauber-Dynamik bestimmte Ergebnis (×) um 10%
nach oben ab. Der Referenzwert liegt, wie in der Abbildung gut erkennbar ist, außerhalb
jedes Fehlerbalkens, selbst die Extremwerte zeigen keine U¨berschneidung. Die Diskrepanz
ist unabha¨ngig vom im Zufallszahlengenerator verwendeten Multiplikator.
Im Unterschied dazu zeigen fast alle anderen untersuchten Systemausdehnungen eine
U¨bereinstimmung der mit beiden Dynamiken erhaltenen Erwartungswerte der physika-
lischen Gro¨ßen. In den hierzu durchgefu¨hrten Simulationen wird jeweils ausgehend von
vollsta¨ndig ausgerichteten Spins 10000 Monte Carlo-Schritte lang thermalisiert, woran
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Abbildung 7.9: Jeweils 500 Realisierungen der Magnetisierung M (1) eines Wu¨rfels der
Kantenla¨nge L = 3 an der kritischen Temperatur mit rein periodischen Randbedingun-
gen mit Metropolis- (+) beziehungsweise Glauber-Dynamik (×). Durchgezogene Linie:
numerisch exaktes Ergebnis.
sich eine 100000 Schritte dauernde Messung anschließt. Als Beispiel wird in Bild 7.9 das
Resultat von M (1) im Wu¨rfel der Kantenla¨nge L = 3 gezeigt. Der Vorteil dieses kleinen
Systems liegt darin, daß die physikalischen Gro¨ßen noch numerisch exakt berechenbar
sind. Beide Dynamiken stimmen gut mit dem exakten Wert u¨berein. Die gro¨ßere Streu-
ung der mit der Glauber-Dynamik erzeugten Daten ru¨hrt aus der oben angesprochenen
schlechteren Statistik bei gleicher Anzahl von Simulationsschritten her.
Untersuchungen anderer Systemausdehnungen besta¨tigen die A¨quivalenz von Metropolis-
und Glauber-Dynamik fu¨r statische Gro¨ßen. Bild 7.10 zeigt die jeweils u¨ber alle 500 aufge-
nommenen Realisierungen gemittelte MagnetisierungM (1) als Funktion der Kantenla¨nge
L der Isingwu¨rfel fu¨r beide Verfahren. Allein bei L = 8 und L = 16 fallen die Resultate
nicht zusammen. Es fa¨llt auf, daß bei den falschen Simulationsergebnissen keine Syste-
matik erkennbar ist. Die Verwendung der Glauber-Dynamik liefert sowohl nach oben als
auch nach unten von der Metropolis-Dynamik abweichende Zahlenwerte fu¨r M (1). Um
die Vermutung zu untermauern, daß bei diesen Systemgro¨ßen eine Resonanz mit dem
Zufallszahlengenerator auftritt, wird der Metropolis-Algorithmus dahingehend abgewan-
delt, daß bei der Aktualisierung jedes Spins eine Zufallszahl abgefragt wird, wenngleich
das im Falle einer Erniedrigung der Energie nicht notwendig ist. Das Ergebnis ist ebenfalls
in Bild 7.8 eingetragen (∗). Auch bei dieser Variation tritt eine betragsma¨ßig geringere
aber deutlich sichtbare Abweichung vom Referenzwert auf.
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Abbildung 7.10: Gemittelter Wert der Magnetisierung M (1) eines L3-Wu¨rfels mit rein
periodischen Randbedingungen bei Tc u¨ber jeweils 500 Realisierungen mit Metropolis-
(+) beziehungsweise Glauber-Dynamik (×) als Funktion der Kantenla¨nge L.
Einen weiteren Hinweis auf eine Periodizita¨t der Zufallszahlen liefert die Auftragung der
Magnetisierung m(1)(z) von senkrecht zu einer Raumrichtung (z) stehenden Schichten im
163-Wu¨rfel in Abbildung 7.11. Anstelle des erwarteten homogenen Ordnungsparameter-
profils, wie es bei der Benutzung der Metropolis-Dynamik entsteht (×), bildet sich eine
Sa¨gezahnkurve aus. Dies entspricht der Aneinanderreihung alternierender ka¨lterer und
wa¨rmerer Schichten. Der genaue Mechanismus, der zur Wechselwirkung des Glauber-
Algorithmusses mit dem einfachen multiplikativen Zufallszahlengenerators fu¨hrt, kann
nicht abschließend festgestellt werden. Allerdings liegt eine Pseudoperiodizita¨t der La¨nge
83 oder eines kleinen Vielfachen davon nahe.
7.3.2 Schieberegisterzufallszahlengeneratoren
Sogenannte Schieberegistergeneratoren erfordern einen ho¨heren Aufwand als einfache,
multiplikative Zufallszahlengeneratoren. Fu¨r sie wird eine Liste mit einer bestimmten
Anzahl von Initialisierungen beno¨tigt. Aus dieser Liste werden das erste Element und
ein in einem fest vorgegebenen Abstand befindliches herausgegriffen. Diese beiden wer-
den durch ein logisches Exklusiv-Oder zu einer neuen Zufallszahl verknu¨pft, die der Liste
hinzugefu¨gt wird. Beim na¨chsten Aufruf wird mir dem zweiten Element und dem entspre-
7.3. ZUFALLSZAHLEN 111
0 4 8 12 16
z
0.2
0.3
m
(1)(z)
Abbildung 7.11: Magnetisierungsprofil im 163-Wu¨rfel mit periodischen Randbedingun-
gen bei Tc: Auftrag der mit Glauber- (×) beziehungsweise Metropolis-Algorithmus (+)
erzeugten Schichtmagnetisierung m(1)(z).
chend entfernten fortgefahren. Da neben der Verwaltung der Zufallszahlenliste nur eine
bina¨re Operation anfa¨llt, sind Schieberegistergeneratoren gegenu¨ber noch raffinierteren
Algorithmen verha¨ltnisma¨ßig schnell. Konkret ergibt sich im Vergleich mit dem Zufalls-
zahlengenerators des UNIX-Systems ein Faktor zwei in der Geschwindigkeit der gesamten
Simulation. Der einfache multiplikative Generator ist weitere 30% schneller.
#define xmax 2147483647
int pos1279, pos1063, neupos;
int zuf_liste[1280];
double zufall()
{
zuf_liste[neupos] = (zuf_liste[pos1279] ^ zuf_liste[pos1063]);
pos1279 = (pos1279 + 1)%1280;
pos1063 = (pos1063 + 1)%1280;
neupos = (neupos + 1)%1280;
return (1.0*(zuf_liste[neupos] & xmax)/xmax);
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}
Der hier verwendete Algorithmus verwendet eine Liste mit 1279 Eintra¨gen. Die maximal
mo¨gliche Periodenla¨nge des Generators betra¨gt (21279 − 1) [39]. A¨ltere Zufallszahlen-
generatoren vom Typ der Schieberegistergeneratoren verwenden geringere Anzahlen von
Listenelementen. In [73] ist dokumentiert, wie die dabei erhaltene zu kurze Periodenla¨nge
zu kleinen, aber systematischen Fehlern bei Gebrauch mit Cluster-Algorithmen fu¨hrt.
In den zur U¨berpru¨fung der mit dem einfachen Generator erhaltenen Simulationsresul-
taten durchgefu¨hrten Rechnungen wurde der Schieberegisteralgorithmus nach der von
Kirkpatrick und Stoll [39] empfohlenen Methode initialisiert, indem das Vorzeichen-
bit jeder 37. Zufallszahl eines multiplikativen Generators herangezogen wird, um jeweils
ein Bit der 1279 Elemente langen Initialisierungsliste zu setzen. Bei diesem Vorgehen tra-
ten bei der Benutzung des Schieberegistergenerators keine Auffa¨lligkeiten im Vergleich
verschiedener Einzelspinflip-Algorithmen und des Wolff-Cluster-Algorithmusses auf.
7.3.3 Schlußfolgerung
Aus der Betrachtung der Kombinationen verschiedener Zufallszahlengeneratoren und
Monte Carlo-Algorithmen wird klar, daß aus der Simulation gewonnene Ergebnisse leicht
zu fehlerhaften Schlußfolgerungen fu¨hren ko¨nnen, wenn die Simulationen immer mit dem-
selben Verfahren und einer bestimmten Art der Zufallszahlerzeugung durchgefu¨hrt wer-
den. Um derartige systematische Fehler zu vermeiden, ist eine hohe Statistik und insbe-
sondere die Verifikation der Resultate mit alternativen, andersartigen Simulationsalgo-
rithmen anzustreben.
Kapitel 8
Simulation von Dirichlet
Randbedingungen
Motiviert durch den in Abschnitt 5.1.3 angesprochenen experimentellen Befund, daß
die superfluide Dichte von 4He kein Finite-size-Skalenverhalten zeigt, wurden 1996 von
Schultka, Manousakis Simulationen des dreidimensionalenXY-Modells, das in diesel-
be Universalita¨tsklasse (n = 2, d = 3) fa¨llt [65, 66], durchgefu¨hrt. Aufgenommen wurden
Daten des Helizita¨tsmoduls
Υ =
(mHe

)2
ρs , (8.1)
einer zur superfluiden Dichte proportionale Gro¨ße. Sie ist ein Maß fu¨r den Widerstand,
den der Ordnungsparameter einer infinitesimalen Verdrillung entgegensetzt. Die in Plat-
tengeometrie mit an den Oberfla¨chen unterdru¨cktem Ordungsparameter erzeugten Daten
zeigen bei den in den Simulationen verwendeten Systemausdehnungen von 12 bis 24 Git-
terkonstanten ebenfalls kein Skalenverhalten. Es bleibt unklar, ob diese Verletzung der
Skalenhypothese physikalische Gru¨nde hat, oder daran liegt, daß die betrachteten Syste-
me zu klein sind, und die mikroskopische Gitterkonstante noch relevant Einfluß auf das
Verhalten in der Na¨he des kritische Punktes hat.
Als Ansatz zur Aufkla¨rung dieser Frage werden in diesem Kapitel verschiedene Methoden
zur Nachbildung der Dirichlet Randbedingungen des feldtheoretischen Kontinuumsmo-
dells auf einem diskreten Gitter beschrieben. Dazu werden zuna¨chst die zu untersuchen-
den physikalischen Gro¨ßen auf dem Gitter definiert. Der Beschreibung der unterschiedli-
chen Implementierungen der Randbedingungen folgt die Diskussion der Gu¨te der Reali-
sation des am Systemrand verschwindenden Ordnungsparameters.
Alle U¨berlegungen erfolgen fu¨r das Ising-Modell auf einem dreidimensionalen, kubisch
primitiven Gitter mit N = L3 Spins.
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8.1 Definition der physikalischen Gro¨ßen
Wa¨hrend der Simulation ist zu jedem Zeitpunkt die Konfiguration {si} der Spins bekannt.
Ausgehend davon lassen sich die momentane Gesamtmagnetisierung des Systems
M =
∑
i
si (8.2)
und die momentane innere Energie angeben.
U = J
∑
〈si,sj 〉
si · sj (8.3)
Aus ihnen werden durch arithmetische Mittelung u¨ber die Simulationsdauer in Monte
Carlo-Schritten die Erwartungswerte der physikalischen Gro¨ßen bestimmt. Diese werden
mit 〈 · 〉 bezeichnet.
Da es in einem endlichen System anders als im unendlichen mo¨glich ist, daß sich das Vor-
zeichen der Magnetisierung unterhalb Tc mit der Zeit a¨ndert, verschwindet der Mittelwert
〈M〉 sowohl oberhalb als auch unterhalb der kritischen Temperatur im Grenzwert langer
Zeiten. Entsprechend muß eine Definition der Magnetisierung gefunden werden, die dem
Tunneln zwischen den beiden Gleichgewichtszusta¨nden Rechnung tra¨gt. Die Beru¨cksichti-
gung des wechselnden Vorzeichens kann einerseits durch Betragsbildung und andererseits
durch Quadrieren geschehen. Daraus ergeben sich die beiden Definitionen
M (1) =
1
N
〈|M |〉 (8.4)
M (2) =
1
N
√
〈M2〉 (8.5)
der Magnetisierung pro Gitterplatz.
Das Verschwinden des Erwartungswertes der Magnetisierung im endlichen System hat
desweiteren zur Folge, daß bei der Definition der Suszeptibilita¨t zwischen den Tempera-
turbereichen T > Tc mit
χ+ =
1
N
〈M2〉 = N (M (2))2 (8.6)
und T < Tc mit
χ− =
1
N
[〈M2〉 − 〈|M |〉2] = N [(M (2))2 − (M (1))2] (8.7)
unterschieden werden muß, damit in beiden Regimen das unendliche System im Limes
großer N erreicht wird.
χ = lim
N→∞
1
N
[〈M2〉 − 〈M〉2] (8.8)
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Bei der Dichte der inneren Energie
E =
1
N
〈U〉 (8.9)
und der Spezifischen Wa¨rme
C =
1
N2
[〈E2〉 − 〈E〉2] (8.10)
sind im endlichen System keine Besonderheiten zu beru¨cksichtigen.
Zusa¨tzlich zu den globalen Gro¨ßen werden die lokale Magnetisierung pro Spin einer zu
einer ausgezeichneten Raumrichtung (z) senkrecht stehenden Schicht
m(1)(z) =
sgn(M)
L2
〈m(z)〉 (8.11)
und die lokale Energiedichte
e(z) = 〈u(z)〉 (8.12)
definiert. Dabei steht m(z) fu¨r die Summe aller Spins einer Lage. u(z) setzt sich zusam-
men aus den Wechselwirkungsenergien innerhalb der betrachteten Lage sowie jeweils der
Ha¨lfte der Wechselwirkungsenergien mit den beiden benachbarten Lagen. Mit der Vor-
zeichenfunktion in (8.11) ist gewa¨hrleistet, daß die globalen Gro¨ßen die Ortsmittel der
lokalen Gro¨ßen sind:
M (1) =
1
L
∑
z
m(1)(z) (8.13)
E =
1
L
∑
z
e(z) (8.14)
8.2 Beschreibung der Randbedingungen
Den Ausgangspunkt der U¨berlegungen bilden die sogenannten periodischen Randbedin-
gungen, die im eindimensionalen Fall einem Ring entsprechen. In einem kubisch primiti-
ven Gitter in d Dimensionen hat jeder der N Einzelspins 2d na¨chste Nachbarn. Besteht
das System aus L senkrecht auf einer Raumrichtung stehenden Lagen, sind die erste und
die L-te, das heißt letzte Lage wieder miteinander verbunden. Bei einem Gitterabstand a
zwischen zwei Nachbarspins betra¨gt die La¨nge des Systems in dieser Raumrichtung L · a.
Wegen der Translationsinvarianz kann die Position der diskreten Spins in den Gitterzellen
frei gewa¨hlt werden. Das Volumen des Wu¨rfels ist gleich dem Produkt der Anzahl der
Freiheitsgrade L3 mal dem Volumen einer Elementarzelle a3.
Mit allen nachfolgend beschriebenen Randbedingungen sollen die Dirichlet Randbedin-
gungen aus dem feldtheoretischen Kontinuumsmodell mo¨glichst nah nachgebildet werden.
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Diese sind dadurch ausgezeichnet, daß auf der Oberfla¨che sowohl das Ordnungsparame-
terfeld als auch dessen Fluktuationen exakt verschwinden.
Die weiteren Betrachtungen werden an Ising-Wu¨rfeln vorgenommen, bei denen in zwei
Raumrichtungen periodische Randbedingungen gelten. In der dritten, der z-Richtung,
liegen andere Randbedingungen vor. Sollten sich durch den U¨bergang zu mehrkomponen-
tigen Ordnungsparametern Unterschiede fu¨r die Realisierung auf dem Rechner ergeben,
werden diese gesondert angesprochen.
8.2.1 Freie Randbedingungen
Freie Randbedingungen unterscheiden sich von periodischen dadurch, daß die Kopplun-
gen zwischen zwei Gitterlagen, anschaulicherweise der ersten und der L-ten Lage, aufge-
trennt werden, und die Spins dieser Schichten dadurch einen Nachbarn weniger haben als
Freiheitsgrade im Innern des Systems. Das Volumen des Wu¨rfels mit freien Randbedin-
gungen ist wie im rein periodischen Fall durch die Anzahl der Freiheitsgrade bestimmt
und betra¨gt V = L3 · a3. Daraus folgt, daß die Ausdehnung des Systems in der Raum-
richtung mit freien Ra¨ndern durch L · a gegeben ist, was bildlich einem im Mittelpunkt
einer Zelle sitzenden Spins entspricht. Die Positionen der Spins entlang der betrachteten
Raumrichtung fallen damit auf die Werte z = a/2, (3a)/2, . . . . Bei der Bestimmung der
lokalen Energiedichte der beiden Oberfla¨chenlagen muß beru¨cksichtigt werden, daß diese
nur eine Nachbarlage besitzen.
Bei den ersten Rechnersimulationen von Spinsystemen mit echten Oberfla¨chen wurde
von einer A¨quivalenz von freien und Dirichlet Randbedingungen ausgegangen. Inzwi-
schen herrscht Einigkeit daru¨ber, daß diese Gleichsetzung nicht gerechtfertigt ist, und
andere Wege gefunden werden mu¨ssen, um einen am Systemrand verschwindenden Ord-
nungsparameter nachzubilden.
8.2.2 Alternierende Randbedingungen
Die alternierenden Randbedingungen erhalten ihren Namen daher, daß an die offenen
Oberfla¨chen der freien Randbedingungen eine zusa¨tzliche Gitterlage angefu¨gt wird, de-
ren Freiheitsgrade schachbrettartig nach oben und nach unten ausgerichtet sind. Im
Fall von mehrkomponentigen Ordnungsparametern geschieht dies entlang einer ohne Be-
schra¨nkung der Allgemeinheit gewa¨hlten Richtung im Spinraum. Auf diese Weise ver-
schwinden die Gesamtmagnetisierungen der zusa¨tzlichen Schichten.
Aus denselben U¨berlegungen wie fu¨r die freien Randbedingungen kommen die frei fluktu-
ierenden Freiheitsgrade im Kontinuumsbild auf halbzahligen Gitterabsta¨nden vom Rand
zu liegen, die Schichten mit alternierenden Spins liegen eine halbe Gitterkonstante au-
ßerhalb des Systems. Daher ist zu erwarten, daß alternierende Randbedingungen den
Ordnungsparameter an der Oberfla¨che nicht vollsta¨ndig unterdru¨cken, denn der Ort, an
dem die Magnetisierung exakt verschwindet liegt jenseits der Begrenzung.
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In die lokale Energiedichte der außenliegenden fluktuierenden Lagen gehen die Wechsel-
wirkungen mit den zusa¨tzlichen Schichten ein.
Schultka, Manousakis verwenden in [65] alternierende Randbedingungen in einer
abgewandelten Form. Dabei werden jeweils 16 Freiheitsgrade auf der zusa¨tzlichen Rand-
schicht in 4× 4 große Kacheln gleicher Spinorientierung zusammengefaßt. Durch das An-
einanderfu¨gen von Kacheln entgegengesetzter Magnetisierung entsteht eine Randschicht
mit vergro¨berten alternierenden Randbedingungen. Zwar verschwindet die Summe u¨ber
alle auf der a¨ußeren Lage befindlichen Spins, die Konstruktion fu¨hrt jedoch eine Struktur
auf der Oberfla¨che ein, die die Kantenla¨nge der Kacheln als weitere La¨ngenskala in das
System einbringt. Es ist davon auszugehen, daß sie das Skalenverhalten sta¨rker beeinflußt
als die Gitterkonstante, von der sie ein Vielfaches ist. Schultka, Manousakis finden
in ihrer Arbeit keine Besta¨tigung der Skalenhypothese
Υ(T, L) · L
L
= PΥ
(
t · (L/ξ0)1/ν
)
(8.15)
fu¨r das Helizita¨tsmodul. Ein Kollabieren aller Daten auf eine Linie wird erst durch das
empirische Einfu¨hren einer Hilfsla¨nge ∆L und die Ersetzung L→ L+∆L = Leff erreicht.
Eine weitere Schwa¨che der alternierenden Randbedingungen liegt darin, daß nur ei-
ne Spinraumrichtung tatsa¨chlich abwechselnd entgegengesetzte Freiheitgrade enthalten
kann. In den u¨brigen Richtungen des Spinraumes sind die zusa¨tzlichen Spins nicht sicht-
bar. Daher na¨hern sich alternierende fu¨r ho¨herkomponentige Ordnungsparameter an die
freien Randbedingungen an.
8.2.3 Zufa¨llige Randbedingungen
Die sogenannten zufa¨lligen Randbedingungen [13] a¨hneln den im vorhergehenden Ab-
schnitt beschriebenen. Bei ihnen werden ebenfalls zusa¨tzliche Oberfla¨chenschichten ein-
gefu¨hrt, die im Unterschied zu alternierenden Randbedingungen jedoch nicht regelma¨ßig
besetzt sind, sondern an jedem Gitterplatz einen mit gleichenWahrscheinlichkeiten zufa¨l-
lig orientierten Spin tragen. Fu¨r hinreichend große Systeme verschwindet die Fla¨chenma-
gnetisierung der zusa¨tzlichen Schicht.
Eine Monte Carlo-Simulation wird jeweils fu¨r eine ausgewu¨rfelte und danach feste Konfi-
guration der Randschichten durchgefu¨hrt. Da bei diesem Verfahren große Fluktuationen
auftreten ko¨nnen, ist es gerade fu¨r kleine Systeme notwendig, u¨ber mehrere Einzelsimu-
lationen zu mitteln, um zuverla¨ssige Daten zu erhalten.
Zwar bewirken die zufa¨lligen Randbedingungen eine Unterdru¨ckung der Magnetisierung
am Rand, jedoch ko¨nnen Doma¨nen unterschiedlich ausgerichteter Spins entstehen, so daß
die Absenkung der Randmagnetisierung global, nicht jedoch, wie bei Dirichlet Randbe-
dingungen gefordert, lokal erreicht wird.
Wie bei alternierenden Randbedingungen gehen die Wechselwirkung mit den zusa¨tzli-
chen Schichten in die lokalen Energiedichten ein. Aufgrund der mo¨glichen Doma¨nenbil-
dung ist zu erwarten, daß zufa¨llige gegenu¨ber alternierenden Randbedingungen an den
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Oberfla¨chen sowohl niedrigere Schichtmagnetisierungen als auch u¨ber die ganzen Ebenen
gemittelt niedrigere Schichteergiedichten aufweisen. Dies gilt nicht lokal.
8.2.4 Gespiegelte Randbedingungen
Die im folgenden beschriebenen gespiegelten Randbedingungen stellen einen neuen Vor-
schlag zur Nachbildung von Dirichlet Randbedingungen dar.
Den Spins in den beiden Oberfla¨chenschichten werden von außen jeweils imagina¨re ent-
gegengesetzte Spins, das heißt gespiegelte Bilder von sich selbst gegenu¨bergestellt. Die
zusa¨tzliche gedachte Lage hat dadurch immer die negative Schichtmagnetisierung der
ersten fluktuierenden. In einem kontinuierlichen Bild ergibt sich ein Nulldurchgang der
lokalen Magnetisierung genau zwischen der imagina¨ren und der ersten realen Schicht.
Dieses gilt fu¨r jeden beliebigen Ort in den Schichten, die Dirichlet Randbedingung ist fu¨r
alle (x, y) erfu¨llt. Die U¨bertragung der diskreten Positionen der Spins im Gittermodell
auf das Kontinuum wird dadurch eindeutig vorgegeben, die Spins befinden sich wie bei
periodischen Randbedingungen auf halbzahligen Positionen entlang der z-Achse.
Wird im Laufe der Simulation ein Freiheitsgrad auf einer der a¨ußeren frei fluktuierenden
Lagen zur Aktualisierung ausgewa¨hlt, wird fu¨r diesen die Wechselwirkungsenergie mit
den na¨chsten Nachbarn berechnet. Diese entspricht dem Wert derselben Konfiguration
mit freien Randbedingungen plus einen zusa¨tzlichen Energieterm durch den Spiegelspin.
Jener ist fu¨r jede Position und Orientierung des zu u¨berpru¨fenden Freiheitsgrades gleich.
Die Ausgangsenergie wird verglichen mit der Energie der Konfiguration mit umgeklapp-
ten Randspin ohne dessen Spiegelbild. Das bedeutet, daß die Wechselwirkungsenergie des
Zielzustandes wie mit freien Randbedingungen am Ort des zu klappenden Freiheitsgrades
bestimmt wird.
Der Grund fu¨r die Asymmetrie des Verfahrens liegt darin, daß das Aussehen der Ziel-
konfiguration von den nicht zum System geho¨renden gespiegelten Spins nicht beeinflußt
werden soll. Daher wird deren Wechselwirkung mit den Freiheitsgraden des Systems nur
bei der Bewertung der Ausgangskonfiguration beru¨cksichtigt, die durch den Zusatzterm
unabha¨ngig von der Ausrichtung des betrachteten Spins energetisch ungu¨nstiger wird. In
der Zielkonfiguration soll jedoch keine der mo¨glichen neuen Ausrichtungen des Randspins
bevorzugt werden. Das wa¨re der Fall, wenn der Spiegelspin auch in die Energiebetrachtung
des Zielzustandes einginge. Anschaulich wird dies bei Betrachtung von mehrkomponen-
tigen Ordnungsparametern, fu¨r die die Existenz des Spiegelbildes eine Vorzugsrichtung
des gedrehten Spins bedeutet, na¨mlich der urspru¨nglichen Ausrichtung gerade entgegen-
gesetzt.
Gegenu¨ber allen u¨brigen Methoden zur Unterdru¨ckung der Magnetisierung an der Sy-
stemgrenze besitzen gespiegelte Randbedingungen zeitlich variierende a¨ußere Spins, die
nach jedem Monte Carlo-Schritt neu eingestellt werden. Das geschieht unabha¨ngig von
einer Betrachtung der Energie. Durch dieses Vorgehen ist die hinreichende Bedingung der
detaillierten Bilanz fu¨r das Erreichen des thermodynamischen Gleichgewichts nicht mehr
erfu¨llt.
Ob das System wa¨hrend der Simulation in ein Gleichgewicht la¨uft, ist nicht klar. Zeitrei-
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hen zeigen jedoch, daß mindestens ein stationa¨res Ungleichgewicht erreicht wird. Zudem
ist davon auszugehen, daß die am Rand eingefu¨hrte Dynamik in der Na¨he des kritischen
Punktes nur einen vernachla¨ssigbaren Einfluß auf das Verhalten des Gesamtsystems hat.
Dies gilt insbesondere fu¨r die Untersuchung stationa¨rer physikalischer Gro¨ßen.
Die Erweiterung gespiegelte Randbedingungen auf mehrkomponentige Ordnungsparame-
ter ist ohne konzeptionelle A¨nderung durchfu¨hrbar.
8.3 Vergleich mit Dirichlet Randbedingungen
In Monte Carlo-Simulationen von Ising-Wu¨rfeln mit den verschiedenen vorgestellten
Randbedingungen soll untersucht werden, wie gut jeweils Dirichlet Oberfla¨chen nachge-
bildet werden. Die Simulationen wurden zum Großteil durchgefu¨hrt, bevor die im vorhe-
rigen Kapitel diskutierten Probleme mit den Zufallszahlengeneratoren in Verbindung mit
dem Wolff-Clusteralgorithmus zutage traten. Allerdings wurden die in diesem Abschnitt
verwendeten Daten alle mit Metropolis-Dynamik erzeugt, und bei einer U¨berpru¨fung ein-
zelner Datenpukte zeigten sich keine Diskrepanzen. Dennoch kann nicht ausgeschlossen
werden, daß insbesondere bei den Ergebnissen zu den gro¨ßeren Systemen systematische
Abweichungen auftreten.
Zur Beurteilung der Na¨he der Simulationen zu Dirichlet Randbedingungen werden in den
folgenden Abschnitten die Kriterien der Gu¨te der Unterdru¨ckung des Ordnungsparame-
ters an der Systemgrenze und das Skalenverhalten physikalischer Gro¨ßen herangezogen.
Letzteres wird anhand des Betrages der Suszeptibilita¨t χ+ an der kritischen Temperatur
des unendlichen Systems sowie der Ho¨he und Position des Maximums der Suszeptibi-
lita¨t χ− beurteilt. Diese Gro¨ße ist als Differenz von Erwartungswerten (8.7) besonders
empfindlich auf Abweichungen vom Skalenverhalten.
8.3.1 Das Ordnungsparameterprofil fu¨r T < Tc
Der erste und offensichtliche Maßstab fu¨r Dirichlet Randbedingungen ist das Ordnungs-
parameterprofil unterhalb der kritischen Temperatur. Dabei soll der Augenschein zeigen,
auf welche Weise sich der Ordnungsparameter an der Systemgrenze am effektivsten auf
Null dru¨cken la¨ßt. Dazu werden in einem relativ kleinen System, hier einem 163-Wu¨rfel
mit periodischen Randbedingungen in zwei Raumrichtungen und einer unterdru¨ckenden
in der dritten, die Erwartungswerte der Schichtmagnetisierungen m(1)(z) aufgetragen.
Die Daten finden sich in numerischer Form in Anhang E.2.1. In Bild 8.1 ist zu erkennen,
daß alle nicht-periodischen Randbedingung an den Systemgrenzen auf der La¨ngenskala
der Korrelationsla¨nge des unendlichen Volumens eine Absenkung der Schichtmagnetisie-
rungen gegenu¨ber dem rein periodischen Referenzsystem (◦) aufweisen. In der Mitte ist
der Einfluß der Ra¨nder schwach, bei einem gro¨ßeren Verha¨ltnis des Abstandes L zwischen
den Oberfla¨chen zur Korrelationsla¨nge ξ bildet sich dort ein Plateau aus.
Erwartungsgema¨ß zeigen die freien Randbedingungen () die geringste Unterdru¨ckung
und liegen in der Systemmitte an den zum Vergleich eingezeichneten rein periodischen
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Randbedingungen. Eine geringfu¨gig sta¨rkere Absenkung vor allem im Bereich der Ober-
fla¨che bewirken zusa¨tzliche imagina¨re a¨ußere Schichten, die mit alternierenden () oder
zufa¨llig (+) bestimmten Spins besetzt sind, die gro¨ßte Unterdru¨ckung wird mit gespie-
gelten Randbedingungen (♦) erzielt. Dabei liegen die Ergebnisse fu¨r zufa¨llige Randbe-
dingungen aufgrund der bei deren Beschreibung angesprochenen Bildung von sich gegen-
seitig kompensierenden Doma¨nen entgegengesetzter Magnetisierung leicht unterhalb der
Resultate der alternierenden Ra¨nder.
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Abbildung 8.1: Profil des Ordnungsparameters bei t = −0.05 im 163-Wu¨rfel des Ising-
Modells mit rein periodischen (◦), freien (), alternierenden (), zufa¨lligen (+) und
gespiegelten Randbedingungen (♦).
Besonders deutlich werden die Unterschiede an einer Betrachtung der Randlagen und
einer linearen Extrapolation durch die beiden a¨ußeren Schichtmagnetisierungen u¨ber den
physikalischen Systemrand bei z = 0 hinaus. Die Entfernung des Schnittpunktes dieser
Geraden von der gedachten Oberfla¨che wird als Extrapolationsla¨nge λ bezeichnet. Sie ist
in niedrigster Ordnung u¨ber λ = c−10 mit dem Parameter c0 der in Kapitel 6 angespro-
chenen Theorie mit Oberfla¨chenwechselwirkung verknu¨pft. Diese Beziehung folgt aus der
Randbedingung an das Ordnungsparameterfeld
c0ϕ˚(z = 0) =
dϕ˚(z)
dz
∣∣∣
z=0
. (8.16)
Fu¨r Dirichlet Randbedingungen wird damit λ = 0 erwartet.
In Bild 8.2 zeigt sich, daß λ fu¨r gespiegelte Randbedingungen (durchgezogene Linie)
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Abbildung 8.2: Verhalten des Ordnungsparameters bei t = −0.05 im 163-Ising-Wu¨rfel
mit rein periodischen (◦), freien (), alternierenden (), zufa¨lliger (+) und gespiegelten
Randbedingungen (♦) in der Na¨he der Oberfla¨che. Extrapolationen der Schichtmagne-
tisierungen m(1)(z) u¨ber den Systemrand bei z = 0 hinaus als gestrichelte, gepunktete,
strichpunktierte und durchgezogene Linie respektive fu¨r freie, alternierende, zufa¨llige und
gespiegelte Randbedingungen.
deutlich unter einer halben Gitterkonstante liegt. Dabei ist die lineare Extrapolation eine
sehr einfache und pessimistische Abscha¨tzung, die Beru¨cksichtigung der Kru¨mmung des
Ordnungsparameterprofils am Rand wu¨rde zu einer Verku¨rzung von λ fu¨hren. Demge-
genu¨ber schneiden die strichpunktierte Gerade durch die a¨ußeren fluktuierenden Lagen
bei zufa¨lligen Randbedingungen die z-Achse im Abstand von knapp anderthalb Gitter-
konstanten vom physikalischen Systemrand. Alternierende Randbedingungen liegen etwas
ungu¨nstiger im selben Bereich, im Fall freier Randbedingungen (gestrichelte Linie) ist die
Nullstelle noch weiter entfernt.
Zusammenfassend ist festzustellen, daß mit gespiegelten Randbedingung die beste Unter-
dru¨ckung des Ordnungsparameters erzielt wird. Daß dasselbe Verhalten auch fu¨r mehr-
komponentige Ordnungsparameter gilt, zeigt Abbildung 8.3, die mit den Daten aus An-
hang E.2.2 erstellt wurde. Dort sind die Erwartungswerte der Betra¨ge der Komponenten
der Magnetisierung im 83-Wu¨rfel des XY-Modells mit gespiegelten (♦), alternierenden
() beziehungsweise freien Randbedingungen () bei t = −0.05 aufgetragen. Als Refe-
renz sind zusa¨tzlich die Werte fu¨r den rein periodischen Fall aufgefu¨hrt. Die Daten zu den
verschiedenen Randbedingungen bestehen aus jeweils zwei Datensa¨tzen zu orthogonalen
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Abbildung 8.3: Profil der Komponenten des Ordnungsparameters m(1)xy im 83-Wu¨rfel mit
zweikomponentigem Ordnungsparameter bei t = −0.05. Vergleich von gespiegelten (♦),
zufa¨lligen (+), alternierenden () und freien Randbedingungen (). Zum Vergleich: rein
periodische Randbedingungen (◦). Zu jeder Randbedingung sind jeweils zwei Datensa¨tze
m
(1)
x (z), m
(1)
y (z) eingezeichnet.
Richtungen im Spinraum. Wa¨hrend sowohl gespiegelte als auch freie Randbedingungen
keine Vorzugsrichtung der Magnetisierung aufweisen, ist bei alternierenden Randbedin-
gungen die eine Orientierung des Ordnungsparameters am Rand deutlich gegen die andere
unterdru¨ckt. Bei dieser handelt es sich um die Spinraumrichtung, in der die Alternierung
vorgenommen ist. Das Profil der dazu senkrechtenen Orientierung entspricht im Rahmen
der Simulationsgenauigkeit den freien Randbedingungen. Damit wird die Vermutung aus
Abschnitt 8.2.2 besta¨tigt, daß alternierende Randbedingungen fu¨r mehrkomponentige
Ordnungsparameter keinen Fortschritt gegenu¨ber den offenen Ra¨ndern darstellen. Die
Anisotropie der Magnetisierung stellt im Gegenteil einen Vorbehalt gegen diese Art un-
terdru¨ckender Randbedingungen dar.
8.3.2 Skalenverhalten von χ+ an der kritischen Temperatur
Eine unvollsta¨ndige Unterdru¨ckung des Ordnungsparameters am Rand fu¨hrt wie im vor-
herigen Abschnitt gesehen zu einer Extrapolationsla¨nge, deren Gro¨ße von den gewa¨hl-
ten Randbedingungen abha¨ngt. Damit besitzt ein endliches System nicht nur die drei
La¨ngenskalen Systemgro¨ße L, Korrelationsla¨nge des unendlichen Systems ξ sowie die mi-
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Abbildung 8.4: Skalenfunktion P+χ der Suszeptibilita¨t am kritischen Punkt als Funkti-
on der Systemausdehnung im L3-Isingwu¨rfel mit gespiegelten (♦), alternierenden (),
zufa¨lligen (+) beziehungsweise freien Randbedingungen ().
kroskopische Gitterkonstante a, sondern in λ eine weitere.
Das Verha¨ltnis einer physikalischen Gro¨ße im endlichen zu derselben Gro¨ße im unend-
lichen System ist abweichend von Gleichung (2.98) im allgemeinen eine dimensionslose
Funktion der Verha¨ltnisse der auftretenden La¨ngen. Wiederum am Beispiel der Suszep-
tibilita¨t χ+ gilt:
χ+(t, L)
χ(t,∞) = f
+
χ (L/ξ, a/L, λ/L) (8.17)
Falls die Abha¨ngigkeiten der Suszeptibilita¨t von der Gitterkonstanten und der Extrapola-
tionsla¨nge in der Na¨he der kritischen Temperatur und fu¨r große Systeme irrelevant sind,
fallen die Verha¨ltnisse a/L und λ/L aus der Funktion f+χ heraus, und Gleichung (8.17)
la¨ßt sich auf Skalenform
χ(L, ξ) = Lγ/ν · Pχ (ξ/L) (8.18)
umschreiben. Solange aber λ nicht klein gegenu¨ber der Systemausdehnung L ist, kann die
Extrapolationsla¨nge nicht vernachla¨ssigt werden und zersto¨rt das Skalenverhalten. Unter
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Abbildung 8.5: Skalenfunktion P+χ der Suszeptibilita¨t am kritischen Punkt als Funktion
der Systemausdehnung im L3-Wu¨rfel des XY-Modells mit gespiegelten (♦), alternieren-
den () beziehungsweise freien Randbedingungen (). Zum Vergleich: Daten mit rein pe-
riodischen Randbedingungen aus dieser Arbeit (◦) und von Hasenbusch, Meyer [35],
(•).
der plausiblen Annahme, daß sich die Extrapolationsla¨nge bei festgehaltener Temperatur
bei Vergro¨ßerung des Systems nur unwesentlich a¨ndert, d.h. λ = λ(L), na¨hern sich bei
wachsendem L alle Systeme mit Randbedingungen, die den Ordnungsparameter an der
Oberfla¨che unterdru¨cken, an den Grenzfall von Dirichlet Randbedingungen mit λ = 0 an.
Die Na¨he einer Randbedingung zum Dirichletfall zeigt sich darin, ab welcher Gro¨ße von
L dieser Limes erreicht wird.
In Bild 8.4 ist der Wert von (L/ξ0)−γ/ν · χ+ am kritischen Punkt, was bei Erfu¨llung von
Skalenverhalten einem Funktionswert P+χ (0) entspricht, von L
3-Isingwu¨rfeln als Funktion
der Kantenla¨nge L aufgetragen. Diese Temperatur und physikalischen Gro¨ße sind deshalb
ausgewa¨hlt, weil die Suszeptibiltita¨t einen betragsma¨ßig großen kritischen Exponenten
γ = 1.2395 [45] besitzt und Einflu¨sse von Randbedingungen auf das Skalenverhalten bei
Tc starke Effekte zeigen sollten. Die in Anhang E.3.1 tabellierten Daten wurden unter
Benutzung der Konstanten aus Anhang A.3 aus den Simulationsergebnissen erstellt. Bei
perfekter Erfu¨llung der Finite-size-Skalenhypothese liegen alle Punkte zu einer Randbe-
dingung auf einer waagerechten Geraden.
Die erste Betrachtung der Abha¨ngigkeit der Werte im Skalenauftrag der Suszeptibilita¨t
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χ+(t = 0, L) am kritischen Punkt des unendliche Systems zeigt, daß es Randbedingungen
gibt, die sich von oben oder von unten dem Grenzwert der Skalenfunktion fu¨r Dirichlet
Randbedingungen na¨hern. Letzteres ist in der graphischen Auftragung nur schwer er-
kennbar und wird erst anhand der numerischen Daten deutlich. Von oberhalb sind dies
die freien (◦), alternierenden () und zufa¨lligen Randbedingungen (+), wa¨hrend die ge-
spiegelten (♦) von unten gegen den Limes großer L streben. Eine Besonderheit weisen
die Daten der gespiegelten Randbedingungen (♦) auf. Der hier nicht gezeigte Wert des
43-Wu¨rfels liegt deutlich u¨ber dem der Kantenla¨nge L = 8, was eindeutig auf Effekte
der Dynamik der Simulation zuru¨ckzufu¨hren ist, die ab L  6 nicht mehr erkennbar in
Erscheinung treten. Von Systemen dieser geringen Gro¨ße kann ohnehin kein Skalenver-
halten erwartet werden. Desweiteren sinkt der Datenpunkt bei L = 64 leicht gegenu¨ber
dem des Systems mit halber Kantenla¨nge ab. Der statistische Fehler der Rechnung in
diesem großen System ist jedoch so hoch, daß darin die Hauptursache zu suchen ist.
Weiter Unterstu¨tzung erfahren die gespiegelten Randbedingungen durch eine Betrachtung
der gleichen Skalenfunktion P+χ bei Tc im dreidimensionalen XY-Modell. Die Datenpunkte
fu¨r periodische (◦, •), freie (), alternierende () und gespiegelte Randbedingungen (♦)
vollziehen das beim einkomponentigen Ordnungsparameter gefundene Verhalten nach.
Wiederum fallen die Zahlenwerte fu¨r freie und alternierende Randbedingungen mit zu-
nehmender Systemausdehnung stark ab, wa¨hrend sich die gespiegelten Randbedingungen
von der anderen Seite in erheblich kleineren Schritten gegen einen gemeinsamen Grenz-
wert fu¨r große L anna¨hern. Allerdings sind die in Anhang E.3.2 tabellierten dazugeho¨rigen
Simulationsdaten weniger aussagekra¨ftig als im Isingmodell, da wegen des ho¨heren Re-
chenzeitaufwandes nur Resultate fu¨r kleinere Systeme bei zudem schlechterer Statistik
vorhanden sind.
Die zusa¨tzlich aufgetragenen rein periodischen Randbedingungen (◦) dienen als Vergleich
und helfen, durch Abgleich mit publizierten Daten von Hasenbusch, Meyer [35], (•)
den Simulatinsalgorithmus zu verifizieren.
Insgesamt besta¨tigt die Betrachtung der Anna¨herung der Skalenfunktion P+χ an den
Grenzwert großer L das bereits im vorhergehenden Abschnitt anhand des Ordnungs-
parameterprofils unterhalb Tc gefundene Urteil, daß gespiegelte Randbedingungen gut
dazu geeignet sind, Dirichlet Oberfla¨chen im Kontinuumsmodell nachzubilden. Da sie
im Gegensatz zu den bisher verwendeten Modellierungen den Dirichlet Grenzfall in der
untersuchten Skalenfunktion von unten anna¨hern, ergibt sich die Mo¨glichkeit, den asym-
ptotischen Limes einzuschachteln, und so auch ohne den Rechenaufwand großer Systeme
einen genauen Wert fu¨r die Skalenfunktion von Dirichlet Randbedingungen zu erhalten.
8.3.3 Ort und Ho¨he des Maximums der Suszeptibilita¨t χ−
Eine besonders gut zur U¨berpru¨fung des Finite-size Skalenverhaltens geeignete Gro¨ße
stellt die Suszeptibilita¨t χ− unterhalb der kritischen Temperatur dar. Einerseits ist sie
als Differenzgro¨ße sehr empfindlich, was sich bereits bei periodischen Randbedingungen
zeigt [24]. Desweiteren hat χ− ein Maximum, dessen Ho¨he und Position nach der Skalen-
hypothese fu¨r alle Systemgro¨ßen zusammenfallen muß. Eine solche qualitative Aussage
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Abbildung 8.6: Vergleich der Skalenfunktionen P−χ der Suszeptibilita¨t eines L
3-
Isingwu¨rfels mit gespiegelten (•,,) und freien Randbedingungen (◦,,♦). Die Sym-
bole stellen in dieser Reihenfolge die Systemausdehnungen L = 8, 16, 32 dar. Die Da-
tenpunkte zu den freien Randbedingungen sind durch Streckenzu¨ge verbunden. Bei Tc
außerdem Daten vonWang [75] (×) fu¨r freie Randbedingungen mit L = 8, 16, 32, 64, 128
von oben nach unten.
ist verha¨ltnisma¨ßig leicht zu verifizieren. In Abbildungen 8.6 wird die Skalenfunktion P−χ
fu¨r gespiegelte (geschossene Symbole) und freie Randbedingungen (offenen Symbole) im
Ising-Wu¨rfel aufgetragen. Die jeweiligen Zahlenwerte der L = 8 bis L = 32 großen
Systeme finden sich in Anhang E.4. Daru¨berhinaus sind bei Tc unvero¨ffentlichte Daten
von Wang [75] fu¨r freie Randbedingungen im Wu¨rfeln bis zu der Kantenla¨nge L = 128
eingetragen (×).
Die Datenpunkte der gespiegelten Randbedingungen fallen u¨ber einem weiten Bereich der
Skalenvariablen x = t L1/ν auf eine gemeinsame Funktion. Besonders im Regime ober-
halb Tc bis hin zur kritischen Temperatur ist keine Abha¨ngigkeit von der Systemgro¨ße L
feststellbar. Zu negativen Skalenvariablen hin ist jedoch eine Tendenz erkennbar, daß die
Simulationsdaten gro¨ßerer Systeme oberhalb der kleineren liegen. Dieser Trend ist gut im
Detailausschnitt in Bild 8.7 bei x ≈ 7 zu sehen, wo L = 32 () einen erkennbar gro¨ßeren
Zahlenwert in der Skalenauftragung hat als L = 16 () und L = 8 (•). Gleiches gilt am
Maximum, wobei dort die kleineren Systeme die Reihenfolge getauscht haben.
Dennoch ist das Skalenverhalten als zufriedenstellend zu bezeichnen. Die Daten zeigen
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Abbildung 8.7: Umgebung der Maxima der Skalenfunktion P−χ der Suszeptibilita¨t; Aus-
schnitt der vorhergehenden Abbildung.
ein in Ho¨he und Position von L sehr wenig abha¨ngiges Maximum bei P−χ (x ≈ 5) ≈ 0.06.
Die Gu¨te zeigt sich besonders im Vergleich mit den Simulationsergebnissen freier Ra¨nder,
die im gesamten Bereich um die kritische Temperatur nicht auf eine gemeinsame Linie
kollabieren. Oberhalb Tc u¨bertreffen die Zahlenwerte fu¨r kleinere Systeme wie L = 8 (◦)
und L = 16 () die der gro¨ßeren L = 32 (♦), unterhalb verha¨lt es sich umgekehrt. Zur
besseren U¨bersichtlichlichkeit sind in Abbildung 8.6 die Datenpunkte durch Streckenzu¨ge
verbunden. Deren Schnittpunkte liegen in der Na¨he der Maxima.
Bemerkenswert ist, daß sich in beiden Temperaturregimen die go¨ßeren Systeme mit freien
Randbedingungen an die gespiegelten anna¨hern. Dies zeigt sich insbesondere bei Tc, wo
zusa¨tzlich zu den in dieser Arbeit erzeugten Daten Referenzwerte vonWang [75] (×) von
Systemen bis zu einer Ausdehnung von L = 128 eingezeichnet sind. Weiterhin bewegt
sich die Position der Maxima von x ≈ 4 bei L = 8 u¨be x ≈ 4.8 bei L = 16 und x ≈ 5 bei
L = 32 an das Extremum der gespiegelten Randbedingunen heran. Dasselbe gilt fu¨r die
Ho¨he, die ausgehend von 0.068 bei einer Vervierfachung der Kantenla¨nge des Wu¨rfel auf
0.064 fa¨llt.
8.3.4 Die Spezifische Wa¨rme oberhalb Tc
Erste Verwendungen von mit den gespiegelten Randbedingungen erzeugten Simulations-
daten im Vergleich mit theoretischen Vorhersagen der Spezifischen Wa¨rme in begrenzten
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Abbildung 8.8: Skalenfunktion f2(x) der Spezifischen Wa¨rme im L3-Isingwu¨rfel mit ge-
spiegelten Randbedingungen oberhalb Tc: Vergleich der Simulationsdaten von L = 8 (◦),
L = 16 () und L = 32 (♦) mit der analytischen Theorie nach (3.50).
Systemen werden in [58] vorgenommen. Bei diesen Untersuchungen zeigt sich eine ge-
genu¨ber bestehenden Monte Carlo-Daten mit anderen Randbedingungen gro¨ßere Na¨he
von Theorie und Rechnerexperiment. Allerdings werden in Zusammenhang mit dieser
Arbeit nur wenige Datenpunkte, hauptsa¨chlich zur Untersuchung von Oberfla¨chen- und
Finite-size-Effekten in Zylindergeometrie mit nicht-periodische Randbedingungen in zwei
Raumrichtungen, generiert.
Zum Vergleichmit der analytischen Theorie aus Kapitel 3 stehen drei Datensa¨tze zur Spe-
zifischen Wa¨rme in Ising-Wu¨rfeln der Kantenla¨ngen L = 8 (◦), L = 16 () und L = 32
(♦) mit gespiegelten Randbedingungen zur Verfu¨gung. Die Simulationsergebnisse sind in
Anhang E.4 aufgelistet. In Anhang A.3 finden sich die Zahlenwerte fu¨r die Darstellung
der Spezifischen Wa¨rme des unendlichen Volumens [45]. Die erhaltenen Skalenformen f1
sind weniger aussagekra¨ftig als die der Magnetisierungen und Suszeptibilita¨ten, da die
betrachteten Systeme anscheinend zu klein sind, um u¨ber einem gro¨ßeren Bereich der
Skalenvariablen asymptotischen Verhalten zu zeigen. Allein die beiden gro¨ßeren Systeme
zeigen im Bereich 2  x  10 ein Zusammenfallen auf eine Gerade. Der Verlauf der Daten
bei L = 8 la¨ßt vermuten, daß dieser Datensatz fu¨r noch kleiner Skalenvariablen in diese
Gerade hineinla¨uft. Der Skalenauftrag in Abbildung 8.8 zeigt eine U¨bereinstimmung der
Steigung der Daten mit dem von der analytischen Theorie vorhergesagten Exponenten
der Oberfla¨chen-Spezifischen Wa¨rme (α+ ν) fu¨r kleine Skalenvariablen.
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Quantitativ weicht das ebenfalls mit [45] angepaßte feldtheoretische Resultat fu¨r den
Oberfla¨chenanteil nach (3.50) und (3.52) um einen Faktor 1.5 von den Monte Carlo-
Daten ab. Dabei ist eine Tendenz erkennbar, daß die skalierten Daten mit wachsender
La¨nge L leicht an die Kurve der theoretischen Oberfla¨chen-SpezifischenWa¨rme anna¨hern.
Im Rahmen der von der Sto¨rungstheorie erwarteten Genauigkeit von 50% im Fall des
einkomponentigen Ordnungsparameters (3.37) ergibt sich damit gerade noch eine U¨ber-
einstimmung.
An dieser Stelle ist notwendig, weitere Datensa¨tze fu¨r die Spezifische Wa¨rme in L3-
Wu¨rfeln mit gespiegelten Randbedingungen in gro¨ßeren Systemen zu erzeugen, um eine
echte U¨berpru¨fung des Skalenverhaltens durchfu¨hren zu ko¨nnen. Daru¨ber hinaus mu¨ssen
entsprechende Simulationsdaten auch fu¨r die anderen Arten der am Systemrand unter-
dru¨ckten Ordnungsparameter generiert werden. Auf diese Weise kann festgestellt werden,
ob die gespiegelten Randbedingungen auch abseits von Tc eine schnelle Konvergenz gegen
den asymptotischen Grenzfall von Dirichlet Randbedingungen fu¨r große Systemausdeh-
nungen bedeuten.
8.4 Schlußfolgerung
Die hier vorgenommenen Untersuchungen verschiedener Arten der Unterdru¨ckung des
Ordnungsparameters am Rand in Monte Carlo-Simulationen von Spinsystemen auf einem
diskreten Gitter ergeben, daß die neu vorgeschlagene Methode der gespiegelten Randbe-
dingungen eine im Vergleich mit den anderen Realisierungen sehr gute Extrapolation des
Profils der Magnetisierung auf den Wert null am physikalischen Systemrand leistet.
Weiterhin wurde am Betrag der Skalenfunktionen P+χ und P
−
χ der Suszeptibilita¨ten eine
schnelle Konvergenz gegen einen gemeinsamen asymptotischen Wert aller Simulations-
arten fu¨r große L gefunden. Dies ermo¨glicht, bereits mit verha¨ltnisma¨ßig kleinen Syste-
men und entsprechend geringem Rechenzeitaufwand Simulationsdaten zu gewinnen, de-
ren Randbedingungen den exakten Dirichlet Randbedingungen aus dem feldtheoretischen
Kontinuumsmodell sehr nahe kommen und damit gut zum Vergleich mit der analytischen
Theorie geeignet sind.
Es zeigte sich, daß sa¨mtliche bisherigen Versuche, Dirichlet Randbedingungen durch eine
zeitlich stationa¨re a¨ußere Schicht von Spins zu erreichen, keinen wesentlichen Fortschritt
gegenu¨ber offenen Ra¨ndern bedeuten. Sie weisen im Gegenteil individuelle Schwa¨chen
auf, wie beispielsweise die Doma¨nenbildung bei zufa¨llig gesetzten Randspins.
Der entscheidende Vorteil der gespiegelten Randbedingungen liegt in der sta¨ndigen Ak-
tualisierung der virtuellen Spins, die allerdings mit dem Verlust der detaillierten Bilanz
einhergeht.
Erste Anwendungen der neu vorgeschlagenen Randbedingungen auf das dreidimensionale
XY-Modell besta¨tigen die positiven Resultate im Fall des einkomponentigen Ordnungs-
parameters. Fu¨r weitergehende Untersuchungen sind insbesondere die Erzeugung von
Daten zur Spezifischen Wa¨rme unterhalb der kritischen Temperatur sowie fu¨r das Heli-
zita¨tsmodul interessant, fu¨r die bisher keine Besta¨tigung des Finite-size Skalenverhaltens
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gefunden wurde.
Kapitel 9
Zusammenfassung und Ausblick
Diese Arbeit befaßte sich in allgemeiner Form mit den Auswirkungen von Dirichlet Rand-
bedingungen, die den Ordnungsparameter vollsta¨ndig unterdru¨cken, auf kritische Pha¨no-
mene. Das geschah einerseits durch analytische Rechnungen mit den Methoden der Feld-
theorie und zum anderen im Rahmen der Rechnersimulation.
Im analytischen Teil wurden die Energiedichte und die Spezifische Wa¨rme eines Halb-
raums mit einer Dirichlet Oberfla¨che sowohl oberhalb als auch erstmals unterhalb der
kritischen Temperatur bis zur nachfolgenden Ordnung der Sto¨rungstheorie in dimensio-
neller Regularisierung und in einer festen Dimension d berechnet. Eine ε-Entwicklung um
vier Dimensionen wurde nur zum Vergleich mit fru¨heren Arbeiten vorgenommen. Beson-
deres Augenmerk lag auf der Struktur der – infolge einer gegen Unendlich geschickten
Abschneidewellenzahl auftretenden – unphysikalischen Ultraviolettdivergenzen der nack-
ten Gro¨ßen. Es zeigte sich, daß bereits in der fu¨hrenden Ordnung der Fluktuationen Pole
in drei Dimensionen auftreten, die im unendlichen System nicht vorkommen. Die Ursa-
che dieser neuen Divergenzen wurde durch eine Untersuchung des Verhaltens der lokalen
Energiedichte fu¨r gegenu¨ber der Korrelationsla¨nge kleine Absta¨nde von der Systembe-
grenzung festgestellt. Sie liegt analog zum Grund fu¨r (d−4)-Pole im unendlichen System
in der Ermo¨glichung zu kurzwelliger Fluktuationen des Feldes an der Oberfla¨che durch die
unendliche Abschneidewellenzahl, die einer verschwindenden Gitterkonstante entspricht.
Da die von der Oberfla¨chen herru¨hrenden Pole nicht durch die multiplikative Renormie-
rung mit den minimalen Z-Faktoren des unendlichen Systems beseitigt werden ko¨nnen,
wird eine zusa¨tzliche additive Renormierung no¨tig. Das verwendete Renormierungssche-
ma wird aufgrund seiner Struktur lokale additive Renormierung genannt. Es verwendet
zwar die minimalen Z-Faktoren des unendlichen Systems, der additive Anteil entha¨lt
jedoch auch endliche Terme und ist damit nicht minimal. Am Beispiel der Spezifischen
Wa¨rme des Volumens wurde das lokale Verfahren mit der bekannten minimalen additi-
ven Renormierung verglichen. Dabei stellte sich heraus, daß das nicht-minimale Schema
Strukturen der Renormierungsgruppe nicht erkennt, und die auf diesem Wege erzielten
sto¨rungstheoretischen Resultate unzuverla¨ssig werden.
Vor diesem Hintergrund sind die Ergebnisse der Rechnungen zu betrachten, die in beiden
Temperaturregimen eine betragsma¨ßig große Korrektur der nachfolgenden zur fu¨hrenden
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Ordnung der Sto¨rungstheorie aufweisen. Dies trifft insbesondere auf die geordnete Pha-
se zu, da dort beide Ordnungen unterschiedliche Vorzeichen aufweisen, so daß das volle
1-Schleifenresultat nur noch einen Bruchteil dessen der fu¨hrenden Molekularfeldna¨herung
betra¨gt. Diese Schwierigkeiten spiegeln sich in den Vergleichen mit experimentellen Da-
ten wieder, zu denen die in den theoretischen Rechnungen erhaltenen Ausdru¨cke in drei
Dimensionen ausgewertet wurden. Die Zahlenwerte der Messungen unterhalb Tλ liegen
eine Gro¨ßenordnung von der Vorhersage der analytischen Theorie entfernt.
Ku¨rzlich wurden von zwei amerikanischen Forschungsgruppen Meßreihen zur Spezifischen
Wa¨rme von supraflu¨ssigem 4He in Plattengeometrie auf der Erde und unter Mikrogravi-
tation im Weltraum abgeschlossen. Die Spanne der Plattenabsta¨nde erstreckt sich u¨ber
vier Dekaden, so daß an ihnen die Finite-size-Skalenhypothese u¨berpru¨ft werden kann.
Bei der Untersuchung der Daten auf Skalenverhalten zeigte sich, daß dieses oberhalb der
λ-Temperatur und bis hinunter zum Maximum der Spezifischen Wa¨rmen erfu¨llt ist, fu¨r
tiefe Temperaturen aber nicht besta¨tigt werden kann. Diese Beobachtung reiht sich in die
fru¨her gefundene und bisher unerkla¨rte Verletzung des Skalenverhaltens der superfluiden
Dichte von 4He ein.
Die theoretische Vorhersage der Oberfla¨chen-Spezifischen Wa¨rme stimmt oberhalb der
Temperatur des Phasenu¨berganges im Rahmen der von der Sto¨rungsrechnung zu erwar-
tenden Genauigkeit mit den 4He-Daten u¨berein. Dabei wurden außer den experimentell
bekannten Amplituden des unendlichen Systems keine weiteren Parameter zur Anpas-
sung der nichtuniversellen Gro¨ßen verwendet. Unterhalb Tλ liegt das Ergebnis aus der
Sto¨rungsrechnung um rund eine Zehnerpotenz niedriger als die experimentellenWerte. In
Anbetracht der Tatsache, daß die fu¨hrende Molekularfeldna¨herung eine erheblich bessere
U¨bereinstimmung liefert, kann die auftretende Abweichung zum Teil auf Unsicherheiten
der Sto¨rungstheorie und auf Schwierigkeiten des Renormierungsverfahrens zuru¨ckgefu¨hrt
werden. Selbst mit einer Lo¨sung dieser Probleme in einer verbesserten Theorie wird es
jedoch nicht mo¨glich sein, die anscheinende Nichterfu¨llung des Skalenverhaltens durch die
Daten unterhalb des Maximums der Spezifischen Wa¨rmen zu erkla¨ren, da der in dieser
Arbeit verwendete Zugang mit einer unendlichen Abschneidewellenzahl die Skalenvermu-
tung generell besta¨tigt.
Als mo¨gliche Lo¨sung der festgestellten Diskrepanz und Erweiterung der Theorie wurde
die erste Wegner-Korrektur zum asymptotischen Verhalten der Oberfla¨chen-Spezifischen
Wa¨rme oberhalb der kritischen Temperatur berechnet. Sie erweist sich zwar als groß ge-
genu¨ber der entsprechenden Korrektur im unendlichen System, kann die Lu¨cke zwischen
Theorie und Experiment jedoch nicht schließen. Dies gelingt ebenfalls nicht durch den
U¨bergang zu einer allgemeineren Oberfla¨chentheorie mit einem zusa¨tzlichen Kopplungs-
parameter.
Damit kommt nach dem jetzigen Stand der Theorie nur ein Effekt aufgrund einer endli-
chen Abschneidewellenzahl in Frage, der die Probleme unterhalb der kritischen Tempe-
ratur lo¨sen ko¨nnte. Erste Anzeichen fu¨r derartige Einflu¨sse bestehen bereits [10], zumal
in endlicher Geometrie mit rein periodischen Randbedingungen in bestimmten Limites
eine Verletzung der Skalenhypothese vorliegt.
Demgegenu¨ber erscheint es aussichtslos, die Sto¨rungsrechnung zu ho¨heren Ordnungen
133
voranzutreiben. Insbesondere unterhalb der kritischen Temperatur treten Komplikatio-
nen auf, da ab einer 2-Schleifenna¨herung auch in integrierte Gro¨ßen Tadpole-Beitra¨ge
eingehen beziehungsweise mit dem exakten Mittelwert des Ordnungsparameters gerech-
net werden muß, der in analytischer Form selbst nicht bekannt ist.
Begleitend zu den feldtheoretischen Rechnungen wurde in der zweiten Ha¨lfte dieser Arbeit
ein neues Verfahren fu¨r die Nachbildung von Dirichlet Randbedingungen in der Rechner-
simulation diskreter Spinsysteme vorgestellt. Die sogenannten gespiegelten Randbedin-
gungen wurden anhand der beiden Kriterien der Form des Ordnungsparameterprofils un-
terhalb der kritischen Temperatur sowie des Skalenverhaltens am Punkt des Phasenu¨ber-
gangs mit anderen in der Literatur etablierten Realisierungsvorschla¨gen verglichen. Dabei
stellte sich heraus, daß die neu vorgeschlagene Methode eine bessere Unterdru¨ckung des
Ordnungsparameters am Rand zur Folge hat. Daru¨berhinaus laufen die Werte der Ska-
lenfunktionen der Suszeptibilita¨t eines dreidimensionalen Isingwu¨rfels bereits fu¨r verha¨lt-
nisma¨ßig kleine Kantenla¨ngen gegen einen asymptotischen Grenzwert, so daß Aussicht
besteht, bei diesen Randbedingungen mit relativ niedrigem Rechenaufwand Daten zum
Vergleich mit asymptotischen Theorien erzeugen zu ko¨nnen. Ein weiterer Vorteil liegt
darin, daß bei gespiegelten Randbedingungen der asymptotische Limes im Gegensatz zu
den meisten anderen Implementationen von unterdru¨ckenden Randbedingungen von un-
ten angena¨hert wird. Sie bieten daher die Mo¨glichkeit, bei Simulation desselben Systems
mit zum Beispiel freien Randbedingungen bei ansonsten festgehaltenen Parametern den
asymptotischen Grenzwert einzuschachteln und noch genauer zu bestimmen.
Gespiegelte Randbedingungen lassen sich ohne zusa¨tzliche Schwierigkeiten auf mehrkom-
ponentige Ordnungsparameter u¨bertragen. Eine solche Erweiterung ist im Hinblick auf
die Probleme der asymptotischen Theorie erstrebenswert, um zusa¨tzliche Vergleichsdaten,
insbesondere zur Aufkla¨rung der offenen Frage des Skalenverhaltens von 4He unterhalb
der λ-Temperatur, gezielt erzeugen zu ko¨nnen.
Insgesamt stellt diese Arbeit eine Grundlage und Referenz weitergehender Forschung auf
dem Gebiet der Auswirkungen realer Randbedingungen auf kritische Pha¨nomene dar.
Dies gilt auch in Hinblick auf experimentelle und theoretische Aktivita¨ten im Bereich
dynamischer Finite-size-Effekte [1, 2].
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Anhang A
Z-Faktoren, feldtheoretische
Funktionen und kritische
Exponenten
Dieser Anhang entha¨lt die Z-Faktoren bis zur ersten Ordnung in u, die daraus abgeleite-
ten feldtheoretischen Funktionen und kritischen Exponenten sowie die bei der Berechnung
der Spezifischen Wa¨rme des unendlichen Systems auftretenden Funktionen.
In allen Ausdru¨cken stehen n fu¨r die Anzahl der Komponenten des Ordnungsparameters
und d fu¨r die ra¨umliche Dimension.
Abschließend werden die Zahlenwerte der universellen kritischen Exponenten bei ein-
und zweikomponentigem Ordnungsparameter in drei Dimensionen angegeben. Daneben
sind die zur Anpassung der Theorie an die Ergebnisse der Rechnersimulationen in Ab-
schnitt 8.3.4 beno¨tigten Amplituden der Spezifischen Wa¨rme des unendlich ausgedehnten
Ising-Modells aufgefu¨hrt.
A.1 Die Z-Faktoren des unendlichen Systems
Die bei der multiplikativen Renormierung verwendeten Z-Faktoren des unendlichen Sy-
stems lauten in 1-Schleifenna¨herung
Zu = 1 +
4(n+ 8)
4− d u+O(u
2) , (A.1)
Zr = 1 +
4(n + 2)
4− d u+O(u
2) , (A.2)
Zϕ = 1 +O(u2) (A.3)
und fu¨r die Oberfla¨chenkopplung c0 zusa¨tzlich
Zc = 1 +
4(n + 2)
4− d u+O(u
2) . (A.4)
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Aus ihnen ergeben sich die feldtheoretischen Funktionen
βu(u; 4− d) = −(4− d)u+ 4(n+ 8)u2 +O(u3) (A.5)
ζr(u) = 4(n+ 2)u +O(u2) (A.6)
ζϕ(u) = 0 +O(u2) (A.7)
ζc = 4(n + 2)u+O(u2) . (A.8)
Zwischen den Fixpunktwerten der feldtheoretischen Funktionen ζ und den kritischen
Exponenten bestehen die folgenden Zusammenha¨nge:
ζ∗r = 2−
1
ν
(A.9)
ζ∗ϕ = −η (A.10)
ζ∗c = 1−
φ
ν
(A.11)
Fu¨r die minimale additive Renormierung der Spezifischen Wa¨rme wird die Funktion
A(u; 4− d) = − 2n
4− d −
8n(n + 2)
(4− d)2 u+O(u
2) (A.12)
beno¨tigt, aus der sich
B(u) =
n
2
+O(u2) (A.13)
ergibt.
Die weiteren in der Spezifischen Wa¨rme des unendlichen Systems auftretenden Funktio-
nen haben die Entwicklungen
F+ = −n− 2n(n + 2)u+O(u2) (A.14)
F− =
1
2u
− 4 +O(u) (A.15)
Q = 1 +O(u2) (A.16)
A.2 Entwicklung der kritischen Exponenten
Im Zuge der Vergleiche der in dieser Arbeit erzielten Ergebnisse mit Resultaten aus
der Literatur werden vielfach strenge Entwicklungen der kritischen Exponenten nach
dem Fixpunktwert u∗ beziehungsweise um vier Dimensionen verwendet. In Verbindung
von (A.7) und (A.9) ergibt sich fu¨r den Exponenten der Korrelationsla¨nge
ν =
1
2
+ (n+ 2)u∗ +O ((u∗)2) . (A.17)
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U¨ber das Hyperskalengesetz
2− α = dν (A.18)
folgt
α =
4− d
2
− d(n+ 2)u∗ +O ((u∗)2) . (A.19)
Der Fixpunktwert der Kopplungskonstante ist durch die nicht-triviale Nullstelle der
βu-Funktion (A.5) gegeben. Sie kann in fu¨hrender Ordnung aus (A.5) abgelesen werden.
u∗ =
4− d
4(n + 8)
+
3(4− d)2
4(n + 8)3
(14n + 3) +O ((4− d)3) (A.20)
Einsetzen dieser Entwicklung in (A.17) und (A.19) ergibt
α = − n − 4
2(n+ 8)
(4− d) +O ((4− d)2) und (A.21)
ν =
1
2
− n+ 2
2(n + 8)
(4− d) +O ((4− d)2) . (A.22)
A.3 Amplituden und kritische Exponenten in drei
Dimensionen
Das dreidimensionale Ising-Modell
Zur Erstellung der Skalenfunktionen P+χ der Suszeptibilita¨t und f2 der Spezifischen
Wa¨rme aus den in Anhang E aufgelisteten Monte Carlo-Daten werden die folgenden
Werte der kritischen Exponenten und Amplituden des unendlichen dreidimensionalen
Ising-Modells benutzt [45]:
α = 0.100 (A.23)
γ = 1.2395 (A.24)
ν = 0.6335 (A.25)
In Konsistenz damit werden die Fixpunktwerte
u∗ = 0.0412 und (A.26)
Q∗ = 0.945 (A.27)
gewa¨hlt.
Die Anpassung der Amplituden erfolgt mit
ξ0 = 0.495a (A.28)
A+ = 0.1552a−1 und (A.29)
B = −1.6974a−1 (A.30)
in Einheiten der Gitterkonstanten a.
138 ANHANG A. FELDTHEORETISCHE FUNKTIONEN UND EXPONENTEN
Konstanten bei zweikomponentigem Ordnungsparameter
Die Anpassung der experimentellen Daten zur Spezifischen Wa¨rme von 4He in Platten-
geometrie in Anhang C erfolgt jeweils mit den dort angegeben Werten der Amplituden
und kritischen Exponenten.
In die Theorie gehen daru¨berhinaus die Fixpunktwerte
u∗ = 0.0362 und (A.31)
Q∗ = 0.945 (A.32)
sowie der kritischen Exponent
ν = 0.6705 (A.33)
ein.
Anhang B
Nebenrechnungen
Dieser Anhang entha¨lt Nebenrechnungen, die im Haupttext den Zusammenhang sto¨ren.
Dabei handelt es sich um umfangreiche Integrationen und Entwicklungen. Sie dienen hier
dazu, ein Nachvollziehen der analytischen Rechnungen zu erleichtern.
B.1 Impulsintegrationen
Eine technische Hauptschwierigkeit liegt in den Impulsintegrationen u¨ber die Propaga-
toren sowohl oberhalb als auch unterhalb der kritischen Temperatur. Fu¨r alle in diesem
Unterabschnitt vorgefu¨hrten Nebenrechnungen gilt die Vereinbarung
∫ (d)
p
≡
∫
ddp
(4π)d
(B.1)
zur Darstellung der d-dimensionalen Impulsintegration. Weiterhin seien a2 > b2 > 0.
Nach Aufspaltung der d-dimensionalen Impulsraumintegration in Winkelanteil und Be-
tragsintegration u¨ber p = |p| ist anhand der p-Potenzen der einzelnen Integrale ablesbar,
in welche Dimensionen die Integranden nicht integrabel sind.
Die auftretenden Integrale werden mit Hilfe von Schwinger-Parametrisierungen gelo¨st.
Oberhalb Tc tritt das einfache, vom unendlichen System her bekannte Integral∫ (d−1)
p
1
p2 + b2
= Sd−1
∫ ∞
0
dp pd−2
1
p2 + b2
= Sd−1
∫ ∞
0
dp pd−2
∫ ∞
0
dx e−x(p
2+b2)
= Sd−1
∫ ∞
0
dx e−xb
2 Γ
(
d−1
2
)
2x(d−1)/2
=
1
(4π)(d−1)/2
Γ
(
3− d
2
)
bd−3 ,
(B.2)
auf, das wegen der nicht-Integrabilita¨t an der oberen Grenze in d ≥ 3 ultraviolett-
divergent ist. Dies schla¨gt sich in dimensioneller Regularisierung in diskreten Polen in
d = 3 nieder.
Das gleiche Integral mit einemWurzelausdruck im Nenner entspricht bei einer Integration
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u¨ber den (d− 1)-dimensionalen Impuls p dem Propagator des unendlichen Systems∫ (d−1)
p
1√
p2 + a2
=
Sd−1
Γ
(
1
2
) ∫ ∞
0
dp pd−2
∫ ∞
0
dx
1√
x
e−x(p
2+a2)
=
Sd−1Γ
(
d−1
2
)
2
√
π
∫ ∞
0
dx x−d/2e−xa
2
=
2Γ
(
2−d
2
)
(4π)d/2
ad−2 = −2Ada
d−2
4− d .
(B.3)
Entsprechend ist es in d ≥ 2 UV-divergent und liefert einen (4− d)-Pol.
Die Kombination der beiden vorhergehenden Integranden in∫ (d−1)
p
1√
p2 + a2(p2 + b2)
=
Sd−1
Γ
(
1
2
) ∫ ∞
0
dp pd−2
∫ ∞
0
dx
∫ ∞
0
dy
1√
x
e−p
2(x+y)−a2x−b2y
(B.4)
wird durch Substitution von x = rs, y = r(1− s) mit der Funktionaldeterminante r,
=
Sd−1√
π
∫ ∞
0
dr
∫ 1
0
ds
√
r
s
∫ ∞
0
dp pd−2e−p
2re−(a
2−b2)rs−br
=
Sd−1Γ
(
d−1
2
)
√
π
∫ ∞
0
dr
∫ 1
0
ds r(2/d)/2)s−1/2e−(a
2−b2)rs−b2r
unter Benutzung von 3.361.1
=
2
(4π)d/2
(
a2 − b2) 4−d2 ∫ ∞
0
dr r
1−d
2 e
− b2
a2−b2 rφ
(√
r
)
=
2
(4π)d/2
(
a2 − b2) 4−d2 ∫ ∞
0
dr
[
r
1−d
2 e
− b2
a2−b2 r
(
φ
(√
r
))
+ r
1−d
2 e
− b2
a2−b2 r
]
und 6.286 aus [34]
= − 4
(4π)d/2
(
a2 − b2)4−d2 Γ
(
4−d
2
)
3− d 2F1
(
3− d
2
,
4− d
2
;
5− d
2
;− b
2
a2 − b2
)
+
1
(4π)
d−1
2
Γ
(
3− d
2
)
bd−3√
a2 − b2
gelo¨st. In einem Zwischenschritt kommt die Fehlerfunktion φ(x) vor. Die UV-Divergenz
des Ausgangsintegrals in d ≥ 4 resultiert in einem Pol in vier Dimensionen. Die Singula-
rita¨ten in d = 3 treten nur scheinbar auf und heben sich gerade auf.
Das Integral ∫ (d−1)
p
1
p2
√
p2 + a2
=
4
(4π)d/2(d− 3)Γ
(
4− d
2
)
ad−4 (B.5)
B.1. IMPULSINTEGRATIONEN 141
ergibt sich als Spezialfall der beiden vorangehenden mit (d−1)→ (d−3) nach U¨bergang
zur Betragsintegration in (B.3) bzw. b ≡ 0 in (B.4). Es ist fu¨r d ≤ 3 infrarot- und fu¨r
d ≥ 4 ultraviolett-divergent.
Alle folgenden Integrale sind aufgrund der im Integranden auftretenden Exponentialfunk-
tion fu¨r endliche z an der oberen Grenze konvergent.∫ (d−1)
p
e−2z
√
p2+a2√
p2 + a2
= Sd−1
∫ ∞
0
dp
pd−2√
p2 + a2
e−2z
√
p2+a2 (B.6)
fu¨hrt mit Substitution von
√
p2 + a2 = q + a, d.h. dq = pdp√
p2+a2
und p = (q2 + 2aq)1/2
= Sd−1
∫ ∞
0
dq (q2 + 2aq)(d−3)/2e−2z(q+a)
und mit 3.388.1 aus [34] zu
=
Sd−1√
π
(a
z
)d−2
2
Γ
(
d− 1
2
)
Kd−2
2
(2az) =
4
(4π)d/2
(a
z
) d−2
2
Kd−2
2
(2az) .
Dabei steht Kν(z) fu¨r die Besselfunktion mit komplexem Argument.
Aus dem letzten Ergebnis folgen∫ (d−1)
p
e−2z
√
p2+a2
p2
√
p2 + a2
= Sd−1
∫ ∞
0
dp
pd−4√
p2 + a2
e−2z
√
p2+a2
=
8
(4π)d/2(d− 3)
(a
z
) d−4
2
Kd−4
2
(2az)
(B.7)
und ∫ (d−1)
p
e−2z
√
p2+a2 = −1
2
∂
∂z
∫ (
p
d− 1)e
−2z
√
p2+a2√
p2 + a2
= − 2
(4π)d/2
(
2a2
) d−2
2
∂
∂z
[
(2az)
2−d
2 Kd−2
2
(2az)
]
=
2
(4π)d/2
(2a2)d/2
a
(2az)
2−d
2 Kd
2
(2az) ,
(B.8)
wobei im letzten Schritt 8.486.15 aus [34] angewendet wurde.
B.1.1 Integrale zur transversalen lokalen Energiedichte
Die Besonderheit der Integrale, die in der Berechnung des Beitrags der transversalen
Fluktuationen zur lokalen Energiedichte auftreten, liegt in einem Nenner (p2−B2). Dar-
aus resultiert unabha¨ngig von der Dimension der Integration ein einfacher Pol bei p = B.
Nach dem U¨bergang zu Raumwinkel- und Betragsintegration und einer Partialbruchzer-
legung verbleiben im Nenner die linearen Ausdru¨cke (p + B) beziehungsweise (p − B).
Dabei soll immer B > 0 gelten.
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Es sind drei reine Betragsintegrationen auszufu¨hren.∫ ∞
0
dp
pd−3
p +B
= Γ(d− 2)Γ(3 − d)Bd−3 = Bd−3π csc (π(d− 2)) (B.9)
wird mit Hilfe von [34] 3.383.10 bestimmt, die Funktion csc steht fu¨r den trigonometri-
schen Cosecans, der bei Vielfachen von π divergiert. Dieses ist in (B.9) in allen ganzzah-
ligen Dimensionen der Fall.∫ ∞
0
dp
pd−3(p−B)e−2z(p+B)
p +B
= e−2Bz
[
−
∫ ∞
0
dp
pd−2e−2pz
p+B
+B
∫ ∞
0
dp
pd−3e−2pz
p+B
]
lo¨st sich mit Hilfe von [34], 3.383.1 zu
= Bd−2 [Γ(d− 2)Γ(3− d, 2Bz),Γ(d− 1)Γ(2 − d, 2Bz)] ,
(B.10)
wobei Γ(α, x) eine unvollsta¨ndige Gammafunktion bezeichnet.
Beim letzten zu betrachtenden Integral ist der wesentliche Punkt, dafu¨r zu sorgen, daß
das zum Schluß verbleibende, nicht in geschlossener Form ausdru¨ckbare Restintegral in
allen d ≤ 4 endlich und numerisch prinzipiell auswertbar ist.∫ ∞
0
dp
pd−3(p +B)
p−B
(
e−2z(p−B) − 1) (B.11)
= e2Bz
∫ ∞
0
dp pd−3e−2zp + 2B
∫ ∞
0
dp
pd−4(p−B +B)
p−B
(
e2z(p−B) − 1)
Unter Ausnutzung, daß in dimensioneller Regularisierung
∫∞
0
dp pν = 0 gilt, folgen
= e2BzΓ(d− 2)(2z)2−d + 2Be2BzΓ(d− 3)(2z)3−d
+ 2B2
∫ ∞
0
dp
pd−4
p−B
(
e2z(p−B) − 1)
= e2BzΓ(d− 2)(2z)2−d + 2Be2BzΓ(d− 3)(2z)3−d + 2B2e2BzΓ(4− d)(2z)4−d
+ 2B2
∫ ∞
0
dp
pd−4
p−B
(
e2z(p−B) − 1) .
Das u¨briggeblieben Integral wird mittels einer Schwinger-Parametrisierung in die Form∫ ∞
0
dp
pν
p −B
(
e−2z(p−B) − 1) = ∫ ∞
1
dx
∫ ∞
0
dp pν
(
e−p(x+2z)+B(x+2z) − e−px+Bx)
= Γ(ν + 1)
∫ ∞
0
dx
[
(x+ 2z)−ν−1eB(x+2z) − x−ν−1eBx]
= −Γ(ν + 1)
∫ 2z
0
dx x−ν−1eBx .
(B.12)
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u¨berfu¨hrt. UV-Divergenzen a¨ußern sich darin an der unteren Integrationsgrenze. Insge-
samt resultiert fu¨r (B.11) die Lo¨sung∫ ∞
0
dp
pd−3(p+B)
p−B
(
e−2z(p−B) − 1) (B.13)
= e2BzΓ(d− 2)(2z)2−d + 2Be2BzΓ(d− 3)(2z)3−d + 2B2
∫ ∞
0
dp
pd−4
p−B
(
e2z(p−B) − 1)
= e2BzΓ(d− 2)(2z)2−d + 2Be2BzΓ(d− 3)(2z)3−d + 2B2e2BzΓ(4− d)(2z)4−d
− 2B3Γ(4− d)
∫ 2z
0
dx x4−deBx .
Das Restintegral ist fu¨r alle d < 5 endlich.
B.2 Entwicklung der Besselfunktionen Kν
um kleine Argumente
Hier wird die Entwicklung der Besselfunktion mit komplexem Argument Kν(z) um kleine
z vorgenommen. Mit ihr wird das Verhalten der lokalen Energiedichten in der Na¨he der
Oberfla¨che des Dirichlet Halbraumes oberhalb und unterhalb der kritischen Temperatur
bestimmt.
Nach [34] Kapitel 8.4 und 8.5 gelten
Kν(z) =
iπ
2
e
iπν
2 H(1)ν (iz) (B.14)
H(1)ν (z) = Jν(z)− iNν(z) (B.15)
Nν(z) = csc(πν) [cos(πν)Jν(z)− J−ν(z)] . (B.16)
Dabei bezeichnen Jν(z), Nν(z) und H
(1)
ν (z) die Besselfunktionen erster, zweiter und drit-
ter Art, csc steht fu¨r den trigonometrischen Cosecans.
Fu¨r die Besselfunktion Jν(z) existiert die Reihendarstellung:
Jν(z) =
(z
2
)ν ∞∑
k=0
(−1)k z
2k
22kk!Γ(ν + k + 1)
(B.17)
Eingesetzt ergibt sich insgesamt
Kν(z) =
iπ
2
e
iπν
2 [Jν(iz) + i cot(πν)Jν(iz)− i csc(πν)J−ν(iz)]
=
π
2
e
iπ(ν+1)
2
[(
1 + e
iπ
2 cot(πν)
)(iz
2
)ν ∞∑
k=0
(−1)k (iz)
2k
22kk!Γ(ν + k + 1)
−e iπ2 csc(πν)
(
iz
2
)−ν ∞∑
k=0
(−1)k (iz)
2k
22kk!Γ(−ν + k + 1)
]
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Kν(z) =
π
2
e
iπ(ν+1)
2
[
e
iπν
2
csc(πν)
2
(
−e iπ2 cot(πν)
)( iz
2
)ν ∞∑
k=0
(−1)k (iz)
2k
22kk!Γ(ν + k + 1)
−e iπ2 csc(πν)
(
iz
2
)−ν ∞∑
k=0
(−1)k (iz)
2k
22kk!Γ(−ν + k + 1)
]
=
π
2
e
iπ(ν+1)
2
[(
1 + e
iπ
2 cot(πν)
)( iz
2
)ν ∞∑
k=0
(−1)k (iz)
2k
22kk!Γ(ν + k + 1)
−e iπ2 csc(πν)
(
iz
2
)−ν ∞∑
k=0
(−1)k (iz)
2k
22kk!Γ(−ν + k + 1)
]
=
π
2
csc(πν)
[
e
iπ(2ν+1)
2
(
sin(πν) + e
iπ
2 cos(πν)
)(z
2
)ν ∞∑
k=0
(z
2
)2k
(k! Γ(ν + k + 1))−1
−eiπ
(z
2
)−ν ∞∑
k=0
(z
2
)2k
(k! Γ(−ν + k + 1))−1
]
=
π
2
csc(πν)
∞∑
k=0
[(z
2
)−ν+2k
(k! Γ(−ν + k + 1))−1 −
(z
2
)ν+2k
(k! Γ(ν + k + 1))−1
]
(B.18)
als Reihe in Potenzen von z.
B.3 Ortsintegrationen zur integrierten Energiedich-
te unterhalb Tc
Die Ortsintergration der lokalen Energiedichten unterhalb Tc besteht aus Integralen u¨ber
hyperbolische Funktionen, die aus der Form des Ordnungsparameterprofils in Moleku-
larfeldna¨herung ϕ˚MF ∼ tanhBz herru¨hren. Da die zum Teil hohen Potenzen des sech
und tanh nicht mehr in Integralsammlungen enthalten sind, werden sie hier systematisch
aufgefu¨hrt.
B.3.1 Gerade Potenzen des sech z
Die drei folgenden einfachen Integrale finden sich in [34] unter 2.423 .∫ ∞
0
dz sech 2Bz =
1
B
(B.19)∫ ∞
0
dz sech 4Bz =
2
3B
(B.20)∫ ∞
0
dz sech 2Bz =
8
15B
(B.21)
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B.3.2 Kombinationen von Exponentialfunktionen, sech 2z und
Potenzen des tanh z
Die beno¨tigten Integrale werden iterativ berechnet. Dazu werden die Bezeichnungen
Tn :=
∫ ∞
0
dz exp{−2z
√
p2 + 4B2} tanh nBz und (B.22)
Sn :=
∫ ∞
0
dz exp{−2z
√
p2 + 4B2} sech 2Bz tanh nBz (B.23)
eingefu¨hrt. Dann gelten fu¨r n ∈ N 0 die Rekursionsvorschriften
Tn+2 = Tn − Sn , (B.24)
Sn+1 =
2
√
p2 + 4B2
(n+ 2)B
Tn+2 =
2
√
p2 + 4B2
(n+ 2)B
(Tn − Sn) (B.25)
mit den Ausgangsintegralen1
T0 =
1
2
√
p2 + 4B2
, (B.26)
T1 =
1
B
[
β
(√
p2 + 4B2
B
)
− B
2
√
p2 + 4B2
]
und (B.27)
S0 =
2
√
p2 + 4B2
B2
[
β
(√
p2 + 4B2
B
)
− B
2
√
p2 + 4B2
]
. (B.28)
Die darin enthaltene β-Funktion kommt immer in der Kombination
B(B, p) :=
[
β
(√
p2 + 4B2
B
)
− B
2
√
p2 + 4B2
]
(B.29)
vor, das von hier an als Abku¨rzung fu¨r den Ausdruck in den eckigen Klammern verwendet
wird.
Damit folgen:
T2 =
1
2
√
p2 + 4B2
− 2
√
p2 + 4B2
B2
B(B, p) (B.30)
S1 =
1
2B
− 2(p
2 + 4B2)
B3
B(B, p) (B.31)
T3 = − 1
2B
+
1
B
B(B, p) + 2(p
2 + 4B2)
B3
B(B, p) (B.32)
(B.33)
1[34] entha¨lt bis einschließlich der vierten Auflage einen Druckfehler in Formel 3.541.8, die richtige
Lo¨sung lautet µβ
(
µ
2
)− 1
146 ANHANG B. NEBENRECHNUNGEN
S2 = −
√
p2 + 4B2
3B2
+
2
√
p2 + 4B2
3B2
B(B, p) + 4(p
2 + 4B2)3/2
3B4
B(B, p) (B.34)
T4 =
1
2
√
p2 + 4B2
+
√
p2 + 4B2
3B2
− 8
√
p2 + 4B2
3B2
B(B, p)− 4(p
2 + 4B2)3/2
3B4
B(B, p)
(B.35)
S3 =
1
4B
+
p2 + 4B2
6B3
− 4(p
2 + 4B2)
3B3
B(B, p)− 2(p
2 + 4B2)2
3B5
B(B, p) (B.36)
T5 = − 3
4B
− p
2 + 4B2
6B3
+
1
B
B(B, p) + 10(p
2 + 4B2)
3B3
B(B, p) + 2(p
2 + 4B2)2
3B5
B(B, p)
(B.37)
S4 = −3
√
p2 + 4B2
10B2
− (p
2 + 4B2)3/2
15B4
+
2
√
p2 + 4B2
5B2
B(B, p) + 4(p
2 + 4B2)3/2
3B4
B(B, p)
+
4(p2 + 4B2)5/2
15B6
B(B, p) (B.38)
T6 =
1
2
√
p2 + 4B2
+
19
√
p2 + 4B2
30B2
+
(p2 + 4B2)3/2
15B4
− 46
√
p2 + 4B2
15B2
B(B, p)
− 8(p
2 + 4B2)3/2
3B4
B(B, p)− 4(p
2 + 4B2)5/2
15B6
B(B, p) (B.39)
S5 =
1
6B
+
19(p2 + 4B2)
90B2
+
(p2 + 4B2)2
45B4
− 46(p
2 + 4B2)
45B3
B(B, p)
− 8(p
2 + 4B2)2
9B5
B(B, p)− 4(p
2 + 4B2)3
45B7
B(B, p) (B.40)
B.3.3 Kombinationen von Exponenten, z, sech 2z und Potenzen
des tanh z
An dieser Stelle finden sich die Integrale, deren Integranden gegenu¨ber dem vorherge-
henden Abschnitt um den linearen Faktor z erweitert sind. Es wird wie oben iterativ
vorgegangen. Die gesuchten Integrale haben die Form
Zn :=
∫ ∞
0
dz Bz exp{−2z
√
p2 + 4B2} sech 2Bz tanh nBz (B.41)
Durch eine partielle Integration, bei der der Anteil (z exp{−2z√p2 + 4B2}) differenziert
und ( sech 2z tanh nz) integriert werden, lassen sich die Zn auf die Sn und Tn aus dem
vorangegangenen Abschnitt sowie das Integral
Z(B, p) :=
∫ ∞
0
dz Bz exp{−2z
√
p2 + 4B2} tanhBz , (B.42)
fu¨r das keine geschlossene Lo¨sung vorliegt, zuru¨ckfu¨hren.
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Es sind
Z0 =
∫ ∞
0
dz Bz exp{−2z
√
p2 + 4B2} sech 2Bz (B.43)
= −
∫ ∞
0
dz
(
exp{−2z
√
p2 + 4B2} − 2
√
p2 + 4B2z
)
tanhBz
= −T1 + 2
√
p2 + 4B2
B
Z(B, p) = − 1
B
B(B, p) + 2
√
p2 + 4B2
B
Z(B, p)
und
Z1 =
∫ ∞
0
dz Bz exp{−2z
√
p2 + 4B2} sech 2Bz tanhBz (B.44)
= −1
2
∫ ∞
0
dz
(
exp{−2z
√
p2 + 4B2} − 2
√
p2 + 4B2z
)
tanh 2Bz
= −1
2
T2 −
√
p2 + 4B2
B
Z0 +
√
p2 + 4B2
B
∫ ∞
0
dz Bz exp{−2z
√
p2 + 4B2}
=
2
√
p2 + 4B2
B2
B(B, p)− 2(p
2 + 4B2)
B2
Z(B, p) .
Damit ergeben sich
Z2 = −1
3
[
T3 − 2
√
p2 + 4B2
B
(Z(B, p)− Z1)
]
(B.45)
=
1
6B
− 1
3B
B(B, p)− 2(p
2 + 4B2)
B3
B(B, p) + 2
√
p2 + 4B2
3B
Z(B, p)
+
4(p2 + 4B2)3/2
3B3
Z(B, p) ,
Z3 = −1
4
[
T4 − 2
√
p2 + 4B2
B
(∫ ∞
0
dz Bz exp{−2z
√
p2 + 4B2} − Z0 − Z2
)]
(B.46)
= −
√
p2 + 4B2
6B2
+
4
√
p2 + 4B2
3B2
B(B, p) + 4(p
2 + 4B2)3/2
3B4
B(B, p)
− 4(p
2 + 4B2)
3B2
Z(B, p)− 2(p
2 + 4B2)2
3B4
Z(B, p) ,
Z4 = −1
5
[
T5 − 2
√
p2 + 4B2
B
(Z(B, p)− Z1 − Z3)
]
(B.47)
=
3
20B
+
p2 + 4B2
10B3
− 1
5B
B(B, p)− 2(p
2 + 4B2)
B3
B(B, p)− 2(p
2 + 4B2)2
3B5
B(B, p)
+
2
√
p2 + 4B2
5B
Z(B, p) + 4(p
2 + 4B2)3/2
3B3
Z(B, p) + 4(p
2 + 4B2)5/2
15B5
Z(B, p) ,
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Z5 = −1
6
[
T6 − 2
√
p2 + 4B2
B
(∫ ∞
0
dz Bz exp{−2z
√
p2 + 4B2} − Z0 − Z2 − Z4
)]
= −19
√
p2 + 4B2
90B2
− 2(p
2 + 4B2)3/2
45B4
+
46
√
p2 + 4B2
45B2
B(B, p) (B.48)
+
16(p2 + 4B2)3/2
9B4B(B, p) + 4(p
2 + 4B2)5/2
15B6
B(B, p)
− 46(p
2 + 4B2)
45B2
Z(B, p)− 8(p
2 + 4B2)2
9B4
Z(B, p)− 4(p
2 + 4B2)3
45B6
Z(B, p) .
B.4 Auswertung der Gaußschen Hypergeo-
metrischen Funktion fu¨r spezielle Argumente
In Kapitel 6 werden zur Bestimmung des Verhaltens der Oberfla¨chen-SpezifischenWa¨rme
mit Oberfla¨chenkopplung in vier Dimensionen Resummationen der Gaußschen Hyper-
geometrischen Funktionen fu¨r spezielle Werte der Argumente beno¨tigt. Deren allgemeine
Form lautet:
2F1(α, β; γ; z)
= 1 +
αβ
γ
· z
1!
+
α(α + 1)β(β + 1)
γ(γ + 1)
· z
2
2!
+
α(α+ 1)(α + 2)β(β + 1)(β + 2)
γ(γ + 1)(γ + 2)
· z
3
3!
+ . . .
(B.49)
In Gleichung (6.18) treten die Fa¨lle
lim
d→4
[
1
4− d2F1
(
3− d
2
, 3− d; 5− d
2
; z
)]
= lim
d→4
[
1
4− d(1 + z)
]
+
z2
6
+
z3
30
+
z4
84
+ . . .
= lim
d→4
[
1
4− d(1 + z)
]
+ z2
∞∑
k=0
zk
(k + 1)(k + 2)(2k + 3)
= lim
d→4
[
1
4− d(1 + z)
]
+ z2
∞∑
k=0
(
1
k + 1
+
1
k + 2
− 4
2k + 3
)
= lim
d→4
[
1
4− d(1 + z)
]
+ (z + 1)
∞∑
k=1
zk
k
− z − 4
∞∑
k=2
zk
2k + 1
= lim
d→4
[
1
4− d(1 + z)
]
− (z + 1) · ln(1− z)− z − 4√z (artanh√z −√z)
(B.50)
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und
lim
d→4
[
1
4− d2F1
(
5− d
2
, 4− d; 7− d
2
; z
)]
= lim
d→4
[
1
4− d
]
+
∞∑
k=1
zk
k(2k + 1)
= lim
d→4
[
1
4− d
]
+
∞∑
k=1
zk
(
1
k
− 2 2
2k + 1
)
= lim
d→4
[
1
4− d
]
− ln(1− z)− 2√
z
(
artanh
√
z −√z)
(B.51)
auf, die dimensionelle Pole in vier Dimensionen enthalten. Dagegen ist
lim
d→4 2
F1
(
7− d
2
, 5− d; 9− d
2
; z
)
=
3
z
∞∑
k=1
zk
2k + 1
=
3
z3/2
(
artanh
√
z −√z) (B.52)
polfrei.
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Anhang C
Dokumentation der experimentellen
Daten
Zum Vergleich mit der Theorie werden experimentelle Daten der Spezifischen Wa¨rme von
4He in Plattengeometrie verwendet, die zum Teil in numerischer Form nicht an anderer
Stelle vero¨ffentlicht sind. Diese sind im folgenden Abschnitt aufgelistet.
C.1 CHeX-Daten
Im 1997 durchgefu¨hrten Weltraumexperiment CHeX von Lipa et al. wurde die Spezifi-
sche Wa¨rme von 4He in der Na¨he der λ-Temperatur zwischen zwei Platten mit Abstand
L = 57µm entlang der Koexistenzlinie mit der gasfo¨rmigen Phase gemessen. Ku¨rzlich [44]
erfolgte eine Reanalyse der Daten, nach der die Spezifische Wa¨rme des unendlichen Sy-
stems mit
C˚ =
A±
α
(
1 +D±t1/2 + E±t
)
+B (C.1)
angegeben wird. Die Zahlenwerte des Exponenten und der Amplituden lauten:
T > Tλ T < Tλ
α −0.01056
A [J/mol K] 5.7889 5.5444
B [J/mol K] 538.55
D −0.00687
E 0.2152
Die λ-Temperatur wird mit 2.1768K angegeben.
Fu¨r die Amplitude der nicht-kritischen Korrelationsla¨nge wird ξ0 = 1.432A˚ verwendet.
Weiterhin gilt ν = 0.6705 fu¨r alle in diesem Anhang aufgefu¨hrten Datenreihen.
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Die beiden folgenden Tabellen enthalten die Meßwerte der vollen Spezifischen Wa¨rme
Cp der Helium-Probe in Plattengeometrie unter Angabe der Standardabweichung σCp als
Funktion des Abstands zur λ-Temperatur.
C.1.1 Daten der Spezifischen Wa¨rme fu¨r T > Tλ
T − Tλ Cp [ JmolK ] σCp
2.7428771e-09 99.334035 4.3656229
3.8346969e-09 104.92014 3.5864690
4.7133207e-09 89.214978 3.3615784
6.0870857e-09 95.191863 2.2403213
8.2462678e-09 90.490708 2.1357276
1.0902334e-08 96.492587 1.4814656
1.4474465e-08 92.274056 1.6359502
1.8925473e-08 88.969469 1.4871379
2.5423496e-08 88.747190 1.4243407
3.5316727e-08 85.679836 1.5465326
6.2901898e-08 80.134679 0.61651193
8.3168003e-08 81.629295 0.55710415
1.1309051e-07 77.711702 0.58732788
1.5243327e-07 77.836753 0.33873195
1.9535711e-07 76.336872 0.22374447
2.5983190e-07 75.817037 0.21589741
3.1592701e-07 73.845687 0.25392136
3.8841667e-06 62.098242 0.13160016
4.0504855e-06 61.383295 0.15892422
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C.1.2 Daten der Spezifischen Wa¨rme fu¨r T < Tλ
T − Tλ Cp [ JmolK ] σCp
-0.019393500 38.423145 0.0040496002
-0.017199910 39.144041 0.0050484926
-0.015475903 39.752360 0.0050647233
-0.013779782 40.441518 0.0057862449
-0.012113026 41.188772 0.0056833678
-0.010882433 41.792680 0.0075470150
-0.0096723270 42.460900 0.0056276458
-0.0084798120 43.192403 0.0079429661
-0.0076970913 43.745253 0.011703609
-0.0069243137 44.309487 0.0090191858
-0.0061620892 44.933305 0.0085947078
-0.0054109804 45.648862 0.0088011836
-0.0046721120 46.438114 0.0093323769
-0.0039464784 47.350753 0.0094895653
-0.0032354358 48.377562 0.020748181
-0.0025411808 49.652532 0.011953484
-0.0019233166 51.120167 0.011355971
-0.0014355014 52.618526 0.011673863
-0.0010527175 54.198487 0.011581153
-0.00080418542 55.590955 0.012814618
-0.00046216779 58.413523 0.014211245
-0.00034638446 59.847617 0.015569022
-0.00017752498 63.226439 0.0037303349
-0.00015210350 64.006082 0.019071017
-0.00013184539 64.714582 0.0037638321
-0.00011160386 65.564222 0.017706167
-9.8527587e-05 66.161439 0.0039184212
-8.5464042e-05 66.894978 0.018434589
-6.4258567e-05 68.340717 0.018466071
-5.6027047e-05 68.977080 0.0040957188
-4.7806049e-05 69.761853 0.020204435
-4.1159396e-05 70.501261 0.0041178911
-3.4523118e-05 71.376502 0.020676022
-3.0083093e-05 72.045128 0.0042694384
-2.5652745e-05 72.820950 0.021636305
-2.1980069e-05 73.585475 0.0045110533
-1.8315568e-05 74.477069 0.022535209
-1.5540806e-05 75.285372 0.0048120020
-1.1545837e-05 76.749763 0.0081911623
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T − Tλ Cp [ JmolK ] σCp
-9.6838616e-06 77.534147 0.025833508
-8.1135012e-06 78.442564 0.0082967438
-6.5477263e-06 79.441888 0.027241485
-5.4494088e-06 80.400621 0.011476299
-4.3561686e-06 81.399468 0.027483819
-3.5873877e-06 82.422164 0.018459472
-1.9591524e-06 85.309155 0.018198876
-1.3059340e-06 87.156818 0.031014295
-1.2417103e-06 87.476980 0.031490340
-9.0662932e-07 88.893770 0.051093366
-8.6429730e-07 89.259923 0.022685537
-6.2325119e-07 90.689268 0.035930384
-5.1752094e-07 91.719118 0.057161430
-4.3003222e-07 92.457082 0.049715703
-3.0828432e-07 94.009437 0.059843279
-2.6701519e-07 94.336059 0.38012911
-2.0772599e-07 95.809761 0.085753169
-1.6104440e-07 97.105943 0.18009947
-1.2692629e-07 98.283616 0.17507789
-9.9447001e-08 98.732553 0.21776630
-7.9670081e-08 99.470955 0.28945216
-6.0266397e-08 101.76844 0.28878112
-4.3125559e-08 104.28351 0.42886072
-3.2505858e-08 104.43811 0.47190105
-2.4970330e-08 107.48632 0.45665366
-1.8704943e-08 107.57515 0.56923537
-1.3768322e-08 109.36388 0.56458227
-1.0456670e-08 108.93168 0.73961655
-8.0554274e-09 110.99350 0.86759841
-5.9877778e-09 110.06294 0.94836395
-3.0636250e-09 117.72251 0.93704529
C.2 Daten der Skalenfunktion f2 nach Lipa [42]
In einer fru¨heren Analyse der CHeX-Daten verwendete Lipa fehlerhafte Zahlenwerte der
in den Ausdruck (C.1) der Spezifischen Wa¨rme des unendlichen Systems eingehenden
Amplituden und kritischen Exponenten [41]:
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T > Tλ T < Tλ
α −0.01285
A [J/mol K] 6.009 5.701
B [J/mol K] 456
D −0.0228
E 0.3221
Die damit erzeugten Daten der Skalenform der SpezifischenWa¨rme sind hier der Vollsta¨n-
digkeit halber aufgefu¨hrt. Sie werden zum Vergleichmit den Vorhersagen der analytischen
Theorie oberhalb Tλ herangezogen, da fu¨r dieses Temperaturregime die korrigierten Zah-
len derzeit nicht in geeigneter Form verfu¨gbar sind. Die hier gezeigten Daten [43] sind in
graphischer Form in [42] publiziert.
C.2.1 Daten der Skalenfunktion f2 fu¨r T > Tλ
x = tL1/ν f2(x)
0.23211018 17.888383
0.37622601 13.124751
0.56666555 17.002209
0.91048460 14.586501
1.4241243 11.971707
2.2608218 9.5285409
3.5330567 8.1488340
5.6575697 6.1998664
x = tL1/ν f2(x)
8.7698037 4.8608499
13.932623 3.6119725
22.408748 2.7187733
35.711009 2.0515434
56.271515 1.6026718
89.868961 1.2695559
141.89679 1.0371840
218.28098 0.91839198
x = tL1/ν f2(x)
349.29337 0.83610140
554.77330 0.26393013
875.17033 0.64508864
1379.5980 0.14380190
2199.0162 0.54481315
3643.9600 0.38994508
5774.3716 1.0496243
8591.8407 0.32485001
C.2.2 Daten der Skalenfunktion f2 fu¨r T < Tλ
x = tL1/ν f2(x)
-0.19889509 42.490141
-0.25487254 47.230750
-0.31728678 41.001084
-0.39580697 40.133606
-0.50171641 41.490372
-0.63858579 39.763081
-0.79090133 35.524634
-0.98970431 34.420285
-1.2476237 33.615418
-1.5955280 31.198348
-1.9867438 30.692738
-2.5293069 28.349357
-3.1425686 25.907011
x = tL1/ν f2(x)
-3.9693784 22.628602
-4.9722071 19.646499
-6.3051915 14.687191
-7.9469690 8.9891373
-9.9136745 4.5273540
-12.504629 2.7583953
-15.689194 3.6276077
-19.868081 3.6066160
-25.225855 3.4238666
-31.309066 3.1213602
-39.093824 2.8246166
-49.992073 2.4097303
-63.813326 1.9582329
x = tL1/ν f2(x)
-78.548958 1.7457485
-98.176875 1.4562593
-125.01065 1.2226222
-157.12546 1.0058278
-194.07212 0.93197229
-249.60706 0.84886602
-318.01933 0.71588607
-394.26449 0.60455943
-491.06491 0.51112356
-630.05901 0.49481941
-789.30576 0.45593975
-986.79470 0.42492793
156 ANHANG C. DOKUMENTATION DER EXPERIMENTELLEN DATEN
C.3 Daten von Gasparini et al.
Von Gasparini et al. exisiert eine Versuchsserie mit 4He in Plattengeometrie u¨ber die
Spanne von anderthalb Dekaden im Plattenabstand L. Die Ergebnisse sind fu¨r L =
483, 1063, 2113, 5039 und 6913A˚ im Anhang von [49] publiziert. Die Autoren geben die
Spezifischen Wa¨rme des unendlichen Systems in der Form
C˚(t,∞) =
(
A±
α
|t|−α(1 +D±|t|1/2) +B±
)(
1 + E±
|t|
ln |t| + F
±
( |t|
ln |t|
)2)
(C.2)
an. Dabei haben die Parameter die Werte:
T > Tλ T < Tλ
α −0.0134322 −0.0134188
A± [J/mol K] 6.1674 5.8422
B± [J/mol K] 447.44 447.33
D± −0.02014 −0.023310
E± −20.566 12.9425
F± −60.234 138.719
Neben den hier genannten Daten existiert eine ku¨rzlich aufgenommene Versuchsreihe mit
Plattenabstand von ungefa¨hr L = 10000A˚. Unter der Annahme des Erfu¨llens der Finite-
size-Skalenhypothese faßt Gasparini oberhalb Tλ die Skalenfunktionen f2(tL1/ν) u¨ber
alle Plattenabsta¨nde zu einem arithmetischen Mittelwert zusammen. Die Zahlenwerte
beider Datenreihen sind zum Zeitpunkt der Anfertigung dieser Arbeit in numerischer
Form nicht zuga¨nglich.
Anhang D
Quelltexte der
Simulationsprogramme
Um die im Zusammenhang mit dieser Arbeit erzeugten Monte Carlo-Simulationsdaten
des dreidimensionalen Ising-Modells auf einem kubisch primitiven Gitter reproduzieren
zu ko¨nnen, sind in diesem Anhang die benutzten C-Programme mit kurzen Erla¨uterungen
aufgefu¨hrt.
D.1 Metropolis-Algorithmus
Der folgende Metropolis-Algorithmus fu¨r einen L×L×Lz-Quader mit rein periodischen
Randbedingungen bildet die Grundlage der meisten durchgefu¨hrten Simulationen. Die
zur Implementierung anderer Randbedingungen no¨tigen Vera¨nderungen werden in An-
schluß daran beschrieben.
Im Definitionsteil des Programmes werden die Simulationsparameter gesetzt. Dies sind
die Systemausdehnungen LL in x- und y- sowie Lz in z-Richtung, die relative Tempera-
tur TT (= t + 1), die Anzahl durchzufu¨hrender Monte Carlo-Schritte, die La¨nge der zu
verwerfenden Thermalisierungsphase ausschuss und die Anzahl der verschiedenen Rea-
lisierungen zufinitanzahl. Es schließen sich fu¨r die Berechnung der Skalenfunktionen
der physikalischen Gro¨ßen die kritischen Exponenten des dreidimensionalen Isingmodells
an.
Die beiden Funktionen zufall1() und zufall2() sind Zufallszahlengeneratoren. Der
einfache rein multiplikative Generator zufall1() dient im hier gelisteten Programm der
Initialisierung des fu¨r die eigentliche Simulation verwendeten zufall2() nach dem in [39]
beschriebenen Verfahren. Fu¨r ihn wird eine Datei zufinit.datmit Startwerten beno¨tigt.
In den Initialisierungen des Hauptprogramm wird unter anderem eine Tabelle von Um-
klappwahrscheinlichkeiten wahrsch[] angelegt, die die Berechnung einer Exponential-
funktion bei jeder Spinaktualisierung erspart. Obwohl bei rein periodischen Randbedin-
gungen nur sieben verschiedene Energiedifferenzen beim Umklappen eines Freiheitsgrades
auftreten ko¨nnen, entha¨lt die Tabelle im Vorgriff auf andere Randbedingungen 13 Ele-
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mente. Die eingangs festgelegte Anzahl von Monte Carlo-Schritten wird durch Ablaufen
des Gitters abgearbeitet. Dabei werden die Gro¨ßen Gesamtmagnetisierung m ges, die
Summe der Produkte na¨chster Nachbarn U ges, die bis auf die Kopplungskonstante der
Energie entspricht, sowie die Schichtmagnetisierungen m[z] und die Schichtenergien u[z]
nachgehalten. Aus ihnen werden die arithmetischen Mittel u¨ber die in die Auswertung
eingehenden Schritte von M (1), M (2), 〈U〉, 〈U2〉 sowie m(1)(z) und 〈u(z)〉 gebildet.
Die Ergebnisse der Simulation werden in die drei Dateien outfile1, outfile2 und
outfile3 ausgegeben. In die ersten beiden werden die Schichtmagnetisierungen und die
Schichtenergien aller Realisierungen und abschließend deren Mittelwerte geschrieben. Die
dritte entha¨lt die globalen Gro¨ßen. Aus den Realisierungsmittelwerten werden daru¨ber
hinaus die Suszeptibilita¨ten χ± und die Spezifische Wa¨rme berechnet sowie die Skalen-
funktionen der Magnetisierungen und der Suszeptibilita¨ten.
#include <stdio.h>
#include <stddef.h>
#include <stdlib.h>
#include <math.h>
#define Lz 8
#define LL 8
#define TT 1.0
#define mcschritte 110000
#define ausschuss 10000
#define zufinitanfang 1 /* Zahl kleiner gleich 500 */
#define zufinitanzahl 500 /* Zahl kleiner gleich (501 - zufinitanfang) */
#define J_c 0.221654
#define alpha 0.100
#define beta 0.3305
#define gamma 1.2395
#define nue 0.6335
#define xi0 0.495
#define xmax 2147483647
int ir1;
int pos1279, pos1063, neupos;
int zuf_liste[1280];
double zufall1()
{
ir1 = ir1 * 69069;
if (ir1 <= 0) ir1 = ir1 + xmax + 1;
return (1.0 * ir1 / xmax );
}
double zufall2()
{
zuf_liste[neupos] = (zuf_liste[pos1279] ^ zuf_liste[pos1063]);
pos1279 = (pos1279 + 1)%1280;
pos1063 = (pos1063 + 1)%1280;
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neupos = (neupos + 1)%1280;
return (1.0*(zuf_liste[neupos] & xmax)/xmax);
}
void main()
{
FILE *infile;
FILE *outfile1;
FILE *outfile2;
FILE *outfile3;
char buffer[80];
int gitter[LL][LL][Lz];
int realis, schritt;
int x_pos, y_pos, z_pos;
int lauf;
int lauf_1, lauf_2, bitpos;
double m1, m2, m1a, m2a, m1_durch, m2_durch, E1, E2, E1_durch, E2_durch;
int m[Lz], u[Lz];
double m_lage1[Lz], m_lage1durch[Lz];
double e_lage1[Lz], e_lage1durch[Lz];
int m_ges, U_ges;
double wahrsch[13];
double J_t;
int ww;
double flipwahrsch;
int zufinit[zufinitanzahl];
int vz;
double hilfe;
/* Initialisierungen */
J_t = J_c / TT;
for (lauf = 0; lauf <= 12; lauf++)
{
wahrsch[lauf] = exp(-2.0 * J_t * (lauf - 6.0));
}
infile = fopen("zufinit.dat","r");
if (infile == NULL)
{
printf("data could not be opened...");exit(1);
}
for (lauf = 1; lauf < zufinitanfang; lauf++)
{
fscanf(infile, "%i", &zufinit[0]);
}
for (lauf = 0; lauf < zufinitanzahl; lauf++)
{
fscanf(infile, "%i", &zufinit[lauf]);
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}
fclose(infile);
outfile1 = fopen("mper8-00glasr.dat", "a");
outfile2 = fopen("eper8-00glasr.dat", "a");
outfile3 = fopen("per8-00glasr.dat", "a");
m1_durch = 0.0;
E1_durch = 0.0;
m2_durch = 0.0;
E2_durch = 0.0;
for (z_pos = 0; z_pos < Lz; z_pos++)
{
m_lage1durch[z_pos] = 0.0;
e_lage1durch[z_pos] = 0.0;
}
for (realis = 0; realis < zufinitanzahl; realis++)
{
for (z_pos = 0; z_pos <= Lz-1; z_pos++)
{
for (y_pos = 0; y_pos <= LL-1; y_pos++)
{
for (x_pos = 0; x_pos <= LL-1; x_pos++)
{
gitter[x_pos][y_pos][z_pos] = 1;
}
}
m[z_pos] = LL * LL;
u[z_pos] = 3 * LL * LL;
}
m_ges = LL * LL * Lz;
U_ges = 3 * LL * LL * Lz;
ir1 = zufinit[realis];
for (lauf_1 = 0; lauf_1 <= 1279; lauf_1++)
{
zuf_liste[lauf_1] = 0;
for (bitpos = 0; bitpos < 32; bitpos++)
{
for (lauf_2 = 1; lauf_2 < 37; lauf_2++)
{
zufall1();
}
zuf_liste[lauf_1] = zuf_liste[lauf_1] * 2;
if (zufall1()>0.5) zuf_liste[lauf_1] = zuf_liste[lauf_1] + 1;
}
}
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pos1279 = 0;
pos1063 = 216;
neupos = 1279;
m1 = 0.0;
for (z_pos = 0; z_pos < Lz; z_pos++)
{
m_lage1[z_pos] = 0.0;
e_lage1[z_pos] = 0.0;
}
E1 = 0.0;
m2 = 0.0;
E2 = 0.0;
/* Ablaufen des Gitters */
for (schritt = 1; schritt <= mcschritte; schritt++)
{
for (x_pos = 0; x_pos <= LL-1; x_pos++)
{
for (y_pos = 0; y_pos <= LL-1; y_pos++)
{
for (z_pos = 0; z_pos <= Lz-1; z_pos++)
{
ww = 6 + gitter[x_pos][y_pos][z_pos]
* (gitter[(x_pos+1)%LL][y_pos][z_pos]
+ gitter[(x_pos-1+LL)%LL][y_pos][z_pos]
+ gitter[x_pos][(y_pos+1)%LL][z_pos]
+ gitter[x_pos][(y_pos-1+LL)%LL][z_pos]
+ gitter[x_pos][y_pos][(z_pos+1)%Lz]
+ gitter[x_pos][y_pos][(z_pos-1+Lz)%Lz]);
flipwahrsch = wahrsch[ww];
if (flipwahrsch >= 1.0)
{
gitter[x_pos][y_pos][z_pos] = gitter[x_pos][y_pos][z_pos] * (-1);
m[z_pos] = m[z_pos] + 2 * gitter[x_pos][y_pos][z_pos];
u[z_pos] = u[z_pos] - 2 * ww + 12
- gitter[x_pos][y_pos][z_pos]
* (gitter[x_pos][y_pos][(z_pos+1)%Lz]
+ gitter[x_pos][y_pos][(z_pos-1+Lz)%Lz]);
u[(z_pos+1)%Lz] = u[(z_pos+1)%Lz] + gitter[x_pos][y_pos][z_pos]
* gitter[x_pos][y_pos][(z_pos+1)%Lz];
u[(z_pos-1+Lz)%Lz] = u[(z_pos-1+Lz)%Lz]
+ gitter[x_pos][y_pos][z_pos]
* gitter[x_pos][y_pos][(z_pos-1+Lz)%Lz];
m_ges = m_ges + 2 * gitter[x_pos][y_pos][z_pos];
U_ges = U_ges - 2 * ww + 12;
}
else if (flipwahrsch >= zufall2())
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{
gitter[x_pos][y_pos][z_pos] = gitter[x_pos][y_pos][z_pos] * (-1);
m[z_pos] = m[z_pos] + 2 * gitter[x_pos][y_pos][z_pos];
u[z_pos] = u[z_pos] - 2 * ww + 12
- gitter[x_pos][y_pos][z_pos]
* (gitter[x_pos][y_pos][(z_pos+1)%Lz]
+ gitter[x_pos][y_pos][(z_pos-1+Lz)%Lz]);
u[(z_pos+1)%Lz] = u[(z_pos+1)%Lz] + gitter[x_pos][y_pos][z_pos]
* gitter[x_pos][y_pos][(z_pos+1)%Lz];
u[(z_pos-1+Lz)%Lz] = u[(z_pos-1+Lz)%Lz]
+ gitter[x_pos][y_pos][z_pos]
* gitter[x_pos][y_pos][(z_pos-1+Lz)%Lz];
m_ges = m_ges + 2 * gitter[x_pos][y_pos][z_pos];
U_ges = U_ges - 2 * ww + 12;
}
}
}
}
vz = (m_ges >= 0) ? 1 : -1;
m1 = m1 + vz * m_ges;
for (z_pos = 0; z_pos < Lz; z_pos++)
{
m_lage1[z_pos] = m_lage1[z_pos] + vz * m[z_pos];
e_lage1[z_pos] = e_lage1[z_pos] + u[z_pos];
}
E1 = E1 + U_ges;
m2 = m2 + m_ges * m_ges;
E2 = E2 + U_ges * U_ges;
if (schritt == ausschuss)
{
for (z_pos = 0; z_pos < Lz; z_pos++)
{
m_lage1[z_pos] = 0.0;
e_lage1[z_pos] = 0.0;
}
m1 = 0.0;
E1 = 0.0;
m2 = 0.0;
E2 = 0.0;
}
}
m1 = m1 / (mcschritte - ausschuss) / (LL * LL * Lz);
for (z_pos = 0; z_pos < Lz; z_pos++)
{
m_lage1[z_pos] = m_lage1[z_pos] / (mcschritte - ausschuss) / (LL * LL);
m_lage1durch[z_pos] = m_lage1durch[z_pos] + m_lage1[z_pos];
e_lage1[z_pos] = e_lage1[z_pos] / (mcschritte - ausschuss) / (LL * LL);
e_lage1durch[z_pos] = e_lage1durch[z_pos] + e_lage1[z_pos];
}
E1 = E1 / (mcschritte - ausschuss) / (LL * LL * Lz);
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m2 = sqrt(m2 / (mcschritte - ausschuss)) / (LL * LL * Lz);
E2 = E2 / (mcschritte - ausschuss) / (LL * LL * LL * LL * Lz * Lz);
fprintf(outfile1, "%i ", (realis + zufinitanfang));
fprintf(outfile2, "%i ", (realis + zufinitanfang));
for (z_pos = 0; z_pos < Lz; z_pos++)
{
fprintf(outfile1, "%.8f ", m_lage1[z_pos]);
fprintf(outfile2, "%.8f ", e_lage1[z_pos]);
}
fprintf(outfile1, " %i \n", zufinit[realis]);
fprintf(outfile2, " %i \n", zufinit[realis]);
fprintf(outfile3, "%i %.8f %.8f %.8f %.8f %i\n",
(realis + zufinitanfang), m1, m2, E1, E2, zufinit[realis]);
m1_durch = m1_durch + m1;
E1_durch = E1_durch + E1;
m2_durch = m2_durch + m2;
E2_durch = E2_durch + E2;
}
fprintf(outfile1,
"#-------------------------------------------------\nDurchschnitte: ");
fprintf(outfile2,
"#-------------------------------------------------\nDurchschnitte: ");
for (z_pos = 0; z_pos < Lz; z_pos++)
{
m_lage1durch[z_pos] = m_lage1durch[z_pos] / zufinitanzahl;
fprintf(outfile1, "%.8f ", m_lage1durch[z_pos]);
e_lage1durch[z_pos] = e_lage1durch[z_pos] / zufinitanzahl;
fprintf(outfile2, "%.8f ", e_lage1durch[z_pos]);
}
fprintf(outfile1,
"\n#-------------------------------------------------\n\n");
fprintf(outfile2,
"\n#-------------------------------------------------\n\n");
fclose(outfile1);
fclose(outfile2);
m1_durch = m1_durch / zufinitanzahl;
E1_durch = E1_durch / zufinitanzahl;
m2_durch = m2_durch / zufinitanzahl;
E2_durch = E2_durch / zufinitanzahl;
fprintf(outfile3,
"#-------------------------------------------------\n");
fprintf(outfile3,
"#Durchschnitte m1:%.8f m2:%.8f E1:%.8f E2:%.8f\n\n", m1_durch,
m2_durch, E1_durch, E2_durch);
fprintf(outfile3,
"#Reduzierte Temperatur t:%.3f Skalenvariable x:%.5f \n",
(TT - 1.0), (TT - 1.0) * pow((LL/xi0), (1.0/nue)));
fprintf(outfile3,
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"#Magnetisierung M^(1):%.8f Skalenfunktion P_M^(1):%.8f \n",
m1_durch, m1_durch * pow((LL/xi0), (beta/nue)));
fprintf(outfile3,
"#Magnetisierung M^(2):%.8f Skalenfunktion P_M^(2):%.8f \n",
m2_durch, m2_durch * pow((LL/xi0), (beta/nue)));
fprintf(outfile3,
"#Suszeptibilitaet X^+:%.8f Skalenfunktion P_X^+:%.8f \n",
m2_durch * m2_durch * LL * LL * Lz / TT,
m2_durch * m2_durch * LL * LL * Lz / TT
/ pow((LL/xi0), (gamma/nue)));
fprintf(outfile3,
"#Suszeptibilitaet X^-:%.8f Skalenfunktion P_X^-:%.8f \n",
(m2_durch * m2_durch - m1_durch * m1_durch) * LL * LL * Lz / TT,
(m2_durch * m2_durch - m1_durch * m1_durch) * LL * LL * Lz / TT
/ pow((LL/xi0), (gamma/nue)));
fprintf(outfile3,
"#Spezifische Waerme C:%.8f \n",
(E2_durch - E1_durch * E1_durch) * LL * LL * Lz * J_t * J_t);
fclose(outfile3);
}
D.1.1 Darstellung freier Randbedingungen
Die einfachste Mo¨glichkeit, freie Randbedingungen zu realisieren, besteht darin, das Git-
ter auf dem die Simulation durchgefu¨hrt wird um zwei zusa¨tzliche Lagen mit nichtexi-
stenten Spins durch die Definition
int gitter[LL][LL][Lz+2];
zu erweitern. Diese mu¨ssen vor Beginn der Simulation mit Nullen initialisiert werden.
Daru¨ber hinaus werden alle u¨brigen u¨ber z pos laufenden Schleifen um eins auf den
Bereich [1; Lz] verschoben und die Initialisierungen der mitgefu¨hrten Variablen vera¨ndert.
Damit in den letzten beiden der dafu¨r no¨tigen Zeilen keine Schwierigkeiten auftreten,
sollte LL eine gerade Zahl sein.
for (z_pos = 0; z_pos <= Lz+1; z_pos++)
{
for (y_pos = 0; y_pos <= LL-1; y_pos++)
{
for (x_pos = 0; x_pos <= LL-1; x_pos++)
{
gitter[x_pos][y_pos][z_pos] = 1;
if ((z_pos == 0 || z_pos == Lz+1)
{
gitter[x_pos][y_pos][z_pos] = 0;
}
}
}
m[z_pos] = LL * LL;
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u[z_pos] = 3 * LL * LL;
}
m_ges = LL * LL * Lz;
U_ges = 3 * LL * LL * Lz - LL * LL;
m[0] = 0; m[Lz] = 0;
u[1] = 5 * LL * LL / 2;
u[Lz-1] = 5 * LL * LL / 2;
Damit in den letzten beiden Zeilen keine Schwierigkeiten auftreten, sollte LL eine gerade
Zahl sein.
D.1.2 Darstellung alternierender Randbedingungen
Bei alternierenden Randbedingungen wird a¨hnlich vorgegangen wie bei freien, allerdings
werden die beiden a¨ußeren Schichten zusa¨tzlich mit alternierenden Spins besetzt.
for (z_pos = 0; z_pos <= Lz+1; z_pos++)
{
for (y_pos = 0; y_pos <= LL-1; y_pos++)
{
for (x_pos = 0; x_pos <= LL-1; x_pos++)
{
gitter[x_pos][y_pos][z_pos] = 1;
if ((z_pos == 0 || z_pos == Lz+1) && (x_pos + y_pos) % 2 == 1)
{
gitter[x_pos][y_pos][z_pos] = -1 * gitter[x_pos][y_pos][z_pos];
}
}
}
m[z_pos] = LL * LL;
u[z_pos] = 3 * LL * LL;
}
m_ges = LL * LL * Lz;
U_ges = 3 * LL * LL * Lz - LL * LL;
m[0] = 0; m[Lz+1] = 0;
u[1] = 5 * LL * LL / 2;
u[Lz] = 5 * LL * LL / 2;
D.1.3 Darstellung zufa¨lliger Randbedingungen
In den zufa¨lligen Randbedingungen werden die zusa¨tzlichen a¨ußeren Lagen wie bei den
alternierenden mit virtuellen Spins besetzt, nur geschieht dies nicht mit einem regelma¨ßi-
gen Muster. Dazu werden die virtuellen Spins bei der Initialisierung in Abha¨ngigkeit vom
Wert einer Zufallszahl mit gleichen Wahrscheinlichkeiten auf die verschiedenen mo¨glichen
Orientierungen ausgerichtet. Fu¨r hinreichend große Systeme ist durch die Statistik ein
nahezues Verschwinden der Magnetisierung dieser Randschicht gewa¨hrleistet. Bei kleine-
ren empfiehlt sich die Einfu¨hrung eines Za¨hlers, mit dem sichergestellt wird, daß in alle
Richtungen gleichviele Spins zeigen.
166 ANHANG D. QUELLTEXTE DER SIMULATIONSPROGRAMME
for (z_pos = 0; z_pos <= Lz+1; z_pos++)
{
for (y_pos = 0; y_pos <= LL-1; y_pos++)
{
for (x_pos = 0; x_pos <= LL-1; x_pos++)
{
gitter[x_pos][y_pos][z_pos] = 1;
if ((z_pos == 0 || z_pos == Lz+1) && (zufall2() < 0.5))
{
gitter[x_pos][y_pos][z_pos] = -1 * gitter[x_pos][y_pos][z_pos];
}
}
}
m[z_pos] = LL * LL;
}
m_ges = LL * LL * Lz;
m[0] = 0; m[Lz+1] = 0;
Unklar sind bei diesen Randbedingungen die Initialisierungen von U ges und u[].
D.1.4 Darstellung gespiegelter Randbedingungen
Die Realisierung von gespiegelten Randbedingungen geht vom Programm fu¨r rein peri-
odische Randbedingungen aus. Die Abfrage
if ((z_pos == 0) || (z_pos == Lz - 1))
{
flipwahrsch = flipwahrsch
* exp(J_t *(2.0 * gitter[x_pos][y_pos][0]
* gitter[x_pos][y_pos][Lz-1] + 1.0));
ww = ww - gitter[x_pos][y_pos][0]
* gitter[x_pos][y_pos][Lz-1];
}
bricht die periodische Kopplung in z-Richtung und erho¨ht die Umklappwahrscheinlich-
keiten der Randspins um einen festen Faktor.
Die Initialisierung der Energien und Magnetisierung erfolgt durch
for (z_pos = 1; z_pos <= Lz; z_pos++)
{
m[z_pos] = LL * LL;
u[z_pos] = 3 * LL * LL;
}
m_ges = LL * LL * Lz;
U_ges = 3 * LL * LL * Lz - LL * LL;
u[1] = 2 * LL * LL;
u[Lz] = 2 * LL * LL;
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D.1.5 Simulation mit Glauber-Dynamik
Der Wechsel von Metropolis- zu Glauber-Dynamik wird durch Ersetzung der Tabelle mit
Umklappwahrscheinlichkeiten erreicht.
for (lauf = 0; lauf <= 12; lauf++)
{
wahrsch[lauf] = 1.0/(1.0+exp(2.0 * J_t * (lauf - 6.0)));
}
D.2 Der Cluster-Algorithmus
Der hier vorgestellte Cluster-Algorithmus benutzt einen iterartivenAufbau der umzuklap-
penden Cluster. Die alternative Realisierung mit einem rekursiven Verfahren wird ver-
worfen, daß sich bereits bei verha¨ltnisma¨ßig kleinen Gittern derart große Rekursionstiefen
ergeben, daß ein (im Jahr 2000) moderner Computer das Programm wegen Stapelu¨ber-
laufs abbricht.
In der Variablendeklaration ist das folgende beispielhafte Programm an den oben ero¨rter-
ten Metropolis-Algorithmus fu¨r freie Randbedingungen angelehnt. Neu ist, daß fu¨r die
Freiheitsgrade zusa¨tzlich zu seiner Orientierung die Verbindungen zu den na¨chsten Nach-
barn abgespeichert werden. Freie Randbedingungen werden implementiert, indem diese
Verbindungen als verboten gesetzt werden.
Ein Monte Carlo-Schritt besteht nicht mehr aus der U¨berpru¨fung aller auf dem Git-
ter befindlicher Spins, sondern aus dem Aufbau eines Clusters. Dies geschieht durch die
zufa¨llige Auswahl eines Gitterplatzes, dessen Position und Spineinstellung als Ausrich-
tung des Clusters in x anf, y anf, z anf und vorz festgehalten werden.
Das weitere Vorgehen wird zur besseren Vorstellung auf einem zweidimensionalen Gitter
mit den Richtungen Ost, West, Nord und Su¨d beschrieben, die im Programm fu¨r drei
Dimensionen mit den Ziffern 1–6 bezeichnet werden. Zuerst wird der ausgewa¨hlte Spin
umgeklappt. Dann wird vom Ausgangspunkt aus der no¨rdlich gelegene Spin betrachtet.
Hat dieser dieselbe Ausrichtung wie die in vorz festgelegte Clustermagnetisierung, wird
mit einer Wahrscheinlichkeit fwahrsch zu ihm eine durch + gekennzeichnete Bru¨cke ge-
legt. Er wird in den Cluster aufgenommen und dabei umgeklappt. Der Zeiger auf die
aktuelle Position wird auf den neu hinzugekommenen Spin gesetzt, und die Richtung
dreht sich nach links auf West. Die aktuelle Position wird beibehalten, und die Richtung
nach rechts gedreht, wenn der u¨berpru¨fte Spin nicht in den Cluster eingegliedert wird.
Dies ist der Fall, wenn er die falsche Orientierung aufweist, oder mit der Wahrscheinlich-
keit aus Gleichung (7.8) zuru¨ckgewiesen wird. Danach wird der Vorgang mit der neuen
Position und Richtung wiederholt. Dabei kann es auf dem Weg u¨ber das Gitter passieren,
daß ein durch eine Bru¨cke gekennzeichneter Weg zuru¨ckgegangen werden muß. In diesem
Fall wird wie bei einer erfolgten Hinzufu¨gung vorgegangen und die Bru¨cke abgebrochen.
Bei diesem Verfahren ko¨nnen genau dann keine weiteren Spins an den Cluster angeknu¨pft
werden, wenn wieder die Ausgangsposition und die Ausgangsrichtung erreicht sind. Der
Monte Carlo-Schritt ist vollzogen, und die Beobachtungsgro¨ßen werden ausgewertet. Im
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abgedruckten Programmbeispiel sind dies nur die Magnetisierungen.
Als Besonderheit kann im Cluster-Algorithmus ein Za¨hler u¨ber die Gro¨ße der Cluster
mitgefu¨hrt werden. Dessen Erwartungswert entspricht gerade der Suszeptibilita¨t χ+.
#include <stdio.h>
#include <stddef.h>
#include <stdlib.h>
#include <math.h>
#define Lz 16
#define LL 16
#define TT 1.0
#define mcschritte 120000
#define ausschuss 20000
#define zufinitanfang 1 /* Zahl kleiner gleich 500 */
#define zufinitanzahl 10 /* Zahl kleiner gleich (501 - zufinitanfang) */
#define J_c 0.221654
#define alpha 0.100
#define beta 0.3305
#define gamma 1.2395
#define nue 0.6335
#define xi0 0.495
int ir1;
double zufall()
{
int xmax;
xmax = 2147483647;
ir1 = ir1 * 65539;
if (ir1 <= 0) ir1 = ir1 + 2147483647 + 1;
return (1.0 * ir1 / xmax );
}
void main()
{
struct element {char spin;
char plus_x;
char plus_y;
char plus_z;};
static struct element gitter[LL][LL][Lz+2];
char *bond;
int richtung;
int schritt[3][6] = {1, 0, 0, -1, 0, 0,
0, 1, 0, 0, -1, 0,
0, 0, 1, 0, 0, -1};
FILE *infile;
char buffer[80];
double fwahrsch;
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int m_ges, U_ges;
char vorz;
int realis, schrittnr;
int x_pos, y_pos, z_pos;
int x_neu, y_neu, z_neu;
int x_anf, y_anf, z_anf;
int lauf;
double m1, m2, m1a, m2a, m1_durch, m2_durch;
double m1_fehl, m2_fehl;
double J_t;
int ww;
int zufinit[zufinitanzahl];
/* Initialisierungen */
J_t = J_c / TT;
infile = fopen("zufinit.dat","r");
if (infile== NULL)
{
printf("data could not be opened...");exit(1);
}
for (lauf = 1; lauf < zufinitanfang; lauf++)
{
fscanf(infile, "%i", &zufinit[lauf]);
}
for (lauf = 0; lauf < zufinitanzahl; lauf++)
{
fscanf(infile, "%i", &zufinit[lauf]);
}
fclose(infile);
m1_durch = 0.0;
m1_fehl = 0.0;
m2_durch = 0.0;
m2_fehl = 0.0;
fwahrsch = 1.0 - exp(-2.0 * J_c / TT);
for (realis = 0; realis < zufinitanzahl; realis++)
{
for (x_pos = 0; x_pos <= LL-1; x_pos++)
{
for (y_pos = 0; y_pos <= LL-1; y_pos++)
{
for (z_pos = 0; z_pos <= Lz+1; z_pos++)
{
gitter[x_pos][y_pos][z_pos].spin = 1;
gitter[x_pos][y_pos][z_pos].plus_x = ’0’;
gitter[x_pos][y_pos][z_pos].plus_y = ’0’;
gitter[x_pos][y_pos][z_pos].plus_z = ’0’;
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}
gitter[x_pos][y_pos][0].spin = 9;
gitter[x_pos][y_pos][Lz+1].spin = 9;
gitter[x_pos][y_pos][0].plus_z = ’x’;
gitter[x_pos][y_pos][Lz].plus_z = ’x’;
}
}
m_ges = LL * LL * Lz;
ir1 = zufinit[realis];
m1 = 0.0;
m2 = 0.0;
/* Clusteraufbau(ten) */
for (schrittnr = 1; schrittnr <= mcschritte; schrittnr++)
{
x_anf = x_pos = (LL*zufall());
y_anf = y_pos = (LL*zufall());
z_anf = z_pos = (Lz*zufall())+1;
richtung = 0;
vorz = gitter[x_anf][y_anf][z_anf].spin;
gitter[x_pos][y_pos][z_pos].spin = (1 - vorz);
m_ges = m_ges - 4 * vorz + 2;
do
{
x_neu = (x_pos + schritt[0][richtung] + LL)%LL;
y_neu = (y_pos + schritt[1][richtung] + LL)%LL;
z_neu = (z_pos + schritt[2][richtung] + Lz+2)%(Lz+2);
if (richtung == 0)
bond = &gitter[x_pos][y_pos][z_pos].plus_x;
else if (richtung == 1)
bond = &gitter[x_pos][y_pos][z_pos].plus_y;
else if (richtung == 2)
bond = &gitter[x_pos][y_pos][z_pos].plus_z;
else if (richtung == 3)
bond = &gitter[x_neu][y_neu][z_neu].plus_x;
else if (richtung == 4)
bond = &gitter[x_neu][y_neu][z_neu].plus_y;
else
bond = &gitter[x_neu][y_neu][z_neu].plus_z;
if (*bond == ’x’)
{
richtung = (richtung + 1)%6;
}
else if(*bond == ’0’)
{
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if((gitter[x_neu][y_neu][z_neu].spin == vorz)
&& (fwahrsch > zufall())) /* parallel und FLIP! */
{
x_pos = x_neu;
y_pos = y_neu;
z_pos = z_neu;
gitter[x_pos][y_pos][z_pos].spin = (1 - vorz);
m_ges = m_ges - 4 * vorz + 2;
richtung = (richtung + 4)%6;
*bond = ’+’;
}
else
{
richtung = (richtung + 1)%6;
*bond = ’x’;
}
}
else /* Bond erlaubt */
{
x_pos = x_neu;
y_pos = y_neu;
z_pos = z_neu;
richtung = (richtung + 4)%6;
*bond = ’x’;
}
}
while ((x_pos != x_anf) || (y_pos != y_anf) || (z_pos != z_anf)
|| (richtung != 0));
for (x_pos = 0; x_pos <= LL-1; x_pos++)
{
for (y_pos = 0; y_pos <= LL-1; y_pos++)
{
for (z_pos = 1; z_pos <= Lz; z_pos++)
{
gitter[x_pos][y_pos][z_pos].plus_x = ’0’;
gitter[x_pos][y_pos][z_pos].plus_y = ’0’;
gitter[x_pos][y_pos][z_pos].plus_z = ’0’;
}
gitter[x_pos][y_pos][Lz].plus_z = ’x’;
}
}
m1 = m1 + abs(m_ges);
m2 = m2 + (1.0 * m_ges) * m_ges;
if (schrittnr == ausschuss)
{
m1 = 0.0;
m2 = 0.0;
}
}
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m1 = m1 / (mcschritte - ausschuss) / LL / LL / Lz;
m2 = sqrt(m2 / (mcschritte - ausschuss)) / LL / LL / Lz;
printf("%i %.8f %.8f %i\n", (realis + zufinitanfang), m1, m2,
zufinit[realis]);
m1_durch = m1_durch + m1;
m1_fehl = m1_fehl + m1 * m1;
m2_durch = m2_durch + m2;
m2_fehl = m2_fehl + m2 * m2;
}
m1_durch = m1_durch / zufinitanzahl;
m1_fehl = m1_fehl / zufinitanzahl - m1_durch * m1_durch;
m2_durch = m2_durch / zufinitanzahl;
m2_fehl = m2_fehl / zufinitanzahl - m2_durch * m2_durch;
printf("#---------------------------------------------------------\n");
printf("#Durchschnitte m1:%.8f +- %.8f m2:%.8f +- %.8f\n\n", m1_durch,
m1_fehl, m2_durch, m2_fehl);
printf("#Reduzierte Temperatur t:%.3f Skalenvariable x:%.5f \n", (TT - 1.0),
(TT - 1.0) * pow((LL/xi0), (1.0/nue)));
printf("#Magnetisierung M^(1):%.8f Skalenfunktion P_M^(1):%.8f \n",
m1_durch, m1_durch * pow((LL/xi0), (beta/nue)));
printf("#Magnetisierung M^(2):%.8f Skalenfunktion P_M^(2):%.8f \n",
m2_durch, m2_durch * pow((LL/xi0), (beta/nue)));
printf("#Suszeptibilitaet X^+:%.8f Skalenfunktion P_X^+:%.8f \n",
m2_durch * m2_durch * LL * LL * Lz / TT,
m2_durch * m2_durch * LL * LL * Lz / TT
/ pow((LL/xi0), (gamma/nue)));
printf("#Suszeptibilitaet X^-:%.8f Skalenfunktion P_X^-:%.8f \n",
(m2_durch * m2_durch - m1_durch * m1_durch) * LL * LL * Lz / TT,
(m2_durch * m2_durch - m1_durch * m1_durch)
* LL * LL * Lz / TT / pow((LL/xi0), (gamma/nue)));
}
Anhang E
Dokumentation der
Simulationsdaten
Mit den im vorhergehenden Anhang aufgelisteten Simulationsprogrammen wurden die
in den Kapiteln 7 und 8 verwendeten Monte Carlo-Daten des dreidimensionale Ising-
Modells erzeugt. Die hier dokumentierten Ergebnisse sind mit wenigen Ausnahmen mit
einer Metropolis-Dynamik und bei Benutzung eines einfachen multiplikativen Zufallszah-
lengenerators generiert.
Die Zahlenwerte der kritischen Exponenten und der Amplituden der Spezifischen Wa¨rme
fu¨r dieses System finden sich in Anhang A.3.
E.1 Resonanzen des multiplikativen Zufallzahlenge-
nerators
Anhand des Vergleiches von Metropolis- und Glauber-Dynamik in der Simulation des
L3-Ising-Wu¨rfel mit rein periodischen Randbedingungen zeigen sich die in Abschnitt 7.3
diskutierten Unregelma¨ßigkeiten, die in Verbindung mit einem einfachen multiplikativen
Zufallszahlengenerator auftreten.
Glauber-Dynamik Metropolis-Dynamik
L M (1) e M (1) e
3 0.59083779 1.43461379 0.59094173 1.43485999
4 0.52222058 1.29325578 0.52210039 1.29322000
5 0.47123675 1.21449809 0.47105481 1.21419240
7 0.39990747 1.13079362 0.40007162 1.13099638
8 0.40609056 1.14644881 0.37440182 1.10717838
9 0.35213825 1.08860123 0.35281389 1.08932398
11 0.31925824 1.06542628 0.31904868 1.06524408
16 0.24480290 1.00825489 0.26348485 1.03445933
17 0.25551046 1.03101560 0.25566304 1.03104952
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Aufgelistet sind die Magnetisierung pro Spin M (1) und die Energiedichte e = E/L3 an
der kritischen Temperatur in Abha¨ngigkeit von der Kantenla¨nge L eines Wu¨rfels mit rein
periodischen Randbedingungen.
E.2 Das Ordnungsparameterprofil unterhalb Tc
In den folgenden Tabellen sind die Zahlenwerte von m(1)(z) zur Erstellung des Profils des
Ordnungsparameters unterhalb von Tc aufgelistet.
E.2.1 Ordnungsparameterprofil unterhalb Tc im Ising-Modell
Die Simulationen des Ising-Modells wurden bei t = −0.05 in einem 163-Wu¨rfel mit ver-
schiedenen Randbedingungen in der ausgezeichneten z-Richtung durchgefu¨hrt.
periodische freie alternierende zufa¨llige gespiegelte
z Randbed. Randbed. Randbed. Randbed. Randbed.
0.5 0.59905520 0.27180564 0.25720196 0.24605015 0.13741781
1.5 0.59902028 0.39793335 0.38926110 0.37712222 0.29952328
2.5 0.59894479 0.47738440 0.47181845 0.46246907 0.41325039
3.5 0.59892528 0.52645547 0.52287811 0.51636770 0.48566602
4.5 0.59890731 0.55592061 0.55363313 0.54934946 0.53062484
5.5 0.59890634 0.57295171 0.57149057 0.56862741 0.55696039
6.5 0.59888977 0.58211507 0.58109890 0.57913433 0.57219773
7.5 0.59889518 0.58611161 0.58532539 0.58376571 0.57769039
8.5 0.59886910 0.58607804 0.58531260 0.58392466 0.57700445
9.5 0.59884447 0.58205148 0.58106280 0.57960565 0.57070758
10.5 0.59883720 0.57281032 0.57124912 0.56945324 0.55621227
11.5 0.59884435 0.55571229 0.55323787 0.55066131 0.52963891
12.5 0.59886227 0.52616164 0.52228498 0.51847239 0.48527820
13.5 0.59887842 0.47697785 0.47104207 0.46566307 0.41283547
14.5 0.59893572 0.39747745 0.38844340 0.38207687 0.30039742
15.5 0.59899593 0.27135075 0.25663060 0.25306421 0.13777742
E.2.2 Ordnungsparameterprofil unterhalb Tc im XY-Modell
Der mehrkomponentige Ordnungsparameter wurde an einem 83-Wu¨rfel des XY-Modells
bei t = −0.05 untersucht. Dabei wurden die beiden Komponenten der Magnetisierung
getrennt aufgenommen.
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periodische Rb. periodische Rb. freie Randbed. freie Randbed.
z m
(1)
x (z) m
(1)
y (z) m
(1)
x (z) m
(1)
y (z)
0.5 0.277366 0.277976 0.130104 0.129732
1.5 0.277399 0.277947 0.188589 0.187928
2.5 0.277499 0.277710 0.223318 0.222264
3.5 0.277302 0.277691 0.239663 0.238437
4.5 0.277186 0.277763 0.239681 0.238342
5.5 0.277167 0.277825 0.223336 0.221945
6.5 0.277290 0.277940 0.188773 0.187506
7.5 0.277232 0.278057 0.130346 0.129554
alternierende Rb. alternierende Rb. gespiegelte Rb. gespiegelte Rb.
z m(1)x (z) m
(1)
y (z) m
(1)
x (z) m
(1)
y (z)
0.5 0.120439 0.129279 0.048567 0.048585
1.5 0.182658 0.189001 0.141700 0.141350
2.5 0.219098 0.223950 0.200312 0.195552
3.5 0.236213 0.240197 0.220047 0.220523
4.5 0.236156 0.240336 0.220331 0.220539
5.5 0.218934 0.224071 0.195663 0.195473
6.5 0.182385 0.189439 0.141357 0.141317
7.5 0.120253 0.129898 0.048376 0.048489
E.3 Die Suszeptibilita¨t χ+
E.3.1 Skalenverhalten der Suszeptibilita¨t bei Tc im Ising-Modell
Hier sind die Werte der Skalenfunktion P+χ von L
3-Wu¨rfeln an der kritischen Temperatur
in Abha¨ngigkeit von Randbedingungen und der Systemausdehnung L aufgefu¨hrt. Die
Werte fu¨r periodische Randbedingungen stammen von Wang [75] und Stauffer [67].
freie alternierende zufa¨llige gespiegelte
L Randbedingungen Randbedingungen Randbedingungen Randbedingungen
8 0.17596933 0.17100124 0.173350 0.131296
16 0.15569344 0.15351634 0.156357 0.130388
24 0.1626155
32 0.14468949 0.14217101 0.143199 0.130299
56 0.1542810
64 0.14010969 0.129537
128 0.13955338
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E.3.2 Skalenverhalten der Suszeptibilita¨t bei Tc im XY-Modell
Fu¨r die Suszeptibilita¨t χ+ des XY-Modells sind weniger Daten zu insgesamt kleineren Sy-
stemen vorhanden, da der Rechenzeitaufwand den des Isingmodells erheblich u¨bersteigt.
Die Zahlenwerte fu¨r periodische Randbedingungen wurden von Hasenbusch, Mey-
er [35] erzeugt. In verbindung mit dieser Arbeit wurden bis zu einer Kantenla¨nge L = 16
ebenfalls Daten produziert, die mit den Literaturwerten im Rahmen der statistischen
Fehlern u¨bereinstimmen.
periodische freie alternierende gespiegelte
L Randbedingungen Randbedingungen Randbedingungen Randbedingungen
4 0.310028 0.195432 0.189407 0.106555
8 0.319885 0.168891 0.165253 0.108798
16 0.326007 0.117940
32 0.323891
48 0.321967
E.4 Die Suszeptibilita¨t χ−
Die folgenden drei Tabellen enthalten die in den Simulationen des Ising-Modells erzeugten
Zahlenwerte der Skalenfunktion der Suszeptibilita¨t χ− fu¨r gespiegelte und freie Randbe-
dingungen.
E.4.1 Skalenverhalten von χ− im L = 8 Ising-Wu¨rfel
freie gespiegelte
x Randbedingungen Randbedingungen
0.00000 0.04888805 0.03867712
0.08084 0.03811493
0.16168 0.03773761
0.40421 0.03654382
0.80841 0.03478123
1.61682 0.03134512
2.42523 0.03540677 0.02831407
3.23364 0.02579640
4.04205 0.02354805
4.85046 0.02611551 0.02155391
5.65887 0.01987615
6.46728 0.01832590
7.27569 0.02005094 0.01698043
8.08410 0.01576817
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freie gespiegelte
x Randbedingungen Randbedingungen
-16.16821 0.011015
-15.35980 0.012103
-14.55139 0.013463
-13.74298 0.014967
-12.93457 0.01372552 0.016971
-12.12616 0.019533
-11.31774 0.022803
-10.50933 0.026981
-9.70092 0.0322795
-8.89251 0.03661765 0.0387036
-8.08410 0.0453267
-7.27569 0.0517132
-6.46728 0.0566563
-5.65887 0.0596888
-4.85046 0.06627163 0.0604148
-4.04205 0.06813784 0.0588931
-3.23364 0.06742886 0.0555553
-2.42523 0.06430616 0.0517024
-1.61682 0.0470701
-0.80841 0.0426943
E.4.2 Skalenverhalten von χ− im L = 16 Ising-Wu¨rfel
freie gespiegelte
x Randbedingungen Randbedingungen
-14.48667 0.01433153
-12.07223 0.01865389 0.02076610
-9.65778 0.03374302
-7.24334 0.05199328 0.05249529
-6.03611 0.06155513 0.05845267
-4.82889 0.06655577 0.05982159
-3.62167 0.06518335 0.05702992
-2.41445 0.05986686 0.05116293
0.00000 0.04506071 0.03845167
0.24144 0.03722805
0.48289 0.03622264
1.20722 0.03296673
2.41445 0.03277888 0.02836000
4.82889 0.02429445 0.02145716
7.24334 0.01885878 0.01684888
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E.4.3 Skalenverhalten von χ− im L = 32 Ising-Wu¨rfel
freie gespiegelte
x Randbedingungen Randbedingungen
-7.21112 0.0567353 0.05396458
-5.04779 0.0652309 0.06110210
-3.60556 0.0631660 0.05752846
-2.16334 0.0554245 0.05055503
0.00000 0.04256223 0.03881110
1.44222 0.03213414
3.60556 0.02677880 0.02483518
7.21112 0.01768830 0.01705091
14.42224 0.00966424
21.63336 0.00657609
E.5 Die Spezifische Wa¨rme im L3-Ising-Wu¨rfel
E.5.1 Die Spezifische Wa¨rme fu¨r gespiegelte Randbedingungen
t L = 8 L = 16 L = 32
0.00 0.57136402 0.79685011 1.06844344
0.0005 0.78574222
0.001 0.56207558 0.77250604 0.93277675
0.002 0.55598888 0.75483471 0.79820351
0.005 0.53676170 0.69467814 0.67507987
0.01 0.50814751 0.60751570 0.54345661
0.02 0.45583115 0.50807926 0.47319076
0.03 0.41268572 0.44337305
0.04 0.37883422 0.39665523
0.05 0.34902189 0.36288975
0.06 0.32385235 0.33569720
0.07 0.30241365 0.31368597
0.08 0.28376011 0.29519746
0.09 0.26741661 0.27890278
0.10 0.25271904 0.26432325
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