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1
Abstract
It is well known that isoperimetric inequalities imply in a very general measure-
metric-space setting appropriate concentration inequalities. The former bound the
boundary measure of sets as a function of their measure, whereas the latter bound
the measure of sets separated from sets having half the total measure, as a function
of their mutual distance. The reverse implication is in general false. It is shown
that under a (possibly negative) lower bound condition on a natural notion of cur-
vature associated to a Riemannian manifold equipped with a density, completely
general concentration inequalities imply back their isoperimetric counterparts, up
to dimension independent bounds. The results are essentially best possible (up to
constants), and significantly extend all previously known results, which could only
deduce dimension dependent bounds, or could not deduce anything stronger than a
linear isoperimetric inequality in the restrictive non-negative curvature setting. As
a corollary, all of these previous results are recovered and extended by generaliz-
ing an isoperimetric inequality of Bobkov. Further applications will be described in
subsequent works. Contrary to previous attempts in this direction, our method is
entirely geometric, continuing the approach set forth by Gromov and adapted to the
manifold-with-density setting by Morgan.
1 Introduction
Let (Ω, d) denote a separable metric space, and let µ denote a Borel probability mea-
sure on (Ω, d). One way to measure the interplay between the metric d and the mea-
sure µ is by means of an isoperimetric inequality. Recall that Minkowski’s (exterior)
boundary measure of a Borel set A ⊂ Ω, which we denote here by µ+(A), is defined as
µ+(A) := lim infε→0
µ(Adε)−µ(A)
ε , where Aε = A
d
ε := {x ∈ Ω;∃y ∈ A d(x, y) < ε} denotes
the ε extension of A with respect to the metric d. The isoperimetric profile I = I(Ω,d,µ)
is defined as the pointwise maximal function I : [0, 1] → R+, so that µ+(A) ≥ I(µ(A)),
for all Borel sets A ⊂ Ω. An isoperimetric inequality measures the relation between the
boundary measure and the measure of a set, by providing a lower bound on I(Ω,d,µ) by
some function J : [0, 1]→ R+ which is not identically 0. Since A and Ω\A will typically
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have the same boundary measure, it will be convenient to also define I˜ : [0, 1/2] → R+
as I˜(v) := min(I(v),I(1− v)).
Another way to measure the relation between d and µ is given by concentration
inequalities. The log-concentration profile K = K(Ω,d,µ) is defined as the pointwise max-
imal function K : R+ → R such that 1 − µ(Adr) ≤ exp(−K(r)) for all Borel sets A ⊂ Ω
with µ(A) ≥ 1/2. Note that K(r) ≥ log 2 for all r ≥ 0. Concentration inequalities
measure how tightly the measure µ is concentrated around sets having measure 1/2 as
a function of the distance r away from these sets, by providing a lower bound on K by
some non-decreasing function α : R+ → R+ ∪ {+∞}, so that α tends to infinity.
The two main differences between isoperimetric and concentration inequalities are
that the latter ones only measure the concentration around sets having measure 1/2, and
do not provide any information for small distances r (smaller than Rα := α
−1(log 2)).
We refer to [30] for a wider exposition on these and related topics, and to [40] for various
applications.
A well known example is that of the standard Gaussian measure µ = γn on Ω = R
n,
equipped with the standard Euclidean metric d = |·|. In this case, it was shown by
Sudakov–Tsirelson [46] and independently Borell [15], that I(Rn,|·|,γn) = I(R,|·|,γ1) = φ ◦
Φ−1, where φ(y) = (2pi)−1/2 exp(−y2/2) and Φ(x) = ∫ x−∞ φ(y)dy, and this easily implies
that K(Rn,|·|,γn)(r) = − log(1 − Φ(r)). We remark that it is not hard to verify from this
that:
c1 ≤
I˜(R,|·|,γ1)(v)
v
√
log 1/v
≤ c2 ∀v ∈ [0, 1/2] ,
where ci > 0 are some constants.
More generally, it is known and easy to see that an isoperimetric inequality implies
a concentration inequality, simply by “integrating” along the isoperimetric differential
inequality. Specifically, if γ : [log 2,∞) → R+ is a continuous function, it is an easy
exercise to show (e.g. [39, Proposition 1.7]) that:
I˜(v) ≥ vγ(log 1/v) ∀v ∈ [0, 1/2]
⇓
K(r) ≥ α(r) ∀r ≥ 0 where α−1(x) = ∫ xlog 2 dyγ(y) .
(1.1)
The converse statement, that a concentration inequality implies an isoperimetric inequal-
ity, is certainly false in general. This is especially apparent when considering a space
(Ω, d) with bounded diameter R, in which case K(r) = +∞ for all r > R; but if the
support of µ is disconnected, we can have I(vi) = 0 for any finite collection of points
{vi} ⊂ (0, 1). Of course, this type of counterexample may also be achieved without
demanding that the support of µ be disconnected, but rather by forcing µ to have little
mass (“necks”) in between massive regions.
We will henceforth assume that Ω is a smooth complete oriented connected n-
dimensional (n ≥ 2) Riemannian manifold (M,g), that d is the induced geodesic distance,
and that µ is an absolutely continuous measure with respect to the Riemannian volume
form volM on M . The above examples demonstrate that in order to have any chance
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of showing that concentration inequalities imply isoperimetric ones, we need to impose
some further conditions which would prevent the existence of small necks. It is therefore
very natural, at least intuitively, to require lower bounds on some appropriate curvatures
of (M,g) and µ. In this work, we verify that in that case, concentration indeed implies
isoperimetry, with quantitative estimates which do not depend on the dimension n of
M , a feature which is essential both in principle and for applications. All our results
equally hold when n = 1 as well, but this case follows from previously known results (de-
scribed below) and would require special treatment in our approach, so we have chosen
to exclude this case from our setup.
1.1 Main Results
Definition. We will say that our smooth κ-semi-convexity assumptions are satisfied
(κ ≥ 0) if dµ = exp(−ψ)dvolM where ψ ∈ C2(M), and as tensor fields on M :
Ricg +Hessgψ ≥ −κg .
We will say that our κ-semi-convexity assumptions are satisfied if µ can be approximated
in total-variation by measures {µm} so that each (Ω, d, µm) satisfies our smooth κ-semi-
convexity assumptions.
When κ = 0, we will say in either case that our (smooth) convexity assumptions are
satisfied.
Here Ricg denotes the Ricci curvature tensor of (M,g) and Hessg denotes the second
covariant derivative. Ricg +Hessgψ is the well-known Bakry–E´mery curvature tensor,
introduced in [1] (in the more abstract framework of diffusion generators), which incor-
porates the curvature from both the geometry of (M,g) and the measure µ. When ψ
is sufficiently smooth, our κ-semi-convexity assumption is then precisely the Curvature-
Dimension condition CD(−κ,∞) (see [1]).
Theorem 1.1. Let α : R+ → R+∪{+∞} denote a non-decreasing function. Then under
our convexity assumptions, the concentration inequality:
K(r) ≥ α(r) ∀r ≥ Rα (1.2)
implies the following isoperimetric inequality:
I˜(v) ≥ min(c vγ(log 1/v), cα) ∀v ∈ [0, 1/2] , where γ(x) = x
α−1(x)
, (1.3)
c > 0 is a universal numeric constant and cα > 0 is a constant depending solely on α.
Moreover, for any choice of parameter λ ∈ (0, 1/2), both constants may be chosen to
depend solely on λ and α−1(log 1/λ).
We remark that our convention for the inverse of a non-decreasing function will be
specified in (6.2) of Section 6. Theorem 1.1 may be generalized to the handle our κ-semi-
convexity assumptions for any κ ≥ 0, by requiring an extra growth condition on α in the
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case that κ > 0. These two cases, κ = 0 and κ > 0, are conceptually different, in both
the required assumptions and the consequent proof complexity, and so we have chosen
to present them as two separate theorems, even though Theorem 1.1 is a particular case
of Theorem 1.2 below.
Theorem 1.2. Let κ ≥ 0 and let α : R+ → R∪{+∞} denote a non-decreasing function
so that:
∃δ0 > 1/2 ∃r0 ≥ 0 ∀r ≥ r0 α(r) ≥ δ0κr2 . (1.4)
Then under our κ-semi-convexity assumptions, the concentration inequality:
K(r) ≥ α(r) ∀r ≥ Rα
implies the following isoperimetric inequality:
I˜(v) ≥ min(cδ0 vγ(log 1/v), cκ,α) ∀v ∈ [0, 1/2] , where γ(x) =
x
α−1(x)
, (1.5)
and cδ0 , cκ,α > 0 are constants depending solely on their arguments. Moreover, if κ > 0,
then the dependence of cκ,α on α may be expressed only via δ0 and α(r0).
Since the value of α(r) for r < Rα is irrelevant for both assumption and conclusion
in these theorems, one may replace Rα in both theorems by 0; our present formulation
emphasizes that it is only the tail behaviour of α which is of importance. We also remark
that the constants c, cα, cδ0 , cκ,α above have explicit values and formulas we will provide
in Sections 4 and 5, and emphasize again that they are dimension independent.
1.2 Optimality
Up to these constants, Theorem 1.1 is an almost optimal counterpart to (1.1). For
instance, under the assumptions of Theorem 1.1, we may obtain from (1.1) and Theorem
1.1 that for all p ≥ 1:
I˜(v) ≥ v log1− 1p 1
v
⇒ K(r) ≥
(
r
p
+ log
1
p 2
)p
⇒ I˜(v) ≥ c
p
v log
1− 1
p
1
v
, (1.6)
where c > 0 is a universal constant. Similarly to the Gaussian case, a typical model
for these inequalities is obtained by considering (R, |·|) equipped with the probability
measure exp(−|x/sp|p)dx, where sp > 0 is a scaling factor (our convexity assumptions
are indeed satisfied in this case). Note the deterioration in p in the conclusion of (1.6),
which is especially apparent in the limit as p → ∞, where we have under the same
assumptions as above:
I˜(v) ≥ v log 1
v
⇒ K(r) ≥ (log 2) exp(r) ⇒ I˜(v) ≥ cv log
1
v
log log 2v
, (1.7)
where c > 0 is a universal constant. It is still not clear whether this phenomenon, which
also appeared in our previous joint work with Sasha Sodin [39], is genuine or an artifact of
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the proof (see Remark 4.1); however, the expression x/α−1(x) (appearing in (1.3),(1.5))
does appear naturally in other works as well (e.g. [39, 5]). In any case, it is an easy
exercise to show that the extra log log 2v factor appearing in (1.7) is the worst possible
gap one can obtain by this procedure.
We also remark that the growth condition (1.4) on α in Theorem 1.2 is necessary
when κ > 0, even in the one-dimensional case. This follows from an example of Chen and
Wang [19], improving a previous example of Wang [48]. For any κ > 0 and 0 < δ < 1/2,
these authors constructed a measure µ = exp(−ψ(x))dx on (R+, |·|) such that ψ′′ ≥ −κ
and K(r) ≥ δκr2 + cδ,κ for all r > 0, and yet (R+, |·| , µ) does not satisfy a log-Sobolev
inequality, and hence (in fact, equivalently by [2, 31]), it does not satisfy a Gaussian
isoperimetric inequality: lim infv→0 I˜(v)/v
√
log 1/v = 0. Moreover, it follows from [48]
that 1/2 is an upper bound on the value of δ in any possible counter example as above
(this will be described in more detail below). This demonstrates that the conclusion of
Theorem 1.2 cannot hold without requiring that (1.4) should hold with δ0 ≥ 1/2.
Intuitively, condition (1.4) means that we must require that the concentration in-
equality compensate for the negative curvature −κ of the space. Since the curvature
tensor is a second-order derivative, a natural condition is then indeed α(r) ≥ δ0κr2 with
δ0 > 1/2, in agreement with the above discussion.
1.3 Previously Known Results
Several variants of Theorems 1.1 and 1.2, where our concentration assumption is re-
placed by the weaker assumption that
∫
Ω exp(β(d(x0, x)))dµ(x) < ∞ for some (any)
fixed x0 ∈ Ω, were previously considered by various authors, primarily for the case
β(r) = δrp (p ≥ 1). Unfortunately, the constants in the conclusion of these previous
results always depended on the quantity
∫
d(x0, x)dµ, which under suitable normaliza-
tions (e.g. ‖ dµdvolM ‖L∞ ≤ Cn) may be shown to be at least as large as a dimension
dependent constant (see Section 8). Wang [47, 48] (see also Bakry–Ledoux–Qian [3])
showed that the case p = 2 and δ > κ/2 under our κ-semi-convexity assumptions implies
a log-Sobolev inequality, which by the work of Bakry–Ledoux [2] (see also Ledoux [31])
implies the right (Gaussian) isoperimetric inequality. As already mentioned, this result
is optimal by a construction of Chen and Wang [19], in the sense that the conclusion
is false if δ < κ/2. A more elementary approach was proposed by Bobkov [12], who
considered the cases p = 1, 2 under our convexity assumptions on (Rn, |·| , µ). Bobkov’s
method is in fact very general; his results were generalized to all p ≥ 1 by Barthe [4], and
some underlying ideas may be carried over (to some extent) to treat general manifolds
with density satisfying our convexity assumptions. Barthe and Kolesnikov [5] have ob-
tained the most general results in this spirit (see in particular [5, Theorem 7.2]), treating
general p > 1 under the convexity assumptions and p ≥ 2 under the κ-semi-convexity
ones, again, with dimension dependent constants in the conclusion.
It is a-priori not clear that our results may be compared with these previously known
results, since the latter ones deduce a weaker (dimension dependent) conclusion under
weaker assumptions. Nevertheless, we will see in Section 7 that all of these results easily
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follow from our ones, by deducing the following generalization of Bobkov’s isoperimetric
inequality from [12], originally proved in Euclidean space under our convexity assump-
tions. The next corollary generalizes all of these previously known results into a single
coherent statement, and enables handling arbitrary functions β. Our version generalizes
Bobkov’s inequality both by handling the manifold-with-density setting and by address-
ing the κ-semi-convexity assumptions. We comment that Bobkov’s original proof does
not seem to generalize to manifolds (even in view of recent developments in that setting),
which explains why Barthe and Kolesnikov had to employ other parallel techniques in
[5] to handle the manifold case.
Corollary 1.3. Given x0 ∈ Ω, let β : R+ → R+ ∪ {+∞} denote a non-decreasing
function so that:
− log µ {x ∈ Ω; d(x, x0) ≥ r} ≥ β(r) . (1.8)
Assume that the space (Ω, d, µ) satisfies our κ-semi-convexity assumptions (κ ≥ 0), and
that in addition β satisfies the growth requirement:
∃δ0 > 1/2 ∃r0 ≥ 0 ∀r ≥ r0 β(r) ≥ δ0κr2 .
Then the following isoperimetric inequality holds:
I˜(v) ≥ min
(
cδ0
β−1(log 1/v)
v log 1/v, cκ,β
)
∀v ∈ [0, 1/2] ,
where cδ0 , cκ,β > 0 depend solely on their arguments.
The similarity in the formulations of Theorems 1.1,1.2 and Corollary 1.3 should
not mislead the reader: whereas in the former theorems an optimal α would satisfy
α−1(log 2) = 0, β−1(log 2) in the context of the latter corollary will typically be large,
and as explained in Section 8, in fact dimension dependent. For instance, in the case
of the Gaussian measure γn on (R
n, |·|), it is easy to check that β−1(log 2) ≥ c√n, and
so Corollary 1.3 yields a bad dimension dependence, whereas the actual isoperimetric
inequality satisfied by (Rn, |·| , γn) is dimension independent, as recovered by using The-
orem 1.1 with α(r) ≥ cr2.
The first dimension independent result in this spirit was recently obtained in our pre-
vious work [35, 34]. It was shown in [34] that under the convexity assumptions, arbitrarily
weak concentration (arbitrary slow α increasing to infinity) implies a linear isoperimetric
inequality I˜(v) ≥ cαv, with cα depending solely on α. Theorem 1.1 significantly extends
our previous result, by showing that whenever α increases faster than linearly (corre-
sponding to stronger-than-exponential concentration), one deduces a better-than-linear
isoperimetric inequality, with essentially optimal dependence on α. Moreover, we will
see in Section 7 that we can actually also recover (a slightly stronger version of) our
main result from [34]. Theorem 1.2 extends all these results to the negative curvature
setting, which is very useful for applications, and which was well beyond the reach of
our previous approach.
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Further applications of Theorems 1.1 and 1.2, pertaining to stability and other prop-
erties of isoperimetric, functional (e.g. Poincare´, log-Sobolev, etc.) and transportation
cost inequalities, and to optimal inequalities on compact manifolds-with-density (as a
function of the diameter and κ) will be deferred to [37, 38]. We note that the dimension
independence feature was crucial for the applications of [34], and is equally cardinal to
this work as well.
Contrary to our previous approach, which involved diffusion semi-group estimates
following Bakry–Ledoux [2] and Ledoux [31], the proofs of Theorems 1.1 and 1.2 are
purely geometric, based on a generalized version of the Heintze–Karcher comparison
theorem due to F. Morgan [42] (see also Bayle [7]). In this sense, we return to the origi-
nal geometric approach of M. Gromov [25],[26, Appendix C], who generalized P. Le´vy’s
isoperimetric inequality on the sphere to manifolds with positive Ricci curvature. The
Le´vy–Gromov approach for obtaining isoperimetric inequalities on manifolds was sub-
sequently employed in the 80’s by several authors, including Buser [17], Gallot [22] and
others. Recently, Morgan extended the setting to allow for non-Riemannian densities,
and obtained a geometric proof of the isoperimetric inequality of Bakry–Ledoux [2] for
manifolds-with-density satisfying a CD(ρ,∞) condition (ρ > 0), characterizing in addi-
tion the equality cases. In particular, this recovers the Gaussian isoperimetric inequality
and its equality cases (the latter were first obtained by Ehrhard [20] and Carlen–Kerce
[18]). In contrast to the positively curved case (ρ > 0), where a comparison to a model
space is available (see Section 8), our semi-convexity setting (ρ = −κ ≤ 0) requires a
more delicate analysis, to which end we also fully exploit the first variation of area and
its consequences.
1.4 Organization
The rest of this work is organized as follows. In Section 2 we recall some geometric
preliminaries which will lie at the heart of our argument. In Section 3 we provide a
first example of how the Heintze–Karcher theorem may be used together with the first
variation of area, which will be useful later on. In Sections 4 and 5 we provide the proofs
of Theorems 1.1 and 1.2, respectively, under our additional smoothness assumptions.
These assumptions are removed by an approximation argument detailed in Section 6. In
Section 7 we show how Theorem 1.1 and the result of Section 3 may be used to give a
direct proof of the Main Theorem from [34], and provide a proof of Corollary 1.3. We
provide some concluding remarks in Section 8. Weaker versions of Theorems 1.1 and 1.2
were announced in [36].
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2 Geometric Preliminaries
In this section, we recall some known facts from Geometric Measure Theory and Rieman-
nian Geometry which will play a fundamental role in this work. We refer to [21, 43, 24]
for further information on the remarkable results provided by Geometric Measure Theory
on the existence and regularity of isoperimetric minimizers, to [23] for basic background
in Riemannian Geometry, and to [16] for a good combination of both topics. A good
expository paper on the results stated in this section is that of F. Morgan [42] (also
summarized in the recent [43, Chapter 18]); in fact, our main goal will be to describe
some of the details underlying the sketched proof of [42, Theorem 2, Remark 3]. We
refer to [7] and [17, p. 216] for careful formal verifications of some of the statements in
[42] and to [34, Appendix A] for some further details. To facilitate the exposition, we
choose to proceed in a non-formal style, but emphasize that all of the details appear in
the cited references above. The entire approach we describe here is due to Gromov [25],
with further recent generalization due to Morgan [42].
Throughout this section, we assume that Ω is a complete oriented n-dimensional
(n ≥ 2) smooth Riemannian manifold (M,g), that d is the induced geodesic distance,
and that µ = exp(−ψ)dvolM where ψ is a C2 function.
2.1 Generalized Heintze–Karcher Theorem
The first ingredient we will need is a generalization of the Heintze–Karcher theorem
([28],[23, 4.21]), which is a classical volume comparison theorem in Riemannian Geometry
when there is no density present (ψ = 0). Given a C2 oriented hypersurface S in (M,g),
the classical theorem bounds the volume of the one-sided neighborhood of S in terms of
the mean-curvature of S and a lower bound on the Ricci curvature ofM . Recall that the
mean curvature of S at x is just the trace of the second fundamental form IIS,x divided
by n− 1, the dimension of S. We conform to the following non-standard convention for
specifying the latter’s sign: the second fundamental form of the sphere in Euclidean space
with respect to the outer normal is positive definite (formally: IIνS,x(u, v) = g(Duν, v)
for u, v ∈ TxS, where D is the covariant derivative). It will be more convenient to work
with the trace itself (without dividing by n−1), which we will call the total-curvature of
S at x, and denote by HνS(x). The following generalization to the case of manifolds-with-
density is due to Morgan [42]. Other very precise generalizations were also obtained by
Bayle [7, Appendix E]. We first introduce the following:
Definition. The µ-total-curvature of S at x ∈ S with respect to ν, denoted HνS,µ(x), is
defined as:
HνS,µ(x) := H
ν
S(x)−
∂ψ
∂ν
(x) .
Theorem 2.1 (Generalized Heintze–Karcher (Morgan)). Let S denote a C2 oriented
hypersurface in (M,g), and suppose that for κ ∈ R:
Ricg +Hessgψ ≥ κg .
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Denote by Vµ(r) the µ-measure of the region within distance r > 0 of S on the side of
the normal unit vector field ν. Then:
Vµ(r) ≤
∫
S
∫ r
0
exp(HνS,µ(x)t− κt2/2)dt dvolS,µ(x) ,
where dvolS,µ = exp(−ψ(x))dvolS(x).
2.2 Existence and Regularity of Isoperimetric Minimizers
The second ingredient we will need is the existence and regularity theory of isoperimet-
ric minimizers on manifolds-with-density, provided by Geometric Measure Theory. An
isoperimetric minimizer in (Ω, d, µ) of given measure v ∈ (0, 1) is a Borel set A ⊂ Ω with
µ(A) = v for which the following infimum is attained:
µ+(A) = inf
{
µ+(B) ; µ(B) = v
}
( = I(Ω,d,µ)(v) ) .
In general, isoperimetric minimizers of given measure need not necessarily exist (consider
an absolutely continuous measure µ on R2 whose density is not continuous). Fortunately,
in the setup of this section, isoperimetric minimizers of any given measure always exist.
Indeed, given a complete smooth oriented n-dimensional Riemannian manifold (M,g)
with positive density ρ ∈ Ck(M) (k ≥ 0) and finite weighted volume V = ∫M ρ < ∞,
and given 0 < v < V , the local compactness theorem for currents (see [43, Sections
5.5,9.1], [42], [32, Chapter 2]) guarantees the existence of a locally integral current with
ρ-weighted volume v whose boundary minimizes ρ-weighted area. It was shown by
Morgan in [41, Remark 3.10] that such an area minimizing current must be Ck regular
outside a set of Hausdorff dimension n−8, extending to the manifold-with-density setting
previous regularity results of Almgren, Bombieri, Federer, Fleming, Gonzalez–Massari–
Tamanini, Simons and others (see [43, Chapter 8] and the references therein); in fact,
it was shown by Bombieri–De Giorgi–Giusti [14] that the codimension 8 above is sharp.
It is easy to verify that µ+(A) =
∫
S ρ dvolS for any Borel set A ⊂ M with µ+(A) < ∞
such that S ⊂ ∂A is sufficiently regular (say C2 smooth) and ∂A \ S has Hausdorff
codimension strictly greater than 1 (see [7, pp. 32-33] for more on different ways to define
the boundary measure). It therefore follows that the weighted area of the minimizing
current’s boundary and the Minkowski boundary measure of its support coincide (say for
k ≥ 2). In our setup, the probability measure µ has weighted volume 1 and C2 density,
so we conclude the existence of an isoperimetric minimizer of any given measure (it may
be assumed to be an open set), whose boundary is in fact C2 outside a singular set of
dimension n− 8 (compare with [7, Proposition 3.4.11]). The complement of the singular
set on the boundary will be called the regular part.
2.3 First Variation of Area
Let S denote a C2 oriented hypersurface in (M,g), and let Φu : S× (−ε, ε)→M denote
a C2 normal variation of compact support and constant velocity u(x) along the unit
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normal vector field ν (so Φu(x, t) = expx(tu(x)ν(x))). It is well known (e.g. [23, 5.20])
when µ is the Riemannian volume that the first variation of area of Φu(S, t) at t = 0
is given by integrating the total-curvature: δ1(u) =
∫
S H
ν
S(x)u(x)dvolS(x). It is easy
to generalize this to handle more general measures µ (see [7, 3.4.6], [42, Proposition
7]), in which case the first variation of the µ-weighted area is controlled by the µ-total-
curvature: δ1(u) =
∫
S H
ν
S,µ(x)u(x)dvolS,µ(x). Contrary to other approaches, we will not
require the second variation, which involves a far more complicated formula.
It follows immediately by a Lagrange multiplier argument that the regular part S
of the boundary of any isoperimetric minimizer A must have constant µ-total-curvature
(see [7, 3.4.11]); we will denote this constant curvature by Hµ(A). By definition, the
graph of the isoperimetric profile I = I(Ω,d,µ) cannot lie above the curve (−ε, ε) ∋ t →
(µ(At), µ
+(At)), and since they touch at t = 0, they must be tangent at (µ(A), µ
+(A)) =
(v,I(v)). The slope of the curve at t = 0 is just the ratio between the first variations of
the boundary-measure and the measure, which is exactly Hµ(A). Consequently (see e.g.
[6],[44],[7, Lemma 3.4.12]), we deduce:
Proposition 2.2 (folklore). Let A denote an isoperimetric minimizer of measure v ∈
(0, 1). Then:
lim sup
ε→0+
I(v + ε)− I(v)
ε
≤ Hµ(A) ≤ lim inf
ε→0−
I(v + ε)− I(v)
ε
.
For all practical purposes, the reader should think of Hµ(A) as the “derivative”
I ′(v). In fact, by deriving a second-order differential inequality for I using the second
variation, it is possible to show ([6],[44],[7],[8]) that under our smooth κ-semi-convexity
assumptions, I is locally semi-concave, implying in particular that the right and left
derivatives of I exist (and hence, coincide with the limits above) for all v ∈ (0, 1), and
are equal to each other almost everywhere in (0, 1). Nevertheless, we will refrain from
using the second variation or any of its consequences, whose proofs in the non-compact
manifold-with-density setting lead to numerous complications and technicalities, and will
not require all of this for our approach.
2.4 Combining Everything
It is easy to see that Theorem 2.1 does not hold in general when S is a non-smooth
hypersurface (even in the presence of a single point singularity), so further justification
is required before applying it to ∂A, the boundary of an isoperimetric minimizer A,
which may have singularities. It was first observed by Gromov in [25] that the structure
of these singularities allows such justification. Indeed, it is known that the regular part
of ∂A coincides with the set of all points in ∂A whose tangent cone is contained in a half
space (see e.g. [43]). This means that p ∈ M \ ∂A will always be reached by a normal
ray from a regular point in ∂A (any closest one to p). Consequently, Theorem 2.1 still
applies with S denoting the regular part of ∂A and Vµ(r) denoting the µ-measure of the
set Ar \ A (in the case of an outer normal field ν).
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Combining all the ingredients in this section, we obtain the following theorem, due
to Morgan [42, Theorem 2,Remark 3], which will serve as our main tool in this work.
Theorem 2.3 (Morgan). Assume that for κ ∈ R:
Ricg +Hessgψ ≥ −κg .
Let A ⊂ M denote an isoperimetric minimizer in (M,g, µ) of given measure v ∈ (0, 1).
Let S denote the regular part of ∂A, and let Hµ(A) denote the constant µ-total-curvature
of S with respect to the outer unit normal vector field ν on S. Then for any r > 0:
µ(Ar)− µ(A) ≤ µ+(A)
∫ r
0
exp(Hµ(A)t+ κt
2/2)dt .
Remark 2.4. Since Ar = ∩ε>0Ar+ε, the above estimate is also valid when Ar is replaced
by its closure Ar.
2.5 Further Remarks
Under the smoothness assumptions of this section on the density of µ, it is clear that
µ+(A) = µ+(Ω\A) for a set A whose boundary is sufficiently well-behaved. As explained
in Subsection 2.2, the regularity of the isoperimetric minimizers is enough to ensure this,
and so we conclude that A is a minimizer of measure v if and only if Ω\A is a minimizer
of measure 1−v. Moreover, it was shown in [34, Section 6] that when µ has density which
is only locally bounded from above, then I is continuous and hence symmetric about 1/2
(i.e. I(v) = I(1 − v)), even though isoperimetric minimizers may not exist in general,
nor satisfy µ+(A) = µ+(Ω \A). We remark that it follows from the proof of [33, Lemma
6.1] that this condition holds (even after taking limit in the total-variation metric) under
our convexity assumptions, and the same proof applies to our semi-convexity ones as
well. Consequently, we may always assume throughout this work that I is continuous
and symmetric about 1/2.
3 First vs. Second Variation
Let us start by proving the following easy observation, which will be useful later on.
Proposition 3.1. Under our smooth convexity assumptions, I(v)/v is non-increasing
on (0, 1).
In fact, a stronger result is known:
Theorem 3.2 (Bavard–Pansu,Morgan–Johnson,Sternberg–Zumbrun,Bayle,Bayle–Rosales,
Morgan,Bobkov). Under our smooth convexity assumptions, I(v) is concave on (0, 1).
In dimension n = 1 (assuming (M,g) = (R, |·|)) this was proved by Bobkov [10], by
showing that the isoperimetric minimizers are always given by half-lines (−∞, a] or
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[a,∞). The case n ≥ 2 was shown by several groups of authors [6, 44, 45, 7, 8, 42] (see
also [34, Appendix A]), by using the existence and regularity results of isoperimetric
minimizers, together with a delicate analysis of the second variation of area. Our more
elementary approach manages to avoid using the second variation, thereby simplifying
the proof of the weaker statement of Proposition 3.1. Since I is symmetric about 1/2,
Proposition 3.1 nevertheless implies the following extremely useful:
Corollary 3.3. Under our smooth convexity assumptions, infv∈[0,1/2] I˜(v)/v = 2I(1/2).
This observation lies at the heart of the argument used to prove the main results
of [34]. We conclude that establishing the concavity of the isoperimetric profile is not
essential for that argument, and that the weaker Proposition 3.1 can be used instead,
simplifying the overall proof.
Proof of Proposition 3.1. Given an isoperimetric minimizer A of measure v ∈ (0, 1), we
apply Theorem 2.3 (with κ = 0) to B = Ω \ A, which is an isoperimetric minimizer of
measure 1 − v, and let r → ∞. Since Ω is connected, clearly µ(Br) → 1, and so we
deduce:
1− µ(B) ≤ µ+(B)
∫ ∞
0
exp(Hµ(B)t)dt .
Since µ+(B) = µ+(A) and Hµ(B) = −Hµ(A), this amounts to:
µ(A)
µ+(A)
≤
∫ ∞
0
exp(−Hµ(A)t)dt .
If Hµ(A) > 0, this implies that:
Hµ(A) ≤ µ
+(A)
µ(A)
=
I(v)
v
;
otherwise the same statement holds trivially. We conclude by Proposition 2.2 that:
lim sup
ε→0+
I(v + ε)− I(v)
ε
≤ Hµ(A) ≤ I(v)
v
. (3.1)
Using that I and hence I(v)/v are continuous on (0, 1), it is then immediate to check
that this is equivalent to the statement that I(v)/v is non-increasing, by “differentiating”
the latter expression.
Remark 3.4. Theorem 3.2 and the symmetry of I actually imply that under our smooth
convexity assumptions, I is non-decreasing on (0, 1/2), so when µ(A) is in this range it
follows by Proposition 2.2 that Hµ(A) ≥ 0; the opposite inequality holds in the range
(1/2, 1).
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4 Proof of Theorem 1.1
We now proceed to the proof of Theorem 1.1. Although it is a particular case of Theorem
1.2, we prefer to provide a direct proof of the former, since the proof of the latter is more
involved, and since we shall benefit from several observations developed at this stage
later on.
Recall that our convexity assumptions ensure that κ = 0 in our Curvature-Dimension
condition. We proceed under our additional smoothness assumptions - the general case
will follow by an approximation argument provided in Section 6. Our concentration
assumption K(r) ≥ α(r), or:
µ(B) ≥ 1/2 ⇒ 1− µ(Br) ≤ exp(−α(r)) ,
is easily seen to be equivalent to:
µ(A) > exp(−α(r)) ⇒ µ(Ar) > 1/2 . (4.1)
Given an isoperimetric minimizer A of measure v ∈ (0, 1/2) (hence I(v) = µ+(A)),
we will denote:
rα,v := α
−1(log(1/v)) .
By approximating α if necessary, we may assume that it is strictly increasing and
continuous - we will see that the general case follows from this one in Lemma 6.3.
This ensures that α−1 is well defined, strictly increasing and continuous, and that
α ◦ α−1 = α−1 ◦ α = id. It is then easy to check that (4.1) implies that µ(Arα,v ) ≥ 1/2.
Applying Theorem 2.3 and Remark 2.4 to A and rα,v, we deduce:
1/2− v ≤ µ(Arα,v)− µ(A) ≤ µ+(A)
∫ rα,v
0
exp(Hµ(A)t)dt . (4.2)
Since Hµ(A) ≤ I(v)/v by (3.1), we conclude that:
1/2 − v ≤ I(v) rα,v exp
(
I(v)rα,v
v
)
.
Denoting f(v) := I(v) rα,vv , we obtain the following inequality:
f(v) + log f(v) ≥ log
(
1
2v
− 1
)
. (4.3)
Since y + log y is increasing on R+, we obtain that f(v) ≥ b(v), where b(v) denotes the
(unique) solution to the equality case in (4.3). Next, given λ ∈ (0, 1/2), denote:
cλ := inf
δ∈(0,λ]
b(δ)
log 1/δ
.
It is elementary to check that cλ ≥ C(1/2 − λ) > 0, for some numeric constant C > 0.
We obtain that:
f(v) ≥ b(v) ≥ cλ log 1/v ∀v ∈ (0, λ] ,
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or equivalently, recalling the definition of f and the symmetry of I:
I˜(v) ≥ cλvγ(log 1/v) ∀v ∈ (0, λ] ,
where γ(x) = x/α−1(x).
To conclude the proof, we may proceed in one of two (equally legitimate) ways. The
first employs the concavity of the isoperimetric profile I under our convexity assumptions,
which implies as in Remark 3.4 that I˜ is non-decreasing on [0, 1/2], yielding the desired
conclusion:
I˜(v) ≥ sup
λ∈(0,1/2)
cλmin(vγ(log 1/v), λγ(log 1/λ)) ∀v ∈ (0, 1/2] . (4.4)
The second avoids employing the concavity of the profile, at the expense of an additional
constant in the conclusion. This may be preferable to the first way, since it avoids using
the second variation of area, and is slightly more in the spirit of the proof of Theorem
1.2 for the case κ > 0, described next, where we do not have the concavity available.
Indeed, using only that I(v)/v is non-increasing on (0, 1) by Proposition 3.1, and the
symmetry of I, it follows that for any v ∈ [λ, 1/2]:
I(v)
λ
≥ I(v)
v
≥ I(1− λ)
1− λ =
I(λ)
1− λ ,
and hence:
I˜(v) ≥ sup
λ∈(0,1/2)
cλmin
(
vγ(log 1/v),
λ
1− λλγ(log 1/λ)
)
∀v ∈ (0, 1/2] . (4.5)
Either way completes the proof.
Remark 4.1. One may wonder whether a better result could be obtained if, instead
of using Hµ(A) ≤ I(v)/v in (4.2), we would use that Hµ(A) coincides with I ′(v) a.e.,
thereby obtaining an ordinary differential inequality which one may try to solve. In
particular, it is natural to ask whether this would resolve the small discrepancy appearing
in (1.7) for the case I(v) = v log 1/v. It seems that the answer is negative, since in that
case I ′(v) = log 1/v − 1, which up to constants (when v is small) coincides with I(v)/v.
5 Proof of Theorem 1.2
We can now turn to the proof of Theorem 1.2. Under our κ-convexity-assumptions,
neither Theorem 3.2 nor Proposition 3.1 are valid (when κ > 0), so we will need to
compensate by applying the Heintze–Karcher theorem on both sides of our isoperimetric
minimizers’ boundary, rendering the proof slightly more involved. As usual, we will add
our smoothness assumptions and assume that α is strictly increasing and continuous; the
general case follows by an approximation argument described in Section 6. Consequently,
α−1 is well defined, strictly increasing and continuous, and α ◦ α−1 = α−1 ◦ α = id.
Let A denote an isoperimetric minimizer of measure v ∈ (0, 1/2). We will first obtain
the conclusion of Theorem 1.2 in the range v ∈ (0, λ0), for some constant λ0 ∈ (0, 1/2),
and then extend this to v ∈ [λ0, 1/2) by a different argument.
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5.1 Small Sets
As in the previous section, our concentration assumption K(r) ≥ α(r) implies that
µ(Arα,v) ≥ 1/2, where rα,v := α−1(log 1/v). To get the optimal bound on δ0 in our
growth condition (1.4), we will also define:
r+ := inf
{
r ≥ 0;µ(Ar) ≥ 1/2
}
.
Clearly µ(Ar+) ≥ 1/2 and 0 < r+ ≤ rα,v. Similarly, using the concentration assumption
for the set Ω \ Ar+−ε (ε > 0) whose µ-measure is greater than 1/2, and taking the limit
as ε→ 0, we deduce that 1− µ((Ω \ A)r−) ≤ v/2 for:
r− := rα,v/2 − r+ .
Applying Theorem 2.3 and Remark 2.4 to A and r+, and to Ω \ A and r−, we obtain:
1/2 − v ≤ µ(Ar+)− µ(A) ≤ I(v)
∫ r+
0
exp(Hµ(A)t+
κ
2
t2)dt ,
v/2 ≤ µ((Ω \ A)r−)− µ(Ω \ A) ≤ I(v)
∫ r−
0
exp(−Hµ(A)t+ κ
2
t2)dt .
Denoting S± := ±Hµ(A) + κ2r±, we note that S± > 0 iff r± is to the right of both roots
of the parabola ±Hµ(A)t+ κ2 t2. Consequently, we obtain the following rough estimates:
1/2 − v
I(v) ≤
{
r+ exp(S+r+) S+ ≥ 0
min(r+,−4/Hµ(A)) S+ < 0
, (5.1)
v
2I(v) ≤
{
r− exp(S−r−) S− ≥ 0
min(r−, 4/Hµ(A)) S− < 0
, (5.2)
where the bound of ∓4/Hµ(A) above follows easily by bounding the parabola by the
two secant lines from its roots to its vertex. We will need to handle three different cases,
assuming that v ∈ (0, λ):
1. S+ < 0. It is immediate to check that
1/2−v
v log 1/v is decreasing on (0, 1/2). Conse-
quently, if λ ∈ (0, 1/2), the definition of γ and (5.1) immediately imply:
I˜(v) ≥ 1/2 − v
r+
≥ 1/2 − λ
λ log 1/λ
v log 1/v
rα,v
=
1/2 − λ
λ log 1/λ
vγ(log 1/v) .
2. S+ ≥ 0 and S− < 0. Observe that Hµ(A) ≤ 8I(v)/v by (5.2), and so (5.1) implies:
1
2v
− 1 ≤ I(v)r+
v
exp(S+r+) ≤ I(v)r+
v
exp
(
8I(v)r+
v
+
κ
2
r2+
)
.
Denoting f(v) = I(v) r+v , we obtain:
8f(v) + log f(v) +
κ
2
r2+ ≥ log
(
1
2v
− 1
)
≥ cλ log 1/v ,
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where cλ :=
log( 12λ−1)
log 1/λ < 1. We now use our growth condition (1.4) on α and the
definition of rα,v, which guarantee that when v ≤ exp(−α(r0)), we have:
δ0κr
2
+ ≤ δ0κr2α,v ≤ α(rα,v) = log 1/v .
Choosing 0 < λ ≤ exp(−α(r0)) small enough so that cλ > 12δ0 , which is always
possible whenever δ0 > 1/2, we conclude that:
8f(v) + log f(v) ≥
(
cλ − 1
2δ0
)
log 1/v .
As in the proof of Theorem 1.1, it is elementary to show that this implies:
f(v) ≥ e
8e+ 1
(
cλ − 1
2δ0
)
log 1/v .
Recalling the various definitions used, this amounts to:
I˜(v) ≥ e
8e+ 1
(
log
(
1
2λ − 1
)
log 1/λ
− 1
2δ0
)
vγ(log 1/v) .
3. S+ ≥ 0 and S− ≥ 0. Since S− ≥ 0, we know that Hµ(A) ≤ κ2 r−, and therefore:
S+ ≤ κ
2
(r− + r+) ≤ κ
2
rα,v/2 . (5.3)
As in case 2, if 0 < v < λ ≤ 2 exp(−α(r0)) then our growth condition (1.4) on α
ensures that:
δ0κr
2
α,v/2 ≤ log 2/v ,
and we deduce from (5.1) that:
1/2 − v
I(v) ≤ r+ exp(S+r+) ≤ rα,v exp(
κ
2
r2α,v/2) ≤ rα,v
(
2
v
) 1
2δ0
.
Since we assumed that δ0 > 1/2, it is easy to verify from this that:
I˜(v) ≥ 1/2− λ
2
1
2δ0
v
1
2δ0
rα,v
≥ 1/2− λ
2
e
(
1− 1
2δ0
)
vγ(log 1/v) .
Summarizing all three cases, we have:
I˜(v) ≥ cδ0,λ0vγ(log 1/v) ∀v ∈ (0, λ0) , (5.4)
with:
λ0 = λ0(δ0, α(r0)) := min
(
exp(−α(r0)), exp
(
− log 16
1− 12δ0
))
, (5.5)
and:
cδ0 :=
e
16e + 2
(
1− 1
2δ0
)
. (5.6)
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5.2 Large Sets
We will now extend this to the range v ∈ [λ0, 1/2). Denote:
re,v := rα,v + rα,1/4 .
Since µ(Arα,v) ≥ 1/2, we can apply our concentration assumption again to obtain
µ(Are,v ) ≥ 3/4. As usual, Theorem 2.3 implies that:
3/4− v ≤ µ(Are,v)− µ(A) ≤ I(v)
∫ re,v
0
exp(Hµ(A)t+
κ
2
t2)dt .
Denoting Se,v := Hµ(A) +
κ
2 re,v, we obtain that:
3/4 − v
I(v) ≤ re,vmax(exp(Se,vre,v), 1) . (5.7)
When v ∈ [λ0, 1/2), clearly re,v is bounded above by:
R0 = R0(λ0, α) := α
−1(log 1/λ0) + α−1(log 4) , (5.8)
so we deduce from (5.7) that if Se,v < 0 then:
I(v) ≥ 1
4R0
. (5.9)
On the other hand, if Se,v ≥ 0, (5.7) implies:
I(v) ≥ exp(−Se,vR0)
4R0
≥ exp(−
κ
2R
2
0)
4R0
exp(−Hµ(A)R0) . (5.10)
Recalling Proposition 2.2 stating that Hµ(A) is essentially the “derivative” I ′(v), and
since I is continuous, it is then easy to realize that the validity of (5.9) and (5.10) for
all v ∈ [λ0, 1/2) implies:
I˜(v) ≥ min
(
I(λ0), 1
4R0
,
exp(−κ2R20)
4R0
)
∀v ∈ [λ0, 1/2) . (5.11)
5.3 Summary
We conclude from (5.4) and (5.11) that:
I˜(v) ≥ min
(
cδ0vγ(log 1/v), cδ0λ0γ(log 1/λ0),
exp(−κ2R20)
4R0
)
∀v ∈ [0, 1/2] , (5.12)
where λ0 = λ0(δ0, α(r0)), cδ0 and R0 = R0(λ0, α) are given by (5.5), (5.6) and (5.8),
and γ(x) = x/α−1(x). Note that when κ > 0, the dependence of this bound on α
may be simplified, by using that δ0κα
−1(log 1/λ0)2 ≤ log 1/λ0. The dependence of the
parameters asserted in the statement of Theorem 1.2 follows.
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6 Approximation Argument
In this section, we extend the proof of Theorem 1.2 (and hence 1.1) to our general κ-semi-
convexity assumptions, removing all smoothness assumptions, which were absolutely
crucial for using the existence and regularity theory of isoperimetric minimizers, and
also required for using the generalized Heintze–Karcher theorem. We emphasize that
it is not true in general that if {µm} tends to µ in total variation on a common metric
space (Ω, d), then necessarily I(Ω,d,µm) tends to I(Ω,d,µ), even pointwise (see e.g. [34, 33]).
Fortunately, a one-sided relation always exists. Recall that {µm} is said to converge to
µ in total-variation if:
dTV (µm, µ) := sup
A⊂Ω
|µm(A)− µ(A)| →m→∞ 0 .
The following lemma follows directly from the proof of [34, Lemma 6.6]:
Lemma 6.1. Assume that {µm} is a sequence of Borel probability measures on a common
metric space (Ω, d), which tends to µ in total-variation. Then:
lim inf
u→v I(Ω,d,µ)(u) ≥ limε→0 lim supm→∞ inf|u−v|<εI(Ω,d,µm)(u) ∀v ∈ (0, 1) . (6.1)
Assume now that (Ω, d, µ) satisfies our κ-semi-convexity assumptions. This means
that µ is an absolutely continuous Borel probability measure on a complete smooth
oriented Riemannian manifold Ω = (M,g), with d the induced geodesic distance, and that
there exists a sequence {µm} of Borel probability measures on (Ω, d), which converges in
total-variation to µ, so that (Ω, d, µm) satisfies our smooth κ-semi-convexity assumptions
for every m.
Under these semi-convexity assumptions, by following the proofs of [34, Lemma 6.9]
and [33, Lemma 7.1], it is in fact possible to show (perhaps after passing to a subsequence)
that I(Ω,d,µm) are locally uniformly continuous on (0, 1), so that the limits in the right-
hand side of (6.1) may be exchanged. We will not develop this here, and instead bypass
this using an argument which only depends on the estimates obtained in the proof of
Theorem 1.2.
Recall that K = K(Ω,d,µ) : R+ → [log 2,∞] denotes the exponential concentration
profile of (Ω, d, µ), so that K(r) is the best possible constant in:
µ(A) ≥ 1/2 ⇒ 1− µ(Adr) ≤ exp(−K(r)) .
Clearly, K is non-decreasing, and since µ is assumed absolutely continuous, we have
K(0) = log(2). It should also be true under our semi-convexity assumptions that K is
in fact increasing and continuous from the right, but we will not insist on this here (a
rigorous proof seems to be rather involved). Let us therefore fix our convention for the
inverse of a non-decreasing function α : R+ → R:
α−1(s) := sup {r ≥ 0;α(r) ≤ s} . (6.2)
Before proceeding, let us summarize some useful properties of this convention:
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Lemma 6.2. For a non-decreasing function α : R+ → R, we have:
1. α ◦ α−1 ≥ id.
2. α−1 ◦ α ≥ id.
3. α(α−1(s)− δ) ≤ s for any 0 < δ < α−1(s) and s ≥ α(0).
4. α−1(α(r)− δ) ≤ r for any 0 < δ < α(r)− α(0) and r ≥ 0.
5. α−1 is continuous from the right.
Lemma 6.3. The general case of Theorems 1.1 and 1.2 follows from the case that α is
strictly increasing and continuous.
Proof. Given a general non-decreasing α tending to infinity and satisfying the growth
condition (1.4), and any δ′0 ∈ (1/2, δ0), it is elementary to approximate α by continuous,
strictly increasing functions {αk}, so that α ≥ αk, αk(r) ≥ δ′0κr2 for any r ≥ r0, and
so that α−1k pointwise converge to α
−1 (the latter would not be possible had we used
a convention different from (6.2)). Indeed, simply consider α−1, which is continuous
from the right by Lemma 6.2 and non-decreasing, and hence upper semi-continuous, and
express it as the infimum of a sequence of continuous strictly increasing functions {βk};
the functions αk := β
−1
k will have the desired properties. Since the lower bound on I˜(v)
in the conclusion of Theorems 1.1 and 1.2 depends continuously on δ0, α
−1(log 1/v) and
an upper bound on α(r0), the reduction follows by taking an appropriate limit.
We will denote Km = K(Ω,d,µm), Im = I(Ω,d,µm) and I = I(Ω,d,µ) for short, and use
the notation f(r+) := limr′→r+ f(r′).
Lemma 6.4. Under the assumptions of Lemma 6.1:
∀v ∈ (0, 1/2) ∀0 < ε < v/2 ∃mε ∀m ≥ mε
K−1m (log 1/v) ≤ K−1
(
log
1
1/2− ε
)
+K−1
(
log
1
v − 2ε
)
. (6.3)
Proof. Given v ∈ (0, 1), let 0 < ε < v/2. Denoting by rε the right hand side of (6.3), it
follows from Lemma 6.2 and the definition of K (applied twice) that:
µ(B) ≥ 1/2 − ε ⇒ µ
(
BK−1
“
log 1
1/2−ε
”
)
≥ 1/2 ⇒ 1− µ(Brε) ≤ v − 2ε . (6.4)
Since {µm} tends to µ in total-variation, there exists mε so that dTV (µm, µ) < ε for all
m ≥ mε. Let Am ⊂ Ω denote a Borel set so that µm(Am) ≥ 1/2 and exp(−Km(rε))−ε ≤
1− µm((Am)rε). Since µ(Am) ≥ 1/2− ε for m ≥ mε, it follows from (6.4) that:
exp(−Km(rε))− ε ≤ 1− µm((Am)rε) < 1− µ((Am)rε) + ε ≤ v − 2ε+ ε .
Therefore, for such m, Km(rε) > log 1/v, and Lemma 6.2 implies that rε ≥ K−1m (log 1/v),
which is the asserted claim.
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Lemma 6.5. Under the assumptions of Lemma 6.1, if K satisfies the growth condition:
∃δ0 > 1 ∃r0 ∀r ≥ r0 K(r) ≥ δ0κr2 , (6.5)
for some κ ≥ 0, then:
∀1 < δ1 < δ0 ∃λ = λ(K, κ, δ1) 0 < λ ≤ min(exp(−K(r0)), 1/2)
∀v ∈ (0, λ] ∃mv,δ1 ∀m ≥ mv,δ1 log 1/v ≥ δ1κK−1m (log 1/v)2 .
Proof. The growth condition and Lemma 6.2 imply that s ≥ δ0κK−1(s)2 for all K−1(s) >
r0. Using Lemma 6.2 again, this means that the latter holds with s = log 1/(v − 2ε) for
any 0 < 2ε < v < min(exp(−K(r0+)) + 2ε, 1/2). Lemma 6.4 then implies that for any
m ≥ mε: √
log 1/v√
κK−1m (log 1/v)
≥
√
log 1/v
√
κ
(
K−1
(
log 11/2−ε
)
+K−1
(
log 1v−2ε
))
≥
√
log 1/v
√
κK−1
(
log 11/2−ε
)
+ 1√
δ0
√
log 1v−2ε
.
At this point we do not know that lims→log 2+K−1(s) = 0, but in any case the first term
in the denominator above is bounded. Therefore, for any 1 < δ1 < δ0, we may choose
v > 0 and ε = ε(v) > 0 small enough, so that the above expression is greater than
√
δ1.
Setting mv,δ1 = mε(v), the asserted claim follows.
This means that a uniform growth condition is satisfied by Km for sets of small
measure. Analyzing the proof of Theorem 1.2 for small sets, we conclude the following:
Corollary 6.6. Under our κ-convexity assumptions and the growth assumption (6.5):
∃δ1 > 1 ∃cδ1 > 0 ∃0 < λ1 < min(exp(−K(r0)), 1/2) ∃m1 ∀m ≥ m1
I˜m(λ1) ≥ cδ1λ1
log 1/λ1
K−1m (log 1/λ1)
≥ cδ1λ1
√
δ1κ
√
log 1/λ1 .
Proof. Let 1 < δ1 < δ0, and set cδ1 > 0 according to (5.6). According to the proof of
Theorem 1.2 (cases 2 and 3 of Subsection 5.1), which remains valid for a general non-
decreasing α by Lemma 6.2, in order to obtain the claimed lower bound on I˜m(λ1), we
need the growth condition log 1/v ≥ δ1κK−1m (log 1/v)2 to hold for v = λ1, λ1/2. Lemma
6.5 ensures that this happens for all m ≥ m1 with m1 = max(mλ1,δ1 ,mλ1/2,δ1). The
second inequality above follows from the same uniform upper bound on K−1m (log 1/λ1).
The proof of Theorem 1.2 for large sets (Subsection 5.2), where the estimates only
depend on K−1m (log 1/λ1) and K−1m (log 4), which are uniformly bounded from above by
Lemma 6.4, then gives:
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Proposition 6.7. Under our κ-convexity assumptions and the growth assumption (6.5):
∃cK,κ > 0 ∃0 < λ1 < min(exp(−K(r0)), 1/2) ∃m1
∀m ≥ m1 ∀v ∈ [λ1, 1/2] I˜m(v) ≥ cK,κ .
Consequently, Lemma 6.1 implies:
∀v ∈ (λ1, 1/2] I˜(v) ≥ cK,κ > 0 .
Recalling that an isoperimetric inequality always implies a concentration inequality,
as given by (1.1), we easily obtain:
Corollary 6.8. Under our κ-semi-convexity assumptions and the growth assumption
(6.5), K−1(s) is continuous at s = log 2, so lims→log 2+K−1(s) = 0.
Remark 6.9. Had we a-priori known that K(r) > log 2 for all r > 0, this conclusion
would immediately follow by showing that K(r) is continuous at r = 0, which is elemen-
tary. Our more complicated argument verifies this in a strong sense, by showing that
the derivative of K(r) at r = 0 must be strictly positive.
We can now claim:
Proposition 6.10. Theorem 1.2 holds without any smoothness assumptions.
Proof. An inspection of the proof of Theorem 1.2, valid under our additional smoothness
assumptions, gives for the space (Ω, d, µm):
I˜m(v) ≥ Jm,λ(v) ∀v ∈ [0, 1/2] ∀λ ∈ (0, 1/4] , (6.6)
where:
Jm,λ(v) :=


cδm(v)
v log 1/v
K−1m (log 1/v)
v ∈ [0, λ]
min
(
cδm(λ)
λ log 1/λ
K−1m (log 1/λ)
,
exp(−κ
2
R2m,λ)
4Rm,λ
)
v ∈ [λ, 1/2] ,
δm(u) := min
(
log 1/u
κK−1m (log 1/u)2
,
log 2/u
κK−1m (log 2/u)2
)
,
cδm(u) :=
e
16e + 2
(
1− 1
2δm(u)
)
,
and:
Rm,λ := K−1m (log 1/λ) +K−1m (log 4) .
Note that (6.6) is only meaningful when cδm(v) > 0 for all v ∈ (0, λ]. Since we assume
that K ≥ α, we will set K0 := α in the notations above, and reserve the subscript m = 0
to refer to this case. By Lemma 6.2, α−1 is always continuous from the right, and since
K−1 is continuous at log 2 by Corollary 6.8, it follows by Lemma 6.4 that:
lim
ε→0
lim inf
m→∞ inf|u−v|<ε
δm(u)
δ0(v)
≥ 1 , lim
ε→0
lim inf
m→∞ inf|u−v|<ε
K−10 (v)
K−1m (u)
≥ 1 .
Equivalence of Isoperimetry and Concentration 22
Consequently:
lim
ε→0
lim inf
m→∞ inf|u−v|<ε
R0,λ
Rm,λ
≥ 1 , lim
ε→0
lim inf
m→∞ inf|u−v|<ε
cδm(u)
cδ0(v)
≥ 1 .
Putting everything together, this implies that:
lim
ε→0
lim inf
m→∞ inf|u−v|<ε
Jm,λ(u) ≥ J0,λ(v) .
Lemma 6.1 therefore implies:
I(v) ≥ lim
ε→0
lim sup
m→∞
inf
|u−v|<ε
Im(u)
≥ lim
ε→0
lim inf
m→∞ inf|u−v|<ε
Jm,λ(u) ≥ J0,λ(v) .
It remains to choose λ = min(exp(−α(r0)), exp(− log 161−1/(2δ0)), 1/4) as in the proof of
Theorem 1.2, which ensures that δ0(v) ≥ δ0 > 1/2 for all v ∈ (0, λ] by our growth
condition (1.4), and hence cδ0(v) > 0 in that range. We thereby recover the result (5.12)
of Theorem 1.2, without any smoothness assumptions. The proof is complete.
7 Applications
In this section, we provide a couple of applications of Theorems 1.1 and 1.2, which
complete the picture we have chosen to depict in this work. We defer the description of
many other applications to [37, 38].
7.1 Any Concentration Implies Linear Isoperimetry
As an application of Theorem 1.1 and Proposition 3.1, we can immediately deduce the
Main Theorem of our previous work [34]. Our original approach involved many ingredi-
ents, such as semi-group gradient estimates following Bakry–Ledoux [2] and Ledoux [31],
a Paley–Zygmund type argument, and Theorem 3.2 on the concavity of the isoperimetric
profile I, which is based on an analysis of the second variation of area. The following
argument avoids all of these ingredients, simplifying the machinery underlying the proof.
Moreover, we obtain the following slightly stronger version:
Theorem 7.1. Assume that:
∃λ0 ∈ (0, 1/2) ∃r0 > 0 such that µ(A) ≥ 1/2⇒ 1− µ(Adr0) ≤ λ0 .
Then under our convexity assumptions on (Ω, d, µ):
I˜(v)
v
≥ kλ0
r0
∀v ∈ [0, 1/2] ,
for some constant kλ0 > 0 depending solely on λ0.
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This result for a small enough (non explicitly calculated) value of λ0 > 0 follows
from [34, Theorem 1.5 and Corollary 4.3]. We now see that any non-trivial uniform
concentration implies a linear isoperimetric inequality under our convexity assumptions.
Proof. We will provide a proof using our additional smoothness assumptions; the general
case follows by the arguments of Section 6. Note that our concentration assumption is
precisely that K(r0) ≥ log 1/λ0, implying by Lemma 6.2 that K−1(log 1/(λ0 + ε)) ≤ r0,
for any small ε > 0. According to Corollary 3.3, infv∈[0,1/2] I˜(v)/v = 2I(1/2), so it is
enough to obtain a lower bound on I(1/2). But this readily follows from Theorem 1.1,
since according to (4.4) or (4.5), setting λε = λ0 + ε, we have for any ε ∈ (0, 1/2 − λ0):
I˜(v)
v
≥ 2I(1/2) ≥ 2cλε
λε
1− λε
λε log 1/λε
K−1(log 1/λε) ≥ 2cλε
λε
1− λε
λε log 1/λε
r0
.
Taking the limit as ε tends to 0, we also obtain the formula for kλ0 .
7.2 Generalized Bobkov’s Isoperimetric Inequality
Let us see how Theorems 1.1 and 1.2 easily imply a generalized version of Bobkov’s
isoperimetric inequality (Corollary 1.3).
Proof of Corollary 1.3. The crucial yet elementary observation is that if β satisfies (1.8)
then:
K(r + β−1(log 2)) ≥ β(r) ∀r ≥ 0 . (7.1)
Indeed, set R := β−1(log 2) and denote Br := {x ∈ Ω; d(x, x0) < r}, so that µ(BR) ≥
1− exp(−β(R)) ≥ 1/2. Given any Borel subset A ⊂ Ω with µ(A) ≥ 1/2, we must either
have A∩BR 6= ∅ or ∂A∩∂BR 6= ∅ (the latter possibility follows since otherwise we would
conclude by compactness that µ(BR+ε) = 1/2 for some ε > 0, in contradiction to the
definition of R and our convention (6.2)). Therefore x0 ∈ AdR, hence Br ⊂ Adr+R, and
(7.1) immediately follows. Defining:
α(r) =
{
0 r ∈ [0, R]
β(r −R) r ∈ [R,∞) ,
we see that K ≥ α and that α satisfies a growth condition similar to that of β:
∃δ′0 > 1/2 ∃r′0 ≥ 0 ∀r ≥ r′0 α(r) ≥ δ′0κr2 ,
with say δ′0 =
1
4 +
δ0
2 and r
′
0 = max(r0, bδ0R) + R, where bδ0 depends solely on δ0.
Applying Theorems 1.1 or 1.2, and noting that the definition of α implies:
α−1(log 1/v) = β−1(log 1/v) + β−1(log 2) ≤ 2β−1(log 1/v) ∀v ∈ (0, 1/2] ,
the conclusion of the corollary immediately follows.
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8 Concluding Remarks
8.1 Global Vs. Local Convexity
It is not difficult to verify that all of our results remain valid when our notion of smooth
κ-semi-convexity is replaced by a slightly more general one: the measure µ is allowed
to be supported on a geodesically convex set Ω ⊂ (M,g) with C2 boundary, so that if
dµ = exp(−ψ)dvolM |Ω, then ψ ∈ C2(Ω) and Ricg +Hessgψ ≥ −κg on Ω. This follows
from the known results on orthogonality of the isoperimetric minimizers to the boundary
of Ω in this setting (see Gru¨ter [27] and also [34, Appendix A] for a generalization to the
case of a manifold-with-density). The geodesic convexity of Ω then implies that (Adt ∩Ω)\
A ⊂ Φ(∂rA× [0, t))∪ ∂sA for any isoperimetric minimizer A, where ∂rA and ∂sA denote
the regular and singular parts of ∂A respectively, and Φ(x, t) = expx(tν(x)) is the normal
map in the direction of the outer normal field ν. Consequently, the various versions of
the Heintze–Karcher theorem and Theorem 2.3 remain valid. The orthogonality to the
boundary also ensures that the formula for the first variation of area remains unaltered
and therefore so does Proposition 2.2 (see e.g. Sternberg–Zumbrun [45], Bayle–Rosales
[8]); on the other hand, the second variation in the presence of a boundary becomes even
more complicated. A tedious computation invoking the second variation demonstrates
(see Section 3 and the references therein) that Theorem 3.2 on the concavity of the
isoperimetric profile also remains valid in this setting.
The assumption of geodesic convexity is a global convexity assumption. This is one
drawback of using the Heintze–Karcher theorem compared to second variation of area
methods. The latter ones allow one to deduce a second order differential inequality on
the isoperimetric profile, just from a weaker local convexity assumption on the boundary
of Ω - the requirement that the second fundamental form on ∂Ω be non-negative (see
[45], [8] and [34, Appendix A]).
8.2 Constant Density Case
When µ has constant density and our smooth convexity assumptions are satisfied, one
may replace Theorem 2.1 by the classical Heintze–Karcher theorem in the derivation
of our results (as in Subsection 2.4, it still applies to non-entirely smooth isoperimetric
minimizers). This would lead to some slightly more refined versions of Theorems 1.1 and
1.2, recovering the correct behaviour of I˜(v) as v tends to 0, namely v
n−1
n , where n is
the dimension of the manifold M . We do not pursue this point here.
Let us only mention that the same argument as in Proposition 3.1 would imply that
I nn−1 (v)/v is non-increasing on (0, 1). In the range (0, 1/2], this was previously shown
by Gallot [22, Corollary 6.6] by an argument similar to ours, which in addition used
a comparison with a model space. This is also in agreement with the stronger result
known in this case [29, 8], stating that in fact I nn−1 is concave. In addition, when µ has
constant density, one may show that a similar lower bound to the one in the statement
of Theorem 7.1 holds for the ratio I˜(v)/v n−1n .
Equivalence of Isoperimetry and Concentration 25
8.3 Positive Curvature
It is also possible to obtain better estimates in the case κ = −ρ < 0, i.e. when:
Ricg +Hessgψ ≥ ρg , ρ > 0 . (8.1)
As described in the Introduction, this case has been extensively studied by many authors,
and many of the tools described in Section 2 have been used primarily to handle this
case. Gromov [25] treated (compact) manifolds with uniform density and Ricg ≥ ρg,
obtaining a sharp isoperimetric inequality generalizing that of P. Le´vy for the sphere.
By taking into account the diameter of the manifold, Be´rard–Besson–Gallot [9] were
able to further improve on Gromov’s estimate (and also treat the case ρ ≤ 0, deriving a
dimension dependent bound). This is roughly in the spirit of our idea - using information
from concentration inequalities (in this case, that K(r) = +∞ for all r greater than the
diameter) to obtain or improve isoperimetric inequalities.
Things become even more interesting when considering manifolds-with-density sat-
isfying (8.1). Bakry and E´mery [1] were the first to realize that the condition (8.1)
correctly captures the interplay between the geometry and the measure, and derived a
sharp log-Sobolev inequality in this case by using a corresponding diffusion semi-group.
This was substantially strengthened by Bakry and Ledoux [2], who obtained from (8.1)
a sharp Gaussian isoperimetric inequality by using the semi-group method together with
a functional form of the Gaussian isoperimetric inequality due to Bobkov [11]. In [13],
Bobkov was able to reproduce this result in the Euclidean setting by using a geomet-
ric localization technique, which does not seem to handle more general manifolds. An
elegant geometric proof of this inequality in the general manifold-with-density setting,
which in addition characterizes the equality cases, was recently obtained by Morgan
[42],[43, Chapter 18].
In many respects this is a satisfactory stopping point for the study of isoperimetric
inequalities on manifolds-with-density satisfying (8.1). But one may still wonder how
to combine (8.1) with additional information from concentration inequalities. This may
now be accomplished by repeating the relevant parts of the proofs of Theorems 1.1 and
1.2. Alternatively, as noted to us by one of the referees, if one does not care about ob-
taining the best possible numeric constants, one may simply superimpose the additional
concentration information with the concentration resulting from the Bakry–E´mery or
Bakry–Ledoux results above, and employ Theorem 1.1, since all the information given
by (8.1) will already be encoded in the resulting concentration inequality.
8.4 Dimension Dependence
Before concluding, we would like to explain our remark from the Introduction, regarding
the dimension dependence of all the previous results in the spirit of Corollary 1.3. These
results were derived under the smooth κ-semi-convexity assumptions, typically showing
that the weaker integrability condition:
Q :=
∫
Ω
exp(β(d(x, x0)))dµ <∞
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for some function β increasing to infinity, implies a corresponding isoperimetric inequal-
ity, with bounds depending on Q. Under the natural normalization that ‖ dµdvolM ‖
1/n
L∞
≤ C,
it is possible to show that Q must depend on the dimension n of the underlying manifold
M , rendering these results dimension dependent. Indeed, by the Markov–Chebyshev
inequality:
Q ≥ µ {x ∈ Ω; d(x, x0) ≥ R} exp(β(R)) ,
so one just needs to bound the measure of geodesic balls. But even in the case that µ has
constant density (as above) with respect to volM , Bishop’s volume-comparison theorem
[23] implies under our κ-semi-convexity assumptions that:
µ {x ∈ Ω; d(x, x0) ≤ R} ≤ CnVol(Sn−1)
∫ R
0
(
sinh(
√
κr)√
κ
)n−1
dr ,
where the integrand should be interpreted as rn−1 if κ = 0, and Vol(Sn−1) denotes the
Lebesgue measure of the n − 1 dimensional Euclidean unit sphere, which is known to
be of the order of n−
n−2
2 . Consequently, R must be at least of the order of log
√
nκ√
κ
for
κ ≫ 1/n and √n otherwise, to ensure that the measure of the ball of radius R is 1/2,
yielding a bad dimension dependent lower bound for Q.
References
[1] D. Bakry and M. E´mery. Diffusions hypercontractives. In Se´minaire de probabilite´s,
XIX, 1983/84, volume 1123 of Lecture Notes in Math., pages 177–206. Springer,
Berlin, 1985.
[2] D. Bakry and M. Ledoux. Le´vy-Gromov’s isoperimetric inequality for an infinite-
dimensional diffusion generator. Invent. Math., 123(2):259–281, 1996.
[3] D. Bakry, M. Ledoux, and Z. Qian. Logarithmic Sobolev inequalities, Poincare´
inequalities and heat kernel bounds. Unpublished manuscript, 1997.
[4] F. Barthe. Levels of concentration between exponential and Gaussian. Ann. Fac.
Sci. Toulouse Math. (6), 10(3):393–404, 2001.
[5] F. Barthe and A. V. Kolesnikov. Mass transport and variants of the logarithmic
Sobolev inequality. J. Geom. Anal., 18(4):921–979, 2008.
[6] C. Bavard and P. Pansu. Sur le volume minimal de R2. Ann. Sci. E´cole Norm.
Sup., 19(4):479–490, 1986.
[7] V. Bayle. Proprie´te´s de concavite´ du profil isope´rime´trique et applications. PhD
thesis, Institut Joseph Fourier, Grenoble, 2004.
[8] V. Bayle and C. Rosales. Some isoperimetric comparison theorems for convex bodies
in Riemannian manifolds. Indiana Univ. Math. J., 54(5):1371–1394, 2005.
[9] P. Be´rard, G. Besson, and S. Gallot. Sur une ine´galite´ isope´rime´trique qui ge´ne´ralise
celle de Paul Le´vy-Gromov. Invent. Math., 80(2):295–308, 1985.
[10] S. Bobkov. Extremal properties of half-spaces for log-concave distributions. Ann.
Probab., 24(1):35–48, 1996.
Equivalence of Isoperimetry and Concentration 27
[11] S. G. Bobkov. A functional form of the isoperimetric inequality for the Gaussian
measure. J. Funct. Anal., 135(1):39–49, 1996.
[12] S. G. Bobkov. Isoperimetric and analytic inequalities for log-concave probability
measures. Ann. Probab., 27(4):1903–1921, 1999.
[13] S. G. Bobkov. A localized proof of the isoperimetric Bakry-Ledoux inequality and
some applications. Teor. Veroyatnost. i Primenen., 47(2):340–346, 2002.
[14] E. Bombieri, E. De Giorgi, and E. Giusti. Minimal cones and the Bernstein problem.
Invent. Math., 7:243–268, 1969.
[15] Ch. Borell. The Brunn–Minkowski inequality in Gauss spaces. Inventiones Mathe-
maticae, 30:207–216, 1975.
[16] Yu. D. Burago and V. A. Zalgaller. Geometric inequalities, volume 285 of
Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Math-
ematical Sciences]. Springer-Verlag, Berlin, 1988.
[17] P. Buser. A note on the isoperimetric constant. Ann. Sci. E´cole Norm. Sup. (4),
15(2):213–230, 1982.
[18] E. A. Carlen and C. Kerce. On the cases of equality in Bobkov’s inequality and Gaus-
sian rearrangement. Calc. Var. Partial Differential Equations, 13(1):1–18, 2001.
[19] X. Chen and F.-Y. Wang. Optimal integrability condition for the log-Sobolev in-
equality. Q. J. Math., 58(1):17–22, 2007.
[20] A. Ehrhard. E´le´ments extre´maux pour les ine´galite´s de Brunn-Minkowski gaussi-
ennes. Ann. Inst. H. Poincare´ Probab. Statist., 22(2):149–168, 1986.
[21] H. Federer. Geometric measure theory. Die Grundlehren der mathematischen Wis-
senschaften, Band 153. Springer-Verlag New York Inc., New York, 1969.
[22] S. Gallot. Ine´galite´s isope´rime´triques et analytiques sur les varie´te´s riemanniennes.
Aste´risque, (163-164):31–91, 1988. On the geometry of differentiable manifolds
(Rome, 1986).
[23] S. Gallot, D. Hulin, and J. Lafontaine. Riemannian geometry. Universitext.
Springer-Verlag, Berlin, third edition, 2004.
[24] E. Giusti. Minimal surfaces and functions of bounded variation, volume 80 ofMono-
graphs in Mathematics. Birkha¨user Verlag, Basel, 1984.
[25] M. Gromov. Paul Le´vy’s isoperimetric inequality. preprint, I.H.E.S., 1980.
[26] M. Gromov. Metric structures for Riemannian and non-Riemannian spaces, volume
152 of Progress in Mathematics. Birkha¨user Boston Inc., Boston, MA, 1999.
[27] M. Gru¨ter. Boundary regularity for solutions of a partitioning problem. Arch.
Rational Mech. Anal., 97(3):261–270, 1987.
[28] E. Heintze and H. Karcher. A general comparison theorem with applications to
volume estimates for submanifolds. Ann. Sci. E´cole Norm. Sup. (4), 11(4):451–470,
1978.
[29] E. Kuwert. Note on the isoperimetric profile of a convex body. In Geometric analysis
and nonlinear partial differential equations, pages 195–200. Springer, Berlin, 2003.
[30] M. Ledoux. The concentration of measure phenomenon, volume 89 of Mathematical
Surveys and Monographs. American Mathematical Society, Providence, RI, 2001.
Equivalence of Isoperimetry and Concentration 28
[31] M. Ledoux. Spectral gap, logarithmic Sobolev constant, and geometric bounds.
In Surveys in differential geometry. Vol. IX, pages 219–240. Int. Press, Somerville,
MA, 2004.
[32] M. Lee. Isoperimetric regions in spaces. Bachelor’s degree thesis, Williams College,
Williamstown, MA, 2006.
[33] E. Milman. On the role of convexity in functional and isoperimetric inequalities.
Proc. London Math. Soc., 99(3):32–66, 2009.
[34] E. Milman. On the role of convexity in isoperimetry, spectral-gap and concentration.
Invent. Math., 177(1):1–43, 2009.
[35] E. Milman. Uniform tail-decay of Lipschitz functions implies Cheeger′s isoperimetric
inequality under convexity assumptions. C. R. Math. Acad. Sci. Paris, 346:989–994,
2008.
[36] E. Milman. Concentration and isoperimetry are equivalent assuming curvature lower
bound. C. R. Math. Acad. Sci. Paris, 347:73–76, 2009.
[37] E. Milman. Properties of Isoperimetric, Functional and Transport-Entropy Inequal-
ities Via Concentration. http://arxiv.org/abs/0909.0207, 2009.
[38] E. Milman. Optimal isoperimetric, log-Sobolev and spectral gap inequalities on
compact manifolds with density. in preparation, 2009.
[39] E. Milman and S. Sodin. An isoperimetric inequality for uniformly log-concave
measures and uniformly convex bodies. J. Funct. Anal., 254(5):1235–1268, 2008.
[40] V. D. Milman. The heritage of P. Le´vy in geometrical functional analysis.
Aste´risque, (157-158):273–301, 1988. Colloque Paul Le´vy sur les Processus Stochas-
tiques (Palaiseau, 1987).
[41] F. Morgan. Regularity of isoperimetric hypersurfaces in Riemannian manifolds.
Trans. Amer. Math. Soc., 355(12):5041–5052 (electronic), 2003.
[42] F. Morgan. Manifolds with density. Notices Amer. Math. Soc., 52(8):853–858, 2005.
[43] F. Morgan. Geometric measure theory. Elsevier/Academic Press, Amsterdam,
fourth edition, 2009. A beginner’s guide.
[44] F. Morgan and D. L. Johnson. Some sharp isoperimetric theorems for Riemannian
manifolds. Indiana Univ. Math. J., 49(3):1017–1041, 2000.
[45] P. Sternberg and K. Zumbrun. On the connectivity of boundaries of sets minimizing
perimeter subject to a volume constraint. Comm. Anal. Geom., 7(1):199–220, 1999.
[46] V. N. Sudakov and B. S. Cirel′son [Tsirelson]. Extremal properties of half-spaces
for spherically invariant measures. Zap. Naucˇn. Sem. Leningrad. Otdel. Mat. Inst.
Steklov. (LOMI), 41:14–24, 165, 1974. Problems in the theory of probability distri-
butions, II.
[47] F.-Y. Wang. Logarithmic Sobolev inequalities on noncompact Riemannian mani-
folds. Probab. Theory Related Fields, 109(3):417–424, 1997.
[48] F.-Y. Wang. Logarithmic Sobolev inequalities: conditions and counterexamples. J.
Operator Theory, 46(1):183–197, 2001.
