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Abstract
The two most extended density-based approaches to clustering are surely mixture model
clustering and modal clustering. In the mixture model approach, the density is repre-
sented as a mixture and clusters are associated to the different mixture components.
In modal clustering, clusters are understood as regions of high density separated from
each other by zones of lower density, so that they are closely related to certain regions
around the density modes. If the true density is indeed in the assumed class of mixture
densities, then mixture model clustering allows to scrutinize more subtle situations than
modal clustering. However, when mixture modeling is used in a nonparametric way,
taking advantage of the denseness of the sieve of mixture densities to approximate any
density, then the correspondence between clusters and mixture components may become
questionable. In this paper we introduce two methods to adopt a modal clustering point
of view after a mixture model fit. Numerous examples are provided to illustrate that
mixture modeling can also be used for clustering in a nonparametric sense, as long as
clusters are understood as the domains of attraction of the density modes.
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21 Introduction
Classical clustering algorithms are mainly based on inter-point distances (e.g., hierarchical
clustering) or on partitioning the space around a pre-fixed number of central points (these
are usually called partitioning methods, and include K-means clustering, for instance). In
the recent times, however, there is a growing body of researchers that advocate that “density
needs to be incorporated in the clustering procedures” (Carlsson and Me´moli, 2013).
Two very different density-based approaches to clustering are mixture model clustering
(Fraley and Raftery, 2002) and clustering based on high density regions (Hartigan, 1975).
The former, in a parametric context, starts by modeling the distribution density f as a
mixture of densities in a pre-specified parametric family, that is, f(x) =
∑G
g=1 pigfg(x)
where the mixing weights pig > 0 are such that
∑G
g=1 pig = 1 and the density components
f1, . . . , fG can be written as f0(x|θ1), . . . , f0(x|θG) for a fixed parametric distribution f0(x|θ)
and different parameter values θ1, . . . , θG. If this mixture model is identifiable, it seems
natural to associate different clusters to each of the distribution components. In practice, a
density estimate f̂ within this model is obtained by estimating the parameters and mixing
weights by maximum likelihood, and selecting the number of components using the Bayesian
information criterion (BIC) (again, details can be found in Fraley and Raftery, 2002),
leading to f̂(x) =
∑Ĝ
g=1 pigf0(x|θ̂g). Then, through Bayes theorem, any point x in the space
can be assigned to the component that makes it more probable by looking at the value of
g ∈ {1, . . . , Ĝ} that maximizes pigf0(x|θ̂g).
The principles of clustering based on high density regions are quite different. In this
context, clusters are understood as regions of tight concentration of probability mass, sepa-
rated by each other by regions where the probability mass is more dispersed. There are two
ways to formalize this. Hartigan (1975) proposed to focus on the region where the density
is above some pre-specified level (density level sets) and defined clusters as the connected
components of this region. This clearly captures the notion of a high density region (the
density must be above some level) separated by regions of lower density (this happens where
the region consists of more than one connected component). The main disadvantages of this
definition are: first, since it concerns the region where the density is above some level, it
may leave a substantial number of points with no cluster assigned; second, the whole cluster
structure of the distribution may not be noticeable at a fixed, single level (see, for instance,
Figure 1 in Rinaldo et al., 2012); and third, the obtention of the connected components of a
density level set is not a computationally easy task (see Cuevas, Febrero and Fraiman, 2001,
or Azzalini and Torelli, 2007). The first and second issues can be amended by considering
the cluster tree (Stuetzle, 2003), which represents how the density level clusters evolve as
the level varies (in a close connection to persistent homology techniques, see Edelsbrunner
and Harer, 2008). This solution, unfortunately, emphasizes the aforementioned computa-
tional issue, since the construction of the cluster tree involves computing the connected
3components of not just one, but several density level sets.
An alternative formalization of high density clusters is through Morse theory tools.
Clusters are defined as the domains of attraction of the density modes; i.e., a cluster is made
of all the points that are eventually taken to a given local maximum of the density, when
moved through the flow line defined by the density gradient field (Chaco´n, 2015). Having the
clusters closely connected to the density modes, this approach is commonly known as modal
clustering. It is related to, but different from the notion based on the connected components
of density level sets, and avoids the above noted drawbacks of the latter. This definition
results in a partition of the whole space into clusters, provided the density is sufficiently
regular, with the boundaries of the partition components made of density valleys (regions of
lower density), it does not require the choice of a level parameter and it is computationally
tractable though the adaptation of numerical optimization methods to this setting, such as
the mean shift algorithm (Fukunaga and Hostetler, 1975), a variant of the gradient ascent
algorithm for function maximization.
Any of the two high density clustering approaches is described above in population
terms, that is, in terms of the true density f . If a d-variate sample X1, . . . , Xn from f is
given, then empirical, data-based clusters are obtained by replacing the unknown underlying
density by a density estimate f̂ . Since no parametric model is assumed in this setting, it
is common to adopt a nonparametric viewpoint here and use a kernel density estimator
f̂h(x) = n
−1∑n
i=1Kh(x−Xi), where the kernel K is a unimodal, radially symmetric density,
the bandwidth h is a positive number and the notation Kh(x) = K(x/h)/h
d represents the
scaled kernel.
This paper explores a new methodology that arises as a blend of the two previous
density-based clustering schemes. There are two possibilities for this blending. As a first
option, noting that the kernel density estimator is a mixture density itself, one could try to
apply mixture model clustering to such particular mixture density estimator. However, this
makes little sense, since following the principles of mixture model clustering would lead us
to declare that each of the n “mixture components” Kh(x −Xi) forms a separate cluster,
which besides contains a single data point (Xi). The second possibility, the other way
round, involves applying the modal clustering methodology when the density estimate is
obtained as the result of fitting a mixture model to the data, and indeed this makes perfect
sense.
So, the main goal of this paper is to illustrate how the principles of modal clustering can
be combined with mixture modeling. A related recent paper by Scrucca (2016) precisely
shows how this can be done when high density clusters are understood as connected com-
ponents of density level sets. Here, on the contrary, we focus on the notion of high density
clusters as domains of attraction of the density modes, expanding on some ideas previously
presented in Chaco´n (2012). Even if the two methodologies lead to very similar results in
practice, the main advantage of the latter is that it is much simpler from a computational
4Figure 1: Bivariate trimodal 3-component normal mixture density. Left, normal mixture
model clustering. Right, modal clustering. The boundaries of the modal clusters are nec-
essarily perpendicular to the contour lines, since they are flow lines of the gradient field.
point of view, especially for high dimensional data.
The rest of the paper is organized as follows. In Section 2, both approaches, mixture
model clustering and modal clustering, are compared to each other, and the pros and the
cons of the two methodologies are exemplified through the analysis of synthetic and real
data sets. In Section 3, two methods are introduced with the aim of producing a clustering
from a modal point of view, but starting from a mixture model fit. Both methods rely on
the use of the mean shift algorithm for normal mixture densities, and a new representation
of this algorithm as a quasi-Newton optimization method is provided. Section 4 includes
two more synthetic examples that show that it is possible to get close to the population
modal clustering even if the starting point is a mixture density estimate. The paper finishes
with a discussion section, posing some related open problems for future research.
2 Mixture model clustering versus modal clustering
In principle, mixture model clustering and modal clustering aim at very different goals.
It is not that one of these views is right and the other one is wrong. They just seek
after different notions of cluster. And in fact, the two clusterings look very similar in “non-
problematic” situations, that is, when different mixture components correspond to different,
well-separated unimodal distributions. As an example, Figure 1 shows a bivariate trimodal
3-component normal mixture density, with the population clusters depicted according to
mixture model clustering (left) and modal clustering (right).
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Figure 2: Two examples of 2-component Gaussian mixture densities. The black line is the
mixture density, the red and blue lines are the (weighted) density components, and the
bottom line represents with the corresponding colors the mixture model clusters defined by
the density components.
Differences arise precisely when there is not a one-to-one correspondence between mix-
ture components and density modes. Consider the class P0 ≡ P(f0) of finite mixture
distributions based on a fixed parametric distribution f0(·|θ).
If the true distribution of the data is indeed in P0, then mixture model clustering allows
to distinguish more subtle situations than modal clustering. For instance, it notices when
there are two populations with the same center but different dispersion, or even different
centers, but close enough to result in a unimodal distribution. The left and right panels of
Figure 2, respectively, represent these two scenarios. Modal clustering, on the contrary, only
observes the overall resulting density (not its components) and since the two components
are not sufficiently separated, it cannot detect two separate groups and notices only one
cluster in these distributions.
Nevertheless, since the class P0 is dense in the set of all density functions under the
L1 metric (see, e.g., Li and Barron, 2000), in fact mixture modeling can be used in a
nonparametric way to estimate any density, either belonging to P0 or not (Priebe, 1994).
However, even if mixture modeling is thus useful for nonparametric density estimation,
mixture model clustering should be used with caution when the true distribution of the
data does not belong to the class P0 employed to estimate the density, because in this case,
it may be misleading to identify mixture components with clusters (Hennig, 2010).
For example, Figure 3 shows a bivariate skew-normal distribution and a normal mixture
density estimate based on a sample of size n = 500. The density estimate is reasonably
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Figure 3: Normal mixture model clustering applied to a skew-normal distribution. Top left,
true distribution. Top right, normal mixture density estimate based on a sample of size
n = 500, represented in the bottom left picture. Bottom right: mixture model clustering,
showing three clusters, as three normal components are needed to model the skew-normal
distribution from this sample.
close to the true density, but for that it is necessary to use a 3-component normal mixture.
A blind application of mixture model clustering would result in a partition of the data
into 3 clusters. But that seems quite artificial, since the same data are best fit using a
single-component skew-normal mixture density (Lin, 2009). In this case, adopting a modal
clustering perspective after normal mixture density estimation yields one cluster, since the
obtained density estimate is unimodal.
Another classical real data example where a similar situation occurs is the Old Faithful
data set (Azzalini and Bowman, 1990), which records the variables “eruption time” and
“waiting time” regarding n = 272 eruptions of the Old Faithful geyser in Yellowstone
National Park. As noted in Scrucca (2016), normal mixture density estimation results in a
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Figure 4: Old Faithful data example. Left, data set and normal mixture clustering. Right,
normal mixture density estimate.
3-component mixture for this data set, albeit the density estimate only shows two separate
regions of high density (see Figure 4). Indeed if the more general class of skew-normal
mixture densities is employed, then the best fit is obtained using only two components.
A solution frequently proposed in the literature to amend this problem is to “merge”
some components into the same cluster. The exhaustive paper by Hennig (2010) provides
an excellent review and comparison of the existing techniques to date, including some based
on modality arguments. One of the proposals examined in this paper (Method 1 below)
is indeed a further addition to this list, with a view towards simplicity and computational
easiness.
In all the previous examples the disagreement between mixture model clustering and
modal clustering is mainly due to the fact that the number of components is greater than
the number of modes. This seems to be the most common case in practice. However, it
is worth mentioning that the opposite situation may also occur; that is, a 2-component
mixture may have more than two modes. These examples, however, appear to be quite less
frequent in practice, and to produce them a thorough search of the mixture parameters is
needed. Figure 5 shows a 2-component normal mixture density with three modes (left) and
a 3-component isotropic normal mixture with four modes (right), as exposed in Ray and
Lindsay (2005) and Carreira-Perpin˜a´n and Williams (2003b), respectively. For the second
example, this phenomenon occurs only for a small range of values of the scale parameter of
the isotropic components (see also Edelsbrunner, Fasy and Rote, 2013).
For the class of normal mixture densities, the number of extra modes is quite controlled,
since Carreira-Perpin˜a´n and Williams (2003a) showed that for d = 1 the number of modes
cannot be larger than the number of components, and for d > 2 Ray and Ren (2012) showed
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Figure 5: Two normal mixture densities with more modes than components.
that a d-variate 2-component normal mixture can have at most d+ 1 modes. However, for
mixture densities based on a distribution different from the normal one, the situation can
get much more complicated and more bizarre examples can be found, as shown in Walther
(2003). For this reason, we concentrate on normal mixture densities henceforth.
3 Modal clustering after mixture modeling
As announced in the previous sections, the goal of this paper is to illustrate how modal
clustering can be applied after mixture model density estimation. For the reasons explained
above, the density estimation step will be performed within the class of normal mixture
distributions. That is, as a first step, by applying the expectation maximization (EM)
algorithm to find the maximum likelihood estimates of the parameters and mixing weights,
and the BIC to select the number of components (see Fraley and Raftery, 2002, for details),
a density of the type f̂(x) =
∑Ĝ
g=1 pigφ(x|µ̂g, Σ̂g) is fitted to the data X1, . . . , Xn. Here,
φ(x|µ,Σ) = (2pi)−d/2|Σ|−1/2 exp{− 12(x− µ)>Σ−1(x− µ)}
is the density of the N(µ,Σ) distribution.
In a second step, since the density estimate f̂ is a normal mixture density, we can make
use of specifically designed mode-finding algorithms to investigate its modality features (see
Carreira-Perpin˜a´n, 2000). This is the main difference with the proposal in Scrucca (2016):
while modal clustering based on connected components density level sets involve a high
computational load, hindered by the need to compute the Delaunay triangulation of the
data points, the mean-shift algorithm or one of its accelerated variants (Carreira-Perpin˜a´n,
2006, 2007) provides an efficient tool to perform modal clustering analysis from a normal
mixture density estimate, even in high dimensions.
9Depending on how we use the mean shift algorithm, it leads to two different modal
clustering methods after mixture model density estimation: on one hand, a method for
merging components, quite naive but extremely fast even for in high dimensional data; and,
on the other hand, a clustering method that does not necessarily coincide with a merging
of the mixture components.
3.1 The non-isotropic mean shift algorithm as a quasi-Newton optimiza-
tion method
First we derive the formulation of the mean shift algorithm for a normal mixture density.
The gradient of a normal mixture density f(x) =
∑G
g=1 pigφ(x|µg,Σg) with respect to x
is easily shown to be
Df(x) =
G∑
g=1
pigφ(x|µg,Σg)Σ−1g (µg − x), (1)
so to find the critical points of f we would solve Df(x) = 0 for x to obtain x = T (x) with
T (x) =
{ g∑
g=1
pigφ(x|µg,Σg)Σ−1g
}−1 G∑
g=1
pigφ(x|µg,Σg)Σ−1g µg. (2)
Thus, from any initial point y0 ∈ Rd, a sequence {yj}∞j=1 to approximate the critical points
numerically can be iteratively constructed by setting yj+1 = T (yj), as in Carreira-Perpin˜a´n
(2000). Li, Hu and Wu (2007) showed, under mild conditions, that the sequence {yj}∞j=1 is
convergent for any initial y0 (see also Aliyari Ghassabeh, 2015, and references therein).
The mean shift algorithm (Fukunaga and Hostetler, 1975) was initially motivated as a
gradient clustering algorithm, by application of a (normalized) gradient ascent maximization
algorithm to an arbitrary initial point y0, to obtain a sequence yj+1 = yj + ajDf(yj)/f(yj)
for some step size aj > 0. Arias-Castro, Mason and Pelletier (2016) showed not only that
the resulting mean shift sequence converges to a mode of f , but also that the polygonal line
defined by linear interpolation of two consecutive steps provides a consistent estimator of
the flow lines of the density gradient field.
Next we show that the previous iterative scheme yj+1 = T (yj) can also be obtained as
a quasi-Newton optimization method of the form yj+1 = yj +BjDf(yj)/f(yj) for a positive
definite matrix Bj , which makes it closer to the original mean shift idea. Starting from
(1) and considering the weights wg(x) = pigφ(x|µg,Σg)/f(x), which are positive and add
to one (in fact, wg(x) can be recognized as the a posteriori probability of the g-th mixture
component, given x), reasoning as in Comaniciu (2003) it is clear that
Df(x)/f(x) =
G∑
g=1
wg(x)Σ
−1
g µg − Σ(x)−1x,
where Σ(x) = {∑Gg=1wg(x)Σ−1g }−1 is a weighted harmonic mean of the variance matrices
of the normal mixture. Therefore, by taking Bj = Σ(yj) it follows that T (yj) = yj +
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BjDf(x)/f(x), and hence the iterative scheme yj+1 = T (yj) can also be seen as a quasi-
Newton maximization algorithm.
In the isotropic case, multiplication by the matrix Bj is simplified to multiplication by a
constant aj , so the procedure has the form of a gradient ascent algorithm, as in the original
formulation of the mean shift algorithm.
3.2 The two methods
After fitting a normal mixture density f̂(x) =
∑Ĝ
g=1 piφ(x|µg,Σg) to the data, there are two
possibilities to obtain a modal clustering:
3.2.1 Method 1: modal merging of mixture components
The Ĝ whole-space clusters obtained from the normal mixture fit are Ĉ1, . . . , ĈĜ, where
Ĉg =
{
x ∈ Rd : pigφ(x|µ̂g, Σ̂g) ≥ pijφ(x|µ̂j , Σ̂j), ∀j 6= g
}
(3)
for g = 1, . . . , Ĝ. If the goal is just to cluster the data set X1, . . . , Xn, then each of this
data points should be assigned to the cluster Ĉg where it belongs.
But, as it was illustrated in Section 2, it could happen that two or more of these clusters
represent in fact a single unimodal distribution. So in that case, from a modal clustering
point of view, it would be advisable to merge into a single cluster all the components that
give rise to the same unimodal distribution. This is easy to do with the naked eye, after
plotting the resulting density estimate, if the data dimension is one or two. But for higher
dimensional data it is necessary to have an automated algorithm to do so.
In Hennig (2010), two methods are proposed to achieve this goal, based on the concept
of ridgeline introduced in Ray and Lindsay (2005). They consist in examining if every
posible pair of fitted mixture components leads to a unimodal distribution or not (in the
second method, a tuning parameter is introduced to allow merging two components even if
the resulting mixture is not unimodal, provided the valley in the ridgeline that identifies the
two modes is not too deep). A disadvantage of this methodology, as noted by the author,
is that since the comparisons are made two by two components, it induces a hierarchical
merging that may cause trouble when the algorithm is re-run again to look for further
mergings.
From a slightly different point of view, notice that if the mixture of two or more com-
ponents result in a unimodal density region, then their means belong to the domain of
attraction of that same mode (because if one belonged to the domain of attraction of an-
other mode, there should be a valley in the density separating it from the other components,
and then their mixture could not be unimodal). Therefore, our proposal for merging based
on modal clustering is to apply the mean shift method in Section 3.1 starting from each of
the estimated component means µ̂1, . . . , µ̂Ĝ, and merge all the components whose estimated
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means converge to the same mode of f̂ . In contrast with the methods based on the ridgeline,
here the merging process is not pairwise nor hierarchical; rather, all the components are
dealt with at the same time. As a result we obtain a new clustering C˜1, . . . , C˜M̂ , where M̂
is the number of modes of f̂ and C˜m is made of the union of those clusters out of Ĉ1, . . . , ĈĜ
whose component means converge to the m-th mode of f̂ . The whole process is summarized
in Algorithm 1.
Algorithm 1: Modal merging of mixture components
Input : data X1, . . . , Xn
Output: clustering C˜1, . . . , C˜M̂ , where M̂ is the number of estimated modes
1. Fit a normal mixture f̂ to the data
2. Find the mixture component clusters Ĉ1, . . . , ĈĜ, defined as in (3)
3. Run the mean shift algorithm with all the estimated component means µ̂1, . . . , µ̂Ĝ as
initial values
4. Build up C˜m as the union of those clusters out of Ĉ1, . . . , ĈĜ whose component mean
converges to the m-th mode of f̂ , for m = 1, . . . , M̂
The merging stage of the previous algorithm is simple and fast. Notice that once the
mixture density is fitted, the mean shift algorithm only needs to be run with Ĝ initial values,
the estimated component means, which besides are typically not far from the modes (Ray
and Lindsay, 2005). As a consequence, convergence is guaranteed after a reasonably small
number of iterations, even in high dimensions.
3.3 Method 2: modal clustering of the mixture density estimate
The second proposal to perform modal clustering after normal mixture modeling is not
inspired by component merging. Instead, in a more straightforward manner, it consists
in obtaining the clusters as the domains of attraction of the modes of the fitted normal
mixture f̂ . To be precise, consider the integral curve γ̂x : R→ Rd to be the solution of the
initial value problem
γ̂′x(t) = Df̂
(
γ̂x(t)
)
, γ̂x(0) = x.
Then, as in Chaco´n (2015), define the whole-space clustering associated to f̂ as the partition
of the space with clusters D˜1, . . . , D˜M̂ , given by
D˜m =
{
x ∈ Rd : lim
t→∞ γ̂x(t) = τ̂m
}
(4)
for m = 1, . . . , M̂ , where τ̂1, . . . , τ̂M̂ are the modes of f̂ . In practice, again we use the mean
shift algorithm described in Section 3.1, and its consistency as an estimator of the gradi-
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ent flow lines (Arias-Castro, Mason and Pelletier, 2016), to approximate limt→∞ γ̂x(t) ≈
limj→∞ yj , where yj+1 = T̂ (yj) with initial y0 = x, and T̂ the same as in (2), but with the
parameters replaced by their estimates. See Algorithm 2.
Algorithm 2: Modal clustering with a mixture density estimate
Input : data X1, . . . , Xn
Output: clustering D˜1, . . . , D˜M̂ , where M̂ is the number of estimated modes
1. Fit a normal mixture f̂ to the data
2. Use the iterative process yj+1 = T̂ (yj) to approximate the modal clusters
D˜1, . . . , D˜M̂ defined as in (4)
This second option is more meaningful from a modal clustering perspective, since instead
of merging mixture component clusters, it is based on directly identifying the modal clusters
of f̂ . Yet, another difference is that it could have a higher computational cost. For instance,
if the goal (as usual) is to cluster only the data X1, . . . , Xn, then the mean shift algorithm
has to be run with all this data points in the role of the initial value y0, whereas for
Algorithm 1 the mean shift procedure is applied only to the Ĝ estimated component means
as initial values, and in practice we usually have Ĝ n.
3.4 Comparing the two methods
As shown in Figure 1 in population terms, mixture modal clustering and modal clustering
result in different whole-space partitions, even if the number of components equals the
number of modes. These partitions, however, are usually similar, so we can expect to
observe an analogous phenomenon when working with a real data set.
Here, for illustration, we compare the results of Method 1 and Method 2 on a real data
set. We use part of a big data set introduced in the study Brinkman et al. (2007) of the
Graft-versus-Host disease (GvHD). Different techniques to analyze these data have been
proposed (Duong, Cowling, Koch and Wand, 2008, Lo, Brinkman and Gottardo, 2008, Lin,
Ho and Lee, 2014), including a method to merge normal mixture components (Baudry et
al., 2010).
This data set contains measures obtained from flow cytometry techniques applied on two
groups of patients, one group suffering the disease and a control group. We focus on four
biomarker variables, namely, CD4, CD8β, CD3, and CD8, included in the package mclust
in R (Fraley, Raftery and Scrucca, 2016). For the sake of brevity we use only the data
from the GvHD-positive patients. Moreover, following Lo, Brinkman and Gottardo (2008)
a sub-sample called CD3+ is extracted by taking only the data assigned to components
whose mean in the CD3 dimension is above 280 in a preliminary mixture fit. Finally, the
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Figure 6: GvHD data set. Left, normal mixture fit with modal merging. Right, modal
clustering on the normal mixture fit.
variables CD4 and CD8β corresponding to the resulting sub-sample are used to build a
clustering using Methods 1 and 2 as described above.
Figure 6 shows the result of the application of the two methods. The normal mixture
fit obtained after the EM-BIC algorithm has 7 components and 6 modes. These 6 modes
are in concordance with the manual analysis of Brinkman et al. (2007), who suggested that
the CD3+ cells could be divided into 6 cell sub-populations. Two of those 7 components
are needed to approximate the bottom rightmost modal group, and Method 1 effectively
merges these two components to obtain the clustering shown on the left picture of Figure
6. If, instead, Method 2 is applied to obtain the modal clustering associated to the normal
mixture fit, then the result is the clustering shown on the right picture of Figure 6. Again,
as anticipated above, both clusterings look very similar, with the most noteworthy visual
difference being that the boundaries of the modal clustering are perpendicular to the density
contour lines; this is something that does not occur for the modal merging solution.
4 Additional examples
Finally, we provide further illustration of the practical performance of the proposed meth-
ods by studying two additional synthetic examples where the population modal clustering
(which is fully available in this simulation setting) differs by much from the mixture model
clustering solution. In spite of that disagreement, performing modal clustering after a nor-
mal mixture fit is still able to recover the modal structure of the distribution in these cases.
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Ĝ 5 6 7 8 9 10 11 12
Freq. 0.02 0.06 0.09 0.26 0.25 0.23 0.07 0.02
Table 1: Distribution of Ĝ selected by the BIC along 100 simulation runs from the normal
mixture distribution with overlapping components (n = 2000).
4.1 Overlapping components
For the first simulated example we drew a sample of size n = 2000 from the normal mixture
with overlapping components introduced in (Baudry et al., 2010, Section 4.1). This is a
6-component normal mixture with 4 modes. Two of the modes are associated with two
corresponding unimodal distributions with elipsoidal contours, while the other two modes
are related to two, less usual, unimodal distributions with cross-shaped contours. The mix-
ing proportions, means and variances defining this distribution, as extracted from Baudry
(2010, Appendix A.2), are
pi1 = pi2 = pi3 = pi4 = 0.2, pi5 = pi6 = 0.1,
µ1 = (0, 0), µ2 = (8, 5), µ3 = µ4 = (1, 5), µ5 = µ6 = (8, 0),
Σ1 = RAR
>, Σ2 = R>AR, Σ3 = B, Σ4 = A, Σ5 = B, Σ6 = A,
where A =
(
1 0
0 0.1
)
, B =
(
0.1 0
0 1
)
and R = 12
(
1 −√3√
3 1
)
.
As in Baudry et al. (2010), only the results for one particular sample from this distri-
bution are shown here for illustration purposes. However, these results represent in a sense
the average situation arising from this distribution. For instance, the number of compo-
nents fitted by the BIC for this particular sample was Ĝ = 9, and the average number of
components along 100 simulations runs of the same setup was 8.73; see Table 1.
As the true distribution is known in this example, it is possible to obtain the true modal
clustering, as defined in (4), but with respect to the true parameters. This is shown in the
top left plot of Figure 7. Top right picture shows the data points, the normal mixture density
estimate and the modal clustering obtained through Method 2. It is visually apparent that
the mixture fit produces a quite accurate density estimate. The bottom left picture of
Figure 7 shows the clustering into 9 groups resulting from identifying clusters with mixture
components, and the bottom right picture depicts how merging these 9 groups leads to
4 clusters after applying Method 1. Again, the two methods produce different but very
similar clusterings, which in turn are also very close to the true population goal.
4.2 Broken ring distribution
As a second example we explore a distribution with five modal clusters, the broken ring
distribution described in Chaco´n and Duong (2013, Section 5.1). This distribution has a
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Figure 7: Normal mixture with overlapping components. Top left, true modal clustering
and true density contours. Top right, modal clustering on the normal mixture fit using
Method 2. Bottom left, mixture model clustering with G = 9 components. Bottom right,
modal merging of the mixture components using Method 1.
spherical bump in the middle, surrounded by four crescent-shaped clusters with different
orientation.
As in the previous example, the true modal clustering is shown in the top left plot of
Figure 8. A sample of size n = 5000 was drawn from this distribution, and an application of
the EM-BIC methodology resulted in a fit with Ĝ = 14 normal components. Three normal
components were needed to model each of the four crescent-shaped clusters, and two were
used to fit the central one.
But despite Ĝ = 14 normal components are needed to obtain a reasonably good mixture
density estimate, the resulting density fit has only 5 modes. So the top right plot of Figure 8
shows the resulting modal cluster after applying Method 2 based on clustering the mixture
density estimate from a modal point of view. The mosaic in the bottom left plot shows the
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Figure 8: Broken ring distribution. Top left, true modal clustering and true density con-
tours. Top right, modal clustering on the normal mixture fit using Method 2. Bottom left,
mixture model clustering with G = 9 components. Bottom right, modal merging of the
mixture components using Method 1.
clustering into 14 regions formed by assigning each point to its most likely component in
the mixture density estimate, and finally the bottom right plot shows the result of merging
the previous 14 regions into 5 modal clusters as a consequence of an application of Method
1. Again, the final modal clusterings that the two methods yield are very similar, with
Method 1 being much faster (only the 14 component means were used as initial points for
the mean shift algorithm) than Method 2, although the latter is somehow closer to the
modal clustering philosophy.
5 Discussion
This paper illustrates how mixture modeling can be useful even if the final goal is to cluster
the data according to a modal approach, instead of by mixture component assignment. Two
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different proposals are introduced for this task: one based on merging mixture components
(Method 1) and a second one which uses the mean shift algorithm on the fitted normal
mixture density to find the domains of attraction of the estimated density modes (Method
2).
The issue of the convergence of the mean shift algorithm is still not a fully solved prob-
lem. Aliyari Ghassabeh (2015) points out the incompleteness of several existing convergence
proofs. In this paper, a new representation of the mean shift algorithm for non-isotropic
normal mixture densities is provided, which allows to cast it as a quasi-Newton optimization
method. This could be useful to address the convergence issue once again, since it could
be tackled using the tools that are normally employed to study the convergence of such
optimization methods (see Dennis and Schnabel, 1996, Chapter 6).
As another open problem, even if Li and Barron (2000) showed that the mixture density
estimator is consistent under mild assumptions, that does not guarantee that the number
of modes of the mixture density estimator be a consistent estimator for the true number
of density modes. Or, looking further afield, it would be even better if it could be proved
that the modal clustering that is obtained from the mixture density estimate (using ei-
ther Method 1 or Method 2) results in a consistent estimate of the true population modal
clustering, in the sense indicated in Chaco´n (2015, Section 4.3).
Finally, all the examples included here try to illustrate the proposed methods from a
qualitative point of view. A more detailed and exhaustive simulation study, in the spirit
of Chaco´n and Monfort (2014), could throw some light on the evaluation of these methods
from a more quantitative perspective.
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