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Abstract
We estimate the minimum length of a longest monotone path in an arrangement of n lines, where length counts
the number of turns on the path. Estimates are also obtained for the case when length counts the number of visited
vertices. Our bounds are asymptotically tight. When length is defined as the size of a convex/concave chain in the
arrangement an exact bound is obtained.
 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Consider a set L of n lines in the plane. The lines of L induce a cell complex, A(L), called the
arrangement of L, whose vertices are the intersection points of the lines, whose edges are the maximal
portions of lines containing no vertices and whose two-dimensional cells are the connected components
of R2 \⋃∈L . Throughout this paper, it is assumed that none of the lines is parallel to the y-axis. All
logarithms are in base 2.
One of the properties of a line arrangement with n lines is the maximum possible length, denoted by
λn, of an x-monotone polygonal line (path) composed of edges of the arrangement. The length is defined
as the number of turns of the polygonal line plus one (i.e., the number of segments of the polygonal path).
See [4,9,10] for other properties of line arrangements. The problem to estimate λn was posed in [5]. SharirE-mail address: ad@cs.uwm.edu (A. Dumitrescu).
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More recently Radoicˇic´ and Tóth [11] have raised it to (n7/4), and then Balogh et al. [1] have brought it
up to the current record of (n2/C
√
logn) for some suitable constant C > 1. From the opposite direction,
subquadratic upper bounds have been recently obtained only for line arrangements with a small number
of slopes [3]. So the general problem is still open.
Another related problem is the k-level (or its dual, the k-set) problem in the plane. The k-level of an
arrangement of n lines is the closure of the set of points on the lines with the property that there are
exactly k lines below them (k = 0, . . . , n − 1). The k-level of a line arrangement is also an x-monotone
polygonal path, which turns at each vertex of the arrangement that lies on the path. The k-level problem
asks for the maximum complexity of the k-level in an arrangement of lines. The best known lower bound,
(n2C
√
log k) (2  k  n/2) for some constant C, is due to Tóth [12]. The current best upper bound,
O(nk1/3), is due to Dey [2].
In this paper we discuss and give partial answers to some related monotone path problems, which
appear to be easier, nonetheless interesting. An arrangement of lines, A(L), is called simple if no two
lines in L are parallel and no three lines pass through the same point (vertex). For the problems we are
considering, we will further assume that the arrangements are simple. Let A be an arrangement of n
lines; we write |A| = n. We denote by V (A) the set of its vertices. By the above assumption, the total
number of vertices in the arrangement is |V (A)| = (n2).
Let l(A) be the length of a longest level in A, where length is the number of vertices plus one, i.e., the
number of edges on the level. Put
l(n) = min
|A|=n
l(A).
Let t (A) be the length of a longest monotone path in A, where length is the number of turns plus one,
i.e., the number of segments on the path. Put
t (n) = min
|A|=n
t (A).
Clearly l(n) t (n).
Theorem 1. Each simple arrangement of n lines admits a monotone path of length at least n, where
length is the number of turns plus one. This bound is asymptotically tight: for each n  2, there exists
a line arrangement in which no monotone path is longer than 4n/3 + O(logn). Thus n l(n) t (n)
4n
3 (1 + o(1)).
Radoicˇic´ and Tóth have observed that if length is defined as the number of vertices of the arrangement
visited by a monotone path, it is easy to construct examples which admit paths of length (n2) [11]. In
fact a stronger statement holds:
Proposition 1 (Folklore). For each n  2 there exists a simple arrangement of n lines that admits a
monotone path which visits all its vertices.
Let v(A) be the maximum number of vertices visited by a monotone path in A plus one. Put
v(n) = min
|A|=n
v(A).
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vertices. This bound is asymptotically tight: for each n 2, there exists a line arrangement in which no
monotone path visits more than 3n/2 + logn − 1 vertices. Thus n v(n) 3n2 (1 + o(1)).
Let c1(A) (resp. c2(A)) be the length of a longest monotone convex (resp. concave) chain ofA, where
length is the number of turns plus one (i.e., the number of edges of the arrangement on the chain), and
write
c(A) = max{c1(A), c2(A)},
c1(n) = min|A|=n c1(A), c2(n) = min|A|=n c2(A),
c(n) = min
|A|=n
c(A).
We have c(n) t (n) v(n). Clearly each simple arrangement of n lines admits a monotone concave
chain of length two. This bound is best possible as Fig. 1 shows. The same statement holds for concave
chains. Hence c1(n) = c2(n) = 2.
Theorem 3. Each simple arrangement of n lines admits either a monotone convex chain or a monotone
concave chain of length at least logn2 (1 + o(1)). This bound is tight. More precisely, let N = N(n) be
the minimum number such that any simple arrangement of N lines admits a convex or concave chain of
length n. Then
N(n) =
(
2n − 4
n − 2
)
+ 1.
We thus have c(n) = logn2 (1 + o(1)).
A set of points in the plane is in general position if no three points are collinear. A finite set of points
is in convex position if the points are the vertices of a convex polygon. The following classical result of
Erdo˝s and Szekeres is well known:
Theorem 4 [6]. For any n  3 there exists an integer f (n) such that any set of at least f (n) points in
general position in the plane contains n points in convex position.
The current best bounds on f (n) (the lower bound in [7], and the upper bound in [13]) are
2n−2 + 1 f (n)
(
2n − 5
n − 2
)
+ 1, for n 5.
The statement regarding the number of lines N(n) in Theorem 3 is a direct consequence of the original
proof of Erdo˝s and Szekeres involving “caps” and “cups” (see Section 4 for details).
2. Making turns: proof of Theorem 1
We first show that every n-line arrangement A admits a monotone path of length at least n. Consider
the n levels in the arrangement L , . . . ,L . It is well known that each level is a monotone path that0 n−1
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by vertical dashed lines.
turns at each vertex it passes through. Every vertex of A appears exactly in two consecutive levels, Lk
and Lk+1 for some k ∈ {0, . . . , n − 2}. This gives
|L0| + · · · + |Ln−1| = 2
(
n
2
)
= n(n − 1),
where |Lk| is the complexity (i.e., number of vertices) of level k. Let i be such that |Li | =
max{|L0|, . . . , |Ln−1|}. Then |Li |  n − 1, and Li is a monotone path of length at least n. Hence
t (n) l(n) n.
For two sets of points P,Q ⊂R2, we write P < Q if x(p) < x(q) for any pair of points p ∈ P , q ∈ Q.
To show a weaker upper bound of 2n − 2, consider the arrangement in Fig. 1. The arrangement can be
iteratively constructed by adding the lines in increasing order of their slopes and such that the i−1 points
of intersections of the ith line i with 1, . . . , i−1 lie to the right of all points of intersection formed by
lines 1, . . . , i−1. If we denote by Ai the arrangement formed by the first i lines, then
V (Ai−1) < V (Ai ) \ V (Ai−1).
For i  3, the “column” of vertices V (Ai ) \V (Ai−1) can contribute at most two turns to the length of
a monotone path, from which the upper bound of 2n − 2 follows.
We now show the upper bound in Theorem 1. We recursively construct an arrangement of lines A by
putting together two arrangements, one with n/2 lines, A1, and one with n/2 lines, A2. See Fig. 2.
The lines in each Ai , i = 1,2, are almost parallel to each other, and the slopes of the lines in Ai are close
to mi , where m1 < m2. The minimum slope of lines in Ai is equal to mi . In addition, all the vertices of
A1 and A2 lie left from those between any pair of lines (i, j ), i ∈A1 and j ∈A2. That is,
V (A1) ∪ V (A2) < V (A) \
(
V (A1) ∪ V (A2)
)
.
The recursive step requires compressing the resulting arrangements with respect to the lines of slopes m1
and m respectively before combining them.2
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Fig. 3. Staircase junction in an arrangement of nine lines, and a monotone path as in case 1 of the proof.
Let t (n, j) be the maximum length of a monotone path in the arrangement A with n lines, whose last
segment is on line j , j = 1, . . . , n (we index the lines in increasing order of slope). We claim that for any
n, and for some absolute constant c 1,
t (n, j)
{2n/3 + 2j + c logn if 1 j  n/3,
4n/3 + c logn if n/3 j  2n/3,
8n/3 − 2j + c logn if 2n/3 j  n,
and note that this inequality implies our bound. We proceed by induction on n. The basis is satisfied since
t (1,1) = 1 and t (2,1) = t (2,2) = 2. Let n 3. Consider a monotone path p in A. We distinguish four
cases as to how p enters and leaves the staircase junction formed by the lines of A and A . See Fig. 3.1 2
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six subcases accounting for which (sub)intervals i and j belong to. To avoid unnecessary details we omit
±1 terms, floors and ceilings as well as the log terms in verifying each of the cases. Since the number of
terms in each inequality is bounded by a constant, the logarithmic term in the bound covers all these. For
each subcase we use the inductive bound and shortly specify the reason why it is verified. For illustration
we include in Appendix A an exact verification of two subcases.
Case 1: p enters the junction on a line of A2 and leaves it on a line of A1. We have 1  i  n2 and
1 j  n2 . The number of turns in the junction is at most 2 min{i, j } − 1 2 min{i, j }.
Subcase 1.1: 1 i  n6 and 1 j 
n
3 .
t (n, j) 2
3
n
2
+ 2i + 2 min{i, j } 2
3
n + 2j, since 2i  n
3
.
Subcase 1.2: n6  i 
n
3 and 1 j 
n
3 .
t (n, j) 4
3
n
2
+ 2 min{i, j } 2
3
n + 2j, clearly holds.
Subcase 1.3: n3  i 
n
2 and 1 j 
n
3 .
t (n, j) 8
3
n
2
− 2i + 2 min{i, j } 2
3
n + 2j, since 2i  2n
3
.
Subcase 1.4: 1 i  n6 and
n
3  j 
n
2 .
t (n, j) 2
3
n
2
+ 2i + 2 min{i, j } 4
3
n, since 4i  n.
Subcase 1.5: n6  i 
n
3 and
n
3  j 
n
2 .
t (n, j) 4
3
n
2
+ 2 min{i, j } 4
3
n, since 2i  2n
3
.
Subcase 1.6: n3  i 
n
2 and
n
3  j 
n
2 .
t (n, j) 8
3
n
2
− 2i + 2 min{i, j } 4
3
n, clearly holds.
Case 2: p enters the junction on a line of A2 and leaves it on a line of A2. We have 1  i  n2 and
n
2 + 1 j  n. Put z = j − n2 . We have i − z 0. The number of turns in the junction is at most 2(i − z).
Subcase 2.1: 1 i  n6 and 1 z
n
6 .
t (n, j) 2
3
n
2
+ 2i + 2(i − z) 4
3
n, since 4i  n.
Subcase 2.2: n6  i 
n
3 and 1 z
n
6 .
t (n, j) 4
3
n
2
+ 2(i − z) 4
3
n, since 2i  2n
3
.
Subcase 2.3: n3  i 
n
2 and 1 z
n
6 .
t (n, j) 8
3
n
2
− 2i + 2(i − z) 4
3
n, clearly holds.
Subcase 2.4: 1 i  n and n < z n does not occur since i − z < 0.6 6 2
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n
3 and
n
6  z
n
2 .
t (n, j) 4
3
n
2
+ 2(i − z) 5
3
n − 2z, since 2i  n.
Subcase 2.6: n3  i 
n
2 and
n
6  z
n
2 .
t (n, j) 8
3
n
2
− 2i + 2(i − z) 5
3
n − 2z, clearly holds.
Case 3: p enters the junction on a line of A1 and leaves it on a line of A1. We have 1  i  n2 ,
1 j  n2 and j − i  0. The number of turns in the junction is at most 2(j − i).
Subcase 3.1: 1 i  n6 and 1 j 
n
3 .
t (n, j) 2
3
n
2
+ 2i + 2(j − i) 2
3
n + 2j, clearly holds.
Subcase 3.2: n6  i 
n
3 and 1 j 
n
3 .
t (n, j) 4
3
n
2
+ 2(j − i) 2
3
n + 2j, clearly holds.
Subcase 3.3: n3  i 
n
2 and 1 j <
n
3 does not occur since j < i.
Subcase 3.4: 1 i  n6 and
n
3  j 
n
2 .
t (n, j) 2
3
n
2
+ 2i + 2(j − i) 4
3
n, since 2j  n.
Subcase 3.5: n6  i 
n
3 and
n
3  j 
n
2 .
t (n, j) 4
3
n
2
+ 2(j − i) 4
3
n, since 2j − 2i  n − n
3
= 2n
3
.
Subcase 3.6: n3  i 
n
2 and
n
3  j 
n
2 .
t (n, j) 8
3
n
2
− 2i + 2(j − i) 4
3
n, since j  n
2
 2n
3
 2i.
Case 4: p enters the junction on a line of A1 and leaves it on a line of A2. We have 1  i  n2 and
n
2 + 1 j  n. Put z = j − n2 . The number of turns in the junction is at most 2 min{n2 − i, n2 − z}+ 1 (the
term +1 is omitted in our calculations).
Subcase 4.1: 1 i  n6 and 1 z
n
6 .
t (n, j) 2
3
n
2
+ 2i + 2 min
{
n
2
− i, n
2
− z
}
 4
3
n, since 2 min
{
n
2
− i, n
2
− z
}
 n − 2i.
Subcase 4.2: n6  i 
n
3 and 1 z
n
6 .
t (n, j) 4
3
n
2
+ 2 min
{
n
2
− i, n
2
− z
}
 4
3
n, since 2i  n
3
.
Subcase 4.3: n3  i 
n
2 and 1 z
n
6 .
t (n, j) 8 n − 2i + 2 min
{
n − i, n − z
}
 4n, since 4i  4n  n.3 2 2 2 3 3
20 A. Dumitrescu / Computational Geometry 32 (2005) 13–25Subcase 4.4: 1 i  n6 and
n
6  z
n
2 .
t (n, j) 2
3
n
2
+ 2i + 2 min
{
n
2
− i, n
2
− z
}
 8n
3
− 2
(
n
2
+ z
)
= 5n
3
− 2z, since 2i  n
3
.
Subcase 4.5: n6  i 
n
3 and
n
6  z
n
2 .
t (n, j) 4
3
n
2
+ 2 min
{
n
2
− i, n
2
− z
}
 5
3
n − 2z, clearly holds.
Subcase 4.6: n3  i 
n
2 and
n
6  z
n
2 .
t (n, j) 8
3
n
2
− 2i + 2 min
{
n
2
− i, n
2
− z
}
 5
3
n − 2z, since i  n
3
.
3. Visiting vertices: proof of Theorem 2
Before proving Theorem 2, for completeness, we include the easy proof of Proposition 1. The arrange-
ment in Fig. 4 admits a monotone path which visits all its vertices. Consider first the case of even n. The
arrangement can be iteratively constructed by adding the lines in pairs. First add two lines making a
small angle with the horizontal axis. Denote by A2i the arrangement formed by the first 2i lines for
i = 1,2, . . . , n/2. Having placed the first 2(i − 1) lines, add two lines 2i−1 and 2i to get A2i , where
2i has a sufficiently large positive slope and 2i−1 has a sufficiently large negative slope. In addition, (i)
the point of intersection between 2i−1 and 2i lies above any of the previous lines and (ii) the points of
intersection between 2i−1 and the previous lines and those between 2i and the previous lines lie left of
all vertices of A2i−2, i.e.,
V (A2i ) \ V (A2i−2) < V (A2i−2).
It is clear that the construction can be iterated as many times as desired. The monotone path which follows
lines n, . . . , 1 in this order—illustrated in Fig. 4 for n = 6—visits all vertices. For the case of odd n,
line 2i is removed along with the portion of the monotone path which it supports.
Fig. 4. Arrangement of six lines and a monotone path (in bold) which visits all 15 vertices of the arrangement.
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To prove a weaker upper bound of 2n − 2 consider again the arrangement in Fig. 2. Abusing nota-
tion, we still denote by v(n) the length of longest path in this arrangement. By the properties of the
construction, we have
v(n) v
(n/2)+ n − 1,
where v(1) = 1 and v(2) = 2. The term n − 1 bounds the number of visited vertices in the staircase
junction formed by the two arrangementsA1 andA2. This easily implies by induction that v(n) 2n−2.
We now show the upper bound in Theorem 2. Let v(n, j) be the maximum length of a monotone path
in the arrangement A with n lines, whose last segment is on line j , where j = 1, . . . , n (we index the
lines in increasing order of slope). We claim that for any n,
v(n, j) n + min{j, n − j } + logn,
and note that this inequality implies our bound. We proceed by induction on n. The basis, n = 1 and
n = 2 is satisfied. Let n 3. Consider a monotone path p in A. We distinguish four cases as to how p
enters and leaves the staircase junction formed by the lines of A1 and A2. See Fig. 3. Let i denote the
index of the line on which p leaves A1 or A2 before entering the junction.
Case 1: p enters the junction on a line of A2 and leaves it on a line of A1. We have 1  i  n/2.
The induction hypothesis gives
v(n, j) n/2 + min{i, n/2 − i}+ log n/2 + (i + j − 1),
where the term i+j −1 bounds the number of vertices visited in the junction. Replacing min{i, n/2−i}
by n/2 − i, it is enough to verify that
2n/2 − i + i + j − 1 + log n/2 n + j + logn.
The inequality clearly holds.
Case 2: p enters the junction on a line of A2 and leaves it on a line of A2. We have 1 i  n/2 and
j  n/2 + 1. The induction hypothesis gives
v(n, j) n/2 + min{i, n/2 − i}+ log n/2 + (2n/2 + i − j),
where the term 2n/2 + i − j bounds the number of vertices visited in the junction. Replacing
min{i, n/2 − i} by n/2 − i, we aim to show
2n/2 − i + 2n/2 + i − j + log n/2 2n − j + logn.
The inequality obviously holds since log n/2 logn.
Case 3: p enters the junction on a line ofA1 and leaves it on a line ofA1. We have 1 i  j  n/2.
The induction hypothesis gives
v(n, j) n/2 + min{i, n/2 − i}+ log n/2 + n/2 + j − i,
since the number of vertices visited in the junction is not more than n/2 + j − i. Replacing
min{i, n/2 − i} by i, we aim to show that
n/2 + i + n/2 + j − i + log n/2 n + j + logn.
The inequality is obvious.
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j  n/2 + 1. The induction hypothesis gives
v(n, j) n/2 + min{i, n/2 − i}+ log n/2 + (n + 1 − i − j + n/2).
The last term bounds the number vertices visited in the junction. Replacing min{i, n/2 − i} by i, we
want to verify that
n/2 + i + n + 1 − i − j + n/2 + log n/2 2n − j + logn.
The inequality follows from
log n/2 + 1 logn.
4. Making left (or right) turns only: convex/concave chains and the proof of Theorem 3
A set X of points in general position in the plane, no two on a vertical line, is an n-cap (n-cup, respec-
tively) if X is in convex position and all points of X lie above (below, respectively) the line connecting
the leftmost point of X with the rightmost point of X (see Fig. 5).
Erdo˝s and Szekeres proved that any set of at least
(2n−4
n−2
)+ 1 points in general position in the plane,
no two on a vertical line, contains an n-cup or an n-cap, thus contains n points in convex position [6] (or
see [9]). They showed that this bound is tight, i.e., there exist sets with (2n−4
n−2
)
points containing no n-cup
or n-cap. More generally, there exist sets with
(
k+l−4
k−2
)
points containing no k-cup or l-cap.
Proving the main part of Theorem 3 is an exercise in using the point-line duality transform. Fix an
(x, y)-coordinate system in the plane and consider the duality transform D which maps a point p =
(a, b) to the nonvertical line p∗ with equation y = ax − b. Conversely, a nonvertical line l with equation
y = ax + b is mapped to the point l∗ = (a,−b).
Lemma 1. A set of n 3 points forms an n-cup (n-cap, respectively) if and only if the dual lines form a
monotone convex (concave, respectively) path of length n.
Proof. Let ph = (ah, bh), h = 1, . . . , n, be the points of an n-cup in increasing order of their x-
coordinates: a1 < · · · < an. Let pi = (ai, bi), pj = (aj , bj ), pk = (ak, bk) be any three points of an n-cup,
where 1 i < j < k  n. The convexity condition implies that
bj − bi
aj − ai <
bk − bi
ak − ai <
bk − bj
ak − aj .
Fig. 5. A 4-cap and a 5-cup.
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lines lg and lh, g,h ∈ {1, . . . , n}. Then
xij = bj − bi
aj − ai , xik =
bk − bi
ak − ai , xjk =
bk − bj
ak − aj .
So the inequality above can be rewritten as
xij < xik < xjk.
Since the slopes of li , lj , lk are in increasing order, li, lj , lk form a convex chain. As this fact holds for any
triplet of points on the cup, and since the argument works in both directions, the statement of the lemma
holds for n-cups. The proof for n-caps is analogous. 
Theorem 4 implies via Lemma 1 that N(n) 
(2n−4
n−2
)+ 1. As mentioned above, there exist sets with(2n−4
n−2
)
points in general position, no two on a vertical line containing no n-cup or n-cap. The dual set
of lines forms a simple arrangement with
(2n−4
n−2
)
lines that has no monotone convex or concave path of
length n, thus N(n) = (2n−4
n−2
) + 1. The asymptotic rate of the above binomial coefficient gives c(n) =
logn
2 (1 + o(1)), concluding the proof of Theorem 3.
Remark. A direct illustration of an arrangement with
(2n−4
n−2
)
lines having no monotone convex or concave
path of length n can be obtained using the recursive construction in Fig. 2 (which mimics the construction
for point sets in [6]). Let A1 be an arrangement having no convex chain of length k − 1 and no concave
chain of length l. Let A2 be an arrangement having no convex chain of length k and no concave chain of
length l − 1. Then A has no convex chain of length k and no concave chain of length l.
5. Conclusion
Our constants in the upper bounds in Theorems 1 and 2 are best possible for the arrangement in Fig. 2.
Consider first the number of turns. By repeatedly using i ≈ n/3 (on a line of A2) and j ≈ n/3 at each
step of the recursion, one gets a monotone path of length
≈ 2
3
n + 2
3
n
2
+ · · · = 2n
3
∞∑
i=0
1
2i
= 4n
3
.
Consider now the number of visited vertices. By repeatedly using i ≈ n/4 (on a line of A2) and
j ≈ n/2 at each step of the recursion, one gets a monotone path of length
≈ 3
4
n + 3
4
n
2
+ · · · = 3n
4
∞∑
i=0
1
2i
= 3n
2
.
Clearly, taking a walk on any line of an arrangement visits n−1 vertices (which gives another proof of
the trivial bound v(n) n). Are there monotone paths (in any arrangement) which visit (1 + δ)n vertices
for some constant δ > 0?
For a set S of n points in the plane, a subset S ′ of S is called a k-set of S, 1 k  n−1, if S ′ has exactly
k points and it can be cut off S by a straight line disjoint from S (see, e.g., [14]). It is straightforward to
24 A. Dumitrescu / Computational Geometry 32 (2005) 13–25construct examples of point sets whose number of k-sets is n for each k ∈ {1, . . . , n − 1}, namely points
in convex position. The point-line duality transform provides examples of line arrangements where each
level complexity is roughly at most 2n. It is not clear however whether this bound can be brought down
to about n. We conclude with these questions:
Does v(n) = n(1 + o(1)) hold? If not, does any of t (n) = n(1 + o(1)) or l(n) = n(1 + o(1)) hold?
Appendix A. Exact calculation for two subcases (proof of Theorem 1)
Subcase 1.1: 1 i  13n2 and 1 j  n3 . By induction,
t (n, j) 2
3
⌈
n
2
⌉
+ 2i + 2 min{i, j } − 1 + c log
⌈
n
2
⌉
.
We want to verify that
t (n, j) 2n
3
+ 2j + c logn.
It is enough to check that
4
3
⌈
n
2
⌉
− 1 + c log
⌈
n
2
⌉
 2n
3
+ c logn.
This follows from
2
3
− 1 0 and c log
⌈
n
2
⌉
 c logn.
Subcase 4.6: 23n2 i  n2 and 2n3  j  n. The number of turns in the junction is at most
2 min
{⌊
n
2
⌋
− i, n − j
}
+ 1.
By induction,
t (n, j) 8
3
⌊
n
2
⌋
− 2i + 2 min
{⌊
n
2
⌋
− i, n − j
}
+ 1 + c log
⌊
n
2
⌋
.
We want to verify that
t (n, j) 8n
3
− 2j + c logn.
It is enough to check that
8
3
⌊
n
2
⌋
+ 1 + c log
⌊
n
2
⌋
 2n
3
+ 2i + c logn.
This follows from
4
3
⌊
n
2
⌋
 2i, 4
3
⌊
n
2
⌋
 2n
3
, and c log
⌊
n
2
⌋
+ 1 c logn for c 1.
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