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Abstract
We ﬁnd nucleation solutions of N interfaces and K spikes to the one-dimensional FitzhHugh–
Nagumo system. Each spike sits asymptotically in the middle between two interfaces. We use the
Lyapunov–Schmidt reduction method, in which the problem is split into a ﬁnite-dimensional
problem related to the translation of the K spikes and an inﬁnite-dimensional complement
problem. However the complement problem remains near degenerate due to the translation of
the N interfaces. To overcome this difﬁculty we move the interfaces by a small distance and
solve the complement problem with the help of a Newton iteration argument.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the stationary FitzHugh–Nagumo system
2 u+ f (u)+ v = 0, (1.1)
v − v − u = 0, (1.2)
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Fig. 1. (1) The graph of f. The height of the dotted line is −v∗. (2) The graph of F.
on (0, 1) with the Neumann boundary condition.  is a small positive parameter, and
 and  are ﬁxed positive constants. The nonlinear function f is taken to be
f (u) = −u(u− a)(u− 1), 0 < a < 1/2. (1.3)
Since a ∈ (0, 1/2), on the graph of f the area of the region below the horizontal
axis between 0 and a, is less than the area of the region above the axis between a and
1, Fig. 1(1). The nonlinearity f is therefore said to be unbalanced. For an unbalanced
cubic nonlinearity, the concept of the Maxwell line is often important. It refers to a
number v∗ so that f + v∗ is a balanced nonlinearity. In other words if the level −v∗,
which is positive here while v∗ is negative, is used instead of the horizontal axis, then
the two new regions have the same area.
Associated with (1.1)–(1.2) is the functional
I (u) =
∫ 1
0
(
2
2
|∇u|2 − F(u)+ 
2
|(− )−1/2u|2) dx, u ∈ W 1,2(0, 1). (1.4)
Here F(b) = ∫ b0 f (a) da, Fig. 1(2). The third term in the integrand of (1.4) is a
nonlocal expression. For each h ∈ L2(0, 1) let z be the solution of −z + z = h,
z′(0) = z′(1) = 0. h → z deﬁnes a linear operator on L2(0, 1), which we denote by
(−)−1. Then z = (−)−1h. The operator (−)−1 is bounded, self-adjoint, and
positive, so it has a positive square root, which we denote by (−)−1/2. If (u, v) is
a solution of (1.1)–(1.2), then u is a critical point of (1.4), i.e.
−2u− f (u)+ (− )−1u = 0, u′(0) = u′(1) = 0. (1.5)
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Fig. 2. The graph a local minimizer of 4 interfaces and the graph of a nucleation solution of 4 interfaces
and 2 spikes.
Conversely if u is a critical point of (1.4) then, setting v = ( − )−1u, (u, v) is a
solution of (1.1)–(1.2).
For each positive integer N, (1.5) admits a solution of N sharp interfaces that is a local
minimizer of (1.4), when  is sufﬁciently small. Fig. 2(1) shows a local minimizer of 4
internal interfaces. In general these interfaces are periodically positioned and the local
minimizer has the internal mirror symmetry so that it may be obtained by extending a
piece of the solution with one interface anti-periodically [17].
In this paper we are concerned with a type of saddle points of (1.4). They will be
constructed by “adding” spikes on local minimizers of ﬁnite interfaces. The width of the
spikes is of order . Existence of saddle points may be motivated by a mountain pass
argument between two local minimizers of different numbers of interfaces. To construct
saddle points of the particular type we use a rigorous singular perturbation approach.
More detailed information on the saddle points will be revealed in the process. Fig.
2(2) shows an example of 4 interfaces and 2 spikes. Note that the interfaces are nearly
periodically positioned and the spikes sit almost in the middle of two interfaces.
Such saddle points also help us understand the dynamic counterpart of (1.1)–(1.2).
The negative gradient ﬂow of I in the L2(0, 1) space is the fast inhibitor limit of the
dynamic FitzHugh–Nagumo system
ut = 2u+ f (u)+ v, (1.6)
0 = v − v − u, (1.7)
with the Neumann boundary condition. The attractor of this system is expected to be
made of the solutions of (1.5) and their unstable manifolds. A saddle point of K spikes
is unstable whose unstable manifold is at least of dimension K, Theorem 1.2. If in
(1.6)–(1.7) the initial value of u is close to the saddle point but with a slightly smaller
spike, the spike is likely to disappear in time. On the other hand if the spike is larger,
it will probably grow to two interfaces. The latter phenomenon is known as nucleation.
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For this reason the saddle points studied in this paper are termed nucleation solutions
of (1.5).
The main result is the following existence theorem.
Theorem 1.1. For every integer N > 0 and every integer K, 0 < K < N , when  is
sufﬁciently small, there are (N−1)!
(N−1−K)!K! nucleation solutions to (1.5) of N interfaces
and K spikes. Each spike sits asymptotically in the middle of two interfaces.
A nucleation solution of K spikes will be constructed by “placing” K spikes on a
local minimizer of N interfaces. Because there are (N−1)!
(N−1−K)!K! ways to place the K
spikes between the N interfaces (one can at most put one spike between two adja-
cent interfaces), we claim that there are (N−1)!
(N−1−K)!K! nucleation solutions for given N
and K.
The proof of the theorem is a Lyapunov–Schmidt reduction argument. On a local
minimizer of N interfaces, located at x1, x2, …, xN , we “add” K spikes at y1, y2, …, yK
arbitrarily between K prescribed pairs of adjacent interfaces. When y = (y1, y2, . . . , yK)
moves, we obtain a manifold of approximate solutions wy whose dimension is K. In
the ﬁrst step for each y = (y1, y2, . . . , yK) we will solve (1.5) to ﬁnd gy in the space
“orthogonal” to the manifold. Then in the second step by minimizing I on gy with
respect to y we will ﬁnd a particular y∗ so that g := gy∗ also solves (1.5) in the
direction of the manifold. This g turns out to be a solution of (1.5).
In the literature when the Lyapunov–Schmidt method was used in this context, the
ﬁrst step, solving an equation in the space “orthogonal” to the manifold, is done by a
ﬁxed point argument. Examples include [1–5,10–12,15,19,20,23,24] and the references
therein. The minimization argument used in the second step was used in papers like
[3,6,7,11,12]. Solutions with only spikes were found in [14,21]. Reinecke and Sweers
[22] studied solutions with boundary and internal layers.
Here the situation is complex. Roughly speaking the problem is near degenerate even
in the direction perpendicular to the manifold. The ﬁrst step cannot be done just by a
ﬁxed point argument near an approximate solution. Solving the problem in this direc-
tion requires some effort. To see this difﬁculty more clearly, let us consider the critical
eigenvalues of the linearized operator of (1.5) at a nucleation solution of N interfaces
and K spikes. Here a critical eigenvalue refers to an eigenvalue  that satisﬁes → 0
as  → 0. We expect that there are N + K critical eigenvalues, corresponding to the
translation of the interfaces and the spikes. The presence of these critical eigenvalues
means that the nucleation solution is near degenerate. In the Lyapunov–Schmidt re-
duction method alluded above, the critical eigenvalues related to the translation of the
spikes no longer cause trouble in the ﬁrst step, for they are handled in the second
step which is a ﬁnite-dimensional problem. However, there are still the critical eigen-
values associated with the translation of the interfaces. They make the ﬁrst step highly
nontrivial.
The key idea in this paper is to “move” the interfaces xj to x′j by a proper distance
of order . From this new function we will launch the Newton iteration. After two
iterations we will ﬁnd an improved function near which we can apply a ﬁxed point
argument and solve the problem “orthogonal” to the manifold.
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The nucleation solutions are saddle points of (1.4) in the following sense.
Theorem 1.2. The Morse index of a nucleation solution of K spikes is at least K, i.e.
the second variation of I at the nucleation solution has at least K, counting multiplicity,
negative eigenvalues.
The proof of this theorem is relatively simple. Corresponding to each spike we ﬁnd
a unstable direction of perturbation to I. With K spikes, and hence K directions, we
construct a subspace on which I ′′ at the nucleation solution is negative deﬁnite. The
theorem follows from the variational characterization of the eigenvalues of I ′′ at the
nucleation solution.
We organize the paper as follows. In Section 2, we summarize the properties of the
ﬁnite interface local minimizers. In Sections 3 and 4, we do the ﬁrst step of the proof
of Theorem 1.1. In Section 3, we construct a K-dimensional manifold of approximate
solutions wy , from which we launch the Newton iteration in Section 4 and solve (1.5)
in the direction perpendicular to the manifold to obtain a new manifold of gy . Then in
Section 4 we ﬁnd g in the new manifold, which solves (1.5), to complete the proof.
Theorem 1.2 is also proved in this section. Several technical lemmas are included in
the appendix.
2. The ﬁnite interface local minimizer u
To make the proofs to the two theorems more readable, we assume, without the loss
of generality, that
 =  = 1. (2.1)
We always suppress the dependence on  in notations. For instance we write I in (1.4)
instead of I. However when a quantity is independent of , we always emphasize. In
the case that a quantity independent of  arises as a limit as → 0 of an -dependent
quantity, we denote the limit with a subscript 0 or a superscript 0. The L∞ norm is
widely used so we simply write ‖ · ‖ for it. Other norms are written with subscripts
such as ‖ · ‖2 and ‖ · ‖2,2 for the L2 and W 2,2 norms, respectively. The inner product
in L2(0, 1) is denoted by 〈·, ·〉. The second derivative operator is often denoted by 
even though we deal with the one-dimensional case. The ﬁrst derivative operator is
occasionally denoted by ∇.
Let v∗ be the particular number so that f + v∗ is balanced. Denote its three zeros
by ul , um, and ur , where ul < um < ur , Fig. 1(1). Let  = ur − ul .
In this section, we summarize some properties of the ﬁnite interface local minimizers
of I. We will later “add” spikes on them and build nucleation solutions. To save space
we take a formal style to describe the local minimizers in this section. More detailed
and rigorous statements are found in Fife [9], Mimura et al. [16], Ito [13], and Nishiura
and Fujii [18].
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Throughout the rest of the paper, we denote an N-interface local minimizer by u,
and let v = ( − 1)−1u. By convention we assume that the ﬁrst interface of u goes
downward, like in Fig. 2(1). The width of the interfaces is of order . The interfaces
are deﬁned by points xj , j = 1, 2, . . . , N , where u(xj ) = um. u has the internal mirror
symmetry so that for x ∈ (0, 1/N),
u(x) = u( 2
N
− x) = u( 2
N
+ x) = u( 4
N
− x) = u( 4
N
+ x) = · · · . (2.2)
Asymptotically xj → x0j as  → 0. Meanwhile away from the interfaces u → u0,
where u0 is the discontinuous solution of
f (u0)+ (− 1)−1u0 = 0. (2.3)
At x0j , u0 jumps between ul and ur , Fig. 3(1). If we take v0 = (−1)−1u0 (Fig. 3(2)),
then by (2.3) v0 satisﬁes
v0 − v0 + f−1(v0) = 0, v′0(0) = v′0(1) = 0. (2.4)
Here to deﬁne f−1 we set fˆ to be the restriction of f on (−∞, ul) ∪ (ur ,∞) so it
is decreasing, and then let f−1 be the inverse of fˆ . f−1 has a jump discontinuity at
−v∗. Away from the interfaces the difference between u and u0 is of order . In the
inner region near xj , u(xj + s) approaches locally to H which is a solution of
H ′′ + f (H)+ v∗ = 0, H(0) = um, H(−∞) = ul, H(∞) = ur, (2.5)
if j is even, i.e. when the interface at xj goes upward. If j is odd, u(xj+s) approaches
locally to H(−s). The -order inner expansion is denoted by Q, so that u(xj + s) =
H(±s)+ Q(s)+ · · · Q satisﬁes
Q′′ + f ′(H)Q+ v′0(x0j )s = 0, Q(0) = 0. (2.6)
Note that v′0(x0j ) changes sign between odd j and even j. Hence Q differs by a sign
between odd j and even j.
To better understand u, let us brieﬂy describe the critical eigenvalues of the linearized
operator L(u) := 2+ f ′(u)+ (− 1)−1. Suppose that  is an eigenvalue that tends
to 0 as  tends to 0 and  is an corresponding eigenfunction.  has the expansion
 = 1 + O(2),  has the outer expansion  = 0 + 1 + O(2), and the inner
expansion around xj , (xj + s) = 0 + 1 +O(2).
In the leading order the outer expansion 0 of  satisﬁes
f ′(u0)0 + (− 1)−10 = 0 (2.7)
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Fig. 3. (1) The graph a of u0 where N = 4. The dotted lines indicate the discontinuity at x0j . (2) The
graph of v0. The height of the dotted line is v∗.
which implies that 0 = 0. In the inner region near an interface xj , 0, the leading
order term 0 satisﬁes
0′′ + f ′(H)0 = 0, (2.8)
so 0 = cjH ′ for some cj = O(1). In the -order 1 satisﬁes
f ′(u0)1 + (− 1)−11 − 
N∑
j=1
cjG(x, x
0
j ) = 0. (2.9)
Here G is the Green function of 1− , namely G(x, z) satisﬁes
−Gxx(x, z)+G(x, z) = (x − z), Gx(0, z) = Gx(1, z) = 0. (2.10)
If we deﬁne p˜j to be the solution of
f ′(u0)p˜j + (− 1)−1p˜j − G(x, x0j ) = 0, (2.11)
then 1 =
N∑
j=1
cj p˜j . The inner term in the -order 1 satisﬁes
1′′ + f ′(H)1 + cjf ′′(H)QH ′ − 
N∑
k=1
ckG(x
0
j , x
0
k )+ (− 1)−11(x0j )
= 1cjH ′. (2.12)
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If we multiply (2.12) by H ′ and integrate over R, then
cj
∫
R
f ′(H)Q(H ′)2 ds −
N∑
k=1
ck(2G(x0j , x
0
k )− (− 1)−1p˜k(x0j ))
= 1cj
∫
R
(H ′)2 ds. (2.13)
Eq. (2.13) is an N-dimensional eigenvalue problem for 1.
Lemma 2.1. The matrix elements in (2.13)
jk
∫
R
f ′′(H)Q(H ′)2 ds − 2G(x0k , x0j )+ (− 1)−1p˜j (x0k )
form a negative deﬁnite matrix. Here the constant ∫
R
f ′′(H)Q(H ′)2 ds is independent
of j and is equal to (−1)j+1v′0(x0j ).
Proof. The negativity of the matrix is proved in [17]. There Nishiura considered the
more general Fitzhugh–Nagumo system, where the left-hand side of (1.7) is vt instead
of 0. We take  = 0 when quoting the result there. To see ∫
R
f ′′(H)Q(H ′)2 ds =
(−1)j+1v′0(x0j ) we differentiate (2.6) with respect to s, multiply by H ′ and integrate.
Then
∫
R
((H ′′′ + f ′(H)H ′)Q+ f ′′(H)Q(H ′)2 + v′0(x0j )H ′) dx = 0,
which implies
∫
R
f ′′(H)Q(H ′)2 ds = (−1)j+1v′0(x0j ). Because of the internal mirror
symmetry of u and v, (−1)j+1v′0(x0j ) is independent of j. 
When 1 is found from (2.13) we also obtain cj , the eigenvector of (2.13). Then we
can write down a uniform approximation for :
 ≈
N∑
j=1
cj (H
′(
x − xj

)+ p˜j (x)). (2.14)
It includes the 0-order inner expansion and -order outer expansion. The -order inner
expansion 1 is not needed in this paper.
We end this section with the remark that u is not a global minimizer. The global
minimizer must have an unbounded number of interfaces as → 0. This phenomenon
was studied for the Dirichlet boundary problem in [8].
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3. Approximate solutions wy
We look for a nucleation solution by “placing” spikes between the interfaces of u.
First we move each interface of u at xj by tj . Let 	 be a C∞ cut-off function so that
	(x) =
{
1 if |x|d/2,
0 if |x|d, (3.1)
where d is a small ﬁxed number independent of . Let t = (t1, t2, . . . , tN ) be an N
vector and set
ut (x) = u(x − 
N∑
j=1
tj	(x − xj )). (3.2)
We have deﬁned ut by moving each interface of u at xj by tj . Let x′j = xj − tj .
We then add spikes. Let y = (y1, y2, . . . , yK) be a K vector. Each yl is between two
interfaces, i.e. yl ∈ (x0j , x0j+1). yl is arbitrary and independent of . We let Ul be the
homoclinic solution of
U ′′ + f (u(yl)+ U)− f (u(yl)) = 0, U(±∞) = 0, U ′(0) = 0. (3.3)
Set
wt,y = ut +
K∑
l=1
Ul(
x − yl

). (3.4)
A subtle point in this paper is the choice of t. It is chosen depending on y. Let S
from {u : u ∈ W 2,2(0, 1), u′(0) = u′(1) = 0} to L2(0, 1) be deﬁned by
S(u) = 2u+ f (u)+ (− 1)−1u. (3.5)
We will choose t so that S(wt,y) is not adversely affected by the translation of the
interfaces x′j (see (3.16)). But ﬁrst we must estimate S(wt,y).
Lemma 3.1. S(wt,y) = O() and more precisely
S(wt,y) = v′(x)
N∑
j=1
tj	(x − xj )+
N∑
j=1
(−1)jG(x, xj )tj−
K∑
l=1
(
∫
R
Ul(s) ds)G(x, yl)
+
K∑
l=1
O(|x − yl |Ul(x − y ))+O(
2).
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Proof. We deﬁne
vt = v(x − 
N∑
j=1
tj	(x − xj )). (3.6)
Rewrite S(wt,y) = T1 + T2 + T3 + T4 where
T1 = 2ut + f (ut )+ vt (3.7)
T2 =
K∑
l=1
2Ul + f (ut +
K∑
l=1
Ul)− f (ut ) (3.8)
T3 = (− 1)−1ut − vt (3.9)
T4 =
K∑
l=1
(− 1)−1Ul. (3.10)
We now estimate these four terms.
Clearly T1 = 0 if x is not in ∪j ((−d + xj ,− d2 + xj )∪ ( d2 + xj , d + xj )), because of
Eqs. (1.1)–(1.2) that u and v satisfy. Otherwise T1 = O(2) because u is bounded in
C2 norm when x is in ∪j ((−d + xj ,− d2 + xj ) ∪ ( d2 + xj , d + xj )). Overall
T1 = O(2). (3.11)
Since Ul is exponentially small away from yl ,
T2 = f (u+
K∑
l=1
Ul)− f (u)−
K∑
l=1
(f (u(yl)+ Ul)− f (u(yl)))+O(e−C/)
=
K∑
l=1
O(|x − yl |Ul)+O(e−C/). (3.12)
Regarding T3 we have
T3 = (− 1)−1(ut − u)+ v − vt
= (− 1)−1(ut − u)+ v′
N∑
j=1
tj	(x − xj )+O(2)
= −
N∑
j=1
(
∫
R
(H(s − tj )−H(s)) ds)(−1)jG(x, xj )+ v′
N∑
j=1
tj	(x − xj )+O(2).
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For the ﬁrst term we note
∫
R
(H(s − tj )−H(s)) ds = −
∫
R
s(H ′(s − tj )−H ′(s)) ds = −
∫
R
tjH
′(s) ds = −tj .
Therefore
T3 = v′
N∑
j=1
tj	(x − xj )+ 
N∑
j=1
(−1)jG(x, xj )tj +O(2). (3.13)
And ﬁnally
T4 = −
K∑
l=1
(
∫
R
Ul ds)G(x, yl)+O(2). (3.14)
The lemma follows from (3.11)–(3.14). 
Recall p˜j deﬁned by (2.11). To see (2.11) more clearly we let qj = f ′(u0)p˜j . Then
qj satisﬁes
qj − qj + qj
f ′(u0)
+ x0j = 0, q
′
j (0) = q ′j (1) = 0.
x0j is the delta measure centered at x
0
j . This equation is uniquely solvable because
f ′(u0) < 0. Moreover f ′(u0) is C1 on [0, 1], because of (2.3) that deﬁnes u0. Hence
p˜j is C1 on [0, 1] and smooth on (0, 1)\{x0j }. We introduce a cut-off function 
 to
smooth p˜j at x0j . Let 
 ∈ C∞(R) be such that

(s) = 0 if |s| > , and 
(s) = 1 if |s| < /2,
to smooth out p˜j at x0j .  is a positive constant independent of . Deﬁne
pj (x) = (1− 
(
x − x0j

))p˜j (x)+ 
(
x − x0j

)p˜j (x
0
j ). (3.15)
Now motivated by (2.14) we choose tj so that
S(wt,y) ⊥ H ′(
x − x′j

)+ pj , j = 1, 2, . . . , N. (3.16)
X. Ren, J. Wei / J. Differential Equations 209 (2005) 266–301 277
Here x′j = xj − tj . We denote H ′(
x−x′j
 ) by H
′
j . When t satisﬁes (3.16) we denote the
corresponding wt,y by wy .
To see that (3.16) is solvable, we note that by Lemma 3.1
∫ 1
0
S(wt,y)(H
′
j + pj ) dx
=
∫ 1
0
S(wt,y)H
′
j + 
∫ 1
0
S(wt,y)pj
= o(2)+ 2v′0(x0j )tj + 22
N∑
k=1
(−1)kG(x0j , x0k )tk − 2
K∑
l=1
(
∫
R
Ul ds)G(x
0
j , yl)
+2
N∑
k=1
(−1)ktk
∫ 1
0
G(x, xk)pj dx − 2
K∑
l=1
(
∫
R
Ul ds)
∫ 1
0
G(x, yl)pj (x) dx.
Here we have used the estimate
K∑
l=1
O(
∫ 1
0
|x − yl | |Ulpj | dx) = O(3).
For 〈S(wt,y),H ′j + pj 〉 to be zero, we consider the leading order 2 terms. After
dividing by 2 and sending → 0, we deduce a linear system
v′0(x0j )t0j +
N∑
k=1
[2(−1)kG(x0j , x0k )− (−1)k(− 1)−1p˜j (x0k )]t0k
=
K∑
l=1
(
∫
R
U˜l ds)(G(x0j , yl)− (− 1)−1p˜j (yl)), j = 1, 2, . . . , N.
Here U˜ is a slightly altered version of Ul . U˜ solves
U ′′ + f (u0(yl)+ U)− f (u0(yl)) = 0, U(±∞) = 0, U ′(0) = 0.
To solve for t0j we note that the matrix elements are the same as the ones in Lemma
2.1, after we divide each column here by (−1)k+1. The matrix in Lemma 2.1 is shown
to be negative deﬁnite there. Hence the system for t0j here is non-singular and uniquely
solvable. After perturbation we ﬁnd that (3.16) is solvable.
We would like to solve S(gy) = 0 up to U ′l , l = 1, 2, . . . , K in the following
sense. Find gy near wy with gy − wy ⊥ U ′l ( x−yl ), l = 1, 2, . . . , K , and a K vector
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c = (c1, c2, . . . , cK) so that
S(gy) =
K∑
l=1
clU
′
l (
x − yl

). (3.17)
Let us introduce the projection operator y from {h ∈ L2(0, 1) : h ⊥ U ′l , l =
1, 2, . . . , K} to itself by
yh = h−
K∑
l=1
〈h, U
′
l
‖U ′l ‖22
〉U ′l . (3.18)
Then (3.17) may be written as
y(S(gy)) = 0. (3.19)
To solve (3.19) we have to complete three steps: two Newton iterations and a contraction
mapping argument. Let L(wy) be the linearized operator of S at wy , i.e.
L(wy) = 2+ f ′(wy)+ (− 1)−1. (3.20)
First we ﬁnd some 1,y ⊥ U ′l ( x−yl ), l = 1, 2, . . . , K , so that
y(L(wy)1,y + S(wy)) = 0. (3.21)
Then we ﬁnd a 2,y ⊥ U ′l ( x−yl ) so that
y(L(wy + 1,y)2,y + S(wy + 1,y)) = 0. (3.22)
Finally we use the contraction mapping argument to ﬁnd y ⊥ U ′l ( x−yl ) so that
y(S(wy + 1,y + 2,y + y)) = 0. (3.23)
Then gy = wy + 1,y + 2,y + y .
4. Reduction to gy
Lemma 4.1. Eq. (3.21) is uniquely solvable and 1,y = O().
X. Ren, J. Wei / J. Differential Equations 209 (2005) 266–301 279
Proof. We ﬁrst prove the estimate 1,y = O() assuming (3.21) is solvable. Suppose
that the estimate is false. Let ˜1 = 1,y/‖1,y‖ where 1/‖1,y‖ = o(1/). ˜1 satisﬁes
L˜1 −
K∑
l=1
〈L˜1, U ′l 〉
U ′l
‖U ′l ‖22
= − S(wy)‖1,y‖
+ 1‖1,y‖
K∑
l=1
〈S(wy), U ′l 〉
U ′l
‖U ′l ‖22
(4.1)
and ‖˜1‖ = 1. For simplicity in this proof we write L for L(wy). We decompose
˜1 =
N∑
j=1
dj (H
′
j + pj )+ ˜
⊥
1 , H
′
j + pj ⊥ ˜
⊥
1 .
If we multiply the last equation by H ′k+pk and integrate over (0, 1), then the left-hand
side becomes O() and the right-hand side becomes
N∑
j=1
dj
∫ 1
0
(H ′j + pj )(H ′k + pk) dx =
N∑
j=1
dj (jk
∫
R
(H ′)2 ds +O(2)).
jk = 1 if j = k and 0 otherwise. dj satisﬁes the system
N∑
j=1
dj (jk
∫
R
(H ′)2 ds +O(2)) = O()
from which we conclude that dj = O(1) and consequently ˜⊥1 = O(1). We will show
that actually dj = o(1) and ˜⊥1 = o(1). They contradict ‖˜1‖ = 1, and hence follows
the lemma.
We ﬁrst show that ˜
⊥
1 = o(1). For this we only need a weaker version
L˜1 −
K∑
l=1
〈L˜1, U ′l 〉
U ′l
‖U ′l ‖22
= o(1) (4.2)
of (4.1), in which
〈L˜1, U ′l 〉 = 〈˜1, LU ′l 〉 = 〈˜1, (f ′(wy)− f ′(u(yl)+ Ul))U ′l 〉 = O(2).
One then further simpliﬁes (4.2) to
L˜1 = o(1). (4.3)
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On the other hand L(H ′j + pj ) is small. More precisely we note ﬁrst that
L(H ′j ) = (f ′(wy)− f ′(Hj ))H ′j − G(x, x′j )+O(2)
= f ′′(Hj )QjH ′j − G(x, x′j )+O(2). (4.4)
The last equation is valid when j is even. When j is odd, the ﬁrst term changes to
−f ′′(Hj )QjH ′j . However Qj also differs by a sign because of (2.6) and the fact that
v′0(x0j ) alternates sign while keeping the same absolute value. Next note by (3.15)
Lpj = 2pj + f ′(wy)pj + (− 1)−1pj
= 2[−2
′′(x − x
0
j

)(p˜j (x
0
j )− p˜j )− 2−1
′(
x − x0j

)(p˜j )x
+(1− 
(x − x
0
j

))(p˜j )xx] + f ′(wy)pj + (− 1)−1pj
= f ′(wy)pj + (− 1)−1pj +O(),
since (p˜j )xx is bounded on (0, 1)\{x0j }. By (2.11) we obtain
Lpj = (f ′(wy)− f ′(u0))pj + G(x, x0j )+O(). (4.5)
Hence
L(H ′j + pj ) = f ′′(Hj )QjH ′j + (f ′(wy)− f ′(u0))pj +O(2). (4.6)
For the moment we only need a weaker version L(H ′j + pj ) = O() of (4.6).
Eq. (4.3) becomes
L˜
⊥
1 := 2˜
⊥
1 + f ′(wy)˜
⊥
1 + (− 1)−1˜
⊥
1 = o(1). (4.7)
Denote (− 1)−1˜⊥1 by . We multiply (4.7) by ˜
⊥
1 and integrate. Then
∫ 1
0
(−2|∇˜⊥1 |2 + f ′(wy)|˜
⊥
1 |2 − |∇|2 − ||2) dx = o(1).
Note that f ′(wy) is negative except in neighborhoods of the interfaces and the spikes,
whose width is of order . So we can write the last equation as
∫ 1
0
(2|∇˜⊥1 |2 + c(x)|˜
⊥
1 |2 + |∇|2 + ||2) dx = o(1),
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where c(x) > 0. Hence ‖˜⊥1 ‖1,2 = o(1). This implies that  := (− 1)−1˜
⊥
1 = o(1).
And (4.7) is simpliﬁed to
2˜
⊥
1 + f ′(wy)˜
⊥
1 = o(1). (4.8)
To show ˜
⊥
1 = o(1), we again argue by contradiction. Without the loss of generality we
assume ‖˜⊥1 ‖ = max ˜
⊥
1 = ˜
⊥
1 (x∗) which is bounded below away from 0. We claim
that x∗ must lie in an neighborhood, of size , of a x′j or a yl . Otherwise 2˜
⊥
1 (x∗)0
and f ′(wy)˜
⊥
1 (x∗) < b < 0, which are inconsistent with (4.8). Suppose x∗ is in an -
neighborhood of x′j . Then ˜
⊥
1 (x
′
j + s) approaches in C2loc(R), as → 0, to a function
 which satisﬁes ′′ + f ′(H) = 0 on R. Therefore  = cH ′ with c = 0. And
〈H ′j + pj , ˜
⊥
1 〉 = c
∫
R
(H ′)2+ o(). But this contradicts the fact that H ′j + pj ⊥ ˜
⊥
1 .
Suppose that x∗ is in an -neighborhood of yl . Then ˜
⊥
1 (yl+s) approaches in C2loc(R),
as → 0, to a function  which satisﬁes ′′+f ′(u0(yl)+U) = 0 on R. The function
U here is the positive solution of
U ′′ + f (u0(yl)+ U)− f (u0(yl)) = 0, U(±∞) = 0, U ′(0) = 0.
Therefore  = cU ′ with c = 0. Then 〈U ′l , ˜
⊥
1 〉 = c
∫
R
(U ′)2 + o(). This contradicts
the fact that ˜
⊥
1 ⊥ U ′l .
Next we show that dj = o(1). We multiply (4.1) by H ′k + pk and integrate. The
right-hand side becomes
− 1‖1,y‖
∫ 1
0
S(w)(H ′k + pk) dx +
1
‖‖〈S(w),
U ′l
‖U ′l ‖22
〉
∫ 1
0
U ′l (H ′k + pk) dx.
The ﬁrst term is 0 because of (3.16). The second term is
K∑
l=1
o(
1

)O()O()
1

∫ 1
0
U ′l pk dx = o(2).
So the right-hand side now is o(2). The left-hand side becomes
〈L˜1, H ′k + pk〉 −
K∑
l=1
〈L˜1,
U ′l
‖U ′l ‖22
〉〈U ′l , H ′k + pk〉
= 〈˜1, L(H ′k + pk)〉 −
K∑
l=1
〈˜1, LU ′l 〉O(
1

)o(2)
282 X. Ren, J. Wei / J. Differential Equations 209 (2005) 266–301
=
N∑
j=1
dj 〈H ′j + pj , L(Hk + pk)〉 + 〈˜
⊥
1 , L(H
′
k + pk)〉 + o(3)
=
N∑
j=1
dj 〈L(H ′j + pj ),Hk + pk〉 + o(2).
To reach the last line we have used 〈˜1, L(H ′k + pk)〉 = o(2), a consequence of
˜1 = o(1) and (4.6). We obtain a system of equations for dj :
N∑
j=1
dj 〈L(H ′j + pj ),Hk + pk〉 = o(2).
The matrix elements 〈L(H ′j + pj ),Hk + pk〉 are computed in Lemma A.1. They are
of order 2, and the matrix is negative deﬁnite, Lemma 2.1. By solving this system,
we deduce dj = o(1). This completes the proof that 1,y = O().
The existence and uniqueness of 1,y are proved by appealing to the Fredholm
Alternative. To solve the linear equation
y ◦ L = ,  ∈ L2(0, 1),  ⊥ U ′l , l = 1, 2, . . . , K,
we apply the operator −2y ◦ (− 1)−1 to the equation and rewrite it as
−2y ◦ (− 1)−1 ◦ y ◦ L = −2y ◦ (− 1)−1.
The last two equations are equivalent if we can show that
−2y ◦ (− 1)−1 : { ∈ L2(0, 1) :  ⊥ U ′l , l = 1, 2, . . . , K},
→ { ∈ W 2,2(0, 1) : ′(0) = ′(1) = 0,  ⊥ U ′l , l = 1, 2, . . . , K}
is one-to-one and onto. To see that it is one-to one, we consider −2y ◦(−1)−1 = 0,
which implies that there exist cl , l = 1, 2, . . . , K , such that ( − 1)−1 =
K∑
l=1
clU
′
l .
Therefore  =
K∑
l=1
cl((− 1)U ′l ). Multiply the last equation by U ′l′ and integrate to ﬁnd
0 =
K∑
l=1
cl〈(− 1)U ′l , U ′l′ 〉, which implies that cl = 0 since
〈(− 1)U ′l , U ′l′ 〉 =
{− ∫ 10 (‖∇U ′l ‖22 + (U ′l )2) dx = 0 if l = l′,
0 if l = l′.
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Thus −2y ◦ ( − 1)−1 = 0 becomes ( − 1)−1 = 0. Then  = 0. To see that
−2y ◦ ( − 1)−1 is onto, we consider the equation −2y ◦ ( − 1)−1 =  for a
given . We look for cl , l = 1, 2, . . . , K , so that
−2(− 1)−1 = −
K∑
l=1
clU
′
l , i.e.  = 2(− 1)−
K∑
l=1
cl2((− 1)U ′l ).
(4.9)
We multiply the last equation by U ′
l′ and integrate. Then
0 = 〈(− 1), U ′l′ 〉 −
K∑
l=1
cl〈(− 1)U ′l , U ′l′ 〉
from which we ﬁnd cl . And then  follows from (4.9).
The operator −2y ◦ (− 1)−1 ◦ y ◦ L is deﬁned from the space
{ ∈ W 2,2(0, 1) : ′(0) = ′(1) = 0,  ⊥ U ′l , l = 1, 2, . . . , K}
to itself. Moreover it is a sum of the identity operator and a compact operator, for
−2y ◦ (− 1)−1 ◦ y ◦ L
= −2y ◦ (− 1)−1(L−
K∑
l=1
〈L, U
′
l
‖U ′l ‖22
〉U ′l )
= y(+ −2(− 1)−1(2+ f ′(wy)+ (− 1)−1)
−−2
K∑
l=1
〈L, U
′
l
‖U ′l ‖22
〉(− 1)−1U ′l )
= −
K∑
l=1
〈, U
′
l
‖U ′l ‖22
〉U ′l + y(−2(− 1)−1(2+ f ′(wy)+ (− 1)−1)
−−2
K∑
l=1
〈L, U
′
l
‖U ′l ‖22
〉(− 1)−1U ′l ).
So the existence and uniqueness of 1,y follow if we can show that the homogeneous
equation
y(L) = 0 (4.10)
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only has the trivial solution. Assume this is not true. We have a nontrivial solution
 with ‖‖ = 1. we decompose  =
N∑
j=1
ej (H
′
j + pj ) + ⊥, in which ej = O(1)
and ⊥ = O(1). Argue as in the ﬁrst half of this proof to show that ⊥ satisﬁes
L⊥ = o(1) and hence ⊥ = o(1). Then as before we ﬁnd that ej satisfy the system
N∑
j=1
ej 〈L(H ′j + pj ),H ′k + pk〉 = o(2), from which we conclude that ej = o(1). A
contradiction to ‖‖ = 1. 
Lemma 4.2. Eq. (3.22) is uniquely solvable and 2,y =
∑N
j=1 cjH ′j + O(2), where
cj = O().
Proof. We will only show the estimate for 2,y . The existence of 2,y follows from
the same argument as in Lemma 4.1. Let us denote L(wy +1,y) by L˜. By (3.21) Eq.
(3.22) for 2,y may be written as
y(L˜2,y + 12f ′′(w)21,y +O(‖1,y‖3)) = 0.
In this proof it sufﬁces to write
y(L˜2,y +O(2)) = 0. (4.11)
Repeating the proof of Lemma 4.1 with minor modiﬁcations, we ﬁnd
2,y = O(). (4.12)
In this process, we need the fact that the matrix elements 〈L˜(H ′j + pj ),Hk + pk〉 are
the same as those of L in the leading order, which is provided by Lemma A.2. Eq.
(4.12) simpliﬁes (4.11) to
L˜2,y = O(2). (4.13)
We decompose 2,y into
2,y =
N∑
j=1
cj (H
′
j + pj )+ ⊥2 . (4.14)
Multiplying (4.14) by H ′k+pk and integrating yield cj = O() and hence ⊥2 = O().
It remains to show that ⊥2 = O(2).
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Using the fact that L˜(H ′j + pj ) = O(), we ﬁnd from (4.13) and cj = O() that
L˜(⊥2 ) = O(2). (4.15)
We again argue by contradiction. Suppose that ⊥2 = O(2) is false. Then let ˆ =
⊥2 /‖⊥2 ‖ so
L˜(ˆ) = o(1). (4.16)
If we multiply (4.16) by ˆ and integrate, then
∫ 1
0
(−2|∇ˆ|2 + f ′(wy + 1,y)|ˆ|2 − |∇|2 − 2) dx = o(1),
where  = (− 1)−1ˆ. Note that f ′(wy +1,y) is negative except near the interfaces
x′j and the spikes yl . So we ﬁnd ‖‖1,2 = o(1). Hence  := (− 1)−1ˆ = o(1). Thus
(4.15) becomes
2ˆ+ f ′(wy + 1,y)ˆ = o(1). (4.17)
This equation and the facts that ˆ ⊥ H ′j + pj and ˆ ⊥ U ′l imply that ˆ = o(1). A
contradiction to ‖ˆ‖ = 1. 
To solve (3.23) we rewrite it as
y(S(wy + 1,y + 2,y)+ L(wy + 1,y + 2,y)+My) = 0.
Here we have deﬁned
My = f (wy + 1,y + 2,y + )− f (wy + 1,y + 2,y)
−f ′(wy + 1,y + 2,y). (4.18)
The operator L(wy + 1,y + 2,y) has the following properties.
Lemma 4.3. y◦L(wy+1,y+2,y) is invertible on { ∈ W 2,2(0, 1) : ′(0) = ′(1) =
0,  ⊥ U ′l , l = 1, 2, . . . , K}. For every  ⊥ U ′l , ‖‖ C ‖y ◦L(wy+1,y+2,y)‖.
Proof. The proof is similar to that of Lemma 4.1 so we only sketch a few steps.
We denote L(wy + 1,y + 2,y) by ˜˜L. Suppose that the lemma is false. There is ,
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‖‖ = 1, so that y( ˜˜L) = o(). We decompose  to  =
N∑
j=1
aj (H
′
j + pj ) + ⊥.
Then ⊥ satisﬁes ˜˜L⊥ = O() which implies that ⊥ = O(). Then one ﬁnds that aj
satisﬁes
N∑
j=1
aj 〈 ˜˜L(H ′j + pj ),H ′k + pk〉 = o(2).
The matrix elements 〈 ˜˜L(H ′j+pj ),H ′k+pk〉 are the same as those of L, to the leading
order, Lemma A.3. This implies aj = o(1). A contradiction to ‖‖ = 1. 
Lemma 4.4. Let  be the solution of
y(L(wy + 1,y + 2,y)+ f ′′(wy + 1,y)22,y) = 0.
Then  = o().
Proof. Since f ′′(wy + 1,y)22,y = O(2), we ﬁnd as in Lemma 4.2 that
 =
N∑
j=1
bj (H
′
j + pj )+ ⊥, (4.19)
where bj = O() and ⊥ = O(2). It sufﬁces to show that bj = o().
We multiply H ′k + pk to the equation
N∑
j=1
bj
˜˜
L(Hj + pj )+ ˜˜L⊥ −
K∑
l=1
〈 ˜˜L, U
′
l
‖U ′l ‖22
〉U ′l
= −f ′′(wy + 1,y)22,y +
K∑
l=1
〈f ′′(wy + 1,y)22,y,
U ′l
‖U ′l ‖22
〉U ′l (4.20)
and integrate. Then
N∑
j=1
bj 〈 ˜˜L(H ′j + pj ),H ′k + pk〉 + 〈⊥, ˜˜L(H ′k + pk)〉
−
K∑
l=1
〈,
˜˜
LU ′l
‖U ′l ‖22
〉〈U ′l , H ′k + pk〉
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= −〈f ′′(wy + 1,y)22,y, H ′k + pk〉 +
K∑
l=1
〈f ′′(wy + 1,y)22,y,
× U
′
l
‖U ′l ‖22
〉〈U ′l , H ′k + pk〉.
The second term on the left-hand side is O(4) and the third term on the left-hand
side is o(4). The second term on the right-hand side is o(4). The last equation is now
written as
N∑
j=1
bj 〈 ˜˜L(H ′j + pj ),H ′k + pk〉 = −〈f ′′(wy + 1,y)22,y, H ′k + pk〉 +O(4).
However Lemma 4.2 implies that the ﬁrst term on the right-hand side is
c2k
∫
R
f ′′(H)(H ′)3 + o(3), ck = O().
But
∫
R
f ′′(H)(H ′)3 = 0. For if we differentiate H ′′ + f (H) = 0 twice, we ﬁnd
H ′′′′ + f ′(H)H ′′ + f ′′(H)(H ′)2 = 0. Multiplying by H ′ and integrating yield the
result. So we ﬁnd that bj satisfy the linear system
N∑
j=1
bj 〈 ˜˜L(H ′j + pj ),H ′k + pk〉 = o(3).
Then we deduce bj = o(). 
We write (3.23) in the ﬁxed point form
 = Ty, (4.21)
where
Ty = −(y ◦ L(wy + 1,y + 2,y))−1y(S(wy + 1,y + 2,y)+My) (4.22)
and My is a nonlinear operator deﬁned by (4.18).
Lemma 4.5. When c0 is small enough, Ty is a contraction map on D(Ty) = { ∈
C[0, 1] :  ⊥ U ′l , l = 1, 2, . . . , K, ‖‖∞c0}. The unique ﬁxed point ,y solves
(3.23).
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Proof. We must ﬁrst show that Ty maps D(Ty) to itself. We know from Lemma 4.3
that
‖(y ◦ ˜˜L)−1‖ C ‖‖,  ⊥ U
′
l . (4.23)
Also
‖y ◦My‖  ‖My‖ +
K∑
l=1
‖〈My, U ′l 〉
U ′l
‖U ′l ‖22
‖
 C‖‖2 + C
K∑
l=1
‖My‖  C‖‖2. (4.24)
We have used the fact
‖〈My, U ′l 〉
U ′l
‖U ′l ‖22
‖ ‖My‖ · ‖U
′
l ‖1 · ‖U ′l ‖
‖U ′l ‖22
C‖My‖.
To estimate y ◦ S(wy + 2,y + 2,y), we write
S(wy + 1,y + 2,y) = S(wy + 1,y)+ L(wy + 1,y)2,y +M12,y := M12,y,
where
M12,y = f (wy + 1,y + 2,y)− f (wy + 1,y)− f ′(wy + 1,y)2,y
= 12f ′′(wy + 1,y)22,y +O(‖2,y‖3) (4.25)
and
y ◦ S(wy + 1,y + 2,y) = y ◦M12,y
= y( 12f ′′(wy + 1,y)22,y)+O(‖2,y‖3). (4.26)
Combining (4.23), (4.24), (4.26) and Lemma 4.4 we ﬁnd
Ty = o()+ C (O(
3)+ C(c0)2) = o()+ C(c0)2. (4.27)
Hence Ty maps D(Ty) to itself as long as we choose c0 sufﬁciently small.
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Next we show that Ty is a contraction. Let 1 and 2 be in D(Ty). Then
‖T1 − T2‖
C

‖y ◦My1 − y ◦My2‖
C

‖1 − 2‖2Cc0‖1 − 2‖.
Hence Ty is a contraction if we take c0 small. 
In conclusion we have found a function gy := wy + 1,y + 2,y + y so that
y(S(gy)) = 0.
5. The reduced problem
In this section we will show that there exists a K vector y∗ so that (3.23) becomes
S(g∗) = 0. (5.1)
To ﬁnd such a y∗ we consider I at gy and view it as a function of y. We will show
that this function is minimized at some y∗ at which (5.1) is satisﬁed.
Lemma 5.1. With respect to y, I (gy) is minimized at some y∗. Asymptotically each
y∗,l in y∗ = (y∗,1, y∗,2, . . . , y∗,K) lies in the middle of two interfaces, i.e. for each l
there exists j such that y∗,l = x
0
j+x0j+1
2 + o(1).
Proof. We will show that I (gy) depends on y in the -order. Higher orders are
negligible. Let y = gy − wy = 1,y + 2,y + y . We ﬁrst note the expansion
I (gy) = I (wy)−
∫ 1
0
S(wy)y dx −
1
2
∫ 1
0
(L(wy)(y))y dx +O(‖y‖3). (5.2)
Since S(wy) = O() and y = O(), we ﬁnd that
∫ 1
0
S(wy)y dx = O(2). (5.3)
Also because y satisﬁes the equation y ◦ S(wy +y) = 0, which may be written as
y ◦ (S(wy)+ L(wy)y +O(‖y‖2)) = 0,
we deduce, since y ⊥ U ′l , that
∫ 1
0
(L(wy)(y))y dx = −
∫ 1
0
S(wy)y dx +O(‖y‖3) = O(2). (5.4)
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Hence we obtain from (5.2)–(5.4) that
I (gy) = I (wy)+O(2). (5.5)
By the remark earlier we will only consider I (wy).
For this we recall that wy = ut +
K∑
l=1
Ul where t is determined from y by (3.16).
However, the exact dependence of t on y is not needed in this proof. Then
I (wy) = I (ut +
K∑
l=1
Ul)
= I (ut )+ 
∫ 1
0
u′t
K∑
l=1
U ′l dx +
∫ 1
0
(
1
2
|
K∑
l=1
U ′l |2 − (F (ut +
K∑
l=1
Ul)− F(ut ))) dx
+
∫ 1
0
(1− )−1/2ut (1− )−1/2(
K∑
l=1
Ul) dx + 12
∫ 1
0
|(1− )−1/2
K∑
l=1
Ul |2 dx
= I (ut )+
∫ 1
0
[1
2
|
K∑
l=1
U ′l |2 − (F (ut +
K∑
l=1
Ul)− F(ut )
−f (ut )
K∑
l=1
Ul)] dx +O(2),
where we have used that fact that u solves (1.5) so

∫ 1
0
u′t
K∑
l=1
U ′l dx −
∫ 1
0
f (u,y)
K∑
l=1
Ul dx +
∫ 1
0
(1− )−1/2ut (1− )−1/2
×(
K∑
l=1
Ul) dx = O(2)
and the fact
∫ 1
0
|(1− )−1/2
K∑
l=1
Ul |2 dx = O(2).
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Moreover we deduce
I (wy) = I (ut )+ 
K∑
l=1
∫
R
[1
2
|U ′l |2 − (F (u(yl)+ Ul)− F(u(yl))
−f (u(yl))Ul)] ds + o(). (5.6)
We compare I (ut ) with I (u). Let  = ut − u. Then
I (ut ) = I (u)+ 
2
2
∫ 1
0
|′|2 dx + 2
∫ 1
0
u′′ dx −
∫ 1
0
(F (ut )− F(u)) dx
+
∫ 1
0
(1− )−1/2u(1− )−1/2+ 1
2
∫ 1
0
|(1− )−1/2|2 dx.
Using the fact that u is a solution of (1.5) and
∫ 1
0
|(1− )−1/2|2 dx = O(2),
we ﬁnd
I (ut ) = I (u)+ 
2
2
∫ 1
0
|′|2 dx −
∫ 1
0
(F (ut )− F(u)− f (u)) dx +O(2). (5.7)
Note that  satisﬁes
′′ = u′′(x − 
N∑
j=1
tj	(x − xj ))(1− 
N∑
j=1
tj	′(x − xj ))2
+u′(x − 
N∑
j=1
tj	(x − xj ))(
N∑
j=1
tj	′′(x − xj )).
Hence
2′′ + f (ut )− f (u)+ (vt − v) = O(2). (5.8)
Recall that vt is deﬁned in (3.6). Therefore
2
∫ 1
0
|′|2 dx =
∫ 1
0
(f (ut )− f (u))+
∫ 1
0
(vt − v)+O(2)
=
∫ 1
0
(f (ut )− f (u)) dx +O(2).
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Eq. (5.7) now becomes
I (ut ) = I (u)+ 12
∫ 1
0
(f (ut )− f (u))(ut − u) dx
−
∫ 1
0
(F (ut )− F(u)− f (u)(ut − u)) dx.
The two integrals on the right-hand side satisfy
1
2
∫ 1
0
(f (ut )− f (u))(ut − u) dx −
∫ 1
0
(F (ut )− F(u)− f (u)(ut − u)) dx
= 
N∑
j=1
[1
2
∫
R
(f (H(s − tj ))− f (H(s)))(H(s − t)−H(s)) ds
−
∫
R
(F (H(s − tj ))− F(H(s))− f (H(s))(H(s − tj )−H(s))) ds] + o().
It is shown in Lemma A.4 that each term in the sum after  is zero. Therefore,
I (ut ) = I (u)+ o().
Combining this with (5.5) and (5.6) we ﬁnd
I (gy) = I (u)+ 
K∑
l=1
∫
R
[1
2
|U ′l |2 − (F (u(yl)+ Ul)− F(u(yl))
−f (u(yl))Ul)] ds + o(). (5.9)
The ﬁrst term on the left-hand side of (5.9) is independent of y. We only need to show
that the second term is minimized by some y = y∗.
There are two cases of yl . In the ﬁrst case yl is between an upward interface and
a downward interface. In the second case yl is between a downward interface and an
upward interface. Without the loss of generality we consider the second case. u(yl) is
between ul and the smaller of the two critical points of f. Lemma A.5 shows that
∫
R
[1
2
|U ′l |2 − (F (u(yl)+ Ul)− F(u(yl))− f (u(yl))Ul)] ds
is minimized when u(yl) is maximized. It is known [17] that between the two
interfaces x0j and x
0
j+1, u0, the outer limit of u, has a maximum at exactly the
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middle point
x0j+x0j+1
2 . Therefore, we conclude that I (gy) is minimized at some y∗ =
(y∗,1, y∗,2, . . . , y∗,K) where y∗,l = x
0
j+x0j+1
2 + o(1). 
When y = y∗, we denote gy , wy , 1,y , 2,y and y by g, w, 1, 2 and ,
respectively.
Lemma 5.2. g satisﬁes (1.5).
Proof. Since y∗ is an interior minimum of I (gy), regarded as a function of y, at
y = y∗ we have, for each l,
0 = I (gy)
yl
=
∫ 1
0
(−2gy − f (gy)+ (1− )−1gy)gyyl dx =
K∑
m=1
cm
∫ 1
0
U ′m
gy
yl
dx.
Here, we have assumed that at y∗, −S(gy) =
K∑
m=1
cmU
′
m, because y(S(gy)) = 0. The
last equation asserts that the coefﬁcients cm satisfy a linear homogeneous system whose
ml matrix entry is
∫ 1
0 U
′
m
gy
yl
dx.
Recall that gy = wy+1,y+2,y+y and U ′m ⊥ 1,y+2,y+y . We differentiate
0 = ∫ 10 U ′m(1,y + 2,y + y) dx with respect to yl to obtain
∫ 1
0
U ′m
(1,y + 2,y + y)
yl
= −
∫ 1
0
U ′m
yl
(1,y + 2,y + y) dx.
Therefore, since 1,y + 2,y + y = O(),
∫ 1
0
U ′m
gy
yl
dx =
∫ 1
0
(U ′m
wy
yl
− U
′
m
yl
(1,y + 2,y + y)) dx = ml
∫
R
(U ′)2 ds +O().
Therefore, the coefﬁcient matrix is non-singular and cm = 0, i.e. S(g) = 0. 
We have thus completed the proof of Theorem 1.1.
Proof of Theorem 1.2. Let g be the K spike nucleation solution constructed above. In
deﬁning the Morse index of I at g, one views I ′(g) as a functional on W 1,2(0, 1):
I ′(g)() =
∫ 1
0
(∇g∇− f (g)+ g(1− )−1) dx.
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Then I ′′(g) is a quadratic form on W 1,2(0, 1):
I ′′(g)(, ˜) =
∫ 1
0
(∇∇˜− f ′(g)˜+ (1− )−1˜) dx.
The eigenvalues of I ′′(g) may be characterized variationally by
l = max
Bl
min
∈Bl
{I ′′(g)(,) : ‖‖2 = 1},
where Bl ranges over all l-dimensional subspaces of W 1,2(0, 1). We will show that
there is a linear subspace of dimension K on which I ′′(g) is negative deﬁnite. From
this we conclude that there are at least K negative eigenvalues, i.e. the Morse index of
I ′′(g) is at least K.
To deﬁne this subspace, consider the eigenvalue problem
′′ + f ′(u(yl)+ Ul) = 
on the real line. The principal eigenvalue is positive which we denote by l . Its
corresponding eigenfunction is denoted by l with ‖l‖ = 1. Let the subspace be
made of functions of the form
∑K
l=1 cll (
x−yl
 ). Taking cl = O(1) we ﬁnd
I ′′(g)(
K∑
l=1
cll (
x − yl

),
K∑
l=1
cll (
x − yl

))
=
∫ 1
0
(2|∇
K∑
l=1
cll (
x − yl

)|2 − f ′(g)(
K∑
l=1
cll (
x − yl

))2
+(
K∑
l=1
cll (
x − yl

))(1− )−1
K∑
l=1
cll (
x − yl

)) dx
=
∫ 1
0
(2|∇
K∑
l=1
cll (
x − yl

)|2 − f ′(g)(
K∑
l=1
cll (
x − yl

))2) dx +O(2)
= −
K∑
l=1
lc2l (
∫
R
2l ds)+O(2) < 0.
Theorem 1.2 then follows. 
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Appendix
We again denote L(w), L(wy+1,y), and L(wy+1,y+2,y) respectively by L, L˜,
and ˜˜L. We calculate the matrix elements 〈L(H ′j + pj ),H ′k+ pk〉, 〈L˜(H ′j + pj ),H ′k+
pk〉 and 〈 ˜˜L(H ′j + pj ),H ′k + pk〉.
Lemma A.1.
〈L(H ′j + pj ),H ′k + pk〉 = 2(jk
∫
R
f ′′(H)Q(H ′)2 ds − 2G(xk, xj )
+(− 1)−1pj (xk))+O(3).
Proof. For 〈L(H ′j + pj ),H ′k + pk〉 we note from (4.4)
〈LH ′j , H ′k〉 = 2jk
∫
R
f ′′(H)Q(H ′)2 ds − 22G(xj , xk)+O(3). (A.1)
Note that
∫
R
f ′′(H)Q(H ′)2 ds is independent of j because of the remark after (4.4).
Next we note that
L(pj ) = 3pj + f ′(wy)pj + (− 1)−1pj
for which
∫ 1
0
(3pj + f ′(wy)pj )H ′k = 
∫ 1
0
(2H ′k + f ′(wy)H ′k)pj
= 
∫ 1
0
(f ′(wy)− f ′(Hk))H ′kpj = O(3).
So we deduce
〈Lpj ,H ′k〉 = 2(− 1)−1pj (xk)+O(3). (A.2)
For 〈Lpj , pk〉 we note by (4.5)
〈Lpj , pk〉 = −2(− 1)−1pk +O(3). (A.3)
From (A.1)–(A.3) we conclude that
〈L(H ′j + pj ),H ′k + pk〉 = 2(
∫
R
f ′′(H)Q(H ′)2 − G(xk, xj )
+(− 1)−1pj (xk))+O(3).  (A.4)
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Lemma A.2.
〈L˜(H ′j + pj ),H ′k + pk〉 = 2(jk
∫
R
f ′′(H)Q(H ′)2 ds − 2G(xk, xj )
+(− 1)−1pj (xk))+ o(2).
Proof. The proof is similar to that of Lemma A.1. The main difference is that
L˜H ′j = 2H ′j + f ′(wy + 1,y)H ′j + (− 1)−1H ′j
= (f ′(wy + 1,y)− f ′(Hj ))H ′j − G(x, xj )+O(2)
= f ′′(H)QjH ′j + f ′′(H)1,yH ′j − G(x, xj )+O(2).
So in the calculations of 〈L˜H ′j , H ′k〉 we have an extra term
∫ 1
0 f
′′(H)1,yH ′jH ′k dx. Of
course it is negligible if j = k. We will show that when j = k, this quantity is o(2).
Then the argument in the proof of the last lemma will yield this one.
At the ﬁrst glance
∫ 1
0 f
′′(H)1,y(H ′j )2 dx = O(2) since 1,y = O() and H ′j decays
exponentially away from x′j . To improve this estimate recall Eq. (3.21)
y(L1,y + S(wy)) = 0.
We multiply it by H ′′j and integrate. Then
∫ 1
0
(L1,y)H
′′
j dx +
∫ 1
0
S(wy)H
′′
j dx = O(e−C/). (A.5)
From Lemma 3.1 we conclude
∫ 1
0
S(wy)H
′′
j = o(2). (A.6)
And moreover because of the equation H ′′′′ + f ′(H)H ′′ + f ′′(H)(H ′)2 = 0 satisﬁed
by H ′′,
∫ 1
0
(L1,y)H
′′
j dx =
∫ 1
0
(2H ′′j + f ′(wy)H ′′j + (− 1)−1H ′′j )1,y dx
=
∫ 1
0
(−f ′(Hj )H ′′j − f ′′(Hj )(H ′)2 + f ′(wy)H ′′j )1,y dx + o(2)
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=
∫ 1
0
(f ′(wy)− f ′(Hj ))H ′′j1,y dx
−
∫ 1
0
f ′′(Hj )1,y(H ′j )2 dx + o(2)
= −
∫ 1
0
f ′′(Hj )1,y(H ′j )2 dx + o(2).
Combining this to (A.5)–(A.6) we ﬁnd ∫ 10 f ′′(H)1,y(H ′j )2 dx = o(2). 
Lemma A.3.
〈 ˜˜L(H ′j + pj ),H ′k + pk〉 = 2(jk
∫
R
f ′′(H)Q(H ′)2 ds − 2G(xk, xj )
+(− 1)−1pj (xk))+ o(2).
Proof. Like in the proof of the last lemma here we need to show that
∫ 1
0 f
′′(H)2,y
(H ′j )2 dx = o(2). We write Eq. (3.22) for 2,y as
y(L˜2,y +O(‖1,y‖2)) = 0.
After multiplying this by H ′′j and integrating, we ﬁnd
∫ 1
0
(L˜2,y)H
′′
j dx +O(3) = 0. (A.7)
Using the equation for H ′′ again, we deduce
∫ 1
0
(L˜2,y)H
′′
j dx =
∫ 1
0
(L˜H ′′j )2,y
=
∫ 1
0
2(H ′′j + f ′(wy + 1,y)H ′′j )2,y dx + o(2)
=
∫ 1
0
(f ′(wy + 1,y)− f ′(Hj ))H ′′j2,y dx
−
∫ 1
0
f ′′(Hj )(H ′j )22,y dx + o(2)
= −
∫ 1
0
f ′′(Hj )2,y(H ′j )2 dx + o(2).
When this is combined with (A.7), we ﬁnd ∫ 10 f ′′(H)2,y(H ′j )2 dx = o(2). 
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Lemma A.4. Let Ht = H(· − t). Then
1
2
∫
R
(f (Ht )− f (H))(Ht −H)−
∫
R
(F (Ht )− F(H)− f (H)(Ht −H)) = 0.
Proof. We let f ∗(a) = f (a) + v∗ be the balanced cubic nonlinearity and F ∗(a) =
F(a)+v∗a+ c be the corresponding equal depth, double well potential with maximum
value 0. The left-hand side in the lemma becomes
1
2
∫
R
(f ∗(Ht )− f ∗(H)(Ht −H))−
∫
R
(F ∗(Ht )− F ∗(H)− f ∗(H)(Ht −H))
= 1
2
∫
R
(f ∗(Ht )− f ∗(H)(Ht −H))+
∫
R
f ∗(H)(Ht −H)
= 1
2
∫
R
(f ∗(Ht )+ f ∗(H)(Ht −H)) = 12
∫
R
(f ∗(H)Ht − f ∗(Ht )H)
= 1
2
∫
R
(f ∗(H)Ht − f ∗(H)H−t ) = 12
∫
R
f ∗(H)(Ht −H−t ).
The last quantity is zero because f ∗(H) is odd and Ht − H−t is even. To see that
Ht −H−t is even, we note that H is asymmetric with respect to the line um, i.e.
H(−s)+H(s)
2
= um.
This gives
H(−s − t)−H(−s + t) = 2um −H(s + t)− (2um −H(s − t))
= H(s − t)−H(s + t). 
Lemma A.5. Let z be greater than ul and less than the smaller of the two critical
points of f. Let Uz be the homoclinic solution of
Uz
′′ + f (Uz + z)− f (z) = 0, Uz(±∞) = 0, U ′z(0) = 0.
Deﬁne
E(z) =
∫
R
(
1
2
|U ′z|2 − Fz(Uz)) ds,
where Fz(b) = F(b + z)− F(z)− f (z)b. Then E(z) is decreasing in z.
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Similarly if z is greater than the larger of the two critical points of f and less than
ur . Then E(z) is increasing in z.
Proof. We only consider the ﬁrst part of the lemma. The second part may be proved
similarly. The solution Uz has an ﬁrst integral 12 |U ′z|2+Fz(Uz) = 0. So we can rewrite
E(z) as
E(z) = 2
∫ 0
−∞
(
1
2
|U ′z|2 − Fz(Uz)) ds = 2
∫ 0
−∞
2
1√
2
√−Fz(Uz)U ′z ds
= 2√2
∫ Mz
0
√−Fz(b) db
where Mz is the middle zero of Fz and Uz(0) = Mz. The lemma will be proved
after we show (−Fz)z < 0 and
dMz
dz
< 0.
Straight calculations show that
−Fz(b) = b
2
4
(b2 + (4z− 4(a + 1)
3
)b + 6z2 − 4(a + 1)z+ 2a). (A.8)
Hence
(−Fz)
z
= b
2
4
(4b + 12z− 4(a + 1)).
One also ﬁnds
f (b + z)− f (z) = b(−b2 + (a + 1− 3z)b + 1− a − z+ 2az− z2).
b is always less than the largest zero of f (· + z)− f (z). Hence b < a + 1− 3z which
is the sum of the two positive zeros. This implies (−Fz)z < 0.
Since Mz is the middle zero of −Fz, we deduce from (A.8) that
M2z + (4z−
4(a + 1)
3
)Mz + 6z2 − 4(a + 1)z+ 2a = 0.
Implicit differentiation yields
dMz
dz
= −12z− 4(a + 1)− 4Mz
4z− 43 (a + 1)+ 2Mz
. (A.9)
The top of the last fraction is negative since 12z− 4(a + 1) = −4(a + 1− 3z) < 0 for
a+ 1− 3z, as the sum of the two positive zeros of f (·+ z)−f (z), is positive. Denote
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the greatest zero of −Fz by M ′z. Then from (A.8)
Mz +M ′z =
4(a + 1)
3
− 4z.
The bottom of the fraction on the right-hand side of (A.9) is Mz −M ′z < 0. Therefore
dMz
dz
< 0. 
References
[1] N. Alikakos, G. Fusco, M. Kowalczyk, Finite dimensional dynamics and interfaces intersecting the
boundary I, Indiana Univ. Math. J. 45 (1996) 1119–1155.
[2] N. Alikakos, M. Kowalczyk, Critical points of a singular perturbation problem via reduced energy
and local linking, J. Differential Equations 159 (1999) 403–426.
[3] P. Bates, E.N. Dancer, J. Shi, Multi-spike stationary solutions of the Cahn–Hilliard equation in
higher-dimension and instability, Adv. Differential Equations 4 (1999) 1–69.
[4] P. Bates, G. Fusco, Equilibria with many nuclei for the Cahn–Hilliard equation, J. Differential
Equations 160 (2) (2000) 283–356.
[5] P. Bates, J. Shi, Existence and instability of spike layer solutions to singular perturbation problems,
J. Funct. Anal. 196 (2002) 211–264.
[6] E.N. Dancer, S. Yan, Multipeak solutions for a singular perturbed neumann problem, Paciﬁc J. Math.
189 (1999) 241–262.
[7] E.N. Dancer, S. Yan, Interior and boundary peak solutions for a mixed boundary value problem,
Indiana Univ. Math. J. 48 (1999) 1177–1212.
[8] E.N. Dancer, S. Yan, A minimization problem associated with elliptic systems of FitzHugh–Nagumo
type, Ann. Inst. H. Poincaré Anal. Non Linéaire 21 (2) (2004) 237–253.
[9] P.C. Fife, D. Hilhorst, The Nishiura–Ohnishi free boundary problem in the 1D case, SIAM J. Math.
Anal. 33 (3) (2001) 589–606.
[10] A. Floer, A. Weinstein, Nonspreading wave packets for the cubic Schrödinger equation with a bounded
potential, J. Funct. Anal. 69 (1986) 397–408.
[11] C. Gui, J. Wei, Multiple interior peak solutions for some singular perturbation problems, J. Differential
Equations 158 (1999) 1–27.
[12] C. Gui, J. Wei, On multiple mixed interior and boundary peak solutions for some singularly perturbed
neumann problems, Canad. J. Math. 52 (2000) 522–538.
[13] M. Ito, A remark on singular perturbation methods, Hiroshima Math. J. 14 (1985) 619–629.
[14] G.A. Klaasen, E. Mitidieri, Standing wave solutions for a system derived from the FitzHugh–Nagumo
equations for nerve conduction, SIAM J. Math. Anal. 17 (1) (1986) 74–83.
[15] M. Kowalczyk, Multiple spike layers in the shadow gierer–meinhardt system: existence of equilibria
and approximate invariant manifold, Duke Math. J. 98 (1999) 59–111.
[16] M. Mimura, M. Tabata, Y. Hosono, Multiple solutions of two-point boundary value problems of
Neumann type with a small parameters, SIAM J. Math. Anal. 11 (1980) 613–631.
[17] Y. Nishiura, Coexistence of inﬁnitely many stable solutions to reaction-diffusion system in the singular
limit, in: C.R.K.T. Jones, U. Kirchgraber, H.O. Walther (Eds.), Dynamics Reported: Expositions in
Dynamical Systems, Vol. 3, Springer, New York, 1994.
[18] Y. Nishiura, H. Fujii, Stability of singularly perturbed solutions to systems of reaction diffusion
equations, SIAM J. Math. Anal. 18 (1987) 1726–1770.
[19] Y.G. Oh, Existence of semi-classical bound states of nonlinear Schrödinger equations with potentials
of the class (v)a , Comm. Partial Differential Equations 13 (12) (1988) 1499–1519.
[20] Y.G. Oh, On positive multi-bump bound states of nonlinear Schrödinger equations under multiple-well
potentials, Comm. Math. Phys. 131 (1990) 223–253.
X. Ren, J. Wei / J. Differential Equations 209 (2005) 266–301 301
[21] Y. Oshita, I. Ohnishi, Standing pulse solutions for the FitzHugh–Nagumo equations, Japan J. Indust.
Appl. Math. 20 (1) (2003) 101–115.
[22] C. Reinecke, G. Sweers, Solutions with internal jump for an autonomous elliptic system of
FitzHugh–Nagumo type, Math. Nachr. 251 (2003) 64–87.
[23] J. Wei, M. Winter, Stationary solutions for the Cahn–Hilliard equation, Ann. Inst. H. Poincaré Anal.
Non Linéaire 15 (1998) 459–492.
[24] J. Wei, M. Winter, Multiple boundary spike solutions for a wide class of singular perturbation
problems, J. London Math. Soc. 59 (1999) 585–606.
