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1ABSTRACT
Il presente lavoro di tesi tratta la progettazione e l’implementazione di un si-
mulatore in grado di valutare l’efficienza energetica di una generica Automatic
Weather Station. Esso è stato preparato, testato e validato come supporto alle
decisioni riguardanti le politiche e le configurazioni di una AWS pre-esistente,
situata su un ghiacciaio a quasi 3000m di altitudine. Sfruttando l’implemen-
tazione di un semplice modello di pannello fotovoltaico il simulatore riesce a
stimare l’energia prodotta a seconda delle condizioni ambientali; questo valore
viene confrontato con la stima dell’energia consumata dai vari componenti, ed
il risultato finale rappresenta il bilancio energetico dell’intero sistema. Dimo-
stratosi nettamente più valido di un approccio alla stima della produzione e del
consumo di energia basato su valor medio, fornisce un primissimo strumento
per valutare l’efficienza e le possibilità offerte da politiche autonomiche. Potrà
essere utilizzato in futuro come parte di un motore di generazione automatiche
delle stesse, che preveda, quindi, di slegare le capacità decisionali dalla compo-
nente umana, seguendo i principi e le linee guida tracciate dal nuovo paradigma
dell’Autonomic Sensing.
2RINGRAZIAMENTI
Ai miei genitori, per il loro appoggio incondizionato, per la pazienza e l’affetto
con cui mi hanno sempre supportato (e sopportato).
Al Prof. Avvenuti, per aver fatto propri i dubbi di un ingegnere informatico
amante della montagna e dell’aria aperta, rendendo possibile questo lavoro.
A Daniel per l’aiuto prezioso, la grande disponibilità, il calzino che mi ha salvata
dall’ipotermia e l’accento lazziale in un mare di boia deh.
A Stefano e Luca per avermi accompagnato lungo un tratto di questa piccola
avventura.
Agli amici che non hanno mai smesso di cercarmi, nonostante la mia avver-
sione al cellulare ed i miei momenti di misantropia acuta.
_
Ed infine, perché no, a me stessa.
Indice
1 Introduzione 8
1.1 Motivazioni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Caso studio: AWS de La Mare 10
2.1 Stato dell’arte: componenti dell’AWS . . . . . . . . . . . . . . . . 10
2.1.1 CR1000 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.2 Sensori . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.3 Pannello Solare . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.4 Batteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Status Quo e modifiche effettuate . . . . . . . . . . . . . . . . . . 21
2.2.1 Tecnologia satellitare . . . . . . . . . . . . . . . . . . . . . 22
2.2.2 Installazione del modem . . . . . . . . . . . . . . . . . . . 24
2.2.3 Gestione del modem . . . . . . . . . . . . . . . . . . . . . 24
2.2.4 Ottimizzazione del codice sorgente originario . . . . . . . 29
2.2.5 Lato-Server . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3 Cenni sull’Autonomic Computing 31
3.1 Il paradigma dell’autonomic computing . . . . . . . . . . . . . . . 33
3.1.1 Architettura di un elemento autonomico . . . . . . . . . . 35
4 Simulatore energetico di una AWS 37
4.1 Implementazione . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1.1 Lista dei File . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.1.2 Funzioni di Utility . . . . . . . . . . . . . . . . . . . . . . 47
4.1.3 Classe Data . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.1.4 Classe WorkingPoint . . . . . . . . . . . . . . . . . . . . . 52
4.1.5 Classe SolarPanel . . . . . . . . . . . . . . . . . . . . . . . 53
4.1.6 Classe CR1000 . . . . . . . . . . . . . . . . . . . . . . . . 63
4.1.7 Classe Battery . . . . . . . . . . . . . . . . . . . . . . . . . 72
5 Modello SAN di una AWS 75
5.1 Mobius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.2 Il formalismo delle Stochastic Activity Networks (SAN) . . . . . . 76
5.3 AWS Simulator in Mobius . . . . . . . . . . . . . . . . . . . . . . 78
3
INDICE 4
5.3.1 Atomic Models . . . . . . . . . . . . . . . . . . . . . . . . 78
5.3.2 Composed . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.3.3 Reward . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3.4 Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3.5 Solver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6 Risultati 94
6.1 Validazione dei dati simulati rispetto a quelli reali . . . . . . . . . 94
6.2 Valutazione e confronto di politiche energetiche . . . . . . . . . 100
7 Conclusione e sviluppi futuri 105
7.1 Conclusioni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.2 Proposte per Sviluppi Futuri . . . . . . . . . . . . . . . . . . . . . 106
Bibliografia 107
Elenco delle figure
2.1 La stazione AWS Val de La Mare al 01/08/2012 . . . . . . . . . . 11
2.2 Schema generico di una AWS . . . . . . . . . . . . . . . . . . . . 12
2.3 Schema del wiring panel del CR1000 . . . . . . . . . . . . . . . . 13
2.4 Termo-Igrometro Vaisala HMP45C . . . . . . . . . . . . . . . . . 14
2.5 Dettaglio dello schermo di protezione del Termo-Igrometro . . . . 15
2.6 Termo-Igrometro Campbell Scientific CS215 . . . . . . . . . . . . 16
2.7 Termistore Campell Scientific T-107 . . . . . . . . . . . . . . . . . 16
2.8 Albedometro Delta Ohm LP Pyra05 . . . . . . . . . . . . . . . . . 17
2.9 Pirgeometro Kipp&Zonen CGR3 . . . . . . . . . . . . . . . . . . . 18
2.10 Anemometro RM Young 05103 . . . . . . . . . . . . . . . . . . . 18
2.11 Nivometro Campbell Scientific SR50A . . . . . . . . . . . . . . . 19
2.12 Illustrazione del pannello solare Campbell Scientific SP20 . . . . 20
2.13 Batteria Yuasa NP24-12 . . . . . . . . . . . . . . . . . . . . . . . 21
2.14 Schema semplificato di una rete di comunicazioni satellitare . . . 22
2.15 Modem Wireless Innovation MiChroSat 2403 . . . . . . . . . . . 24
2.16 Antenna satellitare ad installazione avvenuta . . . . . . . . . . . 25
2.17 Particolare dell’installazione del modem . . . . . . . . . . . . . . 26
3.1 Alcuni dei compiti del sistema nervoso autonomo . . . . . . . . . 32
4.1 Schema generale del simulatore . . . . . . . . . . . . . . . . . . . 38
4.2 Calcolo del rate di campionamento di un sensore . . . . . . . . . 45
4.3 Modello ideale di cella solare . . . . . . . . . . . . . . . . . . . . 54
4.4 Caratteristica I-V di un generico pannello solare . . . . . . . . . . 55
4.5 Esempi di curve I-V . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.6 Modello con perdite Ohmiche di cella solare . . . . . . . . . . . . 57
4.7 Struttura generale di un pacchetto . . . . . . . . . . . . . . . . . 66
4.8 Struttura dettagliata di un pacchetto . . . . . . . . . . . . . . . . 67
5.1 I componenti del framework . . . . . . . . . . . . . . . . . . . . . 76
5.2 Sottosistema PhysicalGen . . . . . . . . . . . . . . . . . . . . . . 79
5.3 Sottosistema SolarPanel . . . . . . . . . . . . . . . . . . . . . . . 82
5.4 Sottosistema CR1000 . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.5 Sottosistema Battery . . . . . . . . . . . . . . . . . . . . . . . . . 89
5
5.6 Composizione dei vari sottosistemi . . . . . . . . . . . . . . . . . 91
6.1 Dettaglio di tre giorni di simulazione . . . . . . . . . . . . . . . . 95
6.2 Dettaglio di una settimana di simulazione . . . . . . . . . . . . . 96
6.3 Risultati finali della simulazione . . . . . . . . . . . . . . . . . . . 98
6.4 Totale dei risultati corretti, conservative fail e critical fail all’in-
terno delle singole ore . . . . . . . . . . . . . . . . . . . . . . . . 99
6.5 Totale dei risultati corretti e critical fail all’interno delle singole ore100
6.6 Politica basata su MP1 e SP1. Una settimana di simulazione. . . . 101
6.7 Politica basata su MP1 e SP1. Tre giorni di simulazione. . . . . . 102
6.8 Politica basata su MP3 e SP1. Una settimana di simulazione. . . . 103
6.9 Politica basata su MP3 e SP1. Tre giorni di simulazione. . . . . . 104
Elenco dei listati
2.1 Parametri di gestione del modem . . . . . . . . . . . . . . . . . . 26
2.2 Funzione per il calcolo dell’istante di spegnimento del modem . . 27
2.3 Funzione di gestione del modem . . . . . . . . . . . . . . . . . . 27
4.1 Formato e contenuto del file Datalogger.csv . . . . . . . . . . . . 39
4.2 Formato e contenuto del file Battery.csv . . . . . . . . . . . . . . . 40
4.3 Formato e contenuto del file Modem.csv . . . . . . . . . . . . . . 40
4.4 Formato e contenuto del file Sensor.csv . . . . . . . . . . . . . . . 41
4.5 Formato e contenuto del file SolarPanel.csv . . . . . . . . . . . . 42
4.6 Formato e contenuto del file ModemPolicy.csv . . . . . . . . . . . 42
4.7 Formato e contenuto del file ModemWindow.csv . . . . . . . . . . 43
4.8 Formato e contenuto del file SensorPolicy.csv . . . . . . . . . . . . 44
4.9 Formato e contenuto del file Tables.csv . . . . . . . . . . . . . . . 46
4.10 Formato e contenuto del file PAKBUSprotocol.csv . . . . . . . . . 47
4.11 L’header file Utility.h . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.12 Funzioni di conversione di varie grandezze temporali . . . . . . . 48
4.13 L’header file Data.h . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.14 La funzione vector<string> getSplitTimestamp(int) . . . . . . . 51
4.15 L’header file WorkingPoint.h . . . . . . . . . . . . . . . . . . . . . 52
4.16 L’header file SolarPanel.h . . . . . . . . . . . . . . . . . . . . . . 62
4.17 La funzione void loadTableDimBytes(char*) . . . . . . . . . . . . 65
4.18 La funzione int calcTxDuration(...) . . . . . . . . . . . . . . . . . 67
4.19 Calcolo del consumo istantaneo dei sensori . . . . . . . . . . . . 69
4.20 Calcolo del consumo istantaneo del modem . . . . . . . . . . . . 71
6
ELENCO DELLE TABELLE 7
4.21 L’header file Battery.h . . . . . . . . . . . . . . . . . . . . . . . . 72
Elenco delle tabelle
4.1 Datasheet del pannello solare SP20 . . . . . . . . . . . . . . . . . 61
4.3 Caratteristiche (politiche e parametri) dei sensori . . . . . . . . . 64
4.2 Caratteristiche (politiche e parametri) del CR1000 . . . . . . . . 64
4.4 Esempio di contenuto della map . . . . . . . . . . . . . . . . . . . 65
4.5 Caratteristiche (parametri e politiche) del modem . . . . . . . . . 68
4.6 Esempio di legame tra elapsedSeconds e normalizedSeconds . . . . 70
4.7 Esempio del calcolo del parametro measureRate di un datalogger 71
4.8 Capacità della batteria a seconda della temperatura . . . . . . . . 73
6.1 Percentuali di errore . . . . . . . . . . . . . . . . . . . . . . . . . 98
Capitolo 1
Introduzione
Il continuo progresso dell’informatica sta sperimentando una crescita esplosiva
di applicazioni e servizi che coprono numerosi aspetti della vita quotidiana e si
fanno propulsori dell’avanzamento scientifico.
La tecnologia sta diventando sempre più un aiuto, un supporto alle attività del-
l’uomo, una risposta alle necessità che si vengono a creare con il progredire dei
metodi e delle tecniche scientifiche; sta entrando a far parte della quotidiani-
tà in punta di piedi, in modo cioè mobile e pervasivo, diventando tuttavia un
aspetto fondamentale della stessa.
Gli ambiti che sperimentano un effetto benefico e propulsivo dovuto al con-
tributo delle nuove tecnologie sono molteplici ed in continuo aumento; negli
ultimi anni, in particolare, uno tra i settori in cui questo legame è diventato più
proficuo ed efficace è quello relativo all’ambiente.
L’evoluzione tecnica dei sensori, sia dal punto di vista costruttivo che di gestio-
ne software, permette oggi il posizionamento di sistemi di acquisizione dati in
siti impensabili ed impraticabili fino a pochi anni fa, come montagne, iceberg,
o addirittura vulcani.
Le possibilità offerte da queste installazioni in ambienti ostici, pericolosi o più
in generale remoti, costituiscono un importante strumento nell’economia delle
ricerche scientifiche. Non solo si rende possibile, ma anche automatico e fre-
quente, un processo di misura e prelievo di dati che, altrimenti, richiederebbe
un’enorme spesa a livello di capitale umano e monetario, l’attesa di tempi spesso
lunghi, la presenza di rischi e margini di inefficienza ineliminabili.
1.1 Motivazioni
Una recente collaborazione tra il Dipartimento di Informatica, Elettronica e Te-
lecomunicazioni dell’Università di Pisa ed i geologi del Dipartimento di Scienze
della Terra e dell’Ambiente dell’Università di Padova ha permesso di evidenziare,
da parte di questi ultimi, una serie di limiti nell’utilizzo delle tecnologie più re-
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centi nell’ambito del monitoraggio meteorologico.
Da diversi anni, un progetto di ricerca riguardante gli effetti dei cambiamenti
climatici e del riscaldamento globale sull’idrologia e sulla criosfera ad altitudini
elevate [14] vede, infatti, il supporto di dati prelevati da due Automatic Weather
Station, stazioni meteorologiche dotate di molteplici sensori che permettono
la raccolta e l’elaborazione in-loco di una serie di dati ambientali. Esse sono
installate su due ghiacciai facenti parte delle Alpi Retiche meridionali:
• Ghiacciaio dell’Ortles (Trentino Alto-Adige)
• Ghiacciaio di Val de La Mare (Trentino Alto-Adige)
Il problema principale con cui i geologi si sono trovati a convivere è stato
l’isolamento delle due stazioni. Mancando le tecnologie e soprattutto il know-
how, infatti, gli studiosi non hanno avuto la possibilità di installare alcun siste-
ma di comunicazione; l’unico modo per prelevare i dati prodotti dalle stazioni,
quindi, si è rivelato essere l’organizzazione nel corso degli anni di una serie di
spedizioni direttamente verso luoghi presi in esame.
La semplice ma essenziale necessità di rendere efficiente ed automatico questo
processo, slegandolo dai limiti intrinseci del contributo umano, è il motore fon-
damentale del presente lavoro.
Esso è parte di un progetto ambizioso che persegue un duplice obiettivo: uno
a breve termine, cioè la risoluzione dei problemi appena evidenziati, e, soprat-
tutto, uno a lungo termine, cioè l’ampliamento delle possibilità offerte dall’uti-
lizzo delle Automatic Weather Station, prendendo in esame nuovi paradigmi di
programmazione e tecniche innovative nell’ambito del sensing.
Capitolo 2
Caso studio: AWS de La Mare
Come introdotto brevemente nel precedente capitolo, all’inizio della collabo-
razione con i geologi dell’Università di Padova sono state prese in esame due
installazioni di Automatic Weather Station, l’una situata sul ghiacciaio dell’Or-
tles e l’altra sul ghiacciaio di Val de La Mare.
Occorre sottolineare che già nella fase di definizione del caso-studio l’interes-
se si è concentrato su quest’ultima, poiché tra le due è quella più facilmente
raggiungibile: è necessario semplicemente dotarsi di equipaggiamento minimo
ed affrontare una salita di difficoltà medio-bassa. Per recarsi sull’Ortles bisogna
ricorrere, invece, ad un volo in elicottero; è inutile sottolineare i costi, i rischi e
le limitazioni che questo vincolo porta con sé.
La stazione de La Mare si trova ad un’altitudine di 2980m ed è stata installata
e resa operativa il 16 luglio del 2007, con lo scopo di campionare e memorizzare
i dati ambientali in-loco, al fine di contestualizzare e migliorare la precisione dei
calcoli del bilancio di massa del ghiacciaio di Val de La Mare, che, a causa del
riscaldamento globale, sta sperimentando negli anni una netta riduzione del
proprio volume.
Il punto di riferimento più vicino è il rifugio Larcher (2607m), raggiungibile
a piedi in circa due ore dalla stazione idroelettrica di Malga Mare.
2.1 Stato dell’arte: componenti dell’AWS
Una Automatic Weather Station è una versione automatizzata delle normali sta-
zioni meteorologiche, un insieme, cioè, di strumenti di misura che permette
di campionare e valutare le condizioni ambientali di un determinato luogo,
relativamente allo studio delle condizioni climatiche dello stesso.
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Figura 2.1: La stazione AWS Val de La Mare al 01/08/2012














Figura 2.2: Schema generico di una AWS
Lo scheletro di una generica AWS è un robusto treppiedi su cui è monta-
ta una serie eterogenea di componenti. Periferiche per l’acquisizione dei dati
(datalogger), per lo storage energetico (batterie) ed eventualmente per la co-
municazione remota dei dati (modem) sono solitamente installati all’interno di
un involucro impermeabile e protetti, quindi, da pioggia ed umidità.
Eventuali sorgenti energetiche come pannelli solari o turbine eoliche sono di
solito posti sulla sommità del palo di supporto, in modo che siano per quanto
possibile al riparo da eventi meteorologici particolarmente ostici come inonda-
zioni o nevicate intense.
Il tipo ed il numero di sensori installati su una AWS, infine, è pienamente perso-
nalizzabile a seconda delle periferiche scelte e delle necessità a cui la stazione
deve far fronte.
2.1.1 CR1000
L’acquisitore dati sfruttato nell’installazione dell’AWS de La Mare è prodotto
dalla Campbell Scientific, azienda tra le più importanti al mondo nell’ambito
della produzione di tecnologie relative al monitoraggio ambientale: periferiche
di energy harvesting (approvvigionamento energetico) e storage, sensori, data-
logger e software di gestione di questi ultimi. É possibile collegare al wiring
panel - o interfaccia - del CR1000 una molteplicità di sensori, oltre che sistemi
di alimentazione (ad esempio pannelli solari o generatori eolici) e di storage
(come batteria alcaline o ricaricabili), e periferiche per la comunicazione come
modem GSM o satellitari.
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Figura 2.3: Schema del wiring panel del CR1000
Il CR1000 [6] può misurare sia dati digitali che analogici (ad esempio il li-
vello di carica della batteria), rappresentando numericamente le grandezze se-
condo unità standard o, eventualmente, specificate dall’utente stesso. Le misure
possono essere elaborate con calcoli od operazioni statistiche, e memorizzate in
attesa che vengano trasferite alla stazione base.
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A basso livello, sia la CPU che la memoria interna, oltre che la misura de-
gli input e la generazione degli output, sono gestiti dal sistema operativo del
CR1000, in congiunzione con le istruzioni impartite dagli utenti. É possibile,
infatti, scrivere programmi di gestione del datalogger, soggetti ovviamente ad
alcuni vincoli:
• In memoria possono essere presenti più programmi “dormienti”, ma ne
può essere eseguito solo uno alla volta. Non esistono quindi forme di
concorrenza tra programmi diversi.
• Un programma non può avere dimensione maggiore di 490 kB.
• Il codice deve essere scritto nel linguaggio CRBASIC, che coniuga un sub-
set delle istruzioni standard del Basic a funzioni specifiche per la raccolta
e l’analisi dei dati.
2.1.2 Sensori
L’AWS di Val de La Mare permette di ottenere una serie eterogenea di misure
mediante l’utilizzo di numerosi sensori.
É interessante notare la presenza di più sensori dello stesso tipo, almeno per
quanto riguarda la produzione di misure particolarmente importanti, come la
temperatura dell’aria o dell’irradianza solare.
Quello che potrebbe sembrare a prima vista come uno spreco di memo-
ria rappresenta, in realtà, un modo per incrementare l’affidabilità del sistema.
L’introduzione di ridondanze, infatti, permette l’identificazione dell’eventuale
guasto di un sensore, ed in taluni casi anche parziale tolleranza allo stesso.
Di seguito si illustrano i sensori presenti nella configurazione attuale della
stazione:
• Termo-Igrometro Vaisala HMP45C [10]
Figura 2.4: Termo-Igrometro Vaisala HMP45C
Misura la temperatura e l’umidità relativa dell’aria. É composto da due sotto-
sensori:
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Figura 2.5: Dettaglio dello schermo di protezione del Termo-Igrometro
1. PRT - Platinum Resistance Thermometer (Termoresistenza al Platino): è un
sensore di temperatura. Si basa sulla misurazione della resistenza elet-
trica di un elemento di platino. Essa, infatti, varia in maniera pratica-
mente lineare (all’interno di uno specifico range di valori) al variare della
temperatura.
2. Humicap H-chip: è un sensore capacitivo che serve per misurare l’umidità.
É formato da un polimero che funge da dielettrico, posto tra due strati
metallici che costituiscono le pareti di un condensatore. Al variare dell’u-
midità il polimero assorbe o perde acqua, provocando una variazione della
costante dielettrica. Cambia di conseguenza la capacità del condensatore,
che è una grandezza ovviamente misurabile.
É alloggiato in uno schermo a ventilazione forzata.
• Termo-Igrometro Campbell Scientific CS215
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Figura 2.6: Termo-Igrometro Campbell Scientific CS215
[9]
Misura la temperatura e l’umidità relativa dell’aria. Il funzionamento è ana-
logo a quello del Vaisala HMP45C, e viene usato per confermarne la validità
delle misure. É alloggiato in uno schermo a ventilazione passiva.
• Termistori (2) Campbell Scientific T-107 [3]
Figura 2.7: Termistore Campell Scientific T-107
Vengono utilizzati per misurare la temperatura interna agli schermi in cui
sono alloggiati i due termo-igrometri. Uno è posto assieme al Vaisala HMP45C
nello schermo ventilato, l’altro assieme al CS215 nello schermo passivo.
• Albedometro Delta Ohm LP Pyra05 [16]
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Figura 2.8: Albedometro Delta Ohm LP Pyra05
Misura la radiazione solare netta e l’albedo, cioè il rapporto tra la radiazione
diffusa da una superficie e la quantità di radiazione che incide sulla superficie
stessa.
Occorre inoltre specificare che, generalmente, i sensori (detti piranometri)
che si occupano di misurare la radiazione solare trattano quella globale, cioè
quella formata da due componenti:
• La radiazione solare diretta (o incidente).
• La radiazione solare indiretta (o riflessa).
Il calcolo della radiazione solare netta, cioè la differenza tra le due componenti
di cui sopra, richiede - come per tutte le misure differenziali - la presenza di più
sensori.
L’albedometro LP Pyra05, infatti, è composto internamente da due pirano-
metri, aventi una sensibilità molto simile:
• Il primo viene usato per misurare la radiazione solare incidente, ed è
rivolto verso l’alto.
• Il secondo viene usato per misurare la radiazione riflessa, ed è rivolto
verso il basso.
É così possibile elaborare i segnali prodotti dai due sensori per fornire in uscita
la grandezza fisica di interesse.
• Pirgeometri (2) Kipp&Zonen CGR3
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Figura 2.9: Pirgeometro Kipp&Zonen CGR3
Misurano la radiazione solare globale. Uno, infatti, viene utilizzato per mi-
surare quella incidente e l’altro quella riflessa. La radiazione solare globale non
è altro che la somma delle due misure.
• Anemometro RM Young 05103 [4]
Figura 2.10: Anemometro RM Young 05103
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Figura 2.11: Nivometro Campbell Scientific SR50A
Misura la velocità e la direzione del vento.
Il sensore che si occupa della misura della velocità del vento studia fonda-
mentalmente il movimento dell’elica. La sua rotazione, infatti, provoca un se-
gnale sinusoidale con frequenza direttamente proporzionale alla velocità della
stessa. La direzione del vento è invece dedotta tramite una bandieruola.
• Nivometro ad ultrasuoni Campbell Scientific SR50A [11]
Misura approssimativamente la magnitudine delle precipitazioni nevose.
É composto da un sensore acustico che emette un impulso ad ultrasuoni,
misurandone poi il tempo di volo, cioè quanto tempo esso impiega a tornare
indietro. In questo modo è possibile determinare la profondità di uno strato
nevoso. Il principio di funzionamento è quindi paragonabile a quello del sonar,
usato ad esempio per stimare la profondità dei fondali marini.
2.1.3 Pannello Solare
Durante le ore diurne (e più in generale quando la carica prodotta è sufficien-
te), il sistema viene alimentato direttamente da un pannello solare. Il modello
utilizzato ha denominazione SP20 ed è prodotto dalla Campbell Scientific. [8]
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Figura 2.12: Illustrazione del pannello solare Campbell Scientific SP20
Esso è in grado di produrre 20W nominali, ed è spesso usato nelle installa-
zioni che hanno requisiti energetici superiori alla media, oppure si trovano ad
altitudini e latitudini elevate. Le sue dimensioni contenute (402x500mm, 4.8kg
di peso) lo rendono, infatti, particolarmente adatto ad affrontare condizioni am-
bientali sfavorevoli, come può essere la presenza di vento forte. L’inclinazione
del pannello solare è regolabile tramite un apposito sostegno.
2.1.4 Batteria
La presenza di un dispositivo di storage energetico permette il funzionamento
del sistema anche durante le ore notturne, o più in generale quando la carica
fornita dal pannello solare non è più sufficiente.
La batteria utilizzata nell’installazione è il modello BP24E-LA, prodotto dalla
Campbell Scientific. [7]
Essa si basa sulla batteria ricaricabile al piombo acido NP24-12 della Yuasa.
Le caratteristiche salienti del dispositivo sono indicate nella sua denominazione:
24 rappresenta la quantità di Ampere/Ora prodotti, mentre 12 è la sua tensione
nominale.
É interessante notare che la capacità della batteria è strettamente legata alla
temperatura, in particolare decresce al decrescere della stessa.
Questo è ovviamente un aspetto particolarmente negativo per l’installazio-
ne di dispositivi in zone con temperature basse (come, ad esempio, può essere
proprio un ghiacciaio), dato che la carica disponibile scende molto al di sotto
dei valori nominali. Per questo motivo, infatti, viene solitamente consigliata
l’installazione di una batteria che abbia capacità maggiore (circa del 20%) ri-
spetto a quella strettamente necessaria; si ha così a disposizione un margine
di tolleranza che può far fronte sia all’inevitabile degradazione che subisce la
batteria dopo numerosi cicli di carica, sia ai problemi derivanti dalle condizioni
ambientali.
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Figura 2.13: Batteria Yuasa NP24-12
2.2 Status Quo e modifiche effettuate
Come è già stato fatto notare in precedenza, all’inizio del progetto la stazione
era completamente isolata dal resto del mondo. Per aver modo di prelevare i da-
ti prodotti, infatti, era necessario che qualcuno si recasse fisicamente sul posto
e accedesse mediante porta seriale direttamente alla memoria del datalogger.
É inutile sottolineare come una pratica del genere comportasse tutta una se-
rie di enormi inefficienze.
Prima di tutto era necessario programmare ogni uscita, trovandosi ad affronta-
re spesso condizioni meteo instabili o avverse che rendevano impraticabile la
salita dal rifugio al ghiacciaio. I dati memorizzati dal datalogger erano quindi
scarsamente disponibili, o comunque reperibili solo dopo il trascorrere di inter-
valli temporali piuttosto ampi.
Veniva meno, quindi, uno dei principi base per cui un sistema del genere viene
solitamente installato, cioè la freschezza dei dati e la frequenza della loro rice-
zione.
Oltre ai problemi relativi alla disponibilità dei dati, inoltre, ci si trovava ad
affrontare costi piuttosto alti, sia dal punto di visto umano, con la necessità di
affrontare ogni volta gli oltre mille metri di dislivello che sono necessari a rag-
giungere la stazione, che monetario.
Al di fuori delle spedizioni, infine, era totalmente impossibile rendersi conto
del corretto funzionamento dei sensori o più in generale della stazione stessa.
Eventuali guasti sarebbero potuti passare inosservati per lungo tempo.











Figura 2.14: Schema semplificato di una rete di comunicazioni satellitare
A partire da queste premesse, quindi, si è rivelato necessario programmare una
serie di modifiche (sia hardware che software) da effettuare alla stazione.
Il primissimo limite che si è deciso di affrontare è stato, ovviamente, il problema
della disponibilità dei dati.
A questo proposito diventa necessario sottolineare che il sito dell’AWS è com-
pletamente sprovvisto di copertura cellulare. Venuta meno la prospettiva di uti-
lizzare tecnologie basate su reti GSM, si è scelto di installare di un sottosistema
di comunicazione satellitare, consistente in un modem e in un’antenna. Tramite
questo è diventato possibile l’invio dei dati direttamente ad una stazione base,
a cadenza fissa, senza necessità di intervento umano.
2.2.1 Tecnologia satellitare
Le reti satellitari sono reti di telecomunicazione che permettono lo scambio di
dati attraverso collegamenti radio satellitari.
Esse sono formate da diversi componenti:
• Un trasmettitore
• Un ricevitore
• Un satellite in orbita attorno alla terra
• Una stazione di controllo a terra che si preoccupa di effettuare le operazioni
di tracking, telemetria e guida del satellite
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Le prime due componenti fanno parte del segmento terrestre, le altre due del
segmento spaziale. Esistono inoltre diversi tipi di satellite, catalogabili in base
all’orbita percorsa:
• Satelliti ad orbita geostazionaria (GEO - Geostationary Earth Orbit)
• Satelliti ad orbita media (MEO - Medium Earth Orbit)
• Satelliti ad orbita bassa (LEO - Low Earth Orbit)
L’orbita geostazionaria è un’orbita circolare che si trova a circa 35786 chilometri
dall’equatore. I satelliti si muovono lungo il suo percorso con lo stesso periodo
della rotazione terrestre, cioè risultano immobili dal punto di vista di un osser-
vatore che si trova sulla superficie della terra.
Essi, inoltre, si trovano ad una distanza tale dalla terra per cui diventa neces-
sario trasmettere i dati ad una potenza che potrebbe potenzialmente compro-
mettere l’efficienza energetica dei sistemi posti al suolo. Per risparmiare sui
consumi, quindi, le antenne che permettono la comunicazione geostazionaria
sono monodirezionali, cioè devono essere puntate direttamente in direzione
del satellite.
É interessante notare come questo aspetto abbia rivestito un ruolo chiave nella
scelta della tecnologia da utilizzare per la stazione di Val de La Mare. É stata
infatti scartata l’ipotesi di appoggiarsi a reti geostazionarie perché il sito in cui
è posto l’AWS, oltre ad essere difficilmente raggiungibile, è spesso soggetto a
condizioni meteo difficoltose.
Vento forte, tempeste di neve e formazioni di ghiaccio avrebbero potuto facil-
mente compromettere l’orientamento dell’antenna, impedendo così la comuni-
cazione dei dati.
L’interesse si è spostato, quindi, verso tecnologie satellitari basate su orbite bas-
se. Esse, infatti, permettono l’utilizzo di antenne omnidirezionali, che sono più
semplici da installare e forniscono, soprattutto, ampi margini di tolleranza agli
spostamenti che possono essere causati dalle intemperie. I consumi energetici,
inoltre, sono mediamente più bassi rispetto alle periferiche che si interfacciano
a reti geostazionarie.
Si è quindi deciso di espandere le potenzialità dell’AWS mediante l’installa-
zione del modem satellitare MiChroSat 2403 [12], prodotto dalla Wireless
Innovation.
Esso è uno dei modem direttamente consigliati dalla Campell Scientific in
caso di utilizzo congiunto al CR1000.
Sfrutta il network di satelliti Iridium in orbita bassa attorno alla terra, che ga-
rantisce una copertura pressoché totale dell’intero globo terrestre.
Il modem supporta l’utilizzo dei comandi AT ’Hayes’, oltre ad un programma di
risparmio energetico che gli consente di portarsi in una modalità detta sleep mo-
de, durante la quale il suo consumo energetico diventa pressoché trascurabile.
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Figura 2.15: Modem Wireless Innovation MiChroSat 2403
2.2.2 Installazione del modem
Una volta effettuata e resa definitiva la scelta riguardante la tecnologia da adot-
tare, è rimasto da compiere il passo più importante: l’installazione del modem
designato sul sito dell’AWS.
Il 31 luglio del 2012, quindi, è stata effettuata una breve spedizione verso il
ghiacciaio di Val de La Mare.
Dopo una salita di circa due ore, condizioni meteo particolarmente instabili e
una nottata passata al rifugio Larcher, nella prima mattina del giorno successivo
sono state superate le ultime centinaia di metri di dislivello che hanno permesso
di raggiungere la stazione. Le operazioni di montaggio, installazione e testing
del modem e dell’antenna hanno richiesto circa sei ore di lavoro. Il primissimo
risultato è stato un ottimo responso da parte del sistema diagnostico che stima
la forza del segnale. Su una scala da 0 a 5, infatti, essa si è attestata immedia-
tamente sul valore massimo.
Superata questa prima incognita, è stata effettuato un primo test di trasmissione
dei dati direttamente in loco, reso possibile grazie alla presenza di connettività
internet all’interno del rifugio. Anche in questo caso la prova ha dato imme-
diatamente esito positivo, concludendo con successo un’avventura breve, ma
estremamente interessante e formativa.
2.2.3 Gestione del modem
Occorre notare che il modem è attualmente il dispositivo che richiede la quan-
tità maggiore di energia, ed è sicuramente non conveniente tenerlo acceso oltre
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Figura 2.16: Antenna satellitare ad installazione avvenuta
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Figura 2.17: Particolare dell’installazione del modem
lo stretto necessario.
In ottica di una maggiore flessibilità e possibilità di ottimizzazione, si è preferi-
to non programmare direttamente il modem ma lasciare al CR1000 il compito
di regolarne l’accensione e lo spegnimento. É stato quindi necessario collegarlo
alla porta SW12V (che è uno switch, cioè è possibile decidere se fornirvi energia
o meno).
É stato a questo proposito sviluppato un frammento di codice in CRBasic che è
andato ad integrare il programma già presente sul CR1000.
Tramite lo stesso, è possibile specificare i giorni della settimana - e gli orari pre-
cisi - in cui si vuole che il modem sia acceso, e di conseguenza la stazione sia
raggiungibile.
1 ' *** Parametri da modificare ***
2 Const NumWindows = 2 ' Numero di f i n e s t r e di trasmiss ione nel ←↩
corso de l la giornata .
3 ' Mettere a true i g iorni in cui s i vuole che i l modem sia ←↩
acceso , f a l s e a l tr iment i
4 Monday = true
5 Tuesday = true
6 Wednesday = true
7 Thursday = true
8 Saturday = true
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9 Sunday = true
10 ' S t a b i l i r e g l i orari d e l l e varie f i n e s t r e GIORNALIERE (non ←↩
i n s e r i r e una f in e s t ra a caval lo tra un giorno e l ' a l t ro )
11 ' Prima f in e s t ra
12 WHourStart(1) = 11 ' Ora di i n i z i o de l la Prima Finestra (0−23)
13 WMinStart(1) = 25 ' Minuto di i n i z i o de l la Prima Finestra ←↩
(0−59)
14 WNumMin(1) = 30 ' Durata in minuti de l la Prima Finestra
15 ' Seconda f in e s t ra
16 WHourStart(2) = 13 ' Ora di i n i z i o de l la Seconda Finestra ←↩
(0−23)
17 WMinStart(2) = 25 ' Minuto di i n i z i o de l la Seconda Finestra ←↩
(0−59)
18 WNumMin(2) = 30 ' Durata in minuti de l la Seconda Finestra
Listato 2.1: Parametri di gestione del modem
Viene specificato l’orario di inizio di ogni finestra, nonché la sua durata in
minuti. Il sistema calcola (a tempo di compilazione) l’ora e il minuto preciso
dello spegnimento del modem tramite una semplice funzione.
1 ' Calcolo tempo spegnimento modem
2 Sub CalcStopTime(NumWindow)
3 WHourStop(NumWindow) = Floor(WHourStart(NumWindow) + ((←↩
WMinStart(NumWindow) + WNumMin(NumWindow) ) / 60) )
4 I f ((WMinStart(NumWindow) + WNumMin(NumWindow) ) >= 60) Then
5 WMinStop(NumWindow) = ((WMinStart(NumWindow) + WNumMin(←↩
NumWindow) ) MOD 60)
6 Else
7 WMinStop(NumWindow) = WMinStart(NumWindow) + WNumMin(←↩
NumWindow)
8 EndSub
Listato 2.2: Funzione per il calcolo dell’istante di spegnimento del modem
Per poter permettere la comunicazione e il prelievo di dati da remoto, e
allo stesso tempo ottimizzare per quanto possibile i consumi energetici, si sono
fissate due finestre temporali giornaliere (di trenta minuti ciascuna) in cui il
modem è acceso e raggiungibile. La prima comincia alle 11:25; la seconda, in
cui avviene l’effettiva trasmissione dei dati, comincia alle 13:25.
1 SlowSequence
2 Scan (1 ,Min , 0 ,0 )
3 RealTime(rTime)
4 check = 0
5 I f ((WeekDay = 1 AND Sunday) OR (WeekDay = 2 AND Monday) ←↩
OR (WeekDay = 3 AND Tuesday) OR (WeekDay = 4 AND ←↩
Wednesday) OR (WeekDay = 5 AND Thursday)OR (WeekDay = ←↩
6 AND Friday) OR (WeekDay = 7 AND Saturday) ) Then
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6 For i=1 To NumWindows Step 1
7 I f ((WHourStart(i) = WHourStop(i) ) AND (Hour = ←↩
WHourStart(i) ) AND (Minute >= WMinStart(i) ) AND (←↩
Minute < WMinStop(i) ) ) Then
8 Cal l PowerOn
9 check = 1
10 ExitFor
11 EndIf
12 I f ((WHourStart(i) <> WHourStop(i) ) AND ( ( ( Hour = ←↩
WHourStart(i) ) AND (Minute >= WMinStart(i) ) ) OR ((←↩
Hour > WHourStart(i) ) AND (Hour < WHourStop(i) ) ) OR←↩
((Hour = WHourStop(i) ) AND (Minute < WMinStop(i) ) ) )←↩
) Then
13 Cal l PowerOn




18 I f (check = 0) Then




Listato 2.3: Funzione di gestione del modem
É possibile notare da questo breve frammento di codice che il linguaggio CRBa-
sic offre solamente i costrutti fondamentali del linguaggio padre da cui eredita
il nome.
É stato quindi necessario ricorrere a soluzioni piuttosto semplici, come può
essere una catena di istruzioni del tipo If...Then...Else, rispecchianti una seman-
tica di tipo ECA (Event, Condition, Action).
Il codice è inserito in una SlowSequence. Essa rappresenta una funzione, chiama-
ta in questo caso chiamata ogni minuto, la cui esecuzione procede in parallelo
rispetto alla misura dei sensori, che però ha priorità su di essa.
In particolare, il blocco If più esterno controlla che ci si trovi in uno dei giorni
in cui è effettivamente programmata l’accensione del modem, sfruttando l’istru-
zione RealTime (che restituisce un array contenente tutti i valori che permettono
di caratterizzare temporalmente ciascun istante).
Se questa condizione essenziale non è soddisfatta, il codice interno non viene
eseguito.
Il caso interessante è - ovviamente - quello opposto. Per garantire la robustez-
za del sistema, infatti, il programma deve prendere in considerazione due casi
particolari con cui è possibile scontrarsi:
• L’ora di accensione e spegnimento del modem coincidono É necessario
controllare solamente che l’ora in cui viene invocata la SlowSequence sia
corretta, e che il minuto corrente sia compreso tra quello di accensione e
quello di spegnimento.
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• L’ora di accensione e spegnimento del modem sono diverse Sono necessari
più controlli. In particolare, il modem deve essere acceso se:
– L’ora in cui viene invocata la SlowSequence sia quella di partenza
della finestra, e il minuto corrente sia maggiore di quello iniziale.
– L’ora in cui viene invocata la SlowSequence sia strettamente compresa
tra quella in cui la finestra inizia, e quella in cui termina. Questo
sotto-caso potrebbe accadere in caso di finestre dalla durata molto
lunga, superiore alle due ore.
– L’ora in cui viene invocata la SlowSequence sia quella di termine della
finestra, e il minuto sia minore di quello finale.
Se nessuna di queste condizioni è soddisfatte, il modem deve restare spen-
to. A questo proposito viene inserito un check (tramite la variabile omo-
nima) che permette di evitare che, data la natura periodica della Slow-
Sequence, ci si ritrovino fluttuazioni indesiderate dello stato del modem
stesso.
É ovviamente banale sottolineare, infine, che questa analisi viene eseguita per
ogni singola finestra.
2.2.4 Ottimizzazione del codice sorgente originario
Una piccola ottimizzazione a livello di codice è stata, inoltre, la variazione della
frequenza di campionamento del sensore SR50A, portata a cadenza oraria. Pri-
ma, infatti, pur venendo memorizzato un singolo campione all’ora, ci si trovava
ad effettuare una misura del sensore ogni singolo minuto.
Il consumo attuale del sensore è di 0.07mAh, laddove in precedenza erano ri-
chiesti 4.2mAh. La modifica ha portato quindi ad un modesto risparmio ener-
getico.
2.2.5 Lato-Server
Nella prima fase del progetto è stato deciso di non focalizzarsi sulle potenzialità
lato server, ma di sfruttare pacchetti standard messi a disposizione dalla Wire-
less Innovation, azienda con cui è stato stipulato l’abbonamento satellitare che
permette la comunicazione dei dati.
Il contratto mette a disposizione una partizione dedicata su uno dei loro
server, su cui è installato LoggerNet, il software proprietario della CampbellSci
che permette l’interazione con il CR1000.
É possibile accedere direttamente a questa macchina - ed a questa specifica
partizione - utilizzando una qualsiasi piattaforma di remote desktop.
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Il LoggerNet è strutturato in maniera tale da permettere lo scheduling (e
quindi l’automazione) del processo di prelievo dei dati. Attualmente il data-
logger viene contattato dal server ogni tre giorni, nell’ottica della ricerca di un
compromesso tra freschezza dei dati e costi di comunicazione. I dati prelevati
vengono inviati automaticamente su un Server FTP di proprietà dell’Università
di Padova.
É interessante sottolineare, inoltre, che il LoggerNet prevede la possibilità di
riprogrammare il datalogger da remoto.
Un eventuale nuovo programma, infatti, può essere inviato via satellite come
un qualsiasi dato. Il CR1000, dopo averlo ricevuto nella sua interezza, lo man-
da immediatamente in esecuzione. In caso di trasmissione parziale o fallimentare
il programma viene scartato, senza effettuare alcuna modifica: si rischierebbe,
altrimenti, di portare il funzionamento della stazione in uno stato inconsistente.
Qualora si decida di optare per la riprogrammazione da remoto è ovviamente
necessario prestare estrema attenzione alla correttezza del nuovo programma.
La presenza di errori di programmazione, infatti, potrebbe sabotare il funziona-





Risolti i problemi di fondamentale ed immediata importanza che limitavano le
potenzialità dell’AWS, si è quindi passati ad esaminare lo stato dell’arte delle
tecniche informatiche per riuscire a pianificare i passi successivi da svolgere
sul cammino verso l’ampliamento delle capacità e delle possibilità offerte dalla
stazione. Occorre ricordare il sistema-AWS è:
• Profondamente eterogeneo
• Fortemente dipendente dal contesto e dall’ambiente
• Estremamente sensibile ai guasti
• Profondamente dipendente dalla bontà e dall’efficienza delle scelte pro-
grammative fatte nell’ambito della gestione dello stesso
Queste caratteristiche hanno immediatamente trovato riscontro nelle tecni-
che di un nuovo paradigma informatico che si trova ad un passo direttamente
successivo rispetto all’automazione, cioè l’autonomizzazione. [13]
Una delle nuove frontiere delle tecniche informatiche si rivela essere, infatti,
quella di riuscire a gestire applicazioni, contesti ed ambienti di esecuzione estre-
mamente complessi e variegati, snellendone la struttura, limitandone i requisiti,
facilitandone l’integrazione, senza tuttavia rinunciare alle loro potenzialità.
E’ evidente che sotto premesse simili i tradizionali paradigmi di programmazio-
ne - basati su contesti statici e sulla rigidità delle interazioni tra i vari compo-
nenti - diventano ben presto obsoleti ed inefficienti.
Occorre quindi ricorrere a tecniche di sviluppo radicalmente diverse, che vedo-
no al proprio centro non il giudizio dell’uomo ma quello della macchina.
Il sistema diventa il controllore delle proprie funzionalità, delle proprie risorse,
delle proprie strutture dati. L’intervento umano non è altro che una guida; il
modo in cui raggiungere lo scopo è invece prerogativa del sistema stesso.
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Figura 3.1: Alcuni dei compiti del sistema nervoso autonomo
Per riuscire a concettualizzare e successivamente plasmare applicazioni dalla
struttura siffatta, può essere d’aiuto trarre ispirazione dalla biologia, come d’al-
tronde è già successo in precedenza per lo sviluppo di diverse tecnologie e tec-
niche. Esempi possono essere le reti neurali o gli algoritmi genetici.
In natura, infatti, esiste già un perfetto esempio di sistema auto-gestito: si tratta
del sistema nervoso autonomo (altrimenti detto involontario).
Esso è composto da una moltitudine di micro-componenti e micro-funzionalità,
la cui sinergia permette la gestione di un sistema estremamente complesso e
sofisticato come può essere il corpo umano.
Il sistema nervoso autonomo è il controllore della maggioranza delle funzio-
ni corporee: governa ad esempio il battito cardiaco, la temperatura corporea,
o i ritmi respiratori, evitando così al cervello il peso di doversi occupare di una
moltitudine di operazioni di basso livello, semplici ma assolutamente essenziali
ed indispensabili.
Provando a generalizzarne comportamento e funzionamento, è possibile rappre-
sentarlo come un sistema omeostatico, cioè un sistema la cui struttura interna e
le cui funzionalità dipendono da una molteplicità di equilibri dinamici che sono
controllati da meccanismi interdipendenti.
Un sistema siffatto reagisce ai cambiamenti dell’ambiente, del contesto, ad even-
tuali disturbi, con l’obiettivo finale di mantenere l’equilibrio interno.
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E’ proprio da questa linea teorica che nasce il paradigma dell’autonomic
computing.
3.1 Il paradigma dell’autonomic computing
Un sistema informatico basato sul paradigma dell’autonomic computing consiste
in una serie di meccanismi che mirano al ripristino di uno stato di equilibrio
stabile, che è una delle condizioni necessarie alla propria sopravvivenza. [2]
Una di queste capacità potrebbe essere, ad esempio, quella di saper riconfi-
gurarsi autonomamente a fronte di cambiamenti del contesto, dell’ambiente, o
di errori e fallimenti del software, in modo da riuscire a mantenere ad un livello
pressoché ottimale le proprie capacità operative.
Un sistema autonomico, per essere considerato pienamente tale, avrà quindi
bisogno di avere:
• Canali sensori, usati per accorgersi di eventuali cambiamenti esterni o
interni. Essi andranno a modificare le condizioni operative del sistema
stesso.
• La possibilità e la capacità di analizzare questi cambiamenti per scoprire
se il valore di qualche variabile ha superato la soglia di accettabilità.
• La possibilità e la capacità di programmare una modifica del proprio com-
portamento, in modo che si possa ritornare ad una condizione di equilibrio
sotto le nuove condizioni operative. Il sistema deve essere cioè in grado
di applicare una reazione a fronte di un cambiamento.
• La capacità (la “saggezza”) di scegliere con criterio le modifiche da effet-
tuare, a fronte di una moltitudine di possibili scelte.
• Canali motori, usati per applicare le modifiche programmate nelle fasi
precedenti.
Ritornando brevemente all’analogia tra informatica e biologia, così come ogni
organismo complesso è formato da una serie di micro-particelle più sempli-
ci, un sistema autonomico può essere altresì composto da una collezione di
micro-componenti autonomi che hanno necessità di collaborare per riuscire a
manifestare un comportamento globale coerente.
Idealmente, inoltre, ogni singolo componente dovrebbe godere di una serie
di proprietà:
• Self-Awareness
Un sistema autonomico conosce sé stesso, il proprio comportamento e lo stato
in cui si trova istante per istante.
• Self-Management
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Un sistema autonomico è in grado di modificare il proprio comportamento,
adattandosi ai cambiamenti del carico di lavoro, delle richieste esterne, delle
condizioni ambientali. Esso potrebbe decidere, ad esempio, di installare auto-
nomamente alcuni aggiornamenti; qualora venissero rilevati degli errori, la sua
capacità di auto-organizzazione lo porterebbe a ripristinare l’ultima versione
stabile del software.
• Self-Configuration
Un sistema autonomico può configurarsi autonomamente, obbedendo solo a
politiche di alto livello (ad esempio, gli obiettivi a lungo termine che il sistema
stesso deve realizzare). Viene specificato cosa si vuole ottenere, ma il come re-
sta prerogativa del sistema stesso. Ad esempio, un sistema autonomico potrebbe
auto-configurarsi in modo da accettare l’introduzione di un nuovo componen-
te, senza che sia necessario l’intervento umano. Oppure, potrebbe decidere di
installare autonomamente un pacchetto che si è scoperto essere mancante.
• Self-Optimization
Un sistema autonomico è in grado di accorgersi del degradamento delle proprie
performance, ed è in grado di effettuare delle modifiche che vadano ad ottimiz-
zare il proprio funzionamento. Un esempio potrebbe essere quello di aggiustare
i parametri che regolano il proprio comportamento, adattandoli ad eventuali
cambiamenti del carico di lavoro.
• Self-Protection
Un sistema autonomico dovrebbe essere in grado di accorgersi e proteggersi
da attacchi, sia esterni che interni. Deve essere in grado di gestire l’accesso a
tutte le risorse che ha a disposizione, in modo da scoprire e fermare eventuali
intrusioni. Un esempio potrebbe essere quello di disattivare un componente se
lo si scopre compromesso.
• Self-Healing
Un sistema autonomico deve scoprire, diagnosticare e reagire ad eventuali dan-
ni. Deve poter riconfigurarsi nell’ottica di ripristinare - per quanto possibile
- la piena funzionalità. Un esempio potrebbe essere la capacità di riavviare
autonomamente un componente che ha sperimentato un fallimento.
• Context-Aware
Un sistema autonomico deve conoscere il proprio contesto di esecuzione e deve
essere in grado di reagire ai cambiamenti dello stesso.
• Open
Un sistema autonomico deve essere portabile e deve adattarsi all’eterogeneità
dei dispositivi disponibili sul mercato e delle loro architetture. Deve essere
quindi costruito sulla base degli standard e di protocolli, per quanto possibile,
open-source.
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• Anticipatory
Un sistema autonomico dovrebbe essere pro-attivo oltre che reattivo, essere
cioè in grado di anticipare - per quanto possibile - i cambiamenti del contesto
e l’arrivo di eventuali problemi. E’ ovviamente possibile implementare que-
ste funzionalità solo a fronte di eventi che siano periodici, siano dotati di un
comportamento modellizzabile, o siano comunque predicibili fino ad un certo
grado.
3.1.1 Architettura di un elemento autonomico
Una possibile rappresentazione - puramente concettuale - di un semplice ele-
mento autonomico vede quest’ultimo composto da:
1. Elemento gestito: Contiene le risorse ed il codice eseguibile del program-
ma. É l’unità fondamentale che deve essere gestita dal sistema autonomi-
co.
2. Ambiente: Rappresenta la moltitudine di fattori che possono influenzare
l’elemento gestito. Si può parlare di ambiente interno, se si va a conside-
rare grandezze interne all’elemento gestito, o di ambiente esterno, se va a
considerare grandezze appartenenti al contesto generale e all’ambiente di
esecuzione.
L’elemento gestito e l’ambiente formano insieme un sistema stabile. Un
cambiamento nell’ambiente causa il passaggio del sistema da uno stato
stabile ad uno instabile: per ripristinare lo status quo, è quindi necessaria
una reazione al cambiamento da parte dell’elemento gestito.
3. Elemento di Controllo: Rappresenta il gestore vero e proprio. Si occupa
di caratterizzare lo stato dell’applicazione, dell’ambiente e dell’elemento
gestito, usando la totalità di queste informazioni per controllare l’opera-
tività del sistema. Obiettivo del controllo è appunto garantire la stabilità
dell’elemento autonomico, cioè la sua aderenza ai requisiti specificati dal-
l’utente.
É possibile rappresentare una routine di controllo tramite due cicli di
loop:
(a) Loop locale o interno: É in grado di gestire variabili e stati conosciuti,
sfruttando quindi la conoscenza che è insita nell’elemento stesso. Il
loop locale, come dice il termine stesso, è però cieco rispetto alla
globalità dell’applicazione. Si occupa di ottimizzazioni locali.
(b) Loop globale o esterno: É in grado di gestire variabili e stati scono-
sciuti, e può accettare l’intervento umano. Il loop esterno produce
nuova conoscenza, che viene reintrodotta all’interno dell’elemento
gestito.
Un esempio pratico: vi è necessità di mantenere il carico di lavoro di
un’applicazione entro una certa soglia. Il loop interno del sottosistema
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di controllo dell’applicazione stessa si occuperà di ottimizzare la gestione
delle risorse per soddisfare questo obiettivo.
Cosa succede tuttavia se questa soglia si rivela essere insufficiente?
Il loop interno non è in grado di accorgersi che i requisiti globali non ven-
gono soddisfatti. É il loop esterno che interviene, calcolando una nuova
soglia o scegliendo una politica diversa da seguire. Il nuovo piano, le
nuove informazioni, vengono poi reintrodotte nel sistema ed usate per
riadattare il suo comportamento.
Capitolo 4
Simulatore energetico di una
AWS
Il primo passo nella progettazione di un sistema autonomo dal punto di vista
energetico è proprio lo studio del suo profilo di consumo, focalizzando l’atten-
zione sull’individuazione di eventuali pattern e sulla sua capacità di reazione a
fronte di modifiche dei parametri che ne governano il funzionamento.
Per affrontare questa sfida è stato messo a punto un programma, scritto in
linguaggio C++, che simula il comportamento di un Automatic Weather Sta-
tion, esplicita il suo consumo energetico, e permette di notare come ed in quale
misura il consumo stesso venga influenzato dalle scelte effettuate.
A questo proposito occorre fare una breve considerazione: quantomeno nel
caso specifico dell’AWS de la Mare, si sarebbe potuto rendere più facile l’ese-
cuzione di questo compito mediante l’installazione di sensori aggiuntivi diretta-
mente sulla stazione stessa. Avere la disponibilità di dati generati da amperome-
tri o voltmetri, ad esempio, avrebbe semplificato enormemente le elaborazioni
ed i calcoli svolti dal simulatore, ma allo stesso tempo avrebbe alterato lo sta-
to del sistema e soprattutto creato una ulteriore fonte potenziale di problemi e
guasti.
Si è deciso quindi di applicare un semplice principio, una linea guida diventata
uno dei punti chiave dell’intero lavoro: laddove possibile, si sceglie di ricorrere
ad implementazioni che permettano di effettuare il minor numero possibile di
modifiche all’installazione preesistente sul ghiacciaio de La Mare. É per questo
motivo che si simula via totalmente software un processo tipicamente hardware,
come può essere appunto la produzione ed il consumo di energia elettrica.
4.1 Implementazione
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Figura 4.1: Schema generale del simulatore
Durante le primissime fasi della progettazione del simulatore si è immediata-
mente rivelata la necessità di catalogare e separare le caratteristiche dei com-
ponenti del sistema, in modo da riuscire ad estrapolare una visione chiara delle
variabili, delle funzioni e delle aree operative su cui un sistema autonomico può
agire, e quelle su cui invece non ha alcun potere.
Si è deciso di caratterizzare ogni singola entità facente parte del simulatore,
quindi, secondo due classificazioni indipendenti e ben distinte: parametri e po-
litiche.
I parametri sono caratteristiche immutabili di un componente, come per esem-
pio i dati prelevati dal datasheet. Essi non sono in alcun modo modificabili a
livello software, se non apportando cambiamenti (fisici) al componente stesso.
Le politiche, invece, sono le scelte - fatte da chi progetta il sistema, o nel caso
di un sistema autonomico, in parte, dal sistema stesso - che modificano il com-
portamento di un componente. Esse sono pienamente modificabili in base alle
contingenze e alle circostanze, permettendo così l’attuazione dei principi fonda-
mentali del paradigma dell’autonomic computing.
All’interno del simulatore vige la totale separazione di questi due tipi di
configurazione: parametri e politiche, infatti, vengono caricati da due funzioni
distinte e a partire da file separati.
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4.1.1 Lista dei File
Formato CSV É stato scelto di esprimere tutti i dati letti e prodotti dal simu-
latore nel formato CSV (Comma-Separated Values), che permette una grande
rapidità ed efficienza (oltre che estrema semplicità) nell’importazione e nella
memorizzazione di dati tabellari.
Occorre tuttavia specificare che per questo formato non esiste un vero e proprio
standard: esso gode, quindi, di una ampia libertà di personalizzazione a secon-
da delle esigenze.
A livello pratico si può dire che ogni file CSV gode di una serie di caratteristiche:
1. É basato su un set di caratteri standard come l’ASCII o l’Unicode.
2. Consiste in una serie di record (normalmente un record per linea).
3. I valori caratterizzanti ciascun record sono separati da un delimitatore,
tipicamente una virgola.
4. Ogni record è formato dallo stesso numero di campi.
Comunemente la prima riga di ogni file è detta header, e contiene informazioni
che dettagliano e specificano cosa rappresenta ciascun campo costituente un
singolo record.
File di configurazione Nel caso del simulatore, in particolare, ogni record
rappresenta un particolare componente. La prima riga del file Sensor.csv, ad
esempio, dettaglierà i parametri di uno specifico sensore. Allo stesso modo,
la prima riga del file SensorPolicy.csv rappresenterà le politiche che si stanno
adottando per quello stesso sensore.
É possibile aggiungere in maniera estremamente semplice un numero qual-
siasi di componenti: l’unica modifica necessaria consiste nell’aggiunta di un
nuovo record (una nuova riga) negli appositi file.
É altresì interessante notare che i file prodotti dalla stazione AWS de La Mare
sono perfettamente compatibili con il formato CSV. É quindi possibile importar-
li direttamente nel simulatore, senza dover effettuare elaborazioni o modifiche
intermedie.
I file usati per configurare il simulatore sono:
• Datalogger.csv: contiene i parametri caratterizzanti tutti i datalogger che
si intende includere nella simulazione. É possibile trovare questi valori




Listato 4.1: Formato e contenuto del file Datalogger.csv
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1. Il campo Name contiene appunto il nome - o più generalmente un
qualsiasi identificativo - del datalogger che si sta prendendo in con-
siderazione. Non è essenziale nell’economia del funzionamento del
simulatore (per discernere componenti gli uni dagli altri, infatti, vie-
ne usato l’indice di posizione all’interno file), ma è sicuramente di
grosso supporto alla leggibilità.
2. Il campo Power_Rest contiene il consumo energetico del datalogger
in stato inattivo.
3. Il campo Power_Active contiene il consumo energetico del datalogger
in stato attivo.
4. Il campo Additional_Power_Tx contiene il consumo energetico ag-
giuntivo del datalogger durante una trasmissione.
5. Il campo Settling_Time contiene il tempo necessario al datalogger
per prepararsi ad una misura o ad una trasmissione. Durante il
Settling_Time, quindi, il consumo del datalogger passerà dallo stato
inattivo a quello attivo. La grandezza deve essere espressa in secondi.
• Battery.csv: contiene i parametri caratterizzanti temperatura e carica del-
la batteria. La capacità di una batteria ricaricabile al piombo acido ha,






Listato 4.2: Formato e contenuto del file Battery.csv
Il legame espresso da questi valori, presi direttamente da datasheet, per-
mette di effettuare una semplice operazione interpolazione lineare che
rende possibile ottenere la capacità della batteria per ogni ragionevole va-
lore di temperatura.
In particolare, data una temperatura T (espressa in gradi Celsius) e dati
i due valori Tmin e Tmax, rispettivamente temperatura minima e mas-
sima, è sempre possibile ottenere la capacità della batteria C(T ), con
Tmin ≤ T ≤ Tmax.
Ad esempio, nel caso dei valori presi in considerazione nel file 4.2, è
possibile ottenere C(T ) per −20 ≤ T ≤ 40.
• Modem.csv: contiene i parametri caratterizzanti tutti i modem che si in-
tende includere nella simulazione. É possibile trovare questi valori diret-
tamente negli specifici datasheet.
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1 Name,Power_Rest(mA),Power_Idle(mA),Power_Tx(mA),←↩
Transfer_Rate(bps)
2 Modem satellitare MiChroSat 2403,15,700,1200,2400
Listato 4.3: Formato e contenuto del file Modem.csv
1. Il campo Name contiene appunto il nome - o più generalmente un
qualsiasi identificativo - del modem che si sta prendendo in conside-
razione.
2. Il campo Power_Rest contiene il consumo energetico del modem in
stato inattivo.
3. Il campo Power_Idle contiene il consumo energetico del modem in
stato idle, quando cioè il modem è acceso ma non è in corso una
trasmissione.
4. Il campo Power_Tx contiene il consumo energetico del modem du-
rante una trasmissione.
5. Il campo Transfer_Rate contiene la velocità di trasferimento del mo-
dem, espressa in bps (bit per second).
• Sensor.csv contiene i parametri caratterizzanti tutti i sensori che si inten-
de includere nella simulazione. É possibile trovare questi valori diretta-
mente negli specifici datasheet.
1 Name,Power_Rest(mA),Power_Active(mA),Settling_Time(←↩
seconds)
2 Termo-igrometro Vaisala HMP45C,2,4,0.15
3 Termo-igrometro CS215,0.07,1.7,0.2
4 Nivometro SR50A,1,250,1
Listato 4.4: Formato e contenuto del file Sensor.csv
1. Il campo Name contiene appunto il nome - o più generalmente un
qualsiasi identificativo - del sensore che si sta prendendo in conside-
razione.
2. Il campo Power_Rest contiene il consumo energetico del sensore in
stato inattivo.
3. Il campo Power_Active contiene il consumo energetico del sensore in
stato attivo.
4. Il campo Settling_Time contiene il tempo che il sensore impiega a
portare a termine una misura. Durante il Settling_Time, quindi, il
consumo del sensore passerà dallo stato inattivo a quello attivo.
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• SolarPanel.csv contiene i parametri caratterizzanti il pannello solare da





Listato 4.5: Formato e contenuto del file SolarPanel.csv
1. Il campo Model è equivalente al campo Name degli esempi prece-
denti, contiene cioè il nome (o più comunemente il modello) del
pannello solare che si sta prendendo in considerazione.
2. Il campo Impp contiene la corrente al punto di massima potenza
(corrente di picco), calcolata alle condizioni standard.
3. Il campo Vmpp contiene la tensione al punto di massima potenza
(tensione di picco), calcolata alle condizioni standard.
4. Il campo Isc contiene la corrente di corto circuito, calcolata alle con-
dizioni standard.
5. Il campo Voc contiene la tensione a circuito aperto, calcolata alle
condizioni standard.
6. Il campo Alpha contiene il coefficiente di temperatura della corrente.
7. Il campo Beta contiene il coefficiente di temperatura della tensione.
Il ruolo ricoperto da ciascuno di questi valori viene dettagliato nella sezio-
ne 4.1.5.
• ModemPolicy.csv: contiene le strategie che si è deciso di usare per cia-





2 Modem satellitare MiChroSat ←↩
2403,3,20,1,1,1,1,1,1,1,11,25,30,0,13,25,30,1
Listato 4.6: Formato e contenuto del file ModemPolicy.csv
Il file, quindi, non è altro che una delle possibili configurazioni dei para-
metri di simulazione.
É opportuno ricordare che per associare una politica ad un modem viene
usato l’indice di posizione all’interno del file. Ad esempio, le politiche alla
riga 0 del file ModemPolicy.csv verranno associate al Modem che si trova
alla stessa riga del file Modem.csv.
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1. Il campo Name contiene appunto il nome - o più generalmente un
qualsiasi identificativo - del modem che si sta prendendo in conside-
razione.
2. Il campo Tx_Rate contiene la cadenza con cui si effettua una trasmis-
sione. Ogni Tx_Rate giorni, quindi, il modem verrà chiamato per
iniziare la trasmissione dei dati.
3. Il campo Tx_Overhead (espresso in secondi) rappresenta il tempo
necessario ad intavolare la comunicazione con il modem.
4. I campi {daysON} contengono una serie di flag atti a segnalare se il
modem è acceso (valore 1) o spento (valore 0) in un determinato
giorno. Come è brevemente indicato nel file, il primo valore cor-
risponde alla domenica, e così via fino all’ultimo, che rappresenta
invece il sabato.
5. I campi {Window_Hour_Start, Window_Minute_Start, Win-
dow_Length, Window_Tx} contengono i parametri caratterizzanti le
finestre di accensione del modem. Il simulatore accetta un numero
di finestre pari a 1 ≤ nwindows ≤ N , dove N è un qualsiasi numero
intero positivo.
É banale sottolineare come un numero di finestre minore di 1
non avrebbe senso, in quanto il modem non sarebbe mai acceso.
Allo stesso modo, un valore di N molto grande rischierebbe di
rappresentare il caso degenere del modem sempre acceso.
Ciascuna finestra, in particolare, è caratterizzata da:
(a) Window_Hour_Start, l’ora di inizio della finestra (0-23).
(b) Window_Minute_Start, il minuto di inizio della finestra (0-59).
(c) Window_Length, la durata della finestra. É stato scelto di espri-
mere la finestra in minuti perché, data la natura error-driven
delle comunicazioni satellitari, è estremamente raro che una
comunicazione possa durare meno del minuto.
(d) Window_Tx, un flag segnalante la possibilità che avvenga una
trasmissione (valore 1) o meno (valore 0) durante la finestra.
• ModemWindow.csv (Mobius): poiché il tool Mobius (maggiori dettagli
all’interno del capitolo 5) non permette la creazione di vettori, ma so-
lo di array la cui dimensione deve essere nota a tempo di compilazione,
non è possibile caricare dinamicamente un numero variabile di finestre.
Per inserire all’interno del simulatore informazioni su di esse, dunque, è
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2 Modem satellitare MiChroSat ←↩
2403,11,25,30,0,13,25,30,1
Listato 4.7: Formato e contenuto del file ModemWindow.csv
Il numero di finestre viene specificato da una variabile globale interna a
Mobius, detta num_windows.
I campi del file sono totalmente equivalenti a quelli già elencati all’interno
del punto 5 della descrizione del file ModemPolicy.csv.
• SensorPolicy.csv : contiene le strategie che si è deciso di usare per i
sensori presi in considerazione all’interno della simulazione.
1 Name,Variable_Name,Threshold_Min,Threshold_Max,←↩
f_min(minutes),f_max(minutes)
2 Termo-igrometro Vaisala HMP45C,batt_volt,0,0,1,1
3 Termo-igrometro CS215,batt_volt,0,0,1,1
4 Nivometro SR50A,batt_volt,0,0,60,60,1,1
Listato 4.8: Formato e contenuto del file SensorPolicy.csv
Il file, quindi, non è altro che una delle possibili configurazioni dei para-
metri di simulazione.
É bene ricordare che, come in precedenza, per associare una politica ad
un sensore viene usato l’indice di posizione all’interno del file. Ad esem-
pio, le politiche alla riga 0 del file SensorPolicy.csv verranno associate al
sensore che si trova alla stessa riga del file Sensor.csv.
Prima di descrivere il contenuto di SensorPolicy.csv è necessario osservare
che esso è strutturato in modo da permettere il computo di un parametro
detto measureRate. Quest’ultimo rappresenta la cadenza con cui viene
misurato uno specifico sensore, ed è calcolato dinamicamente tramite una
semplice funzione che mira ad implementare una politica autonomica di
base:




Figura 4.2: Calcolo del rate di campionamento di un sensore
Si consideri una particolare variabile (ad esempio il voltaggio della batte-
ria), chiamata per semplicità var.
– Se essa è inferiore od uguale ad una soglia minima, detta thmin,
allora il rate di campionamento del sensore sarà pari a fmin.
– Se al contrario essa è superiore od uguale ad una soglia massima,
detta thmax, allora il rate di campionamento sarà pari a fmax.
– Se invece ha valori strettamente compresi tra thmin e thmax, allora
il rate di campionamento f sarà ottenuto da una semplice opera-




fmin+ (fmax− fmin) · var − thmin
thmax− thmin
⌋
A questo punto è possibile dettagliare i campi che costituiscono il file:
1. Il campo Name contiene appunto il nome - o più generalmente un qualsiasi
identificativo - del sensore che si sta prendendo in considerazione.
2. Il campo Variable_Name specifica quale grandezza si sta prendendo in con-
siderazione per la valutazione delle soglie. Ad esempio, nel caso della
notazione batt_volt, si sta valutando il voltaggio della batteria.
3. Il campo Threshold_Min contiene la soglia minima della variabile presa in
considerazione.
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4. Il campo Threshold_Max contiene la soglia massima della variabile presa
in considerazione.
5. Il campo f_min contiene il rate di sensing minimo (espresso in minuti) del
sensore.
6. Il campo f_max contiene il rate di sensing massimo (espresso in minuti)
del sensore.
• Tables.csv contiene la dimensione in byte delle variabili memorizzate dal



























Listato 4.9: Formato e contenuto del file Tables.csv
Queste grandezze vengono usate all’interno del simulatore per calcolare la
quantità di byte che è necessario trasmettere ogni qual volta il modem vie-
ne interrogato. É possibile così fornire una stima della lunghezza minima
della trasmissione.
1. Il campo Sample_Name contiene il nome della variabile.
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2. Il campo Variable_Type contiene il tipo della variabile.
3. Il campo Dim contiene la dimensione in byte della variabile.
4. Il campo Data_Interval contiene l’intervallo di memorizzazione (espres-
so in minuti) della variabile.
Un Data_Interval pari ad n significa, quindi, che ogni n minuti il nu-
mero di byte da trasmette deve essere incrementato di una quantità
pari a Dim.
• PAKBUSProtocol.csv contiene la dimensione in byte dei pacchetti utiliz-









Listato 4.10: Formato e contenuto del file PAKBUSprotocol.csv
La conoscenza di queste grandezze permette una stima del numero di
pacchetti necessari alla trasmissione delle tabelle.
Qualora la quantità di dati da trasmettere superi la dimensione massima
del Message, infatti, avviene la frammentazione del pacchetto.
4.1.2 Funzioni di Utility
I file di Utility contengono alcune costanti ed una serie di funzioni di supporto




4 #include <s t r i ng >
5 #define SPACING 3600 // Every SPACING seconds the simulator ←↩
wi l l be fed with new input data
6 #define CONSERVATIVE_TH 14 // Charge regulator threshold . I f ←↩
battery voltage i s above CONSERVATIVE_TH Volt , the solar ←↩
panel ge t s cut o f f
7 #define VERBOSE 0 //Shows more info using iostream
8
9 bool loadCSV( char * , std : : vector<std : : vector<std : : string> >&);
10
11 in l ine f l o a t days2sec( f l o a t numDays)
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12 {
13 return numDays * 60 * 60 * 24;
14 }
15 in l ine f l o a t sec2days( f l o a t numSec)
16 {
17 return numSec / (60 * 60 * 24) ;
18 }
19 in l ine f l o a t hours2sec( f l o a t numHours)
20 {
21 return numHours * 60 * 60;
22 }
23 in l ine f l o a t sec2hours( f l o a t numSec)
24 {
25 return numSec / (60 * 60) ;
26 }
27 in l ine f l o a t min2sec( f l o a t numMin)
28 {
29 return numMin * 60;
30 }
31 in l ine f l o a t sec2min( f l o a t numSec)
32 {
33 return numSec / 60;
34 }
35
36 in l ine f l o a t percent( f l o a t part , f l o a t total)
37 {
38 return (part/total) *100;
39 }
40 #endif // UTILITY_H
Listato 4.11: L’header file Utility.h
In particolare, la funzione bool loadCSV(...):
consente il caricamento di un generico file in formato CSV.
Tutti i campi costituenti un singolo record vengono inseriti in un vettore di
stringhe, il quale viene a sua volta inserito nel vettore values, parametro della
funzione che viene passato per riferimento.
Al termine delle elaborazioni diventa così possibile accedere a tutti i campi del
file in maniera piuttosto semplice e diretta: values[i][j] (o values.at(i).at(j), se si
vuole utilizzare il checking automatico degli indici insito nella libreria vector),
rappresenta il j-esimo valore del record i-esimo.
É bene comunque ricordare che values è un vettore di stringhe, rimane quindi
necessario convertire le varie grandezze nel value type (come ad esempio int o
float) più adatto.
Le funzioni:
1 in l ine f l o a t days2sec( f l o a t numDays)
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2 {
3 return numDays * 60 * 60 * 24;
4 }
5 in l ine f l o a t sec2days( f l o a t numSec)
6 {
7 return numSec / (60 * 60 * 24) ;
8 }
9 in l ine f l o a t hours2sec( f l o a t numHours)
10 {
11 return numHours * 60 * 60;
12 }
13 in l ine f l o a t sec2hours( f l o a t numSec)
14 {
15 return numSec / (60 * 60) ;
16 }
17 in l ine f l o a t min2sec( f l o a t numMin)
18 {
19 return numMin * 60;
20 }
21 in l ine f l o a t sec2min( f l o a t numSec)
22 {
23 return numSec / 60;
24 }
25
26 in l ine f l o a t percent( f l o a t part , f l o a t total)
27 {
28 return (part/total) *100;
29 }
Listato 4.12: Funzioni di conversione di varie grandezze temporali
consentono il calcolo delle percentuali e la conversione di tutte le grandez-
ze temporali usate all’interno del simulatore in secondi (e viceversa). Questo
permette di la generazione e la compilazione di file di configurazione che con-
tengono notazioni semplici dal punto di vista della leggibilità.
Essendo inoltre funzioni molto brevi ed estremamente semplici (niente altro
che divisioni e moltiplicazioni), oltre che usate frequentemente in tutti i moduli
del programma, sono state definite inline in modo da evitare ulteriori overhead
derivanti dal loro utilizzo.
4.1.3 Classe Data





CAPITOLO 4. SIMULATORE ENERGETICO DI UNA AWS 50
4 #include <vector>
5 #include <s t r i ng >
6
7 c lass Data
8 {
9 std : : vector<std : : string> timestamp ; //Timestamp , format : ←↩
"YEAR−MM−DD hh:mm: ss "
10 std : : vector<f loat> T ; //Temperature ( Ce l s iu s )
11 std : : vector<f loat> Gup ; // Ind i r e c t Irradiance
12 std : : vector<f loat> Gdown ; // Direc t Irradiance
13 std : : vector<f loat> V ; // Battery Voltage
14 public :
15 Data() ;
16 Data( char * , char *) ;
17 Data( char *) ;
18 v i r tua l ~Data() ;
19 in t getDataSize() ; //Number of to ta l loaded samples
20 std : : vector<std : : string> getSplitTimestamp( in t ) ; //←↩
S p l i t s a s ing l e timestamp into i t s parts
21 f l o a t getT( in t ) ;
22 f l o a t getGdown( in t ) ;
23 f l o a t getGup( in t ) ;
24 f l o a t getGglobal( in t ) ; //Gup + Gdown
25 f l o a t getGavg( in t ) ; // (Gup + Gdown)/2
26 f l o a t getV( in t ) ;
27 void loadJoinedFile( char *) ;
28 void plotData() ; //Shows data on standard output
29 /* F i l e preparation */
30 void writeJoinedFile( char * , char * , char *) ;
31 void writeMobiusFile( char * , char * , char *) ;
32 void writeDeltaV( char *) ; // Calculates and writes the ←↩
voltage var iat ions (V2−V1) in a . dat f i l e
33 void writeVmin( char *) ; // Calculates and writes the ←↩
DAILY minimum battery voltage values in a . dat ←↩
f i l e
34 protected :
35 private :
36 void loadTable1( char *) ;
37 void loadTable2( char *) ;
38 } ;
39
40 #endif // DATA_H
Listato 4.13: L’header file Data.h
Le variabili fondamentali di cui è composta sono una serie di vettori, con-
tenenti i dati di simulazione presi direttamente dai file prodotti dalla stazione
AWS de La Mare.
In particolare, si è scelto di memorizzare:
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1. vector<string> timestamp: vettore di stringhe contenente la marca tem-
porale che caratterizza ciascun campione, nel formato "year-month-day
hour:minute:second".
2. vector<float> T: vettore di float contenente il valore di temperatura che
caratterizza ciascun campione.
3. vector<float> Gup: vettore di float contenente il valore di irradianza
riflessa che caratterizza ciascun campione.
4. vector<float> Gdown: vettore di float contenente il valore di irradianza
diretta che caratterizza ciascun campione.
5. vector<float> V: vettore di float contenente il valore di tensione della
batteria che caratterizza ciascun campione.
L’unione di timestamp[i], T[i], Gup[i], Gdown[i] e V[i] costituisce quindi il
campione i-esimo
Occorre sottolineare che nei calcoli relativi alla produzione di corrente al-
l’interno del modello di pannello solare si fa uso esclusivamente della variabile
Gdown, o irradianza diretta.
I valori di Gup potrebbero tuttavia servire in futuro, qualora si preveda di effet-
tuare computazioni più complessi (ad esempio sovrapposizioni parziali o com-
posizioni tra i due valori) per affinare il valore di irradianza da mandare in
ingresso al simulatore.
Tra le funzioni più interessanti, possiamo prendere in considerazione:
1 file .close() ;
2 }
3 vector<string> Data : : getSplitTimestamp( in t index)
4 {
5 vector<string> split ;
6 string str = timestamp .at(index) ;
7 typedef boost : : tokenizer<boost : : char_separator<char> > ←↩
tokenizer ;
8 boost : : char_separator<char> sep("-: ") ;
9 tokenizer tokens(str , sep) ;
10 for (tokenizer : : iterator tok_iter = tokens .begin() ; ←↩
tok_iter != tokens .end() ; ++tok_iter)
11 split .push_back(*tok_iter) ;
12 return split ;
Listato 4.14: La funzione vector<string> getSplitTimestamp(int)
che permette, dato un particolare timestamp, di separarne le componenti,
ritornate come vettore di stringhe. In questo modo è possibile accedere in ma-
niera diretta ai singoli campi che costituiscono la marca temporale, come ad
esempio l’anno o l’ora.
Poiché la gestione del modem è profondamente legata a date ed orari reali,
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infatti, è estremamente importante che il simulatore venga correttamente con-
figurato. Lo scopo di questa funzione è proprio permettere la corretta inizializ-
zazione dei parametri necessari in maniera perfettamente automatica.
La data e l’ora di inizio della simulazione, in particolare, coincideranno con la
data e l’ora del primo campione disponibile.
4.1.4 Classe WorkingPoint
É una classe di supporto a cui appartengono solamente metodi e variabili stati-
che, richiamabili, quindi, da qualsiasi altra classe dell’intero sistema.
Questa scelta serve a garantire la consistenza dei risultati prodotti, evitando che
esistano istanze locali della classe. Consta di tre variabili: temperatura, irra-
dianza solare e livello di carica della batteria, che vanno a costituire i parametri
fondamentali caratterizzanti il punto di lavoro del sistema. Da essi dipende, tra
le altre cose, il calcolo della quantità di corrente prodotta dal pannello solare.
I parametri possono essere specificati direttamente dall’utente durante la fase
di inizializzazione del simulatore, oppure selezionati in automatico a partire da




4 c lass WorkingPoint
5 {
6 s t a t i c f l o a t T_ref ; // Reference temperature (25 c e l s i u s ←↩
degrees )
7 s t a t i c f l o a t G_ref ; // Reference irradiance (1000 W/m^ 2)
8 s t a t i c f l o a t V_ref ; // Reference vol tage (12 V)
9 s t a t i c f l o a t T ; // Actual temperature ( c e l s i u s )
10 s t a t i c f l o a t G ; // Actual irradiance (W/m^ 2)
11 s t a t i c f l o a t V ; // Actual vol tage (V)





16 WorkingPoint( f loat , f loat , f l o a t ) ;
17 v i r tua l ~WorkingPoint() ;
18 void setWP( f loat , f loat , f l o a t ) ;
19 s t a t i c f l o a t getTemperature() ;
20 s t a t i c f l o a t getIrradiance() ;
21 s t a t i c f l o a t getVoltage() ;
22 s t a t i c f l o a t getTRef() ;
23 s t a t i c f l o a t getGRef() ;
24 s t a t i c f l o a t getVRef() ;
25 s t a t i c f l o a t getPrevVoltage() ;
26 protected :




30 #endif // WorkingPoint_H
Listato 4.15: L’header file WorkingPoint.h
4.1.5 Classe SolarPanel
Cenni alla teoria e alla modellazione di un pannello solare Per riuscire
a rappresentare in maniera deterministica un fenomeno intrinsecamente alea-
torio come può essere l’irraggiamento solare, è necessario ricorrere a modelli
di pannello fotovoltaico che ovviamente possono solo approssimare la natura
profondamente complessa degli eventi fisici in questione.
Prima di procedere, tuttavia, è necessario definire alcune grandezze.
Nel corso della trattazione si parlerà indifferentemente di irradianza o radia-
zione solare; bisogna sottolineare che in realtà i due termini non sono sinonimi,
ma hanno significati dalle sfumature diverse:
1. L’Irradianza spettrale Iλviene misurata in
W
m2
µm e si riferisce alla potenza
ricevuta su un’unità di superficie in una lunghezza d’onda differenziale dλ
2. L’Irradianza viene misurata in
W
m2
e si riferisce all’integrale dell’irradianza
spettrale calcolato su tutte le rispettive lunghezze d’onda (ed è la defini-
zione che viene utilizzata)
3. La Radiazione si riferisce all’integrale dell’irradianza calcolato in uno spe-
cifico periodo di tempo
Un modulo fotovoltaico, o più comunemente pannello solare, è composto da un
insieme di unità fondamentali, dette celle solari, connesse tra loro in serie e/o
in parallelo. [1]
Il comportamento di una singola cella solare è rappresentabile tramite una
giunzione p-n. Quando viene esposta alla luce, cioè ad un flusso di fotoni, si ve-
rifica con una certa probabilità (che dipende dalle caratteristiche del materiale
con cui è realizzata la cella stessa, solitamente silicio mono o policristallino) un
fenomeno che nell’ottica elettromagnetica viene definito “assorbimento”.
In particolare l’assorbimento di un fotone che ha energia f0 maggiore di
quella di Gap Eg del semiconduttore, causa il salto di un elettrone dalla banda
di valenza E0 a quella di conduzione E1, secondo la semplice equazione E1 =
E0 + hf0, dove h è la costante di Plank.
Si viene così a creare una coppia elettrone-lacuna: le due entità fluiranno se-
condo direzioni diverse lungo la giunzione, creando, quindi, un flusso di carica
proporzionale all’irradianza che incide sulla superficie della cella.





Figura 4.3: Modello ideale di cella solare
Esistono in letteratura diversi circuiti equivalenti tramite cui è possibile stu-
diare una singola cella e più in generale un sistema di celle.
I più semplici consistono in un generatore di corrente, che rappresenta -
appunto - la corrente prodotta direttamente sfruttando l’effetto fotovoltaico,
connesso in parallelo ad un diodo. I modelli mediamente più complessi aggiun-
gono resistenze in serie e/o in parallelo (resistenza di Shunt) che rappresentano
le perdite intrinseche dovute, tra l’altro, alle impurità del materiale. I modelli
più raffinati prevedono addirittura la presenza di due o più diodi in parallelo.
Modello ideale Nel modello ideale la resistenza di Shunt viene considerata
infinita, e quindi è possibile trascurarla nell’ottica del risultato finale.
Il generatore di corrente produce la fotocorrente Iph, direttamente propor-
zionale all’irradianza solare G.
Applicando la prima legge di Kirchoff al circuito, abbiamo che la corrente in

















Ipv: corrente generata dalla cella (A)
Iph = Isc, corrente di corto-circuito disponibile nel datasheet (A)
I0: corrente di saturazione inversa del diodo (A)
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Figura 4.4: Caratteristica I-V di un generico pannello solare
q: carica dell’elettrone (1.602× 10−19C)
k: costante di Boltzmann (1.381× 10−23 J
K
)
A: fattore di idealità del diodo
Tj: temperatura della giunzione (K)
Vpv: la tensione della cella PV (V )
Possiamo determinare la corrente di saturazione inversa I0 fissando Ipv = 0,
cioè ponendoci nel caso in cui la corrente di uscita della cella solare sia nulla
(circuito aperto).
Avremo quindi Vpv = Voc.














La risoluzione di queste equazioni permette di ottenere un grafico I-V (o P-V)
che descrive le grandezze in uscita dalla cella stessa.
In particolare, il grafico evidenzia tre parametri chiave caratterizzanti il
circuito:
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Figura 4.5: Esempi di curve I-V
1. La corrente di corto circuito I = Isc (che si ha quando V = 0)
2. La tensione a circuito aperto V = Voc (che si ha quando I = 0)
3. Il punto di potenza massimo Pmpp che si ha quando I = Impp e V = Vmpp
Esaminando esempi di grafici I-V in cui vengono fatte variare temperatura ed ir-
radianza, è possibile rendersi conto dei legami che esistono tra queste grandezze
ed i parametri di cui sopra.
La figura 4.5 (b) mostra come la corrente in uscita sia fortemente dipen-
dente dall’incidenza della radiazione solare, mentre il voltaggio in uscita è
relativamente tollerante ai cambiamenti della stessa.
In particolare, la corrente di corto circuito (cioè la foto-corrente) è funzione
lineare dell’irradiazione, mentre il voltaggio a circuito aperto è funzione logarit-
mica dell’irradiazione. Entrambe le grandezze aumentano all’aumentare della
stessa.







Figura 4.6: Modello con perdite Ohmiche di cella solare
La figura 4.5 (a) mostra invece che il voltaggio in uscita dipende dalla tempe-
ratura, mentre la corrente in uscita resta quasi costante a fronte di cambiamenti
della stessa.
In particolare, la tensione a circuito aperto decresce quando aumenta la tem-
peratura. Questo fenomeno è dovuto all’aumento della corrente di saturazione
inversa del diodo. La foto-corrente, invece, aumenta di poco.
Modello con perdite Ohmiche Un modello ancora semplificato (si trascura
sempre la resistenza di shunt) ma più preciso del caso ideale, prende in con-
siderazione la resistività del materiale e le perdite ohmiche dovute ai livelli di
contatto.
Viene quindi introdotta una resistenza in serie al circuito, detta Rs.


















è possibile ancora approssimare:
Iph ≈ Isc (4.5)
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Calcolo della corrente di corto circuito al di fuori delle condizioni standard
É possibile calcolare Isc ad temperatura qualsiasi (indicata con T ) mediante la
formula:
Isc−T = Isc−ref [1 + αsc ·∆T ] , ∆T = T − Tref (4.6)
con:
Tref = 25°C




É altresì possibile calcolare Isc con un’irradianza qualsiasi (indicata con G):




Calcolo della corrente di saturazione inversa al di fuori delle condizioni
standard Si è già visto in precedenza che la corrente di saturazione inversa








Per comodità è possibile definire Vth−ref =
KATref
q
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A questo punto calcolare si può la corrente in uscita dal circuito ad ogni
temperatura e sotto ogni condizione di radiazione solare:

































In letteratura esistono diversi metodi per il calcolo dei parametri del sistema
appena descritto, ciascuno con diversa complessità e precisione.
Modello semplificato I modelli più accurati prevedono la conoscenza di pa-
rametri che non sono contenuti nei datasheet dei pannelli solari e che quindi
è necessario ricavare di volta in volta, sfruttando metodi numerici complessi e
fitting delle curve I-V ricavate tramite l’applicazione del modello stesso.
Ai fini dello sviluppo del simulatore sono stati presi in considerazione, in-
vece, solamente metodi che fanno uso dei parametri standard. Ovviamen-
te l’estrema semplicità va a discapito della precisione dei risultati forniti dal
modello.































Come nel metodo precedente, i parametri da cui dipendono C1 e C2, posso
essere espressi in funzione di irradianza e temperatura generiche:
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I primi risultati espressi dal simulatore hanno portato alla conclusione che
questo studio, seppur estremamente pulito e semplice da implementare, sia tut-
tavia mancante della precisione e dell’accuratezza che consentirebbero il suo
utilizzo in contesto particolarmente sensibile, come potrebbe essere proprio la
selezione o la valutazione di una politica autonomica.
É stato quindi necessario ricorrere ad un altro modello, lievemente più com-
plesso, che prende in considerazione l’estrema dipendenza da temperatura e
irraggiamento dell’intero fenomeno di foto-rivelazione.
Modello semplificato a quattro parametri I quattro parametri considerati
sono (Iph, I0, Rs, a).
Come illustrato in precedenza:


















e, considerando a = A · Vth:







Le seguenti approssimazioni possono essere usate per trovare i parametri del
sistema alle condizioni standard:
Iph−ref = Isc−ref (4.23)
aref =












1− (Impp−ref/Iph−ref)]− Vmpp−ref + Voc−ref
Impp−ref
(4.26)
CAPITOLO 4. SIMULATORE ENERGETICO DI UNA AWS 61
Parametro Spiegazione Valore
Pmpp Potenza di picco minima 17W
Ptpp Potenza di picco tipica (±10%) 20W
Impp Corrente alla potenza di picco 1170mA
Vmpp Voltaggio alla potenza di picco 17.1V
Isc Corrente di corto circuito 1270mA
Voc Tensione a circuito aperto 20.8V
I15V Corrente a 15V 1240mA












Tabella 4.1: Datasheet del pannello solare SP20
Possiamo quindi trovare i parametri ad una temperatura T e con una radia-






1 + αsc(T − Tref )
]
(4.27)




















Rs = Rs−ref (4.30)
Esempio di datasheet Un esempio dei parametri che è possibile trovare nel
datasheet di un pannello solare è riportato nella tabella 4.1.
In particolare, i dati considerati appartengono al modello SP20 della Camp-
bell Scientific, che è il pannello solare usato nell’installazione dell’AWS.
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STC - Standard Test Conditions É necessario notare che i valori del datasheet
sono ottenuti sotto le Standard Test Conditions (STC).
Queste condizioni prevedono:
1. Temperatura T = 25°C, con una tolleranza di ±2°
2. Irradianza G = 1000
W
m2
3. Massa dell’aria AM = 1.5
Per riuscire simulare correttamente il comportamento del sistema, diventa quin-
di necessario traslare i valori presenti nel datasheet alle condizioni operative in
cui ci si viene a trovare.
Implementazione La classe SolarPanel si occupa proprio di valutare i para-
metri e stimare la quantità di corrente prodotta dal pannello.
Caricati da file i valori del datasheet del pannello solare, viene calcolato il va-






5 c lass SolarPanel
6 {
7 s t a t i c f l o a t outputCurrent ;
8 /* Parametri pre s i dal datasheet − in condizioni standard ←↩
*/
9 std : : string model ;
10 f l o a t Isc_ref ; /* Corrente di corto c i r c u i t o (mA) */
11 f l o a t Voc_ref ; /* Tensione a c i r c u i t o aperto (V) */
12 f l o a t Impp_ref ; /* Corrente a l la potenza di picco (mA) */
13 f l o a t Vmpp_ref ; /* Tensione a l la potenza di picco (V) */
14 f l o a t T_ref ; /* Temperatura ( c e l s i u s ) */
15 f l o a t G_ref ; /* Radiazione so lare (w/m^ 2)*/
16 f l o a t alpha ; /* C o e f f i c i e n t e di temperatura de l la corrente ←↩
(mA/C) */




20 SolarPanel( char *) ;
21 v i r tua l ~SolarPanel() ;
22 void calcOutput( in t ) ;
23 s t a t i c f l o a t getOutputCurrent() ;
24 protected :
25 private :




29 #endif // SOLARPANEL_H
Listato 4.16: L’header file SolarPanel.h
La funzione:
1 void calcOutput( in t ) ;
è estremamente importante nell’economia del funzionamento dell’intero si-
mulatore.
Al suo interno, infatti, vengono applicate le formule illustrate nei paragrafi pre-
cedenti allo scopo di poter esprimere la stima della quantità di corrente prodotta
dal pannello solare.
É interessante notare che tutti i metodi finora discussi sono stati implementati
all’interno del simulatore. Un confronto tra i risultati ottenuti mediante l’uso de-
gli stessi, tuttavia, ha mostrato che il metodo a quattro parametri (4.1.5) riesce
a fornire una stima più accurata rispetto agli altri; si è scelto quindi di adottare
questa tecnica come metodo di default usato dal simulatore.
É possibile comunque cambiare le tecniche di calcolo che si vogliono utilizzare
semplicemente modificando il parametro intero che viene passato alla funzione
calcOutput(int).
4.1.6 Classe CR1000
É la classe principale dell’intero simulatore: rappresenta il sottosistema com-
posto da datalogger, sensori e modem, e si occupa del calcolo del fabbisogno
medio di corrente necessario alla sopravvivenza del sottosistema.
Durante l’esecuzione del simulatore è possibile variare tutti i parametri che ca-
ratterizzano il comportamento del sistema oggetto di studio. Questo permette
di avere un riscontro immediato - oltre che visivo - dell’impatto di ciascuno di
essi sulla durata della vita del sistema, dando modo di effettuare scelte oculate
in caso divenga necessario apportare eventuali modifiche.
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HMP45C CS215 SR50A
Consumo a riposo (mA) irest 0 0.07 1
Consumo durante una misura (mA) iactive 4 1.7 250
Una misura avviene ogni (s) tactive 60 60 3600
Tempo necessario alla misura (s) tm 0.15 0.2 1
Tabella 4.3: Caratteristiche (politiche e parametri) dei sensori
CR1000
Consumo a riposo (mA) irest 0.5
Consumo durante una misura (mA) iactive 10
Consumo aggiuntivo durante una trasmissione (mA) itx−CR1000 10
Una misura avviene ogni (s) tm 60
Tempo necessario alla misura (s) tactive 5
Tabella 4.2: Caratteristiche (politiche e parametri) del CR1000
Calcolo del consumo medio Per calcolare il consumo energetico medio del
CR1000 e dei sensori, è stata applicata la seguente formula:
AvgConsumption =
iactive · tactive + irest · (tsampling − tactive)
tactive + (tsampling − tactive)
=
iactive · tactive + irest · (tsampling − tactive)
tsampling
(4.31)
Occorre notare che alcuni sensori non sono stati presi in considerazione nel
calcolo, in quanto richiedono un quantitativo di energia trascurabile.
Il calcolo del consumo energetico medio del modem è più complesso. In-
nanzitutto, per riuscire a fornire una stima realistica del tempo necessario a
completare una trasmissione, è necessario calcolare la quantità di byte che la
stazione si trova a dover trasmettere ad un dato istante di simulazione.
Al fine di questo calcolo vengono prese in considerazione le dimensioni delle
variabili memorizzate da parte del CR1000 all’interno delle tabelle, oltre che le
caratteristiche del protocollo usato dallo stesso per la trasmissione dei dati.
La funzione:
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1 void CR1000 : : loadTableDimBytes( char* tableFile)
2 {
3 vector<vector<string> > values ;
4 i f ( !loadCSV(tableFile , values) ) return ;
5 std : : map<int , int> dim ;
6 for ( in t i=0; i<values .size() ; i++)
7 {
8 in t bytes = atoi(values .at(i) .at(2) .c_str() ) ;
9 in t interval = min2sec(atoi(values .at(i) .at(3) .c_str()←↩
) ) ;
10 dim[interval] += bytes ;
11 }
12 for (map<int , int >::iterator it=dim .begin() ; it!=dim .end()←↩
; ++it)
13 {
14 bytesSec = (( f l o a t ) it−>second / ( f l o a t )it−>first) ;
15 }
16 }
Listato 4.17: La funzione void loadTableDimBytes(char*)
estrae dall’apposito file CSV la dimensione di ciascuna variabile ed il perio-
do (espresso in minuti) con cui questa viene memorizzata. Nella configurazione
attuale della stazione, ad esempio, alcune variabili vengono memorizzate ogni
15 minuti, altre ogni ora.
Queste due grandezze vengono quindi inserite in una map: il periodo di
tempo è la chiave, ed il relativo valore rappresenta la somma delle dimensioni
di tutte le variabili che hanno quel particolare periodo.
L’utilizzo di questa struttura dati rende il calcolo della quantità di byte me-
morizzata ogni secondo estremamente semplice: basta iterare l’intera map, cal-
colando per ciascun elemento appartenente ad essa il numero di byte diviso il
periodo (convertito in secondi) e sommando tutte queste quantità.
Ad esempio, considerando un contenuto della map siffatto:
Periodo (secondi) Quantità di byte memorizzata
10 1
60 2
Tabella 4.4: Esempio di contenuto della map
La quantità di byte al secondo (definita per semplicità Bps) sarà:
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Packet Structure
Start of Packet End of Packet
Packet Header Message Body Signature Nullifier








Ricavata questa metrica diventa estremamente semplice ottenere una stima
della quantità di dati che è necessario trasmettere.
É ora necessario prendere in considerazione le caratteristiche del protocollo
PakBus, che viene usato dal datalogger per effettuare, appunto, le operazioni di
trasmissione e ricezione di dati.
Un singolo pacchetto, oltre al payload - cioè ai dati da trasmettere - è formato
anche da diversi campi aggiuntivi; alcuni fanno parte del cosiddetto header, cioè
un preambolo che porta con sé informazioni aggiuntive sulle strutture e sulle
operazioni in corso, altri consentono di effettuare un controllo sull’integrità dei
dati.
É possibile scendere maggiormente nel dettaglio, esaminando i singoli campi
che costituiscono un pacchetto.
















Figura 4.8: Struttura dettagliata di un pacchetto
Come è semplice vedere dallo schema 4.8 che mostra in dettaglio la struttu-
ra di un singolo pacchetto, la dimensione dell’header e dei campi di controllo è,
in totale, di 12 byte.
La dimensione massima del payload è di 988 byte. Questo significa che in ca-
so sia necessario trasmettere quantità di dati maggiori di quest’ultima, avverà
frammentazione dei pacchetti.
Per stimare in via definitiva la quantità di dati da trasmettere, quindi, la
funzione:
1 in t CR1000 : : calcTxDuration( in t modemID , in t elapsedSeconds)
2 {
3 f l o a t bytes = bytesSec * elapsedSeconds ;
4 in t numPackets = ceil(bytes/( f l o a t )protocolPayload) ;
5 bytes += protocolOverhead * numPackets ;
6 f l o a t bits = bytes * 8;
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7 return ceil(bits / ( f l o a t ) modems .at(modemID) .←↩
transferRate) ;
8 }
Listato 4.18: La funzione int calcTxDuration(...)
ha necessità di calcolare anche il numero di pacchetti in cui questi ultimi,
eventualmente, verranno divisi.
A tal fine risulta sufficiente dividere la dimensione totale dei dati prodotti con la
dimensione massima del payload; il risultato andrò poi arrotondato per eccesso.







Definendo la somma delle dimensioni di header e campi di controllo di un
singolo pacchetto come protocolOverhead, sarà quindi necessario aggiungere ai
byte da trasmettere una quantità pari a protocolOverhead · npackets.
Il risultato ottenuto, infine, viene moltiplicato per 8 in modo da ottenere la
quantità di bit da trasmettere, e successivamente diviso per la velocità del mo-
dem, espressa proprio in bps (bit per second).
La funzione produce, quindi, la stima in secondi della durata della trasmis-
sione, definita per brevità ttx.
MiChroSat 2403
Consumo a riposo (mA) irest 15
Consumo in idle (mA) iidle 700
Consumo durante una trasmissione (mA) itx 1200
Tempo necessario alla misura (s) tsampling 5
Numero di finestre di accensione al giorno nwin 2
Lunghezza di una finestra (s) lwin 1800
Trasmissione ogni (giorni) rtx 3
Numero di trasmissioni al giorno ntx−day 1
Tabella 4.5: Caratteristiche (parametri e politiche) del modem
Ai fini del calcolo del consumo medio è necessario considerare la somma dei
minuti in cui il modem è acceso durante un’intera settimana, indicata con tweek.
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Viene quindi calcolato il parametro wlen =
∑
j
lj−win, somma della durata di
tutte le finestre effettuata giorno per giorno. É ovviamente banale sottolineare
che una finestra viene presa in considerazione nel calcolo solo qualora il modem
sia effettivamente acceso nel giorno che si sta considerando.




A questo calcolo deve essere sommata anche la componente derivante dai




) · (itx + itx−CR1000)
rtx
La formula finale e completa del consumo medio, quindi, diventa:
AvgConsumption =
iactive · tactive + irest · (tsampling − tactive)
tsampling
+








) · (itx + itx−CR1000)
rtx
(4.32)
Calcolo del consumo istantaneo Il consumo medio, per quanto sia una utile
ad avere una stima generale del comportamento globale del sistema, non è in
grado di rispondere alle esigenze di una simulazione che prenda in considera-
zione dati reali e preveda, quindi, la generazione di risultati puntuali.
Occorre quindi calcolare il consumo istantaneo del sistema, componente per
componente.
Per quanto riguarda i sensori, il calcolo è semplice e immediato:
1 for ( in t i=0; i<sensorsPolicy .size() ; i++)
2 {
3 in t measureRate = sensorsPolicy .at(i) .measureRate ;
4 in t normalizedSeconds = elapsedSeconds % measureRate ;
5 in t settlingTime = ceil(sensors .at(i) .settlingTime) ;
6
7 i f (normalizedSeconds < measureRate && ←↩
normalizedSeconds >= measureRate − settlingTime)
8 sensorsConsumption += sensors .at(i) .←↩
neededPowerActive ;
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9 else
10 sensorsConsumption += sensors .at(i) .←↩
neededPowerRest ;
11 }
Listato 4.19: Calcolo del consumo istantaneo dei sensori
Prima di tutto, l’istante di simulazione corrente, elapsedSeconds, viene nor-
malizzato rispetto al measureRate del sensore mediante l’operazione di modulo.










Tabella 4.6: Esempio di legame tra elapsedSeconds e normalizedSeconds
Come risulta evidente dalla tabella 4.6, la normalizzazione permette di ot-
tenere periodicamente un numero di secondi che va da 0 al measureRate.
Se si sta valutando il sistema in un istante di simulazione compreso tra
measureRate-settlingTime e measureRate, quindi, il sensore sarà attivo. In caso
contrario sarà inattivo.
Il calcolo del consumo dei datalogger è equivalente a quello appena illustra-
to, con la sola differenza che il parametro measureRate può essere un vettore.
In particolare, considerando l’insieme dei measureRate di tutti i sensori, solo
i valori che non hanno sottomultipli (sono cioè primi) all’interno dell’insieme
stesso andranno a far parte del vettore measureRate dei datalogger.
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measureRate (sensori) measureRate (datalogger)
{60, 10, 1} 1
{14, 8, 7, 2} {7, 2}
{7, 5, 3} {7, 5, 3}
Tabella 4.7: Esempio del calcolo del parametro measureRate di un datalogger
Il calcolo del consumo del modem è, anche in questo caso, mediamente più
complesso.
1 for ( in t i=0; i<modemsPolicy .size() ; i++)
2 {
3 i f (t .tm_hour ==0 && t .tm_min == 0 && t .tm_sec == 0 ←↩
&& modemsPolicy .at(i) .isOn[t .tm_wday])
4 {
5 modemsPolicy .at(i) .txCounter++; // Every midnight ,←↩
i f the day that j u s t s tar ted i s a ←↩
transmission day , txCounter ge t s incremented .
6 }
7 i f (isModemOn(i ,t .tm_wday ,t .tm_hour ,t .tm_min ,←↩
numWindow) )
8 {
9 i f ((modemsPolicy .at(i) .txCounter == modemsPolicy←↩
.at(i) .txRate) && modemsPolicy .at(i) .windows .←↩
at(numWindow) .tx)
10 {
11 i f (modemsPolicy .at(i) .estTxLen == 0) ←↩
modemsPolicy .at(i) .estTxLen = calcTxDuration(←↩
i ,elapsedSeconds−modemsPolicy .at(i) .←↩
secondsOfLastTx) + modemsPolicy .at(i) .←↩
txOverhead ;
12 i f (isTxOn(i ,numWindow ,modemsPolicy .at(i) .←↩
estTxLen) )
13 {
14 tx = true ;
15 txConsumption += dataloggers .at(i) .←↩
neededPowerTx + modems .at(i) .←↩
neededPowerTx ;




19 modemsConsumption+=(tx) ?txConsumption :modems .at(i←↩
) .neededPowerIdle ;
20 }
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21 // e l s e modemsConsumption += value ; // Right now a ←↩
modem i s e i ther i d l e or o f f . Set th i s value in ←↩
order to consider a not−nul l consumption outs ide a←↩
ModemWindow.
22 }
Listato 4.20: Calcolo del consumo istantaneo del modem
Innanzitutto, allo scoccare di ogni nuovo giorno di trasmissione viene in-
crementata la variabile txCounter, che tiene il conto dei giorni di trasmissione
trascorsi a partire dall’ultima.
Il cuore della funzione inizia nel momento in cui si controlla se nell’istante di
simulazione preso in considerazione il modem è acceso o meno. Se il modem
è spento, il suo consumo energetico è ovviamente pari a 0 e non viene esegui-
ta alcuna elaborazione. Se il modem è acceso, invece, la funzione di supporto
isModemOn(..) inserisce il numero identificativo della finestra attiva nel para-
metro numWindow, passatole per riferimento.
Grazie ad esso la funzione è in grado di controllare che l’istante di simulazione
considerato cada in un giorno (e in una finestra) in cui è effettivamente prevista
una trasmissione.
Viene stimata, quindi, la durata della stessa tramite la funzione già descritta nel
listato 4.18, ed inserita nella variabile estTxLen, che va a rappresentare proprio
il numero di istanti in cui si dovrà considerare il consumo energetico del modem
pari a quello trasmissivo.
Durante il tempo restante e fino al termine della finestra, invece, il modem sarà
semplicemente attivo ed il suo consumo energetico sarà quello in idle.
4.1.7 Classe Battery






5 c lass Battery
6 {
7 f l o a t V ;
8 f l o a t effectiveCapacity ;
9 std : : map<f loat , f loat> CT ;
10 f l o a t inputCurrentFromSP ;
11 f l o a t consumptionByCR1000 ;
12 f l o a t netFlow ;
13 public :
14 Battery( char *) ;
15 v i r tua l ~Battery() ;
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Tabella 4.8: Capacità della batteria a seconda della temperatura
16 void plotLifetime() ;
17 f l o a t getNetFlow() ;
18 f l o a t getAvgNetFlow() ;
19 f l o a t calcParams() ;
20 void setVoltage( f l o a t ) ;
21 void setTemperature( f l o a t ) ;
22 protected :
23 private :
24 f l o a t interpolate( f l o a t ) ;
25 void loadCapacityTable( char *) ;
26 } ;
27 #endif // BATTERY_H
Listato 4.21: L’header file Battery.h
La batteria riceve in ingresso la quantità di carica prodotta dal pannello so-
lare e quella richiesta invece dai sensori, calcolandone il flusso netto.
In caso di flusso positivo il pannello solare sta producendo più corrente di
quella effettivamente necessaria: l’eccesso andrà a caricare la batteria stessa
con un’efficienza η che dipende dalla temperatura.
In caso di flusso negativo, invece, il pannello solare sta producendo meno
corrente di quella necessaria: per garantire la sopravvivenza dell’intero sistema,
ovviamente, la differenza dovrà essere prelevata dalla batteria stessa, che andrà
quindi a scaricarsi. Al termine della simulazione viene quindi calcolata una
stima approssimata del tempo di vita restante al sistema.
Come è già stato sottolineato nei capitoli precedenti, la capacità della batte-
ria varia al variare della temperatura. Solitamente, quindi, nel datasheet di una
batteria è presente una tabella che lega un certo numero di valori di temperatura
alle rispettive capacità.
All’interno del simulatore è stata implementata una semplice funzione di
interpolazione lineare per ottenere la capacità della batteria, dato un valore ac-
cettabile di temperatura.
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Consideriamo l’insieme di valori Ts = T0...TN , con T0 = min{Ts},TN = max{Ts}ed
i rispettivi valori della capacità della batteria Cs = C0...CN , indicati nel data-
sheet.
Allora:
C(T ) = Ci−1 + (Ci − Ci−1) ·
T − Ti−1
Ti − Ti−1, Ti−1 < T < Ti, 0 < i ≤ N
É possibile fornire una stima approssimata (in ore) del tempo di vita della





É estremamente importante sottolineare che nel sistema reale la batteria è
dotata di un regolatore di carica. Esso è un componente attivo, in grado di
prendere autonomamente decisioni riguardanti i cicli di carica e scarica della
batteria stessa, secondo sue particolari politiche che possono essere interpretate
esternamente come un comportamento non lineare del dispositivo.
Data l’estrema complessità di un eventuale modello di regolatore di carica,
ma soprattutto data la mancanza di dati necessari a formalizzare le sue scelte
e le sue decisioni, si è scelto di operare una semplificazione dello stesso: è
stata fissata una soglia, definita come costante all’interno del simulatore, oltre la
quale la batteria smette di prendere in input la corrente eventualmente prodotta
dal pannello solare.
Questa scelta porta con sé delle conseguenze importanti ai fini della validità
dei risultati; esse saranno spiegate in dettaglio nel capitolo 6.
Capitolo 5
Modello SAN di una AWS
5.1 Mobius
Il software Mobius [15], creato dall’Università dell’Illinois, è un framework che
permette l’analisi model-based di sistemi generici mediante l’uso di un’interfac-
cia grafica molto semplice e completa.
Tra le sue principali caratteristiche:
• Permette l’uso di numerosi formalismi di modellazione di alto livello, co-
me per esempio le Stochastic Activity Networks (SAN).
• Prevede la possibilità di estendere le capacità ed il comportamento delle
SAN aggiungendo alle stesse funzioni scritte nel linguaggio C++.
• Consente la creazione di modelli anche molto complessi, considerandoli
come combinazione di componenti individuali più semplici. É cioè basa-
to su un approccio alla modellizzazione profondamente gerarchico, che
sfrutta l’astrazione come chiave per l’integrazione delle singole parti.
Nell’ottica di generalizzare ed universalizzare il processo di modellizza-
zione, mantenendo comunque inalterate le potenzialità offerte da ciascun
formalismo, il percorso di costruzione e caratterizzazione di un modello
viene diviso in numerosi step:
1. A partire da uno specifico formalismo viene generato un modello ba-
se. Esso è detto atomic model, ed è composto da un serie di variabili
di stato ed azioni.
2. Se il modulo che si sta costruendo è da considerarsi parte di un mo-
dello più complesso, il passo successivo è quello di comporlo assieme
agli altri componenti. Vengono quindi sfruttate le possibilità offerte
dai formalismi di composition, che permettono di preservare la scala-
bilità del modello. Ad esempio, tramite la composizione è possibile
scegliere di condividere delle particolari variabili tra i vari moduli.
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Figura 5.1: I componenti del framework
3. Tramite formalismi di reward vengono create delle funzioni che per-
mettono all’utente di specificare quali sono le variabili di interesse,
oltre che come e quando misurarle. Permettono, quindi, di osservare
lo stato del sistema in un particolare momento, che può essere un
istante preciso, oppure un intervallo temporale.
4. Viene applicato al modello, infine, un solver, che permette la compu-
tazione di un risultato finale relativo al modello di reward che si sta
prendendo in considerazione. Il metodo di calcolo può essere esatto,
in caso di analisi deterministiche, oppure approssimato o statistico.
5.2 Il formalismo delle Stochastic Activity Networks
(SAN)
Una Stochastic Activity Network è un’estensione stocastica delle reti di Petri.
Essa può essere fondamentalmente considerata come un grafo diretto composto
da quattro set di nodi distinti: places, input gates, output gates e activities.
I place rappresentano le variabili del sistema che si sta modellando; una
particolare configurazione di place va a costituire, quindi, uno stato del sistema.
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Ciascun place contiene un certo numero di token, i quali definiscono il cosid-
detto marking del place stesso. É interessante sottolineare che il significato che
viene attribuito ad un token è completamente arbitrario e permette una grande
flessibilità nella costruzione di una SAN.
Un place può essere simple, se è rappresentato da un intero non negativo,
oppure extended, se invece permette l’utilizzo di strutture dati più complesse
(come ad esempio array).
Graficamente i place sono rappresentati come dei cerchi. I simple place, in
particolare, sono di colore blu; gli extended place sono invece di colore giallo.
Le attività sono le azioni vere e proprie compiute dal sistema. Esse possono
essere sia istantanee che temporizzate: laddove la prima definizione non neces-
sita di particolari spiegazioni, la seconda significa che il loro completamento
richiederà una particolare durata temporale, espressa mediante delle funzioni
di distribuzione che spesso dipendono dai marking di uno o più place.
Ciascuna attività può essere inoltre caratterizzata da una serie di casi, rap-
presentanti eventuali incertezze associate al completamento dell’attività stessa.
Esso porterà, quindi, ad un solo risultato tra i tutti i possibili casi - che sono
mutuamente esclusivi- scelto in base ad una particolare distribuzione probabili-
stica.
Mediante l’utilizzo dei casi è possibile rappresentare, ad esempio, la possibi-
lità di fallimento di uno dei componenti del sistema che si sta modellando.
Graficamente le attività sono rappresentate come linee verticali, sottili per
le attività istantanee e spesse per quelle temporizzate. I casi, infine, vengono
rappresentati come dei cerchi sul lato destro dell’attività stessa.
I gate di input controllano l’abilitazione di una particolare attività. Ogni
gate è caratterizzato da un predicato e da una funzione di input. I predicati
sono fondamentalmente delle espressioni booleane che permettono di stabili-
re se un’attività deve essere eseguita o meno; le funzioni di input definiscono
invece eventuali cambiamenti ai marking dei place di input da effettuare al
completamento della stessa.
É necessario osservare che un’attività è abilitata solo se sono veri i predicati
di tutti gli input gate ad essa collegati.
Graficamente gli input gate sono rappresentati come dei triangoli neri, la
cui base è rivolta verso l’attività a cui sono collegati; il vertice opposto ad essa
punta quindi verso sinistra.
I gate di output, al completamento dell’attività a cui sono collegati, effet-
tuano modifiche ai marking dei place di output. Un output gate è fondamental-
mente associato ad un singolo caso dell’attività stessa; è costituito, quindi, da
una sola funzione di output.
Graficamente, come i gate di input, anche i gate di output sono rappresentati
come triangoli neri la cui base è rivolta verso l’attività a cui sono collegati; il
vertice opposto ad essa punta tuttavia verso destra.
L’evoluzione di una SAN, dato un particolare stato iniziale dei marking dei
place che la costituiscono, può essere descritta come segue:
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1. Le attività istantanee che sono abilitate vengono eseguite secondo un
ordine non specificato.
2. Se non ci sono attività istantanee abilitate, diventano attive quelle tempo-
rizzate.
3. Il completamento di ogni attività temporizzata attiva viene computata
stocasticamente, a seconda delle rispettive distribuzioni temporali. Verrà
quindi selezionata quella con il tempo di completamento più breve.
4. Al completamento di un’attività, temporizzata o istantanea, viene selezio-
nato uno dei suoi casi a seconda della distribuzione probabilistica degli
stessi. Se l’attività ha un solo caso, quest’ultimo verrà sempre scelto (avrà
quindi probabilità pari ad uno). Viene infine computato un nuovo sta-
to dei marking della rete, valutando le funzioni di input ed output dei
rispettivi gate.
5.3 AWS Simulator in Mobius
Il formalismo appena dettagliato è stato utilizzato per modellare il comporta-
mento di una generica Automatic Weather Station.
Il modello è parametrico rispetto al numero, alle caratteristiche, e alle politi-
che di ciascuno dei suoi componenti; viene quindi creato e messo a disposizione
un tool generico per la valutazione di politiche autonomiche.
Le sezioni successive si occuperanno di descrivere in dettaglio i componenti
utilizzati per la modellazione delle singole parti del simulatore.
5.3.1 Atomic Models
PhysicalGen Il sottosistema PhysicalGen si occupa della generazione dei va-
lori ambientali che vengono usati all’interno della simulazione. Il suo funzio-
namento è fondamentalmente regolato dalla variabile globale detta SPACING:
essa, infatti, stabilisce la cadenza con cui il generatore produce un nuovo dato.
La struttura interna del generatore è liberamente ispirata a quella di un
flip-flop SR: è stata fatta questa scelta per permettere a ciascun generatore di
attivarsi esclusivamente ogni SPACING quanti temporali, restando inattivo (e
soprattutto non trasparente) durante il resto del tempo.
Lista dei componenti
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Figura 5.2: Sottosistema PhysicalGen
1. Simple Places
(a) start: quando il suo valore è maggiore di zero avviene la generazione
di un nuovo valore in uscita.
(b) reset: quando il suo valore è maggiore di zero, invece, significa che
la generazione di un valore è terminata e il generatore deve restare
inattivo.
(c) ID: poiché è possibile replicare un generatore per ogni grandezza
ambientale presa in considerazione, viene assegnata a ciascuna re-
plica un ID univoco che permette di identificarne e differenziarne le
operazioni.
(d) start_sim: quando tutte le repliche hanno scritto un nuovo valore in
uscita, viene segnalato l’inizio (o il prosieguo) della simulazione agli
altri componenti del sistema.
2. Extended Places
(a) Physical_Values (float[num_physical_values]): è il vettore di usci-
ta, la cui grandezza massima è stabilita dalla variabile globale
num_physical_values. Ciascuna replica di PhysicalGen si preoccupa
di scrivere un valore all’interno del vettore, alla posizione di indice
pari al suo ID. Ad esempio, la replica di PhysicalGen con ID 0 scriverà
in Physical_Values[0].
(b) done (int[num_physical_values]): ogni volta che un generatore ha
scritto un nuovo valore nel vettore di uscita, mette ad 1 il rispettivo
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flag nel vettore done. Così come nel caso di Physical_Values, il ge-
neratore andrà a modificare la posizione del vettore pari al proprio
ID.
(c) index (int): rappresenta l’indice del vettore da cui i generatori pre-
levano i valori. Ad esempio, index 0 significa che stiamo prendendo
in considerazione il primo campione.
(d) elapsed_seconds (int): è un place condiviso con gli altri sottosiste-
mi, che permette di tenere traccia del passare del tempo di simula-
zione.
3. Activities:
(a) get_value: consente la generazione di un nuovo valore in uscita.
(b) reset_state: porta il generatore allo stato inattivo.
4. Input Gates:
(a) IG1: gate di ingresso all’attività get_value. Il gate è attivo se e solo se
sono valide tutte le seguenti condizioni (AND logico):
i. (start > 0)
ii. (elapsed_seconds % SPACING == 0) se, cioè, l’istante di simula-
zione è pari a SPACING o ad un suo multiplo.
iii. (done[ID] == 0) se, cioè, non è ancora stato generato un valore
da parte del generatore con identificativo pari ad ID.
(b) IG2: gate di ingresso all’attività reset_state. Il gate è attivo se e solo
se sono valide tutte le seguenti condizioni (AND logico):
i. (reset > 0)
ii. (elapsed_seconds % SPACING != 0) se cioè l’istante di simulazio-
ne è diverso da SPACING o da un suo multiplo.
iii. (done[ID] != 0) se, cioè, è già stato generato un valore a parte
del generatore con identificativo pari ad ID.
Come è semplice vedere dalle condizioni di ingresso, i due Input Gate non
possono mai essere attivi contemporaneamente. Senza questo sistema di
guardia, a causa della velocità della simulazione, le uscite dei generatori
potrebbero variare più volte nell’arco dello stesso istante, inficiando così
la correttezza dei risultati.
5. Output Gates
(a) OG1: gate di uscita all’attività get_value. Ogni replica preleva un
nuovo valore dal vettore di ingresso, con indice pari ad index. Scrive
quindi lo stesso nella corretta posizione del vettore di uscita, po-
ne ad 1 il flag done ed attiva le operazioni di reset. Quando tutte
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le repliche hanno terminato le proprie elaborazioni (la somma del
vettore done è, cioè, pari a num_physical_values) l’ultimo generato-
re che si trova ad eseguire il codice incrementa index e segnala alle
altre componenti del sistema che possono iniziare (o riprendere) la
simulazione.
(b) OG2: gate di uscita all’attività reset_state. Ogni replica che esegue
il suo codice riporta a 0 la propria componente del vettore done, e
inserisce un nuovo token nel place start, rendendosi così pronta alla
generazione di un nuovo valore quando ce ne sarà bisogno.
SolarPanel
In fase di inizializzazione del sottosistema vengono prelevati da file i valori
standard dal relativo datasheet che permetteranno il calcolo di parametri alle
condizioni operative.
É necessario, infatti, traslare le curve I-V del pannello solare alle condizioni
di ingresso che vengono fornite da(i) PhysicalGen.
Allo stato attuale SolarPanel riceve i valori ambientali di Temperatura, Irrag-
giamento e Voltaggio della batteria, tramite il vettore Physical_Gen[3].
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Lista dei componenti
Figura 5.3: Sottosistema SolarPanel
1. Simple Places
(a) start_sim: quando il suo valore è maggiore di zero avviene la gene-
razione di un nuovo valore in uscita.
(b) calc_output_done: è un flag che viene posto ad 1 quando il sistema
ha prodotto un nuovo valore in uscita.
2. Extended Places
(a) Physical_Values (float[num_physical_values]): è il vettore di ingres-
so, contenente le variabili ambientali da utilizzare nelle elaborazioni.
(b) Params (struct SP_Params): è una struttura che contiene i parametri
standard prelevati dal datasheet del pannello solare.
(c) produced_current (float): è l’uscita del sistema e rappresenta il
calcolo della corrente prodotta dal pannello solare alle condizioni
operative di un dato istante.
3. Activities:
(a) calc_output: consente la produzione di un nuovo valore in uscita.
4. Input Gates:
(a) IG1: gate di ingresso all’attività calc_output. Il gate è attivo se e solo
se sono valide tutte le seguenti condizioni (AND logico):
i. (start_sim > 0)
ii. (calc_output_done == 0) se, cioè, non è ancora stato generato
un valore in uscita.
5. Output Gates
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(a) OG1: gate di uscita all’attività calc_output. Viene calcolata la cor-
rente prodotta, inserita nel place di uscita, e segnalato il termine
dell’operazione mediante l’apposito flag.
CR1000
In fase di inizializzazione, il sottosistema CR1000 preleva da file i valori neces-
sari a configurare tutte le sue molteplici componenti.
Il sottosistema, infatti, modella:
• Uno o più datalogger
• Uno o più sensori
• Uno o più modem
Ciascuno di questi componenti è ovviamente caratterizzato da parametri. Alcu-
ni sono immutabili e ben determinati, come il consumo energetico. Altri sono
invece dipendenti dalle politiche che sono prese in considerazione durante la
simulazione.
Il sistema calcola il consumo energetico istantaneo, costituito dai contributi
di ciascuno dei suoi componenti.
In particolare, parte del consumo sarà dato dai sensori, che ad ogni istante
possono essere a riposo, oppure in stato attivo. Un’altra parte sarà dovuta al
modem, che può essere spento, in idle, o in trasmissione. L’ultima parte, infine,
sarà data dal consumo energetico del datalogger stesso.
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Lista dei componenti
Figura 5.4: Sottosistema CR1000
1. Simple Places
(a) start_sim: quando il suo valore è maggiore di zero avviene la gene-
razione di un nuovo valore in uscita.
(b) calc_consumption_done: è un flag che viene posto ad 1 quando il
sistema ha prodotto un nuovo valore in uscita.
2. Extended Places
(a) Dataloggers_Params (struct Datalogger_Params[num_dataloggers]):
è un vettore di strutture, le quali contengono i parametri propri a
ciascun datalogger. Sono caratterizzate da:
i. neededPowerRest (float): il consumo energetico del datalogger in
stato inattivo.
ii. neededPowerActive (float): il consumo energetico del datalogger
in stato attivo.
iii. neededPowerTx (float): il consumo energetico aggiuntivo del
datalogger durante una trasmissione,
iv. settlingTime (float): il tempo che il datalogger impiega a prepa-
rarsi ad una misura o ad una trasmissione. Durante il settlingTi-
me, quindi, il consumo del datalogger passerà dallo stato inattivo
a quello attivo.
(b) Modems (struct Modem_Params[num_modems]): è un vettore di strut-
ture, le quali contengono i parametri propri a ciascun modem. Sono
caratterizzate da:
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i. neededPowerRest (float): il consumo energetico del modem in
stato inattivo. Occorre notare che, tuttavia, nella configurazione
attuale del sistema il consumo energetico a riposo è 0, in quanto
il modem viene spento a livello hardware, togliendo energia alla
porta di switching a cui è collegato.
ii. neededPowerIdle (float): il consumo energetico del modem in sta-
to idle, quando cioè il modem è acceso ma non è in corso una
trasmissione.
iii. neededPowerTx (float): il consumo energetico del modem duran-
te una trasmissione.
iv. transferRate (int): la velocità di trasferimento del modem, espres-
sa in bps (bit per second).
(c) Sensors (struct Sensor_Params[num_sensors]): è un vettore di strut-
ture, le quali contengono i parametri propri a ciascun sensore. Sono
caratterizzate da:
i. neededPowerRest (float): il consumo energetico del sensore in
stato inattivo.
ii. neededPowerActive (float): il consumo energetico del sensore in
stato attivo, quando cioè è in corso una misura.
iii. settlingTime (float): il tempo che il sensore impiega a portare a
termine una misura. Durante il settlingTime, quindi, il consumo
del sensore passerà dallo stato inattivo a quello attivo.
(d) Modems_Policies (struct Modem_Policies[num_modems]): è un vet-
tore di strutture, le quali contengono le politiche proprie a ciascun
modem. Sono caratterizzate da:
i. txRate (int): la cadenza con cui avviene una trasmissione. Ogni
txRate giorni, quindi, il modem verrà chiamato per iniziare la
trasmissione dei dati.
ii. txOverhead (int): rappresenta l’overhead (espresso in secondi)
necessario ad intavolare la comunicazione con il modem.
iii. estTxLen(int): rappresenta la stima della durata di una trasmis-
sione, considerata ad un dato istante di simulazione.
iv. txCounter (int): contatore che tiene traccia del numero di giorni
trascorsi a partire dall’ultima trasmissione effettuata.
v. isOn (int[7]): vettore di flag che segnala se il modem è acceso
(valore 1) o spento (valore 0) in un determinato giorno. L’indice
del vettore va da 0, che rappresenta la domenica, a 6, che rap-
presenta il sabato.
L’utilizzo di questa notazione permette di utilizzare la libreria
ctime (facente parte della STL del linguaggio C++) per tutte le
elaborazioni che riguardano il tempo, evitando così di dover ef-
fettuare calcoli che potrebbero costituire una potenziale fonte di
bug.
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vi. w (struct Window[num_windows]): vettore di strutture, ciascuna
rappresentante una finestra di trasmissione. Essa è infatti un
intervallo di tempo, più o meno lungo, in cui il modem è acceso
ed è potenzialmente pronto a ricevere una chiamata ed iniziare
quindi una trasmissione. Sono caratterizzate da:
A. wHourStart (int): l’ora di inizio della finestra.
B. wHourStop (int): l’ora di termine della finestra, calcolata dal
sistema.
C. wMinStart (int): il minuto di inizio della finestra.
D. wMinStop (int): il minuto di termine della finestra, calcolato
dal sistema.
E. wNumMin (int): la durata della finestra (espressa in minuti).
F. wTx (int): flag che stabilisce se nella finestra può avvenire
una trasmissione (valore 1) o meno (valore 0).
(e) Sensors_Policies (struct Sensor_Policies[num_sensors]): è un vetto-
re di strutture, le quali contengono le politiche proprie a ciascun
sensore.
i. measureRate (float): rappresenta il rate di campionamento(espresso
in secondi) del sensore. Ogni measureRate viene quindi prelevata
una misura dello specifico sensore.
3. consumed_current (float): è l’uscita del sistema e rappresenta il calcolo
della corrente consumata dal sistema ad un dato istante.
(a) bytes (struct Dim_Bytes): è una struttura in cui vengono inserite in-
formazioni sulla quantità di byte prodotti dal sistema ad ogni istante
di simulazione. É composta dai campi:
i. bytes_per_second (int): la quantità di byte prodotta dal sistema
per ogni istante di simulazione. Viene calcolata sommando tra
loro le dimensioni delle variabile misurate dai sensori, dividendo
poi il tutto per i relativi rate di misura.
ii. bytes_header (int): la dimensione in byte dell’header di ciascun
pacchetto, secondo il protocollo di comunicazione usato da cia-
scun modem.
iii. bytes_payload (int): rappresenta la dimensione massima del pay-
load di ciascun pacchetto, secondo il protocollo di comunica-
zione di ciascun modem. Nel caso in cui la quantità di by-
te prodotta sia superiore a bytes_payload, il pacchetto subisce
frammentazione, e diventa quindi necessario aggiungere header
aggiuntivi.
(b) elapsed_seconds (int): rappresenta la quantità di secondi di simu-
lazione trascorsi.
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(c) time (struct sim_time): poiché il modem è acceso o spento in ora-
ri “reali”, è necessario legare ciascun istante di simulazione ad un
orario effettivo. La struttura è composta dai seguenti campi:
i. hour (int): l’ora attuale di simulazione. É possibile stabilirne il
valore tramite la variabile globale start_hour.
ii. minute (int): il minuto di simulazione. É possibile stabilirne il
valore tramite la variabile globale start_minute.
iii. second (int): il secondo di simulazione.
iv. wday (int): il giorno della settimana in cui sta avvenendo la
simulazione. É possibile stabilirne il valore tramite la variabile
globale day_hour.
v. day (int): il giorno del mese in cui sta avvenendo la simulazio-
ne. É possibile stabilirne il valore tramite la variabile globale
start_month.
vi. month (int): il mese in cui sta avvenendo la simulazione.
vii. year (int): l’anno in cui sta avvenendo la simulazione. É possibile
stabilirne il valore tramite la variabile globale start_year.
4. Activities:
(a) calc_consumption: consente la produzione di un nuovo valore in
uscita.
5. Input Gates:
(a) IG1: gate di ingresso all’attività calc_consumption. Il gate è attivo se
e solo se sono valide tutte le seguenti condizioni (AND logico):
i. (start_sim > 0)
ii. (calc_consumption_done == 0) se, cioè, non è ancora stato ge-
nerato un valore in uscita.
6. Output Gates
(a) OG1: gate di uscita all’attività calc_consumption. Viene calcolata
la corrente consumata, inserita nel place di uscita, e segnalato il
termine dell’operazione mediante l’apposito flag.
Il calcolo si basa sul contributo di ciascuno dei componenti del sistema. In
particolare:
(a) Sensori: si calcola ad un dato istante di simulazione se ogni sen-
sore è attivo o meno. Il sensore è attivo se l’istante normalizzato
(elapsedSeconds%measureRate) di simulazione è compreso tra mea-
sureRate - settlingTime e measureRate. Viene quindi stabilito il valore
di consumo di ciascun sensore che andrà a contribuire al bilancio
globale.
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(b) Datalogger: il calcolo è identico al precedente. Il datalogger è in stato
attivo se ci si trova nell’intervallo di tempo definito da measureRate
- settlingTime, prendendo in considerazione il measureRate di tutti i
sensori.
(c) Modem: il calcolo è mediamente più complesso del precedente a cau-
sa del numero di variabili di cui è necessario tener conto.
Innanzitutto è necessario calcolare se nell’attuale istante di simula-
zione il modem è acceso o meno. Se il modem è spento, ovviamente,
il suo consumo sarà pari a 0.
Se il giorno corrente non è un giorno in cui può avvenire una tra-
smissione ed il modem è acceso, invece, il suo consumo sarà quello
in idle.
Altrimenti, se il modem è acceso ed il giorno corrente è un possibile
giorno di trasmissione, si controlla il parametro txCounter. Qualora
quest’ultimo sia pari al txRate del modem, si calcola quanto dure-
rebbe la trasmissione dei dati prodotti, inserendo questa stima nella
variabile estTxLen.
Per un tempo pari ad estTxLen, quindi, il consumo del modem sa-
rà pari a quello trasmissivo. Per il resto della finestra, invece, sarà
regolarmente pari a quello in idle.
Battery
Il sottosistema Battery è molto semplice: riceve da SolarPanel e da CR1000, ri-
spettivamente, il quantitativo di corrente prodotta e consumata. Effettua quindi
il bilancio energetico, andando a sottrarre le due componenti. Se il flusso netto
è positivo, è evidente che in quell’istante di simulazione la corrente prodotta
supera quella consumata, ed il sistema è in grado di auto-sostenersi. Se, al con-
trario, il flusso è negativo, parte della carica della batteria viene drenata per
consentire la sopravvivenza del sistema.
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Figura 5.5: Sottosistema Battery
Lista dei componenti
1. Simple Places
(a) calc_output_done: è il flag che è stato posto ad uno nel momento
in cui SolarPanel ha prodotto un nuovo valore.
(b) calc_consumption_done: è il flag che è stato posto ad uno nel
momento in cui CR1000 ha prodotto un nuovo valore.
(c) start_sim: è il place condiviso con SolarPanel e CR1000, e viene
usato da Battery per stabilire il termine della simulazione.
2. Extended Places
(a) produced_current (float): è un place di ingresso, condiviso con
il sottosistema SolarPanel, che rappresenta la quantità di corrente
prodotta da esso ad un dato istante.
(b) consumed_current (float): è un place di ingresso, condiviso con il
sottosistema CR1000, che rappresenta la quantità di corrente consu-
mata da esso ad un dato istante.
(c) balance (float): è la vera e propria uscita del simulatore e rappre-
senta il bilancio energetico finale tra corrente prodotta e consumata.
(d) elapsed_seconds (int): rappresenta la quantità di secondi di simu-
lazione trascorsi. Battery si occupa di incrementarla della quantità
GRANULARITY (variabile globale) ogni volta che produce un valore
in uscita.
CAPITOLO 5. MODELLO SAN DI UNA AWS 90
(e) time (struct sim_time): condiviso con il sottosistema CR1000, viene
aggiornato incrementando i secondi della quantità GRANULARITY.
In questo modo il CR1000 può tenere traccia dello scorrere del tempo
e calcolare correttamente se il modem è acceso o spento.
3. Activities:
(a) calc_balance: consente la produzione di un nuovo valore in uscita.
4. Input Gates:
(a) IG1: Gate di ingresso all’attività calc_balance. Il gate è attivo se e
solo se:
i. (calc_output_done > 0) se, cioè, l’eventuale valore presente nel
place produced_current è considerato valido.
(b) IG2: Gate di ingresso all’attività calc_balance. Il gate è attivo se e
solo se:
i. (calc_consumption_done > 0) se, cioè, l’eventuale valore presen-
te nel place consumed_current è considerato valido.
La presenza di due input gate collegati alla stessa attività viene vista come
un AND logico: l’attività verrà eseguita se e solo le condizioni di entrambi
gli input gate saranno vere.
5. Output Gates
(a) OG1: gate di uscita all’attività calc_balance. Viene calcolato il bilan-
cio, inserito nel place di uscita, e vengono incrementati elapsed_seconds
e la quantità second della struttura del place time della quantità pari
a GRANULARITY. Inoltre, se la simulazione è andata avanti per un
periodo di tempo inferiore a DURATION (variabile globale che se-
gna appunto la durata desiderata di simulazione, espressa in quan-
ti temporali), viene incrementato il place start_sim, che segnala a
SolarPanel e CR1000 di ricominciare le loro elaborazioni.
5.3.2 Composed
Lo scopo principale della composizione è quello di unire i vari sottosistemi,
stabilendo quali sono le variabili condivise e in che modo interagiscono tra loro.
Viene quindi costruito un sistema globale mediante un approccio bottom-up.
Occorre notare che PhysicalGen viene replicato tante volte quante sono le
variabili fisiche da dare in input alla simulazione. Ciascuna replica mantiene i
propri place di start, ID, e reset. Le rimanenti quantità sono invece condivise tra
le varie repliche.
Per quanto riguarda le variabili di stato condivise tra i vari sottosistemi:
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Figura 5.6: Composizione dei vari sottosistemi
• L’extended place Physical_Values viene condiviso tra PhysicalGen e Solar-
Panel. Rappresenta le condizioni ambientali prodotte da PhysicalGen ed
usate come ingresso da SolarPanel.
• L’extended place produced_current viene condiviso tra SolarPanel e Batte-
ry. Rappresenta la quantità di corrente prodotta da SolarPanel ed usata
come ingresso da Battery.
• Il simple place calc_output_done viene condiviso tra SolarPanel e Battery.
É il flag settato da SolarPanel per indicare a Battery che il valore prodotto
è valido.
• L’extended place consumed_current viene condiviso tra CR1000 e Battery.
Rappresenta la quantità di corrente consumata dal CR1000 ed usata come
ingresso da Battery.
• Il simple place calc_consumption_done viene condiviso tra CR1000 e Bat-
tery. É il flag settato dal CR1000 per indicare a Battery che il valore
prodotto è valido.
• L’extended place elapsed_seconds viene condiviso tra PhysicalGen, CR1000
e Battery.Viene usato da PhysicalGen e CR1000 per tenere traccia dei quan-
ti di simulazione trascorsi dall’inizio della stessa. Viene aggiornato da
Battery.
• L’extended place time viene condiviso tra CR1000 e Battery. Viene usato
dal CR1000 per calcolare se il modem è acceso o spento in un dato istante
temporale. Ancora una volta viene aggiornato da Battery.
• L’extended place start_sim viene condiviso tra tutti i sottosistemi. Tramite
esso, CR1000 e SolarPanel si accorgono di dover produrre nuovi valori.
PhysicalGen lo usa per bloccare temporaneamente la simulazione, avendo
modo di produrre nuovi valori senza correre il rischio rischio di porre il si-
stema in uno stato inconsistente. Battery, infine, lo usa per dare un termi-
ne ultimo alla simulazione, oltre che per rinnovarla di quanto temporale
in quanto temporale.
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5.3.3 Reward
L’unica funzione di reward che per ora viene presa in considerazione è il bi-
lancio energetico finale all’istante DURATION, cioè al termine ultimo della
simulazione. Essa viene ovviamente calcolata sul modello atomico Battery.
5.3.4 Study
Lista di tutte le variabili globali del simulatore:
• DURATION (int): durata della simulazione in quanti temporali.
• GRANULARITY (int): quanti temporali che ogni elaborazione (ogni volta,
cioè, che viene prodotto un risultato) sottrae a DURATION.
• SPACING (int): stabilisce la cadenza con cui i generatori producono nuovi
valori in ingresso alla simulazione.
• num_physical_values (int): quantità di variabili ambientali prodotte dai
generatori. Stabilisce anche il numero delle repliche dei generatori stessi.
• num_dataloggers (int): numero di datalogger presi in considerazione
nella simulazione.
• num_sensors (int): numero di sensori presi in considerazione nella simu-
lazione.
• num_modems (int): numero di modem presi in considerazione nella
simulazione.
• num_windows (int): numero di finestre di accensione per ogni modem
• start_day (int): giorno del mese di inizio della simulazione.
• start_month (int): mese di inizio della simulazione.
• start_year (int): anno di inizio della simulazione.
• start_hour (int): ora di inizio della simulazione. (0-23)
• start_minute (int): minuto di inizio della simulazione (0-59)
5.3.5 Solver
Non essendoci al momento nessun componente del simulatore che dipende
da quantità probabilistiche, viene effettuato un solo batch di simulazione. Il
comportamento del sistema è quindi, al momento, totalmente deterministico:
una particolare configurazione delle variabili di ingresso produrrà uno specifico
risultato in uscita.
L’intera evoluzione del sistema può essere riassunta, quindi, nei seguenti
punti:
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1. I generatori di variabili ambientali producono dei particolari valori di
temperatura ed irraggiamento.
2. A partire da questi valori il pannello solare fornisce una stima dell’energia
prodotta nel presente istante di tempo.
3. Il microcontrollore valuta il proprio stato e fornisce una stima dell’energia
consumata nel presente istante di tempo.
4. La batteria calcola il bilancio energetico, prendendo in considerazione il
comportamento semplificato del regolatore di carica.
5. Viene aggiornato il tempo di simulazione. Se è stato raggiunto il tempo
previsto la simulazione termina. Se sono disponibili nuovi dati ambientali
in ingresso, la simulazione viene momentaneamente sospesa e si riparte
dal punto 1. In tutti gli altri casi si riparte dal punto 2.
Capitolo 6
Risultati
6.1 Validazione dei dati simulati rispetto a quelli
reali
Per stimare l’efficacia del modello proposto e la capacità del simulatore di riu-
scire a manipolare correttamente le numerose variabili che ne regolano il fun-
zionamento ed influenzano la correttezza dei risultati, sono stati effettuati nu-
merosi test basati sui dati reali prelevati dall’AWS de La Mare.
Sono state oggetto di simulazione, in particolare, 3502 ore di funzionamento
della stazione, un periodo di tempo che va dal 1 Agosto 2012 (giorno di instal-
lazione del modem) fino al 23 dicembre 2012. Dai dati storici prodotti dalla
stazione sono stati estrapolati i valori di temperatura, irradianza diretta e ten-
sione della batteria.
I primi due, dati in input al simulatore di ora in ora, permettono la stima della
quantità di corrente prodotta dal pannello solare, a cui viene sottratta la stima
del consumo istantaneo della stazione: il risultato finale è il bilancio energetico
dei flussi netti di corrente all’interno della singola ora.
Poiché le batterie hanno caratteristiche di tensione/carica fondamentalmente
monotoniche, è possibile considerare che se la tensione della batteria reale cre-
sce allora il bilancio energetico prodotto dal simulatore dovrà essere positivo, e
viceversa, se la tensione decresce il bilancio energetico dovrà essere negativo.
Ai fini della validazione dei risultati prodotti, quindi, il bilancio energetico viene
messo a confronto con le variazioni del livello di tensione della batteria.
Prima di mostrare i risultati prodotti è tuttavia necessario fare alcune conside-
razioni.
Innanzitutto è bene tenere presente che il campionamento di dati a frequenza
oraria non rappresenta altro che una discretizzazione (a risoluzione piuttosto
ampia) di una serie dati in origine analogici. Esisterà un certo margine di erro-
re, quindi, intrinseco alle operazioni stesse di simulazione, e quindi inelimina-
bile.
Il valore di tensione della batteria campionato dal CR1000, inoltre, è quello
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Figura 6.1: Dettaglio di tre giorni di simulazione
minimo all’interno dell’ora che si sta simulando. Questa scelta, con cui è stato
necessario convivere per tenersi saldi al principio primo di limitare al massimo
il numero di modifiche al sistema originario, conduce sicuramente ad una mag-
giore indeterminatezza dei risultati; il comportamento della stazione, infatti,
non viene stimato rispetto alla tensione puntuale della batteria, ma rispetto ad
un valore che può fondamentalmente essersi verificato in uno qualsiasi dei 60
minuti precedenti alla simulazione. Per di più, questo valore minimo potrebbe
essere derivante da una semplice fluttuazione momentanea che rispecchia solo
in parte l’andamento reale della tensione della batteria.
All’interno dei grafici 6.1 e 6.2 sono messi a confronto proprio gli andamenti
qualitativi del bilancio di carica simulato e del bilancio reale della tensione della
batteria. Per questioni di leggibilità i grafici sono riportati rispettivamente su tre
giorni e una settimana di simulazione.
Basta anche solo un rapido colpo d’occhio per poter notare come il simulatore
riesca a seguire in maniera piuttosto precisa le fluttuazioni delle tensioni della
batteria durante l’intervallo temporale preso in esame.
A questo punto è possibile formalizzare i risultati in modo da ottenere delle
cifre che possano esplicare nel dettaglio la topologia degli stessi.
Consideriamo Vi+1 e Vi come la tensione della batteria misurata rispettivamen-












Figura 6.2: Dettaglio di una settimana di simulazione
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te durante l’ora i+1-esima e i-esima. Allo stesso modo consideriamo bi come
il bilancio energetico del simulatore calcolato rispetto alle condizioni iniziali di
temperatura Ti ed irradianza Gi. Si definiscono quattro possibili risultati:
1. True Positive: si ha un vero positivo al termine dell’ora di simulazione
i-esima quando la differenza Vi+1 − Vi ≥ 0 e bi > 0. La tensione della
batteria, cioè, cresce, ed il bilancio energetico espresso dal simulatore è
positivo.
2. True Negative: si ha un vero negativo al termine dell’ora di simulazione
i-esima quando la differenza Vi+1 − Vi < 0 e bi ≤ 0. La tensione della
batteria, cioè, decresce, ed il bilancio energetico espresso dal simulatore è
negativo.
3. False Positive (Critical Fail): si ha un falso positivo al termine dell’ora di
simulazione i-esima quando la differenza Vi+1 − Vi < 0 e bi > 0. La ten-
sione della batteria, cioè, decresce, mentre il bilancio energetico espresso
dal simulatore è positivo.
Un falso positivo è un errore grave, poiché significa che il simulatore tende
a sovrastimare l’andamento del sistema. Questo comportamento è profon-
damente rischioso, perché credere che una politica sia meno esigente dal
punto di vista energetico di quanto sia in realtà può portare all’esaurimen-
to della carica della batteria, o comunque al raggiungimento di soglie di
tensione minime non previste, sotto le quali uno o più componenti del
sistema potrebbero malfunzionare.
4. False Negative (Conservative Fail): si ha un falso positivo al termine del-
l’ora di simulazione i-esima quando la differenza Vi+1−Vi > 0 e bi < 0. La
tensione della batteria, cioè, cresce, mentre il bilancio energetico espresso
dal simulatore è negativo. Questo tipo di errore è in realtà poco grave; in
alcuni casi, come nella modellazione del regolatore di carica, è, anzi, una
vera e propria scelta.
Piuttosto che rischiare di trovarsi in presenza di un critical fail, infatti,
si preferisce sottostimare il consumo energetico della stazione (e quindi
delle politiche energetiche regolanti il funzionamento della stessa). Per
giustificare questa decisione è bene tenere a mente che nelle Automatic
Weather Station, e più in generale nelle installazioni di sensori in ambien-
ti remoti o difficilmente raggiungibili, la metrica fondamentale che regola
il funzionamento del sistema è il tempo di vita dello stesso.
Considerare una politica energicamente più dispendiosa di quanto effetti-
vamente sia, infatti, porta semplicemente ad un eventuale degrado delle
prestazioni del sistema; ne aumenta tuttavia la tolleranza ad alcuni tipi
di guasti ed in genere minimizza - o quanto meno limita - i rischi relativi
all’esaurimento dell’energia della batteria.




Correct Conservative Fails Critical Fails
Figura 6.3: Risultati finali della simulazione
Tipo di risultato Quantità Percentuale
True Positive (TP) 611 17.4%
True Negative (TN) 2514 71.8%
Critical Fail (FP) 88 2.5%
Conservative Fail (FN) 289 8.3%
TOTALE (TOT): 3502
Tabella 6.1: Percentuali di errore
Come è evidente dal grafico 6.3 e dal supporto della tabella 6.1, è possibile
affermare che il simulatore riesce a stimare con un discreto margine di sicurezza
l’andamento energetico dell’AWS.
In particolare, ricorrendo al calcolo delle metriche standard usate per stimare
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Dalle metriche appena calcolate risulta evidente che il simulatore eccelle
nella specificità, cioè nella corretta identificazione degli istanti in cui la tensio-
ne della batteria sta effettivamente scendendo; possiede, inoltre, una più che
discreta accuratezza, cioè è evidentemente capace di fornire risultati corretti ri-
spetto al totale dei dati simulati.
La sensibilità, cioè la corretta identificazione degli istanti in cui la tensione della
batteria sta salendo, si dimostra tuttavia inferiore rispetto alle precedenti me-
triche. Questo risultato è prevedibile, ed, anzi, è perfettamente in linea con la
scelta di sottostimare il sistema in caso di indecisione.
Occorre tuttavia ricordare che nell’analisi di politiche energetiche, a patto di
porsi come obiettivo la massimizzazione del tempo di vita del sistema che viene
regolato dalle stesse, il principale risultato auspicabile è proprio una alta speci-
ficità.
Può essere, infine, interessante mostrare quando siano effettivamente avvenuti
gli errori di misurazione all’interno di un singolo giorno. É stata quindi effet-
tuata la somma degli errori nel corso di tutta la simulazione, considerando l’ora












Figura 6.4: Totale dei risultati corretti, conservative fail e critical fail all’interno
delle singole ore
Dal grafico 6.4 risulta evidente che i conservative fail avvengono in maggio-
ranza durante il primo pomeriggio.
Questo comportamento è presumibilmente dovuto alle scelte conservative che
sono state dettagliate in precedenza. É ragionevolmente possibile infatti affer-
mare che, poiché si è al culmine del lasso di tempo in cui è massima l’insola-
zione giornaliera, la tensione della batteria sia piuttosto alta; interviene quindi
il modello di regolatore di carica che procede a staccare dal sistema l’input di
corrente prodotto dal pannello solare.
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Figura 6.5: Totale dei risultati corretti e critical fail all’interno delle singole ore
Il bilancio energetico della simulazione diventa negativo, ma in realtà non è
detto che l’andamento reale abbia un comportamento equiparabile.
Nel grafico 6.5 vengono raggruppati i conservative fail (falsi negativi) assie-
me ai risultati corretti. Si ha così modo di notare come il sistema tenda sparuta-
mente a sovrastimare la produzione di energia durante la primissima mattina.
Questi errori sono probabilmente intrinseci al modello di pannello solare di cui
si fa uso all’interno del simulatore, e potranno essere sicuramente eliminati o
quantomeno ridotti nel momento in cui, eventualmente, si procederà allo studio
e all’implementazione di tecniche di modellazione più rigorose e precise.
6.2 Valutazione e confronto di politiche energeti-
che
Dimostrata l’accuratezza dei risultati del metodo presentato, si è quindi passati
a valutare una serie di ipotetiche politiche energetiche e a confrontarle con i
risultati che si otterrebbero mediante la stima dei consumi medi.
Senza ricorrere alle possibilità offerte dal simulatore, infatti, il metodo standard
usato per stimare i consumi e le effettive tolleranze energetiche dei sistemi non
è altro che l’utilizzo di un foglio di calcolo.
Prima di illustrare i risultati è necessario specificare brevemente quali sono le
politiche prese in considerazione.
Politiche del modem:
1. MP1: l’accensione del modem avviene tre giorni alla settimana, il lunedì,
il mercoledì e il venerdì, per due finestre temporali da trenta minuti l’una.
All’interno di questa politica non è prevista nessuna trasmissione.












Figura 6.6: Politica basata su MP1 e SP1. Una settimana di simulazione.
2. MP2: l’accensione del modem avviene ogni giorno della settimana; anche
in questo caso il modem resta acceso per due finestre temporali da trenta
minuti l’una. All’interno di questa politica, inoltre, è prevista ogni tre
giorni una trasmissione, coincidente con la seconda finestra di accensione
del modem.
3. MP3: l’accensione del modem avviene ogni giorno della settimana; anche
in questo caso il modem resta acceso per due finestre temporali da tren-
ta minuti l’una. All’interno di questa politica, inoltre, sono previste due
trasmissioni ogni giorno.
Politiche dei sensori:
1. SP1: tutti i sensori vengono misurati ogni minuto.
2. SP2: tutti i sensori misurati vengono misurati ogni minuto, eccetto il
nivometro che viene invece misurato ogni giorno.
Ciascuna permutazione delle politiche base appena elencate andrà quindi a co-
stituire una particolare configurazione del simulatore.
Occorre notare, inoltre, che le simulazioni sono state effettuate sulla base dei
ambientali prelevati dallo storico di quelli prodotti dall’AWS.












Figura 6.7: Politica basata su MP1 e SP1. Tre giorni di simulazione.
Si considerino ad esempio i risultati forniti dal simulatore a cui sono state
date in input le politiche MP1 e SP1. Grazie al grafico 6.6, rappresentante un’in-
tera settimana di simulazione, è possibile notare come l’accensione del modem
sia la causa dei profondi picchi verso il basso della stima del bilancio energe-
tico. É inoltre banale notare come l’approccio basato su consumo medio sia
totalmente incapace di rilevare risultati anche solo minimamente comparabili.
Il grafico 6.8 mostra invece una settimana di simulazione di una politica
basata su MP3 e SP1. Questa volta i picchi derivanti dall’accensione del modem
si fanno più frequenti e più profondi, poiché durante ogni finestra è in corso
una trasmissione che all’incirca raddoppia il consumo energetico del modem. É
di nuovo possibile notare come il bilancio basato sul consumo medio sia minore
rispetto a quello dello studio precedente, ma non riesca comunque a mostrare
risultati apprezzabili.












Figura 6.8: Politica basata su MP3 e SP1. Una settimana di simulazione.












Figura 6.9: Politica basata su MP3 e SP1. Tre giorni di simulazione.
La presa in esame di queste politiche dimostra, inoltre, come il bilancio ener-
getico basato su consumo medio assuma valori sempre positivi. A partire da
questa considerazione è possibile inferire che un eventuale simulatore basato
su questo approccio mostrerebbe una grandissima sensibilità, ma una scarsa
accuratezza e una specificità praticamente nulla.
Alla luce delle considerazioni fatte nelle sezioni precedenti, quindi, si evi-
denzia come la valutazione di una politica basata su consumo medio possa es-
sere particolarmente inefficiente e in alcuni casi persino pericolosa, perché è in-
trinseca in essa una netta sovrastima dei bilanci energetici del sistema oggetto
di studio.
Capitolo 7
Conclusione e sviluppi futuri
7.1 Conclusioni
Il presente lavoro di tesi esamina il caso di una Automatic Weather Station,
installata su un ghiacciaio ad alta quota ed inizialmente isolata dal resto del
mondo.
Al suo interno vengono illustrate le scelte tecniche e le fasi operative che hanno
portato alla modifica dell’installazione preesistente. É stato infatti aggiunto alla
stessa un sottosistema di comunicazione satellitare tramite cui è diventato pos-
sibile il prelievo dei dati e la riprogrammazione della stazione da remoto.
Vengono descritte nel dettaglio, inoltre, le fasi di progettazione, creazione ed
implementazione di un simulatore in grado di fornire una stima dei consumi
e della produzione energetica di una generica Automatic Weather Station, a
seconda delle condizioni ambientali e delle politiche che regolano il suo funzio-
namento.
Vengono dettagliati, infine, i risultati espressi dal nuovo modello energetico. Es-
so viene validato a partire dal caso-studio, confrontando i risultati simulati con
i dati storici prelevati dalla stazione nel corso di cinque mesi di funzionamento.
I dati prodotti vengono inoltre confrontati con il calcolo standard dei consumi
energetici basato su valore medio.
Il simulatore costituisce un primissimo passo verso la direzione dettata dai prin-
cipi dell’autonomic computing, nell’ottica della creazione di una struttura che
permetterà l’evoluzione di una Automatic Weather Station verso l’auto-gestione
ed auto-organizzazione, la creazione, cioè, una Autonomic Weather Station.
Al di là degli aspetti puramente tecnici il lavoro ha permesso lo sviluppo di
una serie di conoscenze ed esperienze:
• La produttiva collaborazione multidisciplinare con i geologi dell’Universi-
tà di Padova, concretizzatasi nell’essere riusciti a migliorare drasticamente
le condizioni in cui svolgono le loro ricerche.
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• La scoperta delle esigenze, delle tecniche e dei problemi che si possono
venire a creare quando si coniugano nuove (e delicate) tecnologie con un
ambiente ostile, remoto o comunque difficile da raggiungere.
• Una visione più specifica sui problemi energetici, sull’energy harvesting,
sul fotovoltaico e sugli effetti del clima e dell’ambiente sui consumi e sulla
produzione energetica di sistemi di acquisizione di dati.
7.2 Proposte per Sviluppi Futuri
La dimostrazione della correttezza dei risultati prodotti dal simulatore apre nu-
merosissime possibilità di sviluppo per il futuro.
Anzitutto, le scelte di design e progetto mediante le quali il simulatore è stato
costruito hanno alla base una forte idea di modularità e interoperabilità dei suoi
componenti.
É infatti possibile ed, anzi, pienamente auspicabile un miglioramento delle sin-
gole parti di cui è composto, specialmente per quanto riguarda l’affinamento
del modello di pannello solare e l’implementazione un modello più complesso
del regolatore di carica che gestisce il comportamento della batteria.
Potrebbe essere inoltre interessante riuscire a migliorare la precisione e la cor-
rettezza dei dati che vengono forniti in ingresso al simulatore. Avere a dispo-
sizione, ad esempio, i valori medi oppure i valori puntuali della tensione della
batteria, potrebbe fornire nuovi angoli e nuovi punti di vista sugli eventi che si
sono e si stanno tuttora studiando, osservando e stimando.
Un passo ulteriore verso una maggiore completezza simulativa potrà essere,
inoltre, l’introduzione della modellazione di eventi probabilistici (come per esem-
pio la presenza di guasti o di malfunzionamenti parziali di uno o più componenti
del sistema) all’interno del simulatore stesso. Esso può e deve essere, inoltre,
essere inserito nel contesto di generazione automatica di politiche autonomi-
che.
Riuscire a valutare con efficacia ed accuratezza una politica, infatti, consente al
sistema di poter eseguire scelte; gli dona, cioè, quella saggezza di cui si è parlato
nell’introduzione, e che, da concetto astratto e fumoso, viene reso pienamente
reale e pienamente conseguibile.
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