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ABSTRACT 
We show that a unitary upper Hessenberg matrix with positive subdiago- 
nal elements is uniquely determined by its eigenvalues and the eigenvalues of a 
modified principal submatrix. This provides an analog of a well-known result for 
Jacobi matrices. 
1. INTRODUCTION 
We refer to a real symmetric tridiagonal matrix with positive subdiag- 
onal entries as a Jacobi matti. Jacobi matrices are closely connected with 
polynomials orthogonal with respect to a measure on an interval of the real 
axis, and inverse eigenvalue problems for Jacobi matrices have been consid- 
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ered by several authors (see, for example, [8, 21 and the references therein). 
Similarly, unitary upper Hessenberg matrices with positive subdiagonal 
elements are related to polynomials orthogonal with respect to a measure 
on the unit circle in the complex plane. One inverse eigenvalue problem 
for unitary Hessenberg matrices is considered in [l] (see Theorem 3 below), 
and methods for constructing a unitary Hessenberg matrix from spectral 
data are described in [l, lo]. In this paper we prove another inverse spec- 
tral property of unitary Hessenberg matrices, which is stated in Theorem 
5 below. 
Let IH, denote the set of unitary upper Hessenberg matrices of order 
n with positive subdiagonal elements. Any H E EH, can be uniquely ex- 
pressed as the product. 
H=Gl(yl)...G,-l(y,_l)~~(y,), (1) 
where each Yk E c with ]^(rc] < 1 for 1 5 k < n, and ]^(n] = 1. Here Gk(Yk) 
denotes the Givens transformation 
Ik- 1 
Gk(-Yk) = 
-yk gk 
flk Tk 
In-k-l 
where Crk = dm > 0, k = 1, . . , n - 1, and 
En(m) = diag[h - lr -ml. 
Each H E 31, is therefore determined by the 2n - 1 real parameters that 
compose the Schur parameters {~j}~= i of H. We refer to (1) as the Schur 
parametric form of H, and write H = H(yl, . . . , -yn _ 1, m). The Schur 
parametrization of ‘H, is presented in [7]. It plays a fundamental role 
in the development of efficient algorithms for solving eigenproblems for 
unitary Hessenberg matrices. Observe that the complementary parame- 
ters {ok}:: t are the subdiagonal elements of H; i.e., (Tk = er+,Hek. 
Throughout this paper ej denotes the jth column of the identity matrix of 
appropriate size. 
Let X(T) denote the spectrum of a square matrix T. The following two 
results are fundamental in the development of inverse eigenvalue problems 
for Jacobi matrices (see, for example, [8, 21). 
THEOREM 1. Given two strictly interlaced sets of real numbers 
{&}L= i and {pk};, 1, there is a unique Jacobi matrix T,, and a unique 
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real number PO such that X(T,) = {Xk} and A(!?,) = {pk}, where ?, 
:= T, + PoeleT. 
THEOREM 2. Given 2n - 1 real numbers satisfying 
Xl < p1 < x2 < ... < I*+1 < A,, 
there exists a unique Jacobi matrix T, such that X(T,) = {Xk} and 
X(Tn- 1) = (~1, h w ere T,, _ 1 denotes the leading principal submatrix of 
T, of ordern-1. 
Theorem 1 states that a Jacobi matrix T,, is uniquely determined by 
its eigenvalues and the eigenvalues of an additive rank-one perturbation 
?,, which differs from T, only in the (1,l) entry. The following unitary 
analog of Theorem 1 is proved in [l]. It states that H E 3-1, is uniquely 
determined by its eigenvalues and the eigenvalues of a multiplicative rank- 
one perturbation of H. This perturbation differs from H by a multiplicative 
factor cy in the first row only. 
THEOREM 3. Given two sets of strictly interlaced points {A,};= I and 
{,LL~};= 1 on the unit circle, there exists a unique H = H(yl, . . . , -yn) E H, 
and a unique (Y E Cc of?nit modulus such that X(H) = {Xk}FC1 and 
X(H) = {/-Q&L, where H = H(ayl,. . . , am) = [I - (1 - a)eleT]H. 
Of course, the leading principal submatrix H, _ 1 of H is not unitary, 
and its eigenvalues do not lie on the unit circle. An obstacle to the for- 
mulation of an inverse eigenproblem for unitary Hessenberg matrices that 
is analogous with Theorem 2 is the identification of an appropriate mod- 
ification of H, _ 1. In particular, the modified principal submatrix HA _ 1 
should be unitary, and its spectrum should interlace that of H on the unit 
circle. Recent work by Delsarte and Genin [4, 51 provides such modifi- 
cations of H, _ 1. These modified submatrices are used in [3] to derive a 
method for the unitary Hessenberg eigenproblem that is analogous to the 
Sturm sequence method. We use them here to formulate and prove a result 
for unitary matrices that is similar to Theorem 2. 
2. MODIFIED SUBMATRICES 
The k x k leading principal submatrix Hk of H = H(yl, . . . , m) E ‘l-l, 
is given by Hk = H(yl, . . . , yk). The characteristic polynomials Xk(X) = 
det(XIk - Hk) are the well-known szeg6 polynomials associated with H. 
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These polynomials satisfy the Szeg6 Tecurrence relation 
X44 = XXk - l(X) + Yk55 - l(X), k = 1 
Xk(X)=~k_l(X)+X~kXk-l(X), y...7n7 
(2) 
where x0 (A) = 1 and 20 (A) = 1. The &(A) enter as auxiliary polynomials. 
However, from the recursions one can show that gk(X) = Xkxk(l/X). See, 
for example, [7]. 
Given a sequence of numbers Pk with j&l = 1, k = 1,. . . , n, we define 
the modified leading principal submatrices’of ‘H by 
HL =H(‘Yl,...,‘-Yk-1,/&). 
Let ?+!& denote the manic characteristic polynomial of Hk. 
seen that the ‘I/Jk are related to the SzegG polynomials by 
Then it is easily 
‘$k@) = hk - l(x) + pk%k - l(x), k = 1,. . . , n. (3) 
Observe that the roots of ‘$k are distinct and of unit modulus, since each 
HL is an unreduced unitary Hessenberg matrix. 
In [4, 51, it is shown that the parameters Pk can be chosen so that the 
polynomials {?,!&}~,o satisfy a three-term recurrence relation, and so that 
the roots of ?+!& interlace those of $k + 1 on the unit circle. These properties 
are used in [3] to develop an analog of the Sturm sequence method for 
finding the eigenvalues of a unitary Hessenberg matrix. The particular 
choice of the parameters Pk is given in the following theorem. 
THEOREM 4. [3] Let H = H(yl,. . . , T,,) E ‘H,, and assume that -1 
$X(H). Define 
L’k = 
-ik - f’k+l 
1 - TkPk+l ’ 
k = n - 1,. . . , 1. (4) 
Let {A~‘}~= 1 denote the eigenvalues of Hi, onlered with increasing argu- 
ment in (--?r, ~1; i.e. A?’ = exp(@)), where -7r < @) < OF’ < . . . < 
f$’ < T - * Then for each k = 1 I . . . , n-1, 
-s<e~+l)<ei”)<e~+l)<...<e~)<e~~~l)<s. 
In other words, if we order the eigenvalues wunterclockwise on the unit 
circle with cutting point -1, then the eigenvalues of Hi strictly interlace 
thoseofHL+, foreachk=l,...,n-1. 
INVERSEEIGENVALUEPROBLEM 267 
We state the above result using -1 as the cutting point of the unit 
circle for notational convenience. This parameter, which is called the 
circle parameter in [4, 51, can be chosen to be any unimodular number 
/.LO $ X(H). In this more general case, Theorem 4 remains valid with 
l’k = (-/k + li P 
- - 
0 k + r)/(l + pc-&Pk + 1). This interlacing result allows us to 
formulate our main result, which is a unitary analog of Theorem 2. 
THEOREM 5. Let {A,};= 1 and {pk};,i be two sets of strictly inter- 
lacing points on the unit circle in the complex plane. Then there ex- 
ists a unique H = H(yl, . . . ,m) E ‘H, such that X(H) = {&}r= 1 
and X(HA_,) = {pk};z:r where Hk-, = H(~I,...,~,-~,P~-I) and 
Pn - 1 = (m - 1+ rciorn>l(l + PO%- lrn). 
3. UNIQUENESS OF THE REDUCTION 
The following well-known result is fundamental for our approach to the 
inverse eigenproblem, and follows from the result referred to as the implicit 
Q theorem in [6, $7.4.51. 
LEMMA 6. Let A = diag(Xi,. . . , A,) be a unitary diagonal matrix with 
distinct &, and let w1 = [wk]c= 1 E cn be a unit vector with each Wk # 0. 
Then there exists a unique unitary matrix W and a unique H E l-t, such 
that WeI = w1 and AW = WH. 
Observe that if H is determined by (Awl), then the pair (ADzor) 
also determines H for any unitary diagonal matrix D (i.e., the normalized 
eigenvectors of H are unique up to a unimodular scaling). We can there- 
fore require that each Wk be positive. Moreover, we see that any unitary 
Hessenberg matrix with positive subdiagonal elements is uniquely deter- 
mined by its eigenvalues and the moduli of the first components of its 
normalized eigenvectors. 
The Stieltjes procedure for SzegG polynomials presented in [lo] provides 
an efficient implementation of the isometric Arnoldi process for construct- 
ing H from A and wi . Another procedure for the construction of H from its 
eigenvalues A and associated weights wr is the inverse unitary QR (IUQR) 
algorithm [l]. The latter method is based on unitary similarity transfor- 
mations and provides an efficient algorithm that is more robust than the 
Stieltjes procedure for Szegij polynomials. The IUQR algorithm is imple- 
mented in terms of the Schur parametrization of ‘H1,, and is similar in form 
to the algorithm for the construction of Jacobi matrices presented in [B]. 
It is easily seen that H E l-t, is also uniquely determined by its eigen- 
values and the last components of its normalized eigenvectors. This follows 
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by applying Lemma 6 to determine the matrix HP = JHTJ E ‘I-t,, where 
J is the reversal permutation matrix, J = [e,, e, _ 1,. . . , ei]. The Schur 
parameters of H = H(yl, . . . , m) and HP = H(yl, . . . ,yn) are related by 
?k =i;Jn-k-h, k=l,...,n-1, % = ^(n, (5) 
and the spectral decomposition of HP is 
AQ = &HP, 
where Q = WJ. 
4. SOLUTION OF THE INVERSE EIGENVALUE PROBLEM 
We prove Theorem 5 through the following sequence of lemmas, in which 
we derive formulas for the last components of the normalized eigenvectors 
of H in terms of $J, _ i (X) and XL (X) . 0 ur use of the last components stems 
from our use of the characteristic polynomial & _ i(X) of the modified lead- 
ing principal submatrix as described in [3]. One can easily reformulate these 
results using the first components of the eigenvectors and the characteristic 
polynomial of a modified trailing principal submatrix. 
LEMMA 7. Suppose that H E l-f, has the spectral decomposition H 
= Q*AQ. Then the squared moduli of the components of qn, the last column 
of Q, are given by 
IQjn12 = Xn - l(h) 
xi(%) ’ 
j = l,...,n, 
whew xn-l(X> and xn(X) are the manic SzegG polynomials of 
H(YI,. . . ,m) of degree n - 1 and n, respectively, and XL is the deriva- 
tive of xn. 
Proof. Observe that 
ec(AI - H)-‘e, = deW - fL - I) = xn - I (4 
det(X1 - H) xn(N . 
Using the spectral decomposition, we have 
Xn- 10) * IQ. I2 
x70> 
= q;;t(x1- A)-‘q, = c A. 
j=l x-xj 
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Since xn( Xj) = 0 for each j, we have 
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LEMMA 8. Let qn- l(X) denote the 
H’ n-1 = H(yl,. . . ,Y~-z,P~-I), where 
+ PO% - IX). Then 
Proof From the recurrence relations 
we have 
characteristic polynomial of 
Pn-1 = (m-1 + Po%.)l(l 
(2) and (3) with k = n - 1, 
xn-l(X) = Xxn-2(X) +m-1%x-2(~), 
&L-l(X) = Xxn-2(X) +Pn-lXn-2(~)> 
so that 
Xn-2(X) = 
tin- l(X) - Xn- l(X) 
h-1 -“in-1 ’ 
Xx7&-2(X) = 
Pn-lXn-10) -m-l&L-l(~) 
h-1 --h-1 
Substituting the above two expressions into 
we obtain 
The result then follows from the above expression and xn(X) = Xxn _ l(X) 
+ %Xn - l(X). ??
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Since xn(&) = 0, Lemma 8 yields 
Xn- l(Aj> = 
-%4-l Tk-l(Aj) 
Pn-l--75-l xj-po . 
This immediately implies the following lemma. 
LEMMA 9. The squared moduli of the last components of the eigenvec- 
tors of H are given by 
1Cln- l(Xj) lqjn12 = a(xj _ po)x;(~j) 7 j = l,...,n, 
where (Y = -y,~~_~/(p,-l -m-l). 
We are now in position to prove Theorem 5. Note that the complex 
number Q serves to make (6) nonnegative for each j, and also to normalize 
the weights so that x7= i Iqj,12 = 1. Consequently, we see that 
(7) 
where z = [G, . . . , &IT and 
tin- l(h) n;Z ,'Cxj - Pk) ‘.f = (Xj - /&)X~(Xj) = (Xj - PO) lJTi;j Cxj - ‘k) ’ (8) 
forj=l,..., n. It follows that 
(9) 
where & =: exp(i&), k = 1,. . , n, and pk =: exp(&), k = 0,. . . , n - 1. 
These formulas show how the last components of the normalized eigenvec- 
tors of H E ‘F1, can be constructed from the strictly interlacing sets on 
the unit circle {A,};= r and {pk}:, o. Theorem 5 then follows from the 
discussion following Lemma 6. 
In summary, the following procedure can be used to construct the 
solution H = H(yl, . . . , m) of the inverse eigenvalue problem posed in 
Theorem 5. 
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(1) Compute l&jl by (9) for j = 1,. . . , n, and obtain 2~1 = [Iqjnl]y= 1 
by (7). 
(2) Use the IUQR algorithm of [l] to compute the Schur_param- 
eters {Yk} of the unique H E 7-f, such that AW = WH where 
fi = Go .. .G,(y,), and W = (WI, wp, . . . , w,) is unitary. 
(3) Determine the Schur parameters of H := gp from (5). 
We thank the referees for several helpful comments. 
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