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We construct a generalization of the Chalker-Coddington network model to the case of fractional
quantum Hall effect, which describes the tunneling between multiple chiral edges. We derive exact
local and global duality symmetries of this model, and show that its infrared properties are identical
to those of disordered planar Josephson junction array (JJA) in a weak magnetic field, which implies
the same universality class. The zero frequency Hall resistance of the system, which was expressed
through exact correlators of the tunneling fields, is shown to be quantized both in the quantum Hall
limit and in the limit of perfect Hall insulator.
The QH transitions [1] provide one of the best test-
ing grounds for our understanding of quantum critical
phenomena. The main advantages of this system are
the availability of well-controlled samples, and the va-
riety of field and gate-voltage-driven transitions within
one sample. Unfortunately, it appears that current the-
oretical understanding of the bulk QH effect is lagging
behind the variety of experimentally observed features.
Not only the transitions are found [2,3] to have univer-
sal scaling exponents and universal critical conductances
[3,4] as suggested [5] basing on the bosonic Chern-Simons
(CS) model [6], but their I–V traces at different filling
fractions appear to be algebraically related in a surpris-
ingly wide range of parameters. Most notable are the
reflection symmetry [7] of I–V traces, and the quantized
Hall insulator [4,8] (QHI) phenomenon.
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FIG. 1. Left: An illustration of the chiral edge network.
Only the tunneling phases in saddle points (solid dots) remain
in the effective tunneling model. Four-point measurement can
be performed via the external gates Gn coupled to long leads.
Dashed lines outline some of the dual edges C˜n. Right: The
simplest example of the finite-system duality between a QH
droplet with a backscattering point and two separate droplets
connected by a tunneling point.
Theoretically, despite the attempted [9] rigorous analy-
sis of the bulk CS model, the suggested universality [5] of
the QH transitions has not been proven beyond the RPA.
It was argued [10] that both the charge-vortex duality
and the QHI phenomenon (the semicircle law [11]) must
be present simultaneously to account for the observed
symmetry of I–V traces. Although the derivation of
the semicircle law implies a duality between macroscopic
current density and electric field, so far there was no
quantum model to demonstrate both properties. Note,
however, that the network of chiral edges, illustrated in
Fig. 1a, shows both the correct scaling behavior (inte-
ger regime, Chalker & Coddington [12]), and the QHI
phenomenon (high temperatures, Auerbach & Shimshoni
[13]). Moreover, the effective action for a single tunnel-
ing junction has an exact dual representation [14,15]. An
important question is whether these features hold for the
network of fractional edges at small temperatures.
The goal of this letter is to construct the tunneling
action for the network of chiral edge states. We derive
local and global duality symmetries of the partition func-
tion, and show that the infrared properties of the system
are identical to those of the disordered JJA in a weak
magnetic field, which implies the same universality class.
We also express the four-point resistance of this system
through exact correlators of the tunneling fields.
Gapless edge excitations u ≡ u(x, τ) in the QH regime
are described [16] by the imaginary-time action
S0 =
1
4pi
∫
u′(iu˙+ vu′)dx dτ, (1)
in our units the edge wave velocity v = 1. The action
remains quadratic [16,17] in the presence of Coulomb
forces; the interaction is introduced by the tunneling
St =
∑
i<j≤2N
∫
dτ
∞∑
k=1
λ
(k)
ij cos(gkφij), (2)
where g =
√
ν for the quasiparticles’ tunneling between
the points xi and xj through the condensate with the
filling fraction ν=(2m+ 1)−1, or g→ g˜ = 1/√ν for tun-
neling of electrons through an insulating region. The tun-
neling amplitudes λ
(k)
ij , set by the details [19] of the self-
consistent potential near saddle points α ≡ ij, 1<α≤N
are treated as phenomenological parameters. Although
the argument of the cosine in Eq. 2 is usually written
as the difference φij = uj−ui, we must remember that
tunneling connects two separate points, and there may
be an additional gauge field contribution [18].
The non-linear action (2) depends on values ui of field
u in a discrete set of points xi; its fluctuations in all other
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points can be integrated out. Leaving the arguments φα
of the tunneling terms as the only independent variables
(cf. gauge-invariant phases for Josephson junctions), we
write the most general form of the tunneling action
S[φα] = T
∑
ω=2pinT
ω
4pi
φ¯αKαβφβ + St, (3)
with Matsubara frequencies ω and φ¯α(ω) ≡ φα(−ω). Dif-
ferent tunneling points are linked by the elements of the
coupling matrix Kαβ(ω) = −Kβα(−ω), determined by
the geometry of edge channels; the factor ω/4pi was sep-
arated for notational convenience.
Before specifying the form of the coupling matrix K,
let us discuss general properties of the action (3):
(i) In the absence of any tunneling the matrix K is
uniquely determined by correlators of the fields φα,
(
K−1
)
αβ
= ω2pi
〈
φαφ¯β
〉
λ=0
. (4)
Therefore, the matrix elements between the tunneling
points located at otherwise disconnected edges vanish.
(ii) In the limit of infinite frequencies, the coherence be-
tween different tunneling points is also lost, while the
matrix K acquires its asymptotic form
Kαβ(ω)
ω→∞−→ δαβ sgn (ω) (5)
(iii) The action (3) describes a complicated system of
non-linear damped anharmonic oscillators. Since their
mutual coupling is linear, each of these oscillators may
be regarded as a particle
S1 =
T
4pi
∑
ω
ω
[
K11(ω)|φ1|2 + V1φ¯1 − φ1V¯1
]
+ St[φ1],
in its own periodic potential and external field V1(ω) =∑
α6=1K1α(ω)φα(ω) due to all other tunneling points,
whose dynamics is determined by the remaining terms
S′[φ2, . . . , φN ] of the original action. The partition func-
tion can be calculated in two steps,
Z =
∫
e−SD[φ] =
∫
Dφ2 . . .DφNe−S
′[φ2,...,φN ]Z1 [V1] ,
where Z1 [V1] =
∫ Dφ1 exp (−S1). This one-point parti-
tion function can be rewritten [14] in terms of the dual
variable θ1 with the action
S˜1 =
T
4pi
∑
ω
ω
K11(ω)
|θ1(ω) + V1(ω)|2 + S˜t[θ1(τ)], (6)
where the tunneling part S˜t[θ] has exactly the form (2)
with modified tunneling coefficients λ˜(k) and additional
replacement g → g˜= g−1. This duality represents [15] a
freedom to describe the same junction in terms of weak
tunneling or strong backscattering as illustrated in Fig. 1.
If applicable to larger systems, such duality must severely
restrict the form of the matrix K.
We illustrate these properties by calculating the cou-
pling matrix for systems in Fig. 1b,c. For the single-edge
geometry in Fig. 1b, the total charge Q =
∫
ρ(x) dx =
g (uL−u0)/2pi is conserved, and it is sufficient to consider
periodic configurations ux+L = ux, where L = L1+L2 is
the total edge length. The integration over fluctuations
of the Gaussian field u is performed by evaluating the
action (1) along the classical trajectory connecting the
points uj ≡ u(xj) and uj−1, j = 1, 2, with the result
S0[uj , uj−1] = T
∑
ω
ω
4pi
(u¯j − u¯j−1) (ujsj − uj−1)
sj − 1 . (7)
Here the distance factor sj = exp(ωLj) depends on the
distance along the edge Lj = xj−xj−1. The only element
of the coupling matrix K is
K
(1b)
11 =
s1s2 − 1
(s1 − 1)(s2 − 1) ≡
eω(L1+L2)−1
(eωL1−1)(eωL2−1) . (8)
Clearly, the property (ii) is satisfied: at high enough
frequencies, |ω|L1,2 ≫ 1, the expression (8) reduces to
sign(ω), up to exponentially small corrections.
The two-edge geometry shown in Fig. 1c is homomor-
phic to that of QH liquid on the surface of a cylinder
investigated by Wen [16], who emphasized that mere col-
lection of independent edges does not give its complete
description [20]. This is related to the fact that tunneling
destroys the charge conservation at individual edges, and
the periodic boundary conditions are no longer valid. It
turns out that the free boundary conditions (uL indepen-
dent of u0) combined with the “boundary terms”
Send = T/(8pi)
∑
ω ω(u¯L + u¯0)(uL − u0), (9)
which must be added to the action (1) for every separate
edge, restore the correct Hilbert space. Particularly, for
the system in Fig. 1c, after integrating out all Gaussian
modes, this prescription leads to the effective action
S˜ = T
∑
ω
ω|θω|2
4pi
(eωL1−1)(eωL2−1)
eω(L1+L2)−1 + St[θ], (10)
which satisfies the finite-size duality requirement (iii).
Although the same prescription works for larger net-
works, in systems with more than four tunneling points
direct calculation of Kˆ becomes too bulky. Instead we
use Eq. (4), which implies that the element of the inverse
coupling matrix K−1αβ is independent of the presence of
the tunneling points γ 6= α, β. The diagonal elements of
matrix Kˆ−1 can be always deduced from Eqns. (8) or (10)
by substituting the appropriate lengths for L1 and L2,
while the off-diagonal ones can be derived by construct-
ing effective actions with only two tunneling points.
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FIG. 2. Non-trivial geometries with two tunneling points.
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The coupling matrices for two-tunneling-point geome-
tries shown in Fig. 2 are given by the expressions
Kˆ(2a) =
∣∣∣∣∣
s1s2s4−1
(s1−1)(s2s4−1)
s2
s2s4−1
s4
s2s4−1
s2s3s4−1
(s3−1)(s2s4−1)
∣∣∣∣∣ , (11)
Kˆ(2b) =
∣∣∣∣∣
s1s2s3s4−1
(s1s2−1)(s3s4−1)
s4
1−s3s4
+ s21−s1s2
s3
1−s3s4
+ s11−s1s2
s1s2s3s4−1
(s1s2−1)(s3s4−1)
∣∣∣∣∣ , (12)
where si = exp(ωLi). All other geometries with two tun-
neling points can be generated from these by replacing
one or both tunneling junctions by their dual(s) as il-
lustrated in Fig. 1b,c. Our calculation shows that the
coupling matrices for thus obtained configurations are
immediately related to Eqns (11), (12) as prescribed by
Eq. (6): the modified coupling matrix is given by the
coefficients of the Legendre-transformed bilinear form
S˜0[θ1, φ2]=
T
4pi
∑
ω
ω
(
φ¯Kˆφ−φ¯1θ1+θ¯1φ1
)∣∣
K1αφα=θ1
. (13)
This implies that under the global duality transforma-
tion, which replaces all tunneling junctions by their du-
als, the coupling matrix is inverted, K˜ = K−1. Combin-
ing this statement with Eq. (4), we find that the original
matrix K is given by the correlators of the dual fields
Kαβ =
ω
2pi
〈
θαθ¯β
〉
λ˜=0
(14)
in the limit of perfect transmission (zero backscattering)
in every tunneling point.
Although the dual form of the model is the result of
a non-local change of variables in the path integral, the
weak -coupling limits of the original model and its dual
version can be interpreted as describing the same system
at mutually dual filling fractions, with the total areas
of the condensate and the depleted regions interchanged.
This interpretation is correct as long as the probability
distribution of the bare parameters of the original model,
and the model at the dual filling fraction expressed in
dual variables are similar, which is expected if the distri-
bution of the disorder potential is symmetric. Under such
duality “in average” g→g−1, and therefore at g 6= 1 this
transformation is not an exact symmetry of the prob-
lem. This is obvious in the limit of large frequencies,
where the off-diagonal elements of the coupling matrix
Kˆ vanish, and the scaling dimensions of the tunneling
amplitudes λ
(k)
ij coincide with their values εk = 1−k2g2
for isolated tunneling junctions.
At small frequencies, however, the interference be-
comes important, and the scaling behavior crosses over
to mesoscopic regime where the quantization of the drift
orbits is relevant. It turns out that the quadratic part of
the action in this limit can be written as a simple sum
lim
ω→0
ωKαβφ¯αφβ =
∑
C˜
1
LC˜
|ΦC˜ |2 ,
where ΦC˜ ≡
∑
α⊂C˜ φα is the directed sum of the tunnel-
ing phases φα along the dual edge C˜ of length LC˜ created
by the global duality transformation. The presence of
such terms in the action imply that variables ΦC˜ can have
only finite r.m.s. deviation, which ensures that the aver-
ages 〈Φ˙C˜〉 =
∑
α⊂C˜〈φ˙α〉 = 0 vanish. These constrains
can be resolved by writing the phases φα as the gradi-
ents φα = g∆αV + Aα of the local potential V ≡ VC ,
associated with every independent edge C, up to some
time-independent phases Aα. In this representation the
model becomes identical to a disordered JJA in external
magnetic field. Similarly, in the dual representation of
the model the sum Θ˙C =
∑
α⊂C θ˙α can be associated with
the total current of composite bosons entering the en-
closed area; this current also vanishes at zero frequency.
The performed analysis of the infrared limit reveals
a deep analogy between the CB in disordered QH sys-
tems and bosons near disorder-driven superconductor–
insulator (SC–I) transition. After the system is separated
into weakly coupled phase-coherent areas, the terms re-
maining in small-frequency expansion of the action de-
pend on lengths Lα in a highly non-universal fashion.
This is used to absorb the Luttinger liquid coupling con-
stant g, which renders the tunneling model independent
of the filling fraction ν, leading to the conclusion that all
QH transitions must be in the same universality class,
associated with disordered SC–I transition.
This universality follows only from the mapping be-
tween the partition functions, and it does not imply the
identical transport properties. The chiral nature of the
current-carrying states in the edge network model is re-
sponsible for its large Hall resistance. This can be readily
seen in the integer regime using the Bu¨ttiker-Landauer
[21] formula relating the four-point resistance tensor with
the matrix Tnn′ = |tnn′ |2, n, n′ = 1, . . . , 4 of transmis-
sion probabilities between the incoming and outgoing
channels as illustrated in Fig. 1a. Although for an ar-
bitrary unitary scattering matrix tnn′ the Hall resistance
RH = (Rxy −Ryx)/2 is not necessarily quantized, in the
classical regime, which is characterized by the absence
of the quantum interference between different paths con-
tributing to tnn′ , RH = ±1, in agreement with Ref. [13].
Within the proposed model, the infinite ideal leads
Cn can be coupled with the potential gates Gn using
the action SGn = 2pi i g
−1
∫
dτ ΘnWn, where the phase
Θn=
∑
α⊂Cn
θα is proportional to the total charge trans-
ferred to the lead Cn, and Wn is the potential of the
corresponding gate Gn. In the linear responce regime
the current to the lead n is given by the expression
In(ω) = ωg−2〈ΘnΘ¯n′〉Wn′ (ω), (15)
while the equilibrium potential differences between the
opposite leads can be evaluated by decomposing them
into individual chiral channels, e.g.
2g(V1−V3) + g−1(I2−I4) = I˜1−I˜2−I˜3+I˜4. (16)
The currents
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I˜n(ω) = ω〈ΦnΘ¯n′〉Wn′ (ω), (17)
are defined at the external edges C˜n (dashed lines in
Fig. 1a) in the dual representation of the model. The
r.h.s. of Eq. (17) can be related to the potential differ-
ence between the phase-coherent regions of leads 1 and 3
in the effective JJA model, which leads to the formula
Rˆ=−g−2Σˆ+Rˆb, (18)
for the resistance tensor as the sum of the quantized Hall
resistance and the part Rˆb associated with the trans-
port of bosons in the JJA. An analogous decomposition
ρˆ = ρquant+ ρˆb was previously derived [5] for resistivities
in the RPA approximation; we believe this expression is
exact here because the charges are essentially localized by
disorder and the fluctuations of the Chern-Simons field
are suppressed. The usual relationship ρˆb → σˆtb implied
by the particle-vortex duality [22,5,9] in bulk models, is
valid in the considered model only after averaging over
the disorder.
Eliminating auxiliary potentials Wn from Eqns. (15)–
(17) and an expression similar to Eq. (16) for leads 2 and
4, we finally obtain
Rˆb=g
2(1ˆ+Σˆ)
[
1
2Dˆ 〈ΦΘ¯〉 〈ΘΘ¯〉−1 Dˆt
]
, (19)
where the matrices
Σˆ =
∣∣∣∣ 0 1−1 0
∣∣∣∣, Dˆ =
∣∣∣∣ 1 0 −1 00 −1 0 1
∣∣∣∣, (20)
represent the configuration of currents and potential dif-
ferences in the four-lead measurement. Note that after
the rescaling gΦ → Φ, Θ/g → Θ used to construct the
effective JJA model, the expression (19) loses its explicit
dependence on the filling fraction ν = g2.
The correlator 〈ΦΘ¯〉 in Eq. (17) is the linear combina-
tion of the expressions
〈φαθ¯β〉= 2piω δαβ−〈φαφ¯γ〉Kγβ=− 2piω δαβ+K−1αγ 〈θγ θ¯β〉.
According to Eqns. (4) and (14), these vanish identically
if the tunneling is absent in either the original (λα = 0)
or the dual (λ˜α = 0) representations, which leaves only
the quantized part of the Hall resistance.
To conclude, we constructed the effective tunneling
model which generalizes the Chalker-Coddington model
[12] to the fractional QH effect. The partition function
of this model can be approximately mapped to that of
the disordered JJA, which implies the universality of the
quantum Hall transitions. The model always has an ex-
act dual representation, but it maps to the same system
at different filling fraction only in the limit of small fre-
quences and after averaging over disorder. The associ-
ated relationships between the filling fractions and the
transport coefficients are identical to those obtained in
the bulk CS model. Although in the limit of large tem-
peratures the constructed model becomes equivalent to
classical resistor network, which demonstrates [13] the
QHI phenomenon, in general this behavior may not be
present. Finally, since the constructed model involves
no additional approximation compared with the full chi-
ral Luttinger network model, it can be used to simulate
tunneling experiments in the fractional QH regime.
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