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Abstract
The macroscopic behavior of dissipative stochastic partial differ-
ential equations usually can be described by a finite dimensional sys-
tem. This article proves that a macroscopic reduced model may be
constructed for stochastic reaction-diffusion equations with cubic non-
linearity by artificial separating the system into two distinct slow-fast
time parts. An averaging method and a deviation estimate show that
the macroscopic reduced model should be a stochastic ordinary equa-
tion which includes the random effect transmitted from the micro-
scopic timescale due to the nonlinear interaction. Numerical simula-
tions of an example stochastic heat equation confirms the predictions
of this stochastic modelling theory. This theory empowers us to better
model the long time dynamics of complex stochastic systems.
Key Words: Stochastic reaction-diffusion equations averaging, tight-
ness, martingale.
AMS Subject Classifications: 60H15, 35K57, 92E20.
1 Introduction
Stochastic partial differential equations (spdes) are widely studied in model-
ing, analyzing, simulating and predicting complex phenomena in many fields
of nonlinear science [8, 9, 19, e.g.].
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Reaction-diffusion equations (rdes) are important mathematic models
naturally applied in chemistry, biology, geology, physics and ecology etc.
Such equations can be obtained from microscopic particle systems under the
so called hydrodynamic space-time scaling limit [5] . When taking fluctua-
tions under the hydrodynamic limit into account, an additive noise appears as
correction term to the reaction-diffusion equation [1]. This reaction-diffusion
equation with noise is viewed as an equation describing intermediate level
between the macroscopic and microscopic ones. A deterministic equation
appears in the macroscale only if the randomness averages out.
However, for nonlinear complex systems, random effects may survive av-
eraging and thus be fed into the macroscopic system [17]. Especially when
we consider the macroscopic behavior of solution on a long time scale, such
random effects should not be neglected [12, 15, 17, e.g.]. Furthermore, macro-
scopic turbulence may need to be modeled as noise in, for example, geophys-
ical fluid dynamics.
Blo¨mker et al. [2, 4, e.g.] recently studied amplitude equations for spdes
with cubic nonlinearity, which is proved to be a stochastic Landau equation.
But in the amplitude equation the fluctuation from the fast modes disap-
pears when the noise just acts on fast modes. For spdes with quadratic
nonlinearity, Roberts [13] derived the amplitude equation for one dimen-
sional stochastic Burgers equations by calculating a stochastic normal form
model. Blo¨mker et al. [3] also gave a rigorous proof for a general spdes
with quadratic nonlinearity by a multiscale analysis; they showed that the
amplitude equations include the fluctuation from the fast mode due to the
nonlinearity interaction.
This paper considers reaction-diffusion systems driven by a noise which
is homogeneous in space and white in time. Here we are concerned with
the dynamics of the system on a long time scale. For this, a scale transfor-
mation separates the system into slow and fast modes. Then we derive a
low dimension macroscopic system which provides the long term dynamics.
And the low dimensional macroscopic system includes a noise term which is
transmitted from the fast modes due to nonlinear interaction.
For definiteness, let the non-dimensional I = (0, π) and L2(I) be the
Lebesgue space of square integrable real valued functions on I . Consider the
following non-dimensional reaction-diffusion equation
∂tw = ∂xxw + f(w) + σ∂tW on 0 < x < π , (1)
w = 0 on x = 0 , π , (2)
where f(w) represents a nonlinear reaction and W is an L2(I) valued Q-
Wiener process defined on complete probability space (Ω,F ,P) which is de-
tailed in the next section. Our aim is to study the behavior of solutions
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to (1)–(2) over a large timescale, say ǫ−1 for small ǫ > 0 . For some fixed
integer N > 0 , we split the field w into N low wavenumber modes and the
remaining high wavenumber modes. For this non-dinesional problem, denote
by {ek(x)}k = {sin(kx)}k the orthonormal eigenvectors of ∂xx. Define the
projection operators onto ‘slow’ and ‘fast’ modes respectively
PN · =
N∑
k=1
ek(x)〈ek(x) , ·〉 , QN = I − PN , (3)
where I is the identity operator on L2(I) . Then defining u = PNw and
v = QNw , the rde (1) is identical to the following coupled equations
∂tu = ∂xxu+ PNf(u+ v) + σPN∂tW , (4)
∂tv = ∂xxv +QNf(u+ v) + σQN∂tW , (5)
whence w = u+v . In order to completely separate the time scales we modify
the above system by introducing a ‘high-pass filter’ AN defined by
AN = ∂xx − (1− ǫ)PN∂xx = (QN + ǫPN )∂xx .
Observed that when ǫ = 1 , the physical case, the operator AN = ∂xx as
appears in (1) and (4)–(5); but when ǫ = 0 , the operator AN is a pure
high-pass filter with null space spanned of the ‘slow’ modes.
For the moment also assume the noise acts only on the high wavenumber
modes, that is PNW = 0 . And modify the system (4)–(5) to
∂tu
ǫ = ANu
ǫ + PNf(uǫ + vǫ) , (6)
∂tv
ǫ = ANv
ǫ +QNf(uǫ + vǫ) + σ
√
ǫQN∂tW . (7)
Here the choice of
√
ǫ, the factor in front of noise term, ensures the fast
modes, solutions of (7), remain of order 1 as t→∞ and ǫ→ 0 for any fixed
uǫ . Note that when ǫ = 1 , (6)–(7) is identical to (4)–(5) and (1). We aim to
use analysis based upon small ǫ to access a useful approximation at ǫ = 1 .
Section 5.1 proves that, for small enough ǫ > 0 , high modes vǫ(t) is
approximated by
√
ǫη∗(t) over long timescales (1/ǫ) where η∗ is the stationary
solution solving the linear stochastic partial differential equation
∂tη = ANη + σQN∂tW . (8)
Consequently our careful averaging proves that the macroscopic behavior
of uǫ(t) is described to a first approximation by
√
ǫuN(ǫt) which solves the
following finite dimensional, deterministic system
∂tuN = ∂xxuN + PNf0(uN) . (9)
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Here, the average
f0(uN) = lim
t→∞
1
t
∫ t
0
f0(uN + η∗(s))ds , (10)
and f0 is the cubic component in f , see detail in next section. Usually (9)
is called the averaged equation and in probability the following convergence
holds (Section 5.2): for any T > 0 there is positive constant C
sup
0<t<ǫ−1T
|uǫ(t)−√ǫuN(ǫt)|L2(D) ≤ Cǫ (11)
for small ǫ under some proper conditions on the initial value. Further, the
martingale approach of Section 5.3 shows that small Gaussian fluctuations
generally appear in these slow modes on the timescale ǫ−1. The approach
shows that fluctuations are transmitted from the fast modes by nonlinear
interactions. The last Section 6 confirms these theoretical predictions by
comparing them to numerical simulations of a specific stochastic reaction
diffusion equation.
2 Preliminaries and main results
This section gives some preliminaries and states the main result. First we
give some functional background and some assumptions.
Let H = L2(I). Denote by A the second order operator ∂xx with Dirichlet
boundary on I and let {ei}∞i=1 be a eigen-basis of H such that
Aei = −αiei , i = 1, 2, . . . ,
with 0 < α1 < α2 < α3 < · · · . For any δ > 0 , introduce the space Hδ0 =
D(Aδ/2), which is compactly embedding into H . And let H−δ denote the
dual space of Hδ0 . The usual norm defined on H
δ is written as ‖ · ‖δ. And
for δ = 0 and 1, the corresponding norms are written as | · | and ‖ · ‖
respectively. Denote by 〈·, ·〉 an inner product in H such as the inner product
〈u, v〉 = (2/π) ∫ π
0
uv dx . And for positive integer N , denote by HN the space
spanned by {e1, . . . , eN} and by H⊥N the space spanned by {eN+1, . . .} .
We are given a complete probability space (Ω,F , {Ft}t≥0,P). Assume W
is an H-valued Q-Wiener process with operator Q that commutes with PN
and satisfies
Qei = λiei , i = 1, 2, . . . ,
with λi = 0 , i = 1, 2, . . . , N and λi > 0 , i = N + 1, . . . . Then
W (t) =
∞∑
i=N+1
√
λiβi(t)ei (12)
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where component noises
βi(t) =
1√
λi
〈W (t), ei〉 , i = N + 1, . . . ,
are real valued Brownian motions mutually independent on (Ω,F ,P). More-
over we assume
trQ =
∞∑
i=N+1
λi <∞. (13)
In the following we denote by Q2 = (I − PN)Q = Q . For the nonlinear
term f we assume the following hypotheses (H)
1. f : R→ R is smooth and has the following form
f(ξ) = f0(ξ) + f1(ξ) , ξ ∈ R ,
where f0(ξ) = −c0ξ3 , c0 is some positive constant, f ′′′1 (0) = 0 and
f1(ξ)ξ ≤ 0 , ξ ∈ R .
2. f ′(ξ) < c1 for some positive constant c1 .
3. There are positive constants c2 , c3 and positive integer p such that for
ξ ∈ R
|f(ξ)| ≤ c2|ξ|2p−1 + c3 , f(ξ)ξ ≤ c2ξ2p + c3 .
4. (f(ξ)− f(δ))(ξ − η) ≤ 0 , ξ, η ∈ R .
Then define
f ǫ(ξ) =
1
ǫ
√
ǫ
f(
√
ǫξ) (14)
which is well-defined as ǫ→ 0 for any ξ ∈ R by the above assumptions. Then
f ǫ satisfies the hypotheses (H) with f1 replaced by f
ǫ
1(ξ) = f1(
√
ǫξ)/ǫ
√
ǫ .
Remark 1. One example for such f is the following polynomial with only
negative odd order terms
f(ξ) = −a1ξ3 − · · · − apξ2p−1
where ai > 0 , i = 1, . . . , p .
Now we state the main result of this paper.
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Theorem 2. Assume the Wiener process W satisfies assumption (13). Then
for any time T > 0 and constant R > 0, there is positive constant C > 0 ,
such that for any solution (uǫ(t), vǫ(t)) of (6)–(7) with initial value |(u0, v0)| ≤√
ǫR , there is a N-dimensional Wiener process W¯ such that in distribution
sup
0≤t≤ǫ−1T
|uǫ(t)−√ǫuN(ǫt)− ǫρN (ǫt)| ≤ Cǫ1+ . (15)
Here uN solves (9) and ρN solves the following stochastic differential equa-
tions
∂tρN = ANρN + PN [f ′0(uN)ρN ] +
√
B(uN) ∂tW¯ , (16)
with ρN (0) = 0 and
f ′0(uN) = lim
t→∞
1
t
∫ t
0
f ′0(uN + η∗(s))ds
and
B(uN) = 2
∫ ∞
0
E
[
PNf0(uN + η∗(t))− PNf0(uN)
]
⊗
[
PNf0(uN + η∗(0))−PNf0(uN)
]
dt ,
where ⊗ is the tensor product. Furthermore
E sup
0≤t≤ǫ−1T
|vǫ(t)−√ǫη∗(t)| ≤ Cǫ
√
ǫ . (17)
Now we introduce some scale transformations such that system (6)–(7)
is defined on time scale ǫ−1 under the transformations. Introduce slow time
t′ = ǫt and small fields uǫ =
√
ǫu′ǫ(x, t′) and vǫ =
√
ǫv′ǫ(x, t′) . Substituting
and hereafter omitting primes, the coupled system (6)–(7) is transformed
to the following stochastic reaction diffusion equation with clearly separated
time scales:
∂tu
ǫ = ∂xxu
ǫ + PNf ǫ(uǫ + vǫ) , (18)
∂tv
ǫ =
1
ǫ
∂xxv
ǫ +QNf ǫ(uǫ + vǫ) + σ√
ǫ
QN∂tW , (19)
with uǫ(0, t) = uǫ(π, t) = vǫ(0, t) = vǫ(π, t) = 0 for t > 0 . The Wiener
process W is a rescaled version of (12) and with the same distribution.
For convenience in the following we rewrite (18)–(19) into the following
form
∂tw
ǫ = Aǫw
ǫ + f ǫ(wǫ) + Σǫ∂tW , on 0 < x < π . (20)
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Here Aǫ = (∂xx , ǫ
−1∂xx) with zero Dirichlet boundary condition.
In order to approximate solutions of (6)–(7), our basic idea is to pass
limit ǫ→ 0 in (18)–(19) to determine interesting structure in solutions, then
study the deviation between the limit and solution. This first step is to
give compact estimates, that is, tightness of solutions, as addressed in the
following two sections.
3 Stochastic convolution
Start by considering the linear stochastic equation
∂tz
ǫ = Aǫz
ǫ + Σǫ∂tW, z
ǫ(0) = 0 .
Let Sǫ(t) be the analytic semigroup generated by Aǫ, then in a mild sense
zǫ(t) =
∫ t
0
Sǫ(t− s)ΣǫdW (s). (21)
For any T > 0 and δ > 0 , we give a uniform estimates for z(t), 0 < t < T ,
in space Hδ0 . We have
Theorem 3. Assume (13). Then for any T > 0 , q > 0 , there is positive
constant Cq(T ) such that
E sup
0≤t≤T
‖zǫ(t)‖q ≤ Cq(T ). (22)
Proof. By using the stochastic factorization formula [7], for α ∈ (0, 1/2) we
have
zǫ(t) =
sin πα
π
∫ t
0
(t− s)α−1Sǫ(t− s)Y ǫα(s)ds
where
Y ǫα(s) =
∫ s
0
(s− r)−αSǫ(s− r)Σǫ dW (r). (23)
Now for q > 1/α , we have by the definition of Aǫ
‖zǫ(t)‖qδ ≤ cq
[ ∫ t
0
(t− s) (α−1)qq−1 ds
]q−1 ∫ t
0
∥∥Sǫ(t− s)Y ǫα(s)∥∥qδ ds
≤ cq(T )
∫ t
0
‖Y ǫα(s)‖qδ ds
for some positive constant cq(T ). Then we have
E sup
0≤t≤T
‖zǫ(t)‖qδ ≤ cq(T )E
∫ T
0
‖Y ǫα(s)‖qδ ds .
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By the definition of Aǫ, rewrite (23) as
Y ǫα(s) =
∞∑
i=N+1
σ
√
λiei
∫ s
0
(s− r)−αe−αi(s−r)/ǫǫ−1/2dβi(r).
Then if q > 4, by the Bukholder–Davies–Gundy inequality we have
E‖Y ǫα(s)‖qδ = E
∥∥∥
∫ s
0
(s− r)−αSǫ(s− r)Σǫ dW (r)
∥∥∥q
δ
≤ cq
[ ∞∑
i=N+1
σ2λiα
δ
i
∫ s
0
(s− r)−2αe−2αi(s−r)/ǫǫ−1 dr
]q/2
≤ cq(s)σq
[ ∞∑
i=1
λiα
δ−1
i
]q/2
.
Therefore there is positive constant Cq(T ), independent of ǫ, such that
E sup
0≤t≤T
‖zǫ(t)‖qδ ≤ cq(T )E
∫ T
0
‖Y ǫα(s)‖qδ ds ≤ Cq(T ).
By the assumption (13), taking δ ≤ 1 and the Young inequality yields the
result (22) for all q > 0 .
4 Tightness of solutions
This section gives a tightness result by some a priori estimates for solutions
to (18)–(19) and the estimate of Theorem 3.
Define w˜ǫ = wǫ − zǫ, then by (20)
∂tw˜
ǫ = Aǫw˜
ǫ + f ǫ(wǫ) (24)
which is equivalent to
∂tu˜
ǫ = ∂xxu˜
ǫ + PNf ǫ(wǫ) ,
∂tv˜
ǫ = ǫ−1∂xxv˜
ǫ +QNf ǫ(wǫ)
with zero Dirichlet boundary condition on (0, π) and w˜ǫ = u˜ǫ + v˜ǫ .
Then we have for some positive constants c4 and c5
1
2
d
dt
|w˜ǫ|2 = −‖u˜ǫ‖2 − ǫ−1‖v˜ǫ‖2 + 〈f ǫ(wǫ), w˜ǫ〉
= −‖u˜ǫ‖2 − ǫ−1‖v˜ǫ‖2 + 〈f ǫ(wǫ), wǫ〉 − 〈f ǫ(wǫ), z〉
≤ −‖w˜ǫ‖2 − c2|wǫ|2pL2p(I) + c3π +
(
c2|wǫ|2p−1L2p(I) + c3π1/(2p)
′
)
|z|L(2p)′ (I)
≤ −‖w˜ǫ‖2 − c4|wǫ|2pL2p(I) + c5
(
|z|2p
L(2p)′ (I)
+ 1
)
.
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Integrating with respect to time yields
sup
0≤t≤T
|w˜ǫ(t)|2 + 2
∫ T
0
‖w˜ǫ(s)‖2 ds+ 2c4
∫ T
0
|wǫ(s)|2pL2p(I) ds
≤ |w0|2 + 2c5
∫ T
0
|zǫ(s)|2p
L(2p)′ (I)
ds+ 2c5T
≤ |w0|2 + 2c5
∫ T
0
‖zǫ(s)‖2p ds+ 2c5T. (25)
On the other hand we have a positive constant c5 such that
1
2
d
dt
‖w˜ǫ‖2 = −〈Aǫw˜ǫ,∆w˜ǫ〉 − 〈f ǫ(wǫ),∆wǫ +∆zǫ〉
≤ −|∆w˜ǫ|2 + c1‖w˜ǫ‖2 +
(
c2|wǫ|2p−1L2p(I) + c3π1/(2p)
′
)
‖zǫ‖L(2p)′ (I)
≤ −|∆w˜ǫ|2 + c1‖w˜ǫ‖2 + |wǫ|2pL2p(I) + c6
(
‖zǫ‖2p
L(2p)
′
(I)
+ 1
)
.
Integrating with respect to time yields
sup
0≤s≤t
‖w˜ǫ(s)‖2 ≤ ‖w0‖2 + 2c1
∫ t
0
sup
0≤τ≤s
‖w˜ǫ(τ)‖2 ds+ 2
∫ T
0
|wǫ(s)|2pL2p(I) ds
+ 2c6
∫ T
0
‖zǫ(s)‖2p
L(2p)′ (I)
ds+ 2c6T.
Then by the Gronwall lemma and (25),
sup
0≤t≤T
‖w˜ǫ(t)‖2 ≤ c7T
(
1 + ‖w0‖2 +
∫ T
0
‖zǫ(s)‖2p ds
)
(26)
for some positive constant c7. Further for any integer m ≥ 1 ,
d
dt
[‖w˜ǫ‖2]m ≤ Cm
[‖w˜ǫ‖2m + ‖w˜ǫ‖2m−2|wǫ|2pL2p(I) + ‖zǫ‖2mp + 1].
Then
sup
0≤s≤t
‖w˜ǫ(s)‖2m
≤ Cm
∫ t
0
sup
0≤τ≤s
‖w˜ǫ(τ)‖2m ds+ Cm sup
0≤τ≤T
‖w˜ǫ(τ)‖2m−2
∫ T
0
|wǫ(s)|2pL2p(I) ds+
Cm
∫ T
0
‖zǫ(s)‖2mp ds+ CmT + ‖w0‖2m.
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By induction on m, we derive that
sup
0≤t≤T
‖w˜ǫ(t)‖2m ≤ CmT
(
1 + ‖w0‖2m +
∫ T
0
‖zǫ(t)‖2mp dt
)
(27)
for some positive constant Cm.
Now we show {L(wǫ)}ǫ, the distribution of wǫ, is tight in C(0, T ;H). For
this we need the following lemma by Simon [16].
Lemma 4. Assume E, E0 and E1 be Banach spaces such that E1 ⋐ E0,
the interpolation space (E0, E1)θ,1 ⊂ E with θ ∈ (0, 1) and E ⊂ E0 with ⊂
and ⋐ denoting continuous and compact embedding respectively. Suppose p0,
p1 ∈ [1,∞] and T > 0, such that
V is a bounded set in Lp1(0, T ;E1)
and
∂V := {∂v : v ∈ V} is a bounded set in Lp0(0, T ;E0).
Here ∂ denotes the distributional derivative. If 1− θ > 1/pθ with
1
pθ
=
1− θ
p0
+
θ
p1
,
then V is relatively compact in C(0, T ;E).
Now by the above lemma, noticing the estimate (22) and wǫ = w˜ǫ − zǫ,
we draw the following result
Theorem 5. Assume (13). For any T > 0 , {L(wǫ)}ǫ is tight in C(0, T ;H) .
5 Macroscopic reduction
In this section we prove the main result. First Section 5.1 approximates
the high modes by the Gaussian process ηǫ. Then Section 5.2 derives an
averaged approximation for the low modes, and the fluctuation is considered
in Section 5.3.
5.1 Approximation for high modes
We consider the high frequency dynamics of (19). First for any fixed u ∈ HN ,
vǫ satisfies
∂tv
ǫ =
1
ǫ
∂xxv
ǫ +QNf ǫ(u+ vǫ) + σ√
ǫ
∂tW. (28)
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For any v0, v1 ∈ H⊥N , we have
|vǫ(t; v0)− vǫ(t; v1)|2 ≤ e−2αN+1t/ǫ|v0 − v1|2
which means a unique stationary solution v˜ǫu exists for any fixed u. In the
following we determine the limit of v˜ǫu in C(0, T ;H
⊥
N) as ǫ → 0 for any
u ∈ HN .
For this we scale time for equation (8) by t′ = ǫt which yields, upon
omitting primes,
∂tη =
1
ǫ
∂xxη +
σ√
ǫ
∂tW. (29)
Here W is a rescaled version of the noise process in (8) and with the same
distribution. Then ηǫ∗(t) = η
∗(t/ǫ) is the unique stationary solution of (29).
Moreover ηǫ∗ is an exponential mixing Gaussian process with distribution
µ = N (0, σ2(−A)−1Q2/2).
Now we prove that for any u ∈ HN , v˜ǫu could be approximated by ηǫ as
ǫ is small. Let V ǫ = vǫ − ηǫ, then
∂tV
ǫ =
1
ǫ
∂xxV
ǫ +QNf ǫ(u+ vǫ), V ǫ(0) = v(0)− ηǫ(0).
Multiplying V ǫ on both sides of above equation in H yields
d
dt
|V ǫ|2 ≤ −αN+1
ǫ
|V ǫ|2 + ǫ
2αN+1
|f ǫ(u+ vǫ)|2. (30)
Then by the Gronwall lemma and (27), there is positive constant C such that
for any t > 0
E|V ǫ(t)|2 ≤ e−αN+1t/ǫE|v(0)− η∗(0)|2 +
ǫ
2αN+1
∫ t
0
e−αN+1(t−s)/ǫE|f ǫ(u+ vǫ(s))|2 ds
≤ ǫ2C(‖w(0)‖2p + E|η∗(0)|2).
Furthermore by
V ǫ(t) = eAt/ǫV ǫ(0) +
∫ t
0
eA(t−s)/ǫQNf ǫ(u+ vǫ(s))ds
for any T > 0 , there is positive constant CT such that
E sup
0≤t≤T
|vǫ(t)− ηǫ∗(t)| ≤ ǫCT
(‖w0‖2p + E|η∗(0)|) .
This proves (17).
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We end this subsection by giving an estimate on |V ǫ(t)|2m , m > 0 , which
is used in the fluctuation estimate in Section 5.3. By (30) we have
d
dt
|V ǫ|2m ≤ −mαN+1
ǫ
|V ǫ|2m + ǫ
2αN+1
|V ǫ|2m−2|f(u+ vǫ)|2
≤ −mαN+1
2ǫ
|V ǫ|2m + ǫCm|f(u+ vǫ)|2m
for some positive constant Cm > 0 . Then by the Ho¨lder inequality, Gronwall
lemma and (27) we have
E|V ǫ(t)|2m ≤ Cm , t ≥ 0 . (31)
5.2 Averaged equation
In order to pass limit ǫ→ 0 , we restrict our system into a small probability
space. By the estimates in Section 4, for any κ > 0 there is a compact set
Bκ ⊂ C(0 , T ;H) such that
P{uǫ ∈ Bκ} > 1− κ .
Furthermore there is positive constant CκT , such that
‖uǫ(t)‖2 ≤ CκT , t ∈ [0, T ],
for any uǫ ∈ Bκ. Now we introduce the probability space (Ωκ ,Fκ ,Pκ) defined
by
Ωκ = {ω ∈ Ω : uǫ ∈ Bκ} , Fκ = {S ∩ Ωκ : S ∈ F}
and
Pκ(S) =
P(S ∩ Ωκ)
P(Ωκ)
, for S ∈ Fκ .
Then P(Ω \ Ωκ) ≤ κ .
Now we restrict ω ∈ Ωκ and introduce an auxiliary process. For any
T > 0 , partition the interval [0, T ] into subintervals of length δ =
√
ǫ . Then
we construct processes (u˜ǫ, v˜ǫ) such that for t ∈ [kδ, (k + 1)δ),
u˜ǫ(t) = eA(t−kδ)uǫ(kδ) +
∫ t
kδ
eA(t−s)PNf ǫ(uǫ(kδ), v˜ǫ(s)) ds ,
u˜ǫ(0) = u0 , (32)
∂tv˜
ǫ(t) =
1
ǫ
∂xxv˜
ǫ(t) +QNf ǫ(uǫ(kδ), v˜ǫ(t)) + σ√
ǫ
QN ∂tW (t) ,
v˜ǫ(kδ) = vǫ(kδ) . (33)
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Then by the Itoˆ formula for t ∈ [kδ, (k + 1)δ),
1
2
d
dt
|vǫ(t)− v˜ǫ(t)|2
≤ −λN+1
ǫ
|vǫ(t)− v˜ǫ(t)|2 + 〈f ǫ(uǫ(t) , vǫ(t))− f ǫ(uǫ(t) , v˜ǫ(t)), vǫ(t)− v˜ǫ(t)〉
+
〈
f ǫ(uǫ(t) , v˜ǫ(t))− f ǫ(uǫ(kδ) , v˜ǫ(t)) , vǫ(t)− v˜ǫ(t)〉
≤ −λN+1
2ǫ
|vǫ(t)− v˜ǫ(t)|2 + ǫ (c2‖wǫ(t)‖2p + c3) |uǫ(t)− u˜ǫ(kδ)|2 .
By the choice of Ωκ, there is CT > 0 , such that
|uǫ(t)− uǫ(kδ)|2 ≤ CT δ2 , for t ∈ [kδ, (k + 1)δ) . (34)
Then by the Gronwall lemma,
|vǫ(t)− v˜ǫ(t)|2 ≤ CT δ2 , t ∈ [0, T ] . (35)
In a mild sense for t ∈ [kδ, (k + 1)δ)
uǫ(t) = eA(t−kδ)uǫ(kδ) +
∫ t
kδ
eA(t−s)PNf ǫ(uǫ(s), vǫ(s)) ds .
Then by the cubic property of f and smoothing property of eAt, noticing the
choice of Ωκ, we have for t ∈ [kδ, (k + 1)δ)
|uǫ(t)− u˜ǫ(t)| ≤ C ′
∫ t
kδ
|vǫ(s)− v˜ǫ(s)| ds+ C ′
∫ t
kδ
|uǫ(kδ)− uǫ(s)| ds
for some positive constant C ′ . So by (35) we have
|uǫ(t)− u˜ǫ(t)| ≤ CT δ , t ∈ [0 , T ] . (36)
On the other hand, in a mild sense the solution of (9) is
uN(t) = e
Atu0 +
∫ t
0
eA(t−s)PNf0(uN(s)) ds .
Then, using ⌊z⌋ to denote the largest integer less than or equal to z,
|u˜ǫ(t)− uN(t)| ≤
∫ t
0
eA(t−s)
∣∣PNf ǫ(uǫ(⌊s/δ⌋δ), v˜ǫ(s))− PNf ǫ(uǫ(⌊s/δ⌋δ))∣∣ds
+
∫ t
0
eA(t−s)
∣∣PNf ǫ(uǫ(⌊s/δ⌋δ))−PNf0(uǫ(s))∣∣ds
+
∫ t
0
eA(t−s)
∣∣PNf0(uǫ(s))−PNf0(uN(s))∣∣ds .
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Notice η is independent of ǫ, by the assumption H, and PNf ǫ is continuous
in ǫ. Moreover the exponential mixing stationary measure µ is independent
of u, by the ergodic theorem
f0(uN) = lim
t→∞
1
t
∫ t
0
f0(uN + η∗(s))ds =
∫
H⊥
N
f0(uN + v)µ(dv) .
Then for any u1 , u2 ∈ HN
∣∣∣
∫
H⊥
N
[f0(u1, v)− f0(u2, v)
]
µ(dv)
∣∣∣
≤ 2c0
∣∣∣
∫
H⊥
N
(u1 − u2)(u21 + u22 + v2)µ(dv)
∣∣∣
≤ 2c0
[
‖u1‖2 + ‖u2‖2 + E‖η∗‖2
]
|u1 − u2| (37)
which yields the continuity of PNf0 : HN → HN . Then we have for t ∈ [0, T ]
|u˜ǫ(t)− uN(t)| ≤ CT
[
δ +
∫ T
0
|uǫ(s)− uN(s)| ds
]
. (38)
As
|uǫ(t)− uN(t)| ≤ |uǫ(t)− u˜(t)|+ |u˜(t)− uN(t)| ,
by the Gronwall lemma and (34), (36) and (38) we have for t ∈ [0, T ],
|uǫ(t)− uN(t)| ≤ CT
√
ǫ . (39)
Now by the arbitrariness of κ, we complete the proof of the averaging
approximation. And since η∗ is Gaussian with zero mean, we give
PNf0(uN) = −c0PN(u3N + 3uNEη¯2) . (40)
5.3 Fluctuation
This subsection details the approximation of uǫ for small ǫ. We study the
deviation between uǫ and u, which proves to be a Gaussian process. This
shows that there are fluctuations in the slow modes. We follow an approach
used previously [17, 10, 18]. For this define the scaled difference
ρ¯ǫ =
1√
ǫ
(uǫ − uN) .
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Then ρ¯ǫ solves
∂tρ¯
ǫ = ∂xxρ¯
ǫ +
1√
ǫ
[PNf ǫ(uǫ, vǫ)− PNf ǫ(uN)] , ρ¯ǫ(0) = 0 .
However, here we just consider ρǫ, the solution of
∂tρ
ǫ = ∂xxρ
ǫ +
1√
ǫ
[PNf0(uǫ, vǫ)− PNf0(uN)] , ρǫ(0) = 0.
By assumption (H) and estimate (27) , E|ρ¯ǫ(t)− ρǫ(t)| → 0 as ǫ→ 0 for any
t ≥ 0.
Noticing the estimate (31), by the Gronwall lemma for any T > 0 ,
E sup
0≤t≤T
|ρǫ(t)|2 + E
∫ T
0
‖ρǫ(t)‖2dt ≤ CT (1 + ‖w0‖6) . (41)
In the mild sense we write
ρǫ(t) =
1√
ǫ
∫ t
0
eA(t−r)
[PNf0(uǫ(r), vǫ(r))− PNf0(uN(r))] dr.
Then for any 0 ≤ s < t , by the property of eAt, we have for some positive
1 > δ > 0
|ρǫ(t)− ρǫ(s)| ≤ 1√
ǫ
∣∣∣
∫ t
0
eA(t−r)PNf0(uǫ(r), vǫ(r))−PNf0(uN(r))dr
−
∫ s
0
eA(s−r)PNf0(uǫ(r), vǫ(r))−PNf0(uN(r))dr
∣∣∣
≤ CT |t− s|δ 1√
ǫ
∣∣PNf0(uǫ, vǫ)− PNf0(uN)∣∣L2(0,T ;HN ) .
By (41) and the estimates in Section 4
E
1√
ǫ
∣∣PNf0(uǫ, vǫ)− PNf0(uN)∣∣L2(0,T ;HN ) ≤ CT (1 + ‖w0‖6).
Then
E|ρǫ(t)|Cδ(0,T ;HN ) ≤ CT (1 + ‖w0‖6) . (42)
Here Cδ(0, T ;HN) is the Ho¨lder space with exponent δ. On the other hand,
also by the property of eAt, we have for some positive constant CT,α and for
some 1 > α > 0
|ρǫ(t)|Hα ≤ 1√
ǫ
∫ t
0
(t− s)−α/2∣∣PNf0(uǫ(s), vǫ(s))−PNf0(uN(s))∣∣ds
≤ CT,α 1√
ǫ
∣∣PNf0(uǫ, vǫ)− PNf0(uN)∣∣L2(0,T ;HN ) .
Macroscopic reduction for srdes 16
Then
E sup
0≤t≤T
|ρǫ(t)|Hα
N
≤ CT,α(1 + ‖w0‖6) . (43)
And by the compact embedding of Cδ(0, T ;HN)∩C(0, T ;HαN) ⊂ C(0, T ;HN),
{νǫ}ǫ, the distribution of {ρǫ}ǫ is tight in C(0, T ;H).
Split ρǫ = ρǫ1 + ρ
ǫ
2 where each component satisfies, respectively,
∂tρ
ǫ
1 = ∂xxρ
ǫ
1 +
1√
ǫ
[PNf0(uN , ηǫ)− PNf0(uN)] , ρǫ1(0) = 0 ,
∂tρ
ǫ
2 = ∂xxρ
ǫ
2 +
1√
ǫ
[PNf0(uǫ, vǫ)−PNf0(uN , ηǫ)] , ρǫ2(0) = 0 .
Denote by νǫ1 the probability measure of ρ
ǫ
1 induced on space C(0, T ;HN).
And for γ > 0 denoted by UCγ(HN ,R) the space of all functions from HN
to R which are uniformly continuous on HN together with all Fre´chet deriva-
tives to order γ. In the following, for any h ∈ UCγ(HN ,R) and uN ∈ HN ,
denote by 〈h′(uN), ·〉 : HN → R the linear map defined by the first order
Fre´chet derivatives of h and h′′(uN)(·) : HN ⊗ HN → R the linear map
defined by the second order Fre´chet derivatives of h . Then we have
Lemma 6. Any limiting measure of νǫ1, denote by P
0, solves the following
martingale problem on C(0, T ;HN): P
0{ρ1(0) = 0} = 1 ,
h(ρ1(t))−h(ρ1(0))−
∫ t
0
〈h′(ρ1(τ)), Aρ1(τ)〉dτ− 1
2
∫ t
0
tr
[
h′′(ρ1(τ))(B(uN))
]
dτ
is a P 0-martingale for any h ∈ UC2(HN ,R). Here
B(uN) = 2
∫ ∞
0
E
[
(PNf0(uN , η¯(t))− PNf0(uN))
⊗ (PNf0(uN , η¯(0))−PNf0(uN))
]
dt.
Proof. For any 0 < s ≤ t <∞ and h ∈ UC∞(H) we have
h(ρǫ1(t))− h(ρǫ1(s))
=
∫ t
s
〈
h′(ρǫ1(τ)),
dρǫ1
dt
〉
dτ
=
∫ t
s
〈h′(ρǫ1(τ)), Aρǫ1(τ)〉 dτ
+
1√
ǫ
∫ t
s
〈
h′(ρǫ1(τ)),PNf0(uN(τ), ηǫ(τ))− PNf0(uN(τ))
〉
dτ .
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Rewrite the second term as
1√
ǫ
∫ t
s
〈
h′(ρǫ1(τ)),PNf0(uN(τ), ηǫ(τ))−PNf0(uN(τ))
〉
dτ
=
1√
ǫ
∫ t
s
〈
h′(ρǫ1(t)),PNf0(uN(τ), ηǫ(τ))− PNf0(uN(τ))
〉
dτ
− 1√
ǫ
∫ t
s
∫ t
τ
h′′(ρǫ1(δ))
(
PNf0(uN(τ), ηǫ(τ))−PNf0(uN(τ)))
⊗Aρǫ1(δ)
)
dδ dτ
− 1
ǫ
∫ t
s
∫ t
τ
h′′(ρǫ1(δ))
(
PNf0(uN(τ), ηǫ(τ))− PNf0(uN(τ))
⊗ PNf0(uN(δ), ηǫ(δ))− PNf0(uN(δ))
)
dδ dτ
= L1 + L2 + L3 .
Let {ei}∞i=1 be one eigenbasis of H , then
h′′(ρǫ1(δ))
(
PNf0(uN(τ), ηǫ(τ))− PNf0(uN(τ))⊗
PNf0(uN(δ), ηǫ(δ))−PNf0(uN(δ))
)
=
N∑
i,j=1
∂ijh(ρ
ǫ
1(δ))
〈
{PNf0(uN(τ), ηǫ(τ))− PNf0(uN(δ))}
⊗ {PNf0(uN(δ), ηǫ(δ))− PNf0(uN)}, ei ⊗ ej
〉
.
Here ∂ij = ∂ei∂ej where ∂ei is the directional derivative in direction ei.
Denote by
Aǫij(δ, τ) =
〈{PNf0(uN(τ), ηǫ(τ))− PNf0(uN(τ))}
⊗ {PNf0(uN(δ), ηǫ(δ))− PNf0(uN(δ))}, ei ⊗ ej
〉
.
Then we have
L3 = −1
ǫ
∑
ij
∫ t
s
∫ t
τ
∂ijh(ρ
ǫ
1(δ))〈Aǫ(δ, τ)ei, ej〉 dδ dτ
= −1
ǫ
∑
ij
∫ t
s
∫ t
τ
∫ t
δ
〈
∂ijh
′(ρǫ1(λ)),
Aρǫ1(λ) +
1√
ǫ
[PNf0(uN(λ), ηǫ(λ))− PNf0(uN(λ))]〉
× A˜ǫij(δ, τ) dλ dδ dτ
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+
1
ǫ
∑
ij
∫ t
s
∫ t
τ
∂ijh(ρ
ǫ
1(t))A˜
ǫ
ij(δ, τ) dδ dτ
+
1
ǫ
∑
ij
∫ t
s
∫ τ
s
∂ijh(ρ
ǫ
1(τ))E[A
ǫ
ij(δ, τ)] dδ dτ
= L31 + L32 + L33
where A˜ǫij(δ, τ) = A
ǫ
ij(δ, τ) − E[Aǫij(δ, τ)]. For our purpose, for any bounded
continuous function Φ on C(0, s;H), let Φ(·, ω) = Φ(ρǫ1(·, ω)). Then by the
exponential mixing of ηǫ,
|E[(L31 + L32)Φ]| → 0 as ǫ→ 0 .
Now we determine the limit of
∫ τ
s
EAǫij(δ, τ) dδ as ǫ→ 0 . For this introduce
A¯ǫij(δ, τ) =
〈{PNf0(u(τ), ηǫ(τ))− PNf0(u(τ))}
⊗{PNf0(u(τ), ηǫ(δ))− PNf0(u(τ))} , ei ⊗ ej
〉
.
Then
∣∣∣
∫ τ
s
E
[
Aǫij(δ, τ)− A¯ǫij(δ, τ)
]
dδ
∣∣∣
≤
∫ τ
s
∣∣∣E[〈PNf0(u(τ), ηǫ(τ))−PNf0(u(τ)), ei〉
× 〈PNf0(u(δ), ηǫ(δ))− PNf0(u(τ), ηǫ(δ)), ej〉
]∣∣∣dδ
By the assumption H we have
∣∣〈PNf0(u(δ), ηǫ(δ))− PNf0(u(τ), ηǫ(δ)), ej〉∣∣
≤ 2[‖u(δ)‖2 + ‖u(τ)‖2]|u(δ)− u(τ)||ej| ,
and by (37)
∣∣〈PNf0(u(τ))−PNf0(u(δ)), ej〉∣∣
≤ 2
[
‖u(δ)‖2 + ‖u(τ)‖2 + E‖η‖2
]
|u(δ)− u(τ)||ej| .
Then also by the exponential mixing property of ηǫ
1
ǫ
∣∣∣
∫ τ
s
E[Aǫij(δ, τ)− A¯ǫij(δ, τ)] dδ
∣∣∣→ 0 , ǫ→ 0 . (44)
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Now we put
bijuN (δ − τ) = E
[〈{PNf0(uN , η(δ))−PNf0(uN)}
⊗ {PNf0(uN , η(τ))− PNf0(uN)}, ei ⊗ ej
〉]
.
Then
E
[
Aǫij(δ, τ)
]
= bijuN
(δ − τ
ǫ
)
.
Further, by the exponential mixing property, for any fixed δ > τ
∫ (δ−τ)/ǫ
0
bijuN (λ) dλ→
∫ ∞
0
bijuN (λ) dλ =:
1
2
Bij(uN) , ǫ→ 0 .
Then, if ǫn → 0 as n→∞ , νǫn → P 0 ,
lim
n→∞
E[L3Φ] =
1
2
∫ t
s
E
P 0
(
tr
[
h′′(ρ1(τ))B(uN)
]
Φ
)
dτ ,
with B(uN) =
∑
ij Bij(uN)ei⊗ ej . Similarly by the exponential mixing of ηǫ
E[L1Φ+ L2Φ]→ 0 as ǫ→ 0 .
By the tightness of ρǫ in C(0, T ;H), the sequence ρǫn1 has a limit process,
denote by ρ1, in the weak sense. Then
lim
n→∞
E
[ ∫ t
s
〈h′(ρǫn1 (τ)), Aρǫn1 (τ)〉Φ dτ
]
= E
[ ∫ t
s
〈h′(ρ1(τ)), Aρ1(τ)〉Φ dτ
]
and
lim
n→∞
E
[(
h(ρǫn1 (t))− h(ρǫn1 (s))
)
Φ
]
= E
[(
h(ρ1(t))− h(ρ1(s))
)
Φ
]
.
At last we have
E
P 0
[(
h(ρ1)(t)− h(ρ1(s))
)
Φ
]
= EP
0
[ ∫ t
s
〈h′(ρ1(τ)), Aρ1(τ)〉Φ dτ
]
+
1
2
E
P 0
{∫ t
s
tr
[
h′′(ρ1(τ))B(uN)
]
Φ dτ
}
. (45)
By an approximation argument we prove (45) holds for all h ∈ UC2(H).
This completes the proof.
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By (40) we have a more explicit expression of B(uN) as
B(uN) = 2E
∫ ∞
0
[PN(3uN(η2 − Eη2) + 3u2Nη + η3)] (46)
⊗ [PN (3uN(η2(0)− Eη2) + 3u2Nη(0) + η3(0))] dt .
Then by the relation between weak solution to spdes and the martin-
gale problem [11], P 0 uniquely solves the martingale problem related to the
following stochastic differential equation
∂tρ1 = Aρ1 +
√
B(uN) ∂tW¯ , ρ1(0) = 0 , (47)
where W¯ (t) is N -dimensional standard Wiener process, defined on a proba-
bility space (Ω¯, F¯ , P¯) such that ρǫ1 converges weakly to ρ1 in C(0, T ;HN).
By earlier results [17], ρǫ2 converges weakly to ρ2 in C(0, T ;HN) and ρ2
uniquely solves
∂tρ2 = Aρ2 + PN [f ′0(uN)(ρ1 + ρ2)] , ρ2(0) = 0 . (48)
Furthermore by f0(uN) = −c0u3N , we have f ′0(uN) = −3c0Eη¯2 . Then ρǫ
converges weakly in C(0, T ;HN) to ρN which uniquely solves the following
N -dimensional stochastic differential equation
∂tρN = AρN − 3c0PN
[
u2NρN + (Eη¯
2)ρN
]
+
√
B(uN) ∂tW¯ , ρN (0) = 0 .
6 Example of stochastic force in one mode
This section applies the previous results to a simple case to see one example
of how the noise forcing of high modes feeds into the dynamics of low modes.
Further, we compare the result with that of the stochastic slow manifold
model. For simplicity we assume the stochastic force acts just on the second
spatial mode sin 2x.
6.1 Averaging and deviation
Consider the following stochastic forced heat equation on the domain [0 , π]
∂tw = ∂xxw + (1 + ǫγ)w − w3 + σ
√
ǫ∂tW (49)
with w(0, t) = w(π, t) = 0 . γ is a real bifurcation parameter. The spatiotem-
poral noise W is defined by (12) with λ2 = 1 and λi = 0 for i 6= 2 , that is,
W (x, t) = β2(t) sin 2x . Then only the second spatial mode is forced by white
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Figure 1: one realisation of the space-time dependence of the stochastic
field w(x, t) for parameters ǫγ =
√
ǫσ = 1 . The stochastically forced sin 2x
mode interacts nonlinearly with the finite amplitude fundamental mode sin x .
The numerics are based on finite differences with 15 points in space.
noise. Figure 1 plots one realisation illustrating the nonlinear dynamics in-
duced by the noise of strength
√
ǫσ. In the spde (49) we incorporate the
growth linear in w to counteract the dissipation on a finite domain so that
we can control the clarity of the separation between fast and slow modes.
We take A1 = ∂xx + 1 with Dirichlet boundary condition on [0, π], then the
eigenmodes ei(x) = sin(ix) corresponding to decay rates αi = i
2 − 1 : giving
the slow mode sin x ; and the fast modes sin ix for i ≥ 2 . As the parameter ǫγ
crosses zero with no noise, σ = 0, there is a deterministic bifurcation to a
finite amplitude of the fundamental mode sin x .
We consider the stochastic system (49) on long timescales of order ǫ−1 .
First notice that here f(w) = ǫw − w3 , but all the analysis in Section 5
holds. Then decompose the field wǫ(t) =
√
ǫuǫ(t′)+
√
ǫvǫ(t′) in the slow time
t′ = ǫt . By Theorem 2 the fast mode vǫ is approximated by a stationary
process η which solves the following linear equation for small ǫ > 0
∂t′η =
1
ǫ
∂xxη +
σ√
ǫ
QN∂t′W .
Decomposing η =
∑
i ηiei, then ηi = 0 for i 6= 2 and the scalar stationary
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Figure 2: average equilibrium amplitude (squared) of the fundamental
mode, a¯2, versus bifurcation parameter ǫγ for fixed noise amplitude
√
ǫσ = 1 .
The straight line fit is a¯2 ≈ +1.41ǫγ − 0.32 .
process η2 then satisfies the following stochastic ordinary differential equation
dη2 = −3
ǫ
η2 dt
′ + σ
√
1
ǫ
dβ ′2 .
The distribution of η2 is the one dimensional normal distribution N
(
0 , 1
6
σ2
)
.
Theorem 2 also asserts that the averaged equation for uǫ is
∂t′u = γu−P1u3 − 3σ
2
6
P1u sin2 2x . (50)
Suppose u = A(t′) sin x, by (50) the amplitude A satisfies the Landau equa-
tion
dA
dt′
=
(
γ − σ
2
4
)
A− 3
4
A3 . (51)
Figure 2 plots the average amplitudes, a¯, of the fundamental mode obtained
from numerical simulations. The figure shows that the amplitude of the fun-
damental is depressed by the noise in the second component causing a delay
in the bifurcation in the presence of noise. More extensive numerical simula-
tions suggest that the mean amplitude depends upon noise and bifurcation
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Figure 3: realisations of the amplitude of the fundamental mode a(t) versus
time for various bifurcation parameters ǫγ and for noise amplitude
√
ǫσ = 1 .
At time zero the fundamental modes are started at the deterministic stable
equilibrium for the corresponding ǫγ.
parameter (for 0 ≤ ǫγ, ǫσ2 < 1) according to
a¯2 ≈ ǫ(1.32 γ − 0.34 σ2)+ ǫ2(0.08 γ2 + 0.03 γσ2 + 0.02 σ4). (52)
The analytic Landau equation predicts equilibrium amplitude A2 = 4
3
γ −
1
3
σ2 which (after scaling by ǫ) agrees remarkably well with these numerical
estimates.
However, there is also a significant stochastic component in the funda-
mental mode, sin x , as shown by Figure 3 which plots the amplitude of the
fundamental as a function of time for various bifurcation parameters ǫγ. The
stochastic fluctuations come from nonlinear interactions of the noise in the
sin 2x mode. Now we calculate this deviation. Noting that η = η2 sin 2x ,
Lemma 6 asserts
B(A) = 2E
∫ ∞
0
[P1(u+ η(s))3 − P1(u+ η)3][P1(u+ η(0))3 − P1(u+ η)3] ds
= 18A2
∫ ∞
0
E
[(
η22(s)− Eη22
)(
η22(0)− Eη22
)]〈e21, e22〉2 ds
=
σ4
24
A2 .
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Then writing limǫ→0(u
ǫ − u)/√ǫ := ρ1 sin x , by 3P1[(Eη2)ρ1] = σ2ρ1/4 , the
deviation ρ1 solves the Ornstein–Uhlenbeck-like sde
dρ1 =
(
γ − σ
2
4
− 9
4
A2
)
ρ1 dt+
σ2
2
√
6
Adβ , ρ1(0) = 0 , (53)
where β is a standard real valued Brownian motion. For example, after the
mean amplitude A reaches equilibrium, A =
√
4(γ − σ2/4)/3, the sde (53)
predicts fluctuations in ρ1 with a standard deviation
σ1 ≈ σ
2
6
√
2
= 0.1179 ǫσ2. (54)
Such fluctuations are seen in the numerical simulations of Figure 3. More
extensive numerical simulations estimates the standard deviation of the fluc-
tuations; Figure 4 plots this standard deviation against the noise amplitude.1
A straight line fit to this data gives the standard deviation of the numeri-
cally observed fluctuations as σa ≈ 0.08 σ2. The theoretical prediction (54)
scales the same with applied noise σ, although the coefficient is about 30%
different, and is similarly independent of the bifurcation parameter ǫγ. Aver-
aging and deviation together reasonably predict the dynamics of this example
spde (49).
6.2 Compare with the stochastic slow manifold
Earlier work constructing stochastic slow manifolds of dissipative spdes [14]
is easily adapted to the example spde (49). Recall we chooseW = β2(t) sin 2x .
In terms of the amplitude a(t) of the fundamental mode sin x , computer al-
gebra readily derives that the stochastic slow manifold of the spde (49) is
w = a sin x+
1
32
a3 sin 3x+
√
ǫσ sin 2x e−3t ⋆ β˙2
+ ǫ3/2γσ sin 2x e−3t ⋆ e−3t ⋆ β˙2 + · · · . (55)
The history convolutions of the noise, e−3t ⋆ β˙2 =
∫ t
−∞
e−3(t−s)dβ2(s) that
appear in the shape of this stochastic slow manifold empower us to eliminate
such history integrals in the evolution except in the nonlinear interactions
between noises; here simply
a˙ = ǫγa− 3
4
a3 − 1
2
ǫσ2a
(
β˙2e
−3t ⋆ β˙2
)
+ · · · .
1For larger stochastic forcing, ǫσ2 > 0.5 at this bifurcation parameter ǫγ, the standard
deviation σa appears to plateau.
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Figure 4: standard deviation of the amplitude a(t) of the fundamental
mode sin x versus noise ǫσ2 for fixed bifurcation parameter ǫγ = 1 . These
are estimated from long time versions of the simulations shown in Figure 3.
The straight line fit predicts σa ≈ 0.07ǫσ2.
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Analogously to the averaging and devaition theorems, analysis of Fokker–
Planck equations [6, 14] then asserts that the cannonical quadratic noise
interaction term in this equation should be replaced by the sum of a mean
drift and an effectively new independent noise process. Thus the evolution
on this stochastic slow manifold is
da ≈
[
ǫ
(
γ − 1
4
σ2
)
a− 3
4
a3
]
dt+
1
2
√
6
ǫσ2a dβ˜ + · · · , (56)
where β˜ is a real valued standard Brownian motion. The stochastic model (56)
is exactly the averaged equation (51) plus the deviation (53) with a(t) =√
ǫA(ǫt) + ǫρ1(ǫt) . And the stochastic model (52) predicts a stochastic equi-
librium amplitude squared of about a¯2 = 4
3
ǫγ − 1
3
ǫσ2 in agreement with the
empirical fit (52) to the numerical data of Figure 2 and other simulations.
Now investigate the fluctuations about the stochastic equilibrium as seen
in Figure 3 and measured in Figure 4. As for the deviation equation (53),
the stochastic slow model (56) is approximately an Orstein–Uhlenbeck pro-
cess in the vicinity of the finite amplitude stochastic equilibrium. Without
elaborating the details, the form of (56) then predicts fluctuations about the
equilibrium have a standard deviation of ǫσ2/(6
√
2) in agreement with (54)
and in moderate agreement with the fit of Figure 4 to the numerical sim-
ulations. The stochastic slow manifold model also predicts the stochastic
dynamics of this example spde (49). The difference is that the stochastic
slow manifold model is encapsulated in the one sde (56) instead of being
split into separate equations for the average and deviation.
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