ABSTRACT. We use Liu-Tian's virtual moduli cycle methods to construct detailedly the explicit isomorphism between Floer homology and quantum homology for any closed symplectic manifold that was first outlined by Piunikhin, Salamon and Schwarz for the case of the semi-positive symplectic manifolds.
1. INTRODUCTION 1.1. Background and motivation. It is one of the exciting mathematics achievements in the last few years that the Floer and quantum homologies were established for all closed symplectic manifolds (see [FuO, LiT, LiuT1, R, Sie, HS2] ). (The less general versions had been obtained before by Floer [F] , Hofer-Salamon [HS1] , and McDuff-Salamon [McS] .) The purpose of this paper is to construct detailedly an explicit ring isomorphism between them. Such an isomorphism was first outlined by Piunikhin, Salamon and Schwarz in the semi-positive case [PSSc] . Our argument is based on Liu-Tian's virtual cycle methods in . The isomorphism is needed and convenient for studies of some symplectic topology problems, e.x., the topology and geometry of the group Ham(M, ω) of Hamiltonian automorphisms of a symplectic manifold (M, ω). Let G be the group of pairs (g,g) consisting of a smooth loop g : S 1 → Ham(M, ω) such that g(0) = Id and a liftg :L(M ) →L(M ) of the action of g to a covering of the space L(M ) of contractible loops in M (see §1.2 below). In a beautiful paper [Se] by Seidel, for every pair (g,g) ∈ G there is assigned an automorphism HF * (g,g) of the Floer homology HF * (M, ω); he constructed a homomorphism q from G to the group QH * (M, ω) × of homogeneous even-dimensional invertible elements of the quantum homology ring QH * (M, ω) and proved his main result: HF * (g,g)(b) = Ψ + (q(g,g)) * P P b for any (g,g) ∈ G and b ∈ HF * (M, ω). Here * P P and Ψ + are respectively the 'pair-of-pants' product in HF * (M, ω) and the canonical isomorphism from QH * (M, ω) to HF * (M, ω) constructed in [PSSc] . A key step in the proof of his result is Theorem 8.2 on the page 1080 of [Se] , which was only sketched because of lack of a detailed account of the results of [PSSc] . In [Sc3] Schwarz defined and analyzed a bi-invariant metric on Ham(M, ω) with the construction of such an explicit isomorphism on a closed symplectic manifold (M, ω) with c 1 | π 2 (M ) = ω| π 2 (M ) = 0. Recently, Oh [Oh] obtained the corresponding results on arbitrary closed symplectic manifolds. As pointed out in §5.3 of [Oh] it would seem more natural to use the Piunikhin-Salamon-Schwarz map in the definition of his mini-max value function ρ. Entov [En] studied the relations between the K-area for Hamiltonian fibrations with a strongly semi-positive typical fiber (M, ω) over a surface with boundary and the Hofer geometry on the group Ham(M, ω). He needed such an ring isomorphism so as to obtain a key estimate in his work.
Since these applications used the Piunikhin-Salamon-Schwarz isomorphism in [PSSc] our detailed generalization to arbitrary closed symplectic manifolds may be used to generalize their results to the desired forms more directly and conveniently. Moreover the method to construct the ring isomorphism has actually more uses than the isomorphism itself because not only the isomorphism itself but also the map of Piunikhin-Salamon-Schwarz type in the chain level were used in some applications. The construction of another ring isomorphism was given by LiuTian [LiuT3] (less general versions had announced before by ). Without doubt different construction methods of the ring isomorphisms between Floer homology and quantum homology have respective advantages in the studies of different symplectic topology problems.
1.2. Outline and the main result. For a smooth non-degenerate time-dependent function H : M ×R/Z → R one may associate a family of the Hamiltonian vector fields X Ht by ω(X Ht , ·) = −dH t for t ∈ R and H t (·) = H(t, ·). Let P(H) be the set of all contractible 1-periodic solutions of the Hamiltonian differential equation: x(t) = X Ht (x(t)). Denote by J (M, ω) the space of all almost complex structures compatible with ω. It determines a unique the first Chern class c 1 = c 1 (T M, J) ∈ H 2 (M, Z) via any J ∈ J (M, ω)( [Gr] ). Let φ c 1 , φ ω : H S 2 (M ) → R be the homomorphisms by evaluations of c 1 and ω respectively. Here H S 2 (M ) denotes the image of π 2 (M ) in H 2 (M ; Z) under the Hurewicz homomorphism modulo torsion. As usual let L(M ) be the set of all contractible loops x ∈ C ∞ (S 1 , M ). Consider a pair (x, v) consisting of x ∈ L(M ) and a disk v bounding x. Such two pairs (x, v) and (y, w) are called equivalent if x = y and φ c 1 , φ ω both take zero value on v♯(−w). Denote by [x, v] the equivalence class of a pair (x, v) and by L(M ) the set of all such equivalence classes. Then the latter is a cover space of L(M ) with the covering transformation group Γ = H S 2 (M )/(kerφ c 1 ∩ kerφ ω ). Its action is given by A · [x, v] = [x, A♯v] for any A ∈ Γ, where A♯v is understood as the connected sum of any representative of A in π 2 (M ) with v. In this paper we shall write [x, v] asx and [x, v♯A] asx♯A for A ∈ Γ if it is not necessary to point out the bounding disk v and confusions do not occur. LetP(H) be the lifting of P(H) in the space L(M ). It is exactly the critical set of the functional After making a small generic perturbation of H t outside some small neighborhood of the graph of the elements of P(H) one may assume that for any twox ± ∈P(H) the space M(x − ,x + ; H, J) is either an empty set or a manifold of dimension µ(x − ) − µ(x + ) ( [F] ). Here µ(x) is the Conley-Zehnder index ofx ( [SZ] ). Denote byP k (H) := {x ∈P(H) | µ(x) = k}. Consider the chain complex whose k-th chain group C k (H, J; Q) consists of all formal sums ξx ·x with ξx ∈ Q andx ∈P k (H) such that the set {x ∈P k (H) | ξx = 0, F H (x) > c} is finite for any c ∈ R. Then C * (H, J; Q) = ⊕ k C k (H, J; Q) is a graded Q-space of infinite dimension. However its dimension as a module over the Novikov ring Λ ω = Λ ω (Q) is finite. Here Λ ω (Q) is the collection of all formal sums λ = λ A · e A with λ A ∈ Q such that the set {A ∈ Γ | λ A = 0, ω(A) < c} is finite for any c ∈ R. Its action on C * (H, J; Q) is defined by (λ * ξ)x = A∈Γ λ A ξ (−A)·x and the rank of C * (H, J; Q) over Λ ω is equal to ♯P(H). When (M, ω) is a monotone symplectic manifold and µ(x − ) − µ(x + ) = 1 Floer proved that the manifold in (1.1) is compact and thus first established his Floer homology theory [F] . Later on Hofer-Salamon [HS1] and Ono [O] generalized his arguments to the semi-positive case. Note that the space in (1.1) is not compact in general case. It is this noncompactness that impedes the establishment of Floer homology theory on all closed symplectic manifolds. Let us outline Liu-Tian's method to overcome this difficulty since we shall choose their method to realize our program. Replacing the space in (1.1) they considered M(x − ,x + ; J, H) the space of the equivalence classes of all (J, H)-stable trajectories fromx − tox + (cf. Def.2.1), and used it to construct a suitable relative virtual moduli cycle
and proved it to be indeed a boundary operator. Let HF * (M, ω; H, J, ν; Q) be the homology of the above chain complex. Using Floer's deformation ideas they proved that this homology is invariant under deformations and also isomorphic to H * (M, Q) ⊗ Λ ω , i. e., the quantum homology of M . For the construction of our isomorphism let us firstly fix a Morse function h 0 on M and a small open neighborhood O(h 0 ) of it in C ∞ (M ) such that (i) for some ǫ > 0 any two different points a and b of Crit(h 0 ) = {a 1 , · · · , a m } have a distance d(a, b) > 4ǫ with respect to some distance d on M ;
(ii) any two different critical points a h and
is a smooth surjective map.
Take h ∈ O(h 0 ) and a Riemannian metric g on M such that (h, g) is a MorseSmale pair. As in [PSSc] we may use the solutions γ : R → M of
to construct a chain complex expression of the quantum homology H * (M, Q)⊗Λ ω as follows: For every integer k let us denote by
the set of all formal sums
The action of Λ ω on QC * (M, ω; h, g; Q) is given by
The boundary operator ∂
is the oriented number of the solutions of (1.3) from a to b. It is easily checked that λ ⋆ ζ ∈ QC * (M, ω; h, g; Q) and that the latter is a graded vector space over Λ ω (Q) according to the multiplication defined in (1.5), and that ∂ Q is a boundary operator and also Λ ω (Q)-linear with respect to the multiplication. Consequently, (QC * (M, ω; h, g; Q), ∂ Q ) is a chain complex. Let us denote its homology by
It is easy to derive from [Sch4] that there exists an explicit graded Λ ω -module isomorphism between QH * (h, g; Q) and
To construct an explicit Λ ω -module isomorphism between QH * (h, g; Q) and HF * (M, ω; H, J, ν; Q) we shall associated two rational numbers n ν + + (a,x♯(−A)) and n ν − − (a,x♯(−A)) in (3.2) to both a, A ∈ Crit(h) × Γ andx ∈P(H), and then mimic [PSSc] to construct formally two maps on the levels of chains
Indeed, in Remark 3.7 we shall show that Φ and Ψ are Λ ω -module chain homomorphisms from QC * (M, ω; h, g; Q) to C * (H, J, ν; Q) and from C * (H, J, ν; Q) to QC * (M, ω; h, g; Q) respectively. Our main result is Theorem 1.1. Φ induces a Λ ω -module isomorphism
with an inverse Ψ * . Remark 1.2. As concluding remarks we point out that Theorems 3.1, 3.7 and 5.1 in [PSSc] may easily be extended to any closed symplectic manifold. Such an extension of Theorem 3.1 was actually carried out in [LiuT3] . Following the lines in [PSSc] and combing the methods in [LiuT3] with ones in this paper we easily complete the extension of Theorem 5.1 in [PSSc] to arbitrary closed symplectic manifolds (in fact, a long exercise). As a consequence we get that the isomorphism in Theorem 1.1 is also the ring isomorphism.
Section 2 introduces the moduli spaces of stable disks and constructs the virtual moduli cycles associated with them such that they are compatible with Liu-Tian's relative ones. Section 3 deals with the intersections of these virtual moduli cycles with stable and unstable manifolds. The proof of Theorem 1.1 is completed in §4.
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THE DISK SOLUTION SPACES AND VIRTUAL MODULI CYCLES
2.1. Moduli space of stable disks. We begin with the disk solution spaces introduced in [PSSc] . For J ∈ J (M, ω) and v] ; H, J) be the set of all smooth maps u :
Here a smooth cut-off function β + : R → [0, 1] is given by
Since E + (u) < +∞, u extends over the end of s = −∞ by removable singularity theorem. So the connected union u♯(−v) in (2.2) is well-defined. If v] ; H, J) the set of all smooth maps u :
. As above we here have extended u over the end of s = +∞. Recall that The equivalence class of f = (f, Σ, l) is denoted by f, Σ, l or simply f ( see [LiuT1] for its definition). To compactify the disk solution spaces we introduce We still define the energy E − (f ) of such a map by the right side of (2.5). As before we may define their equivalence classes. Let us denote by f, Σ, l or simply f the equivalence class of (f, Σ, l). The energy of f is defined by that of any representative of it. The direct computation shows that (2.6)
The notions of the (effective) dual graph for the stable (J, H) ± -disks may also be defined with the same way as in [LiuT1] . Let M ± (x; H, J) be the spaces of the equivalence classes of all (J, H) ± -stable disks with capx respectively. By (2.6),
One may equip the weak C ∞ topology on M ± (x; H, J) according to the definition given by (i)(ii)(iii) above Proposition 4.1 of [LiuT1] unless we allow the compact set K in (ii) to be able to contain the double point z − (resp. z + ) on the chain of principal components of the domain of u ∞ ∈ M + (x; H, J) (resp. M − (x; H, J)). Carefully checking proof of Proposition 4.1 in [LiuT1] we have Proposition 2.5. The spaces M ± (x; H, J) ⊇ M ± (x; H, J) are compact and Hausdorff with respect to the weak C ∞ -topology.
Notice that we have two natural continuous maps
with respect to the weak C ∞ -topology. Correspondingly, the notions of the dual graphs of the stable (J, H) ± -disks with a capx may be introduced in the similar ways. Let D ± (x) be the sets of their dual graphs respectively. Both are finite. Now we are in the position to introduce the notions of positive and negative L p k -stable disks with capx. As usual it is always assumed that k − 2 p ≥ 1. In principle, we may proceed as in [LiuT1] . For example, for each (4) in Definition 2.2 and the following are satisfied:
(
(1) and suitable exponential decay condition along ends z i and z i+1 as in [LiuT1] , butf P i 0 only satisfies lim s→+∞f P i 0 (s, t) = x i 0 +1 (t) and the exponential decay condition along the end z i 0 +1 .
We still define its energy E + (f ) by (2.5). The equivalence class of it may also be defined similarly. Denote by B p,k ± (x; H) the sets of equivalence classes of those L p k -stable disks with capx and of the dual graphs in D ± (x), and whose energy are less than ∓F H (x) + max |H| + 1 (because of (2.6)). As in [LiuT1] one may equip the strong L p k -topology on small neighborhoods
± (x, H) and prove that it is equivalent to the above weak C ∞ -topology on M ± (x; H, J). Once these are well defined we may use Liu-Tian's method to construct the virtual moduli cycles LiuT1, 2, 3] ). It should also be pointed out that the maps EV ± in (2.8) may naturally extend onto the spaces W ± (x; H, J). By composing them with the obvious finite-to-one maps from M ν ± (x; H, J) to W ± (x; H, J) that forget the parameterization we get two continuous and stratawise smooth evaluations
Notice that the choices of different small ν ± give the cobordant virtual moduli cycles M ν ± ± (x; H, J) and corresponding evaluations EV ν ± ± . However, notice that the boundary operator ∂ F in (1.2) depends on the choice of ν. As pointed out below Remark 4.2 of [LiuT1] , for ∂ F in (1.2) being indeed a boundary operator the choices of ν in all relative virtual moduli cycles M ν (x,ỹ) (µ(x) − µ(ỹ) ≤ 2) must satisfy suitable compatible conditions, i.e.,
holds for all pairs (x,ỹ) with µ(ỹ) − µ(x) = 2. Now in order to guarantee that the maps Φ and Ψ constructed in (1.7) and (1.8) commute with ∂ F and the boundary operator ∂ Q in (1.6), we also need carefully choose ν ± in (2.9)(2.10) so that they and all ν chosen in the definition of ∂ F in (1.2) are compatible.
Compatible virtual moduli cycles.
In this subsection we shall first complete Liu-Tian's arguments in detail,i.e., proving (2.12), and then outline how to construct all virtual moduli cycles M ν ± ± (x; H, J) compatible with all relative virtual moduli cycles in (1.2). For convenience of the later proof we need to recall briefly the construction of the relative virtual cycle
Step 1: Local construction. For a representative f of f ∈ M(x,ỹ; H, J) one may construct a stratified Banach orbifold chart
There exists a natural stratified Banach bundle L(f ) → W (f ) with a stratawise smooth right Γ f -action such that the usual∂ J,H -operator gives rise to a Γ f -equivariant stratawise smooth section of this bundle, still denoted by∂ J,H . Let I denote the dual graph of f and
g is away from the gluing region of the domain Σ g of g.
Step 2: Global construction. By the compactness of M(x,ỹ; H, J) one may choose finite points
For each I ∈ N (x,ỹ) they defined the group Γ I := i∈I Γ f i and the fiber product (2.13) W
In [LiuT1] , for each I ∈ N (x,ỹ) with cardinal number |I| = k, they defined (2.15) 
i be given by (2.14). For sufficiently small ν we may also require that
) be the top strata (resp. the strata of "broken" connecting orbits) of
is a smooth manifold of dimension µ(x) − µ(ỹ) − 2 and with boundary ∂ M ν,c
. Formally writting
, the former was called the relative moduli cycle in [LiuT1] . Later we call the compatible family M ν (x,ỹ) in Theorem 2.6 a derived family for C(M ν (x,ỹ)) and
For the sake of clearness C(M ν (x,ỹ)) will be denoted by C(M ν(xỹ) (x,ỹ)) be-
The relative virtual moduli cycles satisfying (2.12) are called compatible. Proof of (2.12). To construct such relative virtual cycles, note that there are only finitely manyz ∈P(H),
be finite points from which one may construct the relative virtual moduli cycles
For the future convenience we assume that for q = 1, · · · , r,
are respectively the open sets as defined in (2.14) that are used to construct the relative virtual moduli cycles in (2.23) and (2.24) above. By (2.15)(2.17) we get the corresponding bundle systems
As in Theorem 2.6 let
be such that the smooth section∂ 2q) ) are transversal to the zero section respectively. Here
), s = 1, · · · , m q and t = 1, · · · , n q . In fact, as in (2.21) we may also require ν(xz q ) and ν(z qỹ ) so small that
Clearly, these f 
. By the construction of the local uniformizer in §2 of [LiuT1] we easily construct a uniformizer W (f
and that the restriction of Γ ) if necessary.) Since each M(x,z q ; J, H)♯M(z q ,ỹ; J, H) is compact and ∪ r q=1 M(x,z q ; J, H)♯M(z q ,ỹ; J, H) are disjoint unions we may require that the above uniformizers W (f
By the definition of the index set N (x,ỹ) above (2.13) it easily follows from (2.29) that the corresponding index set N 0 (x,ỹ) with the collection { W (f
Notice that every W ( f
st ) 2 for all q, s, t. By this and (2.25)(2.26) we may, as in (2.14), choose pairs of open sets
st ) 2 for all q, s, t. As in (2.15)(2.17) we use (2.30)(2.31) to construct a bundle system
As in (2.18) we take Γ
Note that the supports of ν(xz q ) s and ν(z qỹ ) t in (2.27) are away from double points on their domains. So the support of ν(xỹ) q st := ν(xz q ) s ♯ν(z qỹ ) t is away from all double points of the domain of f 
As before we may use γ(f (q) st ) and ν(xỹ) q st to get a global section ν(xỹ) As in (2.21) we get a global section of the bundle system ( E, V ),
Then it easily follows from (2.29) and the choice of this section that
By the stability of a surjective map under small perturbation we may show that there exists a Γ
) I 1 ×I 2 is transversal to the zero section at points of
So the space in (2.33) is a cornered and stratified Banach variety that has the dimension given by the Index Theorem on all of its strata. Moreover, the collection
also satisfy the compatibility as in Theorem 2.6. In particular the open neighborhoods in (2.32) may be chosen to guarantee that the collection
satisfies the compatibility. Note that the projection image of V 1
is not compact in general (unlike in Theorem 2.6). We denote by
the union of the top and 1-codimensional strata of V 1
, then it is a smooth manifold with boundary of dimension µ(x) − µ(ỹ) − 1 that is contained in the smooth locus of V 1
and that has the boundary
In the following we shall extend
is not changed. Since both M(x,ỹ; J, H) and ∪ r q=1 M(x,z q ; J, H)♯M(z q ,ỹ; J, H) are compact we may take points
form an open covering of M(x,ỹ; J, H) satisfying the conditions for the construction of the virtual moduli cycle above. Let us choose Γ h j -invariant smooth cut-off functions γ(h j ) on W (h j ) such that
is the projection image of V 0
Let ( E(xỹ), V (xỹ)) and N (x,ỹ) be the corresponding bundle system and index set to this covering. Assume that
is a global section of this bundle system obtained by the cut-off function γ(f q st ) and ν(xỹ) q st as in Step 2. Of course, for each ν j ∈ R ǫ (h j ) we still denote bȳ ν j = {(ν j ) I | I ∈ N (x,ỹ)} the global section of ( E(xỹ), V (xỹ)) obtained from γ(h j ) and ν j as below (2.18).
For δ > 0 we assume that Z ǫ δ ({h j }) is a δ-neighborhood of zero of ⊕ n j=1 R ǫ (h j ). As before we have a bundle system ( E(xỹ) × Z ǫ δ ({h j }), V (xỹ) × Z ǫ δ ({h j })) and a well-defined global section of it
Notice that our choices above imply this section to be transversal to the zero section for δ > 0 small enough. It follows that for a generic choice of ν ∈ Z ǫ δ ({h j }) the section of ( E(xỹ), V (xỹ)) given by (2.34)
for u I ∈ V (xỹ) I , is transversal to the zero section.
, and the section
of ( E(xỹ), V (xỹ)) is transversal to the zero section. Here (∂ ν(xỹ)
J,H ) I is given by (2.34). Denote by C(M ν(xỹ) (x,ỹ)) the virtual moduli cycle constructed from this section. It is easy to see that its boundary is given by
which may be identified with
But the latter is just
proved. Now we first construct all relative virtual moduli cycles
for any A ∈ Γ. Then we follow the above methods to construct all relative virtual moduli cycles C(M ν(xỹ) (x,ỹ)) for allx,ỹ ∈P(H) with µ(x) − µ(ỹ) = 2. Such the family of the relative virtual moduli cycles is compatible and thus satisfies the requirements in the definition of ∂ F .
Remark 2.7. As in [LiuT2, 3] we need the virtual moduli cycles of dimension more than one in this paper, and may use the notion of local components in [LiuT3] to construct a desingularization of the bundle system
in the previous construction of the virtual moduli cycles one may get a virtual moduli cycle I∈N (x,ỹ) 1
such that each M ν I is a cornered smooth manifold. We may use the same method to make suitable modifications for the above arguments and in the case µ(x)−µ(ỹ) = 2 obtain the conclusion corresponding with (2.12), i.e.,
Hence we may replace ♯C(M ν(xỹ) (x,ỹ)) by ♯M ν(xỹ) (x,ỹ) in (1.2).
Now we begin to construct all virtual moduli cycles M ν ± ± (x; H, J) in (2.9)(2.10) which are compatible with the relative virtual cycles used in (1.2). We only consider M In fact, if these have been constructed for dim M − µ(x) = 0, then for each x ∈P(H) with dim M − µ(x) = 1, we may use them and M ν (ỹ,x; H, J) used in (1.2) to construct
Next as done in the proof of (2.12) we may extend
+ (x; H, J) |x ∈P(H)} be all virtual moduli cycles constructed by induction. Then it holds that
Consider the natural orientations on them again we may write
Here the rational numbers ♯(C(M ν (ỹ,x))) is as in (1.2), and the identity in (2.36)
is understood as follows. Since the sums at the right side of (2.36) are finite we may take L > 0 to be the smallest common multiple of denominators of all rational numbers ♯(C(M ν (ỹ,x))). Then (2.36) is equivalent to
. For this identity the left side is understood as the disjoint union of L copies of BM ν + + (x; H, J), and the right side is also the disjoint union that contains, for each
H, J) with the orientation reversed. In other words, it is understood as the topological sum. With the same methods we may construct the compatible M ν − − (x; H, J) and obtain (2.37)
THE INTERSECTIONS OF VIRTUAL MODULI CYCLES WITH STABLE AND UNSTABLE MANIFOLDS
For the materials on Morse homology the readers may refer to [AuB, Sch1, Sch4] . Given a Morse-Smale pair (h, g) on M with h ∈ O(h 0 ) the stable and unstable manifolds of a critical point a ∈ Crit(h) are given by
There are two obvious evaluations
. Both are also smooth embeddings into M . Throughout this paper we fix orientations for all unstable manifolds W u (a, h, g), then the orientation of M induces orientations for W s (a, h, g) and W u (a, h, g) ∩ W s (b, h, g). We wish to study the intersection numbers of the maps in (2.11) and (3.1) under some conditions. As usual we need their compactifications of the following versions. Consider the dis-
for all critical points a 0 = a, · · · , a i with the Morse indexes µ(a 0 ) > · · · > µ(a i ).
for critical points a 0 = a, · · · , a i with the Morse indexes µ(a 0 ) < · · · < µ(a i ).
As usual the compactness and gluing arguments in Morse homology (see [AuB, Sch1] 
} are respectively smooth manifolds of dim V − µ(a) and dim V + µ(a) − 2n.
As usual, if V , M , W s (a, h, g) and W u (a, h, g) are oriented then M s χ;a (h, g) and M u χ;a (h, g) have the natural induced orientations. Specially, if M s χ;a (h, g) and M u χ;a (h, g) are of dimension zero we have the oriented intersection numbers χ · E s a and χ · E u a which counts the algebraic sum of the oriented points in M s χ;a (h, g) and M u χ;a (h, g) respectively. Note that the 1-codimensional stratum of W u (a, h, g) (resp. W s (a, h, g)) is given by
where n(a, b) and n(c, a) are as in (1.6).
Since there are only countable manifolds involved in our arguments using Claim A.1.11 in [LO] we may always fix a h ∈ O(h 0 ) such that all transversal arguments hold for a generic Riemannian metric g on M . By lemmas 3.1, 3.2 and these remarks we immediately obtain − (x). From now on, for the sake of clearness we denote by
The standard arguments show that these numbers are independent of small regular ν ± . Later, we state no longer this and often omit ν ± without occurrence of confusions. It easily follows from (2.7) that
Using (2.36)(2.37) and lemmas 3.1, 3.2 we may obtain the following two results. 
is still a collection of compatible local cornered smooth manifolds of dimension 1 and with the natural orientations. Its boundary is given by
Notice that the projection onto M × W + (x; H, J) of this set is a finite set. Let us
number of elements of this finite set counted with appropriate signs and rational weights. Then this number must be zero, and it follow that
Remark that the fibre product in Proposition 3.5 has boundaries. But we assume its dimension to be 1. Hence its boundary agrees with the 1-codimensional stratum of the fibre product. This remark is still valid for the following proposition. 
is a collection of compatible local cornered smooth manifolds of dimension 1 and with the natural orientations. Its boundary is given by
Remark 3.7. Using Proposition 3.4 it is easily proved that Φ and Ψ are Λ ω -module homomorphisms( see [Lu] ). Moreover, using Propositions 3.4, 3.5, 3.6 and (2.35) we may prove that
That is, Φ and Ψ also induce the homomorphisms between two corresponding homology groups( see [Lu] ). Proof. We shall prove it in four steps.
Step 1. For every a, A ∈ Crit(h) × Γ with µ( a, A ) = k we have
). Notice here that a, A and b, B satisfy
Firstly, we claim that the sum in (4.1) is finite. In fact, ifx ∈P k (H) is such that 
It easily follows that the number of suchx ∈P(H) is finite. Let them bex
Note that for eachx ∈P k (H) the product n ν + + (a,x♯(−A)) · n ν − − (b,x♯(−B)) may be explained as the rational intersection number
But the intersection number in (4.6) is the number of the oriented points with rational weights in the fibre product
Here R is representing EV
− =Ē u a ×Ē s b , and we have omitted H, J in M ν ± ± (· ; H, J). However, because of dimension relations the fibre product in (4.8) is an empty set for a generic
As usual we still understand the intersection number being zero in this case. Hence (4.1)(4.5) may be written as
Step 2. We need to give another explanation of the intersection number in (4.6). To this goal we note that for a given D ∈ Γ a positive disk u + ∈ M + (ỹ; H, J) and a negative disk u − ∈ M − (ỹ♯(−D); H, J) may be glued into a sphere in M along y, denoted by u + ♯u − . Using (2.2)(2.4) one easily checks that it is a representative of D. Let us denote by M D (ỹ; H, J) by the space of all such u + ♯u − . Clearly, it may be identified with the product space M + (ỹ; H, J) × M − (ỹ♯(−D); H, J). Therefore, its virtual dimension is equal to dim M + 2c 1 (D). We denote by
As in (4.3)(4.4) it is easy to prove that the union at the right side is only finite union. That is, there only exist finitely manyỹ 1 , · · · ,ỹ r inP(H) such that It is easily seen that if a stable (J, H)-broken solution (f, Σ, l) with a jointỹ and of a class D has at least three principal components then it is also such a broken solution with another joint different fromỹ and of class D. As usual we may define the equivalence class of such a broken solution in an obvious way. But it should be noted that two equivalence classes of a given stable (J, H)-broken solution (f, Σ, l) with a jointỹ as a stable (J, H)-broken solution with a jointỹ and as a stable (J, H)-broken solution are same. We still denote by f the equivalence class of (f, Σ, l). Define the energy of such a f by However, one should also note that M D (ỹ; H, J) and M D (z; H, J) have probably nonempty intersection for two differentỹ andz. Thus we maynot affirm the above unions to be the disjoint unions. But each stable (J, H)-broken solution has at most 2n = dim M joints. As in (4.3)(4.4) we may prove the union at the right side of (4.12) is actually a finite unions, i.e., other M D (ỹ; H, J) are empty except finitely manyỹ ∈P(H), sayingỹ 1 , · · · ,ỹ t , t ≥ r because of (4.10) and the fact that M D (ỹ; H, J) ⊂ M D (ỹ; H, J). Then we get that 
, where z − and z + two double points on the chain of the principal components of the domain of f (cf., Def. 2.1). For the mapĒ u a ×Ē s b in (4.7), if (4.14)
, which are independent of generic ν and (h, g) ∈ O(h 0 ) × R.
Proposition 4.3. Under the above assumptions it holds that
From these it easily follows that (4.5)(4.9) become
Proof of Proposition 4.3.
We first prove (4.16). By the definition in (3.2) the rational numbers n ν + + (a,ỹ) and n ν − − (b,ỹ♯(−D)) are independent of the choices of generic small ν + and ν − . Therefore, we only need to prove (4.16) for suitable regular ν and ν ± . Notice that M D (ỹ; H, J) may be identified with the product
be the corresponding L p k -stable map spaces then the first one may be identified with the product space B p,k
Carefully checking the construction of the virtual moduli cycle in [LiuT1, 2, 3] one may see that a virtual moduli cycle M 
By (4.15) we get that for a generic choice of
The following task is to prove (4.20). For this goal we follow [LiuT1, 2, 3 ] to choose finitely many points f
, and their open neighborhoods W
constitute the orbifold atlases on W + (ỹ) and W − (ỹ♯(−D)) respectively.
(iv) There exist the local orbifold bundles L 
such that their zero sets are respectively M + (ỹ; H, J) and M − (ỹ♯(−D); H, J), and that they may be lifted to the collections {∂
As defined above (2.13) we have corresponding index sets
. Correspondingly, we have also the fibre products
and the projections π 
Following [LiuT3] we may construct the desingularizations of W Γ + and W Γ − as follows:
By (2.15)(2.16), for every I ⊂ N + (resp. J ⊂ N − ) there exist subsets V
Then one may respectively get the desingularization V
are also the systems of the stratified Banach bundles.
.
As in §2 we may construct the local orbifold bundle L ij → W ij uniformized by L ij → W ij with uniformizing group Γ ij . Moreover, there exists a natural section
because two terms at the right side are same when restricted to Σ + ∩ Σ − . Here Σ + and Σ − are respectively the domains of g + and g − . For given f + ∈ B p,k 
outside of the ǫ-neighborhood of their double points. As in Step 1 in §2.2 and (2.19) we may use these to define corresponding spaces
Now as in (2.18) we take the smooth Γ
which may be written as ν
will give rise to the global section ν
. For δ > 0 small enough, it follows as before that for a generic choice of ν ∈ R ǫ δ ({f ij }) the global section transversal to the zero section
and thus get the virtual moduli cycle
They are the global section of ( L + , V + ) and that of ( L − , V − ) respectively. Moreover, for any f ∈ M ν (I,J ) D (ỹ; H, J) using (4.19) we may write it by f = f + ♯ y f − for f + ∈ B p,k (ỹ; H) and f − ∈ B p,k (ỹ♯(−D); H). Then it is not hard to check that f + ∈ (∂ + J,H +ν
. Conversely, we may also prove that for any f + ∈ (∂ + J,H +ν
The key points are that ∂ + J,H +ν + and∂ − J,H +ν − are transversal to the zero sections respectively. We only prove it forν + . In fact, by (4.21) we havē
The conclusion is proved. Hence we get two virtual moduli cycles 
as before. The elements of N (i) and those of N are denoted by I (i) and I respectively. Correspondingly, we have the bundle systems
As in (2.18) let R ǫ ({f
l ) be the corresponding finite dimensional space to the construction of the virtual moduli cycle of the latter. Then for a generic small ν ∈ R ǫ ({f 
is also transversal to the zero section for each i. Let
, be the corresponding virtual moduli cycles, where
Other top strata are all empty. Thus
The union is also disjoint becauseỹ i , i = 1, · · · , r, are different. Since (4.14) implies that the intersections in (4.15) may only occur in the top strata we arrive at
This completes the proof of (4.17).
Step 3. Now we need to introduce a kind of deformation spaces for understanding the right side of (4.18). For ρ ≥ 0 and f : R × S 1 → M we define∂ J,Hρ f by
where β + is as in §2. For such a map f we define the energy of it by
By the removable singularity theorem, E ρ (f ) < +∞ implies that f may be extended into a smooth map from CP 1 ≈ {−∞} ∪ R × S 1 ∪ {∞} to M which is also J-holomorphic near 0 and ∞. For a given D ∈ Γ we denote by M D (H ρ , J) the space of all maps satisfying (4.22), having finite energy and representing the class D. To compactify it we introduce (1) On the unique principal component P with cylindrical coordinate (s, t), f P = f | P −{z − ,z + } satisfies:∂ J,Hρ f P = 0 and E ρ (f P ) < +∞.
(2) The restriction f B i of f to each bubble component B i is J-holomorphic, and the domain of each homologically trivial bubble component is stable.
We may also define the equivalence class of such a map. Denote by M D (H ρ , J) the space of all equivalence classes of such maps. The energy of f is defined by
As usual, for any ρ ≥ 0 we may construct the virtual moduli cycle M νρ B−A (H ρ , J) of dimension 2n + 2c 1 (B − A) corresponding to the space M B−A (H ρ , J). Consider the evaluation Next, we show that (Ψ • Φ) ρ commutes with the boundary operator ∂ Q in (1.6). It suffices to prove that Therefore we only need to prove
This may be proved as Propositions 3.5 and 3.6. In fact, by
Moreover, the evaluation map in (4.27) may naturally be extended onto the virtual module cycle, denoted by
B−A (a, b, h, g; H +∞ , J)) denote the intersection number ofĒ u a ×Ē s b and the restriction of
is just a virtual moduli cycle associated with the space M B−A (H, J) defined in (4.12). By (4.18) we get
As in [F, SZ, S2] we wish to define a homomorphism ϕ :
is well-defined. Then it is not difficult to check that ϕ defined by
is an endomorphism of QC * (M, ω; h, g; Q) and satisfies (4.29). That is,
for each a, A ∈ Crit(h) × Γ. In fact, by the direct computation it suffice to prove (4.31)
for each b, B ∈ Crit(h) × Γ with µ( b, B ) = µ( a, A ). To prove it we take a generic (h, g) ∈ O(h 0 ) × R so that the evaluationsĒ u a ×Ē s b ,Ē u a ×Ē s c and E u d ×Ē s b are transversal to Ξ ν B−A . By Lemmas 3.1, 3.2, for a generic (h, g) the fibre product
is a collection of compatible local cornered smooth manifolds of dimension 1 and with the natural orientations. Its boundary is given by Step 4. We need to make further homotopy. For τ ∈ [0, 1] we definē
In Definition 4.4 we replace∂ J,Hρ with∂ J,τ H 0 and define the corresponding stable
be the space of all equivalence classes of such maps. For f ∈ M B−A (τ H 0 , J), as in (4.24) we may estimate
As above we may construct a virtual moduli cycle M 
we get the well-defined rational intersection number
since they are independent of the generic choices of ν and (g, h). Therefore, as in Step 3 we may easily prove that (Ψ • Φ) 0 and thus Φ • Φ are chain homotopy equivalent to (Ψ • Φ) 0 defined by
Here as in Proposition 4.5 it may be proved that (Ψ•Φ) 0 is a chain homomorphism. We omit it. Now Theorem 4.1 may follow from this and the following result. B−A (0, J) may be required to carry a free S 1 -action under which the evaluation is invariant. Hence for a generic Proof. The proof is similar to that of Theorem 4.1. We only give main steps.
Step 1. For everyx ∈P k (H) the direct computation gives Φ • Ψ(x) = µ(ỹ)=k m ν −,+ (x,ỹ) ·ỹ, m ν −,+ (x,ỹ) = µ( a,A )=k n ν − − (a,x♯(−A)) · n ν + + (a,ỹ♯(−A)).
As in the proof of Theorem 4.1 using Proposition 3.4 we may easily prove the second sum to be finite. That is, there are only finitely many a, A ∈ (Crit(h) × Γ) k such that n ν − − (a,x♯(−A)) · n ν + + (a,ỹ♯(−A)) = 0. Actually, there exist finitely many A ∈ Γ, saying A 1 , · · · , A s , such that Step 2. To understand this sum, for (h, g) ∈ O(h 0 ) × R and ρ ≥ 0 we denote by
It is a compact manifold of dimension 2n and M 0 (h, g) may naturally be identified with M . Using the gluing techniques in the Morse homology (cf. Theorem 6.8 in [Lu] ), the natural weak compactification of the noncompact manifold ∪ ρ≥0 M ρ (h, g) of dimension 2n + 1 is given by
and the weak convergence of a sequence {γ m } ⊂ M ρm (h, g), ρ m → ∞, towards a pair (u, v) ∈ M ∞ (h, g) is understood in an obvious way (cf. [AuB] [Sch1] [Sch4] ). The space has the structure of a manifold with corners and with boundary
Moreover, there exists a smooth evaluation
given by ev h,g (γ) = (γ(−ρ), γ(ρ)) for γ ∈ M ρ (h, g) such that We also denote by ev ρ Now we also need to prove that Φ • Ψ is a chain homomorphism from C * (H, J; Q) to itself yet. The ideas are same as those of Proposition 4.5. Let us outline it as follows. Firstly, (2.6) implies that if the sum in (4.35) is not zero then From these it easily follows that Φ • Ψ maps C * (H, J; Q) to itself. Next, by the direct computation we easily reduce the proof of Φ • Ψ • ∂ F = ∂ F • Φ • Ψ to proving that for givenx ∈P k (H) andz ∈P k−1 (H) the following holds.
of dimension µ(x) − µ(ỹ). Specially, if µ(x) = µ(ỹ) this virtual moduli cycle determines a well-defined rational number n ν −+ (x,ỹ; H, J) which is independent of a generic choice of ν in the obvious way. As in the proof of Theorem 4.1, by carefully checking the construction of the virtual module cycle we may prove that Step 4. Furthermore, for ρ ≥ 0 and f : R × S 1 → M we define∂ J,H ρ f bȳ
where β + is as in (4.22). For such a map f we still define the energy of it by (4.23). f P k = 0 and E ρ (f P k ) < +∞ in some principal component P k . Let M(x,ỹ; J, H ρ ) denote the space of equivalence classes of all stable (J, H) ρ -trajectories fromx toỹ. As in §2 we may prove that this space is compact according to the weak C ∞ -topology and construct the corresponding virtual moduli cycle M ν (x,ỹ; J, H ρ ) of dimension µ(x) − µ(ỹ). Specially, if µ(x) = µ(ỹ) we may associate a rational number to it, denoted by m ν (x,ỹ; J, H ρ ). Consider the space ∪ ρ≥0 M(x,ỹ; J, H ρ ). As before one easily shows that the natural weak compactification of it is given by Here we have assumed that (Φ • Ψ) 0 is a chain homomorphism from C * (H, J; Q) to itself. It may be proved as above. We omit it. As in [F, SZ, LiuT1] we choose a regular homotopy from (J, H) to (J, (β + (·)+β + (−·))H) and prove that (Φ • Ψ) 0 is chain homotopy equivalent to the homomorphism defined by
♯(C(M ν (x,ỹ; J, H)))) ·ỹ.
Since µ(ỹ) = µ(x) it is easily checked that ♯(C(M ν (x,ỹ; J, H))) = 1 asx =ỹ, and ♯(C(M ν (x,ỹ; J, H))) = 0 otherwise. That is, (Φ • Ψ) 0 = id. This fact, Proposition 4.13, (4.37) and Proposition 4.10 together prove Theorem 4.9.
