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Let ω := (xn)n1 be any sequence of real numbers in the interval
[0,1), N a positive integer and x ∈ [0,1). Then DN (ω, x) :=∑N
n=1 c[0,x)(xn) − Nx is called the local discrepancy of the sequence
x1, . . . , xN at x. Here cM denotes the characteristic function of the
set M . In this paper we investigate the case xn = {nα}, when α
denotes an irrational real number and {y} is the fractional part of
the real number y. In the last few years the second author has
sometimes been asked about the order of magnitude of DN (α, x)
for x ﬁxed and N large. It has been proved in Hecke (1922) [5]
and in Kesten (1966) [6] that this quantity is bounded if and
only if x is of the form {kα} for some integer k. Surprisingly,
the general question can be reduced to the order of magnitude of
sup0x1 DN (α, x) and to inf0x1 DN (α, x) for large N , a question
which has been solved in Schoißengeier (1986) [9]. Finally, we
apply our result to the case x = 1/2.
© 2011 Elsevier Inc. All rights reserved.
1. A reciprocity formula
We may assume without loss of generality that 0 < α < 1. Let α = [0;a1, . . .] be the continued
fraction expansion of α with convergents pn/qn : p−2 = 0, p−1 = 1, pn = anpn−1 + pn−2, q−2 = 1,
q−1 = 0, qn = anqn−1 + qn−2. Every positive integer N < qm+1 has a unique representation N = b0q0 +
· · ·+bmqm , where the digits bi are non-negative integers  ai+1 with the side conditions that b0 < a1
and that in case bi = ai+1 we have bi−1 = 0. Furthermore every real number x ∈ [0,1) has a unique
(possibly inﬁnite) expansion x = δ + c0(q0α − p0) + · · · + cm(qmα − pm) + · · · , where the digits ci are
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δ ∈ {0,1} [8]. We call both expansions the Ostrowski expansion of the integer N resp. of the real number
x to base α.
We note that if N =∑mi=0 biqi is the Ostrowski expansion of N , then ∑mi=0 bi(qiα − pi) + δ is the
Ostrowski expansion of {Nα}, where δ ∈ {0,1}, and δ = 1 iff the ﬁrst index i with bi > 0 is odd. This
can easily be seen from the fact that both sides of the assertion {Nα} =∑mi=0 bi(qiα − pi) + δ lie in[0,1) and coincide mod 1.
Lemma 1. Let α be an irrational number, assume that N < qm+1 and that 0 x, y < 1, |x− y| |qmα− pm|.
Then DN (α, x) − DN (α, y) = O (1). The O -constant is absolute.
Proof. By the law of best approximation we have for 1  n = k  N < qm+1 the formula |{nα} −
{kα}|  |qmα − pm|  |x − y|. Therefore ∑Nn=1 c[0,x)({nα}) −∑Nn=1 c[0,y)({nα}) ∈ {0,1,−1}. As N|x −
y| N/qm+1 < 1 we get the assertion of the lemma. 
There is a sophisticated explicit formula by V.T. Sós [10] for the local discrepancy in terms of the
continued fraction expansion of α. For the growth of the local discrepancy for large N note also the
papers by Dupain [1,2] and by Dupain and Sós [3,4].
Lesca [7, Theorem A] has proved a reciprocity formula for a term which is similar but not identical
to our notion of the local discrepancy. The proposition below asserts that DN (α, x) does also obey a
reciprocity formula. Our proof is completely different from Lesca’s.
Proposition 1. Let α be an irrational number in (0,1) and let N, M be non-negative integers. Then
DN
(
α, {Mα})−DM(α, {Nα})= 1
2
(
δN<M − δM<N + c[0,{Mα})
({Nα})− c[0,{Nα})({Mα})),
where δk<l =
{
1, if k < l,
0, otherwise.
Proof. The cases M = 0, N = 0 or M = N are trivial. Assume that M , N are positive and different
integers. We use that for all real numbers t and for 0 x < 1 we have
c[0,x)
({t})− x = −∑
k =0
1
2π ik
(
e−2π ikx − 1)e2π ikt + 1
2
cZ(t) − 12cZ+x(t).
Replacing t by nα and summing up from 0 to N − 1 we get
N−1∑
n=0
c[0,{Mα})
({nα})− N{Mα} = −∑
k =0
1
2π ik
(
e−2π ikMα − 1)e2π ikNα − 1
e2π ikα − 1 +
1
2
− 1
2
δM<N .
This implies
DN
(
α, {Mα})= −∑
k =0
1
2π ik
(
e−2π ikMα − 1)e2π ikNα − 1
e2π ikα − 1 −
1
2
− 1
2
δM<N + c[0,{Mα})
({Nα}).
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DM
(
α, {Nα})
= −
∑
k =0
1
2π ik
(
e−2π ikNα − 1)e2π ikMα − 1
e2π ikα − 1 −
1
2
− 1
2
δN<M + c[0,{Nα})
({Mα})
=
∑
k =0
1
2π ik
(
e2π ikNα − 1)e−2π ikMα − 1
e−2π ikα − 1 −
1
2
− 1
2
δN<M + c[0,{Nα})
({Mα}).
If we use 1
e2π ikα−1 + 1e−2π ikα−1 = −1 we get
DN
(
α, {Mα})−DM(α, {Nα})
=
∑
k =0
1
2π ik
(
e2π ikNα − 1)(e−2π ikMα − 1)+ 1
2
δN<M − 1
2
δM<N
+ c[0,{Mα})
({Nα})− c[0,{Nα})({Mα})
= −
({
(N − M)α}− 1
2
)
+ {Nα} − 1
2
+ 1
2
− {Mα} + 1
2
δN<M − 1
2
δM<N
+ c[0,{Mα})
({Nα})− c[0,{Nα})({Mα}).
By considering the two cases {Mα} < {Nα} and {Nα} < {Mα} we get the result. 
Corollary 1. Let α ∈ (0,1) be irrational, N = ∑mi=0 biqi the Ostrowski expansion of N to base α, x =∑∞
i=0 ci(qiα − pi) + δ the Ostrowski expansion of the real number x ∈ (0,1) and Xm :=
∑m
i=0 ciqi . Then
DN (α, x) = DXm (α, {Nα}) + O (1). The O -constant is absolute.
Proof. Assume ﬁrst that δ = 0 or Xm > 0. Then {Xmα} = δ +∑mi=0 ci(qiα − pi) and therefore |x −{Xmα}| = |∑i>m ci(qiα − pi)| |qmα − pm|. Therefore DN (α, x) = DN (α, {Xmα}) + O (1) by Lemma 1.
By Proposition 1 we get the result.
Assume now that δ = 1 and Xm = 0. Then 1− x = −∑∞k=m+1 ck(qkα − pk) |qmα − pm| and hence
DN(α, x) = N + O (1) − Nx = N(1− x) + O (1) = O (N/qm+1 + 1) = O (1).
As DXm (α, {Nα}) is also O (1), we get the corollary. 
2. The main result
Let α be irrational, N a positive integer and let EN (α) := sup0x1 DN (α, x), ON (α) =
− inf0x1 DN (α, x) and D∗N (α) = sup0x1 |DN (α, x)| = max{EN (α), ON(α)} be the ∗-discrepancy
of the sequence (nα)n1 mod 1. Then on the one hand EN (α) = max1MN DN (α, {Mα}) + 1 and
ON (α) = −min1MN DN (α, {Mα}). On the other hand by [9] we have
Theorem 1. Let α = [0;a1, . . .] be irrational with convergents pnqn . Then
(1) EN (α) =∑2| jm{q jNα}(a j+1(1− {q jNα}) + {q j+1Nα} − {q j−1Nα}) + O (1);
(2) ON (α) =∑2 jm{q jNα}(a j+1(1− {q jNα}) + {q j+1Nα} − {q j−1Nα}) + O (1).
The O -constants do not depend on N or α.
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Lemma 2. Assume that x ∈ (0,1) has Ostrowski expansion x = ∑∞i=0 ci(qiα − pi) + δ. We put for i, j −1, si, j = qmin{i, j}(qmax{i, j}α − pmax{i, j}) and C j =∑∞i=0 ci si, j . Then for j  0, C j ∈ (−1,1) and there is a
(unique) δ j ∈ {0,1} such that {q jx} = C j + δ j . With these notations we have the following results:
(1) a j+1C j = C j+1 − C j−1 + (−1) jc j .
(2) 2| j and δ j = 1 implies c j = 0 and δ j−1 = δ j+1 = 1.
(3) 2  j and δ j = 0 implies c j = 0 and δ j−1 = δ j+1 = 0.
(4) For m 0,
∑
2|im
{qix}
(
ai+1
(
1− {qix}
)+ {qi+1x} − {qi−1x})=
m∑
i=0
(1− δi)ai+1Ci −
∑
2|im
ciCi + O (1).
The O-constant is absolute.
Proof. We prove C j ∈ (0,1) only if 2| j. The other case can be proved by a similar argument. We use
C j =
∑
i j
ciqi(q jα − p j) +
∑
i> j
ci(qiα − pi)q j
repeatedly. First C j 
∑
i> j ci(qiα − pi)q j  q j
∑
2i> j ai+1(qiα − pi) = −q j(q jα − p j)− q jq j+1 > −1.
In order to prove C j < 1 we distinguish two cases. Assume ﬁrst that c j < a j+1. As
∑
i j ciqi <
q j+1 − q j we get C j  (q j+1 − q j)(q jα − p j) + q j(q jα − p j) < 1. If c j = a j+1 we have
C j < q j+1(q jα − p j) +
∑
2|i> j
ci(qiα − pi)q j  q j+1(q jα − p j) +
∑
2|i> j
ai+1(qiα − pi)q j
= q j+1(q jα − p j) − (q j+1α − p j+1)q j = 1.
We clearly choose δ j ∈ {0,1} such that C j +δ j ∈ [0,1) (note that δ0 = δ). It is then enough to prove
that q jx ≡ C j (mod 1). This follows from
q jx− C j =
∑
i j
ci(qiα − pi)q j +
∑
i> j
ci(qiα − pi)q j − C j
=
∑
i j
ci
(
q j(qiα − pi) − qi(q jα − p j)
) ∈ Z.
(1) follows from a j+1si, j = si, j+1 − si, j−1 + (−1) jδi, j .
(2) c j = 0 is proved by contradiction. If c j > 0, then C j  q j(q jα − p j) + ∑i> j ci(qiα −
pi)q j  0. But this implies δ j = 0. As C j < 0 we have ∑i> j ci(qiα − pi) < 0. This implies C j−1 =∑
i< j ciqi(q j−1α − p j−1) + q j−1
∑
i> j ci(qiα − pi) < 0. But (1) implies C j+1 < C j−1 < 0, therefore
δ j−1 = δ j+1 = 1.
(3) can be seen by similar arguments.
(4) Assertions (1) and (2) imply for 2|i m, δi(δi+1 − δi−1) = 0 and −δiai+1Ci + δi(Ci+1 − Ci−1) = 0
and hence
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(
ai+1
(
1− {qix}
)+ {qi+1x} − {qi−1x})
= (Ci + δi)ai+1(1− Ci − δi) + (Ci + δi)(Ci+1 − Ci−1) + (Ci + δi)(δi+1 − δi−1)
= ai+1Ci(1− δi) − ai+1C2i + Ci(Ci+1 − Ci−1) + Ci(δi+1 − δi−1)
= ai+1Ci(1− δi) − ciCi + Ci(δi+1 − δi−1).
It is therefore enough to prove
∑
2im ai+1Ci(1 − δi) =
∑
2|im Ci(δi+1 − δi−1) + O (1). The right-
hand side is equal to
∑
2im
δi(Ci−1 − Ci+1) + O (1) =
∑
2im
(1− δi)(Ci+1 − Ci−1) + O (1) =
∑
2im
(1− δi)ai+1Ci + O (1)
by (3) and by (1) again. 
Theorem 2. Assume that α = [0;a1, . . .] is irrational with convergents pnqn and that x ∈ [0,1]. Then for
m → ∞
(1) sup1N<qm+1 DN (α, x) =
∑
2| jm{q jx}(a j+1(1− {q jx}) + {q j+1x} − {q j−1x}) + O (1);
(2) inf1N<qm+1 DN (α, x) = −
∑
2 jm{q jx}(a j+1(1− {q jx}) + {q j+1x} − {q j−1x}) + O (1).
The O -constants do not depend on N or α.
Proof. Let x =∑∞i=0 ci(qiα − pi) + δ be the Ostrowski expansion of x to base α and Xm :=∑mi=0 ciqi .
By our corollary the left-hand side is equal to max1N<qm+1 DXm (α, {Nα}) + O (1). By what has been
said above this is in turn equal to
E Xm (α) + O (1) =
∑
2| jm
{q j Xmα}
(
a j+1
(
1− {q j Xmα}
)+ {q j+1Xmα} − {q j−1Xmα})+ O (1).
The rest of the proof consists of showing that we can replace here Xmα by x throughout. Note that
Xmα tends to x mod 1 rather rapidly. Unfortunately this argument is not suﬃcient to prove the
theorem. Further ingredients have to be added.
For i, j  −1 let si, j = qmin{i, j}(qmax{i, j}α − pmax{i, j}) and C j = ∑∞i=0 ci si, j , C ′j := ∑mi=0 ci si, j and
assume that δ j, δ′j ∈ {0,1} are chosen such that {q jx} = C j + δ j , {q j Xmα} = C ′j + δ′j . Then by what
has already been proved and Lemma 2(4) the left-hand side in (1) is equal to
∑m
j=0 a j+1(1 −
δ′j)C
′
j −
∑
2| jm c jC ′j + O (1). We note that |C j − C ′j | = |
∑
i>m ci(qiα − pi)q j |  q j |qmα − pm|. As∑m
j=0 a j+1q j |qmα − pm| = O (1) we get
m∑
j=0
a j+1
(
1− δ′j
)
C ′j −
∑
2| jm
c jC
′
j =
m∑
j=0
a j+1
(
1− δ′j
)
C j −
∑
2| jm
c jC j + O (1).
Finally δ j = δ′j implies |C j |  q j |qmα − pm|, for (we assume that δ j = 1, δ′j = 0 and that 2| j to
ﬁx our ideas) C j < 0 < C ′j implies C j = C ′j +
∑
i>m cisi, j 
∑
i>m cisi, j  −q j |qmα − pm|. Hence the
contribution of the sum over those j for which δ j = δ′j is again O (1). We end up with the sum∑m
j=0 a j+1(1 − δ j)C j −
∑
2| jm c jC j + O (1). Again by Lemma 2(4) this is, up to O (1), the right-hand
side of (1). 
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sup
1N<qm+1
DN
(
α,
1
2
)
=
∑
2| jm
{
q j
2
}(
a j+1
(
1−
{
q j
2
})
+
{
q j+1
2
}
−
{
q j−1
2
})
+ O (1)
=
∑
2| jm
2q j
1
2
(
1
2
a j+1 + 14
(
1− (−1)q j+1)− 1
4
(
1− (−1)q j−1)
)
+ O (1)
= 1
4
∑
2| jm
2q j
(
a j+1 + 12
(
(−1)q j−1 − (−1)q j+1)
)
+ O (1) = 1
4
∑
2| jm
2q j
a j+1 + O (1).
Analogously,
inf
1N<qm+1
DN
(
α,
1
2
)
= −
∑
2 jm
{
q j
2
}(
a j+1
(
1−
{
q j
2
})
+
{
q j+1
2
}
−
{
q j−1
2
})
+ O (1)
= −1
4
∑
2 jm
2q j
a j+1 + O (1).
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