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Abstract 
This thesis is focused on player experience and the design of artificial 
intelligence (AI) to meet player expectations in a competitive video game context. 
The original contribution of this research is a new approach towards designing games 
and AI opponents that are more enjoyable for players to interact with. The research 
undertaken throughout this thesis is prominently focused on understanding player 
interactions and experiences with competitive bot AI in First Person Shooter (FPS) 
video games. As games are becoming increasingly more life-like and interactive, the 
need for more realistic and less predictable game AI increases. This is particularly 
true for FPS opponents (bots) designed to emulate player-like skills and behaviours 
commonly found in competitive multi-player FPS games. This research explores 
what players prefer in competitive FPS games, how said players behave, what affects 
their decision making processes and what is believed to be problematic in modern 
FPS bot AI implementations. Through the use of multiple user studies designed the 
answer research hypotheses, an understanding of player-like behaviour is acquired. 
Specifically, this behaviour is related to the skill and experience based cognitive 
processes players use when assessing threatening situations in game. The insights 
from this understanding are modelled in detail and implemented in a rudimentary 
game called the ThreatBot Game prototype. This prototype is used to determine if 
the new AI, capable of assessing threatening situations, is a more enjoyable opponent 
for players. Initial results have shown that the new AI design is more enjoyable to 
compete against, particularly with regards to perceived competence. The model has 
shown that AI design derived from understanding player experience and game design 
mechanics is a worthwhile avenue for further work and research.
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Glossary Of Terms  
Bot  
 
Short for robot. In this context it means a computer controlled 
opponent and is usually referred to enemies in multiplayer 
videogames 
Human-like Similar to characteristics and/or traits of a human 
Player-like Similar to characteristics and/or traits of a human player of 
videogames 
Gamer An individual who plays videogames 
Arena Shooter A sub-genre of First Person Shooter (FPS) video games that is 
predominantly multiplayer with a focus on game play modes 
requiring score-based objective completion 
Deathmatch A multiplayer arena shooter game play mode that pits all players 
against each other for a specific amount of time and/or number of 
points 
Frag Gaming lingo term meaning the defeat or killing of another player 
for points 
Threat A measure of the impending danger or harm in a given situation 
Line of Sight Game design term used to describe when a game entity is visible 
to another game entity without physical obstruction 
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1 Introduction 
This thesis concerns the development of new videogame design principles to 
address issues identified with player experiences competing against artificially 
intelligent (AI) opponents. The purpose of this research is to formulate an 
understanding of both player experiences and preferences in order to more 
appropriately address problematic AI behaviours in First Person Shooter (FPS) video 
games. By examining how a player‟s immersive experience can be hampered by the 
interaction of game and AI related elements, a new model of game AI is designed to 
create more enjoyable gameplay experiences for players. The developed model is 
used to create a single-player video game prototype called ThreatBot which contains 
an artificially intelligent opponent of the same name. This ThreatBot AI is modelled 
from expert player experiences and simulates specific human behaviours pertaining 
to threat-challenge responses human players have when playing certain FPS video 
games. The derived player-modelled decision making behaviour takes into account a 
partial comprehension of dangerous and threatening in-game circumstances. With a 
general understanding of threat, the ThreatBot AI is observed to provide a much 
more unpredictable and human-like opponent for players. This provides a more 
enjoyable gameplay experience for players interacting with the ThreatBot AI. 
The inclusion of AI controlled Non-Player Characters (NPCs) has been 
commonplace in videogames for over two decades. During this time, the visual and 
interactive components of games have become ever more realistic and engaging. 
Rapid advances in network technology have allowed players to play against other 
human or AI opponents in a variety of multiplayer game types. As such, an 
equivalent level of believability and realism from NPCs has become a general 
expectation by both gamers and game developers alike. This is especially the case in 
games where the AI is designed to be an active, thinking agent or bot
1
, either 
working as an effective opponent or a helpful ally. This type of bot AI is traditionally 
found in objective based competitive multiplayer FPS games, often described as 
'arena shooters'. The AI found in these types of games necessitates having the skills 
                                                 
1
Bot - Short for robot, in this context it means a computer controlled opponent and is usually referred 
to enemies in multiplayer FPS games. 
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and behaviours akin to the human players they are designed to both replicate and 
replace. It is specifically this type of multiplayer, player-like bot AI that is the focus 
of this research.  
Gamers have historically had many complaints about the realism of FPS bots 
that act as proxies for human players. These complaints seem to stem directly from 
two primary issues: unrealistic behaviour and predictability. These issues are 
explained with reference following. 
Issue 1: Unrealistic Behaviour - Players commonly observe bot AI that can 
act unnaturally or erratically or are implausibly efficient in certain game situations. 
Some of this can be traced back to flawed logic that renders the AI incapable of 
representing player-like behaviour in certain game scenarios. One such example is 
the feeling of bots cheating or being inappropriately balanced (Conroy & Wyeth, 
2010). This can mainly be attributed to certain game state advantages traditional AI 
has over human players (Chiou, 2007; Miles & Tashakkori, 2010). For example, bots 
can temporarily be capable of seeing through walls while knowing where enemies 
are, or having an intricate understanding of level layouts and pickup availability 
without line-of-sight observation (Hladky & Bulitko, 2008; Lidén, 2003). Given 
enough time, human players are capable of detecting anomalous AI behaviours and 
even if players can‟t determine the exact nature of the occurrence, they may report 
feeling that NPC behaviour seems somehow unnatural (McPartland & Gallagher, 
2012). 
Issue 2: Predictability - As players interact with bot AI over time, the 
behaviour of the AI becomes predictable (Bryant 2007; Livingstone 2006; Miles & 
Tashakkori 2010; Soni & Hingston 2008). This occurs due to a player‟s increasing 
familiarity with the mechanics of a game and the variability in actions and decisions 
that they themselves perform. Some of these actions may be lacking in the bot AI 
they are competing against. Additionally, experience playing against other human 
players can also reveal the predictable nature of bot AI. One way to avoid 
predictability in AI is to introduce elements of uncertainty in decision making. 
However, within game AI, uncertainty is still relatively unexplored and usually 
implemented poorly (Waltz, 2006). 
16 
 
When both of these issues are observed concurrently (i.e. predictably 
unrealistic), players of arena shooters may consciously realise they are not competing 
against human players and may adjust their play-style and tactics accordingly 
(Conroy & Wyeth, 2010). Examples of this include knowing places where bots will 
always camp, where they won't or can't jump to or even how long a bot is capable of 
'seeing' them through walls. If a player realises that a bot will predictably continue to 
perform the somewhat unrealistic action of chasing them around corners, simple 
tactics can be devised to exploit this expected behaviour. Consequently, factors of 
enjoyment such as immersion and engagement levels may be reduced. 
 
Figure 1.1 - Predictable and Unrealistic behaviour overlap 
Aspects of game development such as budget, development time, player 
expectations, processing power and even the appropriateness of the AI technology 
used may explain why predictable and unrealistic behaviours still appear in FPS bot 
AI. This thesis looks to provide a model that is simple and straightforward to 
implement, and that does not require extensive understanding of more complex AI 
architectures. It is believed this model will be more easily adaptable for industry use. 
Additionally, the model produced for this thesis provides an abstraction of nuanced 
aspects of human skill and behaviour that are not currently implemented in the 
design of bot AI. The lack of player-like threat assessment is believed to be one such 
trait and the primary focus of the ThreatBot prototype. The discovery, rationale and 
justification for using threat assessment in FPS bot AI is central to this thesis. The 
knowledge and understanding developed throughout the research project is based on 
exploring what players both enjoy and dislike about bot AI.  
As games are played primarily for leisure and entertainment purposes, it is in 
the interest of game designers to examine ways to improve the player experience. 
Improving player enjoyment is of particular importance within the context of this 
thesis, as the ultimate goal of this research is to deliver a better gaming experience 
for the player. Overall, the intent of this research is to focus on a practical game AI 
design and delivering a generic model that addresses the issues identified. 
 
Predictable Behaviours Unrealistic Behaviours 
Predictably 
Unrealistic 
Behaviours 
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1.1 RESEARCH AIMS, QUESTIONS AND HYPOTHESIS 
This thesis is based on a belief that player experience will be improved by bot 
AI designed from an understanding of player's preferences and experiences. Existing 
game AI, which in many cases is predictable and unrealistic, has been prone to 
criticism by players of FPS games. The research in this thesis is guided by the view 
that First Person Shooter Bot Artificial Intelligence designed to reduce these 
predictable and unrealistic behaviours will be more enjoyable for players than 
traditional FPS Bot AI. The formula for approaching this research is guided by a 
process of understanding, modelling, developing and evaluating the problem domain. 
The aims of this research, with their associated research questions are therefore the 
following:  
Aim 1: To formulate an understanding of player interactions with bots and humans 
in a competitive FPS context.  
1. What are players’ expectations of and preferences for interactions 
with both bots and humans within competitive FPS games? 
 This question is framed around an in-depth analysis of the influence 
of bots on a player's experience during game play. 
Aim 2: To effectively model aspects of player-like behaviours within FPS bot AI.  
2. How can aspects of player-like decision making processes be 
effectively modelled in a FPS game? 
 This question takes the knowledge discovered through answering 
the first research question by conceptualizing and creating an 
effective and practically implementable model of AI behaviour. 
Aim 3: To develop a prototype system of bot AI that builds on the identified model 
to measure levels of player enjoyment. 
3. To what extent does a developed player-like AI model applied 
within a working FPS game improve player enjoyment?  
 This question involves taking the model of AI designed during the 
second research question and integrating it into a FPS game‟s AI 
system to change the way the bots make decisions. This integrated 
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AI system will then be evaluated on the grounds of enjoyment to 
see if players find the adjusted bots to be preferable to those which 
do not employ the model. 
With the aims and research questions identified, an overarching hypothesis for 
this research can be derived, particularly from Aim 2 and Aim 3. This hypothesis is 
the following: 
First Person Shooter Bot Artificial Intelligence designed to reduce predictable 
and unrealistic behaviours will be more enjoyable for players than traditional 
FPS Bot AI. 
 In the context of this research and the final ThreatBot prototype, enjoyment 
is detailed as a measure of both Competence and Challenge, derived from 
the Player Experience and Needs Survey (PENS) and Game Experience 
Questionnaire (GEQ). These measures are explained in more detail in later 
sections of this thesis. 
1.2 RESEARCH CONTRIBUTION 
The concept of „player-like‟ behaviour underpins this thesis. Essentially, it is a 
way of broadly describing how a human player performs and behaves when 
interacting with a game. More importantly, this described behaviour is focused on a 
player‟s perceived level of threat or risk, which is seen to be a strong element 
contributing to player decision making (Arrabales, Ledezma, & Sanchis, 2009). This 
behavioural quality can be likened to what a human player experiences when playing 
another human player, as opposed to the sometimes static and predictable behaviour 
of an AI opponent. However, this research is not attempting to generate the same 
enjoyment players get from playing against other human players. It is instead focused 
more towards making more player-like bots for the purpose of making more 
enjoyable bot interactions. It is not trying to bridge the gap between bots and humans 
but rather to emulate desirable player-like behaviour within a basic AI architecture. 
Player-like behaviour and AI is explored and explained in more depth in the 
Literature Review and user studies associated with this research. 
Player enjoyment is also of particular importance within this thesis as it is one 
of the fundamental justifications for the project. The ultimate goal of the research is 
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to deliver a better game experience for the player. The observations of player 
dissatisfaction with AI in FPS games stems from material examined in the Literature 
Review, previous research by the author (Conroy & Wyeth, 2010) and the studies 
associated with this research. Additionally, it is intended that the developed model 
will have the necessary design and technical attributes to be readily applied and used 
in modern day games. It aims to model human decision making in uncertain, 
threatening situations and should therefore provide a level of unpredictability and 
challenge not previously seen in game AI.  
1.3 THESIS OUTLINE 
This thesis is structured in terms of the research hypothesis, aims and questions 
outlined earlier in this chapter.  The major chapters of this thesis are the following: 
 Literature Review - This chapter is designed to allow the reader to 
establish insight into the research domain and understand how conclusions 
from the current literature have been drawn. This review pays special 
attention to two core concepts within the domain: the player experience and 
current bot AI implementations. Additionally it attempts to formulate a gap 
in the research and suggests an avenue for addressing said problem domain.  
 Approach - From the information in the Literature Review, a universal 
action plan is described taking into consideration the research aims and 
objectives. Hypothetical situations and findings are discussed with 
appropriate answers to perceived problems. Significantly, it establishes 
paradigms regarding user studies, their potential results and how to 
progress should they contribute significant findings. 
 Expert FPS Gameplay Study - This user study is mostly qualitative in 
nature and is used to establish a preliminary understanding of player-like 
behaviour and expectations regarding bot AI. It is designed to address Aim 
1 and to answer the first research question, providing insight into how 
human players perform and what they expect from FPS arena shooter 
opponents. It also aims to discover bot behaviours that are either 
misinterpreted or missing from traditional bot AI implementations.  
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 Threat Assessment - This chapter revisits the literature to explore 
information uncovered by the Expert FPS Gameplay Study. Significantly, 
the observed player behaviours relating to the human threat response and 
what it means from a psychological standpoint. The hypothetical 
exploration and theoretical application of the phenomenon described as 
threat assessment is further explored in this chapter. In particular, it 
attempts to form a basis for understanding what player skill is and how 
threat assessment can be described as an acquired, experience-based skill in 
this model. It is believed that this understanding will more effectively allow 
player threat responses to be modelled in FPS bot AI. 
 Multiplayer FPS Study - This qualitative and quantitative multiplayer 
user study is used to determine whether players can effectively tell the 
difference between bots and humans. This is undertaken to see if players 
can truly tell the difference between opponent types to address player 
expectation bias regarding bot opponents. Designed to further address Aim 
1 and the first research question, it is used to continue exploration of 
player-like behaviour, assessing what enemy behaviours give away an 
opponent, being either bot or human. Threat response is also assessed, with 
participants answering various theoretical questions that are later cross-
examined with actual participant performance. 
 ThreatBot AI Mechanism Designs - This chapter takes the information 
from both the Expert FPS Gameplay Study, the Multiplayer FPS Study and 
the Literature Review content and theorizes various mechanisms for 
implementing adequate player-like threat responses in bot AI. In particular, 
it discusses how the decision making process should be affected and how a 
basic model can be designed from the participant data of the prior user 
studies. It is suggestive of both experimental and scientific design 
approaches and is used to address Aim 2, including the second research 
question. 
 ThreatBot Game Prototype - This chapter describes how the ThreatBot 
Game Prototype was developed, including the logic for its ground up 
design. The ThreatBot Game Prototype was created as an adequate test-bed 
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for addressing Aim 3. Additionally it details how previously designed 
mechanisms were included and adjusted, as well as how certain other 
technological developments were necessary. A breakdown of the game's 
content and interaction model is also included. 
 ThreatBot User Study - The final user study is primarily quantitative in 
nature, gathering statistical data from the ThreatBot Game Prototype played 
by participants. It is designed to answer the third research question as well 
as the primary research hypothesis, determining whether or not participants 
preferred the ThreatBot AI. This chapter also contains a detailed and 
thorough data analysis of the results from the study. 
 Conclusion - This chapter provides a brief overview of the entire research 
process. It justifies the exploration of the literature, describes the benefits 
of each study and how each studies methodical undertaking contributed to 
the aims of the research. Additionally it observes the ThreatBot Game 
Prototype holistically and recognizes its significance and contribution 
towards the greater research domain. This chapter is also concerned with 
future work and suggests several realistic avenues for its expansion and 
evolution.  
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2 Literature Review 
The Literature Review covers research relevant to the thesis questions and 
aims. It uncovers topics connected to the playing of FPS games, the bot AI 
technologies found within them, as well as the impact that they have on the player 
experience. The review identifies gaps within the research and helps formulate new 
concepts for achieving the project's aims. 
2.1 FIRST PERSON SHOOTER VIDEO GAMES 
The majority of First Person Shooter (FPS) games employ similar methods of 
control and game mechanics in both single player and multiplayer settings. The 
control of a player‟s avatar from the first person perspective comes from the input of 
one or more peripherals, usually a controller or keyboard and mouse combination. 
Movement of the player‟s character is achieved via the use of directional keys on a 
keyboard or movements of the left analog stick on a controller. Rotation of the 
player‟s first person perspective is most commonly transformed by movements of the 
mouse or directions inputted on the right analog stick (Crytek UK, 2011; Epic 
Games, 2007; iD Software, 2011). Most FPS games also provide additional 
movement options such as jumping, crouching and changing weapons which are also 
bound to keys or buttons.  
Besides control, FPS games can also offer a variety of game modes for the 
player. Typically in single player FPS games this comes in the form of a story driven 
campaign that the player completes to unveil the narrative. In multiplayer FPS 
games, game modes usually lack any form of narrative and instead provide 
individual or team based objectives for the player, usually in the form of gaining 
points. In the game mode dubbed „deathmatch‟, originating from games as early as 
the original Doom (Kushner, 2003), the objective is to gain points by killing or 
„fragging‟ other opponents in a free-for-all style. As mentioned, the focus of this 
research is predominantly on multiplayer FPS games and in particular, the AI bots 
that are occasionally designed to compete alongside human players during game 
play. Additionally, the most common characteristic across all FPS games, both single 
player and multiplayer is the various types of ranged weaponry available to the 
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player, often resembling both real world and conceptual ballistic weapons. Not all 
FPS weapons are inherently designed with violence in mind such as the use of the 
portal gun from the Portal series (Valve Corporation, 2007). However, weapons are 
predominantly used to provide interactions with enemies and environments of games 
within which they exist.  
The commercial success of First Person Shooters can be attributed to many 
elements. Besides the unique combination of features they can possess, FPS games 
have an innately strong focus on player experience being played predominantly from 
a first person perspective. However, with regards to FPS Bot AI, the player 
experience can often be misrepresented. FPS Bot AI can often behave unlike their 
human counterparts whom they are supposed to mimic or replace. This can 
potentially result in issues with both the realism and predictability of the AI 
opponents and a possible loss in player enjoyment. This concept is explored in the 
literature following. 
2.2 THE PLAYER EXPERIENCE 
How a player interacts with a FPS game is very different to how most, if not all 
modern approaches to FPS bot AI interact with the game world. A player interfaces 
with the game via the means of input devices such as a controller or keyboard and 
receives feedback from the game through its User Interface (UI) and changing game 
environmental visuals. It is a mechanical process, performing physical actions and 
making mental decisions that take time in both consideration and execution. A 
person is also faced with uncertainty in decisions and actions and may potentially 
have competing and conflicting goals.   
As a result there are many factors that can contribute to the success of a 
player's actions, especially in multiplayer games. Online network latency is a major 
issue for games that have multiplayer game modes. Shooting in an online FPS is 
greatly affected by latency resulting in decreasing accuracy and number of kills 
(Beigbeder et al., 2004; Claypool & Claypool, 2006). The frame rate and resolution 
of a working game can also have detrimental effects in both physical actions and the 
interpretation of visuals (Claypool, 2006). Players do not have a fully intuitive sense 
of orientation and action in virtual environments and must invest time and energy to 
master the control interface and learn the mechanics of each game (Przybylski, 
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Rigby, & Ryan, 2010). These are issues that Non-Player Character (NPC) AI does 
not experience. 
The physical activity of aiming or moving a cursor in a game is performed 
differently than most AI systems attempt to model. In Rayner's (2007) work on 
cursor driven modelling in FPS games, he attempts to make an accurate shot-
distribution model of successful player shots over a series of repeated attempts. He 
found that over time and after repeated attempts, a player will get more accurate per 
instance, as seen in Figure 2.1. This contradicts the randomly distributing 'missing' 
algorithms used to create artificial inaccuracy in modern FPS bots in certain games 
today (Rayner, 2007). Similarly, in a study performed earlier by Conroy and Wyeth, 
human aiming was revealed to not be a straightforward, formulaic procedure. 
Differences in distance, rotation amount and rotation speed can have drastic effects 
on the accuracy of players, as seen in Figure 2.2 (Conroy & Wyeth, 2010). A more 
realistic model of player-like aiming is devised in the research and suggestions 
towards both aiming and context aware bot behaviour are hinted at. 
 
Figure 2.1 - Shot Distribution Model (source Rayner 2007) 
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Figure 2.2 - Player Accuracy Distribution (Conroy & Wyeth, 2010) 
Additionally, the research by Hallam and Yannakakis (2009) focuses on 
augmenting the game play experience and entertainment value of a game by using an 
adaptive mechanism to adjust controllable game parameters in real time. It applies a 
technique known as „gradient ascent‟ to the user model to indicate the level of 
parameter adjustment necessary to lead towards games of higher entertainment value 
(Yannakakis & Hallam, 2009). This is performed using a game survey experiment 
controlled by an artificial neural network. It is a comprehensive attempt at creating 
an 'entertainment model' for use in games design that is adaptive and generic enough 
to be applied to many users or games. Dealing with issues such as 'fun' and a 
cognitive 'entertainment value', it is good step towards designing games with the 
player experience and satisfaction in mind. 
2.2.1 Flow, Engagement and Motivation 
As player motivation and engagement is a significant aspect of this research, 
understanding how the AI in a game affects player experience, motivations and 
enjoyment is important. The mental state known as 'flow' is an important 
psychological activity which drives this research as it encapsulates the incentives for 
performing an immersive, enjoyable task (Csikszentmihalyi, 1975). Sweetser and 
Wyeth (2005) in their research on flow in gaming examine the principles of flow in 
games regarding eight categories - concentration, challenge, skills, control, clear 
goals, feedback, immersion and social interaction. Their devised model, 
„GameFlow‟, is essentially a model for evaluating and categorising the level of 
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player enjoyment exhibited by the user when playing a game. This model is 
demonstrated in Figure 2.3. 
 
 
Figure 2.3 - GameFlow Model (Sweetser &Wyeth, 2005) 
Failure to adhere to one or more of the above criteria will adversely affect the 
others. For example, changes to challenge could affect such aspects as perceived 
control, feedback and ultimately immersion. The GameFlow model is able to 
distinguish between high-rated and low-rated games as well as identify why one 
succeeded and why the other failed (Sweetser & Wyeth, 2005). Although the 
GameFlow criteria does not directly assess the impact of AI in games, it is obvious 
that bot AI has an impact on immersion and challenge as well as effects on things 
such as player skill and control. 
Vorderer et al. (2003) performed research on explaining the enjoyment in video 
games and the role of competition as a form of motivation. As competition is 
regarded as a key element behind the explanation of a player‟s entertainment 
experience, the game‟s interactivity provides a continuous stream of challenging and 
competitive situations (Vorderer & Klimmt, 2003). The research describes certain 
games, such as Quake, as a sequence of competitive actions and containing up to 
four possible features: certain possibilities to act, a specific necessity to act, the 
player‟s attempt to resolve the necessity to act and a result which influences the 
enjoyment felt by the player. Successful completion of actions affects the emotional 
state of the player leading to the euphoric experience of enjoyment and increased 
motivation to continue playing (Zillmann, 1996). Dissatisfactory outcomes were 
observed to be different however, often increasing the player‟s motivation even 
further but overall diminishing the entertainment experience. Vorderer et al. (2003) 
also goes into what he describes as „social competition‟ in which the user competes 
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against an opponent controlled by the computer. Reasons for this include, among 
others, the desire for maintaining or enhancing one‟s own self-esteem and the search 
for positive mood inducing game scenarios. Vorderer‟s et al. (2003) research is an 
interesting take in the area of motivating and engaging game play and explores other 
areas that are overlooked or ignored in more recent studies.  
As player motivation and engagement is a significant aspect of this research, 
understanding how the AI in a game affects the player experience and their 
motivations to play is important. The work by Ryan et al. examines this issue. Their 
approach is that of a Self Determination Theory (SDT) (Ryan & Deci, 2000; Ryan et 
al., 2006) with their model looking at various aspects of human psychological 
satisfaction when playing games, particularly those of competence, autonomy and 
relatedness. To expound, the need for competence explains a player‟s desire for skill-
grade challenges and positive feedback for providing motivating play. The need for 
autonomy describes a player‟s want for wider, more diverse game play experiences 
to cater to their curious desire for choice and opportunity. The desire for relatedness 
comes from a player‟s general tendency to play and enjoy games with sometimes 
geographically remote players and possibly going on to form strong social bonds 
(Przybylski et al., 2010). Their work also goes in to other aspects of player 
motivation such as the mastery of controls and the motivational appeal of violence.  
The SDT model also hints towards aspects of player immersion and 
engagement as well as player's social and physiological background and how they 
can affect both the frequency and types of games being played. The research on need 
satisfaction is of particular relevance to the research proposed in this dissertation as it 
contains elements which are highly applicable not only to the realms of first person 
shooters (competence, violence) but the idea of practicing against bots (mastery of 
controls) as well. Although playing against human opponents can be a unique and 
thrilling experience, there is still a large population of players who prefer to play 
offline against bots (McDonald, 2010). Overall, SDT research provides a valuable 
approach to understanding intrinsic motivation and can assist in giving a greater 
insight on how to evaluate player motivations. 
The work by Hoffman and Nadelson (2009) also examines engagement and 
motivation. In an early study, 25 participants were interviewed regarding the topic of 
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motivation and engagement in gaming concerning their inclination towards 
observable patterns and behaviours (Hoffman & Nadelson, 2009). Using multiple-
level games for reasons of increased engagement levels, their study shows that 
gaming participants possess desires to gain power, create rules, interact, compete, 
create self-identification, bond and escape real-life challenges as a means of 
motivation. Users appreciate games at a non-diegetic level reaching a point of near 
obsessiveness sometimes referred to as „deep play‟ (McMahan, 2003). Concerning 
engagement, participants were found to consider escapism, fun, social connectivity 
and the achievement of task-related goals through control as their primary reasons 
for engaging in a game. Like flow, game tasks that were too easy or overly difficult 
would impede engagement, though on different levels. This research also reinforced 
the notion that continued engagement in gaming comes from the relationship 
between the individual‟s skill and the game‟s complexity (Malone, 1981).  
Similarly, research exploring player motivations in virtual agents has analysed 
virtual agent behaviour in computer games and defined equations to predict the 
likelihood of player reception regarding certain NPC encounters in games (Bostan, 
2010). This was done to explore the possibilities of using artificial personalities to 
change a player‟s motivation and immersion when interacting with NPCs. The 
research is grounded by a belief that player motivations are influenced by 
psychological needs and interactions that take place between these needs and it 
provides a framework to improve the understanding of virtual agent behaviour in 
computer games (Bostan, 2010).  
2.2.2 Immersive Gameplay 
Immersion during games is an important aspect to consider as it is what keeps a 
player interested and compelled to continue. Immersion is a state that many games 
should strive to achieve amongst consumers. Designing a game to be an immersive 
experience should be a primary goal, as a boring, confusing or even frustrating game 
will likely not be played. It is often viewed as critical to game enjoyment, immersion 
being the outcome of a good gaming experience (Jennett et al., 2008). Immersion is a 
metaphorical term and in gaming it is essentially a state where the player is 
psychologically caught up in the game environment or scenario to the point where 
they feel a sense of „presence‟ (McMahan, 2003). A game does not need to be 
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photorealistic for this to occur. The graphics do not need to be spectacular, but they 
do need to be consistent and ensure nothing catches your eye as being wrong or out 
of place (Sweetser, 2006). As the Artificial Intelligence in a game has a strong 
connection to how immersive a game can be, the factors contributing to player 
enjoyment should not be ignored. This is particularly true when analysing game play, 
both internally as character actions and externally as player reactions. Regardless of 
the type of immersion, achieving it can be satisfying to the players and can be one of 
the goals for playing the game. However, the immersion does not mean that players 
are unaware of their surroundings or that they are playing a game, but rather that they 
are deeply focused on the interaction they are having within the game (Bjork & 
Holopainen, 2005).  
Nacke and Lindley‟s (2008) work on immersion in FPS games also covers 
some interesting points concerning compelling game play (Nacke & Lindley, 2008). 
Using Csikszentmihalyi‟s flow model (Csikszentmihalyi, 1975) as a basis, they 
designed three types of levels for the game Half-life 2 to test for seven specific 
characteristics: Immersion, Flow, Tension, Competence, Challenge and Negative and 
Positive affect. Results were mostly as expected with, for example, levels of 
competence and negative affect being high on the stage designed for boredom with 
immersion and challenge levels being low. While they admit that their methods are 
not the best for measuring enjoyment and engagement, it is an interesting approach 
to measuring for compelling game play. 
Finally, the work by Jennet et al. covers a number of issues defining and 
measuring immersion using the results from three experiments. Gamers appear able 
to define immersion for them-selves, but measuring it quantitatively is difficult. 
Using multiple questionnaires, a weak link between cognition, dissociation and 
emotions was identified regarding the game factors of challenge and control (Jennett 
et al., 2008). It was also observed that the longer someone took to complete a task in 
a game, the more immersed they were, suggesting that the more immersive a game is 
the more difficult it was to re-engage with the real world. Emotional state also 
appears to have links to immersion, with higher levels of anxiety and negative 
responses given when the pacing of game conditions became overwhelming. This 
relates specifically to elements of flow (Csikszentmihalyi, 1975). 
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2.2.3 Player Activity Patterns 
FPS games are, like all games, subject to observable tendencies such as societal 
and architectural trends and patterns. While some of these patterns can be resource, 
presentation or even narrative based, of particular importance are the patterns that 
players themselves exhibit and how their consequences can affect the game play. 
This can range from emotional responses during the game to physical undertakings 
outside of the game world. Bjork and Holopainen (2005) identify a comprehensive 
list of the many forms of patterns visible in both the action of playing games and 
games design in general. They detail a variety of generic player actions, their use in 
game play scenarios as well as the consequences and relationships centred around 
them. For example, they described the action of Aiming & Shooting to be a 
dexterity-based action that is possible in real-time games. It often requires extended 
actions and timing from a game element point of view, and therefore promotes what 
they describe as Spatial Immersion (Bjork & Holopainen, 2005). 
Understanding what occurs when a person does something is a useful 
quantitative tool to possess. While there are several models of evaluating basic 
human interaction, perhaps the most common and well known is Norman‟s Seven 
Stages of Action (Norman, 2002). Norman has done extensive research and analysis 
into areas involving the design of manmade objects and our interaction with them 
(Norman, 2002). He proposes a model that consists of a person‟s executions and 
evaluations deriving from and affecting their goals, displayed in Figure 2.4. The 
execution of actions, which is based on a person‟s current goal, involves the intention 
to act, the sequence of actions to be performed and the physical execution of that 
action sequence. The evaluation process, which can change the current goal, involves 
a person‟s perception of the world, the interpretation of that perception and an 
eventual evaluation of those perceptions. When combined, the two major cycles form 
the basis of the model which can be used to describe basic human interaction on 
many levels. This model has been used in research as both a tool for understanding 
and breaking down human computer interactions (Cai, 2009) and should provide a 
suitable tool for positioning this thesis. 
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Figure 2.4 - Norman's 7 Stages of Action (Norman 2002) 
2.3 PLAYER SKILL AND EXPERIENCE 
When considering the psychological experiences of players, it is important to 
acknowledge how player skill and experience can affect these instances. This is 
especially true of those skills related to a player's cognitive abilities and consequent 
reaction times. Research has compared the differences in visual selective attention 
between video game players and non-video game players (Green & Bavelier, 2003). 
Using various tests to measure differences in levels of distraction, enumeration, field 
of view and attentional blink (the ability to process different stimuli in quick 
succession), video game players were found to outperform non-video game players 
substantially in every category. Specifically, video game players possess enhanced 
attention capacity, greater resources to handle increasingly complex tasks without 
being overwhelmed, a universal application of attention to varying task degrees and 
the capacity to switch between tasks in response to stimuli much faster.  It was also 
found that, after 10 days of training for 1 hour a day, non-video game players became 
markedly improved in many of the categories as well, suggesting that there is a 
strong link between visual attention and experience. 
The work by Dye et al. builds off the work from Green (2003), and applies 
what is called the Attentional Network Test to both video game players and non-
video game players (Dye et al., 2009). ANT is supposedly capable of measuring 
alertness, orientation and executive control. The results show that gender has no 
significant difference regarding reaction times, but that younger participants 
generally possessed slightly faster reaction times. It also showed that video game 
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players made faster reactions than non-video game players at no reduction in 
accuracy. This suggests that across a wide range of ages, people experienced with 
video games are more likely to respond faster and more accurately to provided 
stimuli.  
The research by Krishnan et al. also builds off the work from Green (2003), but 
attempts to distinguish the differences in visual cognition between fast action FPS 
players and slower paced Role Playing Game (RPG) players (Krishnan et al., 2013). 
Participants were required to view segmented parts of a circular object quickly so as 
to visually hit the points within the segments, detailing whether the correct parts of 
the object were being viewed. FPS gamers were seen to, on average, perform better 
or the same than RPG players during simple segmentations. However, when the 
circle was segmented into 8 regions, only 4 of which required attention, FPS gamers 
achieved a significantly higher hit rate. The data also suggests that FPS players, in 
addition to having more efficient visual search strategies, appear to employ an active 
suppression mechanism that is not detectible in RPG players. It would appear that 
fast-action video gaming trains the mechanism of suppressing irrelevant information 
to improve performance in a rapidly changing complex environment. 
2.4 IMPACT OF AI ON THE PLAYER EXPERIENCE 
An important factor concerning balance in FPS games is tuning the AI to be 
competitive and comparable to that of its human opposition. As players interface 
with the game differently than any AI system does, there are discrepancies in 
performing even simple motor mechanics necessary for play (Claypool & Claypool, 
2006). The AI may be designed to unintentionally outperform human players 
undertaking certain actions such as aiming or detecting and may need to be 
inadvertently be tuned down to balance their performance. While this kind of 
adjustment has become common practice in the industry, it is impossible for a bot to 
achieve an equivalent level of human skill from this practice alone.  
2.4.1 Player preferences for bot AI 
Investigating player preferences, Clarke and Duimering (2006) present insight 
into how computer gamers experience the game situation, particularly with regards to 
bot AI. Their work considers computer games as behaviour settings worthy of social 
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scientific investigation instead of undifferentiated activity (Clarke & Duimering, 
2006). Overall, interviewees stated they enjoyed the presence of bots in games as 
they provided more choices for game play and opportunities for fun. This is similar 
to findings investigated by Sweetser & Johnson who claim that bots provide 
convenient, single player alternatives as well as adequate opponents for practice 
(Sweetser & Johnson, 2003). This is particularly true when human players believed 
their skill was not on par with other human players. Challenging bots were preferable 
as they gave players a chance to practice their skills and improve and make the game 
more enjoyable such as filling in for a human player. Bots were viewed to be most 
enjoyable when the skill and ability match between the bot and the human player is 
reasonably even.  
However, this parity was identified as hard to achieve by players as there are 
many actions that bots simply can't or don't perform as realistically as human players 
would. For example, bots can be unrealistically accurate with uncanny reflexes at 
higher difficulty levels. Giving bots unfair advantages such as knowledge of the 
game state was also criticized (Clarke & Duimering, 2006). Knowing when a player 
is, for example, behind a wall, can lead to both frustrating and predictable game play 
over the course of a game. On the other hand, some interviewees also complained 
about the lack of challenge bots can provide when these kind of behaviours become 
exploitable. Not retreating intelligently or advancing in a predictable manner allows 
human players to devise simple strategies to defeat them. This was described as a 
'subhuman' bot behaviour (Clarke & Duimering, 2006). Interviewees also 
commented on the desire to not necessarily have bots have increased/decreased 
performance, but to generally just express human-like behaviour. Markedly, to make 
the random mistakes and nuanced actions players make, such as misfiring or freezing 
momentarily when encountering an enemy. Using cover and line of sight as well as 
retreating when unhealthy were also mentioned.  
Sweetser and Johnson also go on to discuss the aspects of opponents that 
human players desire with reasons for preferring either bots or other human players. 
Their research asks the implied question of "why do people like playing computer 
games with other people?", and aimed to answer this via the use of a questionnaire 
(Penny Sweetser & Johnson, 2003). Forty seven participants (58%) indicated that 
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they preferred playing with human players. Social aspects of play were also detailed, 
describing the experience as more enjoyable when playing with friends and beating 
real human opponents. Reasons for this were predominantly related to intelligent 
behaviour. Intelligent behaviour in humans was related to higher levels of 
cunningness, flexibility, unpredictability, adaptation and challenge. These findings 
are similar to those investigated by Weibel et al. who states that higher levels of 
presence, flow and enjoyment are experienced when playing against a human 
opponent (Weibel et al., 2008).  
2.4.2 Believability Research 
When evaluating the differences between human and AI players, it is important 
to recognize the research specifically tailored towards making noticeable distinctions 
between the two. However, it is just as important to allow for some evaluation of 
credibility regarding judge reliability. It is possible for human judges to be biased 
with their own subjective expectations of bot behaviour. Exploring believability 
research with a level of scepticism is therefore beneficial. 
Perhaps the most well-known believability research in the realms of bot AI is 
the 2K BotPrize Contest. In 2008, Phillip Hingston devised a competition to evaluate 
the believability of bots to their human counterparts in a Turing-test
2
 fashion (Philip 
Hingston, 2009). It should be noted that while the judges all had some experience 
either playing or making games, some specifically in the realms of artificial 
intelligence, one admitted weakness in the judging panel was their lack of expertise 
in observing in-game human behaviour. To put it another way, they were not 
experienced or expert players of the game Unreal Tournament 2004. This 
acknowledgement is important as it raises questions of judge based subjective 
biasness (Livingstone, 2006). Despite this however, the results from the study 
revealed that the bots were not adept at behaving like human players would, with 
only two cases of a bot configuration fooling 2 judges out of 5 and another incident 
where it fooled 1 out of 5. The judges also commented that there appeared to be no 
correlation between observable skill and humanness and that it was easy to identify 
bots due to their predictability and inappropriate responses to unusual game 
conditions.  
                                                 
2
Turing test - A test of a machine or AI's ability to demonstrate intelligent behaviour. 
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On the topic of human judge reliability, the work by Livingstone is quite 
relevant. Livingstone's research brings to attention is the measuring of the 
believability of AI in video games. Firstly it identifies the idea as a subjective 
process that has traditionally been measured using questionnaires based on 
participant or judge observation. Scoring believability to an arbitrary scale is also 
subjective (Livingstone, 2006). Attempts to imitate human behaviour were tested in 
Pong and it was found that observers of this behaviour varied significantly in their 
ability to correctly distinguish between AI and human opponents in a Turing test 
fashion. While one managed to rate 14/16 correctly, another rated 14/16 incorrectly. 
Most of the other judges were close to this vast difference in ratings, leading to the 
belief that while an AI opponent is at least drastically different from a real human, it 
may incorrectly be identified as a human because of that difference. Human judges 
seem to have a subjective expectation of what human behaviour is like in games and 
can therefore be wrong if those personal expectations are not met (Livingstone, 
2006). This is a critical understanding when using human judges that all researchers 
should acknowledge, especially as it appears to be affected by the judge's experience 
with the game.  
Similarly, Gorman and Thurau's research on Bayesian imitation proposes a 
method of quantifying the degree to which cognitive agents are perceived as 
humanlike. It is designed to minimize subjectivity and to produce a believable index 
weight according to observer experience and certainty (Gorman & Thurau, 2006). 
Using Quake II and a Bayesian model that focuses specifically on strategic planning 
and motion modelling, the goals and actions of players are identified and recorded. 
The work suggests a rigorous framework for assessing agent believability, basing 
observable actions on a believability index expressing the 'humanness' of certain 
actions. This is performed by providing a group of low to high experienced judges a 
series of clips of avatar behaviour which they are required to rate from 1 (human) to 
5 (artificial). The combination of all of this creates a library where the actions of a 
bot or human are recorded and the clips of said actions are rated and averaged on 
their overall level of humanness. This identifies the types of behaviours and actions 
which are most and least apparent to judges in terms of identifying between bots and 
humans. After 20 survey responses and over 900 rated clips, it was observed that 
clips of bots based on human imitated behaviour were mistaken as human 69% of the 
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time. Rule based bots were only mistaken 36% of the time. An important correlation 
found was that as experience level rises, so does the respondents prowess to correctly 
identify human player clips more frequently and misidentify the default standard bot 
clips less frequently. This observation can be likened to results observed in other 
studies, particularly Livingstone's (Livingstone, 2006). The actions and behaviours of 
experienced players are therefore worth exploring. 
2.4.3 Experienced player-like behaviour identification 
Evidence suggests that a judge's experience with a game being used in 
believability testing has an effect on the judge's reliability. For veterans of certain 
games, noticing the difference between opponents is usually more accurate 
(Livingstone, 2006). Research also suggests that experienced players have a better 
understanding of the objectives of the game which can result in the identification of 
specific, player-like behaviour. As an example, highly skilled and experienced 
players are found to traverse the game environment quite methodically, collecting 
items to strengthen their character to give them a statistical advantage during future 
enemy encounters (Gorman & Thurau, 2006). Because of this, it is worth exploring 
the actions and behaviours of experienced players of FPS games as well as the 
mechanics and ideologies which can help represent this player-like behaviour. 
Early research by Laird et al. involved the study of skill and humanness levels 
in a custom developed bot 'Soarbot' (Laird et al., 2000). Specifically it looked at how 
efficient and humanlike the bot's aiming is. Importantly, Laird also mentions that 
actual human players who are playing the game may not actually be the best judges, 
being too occupied with the game and thus unable to devote much time to observing 
players closely. While this is an important distinction, it is also necessary to point out 
that using external judges inexperienced with the game is as equally as erroneous, 
evidenced by results in the first BotPrize competition (Hingston, 2009). To address 
this, human evaluators were given recordings of what the bot sees so they could 
compare it to how the humans behaved in the same situation. During the testing, it 
was found that decision times hypothesized for human players were observed to be 
the most human-like, however aiming skill was not a good indication of human-like 
behaviour. 
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Continuing from this, Laird later assessed the aggressiveness, aiming skill, 
decision time and tactical knowledge (in a Turing test fashion) of bots and concluded 
that variations in decision time show changes in ratings of humanness. The best 
performance appeared to come from a decision time similar to that hypothesized for 
humans (Laird, 2001). One of several aspects they tested for was the level of 
perceived skill and humanness of the bot with a set decision time. At low decision 
time intervals, the bot‟s skill was seen to be impressive. However, at the same time 
this was not seen to be very player-like in execution. A fast reaction time, while 
humanly possible in certain circumstances, does not belie a player-like manner of 
execution. In human players, the fast rotation and accuracy demonstrated by bots is 
both unreliable and almost impossible to perform (Conroy & Wyeth, 2010; Rayner, 
2007). In order to achieve a human level of expert skill, additional improvements 
were needed in other skill areas because the decision time for their fastest example 
was superhuman. Laird also explained that they needed to improve the time 
modelling of sensing and motor actions as well as improve other aspects of the bot‟s 
skill (Laird, 2001). The algorithms and techniques developed by Laird controlling the 
bot's aim are similar to those used in games today.  
Just as experienced players are more adept at identifying AI opponents, so does 
their appreciation for the decisions made by the AI. The work by Johnson and 
Gardner goes into detail regarding aspects of the media equation, but specifically 
describes a user study involving teams of either humans or both human and computer 
players (Johnson & Gardner, 2005). The most significant finding was that the more 
experienced a human player was, the less inclined they were to listen to 
recommendations by the AI. Additionally, they were more inclined to rate the 
usefulness of the computer lower and generally perceived themselves as less similar 
to the computer players. This is similar to findings made by Krach et al. (2009), who 
identified that engagement levels drop considerably when interfacing with an alleged 
AI opponent (Krach et al., 2009). Krach's research reveals interesting results about 
how people behave and feel when they think their opponent is human. Greater 
Theory of Mind (ToM) brain activity was present when players played a game of 
rock-paper-scissors against an alleged human player. However there were differences 
in brain activity depending on the gender of the human player. In particular, women 
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were viewed to not be as engaged as men when playing against an alleged computer 
opponent, whereas men compensated for weaker ToM abilities with increased effort. 
Finally, the research by Hingston and Soni focuses on a qualitative approach to 
garnering how experienced players perceive bot actions. Hingston's team designed 
bots for a commercial video game that uses a neural network to select actions. They 
recorded data from a human player and used it to train the network. They then tested 
the resulting bots by having human players compete against them, and asking them 
about their impressions of their opponents (Soni & Hingston, 2008). The results were 
successful with the human testers finding the trained AI to be more human-like in 
nature. Their results showed that in the context of their study, human players 
consistently found the bots to be more player-like, less predictable, more re-playable, 
and more challenging than the provided, hand-coded bot (Soni & Hingston, 2008). 
While Hingston's research is primarily focused on identifying player-like behaviours, 
it is but one of many examples of how different AI technology can be used to create 
better bot AI opponents. The topic of FPS bot AI research and technology is 
therefore worth exploring. 
2.5 FPS BOT AI RESEARCH & TECHNOLOGY 
The literature surrounding bots in FPS games is extensive, spanning many 
authors, technologies and years. Most academic research regarding bot AI in games 
is done with open source releases of games which expose some or all of their bot AI 
interfaces. The technologies applied to bot AI in academic research can typically be 
categorised as Evolutionary or Genetic Algorithms, Machine Learning, Neural 
Networks or Player Modelled Scripting. While the technologies applied to bot AI 
may vary categorically, often the research purposes and application of them are 
similar. Many research projects will have crossovers between technologies, 
employing multiple combinations of the listed categories. For example, neural 
networks are popularly used for high level decision making, but may be provided 
heuristics from a machine learning process (Soni & Hingston, 2008). Because of this, 
the specific technology categories in this section of this document will contain 
research that is most dominantly concerned with the technological category in 
question, even if the research contains elements of other technologies. Additionally, 
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as the research regarding bot AI technologies is so extensive, the review of the 
literature here should be viewed more as summary of the most relevant material.  
This section also describes interesting topics related to AI research such as 
embodiment and emergent decision making. However, before exploring the AI 
categories and additional considerations, it is necessary to discuss one of the 
principle systems controlling most of video game's AI agents, from both past games 
to games designed today. 
2.5.1 Finite State Machines 
Finite State Machines have been used for creating AI in all types of games for 
decades and they have been refined and optimized in software engineering as early as 
the 1960‟s (Hopcroft, 1971). They are still being used extensively in games today 
and provide the foundations for more complex AI systems (Hardwidge, 2009; 
Nareyek, 2007; Orkin, 2006). Finite state machines are essentially mathematical 
systems that transition from one state to another from a finite number of possible 
states (Moore, 1956). Concerning their application in games, they are easy to design 
and perform their tasks in a reliable fashion and can have simple decision making 
properties that can take priority and weight factors into account. Finite state 
machines are often used to model the line of thinking for a bot with the different 
states of the finite state machine representing different states of mind, or different 
kinds of behaviour (Waveren, 2001). They also allow more complicated technologies 
such as neural networks and fuzzy logic to run alongside them, overriding simpler 
aspects of their original design for more specific behaviour (McPartland & 
Gallagher, 2008a; Nareyek, 2007). For doing the simple tasks such as making bots 
transition between combat, exploratory and idle states, Finite State Machines are a 
useful technique to use. However, when AI demands more complex actions to be 
performed, traditional finite state machines start to become less reliable.  
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Figure 2.5 – Simple Finite State Machine (Waveren, 2001) 
Some of the problems with FSMs are that they can be poorly structured, put 
together ad hoc and increase in size exponentially as the development of a game 
progresses (McPartland & Gallagher, 2008a). While the underlying idea behind 
FSMs is both adequate and appropriate, it is often their design and implementation 
which is problematic. This can make the tuning and maintenance of FSMs difficult in 
complicated game environments (McPartland & Gallagher, 2008a). They can often 
contain states within states and multiple state variables that, if not well thought out, 
can be cumbersome and redundant (Waveren, 2001). However, despite their potential 
design flaws, FSMs are still considered to be one of the best systems for developing 
AI quickly and efficiently, especially considering their low computational overhead. 
They are considered ideal for smaller projects and games with limited development 
and testing time (Hardwidge, 2009). If the simplest technique works for the problem, 
then the use of advanced techniques is not necessary, especially if it won‟t give better 
results (Sweetser, 2006). 
2.5.2 Evolutionary Algorithms 
Evolutionary or Genetic algorithms with regards to FPS bot AI can be broadly 
described as any technology that borrows processes from biologically understood 
principles related to genetics and/or generating offspring. When applied to bot AI, 
this type of technology is typically used to generate agents that have more desirable 
behaviour from a potentially larger pool of AI attributes. Characteristics that are 
more desirable are slowly evolved into offspring agent behaviour, particularly when 
incentives such as fitness functions are provided (Esparcia-Alcazar et al., 2010). 
Developing agents using evolutionary principles is usually automated and therefore 
takes an amount of time for respectable agent behaviours to be established. 
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The examples of FPS bot AI using evolutionary algorithms at their core are 
understandably varied and complex, considering their origin. Bots have been evolved 
to employ specific play styles and characteristics to identify which player-like traits 
are the most successful (Esparcia-Alcazar et al., 2010). Similarly, behaviours that are 
deemed possible only to human players are sometimes encouraged during evolution, 
providing agent behaviour worthy of placement in competition (Schrum et al., 2011). 
The rewarding of evolved, player-like behaviour has also been used in other game 
genres such as Real-Time-Strategy (RTS), although with somewhat unsatisfactory 
results (Andersson & Olofsson, 2003). Interestingly though, other player choices 
such as weapon selection and navigational strategies have also been considered, 
generating agents that are very close in behaviour to expert players (Cole et al., 
2004).  Positive results such as Cole's encourage investigation into AI opponents 
designed around game environments and mechanics. 
2.5.3 Machine Learning 
In the context of FPS bots, machine learning can be described as a process of 
actively teaching AI opponents how to perform more efficiently by using various 
learning algorithms exposed to expert player knowledge. This knowledge as well as 
certain game play mechanisms is typically exposed to the learning algorithms in 
order for deeper, more intelligent decision making to be possible. Weighted rules and 
prioritised heuristics can be 'learnt' through a combination of analysing expert data or 
by using a system of rewards (Bonse et al., 2004; Goyal & Pasquier, 2011). For 
example, using certain weapons or picking up items in certain circumstances could 
prove more successful at particular times. Using machine learning techniques 
therefore requires a somewhat comprehensive understanding of game play mechanics 
in order for the bots to be most effective. 
The avenues for the use of specialized machine learning in FPS games are 
extensive, particularly considering the variety of FPS mechanics available. Some 
researchers have typically applied machine learning to make bots more efficient in 
combat (Bonse et al., 2004; Geisler, 2002; Glavin & Madden, 2012; Liaw et al., 
2013; Wang et al., 2009; Zanetti & Rhalibi, 2004). Other researchers have looked 
into elements such as weapon selection policies and how more resourceful, 
contextually aware weapon usage can make a difference (Galli et al., 2009). Specific 
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investigation into how important maximizing between health retained and damage 
dealt while in combat has also been undertaken with noticeable improvements in bot 
performance (Goyal & Pasquier, 2011).  
Machine learning research has also been applied extensively towards making 
bots more human-like in their behaviour. This requires a slightly different approach 
as considerations for maximum performance and efficiency are usually not as 
important (Priesterjahn, 2007). A typical way of doing this is to make bots mimic 
human actions as closely as possible. However, this often has the added conundrum 
of making the bots far from competitive due to the amount of erroneous and illogical 
behaviour that is also added to a bot's routines (Bauckhage et al., 2007). Priesterjahn 
addresses this by creating an imitation based learning optimisation based on recorded 
player behaviour. 
The work by Tong et al. is another example of making more human-like bots, 
introducing specific human states into the bots finite state automata, including 
roaming, attacking, fleeing and looking for health (Tong et al., 2011). Having 
specially defined player modelled rules that the machine learning process did not 
have to learn, proved successful at pruning many undesirable behaviours. Similarly, 
the work by McPartland & Gallagher involved a game prototype where game 
designers could program bots with minimal effort or understanding of the game 
(McPartland & Gallagher, 2012). McPartland's previous work with reinforcement 
learning showed that human-like behaviours such as navigation, item collection and 
engaging in combat can be directly taught to bots and improved on over time 
(McPartland & Gallagher, 2008a, 2008b). The bots trained by game designers 
performed better at their respective tasks and at playing the game then bots that are 
automatically trained by a standard training algorithm. Interestingly, this suggests 
that some element of designer interaction is necessary for a bot to perform and 
behave realistically like a human player would. 
Bauckhage and Thurau are particularly relevant in the field of using machine 
learning processes to make more human-like bots. Early projects discuss the topic in 
detail (Thurau et al., 2000), with later research discussing how machine learning is 
still largely ignored by the games industry (Bauckhage et al., 2003). Particularly, the 
concept of the 'state' of a player being a core component towards understanding how 
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players, and therefore bots, should behave is of particular interest (Thurau et al., 
2003). Player actions such as aiming, navigation and the logic behind weapon 
choices was learnt and implemented using machine learning processes (Bauckhage & 
Thurau, 2004). Insights were discovered regarding how effective bots were at 
learning simple rules such as the effectiveness of weapons at certain ranges. 
Imitation of human behaviours was also experimented with, revealing that bots that 
mimic successful human behaviour are more likely to succeed than just mimicking 
random human behaviour (Bauckhage et al., 2007). The insights into how the player 
experience should affect the design of bot AI provided by Bauckhage and Thurau 
should be taken into careful consideration. 
2.5.4 Neural Networks 
In the context of this research, neural networks can be described as any bot AI 
technology that is most closely related towards mimicking some aspect of human 
neurological decision making. They are typically described as structures containing 
'neurons' which communicate with each other on information and inputs provided by 
a game environment. Neural Networks in academic research can be complex 
mathematical designs, usually employed to handle technical problems other 
technologies are not suited to (e.g. visual cognition in environments). Pure neural 
designs are therefore not as popular and are typically backed with some manner of 
reinforcement or machine learning processes when decision making operations are 
necessary. Generally speaking, Neural Networks are an interesting if slightly 
unorthodox approach for addressing bot AI in games.  
While most neural systems designed for bots are predominantly controlled by 
machine learning, certain research projects focus more on the logical processing of 
decisions than the learning process. While these neural network bot AI applications 
are rare, some have received recognition for their achievements. Gamez et al. 
Neurobot is based on theories about the circuitry of the human brain, providing a 
neural workspace of dynamic real-time environments (Gamez et al., 2013). It 
successfully competed in the BotPrize 2011 competition, placing 2nd with a 
humanness rating of 35%. Similarly, the research by Hoorn et al. (2009), inspired by 
environmental cognition in robotics, resulted in a bot that could detect and navigate 
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its environment without requiring access to the level's logistical information (van 
Hoorn, Togelius, & Schmidhuber, 2009; van Hoorn et al., 2009). 
Tackling a much different problem, Burkey and Rhalibi use a neural network 
to make a bot perform contextual weapon selections (Burkey & Rhalibi, 2005). 
Using fuzzy logic and perceptrons, the implemented system makes use of an indirect 
adaptation technique, with the adaption AI modifying behaviours based on feedback 
according to its actions.  Worth mentioning is the researcher's focus on attempting to 
model the way in which players make appropriate weapon choices, stating that due to 
the nature of the game (kill or be killed), doing so efficiently and logically through 
weapon selection should be considered important. Conclusively, it is apparent that a 
bot can eventually learn to prefer weapons that are more suitable for the 
environmental context and its personal aptitude instead of simply using default 
weapon preferences. 
2.5.5 Player modelled scripting 
In the context of this research, player modelled scripting is a term used to 
describe any developed bot AI which predominantly relies on emulating human 
behaviour by observing characteristics of human game play and implementing it via 
hardcoded means. This typically involves creating predefined rules and heuristics 
alongside decision making systems (e.g. FSMs) that are tailored and tested to 
specific criteria. While the process can be laborious, it is often necessary to create 
intricate behaviours that can be difficult, time consuming or simply impossible to 
learn.  
Many bot AI technologies that use player modelled scripting attempt to 
emulate specific human-like characteristics in their designs. Hirono & Thawonmas' 
ICE bot uses just two primary states, Battle and Item Collection, to prioritize weapon 
selection and item pickups based on distance (Hirono & Thawonmas, 2009). This is 
similar to research performed by Policarpo & Urbano in which a dynamic bot AI was 
capable of prioritizing actions in real-time, based on simple rule-sets (Policarpo & 
Urbano, 2009). Hartley & Medhi's bot has a similar focus, but is more concerned 
with the relationship of fitness functions controlled by health, armour and 
ammunition levels. Taking a much different route, Acampora et al. builds on 
psychological theories, modelling the personality and of emotions of players during 
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specific actions in an attempt to influence bot AI  decision making (Acampora et al., 
2012). Even from these examples it is clear that there is a diverse avenue of 
application for player modelled scripting. 
Perhaps the most reputable use of player modelled scripting comes from the 
work of Laird in the early 2000's. When arena shooters were first emerging, Laird 
was making significant progress with the development of the famous Soar bot (Laird, 
2001). Evolving from technology using actual robots, this system contained a bot 
that attempts to understand and explore its environment as well as anticipate 
opponents based on its understanding. The anticipation module can be described as 
creating an internal representation of what it thinks the enemy is experiencing and 
predicts its behaviour by selecting what it would do under the same circumstances. 
As dated as Laird's research is becoming, the relevance it has regarding all player-
like bot AI and the links it has with bot AI research thereafter has been significant. 
Part of this is because it explores the reasons behind why highly skilled and 
experienced players perform certain behaviours as well as making a bot understand 
and perform them. In particular, Laird's research focuses on the idea of 'map control', 
something that many developed bots, both commercial and research based, do not 
even consider even today. 
2.5.6 The Quake 3 Arena Bot 
The master's thesis by Waveren, while old, is still a relevant and useful 
document and one of a kind in the larger body of bot AI research. It is one of few 
papers that actively attempts to break down a bot in an existing commercial game to 
understand the intricacies and processes behind the bot's development (Waveren, 
2001). In this case, the Quake 3 Arena Bot from iD Games (iD Software, 1999). Of 
note are two systems employed by the bot concerning navigation and selection of 
weapons, revolutionary for the time and still relevant today. Navigation was achieved 
via the use of an Area Awareness System that analyses the local environment and is 
capable of solving semi-complex puzzles on its own. It creates areas that it is capable 
of standing on safely and merges them together, creating a traversable map of the 
game environment. It also uses ray traces to calculate routes concerning parts of the 
environment that are reachable so as to be able to jump, swim or even rocket jump 
from places not directly connected to each other. Weapon selection is based on fuzzy 
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logic that also controls how much the bot wants certain weapons and items, changing 
its combat and navigation behaviour. Weapons have a weight value that is adjusted 
based on the distance to an opponent and the remaining ammunition a weapon has. 
Distance is only used as a Boolean check to see if the weapon can do reliable damage 
at the current range. This creates a system where the bots not only use weapons that 
are somewhat suitable for the range they are fighting, but also ensures they do not 
start a fight with a weapon that is bound to run out of ammo in combat. Additionally, 
this also ensures that bots perform some measure of resource management, using 
weapons that have more ammunition readily available.   
2.6 IMPROVING BOT AI FOR THE PLAYER EXPERIENCE 
When dealing with the broad spectrum of both technical and human 
psychological and cognitive aspects relating to bot AI, it is important to consider 
some of the more philosophical perspectives surrounding the research in question. 
While the effects of these research perspectives are unlikely to significantly influence 
the research proposed in this dissertation, exploring these points of view from a 
subjective standpoint will be useful for forming a more grounded perspective of the 
matter. The less objective writing style of this sub-chapter will reflect this 
perspective. 
2.6.1 Design Implications 
While certain implementations of complex AI systems seem to impose a 
relatively player-like feel to the controlled agents, it is usually only specific to a 
certain task or set of actions. Finite State Machines are programmed to tackle a 
situation a certain way, with objectives and goals locked in and with little 
consideration for the appropriateness of the agent‟s actions at any given point 
(Hardwidge, 2009). This is unlike a human player, as human players by nature 
express a certain degree of confidence or uncertainty in their actions. Competing 
against AI that doesn‟t can seem unsettling. In both single and multiplayer instances, 
a player can be easily detracted from the game play by the rigid and precise actions 
of the AI alone. 
A player's issues with non-player characters can usually be attributed to how 
the underlying AI operates. Any issues with the performance of the AI are usually 
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compared to one's  own ability to perform similar actions in the same situation. 
Anything that may seem out of place, unrealistic or impossible is likely to be deemed 
as 'cheating' (Conroy & Wyeth, 2010; D. Johnson & Wiles, 2001). This cheating, 
however, refers to the AI agent‟s knowledge of the game world and ability to 
perform certain tasks with relative mechanical ease. In the past, game AI has often 
cheated‟ and provided only the illusion of player-like behaviour. Increasingly, the 
gaming community expects more advanced AI techniques in games and they are less 
likely to be satisfied with the illusion of an intelligent character. 
Unrealistic AI behaviour may therefore be frustrating to compete against and 
may even open up to player exploitation if it is predictable enough (Ionescu et al., 
2010). Predictable or unrealistic AI behaviours are detrimental qualities to the 
gaming experience and the game itself. For a commercial game, this could easily 
cause players to quit, damaging the game's reputation and consequently its sales 
figures. An AI that draws players to the game must be an AI that puts reasonable 
challenges on each player (Potisartra & Kotrajaras, 2010). This should be of concern 
for developers, especially as time continues and AI, alongside animation and visual 
quality, becomes responsible for upholding Uncanny Valley
3
principles. The term 
Uncanny Valley is used to describe something that is artificial or man-made but 
represents human appearance and behaviour (Mori, 1970). However, because it does 
not look quite right, it results in visuals that are less realistic than they otherwise 
should be. In a sense, a human observer can be repulsed by the imagery seen, as the 
flaws that detract from its believability become more obvious and unreal the closer 
they are to being realistic. 
                                                 
3
Uncanny Valley - A feeling of disgust or repulsion by human features on digital/robotic entities 
which are almost human-like in appearance, but with their inhuman aspects standing out because of it. 
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Figure 2.6 - The Uncanny Valley Effect in Robotics (Mori et al., 2012) 
Presently, many of the typical methods of 'cheating' allowed by the AI are 
slowly being removed in place of more realistic, mechanical methods. Examples of 
this can be seen in games where the AI aim and move with slightly more realism 
instead of just locking on to an opponent or following static navigation paths. While 
this is an improvement, most existing AI systems do not easily support the 
complexity required of these additional mechanical behaviours (Cole et al., 2004). 
This can make the development times for complex AI systems to be undesirably 
long. By adding more parameterized rules, the AI can become more realistic but 
consequently the development time increases since the designers have more 
parameters to tune using trial-and error (Lidén, 2003). The tuning of these 
parameters becomes increasingly complicated even if the designer is an expert in the 
game‟s strategy. It is unsurprising that more complex AI systems are often not 
included in a game's final release.  
2.6.2 Practicality 
Despite an increase in the use of non-traditional methods for developing game 
AI, it is questionable as to whether these methods are practical for game 
development. Finite State Machines, or some derivate of them, are still the primary 
method of creating semi-complex Artificial Intelligence in games (Hardwidge, 
2009). While instances of other technologies such as neural networks and 
evolutionary algorithms have been used successfully in academia, the 
appropriateness of their application is sometimes questionable (Bauckhage & 
Thurau, 2004). Often these technologies provide desirable behaviour at a taxing 
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computational overhead. Other times they will deliver in expected areas, only to be 
unsuccessful in others. Even though each of these techniques have been used in 
games, neural networks, evolutionary algorithms and flocking can be viewed to be 
inappropriate to modelling game environments as they are not designed to represent 
a physical space  (Sweetser, 2006).  
While neural networks and evolutionary algorithms may in some instances 
provide the player-like behaviour that is expected through their implementation, it is 
important that developers and designers consider their suitability of use. An example 
of this can be seen in a project from 2008 involving the application of a genetic 
algorithm into the construct of an already existing game (Galen et al., 2008). A 
genetic algorithm was used to evolve new genotypes (bot AI systems) using 
phenotypes (data) evaluated using a form of fitness criteria. After many repeats of 
the process the study ended up with a genotype that consisted only of desirable 
behavioural attributes, but with little to no improvement over the default bot AI. This 
was discerned by the nature of the game environment in which bots with lower skills 
still have a reasonable chance of beating a bot with higher skills, partly due to 
random chance. Many of the modern AI technologies do not account for the dynamic 
and random nature that a game environment will exhibit (Lidén, 2003). An 
evolutionary algorithm may, for example, learn the wrong actions and behaviours 
that contribute towards success simply because they may be expressed by a few 
arbitrary and lucky bots in select cases. This makes their application, which is 
usually exhaustive and incredibly technical, questionable at best (Ionescu et al., 
2010). 
According to Lidén (2003), a common mistake in designing and implementing 
computer game AI is that they are often over-designed. It is easy to get caught up in 
the excitement of making an intelligent game character and to lose sight of the 
ultimate goal; namely, making an entertaining game. As long as the player has the 
illusion that a computer-controlled character is doing something intelligent, it doesn‟t 
matter how the AI was actually implemented to achieve that illusion (Lidén, 2003). 
Lidén suggests that one aspect of being a good AI programmer is the ability to resist 
the temptation of adding intelligence where none is needed and to recognize when a 
cheaper, less complex solution will suffice. In systems where neural networks or 
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genetic algorithms are used to process, store and calculate advantageous behavioural 
patterns, often the techniques used exceed the level that is actually necessary 
(Sweetser, 2006). It is debatable whether complex systems should be used for 
relatively simple problems, especially if the results yield similar or computationally 
unsatisfactory results.  
2.6.3 Embodiment and Self Awareness 
In Artificial Intelligence research, particularly to do with robotics and neural 
processing, much consideration is given to aspects of AI other than the performance 
and efficiency of algorithms (Russel & Norvig, 2002). In game AI development, 
many of these factors are ignored, often due to computational restrictions or 
logistical and physical limitations. It has only been until recently that topics such as 
embodiment and consciousness have emerged in game AI research, among other 
considerations such as emotions and interaction. As the dynamics of emotions, 
personality and social relationships is something that governs human players when 
playing certain games, it is believed to have potential when considering the 
development of more immersive video game interactions (Ochs et al., 2009). The 
model described in the work of  Ochs (2009) is an example of a framework that 
could be applied to video game agents dynamically to change how events in games 
play out, ultimately creating somewhat unpredictable encounters with AI agents, 
both friend and foe. Increasing player control and providing motion based feedback 
to agents in games has also been suggested as an alternative to remedying some of 
the problems in AI interaction. In the research by Ionescu (2010), suggestions about 
how players position and interact with motion controllers could give AI insight into 
what human players are thinking and doing, as well as providing more diverse NPC 
interactions (Ionescu et al., 2010). An example could simply be a player holding their 
hands up in front of a motion detector, suggesting that they are surrendering and 
putting the AI in a less engaging, non-aggressive state. This state could then be 
exploited by other players, either human or AI. Body language and facial expressions 
would follow from this idea, creating a wide range of new interactions players could 
have with non-player characters in games.  
The idea of understanding and implementing the experience of players, or the 
„lived‟ aspects of the human mind has been gaining support and popularity in the last 
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decade (Froese et al., 2012). Embodiment and similar concepts such as self-
awareness and consciousness are considered important elements of creating AI that 
considers the phenomenological experiences humans possess. According to Duff, 
embodiment is an inherent property of an agent that exhibits intelligent behaviour 
(Duffy, 2000). This behaviour denotes that in order to achieve cognitive capabilities 
or a degree of intelligence in an agent, a notion of embodiment is required where 
there is a cohesive interaction between the environment and the body. Sloman argues 
that the concept of embodiment can hold up the development of human-like robots, 
claiming that a complete understanding, interpretation and interaction with an 
environment is not essential for embodied beings, such as animals, to operate 
(Sloman, 2009). This supports the views of integrating embodied artificially 
intelligent agents in modern games as in the past, video game agents have relied 
heavily on knowledge of the game state. Combined with having very limited 
interaction with the game environment, this was observed to be problematic in early 
game AI development (Froese et al., 2012). The work by Froese et al. attempts to 
address this gap by analysing the principles of artificial life in systems that include 
technologically mediated sensor-motor loops. This is achieved through the use of 
adjustable human computer interfaces to measure the perceived embodiment of 
participants in a symbolic sense from a first person perspective. The resulting data 
shows how the experience of embodiment can be simplified and possibly synthesized 
to achieve minor levels of activity reminiscent of self-awareness (Froese et al., 
2012). 
It has also been suggested that for maximum enjoyment, the skill level of a 
computer opponent should roughly match that of the human player (Soni & 
Hingston, 2008). According to Yannakakis and Hallam (2009) the interest of any 
computer game is directly related to the interest generated by the opponents‟ 
behaviour rather than to the graphics or even the player‟s behaviour (Yannakakis & 
Hallam, 2009). However, an important component missing from artificial opponents 
is the concept of consciousness. Arrabales' work on conscious-like behaviour 
attempts to bridge this gap as it is believed that unconscious AI is one of the main 
problems behind non-player-like behaviour (Arrabales et al., 2009). This is a cause 
for concern as it is still apparent that computer opponents lack many player-like traits 
such as a general understanding of their surroundings, self-preservation and how 
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threatening certain scenarios can be. Arrabales et al. (2009) explains that the 
concepts of „embodiment‟ and „situated-ness‟ are essential for designing conscious-
like agents and that they need to be represented in AI in some way before a fully 
conscious agent can even be considered plausible.  
2.6.4 Emergent Decision Making 
Unlike AI opponents, human players can create emergent game play from their 
surroundings. This means that dynamic and unpredictable circumstances can occur 
during play that a human player can interact with and manipulate. In a virtual world 
this can be via clever manipulation of game objects and rules or even the exploitation 
of certain game mechanics such as physics. While many of these abilities are 
difficult, if not impossible to integrate into an Artificial Intelligence suitable for 
game development, it should not be ruled out in its design. Often it is because of 
factors such as emergent game play that further immerse a player within the game 
and create a sense of flow, much like reading a good book or watching an engaging 
movie (Sweetser, 2006). While there are many attributes that collectively create 
enjoyable game play experiences, the player‟s interaction with in-game characters is 
perhaps one of the most important. Whether they be friend or foe, non-player 
characters and therefore the underlying AI controlling their behaviour is important 
for creating immersive game play. More than anything else in the game world, 
players identify with and expect lifelike behaviour from game characters (Sweetser, 
2008).  
Emergent AI behaviour should be viewed as an important aspect of game 
design in the future. The definition of „emergent behaviour‟ is behaviour that occurs 
when simple, independent rules interact to give rise to behaviour that was not 
specifically programmed into a system (Rabin, 2004). In terms of game play, this 
essentially means independent objects or agents interacting with the environment, 
player and themselves to generate potentially unpredictable and dynamic situations. 
According to Kickmeier-Rust and Albert (2009), emergence occurs when more or 
less simple rules interact to give rise to behaviour that was not specifically intended 
by the developer of a system (Kickmeier-rust & Albert, 2009). Emergence therefore 
also refers to the process of deriving new but coherent patterns or behaviours in 
complex systems. This is important as the game play is made up of how the player 
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uses these basic interactions to solve problems, achieve goals, and advance through 
the game (Sweetser, 2006). This level of interaction is essential to creating emergent 
play, especially in a goal based environment or genre. According to Hong, digital 
characters should not repeat the same behaviour but should have various and creative 
behaviours to provide players with news and generate curiosity (Hong, 2004). In 
particular, game characters should have diverse behaviours for various environments 
so as not to be easily understood by players. 
Sweetser‟s (2008) work in emergence in gaming also discusses the problems in 
modern games design detailing the general lack of emergent game play inherently 
built into AI. She proposes that both the traditional scripting or state machines 
variants and more advanced systems used to create AI in games today can both be 
adapted to accommodate for emergent play (Sweetser, 2008). Scripting and finite 
state machines can, however, both be used as simple components of a system that 
allows emergent behaviour, when used in combination with other techniques or more 
advanced structures.  
2.6.5 Computational Complexity 
While many new methods for AI systems have been developed in recent years, 
one of the major barriers to their implementation in games is the amount of raw 
processing power required to operate them (Nareyek, 2007). Although the power of 
computer processors still increases relatively close to that of Moore‟s Law4, the 
computation time given to the ever increasing graphics and rendering engines is still 
equivalent to that of last generation games. Traditional computer games imposed 
tight computational constraints: graphics and world physics simulations consumed 
most of a CPU‟s cycles, leaving only a small fraction available for the AI subsystem 
to control game agents (Khoo & Zubek, 2002). As the input, audio and visual 
feedback take up the majority of what a player experiences, this is understandable.  
It is therefore necessary for AI programmers in games to make certain 
sacrifices in both the complexity of the code and computation time needed to run it, 
adhering to efficient Big O-notation
5
 design principles as strictly as possible 
                                                 
4
Moore's Law - A historical long-term trend in computers where the number of transistors placed on 
an integrated circuit doubles every two years. 
5
 Big O-notation - Describes the limiting behaviour of a function according to its growth rate  
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(Wooldridge & Dunne, 2006). In Khoo and Zubek‟s research (Khoo & Zubek, 2002) 
they proposed a method of applying inexpensive AI techniques to computer games. 
The „Groo‟ project attempted to create an efficient agent that plays a deathmatch 
style First Person Shooter (FPS) game in a tactically intelligent manner. The idea 
was to put strong emphasis on the efficiency of simpler, more visual mechanics such 
as strafing and turning.  Research of this nature has contributed to the honed and 
polished, tried and true systems seen in games today (Khoo & Zubek, 2002; Laird, 
2001). Where traditional FSMs are generally considered to be simplistic in their 
production of AI behaviour, design changes such as Groo show how this kind of AI 
has evolved to be effective in games today. It should be noted, however, that while 
computational complexity was a serious problem for AI in games, as time continues 
and processing power proceeds roughly along the path of Moore‟s Law, the level at 
which AI can be executed will improve. Even if the percentage of time given to 
processing AI (usually 10-15%) is still the same, what can be done in that timeframe 
will be comparatively greater (Rabin, 2004). 
To counter the issues of computational complexity, another option is to 
perform AI operations within the video processor of a gaming machine. This is 
mostly relevant to gaming technologies as other systems such as military simulations 
don‟t need to or shouldn‟t need the hardware required (Hardwidge, 2009). There are 
various techniques for moving the processing traditionally handled by the CPU to the 
GPU. The research of Bleiweiss (2009) deals specifically with this technology. He 
uses Reciprocal Velocity Obstacles and the formation of multiple agents that must be 
aware of each other and constantly change their velocities to avoid collisions. This 
bares resemblance to flocking techniques used in systems where multiple agents 
must move together with order and cohesion (Bleiweiss, 2009). Overall the work was 
found to demonstrate credible speed-up compared to a sixteen threaded, CPU 
implementation, for crowds of up to several tens of thousands agents. It was also 
found to provide a comprehensive analytical profile for GPU resource usage, 
memory access patterns and system level performance.  
The idea of running AI calculations on the GPU is a particularly useful one as a 
large percentage of AI decisions and behaviours are represented graphically in the 
game world. From simple decision making to animation transitions, AI is used to 
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control more aspects of games than ever before. However, one area that is still as 
complex and computationally taxing as it always has been is that of navigation. In 
Bleiwess' research (2008), we see an attempt at optimizing traditional navigation 
methods by performing them on the GPU. Using CUDA, Nvidia‟s parallel 
computing architecture, he managed to exploit general data parallelism in performing 
global navigation planning for many thousands of game agents (Bleiweiss, 2008).  
This allowed for significant optimization and parallelism of otherwise irregular and 
highly divergent search/navigation algorithms, Dijkstra
6
 and A*
7
, providing a near 
linear performance scale as agent numbers increased, which in computational 
efficiency terms is ideal. 
2.7 MEASURING PLAYER EXPERIENCE 
While Player Experience is an important topic with strong significance to this 
research domain, the subjective nature of its varied components warrant the need for 
different forms of qualitative and quantitative assessment. Identifying suitable 
measures of player experience will be necessary for the data collection and analysing 
process to have some degree of structure. It is also useful to discuss player 
experience measuring techniques to determine their usefulness and effectiveness 
outside their respective sources. 
2.7.1 Talk out Loud 
The qualitative technique of permitting a participant to describe aloud what 
they are thinking while performing a set task is a popular expository method used in 
studies. The origins of the technique as an approved research technique are 
somewhat convoluted. However, it was introduced and described for use by Lewis 
and Rieman in their research regarding task-centred user interface design (Lewis & 
Rieman, 1994). It describes the basic principles of the technique as well as some of 
the benefits and cons of employing it efficiently. As an example, Talk out Loud is 
seen to be an effective means of extracting information from participants in real-
time, but it is unfortunately subject to flaws possessed by its human subjects and the 
task at hand. A particularly quiet participant that is difficult to understand or needs 
                                                 
6
Dijksttra algorithm - a graph search algorithm that solves the single-source shortest path problem for 
a graph with nonnegative edge path costs producing a shortest path tree. 
7
 A* - pronounced "A-star", in Computer Science it is an efficient and widely used best-first search 
pathfinding and traversal algorithm. 
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regular prompting may struggle with concurrently talking and performing a task. 
Data yielded from such an individual may be unsatisfactory in comparison to 
participants who have no problems. 
Additionally, the research by Johnstone et al., used talk out loud to evaluate 
test designs, brings up the technique in detail. The paper is particularly helpful as it 
analyses the technique's usefulness using a demonstrative example study (Johnstone 
et al., 2006). This study was proven to benefit greatly from the subjective, participant 
based communication technique, garnering data that would otherwise have been 
unbeknown to the researchers.  
2.7.2 PENS & GEQ Scales 
The Player Experience and Needs Satisfaction (PENS) survey is developed by 
Immersyve (www.immersyve.com), a multidisciplinary team of researchers located 
in Orlanda, Florida in the United States. PENS is derived from the research of 
several individuals regarding motivation and satisfaction in many forms of digital 
media, particularly video games (Rigby & Ryan, n.d.). While it is still in 
development with a newer iteration of the scale in the works, it is based strongly 
around the concept of Self-Determination Theory (SDT), the theory which addresses 
the factors that either facilitate or undermine motivation, both intrinsically and 
extrinsically. The PENS consists of addressing three needs found to be necessary 
regarding our motivation and engagement in something, that being Competence, 
Autonomy and Relatedness. The PENS questionnaire itself addresses these needs 
using scales for testing in-game competence, in-game autonomy, presence and 
intuitive controls. These scales consist of either 3 or 5 similar statements that are 
rated on a Likert scale from 1 to 7. The PENS has been in popular use by researchers 
around the world since its inception and it is backed up by a plethora of research 
content, theory and documentation. Particularly its use by Ryan et al. (2006) in their 
own research provides a comprehensive description of SDT and how the PENS can 
be used to measure player motivation and satisfaction levels. 
The Game Experience Questionnaire (GEQ) is developed by the Game 
Experience Lab at the Eindhoven University of Technology in the Netherlands. It is 
based on the research by an interdisciplinary group of scholars focused on exploring 
the domains of flow, immersion and engagement in video games (IJsselsteijn et al., 
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2013). Although it has been trialled many times and is currently being employed by 
researchers around the world, the GEQ is still a work in progress. The GEQ has a 
modular structure that consists of 3 modules: Core Questions, Social Presence and 
Post-game. Typically these modules would be administered to a participant 
immediately after a game-session has finished. However, components of the modules 
are capable of being tested for individually. The core questions of the GEQ are 
divided into questions related to seven components: Immersion, Flow, Competence, 
Positive and Negative Affect, Tension and Challenge. Each of these components is 
divided into five similar questions. For example, the Challenge component of the 
core questions (used later in this research) asks participants to rate five questions on 
a Likert scale from 1 to 5 surrounding the topic of how challenging the encountered 
game play was perceived to be. How the GEQ is applied to academic research is 
open to interpretation. 
2.7.3 Event Sampling 
When observing participants during studies, it is useful for researchers to be 
able to employ qualitative observational techniques that do not disturb the 
participant. Unlike Event or Experience Sampling Methodologies, the technique of 
Time and Event Sampling allows a participant to perform a task unhindered by the 
burden of needing to record information themselves (Bushnell & Irwin, 1980). This 
is instead delegated to the researcher performing the study, allowing for consistency 
and greater reliability between datasets involving multiple participants. Time and 
Event Sampling is most commonly used when observing participants who are either 
incapable of recording data themselves (such as adolescents), or participants who are 
performing a task that both require high levels of concentration and permit high 
levels of flow. As playing video games, particularly those of the FPS genre, allow for 
both of these conditions to transpire, Time and Event Sampling should be suitable for 
studies requiring an event sampling technique. Additionally, Time and Event 
Sampling suggests four distinguishable guidelines for efficient use of the sampling 
technique. These are the following: 
1. Clearly identify and then operationally define the behaviour that you 
want to study 
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2. Know enough about the behaviour in general that you know where and 
when to observe 
3. Determine what kind of information you want to record 
4. Make your recording sheet as easy to use as possible 
Using these guidelines, it should be possible to create an observational strategy 
that is not only efficient during its undertaking, but can be used effectively to work 
out the frequency, priority, relevance and importance of various phenomena. In this 
way, the occurrence factor of phenomenon that are systematically observed can be 
analyzed qualitatively, and a semblance of a behaviour state list can be designed 
(Chikawa, Iwata, & Tano, 2002). 
2.8 LITERATURE REVIEW CONCLUSIONS 
The content from the literature review contains a diverse amount of interesting 
information that should be discussed to gain further understanding and 
comprehension of the subject matter. This process will verify if a potential gap in the 
literature exists and if appropriate research can be conducted to fill it.  
It is obvious from the literature that the player's experience when playing a 
First Person Shooter video game is an important aspect to consider when designing 
elements of FPS bot AI. Considering the player's point of view is important as 
ultimately the players should have a somewhat valid understanding of what they do 
or do not find enjoyable in FPS games. However, it is also important to consider 
participant and researcher expectation bias when exploring topics related to 
participant preference, especially in any research done directly related to this project. 
This is particularly true when considering player's evaluations of and preferences for 
bot AI in existing research, as well as their preferences for playing against other 
human players. 
Immersion and GameFlow are topics directly related to the level of enjoyment 
a player achieves when playing games. It is necessary to consider the effects that 
certain game related systems can have on player's immersion levels. The effects of 
immersion will implicate the design of several aspects of this research, from possible 
studies to conceptual mechanisms relating to bot AI. How players interact with, 
process and respond to game related stimuli should be evaluated critically in order 
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formulate a solid understanding of player decision making processes. Recognising 
player skill and cognitive processes will assist in identifying which aspects of human 
behaviour are lacking in current bot AI implementations, if any. If aspects of player 
behaviour and decision making processes are to be integrated into a working bot 
technology, some understanding of how humans interact with and perform in video 
games will be necessary. 
It is also obvious that significant research has been conducted in the last decade 
regarding improving bot AI from a technological standpoint. While Finite State 
Machines still seem like a reliable means for creating core AI behaviour, the need for 
more advanced behaviours to be built on top of these fundamental architectures is 
becoming ever more apparent. Various technologies have been applied to bot AI, 
often in conjunction, which has resulted in many interesting but varying results. 
While the primary technologies of Evolutionary Algorithms, Neural Networks, 
Machine Learning and Player Modelled Scripting all have noticeable benefits, none 
of these technologies stand out as a superior method for improving bot AI in 
commercial video games. It is also wise to consider some of the drawbacks and 
limitations of current bot AI technology, such as the lack of embodiment, emergent 
decision making and their practical implementation in modern video games. Until 
these concerns are addressed, it is unlikely that completely player-like bot AI 
behaviour can be achieved.  
2.8.1 Understanding the Gap 
After careful consideration, it seems the most apparent gap in the research 
literature appears to be research that considers modelling some aspect of player's 
cognitive processes during decision making, particularly those affected by individual 
skill and experience. Replicating cognition-based decision making and skill in FPS 
games suggests an avenue for implementing some measure of embodiment and self-
awareness into bot AI. As evidenced by many researchers throughout the literature, 
aspects of player-like behaviour related to cognitive and skill-based activities are 
viewed to be missing in bot implementations. Specifically, observations made 
concerning navigation and map control (Gorman & Thurau, 2006; Laird, 2001; 
Thurau et al., 2003), collecting health (Bauckhage et al., 2007; Bauckhage et al., 
2003; McPartland & Gallagher, 2012), having specialised circumstantial weapon 
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choices (Bauckhage & Thurau, 2004), reacting to external environmental stimuli 
(Arrabales et al., 2009; Bauckhage et al., 2007; Bauckhage & Thurau, 2004; 
Priesterjahn, 2007) and generally being designed to behave more like humans 
(Hingston, 2009; McPartland & Gallagher, 2012) were seen to be ideal behaviours 
for bot AI to employ.  
The research explored in the Literature Review that has both a focus on the 
player experience and also explores modelling aspects of human behaviour appear to 
have interesting and promising results. The literature suggests that there are niche 
components of human psychological and cognitive behaviours that are likely 
overlooked when developing bot AI. This suggestion is apparent because there 
appears to be a lack of research which adequately addresses and acknowledges it. 
While there is a plethora of research regarding both the player experience and 
improving bot AI technologies, very little has been done in-between to bridge this 
gap. This is mostly due to the very small amount of overlap these domains have 
traditionally had with each other regarding this issue, despite the obvious contextual 
similarities contained within them. It would therefore be interesting to create a 
practical but simplistic bot AI that has some element of these missing but identifiable 
human behaviours. Creating a model that mimics some aspect of player skill and 
cognition and integrating it into a bot AI would be an effective approach towards 
breaching this gap. This relationship is detailed in Figure 2.7. It is expected that a bot 
employing this behaviour will provide both a more realistic and less predictable 
opponent, resulting in more enjoyable game play. 
 
Figure 2.7 - Bot Model Overlay 
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3 Approach 
This chapter describes how the research is to be approached in retrospect to the 
Literature Review and project's aims as well as further exploring the research 
questions. As stated previously, the aims of this research are: 
Aim 1: To formulate an understanding of player interactions with bot and humans in 
a competitive FPS context. 
Aim 2: To effectively model aspects of player-like behaviours within FPS bot AI.  
Aim 3: To develop a prototype system of bot AI that builds on the identified model 
to measure levels of player enjoyment. 
From the Literature Review it is possible to discern that player-like processes 
and decision making related to a player's cognitive functions are elements missing 
from most bot AI. Evidence suggests that incorporating these elements should help 
address some of the issues regarding the player's enjoyment of FPS bot AI, 
particularly with regards to predictable and unrealistic bot behaviours. In addressing 
the aims of this research, a method of integrating some element of a player's 
cognitive processes, possibly with relation to the skill and experience of the players, 
is recommended. Additionally, the first aim demands some consideration of the FPS 
player's game play experience.  Emulation of player-like behaviour should have the 
capacity to noticeably change the bot AI behaviour for the benefit of the player's 
enjoyment.  
3.1 UNDERSTANDING THE INTRICACIES OF PLAYER-LIKE 
BEHAVIOUR 
Aim 1 is focussed on understanding how player-like behaviour exhibited in 
bots could contribute to a more enjoyable gaming experience. The first research 
question is derived from Aim 1 in an attempt to assist in its understanding. This 
research question is, again, the following: 
1. What are players’ expectations of and preferences for interactions with 
both bots and humans within competitive FPS games? 
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This research question is first addressed through a user study investigating how 
bots can negatively affect the player's experience. This focused study analyses a 
small group of expert FPS game players. The Expert FPS Gameplay Study 
provides an in-depth analysis of the game play data of experienced players 
interacting with bot opponents. The study involves asking experts to explain and 
justify their bot interaction preferences within the context of a recorded game play 
session. From this study, an inventory of problematic and prevalent bot traits and 
behaviours can be identified. It is also possible that some inkling towards a 
rudimentary but missing cognitive process can be identified during this stage of the 
research and investigated further in a following study.  
The research question is then further explored through a larger user study 
involving a broader group of FPS game players. The study involves participants 
playing FPS games against both bots and humans. The aim of this game play study is 
to determine if players can distinguish between playing against humans and playing 
against bots, to determine the traits and/or behaviours they use to identify a bot from 
a human and to understand which type of opponent they prefer (i.e. either humans or 
bots). They are also asked to analyse their interactions during their conflict with 
other opponents as well as identify the behavioural elements that impact on bot 
believability. This study is multiplayer in nature and is called the Multiplayer FPS 
Study. By anonymously pitting players against bots and humans in games of up to 4 
players, the study provides added insight into how players‟ interactions vary, how 
their expectations are altered, and how opponent actions influence player decision 
making. This study can therefore be used to cross-out potential issues regarding 
participant and researcher expectation bias.  The accuracy in identifying opponents 
as either bot or human can validate claims and opinions. The analysis of game play 
data helps to focus the research on specific behavioural patterns of interactions with 
opponents, both positive and negative, that might be used to design bots that improve 
the competitive gameplay experience. Additionally, any preliminary understanding 
of missing cognitive processes will be tested to see if a common trend exists amongst 
participants. 
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3.2 DESIGNING A MODEL OF PLAYER-LIKE BEHAVIOUR 
Aim 2 is focused on taking the knowledge obtained through the answering of 
the first research question and designing a model capable of accurately encapsulating 
observed player behaviour. The second research question is derived from this 
attempt, stated again as the following: 
2. How can aspects of player-like decision making processes be effectively 
modelled in a FPS game? 
The Expert FPS Gameplay Study and Multiplayer FPS Study provide 
information on issues that players have with existing bot AI implementations and 
how these issues affect the player experience. A priority list of problematic bot 
behaviour is identified as well as an understanding of behaviours that are not 
realistically represented in bots. Additionally, a thorough understanding of the 
cognitive, interactive decision making process that players employ when competing 
against opponents is identified. The Expert FPS Gameplay Study and Multiplayer 
FPS Study provide an understanding of player actions and interactions that form the 
basis of a design of new bot AI technology. Recorded video data from the Expert 
FPS Gameplay Study and Multiplayer FPS Study are beneficial in allowing the 
modelling of player behaviour from what is directly observed amongst participants. 
At this point, mechanisms that model important player-like behaviours, with 
respect to current AI systems are formulated. To provide an example, this may be in 
the form of a pseudo Finite State Machine that represents core player-like behaviour 
but also allows problematic bot behaviours to be addressed. It is also expected that 
mechanisms detailing player-like decision making will be conceived during this 
period, especially in regards to any missing interaction processes not fully 
represented in bots. These mechanisms will require further exploration into existing 
literature, as well as some ingenuity in their phenomenological design. Throughout 
this process, consideration is given as to how these mechanisms can be integrated 
into a working AI system. 
3.3 DEVELOPING AND TESTING A NEW AI PROTOTYPE 
Aim 3 is indicative of revealing how the model and mechanisms developed 
from the results of the Expert FPS Gameplay Study and Multiplayer FPS Study 
64 
 
contribute towards player enjoyment. With a model of player-like behaviour in place 
and mechanisms designed to emulate this behaviour, the development and testing of 
this technology in an AI prototype is necessary. This step assists in answering the 
third and final research question. This question is, again, the following: 
3. To what extent does a developed player-like AI model applied within a 
working FPS game improve player enjoyment? 
A game-like prototype is designed purely for this purpose to demonstrate how 
the technology can be integrated into both an existing game or a game built from 
scratch. A game of appropriate depth and visual complexity needs to be used so as to 
not detract players from the game experience. Existing mechanisms will be fleshed 
out describing when and how the modelled player behaviour operates within an AI 
system. This technology is then integrated alongside a rudimentary bot AI system 
which can be later activated in a Boolean fashion. This provides a test-bed allowing a 
default bot AI and one enhanced with additional player-like decision making 
behaviour to be evaluated alongside each other in the same implementation. 
To test whether this new bot AI is more enjoyable for players, a third study is 
conducted to measure player's levels of enjoyment when playing against the default 
and newly modelled player-like AI. This study is the ThreatBot User Study. 
Elements of the Game Experience Questionnaire and the Player Experience and 
Needs Survey are used in this study to measure various aspects of player enjoyment. 
The quantitative and qualitative data from a questionnaire incorporating these 
questions is analysed to see how participants experienced the two different types of 
bot AI. The data from this study reveals the answer to the primary research 
hypothesis and dictates whether the aims of the project were successful or not. 
The path taken throughout the entire proposed approach for this research can 
be observed in Figure 3.1 on page 66. 
3.4 DIRECTION OF MODEL AND TECHNOLOGY 
As the basis for this model is built around the idea of modelling player 
behaviour, it is likely that the majority of the player modelled constructs will be in 
the form of dynamically scripted behaviour. While this behaviour may conceptually 
use uncertainty principles such as fuzzy logic, the technical complexity of the 
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implementation will likely not go beyond this level. While it may seem limiting to 
ignore other AI techniques, this method suits the scope, aims and outcome of this 
research. The advantages of using player modelled scripted behaviour is that, as 
evidenced in the Literature Review, the ability to capture human behaviour 
accurately is much more pronounced. It should also help for keeping the scope of the 
project in check as it should be more thorough and provide a much greater level of 
control on the outcome of the final project. It achieves the aim of being more 
accessible to the game industry as well.  
3.5 RESEARCH METHODOLOGY 
This multi-faceted research topic, combining human subjectivity, technological 
considerations and hypothetical evaluations warrants the need for multiple 
methodological approaches. Overall, the research methodology applied throughout 
this research is a combination of Qualitative and Quantitative paradigms and can 
therefore be described as having a multi-methodology. Some of the research 
techniques employed throughout the course of this research include the following: 
interviews, surveys, questionnaires, video analysis, data analysis, behavioural 
analysis, play-testing and general game design. Additionally, due to the nature of this 
research, a quasi-experimental approach is taken regarding a known gameplay 
phenomenon. The research could potentially be described as phenomenological in 
design as it attempts to formulaically represent aspects of an observed phenomenon 
without the need to pay significant attention to its fundamental significance. The 
design phase of the research, designing mechanisms and implementing technology, 
follows an Iterative Game Design Process. As elements of all of these methodologies 
exist throughout the research, it is believed that ignoring their presence in the design 
would hamper the overarching understanding of it. By acknowledging a multi-
method design, questions related to design convolution can be better understood.  
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Figure 3.1 - Research Approach Path 
 
 
Aim 1 
Research Question 
1 
Expert FPS Gameplay 
Study 
Multiplayer FPS Study 
ThreatBot User Study 
Outcomes 
 Understanding of problematic bot 
behaviour 
 Insight into missing human 
cognitive process in bot AI 
Outcomes 
 Significant, unrealistic bot 
behaviours identified 
 Thorough understanding of human 
cognitive process 
 In-game recorded footage for in-
depth analysis 
Research 
Question 3 
Model of player-like behaviour 
 Player-like bot AI mechanisms 
designed 
 Integration into existing game or 
game prototype 
Outcomes 
 Qualitative/Quantitative data on 
enjoyment levels of participants Research Hypotheses (T/F) 
Aim 3 
Aim 2 
Research Question 
2 
Outcomes 
 ThreatBot Game Prototype 
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4 Expert FPS Gameplay Study 
The Expert FPS Gameplay Study was conducted to address the first research 
question, derived from the first research aim, Aim 1. This research aim and question 
are, again, the following: 
Aim 1: To formulate an understanding of player interactions with bot and humans in 
a competitive FPS context.  
1. What are players’ expectations of and preferences for interactions with 
both bots and humans within competitive FPS games? 
The study consisted of a game play session involving four participants 
identified for their knowledge and experience playing competitive multiplayer First 
Person Shooters. The Expert FPS Gameplay Study contained elements of both talk 
out loud (during game play) and interviewing techniques (post game play), as well as 
a time and event sampling technique for extracting data from recorded game footage. 
The study was conducted to discover the type of actions a typical FPS player 
performs in a competitive FPS game. From this comparison, a list of bot behaviours 
considered to be inconsistent with the behaviour of human counterparts could be 
discovered. It was also expected that some understanding of the circumstances in 
which player behaviours varied and decision making changed would be identified.  
Unreal Tournament 3, a competitive multiplayer First Person Shooter released 
by Epic Games in 2007 was used in the Expert FPS Gameplay Study. At the time it 
was considered a modern game and it has the advantage of having a game engine that 
is relatively customisable, including desirable features such as a prebuilt AI system 
and level editing through the Unreal Editor.  A single death match game against a 
difficult AI opponent for 30 frags
8
 or 10 mins was undertaken, whichever came first. 
The bot used was Lauren on Adept difficulty. Up to 10 minutes of prior practice and 
tweaking was allowed and encouraged. The level used was „Rising Sun‟ as it is a 
relatively open map with multiple routes for players to take with scattered pickups 
                                                 
8
Frags - Game terminology, usually associated with First Person Shooters, for number of kills. 
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(health, weapons, ammo, etc) all over the map. It was also a map that all players of 
the study were familiar with and should not have had difficulty navigating. 
 
Figure 4.1 - Rising Sun Map and AI bot Lauren 
4.1 PARTICIPANTS 
All four participants included in the study were experienced players of 
competitive multiplayer FPS games. They had an above average to adept level of 
skill and experience with the genre and all had experience playing Unreal 
Tournament 3.These participants were chosen specifically to reduce the number of 
factors contributing towards potentially compounded data sampling. By ensuring that 
participants had similar skill sets and above average levels of gaming experiences, 
the study could focus on bot interactions rather than issues related to inexperience. 
All participants were familiar with the game and they needed little direction in terms 
of the game‟s objectives, goals and mechanics. 
4.2 METHOD 
The participants were split into two different groups, with each group 
performing a different method of collecting qualitative subjective data. However, all 
participants undertook the study individually one at a time. Participants 1 and 2 both 
performed the talk out loud method of data collection, describing their actions and 
feelings to a researcher who was present. Participants 3 and 4 participated in an in-
depth review and interview concerning their recorded gaming. This review period 
allowed participants 3 and 4 to discuss in more detail the specifics of the recent 
gaming experience and describe their thoughts on their actions and those of their bot 
opponent. The separation of participants into these groups was done to discern which 
method of data collection might be more useful for future studies. 
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The talk out loud method of data evaluation requires the participant to explain 
as many of their actions and thoughts orally while they are performing (Johnstone et 
al., 2006). The tester has very little interaction with the participant except to 
prompt/remind them of what they need to be doing. This method traditionally had 
applications in psychological and educational research on cognitive processes, but is 
also used for knowledge acquisition in the context of building knowledge based 
computer system (Jaspers et al., 2004). Although it is known that excessive talking 
can be distracting for certain players, it also allows for a more „in the moment‟ 
method of capturing player‟s reasoning and thoughts behind their actions. The 
dialogue from the talk out loud method was captured on the video recording tools 
also recording the participant. 
The review and interview method of data evaluation required the 
tester/researcher to sit down with the participant and go over the data footage several 
times, asking participants to explain their thoughts and decisions as best as they can. 
The interviewing sessions took slightly longer than the talk out loud sessions due to 
this additional aspect of the study. The dialogue from participants was captured using 
a microphone attached to a computer with suitable audio recording software in use. 
No interaction with the participant was necessary during the actual game play 
session. 
 
Figure 4.2 - FPS Gameplay Study Setup 
Camera 1 - Over 
participant's shoulder 
Camera 2 - In front of 
participant's face 
In game recording tools - 
UT3 demo recording, Fraps 
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During both types of data collection, demo recording and footage capture 
technologies were used. A digital video camera was set up behind the player to 
capture their pose and possible body language as well as what was happening on 
screen (for synchronisation purposes). A smaller secondary camera (at less 
resolution) was placed in front of the player on top of the monitor to capture facial 
expressions during play. The game play was initially recorded via UT3‟s in game 
demo recording tool, but later recorded to a media file using the program Fraps. All 
three video streams were put together in a final video compilation. This was repeated 
four times for the four participants with the final result being four unique video 
compilations containing the three angles of play recorded from each. These videos 
were later analysed in-depth to draw more detailed data from them. A sample 
screenshot of each participant's video is visible in Figure 4.3, Figure 4.4, Figure 4.5 
and Figure 4.6. 
 
Figure 4.3 - Participant 1 
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Figure 4.4 - Participant 2 
 
Figure 4.5 - Participant 3 
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Figure 4.6 - Participant 4 
4.3 VIDEO DATA ANALYSIS 
The videos were analysed using frame based video editing software and tools 
using a variety of techniques. The purpose of this analysis was to identify the 
behaviours common to players of competitive multiplayer FPS games and 
understand the relationship these behaviours have with on-going in-game conditions. 
It also allowed an opportunity to identify behaviours that are more dependent on 
psychological or cognitive aspects of human play. This section describes some of 
these additional observations and what they meant for the ongoing progression of 
this research. 
4.3.1 Analysis Technique 
The technique used to extract the data from the videos was a process similar to 
that of both time and event sampling, methods most commonly used to examine the 
behaviours of adolescents (Bushnell & Irwin, 1980). The implementations of these 
techniques were done in a refined and applied fashion. Participants of the Expert FPS 
Gameplay Study were examined performing specific game related tasks, embodied 
within the rules and constraints of the game. 
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As mentioned in the Literature Review, there are four distinguishable 
guidelines required for effective time and event sampling (Bushnell & Irwin, 1980). 
They are described and addressed in the following: 
1. Clearly identify and then operationally define the behaviour that you want 
to study – Observable actions and behaviour demonstrated by the 
participants were categorised into action states. 
2. Know enough about the behaviour in general that you know where and 
when to observe - General familiarity with both the domain of FPS games 
and the game in question. Talk-out-loud and interview transcripts assisted in 
confirming behaviour. 
3. Determine what kind of information you want to record – The information 
recorded here consisted of only what the state a player transitioned to/from, 
the possible reasons for this change of state and the general frequency of 
this state change process. 
4. Make your recording sheet as easy to use as possible – State changes were 
recorded over time with notes taken on what occurred during the interval. A 
tally system was also used to denote the number of times a state was 
transitioned to. 
The general idea behind this process was to record the actions a player 
undertook, the frequency at which this phenomenon was undertaken, the state a 
player was perceived to be in prior to changing and the general success rate of their 
chosen action state. In this way, the occurrence factor and processes observed can be 
qualitatively analyzed and a semblance of a hierarchical behavioural state list can be 
observed (Chikawa et al., 2002). The combination of states and behaviours derived 
from each participant was compared to every other participant for the purpose of the 
removal of non-generic or player specific states. Having the data recorded from three 
different points of view and with either a talk-out-loud or interview audio recording 
made this process relatively reliable and precise for the purpose of the data 
collection. Table 4.1 shows a sample of Participant 2's time and event sampling data. 
For a more detailed look at each participant's time and even sampling data, please 
refer to section 12.1 of the appendices. 
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Table 4.1 - Participant 2 Time and Event Sample 
 Participant 2 Timeframe First 2 minutes 
Action Time (each square = 4seconds) 
Look for Enemy                              
Checking pickups                              
Checking corners                              
Look for ammo                              
Look for weapon                              
Look for health                              
Look for armour                              
Engage enemy                              
Flee enemy                              
Dead                              
Suicide                              
 
4.3.2 Results - Observable Action States 
The following is the list of viewable player states/actions that were found in the 
data. It should be noted that this process was easier to perform using data from the 
participants who used the Talk-Out-Loud method of data evaluation. This was 
because the participants would often directly state what they were doing and why. 
 Looking for enemy – Visibly panning and searching around the map looking 
for presence of enemy. This was often mentioned during the talk-out-loud 
method. 
 Checking pickups/observing key locations – Prompted audibly or simply via 
enough passage of time, players would return to or observe locations where 
desirable items/weapons were located. 
 Checking corners with weapon fire – Often participants would fire blindly 
around corners without having made visual contact with the AI opponent. 
Usually performed with explosive or area-of-affect weapons 
 Looking for ammo – Actively searching for or heading towards specific 
pickups to refill currently equipped weapons 
 Looking for weapon – Actively searching for or heading towards more 
desirable weapons to equip 
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 Looking for health – Actively searching for or heading towards health 
pickups to restore hit points. This was found to usually occur when the 
participants were low on health. 
 Looking for armour – Actively searching for or heading towards armour 
pickups. This appeared to be of lower priority for participants compared to 
health, weapons and ammo.  
 Engaging Enemy (including dodging, jumping, weapon mechanics etc) – 
Engaged in combat with opponent AI performing manoeuvres to effectively 
take down opponent or avoid incoming fire. 
 Fleeing Enemy – Engaged in combat with opponent AI and performing 
primarily defensive manoeuvres to avoid line-of-sight and incoming enemy 
fire. 
 Dead – Participant‟s avatar reached less than or equal to 0 hit points. 
 Suicide – These states were harder to distinguish and performed in only a few 
select accidental scenarios. The causes of these states are believed to be the 
generated by the emotions of mild boredom, over-confidence or even 
confusion and usually resulted in some amount of amusement by the 
participant. As the ending result from performing these states were 
predominantly negative in nature, this behaviour is considered undesirable to 
perform. 
What is noticeable about these states is that, unlike an AI opponent, a player 
may perform more than one of them at any given time. In certain scenarios, for 
example, a player may be both fleeing and engaging the enemy while concentrating 
on picking up health. This sophisticated level of play is rarely seen in any AI 
opponent. Table 4.2 details the deduced goals and reasons behind these actions, as 
seen and/or explained by participants during the user study. 
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Table 4.2 - Deduced Goals and Reasons 
Action Reason Goal 
Looking for enemy 
Equipped to face enemy, feels 
engagement will be successful  
Engage enemy 
Checking 
pickups/observing key 
locations 
Check for availability of pickups 
and presence of enemy near them 
Pick off enemy at known 
locations, take pickups 
from enemy 
Checking corners with 
weapon fire 
Cannot see enemy, waste ammo 
but come around corner with 
firepower advantage in case 
Kill enemy unexpectedly, 
security and to feel at 
ease 
Looking for ammo Current weapon nearly empty 
Replenish current 
weapon‟s ammunition  
Looking for weapon Current weapon undesirable 
Find and use more 
desirable weapon 
Looking for health Low on health, may die 
Replenish health, 
decrease chances of 
death 
Looking for armour Low on armour, may die 
Gain armour, decrease 
chances of death 
Engaging Enemy 
(shooting dodging, 
jumping, weapon 
mechanics etc – many 
smaller states) 
Overall objective of game 
Receive frags (kills) to 
further increase score 
Fleeing Enemy  
Losing engagement, caught off 
guard/unprepared 
Prolong life 
Dead 
Was killed by opponent. Looking 
at own corpse or score screen 
Get back into fight and 
continue trying to win 
Suicide 
Rare. Usually when participant 
has incredibly high/low degree of 
confidence in outcome, bored, or 
for own amusement. 
No real goal. Mucking 
around. 
 
4.3.3 State Relationships 
The following tables describe the player derived actions from the pilot case 
study, as well as the relationship that certain states have with each other. It also 
shows how certain actions are typically performed within the realm of another state 
or even shared between two different states simultaneously. 
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Table 4.3 - Uncertainty States 
Actions State Relationship: Uncertainty States 
Looking for enemy 
Actively looking for the enemy the player appears 
to both continue to arm up and recheck places of 
interest where pickups on longer reappear times are 
located. This would appear to be to catch the 
opponent performing the same actions as them off 
guard and with the upper hand. Constant use of 
explosive, area of effect weaponry is usually 
accompanied with these actions. This is seen to 
give the player an immediate firepower advantage 
upon finding a possible enemy who would have 
little to no time to react. 
Checking pickups/observing 
key locations 
Checking corners with 
weapon fire 
 
Table 4.4 - Weapon and Health States 
Actions State Relationship: Weapon States and Health 
States 
Looking for ammo 
The act of looking for weapons, ammo, health and 
armour is seen to be a combined act in certain 
situations (e.g. spawning, rearming after an 
engagement). Usually forms what is known as a 
patrol route amongst gamers, certain pickups will 
have differing priorities at certain times.  Health and 
armour are observed to be equally important with 
health taking a slightly higher priority. However, the 
four actions can be split into Weapon States and 
Health States when the player is only focusing on 
one or the other (offensive and defensive pickups). 
Looking for ammo and weapons would be the 
Weapon States, Looking for health and armour the 
Health States. 
Looking for weapon 
Looking for health 
Looking for armour 
 
Table 4.5 - Out of Combat States 
Actions State Relationship: Out of Combat States 
Looking for enemy 
 
 
The actions listed here are all commonly performed 
out of combat. These states are undertaken before 
engaging or even seeing the enemy. When an 
enemy is spotted and/or in line of sight, player 
moves into combat mode with actions moving the 
action priority from those in this category. 
Checking pickups/observing 
key locations 
Checking corners with 
weapon fire 
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Looking for ammo 
Looking for weapon 
Looking for health 
Looking for armour 
 
Table 4.6 - In Combat States 
Actions State Relationship: In Combat States 
Engaging Enemy (shooting 
dodging, jumping, weapon 
mechanics etc – many 
smaller states) 
These actions can be described as In Combat 
activities. It is observed that players can do multiple 
actions at the same time. Players fighting a 
noticeably losing battle seem to both engage the 
enemy while actively fleeing from them. This 
usually involves running in an advantageous, cover 
based direction while facing the enemy and firing, 
all the while actively looking for or moving towards 
health and armour. Explosive weapons seem to be 
more effective for covering ones retreat. It should 
be noted that the action of engaging the enemy in 
itself includes many smaller actions and behaviours. 
Fleeing Enemy 
Looking for health 
Looking for armour 
 
Table 4.7 - Undesirable States 
Actions State Relationship: Undesirable States 
Dead 
These states are undesirable due to the negative 
positions they leave the player in. This should not 
be a state considered necessary or ideal in player 
gaming representation. 
Suicide 
 
The flow chart in Figure 4.7 is an initial graphical representation of the 
previous tables. It has clustered the linking state relationships into hierarchical 
primary state groups, that being Out of Combat, Weapon Related, Health Related, 
Combat Related, Uncertainty and Undesirable states. It shows how a player can and 
usually will transition between these states and how some, such as Health Related 
states, can be considered as both a Combat and Out of Combat state. 
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Figure 4.7 - State Relationship Map 
The State Relationship Map in Figure 4.7 portrays the ability for a player to 
transition from any of the major or minor states within the hierarchical state 
relationship map. The flowchart allows representation of relationships between 
states, for example, 'Looking for Enemy' and 'Looking for Weapon' can be 
considered as 'Out of Combat States' and therefore desirable states to transition to 
should the player wish to stay out of combat. Some states, such a 'Looking for 
Health' are shared states that are found to be performed both in and out of combat for 
various reasons. However, the flowchart should not be viewed as a set of states that 
are performed individually from one another. From the Expert FPS Gameplay Study, 
players were found to, for example, actively flee from the enemy, search for health 
and check corners with weapon fire. This combined performance includes a Combat 
Related, Health Related and Uncertainty state all in one, with the general goal of 
Undesirable States 
Out of Combat States 
Weapon Related 
States 
Looking forAmmo 
Looking forWeapon 
Uncertainty States 
Looking for Enemy 
Checking pickups/Observing 
KeyLocations 
Checking corners with weapon 
fire 
Suicide 
Dead 
Combat Related States 
Engaging Enemy 
 
Fleeing Enemy 
 Shooting 
 Dodging 
 Jumping etc 
 Weapon Mechanics 
Health Related 
States 
Looking for Health 
Looking forArmour 
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getting Out of Combat, staying alive and still being well equipped. This combination 
of actions states is rarely seen in modern FPS bots and is an important quality in 
terms of representing player-like actions and behaviour. 
4.3.4 Decision Making 
One aim of the Expert FPS Gameplay study was to gain a deeper, more 
contextually rich understanding of how events and elements within a game 
environment give rise to differences in participant behaviours and decision making. 
Such behaviour that was not visible in the AI opponent was of specific interest. 
Decision making is an important component of consideration for this research, as 
decision making is considered the core concept behind Artificial Intelligence (Kehoe, 
2009). The data analysis from the Expert FPS Gameplay Study data provided insight 
into player decision making. These decisions typically involved transitioning 
between the observable actions states discussed in the previous section. The majority 
of these decisions were similar in nature when compared to similar circumstances in 
other participant examples. The instances of a participant going against established 
trends were low, but on occasion would occur for no clear, game-driven reason. The 
success rate of a decision that went against a trend was observed to be lower than 
what appeared to be the more logical decision to make. This could be described as 
simply making a bad decision. 
A scenario might best illustrate this concept. Consider a player low on health 
and engaging the enemy bot who is likely to have more health than them. A player 
would usually flee or disengage in some way. The participants who did not flee or 
disengage and instead continued their current action would usually fail their 
objective and instead be defeated by the bot in that instance. Instances such as this 
were observed to be surprising or even annoying for the player. While these 
instances occurred noticeably less often amongst all participants, it is clear that this is 
a relevant component of player decision making that is lacking in modern AI 
implementations. This decision making appears to be derived from an amount of 
uncertainty regarding a perceived level of threat posed by the enemy and typically 
occurring in high stress situations. 
Making decisions under varying levels of threat appears to be something 
intuitive for players. In what appears to be a highly threatening scenario, players 
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have a greater tendency to change their current action, for better or for worse. As this 
threatening scenario continues, participants continue making different decisions, 
some of which may even contradict what their current goal should be. This could 
partially explain why a player may initially make a bad decision, even if their actual 
intentions are for self-preservation. It is believed at this time that this sort of 
behaviour is a standard player‟s response to two things: 
1. Indecision on how to most appropriately handle the current situation 
2. Natural response to danger, to possibly change what one is doing 
immediately and frequently 
It should be noted that the decision making observations described here are 
only for the four participants in question and may not accurately represent the 
behaviour of a larger sample size. 
4.4 PARTICIPANT ASSESSMENT OF THREAT 
As mentioned in section 4.3.4, all players in the Expert FPS Gameplay Study 
exhibited a high degree of state change and decision making, usually affected by 
their immediate visible environment and circumstances. This degree of decision 
making and preference in action appears to be largely dependent on their own 
success in the current engagement, their current performance and their overall 
performance. It could be described as a calculated measure of self-preservation. For 
the purpose of this thesis, the degree of self-preservation decision making has been 
labelled as „threat assessment‟. Threat assessment appears to include factors 
contributing towards behaviour priority and indicates a willingness of players to 
change their current action to better suit their needs. For example, a player on low 
health retreating from the enemy with inferior firepower appears to make many 
changes in state and decision concerning health, ammo, weapons and engagement. 
These states have a priority for the player in the same way that states may have 
priority for a bot at any given time. The difference is that a player‟s state priority is 
affected by more than just a desire for pickups and completing goals. Intuitively an 
experienced player has a wider awareness of the game world and has self-
preservative reasons for caution.  
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Factors contributing to changes in threat are not viewed to be straightforward. 
From the Expert FPS Gameplay Study, changes in threat can be seen to occur in both 
immediate, in the moment cases as well as longer, drawn out instances. For instance, 
a player dropping in health suddenly and unexpectedly by an opponent can be 
observed as an immediate increase in threat. On the other hand, a player on low 
health looking for some all over the map and not finding any can be seen as a slower, 
delayed increase in threat. Instances such as these are easily assessable and with 
assistance from the recorded pilot data, a level of threat change that occurs 
instantaneously or over time can be measured. Table 4.8 lists some conceptual 
examples of threat oriented situations from the Expert FPS Gameplay Study and how 
they could affect the participant‟s assessment of possible threat levels. 
Table 4.8 - Examples of Threat Changing Circumstances 
Game Play Example Effect on threat level 
Small decrement in health No or slight increase in threat 
Large and sudden decrement in 
health  
High increase in threat 
Large increment in armour High decrease in threat 
Opponent has superior weapon Slight increase in threat 
Opponent has high ground Slight increase in threat 
Opponent spotted Slight increase in threat 
Opponent not spotted for a long 
period of time 
Slight increase in threat over long period 
of time 
Opponent defeated Moderate decrease in threat 
Engaging enemy, taking 
considerable damage 
Moderate increase in threat over short 
period of time 
Engaging enemy, dealing 
considerable damage 
Moderate decrease in threat over short 
period of time 
Dead Moderate increase in threat 
 
Although there are bound to be more threat-based responses to various game 
play scenarios, these were by far the most commonly found in the Expert FPS 
Gameplay Study. As these observations were preliminary, it is likely that the 
observed phenomenon was more intricate than expected. Further research regarding 
threat assessment observations was recommended and undertaken in future studies. 
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However, what is unsurprising about this aspect of player behaviour is that it appears 
to have a direct effect on how players perform and makes decisions. At present, no 
model of AI design considers this fundamental aspect of game interaction or its 
importance in changing or prioritizing player-like behaviour. This relationship can be 
observed in Figure 4.8. 
 
Figure 4.8 - Effect of Threat on Decision Making 
4.5 PARTICIPANT OBSERVATIONS AND REMARKS 
During the Expert FPS Gameplay Study, all 4 participants had opinions on the 
performance and behaviour of the AI. The following list of remarks was extracted 
from each of the participant‟s transcripts and is described here with reference to the 
situation occurring during their game play. It should be noted that participants 1 and 
2 had considerably less remarks about the performance of the bot as they were both 
performing the Talk-out-Loud method and were only required to talk about what 
they were doing while playing.  
Table 4.9 - Expert FPS Gameplay Study Participant Remarks 
Participant 
Comment 
Code 
Remark Game Play Context 
1.1 “...inUT run directly towards 
your movement where they are 
locked on at point blank range. 
Makes it very hard to shoot 
them” 
Participant engaged bot and found 
the bot‟s ability to lock on, track 
and run towards them unsettling 
1.2 “And he walked into my green 
slime. Try not to say anything 
particularly … bad there” 
Bot unexpectedly walked into the 
ordnance placed by the participant 
1.3 “You just spawned, you 
shouldn‟t be armed” 
Participant found the bot‟s ability 
to be armed so readily after re-
spawning surprising 
2.1 “Don‟t want to let her get line 
of sight with that gun because 
Participant avoiding being in view 
of the bot when it is using a 
Current occurrence 
in game 
Affects perceived 
threat level 
Affects willingness 
to change behaviour 
Affects priority of 
behaviours 
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she is very good with it” particular weapon 
3.1 “...and if they were a human 
player they may have thought 
they may ignore him and try 
and get the armour or more 
ammo or whatever before they 
try to engage me” 
Opinion of how a human player 
behaves after a kill concerning a 
nearby re-spawning player 
3.2 “I mean a few times it shot me 
and it‟s just gone back on its 
patrol path and I hadn‟t 
realized where it was” 
Bot is aggressive but non-
committed to finishing off and 
hunting down the participant 
3.3 “It seemed realistic enough, 
like a human player it seemed 
to keeping to trends” 
Participant‟s opinion of the bot‟s 
patrol path 
3.4 “I was always of the opinion 
that the bot was a better player 
than I was so I wanted to keep 
my health” 
Participant‟s reasoning behind 
focusing on picking up health 
packs 
3.5 “I did, yeah. I was pretty much 
always scared of the bot” 
Participant‟s opinion concerning 
the bot‟s advantage over them 
concerning weapons and armour 
3.6 “As for the biorifle I felt that 
she hated it as much as I did” 
Participant‟s observation 
concerning bots usage of certain 
weapons 
3.7 “See this was the sort of 
situation which I did not want 
to get into. She can spin faster 
and you can see I just lost her 
there” 
Close combat, frenzied engagement 
where participant could not focus 
on bot but the bot could focus on 
the participant 
4.1 “Which would be good to see 
in AI. They probably do it, I 
dunno” 
Participant‟s opinion of a bot 
engaging in close combat with a 
flak cannon 
4.2 “Once they got a weapon they 
stuck with it” 
Participant‟s observation about the 
bot‟s choice of weapon 
4.3 “I had much better map control 
then the AI” 
Participant‟s opinion regarding the 
level of control they had over the 
map 
4.4 “See I put it down to the bot's 
incompetence” 
Participant‟s opinion regarding 
map control and priority of pickups 
4.5 “They foolishly come around 
the corners with the flak 
cannon. It's like pretty much a 
given” 
Observation that the bot blindly 
charges into ambushes resulting in 
easy kills 
4.6 “Yeah like here I'm never 
gonna win this engagement 
they have a minigun, I have a 
minigun and I'm shooting up at 
them because they got better 
cover, they got better 
Participant‟s assessment and 
opinion of result of a current 
engagement with the bot  
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everything” 
4.7 “I know that they do have 
weapons they prefer but I didn't 
really get the feeling that this 
bot had a weapon they 
preferred” 
Participant‟s observation about the 
bot‟s choice of weapon 
4.8 “Like so they are inherently a 
little bit rubbish. Like they give 
themselves another 15 seconds 
before they go after it” 
Participant‟s assessment of the 
bot‟s reaction to newly spawned 
pickups and their transition to 
going after them 
 
Many of these observations can be linked back to the original decision making 
process made by the bots. For example, observations 1.2, 3.1, 3.2 and 4.5 from Table 
4.9 refer to bot decision making which is deemed illogical by the participants. This 
can work both for and against the AI in terms of predictability. For instance, several 
of the participants commented on the bots behaviour concerning the picking up of 
items and armour. The term „patrol path‟ can be used to describe this activity and for 
several of the participants, the bot was seen to either arm up unexpectedly faster than 
anticipated or fall short compared to the human player. There were also cases of the 
bot doing what seemed like illogical actions, continuing to pick up items instead of 
engaging the player. While many of the observations derive from what may initially 
be perceived as a mechanical process (e.g. aiming, navigating),  it seems it is not so 
much the action itself that throws the player off as it is the choice of the action at the 
particular time. To use an instance from the examples, in the case of comment 4.5, 
the participant commented on a bot‟s recklessness in walking into ambushes coming 
off as non-player-like, resulting in exploitable and easy kills. In comparison, a human 
player would typically exhibit hesitation or caution with their current and future 
actions, thus possibly avoiding the ambush entirely. 
The previous list of comments can also be compared to the comments made by 
participants of a previous study that examined player interactions with bot AI 
(Conroy & Wyeth, 2010). These comments can be seen in Table 4.10 and are 
extracted from an open-ended questionnaire question related to the participant‟s 
performance and observations.  Although this study was performed using the game 
Quake III: Arena by ID Games and was run to test for different aspects of AI under 
different circumstances, similar observations can be made with the game‟s AI. 
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Table 4.10 - Honours Study Participant Observations 
Participant 
ID 
Comment 
1 “The only issue was that they turn very quick when you shoot them or sometimes they shoot 
at you when they have no reason to” 
2 “I think the biggest factor is reaction speed and accuracy – if they have excellent accuracy 
and reaction time you‟re screwed” 
3 “I felt their environmental awareness and weapon usage were fairly human-like, but I felt 
their tracking and accuracy was slightly too good, and their movements in combat were a bit 
too robotic and precise” 
4 “…even fewer duck in and out of cover like I would.” 
“If bots had a preference to try to get the better armour and best weapons that would add to 
their difficulty” 
5 “Humans would mix up their movements more esp with jumps” 
“I noticed that the bots didn‟t change up their movement” 
6 “They are able to tell where you are if you attempt to sneak up on them” 
7 “…a few of the shots they did were a bit „far out‟” 
“Also their navigation around the map seemed a little too spot on.” 
9 “Weapon usage wasn‟t very good …” 
“Bots were often nowhere to be found, movement wasn‟t anything like people” 
11 “Bots were quite easy, they lacked afterthought” 
“Also they lose focus on players. Bots seem to congregate in a specific area making them 
easier to kill” 
14 “AI seemed to play in on steady skill level the whole game – not adapting or fluctuating in 
skill or tactic so it became easier to predict them thus killing them more often.” 
15 “I did notice the AI making use of an area with good line of sight and nearby health. This 
use of tactic is something you can expect from experienced players” 
18 “... the Ai was barely aware of me at times allowing me to sneak past, but whenever entering 
a large group was quickly annihilated” 
 
There are obvious similarities in the data, especially those concerning the non-
player-like behaviour of the bots. While the majority of the concerns from this study 
were to do with the mechanical execution of actions such as aiming, moving and 
reactions (e.g. participants 3, 9, 18), it is also possible to observe many of the non-
player-like decisions made by bots from this data. 
4.6 ADDITIONAL OBSERVATIONS 
Additionally the following general observations were made, which reinforce 
various aspects of the study. This list was constructed during the time and event 
sampling process as well as during the actual running of the Expert FPS Gameplay 
Study. They were taken in note format during the time, but are presented here in a 
more explanatory fashion. Examples of occurrences can be seen at the times 
mentioned in the videos: 
 Talk-out-loud method slightly more useful for gathering data about 
what participants are actually thinking. This can be seen in the quality 
of conversation brought up in the videos and transcripts in 
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section12.2of the appendices, as well as the number of useful comments 
made by participants in Table 4.9[general comparison between two 
methods] 
 Discussion of game play (i.e. interview method) not as effective, but 
gives greater insight to a player‟s overall strategy and their opinions of 
their performance and the game itself [general comparison between two 
methods] 
 All four participants handle similar situations similarly, but with 
varying degrees of aggression and apprehension [general comparison 
between all participants. Low health example: Participant 1– 2:55 vs 
Participant 4 - 3:24] 
 All four participants execute similar task-based goals differently, some 
with greater efficiency and clarity (e.g. controlling the map and 
pickups). These levels of execution change sporadically throughout 
play over time [Example: Participant 2 starts off well but degrades 
slowly over time. Participant 4 starts off well and maintains 
performance throughout. Participant 3 similar to Participant 4. 
Participant 1 starts off decently and degrades half-way through, but 
picks up significantly at the end] 
 All four participants have a slightly similar method/technique for 
playing, especially after spawning or engaging with the enemy in 
certain situations (low health, undesirable weapons etc.) [general 
comparison between all participants] 
 Noticeable increase in concentration when on low health or being 
pursued. Less confidence and higher number of changing decisions 
made in these circumstances [Participant 1 – 2:55, Participant 4 3:24, 
Participant 3 – 9:55, Participant 2 - 5:35] 
 Higher aptitude for aiming and/or moving did not necessarily result in 
better chances of winning. This is usually not the case against actual 
human players [Participant 1 – 1:30, Participant 3 – 5:38, Participant 
3 - 11:00] 
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 Sudden or unexpected shock moments clearly show high levels of 
surprise and even mirth amongst players [Participant 1 – 2:55, 
Participant 4  – 5:25, Participant 3 – 1:14, Participant 2 – 8:20] 
 Varying levels of annoyance at certain bot behaviours exhibited 
throughout with all participants (not necessarily due to the bot beating 
them) [Participant 1 – 3:20, Participant  4– 2:50, Participant 3 – 4: 
23] 
 Various visible emotions sometimes follow each other, such as shock or 
confusion followed by amusement. While former visible emotions can 
negatively affect their game play in the present, it may not always 
dissolve their perceived confidence in the long run[Participant 4 - 5:30 
onwards, Participant 3 - 1:20 onwards] 
 Players appeared to and even exclaimed they had an advantage when 
they had the high ground (i.e. positioned higher than the opponent) 
[Participant 3 - 5:15, Participant 4 - 5:48] 
 All participants explained at some point their level of frustration or 
disappointment with the bot‟s play style. Some of these issues relate to 
the bot‟s predictability of actions, unfair advantages or general decision 
making [general similarity between all participants throughout entire 
length of videos] 
 Participants appear to have their general confidence at beating the bot 
directly affected by their performance. It seems that participants who 
were occasionally tying or being beaten by the bot would actively try 
and avoid it when engaging it the next time. These games were 
generally slower and less frags were achieved by both the bot and 
participant throughout [Participant 1 - 3:15 to 7:00, Participant 2 - 
5:55 onwards] 
 All participants performed some degree of weapon spam, firing 
projectiles from all weapons at or around corners. This mostly occurs 
when they have not encountered the bot or are actively retreating from 
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it [general similarity between all participants throughout entire length 
of videos] 
4.7 CONCLUSIONS 
Overall, the Expert FPS Gameplay Study was successful at capturing data 
relevant to the first research aim, Aim 1. Two significant results derived from this 
study. The first is a primitive understanding of behaviours most commonly 
performed by human players, many of which are observed to be unlike equivalent 
bot behaviours. The second is the understanding that players use additional, more 
complex rationale for making decisions, particularly in threatening situations. This is 
unlike most bot behaviour. Players were also observed having issues with certain bot 
behaviours, some of which were mechanical (e.g. aiming), while others were related 
to decisions bot's make in a range of unusual contexts. While the bot AI used in both 
Expert FPS Gameplay Study and a previous study (Conroy & Wyeth, 2010) both 
show AI emulating player-like actions such as patrol routes and aiming, the moment-
to-moment game play shows little evidence of decision making that takes into 
account the „gravity‟ of the situation. In other words, the bots do not understand the 
potential risks of their actions and possess little ability to evaluate their current 
choice of action against other actions. This is completely unlike a human player, and 
appears to be at the core of a player's problems with bot AI.  
Additionally, the observations made by participants of this study seem to be 
focused on behaviour that is lacking from the bot‟s repertoire of actions. While many 
of the complaints, both visible through game play and described by the participants 
of the study, can initially be observed to come from the bot‟s mechanical undertaking 
of actions, it is apparent that it is the bot‟s choice of action that is illogical rather than 
the action itself. Analysis of the data demonstrates that there were many examples of 
bot actions that participants perceived to be unlike a human player, and not logically 
connected to the context of the game situation. Generally speaking, there appears to 
be little consideration by the bot of the potential „threat‟ involved during a situation 
within the bot's decision making processes. 
Although the Literature Review in Chapter2 of this document explored a great 
variety of concepts and technologies relating to bot AI, few if any of the research 
projects investigated the concept of player based threat assessment in games. This is 
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perhaps unsurprising considering the assumed cognitive and psychological processes 
necessary towards interpreting dangerous situations. The cognitive and psychological 
bodies of research are not domains typically associated with bot AI technology. 
While threat assessment appears to be something that humans perform intuitively, 
understanding some of the intricacies of the processes will be crucial for developing 
any bot AI technology that emulates it. With the data gained from the Expert FPS 
Gameplay Study, it is necessary to investigate additional literature elements in order 
to more thoroughly understand the problem domain.  
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5 Threat Assessment 
Throughout the Expert FPS Gameplay Study, there seems to be strong 
evidence of players making decisions based on a perceived level of threat. This 
ability to make decisions based on a threat assessment appears to be an intuitive 
cognitive process for these players. To provide background for this process, it is 
necessary to examine additional literature to understand the theoretical underpinnings 
of these observations. Further discussion including the methodical design and 
principles of the research can then be followed. 
5.1 THREAT ASSESSMENT IN LITERATURE 
The research concerned with investigating responses that people have during 
threatening situations is not typically associated with science and technology 
research. The human threat response is a much more cognitive, psychological 
response to dangerous conditions, akin to the biological fight-or-flight
9
 mentality 
witnessed in sentient animals (Cannon, 1929). The work of Lazarus and Folkman 
(1984) confirms two interesting aspects of threat assessment. Broken down into 
primary and secondary cognitive appraisals, they describe threat, challenge and 
harm/loss appraisals as "the process of categorizing an encounter, and its various 
facets, with its significance to well-being" (Lazarus & Folkman, 1984). While 
harm/loss appraisals usually occur after an encounter has transpired, threat and 
challenge appraisals occur before or even in anticipation of stressful situations. 
Particularly, threat appraisals are those which are seen to exceed the individual's 
ability to successfully cope with the situation. Challenge appraisals, in contrast, are 
those in which the perception for danger does not exceed one's ability or resources to 
cope. Individuals that may experience a significant threat appraisal will likely 
perceive the potential for loss with very little, if anything, to be gained. Challenged 
individuals are likely to view the potential gains as outweighing of the losses.  
Tomaka et al. (1993) research builds off of Lazarus and Folkman's (1984) by 
testing various stressful experimental subject activities measuring both cardiac and 
                                                 
9
 Fight or Flight - term described by W.B. Cannon as a physiological action in response to a perceived 
harmful event. 
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vascular conditions (Tomaka et al., 1993). Participants of the study completed 
arithmetic problems of varying difficulty, some of which were repeated between 
participants. The results showed that subjective, opinion based reactions to the 
difficulty of problems were consistent with Lazarus and Folkman's theory of stress 
and coping. However, physiological readings showed somewhat the opposite. For 
reactions deemed challenging, greater physiological reactivity was observed as 
opposed to less physiological reactivity regarding threats. This is consistent with 
other research that suggests that greater energy is allocated to tasks that are 
appropriately challenging and less energy allocated to situations that become 
increasingly threatening. This is understandable as there are likely to be some 
situations that are indeed so challenging, indeed threatening, that no beneficial 
solution can be achieved through the use of energy or activity. This is likened to 
providing non-committal responses and behaviour or simply giving up. Figure 5.1 
demonstrates this concept. 
 
Figure 5.1 - Challenge/Threat VS Effort 
Similarly, Ravaja performed a study that was designed to examine the 
influence that opponent types have on presence and emotional responses in certain 
video games (Ravaja et al., 2006). This study was performed using biometric 
feedback equipment including an electrocardiogram (ECG). Higher levels of spatial 
presence, engagement, anticipated threat, post-game challenge appraisals, 
physiological arousal and more positively balanced emotional responses were 
observed to occur when playing against other humans. In particular, playing against a 
friend or stranger elicited much higher anticipated threat compared to playing against 
a computer (< 2.0 when computer, > 2.3 when either friend or stranger). This begs 
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the question of whether or not a more human-like opponent would also elicit higher 
perceived threat and possibly higher levels of engagement or enjoyment in players. 
5.2 THREAT DETECTION IN GAMES 
Work by Perron (2004) deals primarily with the theory and practice behind 
alerting players of threatening conditions in video games, particularly the survival 
horror genre. It describes the alerting of danger that game designers must consider 
for the players, and how certain aspects of the process can be manipulated for 
maximum levels of tension, shock or anxiety (Perron, 2004). Additionally it 
describes the components of games that allow us to make a more certain evaluation 
of threat, and how our control over game mechanics (movement, resources, camera 
perspective etc) can contribute to how threatened or alarmed we may feel in 
dangerous situations. Particularly, Perron (2006) notes that the threat players 
experience is based on our understanding of impending disaster or suffering by the 
protagonist/player of the game (Perron, 2006). This results in uneasiness in 
threatening situations such as anticipated agony, injury or even death. In the case of 
survival horror games, the outcomes of threatening situations are limited to surviving 
the attack via fighting back, running away or failing to do either and dying. These 
types of threat based responses are not only limited to survival horror games, 
although they are most prominent due to the game genre's intentionally horrific and 
supernatural settings. 
The research by Falcone and Parasuraman builds off the work from Green and 
Bavelier (2003). As mentioned in section 2.2.3 of the Literature Review, Green and 
Bavelier's research dealt with comparing the difference in visual selective attention 
between video game players, particularly with regards to attentional blink. Falcone 
and Parsuraman (2012) specifically look into how differences in video game 
experience affect the learning and detection of threat in games(Falcone & 
Parasuraman, 2012). Forty-two participants involving both males and females were 
broken into 3 groups: high, low and no FPS game experience. The threat detection 
task involved participants identifying whether first-person screenshots from the 
military simulation game 'DARWARS Ambush' contained a threat or not. 
Screenshots were only displayed on screen for two seconds and participants were 
required to answer with true or false responses. Participants were all new to the 
94 
 
scenes of the game and performed training trials with video game play confirmations 
on their responses for a period of 12 minutes. Results show that participants with 
high levels of FPS experience were quicker to assess what constituted a threat than 
those who did not. Additionally, there were no differences between males and 
females regarding accurate response to threats at all levels of experience. The work 
also states that due to the constant necessity to track multiple objects, attend to pop-
out stimuli and disregard distracter stimuli, experience with FPS games is considered 
ideal. The results suggest that video game experience, especially FPS games 
experience, results in accelerated learning in identifying threats.  
A user study undertaken by Schmidt et al. (2013) required video game players 
and non-video game players to identify potential threats in the video game Virtual 
BattleSpace 2 (Schmidt et al., 2013). Described in the work as 'vigilance tasks', 
participants were required to identify improvised explosive devices (IEDs) by 
clicking on them in game. Players of action video games were found to have a 
significantly higher detection rate for IEDs, as well as averaging more detections per 
play session. They also appeared to be able to handle more stressful stimuli-based 
situations where more effort was required on the player's behalf. One conclusion 
from the research suggests that video games may help to attenuate learning curves 
and improve task characteristics such as spatial awareness, search patterns and 
cognitive reasoning. The results suggest that experience with video games, 
particularly under the stressful conditions of the vigilance task, assist greatly in 
identifying and reacting to threatening scenarios. 
5.3 THREAT ASSESSMENT LITERATURE SUMMARY 
From the additional literature reviewed prior, it is obvious that assessing threat 
is an occurrence familiar not just to players in games, but people in general. As a 
psychological, cognitive response, there is strong evidence suggesting that threat 
assessment is something we perform every day, having the potential to drastically 
change decisions we make. The association of threat with challenge is also a 
convenient comparison, relating itself easily to many situations players may find 
themselves in video games. This is particularly relevant to issues of engagement and 
flow, which are aspects of video games considered critical for their success. 
95 
 
In addition to this, there is strong evidence suggesting that individual levels of 
player skill and experience contribute significantly towards recognizing threats in 
games. Greater exposure to FPS game content resulted in more accurate ratings 
amongst research participants. It is important that this understanding be 
acknowledged as it could potentially dictate how a bot AI is designed. It also 
encourages some investigation into player skill and experience with regards to 
modelling player threat assessment. 
5.4 MODELLING PLAYER THREAT ASSESSMENT 
One of the features of multiplayer, arena based First Person Shooter games is 
the ability to play against offline opponents in the form of bots. While there is 
literature that suggests that players may sometimes prefer bot opponents over human 
ones (Ravaja et al., 2006; Sweetser & Johnson, 2003; Weibel et al., 2008), it is 
important to acknowledge the intrinsic motivations and skill based needs attended for 
when playing with bots (Benabou & Tirole, 2003). Players often have the 
opportunity to train against bots in offline environments to learn the basics of a FPS 
game or to hone their skills. Improving one's skill discretely against bots has merits 
that players may find rewarding.  If this process can be made more useful to the 
player by providing more player-like bot opponents that mimic the tactics and skills 
human players possess, then it is possible that the process could be made more 
enjoyable as well.  Ultimately, this is the goal of this research. 
However, when discussing intrinsic motivations and improving game play 
skills, the idea of defining and understanding what player skill is cannot be ignored. 
Unfortunately, the topic of player skill is a relatively unexplored domain with respect 
to game research. While it is viewed as something that individual players possess in 
varying degrees, very little research has been undertaken to effectively measure 
player skill in video games. Skill is often broadly categorized into straightforward, 
quantitative measures such as reaction time, hit/click accuracy and attentional blink 
(Claypool, 2006; Dye et al., 2009; Laird et al., 2000). While these values may reveal 
detail on qualities such as a player's area awareness and mechanical dexterity, 
measuring skill entirely from these components does not provide a complete picture.  
Despite the lack of reliable skill representation in literature, it is not difficult to 
identify threat assessment as a skill that video game players possess. Taking into 
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account the combination of factors that denote a threatening situation requires several 
player attributes. For example, prior knowledge or experience of potential game 
conditions will affect a player‟s ability to interpret how dangerous a situation is. 
Additionally, a player's multi-tasking capability may affect how quickly they 
acknowledge game conditions and their mechanical dexterity will determine how 
efficiently they are able to respond to them. Ongoing threat assessments from 
multiple encounters may also affect how a player thinks and plans ahead. Tactically 
and strategically speaking, threat assessment is likely one of the most important skills 
a player can possess.  
5.5 THREAT ASSESSMENT, SKILL AND EXPERIENCE 
A skilled player's ability to determine threat can be described as the ability to 
quickly assess a situation in game and respond to it in a useful or beneficial way. 
This acute fight-or-flight mentality is unfortunately not a commonly recognized facet 
of specifying someone's skill at video games. A reason for this may be because there 
is no real word to describe the process of reacting to something that is dynamically 
dangerous in a timely and beneficial manner. Knowing something that is a threat, 
perhaps from personal experience, and noticing something threatening because of 
heightened senses or awareness are separate activities. However, when combined, an 
individual should be able to make an assessment of threat and do something to make 
the situation more beneficial for them.  
The concept of player threat assessment can be linked to general challenge and 
threat appraisal research. Threat appraisals are observed in individuals during 
situations they are unable to ignore or successfully cope with (Lazarus & Folkman, 
1984). While most game conditions can be considered appraises of challenge, a 
threat appraisal occurs when a challenge becomes too difficult for an individual to 
take on. This can be likened to the idea of flow in games, detailing a scenario where 
the flow of a game spikes into stress or anxiety (Sweetser & Wyeth, 2005). Tomaka 
(1993) reinforces this idea by suggesting that challenge and threat appraisals are 
inherently linked and that as a situation becomes more threatening, less effort is 
exerted by the individual concerning its rectification.  
It is therefore safe to assume that the challenge/threat perceived, as well as the 
amount of effort provided by an individual, is tied strongly to both the skill and 
97 
 
experience of the individual. For example: someone who is more skilled and 
experienced at driving a car will be less threatened by circumstances than someone 
who has never driven a car before. Additionally, more effort or energy will be used 
in perceived threatening situations, not just because a more threatening situation will 
demand more activity, but also because a more skilled and experienced individual is 
less likely to give up, being more engaged with the activity. Figure 5.2 shows how 
this relationship can be linked and Figure 5.3 shows how challenge and threat can be 
described with regards to flow. 
 
Figure 5.2 - Experienced Challenge/Threat Appraisals 
 
Figure 5.3 - Flow VS Challenge/Threat Appraisals 
The example of driving is but one of the many activities we typically perform 
every day that not only has risks, but requires an individual to consider certain 
variables. These variables can include things such as inertia, velocity, the weight of 
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your vehicle and the status of the road's surface. A more skilled and experienced 
individual, having prior knowledge and experience, good reflexes and an effective 
driving technique may be safer than someone who does not have the same skill-set, 
even in more treacherous conditions. It is not difficult to translate this perspective of 
threat assessment and its relationship with one's skill and experience to video games. 
Video games frequently position players in incredibly threatening game situations 
where virtual life and death are determined by limited amounts of resources such as 
armour and health. Whether a game uses a realistic physics system or not should not 
make a difference regarding how and when a video game player makes assessments 
of threat. As long as the information is accessible to the player via some manner of 
cognition, the ability to assess threat in games and make safe choices regarding it 
should be possible. 
5.6 PLAYER COGNITION & AI DECISION MAKING 
The process of making effective threat assessments relies heavily on prior 
knowledge and experience. Ultimately though, it is controlled by one's ability to 
multi-task between acting and observing. This cognition and action based process is 
something humans have evolved to perform incredibly well and is eloquently 
described as a cognitive feedback loop in Norman's Seven Stages of Action(Norman, 
2002), displayed in Figure 5.4. This model, explained more thoroughly in section 
2.2.3 of the literature, contains three stages of evaluation and four stages of execution 
that are typically performed when we interact with entities in the real world. Often an 
activity requires multiple actions to be performed over a duration of time forming 
'gulfs' of execution and evaluation. This involves the process to be looped as goals 
change continuously as a result of our actions and evaluations.  
Threat assessment can be linked to the Seven Stages of Action as it is a process 
that occurs primarily during the gulf of evaluation, but with the potential of 
drastically changing intentions and goals. In a dangerous situation, an evaluation of 
what is likely to happen with respect to current goals or intentions would occur. A 
change of goal may be necessary if a more desirable state is to be achieved. Using 
our driving example once again we can describe this process in more detail. Let's say 
you are driving down a road at 60 kilometres per hour. The car in front of you brakes 
abruptly for unknown reasons. You perceive this current world state as it is and 
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interpret that the world state has suddenly changed. Upon evaluating this 
interpretation, you realise that if you were to continue with your current goal of 
driving forward, you would likely end up colliding with the other vehicle. This is not 
a desirable state to be in, so a change of goals would occur. Your goal changes to 
stopping your vehicle as quickly as possible. While driving a car, this requires you to 
put your foot on the brake. 
 
Figure 5.4 - Norman's Seven Stages with Threat Assessment 
Imagining similar, if not the same circumstances occurring in a video game 
(e.g. a racing car game) is not difficult. While reactions and goals may be similar, the 
actions undertaken will understandably be different due to the differences in 
manipulating game objects and avatars with game control peripherals. Thinking 
about this type of human behaviour within a game context, and the implications for 
AI bot design is interesting. Bots are currently not capable of viewing the game 
world on the same level we do; from a first person perspective viewing a computer 
screen or television monitor. While this level of embodiment is probably 
unnecessary, bots are incapable of interpreting dynamic game conditions. Anything 
that is not defined in a bot's heuristics, navigation systems or learning capabilities 
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(i.e. via more advanced AI systems) will likely be ignored by a bot. Therefore, the 
implementation of a player-like, skill-based component that is capable of assessing 
threat in the complex way that humans do is most likely impossible at this time. 
While this limitation of current bot AI can be viewed as a problem, it is 
hypothesized in this research that a satisficing
10
technique of player-modelled threat 
assessment should be sufficient for the purposes of creating more player-like bots 
and increasing enjoyment in video games. Although bots may not interpret the game 
world the same way humans do, the benefit of a virtual environment means there are 
variables and relationships that can be explored with regards to player actions. 
Breaking down these game variables and understanding the relationships between 
them should provide a method to understanding what constitutes a threatening 
situation in game. Transferring this knowledge into a bot's AI system would then be 
possible. 
5.7 THREAT ASSESSMENT CONCLUSIONS 
Human players generally prefer to play against other humans players, but for 
the most part have never had the opportunity to play against researched based player-
like bot AI. While they may be intrinsically motivated to practice and train against 
bots, part of the fun in playing against a human-like opponent is lost due to the 
tactics, skill and general player-like behaviour that bots can lack. One aspect of this 
player-like skill-set is the ability to appropriately and efficiently respond to 
threatening situations. The ability to assess challenges and determine their level of 
threat is likely influenced by the skill and experience of individuals, just as 
challenges can dictate the level of enjoyment experienced. Threat assessment, while 
governed by prior knowledge and experience, incorporates the process of multi-
tasking between actions and observations regarding a changing game state. It 
therefore lies directly in the gulf of evaluation in Norman's Seven stages of action, 
capable of drastically changing goals during a cognitive feedback loop. Although 
bots do not interpret or interact with the game world as players do, it is hypothesized 
that a bot that mimics some aspect of player threat assessment will be more 
                                                 
10
 Satisficing - term introduced by Herbert Simon referring to a decision making strategy using viable 
alternatives that meet an acceptability threshold (Simon, 1956). 
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enjoyable to play against. Implementing threat assessment into some form of bot AI 
technology would therefore be useful. 
With this understanding, it is possible to formulate a study that explores this 
ideology. This study aims to expose the differences in bots and human behaviour by 
pitting bots and humans together in a multiplayer setting. By allowing players to 
identify between bots and humans as well as the behaviours that give them away, a 
greater understanding of the behaviour that players expect can be finalised. It is also 
an excellent opportunity to introduce threat assessment into to the equation to see 
what players feel about the concept and possibly reinforce the hypothesis with 
corresponding examples. 
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6 Multiplayer FPS Study 
A second user study was conducted, to follow up the findings from the Expert 
FPS Gameplay Study. It took into consideration some of the previous studies 
weaknesses (e.g. participant numbers) to further investigate player interactions 
within a multiplayer FPS. It further addresses the first research question and aim. 
Aim 1 and the first research question are again the following: 
Aim 1: To formulate an understanding of player interactions with bot and humans in 
a competitive FPS context.  
1. What are players’ expectations of and preferences for interactions 
with both bots and humans within competitive FPS games? 
With the results from the Expert FPS Gameplay Study, an understanding of 
what players dislike about bots is known. However, additional information is 
required about what players expect from bot behaviour and what constitutes player-
like decision making. This study therefore aims to garner some understanding of how 
to improve bot behaviours, as well as considering how human players make 
decisions when faced with an opponent. It examines player responses to threatening 
situations. Given that the thesis is underpinned by the idea that improved interactions 
between human players and AI bots would increase player enjoyment in FPS games, 
the study also examines whether players can identify when playing a human versus 
playing a bot. It explores how players differentiate between human and AI 
opponents. The undertaking of this study was therefore conducted to complete the 
following tasks: 
 Reveal to what extent players can actually differentiate between human 
players and bots in both single and multi-player game-play sessions; 
 Understand the behaviours exhibited by opponents that are most useful 
for telling the difference between human and bot opponents; and 
 Gain a basic understanding of „threat‟ as a player-like decision making 
process, to see if previous conclusions from the Expert FPS Study can 
be supported and extended. 
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The study was conducted in the Queensland University of Technology Games 
Research and Interaction Design (GRID) laboratory. This lab contains several well 
equipped computers capable of undertaking multiplayer game play sessions in a 
variety of configurations.  
6.1 METHOD 
The user study consisted of eight multiplayer game play sessions with four 
participants per session. In each session, participants were required to play four 
separate multiplayer games as well as fill out a questionnaire. A single multiplayer 
game could contain one opponent (1v1 games) or three opponents (1v1v1v1 games). 
Opponents could either be another participant in the room or an AI bot controlled by 
the dedicated host computer. Participants played two game sessions with one 
opponent; one with a human opponent and the other against a bot opponent. In the 
two game sessions with three opponents, one of these was against three human 
opponents and the other was against two bots and one human.  Two and four player 
configurations were used due to the resources available and a limited maximum 
number of participants needed for a single study session. Participants were lead 
through the user study session, which lasted on average of 1.5 hours, by the PhD 
researcher. The researcher provided specific instructions to the participants as they 
progressed through game play sessions and all participants were rewarded for their 
time with sweets and beverages at the end of a session, covered by an appropriate 
ethical clearance. 
6.1.1 Study Setup 
The GRID lab was set up in a configuration that did not allow each participant 
to observe any other participant. The configuration used was a simple cross based 
formation with dividers blocking the field of view of each of the other participants. 
The PC used to host the multiplayer games was separate from the rest and not 
viewable by any of the participants. As mentioned previously, participants competed 
against both human and/or bot opponents in each multiplayer session. The four types 
of game session opponent configurations used are shown in Figure 6.1, along with 
the lab setup. 
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As seen in Figure 6.1, game session types 1 and 3 contained bot opponents and 
games 2, 3 and 4 contained human opponents. These configurations were selected as 
they offered the greatest diversity in opponent configurations without exceeding four 
games played. They also allowed participants to play against every other human 
participant in their study session at some point. Game session type 4 is a special case 
as it allows all human participants to play against each other without bots, a common 
setting in most modern FPS games. In the first two games participants played with 
only a single opponent, that being either a bot or human, and the two four player 
games were played after the two player game sessions. This procedure accounted for 
two important factors: 
 Counter balancing the experience of competing against a single bot or 
human opponent first in a straightforward game environment 
 Progressive, reliable and expected differences in observational 
difficulty between two and four player games 
This method allowed the study to have an amount of rigor in its undertaking, 
which was considered necessary due the study's multiplayer, server controlled nature. 
Game session types 1 and 2 were the first two game types participants encountered in 
the study. They were run in alternating order per study, to ensure that 4 groups 
encountered human players first and the other 4 groups encountered bots first. Game 
session types 3 and 4 were the final game sessions participants encountered being run 
in a standard, non-alternating sequence. The reason for this is that game three 
includes both bot and human opponents, so counterbalancing it with game four 
which had just human opponents was unnecessary due to their difference in player 
variability. 
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Figure 6.1 - Multiplayer FPS Study Game Session Setups 
In summary, a standard study sequence consisted of game session type 1 OR 
game session type 2 -> game session type 1 OR game session type 2 (the other game 
session) -> game session type 3 -> game session type 4. By the final game session, 
each participant would have encountered 3 bots and 5 humans, which was considered 
sufficient reference for identification throughout the study's undertaking. 
6.1.2 Study Sequence and Questionnaire 
Each of the eight in total user study sessions underwent the same sequence of 
events. Players were seated at one of four computer terminals and were asked to fill 
in the first page of the questionnaire. Certain sections of this questionnaire were 
filled out before, in-between and after game session types, depending on the 
sequence of events. The first page contained questions related to their experience 
with FPS games such as the FPS games they played and the average number of hours 
Game Session Type 1 
+1 bot 
+1 bot 
P1 
P2 
+1 bot 
+1 bot 
P3 
P4 
Host 
Game Session Type 2 
 
P1 
P2 
 
P3 
P4 
Host 
Game Session Type 3 
P1 
P2 
P3 
P4 
Host 
+2 bots 
+2 bots 
Game Session Type 4 
 
P1 
P2 
P3 
P4 
Host 
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per week they played them. They were also allowed to rate their own personal 
skill/experience level between 1 and 10 with 10 being the highest.  
After the first page of the questionnaire, participants were introduced to a 
single player deathmatch game of Quake 3 where they could change controls and 
certain keybinds to their liking. There were no opponents in this game. Visual 
aspects of the game such as the resolution, lighting, texturing and field of view were 
not allowed to be adjusted. Participants were also given time to warm-up and get 
used to the physics and feel of the game as well as to experiment with some of the 
weapons. When all participants were comfortable, participants were required to 
change their player name to a specific name described on a separate instruction sheet, 
specific to the game number they were playing. They were also required to change 
their player model to something different from what was previously used. 
Participants were now introduced to the first multiplayer game session. This 
was done via creating a single player game similar to the previous game, but also 
pressing a single key specific to their participant number, also described on the 
separate instruction sheet. This avoided the use of a multiplayer lobby which would 
have given away details of the opponents in the games they were joining. This was 
repeated for each of the four games every participant joined. Upon joining a game, 
demo recording was enabled to record their actions from their point of view. This 
demo recorded replay data would be later used for extensive video analysis. Demo 
recording was also performed by a simple keypress and did not impede the 
participant. Participants were then required to play the game as they normally would 
for the duration of the match. 
After both the first and second 1v1 multiplayer games were over, participants 
stopped demo recording (via keypress) and filled out pages of the questionnaire that 
asked the participant to rate their opponents on the likeliness they were to a human 
opponent. As the first two games only consisted of one opponent who had a specific 
name (which was provided for them on the questionnaire) they only needed to rate 
two opponents for the first two games. This rating consisted of a Likert scale 
between 1 and 7, 1 being definitely a bot, 7 being definitely a human and a 4 being 
undecided. They were then asked what aspects of their opponent, if there were any, 
that allowed them to identify that opponent as human or bot, as well as what they 
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liked and disliked about their opponents. After the first two games, participants were 
also queried which opponent they preferred from their first two games. 
The third and fourth game sessions, which were not randomized, were 
conducted sequentially after the first two 1v1 game sessions. These two game 
sessions contained the participant and three opponents, making them four player 
deathmatch games (i.e. 1v1v1v1). The questionnaire regarding the bot/humanness 
rating of their opponents was slightly different in that it specified all three of the 
opponents that they competed against. It also allowed for slightly more room to 
comment on specifics of their opponents.  
When all participants had finished their multiplayer game sessions and the 
relevant parts of the questionnaire related to the games played, they were required to 
complete some final questions. These questions asked participants questions related 
to the identification of bots and player responses to certain threatening situations. 
Participants were asked to rate a set of 11 behaviours from 1 (not useful) to 5 (useful) 
on their usefulness for identifying the difference between bots and humans. They 
were also given the opportunity to comment specifically on any other behaviours that 
assist in this process and what they generally prefer in a FPS deathmatch opponent. 
Finally, participants were presented a series of conceptual situations that a player 
might encounter during the course of a game with a single opponent. They related to 
health, range, environment and the weapon that both they and the opponent are 
using. Participants were asked to describe what they would do in each situation as 
well as give a numeric value regarding how dangerous or threatening the current 
situation is for them. This value ranged from 1 – not threatening, to 5 – highly 
threatening.  
Please refer to section 12.4 of the appendices for a questionnaire example used 
during this study. 
6.1.3 Opponent Behaviour List 
After participants had finished the game sessions and questions related to them, 
the questionnaire introduced a list of 11 sample behaviours, requiring participants to 
rate the behaviours on their usefulness for identifying between bots and humans. This 
list of sample behaviours was derived from the behaviours identified from the 
comments and observations of participants in the Expert FPS Study. Many of the 
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behaviours are collectively made from the primary states in the State Relationship 
Map in section 4.3.3. However, several of them, such as jumping and camping, were 
intentionally put in as separate actions. This was due to them being viewed to have a 
highly distinguishable difference in logistical execution between bots and humans in 
the Expert FPS Study. Because of this, it is expected that some would be considered 
more useful by participants, but may be less important regarding any eventual AI 
improvement. Just because a behaviour or action has a large difference in execution 
between bots and humans does not necessarily mean there is a problem with the 
action itself. As demonstrated in the Expert FPS Study, often the decision making 
process or underlying logic behind an action is what is considered problematic, 
resulting in predictable and exploitable behaviour. Table 6.1 details the 11 
behaviours and their respective justification for inclusion in this study. 
Table 6.1 - Behaviour Selection Justifications 
Behaviour Justification 
Crouching Universal behaviour for reducing player size and lowering view 
Jumping 
Universal behaviour for traversing or avoiding obstacles or 
enemy fire 
Dodging Combat behaviour for avoiding enemy fire 
Detecting Non-combat behaviour for recognizing enemy opponents 
Aiming Combat behaviour for efficiently damaging opponents 
Camping Universal behaviour for acquiring combat advantage 
Response to 
player 
Combat behaviour denoting choice of action regarding player 
behaviour 
Fleeing Combat behaviour in attempt to avoid further combat 
Pursuing Combat behaviour in attempt to continue further combat 
Weapon Usage 
Combat behaviour related to appropriateness of weapon 
selection and use 
Picking Up 
Items Universal behaviour regarding appropriate choice of pickups 
 
It should be noted that certain behaviours, such as response to player, are 
intentionally ambiguous. Behaviours such as response to player are included as they 
attempt to encapsulate a multitude of behaviours based on variable conditions. It is 
possible that other opponent behaviours may be the answer to those conditions (e.g. 
fleeing), but this is left open to interpretation by the participants. Hierarchically these 
11 behaviours should not be considered on equal grounds to each other, nor should 
they be considered the only actions a bot or player can perform in game. In short, the 
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11 behaviours were chosen primarily to understand what type of behaviours, specific 
or otherwise, allows participants to identify between bot and human player types.  
6.1.4 Modification of Quake 3 Client 
The game used for this multiplayer study was Quake 3: Arena. This game was 
used primarily for the ease in which multiplayer games can be setup (dedicated 
servers using batch files) as well as the modification diversity the client allows. 
Through the use of minor configuration file tweaking and keybind scripting, 
participants were able to perform the actions of joining and recording games with 
relative ease. Certain image files were removed, default bot AI features and functions 
(e.g. chat) were disabled and bot opponents were renamed to new random names. 
These changes were required and were considered sufficient for participants to be 
able to play multiplayer games with both bots and humans where only real time 
gameplay and observation could be used to accurately identify opponents. 
6.1.5 Participant Demographics 
The study had a total of 32 participants. The age of the participants ranged 
from 19 to 30. Participants were required to be above average at FPS games, with 
experience in arena shooters such as Quake 3 and Unreal Tournament being 
preferable. However, experience with modern multiplayer PC shooters was also 
acceptable. Participants were found mainly to play the Call of Duty series, though 
many were found to play Counter-Strike, Team Fortress 2, Battlefield, Quake series 
and the Unreal Tournament series. On average the participants were found to play 
around 8 hours per week and had an averaged self-rated experience/skill rating of 
6.9. However, these self-assessed values are considered carefully when determining 
the accurate identification of opponents by each participant. 
6.2 RESULTS 
The quantitative and qualitative data collected throughout the Multiplayer FPS 
Study is broken down into the following sections: Two Player (1v1) Game Results, 
Four Player (1v1v1v1) Game Results, Participant Comments, Participant Accuracy 
VS Demographic Correlations, Behaviour Identification Ratings and Threat Data. 
The majority of these sections are assessed quantitatively with only the Participant 
Comments evaluated for qualitative aspects. Some comparisons between participant 
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comments, their accuracy at rating opponent types and their demographic data are 
detailed in Participant Accuracy VS Demographic Correlations so as to examine the 
accuracy of individual participants and how meaningful their data may be. 
6.2.1 Two Player (1v1) Game Results 
Player assessment of whether competing against a human or a bot for two-
player (1v1) games is displayed in Table 6.2. The Likert scale used to measure the 
likeliness to a human (7 being definitely a human) is colour coded with green ranges 
indicating a mostly correct answer (1-3 if a bot opponent, 5-7 if a human opponent), 
red indicating incorrect answers and yellow denoting a neutral or undecided 
response. There were a total of 32 participants who each played two 1v1 games, one 
against a human and the other against a bot making a total of 64 possible bot or 
human 1v1 identification scenarios. 
Table 6.2 - 1v1 Game Results 
Bot->Human Rating Scale 1 2 3 4 5 6 7 
1v1 bot opponent (1 per participant) Total = 32 4 9 6 2 1 7 3 
1v1 human opponent (1 per participant) Total = 32 1 3 4 4 4 7 9 
 
Figure 6.2 - 1v1 Game Results Graph 
The 1v1 data displayed in Figure 6.2shows the differences between the bot and 
human identifications with a slightly greater number of correct identifications for the 
human opponent identifications. There also was a greater tendency to rate a human 
opponent uncertainly (i.e. as a 4 on the Likert scale) as opposed to the bot opponents 
which participants felt more certain in rating. However, there was some difference in 
the certainty participants had when rating bot opponents with 9 participants rating 
them at a scale of 2, but also 7 participants rating their bot encounters at a 6. Human 
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opponent encounters had mostly accurate identifications; 16 participants rating their 
human opponent between a 6 and 7. 
6.2.2 Four Player (1v1v1v1) Game Results 
The four player or 1v1v1v1 deathmatch games were conducted in the same 
process as the two player games, using the same Likert scale, just with multiple 
opponents. Of the two four player deathmatch games conducted per participant, each 
participant faced two bot opponents and four human opponents. This created a total 
of 64 unique bot and 128 unique human identifications. This can be observed in 
Table 6.3. 
Table 6.3 - 1v1v1v1 Game Results 
Bot->Human Rating Scale 1 2 3 4 5 6 7 
1v1v1v1 bot opponents (2 per participant) Total = 64 1 
2
1 8 
1
3 
1
1 
1
0 0  
1v1v1v1 human opponents (4 per participant) Total = 
128 4 
1
4 
1
0 
2
3 
3
3 
2
6 
1
8 
 
Figure 6.3 - 1v1v1v1 Game Results Graph 
Figure 6.3 shows that, like the 1v1 games before them, there appears to be a 
greater tendency for participants to accurately identify human opponents as opposed 
to bots. In comparison to the 1v1 games, inaccuracy is greater with participants only 
rating bots with a 47% level of accuracy. While the level of inaccuracy remans 
roughly the same at 32%, neutral ratings climbed to 20%. Similarly, neutral ratings 
increased with the participant ratings of human opponents. While this result is not 
unexpected, with larger multiplayer games being more chaotic and creating more 
ambiguity, the differences between the bot and human ratings were surprising. 
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6.2.3 Participant Comments 
Participants were allowed to comment on whatever facet of their opponents they 
deemed fitting. The behaviours discussed in the opponent behaviour identification 
ratings were not introduced to participants prior to their commenting on their 
opponent‟s behaviours. However their comments were mapped to the listed 
behaviours to draw some useful data from them. Miscellaneous comments consisted 
of many issues such as collision detection, falling off edges, control/latency issues, 
abnormal actions and especially enemy movement/navigation. Navigation related 
behaviours were not holistically identified as an individual behaviour as it was not 
expected that participants would have enough time to analyse their opponent‟s 
movement paths during the course of play. For some people this proved to not be the 
case with a surprising number of comments relating to the navigation behaviours of 
their opponents. Whether these observations are actually behaviours observed by the 
participants or simply an extension of their view on the current opponent type is left 
to be seen. The total number of comments in each respective category can be seen in 
Table 6.4. 
Table 6.4 - Behaviour Comments 
Mapped Opponent 
Behaviour 
Total Number of 
Comments 
Crouching 1 
Jumping 41 
Dodging 32 
Detecting 32 
Aiming 51 
Camping 20 
Response to player 56 
Fleeing 24 
Pursuing 31 
Weapon Usage 61 
Picking Up Items 35 
Miscellaneous 99 
 
The information in Table 6.5details some of the more specific comments made 
by participants involving accurate identifications between bot and human players. 
These comments give some insight into how participants observed their opponents 
and the similarities in observations and opinion. 
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Table 6.5 - Specific Participant Comments 
Participant 
ID 
Related 
Behaviour/s 
Opponent Type Comment 
1 
Aiming, Weapon 
Usage 
Bot 
Opponent seemed to have perfect 
hitscan aim but highly flawed projectile 
aim, they were likely a bot 
Response to Player Human 
They felt varied so I had to change how 
I fought them 
2 Pursuing Bot 
In my opinion, human will be more 
aggressive 
3 
Response to Player Bot 
It was too similar in how it reacted with 
each section 
Jumping, Aiming, 
Weapon Usage 
Human 
Knowledge about how to play the 
game, strafe jumping movement and 
accuracy with weapons 
5 Aiming, Jumping Bot 
I thought it was a bot because every 
shot hit and it was always jumping 
7 Response to Player Human 
Seemed to make and change decisions, 
Seemed to adapt to my strategy 
8 Picking Up Items Human 
A bot learns not to make mistakes, yet 
the player/bot would not pickup power 
weapons sometimes, like a human 
player might do 
10 
Jumping, Pursuing, 
Picking Up Items 
Bot 
The opponent would jump around like a 
human player in an attempt to avoid 
fire, but rather then chasing down the 
kill he would always instantly retreat in 
search of health/armour 
Jumping, Dodging, 
Aiming 
Human 
The opponent would make human 
mistakes such as falling into ditches and 
dying. Use of the sniper was poor (i.e. 
not ai robotic) 
11 
Picking Up Items, 
Camping 
Bot 
Human players prefer to gear up fast 
and it only staged in one location 
13 
Response to Player, 
Pursuing, Detecting 
Bot 
Thought it was a bot because it didn't 
seem to follow me and it didn't really 
try and find me 
Response to Player, 
Weapon Usage, 
Pursuing 
Human 
Seemed more tactical, they sniped and 
used the weapons more tactically, also 
they followed me when I ran away 
14 
Response to Player, 
Aiming 
Bot 
Repeated the same actions when 
attacked. Impeccable accuracy 
Response to Player Human Not predictable 
15 
Jumping, Dodging, 
Aiming 
Bot 
Weird jumping and ran straight at 
rockets. Very good aim with shotgun 
Fleeing, Camping, 
Jumping 
Human 
Fell off the edge a few times, ran away, 
stood still while aiming, shootout with 
railgun and missed a few jumps 
16 Aiming, Detecting Bot The bots aim seemed to be perfect. I 
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would receive damage immediately 
after leaving cover. The bot knew 
where I was as soon as there was line of 
sight 
18 
Detecting, Pursuing, 
Response to Player 
Bot 
Seemed to run around the map in a 
circle, would continue to run around 
the corner even if I tried to engage but 
missed 
19 
Picking Up Items, 
Weapon Usage, 
Aiming 
Human 
Unleashed felt to have extreme 
familiarity with the map and good 
placement of rockets 
20 
Response to Player, 
Detecting 
Bot 
Also seemed to run into me at times 
and not react to situations a human 
player would 
Response to Player Human 
Appeared to change tactics depending 
on what I was doing at the time 
21 Jumping Bot 
The opponent was using strategies and 
jumped around a lot 
22 Picking Up Items Bot 
They would always run for a single 
weapon and didn’t try to use any others 
unless no other option presented itself 
23 
Weapon Usage, 
Jumping 
Bot 
I thought it was a bot because the firing 
of his weapon was very consistent and 
seemed to be time. The opponent also 
jumped unnecessarily a lot. 
24 Camping Human 
Stood still at one stage. Bots never 
stand still 
25 Jumping, Dodging Bot 
They were jumping around a lot, it 
made them harder to shoot 
26 
Dodging, Response 
to Player 
Bot 
I thought the movement of the play 
was too free and reaction speed was 
also a factor in my decision 
Detection Human 
Shoed a bit of skill in detection with 
map environments 
27 Aiming, Jumping Bot 
At times was aiming as they came 
around a corner but sometimes did not. 
Also was always jumping. 
28 
Jumping, Picking up 
Items 
Bot 
The opponent showed a mechanic jump 
attack pattern that did not adapt and 
was moving in a set circuit when 
collection weapons 
29 
Detection, Pursuing Bot 
The opponent kept running around the 
edges of the map and followed the path 
even when being shot at 
Response to Player, 
Picking up Items, 
Camping 
Human 
At the start the opponent acted slower 
than a bot would, they also move 
around less espcieally when the picked 
up the sniper and camped one spot 
30 
Weapon Usage, 
Picking up Items 
Bot 
Also only ever used 2 out of 4 guns, 
mainly plas-gun. Bot also never picked 
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up armour during a fight. 
Weapon Usage, 
Fleeing, Picking Up 
Items 
Human 
Player used a variety of weapons, used 
a larger number of tactics, would 
continue to fight in situations he 
couldn’t win and would always try to 
pickup ammo and armour 
31 
Pursuing, Weapon 
Usage, Picking Up 
Items 
Bot 
Would follow to last seen place I had 
been even though other ways existed. 
Used no variety in weapons, mostly last 
picked up. Never went for kill, got 
health and armouralot 
32 
Fleeing, Picking Up 
Items, Weapon 
Usage 
Human 
Attempted strategies such as running 
away, acquiring weapons that could 
turn the fight. Would not follow set 
paths. Attempted to mimic my actions 
in order to acquire powerups and 
stronger weapons 
 
6.2.4 Behaviour Identification Ratings 
Table 6.6 details the combined data from the behaviour identification ratings 
section of the questionnaire. The 11 behaviours listed in this table are derived from 
observation, interview and questionnaire from user studies conducted previous to the 
Multiplayer FPS Study and are discussed in more detail in section 6.1.3. These 11 
behaviours are believed to be the most useful for identifying an opponent as either 
human or bot. 
Table 6.6 - Behaviour Identification Ratings 
Opponent 
Behaviour 
1 2 3 4 5 Mean Mode SDV 
Standard 
Error 
Crouching 9 6 9 4 4 2.625 1 1.361 0.240 
Jumping 5 4 7 7 9 3.343 5 1.428 0.252 
Dodging 3 6 9 11 3 3.156 4 1.139 0.201 
Detecting 3 4 6 9 10 3.593 5 1.316 0.232 
Aiming 0 3 8 9 12 3.937 5 0.944 0.166 
Camping 1 1 5 8 17 4.218 5 1.039 0.183 
Response to 
player 1 4 6 7 14 3.906 5 1.031 0.182 
Fleeing 0 2 5 12 13 4.125 5 0.906 0.160 
Pursuing 1 4 3 13 11 3.906 4 1.117 0.197 
Weapon Usage 2 4 9 9 8 3.531 3 1.190 0.210 
Picking Up Items 7 5 10 5 5 2.875 3 1.361 0.240 
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Table 6.6 shows that the behaviours of Camping, Fleeing, Aiming, Response to 
player, Pursuing and Detecting were considered to be the top 6 most useful 
behaviours for identifying between opponent types. This is based off the mean score 
of each behaviour with higher denoting a more useful behaviour. This can be seen 
more clearly in Figure 6.4. This data, along with the participant comments, will be 
considered to determine which behaviours are the most useful for portraying in an AI 
prototype. Additionally, the inaccuracy of participant assessment will need to be 
taken into consideration regarding the significance of these behaviours. 
 
Figure 6.4 - Behaviour Identifications Means and SDVs 
6.2.5 Threat Data 
The data about how a participant responds to threat is generated from the final 
section of the questionnaire. This section lists a series of scenarios with multiple 
condition types. The participant is requested to describe their choice of action in each 
particular scenario under the varying conditions, as well as list their perceived threat 
level. Threat was described to the participants as a feeling of danger about a situation 
where your current goals and objectives are likely to be adjusted, perhaps 
unwillingly. An example of a scenario is being low on health and armour against an 
opponent who has superior weaponry, health and armour at close range. An expected 
level of threat was rated for each scenarios conditions – each scenario was also 
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assessed by two experienced FPS game players who were not involved in the study, 
to provide a threat range from 1 (not threatening) to 5 (highly threatening) for each 
scenario.   
Table 6.7 shows this information as well as the averages determined from the 
participant threat ratings. Besides Scenario 1 - Condition 1, every other scenario and 
condition type's average fell within the expected threat rating. Scenario 1 - Condition 
1's result only goes above the average by 0.0625 however, not making it a significant 
error in expectation. 
Table 6.7 - Threat Rating Expectancies and Averages 
 
Condition Type Expected Threat Rating Average 
Scenario 1 1 2to 3 3.0625 
 
2 2 to 4 3.46875 
 
3 4 to 5 4.3125 
 
4 4 to 5 4.53125 
Scenario 2 1 1 to 2 1.65625 
 
2 1 to 3 1.65625 
 
3 2 to 4 3.25 
 
4 3 to 5 3.65625 
Scenario 3 1 2 to 4 3.59375 
 
2 3 to 5 3.375 
 
3 1 to 3 2.8125 
 
4 3 to 5 4.25 
 
5 4 to 5 4.6875 
 
Threat scores were created to assess how close participants were to giving 
threat score that fell within the expected threat ranges. The threat score was 
calculated using a method that allocated points depending on how close participants 
threat ratings were to the expected range. Two points per scenario condition were 
given when a rating was in range, 1 point when just out of range by 1, and 0 points 
given for 2 or more units of differentiation from the expected range. The maximum 
threat score a participant could achieve was 26, scoring 2 points for each of the 13 
scenario conditions. While three participants managed to score 26, the majority of 
participants were found to have very high threat scores with an overall average of 
22.5. As most of the participants rated situations similarly to one another, it is safe to 
deduce that not only was the initial expected threat range accurate but also that 
participants have a holistic, universal view of what a threatening situation is. 
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6.2.6 Threat Data - Video Analysis 
Certain participants were selected from the total of 32 for in-depth analysis of 
their actual game play responses regarding in-game threatening scenarios. These 
participants were selected because of specific data they recorded throughout the user 
study. Some of the participants reported themselves as having high levels of 
experience and competence. Others were observed to have high accuracy regarding 
their ability to identify between opponent types. Some were selected for 
demographic reasons (choice of games, gender, etc). The majority of these 
participants also displayed similar threat scores, being high across the board. 
However, one participant was selected for having an average threat score and 
employing an unusual play/aiming style. Overall, eight participants were selected 
resulting in a vast range of play-styles, perceived competency, experience and 
identification (human vs bot) accuracy ratings. The eight participants chosen 
consisted specifically of participants 2, 6, 7, 15, 20, 28, 30 and 32. 
Video files that could be analysed in detail were created from the data captured 
from these eight participants. These videos were analysed slowly by two expert FPS 
players using a modified time and event sampling technique, taking special 
consideration for when participants were noticeably making changes in decisions. 
These decisions were then regarded next to the most prevalent behaviours identified 
in both the comments and the identification behaviour ratings, matching player 
decision changes to one or more of the behaviours. This helped to structure the 
observation of behaviours being performed by participants and it simplified 
categorising the actions of the participant and their opponent. The situations that 
participants were finding themselves in were also analysed from a threat level 
perspective, similar to that of the threat levels given to the scenario and condition 
examples in the questionnaire. Table 6.8 shows an example of a participant's 
recorded threat-based incidents. The entirety of this data can be found in section 12.5 
of the appendices. 
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Table 6.8 - Participant 20 Game 4 Video Observations 
Participant ID: 20 Game 
Number: 
4 
Time: Situation 
Description: 
Participant encounters opponent with superior weapon 
(rocket launcher vs plasma gun) and advantageous 
proximity (close range). 
0:58 
Threat Description: Threat would likely be high, decreasing as greater distance 
is made between opponent and participant. 
Primary Related 
Behaviours: 
Fleeing (proximity based) 
  
Time: 
1:38 
Situation 
Description: 
Participant becomes low on health and breaks off 
temporarily to make a jump to a health pickup. Opponent 
has machinegun, participant has rocket launcher. Close 
range. 
Threat Description: Threat would likely be medium as participant has superior 
firepower (rocket launcher vs machinegun) and good 
proximity but a health disadvantage 
Related Behaviours: Fleeing (hp low), Response to player (change of goal) 
  
Time: 
3:16 
Situation 
Description: 
Participant is high on HP, armor and has superior 
firepower. Chases opponent down across map. Opponent 
is visibly fleeing. 
Threat Description: Threat would likely be low to non-existent.  
Related Behaviours: Pursuing (has clear advantage), Fleeing (opponent is 
legging it) 
  
Time: 
3:50 
Situation 
Description: 
Participant becomes low on health and moves to avoid 
confrontation (drops to lower level). 
Threat Description: Threat is likely to be medium to high as the close range 
and weapons of both participants (rocket launchers) is 
deadly for both involved 
Related Behaviours: Fleeing (low hp), Response to player (change of direction) 
  
Time: 
3:58 
Situation 
Description: 
Participant reaches critically low health and directly 
retreats from an engagement, even with superior 
firepower. Approaches health and armor immediately. 
Threat Description: Threat is likely to be very high in this situation 
Related Behaviours: Fleeing (very low hp, proximity), Response to player 
  
Time: 
4:05 
Situation 
Description: 
Participant reaches low health again and retreats from an 
engagement, even with superior firepower. 
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Threat Description: Threat is likely to be high in this situation. 
Related Behaviours: Fleeing (low hp), Response to player 
  
Time: 
4:08 
Situation 
Description: 
Participant receives large health increase and re-engages 
opponent around next corner, despite them having a 
weapon advantage (rocket launcher vs gauntlet). 
Humiliation kill. 
Threat Description: Threat is likely to be medium in this situation as it is likely 
they would come off worse than their opponent. 
Related Behaviours: Pursuing (re-engaging opponent) 
  
Time: 
4:25 
Situation 
Description: 
Participant encountered opponent in close proximity in a 
tight corridor, both with rocket launchers. The reaction of 
both players was to back away. 
Threat Description: Threat likely to be medium to high. 
Related Behaviours: Response to Player, Fleeing (small distance to not hurt 
self) 
 
During video analysis it was noted that certain player's reported competence 
(i.e. from demographic data), their actual observed competence, their reported threat 
score responses and their actual in-game threat response appeared to contrast and 
vary. The level of threat given to an in-game situation denoted by the video coders 
sometimes did not correspond to an appropriate action during certain participant's 
gameplay. This contradicts the threat score data from the hypothetical scenarios 
provided in the questionnaire, where the majority of participants assessed threatening 
situations collectively in a similar way. However, during actual game play, certain 
participants would often choose actions that would either be of little benefit or be 
even worse than their described response in their questionnaire. This behaviour was 
most prevalent in recorded data from participants 6, 15, 28 and 30. An example of 
this type of behaviour is observable in Figure 6.5. In this example a participant is on 
low health with only the basic starting weapon and moves around a corner (1.). They 
encounter an opponent who has a firepower and likely health advantage (2.) and 
proceed to engage them, getting their attention (3.). They are quickly killed by the 
opponent (4.).  
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Figure 6.5 - Illogical Behaviour Example 
The scenario in Figure 6.5 can be described as having made a poor decision 
without realistic regard to how threatening the situation is. A more sensible decision 
would have been to retreat from the opponent or move away from them without 
getting their attention. An investigation as to why certain participants made bad 
decisions was performed. Although participant skill was not a requirement or 
measured aspect during the course of the study's undertaking, it is possible to observe 
a general level of skill that players possess in the selected game, Quake III: Arena. 
The eight participants whose video was analysed were rated at various levels of skill 
with an even balance between low to highly skilled participants. Skill was 
determined by several indicators, one being the player's individual score and death 
ratio, their opponents score and death ratios and easily observable factors such as 
movement speed, control finesse, reaction time and rate of decision making. 
Generally speaking, the more skilful players seemed to perform more logically in 
game, corresponding similarly to their respective threat data from the questionnaire 
and contrasting heavily against participants with less skill. Therefore, it was observed 
that player skill and experience seem to be the most contributing factors towards a 
participant making, performing and successfully executing a beneficial decision in 
threatening situations. 
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6.2.7 Threat Data - Relative Weapon Power Observations 
The video data from the eight analysed participants, as well as general 
observations later made from the remaining 24 has also given insight into a 
significant component of player-like threat based decision making. This component 
is important as it involves both the primary mechanic of the game and its interactions 
with other players. The insight relates to the relative power of the weapons used by 
combatants during an encounter with regards to their desirability of use and threat to 
be facing against. The variable most responsible for governing this relationship 
appears to be the distance that opponents are apart. Insight into this relationship was 
observed primarily amongst skilled and experienced players performing unexpected 
but, upon deeper examination, logical behaviour. Often, a skilled or experienced 
player would flee from an encounter relatively quickly even though their health 
status was fine. This is believed to derive from the consideration of weapon power at 
the ranges skilled and experienced participant's encountered enemies. To provide an 
example, a skilled and experienced participant encountering an opponent at long 
range with a short range weapon resulted in the participant fleeing from the opponent 
immediately, sometimes without trying to get their attention. Figure 6.6is an example 
of such an encounter from a participant's game, with the participant attempting to 
flee backwards from a more advantageous opponent. 
 
Figure 6.6 - Fleeing from danger example 
While this insight was not something originally anticipated, the relationship is 
unintentionally hinted at in the study's qualitative questionnaire data. By describing 
both one's status, the weapon they have, the weapon their opponent is using and 
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elements of their environment (open, long range, close range etc), analysing the 
situation from a weapon power perspective was possible. This is reflected in many of 
the comments where participants would say they need to escape instead of fighting. 
This relative weapon power relationship, strongly tied to the distance that 
opponents fight, is anticipated to be a much more complex process than other 
variables relating to threat assessment. From the observations made in this study, it 
also appears to be a crucial process towards accurately modelling player threat 
assessment. Understanding this relationship and modelling the power that certain 
weapons possess at various ranges will be essential towards making an accurate AI 
model of player threat responses. This concept is explored further in section 7.3.3 of 
this document. 
6.3 DISCUSSION AND CONCLUSIONS 
The results from this user study uncover important information regarding three 
topics. These topics are: 
 The extent to which players can tell bot and human opponents apart 
 The frequency  and usefulness of behaviours participants use to tell bots 
and humans apart 
 How game conditions are assessed for threat by participants 
Regarding bot/human identification accuracy, this study demonstrated that 
human players had some degree of reliability in identifying opponents accurately as 
either bots or humans. While this accuracy was in favour of less chaotic games 
involving just human players, some noticeable anomalies did occur that mirror 
observations made in supporting literature. For example, in the 2 player games with 
bots, a number of participants seemed very certain about the bot or human rating they 
reported. This appears to reflect upon observations made by Livingstone who stated 
that some human judges appear to have strong subjective expectations of what 
human behaviour is like (Livingstone, 2006). While the identification accuracy 
ratings help to support this research overall, it does raise questions as to whether 
human judges with varying degrees of game play or design experience are that useful 
regarding bot identification. It is, however, a tangential topic, better pitched in the 
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realms of bot turing tests and competitions such as the annual BotPrize (Hingston, 
2009). 
For identifying opponent types, a crossover of the behaviours most commented 
on by players and the most highly rated from the behaviour identification ratings 
reveal a general priority list. While this list favours the behaviour identification 
components more, being quantitative data, it will also provide a set of behaviours 
that should be the focus of any AI system that is to be designed or tweaked. This is 
because these behaviours are the most obvious to participants of a future study using 
this new AI system. 
The information about players‟ perceptions of threat from the questionnaire 
provides a collective view on what participants deem to be a threatening situation. 
This result is useful as it demonstrates that threatening situations are something that 
most participants see in the same light. However when it comes to threatening 
situations in game, participants do not seem to have as much consistency with what 
they outlined in the questionnaire's hypothetical scenarios. The video data used to 
analyse what certain players do in threatening situations shows that certain 
participants will sometimes do little to nothing beneficial in a threatening situation in 
game. However, if an analysis of individual participant skill is taken, a clearer 
perspective of the matter can be observed. It appears that the more skilful a player is, 
the more likely their actions and decisions will adhere to what is considered 
appropriate behaviour in response to the level of threat in the situation.  
However, self-reported and observed player skill are still a relatively 
unexplored area when it comes to measuring a participant's performance in games, 
and the methods for the evaluation in this study should be viewed with a degree of 
caution. In a game like Quake III: Arena, skill would best be measured via 
quantitative, formulaic contributions of categories such as situational awareness, 
mechanical dexterity and reaction speed. However, as demonstrated during this 
study's, it is possible to observe an arbitrary level of skill demonstrated by a player as 
well as their tendencies to perform beneficial behaviours in threatening situations. 
The observed relationship between a player's skill and their in-game threat response 
is strong and should be emulated in bot AI. 
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A bot AI system designed from the data observed in this study would make 
changes in behaviour derived from the most popular behaviours observed as 
differentiators between bots and humans. It will do so using a threat response system 
akin to that which players employ. However, the skill level of the bots will dictate to 
what extent this threat based decision making will occur (likelihood/frequency etc). 
A high performing bot should therefore make threat based decisions as frequently as 
a high performing human, with the likelihood of the bot performing a beneficial 
action being much higher. Skill can still be translated into an AI system in the form 
of a bot's reaction delay, accuracy, weapon usage patterns, short term memory, 
navigation and most importantly, threat based decision making. 
In addition to this, significant insight has been given into the aspects of FPS 
games that contribute to threatening situations. Some of these rules are as 
anticipated, with the status of a player, their ammunition, health and armour all 
contributing to threat assessment, both theoretically and in practice. However, a 
major contributor to feeling threatened, the relative power of weapon's being used by 
opponents, is observed to have a significant effect on player behaviour. Careful 
consideration as to how this process will be integrated in future parts of this research 
will be necessary. 
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7 ThreatBot AI Mechanism Designs 
Using the data gained from the Expert FPS Gameplay Study and the 
Multiplayer FPS Study, it is possible to design a bot which is capable of mimicking 
some aspect of human cognitive behaviour. In this case, responding realistically to 
threatening situations. Evidence from the Multiplayer FPS Study suggests that an 
accurate, player-like model of "threat assessment" performed by bots has potential 
for increasing the player enjoyment of their interactions. The intended default bot 
behaviour of any design should, at a minimum, have the functionality of those found 
in arena shooter games available on the market. The design of this model assists in 
addressing the second research question and aim. Aim 2 and its associated research 
question are again, as follows: 
Aim 2: To effectively model aspects of player-like behaviours within FPS bot AI.  
2. How can aspects of player-like decision making processes be 
effectively modelled in a FPS game? 
The bots in games such as Quake III: Arena and Unreal Tournament have 
rudimentary Finite State Machine AI systems that allow bots to do activities such as 
attack, roam and have preference for game objects such as weapons. For example, in 
Quake III: Arena the bots' weapon preferences are controlled using fuzzy logic with 
greater priority for collected weapons which have more remaining ammunition 
(Waveren, 2001). While the depth and complexity of the AI systems found in both 
modern and older bot AI systems is not necessary for prototyping the threat response 
behaviours observed in human players, some semblance of basic bot behaviour 
should be retained. Additionally, it is not necessary to consider the AI systems 
contributing to aspects such as team play and multiple game modes. However, a one- 
on- one deathmatch environment would, at the very least, need to exist alongside a 
bot that is capable of mimicking the behaviours of a human player within this 
environment. 
The use of a basic finite state machine (FSM) will function as an appropriate 
core for the operations of the ThreatBot AI. This is due to the fact that the 
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complexity of the prototype will not require anything more complex than 
dynamically scripted player modelled behaviour, which a FSM is capable of 
handling adequately. As a default AI will also be designed from scratch, with 
specific player modelled behaviours in mind, using a FSM makes sense from a 
practical standpoint. Using a FSM will allow greater control over specific actions and 
states with a more thorough application of game mechanics tied into its undertaking.  
7.1 BOT ACTIONSAND BEHAVIOURS 
It makes sense for the finite state machine developed for the ThreatBot to have 
some of the behaviours that were found to be useful for identifying between human 
and bot opponents in the Multiplayer FPS Study. While more emphasis should be 
placed on the states that were rated highly, some of the frequently commented on 
behaviours should also be considered. Generally speaking, a combination of both the 
most frequently commented on and highly rated behaviours are the activities that 
should be seen in the developed ThreatBot AI opponent. The Venn Diagram in 
Figure 7.1 demonstrates this relationship. 
 
Figure 7.1 - Comments and Behaviour Identification Overlap 
The Multiplayer FPS Study identified the following behaviours and actions as 
the most important for appropriate implementation into a bot AI: Fleeing, Pursuing, 
Response to player, Picking up items, Aiming, Detection, Camping and Weapon 
 
 
Comments 
 
Behaviour 
Identification 
Ratings 
Threat analysis + FSM modeling 
Behaviours most commented on and rated highly by participants who had 
similar threat ratings across the „board‟ (i.e. accuracy ratings) 
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usage. Alongside this was the consideration of the extensive number of comments 
relating to bot navigation. It was quickly realised that, in terms of creating a Finite 
State Machine for a bot to use within a game, some of these behaviours could not 
accurately form individual bot states. Some of them, such as aiming and detection, 
are not so much states of behaviour as they are generic activities that a bot or player 
should perform constantly and consistently. Others would likely become states 
combining aspects of multiple behaviours which are similar. 
7.1.1 Primary Bot States 
The following list contains the states of behaviour that were identified as most 
useful for ThreatBot to perform, based on participant behaviour identification ratings 
and comments. These states consist of player modelled behaviour that is distinctly 
performed based on contrasting game state criteria. Some of these states contain 
minor actions that are specific only to their respective state. 
Fleeing - What a bot should do when it wishes to disengage from combat or 
realises it is in a threatening situation. While this action should still include shooting 
at an enemy opponent, the bot's navigation should be towards beneficial resources 
that are both closer to the bot than the opponent as well as out of line of sight of the 
opponent. 
Pursuing - What a bot should do when it loses line of sight of the enemy 
player but wishes to continue engaging the opponent. 
Engaging- This state is renamed and derived from the rated behaviour 
"response to player". As the bot's basic response when the player is in line of sight 
should be to simply shoot at them, the bot's response could be described as engaging. 
This should include actions such as strafing and dodging. 
Roaming- This state is renamed and derived from the moderately rated 
behaviour of picking up items as well as the multitude of comments regarding the 
bot's off-screen navigation. This state also needs to exist for the bot to have 
something to do when it is not interacting with an opponent. 
7.1.2 Generic Bot Activities 
The following list contains behaviours that a bot may typically perform in 
many states, depending on circumstances.  
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Aiming and Detecting - While the behaviours of aiming and detection were 
both highly rated and moderately commented on behaviours, they themselves are not 
activities that should be performed separately from the actual states. A bot should 
not, for example, discontinue aiming and detecting while it is roaming as 
complications will likely arise. It is likely that aiming and detecting will be a 
component separate from the bot's FSM machine, but a component which is capable 
of changing the primary states (e.g. if enemy is detected - roaming changes to 
engaging). The aiming technique is discussed in more detail in section 8.2.7 of this 
document. 
Weapon usage - While the appropriate use of certain weapons is important, 
firing weapons should not be considered a separate state from the others. Engaging 
an enemy and having to switch to a separate weapon-firing or weapon-swapping 
state for the weapon in use would be illogical. A rudimentary system for weapon 
preference based off ammo levels (single opponent consideration) would be used, 
similar to that of Quake 3 Arena, but only with a binary level of preference. The 
possibility for a more advanced system later on will be considered. 
Camping - Camping, or staying in a place temporarily, was also a highly rated 
behaviour but opportunities to camp depend more on the suitability of the local game 
environment than anything else. The developed AI will not include a camping state 
primarily because it is a relatively simple behaviour to perform (i.e. stop moving and 
look around) and also because the majority of players in the previous studies did not 
camp. Most comments related to the bot camping in the previous studies were related 
to the bot awkwardly camping in places when the player themselves did not. Should 
camping be a necessary state in the future of the proposed design, its implementation 
should not be difficult. 
7.2 FINITE STATE MACHINE DESIGN AND CONCEPTUAL COMBAT 
BEHAVIOUR 
The translation of the primary bot behaviours of Roaming, Engaging, Fleeing 
and Pursuing into a working Finite State Machine system is straightforward. These 
bot behaviours can become Primary States that the bot constantly performs and 
transitions between. Rules for transitioning between primary states can be established 
based on similar logical heuristics found in similar games. For example, the 
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transition between Roaming and Engaging could imply that the enemy is visible with 
the bot having Line of Sight (LOS) of the enemy. Transitioning between Engaging 
and Fleeing can be based on how much health the bot has. Should the bot become 
low on health or armour points (e.g. 40), the bot should transition to a fleeing state. 
What is important to realise is that these state transition heuristics will likely be 
overridden by the ThreatBot AI's threat calculation component. The transition from a 
state such as Engaging to a state such as Fleeing will not be completely controlled by 
a single variable such as effective health but will be based on a nuanced model of 
human player behaviour using “threat calculations”. Threat calculations are modelled 
on the observed behaviour of the participants in the Multiplayer FPS Study and are 
explained in more detail in section 8.2.3 of this document. 
 
Figure 7.2 - ThreatBot Finite State Machine 
Using the proposed FSM detailed in Figure 7.2, conceptualising what possible 
bot combat behaviour could be like is straightforward. Assuming the FSM has not 
missed any essential bot behaviours, a bot should be able to consistently perform 
some kind of action at every stage during a match. As the rules of a deathmatch style 
game mode are relatively straightforward, the four primary states should be sufficient 
for playing the game at a realistic level. Figure 7.3 presents a top down conceptual 
example of a bot using the proposed FSM and heuristics. In the situation presented, 
the bot is originally roaming (1.) but comes across the opponent marked as a red 
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circle (2). Depending on the bot's current effective health or alternative threat 
calculation as well as whether the opponent moves out of Line of Sight or not will 
determine whether the bot Engages (2.a., 2.b.) the opponent (2), Pursues (3.) the 
opponent (3) or Flees (4.) the encounter.  
 
Figure 7.3 - Bot Behaviour Concept (top down) 
While this system may be described as lacking complexity, it should be noted 
that the decision making behind actions and not necessarily the individual's actions 
themselves is what appears to distinguish bots from humans. Despite this, the 
undertaking of the actions designated for a specific state is still important and will be 
explored in more detail in section 8.2.1 of this document.  
7.3 THREAT ASSESSMENT CALCULATIONS 
The ThreatBot AI component, which will run concurrently to the default bot's 
Finite State Machine, should be capable of making threat-based decisions similar to 
observed participants from the Multiplayer FPS Study. It is therefore necessary to 
consider the game variables that contribute towards a threat calculation and how 
aspects of specific observed participant behaviour should affect it. The 
phenomenological nature of this research does not require a completely accurate 
representation of threat for a bot to be able to make player-like decisions with 
regards to it. It is entirely plausible that, due to the constraints imposed by a game 
world and the limited interactions available to a player, a numerical representation of 
threat is all that is required to mimic human behaviour in bots. Considering the self-
preservation goals of a death-match environment, a level of threat can be applied to 
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influence state transitions of the bot. Threat could therefore be described on a 
numeric scale from 0 to 100 with 100 being a maximum amount of threat and 0 
being none. Simple to complex threat rules, such as effective health differentials, line 
of sight acquisition, proximity and remaining ammunition would change the threat 
level during the course of a game. The current level of threat would affect the 
decisions being made, depending on the actions the bot was already performing. The 
decision making process would be tied closely to the decisions made by participant's 
from the Multiplayer FPS Study, particularly with regards to skill and experience. 
7.3.1 Threat decision frequency and expertise 
One of the most significant observations made from the Multiplayer FPS Study 
regarding participant threat assessment was the increased frequency and success rate 
of behavioural changes amongst observably skilled and experienced participants. 
Skill and experience seems to affect the likelihood of beneficial, threat based 
decisions occurring, as well as some degree of aptitude in their undertaking. While 
measuring the skill of a player is a complex process that does not appear to benefit 
from clear research, creating a bot with varying degrees of expertise should be 
relatively unproblematic. Just as a more skilled and experienced player makes more 
beneficial threat-based decisions, so should a bot of roughly equivalent skill. A bot 
with an expertise level from 1 to 10 (10 being the most skillful) should adjust the 
frequency of threat assessments based on both the current level of threat and the bot's 
current expertise value. These threat assesments, derived from threat rules, would 
determine the possible actions to make, with the bot expertise affecting the likelihood 
of the bot making an expert choice - more or less like a skilled and experienced 
player. Figure 7.4 shows this conceptual process in detail. 
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Figure 7.4 - Conceptual Threat Assessment Process 
The likelihood of an expert choice being made should also be based around 
mimicking the actions of a more skilled and experienced player. If a level of threat is 
represented numerically from 0 to 100, bot actions (or states) can be logically 
positioned across this threat range. Depending on the current level of threat, these 
states would have varying degrees of activation, especially if they were to overlap. 
How deep these overlaps are would increase the variability of states being selected, 
contributing towards further unpredictable behaviour. This is demonstrated in a 
generic fashion in Figure 7.5 at a proposed bot expertise of 5. 
 
Figure 7.5 - Generic State Overlap Example 
The depth of these overlaps should be affected by bot expertise, with more 
'experienced' bots more likely to portray what more skilled and experienced players 
perform. In the case of threat assessment, this generally translates to more 
conservative, cautious and self-preservative activities. For example, if the overlap 
between Fleeing and Engaging was larger and lower on the threat level range, then 
the size of the overlap would allow for more expert behaviour. Skilled and 
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experienced participants from the Multiplayer FPS Study were found to respond to 
threatening situations much more reliably, having a visible degree of self-
preservation and caution. This relationship can be observed in Figure 7.6 with the 
proposed bot expertise scaling calculation detailed in Equation 1. 
 
Figure 7.6 - Bot Difficulty State Overlap 
Equation 1 - Overlap Threat Bounds (Max and Min) 
 
 
Skilled and experienced participants observed in the Multiplayer FPS Study 
were also found to be more unpredictable in their in-game behaviour, conforming to 
their diversely different qualitative threat data more appropriately. If a situation was 
threatening, they would consider fleeing instead of only fighting. By contrast, less 
experienced participants were observed being less consistent in their behaviour, often 
not performing what they said they would logically do in threatening situations 
despite their theoretical understanding of the danger. The shift in overlap 
demonstrated in Figure 7.6 as well as the increase in its size should accommodate for 
both of these observations. By scaling the overlapping ranges by bot expertise, larger 
overlaps would allow for more unpredictable behaviours to occur at lower threat 
ranges. This should capture the idea of highly skilled and experienced players 
potentially having greater unpredictability during less threatening situations. In 
theory, this should result in bots with higher expertise having a wider berth for 
unpredictable behaviour.  
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The overlap of states should allow for an element of unpredictable behaviour 
where some amount of randomness, albeit controlled, can occur. The reason for this 
mediated randomness would be to facilitate some degree of logic behind the decision 
making process instead of it being based on 50:50 chance or Boolean values. The 
overlap ranges dictated by bot expertise in Figure 7.5 and Figure 7.6 should act as a 
temporary guide for the decision making process. If the overlap ranges were to 
remain static, the risk of players identifying bot behavioural patterns would be 
greater and consequently open the door for exploitation much more easily. While 
performing a generic probability calculation within the overlap is sensible, it may 
expose the ThreatBot AI to previously mentioned flaws. A way of avoiding this is to 
introduce an additional layer of unexpected but necessary complexity to the decision 
making process. A technique of reducing density and increasing priority may seem 
superfluous, but will result greater levels of unpredictable bot behaviour. 
The proposed 'priority density algorithm' should be capable of pushing the odds 
in favour of where the original threat value lies within the state overlap, being more 
consistent with observed player behaviour. It would grant greater preference for the 
'appropriate' action (i.e. that the threat value is closer to), but would still give a small 
opportunity for the opposite to occur. Figure 7.7 details this concept with instruction. 
 
Figure 7.7 - Fuzzy Zone Overlap Adjustment (Priority Density Algorithm) 
Following the instructions in Figure 7.7, in this example the bot is experiencing 
a threat value of 37, which lies directly within the engaging/fleeing state overlap. A 
half-way point between the bot difficulty adjusted overlaps can be calculated to see 
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which side of the fuzzy zone range the original threat value lies, and how far it is 
away from this centre. Much like the scaling overlap threat bound rules described in 
Equation 1, this centre point can be calculated using a linear function with regards to 
the bot's current expertise. This function is detailed in Equation 2. 
Equation 2 - Overlap Threat Centre 
 
 
The difference between this centre and the original threat value could then be 
removed from the opposite side of the overlap threshold. This removal creates less 
overlap for the bot behaviour the original threat value was further from and, when 
considering the centre of the fuzzy zone overlap, more overlap on the side the 
original threat value was closer towards. Functions describing this process are 
detailed in Equation 3. 
Equation 3 - Engage and Flee Overlap Adjustments 
 
From this point, a random number can be generated that falls within the new 
adjusted overlap ranges of the Engage and Flee states. Where this random number 
lies with regards to the centre of the original overlap will determine which action will 
be chosen. Because the overlap range for the side opposite to the original threat value 
will be smaller, there will be less of a chance of that action being chosen. However, 
there is still a chance that the reduced overlap action will be chosen, allowing 
perhaps illogical but unpredictable actions to occur infrequently. The functions 
describing this process are detailed in Equation 4. 
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Equation 4 - Threat Calculation 
 
 
Additionally, this decision making process can be better understood using the 
graphical representation displayed in Figure 7.8. The functions controlling the 
overlap min and max threat boundaries as well as the threat centre, both scaling with 
bot expertise, are provided for convenience. 
 
Figure 7.8 - Threat Based Decision Making Functions 
It is likely that the same interaction between the bot actions of Fleeing and 
Roaming would occur as Roaming would take the place of Engaging during the 
overlap calculation. Additionally, a bot cannot transition directly from Engaging to 
Roaming unless it has Pursued, Fled, defeated an opponent or simply died 
beforehand (Figure 7.2). It is not believed that this process would be used for 
anything other than calculating when to Engage<->Flee<->Roam when using a 
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running threat value. This is due to the relative simplicity of the proposed bot AI's 
finite state machine. In essence, the priority density algorithm detailed in Figure 7.7 
acts as an additional layer of dynamic unpredictability to an otherwise scripted 
decision making process. When considering the subjective nature of threat, this 
technique should more appropriately reflect player-like decision making. It shall 
grant more unpredictable and logical behaviour priority while letting decision-
making processes be a function of threat experienced, tied to a level of bot expertise. 
This is exactly what was observed in human players. 
7.3.2 Threat rules 
The majority of rules for adjusting the perceived level of threat are expected to 
be primitive differential rules, comparing variables such as health and armour 
between the bot and its current opponent. The rules should consider variables such as 
proximity, remaining ammunition and if the bot or opponent has pickup bonuses. As 
it is likely that, individually, these variables do not carry major significance during 
the course of a game, the effect that separate threat rules have on a running threat 
level should be minimal. High levels of threat should only be experienced in extreme 
situations of combined negative threat rule deficits. An example could involve the 
bot being on low health, no armour and nearly no ammunition, facing an opponent 
who is within line of sight at close range with the opponent using a potent close 
range weapon. It is estimated that in this situation, a bot should experience a high or 
even maximum level of threat. However, depending on the 'experience level' of the 
bot, the response to this threatening situation will vary. 
It is sensible to suggest that, individually, an applied threat rule may only 
occupy at a maximum 10-20% of the possible threat range. For example, if a bot had 
only 1 health remaining and the opponent had 100, then the addition of 15 to the 
current overall threat level would not be unrealistic. It would be unrealistic to have 
individual rules capable of greatly affecting the running threat level as it is possible a 
bot may perform illogical actions in otherwise safe conditions. To provide an 
example of this, if a bot was on 1 health but there was no enemy to be seen, then the 
level of threat, while still high, should not be as great as if the bot was currently in 
combat. It is possible that a bot will Roam in this state instead of Fleeing from an 
unknown assailant. This overall concept is displayed in Figure 7.9. 
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Figure 7.9 - Potential Threat Rule Ranges Concept 
7.3.3 Weapon Power Comparisons and Modelled Weapon Rules 
The video data from the Multiplayer FPS Study demonstrated a distinctly 
important relationship between how a participant reacts to an opponent, the 
weaponry used in the situation and the distance the combatants were apart. While 
other status-based components were observed to contribute to decisions (e.g. health, 
ammo), the weapons used in encounters were seen to have a major contribution to a 
skilled participant's assessment of threat. Depending on the distance that opponents 
fight, certain weapons appeared to have varying degrees of power, thus contributing 
to their desirability of use and threat level they generated. Figure 7.10explains this 
concept, with abstractly represented combatants fighting each other with different 
weapons and ranges. At longer range, the opponent with the shotgun has a clear 
disadvantage, unable to use the weapon to any effective degree. By contrast, the 
player with the Sniper Rifle has a significant advantage as range is not an obstacle 
for this weapon. The threat the combatants should experience is therefore heightened 
or lowered due to this knowledge. By contrast, should the distance between 
opponents be shorter, the threat the combatants experience could be flipped, though 
not necessarily uniformly. Even at short range, while the opponent with the shotgun 
is at a distinct advantage, the player with the sniper rifle is not completely useless. 
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Weapon Power 
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Power-ups 
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Figure 7.10 - Weapons, Range and Threat 
Creating a system that can contrast multiple weapon's relative power at varying 
distances between combatants is not straightforward. While it would be possible to 
design a set of static rules that can define a weapon's power, this system would be 
incommodious, difficult to tweak and potentially exploitable by smart players. A 
superior system involves the accurate encapsulation of a weapon's power 
(desirability or threat)at specific ranges. This power, represented formulaically, could 
be contrasted against other weapons at the same range with the difference denoting 
who has the advantage. This difference could then be used as part of the threat 
calculation process, adding to or taking away from a running threat value. This 
concept is detailed in Figure 7.11. 
 
Figure 7.11 - Weapon Power Modelling Concept 
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This system can be achieved by both modelling observed weapon usage from 
skilled and experienced players as well as applying general common sense. Weapon 
power comparisons can be represented formulaically using exponent mapped 
formulas for individual weapons. These modelled weapon formulas should aim to 
embody some of the mechanical properties and limitations of weapons, such as fire 
rate, damage, accuracy and an assumed target's maximum velocity. With these 
properties in mind, weapon power would have a definable value at certain ranges for 
certain weapons. This value, when contrasted against other weapons at the same 
range, will result in a deficit or surplus of power by comparison. The more desirable 
or threatening weapon at said range should therefore be clear. The modelled weapon 
formulas derived from their use in Quake III: Arena by skilled and experienced 
participants from the Mutliplayer FPS Study, assuming a maximum target movement 
velocity and a range of roughly 50 metres (or 700 in-game units), are provided 
following. 
Note: Only the weapons represented or mechanically copied in the eventual 
prototype of this research are described here. This is partly due to the other weapons 
(Lightning Gun, Plasma Gun, BFG, Gauntlet) rarely being used during the 
Multiplayer FPS Study as well as the prototype not having a need to develop these 
additional weapon types. 
7.3.3.1 Machinegun 
The machinegun is Quake III's default starting weapon. It is weak by design 
and only starts with a small ammunition pool. It is generally recommended that 
players find a better weapon than the machinegun as soon as possible, or only use the 
weapon for finishing off weakened opponents. It is an instant hit or 'hit-scan' weapon 
with a high fire rate but dealing minimal damage. Skilled and experienced players 
were observed to use this weapon when no other weapon was available and usually 
while retreating when doing so. Considering a maximum target velocity, this weapon 
is slightly less threatening at closer range than it is at longer range due to the ease of 
missing a moving, close range target. The shape of this exponent mapped formula 
follows a slight curve, increasing linearly at the start but plateaus around 1/2 way 
through its maximum range. The Machinegun's relative power is displayed in Figure 
7.12 with its exponential formula detailed in Equation 5. 
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Equation 5 - Machinegun Exponential Formula 
Machinegun - 50 * 0.4 / (1+e^(-0.01*(x-50))) 
 
Figure 7.12 - Machinegun Exponential Mapping 
7.3.3.2 Shotgun 
The Shotgun in Quake III is primarily a short ranged, burst damage weapon. It 
has a slow rate of fire and a wide spread of damage which, while weak at long range, 
can be lethal at point blank. Skilled and experienced participants were found to use 
this weapon in closed environments where opponent encounters would usually be at 
close range. Considering a maximum target velocity, this weapon is still very 
powerful at close range due to its projectile spread. Missing with this weapon at close 
range is difficult. At long range, this weapon was observed to be the weakest 
weapon. The shape of this weapon's exponent mapped formula should follow that of 
a reverse exponential, incredibly powerful at closer ranges but quickly decaying in 
power at longer ranges. The Shotgun's relative power is displayed in Figure 7.13 
with its exponential formula detailed in Equation 6. 
Equation 6 - Shotgun Exponential Formula 
Shotgun - 1 * 50 * e^(-0.01*x) 
Machinegun Exponential Mapping 
P
o
w
er
 
Distance 
143 
 
 
Figure 7.13 - Shotgun Exponential Mapping 
7.3.3.3 Rail Gun 
The Rail Gun is Quake III's sniper rifle or long ranged weapon. It has a very 
slow rate of fire but delivers very high damage in the form of a perfectly accurate 
instant hit beam that is capable of passing through multiple targets. It has the highest 
single shot damage of any weapon in the game. However, considering a maximum 
target velocity, hitting targets that are moving quickly at close range is not only 
difficult but incredibly punishing should you miss. Having a long cool-down 
between shots makes this weapon not ideal for close range, short duration 
skirmishes. Skilled and experienced players were therefore found to use this weapon 
mostly from medium to long ranges, preferring others weapons at close range due to 
the reliability of dealing damage. The ideal environment for this weapon is open 
spaces and long corridors where distance to a target is both preferable and not a 
hindrance. The shape of this weapon's exponent mapped formula should follow that 
of aS-shaped line, with little relative power at close range, a rapid incline in power 
through medium range, and a petering off at maximum range when target size is the 
only limitation. The Rail Gun's relative power is displayed in Figure 7.14 with its 
exponential formula detailed in Equation 7. 
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Equation 7 - Railgun Exponential Formula 
Railgun - 50 * 0.9 / (1+e^(-0.01*(x - 325))) 
 
Figure 7.14 - Railgun Exponential Mapping 
7.3.3.4 Rocket Launcher 
Quake III's rocket launcher is a medium range weapon that delivers a high 
damage explosive payload to a destination in a straight line. The flight time of the 
weapon's rocket projectile requires a skilled player to aim an appropriate distance in 
front of a moving target in order for the splash damage to affect their target. Because 
of this, the weapon is both inappropriate at close range due to the damage it would 
cause to the user, as well as at long range because of the feasibility of avoiding the 
damage entirely. Skilled and experienced participants were observed to use this 
weapon purely for medium range encounters, aiming slightly ahead of moving 
targets or backing away slightly if opponents were too close. Because of this, the 
rocket launcher's exponent mapped shape should resemble that of a sharp bell curve, 
being undesirable to use at close range, having significant power at medium range 
but becoming less useful at long range when the feasibility of hitting a long range 
moving target is taken into account. The Rocket Launcher's relative power is 
displayed in Figure 7.15 with its exponential formula detailed in Equation 8. 
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Equation 8 - Rocket Launcher Exponential Formula 
Rocket Launcher - 10/sqrt(2*pi*0.01) * e^(-(x-150) ^ 2/2 *0.0003) 
 
Figure 7.15 - Rocket Launcher Exponential Mapping 
It is important to realise that because a maximum target velocity is considered 
in these formulas, the bell curve shape of the rocket launcher would look remarkably 
different should the target remain stationary. Additionally, a new formula must be 
considered when opposing an enemy who has a rocket launcher as it should not be 
desirable to be at close range with said opponent. The shape of this formula should 
take that of a reverse S-shape, being as equally threatening at close range as it is at 
medium, but decaying as the weapon's ranged ineffectiveness becomes apparent. The 
enemies specific Rocket Launcher relative power is displayed in Figure 7.16 with its 
exponential formula detailed in Equation 9. 
Equation 9 - Rocket Launcher (enemy) Exponential Formula 
Rocket Launcher (enemy) - 50 * 0.8 / (1+e^(-0.035*(-x + 225))) 
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Figure 7.16 - Rocket Launcher (enemy) Exponential Mapping 
7.3.3.5 Weapon Formula Conceptualization Example - Minigun 
Having an understanding of how similar weapons work in the game with 
somewhat identical game mechanics, it is possible to conceptualise and propose 
formulas for weapons that were either not used or may not even exist in the game. 
While a non-player modelled formula is subject to scrutiny, with some extrapolation 
a formula that is close to realistic should not be problematic. While there is a 
minigun in Quake III: Arena, primarily in the Team Arena expansion, participants 
did not use this weapon throughout the Multiplayer FPS Study. However, minigun 
representations in games usually come in the form of a very powerful, rapid fire 
Machinegun with a slight fire delay as the weapon spins up. From this, it makes 
sense to model a conceptual minigun something similar to that observed with the 
Machinegun. Due to the increased fire rate, it is likely a minigun will have an overall 
higher level of power across the majority of its viable range. However, due to the 
spin-up time, the weapon is less reliable in close range short duration encounters, 
possibly even worse than the Machinegun is. Players would most likely use this 
weapon between close-medium and medium-long ranges, much like the Machinegun, 
but functionally different. The shape of a minigun's exponent mapped formula would 
follow that of a slight curve, with low relative power at close range, rapidly 
increasing power at medium ranges where it would eventually plateau just before 
long range. The conceptual Minigun's relative power is displayed in Figure 7.17 with 
its exponential formula detailed in Equation 10. 
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Equation 10 - Minigun Exponential Formula 
Minigun - 50 * 0.6 / (1+e^(-0.01*(x- 150))) 
 
Figure 7.17 - Minigun Exponential Mapping 
It should be noted that using a conceptual model that is not based on observed 
player usage should be susceptible to changes should a weapon of its proposed 
calibre be tested in a real game. Adjusting its formula, or any of the above formulas 
will require minor tweaking of the numeric variables within each formula. This 
should be seen as a much more dynamic, simpler way of changing a bot's 
understanding of weapon power as opposed to writing static, hardcoded rules. 
7.3.4 Weapon Formulas Summary 
From the modelled weapon formulas observed by participants as well as the 
possibility of creating original weapon conceptualisations, it is not difficult to 
imagine a system that could contrast multiple weapon formulas simultaneously. This 
system of evaluating the power of a player's weapon and that of their opponent in the 
current game situation should assist in providing an extra level of realistic, player-
like threat assessment to encounters. Ideally these formulas would not be locked as 
two-dimensional representations. They would be capable of adjusting on the fly, 
perhaps along a third axis or change dynamically depending on the surrounding 
environment. However, this model should suffice for the purposes of this research 
and be able to provide a more player-like manner of decision making during combat 
situations for a bot to use. The full compilation of player modelled and 
conceptualised weapon formulas can be observed in Figure 7.18. 
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Figure 7.18 - Complete Weapon Exponential Mapping 
Overall, this system is somewhat similar to the way bots prioritise weapons in 
Quake III: Arena, though in a slightly more complex fashion. According to Waveren 
(Waveren, 2001), the bots in Quake III: Arena select weapons based on two criteria: 
the distance they are from an opponent and how much ammunition their weapons 
have remaining. Should an opponent fall within a weapon's maximum recommended 
range, the percentage of that weapon's remaining ammunition will determine the 
priority for using that weapon. The values for these weights are, however, predefined 
as rules and are observable in Figure 7.19 as an example.  
 
Figure 7.19 - Quake III: Arena: Lightning Gun Fuzzy Weight 
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While this ensures that weapons are used appropriately and that they don't run 
out of ammo mid-fight, it does not take into consideration the opponent's weapon and 
how threatening a situation is from its use. While Quake III's bot's weapon priority 
system is a good example of the use of fuzzy logic for bot behaviour control, it and 
more modern bot mechanics in recent games are more concerned with efficiency 
instead of realism. Despite this, weapon selection and priority are still important 
considerations and should be considered in the design of a new AI system. As this is 
a system more related to the actual implementation of prototype concepts, a working 
system will be discussed later in section 8.2.4 of this document. 
7.4 THREATBOT AI MECHANISMS CONCLUSIONS 
The mechanisms designed for the purpose of simulating player-like threat 
based assessments and decision making are believed to be appropriate for a basic 
game prototype. Observed human behaviour from previous studies has been taken 
into account with rational logic and player modelled formulaic solutions devised for 
the purpose of simulating player-like threat assessment. The feasibility of the 
mechanisms being integrated into a working game environment will ultimately 
determine their appropriateness. It is believed that, because of the intricacy some of 
these mechanisms provide, it would make sense to develop a game prototype and bot 
AI system from scratch. Developing a new technology to support introduced 
principles should address whether or not the model is functional in new games.  The 
following chapter describes implementation of this bot AI model. 
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8 ThreatBot Game Prototype 
Work started on the design of the ThreatBot game prototype to provide a 
suitable test-bed for the third and final aim of this research. This aim is, again, as 
follows: 
Aim 3: To develop a prototype system of bot AI that builds on the identified model 
to measure levels of player enjoyment. 
The alternative to developing this game prototype was to use an existing FPS 
game and AI system and integrate the ThreatBot AI alongside it. Instead, this 
prototype was developed from scratch for the following reasons: 
 To have greater control and understanding of the workings of a game 
environment 
 To see if the proposed AI system could be developed for a rudimentary 
AI and primitive game 
 To see whether an AI opponent created with the knowledge from the 
previous study would be a more enjoyable opponent to compete against 
 To practice solo game development 
Development of the ThreatBot game prototype and its various AI components 
took approximately four months, including extensive bug fixing and play-testing by 
colleagues. Importantly, this prototype required both the development and 
deployment of a Default AI system with basic AI functionality as well as the 
ThreatBot AI system, employing the threat based decision making mechanisms 
detailed in Chapter 7. As described in Chapter 7, the ThreatBot AI differentiates 
from a Default AI by considering threat variables during its decision making 
heuristics. Additionally, one of the other requirements of this prototype was that it 
emulated a somewhat fully feature complete game in both diversity and aesthetic 
presentation. It was deemed inappropriate for eventual participants of this prototype 
to play a game that did not play like the titles participants were experienced with. For 
example, a typical testing environment consisting of primitive, low polygonal objects 
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for characters, weapons and projectiles with no audio would not be adequate for 
evaluating whether the game was enjoyable to play. Because of this, much time and 
energy has gone into the creation of the ThreatBot game prototype. 
8.1 GAME DESIGN 
The Threatbot game prototype was developed in Unity 3D v4 for PC using the 
keyboard and mouse as control peripherals. The reasons for choosing this platform 
was an increasing familiarity with the engine by the primary researcher as well as 
support for the C# programming language, a favoured language to develop games 
with. The Unity 3D platform also provides sufficient tools for creating simple 
geometrical environments with sufficient detail relatively quickly.  
ThreatBot was designed to mimic the competitive arena shooter style of game 
play found in older, more simplistic games such as the Unreal Tournament and 
Quake series. Its closest resemblance can be compared to the original Unreal 
Tournament released in 1999 by Epic Games. It was made to support a single mode 
of play, that being deathmatch and only to support two players, one of them always 
being an AI opponent. The game play was designed to be relatively fast paced using 
weapons that do not require reloading, but requiring the player to manage resources 
such as ammunition, health and armour. The following sections will detail the 
ThreatBot game design specifics in more detail. 
8.1.1 Player Controls 
The core component of the ThreatBot game play is controlled with standard 
FPS controls found in most FPS games of this generation. Controls are mapped to the 
keyboard and mouse. When not interfacing with menus, which simply require the use 
of a mouse and left-clicking, the in game controls are as follows, seen in Table 8.1. 
Table 8.1 - ThreatBot Prototype Controls 
Control Key or Device Axis 
Fire Weapon Left mouse button 
Zoom Weapon Right mouse button 
Forward W 
Backward S 
Strafe Left A 
Strafe Right D 
Jump Space Bar 
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Weapon Selection(s) Keys 1 to 5 (above WASD 
controls) 
View scoreboard and time Tab 
Adjust view Mouse X/Y axis movement 
In game menu Escape 
 
8.1.2 User Interface 
The interface provided in game is designed to give consistent feedback on 
relevant game properties. It allows users to keep track of their ammunition, health 
and armour as well as their score, bot difficulty and the current game time via the use 
of the Tab key. There is also a crosshair for aiming accurately with all weapons. 
Upon picking up an item, a message will display in the bottom left detailing the 
specifics of the pickup and, if it is a weapon, which key they should press if they 
wish to select it. A separate timer also appears when the player picks up the damage 
boost pickup detailing how much time they have left to use it, alongside the pickup's 
normal red particle effect. The screenshot in Figure 8.1shows these aspects of the 
user interface with the Tab key pressed. 
 
Figure 8.1 - ThreatBot Tab key Display 
Additionally, upon taking damage, the user interface will glow red briefly, with 
the severity of the glow indicating the extent of the damage taken. On the main menu 
or when using the escape menu in-game, users are provided with options for setting 
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up and tweaking certain controls in the game. The maximum score and game running 
time are configurable as well as the difficulty, the type of the bot opponent, and 
whether or not its difficulty scales. Mouse sensitivity, inverted look, field of view 
and music options can be adjusted during both the main menu and during a game 
using the escape menu. 
 
Figure 8.2 - ThreatBot Settings Menus 
8.1.3 Level Design 
The design of the level used in the ThreatBot Game Prototype is a unique 
design and scaled appropriately for two combatants. It is symmetrically mirrored 
both geometrically and according to item, weapon and player spawn locations. It has 
an abandoned derelict cityscape aesthetic feel to it with the intention of creating an 
oblivion-like life-less environment for two robotic opponents to duel in for eternity. 
Certain textures and models were taken from the Unity asset store although the 
majority of the environment was generated from scratch. The main combat area 
consists primarily of large cubic blocks and longer wall extensions, placed in an 
arrangement to allow for both tight, constricted corridors and wider open areas. 
There are no elevated sections of the level for opponents to gain altitude over one 
another as the combat area is perfectly flat. The level is completely static with no 
moving components and no ambient noise. Figure 8.3, Figure 8.4, Figure 8.5 and 
Figure 8.6 show the level from different perspectives and view styles (e.g. 
wireframe) as well as the weapon and item placements around the map. 
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Figure 8.3 - ThreatBot Level Overview 
 
Figure 8.4 - ThreatBot Level Ground 
 
Figure 8.5 - ThreatBot Level Wireframe 
155 
 
 
Figure 8.6 - ThreatBot Level Item Placement (top down view) 
8.1.4 Weapon Design 
The five weapons created for the ThreatBot Game prototype are closely 
inspired by the weapons found in Quake III: Arena. This is partly because of the 
analysed footage from the Multiplayer FPS Study being Quake III: Arena game play, 
but also because of the relative simplicity of the weapons to both use as a player and 
to design for a game. The implementation of the ThreatBot weapons is also inspired 
heavily by the relative weapon power analysis in section 7.3.3. The characteristics 
identified in this section dictated variables concerning their damage, ammunition 
levels and effective power at various ranges. All the weapons do not require 
reloading with only a single firing mode but can be 'zoomed' in to observe players at 
long range. The suitability of this zoom function is questionable for certain weapons 
(e.g. shotgun), but some weapons do benefit greatly from this functionality (e.g. 
plasma cannon). The weapon models were bought from the Unity asset store. 
Weapon projectiles were created using Blender and effects such as smoke and 
muzzle blasts created with the default Unity Shuriken particle system and line 
renderer as well as the free Detonator particle system also found on the Unity asset 
store. Weapon fire, equip and projectile animations were designed in Unity using 
key-frame animations and in some cases C# scripting. The weapons undertook 
careful balancing and play testing with colleagues with game design experience to 
ensure the weapons relative power felt correct for their intended use. This process 
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was undertaken over six weeks with several focus group discussions regarding 
balance changes.  
8.1.4.1 Machinegun 
The machinegun is the most basic weapon available to the player of the 
ThreatBot game prototype. It resembles a sub-machinegun and is similar to the 
machinegun that is found in Quake III: Arena and can be viewed in Figure 8.7. Like 
Quake III: Arena, it is the weapon available to the player upon spawning. It is the 
weakest weapon available to the player. It was designed for use in close to medium 
range combat, picking off wounded targets or as a last means of defence when no 
better weapons are available. 
Rate of fire:  High 
Damage: Moderate (6 per shot) 
Key:   1 
Max ammo: 175 
Respawn time: None 
 
Figure 8.7 - ThreatBot Machinegun 
8.1.4.2 Shotgun 
The shotgun is also inspired heavily from the shotgun in Quake III: Arena, 
visible in Figure 8.8. It fires nine ray-cast projectiles in a random spread making it 
unreliable for use against anything past a medium range. It is designed for close to 
point blank combat and is potentially the most powerful weapon in the game when 
used appropriately.  
Rate of fire:  Slow 
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Damage: Low to high (spread dependant) 
Key:   2 
Max ammo: 35 
Respawn time: 10 seconds 
 
Figure 8.8 - ThreatBot Shotgun 
8.1.4.3 Plasma Cannon 
The plasma cannon is inspired by the railgun in Quake III: Arena. The in-game 
weapon model can be viewed in Figure 8.9.ThreatBot's version of this weapon has 
pinpoint accuracy and is useful at delivering high burst damage at long range. 
However it does not have the added functionality of penetrating through multiple 
opponents in a straight line. This is because the ThreatBot game prototype was not 
designed to support more than two opponents fighting each other at any time. Like 
the railgun, a beam is temporarily visible when firing this weapon, allowing an 
observant player to pinpoint the direction of the enemy.  
Rate of fire: Very slow 
Damage: High (60 per shot) 
Key:   3 
Max ammo: 25 
Respawn time: 10 seconds 
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Figure 8.9 - ThreatBot Plasma Cannon 
8.1.4.4 Rocket Launcher 
The rocket launcher is a medium ranged propelled explosive delivery system. It 
is similar to the rocket launcher found in Quake III: Arena, but aesthetically looks 
more like the rocket launchers found in the Unreal Tournament series. This design is 
visible in Figure 8.10. The ThreatBot rocket launcher has a slow rate of fire and is 
the only weapon in the game that launches projectiles, as opposed to instant-hit ray-
casting targets. Each rocket fired has a 10 second lifetime duration. Upon contacting 
a surface or expiring its lifetime duration, the rocket will explode leaving a 
temporary area of effect splash damage zone. A player or bot caught in this zone will 
take damage based on the distance they are from the centre of the explosion. The 
closer they are to this explosion centre, the more damage they will take. Rockets 
fired also release a large amount of smoke, creating a temporary visual obstruction 
for both players and bots. 
Rate of fire: Slow 
Damage: Moderate to very high (15 to 75– distance from explosion) 
Key:   4 
Max ammo: 25 
Respawn time: 10 seconds 
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Figure 8.10 - ThreatBot Rocket Launcher 
8.1.4.5 Minigun 
The minigun is the only weapon in the ThreatBot game prototype that is not 
inspired by any specific existing arena shooter. While there are miniguns in many 
modern shooters, the mechanics behind the minigun found in ThreatBot are unique to 
the game. The minigun's weapon model is visible in Figure 8.11. The minigun is a 
medium to long range weapon that, for the most part, maintains the highest 
consistent damage output of any weapon in the game. For this reason it has only one 
spawn point at the centre of the map and shares this spawn with the damage boost 
pickup. The weapon also has a spin-up duration of one second before firing and a 
spin-down time of the same duration. This ensures that opposing players are not met 
with an instant hail of bullets upon facing an opponent with a minigun, nor can they 
effectively rely on the weapon for doing instantaneous damage. However, it is 
possible to keep this weapon spinning to make the weapon start firing faster 
Rate of fire: Very high 
Damage: High (5 per shot) 
Key:   5 
Max ammo: 350 
Respawn time: 15 seconds (shares spawn with damage boost - 66% chance) 
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Figure 8.11 - ThreatBot Minigun 
8.1.5 Pickup Design 
Pickups are scattered around the level in a symmetrically mirrored fashion, 
much like the level itself is. The layout of pickups ensures that players will expect 
pickups to be in the same places on either side of the map which can look almost 
identical. It also ensures that players can effectively control parts of the map to lock 
opponents out of picking up certain pickups. Each pickup has a unique look and 
floating animation as well as pickup sound. This sound should help players identify 
what they and their opponent are picking up and where they may be within the map. 
8.1.5.1 Armour Shard 
The armour shard is small visually but resembles a primitive looking golden 
shield as seen in Figure 8.12. It is inspired by the armour shards in Quake III: Arena 
but unlike the armour types that can restore between five and fifty armour in this 
game, these shards are the only armour type in the ThreatBot game prototype. These 
armour shards restore an average amount of armour. Because of their scarcity, with 
only four in the map, this was considered suitable. 
Resource: Restores 20 armour 
Respawn time: 10 seconds 
 
Figure 8.12 - ThreatBot Armour Shard 
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8.1.5.2 Health Pack 
The health packs found in the ThreatBot game prototype are similar in nature 
to the health packs found in most arena shooters such as the Quake and Unreal 
Tournament series. The health pack can be identified by its green appearance and the 
large white cross across its surfaces, visible in Figure 8.13.  
Resource: Restores 25 health 
Respawn time: 10 seconds 
 
Figure 8.13 - ThreatBot Health Pack 
8.1.5.3 Ammo Pack 
Instead of providing different ammunition pickups for each of the five weapons 
available in the ThreatBot game prototype, there is but a single ammunition pickup 
for all weapons. This pickup restores 20% of the maximum ammunition capacity for 
each weapon even if the weapon is not picked up yet. This makes picking up ammo 
packs for uncollected weapons still a useful activity and makes ammunition both 
important and plentiful. The ammo pack has a yellow ammunition image across its 
surfaces, displayed in Figure 8.14. 
Resource: Restores 20% of all ammo types 
Respawn time: 10 seconds 
 
Figure 8.14 - ThreatBot Ammo Pack 
8.1.5.4 Damage Boost 
The damage boost pickup is inspired by the Quad Damage pickup in the Quake 
series as well as the Double Damage pickup in the Unreal Tournament series. Unlike 
these pickups though, it does not increase the damage output of the weapons to such 
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a high degree. It was found through extensive play testing that in a 1v1 environment, 
giving someone a 2-4x weapon damage advantage made certain instant hit weapons 
far too powerful. Additionally, mitigating this power by decreasing the time the 
pickup is active would adversely make the item feel useless if the enemy was not 
encountered during the duration. Instead, the damage boost pickup was designed to 
boost damage output by an intermediate amount but for a lengthy time period. It also 
shares the spawn point with the minigun. The damage boost pickup is visibly active 
on a bot or player by the red glowing particle effect that surrounds them and audibly 
noticeable by the distinct amplified sound it makes when shots are fired. The damage 
boost should be seen as a high priority pickup as it is capable of turning matches very 
quickly. It is represented by a red animal skull, visible in Figure 8.15. 
Resource: Adds the damage boost buff to a maximum of 25 seconds. 
Increases all player damage by 67%. 
Respawn time: 15 seconds (shares spawn with minigun - 34% chance) 
 
Figure 8.15 - ThreatBot Damage Boost 
8.1.6 Sound Design 
The sound samples found in the ThreatBot game prototype were taken from a 
variety of sources. These sources include free internet audio databases as well as the 
audio files found in the games Quake III: Arena, Unreal Tournament and Half-life. 
Most of the audio is remixed or modified slightly to add additional effects and 
themes to items. For example, the minigun wind up and wind down audio uses the 
sound from an air raid siren. This is intended to give the effect of impending doom 
when someone is about to fire this weapon. Audio is generated in ThreatBot by 
spawning a game object that automatically plays its attached audio sample and 
terminates itself after a specified period of time. In this fashion, audio can be used 
dynamically and even parented to objects on the fly to keep audio samples attached 
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to their source (e.g. flying rockets). The following list explains some of the audio 
used in the game. 
Hit damage notification - Similar to Quake III: Arena, when the player hits an 
enemy with any weapon, a pinging noise will occur letting them know they have 
done damage. 
Low HP warnings- When the player drops below a combined effective health 
value of 50 health and armour, a beeping noise will occur letting them know they are 
low on health. Every 10 effective health down to 1 health remaining, the pitch and 
frequency of this beeping will increase. During play-testing and feedback, this 
feature was considered one of the most useful for identifying when a player was in 
danger. 
Weapon audio - Each weapon has its own unique audio clips for equipping, 
firing and running out of ammunition. Certain weapons, such as the plasmacannon, 
have very distinct audio queues for firing as the firing warm-up and cool-down 
sounds match the fire rate of the weapon. 
Projectiles - Raycast projectile hits on the environment and players have five 
ricochet noises, indicative of hitting a surface.  Rockets also have a thruster flight 
sound and explosion audio that is triggered upon detonation. 
Item spawning pickups - All items and weapons spawn using the same spawn 
noise, however item pickups have distinct audio effects determined by their pickup 
type. For example, the damage boost has a very loud and distinct resonating 
distortion effect upon an enemy or player picking it up. Sounds such as these allow a 
player to pinpoint the position of the enemy and also warn them of what their enemy 
may have equipped. 
Death and respawn- Both players and bots share the same audio cues for 
dying and respawning. Both of these audio samples can be heard from an 
intermediate distance to indicate when and where a bot has spawned. 
8.1.7 Other Systems 
There are many smaller systems controlling different mechanics of the game 
that are not brought up in this document. For the most part, these systems are not 
obvious to the player and are only controlled through the underlying C# scripting. 
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Some of these systems are quite important however and should govern how players 
play the game. The more important of these systems are listed here. 
Degenerating HP and armour - Similar to the health and armour system 
found in Quake III: Arena, both health and armour degenerate by one point per 
second when they exceed 100 points. There are two reasons for implementing this 
system. Firstly, it is believed that this system was implemented in Quake III: Arena 
to stop the excessive build-up of health and armour levels that can occur when 
players pick up resources very quickly and consistently. Through the simple passage 
of time, players with high amounts of health and armour will eventually come down 
to the level that other players are at. This mechanic can be viewed as a reverse 
catchup option, rewarding more resourceful players but punishing them slowly as 
time goes on. The second reason for this implementation is that ThreatBot, 
essentially being a 1v1 dueling FPS game, could potentially create very one sided 
matches should an opponent maintain a high health and armour state over their 
opponent. Every engagement would be one-sided and the loser would have few 
options besides merely outgunning their opponent. With degenerating health and 
armour, resourceful play is encouraged as having excessive health and armour is not 
that useful if your opponent avoids you, nor is engaging an opponent who is 
excessively healthy now but not later.  
Spectator Mode - There is a spectator mode that is selectable in the main 
menu that will allow the player to play from the point of view of a floating camera. 
This camera can move through environmental surfaces and has several keybinds for 
controlling the speed of the game. The keyboard keys of Z, X, C and V will turn the 
game speed to 100, 50, 10 and 0%. This is useful for observing the environment and 
the interactions that can occur between the two bots configured for fighting in the 
environmental space.  
8.2 DEFAULT AND THREATBOT AI MECHANISM 
IMPLEMENTATIONS 
This section will briefly document both the integration of previously designed 
ThreatBot AI mechanisms described in Chapter 7, as well as discuss aspects of the 
bot's AI that were devised during the implementation phase. Both the Default and 
ThreatBot AI variants use the majority of the technology described in this section, 
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but distinction will be made where relevant. Discussion of these topics will involve 
the use of pseudo code to explain more complicated processes. As the pseudo code 
versions do not represent the full complexity and structure of the actual C# 
implementation, see section 12.6 of the appendices for the actual code used in the 
final game prototype.  
8.2.1 Finite State Machine Integration 
The Finite State Machine proposed in chapter 7.2 was implemented in a 
standard fashion, taking the form of a C# switch statement and enumerator. This 
switch statement determines which state is currently active and switches control 
between the four primary states of Roaming, Engaging, Pursuing and Fleeing. These 
states are transitioned between using four primary C# methods. Each method 
controls the bot in the fashion indicated by the state's name, but has transitional state 
logic and parameter checks throughout their structures. This logic controls how and 
when a bot should transition to another state. For example, should a bot currently be 
Engaging, but the condition check of whether the opponent is within line of sight 
becomes false, then the active state will be switched to Pursuing. However, unlike 
the ThreatBot AI, the Default AI transitions to Fleeing by the use of a hardcoded rule 
that runs before a current state check is made. This is logical as Fleeing only occurs 
for the Default AI when it drops below a certain amount of health and armour. This 
same rule is repeated within the Fleeing state but in reverse to transition to Roaming 
upon the next game loop. The Finite State Machine setup can be described in 
simplified pseudo code in Equation 11, showing that the state selection process is 
both conditional and dictated by an enumerating construct. 
Equation 11 - ThreatBot FSM Pseudo code 
 
AIState{ 
 Roaming, 
 Engaging, 
 Fleeing, 
 Pursuing, 
} 
... 
if (AIState = Fleeing){ 
 Fleeing () 
}else if(AIState = Roaming){ 
 Roaming () 
}else if(AIState = Pursuing){ 
 Pursuing () 
}else if(AIState = Engaging){ 
 Engaging () 
} 
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The major states were implemented to produce behaviours that are adequate for 
the prototype game environment. While Roaming, the bot will move towards random 
resource nodes around the environment. While Engaging, the bot will fire at and 
strafe adjacently to the enemy target. While pursuing, the bot will move towards the 
place where an opponent was last seen in an attempt to regain line of sight. However, 
as Fleeing is an uncommon bot behaviour and something that both the Default and 
ThreatBot AI would need to do, a method of both logically and successfully fleeing 
was created to accommodate for this behaviour. 
When observing human players during both the Expert FPS Gameplay Study 
and the Multiplayer FPS Study, the act of fleeing primarily consisted of evading 
combat, usually without garnering attention. It also involved heading towards 
beneficial resources that are both closer to the endangered player and not within line 
of sight of the opponent. Crucially, this behaviour implies that a player does not go 
past or dangerously close to an opponent to reach a resource objective. Upon 
reaching the objective, should a player still be threatened, it is important for the 
player to repeat this process until they were out of danger either via proximity, line 
of sight or repaired health deficit. Importantly, human players did not return to 
resource nodes they had just visited as the resource would be unlikely to have re-
spawned. During this activity, the chances of their opponent closing in on them were 
far greater. Some manner of keeping a short term track of resources that have been 
recently fled to was necessary.  
Therefore, a bot that is Fleeing first goes through the available resource nodes 
in the map, filtering out any nodes that are closer to the enemy than it itself is. The 
first resource node that a bot identifies as closer to itself than the resource node is to 
the enemy it will travel towards. This resource node is also added to a list of resource 
nodes it has recently visited. This list is useful upon arriving at a new resource node 
as it acts as a filter for traversing immediately back to the previous resource node, 
should it still be closer to it than its opponent. While testing this behaviour, the bot 
was found to randomly stop while fleeing. This was quickly traced back to the bot 
having no available resource nodes to flee to that it is closer to than its opponent. The 
bot was literally being cornered. An additional method is used in this situation to 
make the bot traverse to a random node on the map and clear the nodes from the 
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recently visited list. This behavioural fix would make the bot move in the non-ideal 
direction of an unsafe resource node, but preferable over standing completely still. 
The Fleeing state behaviour is detailed sequentially and from a top down perspective 
in Figure 8.16. For more information on the implementation of Fleeing or any of the 
other primary bot states, please refer to section 12.6 of the appendices.  
 
Figure 8.16 - ThreatBot Fleeing Behaviour 
8.2.2 Bot Difficulty and Scaling 
The difficulty of the bot in the ThreatBot Game Prototype was always 
considered to be a variable that should be adjustable. Observed by participants in 
Expert FPS Gameplay Study and Multiplayer FPS Study, the need to balance bot 
difficulty based on participant skill and experience is considered critical for obtaining 
a valid result. This would potentially involve scaling bot difficulty during a running 
game, depending on conditions. However, at some point during the early stages of 
the development of the ThreatBot Prototype, it was realised that the comparative 
difficulty of both the Default and ThreatBot AI types could be an issue. Having 
either bot AI type being too difficult or too easy for a potential participant in a user 
3. 
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study could create vast differences in opinion about how enjoyable the bot could be. 
Additionally, if a bot was too difficult or too easy for a participant, a game would be 
over much sooner in a one-sided match. It was therefore necessary to normalize or 
scale bot difficulty based on participant performance, based on the following 
rationale: 
 To maximise the number of interactions between either bot AI type 
during the course of a user study 
 To minimize the slight differences in difficulty between the bot AI 
types 
 To allow for tweaking of specific bot AI type difficulty should the 
difference in difficulty be significant 
Besides the shifts in overlap during a standard threat calculation, described in 
chapter 7.3, bot difficulty also scales many other aspects of the bot behaviours. The 
majority of the scaling formulae slightly adjust the time between or duration of 
specific actions, such as time between swapping weapons or looking around while 
roaming. Most significantly though, the bot difficulty ties to how frequently a bot 
makes threat based decisions, as well as affecting how adeptly a bot aims while 
engaging. The bot mechanics that the scaling bot difficulty affects are discussed in 
later sections of this chapter. 
8.2.3 Simple Threat Rules 
The simpler threat rules adjusting the running threat value were originally 
devised to adjust the threat value to small degrees and were discussed in minor detail 
in section 7.3.2 of this document. These simpler threat rules are based off the bot's 
status regarding player elements such as health, armour and ammunition. Only when 
combined together would these simpler and less meaningful threat rules be able to 
adjust the running threat value to any significant degree. A combination of 
undesirable game states, such as being on low health, having no ammunition left and 
on a large losing streak would eventually contribute to a high level of threat during 
the course of a game. The pseudo code in Equation 12 describes the simple formulas 
for calculating the threat surplus or deficit for the running threat value concerning the 
bot's status based factors. These formulae have been tweaked and balanced over the 
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course of the bot's implementation. Part of this was to achieve appropriate 
normalization on the importance of each threat rule, but also to allow some degree of 
threat to be acknowledged when engaging in combat. This requires there to be subtle 
differences in threat deficit/surplus calculation between a bot and its opponent. To 
observe these rules in C# code format, please refer to 12.6.6 of the appendices. 
Equation 12 - Basic Threat Rules Pseudo code 
 
8.2.4 Weapon Modelled Threat Rules 
The weapon modelled threat rule formulae, detailed previously in section 7.3.3 
of this dissertation, were implemented using an array which calculates their 
respective weapon powers based on opponent distance while the game is underway. 
When the bot engages an enemy, a comparison is made between the weapons they 
are both currently using and an addition or subtraction is made to the running threat 
value. If the opponent is using a rocket launcher, the use of the additional formula is 
used instead of the default. Like the simpler threat rules, additions have been applied 
for the bot to acknowledge a slightly heightened state of threat for being in combat. 
The pseudo code for weapon modelled threat rules can be observed in Equation 13. 
For a more detailed view of the implementation of these rules, please refer to section 
12.6.6 of the appendices. 
  
-- Ammunition 
threat += (1 - (currentWeaponAmmo / currentWeaponMaxAmmo)) * 10 
-- Health and Armour 
threat += (50 - currentHP/2) - (currentArmour+1)/ 3 
-- Enemy Health and Armour 
threat -= (50 - enemyPlayerHp /1.75) - (enemyPlayerArmour+1)/ 2.5 
-- Winning or Losing Streak 
threat += (myScore - enemyScore) * 3 
-- Self damage boost pickup  
threat -= 20 
-- Enemy damage boost pickup 
threat += 35 
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Equation 13 - Weapon Threat Rules Pseudo code 
 
 
8.2.5 Threat Calculation 
The code for using the running threat value to determine which state to 
transition to was implemented successfully. This method, which involved the shifting 
of threat ranges and the application of fuzzy randomness for a priority density 
calculation to occur is, however, quite long. It also includes the use of several game 
control variables to achieve the desired behaviour, something unanticipated during its 
inception but necessary during its more complex implementation into a working 
game. For these reasons a pseudo code version of this mechanism is as impractical to 
place in this section of the document. The actual C# code written for the method is 
threatDecision() and can be observed in full in section 12.6.7 of the appendices. 
8.2.6 A* Bot Navigation 
The AI opponents use A* path-finding navigation to traverse the level. The 
basis for this process was possible using a free Unity module which allows for 
simple A* navigation across flat surfaces with obstruction of objects recognised at 
different layers. This A* system was tied into the bot's navigation process when 
deciding on places to move to during the bot's various states. These places can 
include item pickups, directions to move/ strafe to or the opponent's position. When a 
place to move is calculated, a coordinate position is sent to the A* module which will 
create the shortest path possible across the grid graph node. This path is smoothed 
slightly to reduce as much abrupt movement as possible. This simple directional 
movement allows the bot to fully rotate along its Z axis while moving, acting 
-- Distance and weapon formulae 
x = Distance(myPosition, enemyPosition); 
weaponDistanceFormulas[] = { 50 * 0.4 / (1 + Exp(-0.01 * (x - 50))), 
    1 * 50 * Exp(-0.01 * x), 
    50 * 0.9 / (1 + Exp(-0.01 *(x - 325))), 
    (10 / (Sqrt(2 * PI * 0.01)) * Exp(-   
      Pow(x - 150, 2) / 2 * 0.0003)), 
    50 * 0.6 / (1 + Exp(-0.01 * (x - 150))), 
    50 * 0.8 / (1 + Exp(-0.035 * (-x + 225)))} 
-- Calculate desirability of weapon 
myWeaponPower = weaponDistanceFormulas[botPlayer.equippedWeapon] 
theirWeaponPower = 0 
if(enemyPlayerWeapon == Rocket Launcher){ 
 theirWeaponPower = weaponDistanceFormulas[5] 
} else { 
 theirWeapon = weaponDistanceFormulas[enemyPlayerWeapon] 
} 
-- Adjust running threat value     
threat += theirWeapon * 1.5 - myWeapon 
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somewhat like a mobile turret. Figure 8.17 shows the bot's A* path-finding in 
progress, navigating between two items with objects in the way (green line). 
 
Figure 8.17 - ThreatBot A* Navigation 
8.2.7 Detection, Aiming and Firing 
While not directly related to calculating threat, a bot's ability to see opponents, 
fire at them and search the local environment will consequently affect how 
threatening situations are observed. It is therefore necessary to conceptualize how 
these processes occur and how they will contribute to decisions made. The aiming 
technique is borrowed from observed human behaviour in both the Expert FPS 
Gameplay Study and Multiplayer FPS Study as well as previous research (Conroy & 
Wyeth, 2010). However, it does not form part of the bot's Finite State Machine logic. 
This is because the bot should constantly be aiming at something, even if it is 
standing still. Making the bot look only in the direction it is heading would be 
unrealistic as human players constantly move and look at different vectors 
simultaneously for large periods of game play. A bot should therefore be capable of 
looking around the environment when it is roaming and not just focused on the 
objective it is heading towards. The problem with looking around randomly is that 
pure randomness could result in a bot looking in unhelpful directions more often than 
not. A bot should at least aim to look in the direction of possible threats. 
This process can be achieved by making the bot look at the resource nodes or 
objectives in the map. The objectives do not necessarily need to be within line of 
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sight as they will simply give the bot a multitude of directions to look in. Should a 
bot be closer to the outer perimeter of an environment, the bot will only be looking 
into the map and not outward into non-traversable terrain. A balance between 
looking at different objectives and looking in the direction of travel is therefore 
maintained as it would be equally unrealistic for a bot to be able to head in the 
direction of an objective without ever looking at it. A ratio (2:1) of looking at the 
movement objective and focusing on a random objective, controlled by a random 
number generator on an adjustable timer (affected by difficulty), can achieve this. 
The end result is a bot that appears to have good, adjustable situational awareness, 
looking towards points of interest that opponents may be coming from or heading 
towards. 
The bot's vision borrows from prior research concepts performed in an earlier 
project, connected loosely to the research in this dissertation. In short, it uses the 
Barycentric
11
 technique of calculating if a single point is within the realms of a two 
dimensional triangle (Conroy & Wyeth, 2010). The bot uses two dimensional 
triangles for both its Peripheral and Firing Frustums. These frustums are displayed in 
top down format in Figure 8.18. Should a player fall within line of sight of the bot 
(performed using a ray-cast in-game), then the Peripheral Frustum is first checked to 
see whether the player exists within its field of view. If the player does not reside in 
the bot's field of view, the bot has not seen the player and will be unaware of their 
presence. The Barycentric technique is detailed in Figure 8.19 with the pseudo code 
vector and dot product calculations for detecting opponents displayed in Equation 14. 
                                                 
11
 Barycentric technique - the use of a geometric coordinate system in which the location of a point in 
a triangle is represented as the centre of mass, or barycentre, of masses placed at its vertices. 
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Figure 8.18 - ThreatBot Peripheral and Firing Frustums 
 
 
 
 
Figure 8.19 - Barycentric Technique 
  
General Barycentric formula: P = A + U * (C - A) + 
V * (B - A) 
 
Firing Frustum 
Peripheral Frustum 
Bot 
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Equation 14 - Barycentric Technique Implementation pseudo code 
 
 
Should the player fall within the Peripheral or Firing Frustum, the bot will 
realise the player is within its field of view and change states accordingly. 
Concurrently during this process, the bot will also rotate to aim at the player. This 
rotation technique also borrows from research conducted previously, based on 
modelling player rotation speeds and frequencies at different ranges while playing a 
FPS game (Conroy & Wyeth, 2010). The modelled behaviour can be summed as 
follows:  Players correct their aim at targets that are closer less frequently, but do so 
faster. At long range, players correct their aim more frequently but do so slower. It is 
believed that part of the reason for this behaviour is that enemies at longer range do 
not warrant as much time pressure and urgency as enemies at close range should. 
This concept is displayed in Figure 8.20 with the pseudo code formulas controlling 
this motion in Equation 15. 
-- Variable Setup - provided Vectors a, b, c and playerVector 
Vector2 v0, v1, v2 
float dot00, dot01, dot02, dot11, dot12, invDenom, u, v 
v0 = c - a 
v1 = b - a 
v2 = playerVector - a 
-- Dot Product Calculations - separate method call 
dot00 = Vector2.Dot(v0, v0) 
dot01 = Vector2.Dot(v0, v1) 
dot02 = Vector2.Dot(v0, v2) 
dot11 = Vector2.Dot(v1, v1) 
dot12 = Vector2.Dot(v1, v2) 
-- Compute Barycentric coordinates 
invDenom = 1 / (dot00 * dot11 - dot01 * dot01) 
u = (dot11 * dot02 - dot01 * dot12) * invDenom 
v = (dot00 * dot12 - dot01 * dot02) * invDenom  
-- Boolean return check 
return ((u >= 0) && (v >= 0) && (u + v < 1)) 
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Figure 8.20 - Player Modelled Aiming Behaviour 
Equation 15 - Player Modelled Aiming Pseudo Code 
 
 
When the bot has rotated its aim to position the player within the Firing 
frustum, the bot will start firing. This Firing frustum, visible in Figure 8.18, is 
sharper and narrower than the Peripheral frustum to reduce the chance of missing or 
firing pre-emptively at close ranges but allowing some degree of inaccuracy at longer 
ranges. An opponent does not need to be perfectly lined up within the Firing frustum 
for a bot to start firing, creating instances where a bot will unintentionally miss 
opponents. This inaccuracy is therefore not artificially designed, unlike with 
traditional bots that can lock onto an opponent and randomly generate inaccuracy 
later. When firing, a bot will send a generic fire message to its currently equipped 
weapon. While this aiming and firing technique is the same for all weapons, adjusted 
aiming techniques for slow moving projectile weapons (e.g. Rocket Launcher) could 
be devised to override the default technique. Overall, these combined systems of area 
awareness, player modelled aiming and natural inaccuracy is believed to create a 
more realistic bot opponent in both the default and ThreatBot AI types.  
aimUpdateSpeed = Random.Range ((11 - botDifficulty) / 20, (11 - botDifficulty) * 
3) / Distance(aimTarget, botPosition) 
adjRotSpeed = Min(botDifficulty * 10 / Vector3.Distance(aimTarget, botPosition), 
1) 
 Infrequent aim adjustment 
 Fast correction speed 
 Frequent aim adjustment 
 Slow correction speed 
Bot 
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8.2.8 Weapon Priority Selection Policy 
The development of a working game prototype allows a bot opponent to 
choose between weapons more appropriate for the situation. A default system of 
weapon choice was designed for the bot AI to select weapons. After this, a more 
complex system using the weapon formulas in section 7.3.3 was devised, so that a 
more advanced bot could make more appropriate choices on top of the standard 
system used by the default bot AI. 
The system of weapon selection used by the default bot is a simple design, 
borrowing aspects from Quake III's weapon priority policy. Weapons are prioritised 
from high to low levels of power and have a small amount of ammunition per 
weapon to effectively stop using the weapon. In this case, roughly 5% of the 
weapon's maximum ammunition. With this, a bot is capable of choosing weapons 
sensibly and not running out of ammunition mid-fight. Should a weapon have an 
insufficient or undesirable amount of ammunition remaining, such as a minigun with 
1 round left, then the bot should instead prioritise the next most powerful weapon 
that meets its personal remaining ammunition level requirements. The pseudo code 
for the default weapon selection policy can be observed in Equation 16. 
Equation 16 - Default Weapon Selection Policy Pseudo Code 
 
 
A more advanced weapon selection policy uses this default selection policy as 
a base, but also considers the weapon's more realistic level of power in the situation 
as well. This is done by incorporating the previously described weapon formulas into 
the system, measuring all available weapons against the enemies current weapon at 
the range they are fighting, and choosing the most appropriate weapon instead. The 
reason why the default weapon selection policy should not be completely ignored is 
that the sufficient ammunition variable should still be taken into consideration. In the 
more advanced implementation, this is accounted for by checking if 5% of the 
if(weaponsObtained[4] == true &&currentAmmo[4] > 15){ 
 equippedWeapon = 4 
} else if (weaponsObtained[3] == true &&currentAmmo[3] > 2){ 
 equippedWeapon = 3 
} else if (weaponsObtained[2] == true && currentAmmo[2] > 2){ 
 equippedWeapon = 2 
} else if (weaponsObtained[1] == true &&currentAmmo[1] > 2){ 
 equippedWeapon = 1 
} else if (weaponsObtained[0] == true && currentAmmo[0] > 1){ 
 equippedWeapon = 0 
} 
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maximum ammo allowed for the current weapon is still available. Using this system, 
bots change their weapons during combat as distances between it and their opponents 
change. A short weapon switch cool down was introduced so that a bot chooses a 
weapon and sticks with it for a period of time. Without this, a smart player could 
intentionally move in and out of viable ranges, making a bot change weapons forever 
instead of firing. The pseudocode for this system is observed in Equation 17. 
Equation 17 - Advanced Weapon Selection Policy Pseudo Code 
 
8.3 GAME PLAY SCREENSHOTS 
The following screenshots are taken from game play from a play tester's 
perspective. All screenshots are taken from a single play session against a ThreatBot 
enabled opponent. The screenshots are discussed with minor detail regarding threat 
assessment. 
In Figure 8.21, the player has the shotgun and damage boost pickup active. The 
player encounters a bot with a plasma cannon around a corner. They both fire at each 
other but unfortunately miss each other as neither of the opponents are at a range 
where their current weapon is ideal. 
 
if (weaponSwapTimer < Time){ 
 weaponPreference = 0 
 weaponPreferenceAmount = 0 
 for (int i = 0; i < weaponDistanceFormulas.Length-1; i++){ 
  if(weaponDistanceFormulas[i] >weaponPreferenceAmount){ 
   weaponPreference = i 
   weaponPreferenceAmount = weaponDistanceFormulas[i] 
  } 
 }       
 if(weaponsObtained[weaponPreference] == true &&currentAmmo[weaponPreference] 
 > maxAmmo[weaponPreference] / 10){ 
  equippedWeapon = weaponPreference 
  weaponSwapTimer = Time.time + weaponSwapTime 
 } 
} 
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Figure 8.21 - Shotgun vs Plasma Cannon 
In Figure 8.22, the player has a plasma cannon and is engaging a bot that has a 
rocket launcher. Even though the range is ideal for the player, the bot has managed to 
get the player on low enough health for the bot to not consider the situation to be 
overly threatening. 
 
Figure 8.22 - Plasma Cannon vs Rocket Launcher 
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In Figure 8.23, the situation seen in Figure 8.22 is reversed. The player who 
has a rocket launcher is fighting the bot that has a plasma cannon. However, the 
player has unfortunately received a direct hit from the bot's plasma cannon and has 
taken considerable damage in the process. The bot is unlikely to consider this 
situation to be threatening, having a clear advantage over the player. 
 
Figure 8.23 - Rocket Launcher vs Plasma Cannon 
In Figure 8.24, the player who has a minigun has managed to corner a rocket 
launcher wielding bot. The bot has a slight weapon power disadvantage at the current 
range, especially considering the player has greater health and armour. The bot is 
visibly retreating to the closest valid resource node. 
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Figure 8.24 - Minigun vs Rocket Launcher 
Figure 8.25 shows a similar situation from that seen in Figure 8.22. The player 
who has a plasma cannon is again fighting the bot that has a rocket launcher. 
However, in this scenario, the player has a considerable amount of health and armour 
and has scored a hit on the bot at considerable range. The bot appears to be fleeing 
from the current scenario. 
 
Figure 8.25 - Plasma Cannon vs Rocket Launcher 2 
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8.4 THREATBOT PROTOTYPE PLAYTESTING 
The ThreatBot Prototype underwent multiple play testing phases both during 
and after its development. Most significantly, three primary play testing sessions 
were performed by outsiders to the project. These play testers were mostly 
colleagues at the Queensland University of Technology, but also aided by a few 
select friends with expertise in playing FPS games. All play testers had a strong 
understanding of games design with most having experience with First Person 
Shooters. The play testing sessions were rigorously performed requiring the play 
testers to compete against the AI multiple times with both qualitative and 
quantitative data recorded.  The purpose of this play testing can be summarized in the 
following list: 
 Identify game bugs for replication 
 Identify exploits the player could utilize 
 Feedback on game play mechanics for balancing (e.g. weapon damage, 
bot difficulty) 
 General feedback on the look and feel of the game 
8.4.1 First and Second play test sessions 
The first two play tests were conducted within a week of each other. These first 
two sessions consisted of five colleagues and friends competing against the default 
bot AI in an Alpha version of the game prototype. This Alpha version of the game 
consisted of the primary game mechanics, weapons and the main game environment. 
Additional aesthetics such as lighting, shadows, certain particle effects and the 
surrounding cityscape theme were implemented after these two play tests were 
performed. Alpha version 1.1 of the ThreatBot prototype can be seen in Figure 8.26. 
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Figure 8.26 - ThreatBot Alpha 1.1 
The rationale behind the first two play test sessions was to quickly identify 
major bugs and AI issues within both the game mechanics and the default AI and fix 
them quickly before a second repeated session. Feedback consisted of short, focus 
group discussions with all play testers to discuss elements of the game immediately 
after play testing. The feedback from the first play test session can be found in 
section1.1of the appendices as an example. Of note however were the following 
issues identified to be persistent problems in both the first (Alpha 1.1) and second 
play (Alpha 1.2) test sessions: 
 Bot difficulty was incredibly hard. Needed tuning down or scaling for 
future play tests 
 Bot had only a short vision range making fighting it at long range with 
the Plasma Cannon a dominant strategy 
 When you are taking or dealing damage is not obvious to the player 
 Bot/players appear to get excessively tanky when they are winning, 
making coming back difficult 
 The bot bugs out when you get too close or jump on its head, stopping 
activity altogether 
 Certain weapons underpowered (e.g. Rocket Launcher) and some far 
too powerful and plentiful (e.g. Minigun) 
 Spawning near the bot is frustrating as you get targeted immediately 
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 Bot appears blind around certain corners 
 Bot appears to be much more accurate when you circle strafe left 
 Certain pickups block the fire from hit-scan weapons 
These issues were viewed as the most serious problems, breaking certain 
aspects of the game in multiple ways. All of these issues were addressed, either being 
fixed or spawning further game systems to address the player's need. Examples of 
this include a proximity spawning system to ensure you spawn as far from the bot as 
possible, as well as a new damage feedback system, playing a sound when you hit an 
opponent and flashing the screen red when you are taking damage. Certain bot AI 
bugs such as the bot stopping completely when you jump on its head were 
challenging to address, requiring a deep analysis of the root of the problem. 
However, two weeks after the second play test, Beta 1.3 of the ThreatBot game 
prototype was complete with all of the issues addressed. 
8.4.2 Third play test session 
The third and final play test session was classified as a beta version of the 
prototype as the game was viewed to be feature complete. The beta version of the 
ThreatBot prototype is therefore very similar to the final ThreatBot prototype which 
was discussed at length earlier in this chapter. Significantly, it was the play test to 
include not just the Default bot AI but the then recently finalized and enabled 
ThreatBot AI. The third play test was primarily used to get written and verbal 
feedback on the following list of game elements: 
 New damage boost pickup (audio, effects and balancing) 
 Bot difficulty scaling - bot's difficulty adjusts depending on player 
performance 
 ThreatBot AI 
 Proximity Spawning System 
 Degenerating HP/Armour 
A total of eight play testers generally reported positive feedback from the new 
components of the 3rd play test. Additionally, play testers reported that their game 
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against the ThreatBot AI was the game they preferred, even if they were not sure 
which game had which opponent type. Only a small number of suggestions were 
made regarding weapon and pickup balancing such as reducing the bonus of the 
damage boost pickup as well as increasing the area of effect of rocket explosions. 
These changes were applied for the final version of the game prototype. 
In addition to testing new content, the third play test was also concerned with 
evaluating the difference in difficulty between the two bot types, especially when 
difficulty scaling was enabled. The average difficulty of both bot AI types was 
recorded during play tester matches to see whether there was a large difference in 
difficulty between the AI types both overall and per play tester. As explained in 
section 8.2.2 of this dissertation, bots start at a difficulty of five and increase or 
decrease in expertise depending on the performance of the player. If the Default or 
ThreatBot AI was found to be significantly harder or easier than additional tuning 
would be necessary to ensure equilibrium could be attained.  
While there is a large difference in performance between play testers, for most 
of them the difference in average and mode difficulty experienced was roughly the 
same. Overall, the average difficulty experienced between the eight play testers 
across all 16 games was a difficulty of 4.2 for the Default bot and 4.5 for the 
ThreatBot. While this suggests that the Default bot is slightly more difficult, the 
average mode of difficulty experienced across the 16 games was five for the Default 
bot and four for the ThreatBot. Additionally, two of the eight play testers did slightly 
better against the Default bot, with six of the eight doing marginally better against 
the ThreatBot. However, the highest average difficulty difference between the two 
AI types experienced by a play-tester was only three difficulty levels, undertaken by 
play tester five. While this play tester experienced the Default bot being more 
difficult than the ThreatBot, they described their ThreatBot game as "in their favour". 
As it was observed that play tester five was the most skilled FPS player amongst the 
play testers, this episode of dominance was not considered unusual.  
Overall, only two play testers managed to beat either the Default or ThreatBot 
variants during their games, with play tester eight beating both types and the play 
tester five tying with the Default Bot and beating the ThreatBot. The play testers did 
not believe the bot AI to be too difficult as most felt they were trading consistently 
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with both AI types. As bot difficulty scaling was rationalised as creating a maximum 
number of encounters with the bot, bot difficulty scaling was considered a success. 
Additionally, while play testers were not told to notice any difference between the 
behaviours of the AI types, several play testers did comment on the difference in 
decisions being made. In particular, play tester two reflected verbally that they 
"could not get a handle on when the second bot would run away, which made the bot 
more enjoyable to play against". With the results from the bot difficulty 
normalization viewed to be successful as well as the vast number of bug fixes 
completed, the final user study of the research could commence.   
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9 ThreatBot User Study 
The final user study of this PhD research project was conducted as a double-
blind user study using two separate builds of the ThreatBot Game Prototype. These 
builds were slightly modified versions of the master build of the ThreatBot Game 
Prototype discussed in detail in Chapter 8 and were used to accommodate for 
different participant usage during the ThreatBot User Study. The objective of this 
study relates to the third and final research question derived from Aim 3. Aim 3 and 
the third and final research question are again the following: 
Aim 3: To develop a prototype system of bot AI that builds on the identified model 
to measure levels of player enjoyment. 
3. To what extent does a developed player-like AI model applied 
within a working FPS game improve player enjoyment?  
The developed ThreatBot Game Prototype, detailed in Chapter 8, was used in 
the ThreatBot User Study to measure the differences in enjoyment between a Default 
and ThreatBot AI type variants. As discussed in detail in section 8.2 of this 
document, the main differences between the Default and ThreatBot AI types involve 
how decision making is performed with respect to a calculated level of threat 
experienced. Participants of the final user study are required to compete against the 
Default and ThreatBot AI types, detailing their preferences and describing their 
enjoyment through the use of a questionnaire. The qualitative and quantitative data 
from this questionnaire provides insight into the third research question, as well as 
determine whether the primary hypothesis underpinning this research is true or not. 
This research hypothesis is again the following: 
First Person Shooter Bot Artificial Intelligence designed to reduce predictable 
and unrealistic behaviours will be more enjoyable for players than traditional 
FPS Bot AI. 
Given the context of the research – bot AI within a FPS game – the focus, with 
respect to enjoyment, is on challenge and a player‟s feeling of competence in the 
face of challenges. As highlighted in Section 5.5, feeling threatened in the face of a 
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challenge may be related to the level of skill a person is able to apply in addressing 
that challenge. Self Determination Theory (Ryan & Deci, 2000; Ryan et al., 2006) 
identifies feelings of competence as a being core to motivation, and Flow theory 
(Csikszentmihalyi, 1975) identifies the relationship between skill and challenge as 
being pivotal in producing deep and energised focus on an activity. Further details on 
the measurement of enjoyment are included in Section 9.2. 
9.1 DEMOGRAPHIC 
The target demographic for this study was similar to that of both the Expert 
FPS Game Study and the Multiplayer FPS Study. However, as participants were not 
required to compete against each other, participant recruitment was simplified. 
Participants were required to be above 17 years of age, either male or female, with 
some level of experience with competitive First Person Shooter video games. In 
total, 40 participants completed the study, all of whom provided valid data.  
Participants were approached directly at the Queensland University of 
Technology campus at Garden's Point in Brisbane, Australia. Incentive for 
completing the study was a chilled beverage and a chocolate bar. Participants of this 
study were not participants of previous studies nor did they know anything about the 
research prior to their participation. While participant motivation and researcher bias 
were considered during this study, careful measures were taken during the study to 
ensure this did not affect results.  
9.2 MEASURING ENJOYMENT - COMPETENCE AND CHALLENGE 
The questionnaire associated with this user study makes use of scales from 
both the Player Experience and Need Satisfaction (PENS) (Rigby & Ryan, 
n.d.)survey as well as the Game Experience Questionnaire (GEQ) (IJsselsteijn et al., 
2013). The research surrounding these surveys is discussed in greater detail in 
section 2.7.2 of the Literature Review. However, due to the academic licenses 
prohibiting the discussion of these commercial scales, the complete list of items 
contained within the PENS and GEQ surveys cannot be detailed in this dissertation. 
While both of these surveys have a large array of separate but interrelated 
components related to measuring aspects of motivation, engagement, flow, and 
immersion, only distinct components were employed in the questionnaire.  This is 
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because, due to the context of the game environment as well as the subject of the 
primary research question, many of the components of the surveys fall out of the 
scope of this research. The components selected from the surveys should be closely 
related to the enjoyable aspects common to the type of game being played. Discussed 
in Chapter 5.4, motivations for playing arena shooters stem from a competitive 
standpoint. The components of the surveys relating closer to competitive and 
challenging gameplay should therefore become the focus of the questionnaire. After 
careful consideration, it was decided that the component of Competence from the 
PENS survey, as well as the component of Challenge from the GEQ would be the 
most applicable components to use in the user study's questionnaire regarding the 
context of the ThreatBot user study. Specifically, the difficulty of the bot AI 
opponents should determine the perceived level of challenge that participants will 
experience. The participant's perception of their own personal competence should be 
derived from this relationship. 
9.3 SEQUENCE OF EVENTS 
A typical run of the ThreatBot User Study took roughly 1 hour in total. 
Participants ranging from groups of 1 to 5 were invited to QUT's Games Research 
and Interaction Design (GRID) lab where the user study was undertaken. Participants 
were seated at a computer terminal where one of two versions of the ThreatBot 
Game prototype was pre-loaded. The version of the prototype determined the order 
in which participants would encounter the Default and ThreatBot AI types. The order 
of bot version presentation was counterbalanced with half of participants 
experiencing Threatbot AI before the Default AI and the order being reversed for the 
other, in order to avoid order effects. Additionally, a web browser with a Survey 
Monkey questionnaire was also pre-loaded, the first page of which they were 
required to fill out at the beginning of the user test. By filling out this first page they 
were providing consent as well as a given participant number to be used for later 
reference. After this page, participants played in a training mode for 10 mins. This 
mode consisted of playing the game against a simplistic, target dummy opponent in 
the same map they would play properly in later, with all the game's weapons and 
items available. This target dummy opponent was against the Default AI with custom 
difficulty variables set unrealistically low, making the opponent incredibly easy to 
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defeat. It is not believed that this dummy opponent provided any worthwhile 
experience of the Default AI due to its incredibly low performance. There was no kill 
or time limit to this match and dying, as unlikely as that was possible, was 
inconsequential. Participants were given this time to become familiar with the game 
environment, weapons and general mechanics as well as tweak and mouse control or 
sound settings to their liking. This time was considered sufficient for players to 
become familiar with the game controls and interface. 
After this training session, when all participants were comfortable, the first 
game was played. During this game, participants were not permitted to ask questions 
or verbalise comments. Participants were also outfitted with headphones, making 
game audio localized. This game consisted of competing against one of the AI types 
for 10 mins or 15 kills, whichever came first. Depending on the version of the game, 
this AI opponent could have been either the Default or ThreatBot AI. Additionally, 
these opponents had difficulty scaling enabled and started at a base difficulty of 5. 
This was done to ensure as high a number of appropriately challenging bot 
interactions as possible over the course of the study. As neither the participants nor 
the primary researcher conducting the study knew what AI type participants were 
competing against at any given time, this user study could be described as a double 
blind study. Details on what AI type participants faced would be written to a text file 
automatically upon completing the study.  
When a participant's game reached 10 mins or when the participant or the bot 
reached 15 kills, the game would stop and the participant would be returned to the 
main menu. They were then given instruction to fill out the second page of the 
questionnaire which asked questions about the game they just played. Questions in 
this part of the questionnaire had a randomized order which is unique and does not 
repeat between games. Upon completing this page of the questionnaire, participants 
were allowed to progress to their second game. 
The second game had the same conditions as the first game except with the 
other AI type, the Default or ThreatBot, being used instead. Upon completing this 
game, participants filled out a third page of the questionnaire, again with questions 
randomized. Completing this web page moved participants to a fourth and final page, 
asking some basic preferential questions and to provide some comments comparing 
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the two games they just played. When this page was complete, participants could 
complete the study by closing the questionnaire portal and collecting their reward 
incentives. Participants were required to wait outside if they had any questions about 
the study prior to its full completion.  
9.4 QUESTIONNAIRE DETAILS 
The questionnaire used during the ThreatBot User Study consisted of a four 
page online web survey using the survey portal Survey Monkey 
(www.surveymonkey.com). Besides providing consent and a participant number, the 
first page of this questionnaire also asked four questions relating to the participant's 
experience. These questions were the following: 
1. How many hours do you estimate you have spent playing competitive 
multiplayer FPS games in total to date? 
2. What is the highest number of hours you have spent playing competitive 
multiplayer FPS games in a single week? 
3. In the last six months, on average how many hours a week do you estimate 
have spent playing FPS games? 
4. Please list the names of First Person Shooter games you typically play 
These first four questions are designed to gain some understanding of the 
type/level of experience participants had as well as the frequency with which they 
engage in the FPS medium. Although experience was not considered necessary for 
forming a valid opinion on how enjoyable their playtime would be, it is possible that 
participant experience could affect general player performance overall. The 
performance of the player, despite the difficulty scaling towards their level of skill, 
could ultimately have an effect on their overall level of enjoyment.  
The second page of the Questionnaire introduces components of the 
formalized, scale based measures discussed in section 2.7.2 of the Literature Review. 
These scales are introduced to gather some understanding of participant reactions to 
recent gaming exposure and to evaluate their level of enjoyment during the process. 
Specifically, the Competence component from the Player Experience and Needs 
Satisfaction (PENS) survey (three items), as well as the Challenge component (five 
items) of the Game Experience Questionnaire (GEQ), were employed. These 
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particular components were considered the most useful for determining levels of 
enjoyment, especially considering the context and genre of the game being played. 
The scale-based questions require participants to rate them on a Likert scale between 
1 and 7, with 1 classified as "Do not agree", 7 classified as "Strongly Agree" and 4 
being impartial or indecisive. 
The PENS and GEQ questions are introduced to participants in a randomized 
order. This ensures some degree of arbitrariness within the scales to eliminate the 
possible side effects of structured chronological response bias. These questions are 
encountered twice per participant after each game they play against an AI opponent. 
On the third page of the questionnaire, the same PENS, GEQ and additional 
questions are encountered again, although in a new randomized order from before. 
The fourth and final page of the questionnaire is completed only after the two 
games are played. This page is encountered immediately after the second game. The 
four questions on this page are designed to permit some opinion about which game 
they preferred, why they preferred it and if they thought the AI opponent in this 
particular game was more player-like. The questions are as follows: 
1. Of the 2 games you just played, please list which game was your 
favourite 
2. Please explain why your preferred game was more preferable 
3. Thinking about the A.I opponent in the game that was your favourite, do 
you believe it was making decisions similar to how you would at the 
time? If so or if not, please explain why. 
4. Which A.I. opponent in the 2 games felt most player-like to you? Why 
was this the case? 
The latter questions permit participants to discuss any noticeable differences in 
decision making and whether or not an opponent felt more like an actual player than 
the other. As this was a core component of the research, the qualitative information 
potentially provided by participants answering these questions would be of great 
interest. 
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9.5 DATA COLLECTION AND MANAGEMENT 
The data was collected from each participant's questionnaire using Survey 
Monkey's data extraction portal. This data was saved to a single excel spreadsheet 
where it was later combined with the information regarding the order of bot AI type, 
bot difficulty and final game scores. This appended information came in the form of 
individual text files written to each participant's computer when the session was over, 
revealing said logistical information. These text files were saved according to 
participant number such as "Participant18.txt".  
The data in the eventual excel file was then formatted to be used in the IBM 
statistical analysis program Statistical Package for Social Sciences (SPSS) version 
21. This data, used initially for the analysis, can be found in section 12.8 of the 
appendices.  
9.6 DATA ANALYSIS 
9.6.1 Reliability Testing 
The first data analysis test conducted on the data consisted of checking the 
internal reliability of the individual questions used in the Competence and Challenge 
scales. The individual scale reliabilities (Cronbach‟s α) for Competence are as 
follows – Default AI = 0.79 and ThreatBot AI = 0.85 – demonstrating a high level of 
internal consistency. The analysis of the Challenge scale produced an alpha 
coefficient of 0.66 for the Default AI condition and 0.65 for the ThreatBot AI 
condition, suggesting a lower internal consistency. One item which related to time 
pressure was low in both conditions (α = 0.21 and α = 0.29 respectively). This is a 
strong indication that, in the context of the ThreatBot Game Prototype and associated 
ThreatBot User Study, this question may not be measuring the same construct as the 
other questions in the scale. The removal of this items lead to an improvement in 
Cronbach‟s alpha to 0.76 for Default AI and 0.69 for the Threatbot AI.  
At this point, the Competence and Challenge scales were converted to single 
value averages of their respective contributing questions. As the questions in each 
scale are designed to provide a holistic numeric value to the associated experience, 
this consisted of finding the mean value of the answers to each of the questions per 
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scale for every participant. This was added to the running data file as additional 
formatted columns. 
9.6.2 Outliers and Normality 
Following reliability tests and conversions, the new formatted scale data was 
then checked for outliers and normality. As all the participants did not encounter the 
AI types in the same order, outliers were examined across two groups, participants 
who encountered the ThreatBot in their first game and participants who encountered 
the ThreatBot in their second game. This grouping allows a nominal variable to 
easily distinguish between participants, but should not be mistaken for a participants 
first and second game. This was done to ensure that both specific participants and 
scale based questions being asked were not capable of severely hampering the 
statistical uniformity the data could retain.  As this was a recommended and normal, 
systematic procedure for data prior to performing deeper statistical analysis, this 
process should not be mistaken as biased separation or exclusion of data. 
9.6.2.1 Boxplot Outliers 
Outliers were initially checked for using boxplot graphs across all 40 
participants. Visual inspection of the boxplot distributions for Competence and 
Challenge against both the ThreatBot and Default AI revealed participants 9 and 5 as 
outliers. These participants were systemically removed from further analysis. This 
left 19 participants in both groups bringing a total of 38 participants for the 
remainder of the data analysis. 
9.6.2.2 Skewness and Kurtosis 
The remaining 38 participants were used to determine how their distribution 
differs in comparison to a normal distribution. This was first performed using 
calculated z-scores for skewness and kurtosis. Acceptable z-scores for the number of 
participants in this study should be within the range of ±2.58 (Field, 2013) and 
analysis showed that the scores were normally distributed. Specifically, the Default 
AI Competence scores for Group 1 resulted in a skewness of -0.393 (SE = 0.524) and 
kurtosis of -0.408 (SE = 1.014) and for Group 2, a skewness of -0.314 (SE = 0.524) 
and kurtosis of 0.009 (SE = 1.014). The Default AI Challenge scores for Group 1 
resulted in a skewness of 0.228 (SE = 0.524) and kurtosis of -0.632 (SE = 1.014) and 
for Group 2, a skewness of -0.195 (SE = 0.524) and kurtosis of -1.121 (SE = 1.014). 
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The ThreatBot AI's Competence scores for Group 1 had a skewness of -0.322 (SE = 
0.524) and kurtosis of -1.104 (SE = 1.014) and for Group 2, a skewness of -0.282 (SE 
= 0.524) and kurtosis of -1.135 (SE = 1.014). The ThreatBot AI's Challenge scores 
had a skewness of -0.389 (SE = 0.524) and kurtosis of -0.751 (SE = 1.014) as well as 
a skewness of 0.107 (SE = 0.524) and kurtosis of -1.062 (SE = 1.014) for Group 2. 
9.6.2.3 Shapiro-Wilk 
The Shapiro-Wilk test for normality was also employed to determine whether 
or not the assumption for normality has been violated (i.e. the null hypothesis). Both 
Competence and Challenge experienced against the Default and ThreatBot AI were 
analysed for each group of the independent variable. According to the Shapiro-Wilk 
test results, the assumption of normality for the Competence and Challenge scores 
for both the Default and ThreatBot AI was satisfied for all combinations of group 
and AI type (p> .05). 
9.6.3 Wilcoxon Signed-Rank Test 
The Wilcoxon signed-rank test is used to determine the differences between 
two related groups on an ordinal dependent variable. The assumptions for the 
Wilcoxon signed-rank test are as follows: 
Assumption 1 - The dependent variable(s) are measured at the continuous or ordinal 
level. 
Assumption 2 - The independent variable(s)consist of two categorical, related 
groups or matched pairs.  
Assumption 3 - The distribution of the differences between the two related groups is 
symmetrical in shape. 
In this case, the ordinal dependent variables consist of the measures of 
Competence and Challenge. The independent variable consists of the type of bot the 
participants encountered first: either the Default or ThreatBot AI. From the 
observations made in section 9.6.2, assumption 3 has not been violated. The 
Wilcoxon signed-rank test is appropriate because it specifically addresses evaluating 
differences within subjects measured twice on dependant variables independently. If 
the participants were measured more than twice, a more comprehensive repeated 
measures analysis of variance would be necessary. As such, performing a Repeated 
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Measures Analysis of Variance (RM ANOVA) or similar test would yield no 
difference than a paired-samples or Wilcoxon signed-rank test. 
Challenge and Competence were analysed using separate Wilcoxon signed-
rank tests. There is not enough evidence to suggest that these scales are related 
enough for them to be considered as covariates. Instead, Challenge and Competence 
are analysed as separate metrics for the representation of enjoyable game play 
experiences by the player. 
Additionally, it is important to acknowledge the null and possible alternate 
hypothesis before performing this test. The generic hypothesis for this type of test 
can be described as the following: 
Null Hypothesis: H0: the median difference between the paired values is equal to 
zero. 
Alternative Hypothesis: HA: the median difference between the paired values is not 
equal to zero. 
9.6.3.1 Competence 
Following the Wilcoxon signed-rank test assumptions, it is possible to devise 
the following research question with regards to level of Competence participants 
experienced during the ThreatBot User Study: 
Research Question: Is there a difference in Competence experienced between the 
Default and ThreatBot AI types? 
Asking this question allows the test's null hypothesis and an alternate 
hypothesis to be addressed, as follows: 
Null Hypothesis: There is no difference in the Competence experienced between the 
Default and ThreatBot AI types. 
Alternate Hypothesis: This is a difference in the Competence experienced between 
the Default and ThreatBot AI types. 
The results from the Wilcoxon signed-rank test for Competence can be viewed 
in Figure 9.1 and Table 9.1. 
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Figure 9.1 - Competence - Wilcoxon Test Statistics 
Table 9.1- Competence - Wilcoxon Median 
PENS_C_NTB PENS_C_TB PENS_C_difference 
5.0000 5.6667 .3333 
 
The difference of distribution scores with regards to Competence appears to be 
symmetrical. Thirty-eight participants were examined to understand the differences 
in enjoyment between the ThreatBot AI and the Default AI as measured by the 
Competence experienced by participants between the AI types. Of the 38 participants 
examined in this test, greater Competence was experienced in 21 participants against 
the ThreatBot AI compared to the Default AI, whereas 8 participants did not 
experience any difference. The Wilcoxon signed-rank test determined that a 
statistically significant median increase in Competence (Mdn = 0.333) against the 
ThreatBot AI (Mdn = 5.666) was experienced when compared to the Default AI 
(5.000), z = 2.711, p< .007.The Null Hypothesis can therefore be rejected in favour 
of the Alternate Hypothesis. Greater Competence was experienced playing against 
the ThreatBot AI. 
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9.6.3.2 Challenge 
With regards to Challenge, it is also possible to devise the following research 
question with regards to level of Challenge participants experienced during the 
ThreatBot User Study: 
Research Question: Is there a difference in Challenge experienced between the 
Default and ThreatBot AI types? 
Asking this question allows the test's null hypothesis and an alternate 
hypothesis to be addressed, as follows: 
Null Hypothesis: There is no difference in the Challenge experienced between the 
Default and ThreatBot AI types. 
Alternate Hypothesis: This is a difference in the Challenge experienced between the 
Default and ThreatBot AI types. 
The results from the Wilcoxon signed-rank test for Challenge can be viewed in 
Figure 9.2 and Table 9.2. 
 
Figure 9.2 - Challenge - Wilcoxon Test Statistics 
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Table 9.2 - Challenge - Wilcoxon Median 
GEQ_NTB GEQ_TB GEQ_difference 
5.2500 5.5000 .1250 
 
The difference of distribution scores with regards to Challenge appears to be 
symmetrical. Thirty-eight participants were examined to understand the differences 
in enjoyment between the ThreatBot AI and the Default AI as measured by the 
Challenge experienced by participants between AI types. Of the 38 participants 
examined in this test, greater Challenge was experienced in 19 participants against 
the ThreatBot AI compared to the Default AI, whereas 6 participants did not 
experience any difference. The Wilcoxon signed-rank test determined that a non-
statistically significant median increase in Challenge (Mdn = 0.125) against the 
ThreatBot AI (Mdn = 5.500) was experienced when compared to the Default AI 
(5.250), z = 1.222, p< .222. The Null Hypothesis must therefore be retained as there 
is not enough evidence to declare that the median difference is statistically 
significant from 0.   
9.6.4 Preference vs Score 
Although there seems to be a preference for the ThreatBot AI regarding 
Competence, it is important to check whether this is caused by participants beating 
the ThreatBot AI more frequently. Although the Default and ThreatBot AI were 
designed to be of an equivalent level of difficulty, any discrepancy in score 
differences favouring the ThreatBot AI should be explored. This can be done by 
analysing the differences in score between the player and the bot in both the Default 
and ThreatBot AI games. The score difference between the 38 valid participants 
against the Default AI can be observed in Figure 9.3.  
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Figure 9.3 - Default Score Difference (Histogram) 
Figure 9.3 reveals that, on average, participants scored higher than the Default 
bot with a mean score difference of 1.39.  
The score difference between the 38 valid participants against the ThreatBot AI 
can be observed in Figure 9.4.  
 
Figure 9.4 - ThreatBot AI Score Difference (Histogram) 
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Figure 9.4 reveals that, on average, participants scored higher than the 
ThreatBot AI with a mean score difference of 2.21. The difference in mean 
differences (2.21 - 1.39 = 0.82) shows that more participants performed better against 
the ThreatBot AI than they did the Default AI. To expand on this analysis, it is useful 
to know exactly how many participants did better than the AI in their ThreatBot 
games. This can be done by converting participant scores into a new nominal 
variable with 3 levels, reflecting whether they scored higher, lower or tied against the 
bot in their ThreatBot game. The results from this additional measure can be 
observed in Table 9.3. 
Table 9.3 - Higher Scoring in ThreatBot Game 
scored higher in TB game (-1=no, 0=tied, 1=yes) 
 Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid No 12 31.6 31.6 31.6 
Tied 4 10.5 10.5 42.1 
Yes 22 57.9 57.9 100.0 
Total 38 100.0 100.0  
 
These results show that 57.9% of participants did better against the ThreatBot 
AI, with 10.5% tying and 31.6% doing worse. With this data we can then compare 
the participant's general preference for the two games they played and whether they 
preferred that game/AI opponent because they won. Towards the end of the 
questionnaire, the straightforward question of which game they preferred (their first 
or second game) was asked. This resulted in approximately 27 out of the 38 valid 
participants, or ~71% preferring the game which had the ThreatBot AI opponent. A 
Chi-squared test can be used to analyse the relationship between a participant's 
preference for the ThreatBot game and whether they scored higher in it. The results 
from the Chi-squared test can be observed in Table 9.4 and Figure 9.5. 
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Table 9.4 - Chi-square Test Significance 
 Value df 
Asymp. Sig. (2-
sided) 
Pearson Chi-Square .983
a
 2 .612 
Likelihood Ratio .905 2 .636 
Linear-by-Linear Association .002 1 .967 
N of Valid Cases 38   
 
 
Figure 9.5 - Chi-squared Test Bar Chart 
Of the 11 participants who preferred the game against the Default AI, 6 of 
them did better against the ThreatBot AI opponent. Additionally, of the 27 
participants who preferred the game against the ThreatBot AI opponent, 9 of them 
did better in the game against the Default AI. The chi-square test for association 
between participant preference for the Default and ThreatBot AI shows a non-
statistically significant association between score and preference, χ2(1) = 0.983, p = 
0.612. 
Finally, a straightforward univariate analysis of variance was conducted to see 
if the score difference between the ThreatBot and Default AI games had any effect 
on participant preference for the game type. This test does not use the new nominal, 
three level scale and instead compares the scores directly. The results from this test 
can be seen in Table 9.5 and Figure 9.6. 
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Table 9.5 - Between Subjects Univariate Analysis 
Source 
Type III Sum of 
Squares df Mean Square F Sig. 
Corrected Model 8.861E-5
a
 1 8.861E-5 .000 .998 
Intercept 20.842 1 20.842 2.146 .152 
PreferredTBGameN 8.861E-5 1 8.861E-5 .000 .998 
Error 349.710 36 9.714   
Total 375.000 38    
Corrected Total 349.711 37    
 
 
 
Figure 9.6 - Univariate Marginal Means of Difference 
The univariate analysis of variance reveals that the score difference of 
participants with regards to their preference is non-statistically significant, F(11, 27) 
= 0.000, p = 0.998. This result and the results from the tests prior suggest that 
preference for either the Default or ThreatBot AI type were not based on participant 
performance. 
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9.7 PARTICIPANT COMMENTS 
The comments left by participants in response to the last three questions asked 
at the end of the Questionnaire reveal interesting qualitative data. These questions 
were, again, as follows: 
 Please explain why your preferred game was more preferable 
 Thinking about the A.I opponent in the game that was your favourite, 
do you believe it was making decisions similar to how you would at the 
time? If so or if not, please explain why. 
 Which A.I. opponent in the 2 games felt most player-like to you? Why 
was this the case? 
The qualitative results from these questions give insight on any observed bot 
behaviour, particularly any differences between the Default and ThreatBot AI. 
Interpreting the commentary data is interesting especially regarding participants‟ 
thoughts on the AI's performance. The following themes were found as common 
topics of discussion by participants. 
9.7.1 Opponent Predictability 
A number of participants described their interactions with the Default and 
ThreatBot AI in terms of predictability, describing how the ThreatBot AI was more 
unpredictable. Participant 8 mentioned that the "2nd game AI (ThreatBot) felt more 
player like ... felt more unpredictable." Participant 39 stated that "The second game's 
AI (ThreatBot) felt like I was playing against a real opponent. Mainly because of the 
randomness of its behaviour." 
Interesting and frequent observations were made regarding the predictable 
behaviour of the Default AI. Participant 12 stated that it "Might have been my 
imagination, but the AI (Default) seemed to be more predictable". Participant 16 
agrees with this sentiment, stating that "The A.I seemed less aggressive and less 
predictable (ThreatBot), as the bot in game 2 (Default) seemed to attack the player 
relentlessly in a more straightforward manner." An interesting comment by 
Participant 9 suggests that they adopted a different play-style to account for the 
predictability by "merely aiming to get the better score due to how predictable the AI 
(Default) was". Participant 38 apparently found the predictability of the Default AI 
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aggravating, stating that "the enemy in the second game (Default) was actually 
annoying and acted silly, retreating and fighting predictably." 
It is clear that the predictability of opponent behaviour is a serious concern for 
certain participants. Discussed in the Introduction, unpredictable behaviour is 
considered a desirable characteristic of an enjoyable opponent, and having 
participants comment directly about it without prompting them should be considered 
as further evidence of its desirability. 
9.7.2 Opponent Realism- human/player-like 
Also discussed in the Introduction is the idea of bots being more realistic and 
more like their human/player counter-parts. While this concept is hinted at in the 
final question of the questionnaire, it is interesting to see participants discuss 
realistic, player-like behaviour outside of this question. In particular, Participant 20 
found the ThreatBot AI much more realistic, stating that they "felt as though the AI 
(ThreatBot) played much more like what an actual human would play". Similarly, 
Participant 11 observed increased player-like behaviour in the ThreatBot AI, stating 
that the "second one (ThreatBot) was not perfectly accurate, and didn't follow 
similar actions each time". Participant 24 observed similar results, suggesting that 
they "felt that the second bot (ThreatBot) reacted more human like. It made different 
decisions during play like hunting and evading". 
Not all participant comments were to do with just the realism of the ThreatBot. 
Participant 2 critiqued the AI, stating that "the AI would retreat if they were badly 
damaged" likening it to their own behaviour as it was "something I did myself 
several times during the game, so it lended more to the believablilty of the AI".  
Similarly, participant 33 believed that "both AIs seemed player-like and if I didn't 
know they were AIs I may have thought them to be human players". It would appear 
that the level of realism implemented in even the Default AI is satisfactory for 
certain participants.  
9.7.2.1 Player Enjoyment - Challenge/Competence 
In the context of competitive FPS games, the measures of Challenge and 
Competence are most likely to indicate some increase in enjoyment. This is reflected 
in participant comments, with them mentioning their enjoyment, and also referring to 
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how challenging or close their performance was. Participant 25 mentioned 
specifically that "The second game (ThreatBot) was much more frenetic and closer 
and was more enjoyable". Similarly, participant 27 stated that they "felt that in game 
2, the bot's AI (ThreatBot) matched my skill level far more than in game 1, so I 
enjoyed playing the game more as it was challenging, but not too challenging". 
Participant 33 described their experience with the Default AI to be "more 
challenging", as "the end result was a lot closer than the first match".  
Interestingly, it appears participants have other motivations for enjoying either 
the ThreatBot or Default AI. Participant 34 stated that "the second game AI 
(ThreatBot) is much more challenging and could be good for times when I need to 
train myself up or looking for a harder game". Participant 40 states that "even though 
I think I did better in the second game (Default), the first game (ThreatBot) was far 
less frustrating". It appears that while participants have their own idea of what 
enjoyment is, the concept of being challenged and feeling competent are elements 
they strongly consider. 
9.7.3 Insight into underlying mechanics 
Additionally, it appears that some particularly observant participants were able 
to gain insight into both the Default and ThreatBot's underlying mechanics. Most of 
the observations made were from participants identifying the bot's capacity to flee, 
and that fleeing consists of picking up further resources out of sight of the player. 
Participant 25 noted that "The bot seemed to change its colour much more frequently 
than the first game, particularly between red and blue. I think blue means it wants to 
run away or something. Sometimes it would switch to blue from just seeing me and I 
had better weapons or the damage powerup". In a very similar observation, 
participant 34 commented that they "also notice that the second game AI (ThreatBot) 
picks up item more frequently so that may have been why it is tougher (due to picking 
up healthpacks or armor)?".He also felt that the "second game AI is better at 
running away, at least it felt like the evading pattern is more unpredictable to me". 
Additionally, participant 36 stated that "the opponent in Game 2 (Default) however 
seemed unnaturally aggressive and seemed to only run when it would lose a certain 
amount of health". These observations, while accurate, were not unexpected as they 
demonstrate how some players can have a keen eye for picking up on game 
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mechanics in a small amount of time. To some degree this emphasizes how useful 
players are for critiquing the believability of bots. 
9.8 DATA ANALYSIS DISCUSSION 
The data analysis has revealed that the participants of the ThreatBot User Study 
generally prefer the ThreatBot AI opponent, with ~71% of participants having 
preference for the game within which it was in. While the participants reported 
higher Competence against the ThreatBot AI, they did not perceive a significant 
difference in Challenge. This is interesting as, although most participants performed 
slightly better against the ThreatBot AI, their preference for bot type was not 
evidenced to be a function of their performance. A heightened experience of 
Competence when playing against the ThreatBot AI should be considered as a 
positive result demonstrating a more positive player experience. As the modules in 
the survey are specifically designed to communicate changes in engagement and 
immersion, it is safe to assume that the significance in Competence between the 
Default and ThreatBot AI is a result of this. However, a more thorough explanation 
as to why participants experienced more Competence should be discussed. 
It is possible that participants experienced a higher level of Competence 
against the ThreatBotAI due to the differences in behaviour experienced. As the 
ThreatBot opponent was designed to mimic player-like behaviour with regards to 
assessing threat, beating an opponent displaying this type of player-like behaviour 
could feel more rewarding. Mechanically, the unpredictability of the ThreatBot AI is 
greater than the Default AI due to the use of more dynamic heuristics instead of 
simple predefined rules. It is possible that competing against an opponent that does 
not appear to have predictable behavioural patterns delivers a greater sensation of 
competence. This may be similar to the feelings that human players experience when 
they compete against other human players. Becoming accustomed to the nuances of 
predictable bot behaviour and exploiting their weaknesses are less apparent. 
Enjoyable gameplay from heightened competence, not pattern recognition, becomes 
a legitimate experience.  
The qualitative comments left by participants are interesting with the 
recognized themes reinforcing theories and notions surrounding this research. 
Discussions involving the predictability and realism of the bot's behaviours are as 
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prevalent as those surrounding how enjoyment was derived from competence and 
challenge. Although participants were prompted on some of these elements, the 
relationship between the elements and how they affected the participant's experience 
cannot be ignored. Additionally, some of the comments show that certain participants 
did in fact notice differences in behaviour between the bot types, especially related to 
their behaviour when under threat.  
The non-significant GEQ Challenge result may also be seen as a positive 
result. Significant measures and play testing were undertaken to ensure the difficulty 
differences between the Default and ThreatBot AI types were as small as possible. 
Part of this included the dynamic difficulty scaling mechanics that ensured the 
participants were playing against as challenging an opponent as they could compete 
with in both of the matches they played. The results from the study suggest that, on 
average, both the Default and ThreatBot AI types were equally challenging for the 
majority of participants. As the difference between the averages of the two AI types 
is insignificant, this should be seen as evidence of their similarity in difficulty. This 
perspective can be used to further invalidate any argument of preference for the 
ThreatBot AI being based on the difficulty experienced and therefore the 
performance of participants.  
The removal of 'time pressure' from the GEQ Challenge should also be 
reviewed. This element was removed from the data analysis due to its low contextual 
relevance within the user study. While the removal of 'time pressure' from Challenge 
resulted in a more reliable Challenge scale, some contradiction of reasoning may be 
apparent when considering previous discussion topics. In particular, the possibilities 
that participants may not have had enough time to adequately evaluate the 
predictability or player-like behaviour of the bots. It is important to note that 
participants were unlikely to be viewing time pressure as enough time to perform this 
evaluative task. Instead, any time pressure felt should be towards the task of beating 
the bot opponent at the game's goals. In this case, reaching 15 opponent kill points or 
having a higher score after 10 minutes. As the time given to perform the game's goals 
was considered suitably adequate, any time pressure felt by participants would be 
subject to their own personal experiences. Because of this possible convolution and 
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the redundancy the question has within the study, the 'time pressure' element was 
systematically removed from Challenge. 
Overall, the results from the ThreatBot User Study are considered to be 
positive and successful at reaching a conclusion regarding the overarching research 
hypothesis. The overview and conclusion of this research is therefore discussed in 
the following chapter. 
  
209 
 
10 Conclusion 
The ThreatBot AI prototype and supporting model of player-like behaviour 
were designed to address the player's need for increased enjoyment interacting with 
bot AI in competitive multiplayer First Person Shooter video games. The design of 
this prototype has come from the rigorous analysis and adaptation of player 
behaviour into a developed game's AI system. This process has required significant 
development time which was assisted throughout with the use of data from multiple 
user studies. These studies were formulated to answer specific research questions 
derived from research aims which, together, address a single research hypothesis. 
Addressing this hypothesis has helped achieve the goal of creating bot AI technology 
that appears to be more enjoyable to interact with than typical bot AI. In doing this, it 
is believed that some of the issues regarding unrealistic and predictable decision 
making behaviour in typical FPS games have been addressed. 
To achieve this, a thorough understanding of the problem domain has been 
necessary. Observing a gap in the current literature, as well as devising a method for 
its rectification, has been a complex and challenging task. The need to comprehend 
and acknowledge the vast amount of work related to bot AI research was a necessary 
requirement for accurate methodical design. This required examining different 
literature at a later point based on findings from user studies. Exploring the 
comprehensive scientific domains of Artificial Intelligence, Information Technology, 
Cognitive Science and Game Design has been necessary to generate a broader 
understanding of the central premise of the thesis. This understanding has allowed 
for a multi-methodological, semi-phenomenological approach to answering 
predefined research questions regarding the problem domain. These research 
questions underpin a primary research hypothesis, question and goal, as well as drive 
the focus of the three separate user studies this research has undertaken. 
The three studies undertaken throughout this research have all provided 
valuable data that has led to the progressive design and evolution of the both the 
ThreatBot conceptual model and the ThreatBot Game prototype that embodies the 
knowledge contained in the model.  The Expert FPS Gameplay Study detailed in 
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Chapter 4 and the Multiplayer FPS Study detailed in Chapter 6 were both undertaken 
to address the first research question derived from the first research aim. That aim 
and question are, again, the following: 
Aim 1: To formulate an understanding of player interactions with bot and humans in 
a competitive FPS context.  
1. What are players’ expectations of and preferences for interactions 
with both bots and humans within competitive FPS games? 
The Expert FPS Gameplay Study gave insight into typical player behaviour 
and problematic AI decision making as well as allowing for the consideration of 
player's cognitive feedback as an element of bot AI design. Specifically, the study 
revealed how certain behaviours such as fleeing, engaging and aiming are somewhat 
misrepresented in bot adaptations, especially with regards to decision making. 
Participants expressed concerns for specific bot actions, as well as providing 
opinions of what results in enjoyable game play. This evaluation provided a list of 
generic player behaviours that could be assessed further in a following study. 
Additionally, the information provided by expert players and observed during 
gameplay allowed for greater insight regarding how important threat assessment is in 
human decision making processes. The Expert FPS Gameplay Study also encouraged 
additional literature investigation to better understand the behaviour observed 
throughout the study. 
The Multiplayer FPS Study was multiplayer in nature and undertaken to 
determine if players could accurately identify between bot and human players. It was 
also conducted to further understand problematic bot behaviours and to evaluate the 
concept of threat assessment as a viable mechanism controlling decision making in 
bot AI. Participants of this study were found, on average, to be more consistent with 
identifying between bots and humans, but generally more accurate when assessing 
other human players. Behaviours such as fleeing and aiming were viewed to be more 
useful for identifying between bots and humans, and were prioritised in terms of their 
assessment in a potential future model of bot AI. Additionally, a thorough 
understanding of how threatening situations dictate decision making was made with 
skilled and experienced players proving more adept and successful at this process. 
The vast amount of recorded in-game data assisted in the evaluation of player-like 
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threat-based decision making and helped identify key variables, such as weapon 
usage, that were viewed critically by skilled participants during game play.   
Together, both the Expert FPS Gameplay Study and the Multiplayer FPS Study 
provided the data necessary for the design of a model suitable for addressing the 
second research aim. Aim 2 and its corresponding research question are again the 
following: 
Aim 2: To effectively model aspects of player-like behaviours within FPS bot AI.  
2. How can aspects of player-like decision making processes be 
effectively modelled in a FPS game? 
The model and mechanisms designed in Chapter 7 are the result of addressing 
Aim 2. This ThreatBot AI model provides a detailed but elegant solution towards 
addressing the issues of predictable and unrealistic behaviours in bot AI, with 
particular regards to threat assessment. This elegancy arises from the practical, easy 
to implement nature of the ThreatBot AI model with regards to the research domain. 
Additionally, the model encapsulates elements of human behaviour, borrowing 
heavily from observed player behaviour and experienced player knowledge to devise 
a system that tackles the problem domain, identified as a gap in the literature.  
Specifically, the behaviours of Fleeing, Engaging, Pursuing and Roaming, 
prioritised from the Multiplayer FPS Study, were represented within a basic Finite 
State Machine. The consideration of variables such as weapon power allowed the 
conception of a running threat value, impacting how a potential bot would make 
decisions. The model also takes into consideration how player skill and experience 
affect the decision making process, modelled from observed human player 
behaviour. With the appropriate use of a priority density algorithm overlapping 
multiple FSM states, logical but unpredictable decisions could be made with sensible 
regard to threatening game conditions.  
Overall, the ThreatBot AI model formed the cornerstone for deployment into a 
working AI prototype which was performed while addressing the third aim of the 
study, Aim 3. 
Aim 3: To develop a prototype system of bot AI that builds on the identified model 
to measure levels of player enjoyment. 
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The ThreatBot Game Prototype detailed in Chapter 8 required the creation of 
both a default and ThreatBot AI for eventual testing, as well as a game world for the 
model to interact with. The ThreatBot AI contained in the ThreatBot Game Prototype 
embodies the model developed from Aim 2 and presents it in the form of an 
interactive bot AI opponent. The game world and interactive elements contained 
within this prototype were developed extensively to provide an environment that is 
representative of a typical FPS arena shooter. This included significant playtesting 
and balancing, particularly between the default and ThreatBot AI types. The 
ThreatBot Game Prototype allowed for an appropriate test-bed for answering the 
third research question, derived from Aim 3. That question is as follows: 
3. To what extent does a developed player-like AI model applied 
within a working FPS game improve player enjoyment?  
The ThreatBot User Study, discussed in Chapter 9, was designed to address 
the third research question. This study allowed players to compete against both the 
default and ThreatBot AI, the latter designed to exhibit behaviours akin to a player-
like assessment of threat. The results from the ThreatBot User Study show that 
participants generally preferred the ThreatBot enabled AI opponent, though the 
reasons for doing so are interesting and unexpected. No significant difference in 
difficulty was measured between the default and ThreatBot opponent types, so 
preference for the ThreatBot AI was not considered to be a function of participant 
performance. This is further reinforced by the fact that participants did not perceive 
the ThreatBot AI to be any more or less challenging. Most significantly, participants 
believed they were more competent against the ThreatBot opponent despite not 
performing better or believing the ThreatBot AI to be more difficult. These results 
appear to magnify the impact that specific behavioural differences between the 
default and ThreatBot AI types have on the player. Overall, the results from the 
ThreatBot User Study are generally positive and assist significantly in proving the 
overall hypothesis of this research to be true. To reiterate, this hypothesis is again as 
follows: 
First Person Shooter Bot Artificial Intelligence designed to reduce predictable 
and unrealistic behaviours will be more enjoyable for players than traditional 
FPS Bot AI. 
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It appears that the ThreatBot AI is a more enjoyable opponent for players, if 
only from an assessment of experienced competence. Qualitative commentary data 
collected in the ThreatBot User Study supports this notion, alongside reinforcing 
player‟s appreciation for realistic, unpredictable bot AI. The Expert FPS Gameplay 
Study, Multiplayer FPS Study and ThreatBot User Study were undertaken to 
appropriately answer mapping research questions which, together, have allowed the 
goals of this research to be achieved. However, this goal could not be achieved 
without the attention given towards the ThreatBot Game prototype. 
The ThreatBot Game prototype and supporting model of player-like behaviour 
has been a significant endeavour. Creating a game, basic bot and expanded 
ThreatBot AI completely from scratch was a substantial game design achievement. 
The application of a theoretical model within a practical game context was 
enlightening and demonstrated the level of contribution of this thesis to the broader 
game development community. Although the prototype was tailored for use 
specifically in the ThreatBot User Study, the current product represents more than 
just a test-bed for the ThreatBot AI components. Holistically, it is valid evidence of 
both game and AI design being capable of more than what has been established in 
the industry. For game design and bot AI to continue evolving, consideration should 
be given to areas that are not just limited to the game's existing environment and 
mechanics. In this thesis, player-like cognitive behaviour related to assessing threat is 
explored, but it is only one of many possible avenues worth investigating. In order to 
produce less predictable and more enjoyable bot opponents, further study of player-
based behaviours, whether they be physically, emotionally or psychologically 
derived, should be undertaken to continue the work contained in this thesis. For this 
to occur, future work will need to be considered. 
10.1 FUTURE WORK 
While the research presented in this dissertation has revealed some interesting 
results, there is undoubtedly room for both improvement and expansion. Due to the 
nature of the ThreatBot User Study, the time given to participants was limited and 
may have impacted on participants‟ ability to comment on the behaviours of their 
opponents. A follow-up study that specifically focuses on allowing participants to 
observe different bot behaviours from an external standpoint would provide a more 
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thorough base for whether differences in behaviour are noticeable. This observational 
standpoint could be in the form of a free-floating spectator camera that participants 
have control of during the course of 1v1 matches between bots and possibly humans 
as well. It would warrant a similar setup to the trials used during the BotPrize 
competition (Hingston, 2009). 
Additionally, expansion upon the ThreatBot Game Prototype itself is a logical 
avenue of future support. It is likely that, should the ThreatBot Game Prototype be 
used for any future research in this domain, it will require multiplayer functionality 
to allow for more diverse testing options. Network support will need to be 
established to allow multiple human opponents to be in the same game. The option 
for team-based, cooperative gameplay should also be considered. This will require 
additions to the scoring and weapon damage systems to account for mechanics such 
as friendly fire and collective team goals. The bot‟s threat assessment AI will also 
need to be tweaked to account for both multiple friendly and enemy targets, similar 
to how human players behave. Examples of considerations could include numeric 
advantages during encounters, as well as collective firepower assessments, player 
positioning and player attention focusing. A study would be necessary to evaluate 
how players behave in teams to accurately model any expected or discovered 
behaviours. 
The weapon formulas the ThreatBot AI uses to make threat assessments can 
also be viewed as slightly problematic in its current implementation. Admittedly a 
weak point of the model, the averaged, best-fit weapon formulas the ThreatBot AI 
uses are static in nature as they do not change shape dynamically during gameplay. It 
is acknowledged that there are realistically many variables that could distort the 
weapon formulas into different forms, depending on circumstances. The rocket 
launcher is a good weapon at demonstrating this idea, due to the slower, splash 
damage nature of the weapon. In confined spaces, it can be fired at walls, floors and 
even ceilings while still efficiently delivering a damage payload. The velocity of the 
target could also be considered, as a moving target is harder to hit with projectile 
based weapons. These considerations are worth investigating as nuanced player 
usage is likely to have an impact on how dangerous other players view situations in 
games.  
215 
 
The inclusion of real-time evolutionary processes in the ThreatBot AI has also 
been considered. While this research has applied a player modelled scripting 
approach to achieving the desired bot behaviours, using genetic or machine learning 
algorithms to reinforce the system has its advantages. For example, a machine 
learning technique could tweak the threat values and difficulty thresholds of the 
system, learning or evolving some understanding of how threatening certain game 
conditions are. As an example, a bot may change how important it thinks having 
health or ammunition is during the course of a game against a particularly easy or 
difficult opponent. The decision making based on difficulty thresholds such as 
engaging or fleeing could therefore be learnt on a subjective basis, pitted against 
human players believed to be of a certain skill level. Different human play styles 
could result in many different nuanced bot behaviours, far removed from the current 
ThreatBot decision making processes.These slight but ever changing variations in bot 
behaviour would also contribute to a more unpredictable opponent. This is a 
desirable bot trait.  
Finally, the consideration of threat assessment should not just be limited to the 
realms of arena shooters in the FPS genre. Just as people evaluate threatening 
circumstances in real-life, so do they evaluate similar circumstances in every game 
genre. Real-time-strategy games, racing games and even fighting games are all 
examples of genres that readily have AI opponents that may not necessarily evaluate 
game conditions the way human players do. While the implementation of threat 
based behaviour in these genres will undoubtedly be different from what is presented 
in this dissertation, the underlying principles should be the same.  These principles 
could even be applied readily to simulation software such as military or aviation 
training. Threat based AI systems could very well be the next stage in making more 
realistic, unpredictable opponents within virtual technologies of the 21
st
 century.  
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12 Appendices 
12.1 EXPERT FPS GAMEPLAY STUDY - TIME AND EVENT SAMPLING DATA 
 Participant 1 Timeframe First 2 minutes 
Action Time (each square = 4seconds) 
4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88 92 96 100 104 108 112 116 120 
Look for Enemy                               
Checking pickups                               
Checking corners                               
Look for ammo                               
Look for weapon                               
Look for health                               
Look for armour                               
Engage enemy                               
Flee enemy                               
Dead                               
Roaming/Suicidal                               
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 Participant 2 Timeframe First 2 minutes 
Action Time (each square = 4seconds) 
4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88 92 96 100 104 108 112 116 120 
Look for Enemy                               
Checking pickups                               
Checking corners                               
Look for ammo                               
Look for weapon                               
Look for health                               
Look for armour                               
Engage enemy                               
Flee enemy                               
Dead                               
Roaming/Suicidal                               
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 Participant 3 Timeframe First 2 minutes 
Action Time (each square = 4seconds) 
4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88 92 96 100 104 108 112 116 120 
Look for Enemy                               
Checking pickups                               
Checking corners                               
Look for ammo                               
Look for weapon                               
Look for health                               
Look for armour                               
Engage enemy                               
Flee enemy                               
Dead                               
Roaming/Suicidal                               
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 Participant 4 Timeframe First 2 minutes 
Action Time (each square = 4seconds) 
4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88 92 96 100 104 108 112 116 120 
Look for Enemy                               
Checking pickups                               
Checking corners                               
Look for ammo                               
Look for weapon                               
Look for health                               
Look for armour                               
Engage enemy                               
Flee enemy                               
Dead                               
Roaming/Suicidal                               
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12.3 EXPERT FPS GAMEPLAY STUDY - TRANSCRIPTS 
12.3.1 Talk out Loud – Participant 1 
0:10 – UT3 demo map 1on1 vs a bot kgo. 
0:20 – Link gun that‟s not that awesome but it‟s pretty good. He‟s got a rocket 
launcher so I am going to try and get this shockrifle if I don‟t run in to too many 
walls (?) on the way. 
0:44 – What I‟m doing is spamming shock combos in case he comes around a certain 
corner. I got a bit lucky there. He walked into my two shock balls that were too close 
for a combo. 
1:03 – Ummm … just grabbing ammo and weapons and armour as much as I can. 
He‟s due to be armed with something by now so should be careful.  
1:15 – Flak cannon for a corner. Not so good at that range. F*cking up too many 
shock combos, should really back off and use this easy gun (stinger minigun) and run 
to get some health. 
1:41 – I‟m a little bit uncomfortable here on 25 health heading for the health in the 
middle on the top of the map. But, depending on where he is I am relatively ok for 
the moment while he shock combos me from a long way. 
1:53 – I accidentally dodged sort of towards him, that‟s bad.  
2:04 – Have to keep shooting this stupid gun because it winds up and … we‟re both 
low on health and are running likely to (?) 
2:14 – Should probably shy away from a weapon that needs to be very accurate in 
case I overreact. If he shows up out of nowhere 
2:26 – Because I‟m not terribly calm or skillful at the moment 
2:37 – That was at least a good reaction to get myself out of there. I‟m on 1 health. 
That‟s … hilarious. 
2:46 – Now there are rockets coming at me from over there. I‟m making a mad dash 
for this paltry bit of health. And I nearly got killed by a tiny random bit of flak. 
3:00 – Oh crap! Go away. 
3:05 – If I‟d hit that first shock ball I might have been able to keep him out of line of 
sight and kite him around the corner 
3:18 – That was a decent shot. That was stupid I should have expected that. 
3:26 – And it really sh*ts me, always has, that you can‟t f*cking dodge when you 
have the green beam on you. There‟s just no f*cking excuse for that. Makes the game 
sh*ttier 
3:46 – I mean, you can dodge while you shoot it so you should be able to keep up 
with any one dodging around while you shoot them.  
4:12 – Just walked into a gratifying number of those green … uhh, link gun shots and 
shooting rockets at me at that range hasn‟t had anything to show for it. 
4:27 – Uhhh … that was good in principle but poorly executed. I thought he‟d come 
up the lift and he did.  
4:35 – I saw his name… 
4:44 – And he went the same way as last time and I got him stuck in a hallway while 
I got a shock combo ready. He‟s backing off now. 
4:54 – I need an easier … gun to aim because I need to calm the f*ck down. 
5:11 – Urrrgh… 
5:25 – Oh f*ck off! 
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5:35 – And the uncharacteristic of human behavior UT3 … UT run directly towards 
you movement where they are locked on at point blank range. Makes it very hard to 
shoot them 
5:51 – Probably losing now by what? Point or two and I‟m not very well equipped 
and I just ate a rocket. 
6:05 – Thought I saw him. Didn‟t mean it was a good idea to follow him. 
6:25 – I‟m hitting him a lot … (?) war of attrition. Got him! 
6:32 – I need health. Oh come on! Have to f*cking double jump. 
6:42 – Ugh. Wrong way 
6:46 – Rocket launcher not good at this angle but I got lucky slash skillful. 
6:57 – Shot did go exactly where I wanted it and he did run into it so that‟s 
gratifying. 
7:08 – Now I‟ve got the armour for once.  
7:12 – And he walked into my green slime. Try not to say anything particularly … 
bad there. 
7:25 – Oh I thought I‟d got him when the message popped up.  
7:32 – Yes, walk into it … 
7:41 – Ahh shit… 
7:48 – I‟ve got no health, f*ck it. 
7:59 – See if my aim is good enough to use my weapon of choice for once. Look‟s 
alright. F*cked up the combo. That‟s better 
8:14 – Health‟s probably gone. Not all of it. Oh f*cks sake, go away. You just 
spawned, you shouldn‟t be armed. 
8:39 – Pretty much gave that one to me.  
8:54 – Thought there was a gap there but there wasn‟t and then things got ugly and 
I‟m on low health again! Oh f*ck off that went right through him! 
9:19 – That was a free kill right there. All I had to do was shoot the shock ball but I 
tripped. I‟m winning with two and I have a minute left though so if I be careful I‟ve 
got this one in the bag. 
9:34 – I‟ve got 7 health though now and he‟s got … terrain, health, items. Let‟s see if 
I can deny him the armour. 
9:49 – Uh this is an awkward place to be and I don‟t know the map well enough to 
know if there is a wall behind me and he‟s got a rocket launcher and I‟ve got 20 
health 
10:02 – This is a good position because … of that.  
10:14 – Well, it was kind of shaky for a while there but picked myself up 
nonetheless. 
10:28 – Pretty happy with that 
12.3.2 Talk out Loud – Participant 2 
0:19 – Ok. I‟m going to start talking before I un-pause just to get into the swing of 
things. Uh, do I need to say what this is? Awesome. Ok. 
0:33 – Well, I‟ve had a little bit of a practice with this map. Not very familiar with 
UT3 in particular yet and my mouse sensitivity is a bit off but … let‟s see how we 
go. 
0:44 – Uh so at the moment I‟m just running around trying to pick up weapons and 
things and keep moving so I don‟t die unexpectedly.  
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0:52 – Someone sneaking up behind me. Not really keen on engaging just yet. I have 
no armour. Uh, havn‟t got a flak cannon which I like to have because they‟re my 
favourite. 
1:09 – Basically just then was just trying to back out but … must have hit something. 
1: 17 – Hmm minigun is that button. Ok so there she is.  
1:25 – Just trying to back out and do some damage. Umm … 
1:31 - … so that I can engage somewhere like this where I got a better chance of 
hitting her with the flak cannon without too much risk to myself. 
1:46 – Probably should have switched to the minigun there to finish her off but oh 
well. 
1:51 – Shooting rockets which are pretty easy to dodge at this range so … that would 
be good (?) to keep engaging. 
2:02 – Not really familiar with this gun at all so trying to switch to the bio rifle and 
hope I can get her with a goop ball. There, but she might have come in a different 
way. 
2:18 – So now I‟m just going to try keep moving and uh … hope that I can grab an 
armour and keep a goop ball charged so I can hit her when she tries to chase me!  
2:30 – That worked. Umm, I need this health. A lot. I‟m pretty injured so just try and 
aha! Try and grab some armour.  
2:44 – So at the end I‟m just going to keep moving. Umm… 
2:50 – Until I can get full health again and try and hit her if I see her. 
2:56 – Hmmhm. I don‟t know what I just changed to. Ok I havn‟t got a minigun that 
I was just trying to switch to.  
3:06 – It‟s a bit dangerous when trying to get this health now that she‟s moved on. 
Not exactly sure where she is but I think she is over there somewhere. 
3:16 – Ummm … there she is. 
3:25 – Just trying to take evasive action there. Umm… 
3:35 – Prefer to have more guns than just the minigun before I engage because you 
need to have the target locked for so long. Trying to run round in circles here. 
3:53 – Seems to be just sitting in there so … means there is a decent chance of me 
getting her. Oh, I‟m dead. 
4:04 – Ok. I‟m trying to get armour and weapons now before she finds me again.  
4:12 – Flak attack! 
4:15 – Ok. Getting a … goo ball charged so I can … send it at her. Whoops. That‟s 
weird. Collision‟s not quite how I expected there. That‟s not a door, whoops.  
4:34 – Just sending goo balls around the place in case she … walks into them.  
4:44 – Not fantastic with the shock rifle but it can be handy at range depending. 
4:50 – There she is. So she‟s got rockets so she‟s not going to hit me at that range 
probably. And she switched weapons so I‟m going to move on.  
5:08 – So roughly try and get shock combos but rely on me standing still which is a 
bit too dangerous.  
5:27 – Just grabbing this health while I can. Just gonna check the armour now. 
5:38 – And I really need health because she is going to be at full health. And going to 
keep checking that armour if I get a chance because I don‟t want her to get it. 
5:50 - Which she may already have … 
5:57 – Just trying to keep moving so that her shots miss, basically.  
6:04 – Uhm, checking that armour. Here it is. I think I saw her up there but nah it 
was just a rocket launcher.  
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6:12 – Ok so she‟s in that room. She‟s going up the back so I‟m going to head up 
here.  
6:19 – Get some health and see if she‟s heading this way. 
6:32 – I prefer to stick with the flak cannon unless there is a situation that calls for 
something else quickly. It feels like I‟m the best with it. May not be the case 
anymore.  
6:49 – Uhmm, so as usual, keep on moving. Get some pot shots off there but need to 
kind of get out of where she is shooting.  
6:58 – Get this armour again so she can‟t get it. And … I‟m gonna try and figure out 
where she is. She‟s down there. Might be able to get her without too much danger by 
staying around the corner. 
7:13 – Now she‟s disappeared. There she is. Don‟t want to let her get line of sight 
with that gun because she is very good with it. 
7:26 – Uhp, she‟s got a flak cannon that she is using. I‟m just going to try and tank 
up again, grab some armour, grab some health.  
7:35 – Looks like she‟s … nearby. Not sure exactly where.  
7:45 – Probably should have gone for the flak ball where she was going to land there.  
7:52 – Stuck on the wall there. 
7:57 – Would … like if I could just charge up rocket launcher and keep rockets in 
there and fire them when ready but that doesn‟t happen. Ok, she‟s playing it a little 
bit safe. 
8:09 – Saw her go up ... that way before. She‟s probably going to grab that armour.  
8:19 – Ok, she might come up here. If she does … oops! Hehehaha! 
8:29 – Knew I was going to fall off so it was just a matter of failure of cognitive 
processing there.  
8:40 – Just going to try and keep moving, get out of her way. Because, I don‟t think I 
have enough health to do this properly. 
8:49 – Whoops. So I definitely need practice with the flak cannon. Just thought I 
might have missed that health there so I was just checking.  
8:58 – I don‟t really look at my … I mean not that health that armour … I don‟t 
really tend to look at my HUD to see if I have armour or something. Instead, I‟ll see 
whether it‟s still there. 
9:13 – Ok … she‟s still … 
9:20 – Try and rocket her now. Killed myself only. 
9:34 – Just thinking I might go and check for the armour. 
9:40 – Might try and get a kill in this last minute because she‟s probably killed me 
more times than I‟ve killed her. Yeah, I‟m second so.  
9:51 – Spamming that a bit before I move on. Might have gone a different way 
though. Need health so going through here.  
10:08 – Not sure where she is so I‟m going to charge that goo ball. 
10:15 - ? probably a good place to start to try and hurt her. So I‟m just looking for 
where she is. She‟s just there. 
10:28 – Probably would have been better to keep moving around the edge there 
instead of in the middle. Makes it easier for her to get me. 
10:37 - Just firing rockets at the end there as the timer was running out. Just in case I 
hit something. 
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12.3.3 Interview – Participant 3 
0:01 – David: Alright, this is the review for Particpant 3‟s [sic] game play session 
that he did. He did the non-talk-out-loud method. Uh, I‟ve given him a five minute 
break, sort of, to sort of calm down and relax so that he‟s not sort of focusing on the 
wrong thing and right now we are just going to watch the replay back and talk about 
it casually. 
0:22 – The general idea is that he will tell me what he was thinking at that time and 
yeah, we‟ll see what happens from there. So just unpause. 
0:31 – So this is the beginning of the match. My first goal is to try and get a decent 
weapon. Here I‟m lucky to be spawning next to the rocket launcher. And yeah, after 
the rocket launcher the idea was to get health, armour, powerups.  
0:47 – I think I wanted to engage her because I noticed for my practice round she 
likes to pick all those up. I may have seen her take the elevator up there before I went 
up there, I don‟t know. Guess I wasn‟t paying attention. 
1:00 – The rocket launcher is my preferred weapon right now. I kept trying to keep 
the ammo full. This is where the armour (ammo?) kept spawning. I kept coming back 
here all the time.  
1:09 – David: So would you say that the armour was the most important thing to 
your victory? 
1:14 – I‟d say the armour … no I‟d say the rocket launcher was (???). The armour 
was a very critical part because if I didn‟t get it, she would.  
1:23 – David: Did you find she was picking it up a bit more frequently than say a 
human opponent would? 
1:29 – I wouldn‟t say so, no. Even if it was a human opponent I would want to get it 
before they could. 
1:39 – So yeah. Uh, that was my patrol point. It‟s the centre of the map where we 
always meet. 
1:44 – David: So you did sort of have a patrol… 
1:48 – I did have a patrol, yes … 
1:50 – David: … pick up rocket launcher, armour. Focus on getting health when you 
are hurt from combat? 
1:55 – Yes. Rocket launcher, armour, health. That‟s pretty much it. I pretty much 
circle around to this rocket launcher spawn point. Here I‟ve spawned again and went 
straight for the rocket launcher. I may have recognized where I was. 
2:08 – David: Did you have issues with that at all? Spawning and for a few seconds 
not knowing where you were? 
2:14 – Uh, mostly no. I think maybe once or twice. Usually it was spawning and 
finding the weapon closest to me and being frustrated when there was a bad weapon. 
2:25 – Or … spawning really close to where I had just spawned (died?). At some 
points I spawn and start walking in one direction and realize and turn around and go 
the other way. 
2:35 – David: Do you think if you were versing a human player they may have 
ignored you for the simple fact that they wouldn‟t have realized that you spawned 
next to them or behind … 
2:45 – Possibly, and if they were a human player they may have thought they may 
ignore him and try and get the armour or more ammo or whatever before they try to 
engage me. 
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2:51 – David: So would you say that this bot is a bit trigger happy in its attempt to 
kill you? 
2:56 – Yeah generally. I mean a few times it shot me and it‟s just gone back on its 
patrol path and I hadn‟t realized where it was. So … 
3:02 – David: What did you think of the bot‟s patrol path? Did it seem realistic. Was 
it annoying? 
3:10 – It seemed realistic enough, like a human player it seemed to keeping to trends. 
I‟ve gone around the armour a billion times and she likes to go to the top. So we just 
sort of kept to our respective areas. 
3:24 – David: Would you say some of your kills are lucky? 
3:27 – I‟d say I‟m a brilliant player and I find your … accusations of luck to be 
insulting. Just because you thought I was sh*t. 
3:26 – David: Alright, we‟ll highlight some areas in the replay. Certain instances of 
… awesomeness. Ummm… 
3:43 – I mean look at that! 
3:47 – David: Why did you prefer the rocket launcher over everything else? 
3:50 – It was … the … the damage on it. Was high. It‟s high if you get a direct hit, 
and … uhh … my pin-point aiming is not as good as the bot using a minigun or a 
link gun so I was trying to lead the target which would do serious damage even if I 
missed.  
4:10 – David: Would you say in terms of usage of rocket launcher you may have had 
an advantage over the bot because it may not have been able to lead you as well? 
4:18 – Uh, no because I think the bot can lead very well. Sometimes it has lead 
ridiculously well. Whatever weapon the bot has I am evaluating how I can engage it. 
Obviously something like the stinger or the link gun I don‟t really want to get close 
to it. 
4:40 – David: Obviously ducking for cover a lot? 
4:42 – Yeah, I duck for cover a fair bit because of that sort of linear click-boom. I 
just want to stay away from it. This was good because they had a flak gun, but 
because I stayed so close to it … uhh … I thought I won. I thought you know, cause I 
was staying so close, that for a while she kept missing just until she got that one shot. 
5:07 – David: Well that does happen. Flak cannon isn‟t always instant death at close 
range. 
5:12 – My favourite weapon besides the rocket launcher was the minigun. Or stinger, 
whatever it is. Uh, just cause it was also linear and could also use it to track a target 
and had much longer range than the link gun. So I preferred it. 
5:30 – Ah you see now this is all my skill of sheep herding. I have herded her into a 
corner. 
5:40 – David: Probably the bot malfunction a bit there or may have got confused. 
5:43 – Nonsense. I was a sheep dog in a previous life 
5:48 – Now you see I keep running around for more health because… 
5:54 – I was always of the opinion that the bot was a better player than I was so I 
wanted to keep my health. 
5:58 – David: Keep the advantage 
5:59 – See here she completely evaded me. I‟ve gone around searching for her, fired 
of six rockets or nine rockets. 
6:06 – David: Did you feel in your encounters with the bot that she would often have 
the advantage over you in terms of armour and weapons? 
6:13 – I did, yeah. I was pretty much always scared of the bot.  
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6:18 – David: So generally speaking, how do you think you countered her? Did you 
just jump around like a lunatic like she is now? 
6:23 – Yeah that helps. Basically what I‟m always trying to do is … in my patrols 
I‟m not exactly looking for her. I‟m more looking for my own advantage. If I happen 
to come across her when she is looking the wrong way or if I happen to come across 
her in an advantageous position I wanna strike. 
6:44 – David: Then you will engage, yep. 
6:48 – But I would not … it‟s rare that I would go on off to her in a head on thing, 
unless I knew. 
6:58 – I think at this point when I got the flak cannon kill when I didn‟t have the 
rocket launcher … I got a new appreciation for the flak cannon as an ultimate 
weapon at this point. And I uh … it‟s a close range almost one shot kill. I wanted to 
stay close and somehow engage her with it. I guess I was getting more confident. 
7:22 – David: In terms of the shock rifle or biorifle, you didn‟t find them to be 
useful? 
7:26 – I hate the biorifle. I am not accurate with the shockrifle for it to be of any use 
to me. The biorifle (shockrifle?) was also one of my feared weapons of the bot as 
well I knew it could do the shock-combo that I wouldn‟t even try to do. My aim is so 
horrible. And I was scared of that, the shock-combo. I have never wanted to close 
with her when she had the shock-combo … ah sorry with the shock-rifle although I 
often did. 
7:50 – David: Do you feel that her use of those two weapons, the shockrifle and the 
biorifle were … well unrealistic you could say? Do you think a human player could 
perform that on you more often than not than she could possibly be doing to make 
you … I dunno … enjoy the game less? 
8:09 – A few years ago I would have said that a human player cannot perform a 
shock-combo, repeatedly, but I‟ve since learned that they can.  
8:18 – David: But would that said player be more … well, practiced at it, I dunno? 
8:27 – Yeah I don‟t think a casual player would be able to shock-combo that well. A 
skilled player could. As for the biorifle I felt that she hated it as much as I did. I think 
all players hate it… 
8:38 – David: It is a hard weapon to use. 
8:42 – It‟s got a slow rate of fire and I don‟t think we ever kill each other with the 
biorifle. 
8:49 – David: See I notice … just from watching a lot of replays myself that when 
you do engage the bot, or at least sort of looking for the bot in an engagement … 
before you have both seen each other … you for example spam rockets. Any normal 
player would. Do you feel that bots should do this? Do you feel that would give them 
an advantage if they were to simply … if they didn‟t know where you are but they 
knew you were close, to spam rockets around corners? 
9:18 – Uh … I guess. The problem is if it happened with a bot people would accuse 
them of aim-botting (?). If you were to do it in an online game like … Modern 
Warfare coming round with a grenade launcher behind me, people suspect you knew 
they were there and cheating. That‟s going on enough with bots as it is.  
9:48 – Yeah. See this was the sort of situation which I did not want to get into. She 
can spin faster and you can see I just lost her there  
10:03 – David: Her awareness of you in that coordinate space is higher than what 
you would know because … well, she knows where you are all the time. All she is 
doing is just aiming at you.  
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10:17- David: But yes, I think you have covered some important points. You had a 
patrol route… 
10:22 – At this point I really wanted to kill her one last time. I really did.  
10:27 – See this I walked right up to her and boom! Very skilful. I had to do that.  
10:37 – Shake it baby. 
10:40 – David: Very important. Need to do this. Skilled players only. Alright well 
thank you for that [rest non-related…..] 
12.3.4 Interview – Participant 4 
0:02 - David: Alright this is Particpant 4's [sic] ... interview for the gameplay session 
he has just performed about a couple of minutes ago. And we'll get stuck into it. Just 
unpause ... 
0:17 - Yeah, minigun is my favourite weapon. Just mucking around there. I didn't 
think I was gonna get a kill. 
0:26 - David: Early engagement? 
0:28 - Yeah. Ummm ... yeah they had a close range weapon so I was like, backing 
off.  
0:38 - David: So at this point what is your objective in the game. To get a weapon 
advantage, an armour advantage or? 
0:46 - We'll I had the armour so I dunno. I just wanted to get close or get high so I 
can get a kill. I don't really like the rocket launcher so I wouldn't have been going on 
after it particularly. But yeah, what am I on? I'm on low health. 
1:00 - I dunno yeah. I tried to keep in mind when the armour is up.  
1:04 - David: I noticed you did pick it up quite a number of times actually. Especially 
early on. So you obviously had some good map control happening. Even if it was 
unconscious. 
1:16 - Nah I was conscious. Trying pretty hard to do that. Ummm.So yeah. I think I 
got pretty lucky there. I think I laughed in the movie.  
1:29 - David: We'll highlight that I think. 
1:32 - So ... reset. Hate the shock-rifle so I will be going for something else here. Or 
else I'll just die uselessly. 
1:40 - David: So when you have in your opinion an inferior weapon, what is your 
goal? To just avoid the bot? 
1:47 - Yeah a little bit. Or ... definitely avoid the bot, try and get somewhere away 
from it. The rocket launcher's whole time I'm loading rockets and wasting my ammo 
a bit. But I was a bit nervous a bit I guess, I dunno.  
2:00 - David - Do you feel sometimes that can actually be useful though?  
2:05 - Yeah yeah. Like, when you do it properly what my aim would have been to do 
with the rockets there was like go check corners with a fully loaded thing but just not 
on the ball enough to carry it out properly. So... 
2:18 - David: Do you feel that it's something that bots should actually do as well just 
because it would simulate humans better or? 
2:23 - Just fire off random rockets? Yeah just try and make them not random. 
Properly random. Yeah. Definetly. But yeah there, that fight before, I had a flak 
cannon so I went in close. Tried to get close. Yeah. 
2:39 - Ummm. Which would be good to see in AI. They probably do it, I dunno. 
Ummm. 
2:49 - Yeah sorry, I'm a bit annoyed with me just shooting rockets off randomly. I 
actually got a lock on there. Haha. I forgot they had those. 
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3:00 - David: How did you feel in general about the AI's usage of the weapons?  
3:04 - Ummm. I didn't really notice them changing. They probably did but I didn't 
notice them changing. Once they got a weapon they stuck with it. And I was able to 
... to like ... try and ummm ... I dunno ... make reactions based on ... make decisions 
based on what they were using. They changed there. I dunno why. Didn't seem to 
make much of a difference. 
3:30 - Ummm. But yeah. I had much better map control then the AI. I don't think I'm 
that good with the map control. There was room for them to take over.  
3:46 - David: Specially true when the AI is programmed to pick up the pickups 
themselves So actually beating the bot at its own game is probably a significant ... 
factor in your ...  
3:56 - Uh so you think that I was actually decent? I dunno I thought I just got  
4:03 - David: Well I think in the last 5 spawns you probably picked it up probably 4 
of the 5.  
4:09 - See I put it down to the bot's incompetence. Anyway, ummm ... yeah. I'm 
pretty much, yeah. I like with the flak cannon just dodging around corners. You're 
pretty much invulnerable. They foolishly come around the corners with the flak 
cannon. It's like pretty much a given. There's a point where I do that when they have 
the goo gun but I was just dodging them pretty easily there. 
4:36 - Like I think there is another time where they try and come at me at that corner. 
At this corner here and I had a flak cannon. Was a pretty bad move. In that enclosed 
space. Yeah I'm changing weapons because it's getting to a long range engagement. 
Ha! Missing everything. 
5:00 - David: So it feels, in terms of the actual combat itself that the bots may not be 
too intelligent about it? Walking straight at you if you have the flak cannon for 
example? 
5:10 - Yeah in that regards sometimes. Ummm. You have like the easy option of 
making them better. Yeah like here I'm never gonna win this engagement they have a 
minigun, I have a minigun and I'm shooting up at them because they got better cover, 
they got better everything. And I walk in to a flak cannon. Which I wouldn't have 
known they had. 
5:41 - When I get up here I'm just trying to find where they are so I can make a 
decision. 
5:46 - David: Would you say you feel you have an advantage when you have the 
high ground at all? 
5:50 - Yeah definitely. You can escape very easily if the situation gets out of control. 
7:03 - David: So was it a priority place for you to get to at certain points when you 
say had enough armour and enough ... 
6:01 - Yeah yeah, exactly. Once I get satisfied then I'm trying to get to the high 
ground. So if I had to make a priority ... well it would probably be armour first for 
priority, and then weapons. But ok, priority would be any weapon, armour, then get a 
weapon I like get to higher ground. 
6:28 - Yeah I'm just bad at aiming there. So now I'm more confident.  
6:35 - David: One thing about the AI is that it is actually programmed to be very 
good at hitscan weapons. Did you feel you were outgunned say in those 
circumstances. 
6:46 - *sighs* See I remember being more confident with the minigun but in this one 
definitely when they had the minigun they had a slight advantage. So I did end up 
reverting to the like ... what you call ... explode. 
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7:08 - David: Overall though did you feel the bot was on your level or did you feel ... 
7:11 - Nah I felt much better like ... yeah a lot better but ummm ... yeah it felt like 
most of the times I died it felt like me just doing something stupid. Like I'm sure I'm 
about to shoot myself on a wall soon. 
7:29 - David: Heh. Ah yes that one. Haha. 
7:36 - David: But yeah, is there anything in terms of the bot's behaviour and maybe 
... that you don' see. What the hell happened? 
7:41 - Yeah that was me killing myself. I think I saw him there. Nah it was me just 
loading up things and shooting. Ummm.... 
7:52 - David: So did you feel like the bot was maybe doing what you were doing? 
Say for example you described that you were picking up weapons. A weapon you 
don't like then you were picking up a weapon you do like. Do you feel like the bots 
are doing that or is it sort of roaming around and you just finding it randomly? 
8:07 - I know that they do have weapons they prefer but I didn't really get the feeling 
that this bot had a weapon they preferred. Ummm. 
8:18 - Yeah I think they ... I dunno. I guess they had a purpose. But I dunno. It's hard 
to tell 
8:30 - Like I'm trying to get the armour pickup and I know that they're doing it it's 
just I'm doing a better job of it so it's not that obvious to me that they're going after it. 
8:42 - David: You're always there earlier than they are so it never actually feels like 
they are trying to steal it from you.  
8:48 - They were consistently going up here to get the health and I just cant ... 
8:54 - David: So in terms of execution they are probably a bit too flawless?  
8:57 - Yeah. They probably got ... see I dunno. If I played it a bit I'd get that flawless 
too. It's not unreasonable. I didn't feel it was unreasonable. Ummm ... but yeah. That 
was one thing they consistently outdid me for. They probably built it in with a little 
bit of flex room so if you are on the ball ... this is what I'm imaging now, if you are 
on the ball with your pickups you can beat the bot. 
9:22 - Like so they are inherently a little bit rubbish. Like they give themselves 
another 15 seconds before they go after it. I dunno. I dunno if I like that. Probably 
not. 
9:34 - Ummm.... 
9:39 - David: Hahaha. Cornered her. 
9:44 - I would have thought I was being really smart there. But yeah, she is pretty 
good with the shock rifle. But see, I'm actually kind of annoyed because I feel like 
that would have been there waiting for awhile.  
9:59 - David: So would you say that sometimes you just randomly went through 
there without even thinking "the pickup's there, time to get it?" or ... was it your 
intention most of the time? 
10:08 - It was my intention to go there but I was prepared for it not to be there. But ... 
yeah. 
10:19 - David: Alright fair enough. That will do ... ummm [rest non-related] 
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12.4 MULTIPLAYER FPS STUDY - QUESTIONNAIRE EXAMPLE 
 
Filtering and preliminary questions: 
What is the number of hours a week you estimate playing FPS games?: 
_______________ 
Please list the names of FPS games you enjoy playing: 
_____________________________________ 
Please rate yourself from 1 – 10 (10 being highest) on your level of competence at 
FPS games: _____ 
 
The following is the Bot->Human rating scale. Please use it for the appropriate 
questions in the questionnaire: 
1 – definitely a bot  2 – probably a bot   3 – maybe a bot 
4 – not sure   5 – maybe a human   6 – probably a human 
7 – definitely a human 
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Questionnaire – 2x 1v1 Deathmatches: 
 
 
Game 1 
 
 
1. For each opponent, please rate whether you thought they were bot or human using the Bot->Human rating 
scale: 
 
Player Name 
Bot->Human rating scale (please put a mark in one column only) 
1 2 3 4 5 6 7 
failboat        
 
2. Please indicate why you thought the opponent was human, why you thought the opponent was a bot, or why 
you‟re not sure: 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
 
3. What did you like about this opponent? 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
 
 
4. What did you dislike about this opponent? 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
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Game 2 
 
 
1. For each opponent, please rate whether you thought they were bot or human using the Bot->Human rating 
scale: 
 
Player Name 
Bot->Human rating scale (please put a mark in one column only) 
1 2 3 4 5 6 7 
l2p        
 
2. Please indicate why you thought the opponent was human, why you thought the opponent was a bot, or why 
you‟re not sure: 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
 
3. What did you like about this opponent? 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
 
 
4. What did you dislike about this opponent? 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
 
 
 
5. Of the two opponents in both Games 1 and 2, which opponent did you prefer to play against? (please circle) 
 
Game 1 Opponent    /    Game 2 Opponent 
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Questionnaire – 2 x 1v1v1v1(4p) Deathmatch: 
 
 
Game 3 
 
 
6. For each opponent, please rate whether you thought they were bot or human using the Bot->Human rating 
scale: 
 
Player Name 
Bot->Human rating scale (please put a mark in one column only) 
1 2 3 4 5 6 7 
Ludicrous        
Lolnoob        
Licorice        
 
7. Please indicate why you thought each of the opponents were human, why you thought theywere bots, or why 
you‟re not sure: 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
 
8. What did you like about each of the opponents? 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
 
 
9. What did you dislike about each of the opponents? 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
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Game 4 
 
 
10. For each opponent, please rate whether you thought they were bot or human using the Bot->Human rating 
scale: 
 
Player Name 
Bot->Human rating scale (please put a mark in one column only) 
1 2 3 4 5 6 7 
Googlyeyes        
playername        
Iamdrunk        
 
11. Please indicate why you thought each of the opponents were human, why you thought theywere bots, or why 
you‟re not sure: 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
 
12. What did you like about each of the opponents? 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
 
 
13. What did you dislike about each of the opponents? 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
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Questionnaire – Opponent identification and threat analysis(completed at end) 
 
1. Please rate how much the following behaviours assist in your judging of an 
opponent is a bot or human using the scale below: 
1 – No amount in telling the difference  2 – Some amount in telling the difference 
3 – Average amount in telling the difference 4 – Good amount in telling the difference 
5 – High amount in telling the difference 
 
Opponent 
Behaviour 
Difference Identification Scale 
1 2 3 4 5 
Jumping      
Crouching      
Dodging      
Camping      
Detecting      
Aiming/Inaccuracy      
Pursuing      
Fleeing      
Weapon Usage      
Picking Up Items      
Response to your 
actions 
     
 
2. Are there any other factors that influence your judgment as to whether an 
opponent is a bot or human? 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
 
3. Which opponent type do you find more threatening in FPS games? (please circle) 
Computer Controlled Bots  Human players 
 
4. Assuming an equally skilled opponent to yourself, please describe how the 
following conditions would affect your tactics playing Quake 3 Arena in the 
example scenarios. Additionally, rate how threatening they are from a game play 
perspective using the following scale: 
 
1 – Not threatening  2 – Slightly threatening  3 – Moderately 
threatening 
4 – Somewhat threatening 5 – Highly threatening 
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Scenario 1: Engaging a healthy opponent (estimated 100 health) who has a 
rocket launcher 
Your Conditions Description of your actions Threat 
Rating 
100 health with a rocket 
launcher 
  
100 health with a machine gun   
15 health with a rocket launcher   
15 health with a machine gun   
 
Scenario 2: Engaging anunhealthy opponent (estimated 15 health) who has a 
machine gun 
Your Conditions Description of  your actions Threat 
Rating 
100 health with a rocket 
launcher 
  
100 health with a machine gun   
15 health with a rocket launcher   
15 health with a machine gun   
 
Scenario 3: Engaging a moderately healthy (estimated 50 health) opponent 
who has a rail gun at long range in an open area 
Conditions Description of your actions Threat 
Rating 
100 health with a machine gun    
100 health with a rocket 
launcher 
  
100 health with arail gun   
15 health with arail gun   
15 health with a shotgun   
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12.5 MULTIPLAYER FPS STUDY - PARTICIPANT THREAT SAMPLES 
(VIDEO ANALYSIS) 
Participant 20 - High skill/competency 
Participant ID: 20 Game 
Number: 
4 
Time: Situation 
Description: 
Participant encounters opponent with superior weapon 
(rocket launcher vs plasma gun) and advantageous 
proximity (close range). 
0:58 
Threat Description: Threat would likely be high, decreasing as greater distance 
is made between opponent and participant. 
Primary Related 
Behaviours: 
Fleeing (proximity based) 
  
Time: 
1:38 
Situation 
Description: 
Participant becomes low on health and breaks off 
temporarily to make a jump to a health pickup. Opponent 
has machinegun, participant has rocket launcher. Close 
range. 
Threat Description: Threat would likely be medium as participant has superior 
firepower (rocket launcher vs machinegun) and good 
proximity but a health disadvantage 
Related Behaviours: Fleeing (hp low), Response to player (change of goal) 
  
Time: 
3:16 
Situation 
Description: 
Participant is high on HP, armor and has superior 
firepower. Chases opponent down across map. Opponent 
is visibly fleeing. 
Threat Description: Threat would likely be low to non-existent.  
Related Behaviours: Pursuing (has clear advantage), Fleeing (opponent is 
legging it) 
  
Time: 
3:50 
Situation 
Description: 
Participant becomes low on health and moves to avoid 
confrontation (drops to lower level). 
Threat Description: Threat is likely to be medium to high as the close range 
and weapons of both participants (rocket launchers) is 
deadly for both involved 
Related Behaviours: Fleeing (low hp), Response to player (change of direction) 
  
Time: 
3:58 
Situation 
Description: 
Participant reaches critically low health and directly 
retreats from an engagement, even with superior 
firepower. Approaches health and armor immediately. 
Threat Description: Threat is likely to be very high in this situation 
Related Behaviours: Fleeing (very low hp, proximity), Response to player 
  
249 
 
Time: 
4:05 
Situation 
Description: 
Participant reaches low health again and retreats from an 
engagement, even with superior firepower. 
Threat Description: Threat is likely to be high in this situation. 
Related Behaviours: Fleeing (low hp), Response to player 
  
Time: 
4:08 
Situation 
Description: 
Participant receives large health increase and re-engages 
opponent around next corner, despite them having a 
weapon advantage (rocket launcher vs gauntlet). 
Humiliation kill. 
Threat Description: Threat is likely to be medium in this situation as it is likely 
they would come off worse than their opponent. 
Related Behaviours: Pursuing (re-engaging opponent) 
  
Time: 
4:25 
Situation 
Description: 
Participant encountered opponent in close proximity in a 
tight corridor, both with rocket launchers. The reaction of 
both players was to back away. 
Threat Description: Threat likely to be medium to high. 
Related Behaviours: Response to Player, Fleeing (small distance to not hurt 
self) 
 
Participant 32 - High skill/competency 
Participant ID: 32 Game 
Number: 
1 
Time: Situation 
Description: 
Participant encountered opponent in a situation where 
their opponent had a tactical advantage (higher ground) 
and they an inferior weapon (rocket launcher) for the job. 
Participant retreated as a kill would be difficult and not 
worth it. 
1:00 
Threat Description: Threat likely to be medium 
Primary Related 
Behaviours: 
Response to Player, Fleeing 
  
Time: 
1:55 
Situation 
Description: 
Participant believes to have a health and weapon 
advantage over opponent and chases them down. However 
they get killed by getting too close and getting low on 
health very quickly 
Threat Description: Low , then high 
Related Behaviours: Pursuing 
  
Time: 
2:40 
Situation 
Description: 
Participant gets dropped to medium health facing 
opponent with inferior weapon (shotgun vs rocket 
launcher) for the situation. Participant retreats down a 
safer route. 
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Threat Description: Medium to high threat 
Related Behaviours: Response to Player, Fleeing 
  
Time: 
2:55 
Situation 
Description: 
Participant on low HP cautiously pursues opponent who 
has not seen them around a corner 
Threat Description: Medium to high 
Related Behaviours: Pursuing 
 
Extra video: 
Participant ID: 32 Game 
Number: 
2 
Time: Situation 
Description: 
Participant spots opponent and actively moves to engage 
them with both a weapon and armor advantage. 
Unfortunately participant does not succeed. 
0:45 
Threat Description: Low to medium, gradually increasing as situation goes 
pear shaped 
Primary Related 
Behaviours: 
Pursuing (visibly spots and confronts opponent) 
  
Time: 
2:08 
Situation 
Description: 
Participant spots their opponent who hasn‟t noticed them 
and approaches them slowly, attempting to stay out of 
sight. Possible set up for an ambush. Hesitation likely to 
be due towards ignorance of opponent health status and to 
maintain surprise. 
Threat Description: Likely to be medium 
Related Behaviours: Response to Player, Camping 
  
Time: 
2:55 
Situation 
Description: 
Participant, having a worse score than opponent, finds a 
vantage spot where they can attempt to pick off their 
opponent at range. This change in tactics proves slightly 
more successful but does not win them the match 
Threat Description: Low to medium 
Related Behaviours: Camping 
 
Participant 2: Very High Skill/Competency 
Participant ID: 2 Game 
Number: 
3 
Time: Situation 
Description: 
Participant encounters opponent in a doorway in close 
proximity with a rocket launcher. After taking splash 
damage, appears to back away and pick up health, then 
seeking the opponent around another corner 
0:14 
Threat Description: Low then medium 
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Primary Related 
Behaviours: 
Fleeing (proximity based), Picking Up Items, Pursuing 
  
Time: 
1:04 
Situation 
Description: 
Participant engaging opponent with shotguns. Participant 
takes excessive damage and beelines straight towards 
closest health source 
Threat Description: Medium then high 
Related Behaviours: Fleeing (hp), Picking Up Items 
  
Time: 
1:50 
Situation 
Description: 
Participant engaging opponent with plasma and shotgun. 
Becomes critically low on health, but chooses to continue 
engaging opponent, possibly believing them to be in a 
worse state then them. They are successful. Pick up health 
immediately after 
Threat Description: Medium then very high 
Related Behaviours: Pursuing, Engaging, Picking up items 
  
Time: 
2:10 
Situation 
Description: 
Participant fires rocket at opponent, who dodges around a 
corner. Participant pursues opponent through a different 
doorway and cuts them off. Participant has the high 
ground with rocket launcher 
Threat Description: Low 
Related Behaviours: Pursuing 
  
Time: 
2:17 
Situation 
Description: 
Participant encounters opponent at point blank with low 
health and a rocket launcher. Opponent has shotgun. 
Participant somehow manages to not be seen and beelines 
straight towards nearest health, ignoring opponent. 
Threat Description: High then Very High 
Related Behaviours: Fleeing, Picking up Items 
  
Time: 
5:52 
Situation 
Description: 
Participant becomes critically low on health. Breaks off 
encounter immediately and heads through doorway and 
straight to health pickups 
Threat Description: Medium to Very High 
Related Behaviours: Fleeing (hp related), Picking up items 
  
Time: 
6:20 
Situation 
Description: 
Participant's health dwindled by long range light attacks. 
Participant visibly crouches behind a chest high wall to 
avoid taking damage from opponent. Emerges from 
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location once attention removed and attempts to secure a 
kill. Possibly realised opponent was a bot. 
Threat Description: Medium then Very High then High 
Related Behaviours: Fleeing, Camping, Pursuing 
 
Participant 7: High Competency 
Participant ID: 7 Game 
Number: 
3 
Time: Situation 
Description: 
Participant engaging opponent while additional opponent 
spawns into the immediate vicinity. Participant retreats 
around corner to avoid crossfire from two opponents 
1:30 
Threat Description: Medium then High 
Primary Related 
Behaviours: 
Fleeing (multiple opponents) 
  
Time: 
2:10 
Situation 
Description: 
Participant chases down opponent with plasma gun who 
has a conditionally inferior weapon to them and likely not 
as much armor/hp. 
Threat Description: Medium 
Related Behaviours: Pursuing 
  
Time: 
2:20 
Situation 
Description: 
Participant flees from opponent who engaged them first, 
around a corner, leaving a trail of grenades. Continues 
retreating upon meeting several other opponents to a safer 
location where the participant fired several vantage shots 
upon being ignored 
Threat Description: Medium then High then Medium 
Related Behaviours: Fleeing (hp an proximity related) and Camping 
  
Time: 
2:47 
Situation 
Description: 
Participant spawns and takes excessive damage, retreating 
immediately around the closest corner 
Threat Description: Low to Very High 
Related Behaviours: Fleeing (hp related) 
  
Time: 
0:52 
Situation 
Description: 
Participant retreats while firing grenades behind them 
against two opponents to the left and right of a circular 
wall 
Threat Description: Low to Medium 
Related Behaviours: Fleeing (proximity based, multiple opponents) 
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Participant 15 - Medium Competency 
Participant ID: 15 Game 
Number: 
1 
Time: Situation 
Description: 
Participant encounters opponent in a tight doorway and 
retreats immediately into open room. Participant then 
moves quickly to exit at opposite side of room to remove 
themselves from line of sight. 
0:18 
Threat Description: Low then Medium 
Primary Related 
Behaviours: 
Fleeing (proximity related) 
  
Time: 
0:26 
Situation 
Description: 
Participant is critically injured and again retreats around 
nearest corner 
Threat Description: High to Very High 
Related Behaviours: Fleeing (hp related) 
  
Time: 
1:10 
Situation 
Description: 
Participant stays in roughly the same area while firing 
around corners. Participant seems unsure about facing 
opponent head on 
Threat Description: Medium to High 
Related Behaviours: Camping, Fleeing 
  
Time: 
3:15 
Situation 
Description: 
Participant engages opponent, who seems to have fled 
from him. Participant is low on HP himself and instead of 
pursuing, chooses to head towards and pickup the closest 
health. 
Threat Description: High then Medium 
Related Behaviours: Fleeing (hp related), Picking Up Items 
  
Time: 
3:28 
Situation 
Description: 
Participant, low on health, retreats briefly from opponent 
but chooses to re-emerge from corridor to face opponent. 
Dies in process. 
Threat Description: High 
Related Behaviours: Fleeing (proximity based), Pursuing 
  
Time: 
4:15 
Situation 
Description: 
Participant, low on health, retreats briefly from opponent 
but chooses to re-emerge from corridor to face opponent. 
Dies in process. 
Threat Description: Medium then High 
Related Behaviours: Fleeing (health based), Pursuing 
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Participant 6: Medium-low Competency 
Participant ID: 6 Game 
Number: 
4 
Time: Situation 
Description: 
Participant encounters multiple opponents, is becoming 
low on health and has no ammo for any weapons. 
Participant retreats around closest corner but is pursued by 
opponent 
1:00 
Threat Description: High 
Primary Related 
Behaviours: 
Fleeing (health and  weapon related) 
  
Time: 
1:50 
Situation 
Description: 
Participant does this a bit, but undeniably does it here. 
Participant stops behind doorway corner out of line of 
sight in preparation of ambushing a possible opponent. 
Opponent not approaching from that vector, so fater 
several seconds participant moves on. 
Threat Description: Low 
Related Behaviours: Camping 
  
Time: 
1:56 
Situation 
Description: 
Participant becomes critically injured, but continues to 
engage opponent. Participant loses encounter 
Threat Description: Very High 
Related Behaviours: Pursuing 
  
Time: 
3:48 
Situation 
Description: 
While on critically low health, participant chooses to 
engage an opponent who is camping and has a superior 
weapon. Participant explodes in a pile of flesh and blood. 
Threat Description: Very High 
Related Behaviours: Pursuing + Engaging 
  
Time: 
3:55 
Situation 
Description: 
Participant engages multiple opponents, but becoming low 
on health still engages them and manages to emerge 
victorious, granting a frag in the process 
Threat Description: Medium then Very High 
Related Behaviours: Pursuing + Engaging 
  
Time: 
4:45 
Situation 
Description: 
Participant encounters opponent by surprise who initially 
has elevated advantage. Retreats around corner to escape, 
but is cut off via opponent who circles around with them. 
Manages to escape as opponent goes for a gauntlet kill 
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Threat Description: Medium to High 
Related Behaviours: Fleeing (hp and proximity related) 
  
Time: 
5:48 
Situation 
Description: 
Participant encounters opponent who should have a 
firepower advantage, but manages to outshoot them while 
retreating to safety below. Picks up health. 
Threat Description: High to Very High 
Related Behaviours: Fleeing, Picking up items 
 
Participant 28 - Very Low Competency 
Participant ID: 28 Game 
Number: 
2 
Time: Situation 
Description: 
Participant continuously engages and keeps getting very 
close to an opponent, regardless of health. Both players 
have rocket launchers. Participant dies. Participant appears 
to have great difficulty aiming accurately. 
0:25 
Threat Description: Low then High 
Primary Related 
Behaviours: 
Pursuing + Engaging 
  
Time: 
1:05 
Situation 
Description: 
Participant gets low on health but continues engaging and 
chasing down opponent, leading to him eventually killing 
himself with his own rocket. Participant appears to have 
great difficulty aiming accurately. 
Threat Description: Very High 
Related Behaviours: Pursuing + Engaging 
  
Time: 
1:25 
Situation 
Description: 
Participant attempts to back away from incoming fire but 
falls off the edge of the map, killing himself again. 
Participant appears to have great difficulty aiming 
accurately. 
Threat Description: Medium 
Related Behaviours: Fleeing (incoming threat) 
  
Time: 
2:00 
Situation 
Description: 
Participant, currently losing, retreats to a known vantage 
sniper point and attempts to pick off target from a 
distance. Participant appears to have great difficulty 
aiming accurately. 
Threat Description: Medium 
Related Behaviours: Fleeing, Camping 
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Time: 
2:40 
Situation 
Description: 
Participant, still losing, again retreats to the same vantage 
sniper point to pick off an opponent from a distance. 
Participant appears to have great difficulty aiming 
accurately. 
Threat Description: Medium to High 
Related Behaviours: Fleeing, Camping 
  
Time: 
3:30 
Situation 
Description: 
Participant becomes critically injured from opponent's 
rocket, but continues engaging opponent as is nothing is 
wrong. Participant appears to have great difficulty aiming 
accurately. 
Threat Description: Very High 
Related Behaviours: Unchanged - continues engaging 
  
Time: 
3:50 
Situation 
Description: 
Participant engages and chases down opponent who has a 
weapon advantage, but participant has a health advantage. 
Participant appears to have great difficulty aiming 
accurately. 
Threat Description: Medium 
Related Behaviours: Pursuing 
  
Time: 
4:26 
Situation 
Description: 
Participant engages opponent who has a firepower 
advantage and more armor/health. Participant dies in 
process. Participant appears to have great difficulty aiming 
accurately. 
Threat Description: Medium to High 
Related Behaviours: Pursuing 
 
Participant 30 - Medium Competency 
Participant ID: 30 Game 
Number: 
2 
Time: Situation 
Description: 
Participant runs directly at opponent with a rocket 
launcher, observes opponent picking up rocket launcher, 
gets too close and is killed quickly by the opponent's 
rocket. 
0:20 
Threat Description: Medium 
Primary Related 
Behaviours: 
Pursuing, Engaging 
  
Time: Situation Participant approaches opponent with what should be a 
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0:43 Description: health and armor advantage, but this is removed quickly 
by opponent after several seconds of combat. Participant 
loses encounter. 
Threat Description: Low then High 
Related Behaviours: Pursuing, Engaging 
  
Time: 
2:21 
Situation 
Description: 
Participant, currently losing, again approaches opponent 
who has a health and armor advantage, and temporary 
altitude advantage. Participant loses encounter 
Threat Description: Medium then High 
Related Behaviours: Pursuing, Engaging 
  
Time: 
3:00 
Situation 
Description: 
Participant, currently losing, has retreated to a sniper 
vantage position and attempts to pick off the opponent 
from range.  
Threat Description: Low to Medium 
Related Behaviours: Camping, Engaging 
  
Time: 
4:25 
Situation 
Description: 
Participant, still losing but having garnered a frag, moves 
away via jump-pad when opponent finally comes into 
range.  
Threat Description: Medium then High 
Related Behaviours: Fleeing 
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12.6 THREATBOT PROTOTYPE CODE SAMPLES 
12.6.1 ThreatBot.cs - Update() 
 void Update () { 
  //Update scaling bot difficulty 
  if(gameManager.thisBotDifficulty != botDifficulty){ 
   botDifficulty = gameManager.thisBotDifficulty; 
   weaponSwapTime = (11 - botDifficulty) / 2.5f; 
  } 
   
  //Enemy Player Check - Make a reference to the player 
  if (myTransform.root.tag == "Bot"){ 
   if(gameManager.playerAlive == true && enemyTarget == null){ 
    enemyPlayer = GameObject.FindGameObjectWithTag("Player").GetComponent<Player>(); 
    enemyTarget = enemyPlayer.gameObject; 
   } else if (gameManager.playerAlive == false){ 
    enemyTarget = null; 
    enemyTargetLOS = false; 
    SetAIState (AIState.Roaming); 
   } 
  } else if (myTransform.root.tag == "Player"){ 
   if(gameManager.botAlive == true && enemyTarget == null){ 
    enemyPlayer = GameObject.FindGameObjectWithTag("Bot").GetComponent<Player>(); 
    enemyTarget = enemyPlayer.gameObject; 
   } else if (gameManager.botAlive == false){ 
    enemyTarget = null; 
    enemyTargetLOS = false; 
    SetAIState (AIState.Roaming); 
   } 
  } 
   
  //Force Look at player when player is alive and is point blank 
  if(enemyTarget != null && Vector3.Distance (myTransform.position, enemyPlayer.transform.position) < 25.0f){ 
   aimTarget = enemyTarget.transform.position; 
  } 
   
  //+++ Flee Checking - Hardcoded State changes - Default AI 
  if (threatBotEnabled == false){ 
   if(botPlayer.currentHP + botPlayer.currentArmor < 45 && GetAIState () != AIState.Fleeing && 
gameManager.playerAlive == true  || botPlayer.currentAmmoArray[0] < 10 && GetAIState () != AIState.Fleeing && gameManager.playerAlive == 
true){ 
    SetAIState (AIState.Fleeing); 
    movingToTarget = false; 
   } 
  } 
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  //Prototype Fleeing AI 
  if (GetAIState() == AIState.Fleeing){ 
   Fleeing (); 
  }   
  //Prototype Roaming AI 
  else if(GetAIState () == AIState.Roaming){ 
   Roaming (); 
  } 
  //Prototype Pursuing AI 
  else if(GetAIState() == AIState.Pursuing){ 
   Pursuing (); 
  }  
  //Prototype Engaging AI 
  else if(GetAIState() == AIState.Engaging){ 
   Engaging (); 
  } 
   
  //A* Navigation to current moveTarget 
  AStarNavigation(); 
   
  //Default/non engaging Weapon Preferences 
  if(threatBotEnabled == false || threatBotEnabled == true && enemyTargetLOS == false){ 
   defaultWeaponPreferences(); 
  } 
   
  //Threat based decision making 
  if(threatBotEnabled == true){ 
   threatCalculation (); 
  } 
  //Update testmode botState variable in gameManager 
  gameManager.botState = aiState.ToString (); 
 } 
12.6.2 ThreatBot.cs - Pursuing() 
 //### AI STATE: PURSUING ###  
 void Pursuing(){ 
  //Look at last known enemy position while pursuing 
  aimTarget = enemyTarget.transform.position; 
  if(movingToTarget == false){ 
   moveTarget = enemyTarget.transform.position; 
   //Quick Bug fix - do not pursue to a position that is floating in the air - will not work with vertical 
platforming 
   if (moveTarget.y > 0) 
    moveTarget.y = 0; 
   seeker.StartPath (myTransform.position, moveTarget, OnPathComplete); 
   movingToTarget = true; 
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  } 
  if (enemyTargetLOS == true){ 
   SetAIState (AIState.Engaging); 
  } 
  enemyPlayerNoiseCheck(); 
 } 
12.6.3 ThreatBot.cs - Engaging() 
 //### AI STATE: ENGAGING ###  
 void Engaging(){ 
  //If the enemy player is in LOS, then perform side strafing technique  
  if (enemyTargetLOS == true){ 
   aimTarget = enemyTarget.transform.position; 
   if(engageTimer < Time.time){ 
    //Raycast left and right and get reference points for both 
    Vector3 engageLeft = engagementPositionLeft.transform.position; 
    Vector3 engageRight = engagementPositionRight.transform.position; 
    RaycastHit hit1;  
    RaycastHit hit2; 
   
    //Generate raycasts in left and right direction and if hit wall, make that the point. if not default to 
engagementPositions 
    if(Physics.Raycast(openView.transform.position, -openView.transform.right, out hit1, 
engageDirectionDistance)){ 
     if(hit1.transform.tag == "environment"){ 
      engageLeft = hit1.transform.position; 
     } 
    } else { 
     engageLeft = engagementPositionLeft.transform.position; 
    } 
    if(Physics.Raycast(openView.transform.position, openView.transform.right, out hit2, 
engageDirectionDistance)){ 
     if(hit2.transform.tag == "environment"){ 
      engageRight = hit2.transform.position; 
     } 
    } else { 
     engageRight = engagementPositionRight.transform.position; 
    } 
     
    //Whichever distance is greatest, head in that direction 
    if(Vector3.Distance (openView.transform.position, engageLeft) >= Vector3.Distance 
(openView.transform.position, engageRight)){ 
     moveTarget = engageLeft; 
    } else if (Vector3.Distance (openView.transform.position, engageLeft) < Vector3.Distance 
(openView.transform.position, engageRight)){ 
     moveTarget = engageRight; 
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    } 
    seeker.StartPath (myTransform.position, moveTarget, OnPathComplete); 
     
    //This needs to be set to not pause the bot in place if he kills you and transitions to roaming 
    movingToTarget = false; 
     
    engageTimer = Time.time + (11-botDifficulty)/2.5f; 
   } 
  }  
  // Otherwise set state to pursuing and head in direction of last seen enemy position 
  else if (enemyTargetLOS == false){ 
   SetAIState (AIState.Pursuing); 
  } 
 } 
12.6.4 ThreatBot.cs - Roaming() 
 //### AI STATE: ROAMING ###  
 void Roaming(){ 
  if (movingToTarget == false){ 
   moveTarget = resourcesList.resourcesList[Random.Range (0, resourcesList.resourcesList.Length)].transform.position; 
   movingToTarget = true; 
   seeker.StartPath (myTransform.position, moveTarget, OnPathComplete); 
  }  
  //Transition to engaging 
  if (enemyTargetLOS == true){ 
   SetAIState (AIState.Engaging); 
  } 
  enemyPlayerNoiseCheck(); 
 } 
12.6.5 ThreatBot.cs - Fleeing() and Associated Methods 
 //### AI STATE: FLEEING ###  
 void Fleeing(){ 
  // Find closest resource point that is not in line of sight of enemy player and move towards it 
  if (movingToTarget == false && gameManager.playerAlive == true){ 
   float fleeDistance = 10000.0f; 
   int tempFleeTargetIndex = 100; 
   for(int i = 0; i < resourcesList.resourcesList.Length; i++){ 
     
    float thisDistance = Vector3.Distance (myTransform.position, 
resourcesList.resourcesList[i].transform.position); 
     
    if (thisDistance < Vector3.Distance (enemyPlayer.transform.position, 
resourcesList.resourcesList[i].transform.position) && thisDistance < fleeDistance && fleeCheck(i) == false){ 
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     moveTarget = resourcesList.resourcesList[i].transform.position; 
     fleeDistance = Vector3.Distance (myTransform.position, 
resourcesList.resourcesList[i].transform.position); 
     tempFleeTargetIndex = i; 
    }  
   } 
   //add the decided upon index to flee to the the fleed list 
   if(tempFleeTargetIndex != 100){ 
    fleeAdd(tempFleeTargetIndex); 
    movingToTarget = true; 
    seeker.StartPath (myTransform.position, moveTarget, OnPathComplete); 
   }  
   //Could not find a suitable flee resource point. Possibly cornered - move to random resource point and refresh 
   else if (tempFleeTargetIndex == 100){ 
    moveTarget = resourcesList.resourcesList[Random.Range (0, resourcesList.resourcesList.Length-
1)].transform.position; 
    movingToTarget = true; 
    seeker.StartPath (myTransform.position, moveTarget, OnPathComplete); 
    fleeRefresh(); 
   } 
  } 
   
  //+++ Hardcoded State changes - Default AI: Stop Fleeing - Conditions: health + armor >45  and ammo for MG > 11 or enemy 
is dead  
  if(threatBotEnabled == false){ 
   if (botPlayer.currentHP + botPlayer.currentArmor > 45 && botPlayer.currentAmmoArray[0] > 10 || 
gameManager.playerAlive == false){ 
    fleeRefresh(); 
    SetAIState (AIState.Roaming); 
    movingToTarget = false; 
   } 
  } 
  enemyPlayerNoiseCheck(); 
 } 
  
 //Method used to return if sent resource index has been fleed to recently 
 bool fleeCheck(int resourceIndex){ 
   
  for(int i = 0; i < fleeTargetIndex.Length; i++){ 
   if (fleeTargetIndex[i] == resourceIndex){ 
    return true; 
   } 
  } 
  return false; 
 } 
 //Method used to add a new index to the current list 
 void fleeAdd(int newIndex){ 
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  for(int i = 0; i < fleeTargetIndex.Length; i++){ 
   if(fleeTargetIndex[i] == 0 || fleeTargetIndex[i] == -1){ 
    fleeTargetIndex[i] = newIndex; 
    break; 
   } 
  } 
 } 
 //Method used to clear all flee indexes when stopped fleeing 
 void fleeRefresh(){ 
 
  for(int i = 0; i < fleeTargetIndex.Length; i++){ 
   fleeTargetIndex[i] = -1; 
  } 
 } 
12.6.6 ThreatBot.cs - threatCalculation() 
  
 //Threat Application - Backbone of threat value calculation 
 void threatCalculation(){ 
  //reset threat to 0 every call to recalculate 
  threat = 0; 
  //Only calculate the below when enemy player is alive... 
  if(gameManager.playerAlive == true){ 
   // Threat variables calculated when player is in view: weapons, distance 
   if(enemyTargetLOS == true){ 
    //Distance to enemy player 
    x = Vector3.Distance (myTransform.position, enemyPlayer.transform.position); 
     
    float[] weaponDistanceFormulas = new float[]{ 50 * 0.4f / (1 + Mathf.Exp(-0.01f * (x - 50))), 
           1 * 50 * Mathf.Exp(-0.01f * x), 
           50 * 0.9f / (1 + Mathf.Exp(-0.01f *(x - 325))), 
           (10 / (Mathf.Sqrt(2 * Mathf.PI * 0.01f)) * Mathf.Exp(- 
            Mathf.Pow(x - 150, 2) / 2 * 0.0003f)), 
           50 * 0.6f / (1 + Mathf.Exp(-0.01f * (x - 150))), 
           50 * 0.8f / (1 + Mathf.Exp(-0.035f * (-x + 225)))}; 
     
    //%%%%% Weapon preferences based on desirability/threat/range %%%%% 
    if (weaponSwapTimer < Time.time){ 
     int weaponPreference = 0; 
     float weaponPreferenceAmount = 0; 
      
     // work out what best weapon in situation is 
     for (int i = 0; i < weaponDistanceFormulas.Length-1; i++){ 
      if(weaponDistanceFormulas[i] > weaponPreferenceAmount){ 
       weaponPreference = i; 
       weaponPreferenceAmount = weaponDistanceFormulas[i]; 
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      } 
     } 
      
     //DELETE line below - for testing purposes only (temporary) 
     gameManager.botWeaponPreference = weaponPreference; 
      
     //equip weapon if obtained and currently have greater than 10% of max ammo. Set weaponSwapTimer 
depending on weapon 
     if(botPlayer.weaponsObtained[weaponPreference] == true && 
botPlayer.currentAmmoArray[weaponPreference] > botPlayer.maxAmmoArray[weaponPreference] / 10){ 
      botPlayer.equippedWeapon = weaponPreference; 
       
      if (botPlayer.equippedWeapon == 1) //custom time time until next swap if shotgun 
       weaponSwapTimer = Time.time + 4.0f; 
      else if (botPlayer.equippedWeapon == 4) //custom time until next swap if minigun 
       weaponSwapTimer = Time.time + 5.5f; 
      else 
       weaponSwapTimer = Time.time + weaponSwapTime; 
     } 
    } 
     
    //%%%%% Bot/Player Weapons Vs Distance %%%%% - Graph theory implementation of bot/enemy weapon vs distance 
relationship 
    //Calculate Desirability of my weapon 
    float myWeapon = weaponDistanceFormulas[botPlayer.equippedWeapon]; 
     
    //Calculate Threat of enemy weapon 
    float theirWeapon = 0; 
    if(enemyPlayer.equippedWeapon == 3){ // Use rocket launcher 2 calcuation instead 
     theirWeapon = weaponDistanceFormulas[5]; 
    } else { 
     theirWeapon = weaponDistanceFormulas[enemyPlayer.equippedWeapon]; 
    } 
     
    threat += theirWeapon * 1.5f - myWeapon; 
     
    //%%%%% Enemy Player has Damage Boost %%%%% - Flat 25 threat increase 
    if(enemyPlayer.damageBoostEnabled == true){ 
     threat += 35.0f; 
    } 
   } 
    
   //%%%%% Have damage boost increase %%%%% - Flat 20 threat decrease 
   if(botPlayer.damageBoostEnabled == true){ 
    threat -= 20.0f; 
   } 
    
   //%%%%% Low on ammo (max: ~10) %%%%% 
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   threat += (1 - (botPlayer.currentAmmoArray[botPlayer.equippedWeapon] / 
botPlayer.maxAmmoArray[botPlayer.equippedWeapon])) * 10; 
    
   //%%%%% Low on HP and armor (max: ~50) %%%%% 
   threat += (50 - botPlayer.currentHP/2) - (botPlayer.currentArmor+1)/3; 
    
   //%%%%% Enemy Low on HP and armor (max: ~30) %%%%% 
   threat -= (50 - enemyPlayer.currentHP/1.75f) - (enemyPlayer.currentArmor+1)/2.5f; 
  } 
  //enemy player alive check stops here 
   
  //Winning/Losing difference (max 42)(i.e. if losing/winning considerably should add an amount of appropriate threat to 
change playstyle) 
  threat += (gameManager.playerScore - gameManager.botScore) * 3; 
   
  //Final threat formatting 
  if(threat > 100) 
   threat = 100; 
  if (threat < 0)  
   threat = 0; 
  //CALL DECISION MAKING ALGORITHM HERE - Pass threat value. Severity of threat (i.e. difference from 50) will combine with 
bot difficulty to determine duration until next threat based decision 
  if (threatBasedDecisionTime < Time.time && GetAIState() != AIState.Pursuing){ 
    
   threatDecision (threat); 
    
   //Time until next threatDecision call (called in threatCalculation) 
   float nextTime = 0.1f; 
    
   //Calculate distance from average/50 threat we are 
   if (threat >= 50) 
    nextTime += threat - 50; 
   else if (threat < 50) 
    nextTime += 50 - threat; 
   
   //add to threatBasedDecisionTime depending on how far away from average/50 threat we are, considering bot skill 
(higher is less duration) 
   threatBasedDecisionTime = Time.time + Mathf.Min(5.0f, nextTime / (botDifficulty * 3.0f)); 
  } 
   
  //DELETE line below - for testing purposes only (temporary) 
  gameManager.botThreat = (int)threat; 
 } 
12.6.7 ThreatBot.cs - threatDecision() 
 //Method used to make threat based decision 
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 void threatDecision(float thisThreat){ 
  //Readjust state threat ranges based on bot difficulty 
  float thisEngageMaxThreat = engageMaxThreat - botDifficulty * 2; 
  float thisFleeMinThreat = fleeMinThreat - botDifficulty * 3.5f; 
   
  //Fleeing and Engaging/Roaming 
  //Flee 
  if(thisThreat > thisEngageMaxThreat){ 
   gameManager.tBDecisionsCounter[0]++; 
   if (GetAIState() != AIState.Fleeing){ 
    SetAIState (AIState.Fleeing); 
    movingToTarget = false; 
   } 
  }  
  // Engage/Roam 
  else if (thisThreat < thisFleeMinThreat){ 
    
   if (enemyTargetLOS == true){ 
    gameManager.tBDecisionsCounter[1]++; 
    if (GetAIState() != AIState.Engaging){ 
     SetAIState (AIState.Engaging); 
     fleeRefresh(); 
    } 
   } else { 
    gameManager.tBDecisionsCounter[2]++; 
    if (GetAIState() != AIState.Roaming || GetAIState() != AIState.Pursuing){ 
     SetAIState (AIState.Roaming); 
     fleeRefresh(); 
    } 
   } 
  }  
  //Fuzzy logic 
  else if (thisThreat >= thisFleeMinThreat && thisThreat <= thisEngageMaxThreat){ 
    
   //What is the 1/2 way point between engageMaxThreat and fleeMinThreat? 
   float midway  = thisFleeMinThreat + (engageMaxThreat - thisFleeMinThreat) / 2; 
    
   //Smaller value means its closer to one or the other 
   float engageCloser = thisThreat - fleeMinThreat; 
   float fleeCloser = thisEngageMaxThreat - thisThreat; 
    
   //Shorten the possible range to be in favour of either fleeing or engaging 
   if (engageCloser < fleeCloser){ 
    thisEngageMaxThreat -= midway - thisThreat; 
   } else if (fleeCloser < engageCloser){ 
    thisFleeMinThreat -= midway - thisThreat; 
   } 
   //RNG between the new ranges 
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   float thisRNG = Random.Range ((int)thisEngageMaxThreat, (int)thisFleeMinThreat); 
    
   //Determine if above midway and make decision 
   if (thisRNG >= midway){ 
    gameManager.tBDecisionsCounter[3]++; 
    if (GetAIState() != AIState.Fleeing || GetAIState() != AIState.Roaming){ //Bug fix - stop bot from fuzzy 
fleeing when roaming. Will still randomly occur with normal fleeing, but that occurs less often. 
     SetAIState (AIState.Fleeing); 
     movingToTarget = false; 
    } 
   } else if (thisRNG < midway){ 
    if (enemyTargetLOS == true){ 
     gameManager.tBDecisionsCounter[4]++; 
     if (GetAIState() != AIState.Engaging){ 
      SetAIState (AIState.Engaging); 
      fleeRefresh(); 
     } 
    } else if (enemyTargetLOS == false){ 
     gameManager.tBDecisionsCounter[5]++; 
     if (GetAIState() != AIState.Roaming || GetAIState() != AIState.Pursuing){ 
      SetAIState (AIState.Roaming); 
      fleeRefresh(); 
     } 
    } 
   } 
  } 
 } 
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12.7 THREATBOT PROTOTYPE - PLAYTESTING SESSION 1 FEEDBACK 
Details: 
 Casual play testing session conducted for approximately 1 hour in GRID lab 
 5 colleagues participated 
 Tested game mechanics and base/default AI behaviour (i.e. no threat 
integration) 
 Session concluded with discussion about the game and any bugs or dislikes 
encountered 
Colleague vs base/default AI results: 
 All 5 colleagues completed play testing - 15 frags against single bot AI 
opponent 
 Colleague scores ranged from 2 to 15 frags. Only one colleague managed to 
beat the bot. Colleague to bot score ratios were 2:15, 3:15, 3:15, 8:15, 15:13. 
 General consensus was that the bot proved to be a competent opponent, but 
not overly player-like in behaviour. This reaction is desirable for the 
default AI. 
 The play style of the colleague who managed to beat the bot was observed to 
be more successful than the other colleagues and more akin to the expected 
play style of a typical arena shooter player. This colleague has previously 
established a higher than average fps skill set compared to the other 
colleagues and is more in line with the targeted demographic of the game. 
 One colleague commented on the fleeing behaviour of the bot being 
noticeable when he could not kill the bot outright, which is something they 
had not seen before 
Possible fixes/additions/changes based on feedback: 
 Damage feedback - red UI flash when taking damage 
 Damage hit sound - ping noise when you have dealt damage to bot 
 Static picture based facial expressions for bot denoting current state 
 Footsteps/hovering ambient noise for both player and bot 
 Out of ammo sound and/or indication 
 Pickup range on armor shards is small 
 Pickup glow or outline 
 Minigun wind-up/down is too loud 
Known bugs/issues pre-testing (bold = identified during testing): 
 Can shoot self with hitscan weapons when facing down too far 
 Rockets sometimes go through the ground 
 Bot is more accurate when you are circle strafing left (non-raycasted muzzle 
tracking) 
 Pickups block hitscan weapons 
 Bot can infrequently stop moving and aiming forever when you are 
engaging in close range and jumping and it kills you 
 Bot sometimes stops moving for too long during combat 
 Bot becomes blindsighted when going to pick up the rocket launcher, around 
the inner corners 
 Spawning near the bot is frustrating. Perhaps employ proximity spawning. 
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12.8 THREATBOT USER STUDY - SPSS INITIAL DATA SET 
N Thrs WH MA C E A O I F H P c T E t W H p p S C E A O I F H P c T E t W H p p S T P P N F 6 
1 1000 40 1 6 6 5 5 5 4 5 6 5 3 5 5 6 5 3 5 3 5 4 5 5 5 4 5 5 6 4 5 6 6 6 2 6 6 2 2 T 1 0 1 
2 300 40 10 6 6 7 5 5 4 6 5 7 7 7 6 6 1 7 1 7 7 7 7 4 5 5 5 6 6 2 6 6 7 5 3 5 6 2 2 T 1 0 2 
3 1000 72 12 5 5 6 4 5 4 6 6 7 2 6 7 7 3 4 4 6 6 5 7 4 3 2 5 7 7 3 5 7 6 4 4 4 7 2 2 T 1 0 2 
4 1000 80 0 6 6 6 4 3 5 5 5 6 6 6 4 4 5 3 5 5 6 6 6 4 4 6 5 4 5 5 5 5 5 6 4 4 5 2 2 T 1 0 1 
5 100 4 0.5 7 7 7 6 5 4 6 7 7 5 7 7 7 4 3 5 7 6 5 6 6 3 7 6 6 7 2 3 7 7 5 4 4 7 1 2 F 0 1 1 
6 10024 96 100 3 5 4 4 6 4 3 5 5 1 5 5 6 6 4 4 6 2 5 3 6 3 7 2 3 6 1 6 4 5 5 4 4 5 1 2 F 0 1 2 
7 100 20 40 5 5 6 7 6 7 5 6 7 3 7 6 7 4 4 4 6 7 7 7 7 6 6 7 6 7 7 7 7 7 6 6 2 7 2 2 T 1 0 2 
8 200 18 7 6 6 7 4 5 3 4 6 7 6 6 7 6 5 7 1 7 7 6 7 4 6 4 6 7 7 7 7 7 6 7 3 5 7 2 2 T 1 0 2 
9 100 3 15 4 4 4 6 3 4 3 3 3 4 2 3 5 2 5 3 5 3 3 3 5 3 4 4 4 5 5 4 2 5 4 3 5 4 2 2 T 1 0 2 
10 200 0 60 5 4 7 3 3 2 6 5 7 2 7 4 6 6 3 5 7 7 6 7 5 3 2 6 5 7 1 7 2 7 7 2 6 6 1 2 F 0 1 2 
11 500 40 1 5 4 3 5 4 4 4 5 6 2 3 5 3 2 6 2 7 4 4 4 3 3 4 5 5 6 2 5 6 4 5 2 6 7 2 2 T 1 0 1 
12 2000 48 5 5 5 5 5 3 4 4 5 6 5 4 4 4 4 3 5 4 5 4 5 3 3 4 5 5 6 5 4 5 4 4 3 5 5 2 2 T 1 0 2 
13 100 16 20 5 4 4 3 2 2 5 2 5 1 6 1 4 5 6 2 6 3 4 4 4 4 2 5 4 5 1 6 2 5 3 6 2 5 1 2 F 0 0 2 
14 1000 50 0 6 6 6 4 5 6 4 5 6 3 6 5 6 5 4 4 6 6 5 6 5 6 5 5 6 6 3 6 6 6 6 4 4 6 1 1 T 1 1 1 
15 50 10 25 5 6 5 5 5 5 5 5 6 4 5 6 6 5 3 5 5 6 6 6 5 6 5 3 5 6 4 5 6 6 5 3 5 6 2 2 T 1 0 2 
16 30 4 60 5 5 6 5 4 5 6 5 7 4 6 7 7 6 3 5 7 6 6 7 5 5 6 7 7 7 6 7 7 6 7 5 3 7 2 1 F 0 0 2 
17 120 20 2 4 4 5 4 5 5 4 6 6 2 5 6 5 5 2 6 5 3 3 4 4 3 5 6 7 6 3 7 7 5 6 2 6 4 1 2 F 0 1 1 
18 800 20 5 6 6 6 5 5 4 4 5 5 6 5 4 6 4 5 3 6 7 7 6 5 5 4 5 5 6 5 6 6 7 4 4 4 4 2 2 T 1 0 2 
19 200 20 10 6 5 6 6 6 6 5 5 6 5 5 5 6 6 5 3 7 6 6 5 6 6 6 6 5 7 5 6 6 7 7 4 4 6 2 1 F 0 0 2 
20 500 40 5 7 6 6 6 7 6 6 5 6 6 4 7 4 3 5 3 6 7 7 7 6 5 6 6 6 6 1 7 7 7 7 4 4 7 2 2 T 1 0 2 
21 800 60 2 5 5 5 7 5 6 5 5 6 7 6 5 6 7 6 2 5 4 7 7 7 6 7 6 6 6 5 4 6 6 6 5 3 7 1 2 F 0 1 1 
22 1000 20 6 3 5 6 4 4 6 5 6 7 1 5 6 6 5 4 4 5 5 4 4 5 5 5 5 7 6 4 6 6 6 5 5 3 6 2 2 T 1 0 2 
23 200 20 0 5 5 6 4 4 3 5 2 5 2 6 7 5 6 2 6 7 5 6 6 3 3 4 6 2 6 5 6 6 5 5 3 5 5 2 2 T 1 0 1 
24 50 5 3 6 5 6 6 6 6 6 4 6 5 6 6 6 5 4 4 6 6 6 7 6 6 6 6 6 7 6 6 7 6 6 4 4 7 2 2 T 1 0 1 
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25 300 20 2 5 5 5 4 4 4 5 5 5 4 5 5 7 5 3 5 5 6 5 5 5 5 4 6 6 6 4 7 6 6 7 1 7 7 2 2 T 1 0 1 
26 1000 43 6 6 3 6 3 5 5 5 3 2 5 6 3 4 3 6 2 5 7 6 5 5 4 7 4 4 6 4 6 4 6 3 4 4 4 1 2 F 0 1 2 
27 2000 100 2 4 4 6 5 6 5 6 4 7 2 7 7 5 5 5 3 7 4 5 5 5 5 5 6 5 6 1 6 6 6 5 5 3 7 2 2 T 1 0 1 
28 10000 20 8 3 3 4 5 4 4 3 5 5 1 4 1 4 5 5 3 6 3 3 4 5 4 4 3 6 5 1 5 2 5 2 6 2 4 1 1 T 1 1 2 
29 200 30 7 3 3 5 4 5 4 5 6 5 5 5 5 5 3 6 2 4 3 3 4 5 5 3 6 5 7 3 3 6 3 4 4 4 5 1 2 F 0 1 2 
30 300 20 0 5 3 6 5 4 4 6 5 6 5 5 2 3 5 5 3 5 3 3 7 6 3 4 5 5 7 5 2 3 5 3 7 1 6 1 2 F 0 1 1 
31 101 4 4 3 2 4 2 2 2 6 5 7 1 7 6 4 7 1 7 4 5 4 5 2 2 7 5 6 6 1 6 6 6 2 6 2 5 1 1 T 1 1 2 
32 3000 20 3 4 4 3 5 4 3 7 7 7 7 7 7 7 7 2 6 3 7 6 7 7 4 7 7 7 7 6 7 7 7 5 4 4 6 1 1 T 1 1 1 
33 1200 20 1 5 5 6 5 6 5 7 6 6 4 7 6 5 3 5 3 6 5 6 5 6 6 5 5 5 5 3 5 6 6 5 4 4 6 1 2 F 0 1 1 
34 50 8 2 5 5 5 7 7 7 6 6 6 6 7 6 6 4 6 2 5 5 6 6 6 6 7 6 6 7 4 6 7 6 4 6 2 5 1 1 T 1 1 1 
35 2000 40 2 5 4 3 6 7 5 6 6 6 5 6 1 5 5 1 7 2 6 4 5 5 4 3 7 5 7 6 6 2 5 2 1 7 5 1 1 T 1 1 1 
36 365 20 5 5 5 5 5 5 5 5 5 5 4 5 5 6 3 6 2 4 6 6 5 4 6 4 5 5 6 4 5 6 7 6 2 6 5 1 1 T 1 1 2 
37 250 0 2 5 5 5 5 5 4 4 5 5 4 5 5 6 3 6 2 4 6 6 5 5 5 6 4 5 4 4 4 5 6 6 1 7 5 1 1 T 1 1 1 
38 100 5 1 5 5 5 4 5 4 5 5 5 5 5 4 6 3 5 3 4 6 6 4 5 5 4 4 5 5 3 5 5 7 6 2 6 5 1 1 T 1 1 1 
39 150 10 1 5 5 5 5 5 4 6 5 7 5 6 6 6 6 3 5 7 5 5 5 5 5 5 4 5 5 4 5 5 6 4 6 2 3 2 2 T 1 0 1 
40 1000 20 2 5 5 5 5 5 5 6 5 5 5 5 5 6 3 6 2 4 5 5 5 5 5 4 4 4 4 3 5 4 6 5 3 5 4 1 1 T 1 1 1 
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