Abstract
Introduction
As more sequence data becomes available for proteins from not only different but also the same species, extensive sequence variation in certain genes has become apparent. This variation is mainly of two types. Allelic polymorphism is classically attributed to molecules of the immune system such as the major histocompatability complex (Klein et ai, 1991; Parham, 1994) . It is likely that this allelic diversity has arisen through evolutionary mechanisms such as recombination (Holmes and Parham, 1985) to cater for the chemical entourage with which the immune system is challenged. The second common form of variation occurs between proteins encoded by closely related members of multigene families. Examples of the latter class include molecules which play a central role in the metabolism of drugs, chemical toxins and carcinogens such as cytochrome P450 (Nelson and Strobel, 1987) and glutathione S-transferase (Warholm et ai, 1983; Human Genetics Group, John Curtin School of Medical Research, Australian National University, ACT Canberra Australia 2601 'To whom correspondence should be addressed. E-mail: gareth@helios. anu.edu.au Ross and Board, 1993) . Here, the term polymorphism will be used to describe both types of variation.
Usually polymorphism in alleles or in closely related members of multigene families is quite limited and affects only a small number of coding and even non-coding regions of the gene. Sometimes, the polymorphism is confined to the genetic level so that only synonymous mutations occur at the protein level. This arises as a direct result of the degeneracy of the genetic code. When non-synonymous mutations occur, differences in the functional characteristics of the individual sequences may be detectable. This is not always the case. For example, the product of two isoforms of human n class glutathine S-transferase show that their amino acids differ by a single substitution, but as yet, they have been found to be functionally undistinguishable (Widersten et al., 1991) . However, other isoforms of the same enzyme show very distinctive behaviour (Comstock et al., 1994) .
The detectable differences in the biochemical reactivity between any two polymorphic proteins can clearly be attributed to all of the observed polymorphism. While this can be the case if there are only one or two polymorphic sites, generally, not all the polymorphism is located exclusively in one small region of the protein. In class I MHC molecules, only about half of the polymorphism is found directly in the peptide binding groove. The aim here is to combine experimental results for closely related proteins to identify which polymorphic sites best explain the experimental observations. Once identified, the structural and functional implications of these residues can be rationalized and explained. For example, differences in the charge, shape, volume or hydrogen bonding potential of these residues can be used to understand the mechanisms whereby the biochemical reactions differ-particularly in instances where the structure of either the protein or inhibitors or both are known. When the structures are not known, this information can be used to predict or corroborate hypothetical model structures of the proteins. For example, since it is reasonable to assume that the selected positions will be localized to one region of the protein, it is possible to derive distance constraints for distance geometry modelling methods (Taylor, 1991) . Alternatively, this information can be used in the form of a set of consistency checks (loose distance constraints) that must be satisfied by models derived from threading or other procedures (Bowie, et al., 1991; Jones et al., 1992) . A threading capable of satisfying most of the consistency checks should be able to afford an explanation of the observed biochemical phenomena.
A major assumption of the approach behind the algorithms presented here is that a potential ligand will bind in approximately the same place on the different variants of the protein under inspection. The method presented here cannot infer anything about potential interaction sites that may differ between the proteins. If, however, there is only limited polymorphism among the sequences, the structures of the proteins is expected to be well conserved (Chothia and Lesk, 1986) . Thus, a similar mode of ligand action would also be expected.
Algorithms
The problem considered here may be simply stated as follows. Given a multiple sequence alignment of closely related sequences for which a partitioning of the sequences into groups is known, for example through experiment, find the set of alignment positions which are most able to explain the differences between the observed groupings. This can be formalized by requiring that the set of residue positions sought are those for which a partitioning can be derived which best correlates with the observed groupings.
The basis of the approach taken here consists of comparisons between the observed partitioning of sequences into groups and a calculated partitioning of subalignments of the sequences. Subalignments are constructed by concatenating into a new alignment some set of alignment columns which need not be contiguous along the sequence. While a calculated distribution can be constructed for any such subalignment, only subalignments consisting solely of polymorphic alignment positions will yield distinguishing characteristics. Thus subalignments are confined to consist of only polymorphic positions within the sequences. Phylogeny of the subalignments can be derived by standard tree building procedures (Fitch and Margoliash, 1967 ) based on amino acid similarity matrices (Dayhoff et al., 1978) . The method is illustrated in Figure 1 .
Subalignments
Subalignments are generated by stringing together some collection of polymorphic columns from the original multiple alignment. Given an alignment of JV sequences, each of length /, there are a potentially large number of possible subalignments. More precisely, there are exactly / subalignments that involve only one alignment column (subalignments of size 1). Combinations of polymorphic alignment columns are collected into subalignments. Subalignments range from size 1, involving only one polymorphic column, to size n, where n is the total number of polymorphic columns in the multiple alignment. Three example subalignments are shown (1 of size 1 and 2 of size 2). The subalignments are then partitioned into groups by a tree building procedure which places the more similar subalignments closer together in the tree. Thus, in the first example, the sequences B and C are placed closer together in the tree because the subalignments are identical (both K) as distinct from the subalignment from sequence A (R). In the third example, the sequences A and B are grouped closer together because the subalignments RD and KD are, in mutational matrix terms, closer to one another than to the subalignment of sequence C (KK). The partitioning given by the tree can then be compared with the observed distribution and a score generated for that subalignment. Since, in the first example, sequences B and C are close together in the tree, they can be grouped into one partition while the sequence A forms its own partition (ABC -» 122) which is identical to the experimentally observed partition (122). In the second example, the subalignments for sequences A and C are closer together in the tree and so these sequences fall into the same partition while the sequence B forms its own partition (ABC -• 121) which only receives a score of 0.6. suggest the method is only practical for very short alignments.
Fortunately, however, the aim is to identify those sequence positions responsible for the observed partitioning of the sequences. As a consequence sequence positions in the alignment which are completely conserved provide no information about the partitions and can be ignored. Thus, the total number of possible subalignments depends only on the number of polymorphic positions in the original multiple alignment. Nevertheless, complete searches over all possible subalignments are still computationally possible only if the sequences display limited polymorphism (up to ~20 variable alignment positions). Pruning and other ways of reducing the search space are discussed below.
Distribution of subalignments
Given a subalignment, a tree is constructed, using a clustering technique employing group averaging, so that the distance between any two clusters or subtrees in the tree is taken as the average of the distances between all pairs of individuals in the two clusters. Initially, each sequence is treated as a separate cluster whose pairwise distance to all other sequences is given by the sum of the mutational distances between all aligned positions of those two sequences. Mutational distances are obtained from a 20 x 20 matrix which reflects the similarity of all pairwise comparisons of the 20 standard amino acids (Dayhoff et al, 1978) . Other tree building procedures could also be used.
A subalignment of N sequences will generate a tree which contains N-1 internal nodes, one of which corresponds to a hypothetical root for the tree, the centre of mass of the tree. The height of each internal node indicates the average distance separating the leaves on the left and right subtrees of the node. The height associated with each node in the tree (including the leaf nodes which have a height of zero by definition) can infer a different clustering or partitioning of the sequences. This is achieved by simply slicing across the tree at a given height and collecting all subtrees which branch at that height or lower ( Figure 2 ). Clearly, slicing at the leaf level will result in exactly N groups. However, internal nodes of height zero group together identical sequences. Slicing at the root node will always return a single partitioning incorporating all sequences.
For every subalignment then, a maximum of N -2 (all internal nodes with the exception of the root node) possible partitions must be examined for correlation with the input grouping. In practice, internal nodes often have the same height so the number of operations is usually less.
Comparison of distributions
After arriving at a tree derived partitioning of a given subalignment (vide supra), a measure of association between the derived partitioning and the experimentally observed (input) partitioning is required. Recently, measures of expected mutual information (Ash, 1965) have been used to identify pairs of alignment positions with similar distribution patterns in aligned sequences of tRNA (Chiu and Kolodzeijczak, 1991; Gutell et al, 1992) . There, it was postulated that pairs of alignment positions with mutational patterns that resemble each other are likely candidates to form base pairs, particularly if the nucleotides in each sequence at these two positions are complementary. A similar approach is adopted here to evaluate the association of each calculated partitioning with the experimentally observed partitioning.
For two distributions x ; -and x*, such that x ; contains n ; different experiment categories (e.g. n ; = 2: high affinity binding, low affinity binding) and x* contains n* different subalignment categories (e.g. for a subalignment of size 1, n* would equal the number of different types of amino acids that occur in that polymorphic column of the alignment), the expected mutual information is expressed as:
where (4) H(x ; ) is known as Shannon's entropy for the variable x ; -and H(xy,x*) is known as the interdependence entropy for the variable pair x y -and x k (Ash, 1965) . A(i) is the category type denoted by i. The uncertainty coefficients (Gutell et al., 1992) for Xy and \ k are given respectively by:
The measure Ry(xy,x*) lies between zero and one inclusively. It reports the fraction of Xy' s entropy H(xy) that is lost if x* is already known. Thus, Ry (x ; ,x*) assumes a value of zero when x ; and x k have no association and is one when knowledge of x* completely predicts x ; . A symmetric uncertainty coefficient can be given by:
Since x ; is given, as the observed distribution from experiment, the measure of most interest is R*(xy,x*) which reflects how well x* can be predicted from knowledge of x ; . The uncertainty coefficients are calculated and reported for all partitionings of all subalignments. The closer R^sx*) is to 1, the more important that combination of alignment positions is in describing the observed biochemical reactivities. The expected mutual information has been shown to have an asymptotic chi-square distribution (Wong and Liu, 1975) from which statistical significance can be calculated (Gutell et al, 1992) . Here, a significance indicator is calculated by looking up a chi-square probability function, the shape of which is governed by the number of degrees of freedom (ny.n* -n ; -n k + 1) of the system. The chi-square value is calculated by treating the Xy and x* distributions as an ny*nĉ ontingency table so that: and N ab is the number of times that x,-is a when x* is b in the contingency table. N fl and Nj, report row and column totals in the contingency table and N is simply the total number of events in the table. The x 2 probability function returns values in the range 0-1, inclusively. This function is subtracted from unity so that values near 0 indicate higher significance. Subalignments for which R^(x ; -,x^) is near 1 and the significance indicator is near 0 reflect the experimental distribution well.
Other measures
Here, a measure of mutual information is used to draw comparisons between the observed partitioning and combinations of polymorphic columns in the sequences that are considered. Other approaches, however, are equally possible. For example, a standard correlation coefficient can be used if the properties of the amino acids are mapped to real values (e.g. hydrophobicity, size, or charge) and the observed partitioning consists of real values (e.g. % inhibition). Also, multiple regression can be used as an alternative to establish the contributions of the different polymorphic columns in a subalignment. Recently, y 1 tests in combination with monte carlo simulations have been used to establish correlations between different alignment columns which are then linked by a Bayesian network (Klinger and Brutlag, 1994) . A comparison of such alternative approaches would be of interest.
Pruning and computational short cuts
The method presented here is exceptionally computational expensive in cases where the number of polymorphic positions is large (>20). In this section, approaches to reduce computational complexity are introduced.
Masking polymorphic sites. The most direct way to cut the computational cost is simply to reduce the number of polymorphic positions considered. The 'safest' way to achieve this relies upon further experimental results. If it can be shown experimentally, for example through site directed mutagenesis, that variation at a particular polymorphic site occurs independently of the observed grouping of the sequences, then this site can be ignored by the above algorithm. To this means, a user specified mask is introduced, in which sites to be treated as polymorphic are stipulated.
Along the same line and using the same mechanism, the user may wish to enforce subjective decisions as to the variability or relevance of a particular polymorphic site. For example, consider an alignment of 10 sequences where phylogeny suggests that the tenth sequence is considerably more distantly related than any of the other sequences. This will be evident from the alignment by a number of columns being completely conserved with the exception of the contribution of the tenth sequence. In some instances, the mutational event occurring in the tenth sequence may be sufficiently conservative to warrant the alignment position as uninteresting, particularly if the conserved residues in the other sequences do not reflect the observed partitioning. Such a subjective approach is however not advocated.
Thresholds of significance or association. A more objective method of truncating the number of polymorphic sites involves a rejection of all subalignments of size 1 that fall below a threshold of significance or associativity. After evaluation of all subalignments of size 1, the polymorphic sites corresponding to subalignments which did not make the thresholds are deleted from the list of polymorphic alignment positions before all subalignments of size 2 and higher are considered. An obvious hazard of this approach stems from the fact that the significance of any individual polymorphic site may change when placed in the context of a larger sized subalignment. The degree to which this may be problematic depends entirely upon the nature of the input data.
A fast algorithm. A special case of the general algorithm arises when the choice of similarity matrix is the identity matrix. In this case, sequences with identical contributions to a given subalignment will be grouped together, while all others form their own groupings. Such a simple classification, while calculable by the tree building procedure above, can be arrived at much more efficiently by direct pairwise comparison of the amino acid identities in the subalignment. The trade off is between a far superior execution time and a loss of sensitivity.
A further advantage of using an identity matrix is that the number of polymorphic sites that need be investigated can be greatly reduced. Since the subalignment partitioning is based upon the polymorphic distribution of its constituent columns, two columns with an identical polymorphic distribution provide no more information to the subalignment than any one of the two columns by itself. For example, the following subalignments produce exactly the same partitioning: This arises because the values of the individual amino acids are treated equally by an identity matrix and therefore it is only the pattern of amino acids types which is important. As a consequence, only unique polymorphic patterns need be sampled in the generation of subalignments.
Exact groups. Another way to cut down the number of polymorphic sites is to allow only those alignment columns for which the amino acid type is the same for all sequences within each given group. This removes from candidature columns that are highly variable and do not reflect the input partitioning. Unfortunately, this process also removes any column that is not completely consistent within each group, even if highly conservative mutations occur. This option is best used in conjunction with the fast algorithm.
Gaps
Relative insertions and deletions in multiple sequence alignments present a problem in the partitioning process as it is not intuitively obvious how to deal with comparisons of amino acids with gaps. A simple remedy is to treat a gap as an additional type of amino acid. This, however, has the drawback that an apparent deletion in one of two polymorphic sites, due to an incomplete sequence, could yield misleading results. In reality, the two polymorphic sites may have the same distribution pattern, but treating the gap as a distinct amino acid would describe two different distribution patterns. To circumvent this, individual comparisons between subalignment components involving gaps are ignored and do not contribute to the partitioning process. If the distinction between gaps and missing residues is known in advance, two additional residue types can be introduced and both of the above procedures can be applied to these two additional residue types respectively.
In the special case of using the identity matrix, gaps are considered as an additional amino acid type for identifying unique polymorphic patterns but subsequent comparisons involving gaps are ignored as before.
System and methods
The algorithms described here were implemented in the C programming language and compiled on a Sun workstation under SunOS version 4.1.3_U1. Amino acid sequences used in this work were extracted from the SwissProt sequence databank (Bairoch and Boeckmann, 1991).
Examples and discussion
Systems on which the algorithm is expected to yield best results would involve a large number of sequences (> 50), a relatively small number of observed groups (< 10) and limited polymorphism (up to 20 sites). In such systems, a sufficient signal should be present above the background noise of random mutation to be able to adequately detect residues contributing to experimentally observed differences in closely related sequences. It would also be expected that data for which there is sufficient sequence representation (> 1) of all of the observed groupings would yield more accurate results.
Example 1
The general algorithm is tested on the contrived hypothetical sequence alignment and partitioning described in Figure 3 . The alignment contains six polymorphic sites: alignment positions 1, 4, 7, 11, 15 and 20. Sites 1, 7 and 20 clearly contain random patterns with respect to the sequence groupings. Sites 4, 11 and 15, however, have been selected so that there is a trend between the nature of the amino acid types and the sequence groupings. Nevertheless, no individual column, nor combination of columns, exactly matches the given partitioning of the sequences. Table I lists the subalignments for which the significance indicator was less than 0.2 and Rk was equal to unity. A PAM120 similarity matrix was used in the calculations. During execution, polymorphic position 7 was culled since it failed to register a significance indicator for any of its tree partitions of less than 0.2. Consequently, only subalignments of up to size 5 were considered by further iterations of the algorithm. From Table I , the entry with the lowest probability that the calculated and observed distributions were not associated involves the polymorphic sites 4, 11 and 15, as expected. Further, from all the possible tree partitionings of this subalignment (4, 11, 15) , the same entry has the largest value for the tree height. This signifies that the partitioning agrees with the general disposition of the subalignment as 11, 20 4, 11, 15 4, 11, 15 4, 11, 15 4, 11, 15 4, 11. 15 4, 11, 15 4, 11, 15 4, 11, 15 4, 11, 15 1,4, 11, 15 1,4, 11, 15 1,4, 11, 15 1,4, 11, 15 1, 4, 11, 15 1, 4, 11, 20 1, 4, 11, 20 1,11,15,20 1, 11, 15, 20 1, 11, 15,20 1, 11, 15,20 1, 4, 11, 15, 20 1, 4, 11, 15, 20 1, 4, 11, 15, 20 1, 4, 11, 15, 20 1, 4, 11, 15, 20 dictated by the similarity matrix. Low heights in the tree are indicative of partitions that distinguish more sensitively between the sequences. The same entry also has the nearest number of groups in its partition to that of the observed partitioning. Ideally, the groupings would be the same. Values for Rjk and Rj are highest for this entry indicating that the calculated partitioning reflects well the observed partitioning and vice versa. Ideally, in the case of an exact 1 to 1 mapping between both positions, these values would be one.
Although this particular example was fictitious, the algorithm was shown to clearly detect signals that are present in such multiple sequence alignments. This test suggests the algorithm is worthy of general use for explaining observed groupings in related sequences of limited polymorphism.
Example 2
Previously, Terasaki and coworkers (Clark et ai, 1991) developed a computer program for correlating the primary sequence of HLA class I and class II antigens to serum reaction patterns. Specifically designed for examining HLA alleles, the program calculates a correlation coefficient between selected residues and experimental reaction patterns in order to identify likely epitopes. Using the alloantiserum WEG105, specific for All alleles, the authors postulated that residue positions 144K, 152A, 156Q and 163R form a possible antigenic determinant. Using a larger set of alleles, the associativety of these four residue positions with a grouping in which All alleles are separated from all other alleles, is tested by the fast algorithm presented here. In the test, all other polymorphic positions are ignored (the -t option allows selective inclusion of polymorphic sites) and only subalignments of size 4 are tried (the -N option selects the size of subalignments to calculate over). The result shows complete association (Rk = 1.0) supporting the previous prediction. However, it is worthy to note that residues 152A and 156Q are sufficient in themselves to uniquely identify All alleles from all other alleles (as determined by standard execution of the fast algorithm). Located at the upper surface of the a2 helix (Bjorkman et al, 1987) , these two residues may combine with residues other than 144 and 163 (such as nearby 150, 158 or 77) to form the recognition site for WEG105.
Example 3
While sequence data continues to grow, there is at present limited experimental data available for reactions carried out systematically, under the same physiological conditions, between a single substrate and a set of highly related proteins. As the genetic nature of various forms of disease are uncovered, the structural and functional differences between closely related sequences is likely to be explored in more detail. In the meantime, one protein for which experimental data is available is the family of mu class glutathione S-transferases (GSTs).
These enzymes catalyse the nucleophilic addition of the thiol of reduced glutathione (GSH) to electrophilic centres in organic compounds and have been implicated in the cellular development of resistance towards drugs, pesticides and herbicides (Wilce and Parker, 1994) . Five major sequences of the mu class GSTs have been detected in humans. A multiple sequence alignment of these proteins is given in Figure 4 . The fact that there are only a small number of sequences and large number of polymorphic positions renders this data set far from ideal. Nevertheless, the availability of experimental data for four of the five sequences (Comstock et al, 1994) coupled with knowledge of the three-dimensional structure for at least Comstock et al., 1994. one variant of the protein allows for better interpretation and evaluation of the results produced by the algorithm on a challenging but not uncommon scenario. Table II shows measured inhibition characteristics of S-hexylglutathione on homodimers of the mu class enzymes named Mla-la, M2-2, M3-3 and M4-4. The inhibition in GSTM4-4 is ~ two-fold greater than that in GSTMla-la and nearly 10-fold greater in GSTs M2-2 and M3-3 than in GSTMla-la. Consequently, the M2-2 and M3-3 sequences were grouped together, as were the Mla-la and Mlb-lb sequences while M4-4 formed its own group. The monomer sequences of these four isoenzymes were taken as input using the groupings given in the table as the observed partitioning. Additionally, the sequence of Mlb, which is functionally indistinguishable from Mia but contains a single sequence difference (Widersten et al., 1991) , was also included. Using these sequences, there are a total of 79 polymorphic positions. This renders the general form of the algorithm impractical to use and instead, the fast version of the algorithm, using only an amino acid identity matrix, was employed.
Given the small number of sequences, it is possible to determine the maximum number of unique polymorphic patterns sampled by the fast algorithm (vide supra). With four sequences, the total number of possible patterns is 14 ({1},{2},{3},{4}}, {{1},{2,3,4}}, {{2},{1,3,4}}, ...). Since there are five sequences, but Mia and Mlb differ in exactly one position, the maximum number of unique patterns is 15. Interestingly, inspection of the alignment shows that no polymorphic position groups Mia, Mlb and M3 together while M2 and M4 are grouped together. All other possible distributions of four sequences are present, with the grouping {{Mla,Mlb,M2,M4},{M3}} being most abundant. A total of 14 patterns are thus present in the sequences. Figure 5 illustrates the output of the algorithm running over all possible subalignments involving the 14 polymorphic patterns present. For subalignments of size 1 all output is generated. For subalignments of size 2 or larger, only those entries for which the significance indicator is <0.1 and the association value Rk is >0.35 are listed. From Figure 5 , polymorphic patterns of the type 5, 7, 10 and 11 provide the best description of the experimentally observed partitioning (Table II) . Deconvolution of these pattern types implicates 9 polymorphic positions which potentially explain the grouping: alignment positions 77, 166 (5); 107, 113 (7); 118 (10) ; and 134,135, 210, 211 (11) . It is to be expected that some of these positions may be unrelated to the active site of the protein, particularly, given such a small number of sequences. Figure 6 illustrates these positions in relation to the GSH in the structure of an M2, glutathione S-(2,4 dinitrobenzene) complex (Raghunathan et al., 1994) . This shows that positions 77 and 107 are close to the active site. Also, crystallographic studies of S-hexylglutathione bound to pi class GSTs (Reinemer et al., 1992) show that residues analogously positioned to 210 and 211 would be close to the inhibitor. Thus, Figure 6 would seem to implicate positions 77, 107, 210 and 211 as of putative importance in confering differential activity. The actual importance of respective sites can only be determined by mutagenesis studies similar to that of Armstrong and co-workers (Shan and Armstrong, 1994) where an active site of a rat 4-4 GST was minimally reconstructed in rat 3-3 GST by introducing a small number of mutations. There are six sequences given in Figure 4 . Experimental data were not available for the M5 sequence. However, the proposition that some subset of the nine polymorphic positions described above is instrumental in determining the inhibitory behaviour of S-hexylglutathione on the human mu class GSTs M1-M4, suggests a way in which to predict the possible inhibitory character of S-hexylglutathione on M5. By examining the amino acids in the M5 sequence at these nine positions, if these amino acids match those of one of the other sequences, the experimental results for M5 can be ASP_ GSTM2 Fig. 6 . A stereo picture of the GSTM2 structure. The GSH part of the bound substrate is highlighted in bold. Residues at the nine sites which correlate with the experimental results are also highlighted.
inferred directly from the sequence with similar amino acids in the proposed sites of importance. Such a direct inference mechanism looses validity when the sequence for which a prediction is to be made introduces into the alignment additional polymorphic sites. In this case, it is possible that the additional polymorphic sites play a role in the behaviour of the protein complex causing it to differ from the types of behaviour seen with the other sequences. While it may appear that a site otherwise conserved and thus independent of observed groupings should not be of relevance, such generalizations cannot be assumed and where possible, the relevance of additional polymorphic sites should be checked in the context of a tertiary structure. In the case of M5, four additional polymorphic positions are introduced into the alignment: Q109E, P178L, E191K and G215N. Given such mutations, it would generally be difficult to proceed with a prediction for the behaviour of S-hexylglutathione with M5. In the light of the crystal structure, however, the immediate juxtaposition of position 107 with the GSH, suggests that M5 might be poorly inhibited. Clearly, 107 is a worthwhile target for site directed mutagenesis. Nonetheless, this example is primarily demonstrative and application of the procedure in other systems may be more compelling.
Conclusions
A general algorithm for identifying multiple sequence alignment positions which best correlate to a given partitioning of the sequences has been described. A faster but less sensitive variant of the algorithm has also been discussed and applied to a family of mu class glutathione S-transferases. Sites which best explain the observed inhibitory action of S-hexylglutathione correspond with those known to occur around the ligand binding site in similar pi class enzymes. It is postulated here that residues at sites 77,107, 210 and 211 are mostly responsible for the discrepancies in inhibitory behaviour of S-hexylglutathione on the human mu class GSTs.
