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ABSTRACT

Content augmentation strategies (CAS) are instructional methods which specify the overlaying
of content objects by content augmentation objects in order to increase the effectiveness and
efficiency of instruction. The goals of this research were to build a comprehensive framework
around CASs, determine the experimental effects of CASs in an instructional virtual
environment (VE), and make recommendations regarding the employment and further study of
CASs in instructional virtual environments. The VE experiment examined the effectiveness and
efficiency impact of six different content augmentation strategies which overlayed different
content augmentation objects onto four immersive VE scenarios. Sixty university students, 40
men and 20 women, executed three CAS-enhanced training missions and one no-CAS test
mission. The task involved the recall and correct application of specific rules for three subtasks
of a military helicopter landing zone scouting mission. The strategies included a no-strategy
control condition, an arrow condition, an audio coaching condition, a text coaching condition, an
arrow plus audio coaching condition, and an arrow plus text coaching condition. Statistical and
decision analyses were conducted on the effectiveness and efficiency performance data.
Statistically significant differences were found which supported the general superiority of the
audio content augmentation strategy for these tasks. This dissertation may be the first use of a
decision analysis approach for analyzing the results of behavioral data for instructional design
decisions. The decision analysis approach used decision trees, simulation and optimization to
obtain content augmentation strategy rankings. As this approach is normally used for course of
action analysis and comparing alternative system configurations, the validity of this approach in
iii

this context has yet to be determined. The decision analysis approach obtained plausible and
similar, but not identical recommendations to the statistical approach. The decision analysis
approach may constitute a limited instantiation of a proposed optimal stimulus set instructional
design model which conceptually framed the experiment. Training guideline recommendations,
experimental procedure recommendations, and a comprehensive framework for future research
are also presented.
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CHAPTER ONE: INTRODUCTION
Generating the optimal learning environment may be the over-arching goal of guided learning.
This paper focuses on one component of the optimal learning environment generation challenge the effects of content augmentation strategies in an instructional virtual environment. This
exploratory experimental research is conceptually situated within a proposed unified framework
for guided learning, a proposed Unified Field Theory of Guided Learning, and a proposed
instructional design model – the Optimal Stimulus Set (OSS) Layers Model (OLM). When these
constructs are combined with a novel decision analysis (DA) approach for analyzing the
experimental data, the result may be a conceptually unified and mathematically supported
instantiation of optimal learning environment design.

The OSS Layers Model (OLM)
The unified framework and unified field theory constructs are elaborated in the
“Recommendations for Future Research” section of Chapter Five below. We begin situating the
experiment which is the focus of this paper within a proposed instructional design model called
the OSS Layers Model. The model is introduced here and discussed in more depth in Chapter
Five.

The characteristics of an instructional design theory are (Reigeluth, 1999):
•

An orientation towards design, focusing on the means to attain goals for learning and
development. It is not description oriented, which emphasizes the results of given
events, like the information-processing theory. Design oriented (or goal oriented)
1

theories are practical and useful to educators, showing them how to achieve their
goals. They are prescriptive.
•

Identification of methods of instruction, which are ways to support and facilitate
instruction, and the situations in which those methods should and should not be used.
These two components are necessary for all instructional-design theory and indicate
that methods are situational, not universal in application.

•

The methods of instruction can be broken into more detailed component methods,
which provide more guidance to educators. These parts can be made up of smaller
methods. The additional implication is methods have different ‘kinds' of
characteristics. Outcomes are dependent on the situation. ‘Criteria' can be provided
that the method should meet. The level of guidance can vary.

•

The methods are probabilistic rather than deterministic, which means they increase
the chances of attaining the goals rather than ensuring attainment of the goals. The
goal of an instructional-design theory is to attain the highest possible probability of
the desired results occurring.

•

An instructional-design theory's goal (or design) has a value or philosophy that
underlies it. Values play a key role in deciding what goals to pursue via the selection
of methods offered to attain those goals.

To solve the optimal learning environment generation problem, what is needed is an instructional
design theory which has the above characteristics and, in the end, explicitly specifies the stimuli
(if any) which fill all dimensions of natural and artificial sensory channels available between the
learner and the surrounding learning environment.
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The OSS Layers Model (OLM) is proposed as an instructional design model candidate that meets
these requirements. According to this model, introduced here in summary form (elaborated in
Chapter Five) and without validation, the instructional designer must make analytically optimal
design decisions with regard to the following logical constructs in the following sequence:
Layer 1. Learning environment (also a physical layer). The learning environment is
defined as that which generates sensory stimuli for learning goals.
Layer 2. Content object(s) (also a physical layer). A content object is a learning resource
which serves as the vehicle for transmitting knowledge from one human to another.
Layer 3. Content instructional strategies. An instructional strategy “represents a series of
decisions “plan, method, or series of activities aimed at obtaining a specific goal”
(Jonassen & Grabowski, 1993, p.20).
Layer 4. Content instructional tactics. Instructional tactics represent “specific actions
which are well-rehearsed and are used to enable the [instructional] strategy” (Jonassen &
Grabowski, 1993, p.20)
Layer 5. Content augmentation strategies (CAS). These are plans, methods, or series of
activities aimed at implementing instructional tactics. This is the layer of interest in this
paper and an experiment for determining the effects of CASs in an instructional virtual
environment is elaborated in Chapters 2-5 below.
Layer 6. Content augmentation tactics (CAT). These tactics determine how the CASs will
be executed.
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Layer 7. Content augmentation object(s) sensory attributes (also a physical layer).
Content augmentation objects can be thought of as stimuli overlaying content objects.
Every content augmentation object has sensory attributes.
Layer 8. Learning strategies recommendations (also a physical layer). Learning strategies
are the “information processing methods that people use to control their learning, which
can involve processes of attending/perceiving, encoding, and retrieval” (Tessmer &
Jonassen, 1988, p.34).

The optimal stimulus set constituting the optimal learning environment is defined as that
stimulus set which yields the highest probability of goal success based upon what is known. For
the OLM instructional design model, the OSS would consist of the combined OLM physical
stimulus layers.

A novel decision analysis approach will be used to complement the traditional statistical
approach in determining the OSS for the experiment. The inferential statistics approach is the
approach traditionally taken by behavioral scientists to analyze human factors experiments. A
proposed complementary decision analysis approach may: (1) provide additional insight into the
phenomenon; (2) provide better training guideline recommendations, and; (3) demonstrate proofof-concept for determining the analytical component of the optimal stimulus set through
mathematics alone, i.e., without human intuition. That is, decision analysis may have the
potential to provide a mathematical foundation for education and training. However, the use of
this analysis method should be considered experimental as this is the first known instance of its
use for the type of data generated in the present study.
4

Before performing and reporting the results of the analysis, however, it is necessary to provide a
context for the experiment. This section necessarily summarizes a previous experiment (Singer,
Kring, & Hamilton, in preparation, hereafter “previous experiment”) which is replicated and
extended in the present experiment.

Previous Experiment
One of the most important learning contexts is military training which is recognized as an
important national priority. As with all the military, U.S. Army soldiers are tasked with a
growing array of complex and challenging requirements. Dismounted soldiers, in particular,
must possess knowledge and skills that are instantly accessible to survive and excel in warfare
operations today. One approach that has already proven effective for training is the use of virtual
environment (VE) simulations to teach new skills and allow soldiers to practice these skills in an
interactive, dynamic fashion. Examples include the Virtual Sand Table - a computer-generated
version of the traditional sand table exercise which gives personnel the opportunity to practice
military doctrine in a hands-on manner (Wisher, Macpherson, Abramson, Thornton, & Dees,
2001) and more immersive systems that allow soldiers to navigate through virtual settings with
head mounted displays (HMDs).

The rise in VE simulation can be attributed to the numerous benefits over traditional, “real
world” training programs or other computer-assisted instruction. First, “only VEs can create the
illusion of being in another place” (Winn, Windschill, Fruland, and Lee, 2002). Second, VEs
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afford greater flexibility to precisely alter learning environments and mission conditions. An
example of this flexibility is the ability to implement instructional strategies and tactics that are
unavailable, or difficult to implement, in a real world setting. Third, because every stimulus
generated can be controlled and recorded, they can afford superior data collection abilities. For
example, VE systems are well suited to capture and store performance data. Fourth, evidence
shows that the effectiveness of VE training is equivalent to, or in some cases better than, real
world training (Rose et al., 2000; Todorov, Shadmehr, & Bizzi, 1997). In summary, VE holds
promise as a major training tool in many areas, and has already been demonstrated or used for
training many different tasks or jobs: pilots (e.g. Bell & Waag, 1998; Lintern, Roscoe, Koonce,
& Segal, 1990); ship navigators (Hays & Vincenzi, 2000; Magee, 1997); emergency personnel
(Bliss, Tidwell, & Guest, 1997); first responders to bio-terrorism (Stansfield, Shawver, Sobel,
Prasad, & Tapia, 2000); and space mission ground control staff (Loftin, Wang, Baffes, & Hua,
1992).

Because “there is a need for a principled program of research needed to discover how (to) make
best use of VR for instructional purposes” (Psotka, 1995, cited in Brown, 1999), specific ways to
enhance the training effectiveness and efficiency of VE systems for dismounted soldiers and the
leaders of small groups of these soldiers is a goal of this research. The primary goal is to
investigate VE-specific capabilities that can enhance learning and skill levels for important or
critical dismounted small unit leader tasks. This approach is particularly important because of the
increasing cognitive loads being imposed on the squad and platoon leaders through the Land
Warrior and Objective Force Warrior programs (National Research Council, 1997). Learning to
execute activities within the three most significant infantry missions - move, attack, and defend 6

(National Research Council, 1997) may be important to the success of those missions, and will
be even more important as the information load of the small unit leader increases. One way to
keep technology-based increases in information flow within the cognitive resource bounds of the
small unit leader is to reduce the load required for the successful performance of other common
tasks through improved training such as those afforded by VE training. Serendipitously, one way
to research future training within the increased technology context is with VE systems that can
represent unfielded equipment configurations. Thus, VE technologies can address present and
future training requirements.

VE-based training is constrained by many factors, including cost. Because VE-based instruction
will continue to be relatively expensive for the near future, the focus for the line of research of
the previous and present experiments is on initial skill training. The goal of this research is to
efficiently move someone from declarative knowledge (being able to answer questions about
rules or concepts) through slow and minimally competent, essentially correct performance to
faster, more-competent, and less-effortful expert performance. In psychological terms, this
means moving the learner from the declarative state knowledge of a skill into the procedural
knowledge of the skill, and from more effortful and error-ridden executive-controlled processes
toward automaticity. Procedural knowledge is about how to do things, and automaticity refers to
processes that are automatic, easily initiated by selected classes of stimuli and that proceed with
little probability of error and minimal effort.

The first step to facilitating this cognitive shift by the researchers of the previous experiment
(Singer, et al., in preparation) was to identify a group of common small group leader tasks, based
7

on an assessment of activities necessary for US Army operations, as candidates for enhanced
VE-based training with instructional features. They defined instructional features as “elements of
training devices that can improve training efficiency on individual tasks” (Sticha et al., 1990,
p.17). Second, informed by empirical findings and theoretical work, they defined and
conceptually integrated instructional goals, strategies, tactics, and features to provide a
reasonable degree of order and clarity to the thick but fragmented literature. Third, they
identified several specific instructional features which enabled the implementation of
instructional tactics within a specific instructional strategy – provide cueing systems - that were
judged as promising in improving the effectiveness and efficiency of VE-based training and
examined their potential for use in dismounted soldier VE training systems. Although novel tasks
are better learned under conditions of guided and prompted practice (Romiszowski, 1993), more
detailed design principles for these features are not available for any learning environment, let
alone VEs. Of those identified as promising, the features selected for exploratory
experimentation were oral coaching and a direction-indicator arrow, primarily because both are
commonly used cueing strategies and are easily implemented in VEs. Finally, experimental
research was conducted to test the effects of these two instructional features on important small
group leader task accomplishment.

It should be noted that augmented reality (AR) – “augmenting natural feedback to the operator
with simulated cues” (Milgram, 1994) – might be phenomenologically similar to VE. Instead of
altering “natural” virtual feedback with simulated cues, VEs can alter “natural-looking” feedback
with simulated cues. AR is essentially overlaying the real world with computer-generated stimuli
thereby artificially altering the (natural) environment. Therefore, instructional design lessons
8

learned in VEs may also transfer to the growing number of less expensive and more portable AR
training systems. This line of research might then suggest requirements generation and
implementation guidelines for instructional features in future VE and AR training systems and
programs.

Previous Experiment Task Selection
Soldiers use a large number of specific types of knowledge, skills, and abilities in the course of
operations. In their search for appropriate VE tasks, the researchers in the previous experiment
examined the Jacobs et al. (1994) study that analyzed tasks and activities of individual
combatants in order to recommend behavioral and technological requirements for VE training..
The study analysis revealed 230 unique activities associated with 67 Soldier tasks, and rated each
activity according to its primary and secondary sensory modality (auditory, visual, tactile, and
force feedback), as well as the required effector—the primary method by which the response of
the soldier is monitored and injected into the VE simulation (hand, finger, head, body, speech,
and instrumented objects). The study also rank ordered these activities according to the
frequency of the activity in various tasks, and how well VE technology could support the activity
in training systems. This study provided the basis for selecting relatively typical and reasonably
complex cognitive activities that can be quickly trained in order to be used for VE training
research. Of the 67 Soldier tasks, the analysis conducted in the previous experiment concluded
that rehearsal of a helicopter landing zone scouting mission met the requirements for being
typical, complex, quickly-trained, required interaction with the environment, and was VE-
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implementable. It was therefore selected as an appropriate task for studying different training
techniques in an immersive virtual environment.

Previous Experiment Conceptual Framework
Singer, et al., (in preparation) argued that instructional goals, instructional strategies,
instructional tactics, and instructional features are not the same, but do relate to one another in
structured and supportive relationships. First, there is the overall objective, or the instructional
goal. If we accept that directed learning is the purposeful transfer of information, knowledge,
skills, abilities, and/or attitudes from one source (e.g., instructor, computer software, simulation,
or other system) to an individual or group, then the purpose of a directed learning program can
be termed the instructional goal. This purpose has also been referred to as the instructional
objective, outcome, or task. Second, directed learning programs must have one or more explicit
approaches, or instructional strategies— a “plan, method, or series of activities aimed at
obtaining a specific goal” (Jonassen & Grabowski, 1993, p.20). Instructional tactics are “specific
actions which are well-rehearsed and are used to enable the strategy” (Jonassen & Grabowski,
1993, p.20). Tactics are maneuvers or manipulations that are used to change a learner’s
knowledge state which enables the instructional strategy. Finally, as introduced above,
instructional features are “elements of training devices that can improve training efficiency on
individual tasks.” (Sticha et al., 1990, p.17). They are a variety of tools and/or techniques that
instructors can use to support and implement the instructional strategies and tactics. Applied to
the experimental task, these concepts could be organized hierarchically, as shown in Figure 1.

10

Goal: Train Landing Zone Scouting Procedures

{

Instructional
features
implement these

Strategy:
Enable learner
elaborations

Strategy:
Provide cueing systems

Strategy:
Provide feedback

Tactic: Create
images

Tactic: Provide
graphics cues

Tactic: Provide
oral cues

Tactic: Provide
corrective feedback

Feature: Create
interactive VE
images

Feature: Provide
directional arrow

Feature: Provide
oral questions

Feature: Provide
automated after
action review

Figure 1. Conceptual relationships among instructional strategies, tactics, and features from the
previous experiment

Previous Experiment Results
Although the audio intervention appeared to be generally superior to the arrow intervention in
the Singer, et al. exploratory experiment, few significant effects were found. The researchers
hypothesized the reasons for this may include: (a) the feature itself did not cognitively assist as
anticipated, and/or; (b) the participants did not understand the intervention, and/or; (c) there were
experiment methodological weaknesses. In order to clarify and better understand the training
impact of these kinds of interventions in instructional virtual environments, the present
experiment was designed to replicate, improve, and extend that experiment.
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Present Experiment
As a follow-on to the Singer et al. (in preparation) study, the goals of the present experiment
were to (1) further strengthen the conceptual framework surrounding content augmentation
strategies (“instructional features” in their model); (2) replicate and extend the previous
experiment, and; (3) if possible, derive general training guidelines for the use of these strategies.

For the current study there were major additions to the conceptual framework, minor changes in
the experimental procedures and outcome measures, and a major addition to the analysis
procedure. In order to leverage insights and resources from the previous study, there were no
changes to the experimental tasks.

Conceptual Improvements
The researchers from the previous experiment made a contribution to the literature in that they
attempted to explicitly relate the instructional features of learning environments to instructional
strategies and tactics. There are at least 25 different classes of what is commonly known in the
military training community as instructional features (Sticha et al., 1990), including those which
make the trainer’s job easier but do not directly impact OSS generation. Only one of these automated cueing and coaching (implemented as semi-automated cueing and coaching by the
experimenter) – is the focus of the research in this paper. Therefore, the umbrella term
“instructional features” is not very useful when seeking the precise description of a precise
prescription necessary within the OSS Layers Model, and the term content augmentation
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strategies adopted to better relate these strategies to the increasingly more prominent augmented
reality and shareable content objects concepts.

Figure 2 shows a proposed OLM modification and extension of their framework when applied to
the current study. Simply put, a learning situation is defined as a specific learning environment
where an instructional goal is pursued under constraint. In order to attain the instructional goal,
the learning environment affords the generation of certain content objects (here, the interactive
VE scenarios) and the implementation of instructional strategies.

13

Figure 2. Conceptual relationships among the OLM components when applied to the present CAS experiment
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Within each strategy, certain instructional tactics are enabled which implement the strategy. The
content, defined as the sum total of the content objects (e.g., SCORM objects (Advanced
Distributed Learning, 2004)), can then be modified, or augmented, through content augmentation
strategies, which is the layer of focus of the present study. Implementing these content
augmentation strategies, content augmentation tactics control the generation of content
augmentation objects which have sensory attributes. For the previous and present VE
experiments, all the variables above and below the CAS layer were kept constant for every
participant and the impact of the various CASs on subtask effectiveness and efficiency was
examined.

Experimental Improvements
Several changes were made to the present experiment in order to build upon lessons learned and
extend the experiment with an additional CAS – text coaching.

First, the sensory attributes of the present arrow CAS from the previous experiment indicated
just the general direction of, but not the distance to, the error source (see Figure 3), and therefore
may not have localized the error source precisely enough to be useful to the participant.

15

Figure 3. Implementing the arrow CAS in an early prototype system

To remove some of this ambiguity, a different direction-indicating graphic cue CAS – present
lines - was designed and used for this experiment. Here, the location CAT in the field of view
consisted of converging cyan lines appearing in the foreground center bottom of the participant’s
field of view, with a changing orientation that always pointed toward the source of the error (see
Figure 4).
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Figure 4. Participant’s view of the arrow + text CAS in the experiment

Second, because it appeared many of the participants did not understand the gist of the thoughtprovoking questions being asked for the audio coaching condition, the form of the audio
coaching was changed from question-based to directive-based. Each directive had the following
format: (a) you have committed an error; (b) here is how to do it correctly, and; (c) do the task
activity again.
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Third, in order to mitigate any experimenter confounding during the audio coaching or arrow +
audio coaching strategies, the intervention was taped and played back rather than being spoken
live.

Fourth, it must be noted that the maximum time allowed in the VE experiments was limited to
twelve minutes to ensure minimal simulator sickness by the participants. Because of the 12minute mission time limit but no time limits on the subtasks, not all participants finished all
subtasks during the VE mission in the previous experiment. It was believed the failure to
advance to the latter phases of each time-limited mission may have affected the scores for those
phases, rather than reflecting the actual level of expertise for those activities. To mitigate this
effect for the current experiment, strict time limits were enforced for each of the three mission
phases.

Fifth, on the experimenter’s scenario control monitor during each mission, 5- and 50-meter
circles surrounded participant marks for bounding overwatch (BO) and observation/fire post
(OFP) positions. Landing zone (LZ) positions were surrounded by 7- and 50-meter circles (see
Figure 5) due to the unique nature of the proper LZ shape. These circles were not visible to the
participant during the VE missions, but were visible during the AAR of the mission. The circles
provided several advantages over the previous experiment. First, it enabled the experimenter to
make better judgments of distance-related errors and therefore better time the intervention during
the mission. Second, it provided more precise distance-related feedback to participants during the
AAR. Third, it enabled more precise post-mission scoring by the subject matter experts for
distance-related errors.
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Figure 5. Screenshot of the AAR system showing concentric distance circles around the
participant’s marks of Figure 4. Gaps in the circles are due to elevation differences.

Sixth, an additional independent variable was added to the experimental design - a window with
the appropriate oral directive message in text. Like the arrow CAS, the text window stimulus
appears on command in the field of view (see Figure 4 above for example) immediately after the
first error of each mission phase.
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It was hoped these changes would result in more significant interactions for the present
experiment than the previous experiment.

Hypotheses
This additional text coaching CAS independent variable resulted in a counterbalanced 2 x 3
factorial between-subjects experimental design (Table 1) (Gravetter & Forzano, 2003).

Table 1. The present CAS experimental design
Arrow Main Effect
Arrow No Arrow
Coaching Audio coaching strategy

n=10

n=10

Main

Text coaching strategy

n=10

n=10

Effect

No coaching strategy

n=10

n=10

There were ten randomly assigned participants in each of the six experimental CAS conditions:
no strategy, arrow, audio coaching, text coaching, arrow + audio coaching, and arrow + text
coaching.

In predicting the effects of these CASs prior to the experiment, the nearly-identical research of
the previous experiment and the literature review in Chapter Two led to the following
hypotheses.
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•

Hypothesis One: Participants receiving any augmentation will outperform those receiving
no strategy.

•

Hypothesis Two: For single augmentation conditions, participants receiving audio
coaching will outperform participants receiving text or arrow augmentation.

•

Hypothesis Three: For single augmentation conditions, participants receiving text
coaching will outperform participants receiving arrow augmentation.

•

Hypothesis Four: Participants receiving multiple augmentations will outperform
participants receiving a single augmentation.
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CHAPTER TWO: LITERATURE REVIEW
The central focus of this research is to test the effect of decreasing the cognitive load on an
increasingly information-loaded small unit leader by improving the training of other activities to
near-automatization. This training is achieved by augmenting the instructional VE to maximum
advantage. If augmenting the VE through CASs can assist in this training, the key research
questions to be answered are: under what conditions will they help, how much will they help,
and why do they help?

Wickens (2002) proposed a model to predict performance under dual task interference
conditions. This model proposes four categorical and dichotomous dimensions that account for
variance in time-sharing performance: processing stages, perceptual modalities, visual channels,
and processing codes. An analysis of the experimental VE subtasks within this model may help
predict the impact of CASs on learner performance and generate hypotheses to be tested during
the experiment.

In terms of processing stages, the experimental subtasks are similar and involve elements of all
three stages of the model: perception, cognition, and response. The participant must perceive the
environment, estimating distances and spatial relationships accurately. While keeping the goals
of the subtask in mind, they must have cognitive situational awareness and understanding by
correctly recalling and applying the rules of the subtask they had been trained on earlier. They
then must demonstrate this understanding with correct responses: painting a circle on the ground
and putting an X inside at the correct locations. The participants must demonstrate expertise to
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criteria for all three stages in the training in order to advance to the mission phase where the data
is collected. However, while the perception and response activities are relatively simple and
trained to near-automaticity, differences between participants may arise in the cognitive recall of
the subtask rules which must be kept in working memory during mission performance.

With regard to audio or visual perceptual modalities of the Wickens (2002) model, the subtasks
are almost exclusively visual. The only auditory stimuli generated in the VE were the sound of
the paint shots and a thud heard when the participant collided with an object in the environment.

In terms of focal or peripheral visual channels, the head mounted display enabled a relatively
narrow field of view; therefore, the visual channel used was nearly exclusively focal, rather than
ambient and peripheral, and was consistent across subtasks.

The processing code dimension defines the distinction between analogue/spatial processes and
categorical/symbolic (usually linguistic or verbal) processes, important because each depends on
separate resources. This dimension applies especially to conflicting resource demands in
responses. In this case, the experimental subtasks require the same response of physical position
marking, rather than talking about position marking, and therefore are analog/spatial in nature
and consistent across subtasks.

It appears then, that any differences in performance across CASs might be found at the
intersection of cognitive resources required (specifically working memory capacity (Miller,
1956)) for the subtasks and the additional resource load imposed by the various CASs. Baddely
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(2002) developed a model of working memory which contains the central executive with the
visuospatial sketchpad and the phonological loop. Components of the subtasks such as
interpreting the display, recalling the paper map mission, recalling the visuospatial subtask rules
and formulating navigational ideas all occupy the visuospatial sketchpad to the point where
capacity may be an issue for these subtasks. Further, working memory requires rehearsal in order
to maintain its contents. Therefore, the CASs may somehow overburden, interfere, promote, or
otherwise affect the capacity and rehearsal of the visuospatial sketchpad and subsequent subtask
performance.

Assuming this framework, hypotheses can now be generated about the effects of these CASs on
performance. Looking for an omnibus effect, we can hypothesize that any CAS will indeed
promote performance. Because additional relevant information is injected into the environment,
it is assumed that any feedback which increased the salience of stimuli important for rule recall
and application would be significantly superior to those control condition participants learning
only through practice (Boldovici, 1992).

Hypothesis One: Participants receiving any augmentation will outperform those receiving
no strategy.

Which strategy will be most helpful in increasing performance? In the previous experiment
which compared an arrow strategy to an audio coaching strategy, the audio coaching was
generally superior to the arrow strategy, and significantly so for the BO subtask. As the
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experimental situation will be nearly identical for the present experiment, it is reasonable to
assume the same effect in the present experiment.

Hypothesis Two: For single augmentation conditions, participants receiving audio
coaching will outperform participants receiving text or arrow augmentation.

To fully order the available strategies, the arrow and text coaching strategies need to be
compared as well. It is reasonable to conclude that the more specific feedback from text
coaching, though perhaps more distracting and time-consuming to read during the mission,
would overcome the less specific feedback from the arrow strategy and lead to Hypothesis
Three.

Hypothesis Three: For single augmentation conditions, participants receiving text
coaching will outperform participants receiving arrow augmentation.

For the arrow + audio coaching and arrow + text coaching strategy conditions, would these
separate cues in combination enhance each other synergistically or somehow negate each other?

Multiple channel communication involves the simultaneous presentations of stimuli through
different sensory channels. Moore, Burton & Myers’ (2004) review of the multiple channels
communications literature led them to conclude,
the overall evidence on the effectiveness of single-channel versus multiple-channel
presentations is confusing at best. The human information processing system appears to
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function as a multiple-channel system until the system capacity overloads. When the
system capacity is reached, the processing system seems to revert to a single-channel
system….Adding information channels does not enlarge the system….Conflicting
research results are also present concerning the use of redundant information presented
across two or more channels (p.998).

Cue summation theory (also known as audio-visual theory) is the general theory positing that the
more cues that are given through various communications channels, the more learning occurs
(Moore et al., 2004). For example, as long as the message is congruent between channels, it is
thought that the channels would reinforce each other. Hartman (1961) indicated that if audio and
visual messages were identical or closely related (in the present experiment the messages are
identical), they complement each other to form one thought and improve learning. Van
Mondfrans and Travers (1964), however, concluded that humans cannot receive more
information if exposed to two or more sources simultaneously than if exposed to just one source.
In reviewing the literature, Moore et al. conclude that cue summation theory may not be valid in
some contexts. With the cue summation literature being mixed and not knowing whether
multiple cues would help in the context of these subtasks and/or VEs, but was worth
investigating, it was hypothesized that these complementary cues would improve performance.

Hypothesis Four: Participants receiving multiple augmentations will outperform
participants receiving a single augmentation.
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CHAPTER THREE: METHODOLOGY

Participants

Sixty participants were recruited from the University of Central Florida student population, and
paid or given class credit for participation. A student randomly signed up online through the
university’s Department of Psychology website by selecting a time slot available. The average
age of participants was 19.9 years, and there were 40 males and 20 females.

Consistent with the previous experiment, the goal was to compare the effectiveness and
efficiency differences in learning based upon the different CAS used. An additional independent
variable was added to the experimental design - a window with the appropriate oral directive
message in text. Like the arrow and audio coachiing interventions, the text window appears on
command in the field of view immediately after the first error of each mission phase. Only the
first error received feedback in order to avoid the “crutch effect” (Boldovici, 1992), where
knowledge of results may actually reduce the trainer’s effectiveness in preparing the learner for
the operational situation. Similar approaches have proven successful in simulator-based flight
training (Skitka, Mosier, & Burdick, 2000; Loftin, Wang, Baffes, & Hua, 1992).

Upon arrival at the experiment location, participants were assigned to their group based on a
Latin squares random assignment scheme that counterbalanced experimental condition, scenario
order, and experimenter experience.
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Apparatus

Virtual Environment
The experiment required the use of a network of six personal computers for rendering VE
scenarios, one networked large screen plasma display for AAR administration, and one standalone personal computer for questionnaire administration. MotionStartm sensors were used to
track the participant’s physical movements, and Virtual Reality VR8tm head mounted displays
presented head-slaved, computer-generated, stereoscopic color imagery to the participants (see
Figure 6).

Figure 6. VE experimental apparatus
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Stereo sound for object collision, paintshot noises, and audio coaching were provided through
earphones attached to the HMD. The software was written by the Institute for Simulation and
Training using Performer, C++, and Java.

Two real-world environments were digitally modeled for interactive VE use: the Shugart-Gordon
Military Operations in Urban Terrain (MOUT) site at Ft. Polk, Louisiana, and the McKenna
MOUT site at Ft. Benning, Georgia. Each of these digital environments was slightly altered for
experimental use, and had two different starting points established. This allowed each
environment to be used twice in the four-scenario experimental series.

AAR Plasma Screen
After Action Reviews of the same error segments used during the mission were presented on a
42-inch plasma screen. Figure 5 above shows how these circles appeared.

Questionnaires
Questionnaires were administered before, during, and after the sequence of VE scenarios. All
questionnaires were implemented in a Microsoft Accesstm database on a stand alone personal
computer for ease of administration and analysis. The Biographical Questionnaire (Singer et al.,
2004, Appendix B) asked standard questions about participant characteristics and experience,
primarily with video games and virtual environments. The Simulator Sickness Questionnaire
(Kennedy, Lane, Berbaum, & Lilienthal, 1993, Appendix C), probes the level of motion sickness
symptoms. This allowed a continuous monitoring of the participant’s physical health during the
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experiment (see below). Other questionnaires include the Presence Questionnaire (PQ; Witmer
& Singer, 1998, Appendix D) and the Immersive Tendencies Questionnaire (ITQ, V4; Witmer &
Singer, 1994, Appendix E). The PQ addresses the participant’s level of self-perceived immersion
and involvement in a particular experience or episode, while the ITQ addresses the participant’s
general tendencies toward immersive environments and involvement.

Procedure

Experimental Procedure

The detailed Experimenter’s Protocol is presented in Appendix A and summarized here. Once
the participant entered the room, they received a verbal overview of the experiment. As is
required for ethical treatment of experimental participants, the purposes of the research were
explained to each participant and their questions were answered to their satisfaction. They then
viewed a 4-minute demonstration of a shortened VE mission on the AAR plasma display and
signed a standard experimental consent form.

Background information about the participants was then collected on the Biographical
Questionnaire (Appendix B).

Each participant was then trained to established criteria on the requisite VE and military tasks.
The training began with simple movement techniques in the VE, and the use of a virtual paint
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gun for marking placements in the VE. The U.S. Army rules and doctrine for movement, posting,
and selection of a helicopter landing zone were taught. Participants were also instructed on how
to read topographical maps, including interpreting the markings for roads, clearings, flowing
water, and other obstacles from the maps of the virtual databases. Participants were tested to an
established criterion on correct knowledge of features (Appendix C), and application of rules,
before being allowed to participate in the VE missions.

Each of the four missions contained three parts: mission paper map planning, mission execution
in the VE with the interventions, and mission after action review. First, the mission goal was
briefed to the participant, and a paper map of the exercise area was presented. The participant
was allowed 10 minutes to use the map for marking a platoon’s bounding overwatch (BO)
positions along a participant-chosen route to the participant-selected landing zone (LZ), also
marked on the map. With the goal of protecting the marked landing zone, the participant then
marked a required minimum of two observation/fire posts (OFPs). No instruction or feedback
was provided during the mission paper map portion of the mission. After completing an SSQ, the
participant entered the VE and moved through the scenario, ostensibly performing the same tasks
performed with the paper map. Participants were instructed that if the VE presented
characteristics that violated the instructed doctrine, they were to re-evaluate the situation and
mark an alternative BO path, LZ location, and/or OFP sites. During the VE mission the
appropriate CAS was injected in to the VE.

For the arrow CAS, the duration CAT (refer to Figure 2) consisted of the lines remaining in the
field of view until the participant shifted their gaze to within a 20-degree deviation from the
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target location for 2 seconds, whereupon the lines disappeared from view. Just prior to beginning
the mission the participant was advised, “You might be shown converging lines during the
exercise. They are there to help you by pointing out where performance could be improved.
Immediately notice where they converge, and consider whether you have done the last few
activities correctly. The lines should disappear after about two seconds.” If the participant did not
gaze in the manner in which they were instructed in order to remove the lines, the lines remained
in the field of view.

For the text or audio CASs, based upon common errors made during pilot testing, there were
twenty-three possible feedback directives which could be used by the experimenter (Figure 7).
The CAS objects were injected into the VE when the experimenter clicked on the appropriate
button (see Figure 8) immediately after the first error of each subtask phase.
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Figure 7. Coaching phrases for audio and text CASs
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Figure 8. Screenshot of experimenter's control screen

Six of these directives were administrative (e.g., “Please stop the Bounding Overwatch activity
and begin the Landing Zone placement phase of the mission.”). One concerned general
environmental inspection and could be invoked at any time, three concerned the Bounding
Overwatch subtask, eight concerned the Landing Zone placement subtask, and five concerned
the Observation Fire Post subtask. The CATs for the audio CASs consisted of a prerecording of
the voice of the experimenter and were played once over the VE surround sound system at a
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consistent volume. These same words were presented in the text condition and during the AAR
in response to the identical first errors.

The sensory attributes for the text CAS consisted of Times font, black on white background, and
appeared in the foreground center bottom of the field of view. There was a maximum of five
lines and 218 characters in a trapezoidal arrangement (in order to ensure visibility in the head
mounted display) in a rectangular text box which overlayed the VE images for twelve seconds
(arbitrarily set through user testing). An example of the text CAS is shown in Figure 4 above.

The provide cue combinations instructional tactic was implemented by the arrow lines being
presented first followed immediately by the audio coaching or text coaching CAS.

In terms of the timing CAT, all CASs were presented when the experimenter clicked on the
labeled button representing that directive on the experimenter’s control monitor (see Figure 8)
upon commission of the first error in each subtask phase.

During the mission, participants in the control condition could only receive administrative
directives, delivered orally. They received the same AAR feedback as the intervention groups.

After exiting the VE, the participant completed another SSQ (monitoring for any debilitating
effects of VE exposure), and an AAR of approximately five minutes duration was provided.
During the AAR the same feedback messages which were presented during the mission were
examined. That is, the 5-10 second mission segment containing the error was replayed and then,
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in accordance with (Bailey, 1982) and Army training doctrine, the participant was prompted to:
(a) state what the error was; (b) why it occurred, and; (c) what could be done to correct it. Each
of the three mission segments contained one AAR feedback message. If no error was made
during a phase, a segment was shown and their actions were affirmed. Members of the control
group received no feedback messages during the mission, but experienced the same AAR
feedback process afterwards.

Each participant proceeded through four map and VE missions during the experiment, with the
scenarios being presented in counter-balanced order. The counter-balancing scheme presented
each of the two modeled environments non-sequentially, each with two different starting points.
This counter-balancing produced eight unique sequences, which formed the basis for the
minimal number of participants in each of the six conditions, with two opposite sequences
repeated. For all participants, the fourth mission was the no-intervention test mission. No AAR
was administered after the test mission. After the VE training and the first and last mission the
participant completed a Presence Questionnaire. The participant was then debriefed and kept
onsite for at least 20 minutes after the final mission, and given a delayed SSQ at the end of the
20 minutes to ensure that there were no lingering effects from the VE experience.

Outcome Measurement Procedure
The VE system recorded events every second. Total mission time recording began when the
participant was told to begin the mission and recording ended when the participant indicated that
he was finished, or the experimenter enforced the twelve minute time limit. Because there was
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inevitable lag time at both the beginning and end of every session, performance time was
measured from the time of first mark (usually a BO mark) until the time of the last mark made
(almost always an OFP mark). Data reduction software routines were used to automatically
determine subtask time intervals based upon the marks made.

Task performance was generated by rating the correct application of appropriate rules for the
different aspects of each subtask. Bounding Overwatch positions were scored based on the
summed and averaged ratings for spacing distance, cover and concealment, and overlapping
fields of fire from the previous marked position. Helicopter Landing Zone positions were scored
on the summed and averaged ratings for clearance from obstacles, proximity to village center,
and the correctness of size and shape. Observation Fire Post positions were scored on the
summed and averaged ratings for observation clarity, cover and concealment, and landing zone
coverage. Three Experimenter/Subject Matter Experts (SMEs) independently scored each
mission by reviewing common digital snapshots of critical mission events from the AAR file and
recording their point ratings on a Microsoft Excel spreadsheet (Figure 9).
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Figure 9. A portion of the SME scoring spreadsheet

Inter-rater reliability (α) for the ratings on the test (fourth) mission subtasks averaged .89, which
was deemed acceptable.

The effectiveness outcome was the averaged task performance score for each subtask. Timeefficiency was calculated by dividing the subtask performance score by the subtask time (in
seconds) which yielded a points/second efficiency measure.
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CHAPTER FOUR: FINDINGS
Two complementary analytical approaches - inferential statistics and decision analysis - were
used to analyze the effects of CASs in the instructional environment.

Inferential Statistics Approach

Data Screening
Prior to analysis, effectiveness and efficiency measures for the test mission subtasks were
examined through various SPSS programs for accuracy of data entry, missing values, and fit
between their distributions and the assumptions of multivariate analysis. One response could not
be scored and was replaced with the mean of its experimental group Tabachnick & Fidell (2001).
To reduce extreme skewness and kurtosis, data were reflected, transformed, and outliers adjusted
according to the following procedures as recommended in Tabachnick & Fidell (2001). First, the
negatively-skewed effectiveness measures for the three subtasks were reflected (each value was
subtracted from the maximum value plus one) in order to obtain positive skewness. To obtain
greater normality for the six outcome measures, four measures were logarithmically transformed
and two were square root transformed. In order to reduce the confounding impact of outliers
while retaining the greatest amount of information, outlying values (defined as more than 1.5
standard deviations from the group mean) were adjusted, rather than deleted, by changing them
to one interval less than, or greater than, the next closest value. For example, a case with an
outlier value of .161 for BO efficiency was adjusted downward to a value of .132, as the next
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highest score in the distribution was .131. Using this technique, the BO effectiveness measure
required no adjustments, BO efficiency required five, LZ effectiveness required two, LZ
efficiency required two, OFP effectiveness required one, and OFP efficiency required five
adjustments.

Statistical Analysis
After screening the data, a 2 x 3 between-subjects multivariate analysis of variance (MANOVA)
was performed on six dependent variables: BO effectiveness, BO efficiency, LZ effectiveness,
LZ efficiency, OFP effectiveness, and OFP efficiency. Independent variables were the six
content augmentation strategies: no strategy, arrow, audio coaching, text coaching, arrow + audio
coaching, and arrow + text coaching.

SPSS MANOVA found no significant main effects, although there was a near-significant main
effect for arrow for the OFP efficiency measure, F(1, 54) = 3.89, p = .054. In planned pairwise
comparisons there were two significant findings. Audio coaching was significantly different
from text for the LZ effectiveness measure at a level of .045, and audio coaching was
significantly different from no strategy for the LZ efficiency measure at a level of .042. As audio
coaching is the factor that is consistent between these comparisons, audio coaching would appear
to have an effect on performance. To investigate these relationships further, planned comparison
t-tests for unequal groups were then conducted, at the risk of increased probability of Type II
error. Because this research was exploratory and design-oriented, rather than explanatory,
hypotheses were tested at the .05 and .10 levels of significance (Goldiez, 2004).
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Hypothesis One: Participants receiving any content augmentation strategy will outperform
controls. A significant difference was found for LZ efficiency (t (58) = 1.971, p=.027) for those
receiving any strategy compared to the control group which did not receive a strategy. More
specifically, significant differences for LZ efficiency were found for those receiving the audio
strategy (t (18) = 2.444, p=.013) and the arrow + audio strategy (t (18) = 2.752, p=.007)
compared to those in the control group. Significant differences for LZ effectiveness were found
for those receiving the arrow strategy (t (18) = -2.206, p=.021), the audio strategy (t (18) = 1.623, p=.061), and the arrow + audio strategy (t (18) = -1.378, p=.093) compared to those in the
control group. Figures 10-12 and Tables 2-4 characterize these comparisons. Note that for
effectiveness measures the lower score is better due to data reflection.
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Figure 10. Boxplot of Hypothesis 1 (H1) LZ efficiency overall comparison

Table 2. H1 LZ efficiency overall comparison
Efficiency

Mean

Std. Dev.

Sample Size

Strategy Used

.071

.028

50

No Strategy

.052

.019

10
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Figure 11. Boxplot of H1 LZ effectiveness individual comparisons

Table 3. H1 LZ effectiveness individual comparisons
Effectiveness

Mean

Std. Dev.

Sample Size

Arrow

2.64

.346

10

Audio coaching

2.61

.830

10

Arrow + Audio coaching

2.70

.807

10

No Strategy

3.15

.646

10
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Figure 12. Boxplot of H1 LZ efficiency individual comparisons
Table 4. H1 LZ efficiency individual comparisons
Efficiency

Mean

Std. Dev.

Sample Size

Audio coaching

.076

.023

10

Arrow + Audio coaching

.078

.021

10

No Strategy

.052

.019

10

Hypothesis Two: For single content augmentation strategy conditions, participants receiving
audio coaching will outperform participants receiving text or arrow content augmentation
strategy. Significant differences were found for LZ effectiveness (t(18) = -1.560, p=.068) and
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OFP efficiency (t(18) = 1.504, p=.075) for those receiving the audio strategy compared to those
receiving the text strategy. Significant differences were also found for BO efficiency (t(18) =
1.449, p=.082) and OFP efficiency (t(11.715) = 1.656, p=.062) for those receiving the audio
strategy compared to those receiving the arrow strategy. Figures 13-15 and Tables 5-7
characterize these comparisons.

Figure 13. Boxplot of H2 LZ effectiveness individual comparisons
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Table 5. H2 LZ effectiveness individual comparison
Effectiveness

Mean

Std. Dev.

Sample Size

Audio coaching

2.61

.830

10

Text coaching

3.18

.796

10

Figure 14. Boxplot of H2 BO efficiency individual comparisons
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Table 6. H2 BO efficiency individual comparisons
Efficiency

Mean

Std. Dev.

Sample Size

Audio coaching

.066

.012

10

Arrow

.056

.016

10

Figure 15. Boxplot of H2 OFP efficiency individual comparisons
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Table 7. H2 OFP efficiency individual comparisons
Efficiency

Mean

Std. Dev.

Sample Size

Audio coaching

.106

.063

10

Arrow

.071

.025

10

Text coaching

.067

.051

10

Hypothesis Three: For single content augmentation strategy conditions, participants receiving
text coaching strategy will outperform participants receiving arrow content augmentation
strategy. No significant differences were found.

Hypothesis Four: Participants receiving multiple content augmentation strategies will outperform
participants receiving a single content augmentation strategy. No significant differences were
found.

Table 8 summarizes the results of the t-tests for the statistical analysis.
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Table 8. Summary of significant p values for the planned comparison t-tests

Hypothesis
1. Any outperforms controls
Arrow – No strategy
Audio – No strategy
Arrow + audio – No strategy
2. Audio outperforms text or arrow
Audio – Text
Audio – Arrow
3. Text outperforms arrow
4. Multiples outperform singles

Bounding
Overwatch
Effect. Effic.

Landing Zone
Effect.
.021
.061
.093

Effic.
.027

Observation
Fire Post
Effect. Effic.

.013
.007

.068
.082

.075
.062

Decision Analysis Approach

Although not the focus of this research, developing an analytical approach to complement the
existing intuitive approach to instructional design decision making may result in better
instructional design decisions and better learner performance than using the statistical approach
alone. As Winn expressed it (1993, p.119), “The most important role for psychological research
and theory in [instructional] message design is to furnish analytical tools, not to provide cut-anddried recipes for design”. Further, only through considering general principles found in the
perception and cognition research literature can designers “cultivate an understanding of the
processes by means of which people learn…..There is simply no other way message designers
can learn their business, or that message design can be done”. Indirectly, true to Naturalistic
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Decision Making theory (Klein, 2003), Winn is recognizing the need for both analysis and
intuition in making instructional design decisions.

Sorting through the constellation of alternatives available in generating the optimal learning
environment is a daunting task. These instructional design decisions are hard decisions in that
they are complex, deal with uncertainty, have multiple conflicting objectives, and have multiple
perspectives. Mollaghasemi and Pet-Edwards (1997) discussed multiple criteria decision analysis
methods such as multiattribute attribute utility theory (MAUT) for comparing alternatives across
several criteria, and may be a tool useful to instructional designers. In the present experiment
there were two outcomes (attributes), effectiveness and efficiency. MAUT, aided by simulation
for uncertainty management, may be an appropriate decision analysis method for the analyzing
the experimental data.

MAUT can be used when the following summarized and experimentally-applied assumptions for
expected utility are met (Clemen & Reilly, 2001)(Clemen, 2001):
1. Ordering and transitivity – the decision maker (DM) must be able to articulate
logically ordered outcome preferences. Here, the trainer DM could articulate
preferences between effectiveness and efficiency using ratios through the weighting
factor.
2. Reduction of compound uncertain events – reducing complex events would not affect
the DM’s preferences. The one CAS decision required is a simple one. There is no
need for reduction, so this assumption is met.
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3. Continuity – a reference gamble can be constructed with some probability for which
the DM will be indifferent. Because the trainer DM should seek to make the best
strategy decision for the learner, and not the trainer, this assumption is met.
4. Substitutability – events of equal value can be substituted for each other. Only two
simple outcomes are of interest here, so this assumption is met.
5. Monotonicity – the DM prefers the reference gamble with the higher probability of
winning the preferred outcome. As the outcomes are trainer determined, the
probability of using the recommendation is certain, so this assumption is met.
6. Invariance – payoffs alone always determine decisions. The CAS with the highest
expected utility (i.e., payoff) will constitute the recommendation.
7. Finiteness – no consequences are considered infinitely bad or infinitely good. The
trainer should recognize that using the recommended CAS never guarantees goal
success, only a higher probability of success based upon what is currently known.
This assumption is met.
8. Mutual preferential independence – one attribute is preferentially independent of
another if preferences for specific outcomes of one do not depend on the outcome
level of the other attribute. The CAS preference ratios are determined by the trainer
through the weighting factor and are assumed constant.
9. Utility independence - one attribute is preferentially independent of another if
preferences for uncertain values of one do not depend on the level of the other
attribute. In this analysis, a risk neutral CAS utility function was assumed, so this
assumption is met.
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An automated decision analysis tool was sought which could conduct the DA analysis on the
CAS data. The Palisades Software DecisionTools Suite (Industrial Edition), a commerciallyavailable add-in to MS Excel, was chosen to implement this simulation-aided MAUT approach
to optimal CAS determination. The different modules of the suite perform the necessary DA
steps.

The DA approach taken for the three subtasks was an approach similar to military course of
action analysis (Falzon, Zang, and Davies, 2000) or system configuration design alternatives
(Law & Kelton, 2000). The approach is detailed in Appendix J and summarized here.

First, in order to have a basis of comparison with the qualitatively and quantitatively different
outcomes measures (effectiveness in points and efficiency in points/second), z scores were
calculated. Second, the subtask decision trees were constructed in the PrecisionTree module.
Third, the @Risk module was used to model the uncertainty necessary to build a requisite
decision model. Fourth, the RiskOptimizer module was used to optimize the risk neutral additive
utility function (Equation 1) by stochastically simulating the underlying uncertainty model.

m

U(x1,…, xm) =

∑ k U (x )
i

i

i

(1)

i =1

Here,

U(Effectiveness, Time Efficiency) = kEU(Effectiveness) + kIU(Time Efficiency) (2)
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Once the expected utility values of the CAS branches had been determined through the modeling
and simulation of the uncertainty in the subtask measures, PrecisionTree marked the winner of
the competition for each subtask by marking that branch with “TRUE” and the others with
“FALSE” (see Figures 16-18 for the LZ CAS exemplar).
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Figure 16. LZ CAS decision after optimization simulation with kE = 1.0. Note the highest end
node expected utility value which determined audio coaching as the CAS winner.
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Figure 17. LZ CAS decision after updating of optimization simulation with kI = 1.0.
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Figure 18. LZ CAS decision after recalculating utility with arbitrary kE = .67 and kI = .33

This procedure was used identically for all three subtasks. It must be noted that a “brute force”
method was used with these simulations in the interest of being as correct as possible by
maximizing variability at the expense of finesse. That is, normal procedures in simulation
construction such as sensitivity analysis, variable reduction techniques, and genetic algorithm
fine tuning were not conducted.
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It is also important to recognize that the simulation model has not been validated. However, one
statistician (L. Malone, personal communication, November 1, 2005) has compared the DA
approach to the statistical approach this way:

Most people incorrectly try to use parametric tests on rating data …created to evaluate
instructional design. Many times, whether using this incorrect approach or using
nonparametric statistics, one is unable to show statistical differences at the traditional .05
level of significance. This is most likely due to the small sample sizes and/or the
variability of the data. The [DA] approach taken … is unique and mathematically correct.
While quantifying the evaluation … the data [is used] as weights in a decision analysis
approach to picking the best design. This has two distinct advantages, namely it provides
an objective, numerical approach to evaluating instructional design and is mathematically
valid.

Therefore, assuming model validity, Table 9 summarizes the results of the CAS decisions for the
subtasks for effectiveness only (kE =1.0), efficiency only (kI =1.0), and an arbitrary multiattribute
utility scenario where the trainer considers effectiveness twice as important as efficiency (kE
=.67, kI =.33). The ability to easily conduct such tradeoff analyses is an advantage of the DA
approach.
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Table 9. Training guideline recommendations from the DA approach
Training Guidelines

DA Simulation
(k(E or I) =1.0)
DA Simulation
(kE =.67, kI =.33)

Bounding
Overwatch
Effect.
Effic.
Audio
Audio

Landing Zone
Effect.
Audio

Audio

Effic.
Arrow + audio

Audio

59

Observation Fire
Post
Effect.
Effic.
Audio
Audio

Audio

CHAPTER FIVE: CONCLUSIONS

The goals of this research were to: (1) strengthen the conceptual framework surrounding content
augmentation strategies; (2) replicate and extend a previous content augmentation strategy
experiment, and; (3) if possible, derive general training guidelines for the use of these strategies.
These goals were met. First, the OSS Layers Model provides a more logical and comprehensive
instructional design framework for studying content augmentation strategies than the previous
experiment and is instantiated in this research. Second, the previous CAS experiment was
successfully replicated and extended. The third goal is addressed below.

Discussion

Table 10 summarizes the results of the two analyses of the experiment and the training system
guideline recommendations which flow logically from the analyses.
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Table 10. Summary of the significant effects (p values) of content augmentation strategies with consequent training guideline
recommendations

Hypothesis
1. Any outperforms controls
Arrow – No strategy
Audio – No strategy
Arrow + audio – No strategy
2. Audio outperforms text or arrow
Audio – Text

Audio – Arrow

Bounding
Overwatch
Effect. Effic.

Landing Zone
Effect.

.021
.061
.093

Effic.
.027

Observation
Fire Post
Effect. Effic.

.013
.007

.068

.075

.082

.062

3. Text outperforms arrow
4. Multiples outperform singles
Training Guidelines
Inferential Statistics (α= .05)
Inferential Statistics (α= .10)
DA Simulation (kE or kI =1.0)
DA Simulation (kE =.67, kI = .33)

None
None
None
Audio
Audio Audio
Audio

Arrow
Arrow
Audio

.
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Hypothesis
Interpretation
(α= .05)
(α= .10)
Supported

Arrow + audio
Arrow + audio
Arrow + audio
Audio

None
None
None
Audio
Audio Audio
Audio

Not
supported
Not
supported
Not
supported
Not
supported

Supported
Supported
Not
supported
Not
supported

Several patterns emerge from examining these data:
1. CASs may significantly affect learner performance.
2. CAS effects appear to be task dependent. Here, they clearly seemed to have the
greatest effect on the LZ subtask, then the OFP subtask, then the BO subtask.
Arguably, the subtasks can be ranked similarly in terms of difficulty.
3. CASs seem to improve efficiency more than effectiveness. This implies an influence
on time to perform a task.
4. The audio strategy appeared to be the most beneficial single strategy.
5. The arrow strategy which significantly benefited LZ effectiveness seemed to interact
with the significant beneficial effects of the audio strategy for LZ efficiency to
produce a strong significant effect for the arrow + audio LZ efficiency measure.
6. The level of trainer risk in accepting the probability of committing a Type I error (α)
is a factor in determining the recommendations using the statistical approach. Both
the BO and OFP efficiency recommendations changed from none at .05 to audio
coaching at .10.
7. The DA approach results compare favorably with, and may be superior to, the
statistical approach results. As Clark (1983) points out, discovering what works is
different than determining why it works. Whereas the cognitive scientist may be
concerned with why certain stimuli impact learning performance, the instructional
designer needs only to know which strategy is optimal. The rigorous cognitive
scientist, under the Hippocratic caution of “first, do no harm”, might be comfortable
making only those recommendations at the .05 level of significance and possibly miss
helpful training recommendations. The instructional designer, using the definition of
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the OSS, would be comfortable recommending that CAS which represents the highest
probability of goal success under constraint. The designer might be especially
confident in this experimental case where the performance results of a control “No
strategy” group are known and inferior. Although the trainer may not know why,
using the DA approach may result in better performance.

Although this research was exploratory and design oriented, attempting to explain the results,
although challenging, may be useful for future research.

First, the greater number of significant results compared to the previous experiment may be due
to better procedural discipline such as recorded coaching messages and time limit enforcement,
but it may also be due to the form of the coaching/feedback. Romiszowski concluded “In
general, [knowledge of performance] feedback is more effective when it transmits more
complete information.” (Romiszowski, 1993). This may explain why the clear and extensive
“Here is your error, here’s what you should have done, do it again” directive feedback (e.g.,
“There is an obstacle within the Landing Zone. A Landing Zone requires a clear 100x50 meter
area. Move the Landing Zone.”) appeared to get better results than the more ambiguous and
simpler interrogative feedback (e.g., “Does this LZ provide the appropriate clearance?”) from the
previous experiment.

Second, the spread of significant interactions amongst the subtasks may be explained by
cognitive load theory. Boldovici (1992, p.7) posited that “adaptive (salience altering) techniques
will be effective only with tasks that are difficult to learn”. Careful examination of the
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Participant’s Training Manual (Appendix B), error messages (Figure 7), and scoring criteria
(Figure 9) reveal an interesting pattern. For the BO subtask, there were arguably three primary
rules trained, three CAS feedback messages about the rules available to the experimenter and
three criteria scored; respectively seven, seven, and eight for the LZ subtask, and; three, five, and
three for the OFP subtask. As shown in Table 10, there was one significant interaction for the
BO subtask, seven for the LZ subtask, and two for the OFP subtask. Thus, the number of
significant interactions is approximately proportional to the number of rules required to be
learned and recalled, subsequently reinforced, and scored. It could be argued, therefore, that the
LZ task was the most complex and difficult, followed by the OFP subtask, then the BO, and that
the learner benefited from the CASs proportionately. Apparently, the greater the cognitive load
required, the greater the benefit from the CAS. This supports Boldovici’s hypothesis. Further, the
LZ task may have benefited much more than the others because the number of rules required to
recall and apply was much greater, and may even have approached or exceeded working memory
capacity.

It may be that other geospatial soldier tasks from the Jacobs et al. (1994) study can be similarly
analyzed for the number of rules required for successful learning and application. For those tasks
that can be trained in VEs, the ones requiring the greatest number of doctrinal rules may be the
best candidates for CAS use. For example, learning observational route planning, field artillery
calls-for-fire, and intelligence gathering scouting missions may be aided significantly by CASs,
depending on their difficulty as measured by the number of rules required to recall and apply.
Further task analysis research on these tasks is recommended.
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Third, the general dominance of the audio strategy could be explained by same channel sensory
overload. “When the eyes are actively in use tracking some naturally-occurring action feedback,
it is better to avoid the introduction of other visually perceived feedback. A bell or buzzer may
be used to alert the learner of some off-target condition without drawing attention away from the
principle control activities of the task” (Romiszowski, 1993). Likewise, Bailey (1982, p.326)
concluded, “Speech may be preferred when the message calls for immediate action, vision is
already overburdened, or the job requires the user to move about continually.” These were
characteristics of all the geospatial subtasks and so the audio strategy may have further burdened
the visual channel the least.

Training System Recommendations

In summary, for instructional VE systems designed for similar guided learning situations - tasks,
learners, time constraints, and disregarding economic constraints - the following
recommendations are made:


The ability to implement the audio and arrow content augmentation strategies,
individually and simultaneously, should be required in virtual environment training
systems.



These content augmentation strategies should be implementable by level of acceptable
trainer risk, task, and outcome measure.



Until the promising decision analysis approach has been properly validated, the following
CAS training guidelines from the statistical analysis should be used:
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1. IF the level of acceptable trainer risk (probability these data are due to chance)
≤ .05 THEN
A. IF the task approximates landing zone emplacement AND the measure is
effectiveness, THEN implement the arrow content augmentation strategy
B. IF the task approximates landing zone emplacement AND the measure is
efficiency, THEN implement the arrow + audio content augmentation
strategy
C. ELSE do not implement a content augmentation strategy
2. IF the level of acceptable trainer risk ≤ .10 THEN
A. IF the task approximates bounding overwatch position emplacement AND
the measure is efficiency, THEN implement the audio content
augmentation strategy
B. IF the task approximates landing zone emplacement AND the measure is
effectiveness, THEN implement the arrow content augmentation strategy
C. IF the task approximates landing zone emplacement AND the measure is
efficiency, THEN implement the arrow + audio content augmentation
strategy
D. IF the task approximates observation fire post emplacement AND the
measure is efficiency, THEN implement the audio content augmentation
strategy
E. ELSE do not implement a content augmentation strategy.


This line of research should continue.
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Recommendations for Future Research

Experimental Recommendations

The methodological changes from the previous experiment (e.g., increased number of
participants, 1 experimenter rather than 2, recorded coaching, more precise arrow, etc.) seemed
to benefit the present experiment (i.e., produced more significant effects). Additional
improvements for future experimental research should be considered:
1. The arrow shape needs to wider at the base in order to mitigate confusion about which
end constituted “convergence” on the error source. Several participants followed the
wrong end of the arrow in the early missions.
2. Consider using a simultaneous “audio + text” CAS for “between-channel redundancy”
(Winn, 1993), although the literature is mixed on this intervention. For example,
Hannafin (1993, p. 193) concluded, “Dual coding is ineffective when both sources of
information employ identical coding mechanisms. Identical presentation of words in
sound and text, for example, should be avoided.”
3. Consider using multiple raters for all missions, not just the test mission. Learning curves
over time could be generated and further insights revealed.
4. Less structured tasks should be investigated.
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A Framework for Future Research

The OLM framework introduced in Chapter One is itself framed and expanded in this section.

A Unified Framework for Guided Learning

Guiding the learning of others is an old and noble human activity. The foundational premise
behind such efforts is that artificial guided learning is better than naturally occurring trial-anderror learning. By “better” we usually mean learning that is more effective, more efficient, with
better retention, transfer, and appeal. However, “Most environments are not structured to
promote appropriate interactions which will efficiently and effectively engage the learner’s
fundamental learning mechanisms. Instruction is the science and technology of determining how
to ‘design’ effective learning environments” (Merrill, 2002). We look to the expertise of
educators and trainers to obtain these outcomes from learners through this rational process of
instructional design and its implementation in optimal learning environments. Yet Reeves (2000)
notes that “Decades of …instructional …research …have provided an insufficient foundation of
theory and principles to guide practice, especially in K-12 schools, higher education, business
training, or any other learning context.” Even though guided learning is the second largest
industry in the United States and the resultant knowledge a key factor in an individual’s income
(Greenspan, 2004) and quality of life, a strong analytical foundation for the logic of guided
learning, and hence the design of optimal learning environments, has yet to be constructed. The
result is suboptimal learning environments and unfulfilled learner potential.
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One goal of this paper is to conceptually strengthen the study of CASs by comprehensively
situating the effects of content augmentation strategies in instructional virtual environments
within a unified logical framework. Framing is selecting “some aspects of a perceived reality” to
enhance their salience “in such a way as to “promote a particular problem definition, causal
interpretation, moral evaluation and/or treatment recommendation.” (Entman, 1993) Frames can
help process vast amounts of information by selecting and prioritizing, they help audiences
“locate, perceive, identify, and label” the flow of information around them (Goffman, 1974). For
learning theories, frameworks are bold, general sets of constructs that define the important
aspects of cognition. They are insufficiently specified to enable predictions to be derived from
them, and are descriptive in nature. In the spirit of learning theory frameworks, the following key
constructs comprising this guided learning problem definition are proposed:
1. There are two kinds of learning: naturally-occurring trial-and-error learning and
artificial, human-contrived, intentional, guided learning. Other terms expressing the
idea of guided learning are education, training, mentoring, tutoring, computer assisted
instruction, and many others. For this paper, the entities that conduct these activities,
and/or the design of these activities, are referred to as learning guides.
2. All learning is environmentally mediated. For the purposes of this paper, the
environment is defined as that which generates sensory stimuli. Therefore,
instructional systems researchers strive to identify “the extent to which various
arrangements and characteristics of stimuli promote learning” (Boldovici, 1992).
Environmental mediation of learning may be necessary until technology advances to
the point where we can, say, swallow a knowledge pill or directly download
knowledge from a computer into the learner.
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3. The over-arching goal of the entire guided learning enterprise is the generation of the
optimal stimulus set for learning goals (OSSL). That is, all subgoals, resources,
concepts and methodologies directly or indirectly serve this goal. The OSSL is the
optimization of the sum total of all sensation contained in the (conscious, for this
paper) sensory channels operating under the real-world constraints of any guided
learning situation. The concept implicitly assumes that there really is “one best way”
to conduct education and training in any situation – that there is only one solution
“out there”, waiting to be discovered. Because generating the OSSL is the best
learning guides can do, it is what they should strive to do. As one educator expressed
this idea more generally, “No matter what professional position we may hold…we all
have the same goals when it comes to the education of the students we serve. We
want to create optimal environments for learning.” (Christison, 1997)
4. Except for fully automated learning environments, OSSL determination should always
be a combination of intuition and analysis. According to Naturalistic Decision
Making (NDM) theory (Klein, 2003), when people make decisions from information,
“Intuition and analysis/metrics are not conflicting and incompatible forces. Neither is
sufficient—both are necessary. Our job is to find ways to synthesize both of them in
order to transcend each one.” In other words, building a stronger analytical
foundation to complement the existing intuitive approach to instructional design
should result in higher quality instructional design decisions. Expressed
mathematically:

OSSL = intuitive component (OSSI) + analytic component (OSSA)
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(3)

A Unified Field Theory of Guided Learning

Frameworks can be elaborated, by the addition of assumptions, to make them into theories that
can then generate predictions. In physics, the unified field theory is:
the long-sought means of tying together all known phenomena to explain the nature and
behavior of all matter and energy in existence. In physics, a field refers to an area under
the influence of some force, such as gravity or electricity, for example. A unified field
theory would reconcile seemingly incompatible aspects of various field theories to create
a single comprehensive set of equations. Such a theory could potentially unlock all the
secrets of nature and make a myriad of wonders possible, including such benefits as time
travel and an inexhaustible source of clean energy, among many others (Saviour, 2005).

Likewise, a valid unified field theory of guided learning should subsume all other theories
related to the guided learning phenomenon. Like the unified field theory of physics, guided
learning researchers should seek to create a single comprehensive set of equations for descriptive
purposes. They can then use those equations to answer important questions, such as predicting
the outcomes of various instructional interventions. Perhaps then it may be possible to
“potentially unlock all the secrets” of guided learning.

Unlike the theoretical descriptive unified field theory of physics which will always be true,
however, any prescriptive unified field theory of guided learning equations may only be
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situationally true. It is unlikely that prescriptive guided learning will discover “laws” or
equations that will be optimal in every situation. For example, the knowledge base from which
prescriptions will be made should be constantly changing as knowledge about learning and
instructional design accumulates. Variable values within learner models, goal models, and
resource models will change over time as well. So too will methodologies which will use
existing knowledge to determine the OSSL. The OSSL process should yield the optimal solution
for that situation, and the likelihood of ever having identical situations, assuming reasonably
complex models, will be small indeed.

There have been discussions about the need for such a unified field theory (Duchastel, 1998).
However, a candidate has apparently not emerged. First Principles of Instructional (Merrill,
2002) appear to prescribe a superset of principles from the scores of instructional design theories
and models extant (Ryder, 2005) and may be the closest existing idea to the unified field theory
of guided learning concept.
Principle 1-Problem-centered: Learning is promoted when learners are engaged in
solving real-world problems.
Principle 2-Activation: Learning is promoted when relevant previous experience is
activated.
Principle 3-Demonstration (Show me): Learning is promoted when the instruction
demonstrates what is to be learned rather than merely telling information
about what is to be learned.
Principle 4-Application (Let me): Learning is promoted when learners are required to use
their new knowledge or skill to solve problems.
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Principle 5-Integration: Learning is promoted when learners are encouraged to integrate
(transfer) the new knowledge or skill into their everyday life.

However, these proposed principles, while probably true, are based upon the experienced
intuitive synthesis of one recognized expert in the field and have no direct mathematical
foundation. What is needed is visible, inspectable, analytical knowledge to complement this tacit,
intuitive knowledge.

Inherent in the guided learning principles of the unified framework is that there is one best way
(ties can be broken through lotteries) to conduct guided learning. At its scientific best, the
analytic component of instructional design decision making (OSSA) is always a mathematical
function of the guided learning situation as shown in Equation 4.

OSSA = f (guided learning situation)

(4)

A model is a set of assumptions which usually takes the form of mathematical or logical
relationships (Law & Kelton, 2000). Although an omniscient deity would completely understand
how things work, models of phenomena are the best humans can do. Therefore, in order to obtain
the minimal guided learning outcomes of effectiveness (learner model performance/goal model),
efficiency (effectiveness/time model or effectiveness/economic model), retention
(effectiveness/extended time model), transfer (effectiveness/new goal model), and appeal
(learner model affective measure), I argue the assumptions of a learner model, a goal model, an
economic model, and a time model will always be required. These forces are always influencing
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instructional design in any guided learning situation, even if not explicitly modeled. Therefore, a
minimal “model of models” for any guided learning situation is the Unified Field Theory of
Guided Learning:

OSSL model = OSSI + f (learner model, goal model, time model, economic model)

(5)

An instructional designer can make each constituent model as simple or complex as necessary
for the problem being addressed. For example, within the learner model would reside a learning
theory submodel within which a working memory sub- submodel would reside. A good
comprehensive instructional design theory will always explicitly recognize the influence of these
forces on instructional design decisions and, at its most precise, the result of the intersection of
these influences will be mathematically expressed.

The OSS Layers Model (OLM)

The OSSL model is determined and implemented through implicit (OSSI) and/or explicit (OSSA)
instructional design models. Although there are scores of instructional design theories for various
pieces of the unified framework and unified field theory posited above, there appears to be no
instructional design theory which comprehensively addresses these omnipresent forces and none
which has a mathematical foundation. Therefore, one must be constructed.

The OSS Layers Model (OLM) introduced earlier is proposed as an instructional design model
that meets these requirements and has the characteristics of an instructional design theory
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(Reigeluth, 1999; see Chapter One above). According to this model, the instructional designer
must make analytically optimal design decisions with regard to the following logical layers in the
following sequence:
Layer 1. Learning environment (also a physical layer). The learning environment is
defined as that which generates sensory stimuli for learning goals. Examples include the
classroom, virtual reality, and augmented reality. Learning environments afford the
generation of content objects, their employment through instructional strategies,
instructional tactics, and all other lower levels of the model. In addition to deliberate
content stimuli, the learning environment may generate other necessary but contentirrelevant stimuli. Examples here may include ambient temperature, ambient lighting,
and pressure from the encumbering VE apparatus.
Layer 2. Content object(s) (also physical). A content object is a learning resource which
serves as the vehicle for transmitting knowledge from one human to another. Examples
are a book or an instructional computer program, and when meeting certain standards,
can be electronically shared (e.g., Advanced Distributed Learning (2004))..
Layer 3. Content instructional strategies. Instructional strategies “represent a set of
decisions that result in a plan, method, or series of activities aimed at obtaining a specific
goal” (Jonassen & Grabowski, 1993). Highlighting the importance of instructional
strategies, Hannafin (1993, p.193) concludes, “Effective instruction, independent of
particular media, is based upon the selection and organization of instructional
strategies…. Capability [of the learning environment] defines what can be, but pedagogy
defines how best to utilize capabilities.” The proper knowledge and use of instructional
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strategies enables guides to “work smart” with content objects. Examples include enable
learner elaborations and provide cueing systems.
Layer 4. Content instructional tactics. Instructional tactics “represent specific actions
which are well-rehearsed and are used to enable the [instructional] strategy” (Jonassen &
Grabowski, 1993). Examples include provide prototypical examples and provide graphic
cues.
Layer 5. Content augmentation strategies (CAS). These are plans, methods, or series of
activities aimed at implementing instructional tactics, and is the layer of interest in this
paper.
Layer 6. Content augmentation tactics (CAT). These tactics determine how the CASs will
be executed. CATs are necessary because the CASs can be implemented in different
ways which may change the cognitive experience. For example, text “communicates a
great deal of information by its appearance on the page or screen that is independent from
the information conveyed in the words.” (Winn, 1993). Other examples may include the
control source, timing, location, and duration of the CAS stimuli.
Layer 7. Content augmentation object(s) sensory attributes (also physical). Content
augmentation objects can be thought of as stimuli overlaying content objects. Every
content augmentation object has sensory attributes. For example, when using text to
generate instructional messages, “The variables that the message designer has to work
with are type size, style, and…color.” (Winn, 1993). The reason for the text strategy type
style used in the experiment is because “Black type on white background is optimal”
(Winn, 1993). Other examples include the stimulus characteristics of the arrow or audio
content objects implemented through the CASs.
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Layer 8. Learning strategies recommendations (also physical). Learning strategies are the
“information processing methods that people use to control their learning, which can
involve processes of attending/perceiving, encoding, and retrieval” (Tessmer and
Jonassen, 1988, p.34). Making these recommendations to the learner represents the
learning guide taking the learner the “last inch” to the watering hole. The guide cannot
drink for the learner – do the hard work required for learning - but can recommend how
to drink optimally for the situation at hand. Knowledge and use of learning strategies
enables the learner to “work smart” and may result in better outcomes. Examples of
learning strategies include create an acronym and outline a book chapter.

According to the OLM, the OSSA would consist of the combined physical stimulus layers which
would persist, at its most technologically demanding, no less than 55 milliseconds – the outer
limit of human conscious sensation (Csikszentmihalyi, 1990). Faster stimulus generation may be
possible, but why go to the expense when the stimuli cannot be sensed, let alone perceived?
Guiding the learning of others through environmental optimization could be thought of as
generating these 55 millisecond optimal stimulus set chunks.

Instantiating the OSS Layers Model

If the OLM is valid, it could be implemented by any sufficiently-specified and stimuluscontrolled guided learning empirical study. In this case the theory was instantiated through the
present additionally-purposed empirical study investigating the effects of various content
augmentation strategies in teaching a military helicopter landing zone scouting task in an
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instructional VE. Immersive VEs systems and stationary-background augmented reality (AR)
systems have an advantage over other study environments in that every stimulus can be
controlled and recorded and therefore is a promising environment for OLM instantiation. The
present experiment addresses one layer of the prototype OLM theory - the content augmentation
strategies layer - and it is this layer which is varied while all other lower and upper decision layer
variables are kept constant. Figure 19 shows the complete instantiation of the OLM model (refer
to Figure 2 above) for the CAS experiment where kI = 1.0. The logical layers in white and the
physical layers in grey constitute the complete instructional prescription. The sum of the physical
layers constitutes the optimal learning environment instructional signal for this situation. If the
same learning environment and procedures were then used to conduct actual training by the same
population and the CAS recommendation is accepted by the trainer, then one could argue that at
the moment each CAS is implemented through its associated content augmentation object, for at
least 55 milliseconds, the OSSA has been generated, the OLM instantiated, and the Unified Field
theory of Guided Learning instantiated.
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Figure 19. OLM instantiation with the CAS experiment data where kI = 1.0. Logical layers are in white, physical layers in grey.
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Decision Analysis

Instructional design decisions are hard decisions. Hard decisions are those characterized by
complexity, uncertainty, multiple conflicting objectives, and multiple perspectives (Clemen &
Reilly, 2001). The components of the OSS model, the learner model, the goal model, the
economic model, and the time model imply the interaction of hundreds or thousands of variables
in instructional design – certainly qualifying it as complex. It is uncertain in that there appear to
be no universal “laws” (Merrill’s (2002) First Principles of Instruction notwithstanding) and
accurate assessment of any invisible learning state is fraught with uncertainty. There are multiple
conflicting objectives in instructional design. Guided learning outcomes consist of effectiveness,
efficiency, retention, transfer, and appeal. Working through these tradeoffs is problematic, as a
decision that supports one outcome may well diminish another. An analytical, structured
approach to instructional design would require that omnipresent conflicting goals under
uncertainty be traded-off in a systematic fashion, with all perspectives and considerations
included. The process would be well-documented, facilitate clear articulation of criteria, and
explicit definition of preferences. Finally, the scores of existing instructional design models,
from behaviorism to guided discovery to constructivism, certainly testify to the myriad of
perspectives inherent in instructional design decisions.

Decision analysis has been used in guided learning situations before. In higher education, for
example, DA techniques such as analytical hierarchy process (AHP) have been applied
extensively (Grandzol, 2005). Applications have included funding research support requests,
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deciding on sabbatical proposals, assessing performance and allocating rewards or compensation,
choosing students for admission, financial aid, scholarships and awards, evaluating faculty
candidates, evaluating faculty, university strategic planning, university budgeting, and MBA
curriculum design. While DA techniques have informed the what-to-teach decisions of
curriculum design, there is no known application of DA techniques to inform the how-to-teach
decisions of instructional design after the curriculum design decisions have been made.

What is needed is a prescriptive analytical approach to help people deal with the hard how-toteach decisions. The decision analysis framework and its tools may give instructional designers a
structured, visible, accountable analytical complement to their intuition and result in higher
quality guided learning decisions as evidenced through increased learner performance.
“Although decision analysis provides structure and guidance for systematic thinking in difficult
situations, it does not claim to recommend an alternative that must be blindly accepted. Indeed,
after the hard thinking that decision analysis fosters, there should be no need for blind
acceptance; the decision maker should understand the situation thoroughly. Instead of providing
solutions, decision analysis is best thought of as simply an information source, providing insight
about the situation, uncertainty, objectives, and trade-offs, and possibly yielding a recommended
course of action.” (Clemen & Reilly, 2001). Through an analytical process such as decision
analysis, intuitive decision making can become informed intuitive decision making. In the end,
better decisions should lead to better learning and increased stakeholder satisfaction.
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Summary

In summary, with the goal of generating the optimal learning environment around the learner, the
conceptual unity of the Unified Framework for Guided Learning, the Unified Field Theory of
Guided Learning, and the OSS Layers Model, in combination with the decision analysis
approach for determining the OSSA, may begin to enable a comprehensive and precise
instructional prescription down to the stimulus level which is mathematically based. As such, the
combination has the potential to complement existing intuition-based instructional design and
synergistically lead to higher quality instructional design decisions. From this point forward,
instructional design intuitive decision making can become more analytically informed, the
standard for instructional design decisions can be raised from “appropriate” to “optimal”, and
instruction can rest on a firmer scientific foundation. This, in turn, may lead to greater learner
performance and stakeholder satisfaction. Because these ideas may have the potential to change
forever the way humans learn for the better, they are worthy of continued refinement, validation,
and research.
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APPENDIX A: EXPERIMENTER’S PROTOCOL
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APPENDIX J: METHODOLOGY FOR IMPLEMENTING DECISION
ANALYSIS THEORY IN INSTRUCTIONAL DESIGN
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This appendix describes the decision analysis approach to analyzing the data from the present
CAS experiment. First, in order to have a basis of comparison with the qualitatively and
quantitatively different outcomes measures (effectiveness in points and efficiency in
points/second), z scores were calculated in MS Excel from the raw effectiveness and efficiency
data after filtering out scores more than 1.5 standard deviations from the mean.

Second, the subtask decision trees were constructed (see Figures 16-18) using the PrecisionTree
module. Each sub branch for each strategy (experimental condition) represents an outcome
measurement expected value – effectiveness or efficiency. The risk neutral additive utility
function (Clemen & Reilly, 2001) was then used to determine the expected value of each strategy
for each subtask:
m

U(x1,…, xm) =

∑ k U (x )
i

i

i

(1)

i =1

Here,

U(Effectiveness, Time Efficiency) = kEU(Effectiveness) + kIU(Time Efficiency)

(2)

The overall decision for each subtask tree was determined by maximizing the mean of the
expected utility function from each of the six branches.

Third, the @Risk module was used to model the uncertainty necessary to build a requisite
decision model (Clemen, 2001). The uncertainty was modeled by fitting probability distribution
functions of the z scores (e.g., Figure 20) using the Maximum Likelihood Estimators method
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from the available @Risk distribution function library for those distributions which had a
bounded, but unknown lower limit and an unknown upper limit.

Figure 20. Fitted curve for LZ efficiency – Audio strategy

This eliminated from consideration those theoretical distributions which could have produced a
negative sample (such as the Normal curve), which is nonsensical when time is being considered.
Because the mean was the statistic of interest and the Kolmogorov-Smirnov (K-S) Goodness of
Fit (GOF) test focuses in the middle of the distribution (Palisade, 2004b, 2005), the calculated KS GOF statistic was used to rank order the eligible parameterized distributions. To ensure GOF,
if the highest ranked GOF statistic was less than the critical value (alpha) of .05 for that
distribution (or a lower ranking distribution if not available for the highest ranking distribution),
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then the highest ranked parameterized distribution was accepted as the best fit. If no critical
value was available, the highest ranking distribution’s P-P graph (which plots the fitted p-value
with the input p-value or how well the fitted distribution approximates the real world data, e.g.,
Figure 21) was visually inspected to ensure approximate linearity for adequate GOF (see
Palisade, 2004b).

Figure 21. P-P plot for LZ Efficiency – Audio strategy showing approximate linearity

In all cases, the theoretical parameterized distributions were deemed to have an acceptable GOF.
Table 11 shows the parameterized probability distributions used for the various branches. The
mathematical forms of these distributions can be found in the software documentation (Palisade,
2005).
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Table 11. Mission 4 best fit probability density functions with parameters characterizing
outcomes
Outcome
M4 BO Effectiveness - No Strategy
M4 BO Efficiency - No Strategy
M4 BO Effectiveness - Arrow
M4 BO Efficiency - Arrow
M4 BO Effectiveness - Audio
M4 BO Efficiency - Audio
M4 BO Effectiveness - Text
M4 BO Efficiency - Text
M4 BO Effectiveness - Arrow + Audio
M4 BO Efficiency - Arrow + Audio
M4 BO Effectiveness - Audio + Text
M4 BO Efficiency - Audio + Text
M4 LZ Effectiveness - No Strategy
M4 LZ Efficiency - No Strategy
M4 LZ Effectiveness - Arrow
M4 LZ Efficiency - Arrow
M4 LZ Effectiveness - Audio
M4 LZ Efficiency - Audio
M4 LZ Effectiveness - Text
M4 LZ Efficiency - Text
M4 LZ Effectiveness - Arrow + Audio
M4 LZ Efficiency - Arrow + Audio
M4 LZ Effectiveness - Audio + Text
M4 LZ Efficiency - Audio + Text
M4 OF Effectiveness - No Strategy
M4 OF Efficiency - No Strategy
M4 OF Effectiveness - Arrow
M4 OF Efficiency - Arrow
M4 OF Effectiveness - Audio
M4 OF Efficiency - Audio
M4 OF Effectiveness - Text
M4 OF Efficiency - Text
M4 OF Effectiveness - Arrow + Audio
M4 OF Efficiency - Arrow + Audio
M4 OF Effectiveness - Audio + Text
M4 OF Efficiency - Audio + Text

Fitted Probability Distribution Function
Uniform(0.28988, 1.1857)
Expon(0.92949, 1.12197)
Triang(1.7457, 1.1581, 1.1581)
Lognorm2(1.7711, 0.074835, 6.3276)
Triang(0.15459, 0.81469, 0.81469)
Uniform(0.9175, 0.76908)
Triang(1.3981, 1.0114, 1.0114)
Weibull(5.0302, 1.7189, Shift(1.8423))
Weibull(20.345, 15.762, Shift(15.469))
Rayleigh(0.66232, Shift(1.25878))
BetaGeneral(0.33168, 0.29483, 1.3561, 1.2348)
Lognorm2(9.4881, 0.000040019, Shift(13202))
Weibull(6.2269, 3.0175, Shift(2.8031))
Weibull(1.4973, 0.34592, Shift(0.64804))
Weibull(18.192, 4.4455, Shift(3.8485))
Loglogistic(0.59037, 0.33974, 2.6996)
Triang(1.3006, 1.4071, 1.4071)
Triang(-0.39072, -0.39072, 0.61245)
BetaGeneral(0.32112, 0.30792, 1.0322, 0.80836)
Pearson5(1.972, 0.58594, Shift(0.74352))
Rayleigh(0.93528, Shift(0.7961))
Weibull(1.5371, 0.26178, Shift(0.27425))
Weibull(5.3499, 2.8837, Shift(2.5596))
Expon(0.27798, Shift(0.46794))
Weibull(16.46, 5.5103, Shift(5.175))
Triang(-0.93914, -0.93914, 1.4963)
BetaGeneral(0.35788, 0.25361, 0.19625, 0.64684)
Lognorm2(1.605, 0.072531, 5.293), Shift(5.293))
Triang(0.90398, 0.9036, 0.9036)
Loglogistic(1.05756, 0.96494, 2.0599)
Weibull(3.1717, 1.1385, Shift(0.85476))
Triang(-1.7222, -0.037566, -0.037566)
Weibull(12.027, 5.4365, Shift(5.0336))
Lognorm2(2.1456, 0.046336, Shift(9.0446))
Triang(1.1776, 0.72973, 0.72973)
Invgauss(0.83378, 6.46508, Shift(1.17902))
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For example, the Loglogistic(0.59037, 0.33974, 2.6996) function characterizing the M4 LZ
Efficiency - arrow data (where the first number α is a continuous location parameter, the second
number β is a continuous scale parameter, and the third number γ is a continuous shape
parameter) is mathematically expressed as:

Loglogistic(α,β,γ)
=

=

αt (α −1)
α 2

β (1 + t )

.59037t (.59037 −1)
.33974(1 + t .59037 ) 2

with

t=

with

t=

x −γ

β

x − 2.6996
.33974

(6)

A simulation of the LZ subtask equations from Table 11 was then run which calculated the LZ
expected utility where the scaling factor kI = 1.0, Latin Hypercube random sampling was used, a
random random number generator seed was used, and the simulation was set to automatically
stop when key values (percent change in percent change, percent change in mean, and percent
change in standard deviation) converged within an arbitrarily-determined 0.1%. Figure 22 shows
the metamodel determined by curve fitting the output data from this simulation.
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Metamodel: Landing Zone Simulation Output; k I = 1.0
LogLogistic(-0.27744, 0.45244, 2.6710)
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Figure 22. Graph of the fitted metamodel using LZ simulation data for kI = 1.0

This metamodel could then be used in the future as an approximation of the LZ simulation
without having to run the simulation again. The metamodel, I argue, is the mathematical function
approximation of the OSSA. Therefore, the result of the underlying model interactions for LZ
efficiency (assuming infinite economic resources) is approximated by:

OSSA model = f (learner model, goal model, economic model, time model)
= LogLogistic (-0.27744, 0.45244, 2.6710)

=

αt α −1
α

β (1 + t )

2

with
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t=

x −γ

β

=

− .27744t −.27744−1
.45244(1 + t −.27744 ) 2

with

t=

x − (2.6710)
.45244

(7)

Fourth, the RiskOptimizer module was used to optimize the utility function by stochastically
simulating the underlying uncertainty model again. For this simulation, Latin Hypercube
stratified sampling was used in order to accurately recreate the probability distributions specified
by the distribution functions in fewer iterations when compared with Monte Carlo sampling
(Palisade, 2004b). This was done by adjusting the expected utility value from each CAS branch
subject to the arbitrary constraints that each z score be between -5 and +5. A DecisionTools
proprietary genetic algorithm was set to use the default settings for the recipe solution method, a
mutation rate of 0.1, a crossover rate of 0.5, and default operators to close in on the “survival of
the fittest” values. The simulation was arbitrarily set to run until the actual difference between
the last three iterations was less than .01%. The stop tolerance for these iterations was
determined automatically (default). The simulation was then started and ran until the stopping
rule criterion was met.

The genetic algorithm solves mathematical programming optimization problems (Palisade,
2004a) which have the following or related forms (Greenberg, 2004):

Maximize f(x): x in X, g(x) <= 0, h(x) = 0,

where X is a subset of R^n and is in the domain of the real-valued functions, f, g and h.
The relations, g(x) <= 0 and h(x) = 0 are called constraints, and f is called the objective
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function. A point x is feasible if it is in X and satisfies the constraints: g(x) <= 0 and h(x)
= 0. A point x* is optimal if it is feasible and if the value of the objective function is not
less than that of any other feasible solution: f(x*) >= f(x) for all feasible x. The sense of
optimization is presented here as maximization, but it could just as well be minimization,
with the appropriate change in the meaning of optimal solution: f(x*) <= f(x) for all
feasible x.

Therefore, for the CAS LZ efficiency exemplar problem:

OSSA

− .27744t −.27744−1
]
= max[
.45244(1 + t −.27744 ) 2

with

t=

x − (2.6710)
.45244

(8)

This instantiates the OLM model and the analytical component of the Unified Field Theory of
Guided Learning. If valid, it may now be possible to mathematically prescribe instruction down
to the stimulus level and then generate the optimal learning environment.
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