Inspired by the question of identifying the start time τ of financial bubbles, we address the calibration of time series in which the inception of the latest regime of interest is unknown.
Introduction
There is an inverse relationship between the tendency of a model to overfit data and the sample size 1 * Corresponding author: gdemos@ethz.ch used. In other words, the smaller the data sample size, the larger the number of degrees of freedom, the larger is the possibility of overfit (Loscalzo et al., 2009) ple size while p is the number of degrees of freedom of a model. This is particularly problematic when one is specifically interested in selecting the optimal sub-sample of a dataset to calibrate a model. This is a common problem when calibrating time series, when the model is only valid in a specific time window, which is unknown a priori. Our motivation stems from the question of determining the beginning of a financial bubble, but this question is more generally applicable to time series exhibiting regime shifts that one is interested in localising precisely.
In the literature, there are solutions for proper model selection such as the Lasso (Tibshirani, 1996) and Ridge regressions (Ng, 2004) , where the cost function contains an additional penalisation for large values of the estimated parameters. Wellknown metrics such as the AIC and BIC are also standard tools for quantifying goodness-of-fit of different models (Akaike, 1974) and for selecting the one with the best compromise between goodness-offit and complexity. However, results stemming from these methodologies are only comparable within the same data set.
There seems to be a gap in the literature about the proper procedure one should follow when comparing goodness-of-fit metrics of a model calibrated to different batches of a given data set. In order to fill this gap, we propose a novel metric for calibrating endogenised end points and compare nested data sets. The method empirically computes the tendency of a model to overfit a data set via what we term the "Lagrange regulariser term" λ. Once λ has been estimated empirically, the cost function can be corrected accordingly as a function of sample size, giving the Lagrange regularisation of χ 2 np (Φ). As the number of data points or the window beginningor end-point is now endogeneised, the optimal sample length can then be determined. We empirically This paper is structured as follows. Section (2) explains the motivation behind the proposed Lagrange regularising term. Moreover, we provide details of the derivation of λ as well as the analytical expression for computing the tendency of a model to overfit data. In Section (3), we make use of a simple OLS regression to test the empirical performance of the Lagrange regularisation of χ 2 np (Φ) on the problem of optimal sub-sample selection. Section (4) shows how the regulariser can be used alongside with the LPPLS model of financial bubbles in order to diagnose the beginning of financial bubbles.
Empirical findings are given in Sec. (4.2) and Section (5) concludes.
Formulation of calibration with varying
window sizes: How to endogenize t 1 and make different window sizes comparable Let us consider the normalised mean-squared residuals, defined as the sum of squares of the residuals divided by the number t 2 − t 1 of points in the sum corrected by the number of degrees of freedom p of the model,
with
where Φ denotes the set of model parameters to fit including a priori the left end point t 1 of the cali- For a fixed right end point t 2 of the calibration window, we are interested in comparing the results of the fit of the model to the empirical data for various left end points t 1 of the calibration window.
The standard approach assumes a fixed calibration window [t 1 , t 2 ] with N = t 2 − t 1 + 1 data points. In order to relate the two problems, we consider the minimisation of χ 2 np (Φ) at fixed t 2 − t 1 (for a fixed t 2 ) as minimising a general problem involving t 1 as a fit parameter augmented by the condition that
where we have introduced the Lagrange parameter λ, which is conjugate to the constraint t 2 − t 1 + 1 = N . Once the parameters Φ are determined, λ is obtained by the condition that the constraint
Since data points are discrete, the minimisation of (4) with respect to t 1 reads
Neglecting the small terms
2 Expression (6) has the following implications.
Consider the case where all squared terms r i (Φ) 2 in the sum (1) defining χ 2 λ (Φ) are approximately the same and independent of t 1 , which occurs when the residuals are thin-tailed distributed and the model is well specified. Then, we have
and thus
Expressing (6) with the estimation (7) yields
Comparing with (8), this suggests that varying t 1 is expected in general to introduce a linear bias of the normalised sum χ More specifically, rather than fixing the window size t 2 −t 1 +1 = N , we want to determine the 'best' t 1 , thus comparing calibrations for varying window sizes, for a fixed right end point t 2 . As a consequence, the Lagrange multiplier λ is no more fixed to ensure that the constraint t 2 − t 1 + 1 = N holds, but now quantifies the average bias or "cost" associated with changing the window sizes. This bias is appreciable for small data sample sizes. It vanishes asymptotically as N → ∞, i.e. lim N →∞ λ = 0.
In statistical physics, this is analogous to the change from the canonical to the grand canonical ensemble, where the condition of a fixed number of particles (fixed number of points in a fixed window size) is relaxed to a varying number of particles with an energy cost per particle determined by the chemical potential (the Lagrange parameter λ) (Gibbs, 1902) . It is well-known that the canonical ensemble is recovered from the grand canonical ensemble by fixing the chemical potential (Lagrange multiplier) so that the number of particles is equal to the imposed constraints. Idem here.
How to determine the crucial Lagrange parameter λ? We propose an empirical approach. When plotting χ 2 np (Φ) as a function of t 1 for various instances, we observe that a linearly decreasing function of t 1 provides a good approximation of it, as predicted by (6) (for λ > 0). The slope can then be interpreted as quantifying the average bias of the scaled goodness-of-fit χ 2 np (Φ) due to the reduced number of data points as t 1 is increased. This average bias is clearly dependent on the data and of the model used to calibrate it. We can thus interpret the average linear trend observed empirically as determining the effective Lagrange regulariser term λ that quantifies the impact on the goodness-of-fit resulting from the addition of data points in the calibration, given the specific realisation of the data and the model to calibrate. Thus, to make all the calibrations performed for different t 1 comparable for the determination of the optimal window size, we propose to correct expression (1) by subtracting the term λ(t 2 − t 1 ) from the normalised sum of squared residuals χ 2 np (Φ) given by Eq. (1), where λ is estimated empirically as the large scale linear trend.
Here, we omit the p correction since it leads to a constant translation for a given model with given number of degrees of freedom. Such a large scale linear trend of χ 2 np (Φ) as a function of t 1 has been reported for a number of financial bubble calibrations in . Our proposed procedure thus amounts simply to detrend χ 2 np (Φ), which has the effect of making more pronounced the minima of χ 2 np (Φ), as we shall see below for different models.
To summarise, endogenising t 1 in the set of parameters to calibrate requires to minimize
with,
where λ is determined empirically so that χ 2 np (Φ) − λ(t 2 − t 1 ) has zero drift as a function of t 1 over the set of scanned values. The obtained empirical value of λ can be used as a diagnostic parameter quantifying the tendency of the model to over-fit the data.
We can thus also refer to λ as the "overfit measure".
When it is large, the goodness-of-fit χ 2 (Φ) changes a lot with the number of data points, indicating a poor overall ability of the model to account for the data. Demos and Sornette (2017) observed other cases where χ 2 (Φ) is constant as a function of t 1 (corresponding to a vanishing λ), which can be interpreted in a regime where the model fits robustly the data, "synchronizing" on its characteristic features in a way mostly independent of the number of data points.
Application of the Lagrange regularisation method to a simple linear-regression problem
Consider the following linear model:
with explanatory variable of length (N × 1) de-
Bold variables denote either matrices or vectors.
Fitting Eq. (13) to a given data set Y data consists on solving the quadratic minimisation problem
where Φ are parameters to be estimated and the objective function χ 2 (Φ) is given by
The solution of Eq. (14) with (16) for a given data set of length N readŝ
Let w * ⊆ Y data and have length ≤ N. w * ∈ [τ :
t 2 ] thus denotes the optimal window size one should use for fitting a model into a data set of length N for a fixed end point := t 2 and an optimal starting point := τ .
In order to show how the goodness-of-fit met- For the smallest window with t 1 = t 2 − 3, there are t 2 − t 1 + 1 = 4 data points to fit. For each window size w, the process of generating synthetic data and fitting the model was repeated 20000 times, allowing us to obtain confidence intervals.
As depicted by Fig. (1) , the proposed methodology is able to correctly diagnose the optimal starting point := τ associated with the change of slope.
While the χ 2 (Φ) metric monotonously decreases and the χ 2 np (Φ) metric plateaus from t = −100 onwards, χ In the LPPLS model, the expectation of the logarithm of the price of an asset is written under the
where φ = {A, B, C 1 , C 2 , m, ω, t c } is a (1×7) vector of parameters we want to determine and Fitting Eq. (18) to the log-price time-series amounts to search for the parameter set φ * that yields the smallest N -dimensional distance between realisation and theory. Mathematically, using the L 2 norm, we form the following sum of squares of residuals
for i = 1, . . . , N . We proceed in two steps. First, enslaving the linear parameters {A, B, C 1 , C 2 } to the remaining nonlinear parameters φ = {t c , m, ω}, yields the cost function χ 2 (φ)
= min {A,B,C1,C2}
where the hat symbol indicates estimated parameters. This is obtained by solving the optimization
which can be obtained analytically by solving the following system of equations,
5 Second, we solve the nonlinear optimisation problem involving the remaining nonlinear parameters m, ω, t c :
The model is calibrated on the data using the Ordinary Least Squares method, providing estimations of all parameters t c , ω, m, A, B, C 1 , C 2 in a given time window of analysis.
For each fixed data point t 2 (corresponding to a fictitious "present" up to which the data is recorded), we fit the price time series in shrinking windows (t 1 , t 2 ) of length dt := t 2 − t 1 decreasing from 1600 trading days to 30 trading days. We shift the start date t 1 in steps of 3 trading days, thus giving us 514 windows to analyse for each t 2 . In order to minimise calibration problems and address the sloppiness of the model with respect to some of its parameters (and in particular t c ), we use a number of filters to select the solutions. For further information about the sloppiness of the LPPLS model, we refer to (Brée et al., 2013; Sornette et al., 2015; Demos and Sornette, 2017; Filimonov et al., 2017) .
The filters used here are {(0.1 < m < 0.9), (6 < ω < 13), (t 2 − [t2 − t1] < t c < t 2 + [t2 − t1])}, so that only those calibrations that meet these conditions are considered valid and the others are discarded. These filters derive from the empirical evidence gathered in investigations of previous bubbles (Zhou and Sornette, 2003; Zhang et al., 2015; Sornette et al., 2015) .
Previous calibrations of the JLS model have fur-
ther shown the value of additional constraints imposed on the nonlinear parameters in order to remove spurious calibrations (false positive identification of bubbles) Bree et al., 2013; Geraskin and Fantazzini, 2011) . For our purposes, we do not consider them here.
Empirical analysis
We apply our novel goodness-of-fit metric to the problem of finding the beginning times of financial bubbles, defined as the optimal starting time t 1 obtained by endogenising t 1 and calibrating it. We first illustrate and test the method on synthetic time series and then apply it to real-world financial bubbles. A Python implementation of the algorithm is provided in the appendix.
Construction of synthetic LPPLS bubbles
To gain insight about the application of our proposed calibration methodology on a controlled framework and thus establish a solid background to our empirical analysis, we generate synthetic price time series that mimic the salient properties of financial bubbles, namely, a power law-like acceleration decorated by oscillations. The synthetic price time series are obtained by using formula (18) To create a price time series with a well-defined transition point corresponding to the beginning of a bubble, we take the first 500 points generated with expression (29) and mirror them via a t → t 1 − t reflection across the time t 1 = 1 Jan. 1981. We concatenate this reflected sequence of 500 prices to the 1100 prices obtained with (29) for t ≥ t 1 , so that the true transition point corresponding to the start of the bubble described by the LPPLS pat- with incremental step-size of 3 business days. This yields a total of 514 fits per t 2 .
Analysis
Let us start with the analysis of the synthetic time-series 5 depicted in Fig. (3) . For the earliest t 2 = 1912/07/01, our proposed goodness-of-fit scheme is already capable of roughly diagnosing correctly the bubble beginning time, finding the optimal τ to be ≈ M ay 1911. In contrast, the competing metric (χ 2 np (Φ)) is degenerate as t 1 → t 2 and is thus blind to the beginning of the bubble. For t 2 closer to the end of the bubble, χ 2 np (Φ) continues to deliver very small optimal windows, proposing the incorrect conclusion that the bubble has started very recently (i..e close to the pseudo present time t 2 ). This is a signature of strong overfitting, which is quantified via λ and depicted in the title of the figure alongside with the bubble beginning time and 01; 1912.10.01; 1912.11.15; 1913.01.01} into the true value of τ ≈ Jul.1911 as t 2 → t c , i.e., as t 2 moves closer and closer to January 1913 and the LPPLS signal becomes stronger.
We now switch to the real-world time-series. For the S&P -500 Index, see Fig. (4) , the results obtained are even more pronounced. While again χ 2 np (Φ) is unable to diagnose the optimal starting date of a faster than exponential log-price growth τ ≡ t 1 , the Lagrange regularisation of the χ with (Zhou and Sornette, 2005) .
We also picked two pseudo present times t 2 s at random in order to check how consistent are the results. To our delight, the method is found capable of capturing the different time-scales present of bubble formation in an endogenous manner. For t 2 = 1997.06.01, the method suggests the presence of a bubble that nucleated more than five years earlier. This recovers the bubble and change of regime in September 1992, documented in Chapter 9 of (Sornette, 2003) as a "false alarm" in terms of being followed by a crash. Nevertheless, it was a genuine change of regime as the market stopped its ascent and plateaued for the three following months. For what the eye would have chosen. They pass the "smell test" (Solow, 2010) . In contrast, the χ 2 np (Φ) metric provides essentially no guidance on the determination of t 1 .
Conclusion
We have presented a novel goodness-of-fit metric, aimed at comparing goodnesses-of-fit across a nested hierarchy of data sets of shrinking sizes. This χ 2 Figure 1 : Different goodness-of-fit measures applied to a shrinking-window linear regression problem (Eq. 13) in order to diagnose the optimal calibration window length: We simulated synthetic time-series with length N=200 (white circles) using expression (13) with a sudden change of regime at t = −100. We then fitted the same model (13) within shrinking windows (from left to right), i.e. for a fixed t 2 = 1, we shrink t 1 from t 1 =-200 to t 1 =-3 and show the values of χ 2 (Φ) (blue), χ 2 np (Φ) (green) and χ 2 λ (Φ) (red) metrics as a function of this shrinking estimation window. For each pair [t 2 : t 1 ] (i.e. for each N), the process of generating synthetic data and fitting the model was repeated 20000 times (resulting on confidence bounds for each metric). For t= [-200:-100] , Yt was simulated with β = 0.3 while from t = [-100:1], β = 0.6 was used. Without loss of generality, both the data and the cost functions had their values divided by their respectively maximum value in order to be bounded within the interval [0, 1] . A Python script for generating the figure and performing all calculations can be found on Appendix. 
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Synthetic time-series and Indexes S&P -500, IBovespa and SSEC with t 2 s = {1912. 07.01; 1912.10.01; 1912.11.15; 1913.01 .01}, t 2 s = {1987. 07.15; 1997.06.01; 2000.01.01; 2007.06 Figure 3 : Diagnosing the beginning of financial bubbles by comparing two goodness-of-fit metrics χ 2 np (Φ) vs. χ 2 λ (Φ) using the LPPLS model on Synthetic Time-Series: χ 2 np (Φ) is depicted by blank circles in the lower plot while our proposed metric is depicted by blank triangles. The dashed black vertical lines denotes the minimum of each goodness of fit metric and therefore represents the optimal τ ≡ t 1 for χ 2 np (Φ) and χ 2 λ (Φ). For a fixed t 2 , the log-price time-series of the Index was fitted using a shrinking window from t 1 = [t 2 − 30 : t 2 − 1600] sampled every 3 days. For a fixed t 2 and t 1 , we display the resulting fit of the LP-PLS model (red line) obtained with the parameters solving Eq. (28). 1 9 9 3 1 9 9 4 1 9 9 5 1 9 9 6 1 9 9 7 1 9 9 8 D e c 1 9 9 7 M a r 1 9 9 8 Ju n 1 9 9 8 S e p 1 9 9 8 D e c 1 9 9 8 M a r 1 9 9 9 Ju n 1 9 9 9 S e p 1 9 9 9 D e c 1 9 9 9 M a r 2 0 0 0 
