We present accurate calculations of thermally activated rates for a symmetric double well system coupled to a dissipative harmonic mode. Diffusive barrier crossing is treated by solving the time-independent two-dimensional Smoluchowski equation as a function of a coupling and a diffusion anisotropy parameter. The original problem is transformed to a Schrödinger equation with a Hamiltonian describing a reactive system coupled to a one-dimensional harmonic bath. The calculations are performed using a matrix representation of the Hamiltonian operator in a set of orthonormal basis functions. An effective system-specific basis is introduced which consists of adiabatically displaced eigenfunctions of the coupled harmonic oscillator and those of the uncoupled reactive subsystem. This representation provides a very rapid convergence rate. Just a few basis functions are sufficient to obtain highly accurate eigenvalues with a small computational effort. The presented results demonstrate the applicability of the method in all regimes of interest, reaching from inter-well thermal activation ͑fast harmonic mode͒ to deep intra-well relaxation ͑slow harmonic mode͒. Our calculations reveal the inapplicability of the Kramers-Langer theory in certain regions of parameter space not only when the anisotropy parameter is exponentially small, but even in the isotropic diffusion case when the coupling is weak. The calculations show also that even for large barrier heights there is a region in the parameter space with multiexponential relaxation towards equilibrium. An asymptotic theory of barrier crossing in the strongly anisotropic case is presented, which agrees well with the numerically exact results.
I. INTRODUCTION
The diffusional theory of chemical reactions established by Kramers 1 is one of the prominent advances of classical rate theory. It provides an approximate and often very useful statistical model of thermally activated barrier crossing processes. Its fundamental underlying assumption is that a chemical reaction is modeled by the motion of a Brownian particle with mass weighted reaction coordinate x in a bistable potential of mean force U(x), i.e., ẍ ϭϪUЈ͑x͒Ϫẋ ϩͱ2/␤ f ͑t͒, ͑1͒
where the dot denotes the time derivative, and the prime the derivative with respect to the coordinate. The solvent influences the reaction coordinate by a velocity-proportional damping force Ϫẋ and a fluctuating force ͱ2/␤ f (t)
which is Gaussian and uncorrelated on the time scales defined by the potential and the damping force. In his discussion Kramers clearly distinguished between the small and the large damping ranges. He showed that the reaction rate depends nonmonotonically on the damping constant ; it increases at small damping ͑in the energy-diffusion controlled regime͒ and eventually falls off with the damping constant when the latter becomes large enough to ensure Boltzmann equilibrium ͑in the spatial-diffusive regime͒. In the strong damping limit, the position of the particle completely describes the state of the system, and the process is governed by the following Smoluchowski equation for the probability density P(x,t) of finding the particle at time t at position x: where ‫ץ‬ x denotes the partial derivatives with respect to x. Kramers' model ͑1͒, although simple, is of enormous utility in understanding and evaluating the influence of the medium on reaction rates. It has found various generalizations, 2 for example, to cases with many degrees of freedom, 3, 4 generalized Langevin equations, 5 unified Kramers-turnover [6] [7] [8] ͑for a recent review see also Ref. 9͒ and systems without detailed balance. [10] [11] [12] [13] In all these investigations, however, the height of the potential barrier ⌬U is assumed to be sufficiently large when compared to the energy of thermal motion ␤
Ϫ1
. Yet another fundamental assumption which is almost always made is that the inverse transition rate over the barrier is the largest relaxation time of the considered system. However, these assumptions are not always met in real physical and chemical barrier crossing processes. Often the potential barrier is not extremely large. For example, the activation energy of isomerization processes in a condensed phase is often of the order 5␤
. In such cases, Kramers theory gives only approximate results. Large deviations from Kramers theory and even its complete-failure may occur if the considered problem contains other small quantities except ͑␤⌬U͒
. Such a situation may arise if the heat bath contains slowly relaxing modes which influence the dynamics of the reactive subsystem in a more complicated fashion than the a͒ conventional Brownian motion picture implies. A charge transfer reaction in a polar solvent with a slowly relaxing polarization provides an example of a reactive system with a slow nonreactive mode. In this case, the influence of the nonequilibrium solvation on the reaction dynamics can be properly described by an additional solvation coordinate y that interacts with the reaction coordinate according to the following coupled Langevin equations:
where U(x) is a bistable potential of mean force, y eq (x) the equilibrium value of the solvation coordinate at a fixed value of the reaction coordinate, ⌫ the coupling constant ͑and at the same time the bath frequency͒, and f x (t) and f y (t) denote uncorrelated zero mean Gaussian white noises. In a series of papers, 15 Berezhkovskii and Zitserman have demonstrated that considerable deviations from the KramersLanger theory, 4 which is the standard multidimensional generalization of the Kramers theory, may occur in the highly anisotropic limit y ӷ x . In the particular case with x ϭ0 such deviations had been observed already earlier. 7, 16, 17 Both problems have been studied very actively in recent years. Finite barrier corrections of the rate have been obtained in a number of papers. 11, [18] [19] [20] [21] Various different methods have been proposed to generalize the KramersLanger theory to the case of strongly anisotropic diffusion. 15, 22, 23 Though there are also numerical studies of the anisotropic diffusion problem, 24, 25 a detailed understanding of the range of validity of the Kramers-Langer rate expression is still lacking. In particular, it has remained unclear whether the deviations between the Kramers-Langer rate and the true rate grow slowly with increasing anisotropy, or set in abruptly at a certain value of the anisotropy parameter. The lack of answers to these questions is not surprising because almost all numerical investigations 24 are based on conventional time-dependent grid based propagation schemes which are generally inappropriate for the present purpose. Of course, it is possible to extract the escape rate from the time evolution of the distribution function, 9,24 but in the strongly anisotropic limit, calculations over very long times are required. Conventional basis set methods 25 only give satisfactory results for nearly isotropic diffusion or in cases of rather low barriers. Even for not so high barriers, say ␤⌬Uу5, the standard basis set of unscaled harmonic oscillator eigenfunctions converges slowly, and its rate of convergence rapidly decreases with increasing diffusion anisotropy, i.e., when the bath mode becomes slow. It is then difficult to obtain precise numerical values of the escape rate, and almost impossible to analyze a multiexponential decay. A different approach is based on an effective system-specific set of nonorthogonal basis functions. 26 Although this method allows one to properly incorporate the coupling between the system and the bath mode, it requires a full matrix representation of the Hamiltonian operator. As a result, with increasing diffusion anisotropy the storage requirements and execution time grow rapidly, in order to attain a desired level of accuracy.
In this paper, we develop a numerical method which is free of the mentioned drawbacks. It yields the low lying eigenvalues of the considered Smoluchowski equation in the whole parameter range up to a given level of accuracy. With increasing accuracy the necessary numerical effort grows only weakly. Further, we present a simple asymptotic theory of barrier crossing for the case of a slowly relaxing bath mode which is based on an adiabatic elimination of the fast reactive coordinate. And finally, the main purpose of the present work is to reveal the range of validity of the Kramers-Langer theory for this archetypical model of a coupled reactive and relaxational mode in the overdamped regime. Both the model and the asymptotic theory of barrier crossing in the limit of the slow bath are presented in Sec. II. The numerical method is described in Sec. III. In Sec. IV we present our numerical results for the spectrum of eigenvalues for different temperatures, coupling constants and anisotropy parameters. The numerical results are compared to both the predictions of the asymptotic theory and to the KramersLanger theory. Sec. V concludes with final remarks and an outlook.
II. THEORY OF BARRIER CROSSING
In this section, we first present the model we are going to study, and then an asymptotic theory for treating a slowly relaxing bath mode.
A. Model
We discuss the model defined in Eq. ͑3͒ in the limit of strong damping in both x-and y-direction. It consists of a reactive and a relaxational mode, which both undergo a diffusional motion with generally different diffusion constants. There are various different processes such as charge-transfer reactions in polar solvents, 14, 27 stilbene isomerization in a condensed phase, 28 and binary homogeneous nucleation, 29 to name only a few in which an anisotropy of the diffusion can significantly influence the reactive dynamics and which can be described by such a model. In dimensionless variables the dynamics is given by the Smoluchowski equation
where the potential is given by
Here, D is a dimensionless temperature, Dϭ4(␤⌬U)
Ϫ1
, the anisotropy parameter ⑀ϭ x / y is the ratio of the damping coefficients in the direction of system and bath coordinates x and y, respectively, and time is measured in units of x Ϫ1 . The potential V(x,y) has two minima at ͑Ϫ1,Ϫ1͒ and ͑1,1͒ and a transition point at the origin. A typical shape of the potential surface and the corresponding equipotential lines are shown in Fig. 1 .
For a wide range of parameters, the equilibration process of this systems is determined by the transition rate from one well into the other. In a symmetric potential the least nonvanishing eigenvalue of the corresponding Smoluchowski operator is then given by twice this rate. 30 Therefore, applying the Kramers-Langer theory 4 to the process ͑4͒, one immediately obtains an approximate expression for this eigenvalue. It has the form of an Arrhenius law reading
where Eϵ␤⌬Uϭ(4D) Ϫ1 is the activation energy in thermal units, and the transmission factor reading
͑7͒
It determines the behavior of the least eigenvalue as a function of ␥ and ⑀. We note that in the original variables, used in Eq. ͑3͒, the rate is proportional to 1/ x , and, hence, is always small. A simple analysis of Eq. ͑7͒ shows that the transmission factor tends to unity for all positive ␥'s if the anisotropy parameter goes to infinity. On the other hand, in the limit of vanishingly small anisotropy parameters ͑we will denote this limiting case as the strongly anisotropic limit͒ there are three regimes with different dependence of 1 on ⑀. When ␥ is larger than unity, 1 linearly tends to zero with decreasing ⑀, i.e., as Ӎ⑀␥/͑␥Ϫ1͒. For ␥ϭ1 it goes to zero as ͱ⑀, and for ␥Ͻ1 the transmission factor goes to a finite value, namely ϭ1Ϫ␥. However, this does not correctly describe the behavior of the least nonzero eigenvalue of the Smoluchowski equation which is governed by the dominant slow y-motion in the strongly anisotropic limit. Thus, we expect considerable deviations of the predictions of the Kramers-Langer theory from numerically exact results for the least eigenvalue in the limit ⑀→0 for positive ␥р1. We note that the potential profiles V͑x,yϭconst͒ at fixed values of y have a single well or two wells depending on whether ␥ is larger or less than unity.
The above observations are in agreement with a theory developed by Berezhkovskii and Zitserman which corrects Langer's result in the case of strongly anisotropic diffusion. 15 According to this theory the main criterion of the validity of Langer's formula is the shape of the potential surface. If V(x,y) has only single well sections V͑x,y ϭconst͒, Langer's formula is valid for all ⑀. On the contrary, if the potential has double well profiles, Langer's formula is only applicable if the y mode is not too slow, and fails to produce correct results in the limit ⑀Ӷ1. It is worth noticing that little is known how small ⑀ must be, in order that the Kramers-Langer theory fails. Our calculations confirm the qualitative picture of Berezhkovskii and Zitserman. However, we find that for small values of ⑀ the deviations from the Kramers-Langer theory start to show for values of ␥ which are larger than unity and continuously grow with decreasing ␥.
Finally we note that also for small values of ␥ the Kramers-Langer theory does not give the least nonzero eigenvalue, since then the y-mode becomes slow and a ladder of equally and densely spaced harmonic oscillator eigenvalues determines the spectrum near zero. On the other hand, in this limit the reactive and nonreactive modes almost decouple, and, therefore, the slow relaxation of the y mode has little influence on the reactive dynamics of the x mode. 23 In the next subsection we consider the limiting cases of both small ⑀ and small ␥.
B. The limit of slowly relaxing bath mode
The exact solution of the Smoluchowski equation ͑4͒ can formally be represented in terms of the set of functions
which are eigenfunctions of the operator
with the variable y considered as a parameter. The eigenvalue problem reads
where m (y) is the eigenvalue belonging to ⌽ m (x,y). The corresponding adjoint problem is
Since L x has the structure of a one-dimensional Smoluchowski operator ͓cf. Eq.͑2͔͒, all eigenvalues Ϫ m (y) are real and less than or equal to zero. The zero eigenvalue 0 ϭ0 is in general nondegenerate. The respective eigenfunctions read
where V e (y) denotes an effective potential 15 
The left-and right-eigenfunctions Q m (x,y) and ⌽ m (x,y) constitute a biorthogonal set of functions
where ͑ , ͒ x denotes a scalar product of functions of x
͑15͒
Putting Eq. ͑8͒ into Eq. ͑4͒, multiplying with Q n (x,y) and integrating over x, one obtains a set of equations for the coefficients P n (y,t)
where L e describes the motion in y direction in the potential of mean force V e (y) defined by Eq. ͑13͒
Since the n (y) are independent of the anisotropy parameter, one can neglect the second contribution of the right hand side of Eq. ͑17͒ in the asymptotic limit ⑀→0. One obtains in this way decoupled equations for the coefficients P n (y,t), nу1, which relax to zero much faster than P 0 (y,t) changes. Hence, in the small-⑀ limit, the long-time behavior of the two-dimensional process ͑4͒ is governed by the onedimensional Smoluchowski equation
In the same limit, an equivalent equation for the mean first passage time to the line yϭ0 was derived in Ref. 22 . In contrast to Refs. 15 and 24 no source term is present in the Smoluchowski equation ͑20͒. In principle, corrections of higher orders in ⑀ can be included in Eq. ͑20͒, but we will not do so here. The relevant time scale describing the long time behavior of P 0 (y,t) is given by the first nonzero eigenvalue of the Smoluchowski operator ⑀L e which crucially depends on the shape of the effective potential V e . As is seen from Fig. 2 , this potential has either a single minimum or two minima depending on the parameters ␥ and D. Thus for instance, if the coupling constant is sufficiently large, ␥ӷUЉ͑x min ͒ϭ2, the most dominant part of the potential V(x,y) is the interaction ͑␥/2͒(xϪy) 2 which favors xϭy. Hence, in this limit one finds V e ͑ y ͒ϭU͑ y ͒. ͑21͒
With decreasing coupling strength at a fixed value of D the potential V e becomes wider, and the barrier flattens. For small D and ␥, ␥ϭO (D), a Gaussian approximation of the integral in Eq. ͑13͒ about the minima of the potential U(x) yields
which has two wells for ␥ϾD and a single well otherwise.
In the case of a symmetric double well, the least eigenvalue is given by the mean first passage time for the y-process starting at one of the local minimum values, say, at yϭϪ1, to reach the top of the barrier at yϭ0
where the superscript ''0'' indicates that the formula is valid in the small-⑀ limit. For large ␥ we find with Eq. ͑21͒
where 1 ϱ is the least eigenvalue for ⑀→ϱ, in which case the one-dimensional activated process in the x direction determines the slow dynamics. Consequently, 1 ϱ reads
͑25͒
In the single well case, the least eigenvalue describes the relaxation of the slow y mode. The effective potential V e (y) is then approximately parabolic with curvature ␥, and, therefore, the least eigenvalue becomes 1 0 ϭ⑀␥. ͑26͒
Since the next eigenvalue is only approximately 2 1 0 , no pronounced gap exists and the long time behavior is generally multiexponential. 15 This means that a rate description of the long time dynamics is inappropriate in this case. Finally where for small D the integrals in Eq. ͑25͒ have been evaluated in Gaussian approximation. It is clear that for ⑀Ͻ⑀ c the true rate strongly deviates from the Langer formula when the barrier of the effective potential V e (y) is smaller than that of the original system potential U(x). This is the case for ␥рUЉ͑x min ͒. When ␥ is comparable or even smaller than the diffusion coefficient D, ␥рD, the dynamics becomes barrierless and the rate constant description is no longer appropriate even though the bare potential height might be large. In principle, the value of ⑀ c can very well be larger than unity also in the latter case of the purely relaxational dynamics, but then ␥ is exponentially small and the reactive and relaxational modes decouple. On the other hand, we want to emphasize that the Kramers-Langer theory gives the correct rate when either of the following two conditions is violated ␥рUЉ͑x min ͒, ⑀р⑀ c . ͑29͒
Closing this section, we note that the presented asymptotic theory admits an obvious generalization to the multidimensional Kramers-Langer problem with an arbitrary nonlinear coupling between the system and the bath modes.
III. NUMERICAL METHODS
In this section, two efficient methods for the numerical solution of time-independent Smoluchowski and Schrödinger equations are developed. First we present a variational approach which is very efficient in dealing with a so-called system-bath situation in which a nonlinear degree of freedom couples to another harmonic one. We use this method for solving the original two-dimensional problem ͑4͒. For the solution of the one-dimensional Smoluchowski equation ͑20͒ with the potential defined in Eq. ͑13͒ we use a finitedifference method which is presented in the second part of this section.
A. A variational procedure
For the sake of generality, we consider a nonlinear coupling between the reactive system and the harmonic bath where H y describes the bath, H x the system, and H xy their mutual interaction. They read:
This transformation allows us to take advantage of a Hamiltonian operator whose matrix representation is always symmetric. The underlying idea is to determine the generic basis function element as
where n (y,x) are adiabatically displaced eigenfunctions of the harmonic oscillator problem
while m (x) are eigenfunctions of the Hamiltonian corresponding to the uncoupled reactive subsystem
͑36͒
It is straightforward to construct the matrix representation of the operator H ͑32͒ in the basis ͑34͒. One obtains
The advantage of this representation is that a few basis functions are sufficient to produce very accurate low lying eigenvalues for ⑀Ͼ⑀ c , and the method is rather insensitive with respect to D and ␥. With a decreasing anisotropy parameter the convergence only slowly becomes worse. Even for ⑀ϭ10
Ϫ4
⑀ c , just 10-15 basis functions per x and y are typically required to obtain 3-4 significant digits independently of the barrier height and coupling constant. The resulting matrices can easily be diagonalized by standard routines for sparse or band structured matrices. This is in drastic contrast to the conventional basis set of unscaled harmonic oscillator eigenfunctions used so far ͑see, e.g., Ref. 25͒. For the present problem, with a conventional basis set, 30-40 unscaled harmonic oscillator basis functions per degree of freedom are necessary to converge to two significant digits even at an intermediate value of the barrier height, say Eϭ5, corresponding to Dϭ0.05, and critical anisotropy parameter ⑀ϭ⑀ c . With further decreasing D or ⑀ the convergence becomes much worse, and special methods such as the Lanczos algorithm are necessary, in order to first tridiagonalize the resulting matrices and only then to calculate the first nonzero eigenvalue. We note also that our results are in contrast to the ''intuitive feeling'' expressed by Makri and Miller 26 who warn to use the basis m if one needs to properly incorporate the effect of coupling to the bath. Now, it remains to evaluate the eigenvalues m , and the matrix elements G m,mЈ and R m,mЈ in an economical way. Presently, there are many methods available by which the one-dimensional Schrödinger equation ͑36͒ can be solved. Two of them will be discussed below. If the potential U(x) and the force g(x) are polynomials, a good way of doing this is to use a set of scaled harmonic oscillator eigenfunctions
where the frequency is a free parameter which can be chosen so that the convergence of the series in Eq. ͑38͒ is as fast as possible. The matrix representation of the Hamiltonian ͑36͒, as well as a way of determining are given in the appendix. Here we only note that an optimal choice of the free parameter sensitively depends on the number of basis functions N which are taken into account in the series ͑38͒. This problem has already been studied in Ref. 31 with the result that for a given N the optimal value of minimizes the trace of the matrix representation of the Hamiltonian ͑36͒ in the basis ͑39͒ truncated at iϭNϪ1. For the present problem this yields ͓see Eq. ͑A7͔͒
.
͑40͒
The use of the basis of scaled harmonic oscillator eigenfunctions allows us to decrease the truncation number N, which is necessary to converge to 12 significant digits, at least by a factor of 2 compared to the standard unscaled basis set corresponding to ϭ1. Another advantage of the basis ͑39͒ is that it permits one to evaluate the matrix elements G m,mЈ and R m,mЈ analytically, that is, without loss of accuracy, provided g(x) and U(x) are polynomials. For the potential U(x) defined in Eq. ͑4͒ and a linear coupling function g(x)ϭx a straightforward calculation yields the following algebraic expressions:
We note that this method can be applied to all types of potentials ͑polynomials or finite sums of exponentials͒ for which the matrix representation of the Hamiltonian ͑36͒ can be determined analytically. If this is not the case, a finitedifference method as described in the next subsection can be used. We also note that in principle, one could use a basis set which consists of the eigenfunctions ⌽ m (x,y) ͓see Eqs. ͑8͒ and ͑10͔͒. The advantages of such a basis are that it explicitly takes into account the coupling, and produces accurate results in the strongly anisotropic limit with just a few basis functions. The main disadvantage of this approach is that the corresponding matrix representation cannot be determined analytically. Rather, one has to solve the x-problem for many different values of y, and then to perform a large number of quadratures numerically. From this point of view the basis which is described above seems preferable. It also incorporates the coupling explicitly and produces a very rapid convergence combined with a minimal computational effort.
B. A finite-difference scheme
The method that we now outline is an application of a finite-difference scheme for the solution of nonlinear timedependent Smoluchowski equations. 32 Since the present problem is linear and time-independent, the scheme can be substantially simplified and further improved. In order to simplify notations, we consider the following eigenvalue problem of a one-dimensional Smoluchowski operator:
where U(x) is assumed to be an arbitrary potential bounded from below and unrestricted from above, so that the corresponding spectrum of eigenvalues is discrete. A generalization to multidimensional cases is straightforward. The key ideas of the method are, first, to represent the associated Hamiltonian operator as a sum of second derivatives, namely,
where
and, second, to introduce a uniformly spaced lattice of N points on the x-axis reading
where h denotes the step size. The second derivatives are then approximated by a central difference scheme of the order 2K in h
where F i ϭF(x i ), and where the coefficients c i are determined from
In this representation, the operator H is a symmetric ͑2K ϩ1͒-diagonal matrix whose nonzero elements are given by
One might expect that for fixed N this discretization procedure would produce, with increasing K, much more accurate results than obtained with the conventional second order differencing scheme which corresponds to Kϭ1. We have found, however, that the use of the matrix H defined by Eq. ͑46͒ with Nϭ31 leads to a finite first eigenvalue of the Smoluchowski operator varying from 10 Ϫ5 to 10 Ϫ7 instead of exactly being zero. This is because the matrix ͑46͒ does not preserve the true ground state solution of the corresponding Hamiltonian operator, or equivalently, satisfy the following condition:
We have found that a dramatic reduction of discretization error is achieved by a simple procedure of computing the diagonal elements so that the ground state solution is preserved. Specifically, we enforce Eq. ͑47͒ by the following modification of the diagonal of H:
The accuracy of a finite-difference approach is typically determined by the accuracy of the space discretization. The standard way to control it is thus by increasing the number of grid points. In practice, however, one would like this number to be as small as possible, in order to achieve computational economy. The advantages of the method presented are, first, that it is an integration free method, and, second, that it allows one to achieve a given level of accuracy with a slow ͑or even without͒ increase of the number of grid points solely due to increasing K. Both features are particularly important in studying problems like Eqs. ͑20͒ and ͑13͒, when the computational effort which is necessary for the evaluation of matrix elements is comparable with the one for its diagonalization.
The method described above has been used for the numerical solution of the one-dimensional problem ͑20͒ and ͑13͒. It can also be used for solving the two-dimensional problem ͑4͒, where its utility, of course, is not restricted solely to a certain kind of system-bath Hamiltonians. We preferred though the variational method for the twodimensional problem, since it first possesses an upper bound property of the calculated eigenvalues and, second, converges faster than the finite-difference scheme.
IV. RESULTS
The two-dimensional problem has been solved in a wide range of the anisotropy parameter 10 Tables I and  II . We have also numerically solved the one-dimensional Smoluchowski equation ͑20͒. We find that our predictions based on this equation agree well with the numerically exact results obtained for the two-dimensional problem. The main findings are as follows.
͑i͒ In the limit of weak coupling ͑low bath frequency͒ ␥ϳD, the longtime behavior is governed by a set of low lying equidistant eigenvalues for diffusion anisotropies ⑀ smaller than the critical value ⑀ c defined in Eq. ͑28͒. These eigenvalues read n ϭ⑀␥n, nϭ0,1 1 on ⑀ changes qualitatively in the vicinity ⑀ϳ⑀ c . In the limit of strong coupling ␥ӷUЉ͑x min ͒, the relation ͑24͒ always holds, and ⑀ c is close to unity. With decreasing ␥ the value of ⑀ c also decreases in full agreement with Eq. ͑27͒ until ␥ϳD. In the latter case, the potential barrier in V e (y) vanishes, and since then Eq. ͑23͒ becomes inappropriate, one has to use Eq. ͑28͒ in order to estimate the critical value ⑀ c . These observations are illustrated by Figs. 3 and Fig. 4 where the first nonzero eigenvalue of Eq. ͑4͒ is shown as a function of the anisotropy parameter. For the sake of completeness we also show in Fig. 4 the asymptotic solutions 1 ϱ ͑25͒ and 1 0 ͑23͒ obtained in terms of the one-dimensional Smoluchowski equations ͑2͒ and ͑20͒, respectively. They are seen to agree well with the numerically exact results obtained for the twodimensional problem for both an intermediate ͑Eϭ5͒ and relatively large ͑Eϭ10͒ barrier height. Quite remarkable is the fact that the mean first passage time estimate for 1 ϱ , Eq. ͑23͒, turns out to be not too bad even for ␥ϳD ͑e.g., for ␥ϭ0.1 and Dϭ0.05͒ although then the potential V e (y) has no noticeable barrier ͑see Fig. 2͒ .
͑iii͒ With further decreasing coupling constant, ␥рD, ⑀ c begins to grow in accordance with Eq. ͑28͒. For ␥ϳe ϪE it again reaches unity and continues to increase as 1/␥ when ␥ goes to zero. In this limit, the spectrum of eigenvalues of the two-dimensional problem ͑4͒ becomes similar to the spectrum of a one-dimensional harmonic oscillator ͑49͒. Results for the first nonzero eigenvalue in the limit of weak coupling are shown in Table II and Fig. 5 .
͑iv͒ As expected, the Langer formula ͑7͒ provides quite accurate results in the limit of strong coupling independently of the anisotropy parameter. With decreasing ␥ the Langer formula still applies for ⑀у⑀ c , and fails otherwise. As is evidenced by Fig. 6 , the latter is true for potentials with both single ͑␥у1͒ and double ͑␥Ͻ1͒ well profiles V͑x,yϭconst͒. It turns out that for intermediate barrier height, say Eϭ5, and coupling strength ␥ϳ1 the breakdown of the KramersLanger theory already sets in in the isotropic regime ⑀ϳ1. Finally, in the limit of weak coupling, ␥ϳe ϪE ͑e.g., for Eϭ5, and ␥ϭ0.001͒, the Kramers-Langer theory fails even for ⑀у1. We emphasize that these results are in accordance with the criterion ͑29͒ that we derived to check the validity of the Kramers-Langer theory.
V. CONCLUDING REMARKS
In this paper, a rather fast and easily applicable variational method was developed for solving multidimensional Smoluchowski and Schrödinger equations of a system-bath form. The power of the method is illustrated for a twodimensional problem describing, e.g., charge-transfer reactions in polar solvents. The results are very encouraging since a relatively small number of basis functions can quite accurately account for the effect of the bath on the system in a wide range of the anisotropy parameter reaching from a very fast to an almost frozen bath mode. We have presented numerically exact results for rate constants of a classical symmetric double well system coupled to a dissipative mode.
These results allow us to analyze the problem without using ad hoc assumptions in a rather wide range of parameters, as well as to clarify the question of the range of validity of the Kramers-Langer theory. We conclude that for relatively high barriers with strong coupling between the system and the bath mode the Kramers-Langer theory yields results which are accurate for all values of the diffusion anisotropy. Otherwise it may fail grossly even near the isotropic diffusion case. In particular, it turns out that the shapes of the potential profiles at fixed values of y do not play the decisive role that is attributed to them by Berezhkovskii and Zitserman. 15 Our calculations revealed also that Langer's formula for the rate may break down for ⑀Ͼ1 if the coupling constant is sufficiently small. For strong anisotropy ͑small ⑀͒ or weak coupling ͑small ␥͒ the y coordinate moves slowly compared to x and asymptotically becomes a Markovian process which can be described by a one-dimensional Smoluchowski equation. The comparison of this asymptotic theory with the numerically exact results for the original two-dimensional problem shows excellent agreement nearly up to the isotropic case ⑀ϭ1.
Other aspects of the present model can also be investigated by our method. For instance, one can study the influence of finite barrier corrections of the rate. Another interesting question refers to possible deviations of the stochastic and the deterministic separatrix. These problems presently are under investigation. The present method can also be applied to other relevant problems, such as cases with nonlinear coupling between the system and bath, or spatial dependent diffusion. Finally we note that the Hamiltonian which we have considered, is also suitable for a quantum mechanical description of hydrogen atom transfer reactions. 26 In such a case, no diffusion anisotropy occurs, ⑀ϭ1, and, therefore, one may expect that the method should work even better. We expect that 5-7 basis functions per degree of freedom are sufficient to describe the effect of the bath on the system quite accurately in the whole range of the bath frequency ␥. This is particularly advantageous, since the case of the low frequency bath is notoriously difficult in quantummechanical calculations. 26 Since the present method admits an obvious generalization to an arbitrary number of bath degrees of freedom, it does not seem to be difficult to study a bath which consists of up to three modes coupled to a system with a reasonable numerical effort.
Note added in proof. After completion of this work we received a preprint by A. M. Berezhkovskii, V. Yu. Zitserman, and A. Polimeno about a related problem with similar results.
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