ABSTRACT This paper determines the abundances of iron and other elements for one star of intermediate metallicity and for nine extremely metal poor stars, including two members of the globular cluster M92 as well as CD -38°245, the most metal poor star known. In the process, we evaluate the accuracy of transition probabilities for Fe i and other elements.
I. INTRODUCTION
This paper determines iron abundances good to 0.2 dex for nine extremely metal poor stars and one of intermediate metallicity, and examines the relative abundances of additional elements. As part of this work, the most serious sources of systematic error are explored. Photometric and echelle spectroscopic data for these stars were presented in Peterson and Carney (1989, hereafter Paper I) . An additional star, a giant in the dwarf spheroidal galaxy Draco, is analyzed in Peterson (1990, hereafter Paper III) . This paper is divided into two parts which may be read independently. The next four sections evaluate the techniques and pitfalls of abundance analysis. The remaining sections are devoted to abundance results.
In § II we review the procedures for determining abundances from line data and a stellar model. The next three sections discuss the transition probabilities. In § III, the status of laboratory Fe i g/ 1 values is noted. In § IV, the alternative method of determining solar gf-values is discussed. In § V, atomic transition probabilities and solar abundances are examined for the remaining elements analyzed.
In § VI, abundances are deduced and their uncertainties are discussed. We compare our results for iron to abundances determined by previous work in § VII, and present arguments suggesting that erroneous solar g/'-values may have caused the abundances of rather metal poor globular clusters to have been somewhat overestimated. The ramifications of our lower abundance for M92 are discussed in § VIII, where we also offer suggestions for abundances to be used in isochrone fitting. The basis for these suggestions is discussed in § IX, in which we present and evaluate the distribution of abundances of other elements with respect to iron. Our conclusions are summarized in §X.
II. ANALYSIS PROCEDURES Abundances were determined using the program WIDTH to calculate the theoretical strength of an atomic transition in a given model atmosphere, iterating the assumed elemental abundance until a match is achieved between the theoretical and observed equivalent widths (EW). WIDTH uses the continuous opacities from the program ATLAS (Kurucz 1970 (Kurucz , 1979a , explicitly including Rayleigh scattering from hydrogen atoms, which is important in cool, extremely metal poor stars. In calculating the line opacity coefficient for each layer of a prescribed model atmosphere, WIDTH adopts user-assigned values of the microturbulent velocity v t , van der Waals, Stark, and radiative damping constants, and the line transition probability (g/'-value). WIDTH then finds the theoretical EW by integrating over the line profile the emergent line flux relative to the continuum.
Our EW data were discussed in Paper I. All measurements were made from spectra of 12 km s" 1 resolution. All stars were observed in the red with a Carnegie image tube; for four stars, blue data were obtained with the same detector. For three stars, including the two M92 giants, data were obtained with a TEK CCD which have higher S/N but much more limited spectral coverage. Although EWs are given in Tables 3 and 4 of Paper I for all lines measured, only a limited subset was used to deduce abundances. Only those lines with log (EW/2) < -5 were used for all species which are represented by two or more such lines. Those few determinations which are based on stronger lines are always restricted to lines with log (EW/ À) < -4.9; these are identified in the tabulations of results. This ensures that no abundance depends on v t to a significant degree ( § VI). Microturbulent velocities were determined from both weak and strong lines by demanding that the abundance deduced for a line show no dependence on its EW. We used both Ca i and Fe i lines since both groups have accurate gfvalues and span a wide range in EW. This established v t to about ±0.5 km s _1 in most cases. We chose 3.0 km s" 1 for those stars with T e < 4250 K, 2.5 km s ~1 for = 4500 K, and 2.0 for T e > 5000 K, based on the trend of the v t derivations.
Line transition probabilities are discussed extensively in § III for iron and § V for other species. Wherever possible, we adopt the ^/-values based on furnace measurements at Oxford. Because these lines are generally moderately strong and very sensitive to temperature, we added other lines for which reasonably accurate laboratory determinations of the g/'-values were available, or for which transition probabilities have been derived theoretically. Solar g/'-values were used only where no other g/ 1 values were available, and not at all for Fe i, because of their sensitivity to model structure, v t , and damping constant.
For model-atmosphere input, we initially adopted the grid of model atmospheres for giant stars by Gustafsson et al. (1975, hereafter GBEN) . These assume flux constancy, local thermodynamic equilibrium, and hydrostatic equilibrium, and include molecular blanketing as well as atomic line opacity. Since the GBEN grid does not extend below [Fe/H] = -3, we constructed a minigrid of atomic-line-blanketed models using the program ATLAS (Kurucz 1970 (Kurucz , 1979a on the VAX VMS computers at the Center for Astrophysics and KPNO. ATLAS includes a more extensive atomic-line list, which can be important for ultraviolet fluxes, and allows for nearly twice as many optical depths, which are needed for the calculation of strong lines that form high in the atmosphere. The lack of molecular line opacity should not be serious for stars as metal poor as the Vol. 350 ones considered here, for even the strongest molecular features, such as violet CH and infrared CO, are barely detectable in these stars (Carbon et al 1982; Cohen, Frogel, and Persson 1978, hereafter CFP) . The ATLAS models have T e = 4000 K and 4250 K, log g = 0.75 and 1.5, at [Fe/H] = -2.0, -2.5, and -3.0; T e = 4500,4750, and 5000 K, log g = 1.5 and/or 2.0, at [Fe/H] = -2.5 and -3.0; and T e = 5000 K, log g = 2.0 at -3.5 and -4.0. The line opacities for -3.5 and -4.0 were interpolated between the -3.0 and zero metal abundance opacities computed by Kurucz (1979b) . Runs of stellar line EWs through several pairs of BG and Kurucz models produced essentially identical deduced abundances, the differences being < 0.02 dex except for strong lines (EW > 100 mÂ).
The choice of effective temperature T e of the stellar model most appropriate for each star is crucial, for most abundances are very sensitive to this (see § VI and Pilachowski, Sneden, and Wallerstein 1983, hereafter PSW) . Our principal determinant was V -K color, which is estimated to be good to 100 K without any additional stellar information. Figure 4 of CFP shows that it is a sensitive indicator of temperature for K giants, with little dependence on metallicity or surface gravity over a wide range. Their V -K scale, which is founded on theoretical ATLAS model fluxes, agrees very well above T e = 4000 K with that of Ridgway et al. (1980) based on occultation diameters (Frogel, Persson, and Cohen 1981, Fig. 12 ). Since J -K is well correlated with V -K among globular-cluster giants with T e > 4000, we also derived T(J -K\ although the J -K versus V -K relation shifts somewhat from cluster to cluster (Frogel, Persson, and Cohen 1983, Fig. 5 ). We did not depend on B-V or the Strömgren index b-y, however, since both colors are quite sensitive to metallicity (Bell and Gustafsson 1978) . Our photometry and reddening estimates are presented in § II of Paper I.
A check on photometric T e was made by determining abundances for the weak Fe i lines, to establish whether these abundances were significantly dependent on the lower excitation potential EP of the line. This check is only accurate to about ± 150 K, given the number of weak Fe i lines and the uncertainties in their EWs (Paper I) and g/ 1 values ( § III). Table 1 gives the values deduced from each indicator, along with our adopted values for each stellar atmosphere.
From this table, it is evident that in the cooler stars, there is a discrepancy of ~ 100 K between the IR T e values and the T e values inferred from the weak Fe i lines. For the stars with CCD data, namely HD 122563, M92 III-13, and M92 XII-8, the results are completely independent of microturbulent PETERSON, KURUCZ, AND CARNEY From Cohen, Frogel, and Persson 1978 . 1990ApJ. . .350. .173P No. 1, 1990 RELATIVE ABUNDANCE velocity v t , since very weak lines were included. The usual remedies fail: adopting E(B-V) -0.00 lowers T(V -K) and T(J -K) by only 30-50 K, and does not affect T(Fe i), so some discrepancy remains; line blanketing is difficult to invoke, for the M92 giants are so metal-poor that molecules are virtually absent (the CFP CO indices are 0.03 mag at most), and even in the V bandpass the strongest atomic features are 200 mÂ or so. Stated another way, the problem for the cooler stars is that, at the T e indicated by the IR colors, the abundances deduced from the low-EP lines are higher than those from the high-EP lines by ~0.05 dex per eV. This discrepancy persists in both GBEN and Kurucz models. It is also marginally evident among Ti i lines. There is also the difficulty that the Fe i lines blueward of 4200 Â tend to give lower abundances than do the Fe i lines farther to the red. For HD 4306, the difference is 0.30 dex; it is 0.15 dex for HD 122563, and 0.37 dex for CD -38°245.
The dependence of abundances on low EP can be alleviated by altering the surface temperature structure. This preserves the IR colors, which arise from deeper layers, but reduces the EP dependence, since low-EP lines tend to be formed more toward the surface than high-EP lines (see § IV). However, any physical basis for such a temperature depression is speculative at best. Possibilities include the geometric flux-blocking effect of sunspot canopies, or the blanketing at 5 fim caused by IR CO bands. A stronger possibility is that the electron number density is in error, since the light elements are overabundant (see § IX). This would affect primarily the surface layers, since hydrogen ionization is the dominant supplier of electrons at greater depths. The ionization equilibrium of Fe and Ti would be altered in favor of the neutral species, but this would be offset, especially in the blue, by the increase of the continuous opacity. Detailed calculations are needed to confirm this.
As discussed in § III, uncertainties of 0.1 dex in transition probabilities cannot be excluded over larger ranges in transition strength or excitation potential. We also cannot rule out the possibility of a non-LTE problem. However, the sign of the effect seen here is opposite to that noted by Rutten (1988) for the Sun, where either a steep temperature gradient plus non-LTE effects or LTE and a shallow gradient reproduce the iron lines well. Also, the enhancement of low-excitation features in both Ti i and Fe i argues against non-LTE since the two species differ significantly in ionization potential and in the number of ultraviolet transitions through which overionization or overexcitation may proceed. Consequently, we view this problem as an indication that the surface properties of the model atmosphere are not yet fully understood. Until this is resolved, those abundances which depend critically upon the surface properties of the atmosphere should be considered somewhat in doubt in the stars cooler than 4500 K. This can be judged from the tabulation below of the sensitivity of abundances to reduced surface temperature.
Surface gravities log g were determined for the field stars primarily by demanding that the same iron abundance be found from the Fe i and Fe n lines. Unfortunately, uncertainties in Fe ii transition probabilities and the choice of T e itself both affect the determination of log g. Since laboratory transition probabilities are lacking for weak Fe n transitions, we included lines with solar gf-values determined by Blackwell, Shallis, and Simmons (1980, hereafter BSS) , as well as stronger Fe ii lines which do have laboratory gf-values. From the several stars where both Fe n line groups can be measured, we estimate that the two sets of gf-values are consistent to 01 dex.
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Nonetheless, for even the best-studied field stars, log g is known only to ±0.5 dex. The values of log g for globularcluster giants are better known from their color-magnitude diagrams and the assumption of 0.8 ± 0.2 M 0 for the stellar mass (Iben and Rood 1970; Rood 1972 Rood ,1973 .
III. LABORATORY Fe I TRANSITION PROBABILITIES The choice of transition probabilities is a major concern in a stellar abundance calculation, since an error in log gf translates directly into an error of the opposite sign in the logarithm of the abundance. Unfortunately, laboratory Rvalue determinations for Fe i lines once contained serious errors, as summarized by Huber (1977) . More recently, a group of gf-values that are essentially error-free has been produced from furnace measurements performed at Oxford (Blackwell, Petford, and Simmons 1982 , hereafter BPS, and references cited therein). These have a stated uncertainty of less than 20%. That the method results in uncertainties of less than 5% has been confirmed by Tozzi, Brunner, and Huber (1985) .
However, the thermal nature of the method restricts the furnace determinations to lines of low-excitation potential. These are the most sensitive to the choice of stellar effective temperature and model temperature gradient ( § IV). Furthermore, only strong transitions were measured until quite recently, when a multipass optical path allowed truly weak solar Fe i lines to be analyzed (Blackwell et al 1986a) . Therefore we have also incorporated laboratory gf-values for higher excitation lines, despite lingering systematic errors. According to Blackwell and Shallis (1979) , "there almost invariably exists a kind of error in emission measures, and in some absorption measures also, that we describe as a ' scale error,' i.e., an increasing deviation of the measured oscillator strengths from the true values with decreasing oscillator strength." Such errors are quantified in the comparisons of g/-values made by BPS, who propose empirical correction formulae for each data set, with explicit dependence on upper excitation potential and transition strength.
The BPS comparisons indicate that the arc results of Bridges and Kornblith (1974, hereafter BK) are among the least troubled of Fe i gf-value determinations, so we have adopted them without change in Table 3 of Paper I. However, Figure 5 of BPS demonstrates that there is a tendency for BK gf-values of weak transitions to be as much as 0.2 dex too large. Their formulae indicate that the gf-values of our blue BK lines require no adjustment, but those redward of 4800 Â are expected to be 0.1 dex too high. Our stellar abundance calculations also showed a red-blue difference of 0.1 ± 0.1 dex. Accordingly we have increased [Fe/H] deduced from the red BK lines by 0.1 dex in all stars.
Our CCD data were obtained redward of the wavelength region for which gf-values are provided by BK. Consequently, for the Fe i CCD lines in Table 4 of Paper I, we have incorporated gf-values from May, Richter, and Wichelmann (1974, hereafter MRW) and Wolnik, Berthel, and Wares (1970, 1971; hereafter WBW2 ). An extensive intercomparison of BK and MRW gf-values by Fuhr et al (1981) shows no systematic trends with wavelength, gf-value, or upper excitation potential. Therefore, they adopted gf-values directly from each group, with a constant change of -0.03 dex to bring them into agreement with the Oxford gf-values then available. The detailed correction formula for MRW lines given by BPS also leads to changes of 0.00-0.02 dex for the MRW transitions used in this study. These changes are incorporated in the gf-values listed in Grevesse and Anders (1989) , the solar iron abundance is still uncertain by perhaps ±0.1 dex. The best value is that of Blackwell et al (1986a) , log (Fe/H) = -4.33 ± 0.03, as this is based on six Fe n lines with Oxford g/'-values and a solar log (EW/2) < -5.0.
Other lines are problematical in the Sun for several reasons. The choice of solar model affects the abundance deduced from moderately strong, low-EP Fe i lines, because the temperature gradients of the various models in widespread use differ significantly at relatively shallow layers just below the temperature minimum. The empirical model of Holweger and Müller (1974, hereafter HM) , based on absorption-line strengths, has a shallower temperature gradient than the semi-empirical non-LTE model of Vernazza, Avrett, and Loeser (1976, hereafter VAL) , which fits flux distributions over a wide wavelength range. (Relative merits of these models are discussed by Lambert 1978) . The VAL model has been updated recently by Maltby et al (1986) ; although this model is much closer to the HM model, it still retains a steeper temperature gradient throughout the region where moderately strong lines are formed.
In the presence of a steep temperature gradient, the calculated strength of virtually any line increases, because of the greater temperature contrast. However, the lines most affected are those formed at shallower atmospheric levels. Depths of formation vary substantially owing to ionization and Boltzmann factors; thus low-EP Fe i lines are formed at shallower levels than high-EP lines, and Fe i lines are formed nearer the surface than Fe n lines. In each pair the former are more sensitive to the temperature gradient. Also, the stronger lines of any species or excitation are formed at shallower levels than the weaker ones. Since low-EP lines tend to be stronger than high-EP ones, their sensitivity to the gradient is compounded.
The upshot is a significant effect of the surface temperature gradient on both solar and stellar iron abundances. This is treated quantitatively in the Sun by BSS and by Blackwell and Shallis (1979) . For example, the latter study shows that log (Fe/H) 0 deduced from a selection of Oxford Fe i lines decreases by 0.2 dex in going from the HM to the VAL solar model. Moreover, the model gradient affects which value of v t is the most appropriate, through its influence on strong lines. Consequently, the best choice of v t to use in the determination of ¿/'-values depends on which model is adopted. Blackwell and Shallis (1979) show further that, for any given model, v t also depends on where on the solar disk the line widths were measured: equivalent widths from the disk center are matched by smaller v t values than those from the edge or from the inteVol. 350 grated light of the whole disk. Their best-fit values for a solar v t are 0.6-0.8 km s _1 for the VAL model, and 0.8-0.9 km s" 1 for the HM model, for low-EP lines at the center of the disk. For the spectrum in integrated light, the best v t is 1.0 km s~1 for the VAL model. Rutten and Kostik (1988) provide additional examples of the sensitivity of solar Fe i abundances to v t . It is apparent, then, that the assumption of a solar v t is dependent on many factors, but is nonetheless critical to the derivation of solar g/'-values.
Another complication in determining solar gf-values for strong lines is that the damping constants for van der Waals broadening are not well known. For most Fe i transitions, these constants have not been measured directly; an approximation due to Unsold (1955, p. 333 ) is usually employed. This clearly underestimates the damping of the high-EP Fe i lines. cite the need for increasing the damping constant by a factor of 1.5 for low-EP Fe i lines. A factor of 6 is required to fit very high EP Fe I lines, according to Gurtevenko and Kondrashova (1980) . Our own unpublished calculations of the profiles of a variety of extremely strong solar Fe i lines, using SYNTHE (Kurucz and Avrett 1981) , confirm that only small enhancements to the constant given by the Unsold approximation are needed for Fe i lines of low EP < 1 eV at wavelengths near 5000 Â, but the multiplicative constant rises as EP increases. This behavior is in keeping with the expectation that the damping enhancement should depend on upper excitation potential. Because of higher gas pressures in dwarfs than giants, solar lines are affected by damping at lower EWs than are lines in the giants. Figure 5 of Blackwell and Shallis (1979) illustrates the importance for the lines that are least damped, those of lowest excitation: these are affected when log (EW/2) = -4.7 (100 mÂ at 5000 Â). Lines of high excitation are influenced as weak as -5.0 (50 rnA at 5000 Â).
It should not be surprising, then, that even the most painstaking solar gf-value analyses may contain serious g/-value errors. The recent determinations by Gurtevenko and Kostik (1981, 1982) , plotted against the BK g/'-values by Wiese (1983, Fig. 3 ), exhibit deviations which correlate strongly with gfvalue. The range of these discrepancies, from -0.2 to 0.5 dex, greatly exceeds the 0.2 dex deviations seen in the BK g/'-values compared with those of the Oxford group (BPS, Fig. 5 ).
Consequently, stellar abundance determinations based on solar gf-values can be severely in error. The amount depends not only on the care with which the solar parameters are selected, but also on the strength of the solar lines; weak lines are much more forgiving of solar uncertainties. In extremely metal poor stars, all these difficulties come strongly into play, since the moderately weak lines best suited for the stellar abundance determination are strong to extremely strong in the Sun. For these reasons, we have not used solar g/'-values for Fe i at all in this work, and as little as possible for the remaining elements.
V. TRANSITION PROBABILITIES AND SOLAR ABUNDANCES
FOR SPECIES OTHER THAN IRON There are several species in addition to Fe i for which reliable Oxford furnace g/'-values have recently become available. Unfortunately, the furnace results for Ni i are exclusively for lines blueward of 4000 Â. Wherever possible, we have adopted furnace results for the following other species: Ca i (Smith and Raggett 1981, hereafter SR); Ti i (Blackwell, Shallis, and Simmons 1982; Blackwell et al 1986b) ; Cr i (Blackwell, Menon, and Petford 1984, hereafter BMP; 1990ApJ. . .350. .173P No. 1, 1990 RELATIVE ABUNDANCE Blackwell et al. 1986c) ; and Mn i (Booth et al. 1984, hereafter BBPS) . We note that Grevesse, Blackwell, and Petford (1989) recommended a revision to the Ti i scale by 0.056 dex, which we have not adopted. For other species, a variety of sources were used. Principal ones include the NBS complications of Wiese, Smith, and Miles (1969, hereafter WSM) , Wiese and Fuhr (1975, hereafter WF) and Wiese and Martin (1980, hereafter WM80) ; the semiempirical values of Kurucz and Peytremann (1979, hereafter KP) and the more recent and extensive Cray calculations of Kurucz (1988, hereafter RLK) ; and the solar g/ 1 values summarized by Peterson (1981h) .
Consequently, solar abundances were adopted according to two separate approaches. For the species with Oxford gfvalues, we tried to select the best estimate of the absolute elemental abundance in the solar photosphere. For other species, every effort was made to choose the value which is most consistent with the g/ 1 values adopted in this work. This is usually the abundance determined from the same lines or from lines whose ^/'-values are most likely to be on the same scale, such as lines belonging to the same multiplet, computed by the same techniques, or measured by the same authors and equipment.
For species abundances that are sensitive to the choice of solar model ( § IV), we averaged results obtained with the HM and VAL models, as this is more consistent with the most recent solar model of Maltby et al. (1986) . A large model dependence should serve as an indication of a greater uncertainty in the solar abundance due to this source, especially given the possibility that the upper solar photosphere may be very inhomogeneous.
The following discussion provides a more detailed guide to specific elements.
The solar oxygen abundance has been carefully considered by Lambert (1978) . His analysis of the solar [O i] lines at 6300.3 and 6363.6 Â yields log (O/H) = -3.10 for HM and -3.09 for VAL. However, his gf-value for the 6300.3 À line is 0.07 dex higher than the NBS choice used here. Consequently we adopt log (O/H) = -3.02.
Solar abundances for sodium through calcium have been investigated by Lambert and Luck (1978) . We adopt their result log (Na/H) = -5.66 from the Na i lines at 6160.8 and 6154.2 Â, for which our KP g/ 1 values agree with theirs to 0.01 dex. For aluminum, we adopt log (Al/H) = -5.68, 0.03 dex higher than their result for the Al i lines at 6696.0 and 6698.7 Â, since our NBS gf-values are 0.03 dex lower than theirs.
For magnesium, we adopted the value log (Mg/H) = -4.57 that was used by Peterson (1981b) to determine the g/ 1 values we used for all except the Mg b lines. Our adopted value is ~0.1 dex higher than Lambert and Luck's average abundance for Mg i lines in the red and near infrared.
For silicon, the solar analysis of Holweger (1973) , based on the laboratory g/ 1 values of Garz (1973) , resulted in log (Si/H) = -4.35. We used ^-values from Peterson (1981a) . Seven lines in common with Garz show that these ^/-values average 0.14 ± 0.02 higher, with an individual deviation of ±0.05 dex. Consequently we adopt log (Si/H) = -4.50.
For calcium, we employ the value log (Ca/H) = -5.66 deduced by Smith (1981) The titanium abundance adopted here is log (Ti/H) = -7.02 for both Ti i and Ti n. The analysis of Blackwell et al. (1987) , based on Ti i lines of rather low EP, is very sensitive to the choice of solar model, as would be expected from the arguments in § V. However, the average abundance found from the two solar models is very close to the value of -7.02 deduced by Whaling, Scalo, and Testerman (1977, hereafter WST) from their laboratory #/-values. For Ti n, Biémont (1978) derived values from HM and VAL which average -700.
Our choice of log (Cr/H) = -6.34 is based on the solar analysis of Cr i lines with KP g/ 1 values by Biémont (1976) . This result agrees very well with that from the analysis of furnace gf-values by Blackwell et al. (1987) when an average is taken over the two models. The comparison of ^/-values by BMP shows that the KP ^-values average 0.03 dex lower than their own, with small scatter except for very weak lines. Table 6 of Biémont, Grevesse, and Huber (1978) , summarizing a variety of results, also shows that there is little dependence of deduced solar abundances either on solar model or on the source of g/'-values.
We adopt log (Mn/H) = -6.61, the solar manganese abundance found by Booth, Blackwell, and Shallis (1984) from the BBPS furnace g/ 1 values, the hfs measurements of Booth, Shallis, and Wells (1983) , and the HM solar model. They excluded the zero-EP lines, noting a discrepancy between these and ones of higher excitation. This discrepancy is considerably reduced if the Maltby et al. model is used.
For Ni i, we have incorporated the solar result log (Ni/ H) = -5.72 found by Lennard et al. (1975, hereafter LWST) from their laboratory gf-values measurements. Our ^/-values are taken from RLK. The Oxford intercomparisons with the earlier KP values for other elements generally show them to be on the same scale as the furnace measurements (BMP). A direct intercomparison of RLK with LWST g/ 1 values is ambiguous: for three lines, the RLK values average 0.10 ± 0.06 higher, but the fourth is 0.53 dex lower. The UV transitions of LWST average 0.09 dex higher than the Oxford values, with a standard deviation of 0.05 dex, according to BBPL.
Our choice for Cu i, log (Cu/H) = -7.88, is that derived by Sneden and Crocker (1988, hereafter SC88) from the solar Cu features at 5782.2 and 5105.6 Â, incorporating hyperfine splitting explicitly.
For the rare earths, we followed Sneden and Parthasarathy (1983, hereafter SP83) in both the choice of ^-values and in the adopted solar abundances. For Y n, g/-values and the solar abundance log (Y/H) = -9.76 are from Hannaford et al. (1982, H + 82) . For Ba n, the g/ 1 values are from WM80 and the solar abundance log (Ba/H) = -9.91 is that of HM.
VI. ABUNDANCES AND THEIR UNCERTAINTIES
The choice of stellar and atomic parameters is difficult, as detailed in the previous four sections. Once completed, however, the derivation of abundances follows immediately. Using only the weak EWs ( § II) from Tables 3 and 4 of Paper I with the line parameters listed there, the models listed in Table  1 of this paper were used to compute abundances. The results are presented in Table 2 , normalized to the solar abundances listed in the first column. As noted above, the majority of the Abundance decreases by 0.05-0.10 dex if v t is raised by 0.5 km s ' Abundance decreases by 0.15 dex if v t is raised by 0.5 km s" ^ abundance determinations were based exclusively on lines with log (EW//1) < -5.0, or 60 mÂ at 6000 Â. Species which violate this rule are indicated; in no case were lines used with log (EW/A) > -4.9.
Because Fe i lines blueward of 4200 Â gave significantly lower abundances than the red lines ( § II), we ignored them in determining the Fe i abundances of HD 4306, HD 122563, and CD -38°245. The ramifications of this discrepancy are serious only for A11, Cr i, and Mn i in CD -38°245, as noted below. Although the cause of this discrepancy is unknown, from the discussion of § II it does not seem likely that it is due to missing ultraviolet line opacity, since these stars are so weakly line blanketed that the continuum is well defined even at 4000 Â. It could perhaps be due to an error in the surface temperature gradient or the increase in electron number density due to the overabundance of Mg, Si, and Ca, which are significant contributors of electrons.
As an illustration of the various uncertainties, we present in Table 3 abundances determined for M92 III-13 with several selections of EWs and model parameters and structures. This star is one of three with CCD data (Paper I), so abundances are deduced separately for CCD and image-tube EWs as well as for weak and strong lines. This shows clearly that the weak-line EWs from both detectors give the same results throughout. It also indicates that the maximum sensitivity to microturbulent velocity v t of any set of EWs with log (EW/2) < -5.0 is an 0.04 dex decrease as v t rises by 0.5 km s _1 . Thus our abundance results for the overwhelming majority of species do not depend in any significant way on either the detector used or on v t .
Results do depend on the choice of stellar effective temperature T e and on the surface temperature structure. We concur with PSW that the uncertainty in T e is the dominant source of error in the overall abundances of most species. Our Fe i, Ca i. Ti i, Mn i, and Ni i abundances all decrease by 0.15 dex or more as T e is lowered by 125 K. The same species drop by 0.10 dex or more if surface temperature is lowered by 100 K.
Species that are the dominant stage of ionization of a particular element are as sensitive to surface gravity log g.Fc n, O i, Sc ii, Ti ii, and Y n abundances all rise by 0.23 dex or more as log g is increased by 0.75 dex, while Fe i and Ti i abundances are lowered by 0.1 dex by this change. These numbers overstate the true uncertainty somewhat, since surface gravities are known to ~0.5 dex for field stars and to 0.2 dex for members of unreddened clusters such as M92 ( § II). Some tendency is discerned here and in more comprehensive analyses of extremely metal poor stars for gravities deduced from excitation equilibria to be lower than those inferred from cluster colormagnitude diagrams. It is not currently known whether this is due to scale errors in g/ 1 values of the once-ionized species, or to non-LTE effects or some other atmospheric factor.
To summarize the sources of random error, species represented by five or more lines have an uncertainty < 0.05 dex due to EW errors; this rises to 0.13 dex for two lines, and is ±0.2 dex or more when only one weak line is measured. Except where noted, no species tabulated here is uncertain by as much as 0.05 dex due to an error of 0.5 km s~1 in v t . Neutral species (except O i) are uncertain by 0.15 dex for the typical ± 150 K in T e , while ionized species and O i are uncertain by ±0.15 dex in the field stars due to an uncertainty of ±0.5 dex in log g, and by ±0.06 dex in M92 where log g is known to ±0.2 dex.
The best-determined elements are iron and titanium, since the T e and log g effects cancel to some degree when both neutral and ionized species are present. The overall random error from T e and log g uncertainties is about ±0.10 dex. Combining this with EW and v t uncertainties brings the overall random error in these species to ±0.13 dex in each star. For iron, a systematic error of 0.1 dex cannot be excluded, due to the possibility of an error of this size in the solar iron abundance. The solar titanium abundance is roughly as uncertain.
The dominant random error in the Ca i abundance, ±0.18 dex, is due to T e and log g. Thus the total random error is ±0.20 dex. Scandium has a similar random error. Other species suffer from the lack of lines with suitable EWs. -2.5, v t = 2.5. -2.5, v t = 2.5. -2.5, v t = 2.5, surface temperature lowered 100 K. -2.5, = 2.5. -2.5, t; f = 3.0.
VII. IRON ABUNDANCES COMPARED TO PREVIOUS WORK
A comparison is offered in Table 4 of our deduced iron abundances, and the stellar parameters on which they are founded, with those determined by other studies from highresolution spectra.
Agreement is very good between this work and GS88. For the four stars in common, our results average 0.03 ± 0.07 dex lower than theirs. The joint standard deviation of ±0.14 dex per star is reduced by half if allowance is made for the differences in T e , and by two-thirds if HD 166161 is excluded. The choice of ¿f-values is probably responsible for the latter. Like us, GS88 adopted Oxford furnace g/ 1 values for Fe i in HD 4306, CD -38°245, and BD -18°5550. For HD 166161, however, all their Fe i lines with log (EW/A) < -5.0 have solar g/'-values.
Prior work shows less satisfactory agreement. Compared to Luck and Bond (1985) , for example, our values are lower by 0.2 ±0.1 dex after allowance is made for the sometimes substantial differences in the choice of T e . From the discussion of § III, part of this abundance difference is due to our choice of a solar iron abundance that is 0.13 dex higher than was generally adopted before accurate Fe i gf-values became available. Based on intercomparisons of EWs presented in Paper I, we suspect the rest of the difference is due to our more accurate measurements of weak Fe i features.
Comparisons with previous abundance determinations for giants in globular clusters suggests that discrepancies of 0.2 dex or larger are the rule. Distinct trends are seen in comparisons of the echelle results of various authors. As noted by PSW and by Pilachowski, Sneden, and Green (1984) , there is a tendency for the results of Pilachowski and coworkers to be higher than others, especially at the lowest metallicities. This tendency persisted even when PSW reanalyzed Cohen's EWs. On the other hand, the lowest abundances deduced for a given cluster are those of Peterson (1980a, b; . Our result for the iron abundance of M92 continues this trend.
As with the field stars, 0.13 dex of the difference between our work and others based on laboratory gf-values is explained by our choice of the solar iron abundance, and an additional 0.1 dex is probably due to differences in EWs. The choice of transition probabilities may explain the larger discrepancies of our work and others with the results of Pilachowski and coworkers, as we now discuss.
The analysis of PSW (and those of Geisler and Pilachowski 1981; Pilachowski et al 1982 and Green 1981, 1984) relied chiefly on solar gf-values determined by Pilachowski, Wallerstein, and Leep (1980, hereafter PWL) . It may be that PWL have systematically underestimated g/'-values of the strongest lines they included by using too high a value of v t for their solar lines. According to Figures 1 and 2 and Barbuy, Spite, and Spite 1985; (11) Cohen 1979. and Shallis (1979) , the PWL choice of 1.0 km s~1 is proper for the solar flux spectrum, but v t = 0.6-0.8 km s -1 best suits the spectrum of the center of the solar disk, from which their EW values were drawn. Though PWL eliminated solar lines stronger than log (EW/A) = -4.9, even these are significantly affected by the choice of solar v t . Figure 1 of Blackwell and Shallis (1979) indicates that log gf would be underestimated by ~0.08 dex for a line with log (EW/A) = -5.07, and 0.15 dex at -5.00, where the effect is increasing rapidly with line strength. In the most metal poor stars, which are intrinsically the weakest lined, PWL were undoubtedly forced to rely most heavily on lines affected by the choice of v t9 especially if signalto-noise is low-as it often was for photographic spectra of giants in globular clusters. Unfortunately, PWL do not list their solar gf-values, so that this source of error cannot be checked directly.
Such an error naturally accounts for both the generally high values and the tendency toward increasing discrepancies at very low metallicities displayed by the results of Pilachowski and co-workers versus others. Accordingly, the abundances of other extremely metal poor clusters analyzed by them may also be too large, and one or more should be re-examined to ensure that the abundance scale of low-metallicity clusters is correct. This is vital to studies of cluster ages ( § VIIIc) as well as of the trends of elemental abundances ( § IX). However, this error would not affect the scale of globular-cluster abundances at the metal-rich end, since the solar and stellar lines are much closer in strength.
Field star studies occasionally also suggest errors in gfvalues. This is best seen in the careful analysis of HD 122563 by SP83. In separate analyses of the same EWs, one with laboratory ^-values and one with solar g/'-values, they noted internal differences in abundance and T e . According to their Table 4, the [Fe/H] they deduced from solar g/-values is 0.25 dex higher than from laboratory gf-values. Also, a T e nearly 200 K hotter was inferred; the net abundance effect is 0.48 dex, had both analyses chose the same T e . For their solar calculation, SP83 used the HM model with an appropriate v t = 0.8 km s~ ^ but they elected to follow Holweger (1971 Holweger ( , 1972 in increasing the damping constant C6 of Unsold (1955) by a constant factor of 6.3 (0.8 in the log). As noted in § IV, this overestimates the damping constant for low-EP lines, so the inferred gf-values for the stronger low-EP lines will be too low. SP83 also do not provide gf-values; they note that their solar gf-values for weak lines agree reasonably well with the Oxford values, but comment neither on the agreement for the strong lines nor on the maximum strength of the strongest lines included.
VIII. THE SIGNIFICANCE OF THE IRON ABUNDANCE OF M92
a) Overview Our abundance for M92 is [Fe/H] = -2.5, with an overall uncertainty of ±0.15 dex. Of this, ±0.1 dex is the random error expected in the mean of the two stellar observations; ±0.1 dex is the systematic error due to the uncertainty of this size in the solar iron abundance. As discussed above, we feel our scale is otherwise correct, since weak lines and laboratory gf-values have been used exclusively.
Our result is then significantly lower than the values of -2.0 to -2.2 that have been adopted recently in the literature. This is the value typical of the field dwarfs analyzed by Sneden, Lambert, and Whitaker (1979) . Thus our iron abundance for M92 reconciles what has been considered a rather troublesome discrepancy between the relative abundance distributions (and/or the analyses themselves) of field metal-poor dwarfs compared to those of globular clusters (see Sneden 1985) .
When this adjustment is made, our results for [O/Fe] No. 1, 1990 RELATIVE ABUNDANCE There is, however, an additional concern which affects the interpretation of oxygen abundances deduced for other clusters. Wheeler, Sneden, and Truran (1989) have emphasized that the deduction of a cluster oxygen abundance from one or two cool stars is a risky affair, since the coolest, most luminous stars usually (but not always) show lower oxygen abundances than do hotter stars in the same cluster. Since the oxygenabundance determinations in some clusters are based exclusively on stars with T e < 4200 K, there is a serious possibility that the primordial oxygen abundance is underestimated in these clusters. This may partially explain the tendency noted by PSW for the oxygen-to-iron ratios of moderately metal poor clusters with blue horizontal branches to be less enhanced than for clusters of the same metallicity with redder branches. It probably is not the whole story, however. The lower oxygen abundances may well be due to depletion by mixing-an idea espoused by Carbon et al. (1982) as well as by if not by PSW. Mixing, in turn, may be enhanced by rapid rotation (e.g., Suntzeff 1981); rotation is more prevalent in clusters with anomalously blue horizontal branches (Peterson 1985) .
One of our M92 giants has T e > 4200 K, as do four of the stars Pilachowski included. It is then safe to conclude that [O/Fe] = 0.5 ± 0.2 dex in M92, in keeping with the field dwarfs. However, until a more extensive sample of warmer giants in other clusters is analyzed, one cannot be sure whether all clusters have the same primordial oxygen enhancement.
c) The Age of M92 The effect of a lowered [Fe/H] on the age of M92 is significant, at least in principle. If other parameters such as distance and reddening are held constant, then the analytical fit to the Yale isochrones obtained by Sandage, Katern, and Sandage (1981, eq. [18] ) indicates that a decrease of 0.5 dex in [Fe/H] would lead to an age 3 Gyr larger. In practice, however, the effect is smaller, for Stetson and Harris (1988) determined both the distance and the age of the cluster from isochrone fits. The actual change in the deduced age depends on the way the isochrones are fitted to the cluster color-magnitude diagram and how the cluster distance is determined (see VandenBerg 1985) . Fits to lower metallicity isochrones should be carried out explicitly to properly evaluate their effect on the age.
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clusters should be forthcoming shortly from techniques such as the Baade-Wesselink method and the statistical parallax approach. More reliable abundances are emerging from this and other abundance analyses. As discussed above, [O/ Fe] = 0.5 should be a reasonable first guess for all globulars as well as field dwarfs, although a solar O/Fe ratio cannot be ruled out in many globulars and should be considered as well in these cases. Moreover, as discussed in § IX and Paper III, and reviewed by Wheeler et al, the light elements Mg, Si, and Ca are also invariably enhanced in metal-poor stars. Since these elements are significant contributors to the electron number density of the stellar photospheres of cool stars, their enhancement could have a significant effect on the shape of the color-magnitude diagram at low values of T e .
d) Metallicity Distribution of Field Stars and Clusters In their comparison of the metallicity distribution of field stars versus clusters, Laird et al. (1988) concluded that the metallicity distribution function of field halo dwarfs differs from that of globular clusters in having larger tails at both the high-metallicity and low-metallicity ends. If an abundance 0.4 dex lower were adopted for M92, and for M15 as well, the difference at low metallicity becomes insignificant, as they state explicitly in their § IVb.
Supporting this indication that the metallicities of extremely metal poor stars in globular clusters and the field are comparable is the sample of field and cluster stars studied at low resolution by Suntzeff, Kraft, and Kinman (1988) . These authors used spectra of 7.4 Â FWHM (four channels) in conjunction with T e determined from B-V colors to determine an index measuring the absorption from the Ca n H and K lines. They also chose to normalize M92 to [Fe/H] = -2.2, but their field and cluster stars should be on the same scale. They find M92 (and Ml5) to lie in the middle of the distribution of the most metal poor stars. Although there are definitely field stars of lower metallicity, given the total number of clusters versus field stars, it is not surprising that few if any clusters are more metal poor than M92 and M15. j Table 2 , the ratios of the abundances with respect to iron are presented in logarithmic form in Table 5 . Table 6 provides averages of relative abundances Note.-Uncertainties are the error of the mean calculated from the internal scatter of stellar values. Numbers in parentheses show the number of stars used in forming the average and computing the uncertainty.
IX. THE DISTRIBUTION OF OTHER ELEMENTS WITH RESPECT TO IRON Based on the abundances of
grouped by stellar metallicity and origin. The uncertainties in the relative abundances can be summarized as follows.
The systematic error in the relative abundance of a given species is the systematic uncertainty of 0.05-0.10 dex in that species itself (see § V and below) combined with the ±0.10 dex uncertainty in the solar iron abundance (see § IV and Grevesse 1989). For CD -38°245, an additional error of about ±0.1 dex is present in the relative abundance of a given species with respect to its average in the more metal rich stars. This arises since a different set of lines was generally used in CD -38°245, for which the g/'-values may not be on exactly the same scale ( §V).
Random uncertainties can be judged from the discussion of §VI. For all stars but HD 166161 and CD -38°245, the bestdetermined species are Ca, Sc, Ti, and Fe, which have enough lines that EW errors are small. Since errors due to uncertainties in T e and log g cancel to a large extent in the determination of relative abundances, those of Ca, Sc, and Ti should be good to ±0.15 dex. For Mg, Si, and Cr, which are represented by two or three moderately strong lines, this error rises to about ±0.20 dex. For Na, Al, Mn, Ni, Y, and Ba, where either only one line is detected or all lines are extremely weak, the error becomes ±0.25 dex or more. For oxygen, the error is about ±0.3 dex, given that the results depend on one extremely weak line measured against a background of telluric 0 2 absorption. For HD 166161, many moderately weak lines of Si and Ni are measured, but there are very few weak Ca lines; the random errors become ±0.15 dex for the former, and ±0.20 dex for the latter. For CD -38°245, all species but Ti and Fe are represented by three lines at most; errors are consequently ± 0.25 -0.30 dex.
With the errors in mind, we can see in Tables 5 and 6 several important features of the relative abundance distribution of stars more metal poor than [Fe/H] = -1.5. We find, as have many previous authors (see the reviews by Spite and Spite 1985 and Wheeler et al\ that the light even-Z elements O, Mg, Si, and Ca, and Ti, are all enhanced. Our work confirms that the size of the light-element enhancement is independent of metallicity below [Fe/H] = -1.5. We see a tendency for the enhancement to decrease with increasing atomic number Z. The light odd-Z elements Na and A1 and the iron-peak odd-Z elements Sc and Mn are overdeficient with respect to the adjacent even-Z elements. The rare earths Y and Ba also tend to be overdeficient with respect to iron peak elements. There is no difference in the relative abundances of the M92 giants versus those of the field stars of the same metallicity, except possibly for Na and Al. In the star with [Fe/H] = -4, the abundance ratios of all elements except Mn and perhaps Cr are indistinguishable from those of the stars near -2.5. Let us consider these points in turn.
The light even-Z elements are overabundant in all stars in which they are observed. The average abundances relative to iron and the internal standard deviation of the mean are 0.47 ± 0.14 for O, 0.60 ± 0.5 for Mg, 0.31 ± 0.05 for Ca, and 0.27 ± 0.05 for Ti. The standard deviation of an individual stellar determination about each mean is 0.29 for O, 0.16 for Mg and Ca, and 0.15 for Ti. Although oxygen is very uncertain, the others are not; the trend toward decreasing overabundance with increasing atomic number, from Mg to Ti, is of some significance. The systematic errors are ± 0.2 dex or less, as we now examine.
The systematic error in [O/Fe] is that of the iron abundance alone, since the same [O i] line was used in the determination of the solar abundance that we adopted. The systematic error is also that of iron for calcium, since the solar Ca abundance is known to ±0.03 dex. The uncertainty in the solar titanium abundance is about 0.10 dex or less, given the sensitivity of the Ti i determinations to the solar model ( § V). The systematic error for Mg depends on the validity of the g/-values, which are taken from various sources. Judging from the agreement of abundances among the various lines in HD 4306 and HD 122563, only that of the line at 4703.0 Â is seriously in error, being too high by ~0.8 dex. The g/-values for the lines at 4571.1 and 5528.4 Â are good to ~0.3 dex or better. The mean abundance for HD 4306 from these two lines, for which log (EW/2) < -4.9, agrees with that from the weak line 5711.1 A to 0.04 dex. We estimate a systematic error of 0.2 dex at most in the log (Mg/H) scale.
In comparing the enhancement of Mg to that of Ca and Ti, it is useful to compute directly the [Mg/Ca] Although the spread in the abundance determinations for oxygen are large, it is consistent with the uncertainty estimated above. The scatter in the nickel abundance is larger than expected. We attribute this to the fact that the one or two lines available are extremely weak in most cases. There is no evidence for a strong [Ni/Fe] increase below [Fe/H] = -2.5, which was suggested by Luck and Bond (1985) . For CD -38°245, we find [Ni/Fe] < -0.24 + 0.3, implying a solar Ni/Fe ratio at best. For HD 4306, in which a large nickel overabundance was seen by Luck and Bond, the single unblended Ni i line that we detect gives [Ni/Fe] = + 0.33 + 0.2. As was identified in Paper I, the overabundances that Luck and Bond found are most likely caused by spuriously high EW measurements of weak features at the detection limit.
The rare earths are not well represented by our data, for most lines are weak except in the blue. The scatter of about + 0.3 dex per star reflects this. Our results for the rare earths agree reasonably well in most cases with the much more comprehensive studies of SP83 for HD 122563 and of Gilroy et al (1988) for this star, HD 128279, and BD -18°5550. Significant discrepancies do occur, however. The Y n abundance they deduced for HD 128279 is 0.85 dex higher than our own upper limit. Since their result is based on only one very weak line, and ours on three low upper limits, this suggests once again that it is unwise to place too much credence in determinations that are solely dependent on extremely weak features.
Our determinations are few for the light odd-Z elements Na and Al, since we have completely avoided the use of lines stronger than log (EW/2) = -4.9. Note that our aluminum abundance for CD -38°245 is based on only the one resonance line at 3961.5 Â. The other line at 3944.0 Â gives an abundance 0.35 dex larger. As discussed by many authors, this line is undoubtedly blended. However, it is unlikely that the contamination is due to lines of the B-X band of CH, as argued by Arpigny and Magain (1983) , because the stronger A-X band head at 4315 Â is not detected at a level of 5% in our spectrum.
Although we can say little about general trends for the light odd-Z elements, it is interesting to note that both Na and Al appear over abundant with respect to iron in the M92 giant III-13. The sodium abundance seems secure, being based on two weak lines; the aluminum abundance stems from two extremely weak features, and should be re-examined with higher S/N data. If confirmed, this anomaly would show conclusively that intrinsic scatter is present in the relative abundances of these light elements at a given metallicity. Since the nitrogen abundance of this giant is also somewhat higher than normal (Carbon et al 1982) , this result would also lend support to arguments favoring a correlation between nitrogen and sodium and/or aluminum overabundances in isolated metalpoor cluster giants (e.g., Cottrell and Da Costa 1981; Norris and Pilachowski 1985) . A satisfactory nucleosynthetic explanation for this has yet to be found.
Another suggestive result is provided by the very low Cr and Mn abundances found for CD -38°245. In the other stars, these elements have a nearly solar ratio: Table 3 ; see also Gratton 1985) . Especially for Mn, the overdeficiency in CD -38°245 appears significantly greater than in the other stars. However, the Mn i and Cr i lines in question all lie in or near the blue region of the spectrum where Fe i lines give Fe abundances that are systematically lower, by as much as 0.3 dex ( § II). Furthermore, being zero-EP lines, they are rather sensitive to the temperature and temperature structure of the model ( § II). Although neither effect is large enough to explain the size of the Mn deficiency, the existence of these difficulties does cast some doubt on the validity of the Cr and Mn analyses. The same applies as well to Al in CD -38°245.
X. SUMMARY AND DISCUSSION
Several results have emerged from our discussion of analytical procedures, transition probabilities, and sensitivity to model parameters.
Our analysis of the star CD -38°245, identified by Bessell and Norris (1984) as being the star with the lowest metallicity known, gives an iron abundance 1/10000 solar, [Fe/H] = -4.0, well below that of any other star analyzed at high resolution. Our value is 0.5 dex higher than theirs; while we cannot pinpoint the cause of the difference, we suggest that their choice of a high v t value, 3.5 km s -1 , coupled with the large scatter in their EW measurements (Paper I), may be contributory factors. Our [Fe/H] result agrees well with the -3.97 derived by GS88. We also derive an extremely low [Mn/Fe] ratio, -1.10, which also agrees well with theirs. The fact that this relative abundance is an order of magnitude lower than those we found for the stars with [Fe/H] = -2.5 suggests strongly to us that the [Mn/Fe] ratio may be changing between the ultra metal poor stars and the extremely metal poor ones. If so, it is unique among all the elements in showing such a change. However, this result is based on the resonance lines of Mn i near 4000 Â; although hyperfine splitting is not an issue because the lines are so weak, and transition probabilities have been measured by the most accurate means possible for all the lines used here, further work is needed to identify the cause of discrepancies we noted in § II between the Fe i lines of this wavelength region and those farther to the red. It is also important to confirm this low [Mn/Fe] value in additional ultra metal poor stars, via high-resolution spectroscopic analyses of candidates identified in the survey of Beers, Preston, and Shectman (1985) .
The remaining stars in this study are all at least a factor of 10 more metal rich. Our work for these leads to values of [Fe/H] that are lower than most recent studies (GS88 excepted), by 0.1-0.2 dex for the field stars and by 0.3-0.5 dex for M92. Our choice of solar iron abundance is responsible for 0.13 dex of this, and differences of 0.1 dex are expected due to the scatter in weak EW measurements. We attribute the rest to differences in the Fe i transition probabilities, based on a detailed examination of the computation of the solar gf-values. We suggest that a scale error may be present in the metallicities of the lowest-metallicity clusters, because of overestimates in the solar g/ 1 values derived by Pilachowski and coworkers. Because their g/ 1 values are not available, no direct check can be made ; a redetermination of metallicities of M15 and other extremely metal poor clusters seems advisable. The lower iron abundance for M92 has an impact on the age of the cluster, increasing the age by somewhat less than 3 Gyr. Ages of other clusters of similarly low metallicity will also be affected, if a scale error in the lowest metallicity clusters is confirmed, as is also suggested from photometric indices (Minniti and Clariá 1989) . Thus the gap in age may widen between the most metal poor and the most metal rich clusters, which would have major ramifications for the process of formation of the Galaxy. However, this must await verification of the elemental abundances of additional metal-poor clusters, and of metal-rich clusters as well, where the [Fe/H] and consequently the [O/Fe] ratio is still very much in doubt (see Leep, Oke, and Wallerstein 1987) .
The lower iron abundance also lessens the differences in both overall metallicity and in the oxygen-to-iron ratio between extremely metal poor field halo dwarfs and giants in globular clusters. The formation of field stars in association with cluster stars become more plausible.
Scenarios of star formation and nucleosynthesis in clusters would also be constrained by the confirmation of the high sodium and aluminum abundance ratios we find for the M92 giant III-13. If the strengths of the very weak Al i lines are independently confirmed, then the aluminum abundance of that star is almost certainly higher than in the majority of stars of the same metallicity, including other cluster members. This would bolster previous discussions of star-to-star variations of these species. Because sodium and aluminum are virtually impossible to manufacture during the normal course of giantbranch evolution, this would suggest that the abundance variations were present at the time of stellar formation, which would be encouraging for scenarios of globular-cluster selfenrichment.
In contrast to sodium and aluminum, the light even-Z elements Mg, Ca, and Ti are uniformly enhanced in all stars with [Fe/H] < -1.5, independent of the exact stellar metallicity. We discern a slight tendency for the enhancement to diminish as Z increases: [Mg/Ca] = [Mg/Ti] = 0.3 ± 0.2 dex. As discussed further in Paper III, this light-element enhancement appears to be a universal signature of the halo population, for it is seen in all low-metallicity stars regardless of their environment.
In conducting this analysis, a discrepancy arose for the cooler stars in the effective temperature deduced from infrared photometry versus that from the excitation of low-level Fe i lines, and between blue and red Fe i lines. Non-LTE, a depression of the surface temperature, or the enhancement of the electron number density due to the light-element overabundance are all possible causes. We are currently undertaking a thorough investigation of these problems using the most sophisticated techniques possible at this time. These include spectrum synthesis for the solar and stellar spectra; theoretical computation and empirical determination of qfvalues and damping constants for relevant Fe i and Fe n lines; new solar models (Maltby et al. 1986; Avrett, Loeser, and Kurucz 1989) ; both fixed and depth-dependent v t ; and non-LTE calculations for atoms of modest complexity such as sodium, magnesium, and calcium.
