We investigate boundary regularity of solutions of generalized Stokes equations. The problem is complemented with perfect slip boundary conditions and we assume that the nonlinear elliptic operator satisfies non-standard Φ-growth conditions. We show the existence of second derivatives of velocity and their optimal regularity.
Introduction
This paper is concerned with steady flows of an incompressible fluid in a bounded domain Ω ⊂ R , ∈ N, ≥ 2, described by the system of equations We require the following assumption to be fulfilled: Assumption 1.1.
Suppose that Φ ∈ C 1 1 (0 ∞) ∩ C 1 [0 ∞) is an N-function, Φ ∈ ∆ 2 , Φ * ∈ ∆ 2 , and there exist constants C 1 C 2 > 0 such that for > 0,
and Φ ( ) is almost monotone, i.e. there exists C > 0 such that for all ∈ (0 ] either Φ ( ) ≤ C Φ ( ) (almost increasing) or Φ ( ) ≥ C Φ ( ) (almost decreasing).
Remark 1.2.
Every N-function Φ satisfying ∆ 2 -condition automatically satisfies 1 Φ( ) ≤ Φ ( ) ≤ 2 Φ( ) for some 1 2 > 0.
The relation (3) and Assumption 1.1 give us non-standard Φ-growth conditions, see [8, Lemma 21] .
Corollary 1.3.
There are constants C 3 C 4 > 0 such that for all A B ∈ R × sym , We complement the equations (1) by perfect slip boundary conditions
(S(A) − S(B)) · (A − B) ≥ C 3 Φ (|A| + |B|)|A − B| 2 |S(A) − S(B)| ≤ C 4 Φ (|A| +
By ν we denote an outward normal vector and τ stands for any vector tangent to ∂Ω.
Before formulating our main result, we remark that the system (1) is classical. It is called the generalized Stokes system. If we add the term div ( ⊗ ) to the first equation of (1), we get the generalized Navier-Stokes system. In this paper we do not consider the convective term div ( ⊗ ), we focus only on the interaction of the elliptic term S with boundary conditions. The generalized model was proposed by Ladyzhenskaya in [24] . Since that time many results about existence of weak solutions and their qualitative properties have been proven. To mention only a few of them, we refer for example to [2-6, 13-15, 18-22, 25-27, 31] .
In connection with regularity of weak solutions, there are many open problems. System (1) has been studied especially under homogeneous Dirichlet and periodic boundary conditions. Recently Navier boundary conditions and, as a special case, perfect slip boundary conditions are very popular.
In this paper we use standard notation for Lebesgue spaces (
We begin with the definition of weak solution to problem (1) & (4).
Definition 1.5.
We say that the function is the weak solution to (1) 
It is well known that the weak solution exists and is unique. It could be easily proven using the monotone operator theory.
Before stating our main result, we define a function V and an N-function Ψ which are very well suited for expressing differentiability properties of weak solutions. The definition of the function V in the framework of Orlicz spaces was first given in [8] . For a given Φ we define the N-function Ψ by Ψ ( ) = Φ ( ) and we define V (A) so that Ψ(|A|) is a scalar potential to V (A), i.e.
It is shown in [8, Lemma 25] that there are C C > 0 such that
Example 1.6.
In the case of power-law models we have 
In order to specify the shape of the domain Ω we give the definition of axisymmetric domain in the same way as in [7, .
Definition 1.7.
Let Ω be a smooth bounded open subset of R , ≥ 2. We say that Ω is axisymmetric if and only if there exists a nontrivial rigid motion R which is tangent to ∂Ω; or equivalently, which satisfies for all ∈ R,
By rigid motions R we understand affine maps R : Ω → R whose linear part is antisymmetric. If we consider the most common dimensions = 2 and = 3 we can use a simpler definition. A domain in R 2 is axisymmetric if it has a circular symmetry around some point. A domain in R 3 is axisymmetric if it admits an axis of symmetry, i.e. the domain is preserved by a rotation of arbitrary angle around this axis. If the domain admits two nonparallel axes of symmetry, then it is spherically symmetric around some point. Now we are ready to state the main theorem of the article.
Theorem 1.8.
Let Ω ⊂ R be a bounded non-axisymmetric C 3 domain, ∈ W 1 Φ * (Ω) and suppose Assumption 1.1 is fulfilled. Let be a weak solution to (1) & (4). Then there exists a constant C independent of such that
Remark 1.9 (assumptions on and the domain Ω).
For a special choice of Φ, the assumption on could be weakened. For example, if we consider Φ such that Φ is bounded and decreasing (which corresponds to the power-law model with < 2 and non-singular case), it is sufficient to take ∈ L Φ * (Ω) , cf. [22] .
The assumption on the shape of Ω is related to the boundary condition · ν = 0 on ∂Ω. In several parts of the proof we use a stronger version of Korn's inequality, see Lemma 2.7, which is valid if the domain Ω is not axisymmetric (if we considered homogeneous Dirichlet boundary conditions, then an arbitrary shape of the domain would be admissible).
In this part we would like to mention the paper [12] , where the author obtains, with a different method, results very similar to our results. Ebmeyer studies the problem (1) with the convective term div ( ⊗ ), and perfect slip boundary conditions in three dimensions. He supposes that the tensor S has the -potential structure and is interested in the case < 2. The author obtains the regularity results in Sobolev spaces with fractional derivatives and in Nikolskiȋ spaces. Among others, he shows
, for ∈ (9/5 2) in the case of power-law Navier-Stokes system and for ∈ (1 2) in the case of power-law Stokes system. He uses the fact that perfect slip boundary conditions allow to extend the solution beyond the flat boundary. Results are formulated for the flat boundary and, by a local change of coordinates, for the general shape of the boundary.
In [6] the authors are concerned with the system (1) equipped with homogeneous Dirichlet boundary conditions. The extra stress tensor is given by a power-law ansatz with exponent ≥ 2. Among others they show that
, and for all < ∞ if = 2. In tangential directions they are able to improve regularity properties to
d < ∞, but in the normal direction there is a loss of regularity due to the absence of some special weighted version of Korn's inequality and the presence of pressure.
In [20, Theorem 3 ] the authors show a regularity result for non-circular domain in 2D, and with an additional assumption in [20, Theorem 4 ] the same result is established for a circle.
The proof of Theorem 1.8 is divided into three main parts. In the first part, Section 3, we show that for the quadratic potential, i.e. Φ is bounded from below and from above (which corresponds to the case = 2 in the power-law models), the solution belongs to the space W 2 2 (Ω) . In the second part, Section 4, we introduce the regularized problem where instead of the generalized viscosity µ we consider the truncated viscosity µ (1) by second normal derivatives (up to some correction), which is possible due to perfect slip boundary conditions. Further we obtain a similar result for the term
− 1}, see Lemma 4.6. It can be done by taking a tangent derivative of the regularized version of (1) and testing by a suitable function. We finish Section 4 by putting together estimates from Lemma 4.2 and Lemma 4.2, estimating lower order terms and absorbing small same order terms into the left hand side. Although we are using the function µ ε in Section 4, due to Assumption 1.1 and constitutive relation (2) we have µ( ) ≤ Φ ( ) ≤ µ( ) for some > 0, and due to (5) we easily obtain the result in terms of the function V ε . In the third part, Section 5, we pass from the regularized problem to the original one.
Preliminaries
Weak partial derivatives in directions are denoted by ∂ , = 1 . The tangential weak derivatives near the boundary are denoted by ∂ τ , the normal weak derivatives by ∂ ν . We use universal constants C > 0 which may vary in different occurrences. In the following we use the notation = ( ). We suppose that Ω ∈ C 3 , therefore there exists 0 > 0 such that for all 0 > 0 there exist 0 points P ∈ ∂Ω, > 0 and an open smooth set Ω 0 Ω with
and for each point P ∈ ∂Ω there exists a local system of coordinates for which P = 0 and the boundary ∂Ω is locally described by an C 3 mapping P that for ∈ (−3 3 ) and α β γ ∈ {1 − 1} fulfils
Points P can be divided into disjoint groups Ω P 3 so that depends only on the dimension . By ∇ P ( ) we denote the vector (∂
Let us fix P and drop for simplicity the index P. Next, assume that we work in the coordinate system anchored at P, i.e., P = 0. The tangent vector in the α direction and the outer normal vector to ∂Ω are defined as
tangent and normal derivatives as
We need to work with τ α ν ∂ τ α and ∂ ν not only on ∂Ω, but on the whole Ω 3 . We can notice that identities (8) and (9) and ∂ ν on Ω 3 . Next, we assume is sufficiently smooth. It is easy to see that
because of the constitutive relation (2).
Remark 2.1.
It would be very interesting to extend results of Theorem 1.8 also for Navier boundary conditions. Our method cannot be easily modified, because we are using the relation (10) or similar identities. Navier boundary conditions cannot be expressed in this alternative way.
Remark 2.2.
No boundary term arises from the tangent integration by parts, because if supp ⊂ B 3 or supp ⊂ B 3 then
where we used div τ α = 0 and τ α · ν = 0 on ∂Ω.
Now we state some basic facts about N-functions. More information about N-functions can be found for example in [23] or [29] .
Definition 2.3.
A real function Φ : R + → R + is called an N-function if the derivative Φ exists and is right continuous for ≥ 0, positive for > 0, non-decreasing, Φ (0) = 0 and lim
Definition 2.4.
An N-function Φ is said to satisfy the ∆ 2 -condition, denoted Φ ∈ ∆ 2 , if there exists a positive constant C such that Φ(2 ) ≤ C Φ( ) for > 0. By ∆ 2 (Φ) we denote the smallest such constant C .
By (Φ )
The complementary function of Φ is defined as
It is as well an N-function and for each δ > 0 there exists (δ) > 0 such that for all ≥ 0 a so-called Young's inequality holds,
For a measurable function we can define the gauge norm as
The Orlicz space L Φ (Ω) is defined as the set { :
In particular, for = χ Ω , where χ Ω is the characteristic function of Ω,
There are two constants C C > 0 such that For ≥ 0 we define a shifted N-function Φ by
This basically states that Φ ( ) ≤ Φ ( + ) ≤ C Φ ( ) for some C > 0. Moreover, Φ ∈ ∆ 2 and Φ * ∈ ∆ 2 uniformly in , see [8, Appendix] . 
Lemma 2.7 (Korn's inequality).
Let
where
Proof. The result follows from Korn's lemma [11, Theorem 6.13], Poincaré's inequality [11, Theorem 6.5] and ∆ 2 -condition. This version of Korn's inequality differs from more standard versions which have an additional term on the right hand side. If we considered boundary conditions = 0 on ∂Ω, we could have an arbitrary shape of the domain Ω. Only because of the boundary conditions · ν = 0 on ∂Ω, a restriction on the shape of the domain Ω is necessary. We need to know that D( ) = 0 a.e. in Ω and · ν = 0 on ∂Ω together imply = 0 a.e. in Ω. It holds when Ω is not axisymmetric, see e.g. [16, 17] 
Lemma 2.8 (Bogovskiȋ's Lemma).
Moreover, there exists C > 0 depending only on ∆ 2 (Φ) and
Let 
If, moreover, for some > 0, supp ⊂ Ω , we can assume that supp ⊂ Ω 2 .
Proof. The first part of the theorem follows from [11, Theorem 6.6 ]. Now we proceed to the situation when ∈ W 1 Φ (Ω) . It will consist of five steps.
Step 1: We notice that from the fact that Φ and Φ * satisfy the ∆ 2 -condition follows the existence of According to [28, Section 5 
and there is C > 0 depending only on and such that the following modular estimate holds:
The proof of this estimate is based on an L-functional and can be directly repeated also for
The corresponding estimate then looks as follows:
Step 2: Now, we define the canonical linear isometry of Sobolev spaces:
is closed and complemented. This is equivalent to the continuity of the solution operator for the problem
with homogeneous Neumann boundary condition from L (Ω) +1 to W 1 (Ω). The result can be found for ≥ 2 in [30, Theorem 3.16], for < 2 it follows by the duality argument. The required projection is then the solution operator.
The projection is defined as P( ) = − Ω d and it is continuous by the embedding theorem. Consequently, there is a projection Q :
Step 3: In [1, Corollary 3.8] it is possible to find that problem (17) is solvable if ∈ W 1 (Ω) ∩ L 0 (Ω) for > 1. In fact analyzing the proof itself it is possible to construct a continuous solution operator R :
This operator is independent of > 1.
Step 4: Next, we identify
We define S :
This mapping is continuous for any > 1 by Steps 2 and 3. It is possible to interpolate it by Step 1. Restricting the operator S to J W 1 Φ
(Ω)∩L Φ 0 (Ω) and defining = J −1 (G) we obtain for ∈ W 1 Φ (Ω) ∩ L Φ 0 (Ω) the modular estimate
Since α was arbitrary, the estimate (18) follows by properties of Φ.
Step 5: It remains to show that supp ⊂ Ω 2 for with supp ⊂ Ω . We find a solution to (17) , take a smooth cut-off function η such that χ
It is enough to find a correction ∈ W 2 Φ 0 (Ω 2 ) , the solution of the problem div = · ∇η.
, this is possible by the methods used to prove (18) . The solution operator R from Step 3 satisfies R : 
Quadratic potential
In this section we will confine ourselves to the case where Φ is bounded from below and from above. In the definition of weak solution, Definition 1.5, the space W 1 Φ ν div (Ω) reduces to W 1 2 ν div (Ω) . The following lemma claims that the second gradient of belongs to L 2 (Ω) .
Lemma 3.1.
Let 2 2 (Ω) .
Ω) . Let Assumption 1.1 be fulfilled and Φ ∈ [ 3 4 ] ⊂ (0 ∞). Then for every weak solution to problem (1) & (4) there holds ∈ W
We omit the proof. Up to some modifications related to the boundary conditions, we would follow the method used in [26, Section 3] where the authors are dealing with the evolutional case in 3D under homogeneous Dirichlet boundary conditions. The authors are interested in the power-law model for the case ≥ 2.
The standard approach is to show the interior regularity first and then the regularity up to the boundary. The interior regularity would be obtained easily using the difference quotient technique. The boundary regularity would be split into the tangent direction and normal direction regularity.
In tangent direction we would also use the difference quotient technique, but unlike for the interior regularity we would have to deal with lots of lower order terms which would appear because of the boundary conditions. In normal direction we would generalize the method used in [26 
Remark 3.2 (reconstruction of pressure).
From the De Rham theorem (for the formulation and proof see e.g. [1, Section 2]) we know that there exists a pressure π such that ∇π = + div S (19) in the sense of distributions. The right hand side of (19) 
The regularized problem
In this section we are concerned with the regularized boundary value problem
where the regularization of is chosen in order to have ∈ C
∞
(Ω) and → in W 1 Φ * (Ω) as → 0, and
The scalar potential Φ Proposition 4.1.
Proof. At first we consider only the truncation of µ from below, i.e. (24) can be rewritten in the form
Now we fix a point P and work in the local system of coordinates for which P = 0. We work in Ω P 3 , but as before, we will drop the index P. The following lemma shows that the integral
d can be estimated by lower order terms and small terms of the same order which can be absorbed in the left hand side at the end.
Lemma 4.2.
Let Ω ⊂ R , Ω ∈ C 3 be a bounded non-axisymmetric domain. Let ε be the weak solution of the regularized problem (20)- (22) . Then there exist positive constants C and , = 1 4, independent of ε , such that
Constants , = 1 3, may depend on 0 and 0 defined in (7) , but the constant 4 is an absolute one.
Remark 4.3.
Terms M , = 1 3, are of lower order. Instead of the cut-off function ξ we should write ξ, where supp ξ ⊂ supp ξ and in ξ derivatives of ξ and are included. Since this difference is not important, we write only ξ.
The term M 4 is of the same order as the left hand side of (26) but it is also multiplied by 0 . We can pick this constant as small as we want what allows us to absorb M 4 later into the left hand side of (26).
Proof. From results of Section 3 we know that
We can split (20) into components, multiply by a suitable test function and integrate over Ω 3 . The test function has to belong at least to L 2 (Ω) in order the integrals had sense.
where ∈ L 2 (Ω) . We would like to use the second normal derivative of the solution as a test function in (27) . One can easily verify that this function is not divergence-free and does not fulfil boundary conditions, so we would have to deal with terms containing the pressure. Instead we take as a test function
where we denoted
The test function is constructed in order to fulfil div = 0. It also has a useful property: Proof. We use two facts. First, ∂ τ α
Proposition 4.4 helps us to get rid of the terms in (27) containing pressure. In the case we are not on ∂Ω, it is useful to write out Θ α ,
where we use only definition of the normal, normal derivative, tangent and tangent derivative.
Proposition 4.5.
Let be defined by (28) and (29) . Then
where we integrated by parts twice and used the fact that boundary integrals are equal to zero because Θ α = 0 on ∂Ω due to Proposition 4.4. For π ε ∈ W 1 2 (Ω) the statement follows from density of
For simplicity let us denote
We put (28) into (27) and estimate terms A , = 1 . Our goal is to obtain terms B on the left hand side of (27) . It will be done in four steps. First we focus on A αβ for fixed α β ∈ {1 − 1}. Later we estimate A α , A β and finally A .
In the first term we integrate by parts twice, use the fact that there are no boundary terms and apply (30) :
In the second term A α we use only (30) to come to B α : 
If we integrate by parts twice B, we are done. At this moment there would appear boundary integrals. To avoid them we add and subtract some small terms (which could be included into M 4 ) in order to have (
In the last term A we use only (30) and the incompressibility condition
Collecting all estimates and using the first a priori estimate (25) in (32) we obtain
M which completes the proof. Now we formulate a lemma about boundedness of the term containing "tangential parts" of the second gradient.
Lemma 4.6.
Let Ω ⊂ R , Ω ∈ C 3 be a bounded non-axisymmetric domain. Let ε be the weak solution to the regularized problem (20)- (22) . Then there exist positive constants C and , = 1 5, independent of ε , such that for all α ∈ {1 − 1},
where M with , = 1 4, are defined in Lemma 4.2 and the term M 5 with absolute constant 5 and small δ > 0 is defined as
Remark 4.7.
In contrary to Lemma 4.2, in the estimate (33) there appeared the term M 5 . It can be described as a "small term of the same order as the left hand side of (33)." Unlike M 4 this term is nonlocal because it comes from the usage of Bogovskiȋ's Lemma 2.8 where due to the assumption on the smoothness of the boundary we need to work on the whole Ω instead of the Ω 3 . Smallness of M 5 is provided by Young's inequality with δ > 0, not by the presence of 0 .
where is the solution to
The role of is to ensure that div = 0. One easily checks that · ν = 0 on ∂Ω:
Therefore the compatibility condition holds:
and solving (41) exists by Bogovskiȋ's Lemma 2.8 and has the following properties:
In two dimensions we can avoid the assumption on almost monotonicity of Φ . Instead of Lemma 4.6 we would test (20) 
which is sufficient only in 2D to obtain all information in tangent direction. In M 3 we would use the fact that in the boundary integral M 3 4 (which comes after integration by parts) we are able to replace the full gradient by the symmetric one. This works only in 2D.
This technique of estimates in Orlicz setting was used first in [8] . One of the main features is that it handles the case of -Laplacian for 1 < < ∞ in a unified way. It would be nice to avoid the assumption on almost monotonicity of Φ in the case where we work with symmetric gradients of velocity in dimensions.
Limit passage
At first we fix > 0. To pass to the limit as ε → 0 in equations (20)- (22) it is enough to have almost everywhere convergence of symmetric gradients, Lemma 5.1, and uniform integrability, Lemma 5.2.
Lemma 5.1. 
