Welding quality is an important factor to affect the performance, quality and strength of different products, and it will affect the safe production. Therefore, welding quality detection is a key process of industrial production. And the detection and identification of welded joints are the premise of welding quality detection, which could reduce the quality detection range and improve the detection precision. Welded joint identification is also important for providing information for automatic control of welding process. Faced with the complex characteristics of industrial environment, such as weak texture, weak contrast and corrosion, we propose a detection and identification method of welded joints based on deep neural network. Firstly, aimed at the problem of insufficient training samples, combined with image processing and Generative Adversarial Network (GAN), the high-quality training samples are generated. Secondly, the updating mechanism of training samples is established to guarantee that the deep neural network model could cover all samples. Finally, the detection and identification of welded joints are realized by the deep neural network which could avoid the handcrafted features of conventional machine learning methods. Experiments show that the proposed method could quickly and efficiently finish the detection and identification task of welded joints. Meanwhile, the proposed method could well solve the detection and identification problems of complex industrial environment.
I. INTRODUCTION
Nowadays, welding automation technology has been widely applied into much production scenes, such as automobile processing, shipbuilding and aerospace. Except for the welding efficiency and precision, welding quality is also a key factor of welding production and these industries have strict requirements for welding quality [1] . Welding quality will affect the strength and appearance of products. And it will bring a certain impact on products performance. Meanwhile, low welding quality will bring hidden dangers to safe production, and it will affect the safety of workers. Therefore, the assessment of welding quality is also an important process in the welding production. And the detection and identification of welded The associate editor coordinating the review of this manuscript and approving it for publication was Yungang Zhu . joints are the premise of welding quality assessment [2] . Based on the detection and identification results of welded joints, the assessment of welding quality could be well done. And the detection and identification results of welded joints could avoid the effect of complex background environment and concentrate on welding quality assessment very well.
At present, the common detection methods could be divided into two categories: contact and non-contact detections. The three coordinate measuring machines (CMM) is a typical representative of contact measurements [3] . It belongs to local sensor and cannot acquire much measurement information, so its measurement speed is low. Non-contact measurement method has the advantages of non-contact and flexibility, and it has been widely applied into the industrial assessment applications. Industrial CT [4] , infrared nondestructive detection [5] and vision detection [6] - [8] are the main non-contact assessment methods. Compared with other detection methods, vision detection has the advantages of low cost, flexibility and high accuracy. And it could acquire more information about the detected objects. Therefore, it has much applications on arc welding robots, such as object identification [9] , seam extraction [10] , seam tracking [11] and welding pool monitoring [12] . Here, the vision detection is adopted to realize high-accuracy and automatic welded joint location.
So far, researchers have proposed much different image-based detection methods to detect welded joints. Quanying et al. [13] proposed a inspection method of welded joints. Combined with the monocular vision, the weld shape was detected by shape from shading algorithm (SFS). However, the passive light vision has poor robustness due to some complex factors, such as corrosion, spray paint, metal material and illumination change. Due to the features of good robustness and high precision, the laser structured light sensor has been applied into welded joint assessment. Li et al. [14] and Chu and Wang [15] developed different welded joint assessment methods based on laser structured light sensor. Combined with image processing, laser stripe extraction, feature extraction and 3D measurement, the parameters of different welded joints could be extracted which could be used for quality assessment. To detect some small welding defects in the welded joints, Yu et al. [16] proposed a new superposition technique to detect the welded joints with different status, such as intact weld, transverse crack and porosity. Combined with laser scanning, the welded joints could be detected by the processing of point cloud of the profile of the welding workpiece. To enlarge the measurement range of the laser structured light sensor, Jia et al. [17] proposed a assessment method based on the grid structured light sensor. The grid patterns were projected into the surface of welded joints and the inspection of welded joints was realized by the image processing of distorted grid patterns. Zhang et al. [18] designed the cross structured light sensor to realize the weld line detection. The structured light sensor is a kind of local sensor and it only could be applied into local search applications, such as seam type detection and seam tracking. Therefore, the measurement efficiency of the structured light sensor is low.
With the development of machine learning, some machine learning algorithms have been adopted to realize welded joint assessment, such as Support Vector Machine (SVM) [19] , Artificial Neural Networks (ANN) [20] ,K-Nearest Neighbors (KNN) [21] and Decision Tree (DT) [22] . To detect the welded joints with different welding quality, Yang et al. designed the curvature features for different weld images. On this foundation, a detection method based on SVM model was proposed to detect different welded joints [23] . Experiments showed that the curvature features could get more higher recognition accuracy compared with the image singular value features. To reduce the workload of human inspector, Boaretto and Centeno [24] designed the geometrical features for the welding images and proposed an automated assessment algorithm based on multi-layer perceptron. To detect different welded joints, Cruz et al. adopted the discrete Fourier, wavelet and cosine transforms to realize the feature extraction of ultrasound signal. And the ANN model was used to do the classification tasks [25] . Huang et al. proposed a defect assessment method based on SVM model. To acquire the optimal parameters of SVM model, the genetic algorithm (GA) was used to solve the model parameters to get the optimal classification performance [26] . To detect the defect of weld radiographic images, Valavanis et al. used the geometric and texture information to realize the feature extraction. And the classification performance of different models was investigated, such as SVM model, KNN model and ANN model [27] . Experiments showed that the SVM model had better classification performance than other models. On the basis, the conventional machine learning algorithms rely on the image features. However, the image features are not easily designed due to the complex industrial environment, such as products corrosion, spray paint, metallic shine.
Due to the improvement of big data and computing power, deep learning algorithm has achieved great and rapid development. It has been widely applied into object classification [28] , behavior prediction [29] , autonomous vehicle [30] and other much application scenarios. Through model training, it could well extract the high-level image features and do the classification or detection tasks. It could directly processes the original images or videos and it has strong classification performance. And some researchers have done some work on automatic welding based on deep learning [31] - [33] . To realize automatic feature extraction of weld images, Lin et al. [34] adopted the deep neural networks to extract the essential feature. Compared with ANN and deep convolution neural network (DCNN), the proposed method could get more higher detection rate. Park et al. [35] proposed a assessment method based on Convolutional Neural Network (CNN). To detect the welding defects, two CNN models were designed. One CNN model was used to determine the area to be detected. And the welding defects were detected by another CNN model. To better represent the laser welding images, Günther et al. [36] proposed a deep auto-encoding neural network to realize automatic feature extraction. And the reinforcement learning (RL) was adopted to realize the prediction and control of welding pool. However, the classification problems in industrial environment belong to small-sample learning problems. And the problem of insufficient training samples will affect the accuracy of training model. Based on the above analysis,an automatic detection and identification method of welded joints is proposed based on DCNN model. During the proposed method, two network models are trained to realize automatic welded joint assessment. The main contributions of this paper can be summarized as follows: (1)To acquire more training data to guarantee the accuracy of the deep neural network model, the GAN network is proposed to generate the training images with high quality to expand the training data combined with the machine vision algorithms. (2)The another DCNN model is proposed to train the samples of welded joints to realize the location of the welded joints. (3)The updating mechanism of training samples is established to guarantee that the DCNN model could cover all samples to meet the demands of automatic welding production.
The rest of this paper is organized as follows: Section 2 introduces the system framework of the proposed method. Section 3 introduces the construction of training samples. Section 4 is about the introduction of the DCNN model for the location of welded joints. The experiment results and experimental analysis are introduced in Section 5. Finally, the conclusions of this paper are described.
II. SYSTEM FRAMEWORK
During the industrial environment, the classification problems in industrial environment belong to small-sample learning problems. Due to the limits of the production cost, it is difficult to collect much training samples to train the deep neural network model. However, the detection performance of DCNN model relies on the the number of training samples. To guarantee the model performance of DCNN model, a welded joint location method based on the DCNN network and GAN network is proposed and its framework is shown in Fig.1 . The key procedures of the proposed method are necessary as follows.
1) Data collection: A suitable and economic sample collection way of welded joints is the basis of the model training. 2) Data extension: Faced with the small samples of welded joints, the data augmentation could well enlarge the data set which could insure the precision of neural networks.
3) Model training and prediction:
To realize automatic detection and identification of welded joints, a suitable network model is the core part which could ensure the detection speed and precision. 4) Samples updating: To cover all samples in the real welding production, the samples updating mechanism is needed to be set up, and it could enhance the adaptability of the neural networks model.
III. GENERATION OF TRAINING SAMPLES A. IMAGE COLLECTION
During the process of the real experiment verification, for the training of the DCNN model, it is not unrealistic to get much training samples by the real welding experiments which will waste a lot of sheet metal and cause greater unnecessary production cost. Here, to get enough training samples of welded joints, the samples are collected by the experiment data and online collection. Some welded joints samples are collected in the laboratory. Based on the basic gas metal arc welding (GMAW) platform and the Fe alloys materials, some samples of welded joints could be collected by daily welding experiments.
Meanwhile, other samples could be collected by the internet search engines, such as Baidu, Google and Bing. Some original images of welded joints are shown in Fig.2 .
B. IMAGE AUGMENTATION
Due to the particularity of welded joint samples, combined with welding experiments and online collection, it still can not get enough data to train the neural network. Therefore, it is necessary to do data augmentation to enlarge the data sets. Some common machine vision algorithms could be used for image augmentation to simulate different situations, such as image rotation, image zooming, image noise and brightness change. Here, these operators are adopted to expand the data sets of welded joint.
1) Image rotation: Due to difference of welding production lines and the locations of vision sensors, the pose of welded joint will appear arbitrary angle in the weld images. The image rotation is used to simulate the welded joints with different pose in the weld images.
2) Image zooming: Like the arbitrary angle in the weld images, the image size of welded joint in the different images will be different because of the location of vision sensor or camera angle. Therefore, the image zooming is adopted to expand the data sets.
3) Image noise: During the processes of image generation and transmission, the images will be disturbed by noise to varying degrees. Meanwhile, different sensors also have noise to varying degrees. Here, adding noise to raw images is used to simulate the image noise with different degrees.
4) Brightness transformation:
In the real welding production, the brightness value not be a fixed value. The illumination conditions will change to some extent at different times. The image brightness change is used to simulate the illumination change like Eq. (1) .
where B n and B are the brightness values of new image and raw image, respectively. k is the coefficient value of brightness change. Here, the coefficient value is set in the range of [0.6,1]. 5) Gamma transformation: Industrial environment are always constructed by different metallic materials,and it will cause that the whole welding image is dull. Gamma transformation [37] could well deal with the dull image by gray value stretching as Eq. (2).
where s is the gray value after gamma transformation, r is the gray value of raw image. γ is the coefficient of gamma transformation. When the value of γ is larger than 1, it could stretch the gray distribution histogram of the image. Otherwise, it could shrink the gray distribution histogram of the image. Combined with the above image augmentation algorithms, the data set of welded joints is expanded and some experiment results of image augmentation are shown in Fig.3 . 
C. GAN NETWORKS
GAN network is a common unsupervised DCNN model, which has been widely applied into style transformation between different images [38] - [40] . It contains at least two models: Generative model and Discriminative model. The GAN model could learning the real data distribution of the training samples and produce a similar sample through game learning between these two models. During much research work about GAN network, the common models include DCGAN [41] , pix2pix [42] , CycleGAN [43] . Compared with other GAN models, the CycleGAN model could generate desired output results through the input and target image sets, and there is no requirement for content matching of source and target images. It could well realize the image transformation of different style images, requiring no any priori knowledge and predetermined parameters. Therefore, to solve the problem of insufficient training samples, combined with the learning ability of CycleGAN network to automatically generate samples, the CycleGAN network is adopted to generate the training samples of welded joints. Here, as shown in Fig.4 , it could realize the style transformation between the workpieces and welded joints to expand the data sets.
During the network structure of CycleGAN model, it includes two generator networks and two discriminator networks to map two pictures between input image space X VOLUME 7, 2019 and target image space Y as Eq. (3).
The two generator networks are defined as F and G which are used to realize the mapping between X and Y . And the two discriminator networks are defined as D X and D Y . The D X network is used to distinguish whether the data is from X or G(y). Similarly, the D Y is used to distinguish whether the data is from Y or F(x). Based on the above two generator networks and two discriminator networks, two loss functions of GAN network are defined as Eq.(4) and Eq. (5) .
+E y∼p(y) [log(1 − D X (G(y)))] (5) Meanwhile, the cycle consistency loss is introduced to the CycleGAN network to avoid loss invalidation. And it is expected to achieve the following results as Eq. (6).
And the cycle consistency loss is defined as Eq. (7).
Combined with the loss functions of GAN network and the cycle consistency loss, the final loss function of CycleGAN network is defined as Eq. (8) .
where λ controls the importance of the two objective functions. And the optimal CycleGAN network model could be acquired by the optimization process as Eq. (9).
Based on the CycleGAN network, the new images of welded joints could be generated according to the images of workpieces. However, some welded joints generated by CycleGAN network are not expected output. And these undesirable data are manually deleted during the process of data annotations.
Combined with the CycleGAN network and traditional data augmentation methods, the final results of data augmentation after eliminating the unsatisfactory experimental results of GAN model are shown in Table 1 .
D. SAMPLES UPDATING
During the process of real welding production, the training data sets is difficult to cover all welding targets. To meet the needs of automatic welding production, the data in the production process is feeded into the raw data set in real time, and establish the updating mechanism of the data sets.
Combined with data augmentation methods, the data set could be realized online updating which could ensure the continuous improvement of the database. The updating mechanism could well adapt to complex and changeable industrial production.
IV. WELDED JOINT DETECTION
A. NETWORK STRUCTURE DCNN network model could automatically discover and extract high-level image features, and perform related detection and classification tasks through model training. It could avoid handcrafted features. Yolo-V3 model [44] is a typical representative of DCNN network model, which is improved based on Yolo model [45] and Yolo-V2 model [46] . The Yolo-V3 model uses the regression algorithm to realize the detection and classification of multi-targets, and it could well reduce the amount of calculation and improve the running speed of the network. Therefore, the Yolo-V3 model is adopted in this paper to realize automatic detection and identification of welded joints. Yolo-V3 model uses full-convolution neural network to extract high-level image features, and it is constructed by a series of 1*1 and 3*3 convolution layers. The total number of convolution layers in Yolo-V3 is 53. Meanwhile, the residual layers are also put into the Yolo-V3 model to solve the problem of gradient dispersion or gradient explosion of network. To get better performance in small target detection, feature extraction is carried out at three different scales with the idea of feature pyramid network (FPN). The special structure of Yolo-V3 model is shown in Fig.5 .
B. NETWORK OPTIMIZATION
To get better performance of Yolo-V3 model, the loss function is defined as Eq. (10) .
where E c donates classification error. E p donates coordinate prediction error. E iou donates intersection over union(IoU) error.
The classification error E c is shown as Eq. (11) . where 1 o i denotes if object appears in cell i. p i and p i donate the prediction and real probability values of the object in grid i belonging to a certain category respectively.
The coordinate prediction error E p is shown as Eq. (12).
where 1 o ij donates whether the object is detected by the j bounding box of i grid. λ c donates the penalty coefficient of confidence. (x i , y i ) and (x i , y i ) are the prediction and real coordinates of object center. (w i , h i ) and (w i , h i ) are the real and prediction width and height of objects.
The IoU error E iou is shown as Eq. (13).
where C i and C i the predictive confidence and true confidence of objects in the i grid. λ n donates a coefficient to adjust the E iou . Through the optimization of the loss function Loss, the optimal detection model based on Yolo-V3 network could be acquired, and it could be applied into welded joints assessment.
V. EXPERIMENT AND DISCUSSION

A. EVALUATION INDICATORS
To train these two network models, the experiments are done on NVIDIA GeForce GTX Titan X to accelerate network training. To verify the performance of the neural network model, some indicators are needed to valuate the proposed method.
1) Precision-Recall(P-R) Curve:
The precision (P) donates the prediction accuracy, and its value means the detection percentage of detected objects. The recall (R) donates the percentage of the objects detected in all the objects. The higher of the P and R, the better the performance of the neural network is. The P-R Curve could be generated by the combination of P and R in the 2D coordinate system.
2) F1 Score: Like P and R, F1 Score is also a indicator to evaluate the network model. It donates the harmonic average of P and R as Eq. (14) . where a donates the importance of P or R to F1 score. Here, the value of a is set as 1.
3) IOU: IOU is also a parameter to verify the detection performance of the network model. It donates the overlap ratio between predicted and actual bounding area. 4) Average Precision: Mean Average Precision (mAP) is the the average value of precision for multiple objects. In this paper, there is only one object (''welded joint'') to be detected, and the Average Precision (AP) is adopted to evaluate the model performance.
5) Detection Speed:
Here, detection speed is also set as a parameter to evaluate the model performance. The superiority of the proposed algorithm is reflected by the comparing of the detection speed of different algorithms.
B. IMAGE AUGMENTATION
To train the CycleGAN network, the initialization parameters of CycleGAN network are shown in Table 2 . And some generation results of CycleGAN network are shown in Fig.6 .
As shown in Fig.6 , the CycleGAN network could well learn the image features of welded joints, and generate new samples based on the images of workpieces. It could well solve the problem of insufficient sample data of welded joints. Meanwhile, the CycleGAN network could generate the welded joints with different sizes, different shapes and different numbers, which could increase the diversity of training samples. Combined with the CycleGAN network and traditional data enhancement methods, the data set of welded joints could be expanded to train the deep neural network model.
Compared with the real welding images, the welding images generated by the CycleGAN network exist the disadvantages of edge blur. Some un-ideal images need to be deleted manually. In the future, to generate the welding images with high quality, the network structure GAN network needs to be changed to improve the model performance.
C. NETWORK TRAINING
Like the CycleGAN network, the Yolo-V3 network also needs some initialization parameters to train the network model, as shown in Table 3 .
During the network training, the size of input images is adjusted to 416*416. Based on the data sets of welded joints, the loss curve and P-R curve of Yolo-V3 model are shown in Fig.7 .
It could be seen form Fig.7(a) that the loss curve converges rapidly before 5000 steps. And the convergence speed slows down after 5000 steps and is essentially stopped after 20000 steps.
D. DETECTION AND LOCATION OF WELDED JOINTS
The test dada set of welded joints based on data augmentation is set as test images. Based on the Yolo-V3 network model after training process, the detection and identification results of welded joints are shown in Fig.8 . Fig.8(a-h) shows the location results of the real welding images. And Fig.8 (i-l) shows the images location results generated by CycleGAN network. It could be seen that the Yolo-V3 network model could realize the welded joint detection and location with different welding quality, different background, different shape, different size, different numbers and different workpiece material. The proposed method shows a better detection performance in the complex welding environment.
Therefore, combined with the GAN network and Yolo-V3 network, the proposed method could realize the detection and identification of welded joints in different welding images. With the ability of automatic feature extraction of Yolo-V3 network, the proposed method could avoid the handcrafted feature design in the traditional detection algorithms. Meanwhile,it could well realize the detection task without any prior knowledge and predetermined parameters.
E. PERFORMANCE VERIFICATION
To better verify the proposed method, the Faster RCNN [47] is set as a comparative method in this paper to verify the superiority of the proposed algorithm. It is a common object detection method based on deep neural networks which has a better performance on object detection and identification. The special experimental results of these two methods are shown in Table 4 .
It could be seen from Table 4 that the proposed method could get higher F1 score, AP and IOU than the Faster RCNN. Meanwhile, the detection speed of the proposed method is faster than the Faster RCNN. Therefore, the Yolo-V3 model has a better performance than the Faster RCNN, and it could be well applied into the detection and identification method of welded joints.
VI. CONCLUSION
Faced with the detection and identification of welded joints, an automatic detection and identification method of welded joints is proposed based on DCNN models. During the proposed method, two DCNN network models are proposed which are respectively applied into data augmentation and object detection. The main conclusions are drawn as follows.
1) Faced with the problem of insufficient training samples, the data augmentation is realized by image processing and GAN network which are used to enlarge the data set.
2) To realize automatic detection and identification of welded joints, the Yolo-V3 network model is proposed which could avoid the image feature design, and it dose not need any prior knowledge. 3) To cover all samples in the real welding production, the samples updating mechanism is set up to enhance the adaptability of the neural networks model. He is currently working with the School of Electrical Engineering, Zhengzhou University. His current research interests include optical measurement and three-dimensional reconstruction.
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