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A B S T R A C T 
Ah initio Molecular Dynamics ( A I M D ) method, based on density functional 
theory (DFT) with planewave basis sets and pseudopotentials, was used in the study 
ofreaction dynamics. A I M D is ideal for the investigation of very fast reactions in 
the femto-second to pico-second time scale. Density functional theory (DFT) can 
describe the electronic structure of a chemical system to a high degree of accuracy. 
In this thesis, w e report the results of A I M D studies on small silver clusters and on 
the thermal decomposition of5-nitro-2,4-dihydro-3//-l,2,4-triazol-3-one (NTO). 
For the study on silver clusters, our calculations on the neutral, cationic and 
anionic silver dimer Ag2 show that the bond distance and vibrational frequency 
calculated by D F T are of good quality. Simulations of Ag4, Ag5, and Ag6 in 
canonical ensembles reveal distinct characteristics and isomerization paths for each 
cluster. At high temperature, vibrational motions in Ag4 are chaotic, while for Ag5 
and Ag6 the clusters maintain a planar structure, with atomic rearrangement 
Q)seudorotation) observed for Ag5 but not for Ag6. At lower temperature, Ag4 can 
exist in two planar structures whilst Ag5 is found to be stable only in the planar form. 
In contrast Ag6 is stable in both planar trigonal and 3 D pentagonal pyramidal 
structures. Micro-canonical molecular dynamics simulation was performed for all 
three clusters to obtain the vibrational density ofstates (DOS). 
For the ab initio molecular dynamics studies on the unimolecular 
decomposition o f N T O , dissociation trajectories were simulated at a temperature of 
3000K using the V A S P package. Based on these results, ftirther calculations of 
stationary points and transition structures were performed using Gaussian 98 at 
、 b31yp/6-31g(d) level, whereas b31yp/6-311+g(2d,p) was used for the high accuracy 
single point calculation. The energy calculation is found to be in good agreement 
i i i 
with previously reported high level calculations. The reaction channels reported in 
the literature were also found in our calculations, including C-NO2 cleavage, nitro-
nitrite rearrangement and hydrogen-transfer activation. In addition, direct ring 
rupture ofthe triazole ring is also observed, which produces C O molecule. The most 
r 
frequent channel is the C-NO2 cleavage with the subsequent ring rupture. Transition 
energy barrier calculations confirm that the hydrogen-transfer activation dominates 
at lower temperature, whereas the C-NO2 cleavage is competitive at higher 
temperature. 
Submitted by Y i m Wai-leung 
for the degree ofMaster ofPhilosophy in Chemistry 




I 從頭計算的分子動力學 (八 1乂 1 0方法，是基於結合平面波和層勢的 
I 密度函數理論(0?丁）發展起來的，在反應動力學的研究中得到廣泛應用。 





j 首先，我們用八1乂0方法研究了銀原子鎮八8。(0 = 4-6)的贗轉動。我 
1 
i 們分別對中性、帶正電荷和帶負電荷的銀二元圑簾八 8 2的鍵長和振動頻率 
j 
用 0 ?丁方法進行了計算，得到了非常好的結果。我們對正則系綜中的 
Ag4、Ag5、Ag6的特性及異構化路徑進行了模擬。在高溫下，Ag4的振動表 
I 現出混沛性質，而八85和八86則始終保持平面結構，同時在八8 5中還觀察到 
原子的重排。在低溫下，八84存在兩種平面結構，八85只有一種平面結構， 
八 8 6則以平面的三角形和三維的五邊形結構穩定存在。通過對三種銀原子 
簾的微正則分子動力學模擬，我們還得到了它們的振動態密度。 
在我們的另一項工作中，我們用 A I M D方法研究了 N T O的單分子熱 
I 
解。借助於乂八3?程序包，我們對3000尺溫度下該反應的軌線進行了計算。 




C一 N C b鍵的斷裂、硝基和亞确酸根的重排、氫原子的轉移活化，其他的文 
獻有力地支持了我們的結果。另外我們在模擬中還觀察到了三挫環直接斷 
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I General Introduction 
I 圓 _ 
I 
1.1 Introduction 
The research interest in m y M.Phil degree lied on the investigations of the 
1 
chemical reactions in gaseous phase. T w o chemical systems were chosen: small 
silver cluster, Ag4.6, and the thermal decomposition of 5-nitro-2,4-dihydro-3J^-1,2,4-
triazol-3-one (NTO). 
The method w e use is ab initio molecular dynamics. In the quantum 
I 
I 
chemical calculation part, this method is based on density functional theory, whereas 
the Newtonian mechanics determines the molecular dynamics. The time-scale 
i 
investigated in this method ranges from femto- to pico-second. Such a short time-
scale simulation allows the studies of fast reactions, such as isomerization and 
thermal decomposition. In the selected chemical systems, the dynamics information 
provide new insight into the stability of the small silver clusters and the initial-step 
reactions in N T O . The success of the ah initio molecular dynamics would not be 
restricted to the studies of small chemical systems, but applicable to wide variety of 
mechanistic investigations. 
In the following sections, the ab initio molecular dynamics method and the 
Nose thermostat will be described in details. Furthermore, information about the 
two research projects, thermal stability of small silver cluster and thermal 
decomposition channels of N T O , will be illustrated. 
^ 
1 
1.2 Electronic Structure Calculation 
1.2.1 Density Functional Theory 
Hohenberg and Kohn^ proved that the total energy ofa system including that 
of the many body effects of electrons (exchange and correlation) in the presence of 
static external potential (for example, the atomic nuclei) is a unique functional ofthe 
charge density. The minimum value of the total energy functional is the ground 
state energy of the system. The electronic charge density, which yields this 
minimum, results in the exact single particle ground state energy. 
It was shown by Kohn and Sham〗 that it is possible to replace the many-
electron problem by an exactly equivalent set of self-consistent one-electron 
equations. The total energy functional can be written as a sum ofseveral terms: 
E[n{r)]= K ( r > ( r > / r 4 J j ^ ^ ^ ^ r J r ' + G [ n ( r ^ (1.2.1.a) 
上 广 厂 
for a fixed set of atomic nuclei at {RJ. The first two terms are the classical 
Coulomb interaction between the electrons and ions and between electrons and other 
electrons respectively; both of which are simply functions of the electronic charge 
density n(r). This equation is analogous to the Hartree method, but the term G[n{r)[ 
contains the effects of exchange and correlation and also the single particle kinetic 
energy: 
G[n(r)] = r[«(r)]+£,,[«(r)] (1.2.1.b) 
where T[w(r)] is the kinetic energy of a system of non-interacting electrons with 
density n{r) and E,Xn{r)] is the energy ofexchange and correlation ofan interacting 
system. There is no simple expression for the exchange and correlation functional. 
� 
2 
According to the Hohenberg-Kohn theorem, the total energy function given 
by equation (1.2.1.a) is stationary with respect to variations in the ground state 
charge density; that is, it is subject to the condition 
f ^ ( r ) { ^ ! ^ + r - ( + p I 4 " r + A j r > = 0 (1.2.1.c) 
\ , ai{r) r-r， 
where / / J r ) is the functional derivative of the exchange-correlation energy with 
respect to the electronic charge density. There is also the requirement that a 
variation in the charge density leaves the particle number 
N= Ur)ir (1.2.1.d) 
V 
unchanged. This can be ensured by the condition 
[Sn[r)dr = 0 (1.2.1.e) w 
Applying the condition of constant particle number, (1.2.1.e) to Equation (1.2.1.c) 
gives the result 
^ = M ^ + ^ ( 0 + p l 4 + x U r ) (1.2.1.f) 
ai{r) Sn{r) ^]r-r' 
is a constant, K which is the Lagrange multiplier associated with the requirement of 
constant particle number. Comparing this to the corresponding equation for a 
system with an effective potential V ( r ) but without electron-electron interaction 
results in 
^ = ^ M ^ V { r ) = v ( 1 . 2 . 1 . g ) 
ai{r) ai{r) 
It can be seen that the mathematical representations are similar provided that 
V{r) = V j r ) ^ l ^ d r ^ ^ J r ) (1.21h) 
•» jr — r 
3 
The effect of this is to allow an indirect variation in n ( r ) through variation in the 
Kohn-Sham single particle orbitals, i^, where the kinetic energy operator can be 
expressed in terms ofthe single particle states as 
r = i > k ( 4 " V 2 k O > (i.2.i.i) 
^2m 
It then follows that the solution can be found by solving the Schrodinger equation 
for noninteracting particles moving under the influence of an effective potential F(r) 
{ _ ^ V ^ + F ( r > ^ , W = ^ / i ^ . W (1.2.1.j) 
2m 
which gives the charge density 
n{r) = t^:{rMr) d.2.Lk) /=i 
The solution of the system of equations (1.2.1.j) leads to the energy and electronic 
charge density of the ground state and all quantities which can be derived from 
them. The minimum ofthe Kohn-Sham energy functional, (1.2.1.i), leads to the 
ground state charge density ofthe electronic system which ions at the fixed positions 
{Rj}. It is only this minimum which has any physical meaning, therefore the path by 
which this minimum is found is unimportant. This point will be returned to later 
when minimization techniques will be discussed. 
1.2.2 Exchange, Correlation and the Local Density Approximation 
In seeking the solutions to the system of equations (1.2.1j), it is found that 
all quantities are represented as functional of the electronic charge density. The 
important point that makes this system easier to solve (or more precisely, require 
<5> less computation) than, for example the Hartree-Fock equations, is that the effective 
potential is local. Therefore there is no more complexity added in solving (1.2.1.j) 
than there is in the Hartree approximation. O f course, this is only true if the 
4 
exchange-correlation energy can be described as a function of the local charge 
density. A method ofdoing so is k n o w n as the local density approximation (LDA).^ 
In LDA，the exchange-correlation energy of an electronic system is constructed by 
assuming that the exchange-correlation energy per electron at a point r in the 
electron gas, g,X^) is equal to the exchange-correlation energy per electron in a 
homogeneous electron gas that has the same electron density at the point r. It 
follows that 
EAn[r)]= \gMr))n[r)dr (L2.2.a) 
so that 
/、一 A n [ r ) g M ^ ) ) ] (1.2.2.b) 
" “ ) 一 ^(r) 
with 
M ) - ^ ^ r m (i:2.c) 
where equation (1.2.2.c) is the assumption that the exchange-correlation energy is 
purely local. Several parameterizations for ^ T i 4 ^ ) ) exist, but the most commonly 
used is that ofPerdew and Zunger.^ This parameterization is based on the quantum 
Monte Carlo calculations ofCeperley and Alder" on homogeneous electron gases at 
various densities. The parameterization uses interpolation formulas to link these 
exact results for the exchange and correlation energy at m a n y different densities. 
In L D A , corrections to the exchange-correlation energy due to the 
inhomogeneities in the electronic charge density about r are ignored. Considering 
this inexact nature of the approximation, it m a y at first seem somewhat surprising 
that such calculations are so successful. This can be partially attributed to the fact 
^ 
that L D A gives the correct sum rule to the exchange-correlation hole. That is, there 
5 
is a total electronic charge of one electron excluded from the neighborhood of the 
electron at r , 
A summary of the contributions of electron-electron interactions in N-
electron systems is shown in Figure 1.2.2.a-d. It illustrates the conditional electron 
probability distributions n{r) of N A electrons around an electron with given spin 
situated at r=0. In the Hartree approximation, Figure 1.2.2.a, all electrons are treated 
as independent, therefore n { r ) is structureless. Figure 1.2.2.b represents the Hartree-
Fock approximation where the N-electron wavefunction reflects the Pauli exclusion 
principle. Around the electron at r=0 the exchange hole can be seen where the 
density of spins equal to that of the central electron is reduced. Electrons with 
opposite spins are unaffected. In the L D A , where spin states are degenerate, each 
type of electron sees the same exchange-correlation hole (the sum rule being 
illustrated where the size ofthe hole is one electron). Figure 1.2.2.d shows electron-
electron interaction for non-degenerate spin systems (the local spin density 
approximation (LSDA). It can be seen that the spin degenerate L D A is simply the 
average ofthe L S D A . 
1.2.3 Bloch's Theorem and Plane Wave Basis Set 
A s yet there has been no mention of h o w to handle the infinite number of 
interacting electrons moving in the static field of an infinite number of ions. 
Essentially, there are two difficulties to overcome: a wavefunction has to be 
calculated for each of the infinite number of electrons which will extend over the 
entire space of the solid and the basis set in which the wavefunction will be 
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Figure 1.2.2(a-d): Summary ofthe electron-electron interactions (excluding 
coulomb effects) in (a) the Hartree approximation, (b) the Hartree-Fock 
approximation, (c) the local density approximation and (d) the local spin 




The ions in a perfect crystal are arranged in a regular periodic w a y (at 0 K). 
Therefore the external potential felt by the electrons will also be periodic - the period 
being the same as the length ofthe unit cell, /. That is, the external potential on an 
electron at can be expressed as V{r) = F(r+0. This is the requirement needed for the 
use of Bloch's theorem. B y the use of this theorem, it is possible to express the 
wavefunction of the infinite crystal in terms of wavefunctions at reciprocal space 
vectors of a Bravais lattice. 
Bloch's theorem uses the periodicity ofa crystal to reduce the infinite number 
ofone-electron wavefunctions to be calculated to simply the number ofelectrons in 
the unit cell ofthe crystal (or halfthat number ifthe electronic orbitals are assumed 
to be doubly occupied - that is, spin degenerate). The wavefunction is written as the 
product ofacell periodic part and a wavelike part: 
vM = e'VM (1.2.3.a) 
The first term is the wavelike part, which will be discussed below. The second term 
is the cell periodic part ofthe wavefunction. This can be expressed by expanding it 
into a finite number ofplane waves whose wave vectors are reciprocal lattice vectors 
of the crystal 
fM = Y^.oe''-' (1.2.3.b) 
G 
where G are the reciprocal lattice vectors which are defined by G • 1 = 2mn for all / 
where 1 is a lattice vector of the crystal and m is an integer. Therefore each 
electronic wavefunction is written as a s u m ofplane waves 
i ^ i W = : S W _ . r ( 1么询 
G 
^ B y the use of Bloch's theorem, the problem of the infinite number of electrons 
has n o w been mapped onto the problem of expressing the wavefunction in terms of 
8 
an infinite number ofreciprocal space vectors within the first Brillouin zone ofthe 
periodic cell, k . 
The electronic wavefunctions at each ^ -point are n o w expressed in terms ofa 
discrete plane wave basis set. In principle this Fourier series is infinite. However, 
the coefficients for the plane waves,〔丨，乂+① each have a kinetic energy 
((方% )A: + Gf). The plane waves with a smaller kinetic energy typically have a 
more important role than those with a very high kinetic energy. The introduction of 
a plane wave energy cutoff reduces the basis set to a finite size. 
This kinetic energy cut-off will lead to an error in the total energy of the 
system but in principle it is possible to make this error arbitrarily small by increasing 
the size ofthe basis set by allowing a larger energy cut-off. The cut-offthat is used 
in practice depends on the system under investigation. For example, to describe the 
2p valence electrons in carbon will require a large plane wave basis set to span the 
high-energy states described by the wavefunction close to the carbon nucleus. 
Another advantage of expanding the electronic wavefunctions in terms of a 
basis set ofplane waves is that the Kohn-Sham equations take a particularly simple 
form. Substitution of equation (1.2.3.c) in to the Kohn-Sham equations, (1.2.1.j), 
gives 
y {— k + G SGG�+ Vio„ {G 一 G’)+ Veiec {G - G)+ Kc {G 一 G'))c,,,c' 二 &〔a+G ^ 2m 
(1.2.3.d) 
It can be seen in this form that the reciprocal space representation ofthe kinetic 
energy is diagonal and the various potentials can be described in terms of their 
^ Fourier components. Usual methods of solving the plane wave expansion of the 
Kohn-Sham equations is by diagonalisation of the Hamiltonian matrix whose 
9 
elements /4+c,kw are given by the term in curly brackets. It follows that the size of 
the Hamiltonian matrix is determined by the energy cut-off 
^k^GX ( 叫 2m 
1,2.4 The Pseudopotential Approximation 
It has been shown by the use ofBloch,s theorem, that a plane wave energy 
cut-off in the Fourier expansion of the wavefunction and careful ^ point sampling 
that the solution to the Kohn-Sham equations for infinite crystalline systems is n o w 
tractable. Unfortunately a plane wave basis set is usually very poorly suited to 
expanding the electronic wavefunctions because a very large number are required to 
accurately describe the rapidly oscillating wavefunctions of electrons in the core 
region. 
It is well known that most physical properties of solids are dependent on the 
valence electrons to a m u c h greater degree than that of the tightly bound core 
electrons. It is for this reason that the pseudopotential approximation is introduced. 
This approximation uses this fact to remove the core electrons and the strong nuclear 
potential and replace them with a weaker pseudopotential, which acts on a set of 
pseudo wavefunctions rather than the true valence wavefunctions. In fact, the 
pseudopotential can be optimized so that, in practice, it is even weaker than the 
frozen core potential. 
The schematic diagram in Figure 1.2.4 shows these quantities. The valence 
wavefunctions oscillate rapidly in the region occupied by the core electrons because 
^ of the strong ionic potential. These oscillations maintain the orthogonality between 
10 
5 : ^ ; r t " ^ ^ 
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Figure 1.2.4: A n illustration ofthe full all-electronic (AE) wavefunction and 
electronic potential (solid lines) plotted against distance, r , from the atomic 
nucleus. The corresponding pseudo wavefunction and potential is plotted 
(dashed lines). Outside a given radius, r,, the all electron and pseudo 
electron values are identical. 
f > � 
11 
the core and valence electrons. The pseudopotential is constructed in such a w a y 
that there are no radial nodes in the pseudo wavefunction in the core region and that 
the pseudo wavefunctions and pseudopotential are identical to the all electron 
wavefunction and potential outside a radius cut-off>。. 
The pseudopotential is also constructed such that the scattering properties of 
the pseudo wavefunctions are identical to the scattering properties of the ion and 
core electrons. In general, this will be different for each angular m o m e n t u m 
component of the valence wavefunction; therefore the pseudopotential will be 
angular m o m e n t u m dependent. Pseudopotentials with angular m o m e n t u m 
dependence are called non-local pseudopotentials. 
1.3 Molecular Dynamics 
1.3.1 Molecular Dynamics 
So far, total energy calculations have been described for only fixed set of 
atomic coordinates. The total forces on the ions must be found in order to update the 
ionic positions. 
The force on an ion, /, at position Rj can be obtained from the full derivative 
ofthe total energy, E’ by 
F = _ _ ^ (1.3.1.a) 
‘ dRj 
A s the electronic wavefunctions change, the force on the ions will be altered; 
therefore the full derivative has to be expressed in terms of changes in the 
wavefunction: 
F = _ ^ _ y ^ M _ y ^ M (i.3.i.b) 
广 dR, ^dy/, dRj ^dy/] dR, 
N o w , since 
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E = {y^\H\y/) (1.3丄。） 
it follows that — isjust H y / , . But ^, are electronic eigenstates with eigenvalues 
^¥i 
g_ • Therefore after some algebraic manipulation the final two terms can be written 
Y ^ W (1.3.1.d) 
i oKj 
which is zero since {y/\y/) is the normalization constant. This shows that w h e n 
each electronic orbital is an eigenstate ofthe Hamiltonian, then the partial derivative 
of the total energy with respect to the ionic positions is the force felt by the ions. 
This is the Hellmann-Feynman theorem^ and can be generalized to any order of 
derivative of the total energy. 
This leads to the use ofthe Bom-Oppenheimer approximation. This is based 
on the fact that typical electronic velocities are m u c h greater than that ofthe ions. It 
can therefore be assumed that the ions m o v e so slowly relative to the electrons that 
at any point in time, the electrons will be in their ground state for that instantaneous 
ionic configuration. The ground state wavefunction is first calculated self-
consistently for a fixed set of ionic coordinates. In this method an initial 
wavefunction has to be assumed - this is given by initializing the expansion 
coefficients of the wavefunction by random numbers. Although this initial state is 
far from the Kohn-Sham eigenstates it does not assume any initial symmetries 
which, if incorrect, could lead to prohibitively long calculation to find the correct 
wavefunctions. The total energy is reduced by the conjugate gradient method until 
the wavefunctions are sufficiently converged to give correct forces. N e w ionic 
C 
positions are then calculated under the influence of these forces by integration ofthe 
equations of motion. After each change in the position of the ions, the 
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wavefUnctions will no longer be eigenstates of the n e w ionic positions. In order to 
fmd the wavefUnctions for this better set of ionic positions it is not necessary to 
randomize the wavefUnctions. The motion of the ions will be sufficiently small that 
the old wavefunctions will be a good place to initialize the iterative procedure again. 
This process of calculating the electronic wavefunctions, using the Hellmann-
Feynman theorem to calculate the forces on the ions, moving the ions under the 
influence of these forces and updating the wavefunction keep the trajectory of the 
molecular dynamics simulation on the Bom-Oppenheimer surface if a sufficiently 
small ionic timestep is used in conjunction with well converged wavefunctions. 
1.3.2 Nose Thermostat 
1.3.2.1 Introduction 
In order to simulate the system at desirable temperature, constant-
temperature approach or the Nose thermostat^ would be applied in our study. In 
constant-temperature approach, the velocities of the atoms are scaled in each step. 
The scaling factor is sqrt(TJT), where 7； is the current temperature and T is the 
desirable temperature. During the molecular dynamics, the system is kept at constant 
temperature. Such an algorithm is not reasonable in real system; it was only applied 
to scale the system to certain temperature in the first few hundred steps. 
Other than constant-temperature approach, Nose thermostat' was applied to 
our systems to achieve a desirable temperature. The idea of Nose thermostat is that 
the system under investigated is virtually connected to a heat bath. In the whole, the 
heat bath satisfies the condition of canonical ensemble. The total energy of the 
system is attributed to the heat bath and the system under study. H o w tight the heat 
bath is connected depends on the parameters. 
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1.3.2.2 Feedback Method 
The feedback method is implemented in the V A S P program. The 
mechanism for feedback regulation oftemperature rests on the idea that because the 
temperature is proportional to the mean-square velocity it ought to be possible to 
vary the temperature by adjusting the rate at which time progresses； A new 
dynamical variable s is introduced into the Lagrangian in a manner that is equivalent 
to rescaling the unit of time, and extra terms are added in just the w a y needed to 
obtain the desired behavior. There are n o w two distinct time variables: the real, or 
physical, time t \ and a scaled, or virtual, time t' the relation between them is through 
their differentials: 
dt = s{tyt' (1.3.2.2.a) 
The Lagrangian for this rather unusual ‘extended，system is written as 
L 二 l m f ; ^ ; f _ [ t 4 ) + | M / _ n , l n s (1.3.2.2.b) 
2 / i<j 2 
where T is the required temperature, ", = 3 K + 1 is the number of degrees of 
freedom (which could be reduced by three to account for m o m e n t u m conservation), 
M , plays the role ofamass that is needed in order to construct an equation ofmotion 
f o r the new 'coordinate's, and the dot stands for the derivative d/dt 一 note that 
(1.3.2.2.b) is defined in terms of the virtual time. The Langrange equations of 
motion that are obtained by the standard procedure are 
；： 1 F 2i (1.3.2.2.c) ^ • = ^ ^ • " T ^ -
M ; _ � ? - f (1.3.2.2.d) 
I s 





it is more convenient if the equations are transformed to use physical time units'''; 
henceforth the dot will be used to denote d / d t ,，and the equations can be written as 
^ . = l i 7 _ i ^ . (1.3.2.2.f) 
‘ m ‘ s ‘ 




The first of these equations of motion resembles the conventional Newtonian 
equation with an additional friction-like term, though not true friction because the 
coefficient can be of either sign. The second equation defines the feedback 
mechanism by which s is varied to regulate temperature. 
The motivation for the ln s term in the Lagrangian can n o w be appreciated. 
Assume that it is replaced by a general function w(js); since s is finite，the time 
average of 's must vanish, implying that 
r^{f/)-{'%s) (1.3.2.2.i) 
The left-hand side is just n^(^)，so that if w e equate the actual values rather than 
just the averages w e find that w(5) = «, T ln s . 
The equilibrium averages ofthe physical system can be shown to be those of 
the canonical ensemble at temperature 7? In order to establish this result the 
microcanonical partition function of the extended system is simply integrated over 
the s variable and what remains is the canonical partition function. The temperature 
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itself is not constant, however, but the negative feedback acting through s ensures 
that the fluctuations are limited and the mean value is equal to T. 
The Hamiltonian ofthe extended system: 
H = k A 2 + ; ^ 4 ) + l M , k ) 2 + V ^ l n s (1.3.2.2.j) 
2 i i<j 丄 
is conserved since there are no time-dependent external forces, and this provides a 
useful check on the accuracy of the numerical solution. The Hamiltonian itself has 
no physical significance; its first two terms represent the energy of the physical 
system, but their sum is free to fluctuate. The quantity M , is a parameter whose 
value must be determined empirically; M , itselfhas no particular physical meaning 
and is simply a part of the computational technique. In principle, the value o f M , 
does not affect the final equilibrium results, but it does influence their accuracy and 
reliability, because ifthe kinetic energy fluctuations are allowed to become too large 
it is rather difficult to think of the system existing at a particular temperature. For 
small variations in s the characteristic period of the fluctuation is^  
r - l7t K ( " ) ' / ^ (1.3.2.2.k) 
[ 一 V / h f T 
and the simulation must extend over m a n y such periods to prevent these fluctuations 
from influencing the results adversely. 
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1.4 Case Studies 
1.4.1 Thermal properties of small silver clusters 
Around twenty years ago, a n e w type ofchemical entity has come under both 
experimental andtheoretical examination: clusters oftransition-metal atoms, without 
benefit of stabilizing ligands. Transition metals have a marked propensity to form 
homo- and hetero-nuclear bonds among themselves. There are n o w a large number 
of molecules and ionic species containing such bonds. Structurally, compounds 
containing metal-metal ( M - M ) bonds m a y be divided into two broad classes: those 
with only two-centre bonds, which m a y be of multiple character, and those 
containing three or more metal atoms, like or unlike, arranged in a polygonal or 
polyhedral array with considerable delocalization of the bonding electrons. The 
most c o m m o n ones are equilateral triangles, octahedra and tetrahedra, but the 
trigonal bipyramid, square pyramid and cube also occur. It is important to stress that 
the term metal atom clusters was coined for those systems in which M - M bonding is 
strong enough to make a significant contribution to the heat offormation. Numerous 
experimental and theoretical techniques have been developed. A considerable 
amount of knowledge is n o w k n o w n concerning the spectroscopy, structure, and 
reactivity ofbare transition-metal clusters. 
Researches on cluster have received a great deal of attention. The reason is 
that the cluster acts as a bridge, narrowing the gap between the gaseous phase 
component and the condensed phase matter. The researchers tried to find out the 
correlation between the small species and the big moiety based on the investigation 
of cluster growth. A n example is the research program in Atomic, Molecular and 
Chemical Physics, in Iowa University. Their research centered on laser 
spectroscopic studies of gas phase molecular dynamics, and of the structure and 
18 
dynamics of molecular clusters. The molecular clusters range in size from atomic 
scale to large clusters approaching the bulk limit of condensed matter. They study, 
on a microscopic level, the transition from simple bimolecular interactions to 
condensed phase chemical dynamics. A n d also the Cluster-Group in Max-Planck 
Institut fur Festk6rperforschung, study the properties oftiny clusters containing from 
a few to several thousands of atoms or molecules. The size dependence of some of 
these properties allows one to determine the geometric or electronic structure of the 
clusters. In this way, the evolution of the cluster properties towards those of bulk 
matter can be followed on an atom-by-atom basis. 
It is believed that the bonding electron is delocalized in the metallic cluster to 
a certain extent. Jellium model is applied to explain the stability ofthe species. It 
tells that the delocalized electrons fill up the shells. Even number of electrons would 
gain extra stability. This makes the stability of the clusters having oscillatory 
behavior. 
In m y first research project, ab initio molecular dynamics ofthe small silver 
cluster were studied. The outmost shell electron of the silver atoms is 5^ orbital, 
with full-filled 4d orbital. Just from this series of clusters, w e observe the rising in 
the stability of the clusters from 4-atom to 6-atom based on the ease of the 
isomerization and pseudorotation. Ab initio M D even provide the information ofthe 
relative stability of the species. A s in Ag5, among the 2 D and 3 D isomers，there 
exists the 2 D isomer (trapezoidal in shape) only, supported by the literature. Details 
ofthe results and discussion for this project is documented in chapter 2, 
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1.4.2 Thermal decomposition channels ofNTO 
High energetic material is widely used in our daily life. Examples are 
cracking rock in construction and acting as the rocket propellant. Generally, the 
explosive can be classified into two categories, primary and secondary explosives. 
Primary explosive is sensitive to shock and used as detonator for the decomposition 
reaction. Secondary explosive provides high heat of decomposition and is less 
sensitive than the primary one. Examples ofthese two categories are as follows. 
Primary explosives: 
1. Silver azide 
2. Lead azide 
3. Nitromethane 
Secondary explosives: 
1. Trinitrotoluene (TNT) 
2. 5-nitro-2,4-dihydro-3H-l,2,4-triazol-3-one Q ^ T O ) 
Modifying the energetic material centers on its detonation power and 
sensitivity. Nobel was famous in the explosive industry. H e discovered a popular 
explosive, nitro-glycerol. Such a compound is known to be a primary explosive, 
which is sensitive to shock. H e modified the support, in which the nitro-glycerol 
absorbed into it, and this enhanced the safety in a great deal. Other than the design 
ofthe subsidiary, people nowadays are able to design the material directly in order 
to fulfill various purposes. 
5-nitro-2,4-dihydro-3H-l,2,4-triazol-3-one O ^ T O ) was firstly developed at 
Los Alamos National Laboratory in 1983 as a potential high-performance insensitive 
energetic material. N T O exhibits good thermal stability and low chemical 
sensitivity to radiation damage and is relatively insensitive to impact and shock. 
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Most researches centered on the thermal and photochemical decomposition of the 
bulk material. Studies ofthe decompositions are not a routine task. The difficulties 
lie on h o w to handle such fast reactions and get appropriate information. The 
researches on N T O were based on its thermodynamics and mechanisms. Quantum 
chemical calculations made the proposals more solid. 
However, there are still some points not clear. Experiments are difficult to 
clarify the mechanisms ofthe fast reactions. The mechanisms were usually derived 
from the gaseous products or intermediates, no ad hoc method appeared. Ab initio 
molecular dynamics method was applied in exploring the thermal decomposition 
channels. Such a method is excellent in studying a short-time process, as the 
motions ofthe system is integrated in the femto-second time scale. The results are 
in good agreement with the previous experimental work and provide a new insight 
into the reaction dynamics in chemistry. Details ofthe investigation ofthe thermal 
decomposition o f N T O will be discussed in chapter 3. 
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Chapter 2. 
Ab Initio Molecular Dynamics Study on Ag„ (n = 4-6) 
2.1 Introduction 
Electronic structure of small metal clusters has long been a subject of 
intensive theoretical and experimental studies, because of its importance for the 
understanding of metal-metal interactions, and in catalysis and photography.' 
Understanding the geometrical structure ofthese clusters is more challenging, since 
for each cluster there are often several possible isomers connected by a flat potential 
surface and thus the cluster does not have fixed structures due to pseudorotation. 
Dynamics of such pseudorotation in small metal clusters as a function of 
temperature, first studied by classical molecular dynamics ( M D ) method, revealed 
interesting solid-liquid and liquid-gas-like transformations^i; although designing an 
accurate empirical potential surface for these clusters is non-trivial. Recent 
development ofab initio molecular dynamics^'''' offered a powerful new method to 
study such pseudorotations, as the electronic energy and ionic force are calculated 
from first principle at either Hartree-Fock^i i^cal density approximation,^'''' or 
even post Hartree-Fock levels.'' Alkali metal clusters, such as s o d W ' ' ' and 
lithium chisters,2o,2i*24 j^ave received most attention, since these systems are among 
the simplest with each metal atom contributing only one valence electron. 
Experimental progress in the high resolution spectroscopic measurement of metal 
clusters，25,26 and especially the development of femto-second laser system coupled 
with a negative ion-neutral-positive ion charge reversal apparatus which offers time 
resolved direct probe at pseudorotation dynamics’； are likely to provide further 
impetus for such theoretical efforts, especially for small clusters with n=3-6. 
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A m o n g transition metal clusters, silver clusters have received considerable 
attention from both experimentalists''''''''''' and theoreticians.'' In terms of 
electronic structure, transition metal clusters are more complicated than alkali metal 
clusters because of the presence of d electrons. However, silver atom has a 
completely filled 4d-shell and one 5s valence electron, and silver clusters are often 
thought to be analogous to alkali metal clusters in terms of electronic configuration. 
T o date, the most detailed study on the Ag„ clusters used effective core potential for 
the 4d shell with configuration interaction to account for the correlation effects 
which was always important in transition metal species.^® In addition, there is an 
extensive theoretical literature on the geometrical structures of Ag„ clusters at 
various accuracy levels.''''' Although these calculations m a y differ in their 
prediction of the most stable structure for some clusters (for example, Ag5 and 
Ag6)38，4。，46，depending on the level of theoretical treatment and whether d electrons 
are included in the calculation, they agreed with each other in that each cluster of a 
certain size (n=3-9) was found to have several geometrical isomers which were 
close in energy, implying interesting pseudorotations for these clusters at constant 
temperature. 
Classical molecular dynamics simulations have been attempted very recently 
to study the dynamics of Ag^, using a potential surface fitted to points in 
configuration space calculated by density functional theory^i x^e presence of d 
electrons has made the ab initio M D simulation on silver clusters computationally 
m u c h more demanding than the simulations for alkali metal clusters and to our best 
knowledge no such studies have been reported in the literature except for Hartke and 
Carter's ab initio M D study on Ni5 cluster in which the d electrons were f r o z e n ? 
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Studies on the alkali metal cluster have focussed on clusters with a size larger than 
8，2。’23 except for the recent study by Gibson and Carter on Li5. 
Here, w e report an ab initio M D study on the dynamics ofAg„, with n=4-6, 
taking advantage of the recent development of spin-polarized non-local density 
method and of ultrasofl pseudopotentials,i9 After a careful study on neutral, 
cationic and anionic silver dimer to verify the quality of our method, w e will explore 
thermodynamics of pseudorotation for Ag4, Ag5, and Ag^, at temperatures ranging 
from 200 to 800K, to see its dependence both on the cluster size and on temperature. 
2.2 Computational Method 
Principles of ah initio M D method based on total energy calculation by 
density functional theory with planewave basis set and pseudopotentials have been 
documented in the literature,’!： ^ he ab initio total energy and molecular dynamics 
program V A S P (Vienna ah initio simulation program) was used in the present 
study.i6,i8 A silver cluster is put in a large cubic box to imitate gas phase conditions. 
The lattice parameter is 12 人 for silver tetramer, and 15入 for dimer, pentamer and 
hexamer. 
Ultrasoft pseudopotential for silver atom with the Ceperly-Alder type local 
exchange correlation functional/ and with/without the Perdew-Wang^^ type 
generalized gradient correction (GGA), was used in the calculation. The silver 
potential was generated with a reference configuration of d^^^ and based on scalar 
relativistic wavefunctions with relativistic core-effects taken into account. Extensive 
tests on such potentials showed a significant reduction in the planewave cutoff 
energy,'' and for our simulation the cutoff energy was 180eV. Unless specified 
otherwise, the spin-restricted method was used for closed shell molecules and the 
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spin-unrestricted for open shell molecules. Optimization for total electronic energy 
was performed by conjugate gradient method, and cluster structures reported by 
B o n a c i c - K o u t e c k f 8 were used as starting point for geometrical optimization. 
T o investigate the thermal stability of Ag„, n=4-6, molecular dynamics 
( M D ) calculations in the canonical ensemble with the Nose-Hoover thermostat^ were 
performed. Time step used in the M D simulation was 2fs. Atomic Equivalence 
Index (AEI) as defined in Bonacic'^ is a very sensitive order parameter to monitor 
structural changes and is used in the analysis of the trajectories. For the f atom, 
AEI(cj) is given as, 
a. = t \ f r r \ (2.2.a) M 
and the summation is over all distances from atom i to all other atoms within the 
cluster. In addition, the root-mean-square bond length fluctuations, 8、 
� 2 ^ n W " W _ ( 2 2 b � - ^ S . < ^ - ^ - ^ (2.2.b) 
is also calculated to measure thermal stability and to be compared with previous M D 
simulation on Agg.^ ®'^ ^ 
Micro-canonical M D simulations were also performed on selected isomers 
for Ag4, Ags and Ag^. The time step used was again 2fs, and total duration was lOps 
(5000 steps). The atom velocity correlation function was then calculated and 
Fourier transformation gave vibration density ofstates. 
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2.3 Results and Discussion 
2.3.1 Ag2 
Ag2 is the simplest and most studied silver cluster, therefore it is a good 
model to test the quality and accuracy of our computational procedure. W e 
conducted a detailed study on the neutral silver dimer and its cation and anion. For 
each species, about 40 points on the potential surface were calculated with 
intemuclear distance ranging from 1.8 to 4.0A. These points were numerically fitted 
to a Morse potential to extract the equilibrium bond distance and vibration 
frequency. The dissociation energy was calculated from the energy difference 
between the dimer and the corresponding isolated atom/ion. 
Four different levels ofapproximation were used in the calculation for silver 
dimer. The first two sets were calculated within the local density approximation 
with ( L S D A ) and without spin polarization (LDA). The L S D A is important for free 
atoms and essential for a correct description of the dissociation limit for a closed 
shell system. 
Perdew-Wang gradient corrections ( G G A ) were added to the L D A and 
L S D A respectively in the third and forth sets.'' For open-shell dimer cation and 
anion, only the L D A / G G A and L S D A calculations were performed. The results 
obtained here are compared with previous experimental and theoretical studies in 
Table2.3.1.a. 
It is not unexpected that spin polarization has almost no influence on the 
equilibrium bond length and the vibration frequency of neutral closed-shell Ag2. 
However, the effect on dissociation energy is significant. O n the other hand the non-
local gradient correction has appreciable impacts for the three quantities. For the 
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Method Re (A) ^ . (cm-') D , (eV) |Ref. 
A g , L D A ‘ 2.497 2 0 3 . 1 " • “ ~ 1 “ ~ ~ 
X S D A “ 2.497 203.2 2 ^ ~ " — 
L D A + G G A “ ^ ~ " f ^ ~ ~ “ ^ ~ ~ = “ 
L S D A + G G A ^ ^ ~ " ^ ^ ~ ~ ~ " 
CI-le-RECP-CVC, (454;?) A 0 basis 2 . 6 2 8 " " " " 1 ^ 1.595 9 
set contracted to (211/211) 
CI-le-RECP-CVC, ^ ,=0.200 2.620 187.3 1-683 9 
CI-le-RECP-CVC, “,0.020 2.628 180.9 H s ^ ~ ^ 
CMe-RECP-CVC,汉,尸0.01， ^ ~ " ^ ^ ~ ~ ^ ~ ~ ^ 
»^2=0.003，¢^ ,=0.003 
^ T m ~ " 1 ^ r ^ 31,32 
Table 2.3.1.a. Comparison ofthe calculated and experimental ground state 
properties of Ag2 dimer. 
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equilibrium intemuclear distance, L D A method predicted a value of2.497A, which 
fa l l within the low end oftheoretical predictions (see Table 4 in Ref[31]). Gradient 
corrections increase this distance to 2.574A. The most recent experimental 
equilibrium distance determined by two independent high-resolution measurements 
was 2.53人 and the magnitude of the errors (士 0.04A) in our D F T calculations was 
similar with or without non-local gradient corrections. These results are better than 
that (2.62A) obtained by complete active space S C F ( C A S S C F ) using relativistic 
effective core potential (RECP)^l The L D A overestimated the ground state 
vibration frequency at 203.1cm"^ compare to the experiment value of 192.4cm_i 
whilst gradient correction decreased the value to 182.3cm]. The gradient corrected 
L D A value agreed better with the R E C P result.^ ^ Finally, all the D F T calculations 
overestimated the dissociation energy. The best agreement with experiment 
(1.65eV) is obtained from a spin-polarized gradient corrected ( L S D A / G G A ) 
calculation ofl.78eV. 
Spin-polarization is essential for the correct description of the electron 
structure open-shell silver dimer cation and anion. Therefore, it is perhaps 
surprising to note that the present results shown in Table 2.3.1.b indicate that spin-
polarization effects only change the bond distance by less than 0.01人 and the ground 
state vibration by 3cm'^ Once again, the addition ofnon-local generalized gradient 
correction has a visible effect on the structure and vibration frequency. In 
comparison with experiments, the L D A results underestimate the bond length and 
overestimate the vibration frequency while the non-local gradient correction behaves 
just the opposite. Nevertheless, both the L D A with and without G G A give 
reasonable bond lengths and vibration frequencies. Energetically, as expected, the 
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\ M M ‘ ~ Re (A) CO, (cm-i) De (eV) R e f .“ 
Ag,^ L S D A 2.609 1 5 5 . 6 ~ 2.199 : ~ ~ 
L S D A + G G A “ " ~ 2.730 129.7 1.870 ~ ~ ~ 
L D A + G G A “~" 2.735 128.1 T ^ ~ " 
CI-le-RECP-CVC, {AsAp) A 0 2.850^“l2^ ^ ^ ~ " 9 
basis set contracted to (211/211) 
^ ~ 2 ^ 5 ~ " f ^ ^ 5 7 0 ~ l 0 
Ag,- L S D A ^ ~ " 2.597 1 5 9 . 1 ~ " T ^ ~ " ~ ~ ~ 
L S D A + G G A — 2.709 1 3 3 . 6 ~ " " T 5 ^ ~ " ~ 
L D A + G G A “ 2.718 1 3 0 . 7 ~ ~ T ^ ~ " ~ 
CI-le-RECP-CVC, {AsAp) A 0 2.776 38 
basis set contracted to (211/211) 
^ “ T ^ " " " ^ l 4 ^ L37 T e 
Table 2.3.1.b. Comparison ofthe calculated and experimental ground state 
properties of Ag2+ and K g { dimer. 
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theoretically more rigorous L S D + G G A gives the best prediction for dissociation 
energy w h e n compared to experiment. 
From these results, it can be concluded that the pseudopotential planewave 
L D A methods give quite satisfactory results on the bond distances and vibration 
frequencies for neutral and ionic silver dimers. The predicted dissociation energy is 
often too large, and both gradient correction and spin-polarization are important to 
obtain reasonable agreement with experiment. In addition, the results obtained by 
the L S D A method with non-local gradient corrections is in better agreement with the 
previous R E C P calculations. Thus non-local gradient corrections are deemed very 
important and are used for all subsequent simulations. For closed-shell Ag4 and Ag^, 
spin-restricted calculation is performed. In the early days of the application of ah 
initio molecular dynamics method to metal clusters, the spin-restricted method was 
often employed even for open-shell systems. T o examine the validity of this 
simplification, both spin-polarization and spin-restricted methods are attempted for 
the open-shell Ag5 cluster. 
2.3.2 Ag4 
The rhombic structure is found to be the most stable Ag4 isomer, and the 
planar isomer 0.21eV higher in energy (Figure 2.3.2.a). This is consistent with 
previous studies, which found an energy difference of 0.20eV by all-electron spin-
density calculations and 0.61eV by R E C P method. 
Analysis of the A E I shows the dynamics of the D2h rhombic cluster can be 
divided into two groups, as shown in Figure 2.3.2.b. At 2 0 0 K to 600K, the 
distinction between these two groups of atoms is maintained throughout the entire 
duration of lOps simulation time. A s the temperature is raised from 2 0 0 K to 600K, 
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Figure 2.3.2.a: The two lowest energy isomers for Ag4, Ag5 and Agg. A E 
indicates the relative energy to the most stable isomer, based on L D A A . S D A 
calculations. 
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Figure 2.3.2.b: AE1 for rhombic Ag4 at 200.400, 600. and 800K. 
32 
the ^value defined in (2.2.b) increases from 0.0306 to 0.0446，indicating larger 
fluctuations. There is no abrupt change of the indices and no crossing between the 
two groups, indicating that the cluster maintains rhombic geometry. The Ag4 
structure changes dramatically at 8 0 0 K where large fluctuations in the A E I index 
and m a n y crossings are observed. The cluster executes continuous pseudorotation 
without any definite shape. The 5 value jumps four times from 6 0 0 K to 800K, 
indicating a large increase in the extent of pseudorotation. 
Although planar Ag4 is less stable than the rhombic structure, a dynamical 
simulation shows that the planar cluster is metastable at 200K, as shown in Figure 
2.3.2.c.i. For planar Ag4, the A g atoms fall into three categories (Figure 2.3.2.d.i). 
A t o m 4 at the center of the structure has the smallest A E I and shows the least 
fluctuation at 200K. A t o m 2, which bonds only with atom 4，has the largest AEI. 
A t o m 3 and 4 are equivalent to each other and the distance between them of 2.61A 
indicates bonding interaction. The A E I plot shows an interesting and regular 
pattern, which can be attributed to the sidewise waggling of atom 2, as illustrated in 
Figure 2.3.2.d. 
W h e n temperature is raised from 2 0 0 K to 400 and 600K, the planar structure 
isomerizes to the rhombic structure. The observed isomerization path is shown 
schematically in Figure 2.3.2.d. The lvalue of 0.0463 for planar Ag4 at 2 0 0 K is 
larger than the ^ ^value of0.0306 for rhombic Ag4. The large increase in the ^ ^values 
from 2 0 0 K to 400 and 600K, is associated with the isomerization process. At 800K, 
A E I is again quite irregular and a 6 value of 0.1702 indicates significant 
pseudorotation between the isomers. 
The transformation from the planar to the rhombic structure can be 
rationalized by an inspection ofthe symmetry of the frontier orbitals. Since the 
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Figure 2.3.2.d: Top: Wagging vibration for planar Ag4; Bottom: schematics for 
the isomerization path from planar to rhombic Ag4. 
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isomerization is a thermally activated process, the orbital symmetry must be 
conserved throughout the reaction pathway. A s shown in Figure 2.3.2.e, which is 
generated by a simple extended Hiickel calculation, the interaction between the A g 
atoms in the base of the triangle and the apical A g atom is largely antibonding. 
Therefore, the breaking of the Ag(l)--Ag(3) or Ag(2)--Ag(3) bond is most facile. 
The cleavage of the Ag--Ag bond is followed by rehybridization of Ag(2). 
Eventually, the in-phase interactions between the Ag(l)-Ag(2) and between Ag(l)-
Ag(3) help to stabilize the rhombic structure. 
Figure 2.3.2.fshows the vibration density of states obtained for rhombic and 
planar clusters. For both clusters the vibration band with the highest frequency is 
between 150-200cm-^ which can be assigned to the A g - A g stretching. The band 
extending from 70 to 1 lOcm_i ^ ^ associated with the bending vibrations. Other lower 
energy bands can be attributed to torsional motions and the pseudorotation of the 
atoms at finite temperature. 
2.3.3. Ags 
The two most stable structures for Ag5 cluster are the planar trapezoidal and 
the bipyramidal forms as shown in Figure 2.3.2.a. Theoretical calculations varied in 
their predictions ofthe relative stability ofthe two isomers. Bonacic-Koutecky et al, 
using the Hartree-Fock method with R E C P and configuration interactions (CI)'' 
found the two isomers are essentially degenerate with the bipyramidal isomer being 
more stable by only 0.003eV. In contrast, also using similar ab initio R E C P 
approach, Bauschlicher et al found that the planar isomer was more stable by 
0.31eV.46 The latter result is further supported by more recent L S D A calculations by 
Santamaria et al where an energy difference of0.47eV was found^ A similar near 
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Figure 2.3.2.e: Symmetry ofthe frontier orbitals in Ag4 along the isomerization path. 
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Vibration spectrum for Ag^ rhombic cluster at 200 K 
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Figure 2.3.2.f: Vibrational density ofstate plot for Ag4 obtained from FFT of velocity 
auto-correlation function in a lOps micrcM:anonical MD simulation: top for rhombic 
Ag4 cluster at 200K; bottom for planar Ag* cluster at 100K. Total translation and 
rotation were removed from the simulation. 
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degeneracy in the trapezoidal and bipyramidal forms was also noted in a recent ab 
initio calculation on Li5.'' The most stable structure identified is once again the 
planar trapezoidal. The energy difference between the planar and bipyramidal 
structures was found to be 0.51eV at the (Complete Active Space) C A S S C F level 
and only 0.07eV with multireference double configuration interaction ( M R C I ) 
treatment. The present result for Ag5 of 0.53eV is in agreement with that of 
Santamaria et a C and also in good accord with very recent R a m a n measurements 
on Ag5 isolated in argon matrix which concluded that Ag5 should be a planar 
trapezoidal molecule?， 
M D simulations with Nose thermostat of Ag5 at 4 0 0 K and 800K were 
performed with L S D A calculations. The duration of the simulation was 6ps. 
According to the AEI, the silver atoms in planar trapezoidal Ag5 could be divided 
into three categories as shown in Figure 2.3.3.a. At 4 0 0 K and 800K, the planar 
structure is preserved during the entire simulation time of 6ps. The ^5>alue of 
0.0848 at 400K is very close to the value of 0.0908 at 800K. The planar is stable 
even at 800K. The calculated atom trajectories show crossing of the A E I lines 
indicating rearrangement ofatoms within the cluster. The pseudorotation pathway is 
shown schematically in Figure 2.3.3.b. Compared to the rhombic Ag4 cluster, Ag5 is 
obviously more mobile at 400K. It is noteworthy that raising temperature to 800K 
does not result in any significant increase in the d5Value and the A E I does not show 
any irregular pattern. 
M D simulations of the bipyramidal Ag5 at 50 and 200K, starting from the 
equilibrium structure, were also attempted. In both cases, the bipyramid isomerized 
into the planar form within less than lps ofsimulation. The bottom ofFigure 2.3.3.b 
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Figure 2.3.3.b: Pseudorotation and isomerization paths for Ag5. 
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shows a typical isomerization path observed. This behavior was in agreement with 
Gibson and Carter's recent simulation on Li5,^' and provided further support to the 
experimental conclusion based on R a m a n measurement that Ag5 exists only in the 
planar form in the matrix.^^ 
During the pseudorotation, the symmetry of the singly occupied molecular 
orbital ( S O M O ) in planar Ag5 is conserved. Figure 2.3.3.c, generated again by 
extended Hiickel calculation, shows that the preferential breaking of Ag(l)-Ag(3) 
(or Ag(l)--Ag(4)) is due to a slight antibonding character of the bond. After the' 
cleavage of the 1,3 bond, Ag(2) moves closer to Ag(4), while Ag(5) atom 
rehybridizes, leading to an increased positive lobe (in white color) and enhancing the 
bonding interaction with Ag(4). 
The isomerization pathway from the bipyramidal to the planar structure can 
also be rationalized similarly by the S O M O symmetry. Starting from the 
bipyramidal structure, the interaction between Ag(l)--Ag(5) and Ag(3)-Ag(4) are 
conserved, but the bonding between Ag(3)-Ag(5) and among Ag(l), Ag(2) and 
Ag(4) are greatly strengthened. 
T o investigate the importance of spin polarization effect on the dynamics of 
the pseudorotation in an open-shell molecule, M D simulation for Ag5 at 2 0 0 K was 
performed in both the spin-restricted ( L D A ) and spin-polarized approximations 
(LSDA). The bottom of Figure 2.3.3.a shows the evolution of A E I for these two 
cases and it is surprising to notice that the dynamics are very similar, even though 
two different approaches were employed. Figure 2.3.3.d shows the vibration density 
of state plots obtained from these two M D simulations, and the L D A and L S D A 
results are very similar to each other except for changes in relative intensities. 
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Figure 2.3.3x: Orbital symmetry ofthe H O M O in Ags along the pseudorotation 
(top) and isomerization (bottom) paths. 
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Figure 2.3.3.d: Vibrational density ofstate plot for planar Ag5. 44 
The strong band around 150cm.i &nd the weak band around 180cm] corresponded 
well with the IR experimental observation. Vibration bands with considerable 
density were observed below lOOcm.、Qualitatively, our simulated spectrum 
reproduced the main features in Ag5 spectrum. 
2.3.4. Ag6 
Ag6 has been studied previously by both ab initio R E C P method and all-
electron spin density method. The ab initio R E C P method at Hartree-Fock leveP^ 
found the two isomers illustrated in Figure 2.3.2.a and an additional tripyramidal 
structure all lying within 0.06eV in energy. Post Hartree-Fock CI treatment raised 
the energy of the planar trigonal isomer to be the highest among the three and 
0.27eV higher than the most stable pentagonal isomer. However, the CI treatment in 
the reported results'' was based on the S C F optimized structures and no further 
geometrical optimization was performed at the CI level. Such optimization could be 
quite important when the energy difference between these isomers were small. 
Independently, Liao and Balasubramanian^' performed geometry optimization at the 
C A S S C F and CI level, using ab initio R E C P method, but unfortunately they did not 
include the planar trigonal isomer into consideration. Santamaria et al optimized 
these structures using the all-electron LSDA^° and found the planar trigonal isomer 
to be the most stable structure with the pentagonal pyramid structure only 0.15eV 
above it. The present result is again in good agreement with Santamaria et al 
calculations with the calculated energy difference of 0.21eV between trigonal and 
pentagonal structures (Figure 2.3.2.a). Classical M D simulations on these isomers 
were reported recently based on a fitted ab initio potential surface. Only the 8 
values at different temperatures were reported.^ ®'^ ^ Due to limitation of 
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computational resource, ab initio M D simulations were performed the trigonal and 
pentagonal isomers only. The tripyramidal structure, which was 0.58eV higher in 
energy than the trigonal structure according to Santamaria et aPs results , was not 
considered. 
Starting from the triangular shape ofAg^, the A E I analysis shows that six A g 
atoms fall into two categories. The first group consists of the three A g atoms at the 
comers and the other group of the three A g atoms at the midpoints of the sides. It is 
a natural growth from the Ag5 planar isomer with an A g atom added to transform the 
W-shaped planar Ag5 into a triangle, which was remarkably stable upon heating. 
Since the two classes o f A E I indexes at 400 and 800 K shown in Figure 2.3.4.a did 
not cross, this is a strong indication that Agg always maintained a rigid planar 
triangular structure. This is also reflected from the lvalue of0.0497 at 800K that is 
considerably smaller than the ^ 5*values for Ag4 and Ag5 at the same temperature. The 
lvalue from the present ab initio M D study is m u c h lower than the value of ca 0.3 
obtained from classical M D simulation''''^ based on analytical potential surface 
fitted to ab initio calculations. 
The second Ag6 isomer, the pentagonal structure, is also fairly rigid. At 
400K，the cluster maintained its pentagonal structure for the entire duration of lOps 
simulation(Figure 2.3.4.a). Even at 800K, the pentagonal structure survived about 
4ps before isomerizing into the planar form. The observed transformation pathway 
is shown in Figure 2.3.4.b. It indicated that although the 2 D planar structure is still 
the most stable one for Agg, the 3 D Ag^ structure is m u c h more stable than its Ag5 
cousins. With Ag7 definitely taking the 3 D form,^^ Ag^ could be considered as an 
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Figure 2.3.4.a: AEI for planar Ag6 and pentagonal Ag6 at 400 and 800K. 
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Figure 2.3.4.b: Transformation path from pentagonal Agg to planar Agg. 
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intermediate case within the general trend of transition from 2 D to 3 D structures as 
the number of atoms increased in a metal cluster. 
Figure 2.3.4.c shows the vibration D O S plot for Ag^. Its general features are 
similar to the D O S of Ag5 planar cluster in Figure 2.3.3.d, except that the vibration 
band around 2 0 0 c m ] is higher in density than the band around 150cm.i. 
2.4 Summary 
Comparison with previous experimental and theoretical calculations on 
neutral, cationic and anionic Ag2 dimer showed that planewave/pseudopotential 
based density functional theory offered a very good description for the A g - A g bond 
distance and stretching vibration frequency, and thus D F T based ab initio M D 
method should be ideal for the study of pseudorotation dynamics in small silver 
clusters. The calculated dissociation energy was less satisfactory, while spin-
polarization was found to be unimportant. 
Dynamical simulation showed that the pattern of pseudorotation varied from 
Ag4, to Ag5 and Ag6: 
1. The rhombic and planar Ag4 cluster are both stable at 200K. At temperatures 
higher than 400K, the planar structure isomerizes into the rhombic form. At 
800K, Ag4 does not adopt a rigid structure and the extent of pseudorotation is 
quite large. 
2. In agreement with recent R a m a n measurement, the planar trapezoidal Ag5 is the 
only stable isomer upon heating. At 800K, the Ag5 isomer maintained the planar 
structure, although atomic rearrangement does occur due to pseudorotation. 
3. The most stable form for Ag^ was the planar triangular structure. This structure 
was quite stable and rigid even at 800K. The second most stable Ag^ isomer, the 
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pentagonal pyramid, was also stable up to 400K. At 800K, the pentagonal 
structure isomerizes into the planar trigonal structure. 
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Figure 2.3.4.c: Vibrational DOS plot for planar Ag6. 51 
Chapter 3. 
Thermal Decomposition Channels of 5-nitro-2,4-dihydro-
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Figure 3.1.a: The most stable isomer of 5-nitro-2,4-dihydro-3H-l,2,4-
triazol-3-one Q^TO). 
The structure of 5-nitro-2,4-dihydro-37/-1,2,4-triazol-3-one C ^ T O ) molecule 
is shown in Figure 3.1.a. N T O was first developed in Los Alamos National 
Laboratory in 1983. The stable N T O crystal expresses in the a-form. It is relative 
insensitive to shock and impact, and is highly energetic. High detonation velocity 
makes this material widely used as the ingredient ofthe rocket ftiel. 
Studies ofthe decomposition are not easy issue. It is difficult to handle such 
a fast reaction and get appropriate information in a very short time. Previous 
researches of N T O were focused on thermodynamics properties and reaction 
mechanisms. Quantum chemical calculations provide further proofon the proposals. 
In 1994，Brill, Gongwer and Williams^^ determined the activation energy and 
the Arrhenius parameters for the decomposition o f N T O in the temperature ranged 
from 100 to 280°C. They found that the kinetics of decomposition could not be 
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described by a single set ofEa4nA. The E^s and lnA's showed a linear relationship, 
and they suggested the kinetic compensation effect to explain this phenomenon. 
Later they were able to distinguish the decomposition and the sublimation kinetics^ 
The activation energies ofthe sublimation ranges from 25.8 to 31.1kcal/mol whereas 
the activation energies ofthe decomposition ranges from 40.7 to 120.4kcal/mol. 
Brill et al. revealed that the decomposition of N T O depended on the 
experimental parameters, such as the packing of the crystal and the heating rate. 
These stimulated Sorescu, Sutton, Thompson, Berdall and Wight work.^^ The 
differences between the gaseous and solid phase results indicated that the 
environment and preparation procedures influence on the spectral characteristics of 
the N T O molecule remarkably. 
Other than the thermodynamics stuff, the mechanisms of the decomposition 
determine the behavior of the explosives. Oxley et a ! , performed reactions on a 
series of molecules analogous to N T O . They found that the carbonyl group is 
subjected to the attack o f N O : additive, whereas the nitro group in N T O shows inter-
and intra-molecular deuterium kinetic isotopic effect (DKIE), which means the nitro 
group is involved in the hydrogen-transfer reaction. A n d they claimed that the rate-
determining step in at least one N T O thermolysis pathway involves hydrogen 
transferring to the nitro group followed by subsequent loss o f H O N O . 
Botcher et a P performed transient pyrolysis on N T O . The first observed 
product of the decomposition was CO2, no evidence has been found for the 
formation of N O 2 and H O N O in early stage of thermal decomposition. 
Experimental results showed that the C O 2 reaction product was formed by 
bimolecular oxygenation ofthe carbonyl group in adjacent N T O molecules. Their 
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conclusion was contrasted with mechanisms proposed by other research groups 
based on slow heating experiments. 
Meredith et a!,5 published a paper reporting the energy profiles for the early 
step decomposition o f N T O . The channels being discussed were C - N O 2 homolytic 
cleavage, hydrogen transfer, migration of ring substituents, and ring-opening 
processes. B y considering the energies of the reactions, they proposed that the most 
probable initial step for unimolecular decomposition of N T O is the homolytic 
cleavage of C - N O 2 bond. 
The mechanisms were usually derived from the gaseous products or 
intermediates, no a prior method was used. The mapping of mechanism and product 
is even more challenging because different initial step reactions were proposed. 
Besides of studying the mechanisms experimentally, the reaction channels 
can be visited by trajectory study. In order to observe the reaction, the configuration 
space sampled is in activated state. Classical M D requires empirical parameters, 
which are not suitable to describe the force field in the reacting regimes. O n the 
other hand, aZ? initio molecular dynamics, in which the energy and the force are 
determined by the density functional and Hellmann-Feynman methods respectively, 
take advantages over the classical M D . Our group have performed trajectory study 
on the thermal dissociation of acetic acid,'' using the D F T based ab initio M D 
(AIMD). The previous result indicated the great potential of A I M D as a powerful 
and a priori method in the elucidation of reaction mechanism. In this work, A I M D 
is applied. Quantum chemical calculations were carried out by Gaussian 987^ The 
observed reaction channels were quantified by the stationary point calculation and 
the energy profile of the molecule. Activation barriers of the selected channels 
54 
would be determined. In addition, the normal m o d e analysis were performed on the 
reaction channels/^ 
3.2 Computational Details 
Description ofthe ab initio method can be found elsewhere.'^ W e used the 
Vienna Ab initio Simulation Package (VASP)/6」8,68 developed at the Institut filr 
Theoretische Physik of the Technsche Universitat Wien, for our trajectory studies. 
The N T O molecule was put in a cubic box with the length of 9A. Planewave basis 
set was used for the wavefunction, which was solved at each M D step by conjugate 
gradient minimization ofthe total electronic energy within the framework ofclosed-
shell LDA^5 with Perdew-Wang gradient correction to the exchange-correlation 
functional." For the core region, the optimized Vanderbilt ultrasoft 
pseudopotentials69 supplied with the V A S P package were directly used for H, C, N 
and 0 atoms. 
The most stable isomer of N T O , which is also the component of the 
molecular crystal shown by X-ray crystallography, was taken into consideration. 
The geometrical parameters at b31yp/6-311++g(d,p) level were obtained.'' Based on 
these parameters, the geometry of N T O was optimized again using V A S P . The 
N T O molecule was heated and the temperature was scaled to 2000K. Molecular 
dynamics of N T O molecule was undertaken for 3ps using Nose thermostat.^ The 
time interval for integrating the molecular motion was 0.5fs. In these 6000 steps, the 
configuration of N T O was sampled at every 100 steps, which were used for the 
initial geometry of the 60 trajectories. In every trajectory, the N T O was further 
heated to 3000K, and was kept at 3000K using Nose thermostat. 
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A m o n g these trajectories, the reaction channels were figured out. The 
chemical species in the reactions were located by using Gaussian 98 package/; The 
geometry and the zero-point energy correction were performed at b31yp/6-31g(d) 
level, while the single point energy was at b31yp/6-311+g(2d,p) level. The local 
minima and the transition structures were confirmed by frequency calculations. The 
energy differences of reacting species and the transition energy barriers of the 
selected channels were found. 
3.3 Results and Discussion 
3.3.1 Comparison ofthe quantum calculations by VASP and Gaussian 98 
The geometrical parameters are summerized in Table 3.3.1.a. The 
parameters are compared with the results in b31yp/6-311+g(d,p) level and 
experiment. The optimized geometry are in good agreement with b31yp/6-
311+g(d,p) level with 0.5% and 0.8% relative deviation for our b31yp/6-31g(d) and 
L D A + G G A results, respectively. The exception occur in Nn-O4 bond length for 
b3lyp/6-31 g(d), and Nn-O5 bond length for L D A + G G A . 
The vibration frequencies of the N T O molecule are summerized in Table 
3.3.1.b. The comparison is necessary since the normal m o d e vector will be taken to 
transform the cartesian coordinate into normal m o d e coordinate. The scaled 
frequencies are within 10cm]，except modes 5，6，7，8，9，13，and 24. M o d e 5 has 
largest deviation with the frequency shift of 35.6cm"^ The order and the frequency 
are in agreement with high level of frequency calculation. In addition, the energy 
for different level of theory was compared. Table 3.3.1.c shows the reaction 
channels found in the trajectory study and Table 3.3.1.d illustrates the energy profile 
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Geometrical parameters for NTO molecule  
Parameter b3Iyp/6-311+g(d,p)� b31yp/6-31g(d)� LDA+GGA � Exp.(a) 
r0^8-N9) L35^ 1.3599 1-3543 1.369 
rn^9-Cl) 1.3975 1.3998 1.4033 1.367 
r(Cl-N10) 1.4030 1.4038 1.4015 1.378 
rn^iO-C2) 1.3656 1.3665 1.3651 1.349 
r(C2-N8) 1.2906 1.2965 1.3050 1.290 
r0^9-H6) 1.0085 1.0100 1.0129 0.875 
r(Cl-03) 1.2046 1.2098 1.2193 1.226 
r0^10-H7) 1.0094 1.0099 1.0128 0.916 
r(C2-Nll) 1.4518 1.4447 1.4378 1.447 
r(Nll-04) 1.2149 1.2357 1.2378 1.217 
rOm-05) 1.2300 1.2221 1.2525 1.218 
e0^8-N9-Cl) 114.47 114.80 114.65 112.8 
0(N9-Cl-NlO) 100.70 100.48 100.66 103.8 
e(C2-N8-N9) 103.38 103.06 103.25 102.4 
9(H6-N9-N8) 120.06 119.91 120.20 115.7 
e03-Cl-N9) 129.49 129.47 129.36 126.9 
0(O3-Cl-NlO) 129.81 130.04 129.98 129.3 
eO>^7-N10-Cl) 125.93 126.09 125.70 123.3 
e _ - C 2 - N 1 0 ) 121.88 121.76 122.31 123.2 
e(05-Nll-C2) 118.46 118.35 118.69 117.4 
e(04-Nll-C2) 114.73 114.69 114.66 116.2 
e(04-Nll-05) 126.80 126.96 126.65 126.4 
x(N8-N9-Cl-N10) 0.0 0.0 359.94 0.06 
x(C2-N8-N9-Cl) 0.0 0.0 0.05 0.44 
T0^11-C2-N8-N9) 180.00 180.00 180.01 178.92 
T(05-Nll-C2-N8) 0.0 0.0 0.0 - 3 . 3 3 
T(04-Nll-C2-N10) 0 ^ 2:2 0.06 -2.53 
Units: Length in A 
Angle in degree 
(a) Ref. [58] 
(b) This work . 
Table 3.3.1.a: Calculated and experimental results on the geometncal 
parameters for N T O molecule. 
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Vibration frequencies for NTO molecule (cm'^ )  
^ e b31yp/6-311+g(d,p)� b31yp/6-31g(d)� Exp 1 ( �E x p 2仲 
1 3518.9 3529.1 no n o ~ 
2 3517.5 3523.1 3489 3200 
3 1778.5 1814.1 1789 1716 
4 1541.3 1562.5 1563 1605 
5 1570.1 1599.6 1768 1695 
6 1410.6 1426.3 1463 1550 
7 1313.0 1336.3 1338 1343 
8 1344.1 1347.4 1361 1477 
9 1219.3 1227.2 1257 1282 
10 1162.8 1164.7 1174 1185 
11 1046.8 1059.4 1085 1111 
12 946.4 953.2 971 830 
13 970.7 974.0 991 1021 
14 726.7 722.6 738 751 
15 809.8 800.5 822 805 
16 707.6 703.0 730 728 
17 725.3 721.7 no no 
18 560.9 556.4 573 606 
19 624.9 624.8 613 693 
20 446.8 444.6 no no 
21 389.1 391.5 no no 
22 469.6 451.9 no no 
23 517.1 516.2 512 480 
24 287.8 284.9 no no 
25 194.2 194.5 no no 
26 77.3 81.8 no no 
27 135.0 136.7 no no 
(a) Ref. [58] calculation 
(b) This work 
(c) N T O / A r matrix experiment [58: 
(d) Thin solid film experiment [58] 
Table 3.3.1.b: Calculated and experimental results on the vibration 
frequencies for N T O molecule. 
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I Reaction | “ Hydrogen transfer mechanism Frequency 
channel — 
~ i " " 0 ^ ^ 1 
" . 人 “ H A N _ 
H W 
O2N O2N H 
n ^x^372r 1 
) = N °~N； : \ 
。 农 、 。 。 & " 一 
o 7^  0 0 H 3 
3 H . ^ 』 7 . - 1 «• 
W ^ 一 H H — N 
O 2 N \ H � o . N . o -
HONO + o = N - C = N = N'^ 
~ ‘ 0 ^ 8 。 』 1 ~ " 
H , A . H H _问 \人 " ' " _ _ - N ^ N 
N N — H ^ ^ 一 H “ ’ 
> - N 0、N; 0、N+ 
: . 丨 , 
0=NrH + N ^ N 一 N O + N A N 
> - N 10 > = N 12 0 H-0 
I I ^ 11 
Table 3.3.1.c(i-iv): Observed reaction channels in the trajectory study. 
Table 3.3.1.c.i: Hydrogen transfer mechanism. 
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Reaction Homolytic cleavage ofC-NO2 mechanism Frequency 
channel  
~ ^ ~ A 0 X 2 
^^N K ^ 一 h A H + NO2 一 N ,N,H + H O N O 
> = N \ 」 C.-N. 
C v T ⑷ 15 16 
14 
Y 
ring opening  
— r ~ " 0 ~ ~ ^ 厂 
H、 N ^ f r H 一 H . ^ A ^ . H + N O , 
0 / ^ \“ 
Y 
N^:C=NzH + H、N=c=o + NO2 
17 18 




^ 20  
Table 3.3.1.c.ii: Homolytic cleavage of C-NO2 mechanism. 
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Reaction “ Nitro-nitrite rearrangement Frequency 
Channel  
7 0 2 
0 H . ^ A ^ . H 9 
% A N z H — N N — H 〜 H + N O 
) - N 0 h = N 
0,N /N 0 
A � 
0 22  
^  
Table 3.3.1.c.iii: Nitro-nitrite rearrangement. 
Reaction “ CO leave from the aromatic ring“‘ Frequency 
Channel  
8 0 1 
% > H 一 C O + H、N , 
C ^ N > N 23 O . N ^ 
2 24 
1 
C O + NO2 + H N C + N N H 
25 26  
Table 3.3.1.c.iv: C O leave from the aromatic ring. 
Reaction G ^ | z l ^ c W |^ccso' |zlEDFT(kcaVmol) |^LSDA^G/O^cal/mol) 
(Vc.^ Vmn]^  rkcaVmon (kcaVmol) (ThisworkbyG98) (ThisworkbyVASP) —— 
Y ^ 24 3 43.3 40.3 38.4 (triplet)^ 46.5 (triplet) 
27.7 (singlet) 24.2 (singlet)  
1 ^ 1 4 + 15 "54.4 68.6 67.1 62.5 ZLi  
1 ^ 7 + 16 |57.7 |78.4 |74.7 |75.3 \ ^ — — 
Table 3.3.1.d: Comparison of the calculated energies for the selected 
reactions. 
Remark: 
a: Ref [65] - the basis set for these calculations was double-^ plus 
polarization (DZP) basis set. 
b： The most stable form of 3 was found to be in singlet state in our 
calculation. The result ofthe triplet state was taken for comparison, 
c： The electronic energy was taken without zero-point correction. 
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for the selected reactions. Results of high level theory, C I S D + Q and C C S D , are 
compared with the present work. In this work, the energies at b31yp/6-311+g(2d,p) 
are corrected by the zero-point energies at b31yp/6-31g(d) level, whereas the 
L S D A + G G A results are not corrected by zero-point energies because the V A S P 
package doesn't support the frequency calculation. Comparison shows that the 
present energy calculation results in a similar trend and order, which is consistent 
with the previous high level calculations. 
3.3.2. Exploring the reaction channels 
A m o n g the trajectories obtained by V A S P , there were 27 trajectories, out of 
60，taking reactions. The reaction channels observed are summarized in Table 
3.3.1.c. Hydrogen-transfer activation, homolytic cleavage of C-NO2 bond, nitro-
nitrite rearrangement and direct ring rupture are observed by using this a prior 
method, hi additional to the initial steps, the trajectories show the subsequent 
reaction steps. Although the size ofthe box in which the dynamics ofthe N T O are 
studied is not big, these subsequent reactions provide a hint to the gaseous products 
detected by the other researchers. 
3.3.2.1. Hydrogen-transfer activation 
The hydrogen attached to N(9) and N(10) are likely to attach to the 
neighbouring electron-rich site. The energy differences between the tautomers are 
smalP. The hydrogen attached at N(9) would m o v e and attach to the N(8) position. 
This proton transfer retains the aromatic behaviour of the N T O triazole ring. For 
H(6) going to N(8), the hydrogen 6 is activated by stretching out of the ring and 
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moving in out-of-plane direction. The bending brings the hydrogen 6 to the 
neighbouring N(8). 
O n the other side ofthe ring, the hydrogen attached to the N(10) position can 
transfer to the nitro group. Such a transfer would activate the N T O molecule, and 
favour the subsequent reactions. In channel 2, the N - 0 bond is lengthened. The 
oxygen in the nitro group approaches H(7), and the bending motion ofH(7) lead to 
the hydrogen transfer. After getting the hydrogen atom, nitro group rotates by 180。， 
forming compound 4. The hydrogen atom would then m o v e to N(8), forming the 
tautomer 5. 
Other than the tautomerism, the activation process lead to the dissociation 
channels 3 and 4. In channel 3，N(10)-H(7) stretching is associated with the bending 
of H(7), bringing the H(7) to nitro-group. Hydrogen transfer would follow by the 
ring opening. The destruction of the aromaticity makes the structure 6 unstable. 
The excess energy weakens the C(2)-N(11) bond, resulting in the fragments 7 
( H O N O ) and 8. In channel 4，the stretching modes involving H(6) and H(7) are 
highly activated. This explains the two-proton transfer process. The second 
hydrogen transfer occurs between N(9) and 0(3). This can be explained by the 
electron density enhancement of the keto-group, since the electronic resonance 
occurs between N(10) and 0(3). The motion of H(6) and the attraction of 0(3), 
H(6) favour the formation of 9. The electron deficient N O attracts the hydrogen, 
giving 12 and 13. 
3.3.2.2. Homolytic cleavage of C-NO2 bond 
Homolytic cleavage involves the breaking of C(2)-N(11) bond. The N O 2 
leave is accomplished with the shearing ofthe C(2)-N(11) bond. This is consistent 
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with the transition structure, since the transition structure for the C - N O 2 cleavage 
involves a nonplanar configuration. The resultant radical 14 is highly activated. 
The reaction can propagate by the hydrogen trapping by the leaving N O 2 molecule. 
H O N O and the diradical 16 are formed. O n the other hand, the activated radical 14 
undergoes concerted ring opening. Channel 6 is dominant in our trajectory study. 
About one third ofthe trajectories undergo this channel. Ring cleavage produces the 
H N C O , 18，and the radical N C N H , 17，fragments. In the reaction box, the N O 2 
combines with the radical 17 by two routes. The N O 2 and H N C O observed are 
supported by the experimental evident. 
3.3.2.3. Nitro-nitrite rearrangement 
Other than the hydrogen-transfer activation and the homolytic cleavage of 
the C - N O 2 bond, the initiation can be done by the nitro-nitrite rearrangement. Nitro-
nitrite rearrangement is a typical reaction in the C - N O 2 group. This rearrangement 
plays the role in the dissociation of the nitromethane. For the nitro-nitrite 
rearrangement to occur, the out-of-plane m o d e would be enhanced. This enables the 
nonplanar configuration for the transition structure of nitro-nitrite rearrangement. 
The species 21 is lower in energy than 1，but the 0 - N 0 bond is not strong. The 
bond energy of 0 - N 0 is only 1.7kcaVmol. The rearrangement will follow by the 
immediate 0 - N 0 breakage, forming N O and the compound 22. 
3.3.2.4. Direct ring rupture 
There m a y be some excitations ofthe vibration modes, which destabilize the 
triazole ring. The vibration is so rigorous that the bonds of C(l)-N(9) and C(1)-
N(10) are weakened. The C O molecule escapes from the ring directly. Energy 
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released in the reaction breaks the compound 24 into the NO2, H N C and N N H 
fragments. 
3.3.3. Energetic consideration 
The geometries and the zero-point correction of the compounds, 1-26，were 
achieved at b31yp/6-31g(d) level, whereas the single-point energies were determined 
in at b31yp/6311+g(2d,p) level. Proving the validity of our energetic results, our 
density functional calculations were compared with the C I S D + Q and C C S D 
results.65 The energy differences ofthe selected reaction channels were summarized 
in Table 3.3.1.d. The results are shown to be in good agreement with the high level 
oftheory, C I S D + Q and C C S D . The largest percentage error was 6.8 % . 
The energy differences between the compounds and the intermediates are 
shown in Table 3.3.3.a.i-iv. A s mentioned in Table 3.3.3.a.i, it is obvious that the 
molecule having both hydrogen atoms attached to the ring is more stable. The 
hydrogen transfer mechanisms show the small energy changes. It m a y be due to the 
little influence of the hydrogen to the stability of the N T O . The movement of the 
hydrogen doesn't destroy the aromaticity of the triazole ring. The triazole ring 
retains its planar structure. Ref [65] reported that the energy difference between 1 
and 3 was 40.3kcaVmol and the compound 3 was in triplet state. However, w e 
found that the singlet state of3 is more stable than that in triplet state, and the energy 
difference between 1 and 3 is 27.7kcaVmol. The small energy changes in the 
reactions involving hydrogen shift imply the flexibility of the accessible state in the 
molecule. Having more hydrogen atoms in the molecule, T N T is more sensitive 
than N T O , as it is more favourable for the low-energy hydrogen-transfer 
mechanism. 
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I Reaction | ‘ Hydrogen transfer mechanism 
channel  
i [ 0 ^ 0 % � �^ H � -
H >=N^ 
O2N O2N H 
r n 、 ! ！ , 备 “ 
\ 
� A � & H 
O^ N H 0:N+ 
. r 
3 0 0 0 H 
H. V ^ 7 - N ^ K ' 4 ^ \ J 
>=- VJ=^ H 1 
O 2 N ^ ¾ H � o . N . o -
|21.2 
HONO + o=N-C=N=N'" 
4 • ^ 、 • " ^ . i " ^ 
。2N ^ ： 
|-10.1 
0'H 137 f 
0=N'H + N ^ N — NO + N ^ N 
>-N 10 )=N 12 0 H-0 
I I J ^ 11 
Table 3.3.3.a(i-iv): Calculated energy differences for the reaction species 
(unit in kcal/mol), Z P E at b31yp/6-31g(d) level whereas single point energy 
at b31yp/6-31 l+g(2d,p) level. 
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Table 3.3.3.a.i: Hydrogen transfer mechanism. 
Reaction Homolytic cleavage of C-NO2 mechanism 
channel  
~ " ^ ？ 0 ？ 
H � N \ � H ^ 5 n A H + NO, l H N ^ K ' + HONO 
)=N \ ！ C.-N. 
C v T C“N 15 16 
14 
1 
ring opening  
" ^ 1 0 
H�N^'N'H ^ 5 H�N人N'H + NO, 
O 2 N ” � “ 
1 - 2 0 . 3 
N.:c=N'H + H、N:c=o + NO2 
17 18 
^ 3 2 : ^ _ < ^ ^ ^ ^ 3 
H、N=C=0 H� N = c = o 
+ + 
A N、 N : c = N j 0、、NJ、N=c=rsrH 
29 20  
Table 3.3.3.a.ii: Homolytic cleavage of C-NO2 mechanism. 
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Reaction Nitro-nitrite rearrangement 
Channel  
7 0 
9 H . ^ , A ^ . H 9 
H 、 N \ ' H ^ N N ^ • N 』 + N O 
> = N 0( > = N 




Table 3.3.3.a.iii: Nitro-nitrite rearrangement. 
Reaction CO leave from the aromatic ring 
Channel  
~ " ^ ~ ~ 0 u u 
丨 H H 
H . 人 zH 5 2 2 N N ' 
N N ^ C O + \ ) _ C 
) = N 2 3 0 , N ^ 
O 2 N 2 3 2 2 4 
-361.8 
T 
C O + N O 2 + H N C + N N H 
25 26 
Table 3.3.3.a.iv: C O leaves from the aromatic ring. 
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After the homolytic cleavage of C-NO2 bond, the system is less stable than 
the N T O molecule by 62.5kcaVmol. The N O 2 can attain the hydrogen from N(10) 
and the diradical 16 and H O N O are formed. The radical 14 is ready to be broken. 
The concerted ring opening is exothermic with the energy release of 20.3kcaVmol. 
The two radicals 15 and 17 can combine together forming nitrate and nitrite product. 
The nitro product 19 is more stable than the nitrite counterpart 20，by 16kcaVmol. 
Nitro-nitrite rearrangement of the C-NO2 group releases energy of 
7.0kcal/mol. The subsequent 0 - N 0 bond breaking continuously gives out energy of 
1.7kcaVmol. 
Direct ring rupture is a rare channel. The C O molecule escapes directly from 
the keto group by increasing energy of 52.2kcaVmol. The unstable compound 24 
breaks down and forms NO2, H N C and N N H fragment. Large amount of energy, 
361.8kcaVmol, is released. 
The energy profiles of the reaction channels cannot fully explain the 
initiation ofthe N T O . Hydrogen-transfer activation involves little energy change. It 
is believed that the hydrogen-transfer is dominant at low temperature, while the 
homolytic cleavage ofC-NO2 is competitive at higher temperature. This evidence is 
supported by the literature.^ ^ However, transition structure and activation barrier 
have to be visited in order to leam the initiation process. Also the continuous energy 
decrease in the nitro-nitrite rearrangement reaction channel needs further 
investigation. 
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3.3.4. Activation barriers 
The activation energies of the selected channels are determined. Table 
3.3.4.a illustrates the activation energies of the hydrogen transfer, homolytic 
cleavage, nitro-nitrite rearrangement and direct ring rupture. 
Being a low-temperature initiation process, the activation energy of the 
hydrogen transfer is 30.0kcal/mol. The activation energy for the H O N O group 
rotation ( 3 + 4 ) is 30.7kcal/mol. The hydrogen moving from N O : group back to 
N(8) climbs over the energy barrier of 1.9kcaVmol. Further hydrogen transfer 
(compound 3 to 9) needs 44.3kcaVmol of activation energy. The activation energies 
for the hydrogen-transfer activation and reaction propagation in the early steps are 
upper bound by 44.3kcaVmol. O n the other hand, the activation energies of 
homolytic cleavage of C-NOj bond, nitro-nitrite rearrangement, and direct ring 
rupture forming C O molecule were found to be 68.5kcal/mol, 58.6kcaVmol and 
51.5kcaVmol respectively. This explains the dependence ofthe temperature on the 
first-step mechanism. At low temperature, the initiation with low activation energy 
barrier is more likely to occur, i.e. the hydrogen-transfer activation; at higher 
temperature, the homolytic cleavage of C-NO2 becomes a competitive pathway. 
Also, there is no energy barrier for the N O leave from the nitrite group, as the 
activation barrier for this process is -5.3kcaVmol, which means that the nitrite 
compound is in metastable state. 
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Energy barriers for the initial steps (kcaVmol) 
Hydrogen-transfer activation 
。 ？ A 1 
% ^ , N - ^ - N ^ N H ^ v r 1 ^ v r 
O N ^ — H ^ N o =《 o=《_ 
U2N ^^ 0、H 0 
1 3 4 5 
4 4 . 3 
• 
0'H 
-rA'N H V = N \ + 
0 - N w 
0 
9  
Homolytic C-NOj cleavage 
H ^ ' H ^ 8 ^ H . X 』 
\ t • \ I T 2 
) = N C“N 
O2N 14 15 
1 _ — Nitro-nitrite rearrangement 
% ^ N ' H 58 6 H . N ^ N ' H .5.3 H . / ^ . n 
> N ~ " ^ - 。 > = N ~ ~ - H + N 0 
O2N 0 ; N ^ 
1 \ 22 10  
Direct ring rupture 
• 1 V H + C � 
O2N O2N 
1 24 23  
Table 3.3.4.a: Energy barriers for the initial steps (unit in kcaVmol), Z P E at 
b31yp/6-31g(d) level whereas single point energy at b31yp/6-311+g(2d,p). 
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3.4 Summary 
Ab initio molecular dynamics was applied to study the unimolecular 
decomposition of N T O . This alternative method narrows the gap between the 
theoretical and experimental works in studying such fast reactions. In this 
simulation, the reaction channels produced are consistent to the other work, 
including homolytic C-NO2 cleavage, hydrogen-transfer activation and nitro-nitrite 
rearrangement. In addition, the direct ring rupture of the triazole ring forms the C O 
molecule. 
The barrier of hydrogen-transfer activation is lower. Although it seems to be 
most probable channel, the channels associated with C-NO2 cleavage and ring 
rupture is the most frequent in our calculation. It m a y be due to the increase of 
entropy, which influence the system greater when the temperature is higher. 
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