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21. Introduction
Given an n-dimensional mechanical system, with n-constants of mo-
tion, action-angle coordinates are a tool for solving for the equations
of motion. In a rough sense, we pick out periodic trajectories in the
configuration space, coordinatize these by their corresponding periods,
and “fill out” our coordinate system with actions associated to the
angles.
The purpose of this thesis is to explore the mathematics behind these
action-angle coordinates, and examine what happens in the “global”
case. We begin with the analytic formulation, within which we follow
the historical and physical development of actions and angles. We then
turn to the underlying topology, and examine actions and angle in this
context. In particular, we will examine the two main topological re-
strictions that exist when attempting to construct global action-angle
coordinates: Chern classes and monodromy. This is followed by a dis-
cussion of the spherical pendulum. This system is interesting because
it is a nice enough mechanical system for which our topological obstruc-
tions do in fact keep us from constructing global action angle coordi-
nates. Finally, we give a taste of some of the more modern accounts
of this theory. In particular we briefly touch on Lie algebra actions on
symplectic manifolds, and relate them to the other discussions in the
thesis.
2. Analytic Considerations
In this section we follow the analytic construction of action-angle co-
ordinates. In particular, we develop the physical intuition and for-
mulations necessary to understand the tools, followed by some more
mathematical considerations.
2.1. Fundamental Concepts. In all that follows, we will concern
ourselves with some mechanical system. For simplicity, we will just
consider systems comprised of a single particle, though much of the
theory readily generalizes to other types of systems.
The configuration space of a system consists of all possible configu-
rations the particle can take. In the case of the simple pendulum,
the configuration space is just a circle S1; for spherical pendulums,
the configuration space is S2; for a particle moving with no external
force acting on it, the configuration space is a straight line; etc. If
3we give the location of our particle within the system by coordinates
q “ pq1, ..., qnq, then the configuration space is the space spanned by
all these possible q. Also, since we are analyzing the motion of our
particle through time, q is actually a function of time q “ qptq. ’
We will often have course to assign to our system certain quantities.
The foremost of these are the kinetic energy KE and potential energy
PE. The kinetic energy is given by
KE “ 1
2
mx 9q, 9qy,
where m is the mass of the particle, and x, y is the (Riemannian) metric
of the configuration space. In all of the situations we consider, we will
utilize the usual Euclidean metric. The potential energy is determined
completely by the system. For mechanical systems, the potential en-
ergy arises from gravity, springs, or any other force that pushes on the
particle.
As an example, we consider the spherical pendulum. Indeed, this exam-
ple will play an important role in later discussions. The configuration
space of this system is S2, the sphere, so we can use polar coordinates
x “ sinφ cos θ,
y “ sinφ sin θ,
z “ cosφ,
with φ P r0, pis and θ P r0, 2piq. Here, φ corresponds to the longitude,
whereas θ corresponds to the latitude, and we will ignore the singular
issues that arise when φ “ 0, pi in terms of our coordinate chart. Note
that both φ and θ are functions of time, and that φ “ q1 and θ “
q2 are our coordinate system, not x, y, z. On a conceptual level, the
spherical pendulum is a 2-dimensional system, so it wouldn’t make
sense to describe a particles location using three coordinates.
To simplify computations, we assume the particle has unit mass and
gravity is scaled to have unit magnitude. Then the potential energy is
given by
PE “ mgq3 “ cosφ,
4and the kinetic energy is
KE “ 1
2
mx 9q, 9qy
“ p 9q1, 9q2, 9q3q ¨ p 9q1, 9q2, 9q3q
2
“
9θ2 sin2 φ` 9φ2
2
,
which can be verified by direct calculation.
2.2. Lagrangian Mechanics. Lagrangian mechanics is a reformula-
tion of Newtonian mechanics, in which we consider paths through a
system’s configuration space M which minimize a certain functional.
The novelty in this formulation is that more powerful analytic tools
can be brought in to help solve for the equations of motion, or at least
let us glean some information about the behaviour of the particle.
The tools of interest come from the calculus of variations, since we are
interested in minimizing the quantityż qp1q
qp0q
Lpq, 9q, tqdt.
The term Lpq, 9q, tq is called the Lagrangian of the system, and its in-
tegral along the path q : r0, 1s ÑM is called the action of the system.
The Principle of Least Action stipulates that a particle will follow a
path of least action, so to know the path of the particle comes down
to finding such minimal paths. The calculus of variations then tells us
how to find such a path: solve the differential equations
d
dt
BL
B 9qi ´
BL
Bqi “ 0, 1 ď i ď n.
These are known as the Euler-Lagrange equations, and do indeed sup-
ply minimal solutions for the action of a system.
For all cases we will be concerned with, we define the Lagrangian of
our system as
L “ KE ´ PE.
Turning back to the example of S2, we find that
Lpq, 9q, tq “
9θ2 sin2 φ` 9φ2
2
´ cosφ.
5Utilizing the Euler-Lagrange equations gives us
0 “ d
dt
BL
B 9q1 ´
BL
Bq1 ,
“ d
dt
´
9φ
¯
´ 9θ2 sinφp1` cosφq,
“ :φ´ 9θ2 sinφp1` cosφq,
and
0 “ d
dt
BL
B 9q2 ´
BL
Bq2 ,
“ d
dt
´
9θ sin2 φ
¯
“ :θ sin2 φ` 2 9θ 9φ sinφ cosφ.
Notice that these two (second-order) differential equations don’t admit
solutions by inspection, and in fact are rather difficult to obtain ex-
plicit solutions for. This is characteristic of much of classical mechanics
though; the equations become highly nonlinear and, in this case elliptic
integrals pop up, and so we turn to analyzing the qualitative behaviour
of the system.
2.3. Hamiltonian Mechanics. Hamiltonian mechanics is the proper
reformulation from Lagrangian mechanics if we hope to understand
the qualitative structure of the system. In brief, we make a coordinate
transformation from the q’s and 9q’s to q’s and p’s, where each p is
a conjugate momentum to 9q. This transformation is made via the
Legendre transform, and turns our problem of solving n-second order
differential equations into solving 2n-first order differential equations.
Here, however, we will proceed at a slightly less than formal level,
sidestepping discussions of the Legendre transform and jumping right
to the conclusion.
As before, we consider a particle with coordinates qi, velocities 9qi, and
Lagrangian L. Define the conjugate momenta to be
pi :“ BLB 9qi ,
and the system’s Hamiltonian H to be
Hpqi, pi, tq :“
ÿ
i
pi 9qi ´ Lpqi, 9qi, tq.
6Now take the total differential of H. On the left hand side, we get
dH “
ÿ
i
ˆBH
Bqi dqi `
BH
Bpi dpi `
BH
Bt dt
˙
. (1)
On the right hand side,
dH “
ÿ
i
ˆ
9qidpi ` pid 9qi ´ BLBqidqi ´
BL
B 9qid 9qi
˙
´ BLBt dt. (2)
Now by the Euler-Lagrange equations, we have
d
dt
BL
B 9qi “
BL
Bqi ,
so that
9pi “ BLBqi .
Recalling as well that pi “ BLB 9qi , equation (2) becomes
dH “
ÿ
i
p 9qidpi ` pid 9qi ´ 9pidqi ´ pid 9qiq ´ BLBt dt. (3)
Subtracting (3) from (1), and collecting like terms, we get
0 “
ÿ
i
„ˆBH
Bqi ` 9pi
˙
dqi `
ˆBH
Bpi ´ 9qi
˙
dpi `
ˆBH
Bt `
BL
Bt
˙
dt

.
From this last equation, we derive Hamilton’s equations
9qi “ BHBpi
9pi “ ´BHBqi ,
in addition to
BH
Bt “ ´
BL
Bt .
Plugging Hamilton’s equations back into the total differential of H
shows that
dH
dt
“ BHBt “ ´
BL
Bt ,
so the Hamiltonian is a constant if the Lagrangian does not depend on
time. Lucky for us, our Lagrangians will be time independent.
7Turning again back to our example of the spherical pendulum, we have
p1 “ BLB 9q1 “
9φ,
p2 “ BLB 9q2 “
9θ sin2pφq.
Equivalently, we can write
9q1 “ p1,
9q2 “ p2
sin2 φ
.
The corresponding Hamiltonian is then
Hpqi, pi, tq “
ÿ
i
pi 9qi ´ Lpqi, 9qi, tq
“ pp1q2 ` pp2q
2
sin2 φ
´ pp2q
2
2 sin2 φ
´ pp1q
2
2
` cosφ
“ pp1q
2
2
` pp2q
2
2 sin2 φ
` cos θ.
2.4. Hamilton-Jacobi Theory. Since the Hamiltonian formulation
takes us from n second order differential equations to 2n first order
equations, one could naturally wonder if it is possible to make any fur-
ther reductions or simplifications. One such way is through Hamilton-
Jacobi theory.
The main idea is to perform a “coordinate transformation” F “ F pq, P, tq
such that one Hamiltonian H “ Hpq, p, tq can be related to another
K “ KpQ,P, tq by the equation
H “ K ` BFBt .
The function F isn’t, strictly speaking, a map from pq, P q to pQ, pq,
as one might think a coordinate transformation would do. It’s useful-
ness becomes apparent in that it gives us a way of relating our two
coordinate systems. Moreover, we have the relations
p “ ´BFBq (4)
Q “ ´BFBP . (5)
8To see this, express the Lagrangian in terms of both H and K ` dF
dt
,
i.e.
Lpq, 9q, tq “ 9qp´Hpq, p, tq
LpQ, 9Q, tq “ 9QP ´KpQ,P, tq ´ dF
dt
.
Note that the total time derivative of F does not affect the value of
the action, since we assumed that any variation of the action had fixed
endpoints. Now since each Hamiltonian represents the same system,
we have Lpq, p, tq “ LpQ,P, tq. Taking the total differential of each
side, and equating like terms, gives us the desired equations (4) and
(5).
Since the choice of K is up to our discretion, we usually choose K to
be a constant (particularly K “ 0). Thus, we are led to the equation
Hpq, p, tq ` BFBt “ 0,
which we can reexpress as
Hpq, BFBq , tq `
BF
Bt “ 0.
This is a single first order partial differential equation of F , so in many
regards much simpler than our previous 2n first order equations.
Also, since K was assumed to be constant, we have that Q and P are
also constants (from Hamilton’s equations of motion). Writing Q “ α
and P “ β, we have
F “ F pq, α, tq,
so
β “ BFBα “
BF pq, α, tq
Bα .
If this last equation can be inverted to solve for q, then
q “ qpα, β, tq,
and subsequently
p “ BF pqpα, β, tq, α, tqBq ,
so that
p “ ppα, β, tq.
9Fixing constants α, β, which are determined by the system’s initial
conditions, we have the recognizable form q “ qptq, p “ pptq, i.e. we
have a solution for the system’s equations of motion.
In general, however, we are not so interested in the exact form of F so
much as its partial derivatives.
2.5. Action-Angle Coordinates; the Physical Way. We now re-
strict ourselves to the case of systems with periodic motion. In partic-
ular, we are interested in finding suitable coordinate systems for the
system which highlight the periods. In [Go], Goldstein makes a dis-
tinction between two types of periodic motion:
‚ libration, in which the coordinates p and q both have the same
frequency. In other words, the trajectory of a particle traces a
closed loop in the system’s phase space.
‚ rotation, in which the phase space trajectory is invariant under
translations.
Both types of periodic motion are best illustrated by means of the
simple pendulum, whose phase diagram is included below:
Motions of the libration type correspond to level sets of small total
energy, while motions of the rotation type correspond to level sets of
high total energy.
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We define the action variables by
J “
¿
pdq.
If the motion is of libration type, Stokes’ theorem tells us J is the area
enclosed by the closed loop determined by q. If the motion is of rotation
type, then the integral is taken over a complete period of rotation.
Recall that, under a suitable canonical transformation, we have
p “ BF pq, αqBq .
Thus, we can also express action as
J “
¿
pdq “
¿ BF pq, αq
Bq dq,
so J is determined completely by α. We now use the J as our new
conjugate momenta, so H “ Hpq, J, tq.
3. Topological Considerations
In this section we develop the geometric and topological tools necessary
to answer the question: “When can we construct global action-angle
coordinates?” After some preliminary discussions, we examine the ge-
ometry behind the local constructions exemplified by Arnold’s invariant
tori theorem. Following this, we explore the global question, particu-
larly the topological obstructions to global action-angle coordinates.
One nice example of a system that does not admit global coordinates
is the spherical pendulum, which we briefly discuss. We also introduce
the momentum map for this system, which will give a nice segue into
some more modern developments in this field of mathematics.
3.1. Hamiltonian Vector Fields and Poisson Brackets. The de-
parture from the analytic constructions given in the last section are
through the use of differential forms. Recall that we coordinatized the
phase (cotangent) space of our system via the generalized coordinates
qi and the conjugate momenta pi. We then define the canonical 1-form
λ to be the form
λ “
ÿ
i
pidq
i.
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These are also the forms which appeared in the definition of our action
coordinates, where the integrals were taken over different periods of the
system. Another important form is the canonical area form, defined by
ω “ dλ “
ÿ
i
dpi ^ dqi.
It turns out that ω is non-degenerate, and so the cotangent bundle is
a symplectic manifold. Taking the inner product of ω with a tangent
vector v, denoted ivω, gives us a 1-form, so ω gives a bijection between
the tangent and cotangent bundles of our manifold.
If H : M Ñ R is any map from our 2n-dimensional symplectic manifold
M , where again ω is the canonical area form on T ˚M , a special role is
played by vector fields XH that satisfy
iXHω “ ´dH.
We call XH the Hamiltonian vector field associated with the Hamilton-
ian H. In the physical situations above, M is actually the cotangent
space to the configuration space N of our system. It is important to
keep in mind where our functions are defined and what kind of spaces
we are playing with; since the original Hamiltonians were functions of
both position and momentum, we’d expect an arbitrary Hamiltonian-
type function to be defined on a 2n-dimensional symplectic space.
We will also have course to refer to the Poisson bracket of two Hamil-
tonians H and K, defined by
tH,Ku :“ dKpXHq “ ωpXH , XKq.
It is quick to verify the following three properties of this bracket:
tH,Ku “ ´tK,Hu,
rXH , XKs “ XtH,Ku,
tf, tg, huu ` tg, th, fuu ` th, tf, guu “ 0,
where f, g, h are three Hamiltonians.
3.2. Arnold’s Invariant Tori. The first major result for action-angle
coordinates is a sort of local structure theorem due to Arnold, and
independently to Markus and Meyer. The setting is as follows.
For an n-dimensional mechanical system we consider the cotangent
bundle M , which is of course a 2n-dimensional symplectic manifold.
We then call a system of k functions tfiu defined on M in involution
if each of their pairwise Poisson brackets vanish, i.e. tfi, fju “ 0. Let
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Mr “ tx PM |dfipxq are linearly independentu, so that Mr is the set of
regular values of the function f “ pf1, ..., fkq. Finally, let Mr,c be the
subset of Mr consisting of compact fibers: Mr,c “ tf´1pxq compact|x P
Rnu.
Theorem 3.1. Mr,c is an open subset of M , and for each x P Mr,c,
there is an open neighborhood U of the fiber f´1pxq such that we have a
diffeomorphism pa, αq : U ÞÑ V ˆ pR{Zqn with V open in Rn, such that
a “ ξ ¨ f for some diffeomorphism ξ : fpUq Ñ V and
ω “
ÿ
i
dαi ^ dai.
The key idea is that, restricting to compact fibers, we can carry out
the action-angle coordinate construction. In [D1] one can find the two
proofs by Markus and Meyer, followed by the proof by Arnold. In fact
Arnold’s proof gives an explicit construction of these coordinates, and
can be found in many other modern treatments of classical mechanics
(see for example, [S]).
The main step in Arnold’s proof is constructing an action of Rn on
the Hamiltonian flows Xfi of a point in the manifold M . This Lie
group action is then associated to each of the compact fibers, and,
by compactness, we conclude that the fibers must be tori. It is from
these tori that we pick out our angles, and by integrating the Liouville
form along generators for the first homology give us our corresponding
actions.
3.3. Global Considerations. The global case is given as a statement
about a 2n-dimensional symplectic manifold pM,ωq with a fibration
pi : M Ñ B, where B is an n-dimensional manifold and each fiber
pi´1pxq, x P B, is a compact, connected Lagrange submanifold of M . A
Lagrange submanifold F is a submanifold of M such that ω vanishes
identically on F . Turning back to local theorem above, the assumption
that each fiber is a Lagrange submanifold is meant to generalize the
property of our integrals of motion being in involution.
The main result on existence of global action-angle variables is:
Theorem 3.2. The fibration pi : M Ñ B is topologically trivial if and
only if the monodromy and Chern class are trivial. Secondly, the state-
ments (A) and (B) are equivalent.
(A) There is a smooth map pa, αq : M Ñ Rn ˆ pR{Zqn such that
– ω “ ři dαi ^ dai,
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– the ai are constant on the fibers of pi : M Ñ B, and
– α is injective on each fiber of pi : M Ñ B.
(B) The fibration pi : M Ñ B is topologically trivial and ω is exact.
In the case of mechanical systems, the ω we work with is the canonical
area form, so exactness is always guaranteed. It should also be fairly
intuitive that the a are our action variables, and the α are our angles.
All that is left to is examine the role the Chern class and monodromy
play as topological obstructions.
Considering now Fb :“ pi´1pbq Ă M , we can find a period lattice Pb
from the commuting flows of the Xfi . Note that we get these lattices
from the invariant tori theorem, which is still applicable. We then
take the entire collection of Pb to get another covering P of B. It is
well known from covering space theory that we have an action of the
fundamental group pipB, bq on Pb – H1pB,Zq, and should be quick
to see that non-trivial monodromy results non-triviality of the bundle
structure M Ñ B.
The Chern class relates to the structure of the canonical area form,
and in general the structure of M as a smooth bundle. In particular,
the vanishing of the Chern class guarantees the existence of a smooth
section s : B Ñ M . Utilizing the local action-angle coordinates for
coordinate charts of M , we see that s corresponds to a map s|Bi : Bi ÑpR{Zqn, where tBiu is a system of charts for B. All that remains is to
check that the s|Bi glue together in a nice way to give a global 2-form,
which indeed they do.
We note briefly that, in a paper by Nekhoroshev, it is proved that
if B is simply connected and H2pB,Rq – 0, then global action-angle
coordinates exist. This follows immediately from the theorem in [D1],
since vanishing second cohomology of B guarantees that the Chern
class is trivial.
We now turn back to our concrete example of the spherical pendulum,
which we carried along with us throughout the first section. We have
immediately one integral of motion, namely the Hamiltonian
Hpqi, pi, tq “ pp1q
2
2
` pp2q
2
2 sin2 φ
` cos θ,
where p1 “ 9φ and p2 “ 9θ sin2pφq.
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We have another integral of motion given by the momentum Iz about
the z-axis, in the usual xyz-coordinate system of R3. In local coordi-
nates, this is just Iz “ p2.
The function f “ pH, Izq is called the momentum map, and is in fact
a fibration of T ˚S2 over R2. That T ˚S2 has a trivial Chern class
is a straightforward computation given in [D1], so the only possible
obstruction to global action-angle coordinates is thus the monodromy.
The “quick” argument for this follows from the singular values of E,
and the structure of the energy hypersurfaces of E´1pxq for nonsingular
x P T 2S2. This then shows that the fibration f : f´1pRq Ñ R, where R
denotes the set of regular values of f , is non-trivial, so the monodromy
cannot be trivial either.
The lengthier computation involves cycles that generate the first ho-
mology of each fiber, and showing that monodromy acts on the period
lattice of T ˚S2 via the linear transformationˆ
1 1
0 1
˙
.
Thus, as above, monodromy is nontrivial and the spherical pendulum
does not admit global action-angle coordinates.
4. Algebraic Considerations
In this final section, we explore some of the more algebraic aspects to
classically integrable systems. In particular, we examine more closely
the momentum map introduced for the spherical pendulum, the gen-
eralizations of this map, and some results along these lines.
Recall the Poisson bracket defined at the beginning of this section, and
in particular the fact that it is skew-symmetric and satisfies the Jacobi
identity. This gives the space C8pMq, all smooth functions on M ,
the structure of a Lie algebra. Moreover, the map H ÞÑ XH taking
a function H to its Hamiltonian vector field gives us a Lie algebra
homomorphism from C8pMq to ΓpMq, the space of vector fields on M
with the Lie structure given by the ordinary Lie bracket.
We say that if pM,ωq has a G-action defined on it, then the action is
symplectic if it preserves the symplectic form, i.e.
g˚ω “ ω, @g P G.
In the same way we constructed an action of Rn on M in Arnold’s
invariant tori theorem, we can consider actions of the Lie algebra g
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on HlocpMq, the space of locally Hamiltonian vector fields. These are
precisely the X P ΓpMq such that iXω is closed. Likewise, HpMq is the
space of Hamiltonian vector fields, i.e. the X P ΓpMq such that iXω
is exact. Note that this extends our consideration of vector fields XH
defined by iXHω “ ´dH. We immediately have the exact sequence
HpMq ÝÑ HlocpMq ÝÑ H1pM,Rq ÝÑ 0.
Factoring in the Lie algebra actions of C8pMq and g on HpMq and
HlocpMq respectively, gives us the diagram
The symplectic G-action is called Hamiltonian if we can find such a µ˜
that makes the diagram commute.
Associated to this µ˜ is the map
µ : M Ñ g˚ “ hompg,Rq
defined by x ÞÑ pX ÞÑ µ˜Xpxqq. Note that µ˜X is in C8pMq, so the
momentum map can be thought of as a smooth function on M . A
first, rather straightforward, result is that µ is a Poisson map. This
means that, for any two f, g P g˚, and any x P g,
tf ˝ µ, g ˝ µupxq “ tf, gupµpxqq.
Despite the abstract formulations, we can easily connect this map with
the momentum map we defined for the spherical pendulum. Recall
that the phase space M “ T ˚S2 of our system had an equivariant n-
torus T action, with corresponding Lie algebra t. This torus acted on
M by the flows of the Hamiltonian vector fields corresponding to our
n constants of motion. The momentum map defined at the end of 3.3
is, indeed, a C8 function on M , and is invariant under Hamiltonian
flow. In particular, it makes the above diagram commute when the
torus acts on our flows.
Audin gives a much lengthier, in depth, discussion and treatment of Lie
algebra actions on symplectic manifolds in [Au]. It is hoped that our
discussion here has whetted the appetite of those interested in exploring
this topic further.
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6. Appendix: Symplectic Manifolds, Geodesic Flow
Symplectic geometry is the study of manifolds equipped with a closed,
non-degenerate 2-form. The purpose of this appendix is to give a quick
introduction to some topics in symplectic geometry, particularly sym-
plectic forms themselves, symplectomorphisms, Lagrangian subman-
ifolds, and Darboux’s theorem, followed by their application to the
study of geodesic flow.
6.1. Skew-Symmetric Bilinear Maps. Let V be an m-dimensional
real vector space, and Ω : V ˆ V Ñ R a bilinear map. Ω is said to be
skew-symmetric if Ωpu, vq “ ´Ωpv, uq for u, v P V .
Theorem 6.1. There exists a basis U “ tu1, ..., uk, e1, ..., en, f1, ..., fnu
of V such that$’&’%
Ωpui, vq “ 0, for each v P V,
Ωpei, ejq “ Ωpfi, fjq “ 0,
Ωpei, fjq “ δij.
With respect to the basis above, we can represent Ω as
rΩs “
»–0 0 00 0 Id
0 ´Id 0
fifl .
Proof. The proof is just a Gram-Schmidt sort of process, which we give
a sketch of:
‚ Define U “ tu P V |Ωpu, vq “ 0 for all v P V u. Choose a basis
tu1, ..., uku of U , and a complementary space W Ă V such that
V “ U ‘W .
‚ Take any nonzero e1 P W . Since e1 R U , there is some f1 P W
such that Ωpe1, f1q ‰ 0, and we can rescale f1 so that Ωpe1, f1q “
1. Define W1 “ xe1, f1y, i.e. the span of e1 and f1, and let
WΩ1 “ tw P W |Ωpw, vq “ 0 for all v P W1u. WΩ1 is called the
symplectic orthogonal to W1.
‚ We have two facts about W1 and WΩ1 : W1 X WΩ1 “ t0u and
W “ W1 ‘WΩ1 . These are quick calculations and left to the
reader (they are also carried out in [Ca]).
18
‚ We now pick a nonzero e2 P WΩ1 and a f2 P WΩ1 such that
Ωpe2, f2q “ 1. Define W2 “ xe2, f2y, WΩ2 the orthogonal com-
plement, etc.
‚ Since V is finite dimensional, this process eventually stops, and
we have
V “ U ‘W1 ‘W2 ‘ ¨ ¨ ¨ ‘Wn.
By construction, and a quick mental check, Ω has the desired
properties with respect to this basis.

U doesn’t depend on the choice of basis, so k is an invariant of the pair
pV,Ωq. Similarly, since k ` 2n “ dimV , we see that n is an invariant
of pV,Ωq as well. We call n the rank of Ω.
A symplectic map is a skew-symmetric, bilinear, nondegenerate map.
From the construction of U , this means that k “ 0. Another equivalent
definition is to say that the map Ω¯ : V Ñ V ˚ defined by Ω¯pvq “ Ωpv, ¨q
is bijective. When this happens, we call pV,Ωq a symplectic vector
space, and U is the corresponding symplectic basis. Note that a
symplectic vector space must have even dimension.
The prototypical example of a symplectic vector space is R2n, with
ei “ p0, ..., 1, ..., 0, ..., 0q having a 1 in the ith slot and zeros elsewhere,
and fi “ p0, ..., 0, 0, ..., 1, ..., 0q having a 1 in the pn` iqth slot and zeros
elsewhere. Ω is then defined in a natural way on these basis vectors.
6.2. Symplectic Manifolds. Now let M be a smooth manifold and
ω a 2-form on M .
Definition 6.2. The form ω is symplectic if it is closed and ωp :
TpM ˆ TpM Ñ R is symplectic for each p PM .
Definition 6.3. A symplectic manifold is a pair pM,ωq, where M
is a manifold and ω is a symplectic form on M .
Let M “ R2n with coordinates x1, ..., xn, y1, ..., yn. The prototypical
example of a symplectic manifold is pM,ωq, where
ω “
nÿ
i“1
dxi ^ dyi
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and on each TpM we have the symplectic basis
U “ tBx1 , ..., Bxn , By1 , ..., Bynu.
Just as maps between Riemannian manifolds that preserve the met-
ric structure are called isometries, maps between symplectic manifolds
that preserve the symplectic structure are called symplectomorphisms.
Formally,
Definition 6.4. Let pM1, ω1q and pM2, ω2q be two symplectic mani-
folds. Then a diffeomorphism φ : M1 Ñ M2 is called a symplecto-
morphism if φ˚ω2 “ ω1.
We can now state Darboux’s theorem, which gives us the local structure
of any symplectic manifold:
Theorem 6.5 (Darboux’s Theorem). Let pM,ωq be a 2n-dimensional
symplectic manifold, and let p P M . Then there is a local coordinate
chart U “ tx1, ..., xn, y1, ..., ynu of p such that, in U ,
ω “
nÿ
i“1
dxi ^ dyi.
In other words, any symplectic manifold is locally symplectomorphic to
pR2n, ωq.
The chart U above is called a Darboux chart.
One proof of Darboux’s theorem requires a result due to Jurgen Moser:
Theorem 6.6 (The Moser Relative Theorem). Let M be a manifold, X
a compact submanifold of M , and i : X ãÑM the inclusion map. If ω0
and ω1 are two symplectic forms on M , and ω0|p “ ω1|p for all p P X,
then there exist neighborhoods U0 and U1 of X, and a diffeomorphism
φ : U0 Ñ U1 such that φ˚ω1 “ ω0 and φ ˝ io “ i1, where ij : X ãÑ Uj.
Proof of Darboux’s Theorem. We use Moser’s relative theorem, with
X “ tpu. The idea is that we have two symplectic forms at p, the
original symplectic form ω, and another form ω1 “ řni“1 dx1i^dy1i, which
can always be constructed using the symplectic basis of TpM (we are
just representing ω in a new basis). Now, by Moser’s theorem, we can
find neighborhoods U0 and U1 of p, and a diffeomorphism φ : U0 Ñ U∞1
20
such that φppq “ p and φ˚pω1q “ ω0. In other words,
ω “ ω0 “ φ˚p
nÿ
i“1
dx1i ^ dy1iq
“
nÿ
i“1
dpx1i ˝ φq ^ dpy1i ˝ φq.
Since φ is a diffeomorphism, defining xi “ x1i ˝ φ gives us the Darboux
chart around p. 
Two quick remarks regarding Darboux’s theorem:
‚ Darboux’s theorem tells us that symplectic manifolds are flat,
i.e. have no curvature, since they all look like R2n locally.
‚ Symplectic manifolds must be even dimensional. S1, a mani-
fold, does not admit a symplectic structure. TS1, the tangent
bundle, does admit a symplectic structure though. In general,
we can expect TM and T ˚M to admit symplectic structures
even if M doesn’t.
6.3. Lagrangian Submanifolds. “Zero spaces” are important ob-
jects of study in many areas of math: ideals in ring theory, kernels
of linear maps, etc. Lagrangian submanifolds are, in a sense, the zero
spaces of symplectic geometry.
Definition 6.7. A lagrangian subspace pY,Ωq of a symplectic vector
space pV,Ωq is a subset Y Ă V such that dimY “ 1
2
dimV and Y “ Y Ω,
i.e. Ω|YˆY ” 0. A lagrangian submanifold pY, ωq of a symplectic
manifold pM,ωq is a submanifold Y ĂM such that TpY is a lagrangian
subspace of TpM for every p P Y . Equivalently, if i : Y ãÑ M is the
inclusion map, Y is called lagrangian if i˚ω “ 0 and dimY “ 1
2
dimM .
One immediate use of lagrangian subspaces is to be able to tell when-
ever a diffeomorphism of smooth manifolds preserves the symplectic
structures, i.e. when is a diffeomorphism a symplectomorphism? To
answer this, we need the appropriate framework.
Let pM1, ω1q and pM2, ω2q be two 2n-dimensional symplectic manifolds,
and let φ : M1 Ñ M2 be a diffeomorphism. Given the product space
M1 ˆ M2, we have two projection maps pr1 : M1 ˆ M2 Ñ M1 and
pr2 : M1 ˆM2 ÑM2 defined in the obvious ways. We note that
ω “ λ1ppr1q˚ω1 ` λ2ppr2q˚ω2, λi P R,
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is a symplectic (closed and nondegenerate) form on M1 ˆ M2. Spe-
cializing to λ1 “ 1, λ2 “ ´1 gives us the twisted product form on
M1 ˆM2:
ω˜ “ ppr1q˚ω1 ´ ppr2q˚ω2.
We also need the graph of the diffeomorphism φ, which is defined to
be
Γφ “ tpp, φppqq|p PM1u ĂM1 ˆM2.
We have the following
Proposition 6.8. A diffeomorphism φ is a symplectomorphism if and
only if Γφ is a lagrangian submanifold of pM1 ˆM2, q.
Proof. Let γ : M1 Ñ M1 ˆM2 be defined by p ÞÑ pp, φppqq. Then the
graph Γφ is lagrangian if and only if γ
˚ω˜ “ 0. We see, though, that
γ˚ω˜ “ γ˚pr˚1ω1 ´ γ˚pr˚2ω2
“ ppr1 ˝ γq˚ω1 ´ ppr2 ˝ γq˚ω2.
Since pr1 ˝ γ “ 1M1 and pr2 ˝ γ “ φ, we conclude that γ˚ω˜ “ 0 if and
only if φ˚ω2 “ ω1, i.e. φ is a symplectomorphism. 
The remainder of this appendix is devoted to proving two results in
symplectic geometry related to Riemannian geometry and Hamiltonian
mechanics. The first relates to geodesic flow, and how the symplectic
structure of the cotangent bundle gives us our familiar geodesic equa-
tion. The second result is Liouville’s theorem, which states that the
volume form on symplectic manifolds is preserved under phase (vector)
flow. In fact, we prove a stronger result due to V.I. Arnold from the
1960s, which states that the symplectic form is preserved under vector
flow.
6.4. The Cotangent Bundle. Given a smooth manifoldM , the cotan-
gent bundle T ˚M is defined to be the set of all linear functionals on
the tangent bundle TM . Fix a point x PM , and consider a coordinate
chart tU, φ, tqiuu, where U is a neighborhood of x, φ is a diffeomor-
phism φ : U Ñ Rn, and qi, i “ 1, ..., n are the local coordinates. Then
we have a basis for the tangent space TxM given by tBqiu. From this
we can construct a basis for the dual space Tx˚M , arguably the simplest
of which is tdqiu, where dqipBqjq “ δij. Since a form ξ P Tx˚M can be
written as ξ “ pidqi, we have a natural coordinate system for T ˚U :
px, ξq ÞÑ pq1, ..., qn, p1, ..., pnq.
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In this way, we see that T ˚M is a 2n-manifold, with local charts given
by the above map. It is a quick calculation that on intersections of
charts the transition functions are smooth.
There are two forms on T ˚M we will be especially interested in: the
Liouville 1-form and the canonical symplectic form. As above, we fix
a point x P M , a local chart tU, φ, tqiuu of x, and local coordinates
pq1, ..., qn, p1, ..., pnq of T ˚U . The form λ “ pidqi is called the Liouville
1-form or tautological 1-form. Note that this form is defined on
T ˚U , not just Tx˚M . The form ω “ ´dλ “ dqi ^ dpi is called the
canonical symplectic form on T ˚U . One can check explicitly that
this form is invariant under change of coordinates, though we can also
give a coordinate free definition (which may be harder to visualize).
Let pi : T ˚M Ñ M be the natural projection, let ξ P Tx˚M,x P M ,
and set y “ px, ξq. The coordinate free tautological 1-form λ1 is
defined pointwise as
λ1y “ pdpiyq˚ξ P T ˚y pT ˚Mq.
To make this a little clearer, set M 1 “ T ˚M . Then since pi : M 1 ÑM ,
we have dpiy : TyM
1 Ñ TxM , and thus pdpiyq˚ : Tx˚M Ñ Ty˚M 1. For
v P TyM 1 “ TypTx˚Mq, we have
λ1ypvq “ ξppdpiyqvq.
In this way we can define λ1 on all of T ˚M , and a nice exercise is to
verify that, in local coordinates, λ1 “ λ.
6.5. Generating Functions. Let pN,ωq be a symplectic manifold,
and H : N Ñ R be some smooth function. In the case that N “ T ˚M
for some smooth n-manifold M , we think of H as a function of 2n-
variables, H “ Hpq1, ..., qn, p1, ..., pnq. We then have
dH “ BHBqi dq
i ` BHBpi dpi.
Likewise, the form ω defines a map ω˜ : TM Ñ T ˚M , defined by ω˜pvq “
ωpv, ¨q. Since ω is symplectic, ω˜ is an isomorphism. Thus, we can find
a vector field XH on T
˚M such that ω˜pXHq “ dH, which we may also
write as iXHω. This vector field XH is called the Hamiltonian vector
field with corresponding Hamiltonian H.
Now fix M a smooth manifold, T ˚M the cotangent bundle, and con-
sider a local chart with coordinates pq1, ..., qn, p1, ..., pnq. Using this
chart, we construct the canonical symplectic form ω “ dqi ^ dpi. Now
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any vector field X on T ˚M (so X : T ˚M Ñ T pT ˚Mq given by px, ξq ÞÑ
Xpx,ξq) can be written as X “ ai BBqi ` bi BBpi , where ai, bi : T ˚M Ñ R.
Recalling that iXpdqi ^ dpiq “ piXdqiq ^ dpi ´ dqi ^ piXdpiq (where
iXdq
i “ dqipXq, for example), we compute
iXω “ pdqiqpai BBqi ` bi
B
Bpi q ^ dpi ´ dq
i ^ pdpiqpai BBqi ` bi
B
Bpi q
“ aidpi ´ bidqi.
When is X a Hamiltonian vector field? Precisely when dH “ iXω for
some H : T ˚M Ñ R, i.e.
dH “ iXω,
BH
Bqi dq
i ` BHBpi dpi “ a
idpi ´ bidqi,
0 “
ˆBH
Bqi ` bi
˙
dqi `
ˆBH
Bpi ´ a
i
˙
dpi.
Since this must hold true on all of T ˚M , we conclude that X is the
Hamiltonian flow if and only if the Hamiltonian equations are sat-
isfied: #
ai “ BHBpi ,
bi “ ´BHBqi .
We now specialize to the case when X is a tangent vector field along a
path c : I Ñ T ˚M , so that cptq “ pq1ptq, ..., qnptq, p1ptq, ..., pnptqq and
X “ dq
iptq
dt
B
Bqi `
dpiptq
dt
B
Bpi
“ 9qiptq BBqi ` 9pi
B
Bpi .
Hamilton’s equations then tell us that
9qi “ BHBpi ,
9pi “ ´BHBqi ,
which should be familiar from any intermediate mechanics class.
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6.6. Geodesic Flow. Let γ be a geodesic on M with initial conditions
γp0q “ x and 9γp0q “ v. The geodesic flow Φt of γ is defined as
Φtpx, vq “ pexpptvq, d expptvqdt q. In fact, we will see that we can arrive at
the geodesic flow by an appropriate choice of Hamiltonian H.
Let pM, gq be a Riemannian manifold with x PM . In local coordinates
we can write gij, which in turn gives the inverse metric g
ij that acts
on 1-forms. How so? Since gx : TxM ˆ TxM Ñ R, we can turn this
into a map g˜x : TxM Ñ Tx˚M . By nondegeneracy g˜x has an inverse
g˜´1x : Tx˚M Ñ TxM , which we then convert to a function g´1x : Tx˚M ˆ
Tx˚M Ñ R.
Let px, ξq P T ˚M so that x “ pq1, ..., qnq and ξ “ pidqi. and let
H : T ˚M Ñ R be defined by
Hpx, ξq “ 1
2
g´1x pξ, ξq
“ 1
2
gijpxqpipj.
To determine the Hamiltonian flow of H, we utilize Hamilton’s equa-
tions:
9qi “ BHBpi “ g
ijpxqpj,
9pk “ ´BHBqk “ ´
1
2
gij,kpxqpipj.
Since gijgjl “ δil , and differentiating with respect to k, shows that
gij,kgjl ` gijgjl,k “ 0
gim,k “ ´gijglmgjl,k.
Differentiating the first of Hamilton’s equations with respect to time
gives
:q i “ gij,kpxq 9qkpj ` gijpxq 9pj.
Substituting in for 9qk, pj, and 9pj then results in the familiar geodesic
equation
:q i ` Γijk 9qi 9qk “ 0.
In this way, finding the vector flow corresponding to the energy function
on T ˚M results in geodesics. Note that these calculations were all local,
i.e. in an infinitesimal neighborhood of x. There are other formulations
that give a more global construction, utilizing the metric d on pM, gq
induced by geodesics.
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In [Ca], a more general method of constructing these kinds of symplec-
tomorphisms is shown. Given cotangent bundles M1 “ T ˚X1,M2 “
T ˚X2, we want to construct a symplectomorphism φ : M1 Ñ M2. By
the last theorem of the last lecture, a diffeomorphism is a symplec-
tomorphism if and only if its graph is a Lagrangian submanifold of
the product space with the twisted form. Thus, we start with any
Lagrangian submanifold of M1 ˆM2, “twist” it to obtain another La-
grangian submanifold, and then check whether the twisted space is the
graph of a symplectomorphism.
The idea is that given two spaces X1, X2, and a smooth function
f : X1 ˆ X2 Ñ R, we can look at the Lagrangian submanifold Y “
tppx, yq, dfpx,yqq|px, yq P X1ˆX2u (check that this is indeed a Lagrangian
submanifold). Equivalently, this can be thought of as an equivalent
product space Y “ tpx, y, dfx, dfyq|x P X1, y P X2u where dfx P Tx˚X1
and df2 P Ty˚X2. “Twist” this space to get Y σ “ tpx, y, dfx,´dfyq|x P
X1, y P X2u. If this space is the graph of some diffeomorphism φ : T ˚X1 Ñ
T ˚X2, then φ is also a symplectomorphism, and is said to be gener-
ated by f . If such a φ exists, we must have φpx, ξq “ py, ηq, such that
ξ “ dfx P Tx˚X1 and η “ ´dfy P Ty˚X2, Hamilton’s equations.
If M is an n-manifold, we can find the geodesic flow between two points
by letting f : M ˆM Ñ R be defined by fpx, yq “ 1
2
dpx, yq2, where d is
the metric induced by geodesics (the length of the minimizing geodesic
between x and y).
6.7. Liouville’s Theorem. Liouville’s theorem is a classical theorem
of Hamiltonian mechanics, and concerns the behaviour of mechanical
systems under phase flow. Let pM,ωq be a symplectic manifold (so
that dimM “ 2n). If we have local coordinates pq1, ..., qn, p1, ..., pnq,
then locally we can write ω “ dqi ^ dpi. Moreover,
ωn “ p˘1qdq1 ^ ¨ ¨ ¨ ^ dqn ^ dp1 ^ ¨ ¨ ¨ ^ dpn
is a volume form on M . Liouville’s theorem states that
Theorem 6.9. Phase flow (mechanical motions) in M preserves ωn.
The usual setting for Liouville’s theorem is, as mentioned above, Hamil-
tonian mechanics. The manifold M is actually the cotangent space to
some n-manifold X, where X is the configuration space of a mechanical
system and M “ T ˚M is the set of all possible configurations of the
system, with accompanying momenta.
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In fact, a much stronger statement holds than Liouville’s theorem. In
the 1960s, V.I. Arnold showed that Hamiltonian phase flow preserves
the symplectic form. It should be clear that Liouville’s theorem is a
corollary of this, since if some vector flow preserves ω, then it preserves
ωn as well by the properties of pullbacks.
Let pM,ωq be a symplectic manifold, and H : M Ñ R some smooth
function. As above, we define XH as the Hamiltonian vector field cor-
responding to H, i.e. the vector field such that iXHω “ dH holds. Let
ρt : M Ñ M be a one parameter group of diffeomorphisms generated
by XH . Arnold’s theorem states that
Theorem 6.10.
pρtq˚ω “ ω, @t.
The proof, which can be found in full detail in [Ar] section 38, is a
simple calculation using Stokes’ theorem and certain chains in M : let
c be a 1-chain in M , and let Jc be the “track” of the chain c under the
homotopy ρt for 0 ď t ď τ ; essentially Jc is the chain swept out by c
through ρt. One can easily verify that BpJcq “ ρτc´ c´ JpBcq.
A short lemma that is needed, which I will not prove but can be found
in [Ar], is that
ş
JpBcq ω “ 0. With all these considerations in hand, we
can proceed with the proof.
Proof.
0 “
ż
Jc
dω “
ż
BJc
ω “
ˆż
ρtc
´
ż
c
´
ż
JBc
˙
ω “
ż
ρtc
ω ´
ż
c
ω,
whereby we used the closedness of ω in the first equality and Stokes’
theorem in the second equality. 
Another proof is given in [Ca]. While much shorter, it doesn’t give as
much geometric insight into the behaviour of the phase flow. For the
proof, we recall two facts:
‚ Cartan’s formula tells us how to evaluate the Lie derivative on
forms, i.e. if X is a vector field and ω is some form, then
LXω “ iXdω ` dpiXωq.
‚ Since ρt is the group of diffeomorphisms generated by XH , a
Hamiltonian vector field, we have that ρ0 “ IdM and dρtdt “
XH |ρt .
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Second proof.
d
dt
pρtq˚ω “ LXHω
“ dpiXHωq ` iXHdω
“ pdpdHq ` iXH ˝ 0q “ 0,
so pρtq˚ω is constant for every t. 
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7. Appendix: Characteristic Classes
Characteristic classes are an important area of study, both in pure and
applied contexts. In this appendix, we develop the necessary founda-
tion to define the Pontrjagin and Chern classes of a fibre bundle E
over a smooth manifold M , and give an application of Chern classes to
physics.
7.1. Fibre Bundles. We start with a definition, followed by a few
examples.
Definition 7.1. Let E,B be smooth manifolds with a map pi : E Ñ
B, and let F be another smooth manifold. Then ζ “ pE, pi,B, F q is
called a fibre bundle if it satisfies the local triviality condition: given
a point b P B and a neighborhood U of b, we have a homeomorphism
φ : pi´1pUq Ñ U ˆ F such that pi “ pi1 ˝ φ : pi´1pUq Ñ U ˆ F Ñ U . E
is called the total space, B is called the base space, F is called the fibre,
and pi is called the projection. In particular, for each b we have Eb “
pi´1pbq – F . Relaxing the restriction that all fibres be homeomorphic
to F to homotopically equivalent to F , we arrive at the notion of a
fibration.
We will often denote a fibre bundle by writing pi : E Ñ B. The idea of
a fibre bundle is to parameterize a collection of manifolds by another
manifold. The examples below should help concretize this idea:
Example 7.2 (Example: Trivial Bundle). The space E “ B ˆ F is
clearly a fibre bundle, with pipb, fq “ b for b P B, f P F . An easy
example to visualize is R2 “ RˆR, with the base space the horizontal
axis, and the fibres each constant line. The projection is given by
pipx, yq “ x „ px, 0q. Similarly, the cylinder S1 ˆ R is a trivial bundle
with pipθ, xq “ θ for θ P S1, x P R.
Example 7.3 (Example: Tangent Bundle). Let M be a smooth n-
dimensional manifold, and let p P M . Then we can construct the
tangent space TpM as the vector space of all tangent vectors to M at
p. We then define the tangent bundle as TM :“ YpPMTpM . This is a
fibre bundle with total space TM , base space M , and fibres TpM – Rn.
For pp, uq P TpM , the projection is simply pipp, uq “ p. It is a standard
result that this space satisfies the local triviality condition.
Example 7.4 (Example: Mo¨bius Band). Consider now the Mo¨bius
band = M , the strip r0, 1sˆp´1, 1q where we associate p0, yq „ p1,´yq.
Notice that the set of points px, 0q, x P I form a circle S1 that wraps
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around the center of M . If we take any subset U Ĺ S1 ãÑ M , then
Uˆp´1, 1q is a local trivialization of M , so indeed M can be thought of
as a fibre bundle. In this case, M is the total space, S1 is the base space,
the fibres are F “ p´1, 1q, and the projection is simply pipx, yq “ x.
Notice that this space is not homeomorphic to S1 ˆ p´1, 1q, since M
is, in a sense, twisted while S1 ˆ p´1, 1q is not. In fact, characteristic
classes give one way of measuring the extent to which a given fibre
bundle is not trivial.
The first two examples were both vector bundles, since the fibres each
had a natural vector space structure. The M’´obius band, however,
is not a vector bundle, since p´1, 1q does not have a natural vector
space structure. We can give it such a structure though by either
specifying such a structure on p´1, 1q, or taking some homeomorphism
p´1, 1q Ñ R and then working with the natural vector structure of R.
In what follows, we will assume all fibres are vector spaces. Two def-
initions of characteristic classes will be given: the first through the
curvature form associated to a connection on a manifold, and the sec-
ond in purely cohomological terms.
7.2. Sections. Since characteristic classes arise as certain invariants
related to curvature forms, which in turn rely on the notion of a con-
nection, we will develop the necessary terminology in this section. We
start by defining sections:
Definition 7.5. A section of a vector bundle pi : E Ñ M is a smooth
function s : M Ñ E such that pi ˝ s “ IdM .
Informally, at each point p P M , a section gives us a choice of vector
sppq P pi´1ppq that varies smoothly with respect to p. As a (trivial)
example, consider the zero section defined by sppq “ 0 P pi´1ppq for
each p P M . We can also rephrase the local trivialization condition
that vector bundles satisfy in terms of sections.
Definition 7.6. Let U ĂM be an open set, where M is n-dimensional.
A frame field over U is a collection of sections si : U Ñ E, i “ 1, ..., n,
such that s1ppq, ..., snppq span pi´1ppq for every p P U .
A local trivialition of a subset φ : pi´1pUq Ñ U ˆ Rn is equivalent to
finding a frame field for that set, since any point in U ˆ Rn can be
expressed as pp, a1s1ppq, ..., ansnppqq. We denote the collection of all
sections of a vector bundle by ΓpEq, and briefly note that ΓpEq can be
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made into a vector space by defining addition and scalar multiplication
pointwise: for s, s1 P ΓpEq, a P R, we define
ps` s1qppq “ sppq ` s1ppq, pasqppq “ asppq.
Example 7.7 (Example: Sections of a tangent bundle). Consider a
manifold M , and its tangent bundle TM . Then ΓpTMq is the collection
of all possible vector fields on M , since a section of a tangent bundle is
just a vector field on the base manifold. We use the standard notation
ΓpTMq “ XpMq.
As a quick aside, we need to be able to examine how local trivializations
near each other are related. To be more precise, let pi : E Ñ M
be a vector bundle, and let Ua, Ub be two subsets of M with local
trivializations φa : pi
´1pUaq Ñ Ua ˆ Rn and φb : pi´1pUbq Ñ Ub ˆ Rn.
Now fix some p P Ua X Ub, and consider the composite map φa ˝ φ´1b :pUa X Ubq ˆ Rn Ñ pUa X Ubq ˆ Rn. We can write this composition as
φa ˝ φ´1b pp, vq “ pp, gabppqvq, where gab : Ua X Ub Ñ GLpn,Rq. This
is because φa, φb are homeomorphisms, so are invertible, from which
we conclude that φa ˝ φ´1b pp, ¨q is an invertible linear operator on an
n-dimensional real vector space, i.e. gabppq P GLpn,R. These gab are
the transition functions of the trivializations φa, φb. If Uc is another
subset of M , a quick calculation shows that gabgbc “ gac on UaXUbXUc,
which we call the cocycle condition.
7.3. Connections. Connections are the natural generalization of co-
variant derivatives from analysis in Rn:
Definition 7.8. A connection ∇ on a vector bundle pi : E Ñ M is a
bilinear map
∇ : XpMq ˆ ΓpEq Ñ ΓpEq
that satisfies the following two properties:
(i)∇fXs “ f∇Xs,
(ii)∇Xpfsq “ f∇xs` pXfqs,
where f P C8pMq, X P XpMq, and s P ΓpEq. The second property
above can be thought of as a kind of Liebnitz rule for connections.
All vector bundles admit connections, and in fact can admit a great
number of them. For simplicity, we will work just with the product
bundle MˆRn, but it should be clear how this case is used to treat the
general situation. In particular, we take an open cover of M , perform
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construct local (trivial) connections on each local trivialization, and
glue these connections together by a partition of unity on M .
We now return toMˆRn. Let U ĂM have local coordinates px1, ..., xnq,
so that the fibre Rn is generated by the vectors B1, ..., Bn, where Bi :“B
Bxi . Define a connection ∇Bi by ∇BiBj “ 0 for all i, j. The Liebnitz
rule above shows us that for an arbitrary vector X “ ři xiBi, we get
∇BiX “
ÿ
j
pBixjqBj,
which is just the covariant derivative of the vector px1, ..., xnq in the
i-th direction. Derivations are thus a natural generalization of the
familiar partial derivatives in Rn. This connection is called the trivial
connection, and it should be easy to see how to define a connection
on the whole manifold by patching together trivial connections in each
coordinate patch using a partition of unity.
7.4. Curvature. Curvature is a measure of how curved a surface is:
for curves it is just the magnitude of the acceleration vector, for surfaces
it is the product of the two principal sectional curvatures. It isn’t
so clear, however, how to generalize this notion to arbitrary smooth
manifolds. The following definition will give a generalization, which
can be seen to coincide with the standard definitions of curvature for
curves and surfaces:
Definition 7.9. Let pi : E Ñ M be a vector bundle, and ∇ a con-
nection on M . We define the curvature associated to this connection
by
RpX, Y q “ 1
2
p∇X∇Y ´∇Y∇X ´∇rX,Y sq
for vector fields X, Y P XpMq.
Indeed, curvature as it is defined here isn’t a scalar, but rather an opera-
tor on ΓpEq. A quick check shows thatRpfX, gY qphsq “ fghRpX, Y qpsq
for functions f, g, h and section s. We also have RpX, Y q “ ´RpY,Xq.
Now, fix an open set U Ă M and fix a frame field s1, ..., sn on U . We
can then write
RpX, Y qpsjq “
ÿ
i
ΩijpX, Y qsi
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since the si span the fibre at each point in U . Since R is bilinear
and alternating in its arguments, we conclude that the Ωij are also
alternating and bilinear, and so in fact are 2-tensors. Writing Ω “ pΩijq
for the n ˆ n matrix of Ωijs, we get a matrix valued 2-form Ω, called
the curvature form.
Finally, let Ua, Ub be two subsets with local trivializations, and let
Ωa,Ωb be the curvature forms associated to Ua, Ub respectively. Then
a quick computation will show that Ωa “ g´1ab Ωbgab, where the gab were
transition functions detailed above.
7.5. Pontrjagin and Chern Classes. Pontrjagin classes are invari-
ant polynomials associated to curvature forms. We call a real valued
polynomial function f , with arguments real n ˆ n matrices, invariant
if fpXq “ fpA´1XAq whenever A P GLpn, pRqq. An elementary result
in algebra states that the ring of invariant polynomials is isomorphic to
the ring of symmetric polynomials, where the symmetric polynomials
are those polynomials invariant under permutation of indeces. If we
let N “ t1, ..., nu, J “ tj1, ..., jiu Ă N , then the ring of symmetric
polynomials is generated by σi “ řJĂI xj1 ¨ ¨ ¨ xji .
Since curvature forms transform in a nice way, i.e. by GLpn,Rq, we
see that fpΩaq “ fpΩbq whenever Ua X Ub ‰ H and f is an invariant
polynomial. Notice that if f has degree k, then fpΩq is a 2k-form.
It is a nontrivial assertion that fpΩq is a closed form, and the proof
comes down to a direct computation and utilization of Bianchi’s iden-
tity (dΩ “ Ω ^ ω ´ ω ^ Ω). This allows us to consider the class
rfpΩqs P H2kDRpMq, the 2kth De Rham cohomology group. What one
finds, though, is that first rfpΩqs does not depend on the choice of
∇. The idea for the proof of this is, given two connections ∇0,∇1 on
pi : E Ñ M , we define a new connection ∇¯ on the new vector bundle
piˆ Id : E ˆRÑM ˆR in such a way that ∇¯ is a homotopy from ∇0
to ∇1. Having done this, we immediately get that rfpΩ0qs “ rfpΩ1qs,
where Ωi is the curvature form of ∇i. Thus, the cohomology classes of
curvature forms do not depend on the choice of connection, but rather
the total space E. Second, rfpEqs “ 0 whenever f has odd degree,
which follows by defining a Riemannian metric in E, and a connection
on E that satisfies
Xxs, s1y “ x∇Xs, s1y ` xs,∇Xs1y,
where X P XpMq and s, s1 P ΓpEq. Having done this, we find that
the curvature form Ω is a skew-symmetric matrix. For k odd, Ωk is
also a skew symmetric matrix, so TrpΩkq “ 0. The rest follows from
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some more elementary results on symmetric polynomials, in particular
Newton’s formula. As a result, we denote these classes by rfpEqs P
H2kDRpMq and call them the characteristic class of E corresponding to
f .
We can now give the following
Definition 7.10. Pontrjagin classes are the characteristic classes as-
sociated to the invariant polynomials 1p2piq2kσ2k. We write these as
pkpEq “
„
1
p2piq2kσ2kpEq

P H4kDRpMq.
We also have the total Pontrjagin class
ppEq “ 1` p1pEq ` ¨ ¨ ¨ ` ptn{2upEq P H˚DRpMq.
In the above, it was assumed that pi : E ÑM was a real vector bundle.
If we instead treat it as a complex vector bundle, we get the similarly
defined Chern classes.
Definition 7.11. For an n-dimensional complex vector bundle pi :
E ÑM , the Chern class of degree k is the cohomology class«ˆ´1
2pii
˙k
σkpEq
ff
P H2kpM ;Rq,
and the total Chern class is
cpEq “ 1` c1pEq ` ¨ ¨ ¨ cnpEq P H˚pM ;Rq.
Note that we’ve utilized the isomorphism HkDRpMq ” HkpM ;Rq, and
that, in fact, each Chern class is a real cohomology class. The proof
of this fact parallels that of rfpEqs “ 0 whenever f has odd degree.
Before moving on to a purely homological definition, we give one of
many connections between Pontrjagin and Chern class:
1´ p1 ` p2 ´ ¨ ¨ ¨ ` p´1qnpn “
p1` c1 ` c2 ` ¨ ¨ ¨ ` cnqp1´ c1 ` c2 ´ ¨ ¨ ¨ ` p´1qncnq
We note here that Pontrjagin and Chern classes can be defined in terms
of one another. There are also Stiefel-Whitney classes, usually defined
axiomatically, that can then be used to define Pontrjagin and Chern
classes as restrictions of fibre bundles to either real or complex situa-
tions, etc. The details can be found in [H] available online. Euler classes
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epEq are another sort of characteristic class for oriented manifolds. In
the real case, this class is the “square root” of the top Pontrjagin class,
i.e. epEq is defined by epEq2 “ pnpEq P H4npM ;Rq.
