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Real-time signal extraction is about the deﬁnition and the estimation of
signals at the current boundary of time series. Accessory, this book is also
about the early detection of turning-points, about the appropriate design of
evaluation tools - diagnostics -, about ‘long-term’ (asymptotic) dynamics of
time series and about real-time ﬁlter constraints and tests which are designed
in the framework of important real-time applications. Real-time signal extrac-
tion is a powerful ‘forward-looking’ method: detecting turning-points of cycles
or local trends in noisy series at an early stage conveys a strong prospective
perspective to the analyst. However, the complexity of the underlying estima-
tion problems is often ignored in practice. This book is a contribution towards
a systematic analysis of the structure of these important problems, from which
novel solutions are derived which ‘ﬁt’ the framework of important application
ﬁelds.
Our approach to real-time signal extraction may be claimed to be formal
as well as pragmatic. Formalism is entailed by mathematical developments in-
volving optimality concepts. Pragmatism refers to the chosen paradigm: ﬁne-
tuning solutions to particular problem structures. The resulting methodolog-
ical shift provides new insights into classic estimation problems which didn’t
receive suﬃcient attention in the past. Our perspective, which is embodied
by ‘customized’ optimization criteria, invites you to go “beyond maximum
likelihood principles”. Along that path, care is taken, throughout the book,
to embed formal concepts into empirical results - real-world applications and
artiﬁcial simulation environments - that illustrate the relevant issues.
The set of customized criteria proposed in this book was designed to match
the speciﬁc structure of important practical estimation problems. As suggested
by experience, this approach often ‘beats the market’ in the respective ﬁelds.
In this book, corresponding evidence has been collected in the context of
‘leading-indicators’. Financial trading, not yet reported, seems a very promis-
ing area. Latest customized designs won the NN3-forecasting-competition1
and bet, among others, conﬁrmed competitors such as the theta-model (win-
ner of the previous M3-competition), Forecast-Pro (best commercial package
in the M3-competition), Autobox (an ARIMA-based high-performer) and the
well-known X-12-ARIMA procedure. In order to explain the observed eﬃ-
ciency gains, we here rely on controlled simulation experiments as well as new
diagnostic tools which emphasize the relevant ﬁlter characteristics.
Empirical results in this book support strong evidence against the gener-
ally admitted ‘optimality’ of traditional model-based approaches.
1See www.neural-forecasting-competition.com: 111 monthly economic time series
of length between 50 and 110 observations were to be forecasted up to 18-steps ahead.2 Contents
1. The traditional one-step ahead mean-square criterion cannot account for
important estimation problems like, for example, the early detection of
turning-points, see chapter 5. Even worse: it cannot account for mean-
square performances of the resulting real-time estimates, see chapter 4.
2. Model-based approaches often perform worse speciﬁcally in the most im-
portant time points, namely the turning-points, of a time series, see chap-
ter 5.
3. The most important salient features of real phenomena - namely trend
dynamics, seasonal ﬁgures and noise ﬂoor - cannot be matched by rigid
model structures inspired by misleading ‘parsimony’ principles, see chap-
ters 3 and 4. Much more ﬂexible designs are necessary in order to match
the complexity of real-world time series.
4. Traditional model-based approachesare prone to severe model mis-speciﬁcations
aﬀecting performances of real-time estimates, see chapters 1 and 4.
5. The well-known model-identiﬁcation, -estimation and -diagnostic phases
do not match the particular structure of complex real-time estimation
problems, see chapters 1, 4 and 5.
6. Inferences about the important ‘long-term dynamics’ of processes - unit-
root tests - can account neither for the complexity nor for the structure
of real-time estimation problems, see chapter 6.
7. The ﬁxation on properties of the data generating process (DGP) distracts
from the relevant characteristics of the interesting real-time estimates, see
chapter 4 (diagnostics) and 5 (turning-points).
8. Model-based signal deﬁnitions, derived from more or less severely misspec-
iﬁed models - and therefore lacking formal justiﬁcation -, cannot account
for particular research purposes.
9. The tricky entanglement between signal deﬁnitions and structures of the
resulting real-time estimation problems cannot be accounted for by model-
based approaches, see chapters 3 to 6.
A frequent argument of advocates of traditional model-based approaches is
that, given such a list of severe deﬁciencies, it should have lead to an extinc-
tion of the method in a purely Darwinian acception of evolution. Why didn’t
that happen? The crucial point to note is that model-based approaches of-
ten perform well with respect to the particular purpose for which they were
designed, namely one-step ahead forecasting. However, our results strongly
suggest that real-time signal extraction magniﬁes methodological issues that
are otherwise negligible in one-step ahead forecasting, see chapters 1 and 3 to
6. Our answer to the above argument is that, depending on your particular
needs and research interests - for example short-term forecasting -, model-
based approaches may be a very powerful device. But they cannot account
for the structure of all practically relevant prospective estimation problems.Contents 3
Assume, for a moment, that such evidence is given here. What kind of
solution can you expect to be given in order to solve all these problems simul-
taneously? Let us answer point by point:
1. We propose optimization criteria that match the structure of the under-
lying estimation problems: instead of models we design ﬁlters, instead of
one-step ahead mean-square performances (of the model) we minimize the
induced mean-square ﬁlter error directly, see chapter 3. If turning-points
are of concern, then we design ﬁlters that are fast (vanishing time de-
lay) and reliable (strong noise damping) simultaneously, see chapter 5.
By abstracting away from ‘modeling the data’, the proposed fundamental
methodological shift focuses on the relevant estimation problems instead.
2. Interesting properties of the ‘turning-point’-criterion are that it general-
izes the mean-square loss-function and that it emphasizes performances
of the resulting ﬁlter speciﬁcally in turning points, see chapter 5. Cor-
responding real-time ﬁlters trade ‘mean-square’ against ‘selective-square’
(in turning-points) performances. Of course, in order to be practically rel-
evant, this selectivity-eﬀect is obtained without knowledge of the precise
location of turning-points.
3. We propose a general but parsimonious (which is not to be confounded
with excessively simplistic) ﬁlter class which is able to account for the
salient features of real-world data, see chapter 3. In terms of spectral
decompositions of time series, this ﬁlter class accounts for the location, the
height and the width (three parameters) of the low-frequency (trend) and
the seasonal spectral peaks as well as for the noise ﬂoor. For monthly series
this amounts to 3+6*2+1=16 degrees of freedom (locations of potential
monthly peaks are known a priori). Additionally, it can account for time
delay issues (speed), which amounts to an additional parameter, and a
fundamental bias-variance dilemma, see chapters 3 to 6. Parameters in
this high-dimensional space are constrained ‘by design’ to operate on the
relevant salient features only. As a consequence over-ﬁtting is avoided even
in samples as small as 60 observations (ﬁve years of data), see chapter 7.
Sceptics may consider the outcome of the NN3-competition in which some
series were even shorter than that.
4. Like models, ﬁlters can be mis-speciﬁed, see chapter 6. However, forecast-
ing models often continue to perform well in their limited one-step ahead
perspective even if they are mis-speciﬁed - because they have been opti-
mized accordingly - but performances of real-time estimates deteriorate
markedly, see chapter 4. Analogously, even mis-speciﬁed real-time ﬁlters
continue to perform well with respect to performances of real-time esti-
mates, because they have been designed accordingly, see chapter 8. The
crucial point to note is that mis-speciﬁcation can be alleviated by optimiz-
ing parameters speciﬁcally in view of the relevant estimation problem.4 Contents
5. We propose a complete a new statistical apparatus - optimization criteria,
diagnostic tools, tests - that matches the structure of important real-time
applications.
6. Instead of inferring unobservable properties of the data generating pro-
cess - unit roots - we emphasize the practical relevance of particular ﬁlter
constraints which are useful in the case of asymptotically unbounded time
series. Thus, these ﬁlter constraints are imposed in the case of integrated
processes, for example. A formal test statistic is derived which, in the case
of integrated processes, generalizes traditional unit root tests to estimation
problems involving arbitrary linear combinations of one- and multi-step
ahead forecasts, see chapter 6. The emphasize of multi-step ahead per-
formances in the proposed test is rewarded by a substantial increase of
the power, in particular in the case of bounded data such as, for example,
diﬀusion indices, see chapter 8. Theoretical as well as empirical results in
chapters 6 and 8 reveal that the structure (diﬃculty) of the estimation
problem is a crucial test-issue. Therefore, the signal-deﬁnition is, again,
an integral part of the criterion (test) which is in complete opposition to
traditional approaches.
7. We abstract from the data generating process by relying on statistics
that are suﬃcient for the proposed real-time estimation problems and
by focussing on the properties of the resulting real-time ﬁlters directly.
That way, we are able to control important characteristics of the ﬁlter
such as amplitude or time delay (phase) functions. This opens the way
to turning-point criteria and reﬁned diagnostics emphasizing real-time
desiderata rather than dispensable one-step ahead issues.
8. From a systematic reﬂection about ‘signals’, their methodological ‘essence’
and their intimate connection to the structure of the real-time estimation
problem, we deduce that the ultimate purpose of ‘signals’ should be a
reﬂection of the particular research purpose of the analyst: functional
signal deﬁnitions open the door to a systematic operationalisation of a-
priori knowledge of the user.
9. All statistics in our approach take account of the subtle entanglement of
signal deﬁnition and structure of the estimation problem by emphasizing
explicitly the corresponding issues in estimation, in diagnostics and in
inferences.
Beating the market implies, at least to some extent, manhandling of the main-
stream which is not always positively received. To illustrate this point, current
practices in reviewing processes are exposed in chapter 9. Based on this expe-
rience, we felt it necessary to list some ‘warnings’ in order to avoid confusion:
• If your opinion is that Fourier analysis is a perverted perception of reality,
then the material in this book will expose you to diﬃculties since it is
devoted to the frequency domain which oﬀers a natural approach to real-
time signal extraction problems.Contents 5
• If you are an adherent of more or less dogmatic views about statistical
estimation principles, then the inherent pragmatism of the approach may
irritate you.
• If you are an English grammarian, then this text is likely to hurt your
sensibility.
• If you are an economic historian haunting forgone economic cycles then the
prospective content of the approach will distract you from your professional
vocation.
• Finally, if you take the viewpoint of an applied economic researcher who
is primarily interested in seeing examples and ﬁgures based on US-GDP,
then you will be disappointed, see footnote 1, p. 9 for corresponding issues.
This book is not an achievement in some exotic academic research ﬁeld. In-
stead, it is an incomplete essay intended to start a discussion about method-
ological issues in some practically relevant application ﬁelds. The material
herein takes its origin in the pioneering work by Winfried Stier and Bernd
Schips. Asymptotically, I’m inﬁnitely grateful for their support, their patience
and their positive convictions. Great thanks also to all those who have con-
tributed to improvements or seemingly degradations. In particular I would like
to thank David Findley and Tucker McElroy from Census Bureau for the dis-
cussions and the pertinent remarks they made about the proposed approach.Part I
Model-Based Approaches1
Real-Time Signal Extraction: Model-Based
Approaches
1.1 Introduction
Signal extraction is about the deﬁnition and the estimation of interesting
components of a time series. Typical applications include trend estimation
or seasonal adjustment of time series. Real-time signal extraction emphasizes
the estimation problem at the current boundary of ﬁnite samples. Typically, a
strong prospective aspect is associated with this discipline because it conveys
information about phenomena - trends or ‘turning-points’ for example - which
are likely to condition the future evolution of the analyzed system. This book
is devoted entirely to real-time problems - estimation of signals and detection
of turning-points - and it proposes an eﬃcient statistical apparatus tailored
speciﬁcally to this important and practically relevant topic.
1.1.1 Real-Time Signal Extraction in Practice
Leading indicators are typical applications of real-time signal extraction be-
cause the prospective perspective is emphasized by users which are primar-
ily interested in the last (few) observation(s). A particular monthly leading-
indicator and the corresponding quarterly Swiss GDP growth-rate1 are plotted
in ﬁg. 1.1 (the GDP series is maintained ﬁxed within quarters). Leading indi-
cators are constructed by aggregating time series supposed to anticipate the
economic growth such as, for example, business survey data (see chapter 4
for empirical results). Unfortunately, these time series are generally ‘contam-
inated’ by noise as well as seasonal components which impair an assessment
of the immediate economic ‘state’. The latter is commonly reﬂected by a par-
ticular trend signal which is to be extracted at the current boundary t = T.
1An anonymous referee pointed out that he “took the viewpoint of an applied
economic researcher who ... is not very interested in the Swiss economy”. May we
suggest to take the viewpoint of an applied mathematician instead?10 1 Real-Time Signal Extraction: Model-Based Approaches
GDP−Quarterly and Monthly Leading Indicator
Leading Indicator
Quarterly GDP
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Fig. 1.1. GDP quarterly (dotted line), leading indicator (solid)
In order to illustrate the relevant topics, the original indicator (aggre-
gate) is compared to the ﬁnal (smoothed) indicator in ﬁg.1.22. The ‘trend’-
Leading Indicator: Original and Filtered Series
Dec 1993 Dec 1996 Jan 2000 Jan 2003 Feb 2006
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4
Fig. 1.2. Leading indicator (solid), unﬁltered indicator (shaded)
component here is the resultant of the well-known X-12-ARIMA procedure
2The time series in ﬁg.1.1 is shorter because the GDP-series is not available
towards the current boundary. Currently (mid-2007), values for 2005 are still subject
to revisions and the last asserted turning-point is in spring 2004.1.1 Introduction 11
and is related to the so-called Henderson ﬁlter3. In order to ‘extract’ this
trend component, symmetric ﬁlters are used preferably4. However, towards
the current boundary of a ﬁnite sample, symmetric ﬁlters have necessarily
to be approximated by asymmetric designs, see section 1.4. Therefore, cur-
rent estimates generally diﬀer from the intended ‘ﬁnal’ signal. Very often in
practice, current estimates are therefore ‘revised’ when new data ﬂows in.
This eﬀect is illustrated in ﬁg.1.3 where estimates obtained in real-time (solid
lines) are compared to the ‘ﬁnal’ X-12-ARIMA trend (dotted) in the vicin-
ity of the last asserted turning-point of the original GDP-series (see footnote
2). One can see that the real-time series diﬀers noticeably from the ‘ex post’
Real Time Estimates
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Fig. 1.3. Trend (dotted) and real time estimates (solid lines)
(ﬁnal) signal. Obviously, identifying turning-points is a challenging exercise
because real-time estimates are ‘noisy’ and delayed. In this example, one can
provide empirical evidence that the ex-post ﬁlter ‘leads’ the GDP growth rate
whereas the real-time ﬁlter ‘lags’ it. This subtle diﬀerence is often diﬃcult to
communicate to unexperienced users which are easily mystiﬁed by ﬁgures like
1.1 because the ex-post area overwhelms the tiny but determinant current
boundary.
‘Reliability’ and ‘speed’ of the real-time ﬁlter can be improved both and
corresponding techniques are presented in part III of the book. The output of
3The original indicator relied on X-11. Experiments were conducted with forecast
extensions based on X-12-ARIMA, version 0.2.8, see section 4.1.2 for details.
4Symmetric ﬁlters are completely free of time shifts (see section 2.1.2) which is
often desired in practice because input series and output signal are ‘synchronized’,
see section 1.3 and chapter 2.12 1 Real-Time Signal Extraction: Model-Based Approaches
an optimized ‘turning-point’-ﬁlter is shown in ﬁg.1.45. The smoother series is
TP−Filter Adjusted in Level
T
T
T
T
T
T
T
T
Dec 1993 Apr 1995 Aug 1996 Dec 1997 Apr 1999 Aug 2000 Dec 2001 Apr 2003
−
1
0
1
2
3
Fig. 1.4. TP-ﬁlter and input series (unﬁltered indicator)
the output of an optimal one-sided ﬁlter based on present and past observa-
tions only. It is not subject to revisions6. The graph plots real-time estimates
obtained in each time-period. Turning-points of the interesting (symmetric)
trend are identiﬁed by vertical lines whereas those of the one-sided ﬁlter are
denoted by a large “T”7. As can be seen, the mean-delay of the real-time ﬁlter
vanishes and ‘false alarms’ do not occur between consecutive turning-points:
the ﬁlter is both fast and reliable. The prospective content of the ﬁlter-output
is related to the accurate dating of turning-points in real-time.
The equivalent one-sided ﬁlter of any signal-extraction procedure would
be obtained by ﬁxing the ﬁrst estimate i.e. by renouncing to ‘revise’ it. As
suggested by ﬁg.1.3, such a series would be quite noisy, particularly in the
vicinity of turning-points. Moreover, the latter would be systematically de-
layed, see chapter 5 for details. Therefore, revisions are generally claimed to
be necessary since past signal estimates are improved. Nevertheless, we here
brieﬂy question the practical relevance of revisions, in particular in the above
5The shorter time span is due to the fact that the reference (symmetric) trend
ﬁlter cannot be computed towards the boundaries of the sample.
6Strictly speaking, small data revisions occur because the coverage of the business
survey is not complete at the end of each month (approximately 90% of the ﬁnal
coverage is achieved ‘only’). The ﬁlter itself is one-sided and therefore not subject
to revisions.
7The trend signal is deﬁned in section 4.1.1. Note that local extrema of the series
do not necessarily coincide with turning-points of the trend which is sometimes
complained by users unaware of the estimation problem.1.2 Signal Extraction 13
prospective perspective. Indeed, practitioners or researchers interested in the
future course of a time series often do not care about reﬁned ‘cosmetics’ in
past data. Extensive experience in the context of the above economic barom-
eter conﬁrms that the majority of users prefer unrevised data because of the
more appealing stable ﬁgure at the current boundary. Moreover, improving
the quality of real-time estimates (see ﬁg.1.4) alleviates to some extent the
need for revisions. Therefore, the institute of business cycle research (KOF-
ETH) has decided to publish the non-revised real-time indicator based on an
improved ﬁlter-design which is at the heart of this book.
The ﬁlter whose output is seen in ﬁg.1.4 is optimized explicitly for the
(real-time) detection of turning-points. It is fast and reliable but it does not
provide the best mean-square approximation of the trend. Speciﬁc solutions
for both problems are proposed in parts II and III of the book. Interestingly,
both criteria are incongruent. We deduce that optimization criteria should ac-
count for the speciﬁc needs of a particular application.
1.2 Signal Extraction
Signal extraction is a complex domain embracing, among others, engineer-
ing, mathematical, physical and economic sciences. Due to time and space
limitations we here restrict ourselves to a brief overview which emphasizes
methodological issues related to model-based approaches.
1.2.1 Signals: Deﬁnitions and Model-Plurality
As stated in the introduction, signal extraction is about the deﬁnition and
the estimation of interesting components of time series. Typical component
models are either additive or multiplicative8
Xt = Tt + Ct + St + It (1.1)
Xt = TtCtStIt
where Tt, Ct, St and It are the trend, the cyclical, the seasonal and the irreg-
ular components respectively. We refer to Nerlove, Grether and Carvalho [63]
for an interpretation of these components.
Signals of interest are typically the trend Tt, the cycle Ct, the trend plus cycle
Tt + Ct or the seasonally adjusted time series Xt − St. Often, though not
always, neither the seasonal nor the irregular components are of interest per
8Various diﬀerent ‘models’ are implemented in practice though it is not necessary
to emphasize this diversity for the particular purpose of this book.14 1 Real-Time Signal Extraction: Model-Based Approaches
se and must be ‘eliminated’.
Note that any sequences of numbers Tt, Ct, St and It adding to Xt in
1.1 may be declared to be ‘components’. Therefore, severe assumptions are
necessary to deﬁne components uniquely. Evidently, such a set of assumptions
cannot claim universality since it depends on the subjective perception and
comprehension of ‘reality’ of the model builder. Nevertheless, particular model
representations seem to achieve some consensus in larger user-communities.
Two ‘main streams’ emerge: the ARIMA-model based approach and the struc-
tural time series model approach. In the former, components are derived from
an ARIMA-model for the DGP (Data Generating Process) whereas in the
latter, component-models are deﬁned a priori9.
‘Signals’ depend on the particular set of identifying assumptions which can
diﬀer with respect to very basic characteristics. So for example Beveridge and
Nelson assume perfectly dependent components whereas Hillmer and Tiao
propose a decomposition into orthogonal (independent) components. For a
particular time series10, Wildi [75] compares trends generated by three well-
known approaches which are plotted in ﬁg. 1.5.
1985 1987 1989 1991 1993 1995
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11.8
11.9
12.0
12.1
Fig. 1.5. Variety of trend signals: Census- (solid), Tramo-(dotted) and Beveridge-
Nelson-trends (shaded)
Since the observed trends diﬀer qualitatively one is tempted to ask which is
the ‘better’ one. In this context, a straightforward idea would be to check
9‘Top-down’ vs. ‘bottom-up’ modeling.
10The ‘UK car-sales’ series is part of a demonstration sample contained in DEME-
TRA, see section 4.1.2. Our interest for this series is strictly limited to the illustration
of the fundamental signal identiﬁcation problem.1.2 Signal Extraction 15
model assumptions since then ‘optimality’ (of the signal) could be established
formally and/or empirically. Unfortunately, it is diﬃcult to verify stochastic
properties of components (time series) that are unobserved. As a consequence,
the decision for a particular ‘best’ signal must be based on additional infor-
mation i.e. on a priori knowledge. Now practitioners often know what kind
of signal they would like to see according to the particular purpose of their
application. Whereas a climatologist would like to infer something about a
long-term trend (very smooth component) an intra-day trader would be inter-
ested in short-term movements (‘trends’) of the underlying assets. Economists
often rely on methods allowing for adjustable ‘smoothness’ through a suitable
parameter. A typical example is the so-called Hodrick-Prescott trend signal.
We infer that real-time signal extraction procedures should allow for increased
ﬂexibility with regards to signal-choices by interfacing with user preferences:
nothing outside the scope of the analysis and the comprehension of the ana-
lyst adds substantially to the ‘signal-choice’ except, perhaps, peer pressure.
Assuming the above fundamental signal-‘un-determinacy’, our intention is
not to promote a particular deﬁnition here. Instead, we focus on the general
real-time estimation problem, by assuming that a particular signal has been
preselected by a user which is aware of his choice.
1.2.2 Extraction: Maximum Likelihood Principles
Despite more or less severe discrepancies regarding model assumptions, model-
based methods rely on common methodological principles. We here brieﬂy
summarize the main points and indicate some limitations in the context of
real-time signal extraction.
Estimation
Let f(X1,....,XT|θ) denote the common density function of X1,...,XT. This
function is determined (by model assumptions) up to a parameter-vector θ
which links the model to the data. The maximum likelihood (ML-) estimate
ˆ θ of θ is
arg
 
max
θ
f(X1,....,XT|θ)
 
= arg
 
max
θ
 
f(X1|θ)
T  
t=2
f(Xt|Xt−1,...,X1,θ)
  
= arg
 
max
θ
 
T  
t=2
ln
 
f(Xt|Xt−1,...,X1,θ)
 
+ ln(f(X1|θ))
  
(1.2)
where we used the well-known factorization of the common density function in
the product of its conditional densities. In the case of the Gaussian distribu-
tion, the last expression corresponds to the least-squares estimation principle.16 1 Real-Time Signal Extraction: Model-Based Approaches
Often, in applications, ln(f(X1|θ)) is ignored and the resulting ˆ θ is called a
conditional ML-estimate. The crucial point is that f(Xt|Xt−1,...,X1,θ) is the
distribution of the so called ‘innovation’, that is the amount of new informa-
tion contained in Xt which cannot be accounted for by the ‘past’ Xt−1,...,X1.
If we neglect ln(f(X1|θ)) in 1.2, then we deduce that ML-estimates essentially
rely on (the distribution of) one-step ahead forecasting errors, irrespective of
the purpose of a particular application.
Users interested in multi-step ahead forecasts or, more generally, in a par-
ticular function of one- and multi-step ahead forecasts are assigned to rely on
statistics which are not derived explicitly for their particular purpose. How
can the obvious pretention towards generality of ML-principles be justiﬁed in
theory? Well, if the model or, equivalently, if the common distribution func-
tion are the ‘true’ ones, then ML-estimates are asymptotically eﬃcient. In the
context of artiﬁcial simulation experiments, this ‘conditional’ eﬃciency can be
veriﬁed empirically for real-time signal extraction applications, see chapters
7 and 8. Unfortunately, the data generating mechanism is generally unknown
and asymptotic concepts are complaisant approximations11. Therefore, ‘esti-
mation’ is generally complemented by ‘identiﬁcation’ and ‘diagnostic’ phases.
Identiﬁcation
Process-identiﬁcation is guided by a priori knowledge (if available) and by
statistics which are tailored to that particular purpose. Information criteria
are of the general form
Goodness of Fit + Model Complexity → min
The goodness of ﬁt can be measured by the size of the residuals (estimated
innovations) and the complexity of the model can be accounted for by the
number of estimated parameters. To illustrate this concept, the widely-used
AIC-criterion is based on
ln(ˆ σ
2) + 2
Number of Parameters
T
where ˆ σ2 is the variance of the mean-square one-step ahead forecasting error.
As for the previous estimation problem, the identiﬁcation generally relies
on one-step ahead forecasting errors irrespective of the particular application
at hand.
11The resulting incidences on the quality of real-time estimates are analyzed in
chapter 4 where it is shown that eﬃciency cannot be claimed anymore.1.3 Real-Time Estimation Problem 17
Diagnostics
In order to verify the validity of the imposed model assumptions, typically
model-residuals are analyzed. Interesting topics include stationarity (constant
zero-mean, constant variance) and independence which, in practice, is often
‘boiled down’ to zero-autocorrelation. A widely-used instrument in this con-
text is the so-called Ljung-Box statistic
Qm = T(T + 2)
m  
k=1
r2
k
T − k
where rk is the sample autocorrelation of the residuals12.
As for the preceding two model-building phases, diagnostics generally rely
on one-step ahead forecasting errors. New developments emphasizing the real-
time estimation problem are provided in Tucker/Wildi [59].
1.3 Real-Time Estimation Problem
In virtual bi-inﬁnite samples, symmetric ﬁlters can be used in each time point
for approximating interesting signals (see footnote 4, p.11). In practice, how-
ever, ﬁnite samples are available only, which limit the usefulness of symmetric
ﬁlters. As an example, assume X1,...,XT has to be processed by a symmetric
MA(2k + 1)-ﬁlter13
Yt =
k  
j=−k
γjXt−j
whose output Yt is of interest. Now Yt can be computed for a limited set of
time points t = k + 1,...,T − k only. If the MA-coeﬃcients decay suﬃciently
rapidly, say γj ≈ 0, for |j| > k′, then the ﬁlter output can be approximated by
truncating the original MA(2k+1)- to a smaller-order MA(2k’+1)-ﬁlter which
would allow to extend signal estimates Yt to t = k′+1,...,T −k′. Towards the
sample boundaries t = 1 and t = T, however, the approximations get worse
as the original ﬁlter must be truncated more heavily on its left- or right-hand
side.
The concept of ‘optimality’ of ﬁnite ﬁlters entails time-dependency or,
equivalently, non-stationarity. Indeed, whereas optimal ﬁlters are more or less
symmetric in the vicinity of t = T/2 (the middle of the sample) they must
necessarily become more and more asymmetric towards the boundaries and,
in general, the goodness of the ﬁlter approximation worsens towards T, recall
12Often, model-based methods also check autocorrelations of squared residuals.
13See footnote 4, p.11 for a motivation of the symmetry property γk = γ−k.18 1 Real-Time Signal Extraction: Model-Based Approaches
section 1.1.1. Therefore, the mean-square ﬁlter error is time dependent, grow-
ing towards the sample boundaries.
Revisions are another facet of ‘optimality’. As new data becomes available,
the previous history is revised in order to account for the additional informa-
tion, see ﬁg.1.3. Recent results devoted to this important topic are provided in
Aston/Findley [6], Aston et al.[5], Findley/Martin [38], Findley/Tucker [37],
Tucker/Wildi [59], Wildi [75] and Wildi/Schips [76].
Whereas the aforementioned non-stationarity is generally ignored14 - be-
cause cognitive faculties of users are abused15 - , revisions are often felt to
be (highly) undesirable because their eﬀects are conspicuous, recall ﬁg.1.3.
Revisions unsettle users by highlighting problems which are generally not of
immediate concern. Indeed, practicioners would often prefer to know more
about the accuracy of turning-point ‘signals’ (alarms) for example. Unfortu-
nately, revisions essentially convey level-information because the traditional
mean-square error criterion emphasizes that particular aspect. The general
approach proposed in this book enables to align the scope of the analysis on
user speciﬁc requirements. So for example level- or turning-point issues can be
emphasized by simple parametric settings. Moreover, if turning-points are of
primary interest, ‘risk aversion’ can be accounted for comprehensively16. As
a result, individual user-preferences can be operationalized straightforwardly.
In many applications, an eﬃcient concurrent estimate ˆ yT of the most re-
cent component value yT in t = T - for example the trend or the seasonally
adjusted series - is required, see ﬁg.1.4. Findley et al. [38], p.2 argue: “As the
ﬁrst-published adjustment for month T, this is the adjustment that receives
the most attention ... Thus it is especially important to consider properties of
the concurrent ﬁlters”. In the following, we associate the real-time estimation
problem with the computation of eﬃcient concurrent estimates. Therefore, we
fade-out non-stationarity or revision issues although the computation of eﬃ-
cient concurrent estimates alleviates these problems, of course.
1.4 Model-Based Real-Time (Concurrent) Filters
Suppose the stochastic processes Yt and Xt are related by Yt =
 
|k|<∞ γkXt−k
where γk = γ−k is a symmetric possibly bi-inﬁnite ﬁlter (i.e. there is no m
such that γk = 0 for all |k| > m) with real transfer function
14Some authors have plead for the use of unrevised data in order to overcome
that diﬃculty, see for example Bell [9].
15Non-stationarity in levels can be detected quite easily by eye but evolving au-
tocorrelations or variances, which are aﬀected here, are often more diﬃcult to rec-
ognize.
16The user can emphasize either ‘speed’ or ‘reliability’ of the real-time ﬁlter, see
chapter 5.1.4 Model-Based Real-Time (Concurrent) Filters 19
Γ(ω) =
 
|k|<∞
γk exp(−ikω) = γ0 + 2
 
k>1
γk cos(kω)
and suppose we want to approximate YT given X1,...,XT. Since the bi-inﬁnite
estimate YT satisﬁes
YT = ... + γTX0 + γT−1X1 + ... + γ0XT + γ1XT+1 + ...
a straightforward device would be to replace unknown random variables on
the right-hand side by estimates
ˆ YT := ... + γT ˆ X0 + γT−1X1 + ... + γ0XT + γ1 ˆ XT+1 + ... (1.3)
(note that γT = γ−T by symmetry).
In many applications, the ﬁlter coeﬃcients decay ‘rapidly’ so that |γT+i|
is ‘small’, implying that the estimate (1.3) can be replaced by
ˆ YT = γT−1X1 + ... + γ0XT + γ1 ˆ XT+1 + ... (1.4)
where past estimates have been ignored (in short samples this approximation
may be misleading, see for example Findley and Martin [38] for a comprehen-
sive survey).
Traditional model-based approachessuch as implemented in X-11-ARIMA,
X-12-ARIMA or TRAMO/SEATS solve the above real-time estimation prob-
lem - either explicitly or implicitly - by ‘stretching’ Xt,t = 1,...,T by back-
and forecasts of the time series based on a time series model for the DGP. As-
sume, for example, that Xt is a random-walk process. Then ˆ XT+k = XT,k > 0
and 1.4 becomes
ˆ YT = γT−1X1 + ... + γ0XT + γ1 ˆ XT+1 + γ2 ˆ XT+2...
= γT−1X1 + ... + γ0XT + γ1XT + γ2XT...
= γT−1X1 + ... +
 
k≥0
γkXT
For a white noise process one would obtain
ˆ YT = γT−1X1 + ... + γ0XT + γ1 ˆ XT+1 + ...
= γT−1X1 + ... + γ0XT
and for ‘white noise plus constant level’ one obtains
ˆ YT = γT−1X1 + ... + γ0XT + γ1 ˆ XT+1 + ...
= γT−1X1 + ... + γ0XT + γ1X + γ2X + ...
= (γT−1 + 1/T
T−1  
k=0
γk)X1 + ... + (γ0 + 1/T
T−1  
k=0
γk)XT20 1 Real-Time Signal Extraction: Model-Based Approaches
where X is the mean (level estimate) of the series. More generally, forecasts
ˆ XT+k are functions of past and present observations so that 1.4 is a particular
asymmetric ﬁlter, see section 10.7 for details.
Under the unrealistic assumption that the DGP of Xt is known - in practice
one assumes that the observations have been generated by an ARIMA pro-
cess - Cleveland [20] (stationary processes) and Bell [8] (integrated processes)
show that the proposed model-based approach (MBA) performs optimally in
a mean-square sense i.e.
E[(YT − ˆ Y MBA
T )2] → min (1.5)
see also Geweke [44], Cleveland/Tiao [21] and Maravall [57] and simulation
experiments reported in chapters 7 and 8 of this book.
1.5 Methodological Problems
1.5.1 The One-Step-Ahead Perspective
Potential weaknesses associated with the above model-based approach are well
known. So for example in section 3.7 of the X-12-ARIMA reference manual
(version 0.2.10) the authors argue “The point forecasts are minimum mean
squared error linear predictions of future yt’s based on the present and past
yt’s assuming that the true model is used ... . These are standard assumptions,
though obviously unrealistic in practical applications. What is more realisti-
cally hoped is that the regARIMA model will be a close enough approximation
to the true, unknown model for the results to be approximately valid”.
In order to exemplify weaknesses of the model-based approach, we here
rely on a particular example related to the leading indicator discussed in
section 1.1.1. For the monthly series (business-survey data) in ﬁg.1.6, solid
line, TRAMO17 identiﬁes the following airline-model
(1 − B)(1 − B
12)Xt = (1 − 0.662B)(1 − 0.824B
12)ǫt (1.6)
after adjustments for outliers and calendar eﬀects. As can be seen from typical
diagnostic plots in ﬁg.1.7 “standard” model assumptions are met: neither the
autocorrelation- nor the partial autocorrelationfunction nor the Ljung/Box
statistics suggest signiﬁcant departures from the null-hypothesis18. However,
a realization - simulation - of the process deﬁned by 1.6 in ﬁg.1.6 (dotted
17As implemented in DEMETRA, version 2.04, see section 4.1.2 for details.
18TRAMO as well as X-12-ARIMA provide additional diagnostic tools such as
heteroscedasticity or model stability tests which did not lead to a rejection of the
above model neither.1.5 Methodological Problems 21
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Fig. 1.7. Diagnostics airline model for series 31
line) shows obvious departures from the original path19. A prolongation of
19The plotted path represents quite well the main-features of the process-
dynamics so that we can safely renounce on lavish simulation experiments here.22 1 Real-Time Signal Extraction: Model-Based Approaches
the path in ﬁg.1.8 conﬁrms that the artiﬁcial series is dominated by a strong
trend component which is a ‘stylized fact’ of I(2)-processes and therefore of
the identiﬁed airline model. The level of the original time series is much more
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Fig. 1.8. Long model simulation for series 31
‘stationary’ because the series is bounded by construction. Note that many
important economic time series are ‘bounded’ either explicitly (by construc-
tion) or because of trivial physical laws or because of regulating mechanisms20.
Note that the previous model-choice is conﬁrmed by X-12-ARIMA21 which
selects
(1 − B)(1 − B12)Xt = (1 − 0.669B)(1 − 0.816B12)ǫt
These mis-speciﬁcations are not exceptional. In fact, as shown by empirical
results in chapter 4, they seem to be the rule, see for example table 4.5. We
gather that approximations of the putative DGP by ARIMA-models can be of
rather poor quality in practice because traditional statistics - addressing esti-
mation, identiﬁcation or diagnostics - are misleadingly conditioned by the rigid
20Typical examples are rates: GDP-growth rate, inﬂation rate, unemployment
rate, yield curves.
21Version 0.2.10, download on 03.02.2006. Empirical comparisons are based on the
latter and on version 0.2.8 as implemented in DEMETRA. The model was selected
after linearization (outlier, shifts, trading-days) and log-transform: the original series
was previously lifted by 100 so that positive values are observed only.1.5 Methodological Problems 23
short term ‘one-step ahead’ perspective imposed by maximum-likelihood prin-
ciples, recall section 1.2.2. The main point is that the mis-speciﬁed model may
perform well for the purpose imposed by the optimization criterion, namely
one-step ahead forecasting, but for real-time applications, which rely heavily
on multi-step ahead forecasts, performances can deteriorate, see chapter 4.
Another issue, widely observed in practice, is the degradation of the perfor-
mance of real-time model-based ﬁlters in the vicinity of turning-points which
are often of utmost importance. The reason for this ‘selective’ misbehavior
often lies in the simple fact that the series shows strong mean-reversion in
a turning-point whereas integrated processes do not, of course. Therefore,
multi-step ahead forecasts derived from such a misspeciﬁed model are heavily
biased: positively biased in a downturn or negatively biased in an up-turn. In
chapter 5 we propose an alternative approach whose performance is enhanced
speciﬁcally in turning-points (at costs of the remaining time points).
1.5.2 Current Developments
In a traditional model-based perspective, forecasts are the key issue to real-
time signal extraction, either in an explicit or in an implicit mode22. Numerous
attempts have been proposed to improve the quality of forecasting models.
The following selected topics illustrate the variety of on-going research in
particular in the ﬁeld of signal extraction:
• Generalizations or extensions of ARIMA-class of models are to be found in
Aston/Findley [6], Aston et al. [5] (frequency speciﬁc generalized airline
models), Bell [10] (RegComponent models), Proietti [66] (seasonal spe-
ciﬁc structural time series), Mc Coy [22] (Gegenbauer ARMA-models, fre-
quency domain, Markov-Chain Monte Carlo). Some of these approaches,
especially the seasonal speciﬁc extensions, attempt to overcome diﬃcul-
ties related to the excessively simplistic structure of traditional ARIMA-
models such as the airline-model.
• Multi-step ahead perspective: Feldpausch[34] (multi-step ahead diagnos-
tics), Clements/Hendry [19], Findley et al [39] (multi-step prediction)
• Non-Gaussian distributions: Aston/Koopman [7], Durbin/Koopman [28]
and [29]
• Combination of existing approaches: Monsell et al. [61] and Findley [36]
(combination program of X-12-ARIMA and TRAMO/SEATS called X-
13A-S)
• Unit roots and model simpliﬁcation: Mc Donald/Hood [58]
• Shrinkage estimators: Miller/Williams [60], Findley et al. [37]
Whereas some of the above extensions aim at still better one-step ahead fore-
casts, others explicitly focus on particular multi-step ahead performances.
22Real-time signal extraction by Kalman-ﬁltering or -smoothing for example is
directly related to forecasting although forecasts are not computed explicitly in
general.24 1 Real-Time Signal Extraction: Model-Based Approaches
Unfortunately, neither one matches the relevant estimation problem 1.4 con-
sidered here, namely the approximation of a particular linear combination of
one- and multi-step ahead forecasts.
1.6 Summary
Real-time signal extraction is an important ‘prospective’ estimation prob-
lem whose particular structure is much more complex than simple one-step
ahead forecasting. Therefore, it is not explicitly addressed by methods re-
lying on rigid maximum likelihood principles. A formal motivation for the
latter, namely eﬃciency, stands with very unrealistic assumptions like ‘true’
DGP or large (inﬁnite) data sets. Unfortunately, a practically very relevant
phenomenon, namely mis-speciﬁcation, oﬀenses these principles. As stated in
Chin/Geweke [18]: “An unwritten rule of forecasting is that accuracy is en-
hanced by forecasting directly what is of interest”. By contrast, this ‘unwritten’
rule stands with experience.
In the remaining parts, an alternative approach to the real-time estima-
tion problem is proposed in the frequency-domain. Simple concepts are de-
rived which allow for a more direct ‘line of attack’ which avoids the preceding
problems. The next part proposes an informal introduction to the necessary
concepts.Part II
Frequency Domain2
Filters in the Frequency Domain
Signal extraction methods are often deﬁned and implemented in the time
domain. However, as we shall see, the frequency domain oﬀers a more ‘natu-
ral’ approach, in particular in the context of real-time signal extraction. The
necessary concepts are presented in this chapter. We deliberately renounce to
emphasize formal aspects in our exposition, preferring illustrative examples to
lengthy theoretical developments. Readers who are already familiar with con-
cepts like ‘transfer functions’, ‘amplitude functions’, ‘phase’ and ‘time-shift’
functions can skip this chapter.
2.1 Filters : Deﬁnitions and Concepts
2.1.1 Transfer Function and ARMA-Filter
Filters are used to ‘separate’ diﬀerent components of a time series. The fre-
quency domain oﬀers a straightforward characterization of ﬁlter eﬀects. For
that purpose, we brieﬂy introduce the necessary notions.
Deﬁnition 2.1. A sequence γk of square-summable numbers is called a ﬁlter.
The complex function Γ( ) : [−π,π] → 1 C deﬁned by :
Γ(ω) :=
∞  
k=−∞
γk exp(−ikω)
is called the transfer function of the ﬁlter γk. If the sequences Yt and Xt are
related by
Yt =
∞  
k=−∞
γkXt−k
then Yt,Xt are called the output and the input signals of the ﬁlter γk respec-
tively.28 2 Filters in the Frequency Domain
From now on, the concepts ‘ﬁlter’ and ‘transfer function’ will be used in-
terchangeably. Therefore, Γ( ) is called a ﬁlter1. A ﬁlter Γ( ) is called real if
γk ∈ IR for all k (in this case Γ(0) ∈ IR) and it is called symmetric if γk = γ−k
for all k. If Γ( ) is symmetric and real then Γ(ω) ∈ IR for all ω.
Consider the following input-output relation:
Yt =
Q  
k=1
akYt−k +
q  
k=−r
bkXt−k (2.1)
where it is assumed that the roots of the characteristic polynomial 1 −  Q
k=1 akzk lie outside the unit circle. The resulting ﬁlter is called a stable
ARMA ﬁlter, see Stier and Wildi [70]. According to deﬁnition 2.1, the trans-
fer function of the ARMA-ﬁlter 2.1 is
ˆ Γ(ω) =
 q
k=−r bk exp(−ikω)
1 −
 Q
k=1 ak exp(−ikω)
= C exp(irω)
 n
j=1(Z2j−1 − exp(−iω))(Z2j − exp(−iω))
 n′
k=1(P2k−1 − exp(−iω))(P2k − exp(−iω))
(2.2)
 
 q+r
j=2n+1(Zj − exp(−iω))
 Q
k=2n′+1(Pk − exp(−iω))
where Z2j := ¯ Z2j−1, j = 1,...,n are complex conjugate zeroes, P2k := ¯ P2k−1
are complex conjugate poles, Zj,j = 2n + 1,...,q + r are real zeroes, Pk,k =
2n′ + 1,...,Q are real poles and
C := b−r
 Q
k=1 Pk
 q+r
j=1 Zj
is a real constant (normalization). The equivalent representation 2.2 follows
from a factorization of the numerator and denominator polynomials in the
‘variable’ exp(−iω). As an example, let yt be the output of the following
ARMA(1,1)-ﬁlter
yt = ayt−1 + b0xt + b1xt−1
Then its transfer function is
ˆ Γ(ω) =
b0 + b1 exp(−iω)
1 − aexp(−iω)
1Conditions under which this identiﬁcation is allowed formally are well known,
see for example Gasquet and Witomsky [43]. A suﬃcient condition for this ‘merging’
is the continuity of Γ( ) on [−π,π] which is assumed in the following.2.1 Filters : Deﬁnitions and Concepts 29
The numerator polynomial is b0 + b1x with root Z = −b0/b1 and similarly
P = 1/a is the root of the denominator polynomial 1 − ax. Therefore, an
equivalent representation of the transfer function is
C
Z − exp(−iω)
P − exp(−iω)
where C = −b1/a, P = 1/a and Z = −b0/b1.
An ARMA-ﬁlter is called stable if |Pk| > 1,k = 1,...,Q which ensures
the existence of a convergent MA(∞)-representation of the ﬁlter. An ARMA-
Filter is called invertible if |Zk| > 1,k = 1,...,q+r which ensures the existence
of a convergent AR(∞)-representation of the ﬁlter. A stable and invertible
ARMA-ﬁlter is called minimum-phase.
2.1.2 Amplitude, Phase and Time Shift Functions
The transfer function of an arbitrary ﬁlter can equivalently be written as
Γ(ω) ≡ |Γ(ω)|exp(iarg(Γ(ω)) (2.3)
For (real) minimum-phase ﬁlters satisfying Γ(0) > 0, Φ( ) can be uniquely
deﬁned as a continuous (inﬁnitely diﬀerentiable) odd function (i.e. Φ(ω) =
−Φ(−ω)):
Φ(ω) := i
 
ln(Γ(ω)) − ln(A(ω))
 
(2.4)
where ln( ) is deﬁned as the principal branch of the complex logarithm, see for
example Ahlfors [1], chap.8. Since Φ( ) is odd and continuous it must satisfy
Φ(0) = 0.
Deﬁnition 2.2. Amplitude and phase functions of a ﬁlter with transfer func-
tion Γ(ω) are deﬁned by
A(ω) := |Γ(ω)|
Φ(ω) := −arg(Γ(ω))
For (real) minimum-phase ﬁlters, the phase is assumed to be deﬁned by 2.42.
The so called convolution theorem states that if ﬁlters with transfer functions
Γk( ) are serially connected, then the transfer function of the combined ﬁlter
Γ( ) is
2These concepts can be extended to non-invertible ARMA ﬁlters (with zeroes on
the unit circle). The phase function can then be deﬁned as a piecewise continuous
and odd function (formal aspects are ignored here).30 2 Filters in the Frequency Domain
Γ( ) =
m  
k=1
Γk( )
If all ﬁlters are minimum-phase, then
 m
k=1 ΦΓk( ) is a continuous and odd
function satisfying 2.3. The uniqueness property then implies
ΦΓ1   Γm( ) =
m  
k=1
ΦΓk( ) (2.5)
We now brieﬂy interpret amplitude and phase functions by assigning them
important eﬀects of the ﬁlter. Let the (complex) input signal of a (real)
minimum-phase ﬁlter satisfying Γ(0) > 0 be given by Xt := exp(iωt), t ∈ Z Z.
From
∞  
k=−r
γk exp(iω(t − k)) = exp(iωt)
∞  
k=−r
γk exp(−iωk) = exp(iωt)Γ(ω) (2.6)
one deduces that Xt,t ∈ Z Z is a periodic eigensignal of the ﬁlter with eigenvalue
Γ(ω). Input and output signals are related by
cos(tω) → A(ω)[cos(tω)cos(−Φ(ω)) − sin(tω)sin(−Φ(ω))]
= A(ω)cos(tω − Φ(ω)) (2.7)
sin(tω) → A(ω)[cos(tω)sin(−Φ(ω)) + sin(tω)cos(−Φ(ω))]
= A(ω)sin(tω − Φ(ω)) (2.8)
Thus
cos(tω) → A(ω)cos(ω(t − Φ(ω)/ω))
sin(tω) → A(ω)sin(ω(t − Φ(ω)/ω))
We infer that
φ(ω) := Φ(ω)/ω (2.9)
can be interpreted as the time shift function of the ARMA ﬁlter at frequency
ω. Equation 2.5 implies that time shifts of serially connected ﬁlters add. More-
over,
lim
ω→0
φ(ω) = lim
ω→0
Φ(ω)/ω =
dΦ
dω
 
 
   
ω=0
(2.10)
exists because Φ(ω) was deﬁned as a continuous (inﬁnitely often diﬀerentiable)
odd function. The time shift φ(0) of the ﬁlter at frequency zero is important in
the context of non-stationary integrated input processes, see chapter 6. Note
that a symmetric ﬁlter with a positive transfer function does not shift the
signal because the phase vanishes everywhere.2.2 AR- and MA-Filters: Complementary Designs 31
The amplitude function A(ω) may be interpreted as the weight (damping
if A(ω) < 1, ampliﬁcation if A(ω) > 1) the ﬁlter attributes to a sinusoidal
input signal with frequency ω. The time shift function corresponds to a trans-
lation of the signal on the time axis, see section 2.2 for illustrative examples.
If we want to approximate an arbitrary ﬁlter Γ( ) by an ARMA-ﬁlter,
then we have to account simultaneously for amplitude (‘selectivity’ matching)
and phase functions (‘time shift’ matching). Unfortunately, both functions
cannot be optimized separately because they are ‘redundant’, as shown by
the following theorem.
Theorem 2.3. Amplitude and phase functions of a minimum phase ﬁlter sat-
isfy
ln(A(ω)) = c +
1
2π
PV
  π
−π
Φ(θ)cot
 
θ − ω
2
 
dθ
Φ(ω) = −
1
2π
PV
  π
−π
ln(A(θ))cot
 
θ − ω
2
 
dθ
(2.11)
where c is a constant and PV means the principal value of the integral3.
The theorem states that any of the two functions can be derived from knowl-
edge of the other one so that modiﬁcations in any one will also aﬀect the other
one too. Fundamentally, real-time signal extraction aims at optimal simulta-
neous amplitude and time shift matchings or ‘ﬁts’, see sections 2.3, 4.5 and
5.3.
2.2 AR- and MA-Filters: Complementary Designs
Consider the ARMA(1,1)-ﬁlter
yt = ayt−1 + b0xt + b1xt−1 (2.12)
of the preceding section with transfer function
C
Z − exp(−iω)
P − exp(−iω)
(2.13)
We want to illustrate the eﬀect of the ﬁlter on components with arbitrary
frequency ω by distinguishing the following two cases.
AR(1)-Filter
The amplitude function of the autoregressive AR(1)-ﬁlter
A(ω) = C
1
|P − exp(−iω)|
3We refer to Oppenheim and Schafer [64] chap.7, (7.21) and (7.22).32 2 Filters in the Frequency Domain
is symmetric in ω and monotonically decreasing for positive ω, if P > 1. For
the particular choice C = P −1 the ﬁlter is normalized in ω = 0 i.e. A(0) = 1
and A(π) = (P − 1)/(P + 1). The phase function of the ﬁlter is
Φ(ω) = i
 
ln(C
1
P − exp(−iω)
) − ln(|C|
1
|P − exp(−iω)|
)
 
= i
 
ln(|P − exp(−iω)|) − ln(P − exp(−iω))
 
where we used the fact that C = P−1 > 0. Amplitude and time shift functions
(Φ(ω)/ω) for the normalized AR(1)-ﬁlters with parameters a = 0.9,0.8 and
a = 0.5 are shown in ﬁg. 2.1. The ﬁlters can be used as low-pass designs:
Amplitude Functions AR(1)
a=0.9
a=0.8
a=0.5
pi/6 2pi/6 3pi/6 4pi/6 5pi/6 pi
0
.
2
0
.
4
0
.
6
0
.
8
1
.
0
Time Delay Functions AR(1)
a=0.9
a=0.8
a=0.5
pi/6 2pi/6 3pi/6 4pi/6 5pi/6 pi
0
2
4
6
8
Fig. 2.1. Amplitude and Time Delay Functions AR(1)
the band-pass becomes narrower with increasing a and the time shift grows
accordingly. The positive time shift implies that the output signal is delayed.
The time delay eﬀect can be seen in ﬁg.2.2, where the input xt = t is a simple
linear trend (non-stationary signal with frequency zero). As expected, the
observed shift of the outputs conﬁrms the corresponding delays at frequency
zero noted in ﬁg. 2.1 (1, 4 and 9 time units). The above AR(1)-ﬁlter can be
formally transformed into a MA(∞)-ﬁlter
yt = (1 − a)
∞  
k=0
akxt−k (2.14)
It is then readily seen that the time delay must increase for larger a since the
magnitude of weights assigned to past observations increases also.
MA(1)-Filter
The amplitude function2.3 ARMA-Filters: Building ‘Smoothing’ Filters with Small (Vanishing) Time Delays 33
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Fig. 2.2. Linear Trend Signal: Eﬀect of Time Delay of AR(1) on Filter Outputs
A(ω) = C|Z − exp(−iω)|
of the MA(1)-ﬁlter is symmetric in ω and monotonically increasing for positive
ω, if Z > 1. If C = 1/(Z + 1) the ﬁlter is normalized in ω = π i.e. A(π) = 1
and A(0) = (Z − 1)/(Z + 1). The phase function of the ﬁlter is
Φ(ω) = i
 
ln(C(Z − exp(−iω))) − ln(|C||Z − exp(−iω)|)
 
= i
 
ln(Z − exp(−iω)) − ln(|Z − exp(−iω)|)
 
where we used the fact that C = 1/(Z +1) > 0. It is readily seen that its sign
is opposed to that of the AR(1)-ﬁlter. Amplitude and time shift functions of
the normalized MA(1)-ﬁlter
yt =
1
1 + b
(xt − bxt−1)
with parameters b = 0.9,b = 0.8 and b = 0.5 are shown in ﬁg. 2.3. The
negative time shift induces a lead. In order to conﬁrm this statement we apply
the MA(1)-ﬁlter to the linear trend xt = t and correct for the amplitude eﬀect
(i.e. we multiply the outputs by 1/A(0)). The obtained outputs are plotted in
ﬁg. 2.4 which conﬁrms the lead of the ﬁlter at frequency zero noted in ﬁg. 2.3
(-1,-4 and -9 time units).
2.3 ARMA-Filters: Building ‘Smoothing’ Filters with
Small (Vanishing) Time Delays
We saw in the preceding section that AR-ﬁlters are natural candidates for low-
pass designs. The latter are called ‘smoothing’ ﬁlters because they damp high-34 2 Filters in the Frequency Domain
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Fig. 2.4. Linear Trend Signal: Eﬀect of Time Delay of MA(1) on Filter Outputs
frequency components. For an AR(1)-ﬁlter, the amount of damping depends
on the AR-coeﬃcient a. Unfortunately, stronger elimination of high-frequency
components is associated with larger time delays (see ﬁg. 2.1) which is often
undesirable in applications and, especially, in real-time signal extraction. MA-
ﬁlters, on the contrary, can induce negative time shifts but then they are not
well suited for smoothing purposes because undesirable high-frequency com-
ponents are magniﬁed, see ﬁg.2.3.
Often, in practice, trend-ﬁlters are needed which eliminate ‘noise’ without
delaying the interesting ‘trend’ signal. In order to deﬁne low-pass smoothing2.3 ARMA-Filters: Building ‘Smoothing’ Filters with Small (Vanishing) Time Delays 35
ﬁlters with small time delays (vanishing time delay towards frequency zero for
example) we have to combine suitably AR- and MA-designs. As an example,
consider the real AR(2)-ﬁlter with transfer function
ΓAR =
C
(P − exp(−iω))(P − exp(−iω))
For the particular choice P := 1.2exp(iπ/12) and C = (P − 1)(P − 1)4,
amplitude and time delay functions of the ﬁlter are plotted in ﬁg.2.5. One
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Fig. 2.5. Amplitude and Time Delay: AR(2), MA(1), ARMA(2,1)
can see that the ﬁlter smooths quite strongly but its time delay at frequency
zero is ‘large’ (> 2.5 time units). Amplitude and time delay functions of the
MA(1)-ﬁlter with transfer function
ΓMA(ω) = C(Z − exp(−iω))
are plotted in the same ﬁgure for Z ≈ 1.383 and C = 1/(Z + 1) (so that
AMA(π) = 1). Finally, amplitude and time delay functions of the ARMA(2,1)-
ﬁlter with transfer function
ΓARMA = C
Z − exp(−iω)
(P − exp(−iω))(P − exp(−iω))
are also plotted in the same ﬁgure, where P and Z are taken from the previous
two ﬁlters and C = (P − 1)(P − 1)/(Z − 1) (so that AARMA(0) = 1).
4Normalization so that AAR(0) = 136 2 Filters in the Frequency Domain
It follows that the ARMA(2,1)-ﬁlter combines both advantageous features:
it smooths the signal and its time delay is small (vanishing in frequency zero).
The latter eﬀect is due to 2.5 and the opposite time shifts of AR(2)- and
MA(1)-ﬁlters which cancel in the summation. We also note that the ‘nose’
shape of the amplitude function of the ARMA(2,1)-ﬁlter has become more
pronounced because of the combined eﬀect of AR(2)-ﬁlter (which has a single
maximum in the vicinity of π/12) and MA(1)-ﬁlter (whose amplitude func-
tion is minimal in ω = 0). As we shall see, the ‘nose-shape’ of the amplitude
function is typical for real-time smoothing ﬁlters with small (vanishing) time
delays towards frequency zero.
In the following parts of the book a new approach is proposed which
matches the structure of the real-time estimation problem based on a de-
composition of the mean-square ﬁlter error in the frequency domain.Part III
Stationary Time Series3
The Direct Filter Approach (DFA): Stationary
Time Series
The DFA is based on a methodological shift, emphasizing ﬁlter errors instead
of one-step ahead forecasting errors. For that purpose, Wildi [75] proposes
an estimation algorithm based on a new optimization criterion. The following
sections review the estimation procedure and properties of corresponding real-
time estimates under the assumption that Xt is stationary. Generalizations to
non-stationary time series are provided in chapter 6.
The optimization criterion is presented in section 3.1. A general and par-
simonious ﬁlter class accounting for the ‘salient features’ of time series is
proposed in section 3.2. Eﬃciency and consistency are discussed in section
3.3. Finally, the asymptotic distribution of ﬁlter parameters is analyzed in
section 3.4. Empirical examples are analyzed in the following chapter 4.
3.1 Optimization Criterion
3.1.1 Minimum Mean-Square Filter Errors
Real-time signal extraction is concerned with the computation of an estimate
ˆ YT such that
E[(YT − ˆ YT)2] → min
where YT is the output in t = T of the symmetric ﬁlter based on the biinﬁnite
sample of Xt and ˆ YT is the output of the asymmetric ﬁlter based on the ﬁnite
sample Xt, t = 1,...,T. The quadratic distance measure expresses our inten-
tion to approximate the level of the signal. A more general distance measure
is necessary when detecting turning-points in real-time, see chapter 5.
Instead of the above expectation, which is unknown in practice, one could try
to minimize the sample mean square ﬁlter error
1
T
T  
t=1
(Yt − ˆ Yt)
2 → min (3.1)40 3 The Direct Filter Approach (DFA): Stationary Time Series
Wildi [75] shows that the squared ﬁlter error (Yt − ˆ Yt)2 is an ergodic pro-
cess under relatively mild assumptions so that the sample mean converges to
the unknown expectation (see also proposition 10.16 in the appendix here).
However, in general Yt cannot be observed or at least approximated with
suﬃcient accuracy, especially in short samples. Moreover, the corresponding
optimization problem would be prone to similar - though less pronounced1
- over-ﬁtting problems than the MBA. Finally, important application ﬁelds
like the real-time detection of turning points require more reﬁned (general)
distance concepts.
In order to introduce the relevant topics let Γ( ) and ˆ Γ( ) denote the
transfer functions of the symmetric and of the real-time (one-sided ARMA-)
ﬁlters with outputs Yt and ˆ Yt respectively. For stationary processes Xt, the
mean-square ﬁlter error can be expressed alternatively as
  π
−π
|Γ(ω) − ˆ Γ(ω)|2dH(ω) = E[(Yt − ˆ Yt)2] (3.2)
where H(ω) is the unknown spectral distribution of Xt. The above identity
follows from classic spectral decomposition and convolution results, see for
example Brockwell and Davis [13], chapter 4. Ideally, ˆ Γ(ω) = Γ(ω) for all ω
and the mean-square ﬁlter error vanishes.
Consider the following ﬁnite sample approximation of the above integral
2π
T
[T/2]  
k=−[T/2]
wk|Γ(ωk) − ˆ Γ(ωk)|2ITX(ωk) (3.3)
where ωk = k2π/T, [T/2] is the greatest integer2 smaller or equal to T/2 and
the weights wk are deﬁned by
wk =
 
1 , |k|  = T/2
1/2 , otherwise
Finally,
ITX(ωk) =
1
2πT
 
 
   
 
T  
t=1
Xt exp(−itωk)
 
 
   
 
2
1Since the corresponding optimization criterion would attempt to minimize the
ﬁlter error directly, mis-speciﬁcation eﬀects would be less damageable to the overall
performance of the resulting concurrent ﬁlter than in the model-based approach.
2In order to simplify the exposition we now assume that T is even. In our applica-
tions, the sample length is generally a multiple of 4 (quarterly data) or 12 (monthly
data) in order that the important seasonal frequencies can be matched by ωk.3.1 Optimization Criterion 41
is the periodogram of the input signal Xt
3. Expression 3.3 can be computed
for any set of observations. Consider the following sequence of approximations
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γ(ωk)|2ITX(ωk) ≈
2π
T
T/2  
k=−T/2
wkIT Y (ωk) (3.4)
=
1
T
T  
t=1
(Yt − ˆ Yt)2 (3.5)
≈ E[(Yt − ˆ Yt)2] (3.6)
where IT Y (ωk) is the periodogram of the (unobservable) ﬁlter error  Yt =
Yt − ˆ Yt
4.
Precise results about the quality of the above approximations in the con-
text of general classes of stationary processes are derived in the appendix, see
also Wildi [75], chapter 5. Speciﬁcally, proposition 10.16 proves that the sam-
ple mean-square error 3.5 is asymptotically eﬃcient within a general class of
estimators. Proposition 10.17 implies that the approximation error in 3.4 - the
convolution error - is of smaller magnitude than that in 3.6 (superconsistency).
Therefore, eﬃciency of the (unobservable) sample mean-square estimate 3.5
is inherited by the estimate on the left-hand side of 3.4. Moreover, uniformity
of these results is derived under general regularity assumptions which can be
straightforwardly implemented in practice, see section 3.5.4.
Assume, now, that parameters of the real-time ARMA-ﬁlter5 ˆ Γ( ) are com-
puted according to the following criterion
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γ(ωk)|
2ITX(ωk) → min (3.7)
The obtained solution minimizes an (asymptotically) eﬃcient estimate of the
mean-square ﬁlter error. It is worth to transpose the proposed solution in
the perspective of the model-based approach, namely a particular linear
combination of one- and multi-step-ahead forecasts. Then, in the words of
Chin/Geweke [18] our criterion 3.7 “attempts to enhance accuracy by fore-
casting directly what is of interest”.
Generalizations of the criterion 3.7 to particular forms of non-stationarity,
3Xt is assumed to be ‘centered’ (see section 3.1.2 for details) so that our deﬁnition
of the periodogram coincides with that proposed in Hamilton [46], chapter 6.
4The equality 3.5 follows formally from 10.6 (case t = 0). Intuitively, it corre-
sponds to a spectral decomposition of the sample mean-square ﬁlter error.
5The general ﬁlter design and the parameter space are analyzed in detail in
section 3.2.42 3 The Direct Filter Approach (DFA): Stationary Time Series
including integrated or trend stationary processes, are proposed in chapter 6.
The name Direct Filter Approach is self-explanatory since ﬁlter coeﬃcients
are determined directly by minimizing an eﬃcient estimate of the expected
squared ﬁlter error. The interpretation of 3.7 is straightforward: ˆ Γ(ωk) should
be ‘close’ to Γ(ωk) for frequency components dominating the spectrum of the
process Xt. Therefore, the DFA concurrent ﬁlter is the result of a weighted
optimization problem stated in the frequency domain.
3.1.2 Demeaning and the Bias-Variance Problem
The expected squared ﬁlter error E[(Yt − ˆ Yt)2] can be decomposed into bias-
and variance components. For that purpose deﬁne  Yt = Yt − ˆ Yt,  Γ( ) =
Γ( ) − ˆ Γ( ) and   Y := E[ Yt]. It then follows that
E[ Y 2
t ] =  2
 Y + E[( Yt −   Y )2] (3.8)
The ﬁrst error component is the bias-term (the systematic error) and the
second one is the variance-term. For stationary Xt
  Y =
∞  
k=−∞
(γk − ˆ γk)E[Xt−k]
=  X
∞  
k=−∞
 γk (3.9)
where the coeﬃcients of the real-time ﬁlter satisfy ˆ γk = 0 if k < 0 or
k ≥ T. It follows that the bias-term in 3.8 vanishes if  X = 0 or if  ∞
k=−∞  γk =  Γ(0) = 0. As we shall see, the latter ﬁlter restriction can be
related to integrated processes, see section 6.2.1.
We deduce that the bias term of the ﬁlter error vanishes if E[Xt] = 0 or
if  Γ(0) = 0. But, as we shall see in chapter 4, the latter ﬁlter-constraint
is associated to the loss of an important degree of freedom. Demeaning time
series enables to eliminate the bias term in 3.8 and to focus on the variance
component exclusively without sacriﬁcing ﬂexibility (by imposing  Γ(0) = 0).
A brief analysis of the optimization criterion 3.7 exempliﬁes the eﬀect of
the mean-transformation on the resulting real-time ﬁlter. For that purpose,
note that the periodogram ITX( ) of a sample of length T of Xt satisﬁes
ITX(0) =
1
2πT
|
T  
t=1
Xt|2 =
T
2π
X
2
(3.10)
If Xt is replaced by X′
t = Xt−X then ITX′(0) = 0 in 3.7 and the correspond-
ing ‘error’  Γ(0) is ignored by the optimization criterion. On the other hand,3.1 Optimization Criterion 43
if X → ∞6 i.e. if the level of the series is ‘very large’, then ITX(0) assigns a
very large (inﬁnite) weight to  Γ(0) so that the optimal ﬁlter must satisfy
ˆ Γ(0) → Γ(0). Clearly, the improved ﬁt of the real-time ﬁlter in frequency
zero, accounting for the bias term, has incidences on the approximation at
other frequencies which is generally redeemed by ineﬃciency.
By demeaning the time series, attention can be restricted to the variance
component in 3.8 and the bias term can be ignored. This selective ‘view’ en-
ables to account more eﬃciently for the autocorrelation structure of the time
series by neglecting level issues, see chapter 4 for empirical results. Evidently,
for non-stationary time series these statements do not hold in general, see
section 6.4 for corresponding issues.
3.1.3 Decomposition of the Mean-Square Filter Error
Wildi [75] proposes a decomposition of the squared ﬁlter approximation error
into amplitude and phase errors of the ﬁlter which, as we shall see, is crucial
for the detection of turning points. However, this decomposition is also useful
for the level approximation problem analyzed in the present part of the book.
For general transfer functions Γ and ˆ Γ the following identity holds
|Γ(ω) − ˆ Γ(ω)|2 = A(ω)2 + ˆ A(ω)2 − 2A(ω) ˆ A(ω)cos
 
ˆ Φ(ω) − Φ(ω)
 
= (A(ω) − ˆ A(ω))2
+2A(ω) ˆ A(ω)
 
1 − cos
 
ˆ Φ(ω) − Φ(ω)
  
(3.11)
If we assume that Γ is symmetric then Φ(ω) ≡ 0. Inserting 3.11 into 3.4 leads
to
2π
T
T/2  
k=−T/2
wk(A(ωk) − ˆ A(ωk))
2ITX(ωk) (3.12)
+
2π
T
T/2  
k=−T/2
wk2A(ωk) ˆ A(ωk)
 
1 − cos
 
ˆ Φ(ωk)
  
ITX(ωk) (3.13)
≈
1
T
T  
t=1
(Yt − ˆ Yt)
2 (3.14)
≈ E[(Yt − ˆ Yt)
2] (3.15)
The ﬁrst summand 3.12 is that part of the (estimated) mean-square ﬁlter er-
ror which is attributable to the amplitude function of the real-time ﬁlter ˆ Γ
6More precisely, the ratio X/σX → ∞ is relevant i.e. the level of the series is
much larger than its variance.44 3 The Direct Filter Approach (DFA): Stationary Time Series
and the second summand 3.13 corresponds to the error attributable to the
time shift (phase).
As an example, assume Xt = cos(tπ/2) and let T = 4j be a multiple of
four. Assume also Γ(π/2) = 1 and ˆ A(π/2) = 0.5 and ˆ φ(π/2) = 1 so that
ˆ Φ(π/2) = π/2. The corresponding time series are plotted in ﬁg. 3.1. The
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Fig. 3.1. Filter errors: diﬀerences between signal (solid line) and output of asym-
metric ﬁlter (dotted line).
periodogram of Xt is
ITX(ωk) =
 
1
2πT
 
 
 
 T
t=1 exp(itπ/2)cos(tπ/2)
 
 
 
2
= 1
2πT (T/2)2 = T
8π , k = ±T/4
0 , otherwise
This result follows from the well-known orthogonality relations 10.2. The sam-
ple length T = 4j is useful because ωT/4 = (T/4)2π/T = π/2 which corre-
sponds exactly to the frequency of the cycle Xt. This facilitates calculations
of the periodogram.
The true mean-square ﬁlter error is obtained by averaging (squared) errors
on a complete cycle (square of the vertical lines in ﬁg.3.1):
E[(Yt − ˆ Yt)2] =
1
4
4  
t=1
 
cos(tπ/2) − ˆ A(π/2)cos
 
(t − ˆ φ(π/2))π/2
  2
=
1
4
4  
t=1
 
cos(tπ/2) − cos
 
(t − 1)π/2
 
/2
 2
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where cos
 
(t − 1)π/2
 
/2 is the output of ˆ Γ. The estimated ﬁlter error is
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γ(ωk)|2ITX(ωk) =
2π
T
|1 − 0.5exp(−iπ/2)|2 T
8π
+
2π
T
|1 − 0.5exp(iπ/2)|2 T
8π
= 2
2   1.25
8
= 0.625
which shows that the frequency estimate 3.4 is exact for this particular (de-
terministic) example. The amplitude error is
2π
T
T/2  
k=−T/2
wk(A(ωk) − ˆ A(ωk))2ITX(ωk) =
2π
T
(1 − 0.5)2 T
8π
+
2π
T
(1 − 0.5)2 T
8π
= 1/8 (3.16)
and the time shift error is
2π
T
T/2  
k=−T/2
wk2A(ωk) ˆ A(ωk)
 
1 − cos
 
ˆ Φ(ωk)
  
ITX(ωk)
= 2  
2π
T
2   1   0.5   (1 − cos(π/2))  
T
8π
= 1/2
Evidently, both error components add to 0.625.
If the time shift of ˆ Γ( ) vanishes, then Φ(ω) = 0 so that 1−cos(Φ(ωk)) = 0
in 3.13 and 3.12 must correspond to the error component attributable to the
amplitude function. If the amplitude match is perfect, then 3.12 vanishes and
3.13 must be the error component attributable to the time shift (phase). Note
that the term A(ωk) ˆ A(ωk) in 3.13 accounts for the scales of in- and output-
series of the ﬁlter (the phase function is scale-invariant).
The above decomposition permits an important extension of the method
towards a real-time detection of turning-points, see chapter 5.
3.2 A General Constrained (Parsimonious) Filter Class:
the QMP-ZPC-Design
3.2.1 Introduction
We attempt to determine a real-time (i.e. one-sided) ﬁlter class by conciliat-
ing conﬂicting requirements of complexity (ﬂexibility) and parsimony. In this46 3 The Direct Filter Approach (DFA): Stationary Time Series
context, a natural candidate is the ARMA-class of ﬁlters. A minimum-phase
design (recall section 2.1) accounts for small time shifts, which is often de-
sirable in practice. However, for asymptotically unbounded time series (for
example integrated or trending processes) unit roots in the MA-polynomial
are often necessary: the resulting ﬁlter class is called Quasi Minimum Phase
(QMP) in Wildi [75]. A QMP-ﬁlter ˆ Γ( ) can be decomposed according to
ˆ Γ( ) = ˆ Γ ′(ω)U(ω)
where ˆ Γ ′(ω) is minimum phase and U(ω) is a MA-operator with unit roots
only.
Harvey [49] p.194 argues that “The problem with ARIMA class is that
there are many models and parameter values which have no sensible interpre-
tation and give forecast functions which may have undesirable properties”.
These objections also address potential ﬂaws of ARMA-ﬁlters: parameters
“have no sensible interpretation” and concurrent estimates can have “un-
desirable properties”. The most straightforward way to ‘canalize’ degrees of
freedom towards sensible solutions is to provide a priori information which is
based on the ‘salient features’ of (economic) time series.
Assume that Xt is a monthly time series (extensions to arbitrary period-
icities are straightforward). Then we expect to observe dominating spectral
components in the vicinity of ωj = jπ/6, j = 0,...,6 which correspond to the
trend and the seasonal frequencies. Naturally, the ‘ground-noise’ ﬂoor is also
an important characteristic which adds spectral power evenly on the whole
frequency interval7. Location (frequency), height (strength) and width (sta-
bility) of the dominant peaks as well as the ‘noise ﬂoor’ should be accounted
for by a well designed ﬁlter.
Figure 3.2 illustrates these issues for a trend ﬁlter ﬁtted to the ﬁrst series
of the business survey data analyzed in chapter 4. In particular, the ‘noise’
component is damped by the amplitude function in the stop band (ω > π/6)
and the wider seasonal peaks in 4π/6 and 5π/6 are accounted for by wider
troughs of the amplitude function. The periodogram of the ﬁltered series sug-
gests that the undesirable components have been eliminated, see chapter 4 for
a comprehensive analysis.
3.2.2 ZPC-Filters
The ARMA(1,1)-transfer function
ˆ Γ(ω) = C
Z − exp(−iω)
P − exp(−iω)
7We do not assume white noise but rather a component with a ‘smooth’ spectral
density function instead.3.2 A General Constrained (Parsimonious) Filter Class: the QMP-ZPC-Design 47
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Fig. 3.2. Amplitude and time shift: concurrent level ﬁlter series 1
is called an elementary Zero Pole Combination (ZPC)-ﬁlter, if arg(Z) =
arg(P). An ARMA(p,p)-ﬁlter ˆ Γ( ) is called ZPC-ﬁlter if poles Pk,k = 1,...,p
and zeroes Zj,j = 1,...,p can be grouped into pairs (Zk,Pj(k)) deﬁning ele-
mentary ZPC-ﬁlters, where j(k) is a suitable (bijective) renumbering of the
poles.
In order to illustrate the purpose of the proposed ZPC design, amplitude
and time shift functions of three real ARMA(2,2)-ZPC ﬁlters
(Z − exp(−iω))(Z − exp(−iω))
(P − exp(−iω))(P − exp(−iω))
(where thus arg(Z) = arg(P)) are plotted in ﬁg. 3.3. Proposition 3.9 and
theorem 3.10 in Wildi [75] show that the amplitude function of an elementary
ZPC-ﬁlter has a unique extremum in the common argument −λ of zero and
pole (π/4 and π/2 in the above examples). The extremum is a maximum if
the pole is closer to the unit circle (shaded line in ﬁg.3.3, left panel), otherwise
it is a minimum (solid and dotted lines). The amplitude function in λ is
 
 
 
 
|Z|exp(−iλ) − exp(−iλ)
|P|exp(−iλ) − exp(−iλ)
 
 
 
  =
|Z| − 1
|P| − 148 3 The Direct Filter Approach (DFA): Stationary Time Series
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Fig. 3.3. Amplitude and time shift functions of ZPC-ﬁlters: Z = 1.1exp(−iπ/4),
P = 1.2exp(−iπ/4) (solid line) and Z = 1.001exp(−iπ/4), P = 1.02exp(−iπ/4)
(dotted line) and Z = 1.6exp(−iπ/2), P = 1.5exp(−iπ/2) (shaded line)
Therefore, the ratio (|Z| − 1)/(|P| − 1) controls the height of the extremum:
in the above examples 0.5 (solid line), 0.05 (dotted line) and 1.2 (shaded
line)8. Finally, given the location λ and the extremal value (|Z|−1)/(|P|−1),
the width of the trough (peak) can be controlled by the ratio |Z|/|P|: for
|Z|/|P| → 1 the trough (peak) almost disappears due to canceling zeroes and
poles. In the above example, we measure 0.9166 (solid line), 0.9814 (dotted
line) and 1.0666 for the corresponding ratios.
Because of their straightforward interpretability, we here adopt the trans-
formed parameter set p1 := λ, p2 := (|Z| − 1)/(|P| − 1) and p3 := |Z|/|P|.
‘Traditional’ moduli of zeroes and poles are derived from the latter two param-
eters. The transformed parameter space (p1,p2,p3) of ZPC-ﬁlters is designed
speciﬁcally for matching the location, the height and the width of particu-
lar (dominant) spectral peaks. Therefore, the parsimony concept inherent to
ARMA-designs becomes strengthened by a constraint - the common argument
of ZPC-ﬁlters - which emphasizes interpretability of parameters.
The class of QMP-ZPC ﬁlters used in all our applications is deﬁned by
ˆ Γ(ω) := C exp(irω)U(ω) ˜ Γ ′(ω)
8These values slightly diﬀer from the plotted extrema because the latter are
computed for the real ARMA(2,2)-ﬁlter: the complex conjugate ZPC-ﬁlters disturb
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where C is a constant, ˜ Γ ′(ω) is a minimum phase ZPC-ﬁlter and U(ω) is a
unit root MA-operator. For real-time ﬁlters, the ‘lead’ r vanishes9.
QMP-ZPC-ﬁlters are characterized by small (in absolute value) time shifts,
generality, enhanced ‘parsimony’ and straightforward interpretability of pa-
rameters.
3.3 Consistency and Eﬃciency of the DFA
Theoretical results establishing consistency and eﬃciency of the DFA in the
case of stationary Xt are presented in section 10.2. They can be skipped with-
out consequences on the comprehension of the upcoming sections. Instead of
insisting on formal proofs we here attempt to provide a more holistic approach
to the statistical problem involved.
Denote by h( ) the spectral density of Xt (assumed to exist). Then
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γ(ωk)|2ITX(ωk) ≃
  π
−π
|Γ(ω) − ˆ Γ(ω)|2h(ω)dω
= E[(Yt − ˆ Yt)
2]
The approximation error is attributable to two distinct error-sources: the ﬁ-
nite (discrete) sum and the periodogram.
Due to the discreteness of the estimate, the ﬁlter error  Γ( ) = Γ( )− ˆ Γ( )
is measured on the set ωk,k = 0,...,T/2 ‘only’. If this function is not suﬃ-
ciently smooth i.e. if  Γ(ω) can signiﬁcantly vary between the ﬁxed frequency
ordinates, then important ‘error components’ are simply ignored by the opti-
mization criterion 3.710.
With regards to the second point, it is well known that the periodogram
is an inconsistent estimate of the spectral density. However, if  Γ( ) is suﬃ-
ciently ‘regular’, then neighboring periodogram ordinates are smoothed in the
summation which implies that the corresponding issue can be ignored asymp-
totically11
9Symmetric MA-ﬁlters are obtained if U = 1, if all poles diverge (|Pk| → ∞)
and if r is suﬃciently large.
10Wildi [75] in section 6.5 proposes a generalization of the optimization criterion
3.7 which ‘tracks’ potential instabilities.
11Eﬃciency proofs and empirical results in chaps. 4 and 7 conﬁrm that ﬁnite-
sample issues (over-ﬁtting) are less problematic than in the model-based approach
because error criteria address directly the relevant ﬁlter error.50 3 The Direct Filter Approach (DFA): Stationary Time Series
We conclude that both error-sourcesare linked to the smoothness of  Γ( ).
In fact, so called ‘regularity constraints’ play a crucial role in the derivation
of consistency and eﬃciency results in section 10.2. Moreover, the ﬁniteness
of the (mean-square) ﬁlter error depends on similar restrictions in the case of
asymptotically unbounded time series, see section 10.3. More generally, the
‘regularity’ of the optimized real time ﬁlter ˆ Γ( ) is linked to over-ﬁtting, see
section 3.5.
Fortunately, ‘smoothness’ of ˆ Γ( ) can be imposed quite easily by constraining
the poles of the ﬁlter to lie suﬃciently far away from the unit circle, see sec-
tions 3.5.4 and 10.6 for practical implementations.
3.4 Asymptotic Distribution of Filter Parameters
It is interesting that the asymptotic distribution of the AR- and MA-
parameters of the one-sided ﬁlter can be derived even though the DGP is not
modeled explicitly12. Speciﬁcally, for stationary Xt, assuming a set of regu-
larity assumptions, theorem 10.20 states that the vector
√
T(ˆ b − ˜ b), where ˆ b
and ˜ b are estimated and true AR- and MA-parameters (alternatively moduli
and arguments of poles and zeroes may be used), is asymptotically normally
distributed with mean zero. More precisely
√
T(ˆ b − ˜ b) ∼ AN(0,U
−1
pqVpqU
−1
pq) (3.17)
where
Upq :=
  π
−π
∂2
∂b2
 
|Γ(ω) − ˜ Γpq(ω)|2
 
h(ω)dω
Vpq := 4π
  π
−π
∂
∂b
 
|Γ(ω) − ˜ Γpq(ω)|2
  
∂
∂b
 
|Γ(ω) − ˜ Γpq(ω)|2
  ′
 h(ω)2dω
are entities13 which can be consistently estimated by
ˆ Upq :=
2π
T
[T/2]  
k=−[T/2]
∂2
∂b2|Γ(ωk) − ˆ Γpq(ωk)|2ITX(ωk)
ˆ Vpq :=
8π2
T
[T/2]  
k=−[T/2]
∂
∂b
 
|Γ(ωk) − ˆ Γpq(ωk)|2
  
∂
∂b
 
|Γ(ωk) − ˆ Γpq(ωk)|2
  ′
 ITX(ωk)2
12Besides this purely academic interest, we did not found these results extremely
relevant in applications up to yet.
13 ˜ Γpq( ) in these expressions is the best (unknown) one-sided ARMA(p,q)-ﬁlter.3.5 Filter Constraints and Parameter Space 51
AN means the multivariate Gaussian distribution and p,q correspond to AR-
and MA-ﬁlter orders. The superscript ‘tilda’ is used to denote the optimal (un-
known) parameter-vector or the corresponding (transfer function of the) ﬁlter.
Parameter tests and even a kind of generalized information criterion can
be derived from the above result, see sections 10.4.2 and 10.4.3. However,
as mentioned previously, we have not found these results to be very useful
in applications up to yet. The main reason is that the DFA seems to be
inherently ‘robust’ against over-ﬁtting14. Therefore, a ‘parsimonious’ design,
obtained by eliminating redundant parameters based on formal tests (derived
from the above distribution), is of less immediate practical relevance than for
traditional model-based approaches.
3.5 Filter Constraints and Parameter Space
3.5.1 Introduction
Box [12], p.792 argues that: “since all models are wrong the scientist can
not obtain a correct one by excessive elaboration ... Just as the ability to
devise simple but evocative models is the signature of the great scientist so
elaboration and overparameterization is often the mark of mediocrity”. This
comment stresses the importance of the parsimonious ﬁlter class proposed in
section 3.2. ZPC-ﬁlters can account speciﬁcally for the ‘salient features’ of the
data, namely the height, the width and the location of the dominant spectral
peaks of a time series as well as its ‘noise ﬂoor’. For monthly data, the poten-
tial peaks are located in (or in the vicinity of) kπ/6, k = 0,...,6 which aﬀords
seven ZPC-ﬁlters (plus complex conjugates). An additional ZPC-ﬁlter, sup-
porting the ﬁt in the important passband, and a normalizing constant add to
a total of 8*3+1=25 parameters. Therefore, we obtain an ARMA(16,16)-ﬁlter
design embedded in a 25-dimensional parameter space15. In practice, however,
‘tractable’ subspaces become relevant only, which are analyzed hereafter.
3.5.2 Level and Time Delay Constraints
The following constraints address the practically relevant trend extraction
and seasonal adjustment problems. Symmetric seasonal adjustment or trend
extraction ﬁlters satisfy Γ(0) = 1 i.e. components in the vicinity of frequency
zero pass the ﬁlter unaltered. Therefore, the constraint
ˆ A(0) = 1 (3.18)
14Extensive empirical results in chapter 7 conﬁrm that statement.
15The particular constraints in the ZPC design reduce the total number of degrees
in the ARMA(16,16)-ﬁlter from 33 (32 plus the normalizing constant) to 33-8=25.52 3 The Direct Filter Approach (DFA): Stationary Time Series
is often felt to be useful in practice since then the output of the real-time ﬁlter
would be ‘on level’ with the symmetric ﬁlter. As we shall see in chapter 6 this
ﬁlter restriction is associated to asymptotically unbounded time series and,
in particular, to integrated processes. The constraint can be obtained very
simply by normalizing the one-sided ﬁlter. Note that it makes a diﬀerence if
the ﬁlter is normalized during the optimization (constrained optimization) or
afterwards, see chapter 6 for details.
Another advantageous feature of real-time ﬁlters is a small time delay
in the pass band and, more speciﬁcally, in frequency zero because then the
important low-frequency part of the ﬁlter-output is ‘synchronized’ with the
signal. Therefore, we require
ˆ φ(0) = 0 (3.19)
where ˆ φ(ω) is the time shift-function of the real-time ﬁlter, see section 2.1.2.
A formal implementation of this restriction is postponed to chapter 6. The
vanishing time delay in frequency zero can be associated to asymptotically
unbounded time series whose ‘slope’ (ﬁrst diﬀerences) is also asymptotically
unbounded. Processes with a double unit root in frequency zero are typical
examples, see chapter 6.
Both constraints are intuitively appealing and both can be useful in prac-
tice whether a particular time series is asymptotically unbounded or not. For-
mal decision rules or, equivalently, test procedures addressing speciﬁcally these
ﬁlter constraints are proposed in chapter 6. As we shall see, they correspond
to a generalization of traditional unit root tests, accounting simultaneously
for one- and multi-step ahead forecasts as well as the signal deﬁned by Γ( ).
3.5.3 A Priori Knowledge and Sample Information
The location of the seasonal peaks, λk = kπ/6, k = 1,...,6, is known a priori
which leads to a loss of six degrees of freedom. Also, the ‘typical spectral
shape’ of economic time series - namely a peak in the vicinity of frequency
zero - suggests that we may ﬁx an additional ZPC-ﬁlter on the positive real
line which leads to an additional loss of one parameter. Finally, the time shift
constraint 3.19 endorses small time delays in the pass band which results in
the loss of one degree of freedom. Therefore, the parameter space shrinks
from 25 to 17 dimensions and the order of the ARMA-ﬁlter is reduced to
ARMA(15,15)16. In the remaining subspace, 12 parameters are allocated to
the stop band - width and height of the (potential) six seasonal peaks - and
ﬁve parameters are allocated to the pass band. The latter are analyzed in
16The order of the ARMA-ﬁlter can be reduced from (16,16) to (14,14) because
two ZPC-ﬁlters with arguments 0 and π are real (so that complex conjugates are
not necessary). However, we maintain the double ZPC-ﬁlter in frequency π in order
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chapter 4 where it is shown that they aim at a simultaneous ﬁt of amplitude
and time shift functions (in the pass band).
3.5.4 Regularity Constraints
“Excessive elaboration” of ﬁlters (or models) often results in over-ﬁtting. A
typical characteristic of over-ﬁtting is its propensity to generate tortuous
transfer functions. In the sense of Box’s comment one can argue that reg-
ularity (of the transfer function) and simplicity (of the model or of the ﬁlter)
are linked.
Smoothness or regularity of ˆ Γ( ) is straightforwardly achieved by requiring
|Pk| > 1 + ǫ. In our applications we set
ǫT :=
 
0.03 , T > 100
0.08 , T ≤ 100 (3.20)
see section 10.6 for a formal motivation of these particular values. The re-
striction 3.20 shrinks the parameter space to a region ensuring ‘regularity’ of
real-time ﬁlter solutions. As we shall see in chapter 4, limits are often attained
if seasonal components are ‘stable’. Therefore, the corresponding degrees of
freedom are lost too.
Naturally, further constraints may be imposed if necessary like, for exam-
ple, seasonal MA-unit roots (6 degrees of freedom) or the ‘level constraint’
3.18 (1 degree of freedom). Finally, information about the stability of the sea-
sonal ﬁgure may be used to restrict the poles of the ZPC-ﬁlters. However, we
abstain from implementing unnecessarily severe constraints if the correspond-
ing information is not available a priori.
3.5.5 Parameter Space and Optimization Criteria
The proposed ARMA(15,15)-ﬁlter design and the underlying 17-dimensional
parameter space can account for
• Depth and width of the troughs of the amplitude function in each seasonal
frequency kπ/6,k = 1,...,6 (12 parameters).
• The normalization at frequency zero (1 parameter).
• The shape of the transfer function in the important pass band (4 param-
eters), see sections 4.4 and 4.5.
Our results in the next chapter reveal that matching the transfer function of
the symmetric ﬁlter in the pass band is crucial - this explains why 4 param-
eters are allocated to the pass band only17 - and does not deserve suﬃcient
17Traditional airline-models which are often identiﬁed by TRAMO or by X-12-
ARIMA have to account for the whole frequency-band by relying on two parameters
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attention by traditional model-based approaches. Indeed, in the stop band,
ﬁlter performances are primarily determined by the amplitude function of the
one-sided ﬁlter: since unwanted components are damped, phase issues can
be neglected. In the pass band, however, time shift problems appear as fun-
damental issues because they aﬀect the components which ‘pass’ the ﬁlter.
Therefore, the corresponding ﬁlter parameters have to account for amplitude
and time shift functions simultaneously. In view of theorem 2.3 this is a much
more diﬃcult problem - real-time signal extraction is substantially more com-
plex than one-step ahead forecasting - and it is also one of the main sources of
the observed eﬃciency gains of the proposed approach, see chapter 4. Further-
more, it allows for a generalization of the criterion in view of the important
turning-point detection ability.
For the empirical examples analyzed in chapter 4, all ﬁlters are based on
ARMA(15,15)-designs optimized with respect to the criterion 3.7 in a 17-
dimensional parameter space which is biased towards regularity through 3.20.
3.6 Summary
The proposed DFA diﬀers from traditional model-based approaches because
its ‘customized’ optimization criterion is designed to match the complex struc-
ture of the interesting estimation problem. Besides eﬃciency and ﬂexibility,
the ‘directness’ of the approach oﬀers additional advantages.
• New ﬁlter designs - ZPC-ﬁlters - reconcile conﬂicting requirements such
as parsimony and generality. They are most naturally deﬁned in the fre-
quency domain and parameters are easily interpretable in this outlook.
• Tracking the known symmetric transfer function Γ( ) in 3.7, instead of the
unknown DGP in the model-based approach, reduces over-ﬁtting because
the idealized target - the symmetric ﬁlter - is known.
• Important properties of the concurrent ﬁlter such as amplitude and time
shift functions are obtained naturally, as a by-product of the optimiza-
tion. This information facilitates interpretations of the obtained real-time
estimates, see section 4.3.1.
• Focussing on ﬁlter errors in the frequency domain instead of one-step ahead
forecasting errors enables more powerful diagnostics, see section 4.3.2.
• A methodological shift emphasizing turning points becomes possible be-
cause time shift and amplitude functions of the real-time ﬁlter can be con-
trolled speciﬁcally. Applications based on the decomposition of the mean-
square ﬁlter error proposed in section 3.1.3 are to be found in chapter
5.
The combination of these advantageous features makes the DFA a very at-
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The development of the statistical apparatus of the DFA is now suﬃciently
advanced to cope with complex practical ﬁltering problems. As we shall see,
the empirical examples in the following chapter conﬁrm the necessity of suﬃ-
ciently ﬂexible designs, whose parameters can account for the salient features
of the data comprehensively. In particular, it is suggested that real data is of-
ten much more complex than assumed by ‘parsimonious’ forecasting models.4
Empirical Comparisons
Empirical comparisons may be helpful in deciding which approach is well
suited for a particular purpose or application. However, particular care is
necessary when designing experiments if apples and oranges are not to be
confounded. Empirical comparisons of ﬁlter errors (size of ‘revisions’) within
or across diﬀerent model-based approaches are provided in Hood [51], Eu-
rostat [33], Findley/Martin [38], Edel et al. [30], Fischer [40], Dosse/Planas
[26],[27], Planas [65]. But to our knowledge Wildi/Schips [76] is the ﬁrst sys-
tematic account ‘beyond’ the framework of model-based approaches, address-
ing speciﬁcally the amount of ineﬃciency due to model mis-speciﬁcation using
real data. In the following, we rely on their methodological approach and pro-
vide evidence sustaining their claims1. We also analyze small sample issues,
alternative signal deﬁnitions and asymptotically unbounded time series (the
latter are examined in chapter 6) which are not explicitly addressed in the
above article.
Bounded ‘real-world’ time series (business survey data and diﬀusion in-
dices) are examined in section 4.2. Improved diagnostics tailored to the real-
time estimation problem are proposed in section 4.3. Finally, a ‘deconstruc-
tion’ of an optimized real-time ﬁlter in section 4.4 analyzes the relevance of
each ﬁlter parameter.
4.1 The Experimental Design
In order to ensure reproducibility of our results a careful documentation of the
experimental design is necessary. Main issues are presented here and additional
‘technical’ details are to be found in section 10.8.
1Deviations from preceding numerical results are due to alternative performance
measures as well as actualized and revised data material (20 new observations are
currently available).58 4 Empirical Comparisons
4.1.1 Setting-up Meaningful Comparisons
Comparing signal extraction procedures is often diﬃcult because various is-
sues are entangled. In a real-time setting, for example, the main problem is
that the ‘diﬃculty’ of the estimation problem is heavily dependent on the
particular signal deﬁnition2 which, in turn, depends on the chosen method.
Therefore, direct comparisons - for example by evaluating ﬁlter errors - are
more or less meaningless. We here propose to evaluate the performance of
competing estimation methods by imposing a common signal deﬁnition which
‘ﬁxes’ the estimation problem. Basically, any symmetric transfer function may
be entertained. We here propose a particular trend deﬁnition - the so called
‘ideal’ trend - as well as model-based signals. The latter are derived from
the so called ‘canonical decomposition’ of a time series, as implemented in
TRAMO/SEATS.
The transfer function of the ideal trend is deﬁned by
˜ Γ(ω) :=

  
  
1 0 ≤ |ω| ≤ π/14
π/7 − |ω|
π/7 − π/14
π/14 ≤ |ω| ≤ π/7
0 π/7 ≤ |ω| ≤ π
(4.1)
The MA-coeﬃcients of the ﬁlter can be obtained by inverse Fourier transform:
˜ γk =

  
  
−
1
π(π/7 − π/14)
 
cos(kπ/7) − cos(kπ/14)
k2
 
k  = 0
1
2
 
1
7
+
1
14
 
k=0
(4.2)
It is readily veriﬁed that ˜ γk = ˜ γ−k. In our experiments, the signal is generated
by a truncated MA(101)-ﬁlter3 Γ( ) deﬁned by
γk =
 
C˜ γk, |k| ≤ 50
0, otherwise (4.3)
where C := 1/
 
|k|≤50 ˜ γk ensures that Γ(0) = 1.
Advantages of this particular trend deﬁnition are manifold: it does not
favor a particular approach4, it is practically relevant5, it excludes undesir-
2Approximating a symmetric MA(3)-ﬁlter requires optimal one-step ahead fore-
casts only but a symmetric MA(5)-ﬁlter requires one- and two-step ahead forecasts.
3In chapter 5 a shorter symmetric MA(61)-ﬁlter is used because the sample
length is shorter too.
4We cannot exclude, a priori, that model-based approaches are favored by im-
posing model-based signal deﬁnitions, for example.
5Trend components are often more easy to interpret than seasonally adjusted
data, see for example Findley/Martin [38] p.7 which argue “A substantial num-
ber (of users of seasonally adjusted data) would also prefer that higher frequency
components be suppressed in order to obtain a smoother adjusted series”.4.1 The Experimental Design 59
able interactions with the interesting estimation problem6, it can be analyzed
in samples of practically relevant length (see also footnote 3) and it involves
multi-step ahead forecasts of various horizons in 1.3.
The two parameters π/7 and π/14 in 4.1 where chosen by the economic staﬀ
of the institute of business cycle research (www.kof.ethz.ch). That way, the
ﬁlter eliminates components shorter than 14 months and it does not aﬀect
components longer than 28 months7.
4.1.2 The Competitors
Empirical comparisons are based on TRAMO/SEATS and X-12-ARIMA as
implemented in DEMETRA, version 2.04, the latest release of the EURO-
STAT seasonal adjustment software package8 and the latest TSW-package
(march 2006)which can be downloaded from the Bank of Spain (http://www.bde.es/servicio/software/econome.h
In order to diﬀerentiate both program versions of TRAMO we denote them
by TRAMO-D (DEMETRA) and TRAMO-TSW.
The fourth competitor is a ‘hybrid’ procedure based on the identiﬁcation
routine of TRAMO-D and the estimation algorithm of X-12-ARIMA (un-
conditional maximum likelihood). Its purpose is to disentangle eﬀects due to
diﬀerent estimation and diagnostic procedures, see section 4.2.1. Finally, all
methods were compared to the DFA based on the optimization criterion 3.7
embedded in the 17-dimensional parameter space deﬁned in section 3.5.
We brieﬂy motivate the choice of the (obsolete) 0.2.8-release of X-12-
ARIMA. If two procedures would perfectly agree with respect to forecasting
models (same model orders, identical estimates), then they would be indistin-
guishable in the context of our experimental design. Our preference for the
‘older’ 0.2.8 release is then justiﬁed by the fact that recent developments such
as X-12-SEATS or X-13A-S (see Findley [36]) ‘clone’ the identiﬁcation pro-
6Trivially, model-based signals depend on the model. Therefore, signal deﬁnition
and real-time estimation problem are entangled.
7The ﬁlter is applied to a leading indicator of Swiss GDP. Similar ‘constructs’
are implemented for other leading indicators too. So for example EuroCOIN is “the
leading coincident indicator of the euro area business cycle available in real-time.
The indicator provides an estimate of the monthly growth of euro area GDP after
the removal of measurement errors, seasonal and other short-run ﬂuctuations”. The
technical description of the indicator states that “The ﬁrst subcomponent includes
waves of more than 14 months duration and the second waves of shorter duration”.
8The following versions are used in DEMETRA: TRAMO Nov-99, SEATS Sep-
98, X-12-ARIMA release 0.2.8. The software can be downloaded from the Eurostat-
site http://forum.europa.eu.int/Public/irc/dsis/eurosam/library?l=/software/. For
X-12-ARIMA, we supplemented stationary model alternatives which where origi-
nally unavailable in the ‘model ﬁle’ x12a.mdl, namely (2 0 2)(1 0 1),(1 0 1)(1 0 1),(2
0 0)(0 0 0) and (2 0 0)(0 0 1).60 4 Empirical Comparisons
cedure of TRAMO9. This rapprochement would make comparisons between
both approaches uninteresting.
The almost identical performances of the ‘old’ X-12-ARIMA and of TRAMO
in our comparisons suggest that
• Various model identiﬁcation techniques do not necessarily lead to signiﬁ-
cant improvements of concurrent estimates.
• Diﬀerent estimation routines10 do not lead to signiﬁcantly diﬀerent per-
formances of concurrent estimates neither.
These results may be important for setting future directions of research be-
cause they suggest that it is hard to expect signiﬁcant improvements from
methods relying on a one-step ahead forecasting paradigm.
Various experts and reviewers of earlier work pointed out that the obsolete
program versions of TRAMO or X-12-ARIMA implemented in DEMETRA
do not account for the latest state of knowledge in the ﬁeld, see chapter
9. Interestingly, recent simulation results reported in chapter 7 suggest that
the ‘older’ TRAMO-D performs well in various artiﬁcial simulation contexts.
Moreover, results based on real series in this chapter suggest that TRAMO-D
even slightly outperforms the newer TRAMO-TSW implementation.
4.1.3 Performance Measures
Optimization criteria for the real-time level approximation problem are de-
rived from mean-square distance measures. It is therefore consistent to report
sample mean-square ﬁlter errors. Additionally, we also report relative mean-
square ﬁlter errors
 T−kY +1
t=kY (ˆ Y DFA
t − Yt)2
 T−kY +1
t=kY (ˆ Y MBA
t − Yt)2 (4.4)
where Yt is the output of a (suitably truncated) symmetric MA-ﬁlter, such as
for example (4.3). Relative error-measures do not depend on the scale of the
observations and are less aﬀected by the ‘diﬃculty’ of the estimation problem
(signal and/or time series characteristics) than mean-square errors.
In our ‘experiments’, which are based on sets of time series, we often
summarize results by providing the mean and the median of the relative ﬁlter
9As claimed in Monsell et al. [61] “It (X-12-SEATS) is a prototype of a merged
version of the two programs” and “The version of X-12-ARIMA used in this pro-
totype has an updated model selection procedure based on the procedure found
in the TRAMO time series modeling program”. Diﬀerences between TRAMO and
X-13A-S are enumerated in Findley [36], p. 361.
10Unconditional maximum likelihood in X-12-ARIMA and ’exact’ maximum like-
lihood for TRAMO (Morf, Sidhu and Kailath algorithm).4.2 Empirical Examples 61
errors 4.4. The median is useful because the distribution of the ratio 4.4 is
skewed and because the mean may be aﬀected by ‘outliers’.
4.1.4 Transformations
MBA generally rely on adjustments such as outliers, level shifts, transitory
changes and calendar eﬀects such as trading-days or Easter-eﬀect for exam-
ple. Moreover, X-12-ARIMA and TRAMO-D allow for the log-transformation.
For each series, we let both procedures select the optimal adjustment in the
so called ‘automated module’ of DEMETRA. Our comparisons are based on
the transformed ‘linearized’ time series in order to satisfy model assump-
tions required by TRAMO (both versions) and X-12-ARIMA. For the newer
TRAMO-TSW we choosed the option RSA=311. Note that we do not analyze
‘real-time adjustments’ (for example outlier detection at the current bound-
ary) which would be a diﬀerent topic, more speciﬁc to MBA’s and which
should deserve attention in its particular framework.
In order to analyze the eﬀect of the linearization on the DFA, we also compute
DFA concurrent ﬁlters based on the original data and compare their perfor-
mance with the MBA on the linearized data.
By default, time series are demeaned, see section 3.1.2 for details. For ‘out
of sample’ comparisons, care is always taken to compute the transformation
‘in sample’ only i.e. to ignore ‘future’ information when estimating means.
4.2 Empirical Examples
The business survey data provided by the KOF and the diﬀusion indices
provided by the Federal Reserve Bank, Philadelphia, are bounded (asymp-
totically). However, model-based procedures often select integrated processes
for this kind of data. As suggested in section 1.5, the resulting model mis-
speciﬁcations cannot be detected by traditional ‘diagnostics’. In this section,
mis-speciﬁcation eﬀects are analyzed and quantiﬁed and alternative instru-
ments, based on ﬁlter errors and ﬁlter characteristics, are proposed for diag-
nostic purposes.
4.2.1 Reference Signal: Ideal Trend
Business Survey
The set of business survey data comprises 36 time series12. We refer to section
10.8 for detailed information about sample utilizations (length of ‘in’ and ‘out
11Automatic modelling without trading days since the series have been previously
linearized.
12The data as well as a detailed description of the survey can be provided by the
KOF. Requests are to be addressed to the author, marc.wildi@zhaw.ch.62 4 Empirical Comparisons
of sample’ periods for example) and to section 10.9 for complete - series spe-
ciﬁc - results. The following tables provide a convenient summary of ‘mean’
and ‘median’ performances of the competing approaches.
Means and medians of 4.4 are reported in table 4.1: results are diﬀerenti-
ated according to ‘in’ and ‘out of sample’ performances as well as two diﬀerent
sample lengths (ten and ﬁve years of data). Numbers smaller than one corre-
spond to a gain obtained by the DFA.
TRAMO-TSW TRAMO-D X-12-T X-12-A
in- out- in- out- in- out- in- out-
120 Obs. mean 72% 73% 77% 79% 77% 79% 84% 84%
median 72% 69% 76% 73% 79% 74% 84% 78%
60 Obs. mean 58% 75% 60% 76% 59% 69%
median 59% 73% 58% 77% 58% 66%
Table 4.1. Eﬃciency gain obtained by the DFA in and out of sample
The eﬀect of data transformations - ‘linearization’ - is analyzed in table
4.2. Complete results are reported in table 10.7.
In sample Out of sample
Mean 75% 77%
Median 75% 73%
Table 4.2. Linearization eﬀect: DFA (optimized on original data and applied to
linearized data) vs. TRAMO-D (linearized data)
The results in table 4.3 inform whether the DFA ‘out of sample’ still out-
performs the MBA when the latter models are computed on the whole sample
(including the predeﬁned out of sample period). See also table 10.8 for com-
pleteness.
TRAMO-D X-12-A
Mean 83% 79%
Median 81% 80%
Table 4.3. Eﬃciency gain of DFA: DFA out of sample vs. MBA’s in sample4.2 Empirical Examples 63
Finally, the eﬀect of ﬁlter constraints13 on the performance of DFA con-
current ﬁlters can be inferred from table 4.4, see also table 10.3 for complete-
ness. The following settings are analyzed in this table: vanishing time shift in
In sample Out of sample
case2 / case1 case3 / case1 case2 / case1 case3 / case1
Mean 114.13% 127.67% 101.94% 133.86%
Median 108.53% 122.68% 102.97% 122.45%
Table 4.4. Eﬀect of ﬁlter constraints on performance
frequency zero without level constraint (case1), level constraint without van-
ishing time delay (case2, see section 6.3), both restrictions enforced (case3).
The latter two cases may be related to I(1)- and I(2)-processes, see chapter 6.
The reported numbers correspond to mean and median ratios of cases 2 and
3 relative to case 1: numbers larger than 100% indicate that case 1 performs
better. As can be seen, the ‘worst’ performance is obtained by imposing both
constraints (corresponding to the assumption of I(2)-processes).
Model orders selected by the various approaches are summarized in table
4.514 (the sample length 120 or 60 is reported in the headings). The observed
model-discrepancies illustrates that traditional identiﬁcation procedures are
sensitive to the way they are implemented in practice. This fact may be in-
voked to justify eﬀorts in merging procedures, see footnote 9, p.60.
We here brieﬂy attempt to interpret and to summarize the obtained em-
pirical ﬁndings:
• Mis-speciﬁcation: For the shorter subsample (5 years) of the business sur-
vey data, X-12-ARIMA selected a stationary alternative (recall footnote
8) for 27 time series, see table 4.5. TRAMO-D selected only I(2)-processes
and the airline-model was selected for 29 out of 36 time series. For the
longer subsample X-12-ARIMA selected a stationary alternative for 20
time series whereas TRAMO-D selected a stationary model for series 23
only. The airline model was selected for 13 time series by TRAMO-D, 18
time series were identiﬁed as being I(2) and series 10 was identiﬁed as
I(3) process. TRAMO-TSW selected I(2) processes for ten time series and
stationary processes were identiﬁed ﬁve times. TRAMO-D and TRAMO-
13The relevant constraints are deﬁned in 3.18 and 3.19.
14Model- and integration orders depend on the chosen sample, see section 10.8.1
for precise deﬁnitions of ‘in’ and ‘out of sample’ periods as well as a motivation for
that choice. Results in table 4.5 can be reproduced by selecting the corresponding
sub-samples in the data set.64 4 Empirical Comparisons
Series TRAMO-TSW 120 TRAMO-DEM 120 X-12-A 120 TRAMO 60 X-12-A 60
1 (012)(011) (210)(011) (210)(011) (011)(011) (101)(101)
2 (210)(001) (011)(011) (201)(000) (311)(011) (210)(011)
3 (110)(000) (011)(011) (101)(101) (011)(011) (101)(101)
4 (011)(000) (011)(000) (100)(000) (011)(011) (201)(000)
5 (211)(000) (210)(100) (011)(011) (011)(011) (101)(101)
6 (011)(100) (110)(000) (202)(101) (011)(011) (212)(011)
7 (001)(000) (100)(011) (212)(011) (011)(011) (100)(100)
8 (011)(000) (011)(011) (212)(011) (011)(011) (210)(011)
9 (311)(011) (011)(011) (012)(011) (011)(011) (100)(100)
10 (311)(011) (121)(011) (212)(011) (011)(011) (100)(100)
11 (311)(011) (110)(011) (100)(100) (011)(011) (100)(100)
12 (310)(001) (011)(000) (202)(101) (311)(011) (201)(000)
13 (301)(101) (300)(011) (210)(011) (011)(011) (100)(100)
14 (011)(011) (011)(001) (202)(101) (011)(011) (011)(011)
15 (011)(101) (011)(011) (210)(011) (011)(011) (201)(000)
16 (110)(000) (110)(000) (202)(101) (011)(011) (100)(100)
17 (311)(000) (011)(011) (101)(101) (011)(011) (202)(101)
18 (011)(000) (011)(011) (011)(011) (010)(011) (011)(011)
19 (100)(000) (100)(011) (101)(101) (011)(011) (012)(011)
20 (011)(000) (011)(011) (100)(000) (011)(011) (011)(011)
21 (011)(011) (011)(011) (100)(100) (011)(011) (100)(100)
22 (100)(000) (011)(000) (100)(000) (010)(011) (100)(100)
23 (100)(100) (100)(000) (210)(011) (011)(011) (201)(000)
24 (110)(000) (010)(001) (202)(101) (011)(011) (100)(100)
25 (310)(001) (011)(011) (011)(011) (011)(011) (100)(100)
26 (013)(000) (013)(001) (202)(101) (010)(011) (202)(101)
27 (110)(100) (011)(011) (101)(101) (011)(011) (101)(101)
28 (110)(000) (110)(000) (201)(000) (011)(011) (100)(100)
29 (311)(011) (011)(011) (011)(011) (011)(011) (011)(011)
30 (012)(000) (012)(000) (202)(101) (011)(011) (212)(011)
31 (011)(100) (210)(011) (210)(011) (011)(011) (100)(000)
32 (011)(000) (011)(000) (212)(011) (010)(011) (101)(101)
33 (311)(011) (010)(011) (212)(011) (011)(011) (100)(100)
34 (311)(011) (010)(011) (011)(011) (011)(011) (100)(100)
35 (311)(011) (011)(011) (101)(101) (010)(011) (201)(000)
36 (112)(000) (112)(000) (202)(101) (011)(011) (201)(000)
Table 4.5. Model orders: TRAMO-TSW, TRAMO-D(EMETRA) and X-12-
ARIMA, 120 observations (02.05.1989-01.05.1999, see section 10.8.1) and 60 ob-
servations
TSW disagree with respect to integration orders on 16 occasions (unit
roots in frequency zero were considered only).4.2 Empirical Examples 65
• Estimation: a direct comparison of TRAMO-D with X-12-TRAMO15 in
table 4.1 suggests that diﬀerent estimation algorithms do not lead to sig-
niﬁcantly diﬀerent performances (this is conﬁrmed by comparing means
on the 5%-signiﬁcance level).
• Identiﬁcation: a direct comparison of X-12-ARIMA and X-12-TRAMO in
table 4.1 suggests that various identiﬁcation techniques do not perform
diﬀerently (see footnote 15). Moreover, the newer Version TRAMO-TSW
does not perform better than TRAMO-D.
• Linearization: For the above series, adjustments (outliers, shifts, calendar
eﬀects) do not aﬀect the performance of the DFA, see table 4.2.
• Optimization criterion: The DFA ‘out of sample’ markedly outperforms
the MBA ‘in sample’, see table 4.3. This observation supports our conjec-
ture that the optimization criterion of the MBA (one-step ahead forecast-
ing) is not an optimal match for the relevant estimation problem.
• Eﬀect of constraints: imposing the level constraint ˆ A(0) = 1 impairs the
performance of the DFA, see table 4.4. The traditional I(1)-assumption
(level constraint without time shift) leads to a mean relative increase of
the mean-square ﬁlter error by approximately 10%. Imposing both restric-
tions i.e. assuming I(2)-processes would lead to an increase by approxi-
mately 30%. Table 10.3 shows that case1 outperforms case2 and case3 for
26 respectively 31 time series (out of 36). Case3 outperforms TRAMO-D
only by 4% but it is better than the MBA for 27 out of 36 time series, see
table 10.4.
Diﬀusion Indices
The following table 4.6 summarizes results obtained for the diﬀusion indices
provided by the Federal Reserve Bank (Philadelphia), assuming an ideal (trun-
cated) trend signal has to be approximated. The diﬀusion index data com-
TRAMO-TSW TRAMO-D X-12-T X-12-A
in- out- in- out- in- out- in- out-
120 Obs. mean 74% 80% 80% 85% 77% 81% 79% 89%
median 75% 71% 81% 78% 78% 70% 81% 78%
60 Obs. mean 75% 60% 77% 65% 88% 82%
median 67% 55% 68% 57% 81% 67%
Table 4.6. Eﬃciency gain of DFA: DFA vs. TRAMO in and out of sample (linearized
data)
15X-12-TRAMO is based on the identiﬁcation procedure of TRAMO-D and the
estimation procedure of X-12-ARIMA. Therefore, it enables to disentangle eﬀects
due to diﬀerent identiﬁcation and estimation routines when comparing the original
TRAMO-D and X-12-ARIMA procedures.66 4 Empirical Comparisons
prises 63 time series which is almost twice as much as the business survey
data. The broader data set motivated us to consider more extensively out-
of-sample issues, emphasizing in particular longer (out-of-sample) horizons in
table 4.716. Since TRAMO-TSW still performed slightly worse, we decided
to restrict attention to the older TRAMO-D in the following sections. The
TRAMO-D X-12-T X-12-A
Mean Median Mean Median Mean Median
in sample 75% 67% 77% 68% 88% 81%
out of sample (1 year) 60% 55% 65% 57% 82% 67%
out of sample (2 years) 65% 52% 69% 56% 93% 80%
out of sample (3 years) 71% 57% 76% 61% 98% 88%
out of sample (7 years) 82% 71% 88% 74% 101% 88%
Table 4.7. Eﬃciency gain of DFA: DFA vs. TRAMO, linearized data
results in table 4.7 suggest that DFA-ﬁlters should be re-optimized each year
or at least each second year since relative performances seem to degrade with
increasing out of sample period-length.
4.2.2 Reference Signal: Canonical Trend
Since model-based symmetric ﬁlters are generally bi-inﬁnite, we have to trun-
cate them in our application. As a result, we use symmetric MA-ﬁlters of the
same length as the truncated ideal trend, see section 10.8.2 for details. We do
not account for X-12-ARIMA in this setting, because it assumes a diﬀerent
signal deﬁnition. Moreover, we restrict attention to series for which the airline
model has been selected in order to facilitate computations.
Business Survey
Table 4.8 summarizes real-time performances in the context of the business
survey data, see also table 10.9 for complete results. Transfer functions of
In sample Out of sample
Mean 80% 78%
Median 82% 79%
Table 4.8. Canonical trend: eﬃciency DFA vs. TRAMO-D ‘in’ and ‘out of sample’
16Models and ﬁlter parameters were ﬁxed during the analyzed periods, see section
10.8.1 for details.4.2 Empirical Examples 67
canonical trends for series 8, 17 and 35 are plotted in ﬁg.4.117. For series 35,
the shape of the transfer function suggests that the resulting trend is ‘noisy’
because ‘high frequency’ components are not damped suﬃciently strongly
(recall that the airline model is mis-speciﬁed). This conjecture is conﬁrmed
by ﬁg.4.2 which compares canonical and ideal trend signals. If turning-points
are of interest, this ‘noisy’ (canonical) trend would be diﬃcult to interpret in
practice.
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Fig. 4.1. Transfer functions canonical trends, series 8, 17, 35
Diﬀusion Indices
Table 4.9 summarizes real-time performances, see also table 10.10 for complete
results. In order to compare out-of-sample results for various time periods,
including longer horizons, we restrict attention to samples of length 60 (the
diﬀusion indices data set is too short for results based on length 120).
Transfer functions of canonical trends for series 41, 46 and 54 are plotted
in ﬁg.4.3. For series 41, the transfer function suggests that the trend must
be ‘extremely’ smooth18. If turning-points are of interest, then this trend
component would be diﬃcult to interpret in practice.
17The observed ripples are due to the ﬁniteness of the symmetric ﬁlters
(MA(101)).
18Recall again that the airline model is a severe mis-speciﬁcation for bounded
series. Also, the DFA performs much better than TRAMO-D for this particular
series, see table 10.10. We refer to section 4.3.1 for detailed results.68 4 Empirical Comparisons
Canonical vs. Ideal Trend: Series 35
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Fig. 4.2. Series 35: canonical trend (solid) vs. ideal trend (dotted)
Mean Median
in sample 63% 62%
out of sample (1 year) 61% 61%
out of sample (2 years) 57% 55%
out of sample (3 years) 62% 60%
out of sample (7 years) 70% 67%
Table 4.9. Canonical trend: eﬃciency DFA vs. TRAMO-D in and out of sample
Canonical Trends
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Fig. 4.3. Transferfunctions canonoical trends, series 41, 46, 54
4.3 Diagnostics: A Methodological Shift
4.3.1 Filter Errors, Amplitude and Time Shift Functions
If not stated otherwise, ‘TRAMO’ means TRAMO-D, as implemented in
DEMETRA, in the following sections. We renounced to analyze TRAMO-4.3 Diagnostics: A Methodological Shift 69
TSW because of its slightly worse performances.
Series 4, 7 and 27 are in some sense ‘representative’ for the business sur-
vey data. More precisely, these three series exhibit very diﬀerent seasonal and
noise patterns (see ﬁgs. 4.5, 4.11 and 4.16) which make them ideal candidates
for a more thorough analysis.
For series 4, TRAMO proposes the following non-seasonal model19
(1 − B)Xt = (1 − 0.206B)ǫt (4.5)
with σ2 = 17.3. Model diagnostics reported in ﬁg. 4.4 do not lead to rejection
of the model although a larger model order may be tentatively entertained
(see below). Fig. 4.6 shows amplitude (left panel) and time shift functions
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Fig. 4.4. Model diagnostics series 4
19X-12-ARIMA selected also a non-seasonal model (1 − 0.973B)Xt = ǫt. Note
that the series linearized by TRAMO and X-12-ARIMA are not identical which
may partly explain observed model diﬀerences.70 4 Empirical Comparisons
(right panel) of concurrent ﬁlters - model-based ﬁlter as generated by 4.5 and
DFA ﬁlter - together with the symmetric transfer function. In comparison to
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Fig. 4.5. Linearized series, symmetric trend (shaded) and Periodogram
the MBA, the DFA real-time ﬁlter removes the small seasonal component in
π/6 (see right panel in ﬁg. 4.520) and its time delay is much smaller in the
pass band [0,π/14] of the symmetric ﬁlter. In particular, the time delay is
very low for frequencies belonging to the trend peak. However, the amplitude
ﬁt of the DFA seems worse in the pass band.
We now analyze the overall eﬀect of these phenomena on the goodness of ﬁt
of the approximations. For that purpose, the ﬁlter errors Yt − ˆ Yt of DFA and
MBA concurrent ﬁlters as well as their respective periodograms are plotted
in ﬁg. 4.7. Ideally, the errors as well as their periodograms should vanish.
The right panel of ﬁg. 4.7 shows large spectral peaks of the MBA at π/6 and
towards the lowest frequencies suggesting that the MBA concurrent ﬁlter fails
to handle these components suitably. Whereas the peak at π/6 is due to the
mis-speciﬁed non-seasonal model structure, the observed low-frequency peak
in the periodogram of the MBA requires additional insights.
To simplify the exposition at this place, assume that Yt = Acos(λt) and that
the output ˆ Yt of a one-sided ﬁlter is ˆ Yt = Acos(λ(t + δ)) (shift by δ time
units). Assume also that λ is ‘small’. We now brieﬂy analyze the time-sift
eﬀect induced by δ on the resulting ﬁlter error:
• The ﬁlter error
A
 
cos(λt) − cos(λ(t + δ))
 
= A(1 − cos(λδ))cos(λt) + Asin(λδ)sin(λt)
20The periodogram vanishes in frequency zero because the series has been previ-
ously demeaned, see 3.10.4.3 Diagnostics: A Methodological Shift 71
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Fig. 4.6. Amplitude and time shifts DFA (solid) vs. MBA (dotted)
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Fig. 4.7. Filter errors with periodograms: DFA (solid) vs. MBA (dotted)
is a cycle of frequency λ.
• The mean-square ﬁlter error increases with A and, for small λ, it also
increases (at least locally) with the time shift δ.
• For ﬁxed A,δ, the mean-square ﬁlter error increases (at least locally) with
λ, because the slope of the signal increases too.
Returning to ﬁg.4.7 we infer, by analogy, that the large low-frequency peak of
the ﬁlter error of the MBA may be due to the larger time delay of the ﬁlter
in the pass-band: the height of the peak is determined by the strength of the
signal, by the frequency and by the amount of time shift. In order to verify
our supposition, we decompose the mean-square ﬁlter error into contributions72 4 Empirical Comparisons
of amplitude and time delay functions, recall 3.12 and 3.13. For series 4, we
obtain the following results
Series 4 Total Amplitude Time Delay
DFA 6.81 5.72 1.09
MBA 10.39 5.22 5.17
Table 4.10. Decomposition of mean-square ﬁlter error: DFA vs. MBA
Remarks
• The decomposition of the ﬁlter error in amplitude and time shift compo-
nents is general and can be applied to model-based ﬁlters too.
• As suggested by 3.15, the numbers in the ‘total’-row in the above table
are estimates of the true unknown mean-square ﬁlter error. A comparison
with the observed mean square ﬁlter error in table 10.2 shows a close
correspondence, which is supported by 3.14.
These results conﬁrm impressively the better performance of the DFA with
respect to time delay properties in the pass-band.
These ﬁndings are related directly to model mis-speciﬁcations which could
not be detected by traditional diagnostic tools. Speciﬁcally, the false non-
seasonal model structure induces a large spectral peak in the ﬁlter errors in
π/6 and the mis-speciﬁed unit root of the process emphasizes the amplitude
function21 at costs of the time delay in the pass-band.
As suggested by the Ljung-Box diagnostics in ﬁg.4.4, a more complex
model may be tentatively entertained. The following analysis is based on the
time series package tseries in R. The model
(1 − B)Xt = (1 − 0.3067B − 0.0109B2 + 0.2843B3)ǫt (4.6)
with σ2 = 16.15 leads to a smaller AIC value. Diagnostics in ﬁg.4.8 conﬁrm
the improvement with respect to one-step ahead performances. We notice
modiﬁcations of ﬁlter characteristics in ﬁg. 4.9, namely a dip of the amplitude
function in π/6 and smaller time delays. Whereas the latter is beneﬁcial to
the real-time ﬁlter, the former ‘modiﬁcation’ is not optimal. In particular, the
‘seasonal dip’ in π/6 is too wide (the original component is more tightly con-
centrated) and insuﬃciently profound: the new amplitude value at π/6 is even
larger than the ‘old’ one in ﬁg. 4.6. The controversial eﬀects on the ﬁlter errors
can be seen in ﬁg.4.10: the smaller time delay induces smaller low-frequency
peaks (when compared to model 4.5 in ﬁg. 4.7) but the residual seasonal peak
21The unnecessarily severe level constraint ˆ AMBA(0) = 1 is imposed for the
model-based ﬁlter.4.3 Diagnostics: A Methodological Shift 73
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Fig. 4.8. Model diagnostics series 4: model 4.6
Amplitude Series 4
DFA
MBA
Symmetric Transferfunction
0 pi/6 2pi/6 3pi/6 4pi/6 5pi/6 pi
0
.
0
0
.
2
0
.
4
0
.
6
0
.
8
1
.
0
Time Delay Series 4
DFA
MBA
0 pi/6 2pi/6 3pi/6 4pi/6 5pi/6 pi
0
.
0
0
.
5
1
.
0
1
.
5
2
.
0
Fig. 4.9. Amplitude and time shifts DFA (solid) vs. MBA (dotted)74 4 Empirical Comparisons
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Fig. 4.10. Filter errors with periodograms: DFA (solid) vs. MBA (dotted)
has become larger, as expected. Overall, the new model leads to an improve-
ment of the ﬁlter performance from 4.95 (see series 4 in table 10.1) to 4.44 ‘in
sample’ and from 12.74 (see series 4 in table 10.2) to 9.78 ‘out of sample’.
Nevertheless, the new model-based ﬁlter is still noticeably worse than the DFA
whose mean-square ﬁlter errors are 2.36 (in sample) and 6.01 (out of sample),
see the rows corresponding to series 4 in tables 10.1 and 10.2.
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Fig. 4.11. Linearized series, symmetric trend (shaded) and Periodogram
For series 7, TRAMO proposes the model4.3 Diagnostics: A Methodological Shift 75
(1 − B12)(1 − 0.3022B)Xt = (1 − 0.8597B12)ǫt (4.7)
Model diagnostics in ﬁg. 4.12 do not plead against this choice. In comparison
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Fig. 4.12. Model diagnostics series 7
to the preceding example, series 7 is prone to strong seasonal components and
‘noise’. Comparisons of amplitude and time delay functions of real-time ﬁlters
in ﬁg. 4.14 conﬁrm some of our previous ﬁndings. In particular, the time delay
of the model-based approach22 is larger in the pass-band ([0,π/14]). Note also
that ˆ ADFA(0) ≈ 0.65 is substantially smaller than one.
A decomposition of the (estimated) mean-square ﬁlter error in amplitude
and time shift components (section 3.1.3) in table 4.11 reveals that the DFA
outperforms the MBA with respect to both amplitude and time delay prop-
erties. The former is mainly due to the precipitate decay (mismatch) of the
model-based amplitude function in the pass-band of the symmetric ﬁlter.
22The large delay of the model-based ﬁlter in frequency zero has been truncated
in order to allow for better visual inspection.76 4 Empirical Comparisons
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Fig. 4.13. Amplitude and time shifts DFA (solid) vs. MBA (dotted)
Series 7 Total Amplitude Time Delay
DFA 1.97 1.1 0.87
MBA 2.62 1.59 1.03
Table 4.11. Decomposition of mean-square ﬁlter error: DFA vs. MBA
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Fig. 4.14. Filter errors with periodograms: DFA (solid) vs. MBA (dotted)
A closer inspection of ﬁlter errors and, more precisely, of their peri-
odograms conﬁrms that the DFA performs better for low-frequency compo-
nents. Table 4.11 suggests that the better performance is due to enhanced
time delay as well as amplitude characteristics. In the stop-band, both ﬁlters4.3 Diagnostics: A Methodological Shift 77
perform almost equally well.
For series 27, TRAMO proposes the well-known airline model
(1 − B)(1 − B12)Xt = (1 − 0.3146B)(1 − 0.8565B12)ǫt (4.8)
Model diagnostics in ﬁg. 4.15 do not plead against this choice. Because the
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Fig. 4.15. Model diagnostics series 27
identiﬁed process is I(2) (integration order two), the corresponding concurrent
ﬁlter must satisfy ˆ φ(0) = 0, see section 6.2.1 for formal details23. Besides the
above time shift constraint the amplitude function of the model-based ﬁlter
must satisfy
ˆ A(kπ/6) = Γ(kπ/6) = 0,k = 0,1,...,6
23Intuitively, the vanishing time delay in frequency zero is necessary because the
slope of an I(2)-process (its ﬁrst diﬀerences) grows unboundedly in absolute value
as t → ∞. Therefore, a non-vanishing time delay would ensure ﬁniteness of the ﬁlter
errors asymptotically.78 4 Empirical Comparisons
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Fig. 4.16. Linearized series, symmetric trend (shaded) and Periodogram
because the corresponding unit roots of the process induce inﬁnite spectral
peaks at these frequencies, see section 6.2.1. As can be seen in ﬁg. 4.17, all
constraints are indeed satisﬁed by the model-based ﬁlter. Nevertheless, its
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Fig. 4.17. Amplitude and time shifts DFA (solid) vs. MBA (dotted)
time delay grows rapidly and exceeds substantially the delay induced by the
DFA in the pass-band. Note also that the seasonal harmonic in 4π/6 is not
removed by the DFA because the series does not show evidence of such a com-
ponent, see ﬁg.4.16. As for previous examples, the amplitude function of the
DFA is ‘nose’-shaped in the pass-band in order to ensure small time delays4.3 Diagnostics: A Methodological Shift 79
(recall section 2.3).
A decomposition of the (estimated) mean-square ﬁlter error in amplitude
and time sift components is proposed in table 4.12. Whereas the gain provided
Series 27 Total Amplitude Time Delay
DFA 7.94 6.66 1.28
MBA 9.91 4.47 5.44
Table 4.12. Decomposition of mean-square ﬁlter error: DFA vs. MBA
by the smaller time delay of the DFA is impressive, amplitude characteristics
are a bit worse.
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Fig. 4.18. Filter errors with periodograms: DFA (solid) vs. MBA (dotted)
A comparison of periodograms of ﬁlter errors in ﬁg. 4.18 conﬁrms previous
ﬁndings, namely that real-time performances beneﬁt from the smaller time de-
lay of the DFA-ﬁlter in the pass-band. In the stop-band, the DFA performs
slightly better because the damping eﬀect is more pronounced. However, the
obtained gain is negligible in comparison to the time delay eﬀect.
The following ﬁgs. 4.19 to 4.24 conﬁrm that the previous ﬁndings remain
unaltered by switching to model-based signal deﬁnitions24. For that purpose,
24Canonical trends are used for that purpose. The observed ripples in the trans-
fer functions of the symmetric ﬁlters are due to ﬁnite sample issues which would
disappear for large sample lengths.80 4 Empirical Comparisons
series 3 and 17 have been chosen because they exhibit very diﬀerent (almost
complementary) seasonal ﬁgures. As can be seen, the DFA generally out-
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Fig. 4.19. Linearized series, symmetric trend (shaded) and Periodogram
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Fig. 4.20. Amplitude and time shifts DFA (solid) vs. MBA (dotted)
performs the MBA in the pass-band because of smaller time delays and in the
stop-band seasonal components are often slightly better accounted for by the
DFA.4.3 Diagnostics: A Methodological Shift 81
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Fig. 4.21. Filter errors with periodograms: DFA (solid) vs. MBA (dotted)
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Fig. 4.22. Linearized series, symmetric trend (shaded) and Periodogram
4.3.2 Real-Time Signal Extraction Diagnostics: An Example
The salient features of the above series, namely low-frequency and seasonal
components are not accounted for optimally by the selected forecasting models
and one-step ahead forecasting errors are uninformative about this mismatch.
We conclude that the correspondence between classic model diagnostics and
performances of real-time estimates is lose in practice.
By shifting the attention towards the relevant ﬁlter characteristics, ad-
ditional improvements can be expected. For series 33, for example, ﬁg. 4.25
reveals a strong spectral peak of DFA-ﬁlter errors in the vicinity of π/6. As82 4 Empirical Comparisons
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Fig. 4.24. Filter errors with periodograms: DFA (solid) vs. MBA (dotted)
can be seen, this peak coincides with an overshoot of the amplitude func-
tion of the DFA, see ﬁg. 4.2625. In this case, the general framework of the
DFA allows for a simple formal solution because the transfer function of the
one-sided ﬁlter is optimized explicitly in 3.7. More precisely, we impose a con-
straint ensuring that ˆ ADFA(ω) < 1.2 (the chosen upper-bound is more or less
arbitrary). The ‘corrected’ ﬁlter characteristics are plotted in ﬁgures 4.27 and
4.28: the amplitude of the constrained ﬁlter is everywhere smaller than the
25Note that TRAMO outperforms the DFA for this series: the mean-square ﬁlter
errors are 10.32 (DFA) and 5.32 (TRAMO), see tables 10.1 (‘in sample’) and 10.2
(‘out of sample’).4.3 Diagnostics: A Methodological Shift 83
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Fig. 4.25. Filter errors with periodograms: DFA (solid) vs. MBA (dotted)
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Fig. 4.26. Amplitude and time shifts DFA (solid) vs. MBA (dotted)
required limit and the previous ‘peaky’ nose has completely disappeared. As
a result, the squared ﬁlter error ‘out-of-sample’ of the DFA decreases from
10.32 to 4.87 which is slightly better than TRAMO’s 5.32.
From our point of view, the presented diagnostic approach relating prop-
erties of ﬁlter errors to characteristics of real-time ﬁlters is more eﬀective
and more appealing than statistics based on one-step ahead forecasting per-
formances because it highlights potential failures of the relevant estimator.
The subsequent ‘correction’ of the optimization criterion through suitable
constraints enhances properties of real-time estimates directly. This is to be84 4 Empirical Comparisons
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Fig. 4.28. Filter errors with periodograms: DFA (solid) vs. MBA (dotted)
seen in contrast to the model-based approach: diagnostics are often unable to
detect the relevant mismatch(es) and ‘setting parameters’ (basically ARIMA-
model orders) are not directly related to the problem at hand. In particular,
the ‘black-box’ mechanism generating one-sided ﬁlters cannot be controlled
in order to enhance failing ﬁlter characteristics (such as large time delays for
example).4.4 Deconstruction of Real-Time DFA-Filters 85
4.4 Deconstruction of Real-Time DFA-Filters
The ‘abstractness’ of the new optimization criterion 3.7 and of the underlying
large parameter space (ARMA(15,15), QMP-ZPC-ﬁlter design) may appear to
be less intuitive and more involving, at ﬁrst sight, than the simple ‘forecasting-
trick’ of model-based approaches. However, a straightforward decomposition
of the ARMA(15-15)-ﬁlter in contributions of the individual ZPC-ﬁlters in
this section should reveal both the simplicity as well as the eﬀectiveness of
the proposed approach. For that purpose, we rely on series 27 analyzed in
section 4.3.1. The ﬁlter equation is
yt = 1.1221yt−1 + 0.6462yt−2 − 2.0422yt−3 + 1.2562yt−4 + 0.6435yt−5
−1.8344yt−6 + 1.1496yt−7 + 0.5889yt−8 − 1.6788yt−9 + 1.0521yt−9
+0.5390yt−10 − 0.8349yt−11 + 0.1755yt−12 + 0.1758yt−13 + 0.0400yt−14
+0.0264yt−15
+0.3511xt − 0.1695xt−1 − 0.3195xt−2 + 0.5272xt−3 − 0.1755xt−4
−0.3104xt−5 + 0.5174xt−6 − 0.1755xt−7 − 0.3104xt−8 + 0.5174xt−9
−0.1755xt−10 − 0.3104xt−11 + 0.1662xt−12 − 0.006xt−13 + 0.0091xt−14
−0.0099xt−15
where xt is the demeaned input series. Zeroes and poles of the ﬁlter can be
derived from the equivalent representation
ˆ Γ(ω) =
 q
k=0 bk exp(−ikω)
1 −
 Q
k=1 ak exp(−ikω)
= C
 n
j=1(Z2j−1 − exp(−iω))(Z2j − exp(−iω))
 n′
k=1(P2k−1 − exp(−iω))(P2k − exp(−iω))
(4.9)
 
 q
j=2n+1(Zj − exp(−iω))
 Q
k=2n′+1(Pk − exp(−iω))
see section 2.1. The obtained moduli as well as the arguments of zeroes and
poles are reported in table 4.1326. ZPC2 to ZPC7 occur in complex conjugate
pairs whereas ZPC1 and ZPC8 are real. The latter ﬁlter is ‘doubled’27 which
is emphasized by the ± symbol in its argument.
According to our deﬁnition, zeroes and poles of ZPC ﬁlters are paired by
common arguments, see section 3.2.2. The number of freely determined (esti-
mated) parameters in table 4.13 is 2*8+1=16 corresponding to the ﬁrst two
26The optimization criterion is based on poles and zeroes because useful con-
straints can be deﬁned and imposed much more easily than for AR- or MA-
parameters, see sections 3.2 and 3.5 for example.
27Doubling the ZPC-ﬁlter in π has been brieﬂy motivated in section 3.5.3.86 4 Empirical Comparisons
ZPC1 ZPC2 ZPC3 ZPC4 ZPC5 ZPC6 ZPC7 ZPC8
|Z| : 1.1028 1.9904 1 1 1 2.8526 1 1
|P| : 1.1077 1.2775 1.03 1.03 1.03 3.9488 1.03 1.03
Arg(Z)=Arg(P): 0 ±π/7.9024 ±π/6 ±2π/6 ±3π/6 ±4π/6 ±5π/6 ±π
Table 4.13. Series 27: Parameters of ZPC-Filters (without normalizing constant)
rows and the argument of ZPC2, recall section 3.5.3. If the level constraint
ˆ A(0) = 1 is relaxed, then the normalizing constant C in 4.9 must be estimated
too (which is the case here).
Parameters in the ﬁrst row, corresponding to ZPC1, account for a control of
the time-shift (delay) in the pass band. The parameters in the second row,
corresponding to ZPC2, account for a simultaneous ﬁt of amplitude- and time-
shift-functions towards the low-frequency-peak in the pass-band. The remain-
ing degrees of freedom of ZPC3,...,ZPC8 account for the amplitude function
in the stop band of the ﬁlter.
As can be seen, the limit of the stability constraints 3.20 is attained for poles
number 3,4,5,7 and 8 in the second row of table 4.13 and the corresponding
zeroes in the ﬁrst row lie on the unit circle (if rounding-errors are omitted).
We conclude that 5*2=10 degrees of freedom are ‘unutilized’ since the bound-
aries of the parameter space are attained. Very often, in applications, ‘small’
subsets of the original parameter space are relevant only in contributing ef-
fectively degrees of freedom. The main diﬀerence to traditional model-based
approaches is that the estimation criterion 3.7 is not supplemented by identi-
ﬁcation or diagnostic tools in deciding whether a particular degree of freedom
imports or not.
We now isolate and analyze the eﬀects of the individual serially connected
ZPC-ﬁlters28. Amplitude and time shift functions of ZPC1 are plotted in
ﬁg. 4.29. The ﬁlter satisﬁes 6.12 and ensures that the time shift vanishes in
frequency zero. As expected, its time shift is negative in order to compensate
the eﬀect of the following ‘smoothing’ ﬁlters29. It accounts for the width of
the time shift eﬀect in the pass band and its amplitude eﬀect is rather weak.
The amplitude function of ZPC230 (and complex conjugate) reveals the
smoothing eﬀect of the ﬁlter in the stop band. The typical ‘nose’ shape in the
pass band ensures a small time delay towards frequency zero31 and a better
ﬁt of the amplitude function of ˆ Γ( ) towards the ‘true’ spectral bulk (which
28Amplitude and time shift plots in the following ﬁgures correspond to the com-
bined eﬀect of complex conjugate ZPC pairs.
29The time shift of the composed ﬁlter is the sum of the shifts induced by all
ZPC-ﬁlters, recall 2.5.
30The ﬁlter has not been normalized which explains the ‘larger’ amplitude values.
31The almost vanishing delay in frequency zero is purely accidental here.4.4 Deconstruction of Real-Time DFA-Filters 87
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Fig. 4.29. Amplitude and time shifts: ﬁrst ZPC-ﬁlter
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Fig. 4.30. Amplitude and time shifts: second ZPC-ﬁlter
is not in frequency zero for the above series). The three degrees of freedom
of ZPC2 can account for the location, the height and the width of the ‘nose’
and thereby it contributes to the simultaneous matching of amplitude and time
shift functions in the pass band. Also, its smoothing eﬀect contributes to the
amplitude matching in the stop band.
Amplitude and time shift functions of ZPC3 (and complex conjugate) in
ﬁg.4.31 are typical for ‘seasonal adjustment’ in the presence of stable seasonal
ﬁgures: the eﬀect of the ﬁlter is concentrated very tightly in π/6. Its degrees
of freedom can account for depth and width of the trough or, equivalently, for88 4 Empirical Comparisons
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Fig. 4.31. Amplitude and time shifts: third ZPC-ﬁlter
height and width of the corresponding seasonal peak. We omit ﬁlters ZPC4,
ZPC5, ZPC7 and ZPC8 since their eﬀects are very similar to ZPC3 (‘seasonal
adjustment’ ﬁlters).
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Fig. 4.32. Amplitude and time shifts: sixth ZPC-ﬁlter
ZPC6 (and complex conjugate) exempliﬁes the versatility of the ‘seasonal
adjustment’ design since the trough of the amplitude function has now be-
come wide and its damping eﬀect is rather weak towards 4π/6. Note that
the minimum is slightly shifted to the right of 4π/6 because of the combined4.5 Summary 89
eﬀect of the complex conjugate pair. ZPC6 contributes to the composed ﬁlter
by a wider smoothing in the stop band. Its time shift is small. The picture
here is typical for a ‘surplus’ ﬁlter whose primary function (removal of the
seasonal peak) has become obsolete because the corresponding spectral peak
of the signal is absent. Often, such ﬁlter components degenerate to identities
(for example by cancelation of pole by zero) or they are assigned to a diﬀerent
task - as is the case here - by the optimization criterion 3.7.
The compound eﬀect obtained by serial linkage of the individual ZPC-
ﬁlters is plotted in ﬁg. 4.33. The performance of the resulting real-time ﬁlter
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Fig. 4.33. Amplitude and time shifts DFA (solid) vs. MBA (dotted)
has been analyzed in section 4.3.1.
4.5 Summary
The conclusions reported at the end of section 4.2.1 addressed mis-speciﬁcation,
estimation, diagnostics, optimization criteria, linearization and ﬁlter con-
straints. We here complete the analysis by including evidences obtained in
sections 4.3 and 4.4.
Mis-speciﬁcation: Complex Dynamics and Simple (Simplistic)
Models
Practical time series are often characterized by dynamics which cannot be
matched by simple forecasting models. Typically, neither the location nor the
size nor the width of the observed spectral peaks conform to the corresponding90 4 Empirical Comparisons
time series operators. The latter are often too rigid and induce unnecessarily
severe restrictions of the resulting one-sided ﬁlter which should not be con-
founded with ‘parsimony’. An immediate consequence noted in our examples
is the larger time delay of model-based ﬁlters in the important pass band which
is primarily due to unnecessary unit roots in frequency zero.
Traditional seasonal operators assume a very homogeneous seasonal ﬁgure.
Therefore, they induce almost identical dips of the one-sided ﬁlter in each sea-
sonal frequency. As a consequence, peaks of diﬀerent widths in a series cannot
be accounted for optimally: unstable components are under-adjusted (insuf-
ﬁcient damping) whereas stable ones are over-adjusted (excessive damping).
The former eﬀect can be measured in residual seasonal power of the ﬁlter error
whereas the latter induces a larger time delay in the pass band, contributing
to the low-frequency residual power.
Unlike one-step ahead forecasts, real-time estimates can be more or less
severely aﬀected by unit root mis-speciﬁcations which generate ﬁlter con-
straints that are often unnecessarily severe. Therefore, real-time signal extrac-
tion is more ‘information demanding’ than one-step ahead forecasting. Alter-
natively, real-time signal extraction magniﬁes mis-speciﬁcation issues which
can be neglected in the traditional one-step ahead perspective.
Amplitude and Time Delay Matching
Reduced to its simplest expression, the diﬃculty in real-time signal extraction
lies in the impossibility to achieve perfect simultaneous ﬁts of amplitude and
time delay functions because the latter are entangled and cannot be optimized
‘separately’, see theorem 2.3. We here attempt to explain the importance of
particular ﬁlter parameters whose speciﬁc task is to alleviate the above fun-
damental diﬃculty.
Our examples so far revealed an apparent amplitude-mismatch of DFA
ﬁlters in frequency zero, because ˆ ADFA(0) < 1 in general. However, since the
analyzed series were bounded and demeaned the resulting distortions of the
generated real-time estimates are of limited extent. Even more, ﬁlter perfor-
mances can take advantage of this seemingly ﬂaw. We here brieﬂy develop this
claim which is against usage and which seems to be against intuition, too.
We know from section 2.3 that small time delays in the pass band are typically
associated to a particular ‘nose’-shape of the amplitude function. If ˆ A(0) < 1,
then this shape can be exploited to combine favorably with the ﬁt of the sym-
metric transfer function towards the eﬀective (low-frequency) spectral bulk.
Figuratively, if ˆ A(0) < 1, then the amplitude function ˆ A(ω) is pulled up to-
wards the intended reference level Γ(ω) by the ‘tip of the nose’ in frequencies
ω belonging to the low-frequency spectral peak (which was located beneath4.5 Summary 91
frequency zero in our examples). Therefore, the strict antagonism of time de-
lay and amplitude functions in the pass band is to some extent breaked up:
the ‘nose’-shape favors a simultaneous ﬁt of both functions. Fig. 4.34 illus-
trates these issues for series 27 analyzed in section 4.3.1 (the periodogram
has been previously normalized): the amplitude function starts in 0.84 in fre-
quency zero and grows steadily up to 0.96 for the last ‘large’ periodogram
value in the pass band. Simultaneously, the time delay remains small over the
whole peak (below 0.7 for the whole peak and 0.32 in the extremum). Both
functions deteriorate markedly after the low-frequency peak in the pass band,
in a frequency band between 2π/6 and π/6 where the spectral power of the
input series is weak.
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Fig. 4.34. Amplitude and time shift functions: a simultaneous ﬁt in the pass band
The simultaneous ﬁt of both ﬁlter characteristics is achieved by ‘modeling’
- in an artistic acception of the term - the height and the width of the ‘nose’
and by shifting its tip through suitable parameters, corresponding to ZPC2
in table 4.13. Needless to say, that ‘extreme’ examples such as depicted in ﬁg.
5.15 may hurt common aesthetic principles32.
From section 4.4 we know that a particular ZPC-ﬁlter - ZPC2, actually - is
aﬀected to this oﬃce, see ﬁg. 4.30. More precisely, its parameters are related
to the above tasks in the following way:
• The common argument λ of the ZPC ﬁlters shifts the ‘nose’.
• The ratio |Z|/|P| controls the width of the spectral peak (‘nose’).
32The real-time ﬁlter in that ﬁgure has been optimized for turning-points: its level
performances are not optimal.92 4 Empirical Comparisons
• The ratio
(|Z|−1)
(|P|−1) determines the height of the extremum.
Additionally, a real ZPC-ﬁlter - ZPC1 in section 4.4 - generates a vanishing
time delay in frequency zero, see 6.12 in chapter 6 for details. It generates a lo-
cally negative time delay whose inﬂuence in the whole pass-band is controlled
by the ratio Z/P where both the zero as well as the pole are real positive
numbers33.
Both ﬁlters, ZPC1 and ZPC2, and the relaxation of the traditional ‘level con-
straint’, allowing for ˆ A(0) < 1, convey ﬁve degrees of freedom which aim at
a simultaneous match of time delay and amplitude functions towards the ef-
fective spectral bulk in the pass-band. Of course, the complexity as well as the
subtlety of the underlying estimation problem cannot be accounted for by
heavily over-simpliﬁed model-designs.
Over-ﬁtting, Regularity and Diagnostics
The proposed methodological shift, emphasizing ﬁlter errors in the new di-
agnostic approach (proposed in section 4.3), aims at eﬃciency of real-time
estimates by pointing speciﬁcally towards potential mismatches of the con-
current ﬁlter. The proposed approach prevents against over-ﬁtting, which is
interpreted as an unnecessary complication (irregularity) of the transfer func-
tion, see section 4.3.2 and chapter 7. Besides simple regularity constraints such
as 3.20, the shape of DFA real-time ﬁlters can be ‘stabilized’ by constraining
directly amplitude or time delay functions in 3.7, as demonstrated in section
4.3.2. The model-based approach does not lend itself to such manipulations,
because the one-sided ﬁlter is not optimized explicitly so that its shape cannot
be controlled.
Conclusion
Real-time signal extraction is concerned about a complex estimation prob-
lem entailing subtle issues that cannot be accounted for by simple forecasting
models. By involving a linear combination of various forecasting horizons,
methodological issues34 are magniﬁed and become sensible which are ordi-
narily negligible in a strict one-step ahead perspective. As a consequence,
real-time problems aﬀord more ﬂexible ﬁlter designs which can account com-
prehensively for the salient features of practical time series. In order to over-
come over-ﬁtting by such designs, a more reﬁned optimization criterion is
necessary which matches the relevant estimation problem. Speciﬁc diagnostic
instruments are necessary in order to detect potentially harmful ﬁlter failures.
33The other two degrees of freedom are lost by imposing 6.12 and λ0 = 0.
34Mainly over-ﬁtting and unnecessarily severe parameter constraints.4.5 Summary 93
The next part of the book is devoted to the detection of turning points.
The methodological orientation given by this particular application reveals
forthright advantages of the proposed approach because time delay issues are
emphasized. Now this seems to be one of the main weaknesses of the MBA,
as illustrated by our examples up to now.Part IV
Turning Points5
The DFA: Real-Time Detection of Turning
Points
Turning-points are particular events which are typically characterized by more
or less durable ‘changes’ in the observed dynamics of a time series. We here
propose an approach which relates ‘turning points’ to ‘signals’. However, the
detection of turning points (of the signal) diﬀers from the estimation of the
level (of the signal) in that particular time points are addressed only whereas
in the preceding framework each time point is equally important, which is ac-
counted for by optimizing mean performances. From a methodological point
of view, the selective regard on the time axis aﬀords a generalization of the
original level criterion 3.7.
An overview on the topic is provided in section 5.1. Section 5.2 proposes
an approach emphasizing speciﬁcally turning-points. Finally, a generalized
optimization criterion matching the relevant real-time estimation problem is
derived in section 5.3.
5.1 Overview
5.1.1 Turning Points
According to the dictionary [50], a ‘turning-point’ is “The point at which a
very signiﬁcant change occurs; a decisive moment. In Mathematics: A maxi-
mum or minimum point on a curve”. We here attempt to concretize the ﬁrst
general deﬁnition so that it relates directly to the second precise one. For that
purpose, we examine a particular application ﬁeld of real-time signal extrac-
tion.
In business cycle analysis, turning points (which we abbreviate by TP’s in
the following) are “dates at which the economy switches from the expansion
regime to the concentration regime and vice versa”, see Chauvet and Piger98 5 The DFA: Real-Time Detection of Turning Points
[16]. The same authors argue: “The task to date TP’s in US business cy-
cles has fallen to the NBER’s Business cycle Dating Committee. The NBER
dates a TP in the business cycle when the committee reaches a consensus that
a TP has occured. Although each committee member likely brings diﬀerent
techniques to bear on this question, the decision is framed by the working
deﬁnition of a business cycle provided by Arthur Burns and Wesley Mitchell
[14]1”. This particular methodology has lead to criticism. The same authors
argue “First, because the NBER’s decisions represent the consensus of indi-
viduals who bring diﬀering techniques to bear on the question of when TP’s
occur, the dating methodology is neither transparent nor reproducible. Second,
the NBER business cycles peaks and troughs are often determined well after
the fact”.
Chauvet and Piger specify further the key idea which we can relate directly
to signal extraction: “Expansion phases are periods when economic activity
tends to trend up, whereas recession phases are periods when economic ac-
tivity tends to trend down”. This concept can be linked to the mathematical
deﬁnition of TP’s above: TP’s are particular time points corresponding to the
extrema of a trend component of the signal.
In our framework, uniqueness of TP’s is entailed by a particular trend com-
ponent which ensures “reproducibility” and “comprehensibility” and, thus,
addresses the ﬁrst criticism above. The ‘trend’ relates to signal extraction
and, more precisely, to real-time signal extraction at the current boundary
of time series. Controlling speed and reliability of the real-time ﬁlter would
account for the second criticism above.
The (symmetric) trend signal can be chosen according to the particular
purpose of an application: for the economic barometer published by the KOF-
ETH, for example, users are interested in the ‘ideal trend’ 4.3. It is important
to emphasize that we do not attempt to ‘impose’ a particular signal or TP-
deﬁnition here. Instead, we stress a practically relevant estimation problem -
a fast and reliable detection of TP’s - which is to be isolated from more or less
dogmatic views about the ‘essence’ of turning points. Basically, if a particular
turning point deﬁnition can be matched by a corresponding (symmetric) sig-
nal deﬁnition, then the proposed method applies.
Our examples are related to leading indicators: the economic barometer of
the KOF-ETH and the European Sentiment Indicator (ESI). We here deliber-
ately ignore issues related to the construction of the (unﬁltered) indicators -
1”Business cycles are a type of ﬂuctuation found in the aggregate economic
activity of nations that organize their work mainly in business enterprises: a cycle
consists of expansions occurring at about the same time in many economic activities,
followed by similarly general recessions, contractions and revivals which merge into
the expansion phase of the next cycle”.5.1 Overview 99
such as selection and aggregation processes of time series for example - which
is beyond the scope of this book. Instead, we restrict attention to the real-time
smoothing process.
‘Classic’ business cycle analysis deﬁnes TP’s according to the sign of the
growth rate of GDP. Accordingly, recessions and expansions are related to
falling or growing GDP trend. An alternative approach often found in the
literature consists in deﬁning TP’s according to the extrema of the trend
growth rate: a minimum anticipates an upcoming ‘expansion’ whereas a max-
imum precedes a ‘recession’. This approach is related to the so called ‘growth
cycle’. Whereas the ﬁrst approach emphasizes the sign of the growth rate, the
second one stresses the sign of its derivative. In the following, we shall adopt
the second approach, which is more in line with European practice, see for
example Tichy [73]. From a formal point of view, this choice does not aﬀect
the estimation procedure.
5.1.2 Real-Time Detection of TP’s
A monthly expansion of the quarterly Swiss GDP growth rate is plotted in
ﬁgure 5.12 together with two ‘versions’ of the leading indicator based on the
X-12-ARIMA trend and the ideal trend 4.3, see also section 1.1.1 (note that
the ideal trend ﬁlter cannot be computed towards the boundaries: ﬁfty obser-
vations are lost at the beginning and at the end of the time series3). The total
series length is 183 (from January 1991 to March 2006). The plot suggests that
extrema (TP’s) of both smoothed indicators anticipate periods of recessions
and contractions of the economy quite well. However, the X-12-ARIMA trend
signal is ‘noisier’4, which can lead to ‘false’ signals (for example in February
2004). Therefore, the preferred signal in this particular application is the ideal
trend.
X-12-ARIMA proposes the following model for the unﬁltered indicator
series
(1−B)(1−B12)(1+0.1201B+0.0836B2+0.2411B3)Xt = (1−0.9998B12)ǫt
2GDP-values within the same quarter are kept ﬁxed. Note also that the lat-
est GDP-values are estimates and will be subject to revisions as new information
becomes available.
3The MA(101)-ﬁlter is used for illustrative purposes. In sections 5.2.3 and 5.3
shorter MA(61)-ﬁlters are considered. We do not recommend still shorter symmetric
ﬁlters for the above series because otherwise false-alarms might be generated.
4As shown in Schips/Stier [67] the corresponding transfer function is leaking, es-
pecially in the range [π/6,2π/6], for commonly used Henderson ﬁlter orders. There-
fore, undesirable infra-year components contaminate the trend, as can be observed
after the turning point in the year 2000 for example.100 5 The DFA: Real-Time Detection of Turning Points
GDP−Quarterly and Monthly Leading Indicators
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Fig. 5.1. GDP quarterly (dotted line), leading indicator (solid)
which passes the usual diagnostic tests. The seasonal MA-operator of the
model almost cancels the seasonal diﬀerence operator which suggests that
seasonal components are stable, as conﬁrmed by the periodogram of the se-
ries in ﬁg.5.2 5.
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Fig. 5.2. Original (unﬁltered) indicator: series and periodogram
Performances of real-time estimates based on X-12-ARIMA and the above
5This example conﬁrms that traditional seasonal operators are unable to account
eﬀectively for seasonal components of practical time series, recall results for series 4
in section 4.3.1 also.5.1 Overview 101
forecasting model are documented in section 1.1.1. Fig.1.3 illustrates the dif-
ﬁculty of inferring TP’s in real-time. We recall also that revisions in this
particular application are due almost exclusively to ﬁlter errors because data
revisions are negligible6. Therefore, substantial prospective gains could be ex-
pected by a real-time ﬁlter which matches the relevant estimation problem.
5.1.3 Alternative Approaches to the Detection of Turning Points
in Business Cycle Analysis
The following selection reﬂects methodological ‘main-streams’ in the proposed
application ﬁeld:
1. Probit and logit models, see for example [11], [18], [68], [31], [32], [56] and
[35].
2. Sequential probability recursion, see for example [62], [24] and [35].
3. Alarm statistics and alarm limits based on the full likelihood ratio method,
see for example [3], [4], [42] and [41].
4. Regime switching models, see for example [46], [69], [23], [47], [53], [2],
[54], [55], [25], [52], [16] and [17].
5. Dynamic factor models, see for example [72], [35].
6. Combination of Markov-switching and dynamic factor models, see [15]
and [17].
7. Non-parametric approaches, see for example [48] and [17].
8. ’Rule-of-thumb’ models using the composite index of leading indicators
(CLI), see for example [35] for a comprehensive survey.
Comparisons of diﬀerent approaches are for example provided in Chau-
vet/Piger [16], [17], Chin/Geweke [18] and Estrella/Mishkin [32]. As it ap-
pears, it is diﬃcult to appraise these results, because multiple eﬀects are
(inextricably) entangled: various choices of ‘reference’ series, diﬀerent turn-
ing point and signal deﬁnitions, data revision problems and diﬀerent model
estimation or identiﬁcation procedures. However, a common issue seems to
be that real-time estimates generally lag a-posteriori estimates and that re-
cessions are more diﬃcult to anticipate than expansions. The mean lag lies
6This is to be seen in contrast to Chauvet/Piger [16], [17] which argue “It is not
clear that the additional information would necessarily improve the performance
of the dating methods, as revisions from the ﬁrst to the second release of these
monthly data series, particularly EMP and IP, are often very large”. As stated in
Chin/Geweke [18] “we chose to focus on TP’s in the unemployment rate because
we wanted our method to be useful in real-time. That requires that the variable of
interest is reported with little delay and is not subject to much revision and that the
turning-points in the series can be formally deﬁned - ruling out recessions deﬁned
by both GDP and NBER”. Note also that their series, the unemployment rate, is
asymptotically bounded as are business survey data.102 5 The DFA: Real-Time Detection of Turning Points
somewhere between three and seven months7 whereby larger delays are ex-
pected to occur at upper TP’s (recessions).
5.2 A Focus on TP’s
Models with a dichotomic dependent variable ﬁtting the sign of the growth-
rate can outperform traditional mean-square (level) estimates when it comes
to identify TP’s because they emphasize more directly the relevant estima-
tion problem. We refer to [11], [18], [68], [31] and [32], [56] and [35] for corre-
sponding applications. However, it appears that the former approach is prone
to some speciﬁc problems. First, the variability (dynamic) of the dependent
variable is weak because information is lost by ‘digitalizing’ the cycle. This
may lead to over-ﬁtting. Second, these models do not distinguish false delays
from false anticipations. Third, all time points are assumed to be more or less
equally important in conveying information. We here propose an alternative
approach which accounts for these diﬃculties.
5.2.1 Level Filters
A straightforward solution to detect TP’s would be to approximate the signal
by eﬃcient level ﬁlters, denoted by L-L-ﬁlters in the following, as used in the
preceding chapter. However, as illustrated in ﬁg. 5.3 (left panel) the L-L-ﬁlter
output is generally too noisy especially in the vicinity of TP’s. The main rea-
son is that the amplitude function is too large in the stop band, see ﬁg.5.5 so
that lacking high frequency components distort the trend ﬁgure.
5.2.2 Level Approximation in Diﬀerences
If we were interested in estimating the derivative of the trend growth, then a
corresponding estimate could be based on either
2π
T
[(T−1)/2]  
k=−[(T−1)/2]
wk|Γ(ωk) − ˆ Γ(ωk)|2IT ˜ X(ωk) → min
(where ˜ Xt = Xt − Xt−1 and IT ˜ X(ωk) is the corresponding periodogram) or
7Approximately seven months in Chauvet/Piger [16] and [17] (tables 3 and 4).
A precise quantiﬁcation of the real-time lag in Chin/Geweke [18] (see ﬁg.4) is not
straightforward. However, results do not seem to dramatically depart from the pre-
viously assumed half-year. The same ﬁgure also conﬁrms that delays at upper TP’s
(recessions) exceed those at lower TP’s (expansions).5.2 A Focus on TP’s 103
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Fig. 5.3. Ideal trend (solid line) vs. DFA level and X-12-ARIMA symmetric trend
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γ(ωk)|2|1 − exp(−iωk)|2ITX(ωk) → min (5.1)
Both criteria are almost identical8 but we prefer the second one because it
allows for a useful generalization. The resulting one-sided ﬁlter, called L-D-
ﬁlter, would be the best level ﬁlter in ﬁrst diﬀerences.
Ideal trend9, L-L- and ‘integrated’ L-D-ﬁlter outputs are plotted in ﬁg.5.4
for two diﬀerent time spans (the ﬁrst one corresponds to ﬁg.5.3 above). Ampli-
tude and time shift functions of the real-time ﬁlters can be seen in ﬁg.5.5. As
expected, the L-L-ﬁlter approximates the ideal trend better (in mean-square)
in ﬁg.5.4 but it is ‘contaminated’ by substantial noise components. On the
other hand, the L-D-ﬁlter is noticeably smoother but the level approxima-
tion is poorer. Also, its time delay is larger in particular in the second half
of the pass-band ([π/12,π/6]) which leads to a delayed recognition of TP’s.
Note that both ﬁlters account for the seasonal components in π/6 and 2π/6
in ﬁg.5.2.
Both ﬁlter designs diﬀer due to the additional weighting function |1 −
exp(−iωk)|2 in 5.1 (which corresponds to the diﬀerence-operator). The latter
strongly emphasizes high-frequency components which results in better ampli-
8The diﬀerence is that the ﬁrst one is based on T −1 observations ‘only’ instead
of T (so for example frequency ordinates are not identical). However diﬀerences are
negligible, see theorem 4.8 in Wildi [75].
9In order to extend the sample length we shortened the symmetric ‘ideal’
MA(101)- to a symmetric ‘ideal’ MA(61)-ﬁlter: the shorter symmetric trend is avail-
able from July 1993 to September 2003. TP’s are not aﬀected by this modiﬁcation.104 5 The DFA: Real-Time Detection of Turning Points
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Fig. 5.4. Ideal trend (solid line) vs. DFA level and DFA Diﬀerences
Amplitude Functions L−L and L−D−Filters
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Fig. 5.5. Amplitude and time delay functions: L-L (dotted) vs. L-D (solid)
tude characteristics of the L-D-ﬁlter in the stop-band. In particular, the ﬁlter
also accounts for the weak seasonal components in π/2 and π. On the other
hand, the ‘bias’ in frequency zero ( ˆ A(0) ∼ 0.5) is much more pronounced than
for the L-L-ﬁlter10.
We now attempt to measure performances with respect to the identi-
ﬁcation of TP’s. Assume, for that purpose, that we register a TP-signal
when the ﬁrst increment of the one-sided ﬁlter changes its sign i.e. when
10Peaks of the amplitude functions of both real-time ﬁlters in the ﬁrst half of the
pass-band match the corresponding spectral peak of the time series in ﬁg.5.2.5.2 A Focus on TP’s 105
sign(ˆ Yt − ˆ Yt−1)  = sign(ˆ Yt−1 − ˆ Yt−2). The corresponding ‘alarms’ are plotted
in ﬁg.5.6. ‘True’ TP’s of the ideal trend are marked by vertical lines. The rate
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Fig. 5.6. TP-identiﬁcation: a comparison of L-L- and L-D-ﬁlters
of false TP-signals over the whole sample is 12.4% for the LD- and 14.9%
for the L-L-ﬁlter. We note that the L-D-ﬁlter performs slightly better but we
recognize also that our measure cannot account for the qualitatively diﬀerent
errors: delays are the main issue for the L-D- ﬁlter (poor time delay proper-
ties) whereas for the L-L-ﬁlter, noise and, to a lesser extent, delays are the
culprit (poor selectivity properties).
A better ﬁlter design should attempt to account for both the time delay as
well as the amplitude function in order to detect TP’s fast and reliably.
5.2.3 Improving Speed: a Focus Towards TP’s
Recall the decomposition of the ﬁlter error variance into amplitude and time
shift errors, see 3.11:
|Γ(ω) − ˆ Γ(ω)|
2 = A(ω)
2 + ˆ A(ω)
2 − 2A(ω) ˆ A(ω)cos
 
ˆ Φ(ω) − Φ(ω)
 
= (A(ω) − ˆ A(ω))2
+λ2A(ω) ˆ A(ω)
 
1 − cos
 
ˆ Φ(ω) − Φ(ω)
  
(5.2)
where λ = 1. We can set 5.2 into 5.1 and obtain the generalized criterion
2π
T
T/2  
k=−T/2
wk(A(ωk) − ˆ A(ωk))2|1 − exp(−iωk)|2ITX(ωk)106 5 The DFA: Real-Time Detection of Turning Points
+λ
2π
T
T/2  
k=−T/2
wk2A(ωk) ˆ A(ωk)
 
1 − cos
 
ˆ Φ(ωk) − Φ(ωk)
  
 |1 − exp(−iωk)|2ITX(ωk) → min (5.3)
Increasing λ would emphasize the time shift (delay in the pass band).
Filter outputs of L-L- and L-D-ﬁlters optimized for λ = 1 and λ = 6 are
plotted in ﬁg.5.7. Amplitude and time shift functions can be seen in ﬁg. 5.8
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Fig. 5.7. TP-identiﬁcation: comparison with a faster L-D-ﬁlter
As expected, the new ﬁlter (λ = 6) is faster but less selective. Its speed is com-
parable to the L-L-ﬁlter (very similar time functions) and damping properties
in the stop-band are comparable to the L-D-ﬁlter. However, its amplitude
function is too small in the pass band which implies worse level performances.
By increasing λ we have traded ‘level’ against ‘time delay’ performances.
Overall, it seems that the new ﬁlter has inherited ‘positive’ features of both
previous ﬁlter designs. A comparison of the rate of ‘false signals’ conﬁrms this
feeling since we register ‘only’ 9.1%, which is substantially smaller than 12.4%
(original L-D-) and 14.9% (original L-L-ﬁlter).
At this stage, the eﬀect of the smaller time delay on ﬁlter performances
should be analyzed more thoroughly. For that purpose, consider the data and
the ideal trend in ﬁrst diﬀerences in ﬁg. 5.911. In this representation, the
interesting TP’s are characterized by sign ‘ﬂips’ of the level signal: an ideal
real-time ﬁlter should perfectly replicate these ‘ﬂips’. Therefore, level perfor-
11Recall that both L-D-ﬁlters are optimized for performances in ﬁrst diﬀerences5.2 A Focus on TP’s 107
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Fig. 5.8. Amplitude and time shift functions
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Fig. 5.9. First diﬀerences: signal and data
mances of the ﬁlter should be particularly good in the vicinity of TP’s.
Two properties characterize TP’s in our representation (ﬁrst diﬀerences):
the signal crosses the zero-line and its slope is extreme12. These characteris-
tics can be accounted for by ‘specialized’ real-time turning-point ﬁlters i.e. by
customized optimization criteria. Indeed, the eﬀect of the time delay on the
ﬁlter error is proportional to the slope of the signal: a delay of one time unit
12The latter property is a ‘salient feature’ of many economic time series. In our
opinion, large absolute second ‘derivatives’ (second order diﬀerences) of the signal
in TP’s are to some extent the expression of ‘market frictions’.108 5 The DFA: Real-Time Detection of Turning Points
induces an error of magnitude δ - in the mean - if the slope of the signal is δ
accordingly. Emphasizing the time delay, as we do by increasing λ, therefore
corresponds to a selective level estimation. Better performances are obtained
speciﬁcally in time periods where the slope of the signal is large (in absolute
value) which correspond to TP’s. Larger λ implicitly highlight TP’s at the cost
of the remaining time points.
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Fig. 5.10. First diﬀerences: ﬁlter errors L-D-ﬁlters λ = 6 (solid) vs. λ = 1
In order to verify the above ‘selectivity eﬀect’ on the time-axis we plot ﬁlter
errors Yt − ˆ Yt for both L-D-ﬁlters (λ = 1 and λ = 6) in ﬁg.5.10. Vertical lines
correspond to TP’s. As can be seen, the faster L-D-ﬁlter performs better (in
the mean) in the TP’s but worse ‘outside’. The tangible eﬀects are reported
in table 5.1, where mean-square ﬁlter errors are computed for both ﬁlters on
the whole sample and speciﬁcally in TP’s. As expected, the original L-D-ﬁlter
(λ = 1) performs better in the mean on the whole sample because it has
been optimized accordingly. However, the faster ﬁlter performs better in the
TP’s13.
λ = 6 λ = 1
TP’s only 0.0008 0.0034
All time points 0.0074 0.0055
Table 5.1. Filter errors in ﬁrst diﬀerences: whole sample vs. TP’s only
13The diﬀerence in performance in the TP’s is signiﬁcant: the t-test of the pairwise
comparison is -2.29 (independence of ﬁlter errors can be assumed in the test because
time intervals between TP’s are ‘suﬃciently’ large).5.2 A Focus on TP’s 109
The estimated mean-square ﬁlter error can be decomposed into amplitude and
time shift error contributions, recall section 3.1.3. The corresponding results
are reported in table 5.2. The ‘frequency estimates’ of the ﬁlter error variance
λ = 6 λ = 1
Amplitude 0.0062 0.0023
Time shift 0.00017 0.0019
Total 0.0064 0.0042
Table 5.2. Filter errors in ﬁrst diﬀerences: amplitude and time shift components
in the last row correspond to the ‘time estimates’ in the last row of table 5.1.
As expected, the amplitude error component has substantially augmented
by increasing λ: the resulting disequilibrium reﬂects our disposition to trade
‘mean level’ against ‘selective level’ or, equivalently, against time delay per-
formances. As a result, the generalized optimization criterion 5.3 assigns more
weight to ‘delays’ than to ‘anticipations’. Neither the latter asymmetry nor
the selective regard on the time-axis, emphasizing TP’s, is accounted for by
traditional approaches.
Despite obvious advantages, the new criterion is still subject to weaknesses.
As can be seen in ﬁg. 5.11 lower TP’s (future expansions) are all delayed14 and
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Fig. 5.11. Performance L-D-ﬁlter λ = 6
14In our case, expansions seem to be more diﬃcult to assess in real-time than
recessions.110 5 The DFA: Real-Time Detection of Turning Points
upper TP’s (future recessions) are sometimes accompanied by ‘false’ signals
(noise ripples) which aﬀect the reliability of the ﬁlter.
5.3 TP-Filters
(Mean-square) ﬁlter errors can be decomposed into amplitude (or selectivity)
and time shift contributions, see section 3.1.3. Accordingly, false TP-signals
can be assigned to these two error sources too. In our applications, time shift
issues are typically related to delayed TP-‘alarms’ and insuﬃcient selectivity
of the ﬁlter is associated with residual ‘noise’ i.e. with randomly alternating
TP-‘alarms’. Since both eﬀects are often mixed, precise assignments are not
always possible. However, we interpret the ‘false’ TP signals in August 1996,
April 1999, December 2001 and April 2003 in ﬁg. 5.11 as delays whereas the
two errors preceding the TP’s in December 1997 and August 2000 as well as
the false signals between August 2000 and December 2001 are most likely due
to residual noise. A comparison of L-L- and L-D-ﬁlters in ﬁg. 5.6 suggests
that a reduction of ‘noisy’ random TP-alarms can be obtained by stronger
damping in the stop band (obtained by emphasizing high frequency compo-
nents through |1 − exp(−iωk)|2 in criterion 5.1). Unfortunately, delays seem
to augment also.
Both error types - delays and random alarms - are in some sense antag-
onistic since they origin in conﬂicting characteristics of the real-time ﬁlter
namely the time shift and the selectivity or amplitude functions.
5.3.1 Reconcile Speed and Reliability: a Further Generalization
Better time delay properties are traded, to some extent, against poorer selec-
tivity (reliability) in criterion 5.3. However, we can improve both properties
by sacriﬁcing more deliberately level performances15. In fact, the weighting
function |1 − exp(−iωk)|2 in 5.3 is more or less arbitrary. We can generalize
the criterion by allowing more general weighting schemes W(ω) where W( )
is real and monotonic in ω.
Consider
2π
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T/2  
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wk(A(ωk) − ˆ A(ωk))2W(ωk)2ITX(ωk)
+λ
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ˆ Φ(ωk) − Φ(ωk)
  
15Note that the level constraint 3.18 is completely irrelevant in the present con-
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 W(ωk)2ITX(ωk) → min (5.4)
The key idea behind criterion 5.4 is that one can account for speed - through
λ - and reliability - through W(ω) - separately. Note also that all previous
beneﬁts are inherited directly from criterion 5.3, namely a methodological fo-
cus towards TP’s and an asymmetric error-weighting emphasizing delays. For
W( ) = 1 and λ = 1 the original level criterion 3.7 results.
If λ  = 1 and W( )  = 1, then solutions obtained by 5.4 are called ‘TP-
ﬁlters’. TP- and (fast) L-D-ﬁlter outputs are plotted in ﬁg. 5.12. Speciﬁcally,
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Fig. 5.12. Performance TP-ﬁlter against L-D-ﬁlter λ = 6
we set λ = 6 for both ﬁlters and choose
W(ω,α) = |ω|α
with α = 5 in 5.4, see section 5.3.3 for a motivation of this particular choice.
The resulting TP-ﬁlter is both faster and more reliable (no ‘false’ alarms be-
tween consecutive TP’s). However, the level information is completely useless
at this stage. The culprit here is the negative bias of ˆ C in the stop band which
is strongly emphasized by the frequency-weighting function W(ω), see section
6.7 for details.
In order to re-establish level performances - at least to some extent - the
TP-ﬁlter-output can be transformed. Denote by
ˆ Y
adj
t = −21.6+ 22.37ˆ Yt112 5 The DFA: Real-Time Detection of Turning Points
the corresponding ‘adjusted’ time series16. The latter is plotted in ﬁg. 5.13
together with the ideal trend. One can now better appreciate the simultane-
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Fig. 5.13. TP-ﬁlter adjusted and ideal trend
ous realization of the conﬂicting requirements ‘speed’ and ‘smoothness’ of the
one-sided ﬁlter. The performance of the real-time TP-ﬁlter can be even better
appreciated when comparing in- and output series directly in ﬁg.5.14. Note
TP−Filter Adjusted in Level
T
T
T
T
T
T
T
T
Dec 1993 Apr 1995 Aug 1996 Dec 1997 Apr 1999 Aug 2000 Dec 2001 Apr 2003
−
1
0
1
2
3
Fig. 5.14. TP-ﬁlter adjusted and input series (unﬁltered indicator)
16The coeﬃcients can be obtained simply by regressing the concurrent ﬁlter out-
put on the ideal trend for example.5.3 TP-Filters 113
that extrema of the input series do not necessarily coincide with TP’s of the
trend signal (for example in December 2001 or April 2003). This ‘mismatch’
is not always easy to communicate to unexperienced users which are more
likely to grouse if the trend seems to lag (which it does not of course) than to
applaud if it seems to lead (which it does not neither).
Amplitude and time shift functions of the (adjusted) TP- and of the (ad-
justed) ‘fast’ L-D-ﬁlter (λ = 6) are compared in ﬁg. 5.15. The time delay of
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Fig. 5.15. Amplitude and time shift functions: ‘fast’ L-D vs. TP ﬁlter (both ad-
justed)
the TP-ﬁlter vanishes in the pass-band ([0,π/14]) and its amplitude function
is smaller in the stop-band which explains the better real-time TP-detection
ability observed in ﬁg.5.12. However, the simultaneous emphasize on high fre-
quency ‘damping’ - through W( ) - and small (vanishing) time delay - through
λ - induces worse amplitude characteristics in the pass-band because the cor-
responding ﬁlter characteristics are ‘un-weighted’. This explains the poorer
level properties even after linear transformation (adjusted ﬁlter output). In
particular, the extremal peak of the amplitude function in the pass-band can
induce more or less severe distortions for ‘swings’ with frequencies in the band
[π/12,π/6], as can be seen for the shorter cycle between December 2001 and
April 2003 in ﬁg.5.13 (note however that TP’s are identiﬁed correctly). The
potentially ‘large’ distortions illustrate that level- and TP-criteria are incon-
gruent requirements.114 5 The DFA: Real-Time Detection of Turning Points
5.3.2 TP-Filter and Logit-Model
The following logit-model has been identiﬁed on the basis of a priori knowl-
edge17 and information criteria
P(It = 1|Xt,Xt−1,...) =
1
1 + exp
 
−c − aXt −
 4
k=0 bk ˜ Xt−k
  (5.5)
where Xt is the raw (unﬁltered) leading indicator, ˜ Xt are its ﬁrst diﬀerences
and It is a dichotomic variable which is zero or one depending on the sign of
the trend growth Yt − Yt−1 being negative or positive. Estimated parameter
values are c = 2.11, a = −1.36, b0 = 5.46, b1 = 4.40, b2 = 3.48, b3 = 4.15 and
b4 = 3.90. The negative sign of a implies, for example, that the probability
of an economic expansion (upward TP) tends to increase, ceteris paribus, for
smaller values of Xt.
Real-time performances of the above TP-ﬁlter and of the logit-model are
compared in ﬁgure 5.16. In order to accommodate for easy visual inspection,
the output of the latter is transformed according to
2ˆ It :=
 
2 , ˆ P(It = 1|Xt,Xt−1,...) > 0.5
0 , otherwise
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Fig. 5.16. Logit-Model vs. TP-ﬁlter adjusted
17The boundedness of the time series implies that the probability of a TP tends
to increase with increasing (absolute) level. Therefore, level information should be
important.5.3 TP-Filters 115
Sign-ﬂips of ˆ Yt − ˆ Yt−1 are marked by a capital ‘T’. Except for the par-
ticular TP in August 1996, the TP-ﬁlter is at least as fast or faster than
the logit-model and it is completely free of noisy random alarms. The latter
contaminate the logit output after December 1997, before August 2000 and
before April 2003. The relatively large lead of the logit-model in August 1996
is due to low time series values which bias the conditional probability of an
upswing towards one.
Table 5.3 summarizes performances of fast L-D- and TP-ﬁlters as well
as of the logit model. For the concurrent DFA-ﬁlters, false alarms are reg-
Logit TP L-D
Total rate of false signals 11.6% 10.6% 9.1%
Delays 6.6% 4.1% 6.6%
Anticipations 2.5% 6.5% 0.0%
Random alarms 2.5% 0.0% 2.5%
Table 5.3. Rate of false signals: logit-model vs. TP- and fast L-D-ﬁlters
istered if signs of the ﬁrst increments ˆ Yt − ˆ Yt−1 do not coincide with the
trend-growth of the signal18. The TP-ﬁlter anticipates TP’s (of the symmet-
ric trend) in April 1995 (by two months), in December 1997 (by two months)
and August 2000 (by four months). Therefore, the rate of anticipations is
(2 + 2 + 4)/123 = 0.065 where the denominator corresponds to the length of
the support of the shorter symmetric ﬁlter (123 observations). Rows two and
three account for time shift issues and the last row measures the reliability
(noise elimination) of each method.
If anticipations are not considered as ‘errors’, which is the case in our
particular leading indicator environment19, then the TP-ﬁlter performs best
with a rate of false alarms (delays exclusively) of 4.1% in real-time which is to
be compared with 9.1% (random alarms and delays) for both the logit-model
and the fast L-D-ﬁlter. Random alarms (last row in the above table) of the
other two competitors are problematic because they imply that TP’s must be
conﬁrmed which, in practice, amounts to additional time delays. Finally, note
that the apparent equilibrium of delays and anticipations of the TP-ﬁlter is a
consequence of the vanishing time delay in the whole pass-band of the ﬁlter,
18Such a simple rule is possible because the ﬁlter outputs are very smooth. L-L-
ﬁlters or traditional model-based real-time ﬁlters would require more sophisticated
rules in order to account for the noisy signal estimates.
19If a coincident indicator were to be constructed, then the fast L-D ﬁlter would
be a better choice. As emphasized throughout the book, the research purpose must
enter explicitly into the design of the corresponding optimization criterion, as done
above.116 5 The DFA: Real-Time Detection of Turning Points
as can be seen in ﬁg.5.15. Disequilibria to the disadvantage of anticipations
are indicative for delays in the case of the other two approaches.
5.3.3 Choice of λ and W: Fitting Risk-Proﬁles
The parameter λ and the frequency-weighting function W( ) have strong in-
cidences on the (mean-square) level performance of the resulting TP-ﬁlter.
However, the dating of TP’s is much less aﬀected. Basically, any ﬁlter em-
phasizing simultaneously time delay and smoothness (noise elimination) ‘suf-
ﬁciently strongly’ will perform well in the context of real-time TP detection.
In order to illustrate this statement, the TP-ﬁlter of the preceding section
(based on λ = 6 and W(ω) = |ω|5) is compared with a new TP-ﬁlter based
on λ = 10 and
W(ω) =
 
|ω|2 , |ω| < π/6
|ω|3 , |ω| ≥ π/6
in ﬁg.5.17. Vertical lines in the ﬁgure correspond to TP’s as identiﬁed by the
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Fig. 5.17. Two diﬀerent TP-ﬁlters (unadjusted)
ﬁrst TP-ﬁlter. Obviously, both ﬁlter ‘designs’ diﬀer quite importantly and
‘level’ performances come apart accordingly but TP’s are almost identical20.
The particular choice λ = 6 and W(ω) = |ω|5 in the preceding section merely
exempliﬁes our disposition to sacriﬁce level performances more obviously than
20The new ﬁlter is even slightly faster than the previous TP-ﬁlter due to its larger
λ (stronger time delay emphasize) and the weaker noise damping (slower growing
W(ω)). The additional gain can be observed in the lower TP in December 2001.5.3 TP-Filters 117
we did in the context of L-D-ﬁlter designs in section 5.2 (criterion 5.3).
Formally, λ and W( ) could be ‘optimized’ subject to a particular dis-
tance measure relating the output of the resulting TP-ﬁlter to the sign of the
trend growth. However, ‘good’ results are obtained in various applications by
choosing 5 ≤ λ ≤ 15 and W(ω) = |ω|α with 2 ≤ α ≤ 5. Depending on the
‘risk-proﬁle’ of a particular user, reliability can be stressed by choosing smaller
λ’s and faster growing W(ω)’s. Neither traditional model-based approaches
nor logit-models are ﬂexible enough to account for these features.
A ﬁnal advantage of the proposed TP-ﬁlter approach, in particular when
compared to logit-models, is that the ﬁlter still conveys meaningful level in-
formation after suitable (linear) transformation. Evidently, the mean-square
error is larger than for L-L-ﬁlters because some components are ‘distorted’ by
the ﬁlter (recall ﬁgs.5.13 and 5.15). But the transformed smooth ﬁlter output
performs well as a ‘leading indicator’ of the GDP-growth-cycle.
5.3.4 Deconstructing the TP-ﬁlter
We here plot amplitude and time shift functions of the individual ZPC-ﬁlters
of the ﬁrst TP-ﬁlter (λ = 6, W(ω) = |ω|5). In the case of complex conjugate
pairs, the plotted curves always correspond to the combined eﬀect of both
ZPC-ﬁlters. ZPC1 induces a vanishing time delay of the composed TP-ﬁlter
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Fig. 5.18. Amplitude and time shifts: ﬁrst ZPC-ﬁlter
in frequency zero and, more generally, in the whole pass band as required
by the ‘large’ time shift weight λ = 6. Its time shift is negative in order to
compensate for the up-coming smoothing ﬁlters. ZPC2 in ﬁg.5.19 is the ‘key’-118 5 The DFA: Real-Time Detection of Turning Points
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Fig. 5.19. Amplitude and time shifts: second ZPC-ﬁlter
element in our design since it damps noise by simultaneously preserving a
negative time shift in the pass band. The price paid for these advantageous
features is a strong amplitude distortion culminating in π/6. ZPC3 removes
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Fig. 5.20. Amplitude and time shifts: third ZPC-ﬁlter
the seasonal component in π/6 and damps the amplitude distortion induced by
the previous ZPC2-ﬁlter. ZPC4 eliminates the seasonal harmonic in 2π/6. Its
‘side eﬀects’ are almost negligible. ZPC5 damps the (weak) seasonal harmonic
in π/2 as well as high frequency ‘noise’ in a larger area. Thereby, it supports
the smoothing eﬀect of ZPC2. As a consequence, its time delay contribution in5.3 TP-Filters 119
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Fig. 5.21. Amplitude and time shifts: fourth ZPC-ﬁlter
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Fig. 5.22. Amplitude and time shifts: ﬁfth ZPC-ﬁlter
the pass band is not negligible. The eﬀect of ZPC6 is more tightly concentrated
in the seasonal frequency but it also removes spectral power in a slightly wider
area than the ‘pure’ seasonal adjustment ﬁlters ZPC3 and ZPC4. Therefore,
it sustains the ‘pressure’ on high frequency noise heralded by ZPC2. ZPC7
accounts more speciﬁcally for the corresponding (weak) seasonal harmonic
and its ‘side-eﬀects’ are negligible. Finally, ZPC8 emphasizes the elimination
of very high-frequency noise. Clearly, this eﬀect is a consequence of the large
weight assigned by W(ω) = |ω|5 to the corresponding high-frequency noise
components. As a consequence, the time delay induced by ZPC8 in the pass
band is ‘substantial’.120 5 The DFA: Real-Time Detection of Turning Points
Amplitude ZPC 6
pi/6 2pi/6 3pi/6 4pi/6 5pi/6 pi
0
.
3
0
.
4
0
.
5
0
.
6
0
.
7
0
.
8
Time Shift ZPC 6
pi/6 2pi/6 3pi/6 4pi/6 5pi/6 pi
−
0
.
1
0
.
0
0
.
1
0
.
2
0
.
3
0
.
4
Fig. 5.23. Amplitude and time shifts: sixth ZPC-ﬁlter
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Fig. 5.24. Amplitude and time shifts: seventh ZPC-ﬁlter
5.4 The Economic Sentiment Indicator in EU (ESI)
The European Economic Sentiment Indicator (‘in EU’) is a monthly time
series issued by the statistical oﬃce of the Slovak Republic21. The original
aggregate is processed by a seasonal adjustment method called DAINTIES22.
A particularity of the latter procedure is that real-time values are also ﬁnal
values: the series is not revised, the ﬁlter is strictly one-sided and its output
does not explicitly depend on time. The last 120 observations of the published
21See http://www.statistics.sk/webdata/english/konja/ies-ang.htm
22For an analysis of DAINTIES see http://ec.europa.eu/economy-ﬁnance/indicators/business-consumer-surveys/stu5.4 The Economic Sentiment Indicator in EU (ESI) 121
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Fig. 5.25. Amplitude and time shifts: second ZPC-ﬁlter
(processed) time series are plotted in ﬁg. 5.26. We were not allowed to plot the
‘raw’ series (before adjustment). Nevertheless, its periodogram can be seen in
the right panel of ﬁg.5.26: this is not the periodogram of the processed series
in the left panel.
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Fig. 5.26. European economic sentiment indicator and periodogram of original
time series (unpublished)
The output of a TP-ﬁlter based on λ = 12 and W(ω) = |ω|2 is compared
with the published indicator in ﬁg. 5.27. Vertical lines correspond to TP’s of122 5 The DFA: Real-Time Detection of Turning Points
the symmetric ideal trend. As can be seen, the mean delay of the real-time
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Fig. 5.27. ESI: TP-ﬁlter (dashed) vs. DAINTIES
ﬁlter is zero as conﬁrmed by the time shift in the pass-band which is plotted
in ﬁg. 5.28. The TP-ﬁlter leads extrema of the published indicator in April
1998 (lead by 4 months), April 1999 (lead by 4 months), June 2004 (lead by 5
months) and February 2005 (lead by 4 months). Lags of one month, with re-
spect to extrema of the published series, occur during the short cycle between
February 2002 and April 2003, speciﬁcally in February 2002, July 2002 and
April 2003. It is worth to emphasize that the apparent lag is falsely suggested
by the noisy extrema in these time points: in fact TP’s of the symmetric ideal
trend indicate that the TP-ﬁlter leads in February 2002, is synchronous in July
2002 and lags in April 2003 by one month, see ﬁg. 5.27. Note also that the
DFA-ﬁlter does not generate ‘false alarms’ between consecutive TP’s because
damping in the stop-band is strong, see ﬁg. 5.28. In contrast, the published
indicator is much more noisy which implies that one has to wait quite a long
time in order to assert the occurrence of TP’s with certainty.
Given the more or less obvious advantages of the new ﬁlter design it is
interesting to compare our analysis with the appraisal by analysts of the EU:
“The approach of the European Commission to adjusting the business and
consumer surveys(BCS) has always been seasonaladjustment, not trend/cycle
extraction, i.e. smoothing. Since the irregular component carries information
on respondents’ perception of economically relevant special events such as
strikes, elections or strong exchange rate or commodity price movements, we
believe that retaining the component is important in interpreting the data.
We use this approach in a consistent manner for all approx. 50.000 series
covered by the comprehensive EU BCS Programme, including sectoral and5.5 Summary 123
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Fig. 5.28. Amplitude und time shift (the latter in the pass-band only)
global composite indicators. To my knowledge, the s.a. approach is also the
dominant, if not exclusive, approach used by the national survey institutes,
which are conducting the surveys on behalf of the Commission, for their own,
national indicator releases (some do not adjust the series at all). Of course,
the real-time trend/cycle extraction approach of your DFA ﬁlter is very rele-
vant in its own right for the identiﬁcation of the cycle and its turning points.
Therefore, your work is very interesting and stimulating. While the calcula-
tion and publication of such smooth indicators representing the trend/cycle
component is not among our priorities for the nearer future, we would still be
interested in learning more about the possible advantageous or complemen-
tary features of your DFA approach with respect to our traditional approach
of processing the BCS data.”
We understand that many experienced users prefer original and/or sea-
sonally adjusted data for their own analysis. However, we feel that there is a
growing market for fast and reliable real-time trend estimates of important
time series, especially for practitioners interested in ‘business-cycles’. Our ex-
perience suggests that the new economic barometer of the KOF is appealing
to a large audience because its controlled real-time dynamics generate less
confusion. In this respect the new ﬁlter design could be a useful alternative
complementing traditional ‘s.a.’-indicators in the EU.
5.5 Summary
The new generalized TP-criterion 5.4 generates ﬁlters that are both fast and
reliable (smooth output signals). For that purpose, mean-square level proper-
ties (in the pass band) are traded against smaller delays (in the pass band)124 5 The DFA: Real-Time Detection of Turning Points
and stronger noise elimination (in the stop band). Thus, real-time level- and
TP-criteria are incongruent. However, the proposed general approach allows
for a smooth transition between ‘level’- and TP-issues. In the latter case, level-
performances are emphasized speciﬁcally in the vicinity of TP’s at the expense
of poorer performances between consecutive TP’s. By emphasizing time shift
issues, ‘false’ delays are weighted more heavily than ‘false’ anticipations. Fi-
nally, diﬀerent ‘risk-aversions’ can be operationalized by emphasizing either
the amplitude (reliability) or the time shift (speed) of the ﬁlter. Empirical
comparisons based on well-known leading indicators conﬁrm the superiority,
both in terms of speed and reliability, of the proposed approach when com-
pared to traditional level-ﬁlters or logit-models.
Until now the level-constraint ˆ A(0) = 1 was relaxed in order to enhance
performances of real-time level- or TP-ﬁlters. In the next part of the book
ﬁlter constraints in frequency zero play a crucial role by allowing extensions
of previous results to non-stationary asymptotically unbounded time series.Part V
Non-Stationary Asymptotically Unbounded
Time Series6
The DFA: Asymptotically Unbounded
Non-Stationary Time Series
In practice, non-stationarity is often associated to time-varying and possibly
asymptotically unbounded levels. The importance of this problem is high-
lighted impressively in Clements/Hendry [19]. We here also emphasize that
aspect and deliberately neglect issues related to time-varying second order
moments which are often accounted for by simple transformations in prac-
tice1. Our focus on level issues mainly reﬂects the empirical context where we
currently apply the proposed approach.
Asymptotically unbounded time series are felt to be relevant in many ap-
plication ﬁelds. In the context of economic time series, for example, many
phenomena are assumed to grow unboundedly, although time series ‘count-
ing’ physical objects must be bounded of course. We now brieﬂy illustrate
how this particular form of non-stationarity aﬀects real-time estimates.
Series 31 in section 1.5 is particular in the sense that it isbounded. Fig.3.2
shows that the amplitude function of the corresponding optimal concurrent
ﬁlter is smaller than one in frequency zero which implies that its coeﬃcients do
not add to one: ˆ Γ(0) =
 
0≤k≤T−1 ˆ γk < 1 . To illustrate potential diﬃculties
in the context of (asymptotically) unbounded time series assume Xt = C is
constant. Then the signal is
∞  
k=−∞
γkC = Γ(0)C = C
whereas the estimate satisﬁes
T−1  
k=0
ˆ γkC = ˆ Γ(0)C
1Log- or Box-Cox-transformations for the variance. Time-varying autocorrela-
tions may be handled more or less successfully by considering shorter data ‘sub-
spans’.128 6 The DFA: Asymptotically Unbounded Non-Stationary Time Series
If C → ∞ then the squared ﬁlter error diverges unless
Γ(0) = ˆ Γ(0) (6.1)
is satisﬁed. We can interpret this particular ﬁlter constraint as a local level
restriction. For asymptotically unbounded time series the restriction would
be necessary as T → ∞ unless the series is transformed in such a way that it
remains bounded2.
In the following exposition, particular forms of non-stationarity - inte-
grated and trend stationary processes - are privileged because they are often
felt to be practically relevant. However, as we shall see, the proposed ap-
proach transcends particular model perspectives by addressing directly ﬁlter
constraints, such as 6.1, instead of particular DGP’s. The point is that ﬁlter
constraints can be useful whether a particular time series is integrated or not.
In particular, we derive a formal test verifying the ‘usefulness’ of ﬁlter con-
straints which mates the real-time estimation problem by accounting for its
very structure.
Sections 6.1 and 6.2 emphasize a bias problem speciﬁc to integrated time
series. Sections 6.3 and 6.4 analyze level issues and the bias-variance dilemma
in a general context. Section 6.5 proposes a test procedure which mates the
real-time estimation problem by addressing ﬁlter constraints directly. The pro-
posed test generalizes traditional unit-root tests. A comparative analysis of
unit-root tests and level-constraint tests in sections 6.6 and 6.7 highlights the
main diﬀerences between both test-‘philosophies’. Section 6.8 concludes by
emphasizing time-domain information that was neglected in preceding chap-
ters. Speciﬁcation-tests and an automated ﬁlter-design are derived from these
ﬁndings.
6.1 Inconsistency of Real Time Estimates
We here assume that Xt is an integrated process such that ˜ Xt := Xt−Xt−1 is
stationary with spectral density ˜ h( ) satisfying ˜ h(0) > 0 (so that Xt is indeed
integrated). The fundamental issue in this context is that the periodogram
ITX(ωk) is no more an (asymptotically) unbiased estimate of the pseudo spec-
tral density of Xt and therefore the DFA-criterion 3.7 cannot be interpreted
as a minimization of the mean-square ﬁlter error in general (though it is still
approximately optimal if the process is not to close to I(2)-dynamics, as we
shall see).
2Prior transformations make sense in the case of trend-stationary processes for
example, see section 6.4.1.6.1 Inconsistency of Real Time Estimates 129
Formally, this statement is supported by 10.11 in the appendix which
shows that
ITX(ωk) =

 
 
|ΞT ˜ X(ωk) − exp(−iωk)ΞT ˜ X(0)|2
|1 − exp(−iωk)|2 , k  = 0
T
2π
X
2
, k = 0
(6.2)
where
ΞT ˜ X(ωk) =
1
√
2πT
T  
t=1
˜ Xt exp(−itωk)
is the discrete Fourier transform of the diﬀerenced series ˜ Xt and satisﬁes
|ΞT ˜ X(ωk)|2 = IT ˜ X(ωk)
Therefore, INX(ωk) is biased for ωk = 0. Moreover, it is biased for all ωk  = 0 if
the ‘nuisance’ term exp(−iωk)ΞT ˜ X(0) does not vanish in 6.2. More precisely,
E[ITX(ωk)] =
E
 
|ΞT ˜ X(ωk) − exp(−iωk)ΞT ˜ X(0)|2 
|1 − exp(−iωk)|2
≈
E
 
|ΞT ˜ X(ωk)|2 
+ E
 
|ΞT ˜ X(0)|2 
|1 − exp(−iωk)|2
≈
˜ h(ωk) + ˜ h(0)
|1 − exp(−iωk)|2 (6.3)
where we used 10.19 in proposition 10.9 to derive both approximations3 as
well as the fact that
E[ΞT ˜ X(ωk)] = E[ ˜ Xt]
1
√
2πT
T  
t=1
exp(−itωk) = 0
by the orthogonality relations 10.2.
If ˜ h(0) is ‘small’ compared to ˜ h(ωk), k  = 0, then the periodogram is
approximately unbiased. But if ˜ h(0) is ‘large’, then
˜ h(0)
|1 − exp(−iωk)|2
dominates in 6.3 and the (mean-) periodogram falsely suggests the presence
of a random-walk process. Ultimately, the periodogram bias is related to the
inconsistency of the sample mean of the integrated process but we do not
3ΞT ˜ X(0) and ΞT ˜ X(ωk) are asymptotically uncorrelated for k  = 0 and
E
 
|ΞT ˜ X(ωk)|
2 
= V ar[ΞT ˜ X(ωk)] ≈ h(ωk).130 6 The DFA: Asymptotically Unbounded Non-Stationary Time Series
pursue these issues more deeply here.
By deﬁnition of the discrete Fourier transform we obtain
exp(−iωk)ΞT ˜ X(0) = exp(−iωk)
1
√
2πT
T  
t=1
˜ Xt
= exp(−iωk)
1
√
2πT
(XT − X0)
Therefore, the bias of the periodogram in ωk  = 0 vanishes (asymptotically4)
if XT = X0 i.e. if the series is ‘detrended’. Let X′
t be deﬁned by
X′
t := Xt − (XT − X0)
t
T
Then corollary 10.7 states that
ITX′(ωk) =

 
 
IT ˜ X(ωk)
|1 − exp(−iωk)|2 , k  = 0
T
2π
X′2
, k = 0
(6.4)
which is an (asymptotically) unbiased estimate of the pseudo spectral density
for ωk  = 0.
Fundamentally, the periodogram assumes a periodic structure of the time
series which is - at least partially - sustained (re-established) by the above
de-trending operation since X′
0 = X′
T, see also section 6.6 (the part devoted
to ˆ C and τ2) and the discussion at the end of section 10.1.2. This fact can be
invoked to justify the above transformation. Generalizations of these results
to I(2)-processes are proposed in Wildi [75], corollary 4.12.
6.2 Optimization Criterion in the Case of Integrated
Processes
6.2.1 Unbiased Estimates and Filter Constraints
An (asymptotically) unbiased estimate of the pseudo-spectral density is
IT ˜ X(ωk)
|1 − exp(−iωk)|2 (6.5)
which is called pseudo-periodogram.Therefore, a straightforward modiﬁcation
of the original optimization criterion 3.7 would be to replace the periodogram
4The bias term is of order O(1/
√
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by the pseudo-periodogram5, see 10.60. A formal proof that the proposed
modiﬁed criterion can be interpreted as a minimization of the (mean-square)
ﬁlter error is provided in corollary 10.19.
An intuitive explanation can be given by a notational ‘trick’ in rewriting
the modiﬁed criterion. For that purpose, consider the transfer function
  ˜ Γ(ω) :=
Γ(ω) − ˆ Γ(ω)
1 − exp(−iω)
If we assume that Γ( )− ˆ Γ( ) is diﬀerentiable in ω0 and if 6.1 is satisﬁed, then
lim
ω→0
  ˜ Γ(ω) = lim
ω→0
Γ(ω) − ˆ Γ(ω)
1 − exp(−iω)
= i
d ˆ Γ(ω)
dω
 
 
 
   
ω=0
(6.6)
The second equality follows from ﬁrst order Taylor expansions of numerator
and denominator (de l’hopital’s rule), recognizing the fact that the derivative
of Γ( ) vanishes in frequency zero by symmetry. We infer from 6.6 that the
singularity generated by the pseudo-spectral density in frequency zero (i.e.
the non-stationarity) is absorbed in
 Γ( ) := Γ( ) − ˆ Γ( )
if 6.1 is satisﬁed. This property highlights the importance of ﬁlter constraints
in the context of integrated processes.
The modiﬁed optimization criterion becomes
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γ(ωk)|2 IT ˜ X(ωk)
|1 − exp(−iωk)|2
=
2π
T
T/2  
k=−T/2
wk|  ˜ Γ(ωk)|2IT ˜ X(ωk) → min (6.7)
where 6.6 is used in frequency zero. The ‘absorption’ of the non-stationarity
in   ˜ Γ( ) provides a direct link to results in the previous chapter since ˜ Xt is
stationary6. In particular, we infer that 6.7 minimizes an eﬃcient estimate of
the mean-square ﬁlter error which justiﬁes the proposed optimization proce-
dure (see section 10.3 in the appendix for formal results). Similar arguments
5As we shall see, the singularity in frequency zero can be removed by relying on
the level constraint 6.1.
6Basically, Yt − ˆ Yt is cointegrated under the above assumptions.132 6 The DFA: Asymptotically Unbounded Non-Stationary Time Series
apply in the case of seasonal unit roots i.e. we require that  Γ(ω) vanishes
at the corresponding frequencies, see theorem 10.18 in the appendix.
We now brieﬂy analyze the case of I(2)-processes because it determines
a ﬁlter constraint which is often practically relevant whether the process is
truly I(2) or not. Let ˜ ˜ Xt = Xt − 2Xt−1 + Xt−2 be stationary with spectral
density ˜ h(ω) satisfying ˜ h(0) > 0 (so that Xt is indeed I(2)). Let
 ˜ ˜ Γ(ω) :=
 Γ(ω)
(1 − exp(−iω))2
Clearly, the level constraint 6.1 is necessary but no more suﬃcient to ensure
ﬁniteness of this expression. Additionally, we have to require that the numer-
ator of  ˜ ˜ Γ( ) satisﬁes the second order constraint
d Γ(ω)
dω
 
 
 
 
ω=0
= 0
Since the derivative of Γ( ) vanishes in ω = 0, by symmetry of the ﬁlter, we
may require
d ˆ Γ(ω)
dω
   
 
 
 
ω=0
= 0 (6.8)
alternatively. If 6.8 is satisﬁed and  Γ(ω) is suﬃciently ‘regular’ in ω = 0,
then  ˜ ˜ Γ(ω) is well deﬁned and the modiﬁed criterion
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γ(ωk)|2 IT ˜ X(ωk)
|1 − exp(−iωk)|4
=
2π
T
T/2  
k=−T/2
wk| ˜ ˜ Γ(ωk)|2IT ˜ X(ωk) → min (6.9)
corresponds to the minimization of an eﬃcient estimate of the mean-square ﬁl-
ter error. As for I(1)-processes, the non-stationarity (singularity of the pseudo-
periodogram) is ‘absorbed’ in  ˜ ˜ Γ( ).
We now analyze 6.8, assuming that Γ(0) > 0 as is the case for trend
extraction or seasonal adjustment ﬁlters for example. For that purpose we use
ˆ Γ(ω) = ˆ A(ω)exp(−iˆ Φ(ω))
recall deﬁnition 2.2, so that6.2 Optimization Criterion in the Case of Integrated Processes 133
d ˆ Γ(ω)
dω
 
 
 
 
 
ω=0
=
d ˆ A(ω)
dω
 
 
 
 
 
ω=0
exp(−iˆ Φ(0)) − i ˆ A(0)exp(−iˆ Φ(0))
dˆ Φ(ω)
dω
 
 
 
 
 
ω=0
= −i ˆ A(0)
dˆ Φ(ω)
dω
   
 
 
 
ω=0
= −i ˆ A(0)ˆ φ(0) (6.10)
The second equality is a consequence of the symmetry of the amplitude func-
tion, implying that its derivative vanishes in ω = 0, and the last one follows
from 2.10, where ˆ φ(ω) is the time shift function. Since ˆ A(0) = Γ(0) > 0 (by
the ﬁrst order constraint and our assumption), the derivative vanishes if and
only if the time shift vanishes in frequency zero.
We conclude that   ˜ Γ(ω) exists if the following applies:  Γ( ) is suﬃciently
regular in ω = 0, the level constraint 6.1 is satisﬁed and, additionally, the
time shift restriction
ˆ φ(0) = 0 (6.11)
is satisﬁed too. In this case, the non-stationarity is ‘absorbed’ in   ˜ Γ(ω).
The ﬁrst constraint corresponds to a local level restriction whereas both con-
straints together imply an instantaneous level restriction. The latter is useful
in the case of I(2)-processes because the ‘slope’ Xt − Xt−1 is asymptotically
unbounded.
Note that local or instantaneous level constraints can improve real time
estimates in the context of more general non-stationarities, such as level-shifts
or breaks for example, which are often felt to be relevant in economic appli-
cations.
We now brieﬂy provide a formal link towards the implementation of 6.11
in ˆ Γ( )7. Assume that the ﬁlter can be decomposed according to
ˆ Γ(ω) :=
Z − exp(−iω)
P − exp(−iω)
ˆ Γ ′(ω)
where (Z,P) is a real stable and invertible zero-pole-pair i.e. Z,P ∈ IR and
Z,P > 1. According to 6.10, the time shift of ˆ Γ(ω) vanishes in frequency zero
if
0 =
d ˆ Γ(ω)
dω
   
 
 
 
ω=0
= i
P − Z
(P − 1)2
ˆ Γ ′(0) −
Z − 1
P − 1
d ˆ Γ ′(ω)
dω
   
 
 
 
ω=0
Solving for Z results in
7Note that the ﬁrst order condition can be achieved by a straightforward nor-
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Z =
iP ˆ Γ
′(0) + (P − 1)
d ˆ Γ ′(ω)
dω
 
 
 
 
 
ω=0
i ˆ Γ ′(0) + (P − 1)
d ˆ Γ ′(ω)
dω
 
   
 
 
ω=0
(6.12)
which can be solved for any P > 18. Observe that
d ˆ Γ
′(ω)
dω
 
 
 
ω=0
= −i ˆ A′(0)ˆ φ′(0)
(see 6.10) is purely complex, so that the complex number i cancels in 6.12
and Z is indeed real.
6.2.2 The Random-Walk Case
Assume ˆ Γ(0) = Γ(0) = 1. If Xt is I(1) and ˜ Xt is iid then criterion 3.7
(stationary case) becomes
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γ(ωk)|2ITX(ωk) (6.13)
=
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γ(ωk)|2|ΞT ˜ X(ωk) − exp(−iωk)ΞT ˜ X(0)|2
|1 − exp(−iωk)|2
=
2π
T
T/2  
k=−T/2
wk|  ˜ Γ(ωk)|2|ΞT ˜ X(ωk) − exp(−iωk)ΞT ˜ X(0)|2
≈
2π
T
T/2  
k=−T/2
wk|  ˜ Γ(ωk)|2IT ˜ X(ωk) +
2π
T
T/2  
k=−T/2
wk|  ˜ Γ(ωk)|2IT ˜ X(0)
=
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γ(ωk)|
2IT ˜ X(ωk) + IT ˜ X(0)
|1 − exp(−iωk)|2 (6.14)
where the singularity in frequency zero is removed by inserting 6.2 (in ω0 = 0)
and where the approximation is based on the asymptotically vanishing cross-
product term
2Re

2π
T
T/2  
k=−T/2
wk|  ˜ Γ(ωk)|2ΞT ˜ X(ωk)exp(−iωk)ΞT ˜ X(0)

 ≈ 0
see 10.32 in corollary 10.10.
8P > 1 ensures stability. It is therefore better to solve for Z given P than the
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We deduce from 6.14 that the criterion value attained by 3.7 (stationary
case) is a biased estimate of the true mean-square ﬁlter error, as expected
from results in section 6.1. Speciﬁcally,
E[Mis-Speciﬁed Criterion Value ] ≈ 2E[(Yt − ˆ Yt)2]
because
E
 
IT ˜ X(ωk) + IT ˜ X(0)
|1 − exp(−iωk)|2
 
≈ 2
˜ h(ωk)
|1 − exp(−iωk)|2
for ωk  = 0 (recall that for the random-walk process ˜ h(ωk) = ˜ h(0)). There-
fore, the expected criterion value corresponds (asymptotically) to twice the
true mean-square ﬁlter error, see also corresponding empirical results in chap-
ter 7. However, the crucial point here is that the resulting output ˆ Yt is still
asymptotically optimal because the spectral weighting function
IT ˜ X(ωk) + IT ˜ X(0)
|1 − exp(−iωk)|2
in 6.14 is proportional (in the mean) to the true pseudo-spectral density if Xt
is a random-walk process9.
This particular example reveals that solutions of the (mis-speciﬁed) cri-
terion 3.7 are aﬀected only marginally by the bias of the periodogram if the
latter is approximately proportional (in the mean) to the true pseudo-spectral
density, see chapter 7 for corresponding empirical results. But the estimate of
the mean-square ﬁlter error - the value attained by the (mis-speciﬁed) opti-
mization criterion - is positively biased because IT ˜ X(0) ≥ 0. These issues are
analyzed more deeply in section 6.8.
6.3 Local Demeaning
Preceding results obtained in section 3.1.2 illustrate the usefulness of the
simple demeaning transformation Xt − X which alleviates the bias-variance
dilemma in the case of stationary time series. For asymptotically unbounded
series, however, the ‘center’ X of the observations is often less interesting.
Instead, the ‘local’ or ‘instantaneous’ level should be tracked, as suggested
by the ﬁlter constraints 6.1 or 6.11. In order to generalize the demeaning
transformation, note ﬁrst that the arithmetic mean is a particular MA(T)-
ﬁlter with transfer function
ΓX(ω) =
1
T
T  
k=1
exp(−i(k − 1)ω) (6.15)
9In this particular case, the quality of ˆ Yt even improves with larger ‘nuisance’
term IT ˜ X(0) because (undesirable) random perturbations induced by IT ˜ X(ωk) would
then become negligible.136 6 The DFA: Asymptotically Unbounded Non-Stationary Time Series
Formally, the following transfer function
ˆ ΓConst−lev( ) = ˆ Γ( )(1 − ΓX( )) + ΓX( ) (6.16)
mimics our proceeding in the case of stationary processes, namely demeaning
(corresponding to (1 − ΓX( ))) followed by estimation of ˆ Γ( ) and ﬁnally ‘re-
meaning’ (add the mean back). Note that
ΓX(ωk) =
  1
T T = 1 , k = 0
0 , otherwise (6.17)
where ωk = k2π/T, see 10.2 (the transfer function of the arithmetic mean
vanishes in ωk  = 0 because of the symmetry of exp(i ) on the unit circle).
Therefore,
ˆ ΓConst−lev(ωk) =
 
1 , k = 0
ˆ Γ(ωk) , otherwise
As can be seen, the eﬀect of the demeaning transformation is virtually ‘neu-
tral’ on the discrete set of frequencies ωk. Also, ˆ ΓConst−lev( ) satisﬁes the ﬁrst
order restriction 6.1 but ˆ Γ( ) is unconstrained and the optimization can focus
speciﬁcally on the variance term in 3.8 which entails eﬃciency.
As in the previous section, we now assume that Xt is integrated with a
single unit root in frequency zero. A straightforward generalization for series
with unbounded or variable level would be to replace the ‘slow’ demeaning
ﬁlter (arithmetic mean) by a device which tracks the varying level of the
series ‘faster’. For that purpose, we propose a simple AR(1)-ﬁlter with transfer
function Γα( ) so that 6.16 is replaced by
ˆ ΓV ar−level( ) := ˆ Γ( )(1 − Γα( )) + Γα( ) (6.18)
If Γα(0) = 1 i.e. if Γα( ) =
1 − α
1 − αexp(−i )
, then the (1−Γα( ))-component in
6.18 can be interpreted as a ‘local’ demeaning transformation and
ˆ ΓV ar−level(0) = Γα(0) = 1
satisﬁes the ‘level constraint’. The additional unknown AR(1)-parameter α
can be optimized simultaneously with the parameters of ˆ Γ( ):
2π
T
T/2  
k=−T/2,k =0
wk|Γ(ωk) − ˆ ΓV ar−level(ωk)|
2 IT ˜ X(ωk)
|1 − exp(−iωk)|2 → min (6.19)
Formally, the preceding ‘local level’ problem could have been solved simply
by restricting ˆ Γ( ) in 3.7 to satisfy the level constraint ˆ A(0) = 1. However,
the main purpose of the particular parametrization 6.18 in 6.19 is to favor6.3 Local Demeaning 137
convergence of the optimization procedure towards the global optimum in the
presence of non-stationary time series. More precisely, the additional degree
of freedom is felt to be useful in particular application ﬁelds.
In this perspective, we note a residual ﬂaw of the proposed approach.
The problem is that the transfer function Γα( ) of the AR(1)-ﬁlter vanishes
nowhere: unlike the arithmetic mean, which satisﬁes 6.17, the AR(1)-ﬁlter is
not virtually ‘neutral’ on ωk,k = 1,...,T/2. Therefore, if seasonal components
are to be removed by ˆ ΓV ar−level( ), then this would imply a ‘complicated’
shape of the transfer function ˆ Γ( ) in 6.18, especially towards seasonal fre-
quencies10. In order to overcome this diﬃculty, we propose to augment the
AR(1)-ﬁlter by seasonal unit roots
ΓMA∗α(ω) := Γα(ω)
1 + exp(−iω) + ... + exp(−i11ω)
12
and to replace Γα( ) in 6.18 (and therefore in the optimization criterion 6.19)
by ΓMA∗α(ω)11. In this case, the resulting transfer function ˆ ΓV ar−level( ) van-
ishes in seasonal frequencies if and only if ˆ Γ( ) vanishes there, which can be
parameterized easily.
The analysis so far has focused on the amplitude function (level constraint)
of the concurrent ﬁlter ˆ ΓV ar−level( ). Its time shift in frequency zero can be
derived from 6.10 and 6.11:
ˆ φV ar−level(0) =
dˆ ΦV ar−level(ω)
dω
 
 
 
 
 
ω=0
=
d ˆ ΓV ar−level(ω)
dω
 
 
 
ω=0
−i ˆ AV ar−level(0)
= i
d ˆ ΓV ar−level(ω)
dω
 
 
 
 
 
ω=0
= i
 
d ˆ Γ(ω)
dω
 
   
 
 
ω=0
 
1 − ΓMA∗α(0)
 
− ˆ Γ(0)
d ˆ ΓMA∗α(ω)
dω
 
   
 
 
ω=0
+
d ˆ ΓMA∗α(ω)
dω
 
 
 
   
ω=0
 
= i(1 − ˆ Γ(0))
d ˆ ΓMA∗α(ω)
dω
   
 
 
 
ω=0
(6.20)
10Note that the transfer function of the arithmetic mean does not vanish in sea-
sonal frequencies neither if T is not a multiple of the seasonal length: ‘correct’
demeaning in the case of seasonal series should take account of the length of the
seasonal period so that all seasons receive equal weight.
11Straightforward modiﬁcations apply for quarterly data.138 6 The DFA: Asymptotically Unbounded Non-Stationary Time Series
It follows that the time shift of ˆ ΓV ar−level( ) vanishes in frequency zero if ˆ Γ( )
satisﬁes the ﬁrst order constraint ˆ A(0) = 1.
6.4 The Bias Variance Dilemma
6.4.1 Filter Constraints vs. Data Transformations
For stationary processes, the bias term in 3.8 vanishes if Xt is demeaned or
if the level constraint 6.1 is satisﬁed. Assume, now, that the level of Xt is
non-stationary, for example Xt = t + ˜ Xt where ˜ Xt is stationary. The bias
term then becomes
  Y =
∞  
k=−∞
(γk − ˆ γk)E[Xt−k]
=
∞  
k=−∞
(γk − ˆ γk)(t − k) + E[ ˜ Xt]
∞  
k=−∞
(γk − ˆ γk) (6.21)
The second term vanishes if 6.1 is satisﬁed. The ﬁrst term can be written as
∞  
k=−∞
(γk − ˆ γk)(t − k) = t
∞  
k=−∞
(γk − ˆ γk) −
∞  
k=−∞
k(γk − ˆ γk)
=
T−1  
k=0
kˆ γk
= i
d
  T−1
k=0 ˆ γk exp(−ikω)
 
dω
   
 
 
 
 
ω=0
= i
d ˆ Γ(ω)
dω
 
   
 
 
ω=0
= ˆ A(0)ˆ φ(0)
where terms on the right of the ﬁrst equality vanish by symmetry γk = γ−k,
assuming also that 6.1 is satisﬁed12. The last equality follows from 6.10. There-
fore, the bias error component vanishes if the instantaneous level restriction
(6.1 and 6.11) is satisﬁed. Note that identical conclusions hold if Xt is an
I(1)-process with drift, because expectations are unchanged.
For the detrended series X′
t := Xt−t both summands in 6.21 vanish if the level
constraint 6.1 is imposed (6.11 would be unnecessary) and therefore the bias
of the ﬁlter error disappears. For the demeaned series X′′
t ;= Xt − t − E[X′
t]
the bias term vanishes without imposing any ﬁlter constraint. Therefore, more
12It is also assumed that Γ is suﬃciently regular so that
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degrees of freedom are available for minimizing the variance component in 3.8.
We infer that the optimal strategy for the trend stationary case would be to
optimize the real-time ﬁlter based on the demeaned time series X′′
t and the
optimization criterion 3.7 and to adjust the obtained ﬁlter output to the orig-
inal level by adding the time dependent mean back.
Mean-level or, more precisely, local mean-level issues are more involving
for non-stationary than for stationary time series because expectations are al-
lowed to be time-dependent and because realizations are allowed to be asymp-
totically unbounded. The above ﬁndings suggest two possible ‘strategies’ in
this more general setting: impose ‘level constraints’ or ‘demean’ time series
(or both). Demeaning is to be preferred if the mean function is known or if
it can be determined accurately because then the bias term can be decreased
(eliminated) in 3.8. Real-time ﬁlters can then be optimized without imposing
unnecessarily severe constraints which beneﬁts to the variance component in
3.8. However, if the mean function is unknown, then ﬁlter constraints (local or
instantaneous level) may be useful because they can account for various forms
of non-stationarity. Ultimately, there is a trade-oﬀ between bias and variance
error components in 3.8 and ﬁlter constraints in frequency zero contribute
to reduce the former. Therefore, the decision whether restrictions should be
imposed or not entails eﬃciency. In practice, we are then interested in veri-
fying the necessity or, more generally, the ‘usefulness’ of a particular (set of)
ﬁlter constraint(s). Thereby, we introduce a methodological shift, emphasizing
interesting characteristics of the real-time ﬁlter instead of properties of the
underlying DGP. Corresponding tests are presented in section 6.5.
6.4.2 A Frequency Domain Perspective
We brieﬂy analyze some of the above topics from the perspective of the pro-
posed optimization criterion. Assume, for simplicity, that Xt is I(1), with or
without drift, with a single unit root in frequency zero and let ˜ Xt = Xt−Xt−1.
Then the level constraint ˆ A(0) = 1 is necessary and the modiﬁed optimization
criterion becomes
2π
T
T/2  
k=−T/2
wk|  ˜ Γ(ωk)|2IT ˜ X(ωk) → min (6.22)
In frequency zero we obtain
lim
ω→0
  ˜ Γ(ω) = ˆ φ(0)
where 6.6 and 6.10 are used. We deduce that the weight attributed to the
squared time shift by the optimization criterion 6.22 is140 6 The DFA: Asymptotically Unbounded Non-Stationary Time Series
2π
T
IT ˜ X(0) = ˜ X
2
(6.23)
which vanishes if ˜ Xt is demeaned or, equivalently, if Xt is detrended. Every-
thing else being equal, a large (in absolute value) linear trend slope of Xt
(drift) will lead to a smaller (in absolute value) time shift of the optimized
real-time ﬁlter in frequency zero13.
6.5 Testing Filter Constraints
6.5.1 A Drawback of Traditional Unit Root Tests
Relying on the simple RW-process, we now brieﬂy illustrate that unit root
tests are not ideally suited for deciding whether a particular ﬁlter constraint
should be imposed or not. Let
Xt =
t  
k=1
ǫk
The optimal one-sided ﬁlter is
ˆ YT =
 
k≥0
γkXT + γ1XT−1 + γ2XT−2 + ...
i.e. ˆ γ0 =
 
k≥0 γk and ˆ γk = γk for k > 0, see section 1.414. It is easily veriﬁed
that the level constraint 6.1 is satisﬁed by this one-sided ﬁlter since
 
k
γk −
 
k≥0
ˆ γk = 0
i.e. ˆ Γ(0) = Γ(0). The Filter error is
YT − ˆ YT =
 
k>0

γk(XT +
k  
j=1
ǫT+j) − γkXT

 +
 
k≥0
(γk − γk)XT−k
= γ1ǫT+1 + γ2(ǫT+1 + ǫT+2) + ...
Assume, now, that the Null-hypothesis (integration) is erroneously rejected
by a particular unit root test and that instead of the (true) RW-model the
following mis-speciﬁed model-equation
Xt = ˆ aXt−1 + ǫt
13For an I(2)-process, the ‘local’ (absolute) slope is asymptotically unbounded,
which justiﬁes the second order constraint 6.11.
14For simplicity we here assume that γk decay suﬃciently rapidly so that the sum
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is used for computing forecasts, where ˆ a < 1 is the traditional least-squares
estimate. Then the ‘optimal’ one-sided ﬁlter would be derived according to
ˆ Y mis
T =
 
k≥0
γkˆ akXT + γ1XT−1 + γ2XT−2 + ...
with ﬁlter error
Yt − ˆ Y mis
t =
 
k>0

γk(XT +
k  
j=1
ǫT+j) − γkˆ akXT

 +
 
k≥0
(γk − γk)XT−k
=
 
k>0
γk(XT − ˆ akXT) + γ1ǫT+1 + γ2(ǫT+1 + ǫT+2) + ...
If the symmetric ﬁlter coeﬃcients γk decay slowly (which is typical for trend
estimation problems for example) and |Xt| is ‘large’ then the additional ﬁl-
ter error incurred by (falsely) assuming a < 1 can be quite large because
ˆ akXt → 0 exponentially fast.
Whereas the one-step ahead forecasting error is linear in ˆ a and is aﬀected
‘marginally’ by the test-outcome, multi-step ahead forecasting errors and the
real-time estimation error are non-linear functions in ˆ a whose magnitude can
be heavily aﬀected by the mis-speciﬁed forecasting model. The main problem
here is that unit root tests do not directly address the non-linear expression
in ˆ a corresponding to the ﬁlter error. ‘Small’ or negligible errors in the origi-
nal one-step ahead forecasting problem are magniﬁed by the structure of the
particular real-time estimation problem.
6.5.2 Filter Constraint Test: an Overview
The preceding result conﬁrms once again that statistics emphasizing short
term performances do not address the relevant topics. We here propose a test
based on the normalizing constant of the ﬁlter. More precisely, assume that
ˆ Γ(ω) = ˆ C
 
k(Zk − exp(−iω))
 
k(Pk − exp(−iω))
= ˆ C ˆ Γ ′(ω) (6.24)
is the interesting one-sided ﬁlter and let C0 be such that C0 ˆ Γ ′(0) = Γ(0). We
then want to test whether ˆ C is smaller than C0 ‘signiﬁcantly’ or not. Unlike
unit root tests, the estimate ˆ C underlying the new test procedure determines
the ﬁlter error ‘linearly’. Moreover, a false decision would aﬀect ﬁlter perfor-
mances less heavily because the ﬁlter error is still minimized directly by the
estimation criterion (even if the ﬁlter is ‘mis-speciﬁed’ by relaxing 6.1).
Formally, a test for the second order constraint ˆ φ(0) = 0 could be imple-
mented based on analogous derivations. However, for our own purposes we142 6 The DFA: Asymptotically Unbounded Non-Stationary Time Series
often impose the latter constraint because it is related to faster signal recov-
eries. This practice reﬂects our disposition to trade, at least to some extent,
level performances against speed of the ﬁlter which is an issue common to
users having also turning points in mind. Therefore we emphasize 6.1 in the
following.
Let
˜ Xt = Xt − Xt−1
X′
t = Xt − (XT − X0)
t
T
(6.25)
X′′
t = X′
t − X′ (6.26)
We here discuss three diﬀerent tests, called τ1, τ2 and τlc. The ﬁrst two are
practically less relevant but they provide additional insights in the estimation
problem and therefore they are used for illustrative purposes mainly.
6.5.3 Test-Statistic τ1
Denote by
ˆ Γ(ω) = C0
 
k(Zk − exp(−iω))
 
k(Pk − exp(−iω))
= C0 ˆ Γ ′(ωk) (6.27)
the solution of 6.7. Thus, the level constraint C0 = Γ(0)/ ˆ Γ ′(0) is imposed
during the optimization. In a second step, ˆ C is estimated by
2π
T
T/2  
k=−T/2,k =0
wk|Γ(ωk) − ˆ Γ(ωk)|2 IT ˜ X(ωk)
|1 − exp(−iωk)|2 → min
ˆ C
(6.28)
where ˆ Γ ′( ), obtained in the ﬁrst stage, is held ﬁxed ( ˆ C is estimated only).
The latter is called a ‘conditional’ estimate. Proposition 10.22 shows that the
conditional estimate satisﬁes
ˆ C = C0
2π
T
T/2  
k=−T/2
wkΓ(ωk)Re
 
ˆ Γ(ωk)
 
ITX′′(ωk)
2π
T
T/2  
k=−T/2
wk
 
 
  ˆ Γ(ωk)
 
 
 
2
ITX′′(ωk)
(6.29)
where X′′
t is the linearly demeaned time series 6.26 and 6.4 is used for equat-
ing the spectral estimates in 6.28 and 6.29.
It is not diﬃcult to show that the numerator is an estimate of the sample
covariance between the signal Y ′′
t (the output of Γ( ) with input X′′
t ) and its6.5 Testing Filter Constraints 143
real-time estimate ˆ Y ′′
t , see for example section 6.6. Also, the denominator in
the above expression is an estimate of the sample variance of ˆ Y ′′
t . Therefore,
6.29 is approximately the least-squares estimate of ˆ C, which is to be expected
because the proposed optimization criterion emphasizes mean-square ﬁlter er-
rors. A precise derivation of these statements is postponed to section 6.6.
Consider now
ˆ C − C0
C0
=
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γ(ωk)
 
−
 
    ˆ Γ(ωk)
 
   
2 
  ITX′′(ωk)
2π
T
T/2  
k=−T/2
wk
 
    ˆ Γ(ωk)
 
   
2
ITX′′(ωk)
(6.30)
‘Tests’ or, equivalently, test-statistics can be derived by assuming various
forms of non-stationarity for Xt. Speciﬁcally, if Xt is I(1), then theorem 10.23
states that
λ
T
C0
ˆ C − C0
→d IBB2 (6.31)
where →d means convergence in distribution and IBB2 is a particular ran-
dom variable, namely the integral of a squared Brownian bridge process. The
constant λ accounts for the real-time signal extraction problem and is deﬁned
by
λ =
1
2π
  π
−π
 
Γ(ω)Re
 
Γ(ω)
 
−
 
 Γ(ω)
 
 2  ˜ h(ω)
˜ h(0)|1 − exp(−iω)|2dω (6.32)
In this expression, Γ( ) denotes the ‘true’ (optimal) real-time ﬁlter.
In practice, λ can be estimated by
ˆ λ :=
1
T
 T/2
k=−T/2 wk
 
Γ(ωk)Re
 
ˆ Γ(ωk)
 
−
 
 
  ˆ Γ(ωk)
 
 
 
2 
  ITX′′(ωk)
ˆ ˜ h(0)
(6.33)
where ˆ ˜ h(0) is an estimate of the spectral density of ˜ Xt in frequency zero, see
for example Hamilton [46] section 10.5 for corresponding estimates15.
We infer from the above result that ˆ C is a superconsistent estimate of C0 as
expected in the context of integrated processes. Quantiles of the distribution
of IBB2 are provided in Tolmatz [74] for example. A formal test verifying the
null-hypothesis H0 : C = C0 can be straightforwardly derived.
15Note that ˆ Γ( ) converges to Γ( ) by consistency if Xt is integrated.144 6 The DFA: Asymptotically Unbounded Non-Stationary Time Series
6.5.4 Test-Statistic τ2
The previous test procedure is subject to two pitfalls. The periodogram of a
linearly demeaned time series can be subject to spurious spectral power to-
wards frequency zero if Xt is stationary (see corollary 10.6 and Wildi [75],
pp. 85-88) and the conditional estimate ˆ C is indeed ‘conditioned’ by imposing
the level constraint in the ﬁrst stage (because zeroes and poles of ˆ Γ ′( ) are
aﬀected by the constraint). Both problems are related to weaker power in the
case of stationary Xt
16.
We here assume that Xt is centered, so that X = 0. Centering time series
is often useful in real-time signal extraction because the transformation alle-
viates the bias-variance dilemma. Moreover, it does not aﬀect the information
content of the time series as measured by the periodogram (recall section 6.3).
Denote by ˆ Γ( ) the solution of 3.7 (stationary case): no constraint is im-
posed and ITX′′(ωk) in the previous section is replaced by the original peri-
odogram ITX(ωk). In analogy to τ1 in the previous section, ˆ C (the normalizing
constant of ˆ Γ) satisﬁes
ˆ C − C0
C0
=
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
   
  ˆ Γc(ωk)
   
 
2 
  ITX(ωk)
2π
T
T/2  
k=−T/2
wk
 
 
  ˆ Γc(ωk)
 
 
 
2
ITX(ωk)
(6.34)
where
ˆ Γc(ω) :=
ˆ Γ(ω)
ˆ Γ(0)
(6.35)
is a normalized ‘artiﬁcial’ ﬁlter satisfying the level constraint 6.1 (for a formal
proof see proposition 10.22). The level constraint 6.1 can now be tested by
assuming particular ‘models’. Speciﬁcally, if Xt is I(1), then it is shown in
proposition 10.12 that the numerator in 6.34 converges17 to
A + BIT ˜ X(0)
where IT ˜ X(0) is the periodogram of the diﬀerenced series in frequency zero
and A,B are deﬁned by
A =
  π
−π
 
Γ(ω)Re
 
ˆ Γcc(ω)
 
−
 
 
  ˆ Γcc(ω)
 
 
 
2  ˜ h(ω)
|1 − exp(−iω)|2dω
16In this case, the level constraint 6.1 is unneeded. It is worth to emphasize that we
are not primarily interested in ‘proving’ stationarity (of Xt). Instead, the necessity
of imposing the constraint imports which is a more general issue.
17The error term is of order O(1/T) in mean-square.6.5 Testing Filter Constraints 145
B =
  π
−π
 
Γ(ω)Re
 
ˆ Γcc(ω)
 
−
 
 
  ˆ Γcc(ω)
 
 
 
2 
1
|1 − exp(−iω)|2dω (6.36)
In these expressions, ˆ Γcc( ) is based on 3.7 but unlike ˆ Γc the level-restriction
6.1 is imposed during the optimization. Note that ˆ Γc( ) and ˆ Γcc( ) generally
diﬀer: these subtle nuances highlight the fact that ˆ C in 6.34 is an ‘uncondi-
tional’ estimate (neither the level constraint nor the pseudo-periodogram are
used as was the case for τ1 in the previous section).
Straightforward estimates of A and B are
ˆ A =
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γcc(ωk)
 
−
 
    ˆ Γcc(ωk)
 
   
2 
|1 − exp(−iωk)|2 IT ˜ X(ωk) (6.37)
ˆ B =
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γcc(ωk)
 
−
   
  ˆ Γcc(ωk)
   
 
2 
|1 − exp(−iωk)|2 (6.38)
see proposition 10.12 or theorem 10.23.
According to 10.14, the denominator in 6.34 can be approximated by18
2π
T
T/2  
k=−T/2
wk
 
    ˆ Γc(ωk)
 
   
2
ITX(ωk) ≈
2π
T
T/2  
k=−T/2
wkIT ˆ Y (ωk)
=
1
T
T  
t=1
ˆ Y 2
t
where ˆ Yt is generated by ˆ Γc and the last equality follows from 10.6 (case
t = 0). Note that the latter term corresponds to the denominator of the
traditional least-squares estimate of ˆ C, as expected. Since Xt is centered, ˆ Yt
must be ‘centered’ too in the sense that ˆ Y = O(1/
√
T), see proposition 10.819.
Therefore
1
T
T  
t=1
ˆ Y
2
t ≈
1
T
T  
t=1
ˆ Y
2
tu − ˆ Yu
2
→d T2π˜ h(0)
 
IBM2 − IBM2
1
 
where ˆ Ytu is the output of ˆ Γ( ) based on the original (uncentered) time series
and IBM1 :=
  1
0 W(w)dw, IBM2 :=
  1
0 W(w)2dw are integrals of Wiener
18The error term is of smaller order than the sums.
19 
T
2π
ˆ Y = ΞT ˆ Y (0) = ˆ Γc(0)ΞTX′(0) + rTY ′X′(0) =
 
T
2πX′ + rTY ′X′(0) = O(1)
according to 10.15. Therefore ˆ Y = O(1/
√
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Processes. The last convergence is derived from proposition 17.3, cases f) and
h), in Hamilton [46] by noting that
˜ hˆ Yu(0) = | ˆ Γc(0)|
2˜ h(0) = ˜ h(0)
where ˜ hˆ Yu denotes the spectral density of ˆ Ytu− ˆ Yt−1u. It is worth to emphasize
that IBM2 diﬀers from IBB2 in the preceding section because the latter
assumes that XT = X0 (which is false here because the series is not de-
trended).
A Formal Link to τ1: Similitudes and Diﬀerences
Consider the following statistic
A/(2π˜ h(0)) + BIT ˜ X(0)/(2π˜ h(0))
T
C0
ˆ C − C0
≈
2π
T
 T/2
k=−T/2 wk
 
 
  ˆ Γc(ωk)
 
 
 
2
ITX(ωk)
T2π˜ h(0)
(6.39)
→d IBM2 − IBM
2
1
The term A/(2π˜ h(0)) in the numerator corresponds to λ in 6.31. Unlike ˆ λ,
however, ˆ Γcc in ˆ A relies on the mis-speciﬁed optimization criterion 3.7, based
on the biased periodogram. Moreover, a ‘new’ term BIT ˜ X(0)/(2π˜ h(0)) ap-
pears in the above numerator because ITX′′(ωk) in the previous ‘conditional’
optimization 6.28 has been replaced by ITX(ωk) here20. Finally, the integral
of a squared Brownian Bridge Process in 6.31 is replaced by the integral of
squared Brownian motion because Xt does not satisfy X0 = XT in general
(unlike X′′
t ).
Unfortunately, the approximation 6.39 is not well-suited for a formal test
because IT ˜ X(0), on its left-hand side, is related to the random variable on its
right-hand side.
A Prototypical Test-Statistic
A better test-statistic should account for the dependence between IT ˜ X(0) (on
the left of 6.39) and 2π
T
 T/2
k=−T/2 wk
 
 
  ˆ Γc(ωk)
 
 
 
2
ITX(ωk) (on the right of 6.39).
For that purpose, we invert 6.39 and multiply by A+BIT ˜ X(0) on both sides:
20BIT ˜ X(0)/˜ h(0) accounts for the bias of ITX(ωk) as estimate of the pseudo spec-
tral density of Xt, recall section 6.1.6.5 Testing Filter Constraints 147
T
ˆ C − C0
C0
≈ T
A + BIT ˜ X(0)
2π
T
 T/2
k=−T/2 wk
 
    ˆ Γc(ωk)
 
   
2
ITX(ωk)
≈ T
A + BIT ˜ X(0)
1
T
 T
t=1 ˆ Y 2
t
(6.40)
The second approximation is based on ﬁnite sample analogues of classic con-
volution and spectral decomposition results, see 10.14 and 10.6.
By inserting
IT ˜ X(0) =
T − 1
2π
˜ X
2
=
1
2π(T − 1)
(XT − X1)2 ≈
1
2πT
(XT − X1)2
we obtain
T
A + BIT ˜ X(0)
1
T
 T
t=1 ˆ Y 2
t
≈ T
A + B(XT − X1)2/(2πT)
1
T
 T
t=1 ˆ Y 2
t
≈ T
A + B(ˆ YT − ˆ Y1)2/(2πT)
1
T
 T
t=1 ˆ Y 2
t
= T
A/(2π˜ h(0)) + (B/2π)(ˆ YT − ˆ Y1)2/(T2π˜ h(0))
1
T
 T
t=1 ˆ Y 2
t /(2π˜ h(0))
→d
A/(2π˜ h(0)) + (B/2π)W(1)2
  1
0 W(w)2dw −
   1
0 W(w)dw
 2
where W(w) is the Wiener process (Brownian motion). The second approxi-
mation is valid because diﬀerences between XT and ˆ YT and between X1 and
ˆ Y1 are both negligible if ˆ Γc( ) satisﬁes the level restriction21. The asymptotic
distribution in the form of functionals of Wiener-processes has been motivated
previously in this section (see also the proof of theorem 10.23).
The dependence of left- and right-hand side variables in 6.39 has now muted
to a dependence of numerator and denominator, which relate to the same ran-
dom variable W( ). Although quantiles of this distribution could be computed,
they would depend on A, B and ˜ h(0), which is unpleasant.
Test-Statistic τ2
The test-statistic τ2 is inspired by the above design but it is ‘normalized’ in
a way that quantiles of its asymptotic distribution do no more depend on
‘nuisance’ terms. Speciﬁcally,
21Note, however, that ˆ Y1 cannot be neglected because Xt is centered so that ˆ Yt
is centered too asymptotically, see footnote 19, p.145. Therefore ˆ Y1 = O(
√
T) if Xt
is integrated.148 6 The DFA: Asymptotically Unbounded Non-Stationary Time Series
τ2 := T2π



ˆ C − C0
BC0
−
A/B − ˜ h(0)
2π
T
 T/2
k=−T/2 wk
 
 
  ˆ Γc(ωk)
 
 
 
2
ITX(ωk)


 (6.41)
→d
W(1)2 + 1
  1
0 W(w)2dw −
   1
0 W(w)dw
 2 (6.42)
The asymptotic distribution of the statistic is derived in theorem 10.23.
Properties of ˆ C and τ2 are analyzed in section 6.6 and chapter 8. In par-
ticular, it is shown that ˆ C is negatively biased and that the power of τ2
in the case of stationary Xt can be improved by ‘correcting’ ˆ C. Moreover,
the asymptotic distribution 6.42 is non-standard and should be tabulated ex-
plicitly. The test-statistic τlc
22 in the following section accounts for all these
problems simultaneously.
6.5.5 Test-Statistic τlc
Consider the following modiﬁed estimate
ˆ Clc = C0
2π
T
T/2  
k=−T/2
wkΓ(ωk)Re
 
ˆ Γc(ωk)
 
ITX(ωk)
2π
T
T/2  
k=−T/2
wk
   
  ˆ Γc(ωk)
   
 
2
ITX(ωk) + 2ˆ YT(ˆ YT − ˆ Y1)B/(2πT)
(6.43)
The only diﬀerence to ˆ C in the previous section is the additional ﬁnite sample
correction-term
2ˆ YT(ˆ YT − ˆ Y1)B/(2πT) (6.44)
in the denominator where B is deﬁned in 6.36. Consider
T
 
ˆ Clc
C0
− 1
 
≈ T
A + BIT ˜ X(0) − 2ˆ YT(ˆ YT − ˆ Y1)B/(2πT)
1
T
 T
t=1 ˆ Y 2
t + 2ˆ YT(ˆ YT − ˆ Y1)B/(2πT)
≈ T
A + BIT ˜ X(0) − 2ˆ YT(ˆ YT − ˆ Y1)B/(2πT)
1
T
 T
t=1 ˆ Y 2
t
(6.45)
where we used 6.40 in establishing the ﬁrst approximation. The second ap-
proximation relies on the fact that the correction-term in the denominator is
of smaller magnitude (actually O(1)) than the sum, which is of order O(T) if
Xt is integrated. Inserting
−2ˆ YT(ˆ YT − ˆ Y1)B/(2πT) = −2(ˆ YT − ˆ Y1)2B/(2πT) − 2ˆ Y1(ˆ YT − ˆ Y1)B/(2πT)
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and
BIT ˜ X(0) =
B
2π(T − 1)
(XT − X1)2 ≈
B
2πT
(ˆ YT − ˆ Y1)2
in 6.45 leads to
T
 
ˆ Clc
C0
− 1
 
≈ T
A −
 
B/(2π)
 
(ˆ YT − ˆ Y1)2/T − 2
 
B/(2π)
 
ˆ Y1(ˆ YT − ˆ Y1)/T
1
T
 T
t=1 ˆ Y 2
t
We deduce that
τlc :=
T2π
−2

 
 
1
B
 
ˆ Clc
C0
− 1
 
−
A/B − ˜ h(0)
2π
T
 T/2
k=−T/2
 
 
  ˆ Γc(ωk)
 
 
 
2
ITX(ωk)

 
 
(6.46)
≈
T
−2
 
− (ˆ YT − ˆ Y1)2/T + 2π˜ h(0)
 
− 2ˆ Y1(ˆ YT − ˆ Y1)/T
1
T
 T
t=1 ˆ Y 2
t
(6.47)
→d
1/2
 
W(1)2 − 1
 
− W(1)
  1
0 W(w)dw
  1
0 W(w)2dw −
   1
0 W(w)dw
 2
The asymptotic distribution of τlc is derived in theorem 10.23. This distribu-
tion is the same as (17.4.36) or (17.6.12) in Hamilton [46] where it is tabulated
in table B.5 case 2, see also 6.50 below. Note that ˜ h(0) has to be estimated
which may lead to slight modiﬁcations of the ﬁnite sample distributions but
the latter are neglected here. A test of the level-constraint based on τlc is
called LC-test.
In the following section we analyze the proposed test-statistics in the par-
ticular (traditional) one-step ahead forecasting perspective. Speciﬁcally, we
show in this context that ˆ C is negatively biased and that the corrected es-
timate ˆ Clc behaves like the traditional least-squares estimate. Developing on
these ﬁndings we show in section 6.7 that τlc can be interpreted as a general-
ized unit-root test which accounts speciﬁcally for the real-time signal extraction
problem. Empirical results are postponed to chapter 8.
6.6 Comparison of τ-statistics and Unit Root Tests
(One-Step Ahead Perspective)
6.6.1 Introduction
Traditional unit root tests, such as proposed by Dickey/Fuller or Phillips
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Xt = Xt−1 + ut or Xt = d + Xt−1 + ut
by estimating parameters in regression models of the type
Xt = α + ρXt−1 + δt + ǫt
see cases 1,2,3 and 4 in tables 17.1 and 17.2 in Hamilton [46]. In particular,
case 2 is deﬁned by
H0 : Xt = Xt−1 + ǫt
H1 : Xt = α + ρXt−1 + ǫt, ρ < 1
Although such tests contribute to the identiﬁcation of the ‘true’ DGP, various
authors put that intuitive interpretation into question. Hamilton [46], p.516,
argues “This discussion underscores that the goal of unit root tests is to ﬁnd
a parsimonious representation that gives a reasonable approximation to the
true process, as opposed to determining whether or not the true process is
literally I(1)”. Hamilton’s interpretation of unit-root tests is derived from the
observation that “The value of accepting a false null hypothesis (integration)
in this case is that imposing the condition ρ = 1 may produce a better fore-
cast than one based on an estimate ˆ ρT, particularly given the small sample
downward bias of ˆ ρT”.
6.6.2 Unit Root Tests
Let us brieﬂy recall the traditional unit-root approach based on case 2 above.
Assume that Xt is I(1) with a single unit root in frequency zero. If ˜ Xt is iid,
then Hamilton [46] shows that
(T − 1)(ˆ ρT−1 − 1)
=
(T − 1)−1  T
t=2 Xt−1 ˜ Xt − (T − 1)−3/2  T
t=2 Xt−1(T − 1)−1/2  T
t=2 ˜ Xt
(T − 1)−2  T
t=2 X2
t−1 −
 
(T − 1)−3/2  T
t=2 Xt−1
 2
→d
1/2(W(1)2 − 1) − W(1)
  1
0 W(w)dw
  1
0 W(w)2dw −
   1
0 W(w)dw
 2 (6.48)
see (17.4.28) in the cited literature. For stationary (not necessarily iid) random
variables ˜ Xt with spectral density ˜ h(ω) the preceding result can be generalized
to
(T − 1)(ˆ ρT−1 − 1) −
1
2
(T − 1)2ˆ σ2
ρ
S2
T−1
(2π˜ h(0) − σ
2) (6.49)
→d
1/2(W(1)2 − 1) − W(1)
  1
0 W(w)dw
  1
0 W(w)2dw −
   1
0 W(w)dw
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where
S2
T−1 =
 T
t=2(Xt − ˆ αT−1 − ˆ ρT−1Xt−1)2
T − 3
ˆ σ2
ρ =
S2
T−1
 T
t=2 X2
t−1 − (T − 1)−1
  T
t=2 Xt−1
 2
see (17.6.8) in Hamilton [46]. The corresponding test-procedure refers to the
Phillips-Perron test for unit-roots. Note that
1
2
(T − 1)2ˆ σ2
ρ
S2
T−1
(2π˜ h(0) − σ2) →d
2π˜ h(0) − σ2
4π˜ h(0)
1
  1
0 W(w)2dw −
   1
0 W(w)dw
 2 (6.51)
is a term correcting for serial correlation of ˜ Xt in 6.49. Indeed, 2π˜ h(0)−σ2 = 0
if ˜ Xt is iid. We now compare these results with our level-constraint tests in
the particular one-step ahead perspective.
6.6.3 LC-Tests
Traditionally, the unit root problem is considered in a short term one-step
ahead perspective which can be ‘replicated’ in the more general framework of
real-time signal extraction. For that purpose, let
Γ( ) = 1 and ˆ Γc(ω) = exp(−iω)
From our ‘ﬁlter perspective’ the latter asymmetric ﬁlter approximates the
identity and it satisﬁes 6.1, i.e. C0 = 1.
If Xt is I(1), then
A =
  π
−π
 
Γ(ω)Re
 
ˆ Γc(ω)
 
−
 
 
  ˆ Γc(ω)
 
 
 
2  ˜ h(ω)
|1 − exp(−iω)|2dω
=
  π
−π
cos(ω) − 1
2(1 − cos(ω))
˜ h(ω)dω
= −σ2/2
and
B =
  π
−π
 
Γ(ω)Re
 
ˆ Γc(ω)
 
−
   
  ˆ Γc(ω)
   
 
2 
1
|1 − exp(−iω)|2dω
=
  π
−π
cos(ω) − 1
2(1 − cos(ω))
dω
= −π
Note that the validity of these equations is restricted to the particular one-step
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Uncorrected Estimate ˆ C and Test-Statistic τ2
Inserting A and B in 6.41 we obtain
τ2 = T

 
 
−2
 
ˆ C
C0
− 1
 
−
σ2 − 2π˜ h(0)
2π
T
 T/2
k=−T/2 wk
 
 
  ˆ Γc(ωk)
 
 
 
2
ITX(ωk)

 
 
= −2T
 
ˆ C
C0
− 1
 
−
σ2 − 2π˜ h(0)
2π˜ h(0)
1
  1
0 W(w)2dw −
   1
0 W(w)dw
 2 (6.52)
→d
W(1)2 + 1
  1
0 W(w)2dw −
   1
0 W(w)dw
 2 (6.53)
Multiplying both sides by −1/2 shows a close correspondence with 6.5023.
However, signs do not agree completely and terms are missing in the numer-
ator of 6.53. We now brieﬂy analyze the origin of these divergences, assuming
that Xt is a random-walk for simplicity.
Let X′
t = Xt−X denote the centered time series and recall that τ-statistics
rely on the transformed data X′
t. We here transpose 6.34 in the time domain:
T
 
ˆ C
C0
− 1
 
= T
2π
T
T/2  
k=−T/2
wk(cos(ωk) − 1)ITX′(ωk)
2π
T
T/2  
k=−T/2
wkITX′(ωk)
(6.54)
= T



ˆ R(1) + ˆ R(T − 1) −
  T
t=1 Xt/T
 2
1
T
 T
t=1(Xt)2 −
  T
t=1 Xt/T
 2 − 1


 (6.55)
= T
 T
t=2 XtXt−1/T + X1XT/T − 1
T
 T
t=1(Xt)2
1
T
 T
t=1(Xt)2 −
  T
t=1 Xt/T
 2
= T
 T
t=2 ˜ XtXt−1/T + X1XT/T − (XT)2/T
1
T
 T
t=1(Xt)2 −
  T
t=1 Xt/T
 2
Equation 6.55 follows from proposition 10.4, noting that the periodogram is
based on the centered X′
t so that
2π
T
T/2  
k=−T/2
wk cos(ωk)ITX′(ωk) =
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2π
T
T/2  
k=−T/2
wk exp(−iωk)ITX(ωk) −
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t=1
Xt/T
 2
= ˆ R(1) + ˆ R(T − 1) −
 
T  
t=1
Xt/T
 2
The additional term
  T
t=1 Xt/T
 2
corresponds to 2πITX(0)/T.
Now use is made of (17.1.10) in Hamilton [46] which states that
T  
t=2
˜ XtXt−1/T = (1/2)(X2
T − X2
1)/T − (1/2)
T  
t=2
˜ X2
t /T
We obtain
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 T
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 2
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t /T + X1XT/T − (1/2)X2
1/T
1
T
 T
t=1(Xt)2 −
  T
t=1 Xt/T
 2
≈ T
(−1/2)X2
T/T − (1/2)
 T
t=2 ˜ X2
t /T
1
T
 T
t=1(Xt)2 −
  T
t=1 Xt/T
 2
→d
(−1/2)W(1)2 − 1/2
  1
0 W(w)2dw −
   1
0 W(w)dw
 2 (6.56)
Magnifying ˆ C − 1 and ˆ ρT−1 − 1 by multiplication with T reveals subtle dif-
ferences between both estimates. We ﬁrst note that ˆ C < C0 since the random
variable in 6.56 is negative. A closer look at the above development reveals that
ˆ R(T−1) is the ‘culprit’: in fact if ˆ R(T−1) would be replaced by XT+1XT/T in
6.55 then the ordinary (unbiased) least-squares estimate ˆ ρT (assuming sample
length T +1 i.e. knowledge of XT+1) would result. The ‘faulty’ substitution of
XTXT+1/T by XTX1/T in the estimate ˆ C has to do with the implicit peri-
odicity of the data assumed by the periodogram. Unfortunately X1  = XT+1.
Note that for linearly demeaned time series, X1 ≈ XT+1 i.e. the demeaning op-
eration would sustain the periodicity-assumption underlying the periodogram.
Corrected Estimate ˆ Clc and Test-Statistic τlc
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2ˆ YT(ˆ YT − ˆ Y1)B/(2πT) = −XT−1(XT−1 − X0)/T (6.57)
≈ −XT(XT − X1)/T
in the deﬁnition 6.43 of ˆ Clc (note that ˆ Yt = Xt−1 in our particular one-
step ahead perspective). This term substitutes the inexpedient X1XT/T in
6.55 by XTXT/T. The latter is ‘close’ to the unknown XT+1XT/T if Xt is
integrated. Note that X1XT/T = O(1/
√
T) whereas X2
T/T = O(1) which is
no more negligible. Also, the positive sign of X2
T/T implies that the negative
bias of ˆ C is compensated in ˆ Clc. Transposed in the time domain we obtain
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− 1
 
= T
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T/2  
k=−T/2
wk(cos(ωk) − 1)ITX′(ωk)
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wkITX′(ωk) + 2ˆ YT(ˆ YT − ˆ Y1)B/(2πT)
(6.58)
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= T
 T
t=2 XtXt−1/T + X1XT/T − 1
T
 T−1
t=1 (Xt)2 − X1XT/T
1
T
 T−1
t=1 (Xt)2 −
  T
t=1 Xt/T
 2
+ XTX1/T
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 T
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T
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t=1 (Xt)2
1
T−1
 T−1
t=1 (Xt)2 −
  T−1
t=1 Xt/(T − 1)
 2 (6.60)
where the ﬁrst approximation is obtained by neglecting smaller order terms in
the denominator and the second one is based on 6.57. The last approximation
again follows by ignoring or rearranging asymptotically negligible terms in the
denominator.
The last expression 6.60 is the traditional least-squares estimate ˆ ρT−1.
Note that the approximation errors leading to the least-squares estimate are
now all negligible asymptotically (even after multiplication of the estimation
error with T) which explains that the asymptotic distribution of τlc is identical
to the Dickey-Fuller distribution 6.48. A comparison of the power of τlc with6.7 Interpretation of Real-Time Level Tests 155
traditional unit-root tests in a strict one-step ahead perspective in chapter 8
conﬁrms that the eﬀect of the above approximation errors is negligible.
We now quit the restricted one-step ahead forecasting perspective and
attempt to interpret the proposed τ-statistics in the more general real-time
signal extraction framework.
6.7 Interpretation of Real-Time Level Tests
The asymptotic distributions of τ2 and τlc have been derived under the as-
sumption of an integrated process. Besides its claimed importance in applica-
tions, a formal motivation for choosing this class of processes is based on
the fact that the level constraint cannot be avoided by relying on deter-
ministic transformations (like for example linear de-trending in the case of
trend-stationary processes). This nuance conﬁrms that we are not primarily
interested in the DGP (i.e. in the ‘integration order’) but in the necessity of
imposing a ﬁlter constraint in frequency zero24.
As we shall see, test-outcomes emphasizing ﬁlter constraints can diﬀer sub-
stantially from what one would expect in the case of traditional unit root
tests, see chapter 8 for empirical results. In the following sections, the main
diﬀerences are highlighted by relying on a more abstract analysis of the ‘in-
formation content’ conveyed by the proposed test statistics.
6.7.1 The ‘Diﬃculty’ of the Underlying Estimation Problem
In the general context of real-time signal extraction, the methodological shift
from ‘unit roots’ towards level constraints is emphasized by λ in 6.31 and A,
B in 6.41 and 6.46
A =
  π
−π
 
Γ(ω)Re
 
ˆ Γc(ω)
 
−
 
 
  ˆ Γc(ω)
 
 
 
2  ˜ h(ω)
|1 − exp(−iω)|2dω
B =
  π
−π
 
Γ(ω)Re
 
ˆ Γc(ω)
 
−
   
  ˆ Γc(ω)
   
 
2 
1
|1 − exp(−iω)|2dω
We ﬁrst note that both entities depend on the signal Γ( ) which diﬀers sub-
stantially from the unit root ‘philosophy’. In order to have a better under-
standing of the above expressions we re-write the integral corresponding to
A:
24Naturally, the DGP is still relevant because test-distributions depend on its par-
ticular form. In this sense we have to rely on model assumptions too when deriving
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  π
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ˆ Γc(ω)
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  ˆ Γc(ω)
 
 
 
2  ˜ h(ω)
|1 − exp(−iω)|2dω
=
  π
−π
 
Γ(ω) ˆ Γc(ω) −
   
  ˆ Γc(ω)
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|1 − exp(−iω)|2dω
=
  π
−π
ˆ Γc(ω)
 
Γ(ω) − ˆ Γc(−ω)
  ˜ h(ω)
|1 − exp(−iω)|2dω
=
  π
−π
ˆ Γc(ω)
 
Γ(−ω) − ˆ Γc(−ω)
  ˜ h(ω)
|1 − exp(−iω)|2dω
where the last two integrals are deﬁned by their so-called principal values i.e.
the integrands are summed up symmetrically about zero so that imaginary
parts cancel25. Similarly
  π
−π
 
Γ(ω)Re
 
ˆ Γc(ω)
 
−
 
    ˆ Γc(ω)
 
   
2 
1
|1 − exp(−iω)|2dω
=
  π
−π
ˆ Γc(ω)
 
Γ(ω) − ˆ Γc(−ω)
  1
|1 − exp(−iω)|2dω
=
  π
−π
ˆ Γc(ω)
 
Γ(−ω) − ˆ Γc(−ω)
  1
|1 − exp(−iω)|2dω
The expressions in squared brackets are the (complex conjugate of the) trans-
fer function error in frequency ω. Therefore, A and B depend on the diﬃculty
of the estimation problem: if the ﬁt is perfect, then both entities vanish so
that ˆ C = C0. It is reasonable to expect a ‘good’ statistic to account for the
very ‘nature’ of the estimation problem which seems to be the case for our
τ-statistics.
From the above, we infer that B can be interpreted as a measure for the
diﬃculty of the estimation problem if Xt is a random-walk process whereas A
measures the diﬃculty of the same estimation problem given the true process
(since ˜ h(ω) appears in the corresponding integral).
6.7.2 Bias-Correction
Assume, now, that Xt is a random-walk process. Then
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|1 − exp(−iω)|2dω
= ˜ h(0)
25Note also that ˆ Γ(−ω) is the complex conjugate of ˆ Γ(ω).6.7 Interpretation of Real-Time Level Tests 157
so that
A/B − ˜ h(0) = 0
Therefore
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We deduce that
A/B − ˜ h(0)
2π
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k=−T/2 wk
 
 
  ˆ Γc(ωk)
 
 
 
2
ITX(ωk)
(6.61)
can be interpreted as a term correcting for serial correlation of ˜ Xt = Xt −
Xt−1. In fact, this term is closely related to 6.51 but here A/B additionally
accounts for the structure of the relevant real-time estimation problem. The
ratio A/B measures the relative diﬃculty of the estimation problem deﬁned by
Γ( ) and Xt in comparison to the random-walk case. Whereas the correction-
term in the traditional unit root framework attempts to maintain a constant
test-size for diﬀerent (I(1)-)processes, 6.61 essentially accounts for the bias of
the ‘mis-speciﬁed’ periodogram which depends on the autocorrelation struc-
ture of ˜ Xt too. Its aim is not to maintain a constant test-size, see chapter 8.
Note, also, that the diﬃculty of the estimation problem is still accounted for
by B in the denominator of the test-statistic even if the above correction-term
6.61 vanishes. If ˜ Xt is an arbitrary stationary process, 6.61 accounts simulta-
neously for the structure of the estimation problem as well as the dependency
in the diﬀerenced process ˜ Xt.
6.7.3 Variance-Correction
The scaling factor 1/B of the estimation error
1
B
 
ˆ Clc
C0
− 1
 
in τlc and τ2 reveals that ‘hard’ estimation problems tend to dilate the er-
ror variance. For a more thorough analysis of the proposed test-statistics we158 6 The DFA: Asymptotically Unbounded Non-Stationary Time Series
brieﬂy assume that Γ(ω) = 0 for ω > ω0
26. Here, the diﬃculty of the es-
timation problem depends on ω0: smoother estimates (smaller ω0) are more
diﬃcult to compute in real-time. We obtain
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As can be seen, the contribution of the stop-band, measured by 6.62, is neg-
ative. Moreover, this term decreases if ω0 decreases27 which reﬂects the in-
creasing diﬃculty of the estimation problem. If | ˆ Γc(ω)| > Γ(ω) in the pass-
band, then the corresponding contribution to B would be negative too. Often,
though not always, negative signs of B are associated to low-pass ﬁltering
whereas positive ones are associated to high-pass ﬁltering.
The sign of B has incidences on the bias of ˆ C. To see this, assume again
that Xt is a random-walk process. Then
τ2 = T2π
ˆ C − C0
BC0
→d
W(1)2 + 1
  1
0 W(w)2dw −
   1
0 W(w)dw
 2 > 0
If B < 0, then ˆ C < C0 since the asymptotic distribution corresponds to a
strictly positive random variable. Also, we infer that the stop-band of Γ( )
contributes a negative bias to ˆ C since it adds negatively to B. Intuitively, a
smaller ˆ C indeed implies smaller error contributions of the real-time ﬁlter in
the stop-band: for ˆ C = 0, i.e. ˆ Γ( ) = 0, the ﬁlter error would be completely
attributable to the pass-band.
Clearly, traditional unit root tests cannot account for these complex in-
teractions between bias and variances of estimates - ˆ C or ˆ Clc - and the struc-
ture (‘diﬃculty’) of the underlying estimation problem. The main contribu-
tion of the proposed LC-test is to correct for potential estimation-biases and
-variances generated by the very nature of the relevant estimation problem.
26The transfer function of trend extraction ﬁlters is often small in the stop band.
27We here ignore the fact that ˆ Γc( ) generally depends on ω0 too.6.8 Time-Domain Information 159
6.7.4 Time-Domain vs. Frequency-Domain
The discussion so far has revealed that ˆ Clc can be interpreted (up to ‘small’
approximation errors) as the least-squares estimate of C0 based on a regres-
sion of ˆ Yt on Yt. Assuming knowledge of ˆ Γ( ), Γ( ), ˆ Yt and Yt both estimates
can be computed easily. However, the disadvantage of the least-squares esti-
mate is that the signal Yt is generally unknown and must be approximated in
ﬁnite samples. Moreover, the goodness of this approximation worsens towards
the sample boundaries - which is the main issue in real-time signal extraction
- so that computation of the least-squares estimate in ﬁnite (‘small’) samples
is often diﬃcult. The advantage of ˆ Clc is that the estimate can be computed
straightforwardly even in ﬁnite samples.
More generally, both estimates are equivalent, asymptotically, but the compu-
tation of ˆ Yt and Yt is associated to ﬁnite sample approximation errors which
are not directly related to the decision whether the level-constraint should be
imposed or not. The test based on τlc avoids these ‘nuisances’ because it is
implemented in the frequency-domain.
6.8 Time-Domain Information
A weakness of the above level constraint test is that it does not help in de-
ciding whether the spectral estimate in 3.7 (the periodogram) or in 6.7 (the
pseudo-periodogram) should be used since ˆ Clc, and thus τlc too, rely on the
periodogram in any case28. However, the choice of spectral estimate generally
aﬀects eﬃciency as suggested in section 6.2.1 and conﬁrmed by our simula-
tion results in the next chapter. We here provide additional tools for deciding
which criterion or, to be precise, which spectral estimate is better suited for
a particular application.
6.8.1 A Speciﬁcation Test
Frequency-domain estimates of the mean-square ﬁlter error are provided by
the minimized criterion values 3.7 or 6.7. These estimates infer the true (un-
known) mean-square ﬁlter error as well as the (generally unobserved) time-
domain
1
T
T  
t=1
(Yt − ˆ Yt)2 (6.63)
estimate. More precisely, proposition 10.17 shows that the criterion values 3.7
or 6.7 are ‘super-consistent’ estimates of 6.63 if the spectral estimate used in
the optimization criterion is correctly speciﬁed. On the other hand, results
in section 6.2 advise that ‘mis-speciﬁed’ spectral estimates are biased so that
28This is also a strength because it makes the test-design less sensitive to the true
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‘mis-speciﬁed’ criterion values are biased accordingly. Therefore, a comparison
of criteria values (in the frequency-domain) and sample mean-square errors
(in the time-domain) provides useful indications about the choice of the ‘bet-
ter’ spectral estimate.
Let
1
T − 2k
T−k  
t=k
(Yt − ˆ Yt)2 (6.64)
be an approximation of the above mean-square sample error which can be
obtained by approximating the output Yt of the symmetric ﬁlter on a shorter
sub-sample t = k,...,T − k in which it can be approximated more or less
‘closely’. Then the interesting statistic is deﬁned by
κ :=
1
T − 2k
T−k  
t=k
(Yt − ˆ Yt)2 − FE (6.65)
where FE is the criterion value 3.7 or 6.7. If the spectral estimate is correctly
speciﬁed, which is our Null-hypothesis, then
κ = o(1/
√
T) (6.66)
by proposition 10.17. Therefore, a simple test would be to reject a particular
spectral estimate (or optimization criterion) if
|κ| > 1.96 ∗ σSE (6.67)
where σSE is the standard deviation of the sample (time domain) estimate
6.64. Note that the corresponding test-size converges to zero for T → ∞
because κ is of smaller magnitude than σSE i.e. κ lies with probability one
in the conﬁdence band for the true mean-square ﬁlter error. In this sense, the
test is ‘conservative’29. Tucker/Wildi [59] propose a speciﬁcation test based
on
κ′ =
1
T − 2k
T−k  
t=k
(Yt − ˆ Yt)2 − E[(Yt − ˆ Yt)2]
They derive the asymptotic test-distribution and show that it is Gaussian.
Note, however, that |κ| < |κ′|, asymptotically, by super-consistency (under
the Null-hypothesis).
An expression for σSE can be found in Tucker/Wildi [59]. We here
shortly propose an alternative derivation. For that purpose, assume that
Yt − ˆ Yt =
 ∞
k=−∞ ckǫt−k is the MA(∞)-representation of the ﬁlter error.
Then the autocovariance function R Y 2(k) of the squared ﬁlter error satisﬁes
29A more powerful test can be derived by analyzing stochastic properties of κ
comprehensively. However, this would lead us too far away of the intended scope.6.8 Time-Domain Information 161
R Y 2(k) =
∞  
k=−∞
ckck+jVkj
where
Vkj = ckck+j(E[ǫ4
0] − σ4
ǫ) + 4σ4  
l>k
clcl+j
see propositions E.2 and E.3 in Wildi [75]. Therefore
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(T − 2k − t)R Y 2(t)
=
1
(T − 2k)
T−2k−1  
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1 −
t
T − 2k
 
R Y 2(t)
can be computed. If we assume that the regularity assumptions of the-
orem 10.18 are satisﬁed (which are ‘standard’ in signal extraction), then
σ2
SE = O(1/T)30.
The above test 6.67 provides information about the speciﬁcation of the
spectral estimate used for computing the one-sided ﬁlter. However, we noted
in section 6.1 and 6.2.2 that real-time estimates may still be of good quality
even if the spectral estimate is mis-speciﬁed. Therefore, a more targeted device
emphasizing the real-time estimation problem rather than the ‘speciﬁcation-
problem’ is needed additionally.
6.8.2 Choice of Optimization Criterion
A more speciﬁc information about the choice of the optimization criterion
can be obtained by comparing sample mean-square ﬁlter errors in the time
domain obtained by criteria based on the periodogram and on the pseudo-
periodogram. Everything else being equal, that criterion leading to the smaller
time domain mean-square error is preferred. More precisely, let ˆ Y stat
t and ˆ Y int
t
designate ﬁlter outputs obtained by minimizing 3.7 (stationary case) and 6.7
(integrated). Then 3.7 is preferred if and only if
1
T − 2k
T−k  
t=k
(Yt − ˆ Y
stat
t )
2 <
1
T − 2k
T−k  
t=k
(Yt − ˆ Y
int
t )
2
30The theorem shows that (Yt−ˆ Yt)
2 ∈ C
0
f i.e. the MA-coeﬃcients ck are absolutely
summable. Proposition 10.2 then implies that R∆Y 2(k), as deﬁned above, must be
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Note that this decision rule applies also to TP-ﬁlters, as deﬁned in chapter 5.
6.8.3 Combining Level-Constraint Test and Time-Domain
Information: Towards an Automated Filter Design
The LC-test does not interact with the preceding speciﬁcation-test because
it addresses a diﬀerent problem and because it is based on the periodogram
whether the process is integrated or not. Therefore, in a ﬁrst stage the LC-
test can be used to determine suitable ﬁlter constraints. In a second stage, the
decision about the better spectral estimate is taken according to time-domain
information as proposed in the previous section. Finally, the speciﬁcation-test
6.67 can be computed to conﬁrm the latter choice. The resulting ‘automated’
ﬁlter design is used in our empirical comparisons, see section 8.3.1.
6.9 Summary
Important non-stationary alternatives are linked to the stationary case ana-
lyzed in part II of this book by imposing ﬁlter constraints and by requiring
additional regularity assumptions. Constraints in frequency zero address the
level of the series and the reactivity of the ﬁlter (instantaneous level con-
straint). Therefore, they may be ‘useful’ in various cases of non-stationarity,
including integration, trend-stationarity or level shifts for example.
In the model-based framework, these constraints can be imposed by assum-
ing particular integrated processes. However, from the perspective of real-time
signal extraction, ‘unit roots’ are not directly related to the relevant estima-
tion problem and traditional tests miss the particular problem structure. So
for example neither the signal nor multi-step ahead forecasts are accounted for
explicitly. On the other hand, the proposed LC-test matches the very struc-
ture - the ‘diﬃculty’ - of the estimation problem by correcting for induced
estimation biases and variances.7
Empirical Results: Filter-Design and
Over-ﬁtting
Empirical results in this chapter are based on artiﬁcial non-stationary (in-
tegrated) processes. Various ﬁlter designs are compared and performances
are measured both in- and out-of-sample. Our main-purpose here is not to
‘optimize’ the DFA but to illustrate various theoretical issues discussed in the
preceding chapters and to show evidence that the DFA is ‘robust’ against over-
ﬁtting in the sense that general and heavily over-parameterized ﬁlter-designs,
computed in short samples, still perform well out-of-sample. Designing the
DFA ‘optimally’ is addressed in chapter 8 which analyzes the performance
of the automated version proposed in section 6.8.3. The corresponding the-
oretical issues i.e. the LC-test and the comprehensive use of time-domain
information are completely omitted in the present chapter.
Section 7.1 introduces the general experimental design. Results for sam-
ples of length 120 and 60 are proposed and analyzed in sections 7.2 and 7.3
respectively.
7.1 Introduction
The following simulation experiments are based on simple non-linear inte-
grated processes, speciﬁcally
(1 − B)Xt = (1 − 0.7B)ǫt
(1 − B)Xt = ǫt
(1 − B)Xt = 0.7(1 − B)Xt−1 + ǫt
(1 − B)(1 − B12)Xt = (1 − 0.8B)(1 − 0.8B12)ǫt
We can recognize a progression in the above sequence, from the ‘close to sta-
tionary’ ARIMA(0,1,1)-process up to the I(2)- (‘airline’) process. In a sense,
the above models are ‘representative’ for many practical applications. The164 7 Empirical Results: Filter-Design and Over-ﬁtting
signal is deﬁned by the ideal trend. The main purpose of this particular signal
deﬁnition is not to horrify model aﬁcionados. Instead, we would like to as-
certain real-time performances of the DFA in a controlled experiment which
emphasizes speciﬁcally the estimation problem. Brieﬂy, maintaining a con-
stant signal enables to establish comparisons between diﬀerent process classes
without laborious disentanglements of undesirable collateral eﬀects, see sec-
tion 4.1.1.
The following experiments are all deliberately biased in favor of the MBA.
Our purpose is to demonstrate that the DFA, based on general and heavily
over-parameterized ﬁlter designs, is to some extent inherently ‘robust’ to over-
ﬁtting. In order to render more precisely our statement we brieﬂy diﬀerentiate
two concepts that are often confounded in practice. In our comprehension,
over-parameterizing is related to an unnecessarily general model- or ﬁlter-
designs whereas over-ﬁtting is related to estimation errors of practical opti-
mization criteria and can typically be measured by divergent in- and out-of-
sample characteristics. So for example, over-ﬁtting in the traditional model-
based approach is a consequence of optimizing with respect to the sample
mean-square forecasting error which typically underestimates the true (but
unknown) forecasting error variance. Similarly, over-ﬁtting in the DFA is due
to approximating the unknown mean-square ﬁlter error by criteria like 3.7 or
6.7. Whereas over-parameterizinggenerally exacerbates over-ﬁtting it does not
generate it directly as shown by our empirical results in the following sections.
In the following experiments, general over-parameterized one-sided DFA-
ARMA-ﬁlters are based on sixteen or seventeen parameters in samples of
length 120 and 60 (ten and ﬁve years of artiﬁcial monthly data). Comparisons
in- and out-of-sample are evaluated with respect to true models as well as
models identiﬁed and estimated by TRAMO (TRAMO-D as implemented in
DEMETRA).
7.2 Empirical Results T = 120
7.2.1 I(1)-Processes
The following tables 7.1, 7.2 and 7.3 summarize simulations results for the
above I(1)-processes in samples of length T = 120. The reported median
performance-measures are computed on 100 replications of the processes1.
1Since the mean is sensitive to outliers we prefer the median. Additionally, quar-
tiles and Box-plots inform about the relevant distributions. More than 100 path
simulations could be considered, of course, but the present ‘parsimonious’ setting
enables to replicate the relevant features already.7.2 Empirical Results T = 120 165
I(1)-processes have been generated by the arima.sim-routine in R.
Rows 1 to 6 in tables 7.1-7.3 correspond to the following real-time estima-
tion methods:
• Row 1: MBA with forecast extensions based on the true model, see 1.4.
• Row 2: MBA with forecast extensions based on TRAMO.
• Row 3: DFA based on the pseudo-periodogram (criterion 6.7) and on a
single complex conjugate ZPC-ﬁlter (3 parameters).
• Row 4: DFA based on the pseudo-periodogram (criterion 6.7) and eight
ZPC-ﬁlters (17 parameters).
• Row 5: DFA based on the pseudo-periodogram (criterion 6.7), eight ZPC-
ﬁlters and the time shift constraint 6.11 (16 parameters).
• Row 6: DFA based on the periodogram (criterion 3.7) and the time shift
constraint (17 parameters).
Whereas DFA-estimation methods in rows 3 to 5 assume that the level re-
striction 6.1 is satisﬁed, the design in the last row 6 does not. Also, the latter
is based on the biased periodogram. DFA estimates in rows 4 to 6 are gen-
eral in the sense that they can account for low-frequency as well as seasonal
components. The DFA design in row 3 is ‘sparsely’ parameterized and can-
not account for seasonal components in general. DFA-designs in rows 5 and
6 are ‘mis-speciﬁed’ for I(1)-processes because the time shift constraint 6.11
is unnecessary. However, the latter favors fast signal recoveries and reﬂects
a practically relevant concession towards the identiﬁcation of turning-points.
It is therefore interesting to measure the loss in eﬃciency - with respect to
the mean-square level criterion - incurred by imposing this constraint in the
present context. For the ‘airline’-process all DFA-designs are mis-speciﬁed
since the true pseudo-spectral density assumes eight unit-roots (a double one
in frequency zero plus 6 seasonal ones) whereas the pseudo-periodogram used
assumes a single root in frequency zero.
Columns 1 to 6 correspond to the following mean-square ﬁlter error esti-
mates
• Column 1: ‘In sample’ arithmetic mean 1
120
 120
t=1(Yt − ˆ Yt)2. Suﬃcient val-
ues have been retained on the left as well as on the right of the simulated
samples in order to compute Yt.
• Column 2: ‘Out of sample’ arithmetic mean 1
36
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t=121(Yt− ˆ Yt)2 computed
on a time span of three years (36 ‘months’): estimates are ﬁxed during
that period. Arithmetic means used for centering time series in the case
of the DFA are computed by relying on in-sample information exclusively
though this aﬀects the last (unconstrained) estimation method only (row
6) because the other designs ‘track’ already the level of the series2.
2We are aware that the chosen time span is long (30% of the sample size T = 120)
since in practice yearly parameter-updates are more frequent. Shorter out-of-sample166 7 Empirical Results: Filter-Design and Over-ﬁtting
• Column 3: Frequency estimates of the mean-square ﬁlter error. For the
DFA the minimized criterion values 3.7 (row number 6) or 6.7 (row num-
bers 3,4 and 5) are used. For the model-based approach the corresponding
estimates are obtained by setting amplitude and time shift functions (of
the concurrent ﬁlters) into 3.12 and 3.13, using the pseudo-periodogram.
• Column 4: the mean-square error component 3.12 which is attributable to
the amplitude function, see section 3.1.3 (pseudo-periodograms are used
for all methods except the DFA in row 6).
• Column 5: the mean-square error component 3.13 which is attributable to
the time shift function, see section 3.1.33 (pseudo-periodograms are used
for all methods except the DFA in row 6).
• Column 6: the minimum mean-square ﬁlter error based on the true model.
This theoretical value can be computed from (2.25) in Wildi [75]. The
constant is replicated in each row in order to facilitate comparisons4.
ARIMA(0,1,1)
ARIMA(0,1,1) In sample Out sample Freq. Est. Ampl. Shift Min. Error
True model 0.101 0.099 0.107 0.056 0.047 0.110
TRAMO 0.107 0.107 0.105 0.049 0.051 0.110
DFA: pseudo 3 0.101 0.102 0.100 0.051 0.047 0.110
DFA: pseudo 0.099 0.108 0.099 0.052 0.046 0.110
DFA: pseudo+time const. 0.104 0.110 0.102 0.056 0.048 0.110
DFA: stationary 0.105 0.112 0.123 0.065 0.061 0.110
Table 7.1. Simulation results: ARIMA(0,1,1)
Quartiles of the distributions of amplitude and time shift functions of the
mis-speciﬁed DFA-design in row 5 and of TRAMO are plotted in the following
ﬁgures 7.1 and 7.2. The contours have been computed in the following way:
in each frequency, the i-th. quartile, i = 1,...,4 corresponds to the i ∗ 25%-
largest observed time shift or amplitude value in the simulation sample (the 0-
quartile corresponds to the minimum). We note the miss-speciﬁcation induced
time spans are analyzed in chapter 8 where it is shown that regular parameter
updates beneﬁt to out-of-sample performances, as expected. However, as stated
previously, the purpose here is not to optimize the DFA but to reveal theoretic
issues developped in the preceding chapters.
3Note that both numbers do not add to the total in column 3 because the median
of the sum of both components (numbers in column 3) generally diﬀers from the
sum of the respective medians (in columns 4 and 5).
4Note that the bias-term in 3.8 vanishes because the true model imposes the
necessary ﬁlter constraints. Therefore, the mean-square ﬁlter error is identical to
the variance component commonly referred by the term ‘revision error variance’.7.2 Empirical Results T = 120 167
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Fig. 7.1. ARIMA(0,1,1): Maximum, minimum and quartiles of amplitude distri-
butions of DFA (row number 5) and TRAMO (row number 2)
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Fig. 7.2. ARIMA(0,1,1): Maximum, minimum and quartiles of time shift distribu-
tions of DFA (row number 5) and TRAMO (row number 2)
by the (unnecessarily severe) time shift restriction for the chosen DFA-design
in frequency zero5. The lower quartiles indicate that TRAMO as well as the
DFA tried to account for seasonal components for particular path realizations.
Random-Walk
Simulation results are reported in table 7.2 and quartiles of the distributions
5The time shift in frequency zero has not been explicitly computed for the MBA
here.168 7 Empirical Results: Filter-Design and Over-ﬁtting
RW In sample Out sample Freq. Est. Ampl. Shift Min. Error
True model 0.42 0.40 0.42 0.27 0.15 0.43
TRAMO 0.43 0.41 0.43 0.28 0.13 0.43
DFA: pseudo 3 0.40 0.43 0.39 0.25 0.14 0.43
DFA: pseudo 0.39 0.42 0.37 0.24 0.13 0.43
DFA: pseudo+time const. 0.40 0.43 0.40 0.27 0.12 0.43
DFA: stationary 0.40 0.45 0.58 0.39 0.20 0.43
Table 7.2. Simulation results: Random-Walk
of amplitude and time shift functions are plotted in ﬁgs. 7.3 and 7.4. As can
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Fig. 7.3. Random-Walk: Maximum, minimum and quartiles of amplitude distri-
butions of DFA (row number 5) and TRAMO (row number 2)
be seen from the plotted quartiles, the identiﬁcation procedure of TRAMO
selected seasonal models also.
ARIMA(1,1,0)
Simulation results for the ARIMA(1,1,0)-process are reported in table 7.3 and
quartiles of the distributions of amplitude and time shift functions are plotted
in the following ﬁgures 7.5 and 7.6. The 0-th. quartile of the amplitude func-
tion of TRAMO indicates that the identiﬁcation procedure selected a (false)
seasonal model at least on one occasion (in fact it was exactly one realization,
namely path number 68).
Box-plots of the distributions of the out-of-sample mean-square errors  156
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Fig. 7.4. Random-Walk: Maximum, minimum and quartiles of time shift distribu-
tions of DFA (row number 5) and TRAMO (row number 2)
ARIMA(1,1,0) In sample Out sample Freq. Est. Ampl. Shift Min. Error
True model 1.31 1.21 1.43 1.18 0.24 1.41
TRAMO 1.31 1.18 1.41 1.16 0.26 1.41
DFA: pseudo 3 1.30 1.26 1.34 1.04 0.30 1.41
DFA: pseudo 1.30 1.43 1.26 1.01 0.25 1.41
DFA: pseudo+time const. 1.22 1.32 1.28 1.04 0.24 1.41
DFA: stationary 1.65 1.70 3.62 2.49 1.13 1.41
Table 7.3. Simulation results: ARIMA(1,1,0)
5) and of TRAMO are to be seen in ﬁg. 7.8 for all three I(1)-processes. As
expected, TRAMO slightly outperforms the DFA because the latter is mis-
speciﬁed (vanishing time delay in frequency zero) and because it is heavily
over-parameterized. However, the gain obtained by the optimal model-based
approach is barely better which conﬁrms that the DFA is not subject to sub-
stantial over-ﬁtting.
‘Airline’-Process
The following table 7.4 summarize simulations results for the above ‘airline’-
process in samples of length T = 120. Paths have been simulated in S-Plus6.
Note that the sample X1,...,X120 generally diﬀers qualitatively from the sam-
ple Xk+1,...,Xk+120 if k is ‘large’ because the ‘slope’ (ﬁrst diﬀerences) grow
6Simulation of the ‘airline’-process is not possible directly in R because, myste-
riously, the procedure arima.sim does not allow for seasonal ARIMA-processes.170 7 Empirical Results: Filter-Design and Over-ﬁtting
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Fig. 7.5. ARIMA(1,1,0): Maximum, minimum and quartiles of amplitude distri-
butions of DFA (row number 5) and TRAMO (row number 2)
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Fig. 7.6. ARIMA(1,1,0): Maximum, minimum and quartiles of time shift distribu-
tions of DFA (row number 5) and TRAMO (row number 2)
unboundedly in absolute value as k → ∞. In particular, the time shift con-
straint 6.11 must be imposed asymptotically. We have chosen k = 6000 in
the following simulations which is completely arbitrary. However, since we
don’t know of any practically relevant time series whose dynamics behave like
I(2)-processes the above arbitrariness is resolved in the artiﬁciality of the ex-
periment.
In the following table 7.4, rows 3 (single ZPC-ﬁlter) and 6(stationary case)
of the preceding experiments have been eliminated because the correspond-
ing results are uninteresting in the present context. Note that the same ﬁlter7.2 Empirical Results T = 120 171
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Fig. 7.7. I(1)-processes: Box-plots of out-of-sample mean square errors of general
DFA (row number 5) and TRAMO (row number 2)
design is used as in the preceding experiments: neither ‘identiﬁcation’ nor ‘di-
agnostics’ are allowed and the optimization criterion has to account by itself
for over-ﬁtting. Box-plots of the distribution of the out-of-sample mean-square
Airline In sample Out sample Freq. Est. Ampl. Shift Min. Error
True model 0.074 0.070 0.081 0.034 0.045 0.083
TRAMO 0.091 0.078 0.081 0.036 0.044 0.083
DFA: pseudo 0.094 0.116 0.080 0.031 0.044 0.083
DFA: pseudo+time const. 0.080 0.088 0.087 0.038 0.044 0.083
Table 7.4. Simulation results: ARIMA(0,1,1)(0,1,1)
errors
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t=121(Yit − ˆ Yit)2/36 for realizations i, i = 1,...,100 of the DFA (row
number 4) and of TRAMO are to be seen in ﬁg. 7.8. After removing the ten
largest observations (TRAMO- ‘outliers’7) from the left panel we see that the
‘box’ of TRAMO is slightly lower than that of the DFA, as expected in this
particular simulation context. However, the gain obtained by TRAMO is not
impressive suggesting that the DFA is not prone to severe over-ﬁtting.
Quartiles of the distributions of amplitude and time shift functions are
plotted in the following ﬁgures 7.9 and 7.10. The observed small ripples of
amplitude and time shift functions are due to ﬁnite-sample issues caused by
seasonal and non-seasonal MA-terms.
7These observations justify the use of medians instead of means.172 7 Empirical Results: Filter-Design and Over-ﬁtting
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Fig. 7.8. ‘Airline’-process: Box-plots of out-of-sample mean square errors of general
DFA (row number 4) and TRAMO (row number 2)
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Fig. 7.9. ‘Airline’-process: Maximum, minimum and quartiles of amplitude distri-
butions of DFA (row number 4) and TRAMO (row number 2)
7.2.2 Discussion
We now brieﬂy disentangle the three-dimensional space deﬁned by ‘estimation
methods’, ‘performance measures’ and ‘processes’. This analysis is possible
because we estimate a constant signal, namely the ideal trend.
Estimation Methods
TRAMO (TRAMO-D to be precise) performs very well in each ‘contest’. More
generally, our whole experimental design used in deriving real-time estimates7.2 Empirical Results T = 120 173
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Fig. 7.10. ‘Airline’-process: Maximum, minimum and quartiles of time shift dis-
tributions of DFA (row number 4) and TRAMO (row number 2)
for the DFA as well as the model-based approaches is conﬁrmed by the above
results, see section 10.8.3 for details. For I(1)-processes, we infer from the
above tables that DFA-estimates based on the pseudo-periodogram (rows 3,
4 and 5) perform generally better than those based on the periodogram (last
row 6) which conﬁrms the bias-eﬀect analyzed in sections 6.1 and 6.2. Except
for the random-walk, the ‘sparsely’ parameterized DFA (row 3) performs bet-
ter out-of-sample than the fully general designs. However, the loss incurred
by the over-parameterized designs is modest given the amount of parameters
involved and the length of the time series.
Frequency estimates of the mean-square ﬁlter error (column 3) of the
‘sparse’ DFA are larger than frequency estimates of the fully parameterized
approach in row 4 because these expressions are explicitly minimized by the
DFA: hence more ﬂexible designs will result in smaller ﬁnal criterion values.
However, the diﬀerences are small, suggesting that the additional degrees of
freedom provided by the general design (row 4) are not abused to feign bet-
ter performances (over-ﬁtting). This conjecture is conﬁrmed by in- and out-of
sample squared ﬁlter errors in columns 1 and 2 since the mean increase ob-
served in out-of-sample measures in rows 4, 5 and 6 is hardly larger than that
in row 3. Frequency estimates of the general design in row 5 are not always
smaller than those of the ‘sparse’ ﬁlter in row 3 because the former is subject
to the time shift constraint 6.11.
At this point, one may ask if the observed performance of TRAMO does
not contradict our claim, namely that the traditional model-based approach
based on ‘short-term’ statistics does not mate the real-time signal extraction174 7 Empirical Results: Filter-Design and Over-ﬁtting
problem. Well, in the above simple artiﬁcial simulation context, TRAMO gen-
erally selects the true model. Since two parameters at most must be estimated,
over-ﬁtting is not really an issue here. Moreover, the gentle Gaussian distri-
bution is used so that everything ‘concords’ with the model-based approach:
estimated parameters maximize the likelihood function. Now, under general
regularity conditions (which are satisﬁed here), maximum likelihood estimates
of functions of unknown parameters are simply the function values computed
at the eﬃcient point-estimates of the parameters. We deduce that real-time
estimates generated by TRAMO, being functions evaluated at the optimal
point estimates, also maximize the likelihood and should be (asymptotically)
eﬃcient.
It is worth, one again, to reemphasize the main point: the one-step ahead
perspective generally fails in practice because models are mis-speciﬁed. There-
fore, interesting functions of traditional parameter estimates, such as real-
time signal estimates, generally no more inherit ‘optimality’ from the former,
which implies that one should optimize speciﬁcally with respect to the desired
objective-function as done by the DFA. We agree that TRAMO works well
in artiﬁcial simulation contexts but we raise doubts about the underlying
methodological proceeding in practical applications, where mis-speciﬁcation
is to be expected.
As illustrated here, these complicated and practically relevant issues can be
conveniently withhold in the context of artiﬁcial simulation experiments.
Mean-Square Filter Error Estimates
Frequency estimates of the mean-square ﬁlter error in row 1 (true model-
based approach) are accurate estimates of the true (minimum) mean-square
ﬁlter error in the last column. This conﬁrms that the DFA-concept based on
the minimization of 3.7 or 6.7, i.e. on the frequency estimates in column 3, is
indeed meaningful as corroborated by theoretical results in section 10.2.2. Fre-
quency estimates are biased if the original periodogram is used, as seen in row
number 6 (because processes are integrated). Despite this obvious mismatch,
real-time estimates can still be of good quality if ΞT ˜ X(0) is small (because then
the bias is small, see section 6.1) or if the spectral density of the diﬀerenced
process is ‘ﬂat’, see section 6.2.2. More generally, the ‘mis-speciﬁed’ criterion
3.7 still generates good real-time estimates if the autocorrelation structure of
the diﬀerenced stationary process ˜ Xt is not too strong i.e. if Xt is not too
close to an I(2)-process. A conﬁrmation is given by the sample mean-square
ﬁlter errors (ﬁrst and second columns) of the mis-speciﬁed criterion (6-th
row) in tables 7.1 and 7.2. The third process, ARIMA(1,1,0), violates that
assumption because the autocorrelation structure of the diﬀerenced process is
‘strong’ (AR-coeﬃcient 0.7) so that the bias induced by ΞT ˜ X(0) overwhelms
the high-frequency information content in the periodogram. Accordingly, the
frequency estimate in column 3, row 6 of table 7.3 substantially overestimates7.2 Empirical Results T = 120 175
the mean-square ﬁlter error and sample squared ﬁlter errors in columns 1 and
2 (still row 6) conﬁrm that real-time estimates are not optimal.
Empirical distributions of the relevant out-of-sample mean-square ﬁlter
errors summarized in box-plots of ﬁg. 7.7 and 7.8 show a very close corre-
spondence between the fully general (mis-speciﬁed) DFA and TRAMO. A
comparison of quartiles of amplitude and time shift functions in ﬁgs. 7.1, 7.2,
7.3, 7.4, 7.5, 7.6, 7.9 and 7.10 reveals that the DFA has captured the ‘salient’
features of the data. The ‘rougher’ plots of the DFA reﬂect the potentially
much more general design and the slightly wider spread of its quartiles re-
veals a marginally larger variance. Note also the ‘mis-speciﬁcation’ eﬀect of
the vanishing time shift in frequency zero for I(1)-processes in the case of the
DFA.
Model-based signal advocates may complain that the ideal ﬁlter is ‘mis-
speciﬁed’, at least in the case of the ARIMA(1,1,0)-process, since amplitude
functions in ﬁg.7.5 magnify high-frequency components which should be elim-
inated instead. Let us propose an alternative perspective by arguing that the
chosen criterion, namely the mean-square level approximation, is the ‘culprit’.
In fact, TP-ﬁlters as proposed in chapter 5, would still damp high-frequency
components because of the monotonically increasing frequency-weights as-
signed by W( ) in 5.4. Therefore, depending on the particular purpose - level
or turning-points - the ideal ﬁlter is still practically relevant and the tradi-
tional optimization criterion might be unsuitable instead.
Processes
Eﬀects of the process on the periodogram-bias have been discussed above.
The decomposition of the estimated mean-square ﬁlter error in contributions
of amplitude and time shift functions in columns 4 and 5 provide additional in-
sights into the process-‘eﬀect’. We can see that the ratio of amplitude to time-
shift mean-square contributions progresses roughly from 1/1 (ARIMA(0,1,1))
to 4/1 (ARIMA(1,1,0)) being midway for the random-walk process8. An intu-
itive explanation of that phenomenon can be given as follows. In the optimum,
both error components must be in equilibrium, meaning that derivatives (with
respect to ﬁlter parameters) cancel mutually. Therefore the observed ratio-
progression implies that time-shift error contributions grow faster (as a func-
tion of ﬁlter-parameters) if the autocorrelation of ˜ Xt strengthens. This par-
ticularity highlights the importance of the time shift when the low-frequency
content of the time series gains in importance. As we know from section 10.3,
the time shift must even vanish in frequency zero if Xt is I(2).
8This is a consequence of imposing a constant signal, the ideal trend, in each
experiment.176 7 Empirical Results: Filter-Design and Over-ﬁtting
We can now easily recognize the mis-speciﬁcation-eﬀect induced by the pe-
riodogram in table 7.3: whereas ratios of amplitude to time shift error compo-
nents are about 4/1 for the correctly speciﬁed pseudo-periodograms (rows 1-5)
this value decreases roughly to 2/1 in the case of the mis-speciﬁed DFA in row
6 which corresponds to the random-walk case. The observed estimation-bias
towards the random-walk for strongly autocorrelated ˜ Xt conﬁrms theoretical
results obtained in sections 6.1 and 6.2.
7.3 Empirical Results T = 60
Empirical results in samples of length 60 rely on the ‘standard’ general DFA-
design based on 16 degrees of freedom (level- and time shift constraints are
imposed). In this experiment we want to emphasize the importance of the
regularity constraints 3.20 as an active prevention against over-ﬁtting. Brieﬂy,
one-sided ARMA-ﬁlters become (nearly) singular or unstable if poles come too
close to the unit circle. Therefore we constrain poles to lie suﬃciently far away
from the unit circle during the optimization. The following two experiments
are based on
|Pk| > 1 + 0.03
(weaker constraints) and
|Pk| > 1 + 0.08
(stronger constraints). The latter generally implies that the transfer function
of the optimized ﬁlter ˆ Γ( ) is ‘smoother’ though exceptionally converse results
may be observed in practice.
7.3.1 Weaker Regularity Constraints
Simulation results for all processes (I(1) and I(2)) are reported in table 7.5.
One can see that TRAMO often outperforms the DFA out-of-sample which is
not really surprising since the latter is ‘mis-speciﬁed’9 and since it is massively
over-parameterized. Perhaps more surprising is the fact that the potential loss
in performance incurred by the DFA remains ‘moderate’ in this particular
unfavorable experimental design.
7.3.2 Stronger Regularity Constraints
Simulation results for all processes (I(1) and I(2)) are reported in table 7.6.
The main eﬀect of the stronger constraints is to enhance frequency estimates
in column 3 and, to a slighter extend, out-of-sample properties. As expected,
frequency estimates of the less constrained design are always smaller because
the parameter space is larger.
9For I(1)-processes because the time shift constraint is imposed and for I(2)-
processes because only one of the eight unit-roots is accounted for by the pseudo-
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In sample Out sample Freq. Est. Ampl. Shift Min. Error
true ARIMA(0,1,1) 0.102 0.102 0.106 0.06 0.046 0.11
tramo 0.129 0.129 0.125 0.051 0.064 0.11
DFA: ‘standard’ 0.122 0.137 0.087 0.042 0.044 0.11
true RW 0.407 0.418 0.413 0.298 0.107 0.43
tramo 0.492 0.491 0.407 0.277 0.126 0.43
DFA: ‘standard’ 0.38 0.554 0.306 0.186 0.113 0.43
true ARIMA(1,1,0) 1.233 1.275 1.288 1.096 0.205 1.413
tramo 1.798 1.888 1.433 0.876 0.546 1.413
DFA: ‘standard’ 1.251 1.747 0.956 0.728 0.199 1.413
true ‘airline’ 0.083 0.077 0.082 0.028 0.054 0.083
tramo 0.085 0.081 0.092 0.032 0.053 0.083
DFA: ‘standard’ 0.101 0.118 0.069 0.037 0.032 0.083
Table 7.5. Simulation results: 60 observations
In sample Out sample Freq. Est. Ampl. Shift Min. Error
DFA (weak): ‘standard’ 0.122 0.137 0.087 0.042 0.044 0.11
DFA (strong): ‘standard’ 0.113 0.131 0.112 0.063 0.054 0.11
DFA (weak): ‘standard’ 0.38 0.554 0.306 0.186 0.113 0.43
DFA (strong): ‘standard’ 0.394 0.544 0.383 0.250 0.122 0.43
DFA (weak): ‘standard’ 1.251 1.747 0.956 0.728 0.199 1.413
DFA (strong): ‘standard’ 1.235 1.720 1.043 0.909 0.179 1.413
DFA (weak): ‘standard’ 0.101 0.118 0.069 0.037 0.032 0.083
DFA (strong): ‘standard’ 0.086 0.106 0.085 0.041 0.043 0.083
Table 7.6. Simulation results: 60 observations
7.3.3 Discussion
In small samples, the identiﬁcation procedure of TRAMO (more precisely of
TRAMO-D) seems to be biased towards the airline model which explains the
outstanding performance in the case of the ‘airline’-process. In short samples
the very general DFA-design takes advantage from the imposed regularity con-
straints. Of course, it can not rival methods which are speciﬁcally designed
for the above artiﬁcial framework although out-of-sample performances are
remarkable given the generality of the imposed ﬁlter-design and the fact that
it is mis-speciﬁed.
7.4 Summary
Various issues related to periodogram-bias and over-ﬁtting have been analyzed
and conﬁrmed in this chapter, based on artiﬁcial simulation experiments which
cover a wide spread of ‘plausible’ autocorrelation structures. Out-of-sample178 7 Empirical Results: Filter-Design and Over-ﬁtting
performances in long time spans (3 years during which parameters are ﬁxed)
of deliberately mis-speciﬁed and over-parameterizedﬁlter designs conﬁrm that
the new approach hardly looses in eﬃciency compared to the true model. It
is worth to emphasize that the estimation criteria 3.7 or 6.7 have not been
‘assisted’ neither by identiﬁcation nor by diagnostic instruments in deriving
these results.
In the following chapter, ‘optimality’ is addressed more speciﬁcally by
computing an automated ﬁlter design based on additional information such
as the LC-test and time-domain information. Moreover, shorter out-of-sample
time-spans are analyzed which allow for more frequent parameter updating
than in this chapter.8
Empirical Results: Level-Constraint Test and
Automated Filter Design
In the context of non-stationary and asymptotically unbounded time series
ﬁlter constraints in frequency zero can enhance real-time estimates. However,
such restrictions are unnecessarily severe if the process is stationary. We here
analyze corresponding eﬃciency issues by relying on the LC-test proposed
in chapter 6. Various ‘settings’ are considered including the traditional one-
step ahead forecasting perspective as well as the real-time signal extraction
problem, of course. In the latter case, ‘real’ time series as well as simulated
paths of integrated processes - the same as in the preceding chapter - are
considered.
8.1 One-Step Ahead Perspective
The LC-test can be used in a strict one-step ahead perspective as illustrated
in section 6.6.3. The following results, however, are not intended to promote
the LC-test as an alternative to traditional unit-root tests in this particular
framework1 but rather to verify theoretical issues. In particular, the claimed
asymptotic distribution of test-statistics is addressed in a simple experimental
environment. We know from results in section 6.6.3 that tests based on τlc or
τ2 diﬀer from unit-root tests even in the traditional one-step ahead perspec-
tive because the traditional least-squares estimate ˆ ρT−1 and ˆ C or ˆ Clc slightly
diﬀer. It is therefore interesting to compare size and power of LC- and unit-
root tests.
In the following tables, sizes are computed by using ten thousand realiza-
tions of length 120 of a random-walk process. Power results are established
by relying on a stationary AR(1)-process with coeﬃcient 0.9. For the unit-
root test we choose a ‘favorable’ design based on the assumption that the
integrated process is a random-walk (no correction for serial correlation). The
1As we shall see, size and power of both tests are scarcely diﬀerent.180 8 Empirical Results: Level-Constraint Test and Automated Filter Design
following LC-tests are based on τlc and τ2 either with a correction-term ac-
counting for serial correlation, see table 8.1, or without such a term, see table
8.2. Quantiles of τlc correspond to those of the unit-root test, see table B.5,
case 2 in Hamilton [46]. For τ2 ﬁnite sample quantiles have been calculated
by Monte-Carlo simulation. Note that if serial correlation is accounted for,
then test-quantiles generally depend on the estimate of ˜ h(0) in 6.41 or 6.46
(the same problem happens for the Phillips-Perron test 6.50). Since we are
not primarily interested in evaluating performances of spectral estimates we
ignore that problem by inserting the true values
˜ h(0) =
  1
2π , Random Walk
0 , AR(1)
However, A and B in 6.41 and 6.46 are estimated by ˆ A and ˆ B as deﬁned
in 6.37 and 6.38. As can be seen, the LC-test based on τlc (relying on the
ˆ ρT−1 τlc τ2
RW (size) 0.046 0.044 0.043
AR(1) (power) 0.58 0.46 0.36
Table 8.1. Performance LC-tests with correction for serial dependence
ˆ ρT−1 τlc τ2
RW (size) 0.046 0.053 0.052
AR(1) (power) 0.58 0.6 0.5
Table 8.2. Performance LC-tests without correction for serial dependence
corrected estimate ˆ Clc) performs better than τ2 and barely worse than the
unit-root test if serial correlation of ˜ Xt is ignored. By allowing for serial cor-
relation, both tests loose a bit of power, as expected in this more general
context. Also, ﬁnite sample estimates of A and B slightly aﬀect quantiles (as
would an estimate of ˜ h(0) too).
In the following sections, we abandon the limited one-step ahead perspec-
tive and analyze performances of the LC-test based on τlc in the context of
more general real-time estimation problems.
8.2 Real-Time Estimation Problem: Bounded Data
In this section we analyze the performance of the level-constraint test based
on τlc in the context of the bounded business survey and diﬀusion indices data8.2 Real-Time Estimation Problem: Bounded Data 181
sets. Our results in section 4.2.1, table 4.4, conﬁrm that the level constraint
should be relaxed for these series. Therefore, the power of the test is addressed
here.
8.2.1 Business Survey
The non-rejection rate of the level-constraint test based on τlc for the business
survey data is 4/36∗100% ≈ 11%. All four series for which the level constraint
should not be relaxed according to the test are plotted in ﬁgure 8.1. Visual
Business−Survey : Series not Rejected by LC−Test
Series Number 4, 8, 12, 32
Apr 1991 May 1993 May 1995 Jun 1997 Jul 1999
−
6
0
−
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0
−
2
0
0
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0
Fig. 8.1. Series not rejected by the level constraint test
inspection conﬁrms that they are subject to ‘persistency’ which explains the
test result.
Traditional augmented Dickey-Fuller-tests2 cannot reject the I(1)-hypothesis
for series number 2, 4, 8, 12, 16, 20, 21, 28, 32 and 36 which amounts to a
non-rejection rate of 10/36∗ 100% ≈ 28%.
Although both tests are designed for diﬀerent purposes the ‘power’ of τlc
has clearly improved in the sense that the ﬁlter constraint would not be unnec-
essarily imposed for series 2, 16, 20, 21, 32 and 36. Once again, it is important
to emphasize that these obvious divergences highlight the diﬀerent structures
2Routine ur.df implemented in package urca of R. ADF-tests are sensitive against
the choice of the lag-structure. Results are based on artiﬁcial lag-structures which,
after some try-and-error exercise seem to maximize the rejection rate. In practice,
the corresponding procedure would be biased in favor of the alternative hypothesis.
On the other hand, the level constraint test is automatic in the sense that it does
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of the underlying estimation problems. In a one-step ahead perspective both
tests would lead to almost identical results.
8.2.2 Diﬀusion Indices
The non-rejection rate of the level-constraint test based on τlc for the diﬀusion
indices is 2/63∗100% ≈ 3%. Figure 8.2 plots the two series for which the level
constraint should not be relaxed according to the test.
Diffusion Indices : Series not Rejected by LC−Test
Series Number  17, 51
Dec 1991 Dec 1993 Dec 1995 Dec 1997 Dec 1999
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0
Fig. 8.2. Series not rejected by the level constraint test
Traditional augmented Dickey-Fuller-tests cannot reject the I(1)-hypothesis3
for 35 series, comprising those not rejected by the level constraint test, which
amounts to a non-rejection rate of 35/63∗100% ≈ 56%. Presently, the diﬀer-
ence between the non-rejection rates of both tests is much more pronounced
than in the case of the business survey data. However, the same precautions
are recommended when interpreting this result.
8.2.3 Summary (Bounded Data)
Box-plots of the amplitude values in frequency zero, ˆ A(0), are plotted in ﬁg.
8.3 for the business survey data as well as for the diﬀusion indices analyzed
in the previous sections. The plotted ˆ A(0)-values correspond to ˆ Clc/C0 used
in the deﬁnition of τlc. The ﬁgure conﬁrms that ˆ A(0) is substantially smaller
for rejected than for non-rejected series, as expected. Moreover, the estimated
3The optimal lag-structure for rejection by the ADF-test is shorter for this data
set than for the previous business survey data.8.3 Real-Time Estimation Problem: Asymptotically Unbounded Data 183
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Fig. 8.3. Estimated amplitude functions of one-sided ﬁlters in frequency zero
amplitude values are smaller in the case of the diﬀusion indices which explains
the observed smaller non-rejection rate for this data set.
To summarize, the level-constraint test accounts better for the observed
‘mid-term’ mean-reversion eﬀects which can be neglected in the context of
short-term forecasting. For approximating the ‘ideal’ trend signal, longer fore-
casting horizons become relevant which are implicitly accounted for by τlc.
Strictly, the above test-results cannot be compared because both tests address
diﬀerent issues. But the rather striking diﬀerences illustrate how important
it is to account directly for the interesting estimation problem rather than
relying on rigid maximum likelihood principles for every problem at hand.
8.3 Real-Time Estimation Problem: Asymptotically
Unbounded Data
8.3.1 Artiﬁcial Integrated Processes
The performance of the proposed level-constraint test is analyzed in the same
artiﬁcial context as deﬁned in the preceding chapter 7, see section 7.1. The
proposed fully automated ﬁlter design is based on section 6.8.3. As usual, we
impose the time shift constraint 6.11 in order to enhance time delay prop-
erties of the ﬁlter in the pass-band4. The level-constraint 6.1 is imposed in
case it is not rejected by the LC-test and the spectral estimate (periodogram
4We are aware that this constraint is ‘unnecessarily severe’ in the case of I(1)-
processes if the level is of interest only. However, our results in section 7.2.1 suggest
that the loss in eﬃciency incurred is negligible from a practical point of view.184 8 Empirical Results: Level-Constraint Test and Automated Filter Design
vs. pseudo-periodogram) is determined by comparing performances measured
in the time domain, see section 6.8.3. Performances of the automated DFA
ﬁlter are compared with the optimal model-based approach as well as with
TRAMO-D. The particular DFA-design in row 5 of table 7.15 serves as a
benchmark here, because the level constraint is imposed for each series. All
experiments are based on sample length T = 120.
ARIMA(0,1,1)
Table 8.3 summarizes results for the ARIMA(0,1,1)-process. The test-statistic
In sample Out of sample (period)
True model 0.101 0.099 (3 years)
TRAMO 0.107 0.107 (3 years)
DFA: pseudo+time const. 0.104 0.110 (3 years)
DFA: pseudo+time const. 0.104 0.104 (1 year)
Automated Filter 0.101 0.111 (3 years)
Automated Filter 0.101 0.104 (1 year)
Table 8.3. Performance of the automated ﬁlter-design
τlc rejects the level-constraint for 18 (out of 100) series. In comparison, the
ADF-test based on lag length six rejects the integration hypothesis in nine
cases6.
In the case of the automated DFA design, the periodogram was preferred
over the pseudo-periodogram for 33 series (by comparing time-domain perfor-
mances).
In order to focus on the level-constraint test, the performance of the au-
tomated ﬁlter is analyzed for the ‘falsely’ rejected series, see table 8.4. As
expected, out-of-sample performances of the automated design deteriorate
with increasing time span because the level of the series (as measured by the
in-sample mean actually) is an important parameter if the level constraint
is relaxed. Indeed, updating the mean7 (last column) alleviates the problem
for the longer out-of-sample period (3 years). We infer from the above results
that AR- and MA-parameters of unrestricted ﬁlters (time constraint relaxed)
5‘DFA: pseudo+time const’ is based on 6.7 and the level constraint is imposed
for all series.
6The chosen lag length (6) leads to the smallest (false) rejection rate. Possibly,
the autoregressive lag structure of the test is not perfectly suited for the above
ARIMA(0,1,1)-process.
7For each t in 121,...,156 (out of sample time span) the mean is computed using
information up to t. Filter parameters remain ﬁxed (no updating).8.3 Real-Time Estimation Problem: Asymptotically Unbounded Data 185
In sample Out of sample
Out of sample
(updated mean)
DFA: pseudo+time const. 0.103 0.066 (3 months)
DFA: pseudo+time const. 0.103 0.089 (6 months)
DFA: pseudo+time const. 0.103 0.085 (1 year)
DFA: pseudo+time const. 0.103 0.130 (3 years)
Automated Filter 0.080 0.059 (3 months) 0.069
Automated Filter 0.080 0.092 (6 months) 0.081
Automated Filter 0.080 0.089 (1 year) 0.092
Automated Filter 0.080 0.261 (3 years) 0.180
Table 8.4. Performance for rejected series only
should be actualized regularly, say every year. Out-of-sample performances of
the automated-ﬁlter suggest that a relaxation of 6.1 (mis-speciﬁcation) is not
harmful if it is based on a decision rule (and an estimation routine) that ac-
counts directly for the relevant estimation problem, assuming that parameters
are updated regularly.
Random-Walk Process
For the random-walk process, the ADF-test rejects four series (using the true
lag 0) whereas τlc rejects 12 series. Performances on the whole data set are
provided in table 8.5. For the automated design, the periodogram is preferred
In sample Out of sample
True model 0.42 0.40 (3 years)
TRAMO 0.43 0.41 (3 years)
DFA: pseudo+time const. 0.40 0.43 (3 years)
DFA: pseudo+time const. 0.40 0.42 (1 year)
Automated Filter 0.39 0.46 (3 years)
Automated Filter 0.39 0.42 (1 year)
Table 8.5. Performance of the automated ﬁlter-design
over the pseudo-periodogram for 26 series (by comparing time-domain perfor-
mances). Note, however, that we expect the periodogram to work ﬁne in this
case, recall section 6.2.2.
The performance of the automated ﬁlter design restricted to the rejected 12
series is analyzed in table 8.6. Again, a false relaxation of the level-constraint
based on τlc does not harm to ﬁlter performances in the short-term (one year).
In a mid-term perspective (3 years), the information loss incurred by neglect-186 8 Empirical Results: Level-Constraint Test and Automated Filter Design
In sample Out of sample
DFA: pseudo+time const. 0.44 0.28 (3 months)
DFA: pseudo+time const. 0.44 0.42 (6 months)
DFA: pseudo+time const. 0.44 0.55 (1 year)
DFA: pseudo+time const. 0.44 0.53 (3 years)
Automated Filter 0.32 0.19 (3 months)
Automated Filter 0.32 0.32 (6 months)
Automated Filter 0.32 0.41 (1 year)
Automated Filter 0.32 0.69 (3 years)
Table 8.6. Performance for rejected series only
ing parameter-updates leads to a measurable loss in eﬃciency.
ARIMA(1,1,0)
The rejection rates of ADF- and level-constraint tests are both exactly 4%
since both reject four series. However, the chosen series diﬀer, as can be seen
in ﬁg. 8.4 (all series are adjusted in order to start in 0 at t = 1). Note that
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Fig. 8.4. A comparison of series rejected by ADF- and by LC-tests
level dynamics of series rejected by the LC-test are weaker than those rejected
by the ADF-test which is in accordance with the purpose of the former test.
Real-time ﬁlter performances are summarized in table 8.7. For the au-
tomated design, the periodogram spectral estimate was preferred for seven
series (by comparing time-domain performances). Table 8.8 focuses on results8.3 Real-Time Estimation Problem: Asymptotically Unbounded Data 187
In sample Out of sample
True model 1.31 1.21 (3 years)
TRAMO 1.31 1.18 (3 years)
DFA: pseudo+time const. 1.22 1.32 (3 years)
DFA: pseudo+time const. 1.22 1.20 (1 year)
Automated Filter 1.22 1.31 (3 years)
Automated Filter 1.22 1.31 (1 year)
Table 8.7. Performance of the automated ﬁlter-design
speciﬁc to the rejected four series. If the mean is updated (last column), then
In sample Out of sample
Out of sample
(updated mean)
DFA: pseudo+time const. 1.01 1.42 (3 months)
DFA: pseudo+time const. 1.01 0.92 (6 months)
DFA: pseudo+time const. 1.01 0.97 (1 year)
DFA: pseudo+time const. 1.01 1.82 (3 years)
Automated Filter 0.97 1.40 (3 months) 0.50
Automated Filter 0.97 1.36 (6 months) 0.90
Automated Filter 0.97 1.52 (1 year) 1.72
Automated Filter 0.97 1.76 (3 years) 3.55
Table 8.8. Performance for rejected series only
the improved local level-ﬁt accords favorably with short-term out-of-sample
performances8. For series for which the level-constraint is relaxed, the above
ARIMA(1,1,0)-process beneﬁts the most from short-term mean-updating be-
cause its low-frequency dynamics are stronger than those of the previous two
processes. However, all ﬁlter-parameters of the unconstrained ﬁlters should be
updated regularly, at least every year, because performances degrade quickly
for these series as can be seen from table 8.8.
‘Airline’-Process
The rejection rate of the level-constraint test is 9%. An ADF-test is not con-
sidered given the multiplicity of unit-roots of the process. The rejected series
are plotted in ﬁg.8.59. For the automated ﬁlter the periodogram is preferred
8Updating the mean for the other ﬁlter design would be misleading because the
level-restriction is already satisﬁed.
9As explained in section 7.2.1, paths are subject to a pre-run of length 6000
so that most realizations are more or less strongly trending. Basically, the test has
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Fig. 8.5. Series rejected by LC-test
for 15 time series (recall that our pseudo-periodogram is mis-speciﬁed too
since it does not account for all unit-roots). Performances of the ﬁlters on all
series are summarized in table 8.9. Table 8.10 focuses on performances for
Airline In sample Out sample
True model 0.074 0.070
TRAMO 0.091 0.078
DFA: pseudo+time const. 0.080 0.088 (3 years)
DFA: pseudo+time const. 0.080 0.086 (1 year)
Automated Filter 0.076 0.090 (3 years)
Automated Filter 0.076 0.086 (1 year)
Table 8.9. Simulation results: ARIMA(0,1,1)(0,1,1)
the rejected nine series. Up-dating the mean (last column) compensates to
some extent the level-mismatch (induced by relaxing the level-constraint) in
the short-term.
8.3.2 Summary (Asymptotically Unbounded Data)
When interpreting the above results it is useful to recall that the automated
DFA is deliberately over-parameterized and mis-speciﬁed10. Nevertheless, the
automated ﬁlter design performs well out-of-sample, since the relative loss in
10The time shift constraint is unnecessary for I(1)-processes and the periodogram
is mis-speciﬁed in the case of the I(2)-process.8.4 Summary 189
In sample Out of sample
Out of sample
(updated mean)
DFA: pseudo+time const. 0.091 0.047 (3 months)
DFA: pseudo+time const. 0.091 0.057 (6 months)
DFA: pseudo+time const. 0.091 0.065 (1 year)
DFA: pseudo+time const. 0.091 0.085 (3 years)
Automated Filter 0.062 0.058 (3 months) 0.048
Automated Filter 0.062 0.095 (6 months) 0.082
Automated Filter 0.062 0.080 (1 year) 0.093
Automated Filter 0.062 0.214 (3 years) 0.089
Table 8.10. Performance for rejected series only
eﬃciency, as measured by the mean-square error, is below 10% in comparison
to the true model for the analyzed I(1)-processes in spans of one year. Even
smaller losses are obtained in shorter out-of-sample spans, particularly if the
mean-level of those series for which the level-constraint 6.1 has been relaxed
is updated regularly. For the ‘airline’-process the out-of-sample loss relative
to the true model is 20% but relative to TRAMO the loss decreases to 10%
which is quite a ‘good’ score since the identiﬁcation procedure of TRAMO
(TRAMO-D) seems to be slightly biased towards the airline-model. The bias
of the mis-speciﬁed spectral estimate may explain part of the larger loss in-
curred by the DFA relative to the true model.
In the case of I(1)-processes, our examples reveal that the rejection-rate of
the LC-test decreases if the power of the low-frequency part of the spectrum
increases11 (stronger autocorrelated ˜ Xt), ranging from 18% (ARIMA(0,1,1))
down to 4% (ARIMA(1,1,0)). Whereas traditional unit-root tests attempt
to maintain a constant rejection rate for diﬀerent processes, through suit-
able correction-terms, the test-statistic τlc, on the other hand, aims at a small
(mean-square) ﬁlter error. For that purpose, series with smaller low-frequency
power are more likely to be rejected, because the level-dynamics are weaker
and therefore the level constraint is less stringent.
8.4 Summary
Empirical results obtained in a variety of artiﬁcial (deliberately biased) simula-
tion experiments conﬁrm that the automated ﬁlter design proposed in section
6.8 performs well, out-of-sample, when compared to the optimal estimator,
based on the true model. However, the local mean should be updated fre-
quently for series rejected by the LC-test (level constraint relaxed). Since the
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design is very general (‘over-parameterized’), we expect that the proposed
real-time estimation method should perform well in diﬀerent practically rele-
vant environments.
Results obtained for the LC-test highlight that the corrected test statis-
tic τlc is more or less equivalent to traditional unit-root tests in a restricted
one-step ahead perspective. In real-time signal extraction, however, substan-
tial diﬀerences conﬁrm that both tests address diﬀerent issues. In particular,
the rejection rate of the LC-test depends on series dynamics as well as on
the signal. The rather striking diﬀerences in particular in the context of the
diﬀusion indices highlight that we should interpret neither test as an assertion
about the essence of the data generating process. Instead, both tests are to be
seen in close connection to the purpose for which they are designed, namely
one-step ahead forecasting and real-time signal extraction.9
Conclusion
9.1 Frequently Asked Questions
The following questions, statements, suggestions and criticisms have been col-
lected during the last three years on various occasions including conferences,
meetings or reviewing processes of various papers. We have selected the writ-
ten forms only in order not to distort the content. Broadly speaking, they
represent expert opinions in the ﬁeld. Questions are bundled in ‘main’ topics.
We have found the alternating question/answer format of this section a con-
venient way to summarize our ﬁndings and to position our approach in the
current ‘state-of-the-art’ scientiﬁc discourse in the topic.
The Estimation Problem
Statement: “The issue of concurrent signal estimation is certainly of great
interest and worth to be deeply investigated”.
Answer: Yes, we agree. Is our analysis deep enough? Reader comments are
welcome.
The Signal
Statement/question: “The main diﬀerence between your approach and the
ARIMA-model-based (AMB) one seems to be that you do not deﬁne the sig-
nal to be estimated in terms of a distribution but simply as the output of a
symmetric ﬁlter: the correct signal to estimate is the one deﬁned by Γ(ω)”.
Answer: In our view, the main diﬀerence (contribution) is a methodological
shift emphasizing the relevant estimation problem. Customizing the error cri-
terion enables to enhance estimates in the presence of model mis-speciﬁcation.192 9 Conclusion
Clearly, we do not emphasize issues related to the ‘being’ of signals because
these are to some extent completely arbitrary, see section 1.2.1.
Statement: “In other words, you know what the signal is. For seasonal
adjustment, the user must know what seasonality is, something rather unre-
alistic. Any statement about the correct signal should be strongly motivated.”
Answer: We assume that Γ( ) is known and we propose to solve a ‘diﬃ-
cult’ estimation problem deﬁned by Γ( ) and complicated by the dynamics
of Xt. We do neither propose nor impose ‘new’ signals. If your preference
goes to model-based signals, then we can solve the corresponding real-time
estimation problem, see section 4.2.2 for example. However, we would like to
emphasize again that seasonality in practice cannot be handled conclusively
by mis-speciﬁed and excessively simpliﬁed models which assume that ‘winters’
can become ‘summers’ for example (seasonal unit roots). Typically, seasonal
dynamics (spectral peaks) are more heterogeneous than assumed by tradi-
tional seasonal operators. All that experienced users know about seasonality
is that traditional (for example ARIMA) seasonal models cannot replicate
real-world dynamics most of the time.
In the proposed application to leading indicators, the signal (the ideal trend)
is ‘correct’ in the sense that users want to eliminate some undesirable com-
ponents and can express their views by designing Γ( ) accordingly. Is this
proceeding misleading or do we have to admit that analysts should be able
to operationalize their speciﬁc knowledge? Experienced users are currently
patronized by misleading theoretical concepts which do not emphasize the
relevant problem.
Question: “I see a contradiction in this approach: if the signal can be
deﬁned independently of the properties of the input series, why the series pe-
riodogram is used for building the one-sided ﬁlter?”
Answer: Sample information is needed in order to generate eﬃcient real-
time estimates.
Question: “Also, if you know what the signal is in terms of a symmetric
ﬁlter, why don’t you deﬁne it in terms of a one-sided ﬁlter?”
Answer: Experienced users often know what they want to see in a time
series or, more precisely, what they would like to eliminate. This problem can
be formalized more or less easily by designing a corresponding ‘amplitude’-
function (i.e. a transfer function of a symmetric ﬁlter). However, usually even
experienced users cannot think in a multi-dimensional space involving simulta-
neously amplitude and time shift issues. We are prone to believe that nobody
would have designed the turning-point ﬁlter in section 5.3 as done by the pro-
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indicator are able to derive a symmetric signal (the ideal trend) which corre-
sponds to their speciﬁc views and needs. If you were aware of all the relevant
issues in real-time signal extraction, then you could deﬁne the one-sided ﬁlter
directly. Otherwise, we recommend that you rely on an eﬃcient estimate of a
‘target’ that can be speciﬁed much more simply by focusing on the amplitude
(i.e. the symmetric ﬁlter) alone.
Question: “If you re-compute your periodogram estimate every time you
have a new observation, you will get a one-sided ﬁlter deﬁnition for every
time-period, so what would be the correct signal deﬁnition?”
Answer: If you re-identify and re-estimate your model every time you have
a new observation, then it’s not only your one-sided ﬁlter but also your tar-
get, the signal, that changes every time-period. How is that problem solved
in practice? One can ‘freeze’ models during a laps of time, say one year, and
re-compute estimates or model-orders or ﬁlters periodically if this is felt to be
necessary. We can recommend a similar proceeding in the case of the DFA.
Statement: “For instance I would suggest comparing the frequency domain
properties of DFA one-sided-ﬁlters with those of the MBA-concurrent ﬁlter. If
you wish to make the exercise less arbitrary it could be helpful to take as ideal
ﬁlter the Wiener-Kolmogorov one produced by the MBA. Then you could re-
ally see whether MBA concurrent ﬁlters could be improvable or if they have
questionable properties.”
Answer: Results in section 4.2.2 show that the performance of model-based
concurrent ﬁlters does not depend on signals being deﬁned by models or not.
Why should they, indeed? The crucial point is that MA-coeﬃcients of inter-
esting signals often decay ‘slowly’ so that substantial weight is assigned to
multi-step ahead forecasts. Now mis-speciﬁed models generally perform worse
as the forecasting horizon increases, that’s all. We would like to emphasize that
any signal deﬁnition can be used and we would like to encourage practitioners
to express their speciﬁc needs by formulating appropriate signals. Empirical
results conﬁrm that model-based signal deﬁnitions ﬁrmly measure up to the
ideal trend in terms of ‘arbitrariness’ because strong a-priori assumptions are
necessary for their identiﬁcation and because models are mis-speciﬁed. At
least, the ideal trend reﬂects a priori knowledge of the users and it enables to
operationalize their particular intention.
Question: “I do not understand your statement “classical model identiﬁ-
cation and estimation techniques do not care about the signal to be approxi-
mated”. MBA deﬁne signals to be estimated in terms of a fully parameterized
statistical distribution. The Wiener-Kolmogorov ﬁlter is optimal in a mean-
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Answer: Model-identiﬁcation and -estimation rely entirely on one-step
ahead forecasting performances and the forecasting function is derived ac-
cordingly. Whatever signal you are interested in, the same (mis-speciﬁed)
forecasting function would be used for computing real-time estimates. In this
sense, model-identiﬁcation and estimation techniques are completely indepen-
dent of the signal i.e. the structure of the estimation problem. On the other
hand, DFA-criteria account explicitly for the very structure of the underlying
estimation problem as deﬁned by the signal and the particular time series
dynamics. Fully parameterized distributions and mean-square optimality of
Wiener-Kolmogorov ﬁlters are artifacts whose relevance is conﬁned to simpli-
fying simulation contexts. In real-world applications these notions abuse users
by distracting from the relevant problems.
Question: “How to detect a mismatch between the signal deﬁnition and
the series at hand? Are DFA signal estimates sensitive to the type and to the
length of the periodogram smoothing window?”
Answer: The DFA does not provide signal deﬁnitions because this is a more
or less arbitrary exercise if the purpose of a particular analysis is not accounted
for. However, provided a particular signal has been deﬁned - by an analyst
which is aware of the link between this signal and its particular application
- the DFA provides estimation and diagnostic tools which mate real-time
level-estimation and TP-detection problems. You don’t have to care about
any more or less arbitrary smoothing procedure because the periodogram is
already smoothed by |Γ( ) − ˆ Γ( )|2 in the optimization criteria. Eﬃciency-
proofs in the appendix rely on that implicit smoothing process. By the way,
this explains our regularity assumptions for Γ and ˆ Γ (because otherwise the
implicit smoothing could possibly not happen).
Question: “I am also puzzled by the amplitude and time delay displayed
in ﬁg. 4.6 since if the series 4 described by 4.5 is decomposed into a canonical
trend .... then the symmetric ﬁlter should be such that ... These calculations
do not replicate ﬁgure’s 4.6 results for the MBA”.
Answer: Nowhere did we say that we where approximating a canonical
trend there. Clearly, the above ﬁgure is related to the ideal trend and nothing
else is suggested. If you try to replicate amplitude and time shift functions of
the concurrent ﬁlter based on forecasts generated by 4.5, applied to the ideal
trend, then you would ﬁnd out that our ﬁgure is correct.
Question: “How is the ‘ideal’ trend related to the usual band pass ﬁlters
that are regularly used in business cycle ﬁltering?”
Answer: The diﬀerence between the ideal trend and traditional band-pass
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data) whereas the latter are generally applied to trending series. Therefore,
band-pass ﬁlters attempt to eliminate the trend additionally. But, in fact, the
‘spirit’ is the same: analysts formulate explicitly their intentions by design-
ing an appropriate signal1. From our point of view, a real-time estimation
method has not to interfere with this process which primarily depends on
the user and the particular analysis he wishes to conduct. The real-time ﬁlter
approach proposed in this book respects the ‘privacy’ of the researcher.
Optimization Criteria, Consistency and Eﬃciency
Statement: “As the concurrent signal estimate is obtained by minimizing the
expected value of squared diﬀerences between the ﬁnal and the preliminary
signal estimate, MBA concurrent ﬁlters actually minimize the revision error
variance”.
Answer: Model-based concurrent estimates are not obtained by minimizing
the mean-square ﬁlter error. Instead, one-step ahead forecasting is considered
only. Both criteria are congruent if forecasting models are not mis-speciﬁed
i.e. in artiﬁcial simulation contexts. Clearly, mis-speciﬁcation can have severe
incidences on multi-step ahead forecasting performances and we conjecture
that nobody would seriously consider multi-step ahead forecasts generated
by airline-models to be optimal in the context of bounded time series, for
example. Therefore, the optimization criterion underlying the MBA does not
mate the underlying estimation problem. Mis-speciﬁcation eﬀects have been
analyzed on length in chapter 4. We recall, also, that the mean-square error
criterion can be ‘mis-speciﬁed’ if turning-points are of interest, see chapter 5.
Therefore any more or less dogmatic emphasize on ‘traditional’ error criteria
lacks practical relevance.
Statement: “Optimality of concurrent estimates requires that subsequent
revisions are orthogonal to the concurrent estimates. Using your notations,
minimizing E[(Yt − ˆ Yt)2] should yield ˆ Yt = E[Yt|X1,...,Xt] as this is the
only solution that makes subsequent revisions orthogonal to the concurrent
estimates. Given that you do not resort to a parametric model but rather
do a periodogram, in your framework this expectation is not deﬁned so I
doubt that the solution you get can be more than a rough approximation to
E[Yt|X1,...,Xt].”
Answer: As shown in proposition 10.17, our optimization criterion cor-
responds to the minimization of a super-consistent estimate of the sample
squared ﬁlter error 1
T
 T
t=1(Yt− ˆ Yt)2. The latter is an asymptotically eﬃcient
1This ‘enlightened’ enquiry is to be distinguished from profane mass-production
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estimate of E[(Yt − ˆ Yt)2], see proposition 10.162. So, basically, we minimize
an asymptotically eﬃcient estimate of the mean-square ﬁlter error, which is
rewarded by small ﬁlter errors (‘eﬃciency’) in real-world applications. As sug-
gested by our empirical results in chapter 7 and 8, the general DFA3 performs
almost as well as the MBA based on true models in artiﬁcial simulation exper-
iments whose design is deliberately biased in favor of model-based approaches.
To suppose that model-based approaches provide the desired conditional ex-
pectation ˆ Yt = E[Yt|X1,...,Xt] in real-world applications is wishful thinking.
In the presence of mis-speciﬁcation, it is better to minimize a good estimate
of the relevant error-criterion - which alleviates over-ﬁtting - than to optimize
ﬁlter properties that are not directly related to the problem at hand.
By the way: the above conditional expectation could be obtained quite easily
for the DFA by imposing traditional model-assumptions for example. Even
the complete distribution of ﬁlter parameters can be derived, see section 3.4.
Question: “Your periodograms show 0-power on the 0-frequency (while
the series seem to have some long-term persistence). You then argue that
DFA ﬁlters do not need to take unit-value at the 0-frequency, but if the series
periodogram is evaluated as 0 at the 0-frequency you are likely to have an
indeterminacy at this frequency”.
Question (the following answer addresses both questions): “I also do not see
why all periodograms take a 0-value at the 0-frequency, and the absence of
explanation makes me wondering about the way non-stationarity is handled”
Answer: Do we really have an indeterminacy in frequency zero? Assume
you shift the series arbitrarily: then the periodogram in frequency zero would
reﬂect that shift (since it is proportional to the series mean). This makes sense
because the ﬁt in frequency zero should improve if the level of the series is
much larger than the series variance. However, this level- or bias-problem can
be alleviated very simply in the case of stationary processes by centering the
time series, see section 3.1.2. A consequence of this transformation is that
the periodogram vanishes in frequency zero (since it is proportional to the
arithmetic mean). Basically, we account for the elementary bias problem by
centering the time series because then the concurrent ﬁlter can focus on the
variance component of the ﬁlter error only, see section 3.1.2. The latter is
much more complex to account for than the level (bias) in the case of station-
ary time series.
In the case of integrated processes, for which constraints in frequency zero
become relevant, the periodogram grows towards frequency zero like a biased
2Generalizations of these results to non-stationary integrated processes are pro-
vided in section 10.3.
3Filters are based on 15-17 parameters which can account for the salient features
of practical time series. Samples are short and real-time ﬁlters are heavily over-
parameterized in order to demonstrate that over-ﬁtting can be kept under control
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pseudo-spectral density in the mean4, see section 6.1. Therefore, real-time
ﬁlters still satisfy the level-constraint asymptotically if ˆ Γ( ) as well as Γ( )
are suﬃciently regular (because otherwise the optimization criterion would
diverge with growing sample size). In other words: we may neglect the ‘sin-
gularity’ (vanishing periodogram value) in frequency zero. The suggested in-
determinacy in frequency zero is resolved by assuming that symmetric and
one-sided ﬁlters are regular (for examples diﬀerentiable) in frequency zero
which is the case in most (all?) practically relevant applications. To conclude
this point, note that tests which mate the speciﬁc nature of the estimation
problem can be used to decide whether a constraint should be imposed or not.
Questions: “What is the stability of the approximated ﬁlter when more
observations become available? Is there a convergence toward a ﬁnal ﬁlter?”
Answer: If ‘stability’ means ‘convergence’ (which is suggested by the ques-
tion) and the approximated ﬁlter is the ideal trend, then it is trivially ‘stable’.
If it is a model-based ﬁlter, then model-based issues are addressed which are
outside the scope of this book5. However, a more interesting question ad-
dresses the stability and the convergence of the approximating (not the ap-
proximated) one-sided ﬁlter which are two diﬀerent though related concepts.
Stability means that poles of the ARMA-ﬁlter do not lie on the unit circle
which is achieved by corresponding constraints, see 3.5.4. Assuming regularity
assumptions, which include stability of the optimized ARMA-ﬁlter, sections
10.2 and 10.3 derive consistency i.e. convergence of the DFA-ﬁlter towards the
optimal one-sided ﬁlter6.
Question: “It might be argued that model based estimates of concurrent
components are related to forecasting because forecasting of future values is
part of the process to artiﬁcially create future values to use in the symmetric
ﬁlters. However, the DFA does not even appear to use forecasting as part of
the process”.
Answer: That is correct. Forecasts are not explicitly computed. Instead, the
one-sided ﬁlter is targeted. The solution corresponds to a particular weighted
linear combination of one- and multi-step ahead forecasts whereby the weights
are deﬁned by the signal or, equivalently, by the MA-coeﬃcients of the sym-
metric ﬁlter.
4The pseudo-periodogram grows like the true pseudo-spectral density in the
mean.
5In simple artiﬁcial simulation contexts such a convergence may be observed,
indeed.
6Assuming that the latter is of the ARMA-type or can be approximated arbi-
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Mis-speciﬁcation
Statement: “Following your reasoning7 however a mis-speciﬁcation is harmful
only if it leads to an awkward ﬁlter. The mis-speciﬁcation argument applies
equally to the DFA since the optimal ﬁlter deﬁnition can be incorrect or yield
an unsatisfactory output given the series at hand. ”
Answer: We agree that mis-speciﬁcation would be completely irrelevant
if real-time estimates still performed well. Unfortunately, the kind of mis-
speciﬁcation privileged by model-based approaches are far from being harm-
less in the context of real-time signal extraction, as shown in chapters 4 (level-
criterion) and 5 (turning-point-criterion). Of course, concurrent ﬁlters can be
‘mis-speciﬁed’ too if, for example, a particular constraint is not accounted for,
see section 6.2.1. Even the optimization criterion can be mis-speciﬁed if, for
example, the periodogram is used instead of the pseudo-periodogram, see sec-
tion 6.2.1. However, the main point here is that mis-speciﬁcation can be allevi-
ated by approximating directly what is of interest. So for example, forecasting
models often perform well with respect to one-step ahead performances though
they are severely mis-speciﬁed. In analogy, DFA real-time ﬁlters often perform
well for their particular purpose, although they may be mis-speciﬁed too, see
for example chapter 7. Mis-speciﬁcation becomes problematic in conjunction
with an optimization criterion that is not directly related to the question of
interest or the problem at hand.
Statement: “The authors argue that models that include unit roots are
mis-speciﬁed when used for describing the behavior of bounded series. I ﬁnd
this statement not justiﬁed. In linear models unit-roots reproduce persistence
and boundaries do not preclude some persistence, at least in the mid-term.
Unemployment rate series give an example. Also, boundaries can certainly
play a role in long-term forecasting but not necessarily in the short-term. The
authors give me the impression to resort to a fallacious argument for defending
their approach while a more constructive discussion would be better received”.
Answer: We agree that unit-roots can be useful in the limited perspective
of short-term forecasting, although the resulting model is mis-speciﬁed in the
context of bounded time series, of course8. A possible motivation for imposing
false unit-roots may be based on the well-known negative ﬁnite-sample bias of
least-squares estimates in the context of predetermined explanatory variables,
see the introduction to section 6.6. However, as stated in section 4.5, real-time
problems magnify issues which are otherwise negligible. So for example chap-
ter 4 has shown that model-based real-time estimates perform sub-optimally
because of larger time delays in the important pass-band. Smaller time delays
7Namely that the traditional one-step ahead forecast error criterion is not well
suited for real-time applications.
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are associated to ‘nose’-shaped amplitude functions, see sections 2.3 and 4.5.
Unfortunately, this particular shape does not combine well with the level con-
straint ˆ A(0) = 1 because the resulting amplitude function would overshoot in
the pass-band. Therefore, a relaxation of the level constraint ˆ A(0) = 1 can
lead to substantial gains in the context of bounded data9. But the latter re-
laxation oﬀends the I(1)-hypothesis, see theorem 10.18. Therefore, we do not
agree with the above statement, because its limited validity is restricted to
the fallacious short-term forecasting perspective.
In the context of business-survey or unemployment data we can go a step
further in our informal analysis. As shown in section 5.2.3, the second deriva-
tive of the trend slope of these series is time varying, being large (in absolute
value) at turning-points and small (in absolute value) midway between two
consecutive turning-points. This particular feature enables to enhance the
performance of DFA-ﬁlters speciﬁcally towards turning-points, see sections
5.2.3 and 5.3. Basically, the observed ‘business-cycles’ and the generated al-
ternating mean-reversion dynamics oﬀend the integration hypothesis. These
phenomena become perceptible in real-time trend estimation but are more or
less completely negligible in one-step ahead forecasting which may explain the
confusion perceptible in the above statement.
If permitted, we are going still a little bit deeper into the forecasting problem.
Forecasting models relying on asymptotically linear forecasting rules (which
is typical for ‘I(2)-models’) should work ﬁne half-way between consecutive
turning-points because the second derivative of the trend is small in absolute
value and time series dynamics are more or less ‘linear’. In a turning-point,
however, the second derivative of the trend is often large in absolute value,
recall chapter 5. Therefore, the linear extrapolation rule fails speciﬁcally at
capturing one of the most important features of a time series. In contrast,
the proposed DFA-approach (TP-ﬁlter) is explicitly designed to perform op-
timally in TP’s, neglecting thereby worse performances between consecutive
TP’s.
Question: “You state that one-step ahead forecast errors are uninformative
about various forms of severe mis-speciﬁcation. What mis-speciﬁcation?”
Answer: Mis-speciﬁcations aﬀecting the short-term dynamics of a time se-
ries only can be detected when relying on one-step ahead forecasting errors.
Obviously, you cannot detect issues related to mid- or long term behavior such
as mean reversion or stochastic cycles whose duration is suﬃciently long (say
at last ten time periods). In these cases short-term forecasts often (though
not always) beneﬁt from imposing a false unit-root. As stated in section 4.5,
one-step ahead forecasting is not sensitive to the precise location of the low-
frequency spectral peak as long as the latter is close to frequency zero. These
9A simultaneous ﬁt of amplitude and time delay functions in the pass-band can
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mis-speciﬁcations are relevant in the case of the business survey data because
the cycle-frequencies are close to (though not in) frequency zero. As shown
in chapter 4, DFA-ﬁlters utilize that property to enhance concurrent estimates.
Statement: “You wrote “...model-based ﬁlters are too sparsely parameter-
ized to account for the complex dynamics of practical time series”. The sparse
parameterizing is all what is about: the MBA provides a simple and parsi-
monious way for parameterizing spectra and thus of decomposing time series.
And so far experiments in many statistical oﬃces with MBA on several thou-
sands of time series do not prove that bad. So if you have another opinion,
you should strongly support it”.
Answer: We have won the nn3-forecasting competition10. Besides neural
nets which, according to past competitions, do not always perform well in
such contexts, ‘high-reputation’ statistical packages including X-12-ARIMA
(which is used “on several thousands of time series” in statistical agencies),
Forecast-Pro (winner of the commercial packages in M3-competition), Auto-
box (a clever designed ‘high-performer’ based on ARIMA-models) and the
theta-model (winner of the last M3-competition). Although this would suﬃce
we would like to go deeper into the subject matter addressed by the above
insidious question. Our experiments with real-world series suggest indeed that
sparsely parameterized models cannot account for the complex dynamics of
important real-world time series. Parsimony should not be equated with over-
restricted mis-speciﬁed model-design. Often, the DFA performs better because
its degrees of freedom can account comprehensively for the most important
features of practical time series, namely seasonal as well as trend ‘components’,
see section 3.5. For monthly time series this amounts to seventeen parame-
ters, see section 3.5. However, DFA real-time ﬁlters are much less prone to
over-ﬁtting than one-step ahead forecasting-models because the target - the
symmetric ﬁlter - is known, because the optimization criterion is directly re-
lated to the relevant problem and because degrees of freedom are canalized
speciﬁcally towards their respective tasks, see sections 3.2, 3.5 and 4.4. Sim-
ulation results in chapter 7 and 8 based on heavily over-parameterized ﬁlter
designs in (very) short samples conﬁrm that over-ﬁtting is intrinsically under
control. Statements like “The sparse parameterizing is all what is about” reveal
deep disfunctions of the limited one-step ahead forecasting perspective. In real-
time signal extraction we have to contradict that stoved conception. For the
MBA the sparse parameterizing together with the inappropriate optimization
criterion are responsible for important eﬃciency losses. Note, however, that
we do not recommend to use more complicated (ﬂexible) forecasting models
10A set of 111 monthly economic time series of various lengths (50-110) were to
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because the one-step ahead forecasting criterion would favor over-ﬁtting11.
We are aware that in practice time series might be less tricky than the analyzed
business survey or diﬀusion indices data. Moreover, strongly trending time se-
ries can be eﬃciently processed by model-based methods because the signal
is much stronger than the noise. But in delicate situations, where ‘noise’ (all
undesirable components) is strong and where signals from ﬁlters with slowly
decaying weights must be estimated eﬃciently, the proposed DFA oﬀers the
advantage to match the structure of the estimation problem. Note that at
the present stage, the method is not suited for mass-production in statistical
agencies because numerical optimization is too involving (too slow).
Non-Stationarity
Statement: “Non-stationarity concerns most economic time series so it de-
serves a formal treatment. So far I know, the periodogram of a non-stationary
time series is not deﬁned.”
Answer: We have provided a formal treatment of non-stationary time series
in chapter 6. Basically, results obtained in the context of stationary time se-
ries in chapter 3 can be extended to the non-stationary case by imposing ﬁlter
constraints which account for the changing level of time series. Accordingly,
our analysis focuses on the utility of ﬁlter constraints. A corresponding test is
derived which matches speciﬁcally the very nature of the real-time estimation
problem by accounting for estimation-biases and -variances generated by the
latter. Section 6.1 reveals that the periodogram of an integrated process is
biased. Therefore the so-called pseudo-periodogram is introduced. Also, sim-
ple linear de-trending transformations can remove the periodogram bias, see
section 6.1. However, as shown in chapter 7, real-time estimates based on the
‘mis-speciﬁed’ periodogram still perform well if the autocorrelation structure
of the diﬀerenced process is not too close to an I(2)-process, see also sections
6.1 and 6.2.2. Empirical results in chapter 8 conﬁrm that an automated de-
sign based on a speciﬁc test as well as additional time-domain information
performs well in very diﬀerent simulation contexts.
Filter Class
Statement: “Your approximate one-sided ﬁlters are the ones that minimize the
ﬁlter error variance within the class of linear ﬁlters. MBA signal extraction
ﬁlters are usually obtained as rational ﬁlters so they should instead be more
ﬂexible than the linear moving average ones you use, contrary to what you
11The target, namely the DGP, is unknown and the relevant mid- to long-term
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argue. And maybe a rational one-sided approximation could perform better.”
Answer: We use ARMA- or, more precisely, ARMA-QMP-ZPC-ﬁlters, see
section 3.2. These are ‘rational’ ﬁlters.
Empirical Comparisons
Question: “I do not understand the loss function12: for any given series, why
should a MBA yield a concurrent estimate closer to Yt than the DFA? ”
Answer: Given a signal deﬁned by the output of Γ( ), model-based ap-
proaches can always be compared to the DFA even if the signal itself is not
model-based13. The above question addresses issues discussed in section 4.1.1.
We always compare(d) real-time estimation methods with respect to identical
signals. The latter can be deﬁned by users (a priori) or they can be based on
models, see section 4.2.2.
Statement: “I ﬁnd meaningless comparing the output of one model sim-
ulation with an observed series (see ﬁg.1.6 in section 1.5). At least many
simulations should be made and the 90%-quantiles compared with the series.”
Answer: Simulations and quantiles are important in situations where it
is diﬃcult to see through theoretical results or analytical solutions are un-
tractable. Why should we rely on simulations in the present example? It is
well known that the variance of an I(2)-process grows very rapidly with time
(since its diﬀerences are asymptotically unbounded). Although it has become
mandatory to underly almost every statement with simulation results we delib-
erately ignore that practice where its usefulness turns out to be questionable.
Question: “What revisions does DFA yield in practice?”
Answer: The ﬁnal value of the optimization criterion is an estimate of
the mean-square ﬁlter error. Conditions under which this estimate is reliable
are listed in theorems 10.14 (stationary processes) and 10.18 (integrated pro-
cesses).
Limitations of the Proposed Approach
Statement: “A limitation of the ﬁlter-approach exposed here is that conﬁ-
dence bands are not available, so that users cannot infer the region where the
12The performance measure 4.4 used in our comparisons.
13In fact the model is used to generate forecasts so that the symmetric ﬁlter can
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optimal estimate is likely to lie given the preliminary one”.
Answer: The optimization criterion corresponds to an eﬃcient estimate of
the mean-square ﬁlter error. If times series are assumed to be Gaussian, then
conﬁdence bands are obtained much more straightforwardly than with the
model-based approach since for the latter theoretical revision error variances
suﬀer from model mis-speciﬁcations. Going a step further into that reasoning,
Mc Elroy/Wildi [?] propose a mis-speciﬁcation test based on the diﬀerence
between the empirical and the theoretical revision error variances (assuming
that the model is correctly speciﬁed under the Null).
There is, however, a drawback of the DFA, namely the diﬃcult numerical
optimization. Although this is essentially a numerical and not a statistical
problem, it may aﬀect eﬃciency of course. So for example, the global optimum
is not always straightforwardly obtained for TP-ﬁlters with strong weights
W( ) and λ because more or less severe distortions of the amplitude function
are generated in the pass-band.
Program Versions
Statement: “Demetra is well known to contain bugs. Check results with some
other version, e.g. Maravall’s program on the Bank of Spain website.”
Answer: see results in sections 4.2.1 and 4.2.1. The faster TRAMO-
TSW program seems to be slightly outperformed by the signiﬁcantly slower
TRAMO-D routine of DEMETRA. We conjecture that adverse mean-square
performances of the newer version are related to improved speed.
Miscellaneous
Question: “I do not understand the simulation of the starting point in ﬁgure
1.6”.
Answer: Three diﬀerent ‘experts’ noted that detail! Frankly speaking, we
do not understand it completely as well. In fact the artiﬁcial series has been
generated in S-Plus (see footnote 6, p.169) so the question should be redirected
to the designer of the corresponding procedure. However, the autocorrelation
structure imports which, after thorough veriﬁcation, appears to be correct. So
we can appease any suspicions related to that point of minor importance. In
our opinion this question illustrates nicely deﬁciencies of the reviewing process
when new work encompassing the ‘main-stream is submitted for publication.204 9 Conclusion
9.2 Closing Remarks
The DFA is a real-time estimation procedure speciﬁcally designed for ‘end-
point problems’. Although revisions could have been allowed, these issues
were deliberately ignored by taking on a strict prospective perspective. The
DFA is a statistical apparatus providing estimation criteria, diagnostics and
tests which emphasize speciﬁcally the relevant real-time estimation problem.
It emphasizes either level- or turning-point issues because both criteria are
incongruent. Although the former are challenging - both from a theoretical
as well as practical point of view - we believe that eﬃcient turning-point-
designs are likely to have more potential in applications. We believe that the
asymmetric emphasize of delays, the accurate estimation speciﬁcally towards
turning-points and the ﬂexibility of the approach, accounting for individual
‘risk-proﬁles’ of users by suitable ‘weights’, opens a wide range of potentially
fruitful applications.
The DFA has been developed in a particular framework which has deter-
mined its functionality to some extent. So for example, analysts and practi-
tioners had enough time to deﬁne the problem carefully (signal and selection
of leading time series) and to optimize the design for their speciﬁc needs and
only a few important series were of interest(no ‘mass-production’ or ‘push-
the-button’ solution). Estimation problems were essentially characterized by
‘small’ signal-to-noise14 ratios which is typical for ‘trend’ estimation. The
method as it is implemented presently performs well in this context. It is
possible that eﬃciency gains degrade for ‘easier’ estimation problems or that
diﬀerences simply become irrelevant (at least from a practical point of view).
Also, the numerical optimization algorithm is slow15. Therefore, in its present
form, the method is not suited for the purpose of mass-production. More work
on numerical optimization techniques would be necessary for which incentives
were lacking up to now.
Currently, the approach is extended in three directions which have been
ignored in this book, namely customized criteria for ﬁnancial trading16, mul-
tivariate ﬁltering and non-linear ﬁltering. Each extension is speciﬁc for a par-
ticular application ﬁeld in which research is conducted in collaboration with
corresponding ‘experts’ so that domain-speciﬁc knowledge can be fully inte-
grated. Some may complain that this interaction can harm to generality. We
believe that it beneﬁts to eﬃciency.
14Here, noise means all undesirable components. This is not to be confounded
with ‘white noise’.
15About 2-3 minutes for a series of length 120.
16‘Turning-points’ are an important aspect of the trading-problem but the cri-
terion on which ﬁlters are based addresses speciﬁcally earnings, losses, risks and
transaction costs.9.2 Closing Remarks 205
In applications with a strong prospective content, many people do not
realize or conceive that one-step ahead forecasting is not directly related to
their particular needs. It is true that the holly-grail of statistical principles, as
exempliﬁed in the previous section, does not prevent against these odds. We
hope that the ‘spirit’ in this book contributes to question the usefulness of
rigid theoretical principles that often do not directly address the practically
relevant problem. Our experience so far, based on successful projects with
leading forecasting institutes and on top-ranking in a renowned forecasting
competition, strongly suggests that ‘customized criteria’ in conjunction with
domain-knowledge can alleviate mis-speciﬁcation and over-ﬁtting in practice.Part VI
Technical Results and Tables10
Appendix
10.1 Finite Sample Spectral Results
10.1.1 Regularity Concept
Deﬁnition 10.1. A ﬁlter Γ( ) is said to belong to the class Cu
f , u ∈ IR, if
∞  
k=−∞
|γk||k|u < ∞
By analogy, a stationary process
Xt =  x +
∞  
k=−∞
bkǫt−k (10.1)
where ǫt is a white noise process, is said to belong to the class Cu
f if
∞  
k=−∞
|bk||k|u < ∞
The above deﬁnition does not make a distinction between processes and ﬁlters.
Instead, the rate of decay of the weights is addressed. Note that a stationary
ARMA-process or a stable ARMA-ﬁlter are in Cu
f for all u > 0 which is
subsequently denoted by Xt ∈ C∞
f .
Proposition 10.2. If aj,bk are sequences satisfying
 ∞
j=−∞ |aj||j|u < ∞,  ∞
k=−∞ |bk||k|v < ∞ where u,v ≥ 0, then
∞  
j=−∞
 
 
 
 
 
∞  
k=−∞
akbj±k
 
 
 
 
 
|j|
min(u,v) < ∞210 10 Appendix
Proof
Let w := min(u,v) ≥ 0. Then
∞  
j=−∞
 
   
 
 
∞  
k=−∞
akbj±k
 
   
 
 
|j|w ≤
∞  
j=−∞
∞  
k=−∞
|akbj±k||j|w
≤
∞  
j=−∞
∞  
k=−∞
|akbj±k|max(1,2w−1)(|j ± k|w + |k|w)
= max(1,2w−1)
 
∞  
k=−∞
|ak|
∞  
j=−∞
|bj||j|
w +
∞  
k=−∞
|ak||k|
w
∞  
j=−∞
|bj|
 
< ∞
which completes the proof of the proposition.
2
Corollary 10.3. If Xt ∈ Cu
f , then h( ) ∈ Cu
f , where h( ) is the spectral density
of Xt.
Proof:
Since
E[XtXt−j] − E[Xt]2 = R(j) = σ2  
k
bkbk+j
proposition 10.2 implies that
 
k
|R(k)||k|u < ∞
which achieves the proof.
2
10.1.2 Spectral Decomposition of Sample Moments
For simplicity, we here assume that T is even, recall footnote 2, p.40. Let
ΞTX(ω) :=
1
√
2πT
T  
t=1
Xt exp(−itω)
be the discrete Fourier-transform and
ITX(ω) = |ΞTX(ω)|
2
be the periodogram of an arbitrary sequence of numbers Xt, t = 1,...,T. For
ωk = k2π/T, k = 0,...,T/2 the following orthogonality relations hold10.1 Finite Sample Spectral Results 211
T  
t=1
exp(−itωk) = exp(−iωk)
1 − exp(−iTωk)
1 − exp(−iωk)
=
 
T , ωk = 0
0 , otherwise (10.2)
We deduce that
ΞTX−X(ωk) =
1
√
2πT
T  
t=1
(Xt − X)exp(−itω)
=
 
ΞTX(ωk) , ωk  = 0
0 , otherwise (10.3)
Accordingly,
ITX−X(ωk) =
 
ITX(ωk) , ωk  = 0
0 , otherwise
In order to derive a ﬁnite sample spectral decomposition of second order
moments, deﬁne
ˆ R(j) :=
1
T
T−|j|  
t=1
XtXt+|j| (10.4)
Proposition 10.4. The periodogram of a sequence X1,...,XT satisﬁes
ITX(ωk) =

   
   
1
2π
T−1  
j=−(T−1)
ˆ R(j)exp(−ijωk) , |k| = 1,...,T/2
T
2π
X
2
, k = 0
(10.5)
Furthermore, for |t| = 0,...,T − 1 the following holds
2π
T
T/2  
k=−T/2
wk exp(−itωk)ITX(ωk) =
  ˆ R(t) + ˆ R(T − t) , t  = 0
ˆ R(0) , otherwise
(10.6)
Proof
A proof of the ﬁrst claim is proposed in Brockwell and Davis [13], propo-
sition 10.1.2. The second assertion follows from
2π
T
T/2  
k=−T/2
wk exp(−itωk)ITX(ωk)
=
2π
T
T/2  
k=−T/2
wk exp(−itωk)
1
2π
T−1  
j=−(T−1)
ˆ R(j)exp(−ijωk)212 10 Appendix
=
1
T
T−1  
j=−(T−1)
ˆ R(j)
T/2  
k=−T/2
wk exp(−i(t + j)ωk)
=
1
T
T−1  
j=−(T−1)
ˆ R(j)exp(−i(j + t)ω−T/2)
T  
k=0
wk exp(−i(j + t)ωk)
=
1
T
T−1  
j=−(T−1)
ˆ R(j)exp(−i(j + t)ω−T/2)
T  
k=1
exp(−i(j + t)ωk)
=
  ˆ R(t) + ˆ R(T − t) , t  = 0
ˆ R(0) , otherwise
where the last equality follows from the orthogonality relations 10.2, noting
that j + t = 0 ‘generates’ ˆ R(−t) or, equivalently, ˆ R(t) and that j + t = T
‘generates’ ˆ R(T − t) if t  = 0.
2
From
ˆ R(0) =
2π
T
T/2  
k=−T/2
wkITX(ωk)
=
2π
T
T/2  
k=−T/2,k =0
wkITX(ωk) + X
2
and
ˆ R(t) ≈ ˆ R(t) + ˆ R(T − t) (10.7)
=
2π
T
T/2  
k=−T/2,k =0
wk exp(−itωk)ITX(ωk) + X
2
we obtain ﬁnite sample analogs of classic spectral decomposition results of
second order moments. Note that the approximation in 10.7 is ‘good’ if Xt is
stationary and t is small. So for example if t = 1, then
ˆ R(1) + ˆ R(T − 1) =
1
T
T−1  
k=1
XkXk+1 + O(1/T)
Note also that 10.6 is a consequence of the implicit periodicity of the data
assumed by the periodogram-construct. To see this assume t = 1 and let
X0 = XT (‘cyclical’ data). Then
2π
T
T/2  
k=−T/2
wk exp(−iωk)ITX(ωk) = ˆ R(1) + ˆ R(T − 1)10.1 Finite Sample Spectral Results 213
=
1
T
T−1  
k=1
XkXk+1 +
1
T
X1XT
=
1
T
T−1  
k=1
XkXk+1 +
1
T
X1X0
=
1
T
T−1  
k=0
XkXk+1
which is the ‘natural’ estimate of R(1) (if E[Xt] = 0).
10.1.3 Eﬀects of Integration and Diﬀerence Operators on the
Periodogram
Let Xt be an arbitrary sequence of numbers and ˜ Xt = Xt − Xt−1.
Proposition 10.5. The discrete Fourier-transforms of Xt and ˜ Xt are related
by
ΞT ˜ X(ω) = (1 − exp(−iω))ΞTX(ω)
+exp(−iω)
1
√
2πT
(XT exp(−iTω) − X0) (10.8)
Proof
ΞT ˜ X(ω) =
1
√
2πT
T  
t=1
˜ Xt exp(−itω)
=
1
√
2πT
T  
t=1
Xt exp(−itω) −
1
√
2πT
T  
t=1
Xt−1 exp(−itω)
=
1
√
2πT
T  
t=1
Xt exp(−itω)
−exp(−iω)
1
√
2πT
T−1  
t=0
Xt exp(−itω)
= (1 − exp(−iω))
1
√
2πT
T  
t=1
Xt exp(−itω)
+exp(−iω)
1
√
2πT
(XT exp(−iTω) − X0) (10.9)
2
If T is even and ω = ωk = kπ/(T/2), then214 10 Appendix
ΞT ˜ X(ωk) = (1 − exp(−iωk))ΞTX(ωk)
+exp(−iωk)
1
√
2πT
(XT − X0) (10.10)
= (1 − exp(−iωk))ΞTX(ωk) + exp(−iωk)ΞT ˜ X(0)
where the ﬁrst equality follows from exp(−iTωk) = 1 and the second one is a
consequence of the deﬁnition of Ξ.
Corollary 10.6. • Assume Xt is integrated and ˜ Xt = Xt − Xt−1 is sta-
tionary with spectral density ˜ h(ω). Then ITX(ωk) is an (asymptotically)
unbiased estimate of the pseudo-spectral density ˜ h(ωk)/|1−exp(−iωk)|2 of
Xt for all ωk  = 0 iﬀ XT = X0 = 0 or XT = X0 and T is even.
• Assume Xt is stationary with spectral density h(ω). Then IT ˜ X(ωk)/|1 −
exp(−iωk)|2 is an (asymptotically) unbiased estimate of h(ωk) iﬀ XT =
X0 = 0 or XT = X0 and T is even.
For even T a proof readily follows from 10.10 or, equivalently, from
ITX(ωk) =
|ΞT ˜ X(ωk) − exp(−iωk)ΞT ˜ X(0)|2
|1 − exp(−iωk)|2 (10.11)
by noting that exp(−iωk)ΞT ˜ X(0) = 0 if XT = X0 and using the fact that
E[|ΞT ˜ X(ωk)|2] = ˜ h(ωk) asymptotically1. If T is odd, then 10.9 vanishes iﬀ
X0 = XT = 0. The stronger assumption is necessary here because exp(−iTωk)
is complex in general if T is odd.
2
Note that expression (4.32) in theorem 4.10 in Wildi [75] is false and should
be replaced by 10.11. The corollary implies that ITX(ωk) is generally biased
if Xt is integrated. Interestingly, a very simple linear transformation reestab-
lishes unbiasedness for ωk  = 0.
Corollary 10.7. Assume Xt is integrated and ˜ Xt = Xt −Xt−1 is stationary.
Assume, also, that T is even and deﬁne X′
t := Xt − (XT − X0)t/T. Then
ITX′(ωk) =



T
2πX′2
ωk = 0
IT ˜ X(ωk)
|1 − exp(−iωk)|2 otherwise
(10.12)
where ITX′( ) is the periodogram of X′
t.
Proof
Let ˜ X′
t = X′
t−X′
t−1. Then ˜ X′
t = ˜ Xt+C with C := (XT −X0)/T. Therefore
1The asymtotic unbiasedness is derived in 10.19.10.1 Finite Sample Spectral Results 215
ΞT ˜ X′(ωk) =
1
√
2πT
T  
t=1
˜ X′
t exp(−iωk)
=
1
√
2πT
T  
t=1
( ˜ Xt + C)exp(−iωk)
= ΞT ˜ X(ωk)
if ωk  = 0, recall 10.3. The proof of the corollary then follows from
ITX′(ωk) =
IT ˜ X′(ωk)
|1 − exp(−iωk)|2
=
IT ˜ X(ωk)
|1 − exp(−iωk)|2
where corollary 10.6 is used in establishing the ﬁrst equality, relying on
X′
T = X′
0. For ωk = 0, the result follows directly from the deﬁnition of the peri-
odogram.
2
10.1.4 Convolution Results
The following proposition summarizes relevant convolution results.
Proposition 10.8. Let T be even and Yt =
 ∞
k=−∞ γkXt−k be the output of
the ﬁlter Γ( ) with coeﬃcients γk and assume ωk = k2π/T, k = 0,...,T/2.
1. If Xt ∈ C0
f is stationary, E[Xt] = 0 and Γ( ) ∈ C0
f then
ITY (ωk) = |Γ(ωk)|2ITX(ωk) + RTY X(ωk)
where limT→∞ supωk E[|RTY X(ωk)|] = 0.
2. Same assumptions as above but additionally Xt ∈ C
1/2
f and its fourth
order moments are ﬁnite. Also, Γ( ) ∈ C
1/2
f . Then
2π
T
[T/2]  
j=−[T/2]
wjITY (ωj) =
2π
T
[T/2]  
j=−[T/2]
wj|Γ(ωj)|2ITX(ωj) + rT(10.13)
where E[|rT|] = o(1/
√
T) and wj are deﬁned in 10.40.
3. Assume Xt is integrated (and has been initialized somewhen in the past,
for example X0 = 0), and ˜ Xt = Xt − Xt−1 is stationary with spectral
density ˜ h(ω) satisfying ˜ h(0) > 0 (so that Xt is I(1)). Assume also that
Γ( ) ∈ C1
f and that Γ(0) > 0. Denote by X′
t = Xt−X the centered process.
Then216 10 Appendix
2π
T
[T/2]  
j=−[T/2]
wjITY ′(ωj) =
2π
T
[T/2]  
j=−[T/2]
wj|Γ(ωj)|2ITX′(ωj) + RTY ′X′ (10.14)
where RTY ′X′ is asymptotically negligible. Moreover
ΞTY ′(ω) = Γ(ω)ΞTX′(ω) + r
′
TY ′X′(ω) (10.15)
where E[|r′
TY ′X′(ω)|2] = O(1) uniformly in ω.
4. Assume Xt ∈ C0
f and Γ( ) ∈ C
1/2
f . Then
ΞTY (ωk) = Γ(ωk) ΞTX(ωk) + r′
TY X(ωk) (10.16)
where E[|r′
TY X(ωk)|2] = O(1/T) uniformly in ωk.
Proof
A proof of the ﬁrst assertion if Xt is white noise (iid) is provided in
Brockwell and Davis [13], theorem 10.3.1. The theorem also shows that
E[|rT|] = O(1/
√
T) in the second assertion. The tighter approximation
E[|rT|] = o(1/
√
T) claimed in the second assertion (superconsistency) is
shown in proposition 10.8.5 in Brockwell and Davis [13] for Xt white noise
and Γ( ) a stable ARMA-ﬁlter. Theorem 4.8 in Wildi [75] generalizes these
results to stationary Xt ∈ C
1/2
f and more general Γ( ) (whose coeﬃcients de-
cay according to the above assumption).
In order to derive a proof for the third claim consider
ΞTY ′(ω) =
√
2π
√
T
T  
t=1
Y ′
t exp(−itω)
=
√
2π
√
T
T  
t=1
 
∞  
k=−∞
γkX
′
t−k
 
exp(−itω)
=
∞  
k=−∞
γk exp(−ikω)
√
2π
√
T
T  
t=1
X
′
t−k exp(−i(t − k)ω)
=
∞  
k=−∞
γk exp(−ikω)
√
2π
√
T
T−k  
t=1−k
X′
t exp(−itω) (10.17)
Therefore
r′
TY ′X′(ω) := ΞTY ′(ω) − Γ(ω)ΞTX′(ω) (10.18)
=
∞  
k=−∞
γk exp(−ikω)
√
2π
√
T
 
T−k  
t=1−k
X′
t exp(−itω) −
T  
t=1
X′
t exp(−itω)
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If Xt is I(1) then
 
 E[X
′
kX
′
j]
 
  < M max(T,min(|j|,|k|))
for some M > 02. We deduce
E[|r′
TY ′X′(ω)|2] = E
  
 
   
 
∞  
j=−∞
∞  
k=−∞
γjγk exp(−ijω)exp(ikω)
√
2π
√
T


T−j  
t=1−j
X′
t exp(−itω) −
T  
t=1
X′
t exp(−itω)


√
2π
√
T
 
T−k  
t=1−k
X′
t exp(itω) −
T  
t=1
X′
t exp(itω)
 
≤
2π
T
∞  
j=−∞
∞  
k=−∞
|γj||γk|2min(|j|,T)2min(|k|,T)M max(T,min(|j|,|k|))
≤ 8πM
∞  
j=−∞
|γj||j|  
∞  
k=−∞
|γk||k|
= O(1)
uniformly in ω which proves 10.15. It follows that
ITY ′(ωk) = |Γ(ωk)ΞTX′(ωk) + r′
TY ′X′(ωk)|2
= |Γ(ωk)|2ITX′(ωk) + 2Re
 
r′
TY ′X′(−ωk)Γ(ωk)ΞTX′(ωk)
 
+ |r′
TY ′X′(ωk)|2
= |Γ(ωk)|
2ITX′(ωk) + O(
 
|Γ(ωk)|2ITX′(ωk))
Using 10.11 and the fact that X′
t is centered (so that ITX′(0) = 0), we obtain
E
  
|Γ(ωk)|2ITX′(ωk)
 
=



|Γ(ωk)|
|1 − exp(−iωk)|
E [|ΞT ˜ X′(ωk) − exp(−iωk)ΞT ˜ X′(0)|] , ωk  = 0
0 , ωk = 0
≤
 
K/ωk , ωk  = 0
0 , ωk = 0
where K ≥ π max
 
|Γ(ωk)|
 
max
 
E [|ΞT ˜ X′(ωk) − exp(−iωk)ΞT ˜ X′(0)|]
 
. Note
that the latter expectation is bounded:
maxE [|ΞT ˜ X′(ωk) − exp(−iωk)ΞT ˜ X′(0)|]
≤ maxE
 
|ΞT ˜ X′(ωk) − exp(−iωk)ΞT ˜ X′(0)|
2 1/2
≤ 4maxE [IT ˜ X′(ωk)]
1/2
≈ 4max
 
˜ h(ωk) < ∞
2Note that X
′
1 = O(
√
T) because X
′
t is centered. This fact explains that E[X
′2
1 ] =
O(T) which justiﬁes the maximum in the inequality.218 10 Appendix
where the approximation follows from 10.19. Therefore,
E [|RTY ′X′|] = E


 
 
 
   
 
2π
T
[T/2]  
j=−[T/2]
wjITY ′(ωj) −
2π
T
[T/2]  
j=−[T/2]
wj|Γ(ωj)|2ITX′(ωj)
 
 
 
   
 


≤ K
2π
T
[T/2]  
j=−[T/2],j =0
wj
ωj
= O(ln(T))
This term is of smaller magnitude than
2π
T
[T/2]  
j=−[T/2]
wjITY ′(ωj) =
1
T
T  
t=1
Y ′2
t
≈
1
T
T  
t=1
Y 2
tu − Yu
2
→d T2π˜ h(0)
 
IBM2 − IBM2
1
 
= O(T)
where Ytu is the un-centered ﬁlter output3, ˜ h(ω) is the spectral density of
˜ Xt = Xt − Xt−1 (which is assumed to exist) and IBM2, IBM1 are random
variables with ﬁnite means and variances (integrals of Wiener Processes). The
last convergence in distribution follows from Hamilton [46], proposition 17.3,
claims f) and h). This proves the third assertion.
For the fourth assertion, we ﬁrst assume E[Xt] = 0. Then
E[|r′
TY X(ω)|2] = E
  
 
 
   
∞  
j=−∞
∞  
k=−∞
γjγk exp(−ijω)exp(ikω)
√
2π
√
T


T−j  
t=1−j
Xt exp(−itω) −
T  
t=1
Xt exp(−itω)


√
2π
√
T
 
T−k  
t=1−k
Xt exp(−itω) −
T  
t=1
Xt exp(−itω)
 
≤
2π
T
∞  
j=−∞
∞  
k=−∞
|γj||γk|2min(|j|,|k|,T)
∞  
l=−∞
|R(l)|
≤ 2
2π
 ∞
l=−∞ |R(l)|
T
∞  
j=−∞
∞  
k=−∞
|γj||j|1/2   |γk||k|1/2
3Note that Y
′
t is asymptotically centered, see footnote 19, p.145: this fact explains
the approximation in the above derivation.10.1 Finite Sample Spectral Results 219
= O(1/T)
uniformly in ω. If E[Xt] =  X  = 0 then the above remains true for all ωk  = 0
because of 10.3. Deﬁne X′
t = Xt −  X. Then for ω0 = 0 we obtain
Γ(0)ΞTX(0) = Γ(0)
 
T
2π
X
= Γ(0)
 
T
2π
(X′ +  X)
= ΞTY ′(0) +
 
T
2π
 Y − rTY ′X′
= ΞTY (0) − rTY ′X′
where E[|rTY ′X′|2] = O(1/T) by the results in the case of a vanishing expec-
tation.
2
10.1.5 Moments
The following proposition analyzes moments of ΞTX(ωk) and ITX(ωk).
Proposition 10.9. Assume E[Xt] = 0.
1. If Xt ∈ C1
f and if second order moments of the process exist, then
Cov(ΞTX(ωj),ΞTX(ωk)) =
 
h(ωj) + O(1/T) ωj = ωk
O(1/T) ωj  = ±ωk
(10.19)
where the approximations are valid uniformly4 in j,k.
2. If Xt ∈ C
1/2
f and if the innovation ǫt is an iid sequence satisfying E[ǫ4
t] =
ησ4 < ∞, then
Cov(ITX(ωj),ITX(ωk)) =



2h(ωj)2 + O(1/
√
T) ωj = ωk = 0 or π
h(ωj)2 + O(1/
√
T) 0 < ωj = ωk < π
O(T −1) ωj  = ωk
(10.20)
where the terms O(1/
√
T) and O(T −1) can be bounded uniformly in j and
k.
3. If Xt ∈ C
1/2
f and ǫt is an iid sequence satisfying E[ǫ8
t] < ∞, then
Cov
 
ITX(ωj)2,ITX(ωk)2 
= O(T −1) , ωj  = ωk (10.21)
The term O(T −1) can be bounded uniformly in j and k.
4Note that the spectral density exists and satisﬁes h( ) ∈ C
1
f by corollary 10.3.220 10 Appendix
Proof :
Assume, ﬁrst, that Xt = ǫt is a white noise process. Then
Cov(ΞTX(ω),ΞTX(λ)) = E[ΞTX(ω)ΞTX(λ)]
=
1
2πT
E
 
T  
t=1
ǫt exp(−itω)
T  
t=1
ǫt exp(itλ)
 
=
σ2
2πT
T  
t=1
exp(−it(ω − λ)) (10.22)
=



0 if ω = ωj  = ωk = λ
σ2
2π
ω = λ
(10.23)
where the last equality follows from the orthogonality relations 10.2. For gen-
eral MA-processes, assume ﬁrst ωk  = ωj. Then5
Cov(ΞTX(ωk),ΞTX(ωj)) = E[ΞTX(ωk)ΞTX(ωj)]
=
1
2πT
E
 
T  
t=1
Xt exp(−itωk)
T  
t=1
Xt exp(itωj)
 
≤
1
2πT
T  
t=1
2|R(t)||t| (10.24)
= O(1/T) (10.25)
where we used the fact that the coeﬃcient of R(t),t  = 0 is
(exp(itωk) + exp(−itωj))
T−t  
t′=1
exp(−it
′(ωk − ωj))
For t = 0 we obtain
T  
t′=1
exp(−it
′(ωk − ωj))
which vanishes in virtue of the orthogonality relations 10.2. For t = 1 we
obtain
(exp(iωk) + exp(−iωj))
T−1  
t′=1
exp(−it′(ωk − ωj))
= −(exp(iωk) + exp(−iωj))exp(−iT(ωk − ωj))
5Note that at least one of the two frequencies must diﬀer from zero. There-
fore the expectation of the corresponding Fourier-transform must vanish (by us-
ing the orthogonality relations 10.2). As a consequence Cov(ΞTX(ωk),ΞTX(ωj)) =
E[ΞTX(ωk)ΞTX(ωj)].10.1 Finite Sample Spectral Results 221
where we used the orthogonality relations 10.2. Similarly, for t = 2 one obtains
(exp(i2ωk) + exp(−i2ωj))
T−2  
t′=1
exp(−it′(ωk − ωj))
= −(exp(i2ωk) + exp(−i2ωj))
 
exp(−iT(ωk − ωj)) + exp(−i(T − 1)(ωk − ωj))
 
and so on. Therefore, the approximation 10.24 is valid. The approximation
10.25 follows from the proof of corollary10.3, which states that
 ∞
t=1 |R(t)||t| <
∞ if Xt ∈ C1
f.
If ωk = ωj  = 0 then
Cov(ΞTX(ωk),ΞTX(ωk)) = E[ΞTX(ωk)ΞTX(ωk)]
=
1
2πT
E
 
T  
t=1
Xt exp(−itωk)
T  
t=1
Xt exp(itωk)
 
=
1
2π
R(0) + 2
1
2π
T−1  
t=1
R(t)cos(tωk) + rT
= h(ωk) + O(1/T) + rT
The O(1/T)-term follows from
T
 
k>T
|R(k)| ≤
 
k>T
|kR(k)| < ∞
so that the approximation error is of the claimed order. We now attempt to
bound |rT| by looking at the coeﬃcients of R(t). For t = 0 the coeﬃcient is
1
2πT
T  
t′=1
exp(−it′(ωk − ωk)) =
1
2π
For general t we obtain
2cos(tωk)
1
2πT
T−t  
t′=1
exp(−it′(ωk − ωk)) = 2cos(tωk)
1
2π
 
1 −
t
T
 
Therefore
|rT| ≤
1
π
 
k
|R(k)||k/T| = O(1/T)
since
 ∞
t=1 |R(t)||t| < ∞.
If ωk = ωj = 0, then
Var(ΞTX(0)) = Var(
√
T
√
2π
X) → ˜ h(0)222 10 Appendix
see for example proposition 7.5 in Hamilton [46].
A proof of the second assertion can be found in Brockwell and Davis [13],
theorem 10.3.1. A proof of the last assertion is now given. Let
E[ǫtǫt−iǫt−jǫt−kǫt−lǫt−mǫt−nǫt−p] =

          
          
M8 i = j = ... = p = 0
M6M2 i = 0,j = k = ... = p
M5M3 i = j = 0,k = l = m = n = p
M2
4 i = j = k = 0,l = m = n = p
M4M2
2 i = 0,j = k,l = m = n = p
M2
3M2 i = 0,j = k = l,m = n = p
M4
2 i = 0,j = k,l = m,n = p
0 else
(10.26)
where Mk := E[ǫk
t] (so for example M2 = σ2). The less restrictive condition
for a non-vanishing expectation is the last one (i = 0,j = k,l = m,n = p)
since it involves four constraints only (whereas all others imply ﬁve or more
constraints). Since
Cov
 
ITX(ωj)2,ITX(ωk)2 
=
(2π)4
T 4
 
 
 
the ﬁrst six moment restrictions above all induce O(1/T)-terms for the covari-
ance (because the remaining degrees of freedom are of order O(T 3)). There-
fore, the last restriction is the only one which results in an O(1)-term in the
expression E[ITX(ωk)2ITX(ωj)2] for the covariance. Now consider
E[ITX(ωj)2ITX(ωk)2] = E
 
(2π)4
T 4
T  
i1=1
T  
i2=1
...
T  
i8=1
8  
k=1
Xik (10.27)
exp(−iωj(i1 − i2 + i3 − i4))exp(−iωk(i5 − i6 + i7 − i8))
 
= M4
2
(2π)4
T 4
T  
i1=1
T  
i2=1
...
T  
i8=1
 
 
P
4  
m=1
 
∞  
l=−∞
blbiP(2m−1)−iP(2m)+l
  
exp(−iωj(i1 − i2 + i3 − i4))exp(−iωk(i5 − i6 + i7 − i8)) + O(1/T) (10.28)
where the terms which do not correspond to M4
2 in 10.26 are collected in the
O(1/T)-term and
 
P
4  
m=1
 
∞  
l=−∞
blbiP(2m−1)−iP(2m)+l
 
is the sum over all ad-
missible permutations P of the integer set {1,2,...,8}. The set of admissible
permutations is deﬁned by all pairwise combinations of ǫt’s appearing in M4
2
in 10.26: there are 7   5   3 = 105 such permutations.
It is shown in Brockwell and Davis [13], p.349, that the permutations cor-
responding to ‘cross-products’ (for which there exists an m such that 1 ≤10.1 Finite Sample Spectral Results 223
P(2m − 1) ≤ 4 and 5 ≤ P(2m) ≤ 8 or for which 5 ≤ P(2m − 1) ≤ 8 and
1 ≤ P(2m) ≤ 4) lead to terms of order O(1/T) if ωj  = ωk. The proof is
reproduced here. Assume for simplicity that P(2m − 1) = 1 and P(2m) = 5
(analogous proofs apply to all other ‘cross products’). Then
E
 
T  
i1=1
Xi1 exp(−ii1ωj)
T  
i5=1
Xi5 exp(−ii5ωk)
 
= M2
T  
i1=1
T  
I5=1
∞  
m=−∞
bmbi5−i1+m exp(−i(i1ωj + i5ωk))
=
T  
s=1
T  
u=1
R(u − s)exp(−i(sωj + uωk))
=
T  
u=1
T−u  
s=1−u
R(s)exp(−isωj)exp(−iu(ωj + ωk))
=
T−1  
s=0
R(s)exp(−isωj)
T−s  
u=1
exp(−iu(ωj + ωk))
+
−1  
s=−T+1
R(s)exp(−isωj)
T  
u=1−s
exp(−iu(ωj + ωk)) (10.29)
where R(s) is the autocovariancefunction of Xt. For ωj  = ωk the orthogonality
relations 10.2 imply
 
   
 
 
T−s  
u=1
exp(−iu(ωj + ωk))
 
   
 
 
=
 
   
 
 
T  
u=1
exp(−iu(ωj + ωk)) −
T  
u=T−s+1
exp(−iu(ωj + ωk))
 
   
 
 
=
 
 
 
   
0 −
T  
u=T−s+1
exp(−iu(ωj + ωk))
 
 
 
   
≤ s
for 0 ≤ s ≤ T − 1 and
 
   
 
 
T  
u=1−s
exp(−iu(ωj + ωk))
 
   
 
 
≤ |s|
for −T + 1 ≤ s ≤ −1. Therefore, 10.29 is bounded by
 
|s|<T
|R(s)||s| ≤ T 1/2  
|s|<T
|R(s)||s|1/2
= O(T 1/2)
which implies that224 10 Appendix
E
 
T  
i1=1
Xi1 exp(−ii1ωj)
T  
i5=1
Xi5 exp(−ii5ωk)
 
= O(T 1/2)
Note that this result is independent of the signs of ωj and ωk. Therefore,
E
 
T  
im=1
Xim exp(−iimωj)
T  
in=1
Xin exp(−iinωk)
 
= O(T 1/2)
for all ’cross products’ 1 ≤ im ≤ 4 and 5 ≤ in ≤ 8 (or 5 ≤ im ≤ 8 and
1 ≤ in ≤ 4). Note also that ‘cross products’ must appear pairwise for the
admissible permutations. Thus
M4
2
(2π)4
T 4
T  
i1=1
T  
i2=1
...
T  
i8=1
 
4  
m=1
 
∞  
l=−∞
blbiP(2m−1)−iP(2m)+l
  
exp(−iωj(i1 − i2 + i3 − i4))exp(−iωk(i5 − i6 + i7 − i8))
= M4
2
(2π)4
T 4 O(T 2)O(T 1/2)O(T 1/2)
= O(1/T)
for each permutation P enabling ‘cross products’ (where the two O(T 1/2)-
terms correspond to at least one pair of ‘cross product’ terms). As a result,
10.28 becomes
E[ITX(ωj)2ITX(ωk)2] = M4
2
(2π)4
T 4
T  
i1=1
T  
i2=1
...
T  
i8=1
 
 
P ′∈Π
4  
m=1
 
∞  
l=−∞
blbiP′(2m−1)−iP′(2m)+l
  
exp(−iωj(i1 − i2 + i3 − i4))exp(−iωk(i5 − i6 + i7 − i8)) + O(1/T)
where the permutations P ′ belong to Π, the set of admissible permutations
which do not involve ‘cross-product’ terms. However, the resulting O(1)-
expression exactly cancels with the corresponding O(1)-expression for
E[ITX(ωj)2]E[ITX(ωk)2] (10.30)
since for the latter the set of admissible permutations is identical with Π
(i.e. all admissible permutations without ‘cross product’ terms). The other
non-vanishing term in 10.30 involves E[ǫ4
t] and is of order O(1/T) because of
the constraint i = j = k = 0 in E[ǫtǫt+iǫt+jǫt+k] (implying only one remain-
ing degree of freedom). The latter statement is also proved in Brockwell and
Davis [13], equation 10.3.17 (note that the right hand side of 10.3.17 should
be O(T −1) instead of O(T −2) because one degree of freedom is left in the sum
10.3.14). This completes the proof of the theorem.
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10.1.6 Miscellaneous
The following corollary enables to replace periodograms by spectral densities
in ﬁnite sums.
Corollary 10.10. 1. Let the assumptions of proposition 10.9, ﬁrst and sec-
ond assertions, be satisﬁed and assume g(ω) is a bounded function. Then
2π
T
[T/2]  
k=−[T/2]
g(ωk)ITX(ωk) =
2π
T
[T/2]  
k=−[T/2]
g(ωk)h(ωk) + rIT (10.31)
where E[|rIT|2] = O(1/T) .
2. If the assumptions of proposition 10.9, ﬁrst assertion, are satisﬁed, then
2π
T
[T/2]  
k=−[T/2]
g(ωk)ΞTX(ωk) = rΞT (10.32)
where E[|rΞT|2] = O(1/T).
Proof
Both assertions are close and proofs are similar. We ﬁrst derive 10.31. For
that purpose, let
2π
T
[T/2]  
k=−[T/2]
g(ωk)ITX(ωk) =
2π
T
[T/2]  
k=−[T/2]
g(ωk)(E[ITX(ωk)] + νk)
Consider now
E



 
 
 
   
 
2π
T
[T/2]  
k=−[T/2]
g(ωk)νk
 
 
 
   
 
2


= V ar

2π
T
[T/2]  
k=−[T/2]
g(ωk)νk


=
4π2
T 2
[T/2]  
k=−[T/2]
g(ωk)2V ar(νk)
+
4π2
T 2
[T/2]  
k=−[T/2]
[T/2]  
j=−[T/2],j =k
g(ωk)g(ωj)Cov(νk,νj)
≤ ||g||2
∞
4π2
T 2


[T/2]  
k=−[T/2]
V ar(νk) +
[T/2]  
k=−[T/2]
[T/2]  
j=−[T/2],j =k
|Cov(νk,νj)|


= O(1/T) (10.33)226 10 Appendix
where ||g||∞ := sup(|g(ω)|) and the last equality follows from 10.20. Therefore
2π
T
[T/2]  
k=−[T/2]
g(ωk)ITX(ωk) =
2π
T
[T/2]  
k=−[T/2]
g(ωk)E[ITX(ωk)] + r
′
T
=
2π
T
[T/2]  
k=−[T/2]
g(ωk)h(ωk) + r
′′
T + r
′
T
where E[|r′
T|2] = O(1/T) by 10.33. Moreover r′′
T = O(1/T) by 10.19 and the
boundedness of g( ).
A similar reasoning applies when proving 10.32. Speciﬁcally, h( ) is re-
placed by E[ΞTX( )] = 0 and 10.19 is used in order to derive 10.33. Note also
that r′′
T = 0 here.
2
The following proposition enables to replace ﬁnite sums by integrals.
Proposition 10.11. Assume f(ω) =
 
γk exp(−ikω) ∈ C
1/2
f . Then
 
 
   
 
 
  π
−π
f(ω)dω −
2π
T
[T/2]  
k=−[T/2]
f(ωk)
 
 
   
 
 
= O(1/
√
T)
Proof
Let ω be ﬁxed and λ ∈ [ω − π/T,ω + π/T] be such that
|f(λ) − f(ω)| = max
ω′∈[ω−π/T,ω+π/T]
|f(ω′) − f(ω)|
Then
|f(λ) − f(ω)| =
   
 
 
 
∞  
k=−∞
γk {exp(−ikλ) − exp(−ikω)}
   
 
 
 
=
 
 
 
   
 
√
T  
k=−
√
T
γk(−i)k(λ − ω) +
 
|k|>
√
T
γk {exp(−ikλ) − exp(−ikω)}
 
 
 
   
 
+ O(1/
√
T) (10.34)
≤
2π
√
T
√
T  
k=−
√
T
|γk||k|/
√
T +
2
√
T
 
|k|>
√
T
|γk||k|1/2 + O(1/
√
T)
= O(1/
√
T)
uniformly in ω, where the approximation error in 10.34 is due to10.1 Finite Sample Spectral Results 227
exp(−ikλ) − exp(−ikω) = −ik(λ − ω) + O((k/T)2)
Since the latter error is of order smaller or equal to O(1/T) if |k| ≤
√
T and
since it occurs
√
T-times 10.34 results.
Therefore
   
 
 
 
 
  π
−π
f(ω)dω −
2π
T
[T/2]  
k=−[T/2]
f(ωk)
   
 
 
 
 
≤
2π
T
[T/2]  
k=−[T/2]
max
ω,λ∈[ωk−π/T,ωk+π/T]
|f(ω) − f(λ)|
= O(1/
√
T)
as claimed.
2
The following proposition is used in deriving the asymptotic distribution
of level-constraint tests. Denote by ˆ Γcc( ) the solution of 3.7, imposing the
level-constraint 6.1 (see section 6.5.4) and denote by ˆ Γ( ) the unconstrained
solution. Also, deﬁne
ˆ Γc( ) =
ˆ Γ(ω)
ˆ Γ(0)
Therefore, ˆ Γc( ) and ˆ Γcc( ) both satisfy the level-constraint but they slightly
diﬀer because the former is based on the unconstrained ˆ Γ whereas the latter
is optimized by imposing directly the constraint.
Proposition 10.12. Let the following assumptions hold
• ˜ Xt := Xt − Xt−1 is a stationary process and ˜ Xt ∈ C1
f has fourth order
moments. Denote the spectral density of the process by ˜ h( )6.
• Γ( ) ∈ C
δ+3/2
f , where δ > 0. Also Γ(0) > 0.
• ˆ Γ( ) is a stable ARMA-ﬁlter7.
• The Hessian H of the optimization criterion 3.7 is a strictly positive deﬁ-
nite matrix in a neighborhood of the optimum attained by ˆ Γ 8.
Then the numerator in 6.34 satisﬁes
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
   
  ˆ Γc(ωk)
   
 
2 
  ITX(ωk)
= A + BIT ˜ X(0) + rT
6The spectral density exists by corollary 10.3.
7More precisely, we assume uniform stability, see deﬁnition 10.13. The latter is
ensured by assuming ﬁnitely many parameters and by constraining the parameter
space, see section 3.5.4.
8The strict positive deﬁniteness ensures that AR- and MA-parameters as well as
the constant of ˆ Γ( ) are ‘identiﬁed’.228 10 Appendix
where
E[|rT|2] = O(1/T)
where A,B are deﬁned by
A =
  π
−π
 
Γ(ω)Re
 
ˆ Γcc(ω)
 
−
 
 
  ˆ Γcc(ω)
 
 
 
2  ˜ h(ω)
|1 − exp(−iω)|2dω
B =
  π
−π
 
Γ(ω)Re
 
ˆ Γcc(ω)
 
−
 
 
  ˆ Γcc(ω)
 
 
 
2 
1
|1 − exp(−iω)|2dω
and where ˆ Γc( ) and ˆ Γcc( ) have been deﬁned above.
Proof:
We ﬁrst prove mean-square convergence of the numerator in 6.34 towards
Ac + BcIT ˜ X(0)
where
Ac =
  π
−π
 
Γ(ω)Re
 
ˆ Γc(ω)
 
−
 
 
  ˆ Γc(ω)
 
 
 
2  ˜ h(ω)
|1 − exp(−iω)|2dω
Bc =
  π
−π
 
Γ(ω)Re
 
ˆ Γc(ω)
 
−
 
 
  ˆ Γc(ω)
 
 
 
2 
1
|1 − exp(−iω)|2dω
are based on ˆ Γc( ) derived from the unconstrained ﬁlter ˆ Γ( ). For that purpose
let
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
 
 
  ˆ Γc(ωk)
 
 
 
2 
  ITX(ωk)
=
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
 
 
  ˆ Γc(ωk)
 
 
 
2 
 
|ΞT ˜ X(ωk) − exp(−iωk)ΞT ˜ X(0)|2
|1 − exp(−iωk)|2
=
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
 
 
  ˆ Γc(ωk)
 
 
 
2 
|1 − exp(−iωk)|2
 {IT ˜ X(ωk) + 2Re(ΞT ˜ X(ωk)exp(−iωk)ΞT ˜ X(0)) + IT ˜ X(0)}
=
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
 
 
  ˆ Γc(ωk)
 
 
 
2 
|1 − exp(−iωk)|2   {IT ˜ X(ωk) + IT ˜ X(0)} + r′
T
= ˆ A + ˆ BIT ˜ X(0) + r′
T
The ﬁrst equality is based on 10.11. Moreover, the boundedness of10.1 Finite Sample Spectral Results 229
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
 
 
  ˆ Γc(ωk)
 
 
 
2 
|1 − exp(−iωk)|2
(which is a consequence of the assumed regularity conditions) and 10.32 imply
that
E[|r′
T|2] = O(1/T)
As we shall see, ˆ A and ˆ B are ﬁnite sample estimates of A and B. Speciﬁcally,
we ﬁrst derive convergence of these estimates towards Ac and Bc.
Proposition 10.10 enables to replace the periodogram IT ˜ X(ωk) by the spec-
tral density so that we obtain
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
   
  ˆ Γc(ωk)
   
 
2 
  ITX(ωk)
=
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
 
 
  ˆ Γc(ωk)
 
 
 
2 
|1 − exp(−iωk)|2   {IT ˜ X(ωk) + IT ˜ X(0)} + r′
T
=
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
 
    ˆ Γc(ωk)
 
   
2 
|1 − exp(−iωk)|2  
 
˜ h(ωk) + IT ˜ X(0)
 
+ r
′
T + r
′′
T
where
E[|r′′
T|2] = O(1/T)
by 10.31. Let
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
 
 
  ˆ Γc(ωk)
 
 
 
2 
|1 − exp(−iωk)|2  
 
˜ h(ωk) + IT ˜ X(0)
 
−
 
Ac + BcIT ˜ X(0)
 
= r
′′′
T
We now show that E[|r′′′
T |2] = O(1/T) which implies that sums in ˆ A and ˆ B
can be replaced by integrals in Ac and Bc.
Under the postulated assumptions, the function
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
 
 
  ˆ Γc(ωk)
 
 
 
2 
(10.35)
satisﬁes the regularity requirements in theorem 10.18, assuming α = 1/2 and
d = 1 (integration order one). Therefore,230 10 Appendix
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
 
 
  ˆ Γc(ωk)
 
 
 
2 
|1 − exp(−iωk)|2 (10.36)
is in C
1/2
f (second claim of theorem 10.18). Also, ˜ h( ) ∈ C
1/2
f by corollary
10.3. Using proposition 10.2, we conclude that the product of ˜ h( ) and 10.36
is in C
1/2
f too. Therefore, proposition 10.11 implies
|r′′′
T |2 = O(1/T) (10.37)
Note that r′′′
T depends on ˆ Γc which is assumed to be uniformly stable by im-
posing regularity constraints, see section 3.5.4. Therefore, the approximation
errors linking sums to integrals can be uniformly bounded:
|r′′′
T |2 <
M + NIT ˜ X(0)
T
where M,N are positive real numbers. Therefore
E[|r
′′′
T |
2] = O(1/T)
as claimed.
It remains to show that A and B are ‘close’ to Ac and Bc i.e. that ˆ Γc( )
in Ac, Bc can be replaced by ˆ Γcc( ) in A and B. We ﬁrst note that
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γcc(ωk)|2ITX(ωk)
=
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γ(ωk)|2ITX(ωk) + erT (10.38)
where E[|ert|] = O(1/T). This error-term corresponds to the spurious de-
crease of the optimization criterion 3.7 since ˆ Γ( ) is based on one additional
(superﬂuous) parameter, see corollary 10.219. Let now p and pcc denote the
parameter vectors of ˆ Γ and ˆ Γcc respectively (note that the dimension of pcc
is smaller because the normalizing constant Ccc is not estimated). Then
9This result generalizes well-known regression results, namely that the expected
sample residual variance decreases by σ
2/T for each additional estimated parameter,
see for example (8.1.24) in Hamilton [46]. Note that this eﬀect is not related to any
assumption other than the positive deﬁniteness of the Hessian H. In fact, the latter
ensures that one dimension is lost in the space of the ‘residuals’ by estimating the
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2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γcc(ωk)|2ITX(ωk)
=
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − ˆ Γ(ωk)|2ITX(ωk) + ((Ccc,pcc) − p)′H((Ccc,pcc) − p)
where H is the Hessian10 (of ˆ Γ) and (Ccc,pcc) is ‘enlarged’ by the normalizing
constant. Since H > 0 by assumption we deduce
E[((Ccc,pcc) − p)′((Ccc,pcc) − p)] = O(1/T) (10.39)
from 10.38. Consider now
 
Γ(ω)Re
 
ˆ Γcc(ω)
 
−
   
  ˆ Γcc(ω)
   
 
2 
|1 − exp(−iω)|2
=
 
Γ(ω)Re
 
ˆ Γc(ω)
 
−
 
 
  ˆ Γc(ω)
 
 
 
2 
|1 − exp(−iω)|2 + e′
T
Since the numerator satisﬁes
Γ(0)Re
 
ˆ Γcc(0)
 
−
 
 
  ˆ Γcc(0)
 
 
 
2
= 0
independently of pcc, it follows that its gradient, with respect to pcc, van-
ishes in ω = 0. Moreover, the function is inﬁnitely diﬀerentiable in pcc. As a
consequence, the gradient
∂
∂pcc
 
Γ(ω)Re
 
ˆ Γcc(ω)
 
−
 
 
  ˆ Γcc(ω)
 
 
 
2 
|1 − exp(−iω)|2
must be continuous in ω. Therefore, 10.39 implies that E[e′2
T ] = O(1/T) uni-
formly in ω11. It follows that
A = Ac + e′′
T
B = Bc + e
′′′
T
where E[e′′2
T ] = O(1/T) because the spectral density ˜ h(ω) ∈ C
1/2
f appearing in
A or Ac is a bounded function. Similarly, E[e′′′2
T ] = O(1/T) since the constant
1 appearing in B or Bc is trivially bounded. This achieves the proof of the
proposition.
2
10The ﬁrst order term vanishes because the gradient vanishes in the optimum and
higher-order terms have been neglected.
11Note that ˆ Γc has the same parameter values as ˆ Γ except for the normalizing
constant.232 10 Appendix
10.2 Consistency and Eﬃciency: Stationary Case
Deﬁnition 10.13. A sequence of ARMA ﬁlters ˆ Γj( ),j = 1,2,... is called
uniformly stable or uniformly continuous if
 ∞
k=−r |ˆ γjk| < M for some M >
0, where M does not depend on j.
A very simple method to ensure uniform stability is to ﬁx the number of
parameters p,q of the ﬁlter and to constrain all poles to satisfy |Pk| > 1+ǫT,
where ǫT > δ > 0 and δ does not depend on the sample length T, see section
3.5.4 for details.
10.2.1 Consistency
In order to facilitate the exposition we assume that the unknown solution ˜ Γ( )
of
min
ˆ Γ
E[(Yt − ˆ Yt)
2]
is a stable ARMA(p,q)-ﬁlter or at least that the solution is restricted to the
ARMA-family. Denote by ˜ γk and ˜ Yt the (unknown) MA-coeﬃcients and the
output of ˜ Γ( ). Let  T := {ωk
 
 ωk = k2π/T,|k| = 0,...,T/2} and
wk =
 
1 , |k|  = T/2
1/2 , otherwise (10.40)
Theorem 10.14. Let ˆ Γ( ) be a ﬁxed stable ARMA-ﬁlter, assume Xt in 10.1
is stationary and ǫt is iid and E[ǫ4
t] < ∞. Furthermore let
2π
T
T/2  
k=−T/2
wk| Γ(ωk)|
2ITX(ωk) = E[( Yt)
2] + RT (10.41)
where ωk ∈  T, wk are deﬁned in 10.40 and  Γ( ) := Γ( ) − ˆ Γ( ) . Then
1. The approximation error RT is bounded as follows
• If Xt,Γ ∈ C0
f then limT→∞ E[|RT|] = 0.
• If Xt ∈ C0
f, Γ ∈ Cα
f and α ≥ 1/2 then E[|RT|] = O
 
1 √
T
 
.
2. If the sequence of solutions ˆ Γ0T( ) of
min
ˆ Γ
2π
T
T/2  
k=−T/2
wk| Γ(ωk)|2ITX(ωk) (10.42)
is uniformly stable, then the results obtained in the preceding assertion
remain valid for the stochastic ﬁlters ˆ Γ0T( ).10.2 Consistency and Eﬃciency: Stationary Case 233
Proof:
For the ﬁrst assertion the required assumptions together with the triangu-
lar inequality |γk − ˆ γk| ≤ |γk| + |ˆ γk| imply  Γ( ) ∈ Cα
f whenever Γ( ) ∈ Cα
f
(since ˆ Γ( ) ∈ C∞
f by the stability assumption). This together with Xt ∈ C0
f
and proposition 10.2 implies  Yt ∈ C0
f. Therefore
E[( Yt)2] = V ar( Yt) + E[ Yt]2
=
1
T
T  
t=1
( Yt −  Y )2 + rT1 +
 
 Y
 2
+ rT2 (10.43)
=
2π
T
[T/2]  
k=−[T/2],k =0
wk| Γ(ωk)|2ITX(ωk)
+
2π
T
| Γ(0)|2ITX(0) + rT1 + rT2 + rT3 (10.44)
where E[r2
Ti] = O(1/T),i = 1,2 (see for example Brockwell and Davis [13]
remark 1 p.230 and theorem 7.1.2 p.219) and E[|rT3|] = o(1) or E[|rT3|] =
O(1/
√
T) depending on the above assumptions, see proposition 10.17.
Since the above proof only requires stability of the ARMA-ﬁlter it remains
valid if the constant (ﬁxed) ﬁlter ˆ Γ( ) is replaced by the stochastic ﬁlter ˆ Γ0T( )
provided the sequence ˆ Γ0T( ) is uniformly stable. To see this, note ﬁrst that
rT1 and rT2 in 10.44 remain bounded as asserted by the theorem because
Γ( ) − ˆ Γ0T( ) ∈ Cα
f uniformly in T:
∞  
k=−∞
|γk − ˆ γk0T||k|α <
∞  
k=−∞
(|γk| + |ˆ γk0T|)|k|α < Mα
(where Mα can be chosen independently of T) whenever Γ( ) ∈ Cα
f . Therefore,
the assumption Xt ∈ C0
f and proposition 10.2 imply Yt− ˆ Yt0T ∈ C0
f uniformly
in T, i.e.
 ∞
k=−∞ |ck0T| < M′ where ck0T are the MA-coeﬃcients of Yt− ˆ Yt0T
and M′ can be chosen independently of T. Brockwell and Davis [13] (remark
1 p.230 and theorem 7.1.2 p.219) then show that rT1 and rT2 converge as
required.
The remaining ‘error’ rT3 in 10.44 is analyzed in proposition 10.8. It can
be veriﬁed directly by analyzing the corresponding proof, that the uniform
stability assumption implies rT3 = o(1/
√
T) as claimed. This completes the
proof of the theorem.
2
Corollary 10.15. Let the assumptions of theorem 10.14 be satisﬁed and as-
sume also that the sequence of ARMA(p,q)-ﬁlters ˆ Γ0T( ) solving
min
ˆ Γ
2π
T
T/2  
k=−T/2
wk| Γ(ωk)|2ITX(ωk) (10.45)234 10 Appendix
is uniformly stable. Then the output ˆ Yt0T of ˆ Γ0T( ) satisﬁes
E[(Yt − ˆ Yt0T)2] = E[(Yt − ˜ Yt)2] + RT (10.46)
where ˜ Yt is the output of the optimal ﬁlter ˜ Γ and where RT = o(1) or RT =
O(1/
√
T) depending on Γ ∈ C0
f or Γ ∈ C
1/2
f .
Proof :
The corollary is proved for Γ ∈ C
1/2
f , i.e. RT = O(1/
√
T) (a similar proof
would apply if Γ ∈ C0
f). Let
E[(Yt − ˆ Yt0T)2] = min
ˆ Γ
E[(Yt − ˆ Yt)2] + RT
and suppose
1/
√
T
RT
= o(1) (10.47)
It is shown that this hypothesis leads to a contradiction:
min
ˆ Γ
2π
T
[T/2]  
k=−[T/2]
wk| Γ(ωk)|2ITX(ωk)
=
2π
T
[T/2]  
k=−[T/2]
wk|Γ(ωk) − ˆ Γ0T(ωk)|2ITX(ωk)
= E[(Yt − ˆ Yt0T)2 + O(1/
√
T)
= min
ˆ Γ
E[(Yt − ˆ Yt)2] + RT
= min
ˆ Γ

2π
T
[T/2]  
k=−[T/2]
wk| Γ(ωk)|
2ITX(ωk) + R
′
T

 + RT
= min
ˆ Γ

2π
T
[T/2]  
k=−[T/2]
wk| Γ(ωk)|
2ITX(ωk)

 + RT
The second equality follows from theorem 10.14, second assertion. The third
equality is a consequence of 10.47. The last equality follows from the ﬁrst asser-
tion of theorem 10.14, using the stability of the solution of min ˆ Γ E[(Yt − ˆ Yt)2]
which implies that R′
T = O(1/
√
T) so that RT asymptotically dominates R′
T
(by assumption 10.47). Since RT  = 0 by assumption, the above development
contradicts 10.47 which completes the proof of the corollary.
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10.2.2 Super-consistency and Eﬃciency
Let the assumptions of theorem 10.14 be satisﬁed, so that Xt ∈ C0
f (results
straightforwardly extend to integrated processes by using theorem 10.18). Let
ˆ Γ0T( ) denote the solution of the DFA optimization criterion 3.7 (stationary
case) with corresponding output ˆ Yt0T. Also, let
r
′
0T := E[(Yt − ˆ Yt0T)
2] −
1
T
T  
t=1
(Yt − ˆ Yt0T)
2
be the approximation error of the arithmetic mean in 3.6 and let
r0T :=
2π
T
T/2  
k=−T/2
wk| Γ0T(ωk)|2ITX(ωk) −
1
T
T  
t=1
(Yt − Y0Tt)2
be the ‘convolution error’ in 3.4. Then
R0T = r′
0T − r0T (10.48)
where R0T is the interesting error term in theorem 10.14. The following two
propositions show that the ﬁrst component r′
0T = O(1/
√
T) is ‘smallest possi-
ble’ (eﬃciency) and that the second error component is of smaller magnitude
than the ﬁrst one asymptotically (superconsistency).
Proposition 10.16. Assume Xt ∈ C0
f, Γ( ) ∈ C0
f and ǫt is an iid sequence
with ﬁnite fourth order moments. Assume also that the solutions ˆ Γ0T( ) of 3.7
deﬁne a uniformly stable sequence and that the signal Yt is known. Then
1
T
T  
t=1
(Yt − ˆ Yt0T)2
is an asymptotically best linear unbiased estimate of E[(Yt − ˆ Yt0T)2].
Proof
Let  Yt0T := Yt − ˆ Yt0T and  Γ0T( ) := Γ( ) − ˆ Γ0T( ). Γ( ) ∈ C0
f and the
uniform stability of the sequence ˆ Γ0T( ) imply that  Γ0T( ) ∈ C0
f uniformly
i.e. there exists an M > 0 independent of T such that
∞  
k=−∞
|γk − ˆ γk0T| ≤
∞  
k=−∞
|γk| + |ˆ γk0T| < M
If Xt ∈ C0
f (as assumed), then proposition E.2 in Wildi [75] implies that
∞  
j=0
|R( Y0T )2(j)| < M′236 10 Appendix
where R( Y0T )2(j) is the autocovariance function of the process ( Yt0T)2 and
M′ does not depend on T. Therefore the spectral density of ( Yt0T)2 exists
and is a continuous function (because its Fourier coeﬃcients R( Y0T )2(k) are
absolutely summable). Grenander and Rosenblatt [45], section 7.3, then show
that ( Y )2
0T := 1
T
 T
t=1( Yt0T)2 is an asymptotically best linear unbiased
estimate of E[(Yt − ˆ Yt0T)2] which completes the proof of the proposition.
2
Proposition 10.17. Let Xt ∈ C0
f in 10.1 be stationary and let
2π
T
T/2  
k=−T/2
wk| Γ(ωk)|2ITX(ωk) =
1
T
T  
t=1
( Yt)2 + rT (10.49)
where  Γ( ) := Γ( ) − ˆ Γ( ) and  Yt := Yt − ˆ Yt. Assume further that ˆ Γ( ) is
a ﬁxed and stable ARMA-ﬁlter.
• If Γ( ) ∈ C0
f then limT→∞ E[|rT|] = 0.
• If Γ( ) ∈ C
1/2
f then E[|rT|] = o(1/
√
T).
Proof
If Γ( ) ∈ Cα
f then the stability of ˆ Γ( ) and the triangular inequality |γk −
ˆ γk| ≤ |γk| + |ˆ γk| imply that  Γ( ) ∈ Cα
f . Deﬁne  Y := 1
T
 T
t=1  Yt and
consider
1
T
T  
t=1
( Yt)
2 =
2π
T
[T/2]  
k=−[T/2]
wkIT Y (ωk)
=
2π
T
[T/2]  
k=−[T/2]
wk| Γ(ωk)|
2ITX(ωk) + rT
where the second equality follows from the spectral decomposition of the sam-
ple variance, see proposition 10.4. The ﬁrst or the second assertion of Propo-
sition 10.8 then achieve the proof.
2
10.3 Consistency and Eﬃciency: Integrated Processes
10.3.1 Consistency
Let
˜ Xt :=
n  
j=1
 
exp(−iλj) − B
 dj
Xt (10.50)10.3 Consistency and Eﬃciency: Integrated Processes 237
where dj ∈ IN are integers, B is the backshift operator, Xt is a real process and
˜ Xt is a stationary real process. It is assumed that Xt has been suitably ini-
tialized in the ‘past’ (for example X0 = X−1 = ... = X−max(dj) = 0) and that
˜ Xt ∈ C0
f so that its spectral density ˜ h( ) exists and is continuous, see section
4.2 in Wildi[75]. For simplicity of exposition we also assume that ˜ h(λj) > 0
for j = 1,...,n i.e. the spectral density of the diﬀerenced stationary process
does not vanish at the unit roots (which would be the case for fractionally
integrated processes for example). Let Γ( ) be suﬃciently regular (see below
for a formal requirement) and deﬁne
  ˜ Γ(ω) :=

       
       
 Γ(ω)
 n
j=1
 
exp(−iλj) − exp(−iω)
 dj ω  = λj,∀j
(−1)dl  ∞
k=−∞  γkkdl exp(−ikλl)
dl!exp(−idlλl)
 
j =l
 
exp(−iλj) − exp(−iλl)
 dj ω = λl
(10.51)
where  Γ(ω) := Γ(ω) − ˆ Γ(ω) and  γk are the corresponding ﬁlter coef-
ﬁcients. The limiting expression for ω = λl is obtained from Taylor series
developments of numerator and denominator polynomials and it exists sub-
ject to certain assumptions which are listed in the following theorem. Deﬁne
also  Γ i(ω) as the i-th. derivative of Γ(ω) − ˆ Γ(ω) with respect to ω, where
 Γ 0(ω) := Γ(ω) − ˆ Γ(ω).
The following theorem enables a formal generalization of results obtained
in the stationary case.
Theorem 10.18. Assume the following assumptions apply to Xt (in 10.50)
and to Γ( ):
• Regularity:
– Γ( ) ∈ C
d+δ+α
f where d := max(dj)j=1,...,n, δ > 0 and α ≥ 0.
– ˆ Γ( ) is a stable ARMA-ﬁlter and
– ˜ Xt ∈ C0
f and ˜ h(λj) > 0 for j = 1,...,n.
• Constraints:
 Γ (i)(λj) = 0, i = 0,...,dj − 1 and j = 1,...,n (10.52)
where  Γ (i)( ) has been deﬁned above.
Then
•  Yt := Yt − ˆ Yt ∈ C0
f and thus  Yt is a stationary process. Moreover
condition 10.52 is necessary (asymptotically) for ensuring the ﬁniteness of
the mean-square ﬁlter error.
•   ˜ Γ( ) ∈ Cα
f where   ˜ Γ( ) has been deﬁned above.238 10 Appendix
Proof:
The theorem is proved for two unit-roots λ1 and λ2, i.e. for integration
orders d = 1,2 only. Similar arguments apply to larger integration orders.
Deﬁne
 Γ
1(ω) :=
 Γ(ω)
 
exp(−iλ1) − exp(−iω)
 
so that:
∞  
k=−∞
 γk exp(−ikω) =
 
exp(−iλ1) − exp(−iω)
 
∞  
k=−∞
 γ
1
k exp(−ikω)
Thus
 γ1
k =
∞  
j=0
 γk+j exp(i(j + 1)λ1) (10.53)
Introducing the second unit-root and using 10.53 for   ˜ Γ(ω) =
 Γ 1(ω)
 
exp(−iλ2) − exp(−iω)
 
leads to:
 ˜ γk =
∞  
j=0
 γ1
k+j exp(i(j + 1)λ2)
= exp(i(λ1 + λ2))
∞  
j=0
 
exp(ijλ2)
∞  
l=0
 γk+j+l exp(ilλ1)
 
= exp(i(λ1 + λ2))
∞  
j=0
 
 γk+j
j  
l=0
exp(ilλ2)exp(i(j − l)λ1)
 
= exp(i(λ1 + λ2))
∞  
j=0
 
 γk+j exp(ijλ1)
j  
l=0
exp(il(λ2 − λ1))
 
= exp(i(λ1 + λ2))
∞  
j=0
 γk+j exp(ijλ1)
exp(i(j + 1)(λ2 − λ1)) − 1
exp(i(λ2 − λ1)) − 1
=:
∞  
j=0
 γk+j exp(ijλ1)f(j,λ1,λ2) (10.54)
where  ˜ γk are the coeﬃcients of 10.51 and the deﬁnition of f( ) is straight-
forward. Assume ﬁrst d = 1 i.e. λ1  = λ2.
• By assumption  Γ(λ1) =  Γ(λ2) = 0. Thus
∞  
j=−∞
 γk+j exp(ijλ1)f(j,λ1,λ2) = C1 Γ(λ1) + C2 Γ(λ2) = 010.3 Consistency and Eﬃciency: Integrated Processes 239
where C1 and C2 are constants (the ﬁrst equality can be veriﬁed straight-
forwardly by inserting the deﬁnition of f( ) and simplifying). Therefore,
 ˜ γk can be written as:
 ˜ γk =



 ∞
j=0  γk+j exp(ijλ1)f(j,λ1,λ2) k ≥ 0
−
 −1
j=−∞  γk+j exp(ijλ1)f(j,λ1,λ2) k < 0
(10.55)
• Assuming k ≥ 0, one obtains
| ˜ γk| =
 
   
 
 
 
∞  
j=0
 γk+j exp(ijλ1)f(j,λ1,λ2)
 
   
 
 
 
≤ M
∞  
j=0
| γk+j|
≤ M
1
kα+δ+d
∞  
j=−∞
| γk+j||k + j|
α+δ+d
= O(k−α−δ−d) (10.56)
where M = supj |f(j,λ1,λ2)| < 2/|exp(i(λ2−λ1))−1|. A similar result is
obtained for k < 0, using 10.55. For d = 1 and δ > 0 the last result implies
  ˜ Γ( ) ∈ Cα
f as was to be proved.
Assume now λ1 = λ2 = λ so that d = 2 and thus f(j,λ1,λ2) = exp(i2λ)(j+1)
(use de l’Hopital’s rule for example). Therefore, 10.54 implies
 ˜ γk = exp(i2λ)
∞  
j=0
 γk+j exp(ijλ)(j + 1)
The identity
 ˜ γk =



exp(i2λ)
 ∞
j=0  γk+j exp(ijλ)(j + 1) k ≥ 0
−exp(i2λ)
 −1
j=−∞  γk+j exp(ijλ)(j + 1) k < 0
(10.57)
follows (for k < 0) from:
∞  
j=−∞
 γj+k exp(−ijλ)(−i(j + 1)) = exp(iλ)
d
dω
(exp(i(k − 1)ω) Γ(ω))
 
   
 
ω=λ
= 0
where 10.52 is used, i.e.  Γ(λ) = 0 = d
dω Γ(ω)
 
 
ω=λ. It is now shown that
  ˜ Γ( ) ∈ Cα
f . Assume ﬁrst k ≥ 0 so that240 10 Appendix
| ˜ γk| =
 
 
 
 
   
∞  
j=0
 γk+j exp(ijλ)(j + 1)
 
 
 
 
   
≤
∞  
j=0
| γk+j|(j + 1)
≤
1
kα+δ+d−1
∞  
j=−∞
| γk+j||k + j|
α+δ+d−1 |j + 1|
= O(k
−α−δ−d+1) (10.58)
and similarly for k < 0, using the identity 10.57. Therefore   ˜ Γ( ) ∈ Cα
f , since
d = 2. This proves the second assertion of the theorem. A proof of the ﬁrst
assertion follows from
 Yt =
∞  
k=−∞
 ˜ γk ˜ Xt−k
=
∞  
k=−∞


∞  
j=−∞
 ˜ γjbk−j

ǫt−k
(where bj are the MA-coeﬃcients of ˜ Xt). Since   ˜ Γ( ) ∈ C0
f and ˜ Xt ∈ C0
f,
proposition 10.2 implies that  Yt ∈ C0
f as required. The ‘necessity’ part (in
an asymptotic perspective) of the assertion follows from the spectral decom-
position of the variance of the stationary process  Yt:
V ar( Yt) =
1
2π
  π
−π
|  ˜ Γ(ω)|2˜ h(ω)dω
where ˜ h( ) is the spectral density of the stationary process ˜ Xt and   ˜ Γ( ) is
deﬁned in 10.51. Since the continuous spectral density ˜ h( ) satisﬁes ˜ h(λj) > 0
for all unit-root frequencies (by assumption) the integral remains bounded if
and only if the expression in 10.51 exists. Therefore, the constraints 10.52 are
necessary (asymptotically). This completes the proof of the theorem.
2
A formal extension of the DFA to integrated input processes is proposed
in the following corollary.
Corollary 10.19. Let Xt and ˜ Xt be deﬁned by 10.50 and let the assumptions
of theorem 10.18 be satisﬁed.
1. If the assumptions of proposition 10.17 or theorem 10.14 are satisﬁed for
the stationary input signal ˜ Xt then the corresponding assertions remain
true if the expression on the left hand side of 10.41 is replaced by
2π
N
[N/2]  
k=−[N/2]
wk|  ˜ Γ(ωk)|2IN ˜ X(ωk) (10.59)10.4 Asymptotic Distribution of Filter Parameters, Generalized Information Criterion and Hypothesis Tests 241
i.e. if one replaces Xt by ˜ Xt and  Γ( ) by   ˜ Γ( ) (as deﬁned in 10.51) in
10.49 and 10.41.
2. If the assumptions of corollary 10.15 are satisﬁed, then the solution of
min
ˆ ΓC
2π
N
[N/2]  
k=−[N/2]
wk|  ˜ Γ(ωk)|2IN ˜ X(ωk) (10.60)
also minimizes the ﬁlter error variance up to an error term of order
O(1/
√
N) in absolute mean.
Proof:
If the sequence of constrained (ARMA) ﬁlters ˆ ΓC0T( ) minimizing 10.59
is uniformly stable (as assumed by theorem 10.14), then the approximations
10.56 and 10.58 in the proof of theorem 10.18 can be made independent of
T. Therefore, the assertions of theorem 10.18 remain true for the sequence
ˆ ΓC0T( ) (independently of T). In particular, the second assertion shows that
the (set of) conditions 10.52 are necessary (asymptotically). Therefore, the
optimal ﬁlter must satisfy 10.52. Furthermore, the ﬁrst assertion of theorem
10.18 ensures that   ˜ Γ( ) ∈ Cα
f , i.e. the regularity assumptions required by
proposition 10.17 or theorem 10.14 are satisﬁed. Therefore, the latter results
can be applied to the stationary input signal ˜ Xt ∈ C0
f, replacing  Γ( ) by
  ˜ Γ( ) in 10.49 and 10.41 as claimed. As a consequence, corollary 10.15 can
be applied which completes the proof of the corollary.
2
10.3.2 Eﬃciency
Propositions 10.16 and 10.17 straightforwardly apply to the constrained ﬁl-
ter solution or, equivalently, to the generalized optimization criterion 10.60.
Therefore, eﬃciency is ensured by the same arguments as in section 10.2.2:
the error components r′
0T and r0T in 10.48 are ‘small’. More precisely, r′
0T
is asymptotically ‘smallest’ possible (proposition 10.16) and r0t is of smaller
magnitude than r′
0T (proposition 10.17).
10.4 Asymptotic Distribution of Filter Parameters,
Generalized Information Criterion and Hypothesis Tests
We here assume that Xt is either stationary or that that the conditions 10.52
are satisﬁed if Xt is integrated (so that ˜ Xt in 10.50 is again stationary). A
hypothesis test for the conditions 10.52 is proposed in section 10.5.242 10 Appendix
10.4.1 The Asymptotic Distribution of real-Time Filter
Parameters
It is ﬁrst assumed that Xt is stationary. An extension to non-stationary in-
tegrated processes is provided in the remarks below. Consider a real-time
ARMA-ﬁlter
ˆ Yt =
Q  
k=1
ak ˆ Yt−k +
q  
k=0
bkXt−k (10.61)
The following theorem proposes an expression for the asymptotic distribution
of ﬁlter parameter estimates obtained by 3.7. For that purpose denote the
(unknown) stable ARMA(Q,q)-ﬁlter minimizing the revision error variance
(in the class of ARMA(Q,q) ﬁlters) by ˜ ΓQq( ) and denote the corresponding
(unknown) (Q+q+1)-dimensional vector of parameters by ˜ b. Note also that
for ZPC-ﬁlters Q = q.
Theorem 10.20. Assume
• Γ( ) ∈ C
5/2
f and Xt ∈ C
1/2
f . The white noise sequence ǫt (deﬁning Xt) is
an iid sequence satisfying E[ǫ8
t] < ∞.
• The DFA solutions ˆ ΓQq( ) of 3.7 deﬁne a uniformly stable sequence of
ARMA(Q,q) ﬁlters12.
• The matrix (hessian)
UQq :=
  π
−π
∂2
∂b2
 
|Γ(ω) − ˜ ΓQq(ω)|2
 
h(ω)dω (10.62)
is strictly positive deﬁnite in a neighborhood of ˜ b.
It then follows that
1. the vector
√
T(ˆ b − ˜ b) is asymptotically normally distributed with mean
zero. More precisely
√
T(ˆ b − ˜ b) ∼ AN(0,U
−1
QqVQqU
−1
Qq) (10.63)
where AN means asymptotically multivariate normally distributed and
where UQq is deﬁned in (10.62) and
VQq := 4π
  π
−π
∂
∂b
 
|Γ(ω) − ˜ ΓQq(ω)|2
  
∂
∂b
 
|Γ(ω) − ˜ ΓQq(ω)|2
  ′
×h(ω)
2dω (10.64)
and the operators
∂2
∂b2( ) and
∂
∂b
( ) are the hessian and the gradient (of
their arguments) respectively and h( ) is the spectral density of Xt;
12This is achieved by assuming ﬁnitely many parameters (for example constant
(Q,q)) and by constraining the parameter space, see section 3.5.4.10.4 Asymptotic Distribution of Filter Parameters, Generalized Information Criterion and Hypothesis Tests 243
2. the matrices UQq and VQq can be consistently estimated by
ˆ UQq :=
2π
T
[T/2]  
k=−[T/2]
∂2
∂b2|Γ(ωk) − ˆ ΓQq(ωk)|2ITX(ωk) (10.65)
ˆ VQq :=
8π2
T
[T/2]  
k=−[T/2]
∂
∂b
 
|Γ(ωk) − ˆ ΓQq(ωk)|2
 
×
 
∂
∂b
 
|Γ(ωk) − ˆ ΓQq(ωk)|2
  ′
ITX(ωk)2 (10.66)
More precisely
UQq = ˆ UQq + O(1/
√
T)
and
VQq = ˆ VQq + O(1/
√
T)
where the approximations are deﬁned elementwise and in absolute mean.
Remarks
• Note that ˜ Γ( ) and ˆ Γ( ) have the same ARMA-structure (same AR- and
MA-orders) but diﬀerent parameters. One could set ˜ Γ(ω) := Γ(˜ b,ω) and
ˆ Γ(ω) := Γ(ˆ b,ω) where Γ( ,ω) represents the common ARMA-structure.
Therefore
∂
∂bi
˜ Γ( ) :=
∂
∂bi
Γ(b, )
 
 
   
b=˜ b
∂
∂bi
ˆ Γ( ) :=
∂
∂bi
Γ(b, )
   
 
 
b=ˆ b
and similarly for second order derivatives.
• The strict positive deﬁniteness of the Hessian implies that the parameters
are uniquely identiﬁed in the vicinity of ˜ b. So for example, cancelling zeroes
and poles of the ARMA-ﬁlters ˜ ΓQq( ) and ˆ ΓQq( ) are not allowed.
Proof of theorem 10.20. For notational convenience the index Qq is dropped
from ˜ ΓQq( ) and ˆ ΓQq( ) and from the matrices UQq, VQq, ˆ UQq and ˆ VQq.
Deﬁne
P(˜ b) :=
2π
T
[T/2]  
k=−[T/2]
∂
∂b
|Γ(ωk) − ˜ Γ(ωk)|2ITX(ωk)
A ﬁrst order Taylor series development of P( ) centered in ˆ b then leads to244 10 Appendix
P(˜ b) = ˆ U(˜ b − ˆ b) + O((˜ b − ˆ b)2) (10.67)
Using corollary 10.15 and the fact that the Hessian is strictly positive def-
inite (ﬁlter parameters are identiﬁed) the DFA is consistent so that higher
order terms are asymptotically negligible. It is shown in proposition 10.8.6 in
Brockwell and Davis [13] that
l′P(˜ b) ∼
AN


0,
4π
T
  π
−π


Q+q+1  
j=1
lj
∂
∂bj
|Γ(ω) − ˜ Γ(ω)|
2


2
h(ω)
2dω


 (10.68)
for any arbitrary array l of dimension Q+q+1 (the proof is given for ARMA-
processes whose transfer functions are in C∞
f ; however, a closer look shows
that the proof requires C
1/2
f ‘only’ as assumed by theorem 10.20). Note also
the slightly diﬀerent periodogram deﬁnitions which imply a diﬀerent normal-
ization of the integral in (10.68).
The Cramer-Wold device then implies
P(˜ b) ∼ AN
 
0,
4π
T
  π
−π
∂
∂b
|Γ(ω) − ˜ Γ(ω)|2
×
 
∂
∂b
|Γ(ω) − ˜ Γ(ω)|2
 ′
h(ω)2dω
 
(10.69)
The matrix ˆ U converges to U in probability. To see this, use a similar devel-
opment as the one leading to 10.73 below and make use of the consistency of
the DFA-estimate: the latter implies that the order of the approximation in
(the similar development of) 10.72 is o(1) (in mean-square). Since U is strictly
positive deﬁnite by assumption, ˆ U−1 must converge to U−1 by proposition
7.1 in Hamilton [46]. As a result, 10.67 and proposition 7.3 in Hamilton [46]
(example 7.5) imply that
(ˆ b − ˜ b) ∼ U−1P(˜ b) (10.70)
asymptotically, where ∼ means ‘distributed as’. Note that
(ˆ b − ˜ b) = O(1/
√
T) (10.71)
(use 10.69 and 10.70). Taken together, these results imply 10.6313.
Consider now the estimates for the variance covariance matrix of the param-
eter estimates.
13Note that the hessian U is symmetric so that U = U
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ˆ U :=
2π
T
[T/2]  
k=−[T/2]
∂2
∂b2|Γ(ωk) − ˆ Γ(ωk)|2ITX(ωk)
=
2π
T
[T/2]  
k=−[T/2]
∂2
∂b2|Γ(ωk) − ˆ Γ(ωk)|2h(ωk) + O(1/
√
T)
=
2π
T
[T/2]  
k=−[T/2]
∂2
∂b2|Γ(ωk) − ˜ Γ(ωk)|2h(ωk) + O(1/
√
T) (10.72)
=
  π
−π
∂2
∂b2|Γ(ω) − ˜ Γ(ω)|2h(ω)dω + O(1/
√
T) (10.73)
= U + O(1/
√
T)
The second equality follows from (10.31). The third equality follows from
(10.71) which implies
 
 
 
 
∂2
∂b2
ˆ Γ(ωk) −
∂2
∂b2
˜ Γ(ωk)
 
 
 
  = O(1/
√
N)
uniformly in ωk. Finally, (10.73) follows from proposition 10.11, using the
regularity of ˜ Γ(ωk) (which is inﬁnitely often diﬀerentiable since it is a stable
ARMA ﬁlter) and the assumptions h( ) ∈ C
1/2
f and Γ( ) ∈ C
5/2
f so that the
second order derivatives of Γ( ) are in C
1/2
f (note that the product of these
functions must be in C
1/2
f by proposition 10.2). Finally, consider
ˆ V :=
8π2
T
[T/2]  
k=−[T/2]
∂
∂b
 
|Γ(ωk) − ˆ Γ(ωk)|
2
  
∂
∂b
 
|Γ(ωk) − ˆ Γ(ωk)|
2
  ′
×ITX(ωk)
2
= 4π
2π
T
[T/2]  
k=−[T/2]
∂
∂b
 
|Γ(ωk) − ˆ Γ(ωk)|2
  
∂
∂b
 
|Γ(ωk) − ˆ Γ(ωk)|2
  ′
×h(ωk)
2 + O(1/
√
T)
= 4π
2π
T
[T/2]  
k=−[T/2]
∂
∂b
 
|Γ(ωk) − ˜ Γ(ωk)|2
  
∂
∂b
 
|Γ(ωk) − ˜ Γ(ωk)|2
  ′
×h(ωk)2 + O(1/
√
T)
= 4π
  π
−π
∂
∂b
 
|Γ(ω) − ˜ Γ(ω)|
2
  
∂
∂b
 
|Γ(ω) − ˜ Γ(ω)|
2
  ′
×h(ω)2dω + O(1/
√
T) (10.74)
The second equality follows from246 10 Appendix
• the identity
E[INX(ωk)
2] = V ar(INX(ωk)) + E[INX(ωk)]
2
2h(ωk)
2 + O(1/
√
N)
see 10.19 and 10.20;
• the approximation
V ar

2π
T
[T/2]  
k=−[T/2]
g(ωk)ITX(ωk)
2


=
4π2
T 2
  [T/2]  
k=−[T/2]
g(ωk)2V ar(ITX(ωk)2)
+
[T/2]  
k=−[T/2]
[T/2]  
j=−[T/2],j =k
 
g(ωk)g(ωj)Cov
 
ITX(ωk)2,ITX(ωj)2
   
= O(1/T) (10.75)
where g( ) is an arbitrary bounded function. The order in (10.75) is a
consequence of (10.21) and the boundedness of g( ). Note that
∂
∂b
 
|Γ(ω) − ˜ Γ(ω)|
2
  
∂
∂b
 
|Γ(ω) − ˜ Γ(ω)|
2
  ′
in (10.74) is bounded elementwise because of regularity assumptions. Note
that ﬁnite eighth-order moments of the process, equivalently of ǫt, are
required here as claimed in the above assumptions.
The last two steps leading to (10.74) are identical to the last two steps in
(10.73). This completes the proof of the theorem. ⊓ ⊔
Remark
• Theorem 10.20 can easily be generalized to integrated processes provided
the conditions 10.52 - ﬁlter constraints - are satisﬁed (together with reg-
ularity assumptions for Γ( )). The key result is given in theorem 10.18
which transforms the non-stationary into the stationary case. The process
Xt must then be replaced by the diﬀerenced stationary process ˜ Xt and
the optimization criterion 3.7 (stationary case) must be replaced by 6.7
(integrated process).
10.4.2 Spurious Decrease of the Optimization Criterion: a Step
Towards a Generalization of Information Criteria
The following corollary can be used to estimate the ﬁlter orders Q and q. It
provides an expression of the decrease of10.4 Asymptotic Distribution of Filter Parameters, Generalized Information Criterion and Hypothesis Tests 247
E

2π
T
[T/2]  
k=−[T/2]
|Γ(ωk) − ˆ Γ(ωk)|2ITX(ωk)

 (10.76)
(where ˆ Γ(ωk) is the DFA estimate) as overparameterization arises i.e. Q > Q′
and/or q > q′ where Q′ and q′ are the ﬁlter orders of the best unknown asym-
metric ﬁlter ˜ Γ( ) (which is supposed to exist). Ideally, 10.76 should remain
constant for Q > Q′ and q > q′ (which would indicate the true ﬁlter orders Q
and q) but overﬁtting leads to a ‘spurious’ decrease.
Corollary 10.21. Let the assumptions of theorem 10.20 be satisﬁed. Then
2πE
  [T/2]  
k=−[T/2]
|Γ(ωk) − ˜ ΓQq(ωk)|2ITX(ωk)
−
[T/2]  
k=−[T/2]
|Γ(ωk) − ˆ ΓQq(ωk)|
2ITX(ωk)
 
=
1
2
tr
 
VQqU
−1
Qq
 
+ o(1) (10.77)
where tr( ) is the trace operator (i.e. the sum of the diagonal elements of a
quadratic matrix) and UQq and VQq are deﬁned in theorem 10.20.
Remark
• If overparameterization is attained (i.e. if Q ≥ Q′ and q ≥ q′) then
[T/2]  
k=−[T/2]
|Γ(ωk) − ˜ ΓQq(ωk)|
2ITX(ωk)
does no more depend on Q nor on q. Therefore, the right hand side of
(10.77) reﬂects the ‘spurious’ decrease of the criterion 3.7 for growing Q(≥
Q′) and/or q(≥ q′).
Proof of corollary 10.21. As in the proof of theorem 10.20 the subscript
Qq of ﬁlters and matrices is omitted for notational convenience. Consider the
Taylor series development centered in ˆ b
2π
[T/2]  
k=−[T/2]
|Γ(ωk) − ˜ Γ(ωk)|2ITX(ωk)
= 2π
[T/2]  
k=−[T/2]
|Γ(ωk) − ˆ Γ(ωk)|2ITX(ωk)
+T
1
2
 
ˆ b − ˜ b
 ′
U
 
ˆ b − ˜ b
 
+ o(1)T
 
ˆ b − ˜ b
 ′  
ˆ b − ˜ b
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where the ﬁrst order derivative vanishes by deﬁnition of ˆ Γ( ) and ˆ U = U +
O(1/
√
T) has been used. Since
T × V ar
 
ˆ b − ˜ b
 
= U−1VU−1
asymptotically (see (10.63)) it follows that
2πE
  [T/2]  
k=−[T/2]
|Γ(ωk) − ˜ Γ(ωk)|2ITX(ωk)
−
[T/2]  
k=−[T/2]
|Γ(ωk) − ˆ Γ(ωk)|2ITX(ωk)
 
=
T
2
E
 
tr
  
ˆ b − ˜ b
 ′
U
 
ˆ b − ˜ b
   
+ o(1)
=
T
2
tr
 
UE
  
ˆ b − ˜ b
  
ˆ b − ˜ b
 ′  
+ o(1)
=
1
2
tr
 
UU−1VU−1 
+ o(1)
=
1
2
tr
 
VU
−1 
+ o(1)
as claimed. ⊓ ⊔
Given the above spurious decrease of the optimization criterion 3.7 it is not
diﬃcult to derive a kind of generalization of traditional information criteria.
Consider
2π
T
[T/2]  
k=−[T/2]
|Γ(ωk) − ˆ Γ(ωk)|
2ITX(ωk) + f(T)
1
2T
tr
 
VU
−1 
where f(T) > 1 is a suitable weighting function. If f(T) = 2 then AIC is
replicated and if f(T) = ln(T) then BIC is replicated.
10.4.3 Testing for Parameter Constraints
Assume Γ( ) and Xt satisfy the assumptions of theorem 10.20. Assume also
that the parameter constraints can be set up in the form R˜ b = r where
˜ b := (a1,...,aQ,b0,...,bq)′ is the true parameter vector and where R and r are
a m∗(Q+q+1)-matrix (with rank m) and a m-dimensional vector respectively.
The so called Wald-form (see for example Hamilton [46], p.213) of the test of
H0 : R˜ b = r against H1 : R˜ b  = r is given by the test-statistic
T(Rˆ b − r)′
 
Rˆ U−1ˆ Vˆ U−1R′
 −1
(Rˆ b − r) (10.78)10.5 Filter Constraint Tests in the Case of Asymptotically Unbounded Time Series 249
where ˆ U and ˆ V are deﬁned in theorem 10.20 and ˆ b is the DFA-parameter
estimate. The test-statistic (10.78) is asymptotically χ2-distributed with m
degrees of freedom, where m is the number of (linear independent) restric-
tions.
Simple hypotheses like H0 : aQ = 0 or bq = 0 (i.e. veriﬁcation of AR- and MA-
orders Q and q + 1 of the ARMA-ﬁlter) or more complex linear constraints
can be tested, using the above Wald-form of the hypothesis-test.
10.5 Filter Constraint Tests in the Case of
Asymptotically Unbounded Time Series
Let Xt be integrated with a single unit root in frequency zero and denote by
ˆ Γ(ω) = C0
 
k(Zk − exp(−iω))
 
k(Pk − exp(−iω))
a one-sided ﬁlter14 which satisﬁes the level constraint 3.18 so that
C0 =
Γ(0)
ˆ Γ(0)
Denote the pure ARMA-part of the ﬁlter by
ˆ Γ
′( ) =
ˆ Γ( )
C0
Assume now that ˆ C is estimated only in 3.7 i.e. ˆ Γ ′( ) is held ﬁxed. The fol-
lowing proposition derives a formal expression for ˆ C.
Proposition 10.22. The estimate ˆ C of C0 satisﬁes
ˆ C
C0
− 1 =
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk) ˆ Γ(ωk) −
 
    ˆ Γ(ωk)
 
   
2 
  ITX(ωk)
2π
T
T/2  
k=−T/2
wk
 
    ˆ Γ(ωk)
 
   
2
ITX(ωk)
Proof:
For notational simplicity we here assume Γ(0) = 1. The estimate ˆ C can
be derived from
14If the ARMA-ﬁlter is based on ZPC-ﬁlters, then there are identically many
zeroes and poles. However, more general designs are allowed.250 10 Appendix
∂
∂C
2π
T
T/2  
k=−T/2
wk|Γ(ωk) − C ˆ Γ ′(ωk)|2ITX(ωk)
=
2π
T
T/2  
k=−T/2
wk
 
2Re
 
Γ(ωk) − C ˆ Γ ′(ωk)
 
Re
 
− ˆ Γ ′(ωk)
 
+2Im
 
Γ(ωk) − C ˆ Γ ′(ωk)
 
Im
 
− ˆ Γ ′(ωk)
 
 
ITX(ωk)
= 0
Solving for ˆ C leads to:
ˆ C =
2π
T
T/2  
k=−T/2
wkΓ(ωk)Re
 
ˆ Γ ′(ωk)
 
ITX(ωk)
2π
T
T/2  
k=−T/2
wk
 
 
  ˆ Γ ′(ωk)
 
 
 
2
ITX(ωk)
(10.79)
where Re(Γ( )) = Γ( ) and Im(Γ( )) = 0 have been used. Therefore, we
obtain
ˆ C
C0
− 1 =
2π
T
T/2  
k=−T/2
wk
 
Γ(ωk)Re
 
C0 ˆ Γ ′(ωk)
 
−
   
 C0 ˆ Γ ′(ωk)
   
 
2 
ITX(ωk)
2π
T
T/2  
k=−T/2
wk
   
 C0 ˆ Γ ′(ωk)
   
 
2
ITX(ωk)
where C0 ˆ Γ ′ = ˆ Γ satisﬁes the level constraint.
2
10.5.1 Asymptotic Distributions
The following theorem derives asymptotic distributions of conditional and
unconditional normalizing constants ˆ C of the one-sided ﬁlter in section 6.5.
Theorem 10.23. Let the following assumptions hold:
• ˜ Xt := Xt−Xt−1 is in C1
f. Assume second order moments exist and denote
the spectral density of the process by ˜ h( )15.
• Xt is asymptotically Gaussian16.
15The spectral density exists by corollary 10.3.
16The integration operator favors this assumption i.e. ˜ Xt has not to be Gaussian.10.5 Filter Constraint Tests in the Case of Asymptotically Unbounded Time Series 251
• The coeﬃcients of Γ( ) satisfy
 
|k|≥0 |γk||k|δ+3/2 < ∞, where δ > 0. Also
Γ(0) > 0.
• Solutions ˆ Γ( ) of the optimization criterion are uniformly stable.
Then
1. The conditional estimate ˆ C deﬁned in section 6.5.3 satisﬁes
λ
T
C0
ˆ C − C0
→d IBB2 (10.80)
where
λ =
  π
−π
 
Γ(ω)Re
 
Γ(ω)
 
−
 
 Γ(ω)
 
 2  ˜ h(ω)
˜ h(0)|1 − exp(−iω)|2dω(10.81)
and IBB2 is the integral of the squared Brownian Bridge.
2. If Xt is centered, i.e. X = 0, then the asymptotic distribution of τ2 deﬁned
in section 6.5.4 is
τ2 := T2π



ˆ C − C0
BC0
−
A/B − ˜ h(0)
2π
T
 T/2
k=−T/2 wk
 
 
  ˆ Γc(ωk)
 
 
 
2
ITX(ωk)



→d
W(1)2 + 1
  1
0 W(w)2dw −
   1
0 W(w)dw
 2 (10.82)
where A and B can be consistently estimated by
ˆ A =
2π
T
T/2  
k=−T/2
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
 
    ˆ Γc(ωk)
 
   
2 
IT ˜ X(ωk)
|1 − exp(−iωk)|2 (10.83)
ˆ B =
2π
T
T/2  
k=−T/2
 
Γ(ωk)Re
 
ˆ Γc(ωk)
 
−
   
  ˆ Γc(ωk)
   
 
2 
1
|1 − exp(−iωk)|2 (10.84)
3. If Xt is centered, then the asymptotic distribution of τlc deﬁned in section
6.5.5 is
τlc :=
T2π
−2

 
 
1
B
 
ˆ Clc
C0
− 1
 
−
A/B − ˜ h(0)
2π
T
 T/2
k=−T/2
 
 
  ˆ Γc(ωk)
 
 
 
2
ITX(ωk)

 
 
→d
1/2
 
W(1)2 − 1
 
− W(1)
  1
0 W(w)dw
  1
0 W(w)2dw −
   1
0 W(w)dw
 2
where A and B can be estimated as in the previous claim.252 10 Appendix
Proof
We ﬁrst provide a proof for the last claim. Proposition 10.12 shows that
the numerator in 6.34 converges to
A + BIT ˜ X(0)
where IT ˜ X(0) is the periodogram of the diﬀerenced series in frequency zero.
The same proposition shows that ˆ A and ˆ B are consistent estimates of A,B
whereby the rate of convergence is the familiar O(1/
√
T)-rule. Moreover, it is
shown in section 6.5.5 that if the above convergence holds, then
τlc :=
T2π
−2

 
 
1
B
 
ˆ Clc
C0
− 1
 
−
A/B − ˜ h(0)
2π
T
 T/2
k=−T/2
 
 
  ˆ Γc(ωk)
 
 
 
2
ITX(ωk)

 
 
≈
T
−2
 
− (ˆ YT − ˆ Y1)2/T + ˜ h(0)
 
− 2ˆ Y1(ˆ YT − ˆ Y1)/T
1
T
 T
t=1 ˆ Y 2
t
(10.85)
Therefore, it remains to show that the latter term converges to
1/2
 
W(1)2 − 1
 
− W(1)
  1
0 W(w)dw
  1
0 W(w)2dw −
   1
0 W(w)dw
 2
in distribution. Proposition 17.3 in Hamilton [46] states that
(ˆ YT − ˆ Y1)/
√
T →d
 
2π ˆ Γ(0)2˜ h(0)W(1)
ˆ Y1/
√
T → −
 
2π ˆ Γ(0)2˜ h(0)
  1
0
W(1)dw
1
T
T  
t=1
ˆ Y 2
t →d T2π ˆ Γ(0)2˜ h(0)
   1
0
W(w)2dw −
   1
0
W(w)dw
 2 
The second and third convergences depend on the fact that Xt is centered
so that ˆ Yt must be centered too asymptotically (see footnote 19, p.145) i.e.
ˆ Y → 0. This, in turn, implies that
ˆ Y1 ≈ ˆ Y1u − ˆ Yu ≈ −ˆ Yu → −
 
T2π ˆ Γ(0)2˜ h(0)
  1
0
W(1)dw
where ˆ Ytu is the output of ˆ Γ( ) based on the original (uncentered) data. More-
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1
T
T  
t=1
ˆ Y 2
t ≈
1
T
T  
t=1
ˆ Y 2
tu − ˆ Yu
2
→d T2π ˆ Γ(0)2˜ h(0)
   1
0
W(w)2dw −
   1
0
W(w)dw
 2 
Setting these results into 10.85 proves the required convergence.
The proof of the second claim is analogous to the above derivation. For
the ﬁrst claim, the only substantial diﬀerence to the above derivation is that
the (conditional) estimate ˆ C is based on the linearly demeaned time series
X′′
t , implying that X′′
T = X′′
0. Therefore,
C0
T( ˆ C − C0)
=
1
T
2π
T
T/2  
k=−T/2
 
    ˆ Γ(ωk)
 
   
2
ITX′′(ωk)
2π
T
T/2  
k=−T/2
 
Γ(ωk)Re
 
ˆ Γ(ωk)
 
−
   
  ˆ Γ(ωk)
   
 
2 
  ITX′′(ωk)
≈
1
T 2
T  
T=1
(ˆ Y ′′
t )2
2π
T
T/2  
k=−T/2
 
Γ(ωk)Re
 
ˆ Γ(ωk)
 
−
 
 
  ˆ Γ(ωk)
 
 
 
2 
  ITX′′(ωk)
where we used ﬁnite sample analogues of spectral convolution and decompo-
sition results, see 10.14 and 10.6. Moreover, the denominator satisﬁes
2π
T
T/2  
k=−T/2
 
Γ(ωk)Re
 
ˆ Γ(ωk)
 
−
 
    ˆ Γ(ωk)
 
   
2 
  ITX′′(ωk)
=
2π
T
T/2  
k=−T/2
 
Γ(ωk)Re
 
ˆ Γ(ωk)
 
−
 
 
  ˆ Γ(ωk)
 
 
 
2 
|1 − exp(−iωk)|2 IT ˜ X′′(ωk)
≈
2π
T
T/2  
k=−T/2,k =0
 
Γ(ωk)Re
 
ˆ Γ(ωk)
 
−
 
 
  ˆ Γ(ωk)
 
 
 
2 
|1 − exp(−iωk)|2
˜ h(ωk)
≈
  π
−π
 
Γ(ω)Re
 
ˆ Γ(ω)
 
−
 
    ˆ Γ(ω)
 
   
2 
|1 − exp(−iω)|2
˜ h(ω)
where both approximations are of order O(1/
√
T) and are obtained by using
corollary 10.10 and proposition 10.11 (see also the proof of proposition 10.12).254 10 Appendix
Note, however, that the term
BIT ˜ X′′(0)
does not appear here, because IT ˜ X′′(0) = 0 since X′′
t is linearly demeaned
(i.e. X′′
T = X′′
0).
By consistency, we ﬁnally obtain
  π
−π
 
Γ(ω)Re
 
ˆ Γ(ω)
 
−
   
  ˆ Γ(ω)
   
 
2 
|1 − exp(−iω)|2
˜ h(ω) →
  π
−π
 
Γ(ω)Re
 
Γ(ω)
 
−
 
 Γ(ω)
 
 2 
|1 − exp(−iω)|2
˜ h(ω)
where Γ( ) is the true (unknown) real-time ARMA-ﬁlter under the assumption
that Xt is integrated. Therefore
C0
T( ˆ C − C0)
≈
1
T 2
T  
T=1
(ˆ Y ′′
t )2
  π
−π
 
Γ(ω)Re
 
Γ(ω)
 
−
 
 Γ(ω)
 
 2  ˜ h(ω)
|1 − exp(−iω)|2dω
→d
˜ h(0)IBB2
  π
−π
 
Γ(ω)Re
 
Γ(ω)
 
−
   Γ(ω)
   2  ˜ h(ω)
|1 − exp(−iω)|2dω
Here IBB2 is the squared integral of a Brownian Bridge process because
X′′
T = X′′
0.
2
10.6 Stability Constraints
We brieﬂy discuss the choice of the rule 3.20 in section 3.5.4. Let
ˆ Γ(ω) =
y
x
1 + x − exp(−iω)
1 + y − exp(−iω)
be a normalized real ZPC ﬁlter with zero Z = 1 + x, Pole P = 1 + y (i.e.
λ = 0) and x > y > 0 so that the amplitude is maximal in ω = λ = 0.
The normalization constant C =
y
x implies that the amplitude equals one in
ω = λ = 0. Assume also that T observations are available. We are interested
in the decline of the amplitude function from the extremal frequency ω0 = 0
to ω1 = 2π/T. For that purpose consider
f(ω,x,y) := 1 −
y
x
 
   
 
x + 1 − exp(−iω)
y + 1 − exp(−iω)
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For every (x,y)-pair, where x > y > 0, the function f(ω,x,y) is the diﬀerence
between the amplitude in frequency zero and that in ω. One readily veriﬁes
that f(ω,x,y) as a function of x (the other variables being ﬁxed) is minimal
for x → y (if x > y), maximal for x → ∞ and that its values lie in [0,1].
For ω1 = 2π/T we now seek y so that f(ω1) ≤ 0.5 for all x. For such an y
the ﬁlter eﬀect or, more precisely, the (maximal) change in amplitude of the
normalized ﬁlter can not exceed 50% in the interval [ω0,ω1]. Setting x = ∞
leads to the inequality
f(ω1,x,y) ≤ f(ω1,∞,y) = 1 −
 
 
 
 
y
y + 1 − exp(−i2π/T)
 
 
 
  ≤ 0.5
Approximating 1 − exp(−i2π/T) by −i2π/T implies that the upper limit is
attained if
0.5 =
   
 
 
y
y + i2π/T
   
 
 
=
y
 
y2 + 4π2/T 2
Solving for y yields
0.25y2 + 0.25 ∗ 4π2/T 2 − y2 = 0
or y = π/(
√
0.75T). Therefore, the maximal possible (relative) change in
amplitude from the extremal frequency λ = 0 to its immediate neighbor
ω1 = 2π/T in  T does not exceed 50% if y > π/(
√
0.75T). As an exam-
ple, for T = 120 we obtain y > 0.03 which justiﬁes our rule 3.20 in section
3.5.4.
The particular choice of the maximal change of the amplitude function
between neighboring frequency ordinates in  T is set to 50% in the above
derivation. Evidently, this decision is to some extent arbitrary. It implies that
the ﬁlter eﬀect cannot be ‘too tightly’ concentrated in frequency intervals
for which the available data is not informative enough. On the other hand,
particular spectral peaks (for example seasonals) of economic data may be very
narrow, thus necessitating very localized handling. Experience suggests that
whereas most series do not require the regularization rule 3.20, because their
spectral shape is ‘well behaved’, some others take proﬁt because overﬁtting
can be avoided especially in smaller samples (for example of length 60 for
monthly data).
10.7 Real-Time Model-Based Filters
Wildi [75] and Wildi/Stier [71] derive the general form of the real-time ﬁlter
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ˆ Yt =
∞  
k=−∞
γkXe
t−k (10.86)
=
t−1  
k=t−T
γkXt−k +
t−T−1  
k=−∞
γk ˆ Xt−k +
∞  
k=t
γk ˆ Xt−k
=
t−1  
k=t−T
γkXt−k +
t−T−1  
k=−∞
γk
T  
j=1
at−k,jXj +
∞  
k=t
γk
T  
j=1
at−k,jXj
=
T  
j=1
γt−jXj +
T  
j=1
 
t−T−1  
k=−∞
γkat−k,j
 
Xj +
T  
j=1
 
∞  
k=t
γkat−k,j
 
Xj
=
T  
j=1
ˆ γt−jXj (10.87)
where Xe
t is the original series stretched by back- and forecasts and at−k,j are
the coeﬃcients of Xj, j = 1,...,T, in the (linear) forecasting function of ˆ Xt−k
if t − k / ∈ {1,...,T} and
ˆ γt−j :=
 
γt−j +
 t−T−1
k=−∞ γkat−k,j +
 ∞
k=t γkat−k,j j = 1,...,T
0 else
(10.88)
Note that (ˆ γt−j)j=1,...,T depends on t and that it is an asymmetric ﬁlter in
general.
10.8 Experimental Design
10.8.1 Sample Utilization
The business survey data ranges from June 1979 to March 2006 (322 obser-
vations). The last two observations were dropped because of potential (small)
data revisions so that T = 320. Besides the fact that ‘stationarity’ cannot be
expected to hold over such long time horizons we were interested in shorter
sub-sample of length T = 60 (5 years) and T = 120 (10 years) because
many practically time series are not longer than that. As suggested in Find-
ley/Martin [38] series shorter than 60 should not be considered without great
care especially if ‘nearly non-invertible’ seasonal MA-operators are involved.
In order to compute the symmetric ﬁlter, 50 values are lost at the current
boundary T = 320. Moreover, we are interested in out of sample performances.
For that purpose we retain additional two years of data so that the sample for
estimation and/or identiﬁcation becomes t = 127,...,246 = 320 − 50 − 2417
17Time span 02.05.1989-01.05.1999.10.8 Experimental Design 257
(length 120) or t = 187,...,246 (length 60)18. The data extension from
t = 1,...,126 is not intended for modeling purposes. Instead, it is used for
implementing the concurrent ﬁlters which are assumed to be of length 120
(60): in each time point t in the estimation sample, 127 ≤ t ≤ 246, the sup-
port of the concurrent ﬁlter is deﬁned by t − 119,...,t19. It amounts that the
original sample of length 320 is ideally suited for our purposes.
10.8.2 Signals
The truncated trend 4.3 is a ﬁnite ﬁlter and can be implemented directly in
the above set-up. Unfortunately, model-based signals are generally bi-inﬁnite.
In ﬁnite samples, such a signal must be time dependent (it is strictly sym-
metric in the middle only) and ﬁlter errors become non-stationary, which is
to be avoided. A simple truncation as in 4.3 is often inappropriate, because
ﬁlter coeﬃcients may decay very slowly (for example if the model is nearly
invertible). Therefore, model-based signals in our comparisons are deﬁned by
symmetric MA(101)-ﬁlters20 whose coeﬃcients are ‘corrected’ for ﬁnite sam-
ple issues.
Formally, denote by wk
h, k = 1,...,T, h ≥ 1 the weight of Xk in the h-step
ahead forecast ˆ XT+h. Similarly, let vk
h, k = 1,...,T, h ≥ 1 be the weight of
Xk in the h-step backcast ˆ X1−h. Then the ‘corrected’ weights are deﬁned by
γc
k = γk +
∞  
j=1
γ50+j(w
k+50
j + v
k+50
j )
where γk are the weights of the bi-inﬁnite ﬁlter and wh
k, vh
k are provided
by the ARIMA-models. The ‘corrected’ ﬁlter coeﬃcients correspond to an
optimal model-based estimate in the middle of a sample of length 101 which
is extended by back- and forecasts on both sample ends.
10.8.3 Initialization and Forecasting Function
For computing model-based concurrent ﬁlters we need optimal forecasts. In
our comparisons, the latter are based on the time series package tseries im-
plemented in the statistical software environment R. Speciﬁcally, the routines
18When centering time series the mean is always computed on the estimation
sample.
19To be precise, let us assume T = 120. For the MBA, forecasts at the current
boundary T are computed by relying on X1,...,X120 i.e. forecasts are always based
on samples of ﬁxed length 120 (and analogously for T = 60). This requirement is
necessary because of the presence of MA-terms in our models and ensures that the
empirical comparisons reﬂect what we intend to do.
20The MA-order is identical to the truncated ideal trend258 10 Appendix
arima and predict are used for that purpose21. Note, however, that model
orders and parameters are provided by TRAMO and X-12-ARIMA. For the
‘hybrid’ X-12-T (X-12-TRAMO) TRAMO provides model orders and param-
eters are estimated by the arima-routine (unconditional maximum likelihood)
which agrees almost perfectly with the estimation algorithm in X-12-ARIMA.
The detour in the R-environment is necessary because TRAMO/SEATS or
X-12-ARIMA do not generate real-time estimates of the ideal trend. However,
the latter constant signal is necessary in order to avoid cumbersome interac-
tions of entangled eﬀects and therefore to control the experimental outcome.
For the DFA, a direct link to the data in the time domain has not been
provided up to yet, since the optimization criterion 3.7 is deﬁned in the fre-
quency domain. The missing link may be obtained by considering that initial
values are necessary for starting the recursive ARMA-ﬁlter. Indeed, for the
simple ARMA(1,1)-ﬁlter
ˆ yt = aˆ yt−1 + b1xt + b2xt−1
ˆ y1 is unknown when computing ˆ y2 and must be computed from the data.
Diﬀerent simple methods are available22 which perform very similarly ‘out of
sample’ so that we do not develop further this topic.
10.9 Tables
• Table 10.1 summarizes ‘in sample’ performances of various approaches for
the business survey data, sample length T = 120. Table 10.2 collects ‘out
of sample’ performances.
• Table 10.3 compares the eﬀect of diﬀerent ﬁlter constraints on the perfor-
mances of the resulting designs.
– Case 1: vanishing time shift but no level constraint;
– case 2: level constraint but no time shift;
– case 3: both constraints imposed.
The ﬁrst six columns correspond to absolute mean squared ﬁlter errors ‘in’
and ‘out of sample’ for each case. The last four columns are ratios of case
2 and 3 relative to case 1, ‘in’ and ‘out of sample’.
• Table 10.4 compares the performance of case 3 (both constraints imposed)
with TRAMO-D.
21As stated in the help-ﬁle of the procedure : “The exact likelihood is computed
via a state-space representation of the ARIMA process, and the innovations and
their variance found by a Kalman ﬁlter”. This implementation ensures that optimal
(unconditional) maximum likelihood forecasts are computed.
22For example initial values are optimized in such a way that the mean-square ‘in
sample’ ﬁlter error is minimized.10.9 Tables 259
• Tables 10.5 and 10.6 summarize results for sample length T = 60, ‘in’ and
‘out of sample’.
• Table 10.7 collects performances of the DFA when ﬁlters are optimized on
the original (not linearized) data set ‘in’ and ‘out of sample’.
• Table 10.8 compares the DFA ‘out of sample’ and TRAMO ‘in sample’
(model identiﬁcation and parameter estimation of the latter are based on
the additional ‘out of sample’ information).
• Results related to the canonical trend signal (business survey data, ‘in’
and ‘out of sample’) are summarized in table 10.9. Corresponding results
for the diﬀusion indices are to be seen in table 10.10.260 10 Appendix
Absolute Errors Relative Errors
Series DFA TRAMO-D X-12-T X-12-A TRAMO-D X-12-T X-12-A
1 5.60 8.71 8.63 8.68 64% 65% 64%
2 14.11 23.96 24.65 21.70 59% 57% 65%
3 10.47 14.35 14.29 14.45 73% 73% 73%
4 2.36 4.95 4.96 5.10 48% 48% 46%
5 6.17 10.62 10.03 7.40 58% 62% 83%
6 10.06 15.59 15.57 10.69 65% 65% 94%
7 1.78 2.94 2.93 2.81 61% 61% 64%
8 2.00 2.36 2.27 2.16 85% 88% 93%
9 7.25 8.24 8.25 8.24 88% 88% 88%
10 6.72 8.60 8.19 9.99 78% 82% 67%
11 6.16 7.71 7.72 9.19 80% 80% 67%
12 3.55 6.38 6.60 4.40 56% 54% 81%
13 9.44 11.52 11.53 15.60 82% 82% 61%
14 24.05 35.50 36.50 27.14 68% 66% 89%
15 21.05 28.14 28.09 28.58 75% 75% 74%
16 8.94 10.91 10.93 10.37 82% 82% 86%
17 14.78 16.01 16.03 15.13 92% 92% 98%
18 38.34 43.28 43.72 43.16 89% 88% 89%
19 8.16 10.93 11.02 10.06 75% 74% 81%
20 10.14 9.13 9.84 7.95 111% 103% 128%
21 18.57 24.49 24.88 20.97 76% 75% 89%
22 16.14 21.16 20.73 18.18 76% 78% 89%
23 17.63 21.93 22.04 22.06 80% 80% 80%
24 12.56 14.19 14.21 12.16 88% 88% 103%
25 4.43 6.60 6.84 6.50 67% 65% 68%
26 9.70 12.75 12.78 10.52 76% 76% 92%
27 6.57 9.27 9.50 8.52 71% 69% 77%
28 3.47 4.30 4.32 3.78 81% 80% 92%
29 5.15 6.86 6.87 6.86 75% 75% 75%
30 7.96 11.67 11.66 8.27 68% 68% 96%
31 2.40 2.60 2.59 2.60 92% 93% 92%
32 1.52 1.72 1.73 1.81 89% 88% 84%
33 7.02 5.68 5.66 5.53 124% 124% 127%
34 5.16 6.84 6.51 6.56 76% 79% 79%
35 5.18 6.64 6.27 6.32 78% 83% 82%
36 3.25 4.01 4.03 3.51 81% 81% 92%
Mean 77% 77% 84%
Median 76% 79% 84%
Table 10.1. Revision errors: in sample, 120 observations10.9 Tables 261
Absolute Errors Relative Errors
Series DFA TRAMO-D X-12-T X-12-A TRAMO-D X-12-T X-12-A
1 11.09 14.38 14.40 14.35 77% 77% 77%
2 27.61 39.21 40.35 32.25 70% 68% 86%
3 13.69 18.77 19.04 22.45 73% 72% 61%
4 6.01 12.74 12.76 11.74 47% 47% 51%
5 18.39 14.91 15.63 19.67 123% 118% 94%
6 24.96 23.25 23.16 27.60 107% 108% 90%
7 6.88 4.64 4.69 10.61 148% 147% 65%
8 2.16 2.98 2.76 2.82 72% 78% 76%
9 7.72 11.39 11.42 11.33 68% 68% 68%
10 8.98 12.99 13.23 9.44 69% 68% 95%
11 11.20 13.48 13.47 17.01 83% 83% 66%
12 7.14 9.32 9.59 7.37 77% 74% 97%
13 12.19 19.22 19.27 20.04 63% 63% 61%
14 25.37 61.05 68.77 22.93 42% 37% 111%
15 28.75 51.74 51.19 43.04 56% 56% 67%
16 10.56 18.44 18.64 16.86 57% 57% 63%
17 12.38 35.25 35.47 28.30 35% 35% 44%
18 27.67 69.23 71.41 67.66 40% 39% 41%
19 10.40 14.99 15.16 15.90 69% 69% 65%
20 9.34 15.18 16.08 11.93 62% 58% 78%
21 7.97 8.21 8.48 8.25 97% 94% 97%
22 14.33 16.00 15.71 18.31 90% 91% 78%
23 14.77 16.12 16.41 12.99 92% 90% 114%
24 14.48 22.30 22.65 13.86 65% 64% 104%
25 12.34 13.71 13.76 13.78 90% 90% 90%
26 11.93 14.11 14.20 10.41 85% 84% 115%
27 12.79 20.15 20.19 20.33 63% 63% 63%
28 8.93 12.08 12.21 8.56 74% 73% 104%
29 19.86 21.76 21.84 21.80 91% 91% 91%
30 14.65 15.08 15.06 11.03 97% 97% 133%
31 2.50 4.56 4.54 4.57 55% 55% 55%
32 1.58 3.20 3.18 3.05 49% 50% 52%
33 10.32 5.32 5.22 6.12 194% 198% 169%
34 8.23 11.01 10.70 10.70 75% 77% 77%
35 9.57 11.82 11.02 10.20 81% 87% 94%
36 5.38 5.23 5.26 4.02 103% 102% 134%
Mean 79% 79% 84%
Median 73% 74% 78%
Table 10.2. Revision errors: 2 years out of sample, 120 observations262 10 Appendix
In sample Out of sample In sample Out of sample
Case 1 Case 2 Case 3 Case 1 Case 2 Case 3 two/one three/one two/one three/one
1 5.60 6.59 9.28 11.09 11.88 13.86 118% 166% 107% 125%
2 14.11 14.77 16.96 27.61 34.00 33.12 105% 120% 123% 120%
3 10.47 14.66 15.21 13.69 10.43 18.60 140% 145% 76% 136%
4 2.36 2.29 2.40 6.01 3.95 6.31 97% 102% 66% 105%
5 6.17 6.09 8.57 18.39 14.06 18.02 99% 139% 76% 98%
6 10.06 10.76 13.83 24.96 28.03 28.00 107% 137% 112% 112%
7 1.78 2.11 3.16 6.88 8.18 15.54 118% 177% 119% 226%
8 2.00 2.91 2.37 2.16 2.98 2.71 146% 118% 138% 126%
9 7.25 6.94 8.04 7.72 6.88 8.02 96% 111% 89% 104%
10 6.72 7.33 7.33 8.98 9.82 9.90 109% 109% 109% 110%
11 6.16 6.66 7.70 11.20 11.51 15.73 108% 125% 103% 140%
12 3.55 4.66 5.05 7.14 6.83 9.58 131% 142% 96% 134%
13 9.44 12.67 17.44 12.19 15.29 30.21 134% 185% 125% 248%
14 24.05 28.06 37.75 25.37 26.16 19.61 117% 157% 103% 77%
15 21.05 28.02 28.23 28.75 27.96 53.60 133% 134% 97% 186%
16 8.94 7.00 9.98 10.56 8.45 14.38 78% 112% 80% 136%
17 14.78 12.81 14.30 12.38 16.56 28.88 87% 97% 134% 233%
18 38.34 37.67 41.55 27.67 28.13 53.30 98% 108% 102% 193%
19 8.16 13.61 10.83 10.40 11.17 16.33 167% 133% 107% 157%
20 10.14 8.78 8.63 9.34 10.69 15.15 87% 85% 114% 162%
21 18.57 18.41 23.49 7.97 8.57 8.71 99% 127% 108% 109%
22 16.14 16.65 19.23 14.33 13.84 12.89 103% 119% 97% 90%
23 17.63 20.75 21.63 14.77 17.05 19.49 118% 123% 115% 132%
24 12.56 12.84 14.00 14.48 11.13 18.63 102% 112% 77% 129%
25 4.43 5.84 6.99 12.34 13.98 14.08 132% 158% 113% 114%
26 9.70 10.61 12.24 11.93 11.55 11.55 109% 126% 97% 97%
27 6.57 7.82 8.37 12.79 14.39 15.04 119% 127% 112% 118%
28 3.47 2.39 3.30 8.93 5.18 8.14 69% 95% 58% 91%
29 5.15 5.61 6.38 19.86 16.99 22.81 109% 124% 86% 115%
30 7.96 8.48 9.77 14.65 12.80 16.90 106% 123% 87% 115%
31 2.40 3.63 2.57 2.50 2.81 5.12 151% 107% 112% 205%
32 1.52 1.55 1.37 1.58 1.43 2.69 102% 90% 91% 171%
33 7.02 7.24 5.60 10.32 10.66 6.68 103% 80% 103% 65%
34 5.16 9.59 13.55 8.23 8.43 9.17 186% 262% 102% 111%
35 5.18 6.64 5.55 9.57 14.64 12.66 128% 107% 153% 132%
36 3.25 3.21 3.71 5.38 4.31 5.18 99% 114% 80% 96%
Mean: 114% 128% 102% 134%
Median: 109% 123% 103% 122%
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In sample
DFA case 3 TRAMO-D
1 9.28 8.71 107% 94%
2 16.96 23.96 71% 141%
3 15.21 14.35 106% 94%
4 2.40 4.95 48% 207%
5 8.57 10.62 81% 124%
6 13.83 15.59 89% 113%
7 3.16 2.94 108% 93%
8 2.37 2.36 100% 100%
9 8.04 8.24 98% 102%
10 7.33 8.60 85% 117%
11 7.70 7.71 100% 100%
12 5.05 6.38 79% 126%
13 17.44 11.52 151% 66%
14 37.75 35.50 106% 94%
15 28.23 28.14 100% 100%
16 9.98 10.91 91% 109%
17 14.30 16.01 89% 112%
18 41.55 43.28 96% 104%
19 10.83 10.93 99% 101%
20 8.63 9.13 95% 106%
21 23.49 24.49 96% 104%
22 19.23 21.16 91% 110%
23 21.63 21.93 99% 101%
24 14.00 14.19 99% 101%
25 6.99 6.60 106% 94%
26 12.24 12.75 96% 104%
27 8.37 9.27 90% 111%
28 3.30 4.30 77% 130%
29 6.38 6.86 93% 108%
30 9.77 11.67 84% 120%
31 2.57 2.60 99% 101%
32 1.37 1.72 80% 126%
33 5.60 5.68 99% 101%
34 13.55 6.84 198% 50%
35 5.55 6.64 84% 120%
36 3.71 4.01 92% 108%
Mean: 97% 108%
Median: 96% 104%
Table 10.4. DFA case 3 vs. TRAMO-D, 120 observations264 10 Appendix
Absolute Errors Relative Errors
Series DFA TRAMO-D X-12-T X-12-A TRAMO-D X-12-T X-12-A
1 4.90 8.12 8.37 8.16 60% 59% 60%
2 15.88 22.76 22.54 23.36 70% 70% 68%
3 7.19 18.89 19.33 9.80 38% 37% 73%
4 1.31 4.17 4.32 4.68 32% 30% 28%
5 5.94 9.61 11.09 8.34 62% 54% 71%
6 9.87 19.35 19.68 12.75 51% 50% 77%
7 2.49 3.57 3.61 5.23 70% 69% 48%
8 2.48 3.09 2.87 3.04 80% 86% 82%
9 5.16 8.29 6.91 9.52 62% 75% 54%
10 4.23 6.08 6.19 9.85 70% 68% 43%
11 5.83 8.89 7.72 10.09 66% 75% 58%
12 3.12 4.59 4.46 8.03 68% 70% 39%
13 15.58 18.23 17.70 18.60 85% 88% 84%
14 24.16 50.97 50.17 54.22 47% 48% 45%
15 26.97 39.91 38.82 37.07 68% 69% 73%
16 4.63 9.89 9.90 10.35 47% 47% 45%
17 10.90 15.74 16.01 26.07 69% 68% 42%
18 21.66 50.57 48.54 51.87 43% 45% 42%
19 18.00 13.61 12.06 19.82 132% 149% 91%
20 4.70 7.92 8.22 7.17 59% 57% 65%
21 13.40 23.32 23.67 16.88 57% 57% 79%
22 12.27 20.50 20.50 14.41 60% 60% 85%
23 16.48 28.48 26.52 43.36 58% 62% 38%
24 13.18 17.83 17.92 14.81 74% 74% 89%
25 2.97 6.30 6.03 7.25 47% 49% 41%
26 7.99 18.76 19.99 8.20 43% 40% 97%
27 5.32 8.55 8.55 7.34 62% 62% 73%
28 1.44 4.14 4.22 3.57 35% 34% 40%
29 2.69 8.42 5.87 5.82 32% 46% 46%
30 8.30 13.97 14.29 9.31 59% 58% 89%
31 0.64 1.73 1.73 2.51 37% 37% 26%
32 0.78 1.72 1.95 2.58 45% 40% 30%
33 3.60 4.62 4.62 6.08 78% 78% 59%
34 4.15 8.52 5.92 8.81 49% 70% 47%
35 3.87 9.04 8.44 11.03 43% 46% 35%
36 2.16 6.29 6.53 3.30 34% 33% 66%
Mean 58% 60% 59%
Median 59% 58% 58%
Table 10.5. Revision errors: in sample, 60 observations10.9 Tables 265
Absolute Errors Relative Errors
Series DFA TRAMO-D X-12-T X-12-A TRAMO-D X-12-T X-12-A
1 11.33 15.33 15.64 13.01 74% 72% 87%
2 29.91 40.97 40.76 43.19 73% 73% 69%
3 10.61 22.99 23.68 20.79 46% 45% 51%
4 7.85 15.44 16.75 14.30 51% 47% 55%
5 17.40 17.77 15.43 13.84 98% 113% 126%
6 27.33 32.59 32.96 43.30 84% 83% 63%
7 8.36 9.20 9.50 4.88 91% 88% 171%
8 3.24 3.91 3.27 3.58 83% 99% 90%
9 9.17 14.65 11.38 15.34 63% 81% 60%
10 10.50 15.42 15.78 19.64 68% 67% 53%
11 17.99 14.65 14.65 16.38 123% 123% 110%
12 10.59 10.93 10.80 11.20 97% 98% 95%
13 23.69 23.10 24.15 35.46 103% 98% 67%
14 15.25 105.30 104.55 108.43 14% 15% 14%
15 34.99 49.47 49.66 66.58 71% 70% 53%
16 8.08 24.08 24.22 17.78 34% 33% 45%
17 16.05 38.96 40.77 51.25 41% 39% 31%
18 18.37 82.89 77.29 79.51 22% 24% 23%
19 17.21 16.80 15.62 27.68 102% 110% 62%
20 12.44 18.47 18.83 17.15 67% 66% 73%
21 7.75 7.01 9.55 11.91 110% 81% 65%
22 20.81 11.82 11.79 25.42 176% 176% 82%
23 7.58 16.05 15.42 40.70 47% 49% 19%
24 12.62 35.14 35.51 21.78 36% 36% 58%
25 12.92 14.36 14.04 18.00 90% 92% 72%
26 13.10 28.62 30.84 50.66 46% 42% 26%
27 14.83 21.08 21.10 21.88 70% 70% 68%
28 13.46 13.85 14.77 14.59 97% 91% 92%
29 20.75 24.21 22.86 22.63 86% 91% 92%
30 15.18 24.68 24.15 24.51 62% 63% 62%
31 2.51 4.45 4.47 4.78 56% 56% 52%
32 4.06 4.02 4.22 4.11 101% 96% 99%
33 5.17 6.02 5.89 6.63 86% 88% 78%
34 12.40 13.07 11.42 13.42 95% 109% 92%
35 10.27 12.46 12.33 17.96 82% 83% 57%
36 6.97 12.46 13.22 8.74 56% 53% 80%
Mean 75% 76% 69%
Median 73% 77% 66%
Table 10.6. Revision errors: 2 years out of sample, 60 observations266 10 Appendix
In sample Out of sample
Series DFA TRAMO-D DFA TRAMO-D
1 5.74 8.71 66% 10.79 14.38 75%
2 14.45 23.96 60% 27.27 39.21 70%
3 10.50 14.35 73% 14.49 18.77 77%
4 2.37 4.95 48% 5.59 12.74 44%
5 5.43 10.62 51% 14.27 14.91 96%
6 10.03 15.59 64% 25.51 23.25 110%
7 1.79 2.94 61% 6.86 4.64 148%
8 2.01 2.36 85% 2.16 2.98 73%
9 7.29 8.24 88% 7.04 11.39 62%
10 6.34 8.60 74% 9.37 12.99 72%
11 6.12 7.71 79% 11.13 13.48 83%
12 3.24 6.38 51% 7.59 9.32 81%
13 9.58 11.52 83% 12.23 19.22 64%
14 24.06 35.50 68% 25.41 61.05 42%
15 24.28 28.14 86% 24.62 51.74 48%
16 8.31 10.91 76% 9.63 18.44 52%
17 11.73 16.01 73% 15.38 35.25 44%
18 38.43 43.28 89% 27.83 69.23 40%
19 8.34 10.93 76% 10.21 14.99 68%
20 8.19 9.13 90% 11.19 15.18 74%
21 18.49 24.49 75% 7.99 8.21 97%
22 16.62 21.16 79% 16.83 16.00 105%
23 18.27 21.93 83% 12.93 16.12 80%
24 12.10 14.19 85% 13.85 22.30 62%
25 4.25 6.60 64% 11.02 13.71 80%
26 9.43 12.75 74% 12.98 14.11 92%
27 6.87 9.27 74% 13.73 20.15 68%
28 2.61 4.30 61% 7.61 12.08 63%
29 5.06 6.86 74% 16.07 21.76 74%
30 8.39 11.67 72% 12.84 15.08 85%
31 2.49 2.60 96% 2.48 4.56 54%
32 1.46 1.72 85% 1.69 3.20 53%
33 6.54 5.68 115% 9.80 5.32 184%
34 5.01 6.84 73% 7.80 11.01 71%
35 5.26 6.64 79% 9.79 11.82 83%
36 3.27 4.01 81% 5.65 5.23 108%
Mean 75% Mean 77%
Median 75% Median 73%
Table 10.7. Revision errors: DFA estimated on original series, MBA on linearized.
Both applied to linearized series10.9 Tables 267
Series DFA (out of sample) TRAMO-D (in sample)
1 11.09 13.92 80%
2 27.61 38.92 71%
3 13.69 19.42 71%
4 6.01 14.03 43%
5 18.39 15.86 116%
6 24.96 23.30 107%
7 6.88 6.60 104%
8 2.16 1.91 113%
9 7.72 11.48 67%
10 8.98 14.38 62%
11 11.20 13.21 85%
12 7.14 7.94 90%
13 12.19 24.63 49%
14 25.37 66.87 38%
15 28.75 47.14 61%
16 10.56 18.65 57%
17 12.38 36.65 34%
18 27.67 56.27 49%
19 10.40 12.61 82%
20 9.34 14.24 66%
21 7.97 7.85 102%
22 14.33 9.79 146%
23 14.77 16.55 89%
24 14.48 19.66 74%
25 12.34 14.04 88%
26 11.93 14.48 82%
27 12.79 19.92 64%
28 8.93 8.72 102%
29 19.86 21.59 92%
30 14.65 12.33 119%
31 2.50 4.30 58%
32 1.58 3.42 46%
33 10.32 5.20 199%
34 8.23 10.58 78%
35 9.57 11.07 86%
36 5.38 5.27 102%
Mean 83%
Median 81%
Table 10.8. Revision errors: DFA out of sample vs. TRAMO-D in sample268 10 Appendix
In sample Out of sample
Series DFA TRAMO-D DFA TRAMO-D
3 8.64 10.38 83% 13.35 13.95 96%
8 1.10 1.14 96% 1.45 1.62 89%
9 4.27 5.06 84% 3.76 5.06 74%
15 15.45 19.27 80% 21.05 30.55 69%
17 8.44 13.88 61% 12.92 27.78 47%
18 13.61 16.24 84% 10.45 25.34 41%
20 3.58 4.64 77% 5.56 7.05 79%
21 8.42 10.11 83% 3.83 3.92 98%
25 2.92 4.99 59% 8.06 11.29 71%
27 3.48 4.48 78% 9.25 10.56 88%
29 3.79 4.92 77% 12.45 15.81 79%
35 1.70 1.80 94% 2.93 2.76 106%
Mean: 80% Mean: 78%
Median: 82% Median: 79%
Table 10.9. Canonical trend business survey: DFA vs TRAMO-D, in and out of
sample10.9 Tables 269
Series In sample Out of sample
Number DFA TRAMO-D DFA TRAMO-D
1 3.78082 5.4130496 70% 6.5159407 9.858207 66%
2 6.1474945 10.1244685 61% 3.720586 8.110207 46%
5 5.7027744 9.1692164 62% 5.224273 7.337831 71%
6 2.257112 17.9459427 13% 7.5071395 16.711589 45%
9 3.2625795 4.7542442 69% 3.9482358 5.162709 76%
10 0.6329096 3.5987982 18% 0.4215644 2.713525 16%
11 5.0321223 6.7028418 75% 5.8445829 11.050506 53%
12 10.813969 18.5519307 58% 13.2300692 21.748421 61%
13 2.2706601 3.6392314 62% 3.3837819 5.11969 66%
14 1.0020658 2.1646403 46% 1.1397687 5.24784 22%
15 5.7882837 10.9082372 53% 3.8223063 13.533178 28%
16 3.4996961 4.9254501 71% 3.4077347 4.405208 77%
17 2.8617868 5.6848667 50% 2.1117956 3.151024 67%
18 1.6397615 2.8909014 57% 1.7691045 1.849273 96%
19 9.7035241 10.8017614 90% 4.8049175 8.758957 55%
20 2.6740423 3.2361422 83% 1.5853967 2.311136 69%
21 4.4454776 7.2057265 62% 2.5623679 4.173721 61%
22 2.019691 3.4985503 58% 2.085197 4.223488 49%
24 0.3580386 0.6976556 51% 3.1216281 4.645473 67%
27 13.8740967 13.3580546 104% 3.7461435 30.864853 12%
28 1.1990137 1.9224085 62% 1.2276154 2.285825 54%
29 1.6574887 2.8253948 59% 2.4970504 4.238178 59%
30 2.0371712 2.4554696 83% 1.9766495 4.700598 42%
32 2.3850661 3.0122451 79% 1.2915509 2.995907 43%
33 2.4591505 3.8991802 63% 2.6342419 3.271225 81%
34 3.9237428 9.590253 41% 1.353203 3.196766 42%
35 4.3145532 6.2907097 69% 4.0141212 8.118351 49%
36 4.0363134 6.52873 62% 1.4595157 3.400727 43%
37 2.2496075 5.1938258 43% 0.6584216 6.767587 10%
38 1.4919732 2.2960796 65% 2.172746 3.068818 71%
39 6.0830713 5.940336 102% 6.9561575 6.132494 113%
40 4.0302179 4.2540793 95% 4.3966911 6.697955 66%
41 2.0146472 8.0111695 25% 0.655045 22.06058 3%
44 2.1467616 5.5429117 39% 4.419571 5.208977 85%
45 2.3774739 5.0963726 47% 2.5403179 6.690705 38%
46 2.5725901 3.6376289 71% 1.964314 3.56353 55%
48 1.8652408 2.8878809 65% 2.9502298 4.584615 64%
49 3.5626465 4.7377797 75% 2.7690237 5.419667 51%
50 8.9542975 13.2601806 68% 7.7775079 12.99194 60%
52 0.9206109 1.8287449 50% 2.053207 3.152683 65%
53 0.6506553 1.3643703 48% 0.9210051 2.418296 38%
54 4.7470624 9.5708903 50% 2.5216155 10.881183 23%
55 2.4934453 3.4897085 71% 0.9863105 2.600693 38%
56 1.0878231 2.0179632 54% 0.9158503 1.146406 80%
58 2.9720507 2.5037372 119% 1.2749175 2.311088 55%
59 3.0639723 6.3421939 48% 1.3516418 3.377187 40%
60 1.4432939 3.1229183 46% 1.8241432 3.766862 48%
61 4.5470034 9.6838933 47% 5.1978773 7.081625 73%
62 0.3065366 0.6622458 46% 1.9597695 4.167969 47%
63 6.8719222 4.1107274 167% 9.1126602 4.729588 193%
Mean 63% 57%
Median 62% 55%
Table 10.10. Canonical trend diﬀusion indices: DFA vs TRAMO-D, in and out of
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