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Abstract. We consider a one-parameter family of invertible maps of a two-
dimensional lattice, obtained by applying round-off to planar rotations. All orbits of
these maps are conjectured to be periodic. We let the angle of rotation approach
pi/2, and show that the limit of vanishing discretisation is described by an integrable
piecewise-affine Hamiltonian flow, whereby the plane foliates into families of invariant
polygons with an increasing number of sides.
Considered as perturbations of the flow, the lattice maps assume a different
character, described in terms of strip maps: a variant of those found in outer billiards
of polygons. Furthermore, the flow is nonlinear (unlike the original rotation), and a
suitably chosen Poincare´ return map satisfies a twist condition.
The round-off perturbation introduces KAM-type phenomena: we identify the
unperturbed curves which survive the perturbation, and show that they form a set
of positive density in the phase space. We prove this considering symmetric orbits,
under a condition that allows us to obtain explicit values for densities.
Finally, we show that the motion at infinity is a dichotomy: there is one regime
in which the nonlinearity tends to zero, leaving only the perturbation, and a second
where the nonlinearity dominates. In the domains where the nonlinearity remains,
numerical evidence suggests that the distribution of the periods of orbits is consistent
with that of random dynamics, whereas in the absence of nonlinearity, the fluctuations
result in intricate discrete resonant structures.
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CHAPTER 1
Introduction
In this thesis we study the family of maps given by
(1.1) F : Z2 → Z2 (x, y) 7→ (bλxc − y, x) |λ| < 2.
For each value of the real parameter λ, the function F is an invertible map on the lattice
of integer points in the plane. Despite its simplicity, this model displays a rich landscape
of mathematical phenomena, connecting discrete dynamics and arithmetic.
The family (1.1) first arose as a model of elliptic motion subject to round-off [Viv94].
If we remove the floor function in equation (1.1), we obtain the one-parameter family of
linear maps of the plane
(1.2) A : R2 → R2 (x, y) 7→ (λx− y, x) λ = 2 cos(2piν),
which are linearly conjugate to rotation by the angle 2piν. The invariant curves of A are
ellipses, given by level sets of the functions
(1.3) Qλ(x, y) = x2 − λxy + y2,
and all orbits are either periodic or quasi-periodic, according to whether the rotation
number ν is rational or irrational, respectively. The map F is a discretisation of A,
obtained by composing it with the piecewise-constant function
(1.4) R : R2 → Z2 R(x, y) = (bxc, byc),
where b·c is the floor function—the largest integer not exceeding its argument. The floor
function models the effect of round-off, pushing the image point to the nearest integer
point on the left1. Thus the model F is an example of a Hamiltonian (i.e., symplectic)
map subject to uniform, invertible round-off, of the style introduced by Rannou [Ran74].
In this context, we think of (1.1) as a perturbed Hamiltonian system, so a natural
property to consider is its stability [Viv94, LHV97, LV98, KLV02, Viv06]. Since F
is invertible, boundedness of orbits is equivalent to periodicity.
Conjecture 1 ([Viv06]). For all real λ with |λ| < 2, all orbits of F are periodic2.
This is where the arithmetic flavour of the family (1.1) becomes apparent. A closely
related conjecture has been stated in the field of number theory: the map F appears
(with a slightly different round-off scheme) in the guise of an integer sequence, as part
1The choice of round-off scheme is discussed further in section 2.1.
2A general conjecture on the boundedness of discretised Hamiltonian rotations was first formulated
in [Bla94].
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(a) λ =
√
2, ν = 1/8 (b) λ = 10/7, ν ≈ 1/8
Figure 1.1: A selection of orbits of F when the parameter λ is (a) an algebraic integer
and (b) a rational number. All orbits are periodic, and the period of the orbits shown
ranges from 8 (both cases) to 235 (rational case) and 511 (algebraic case).
of a problem concerning shift radix systems [ABPT06, ABPS06]. Conjecture 1 holds
trivially for the integer parameter values λ = 0,±1, where the map F is of finite order.
Beyond this, the boundedness of all round-off orbits has been proved for only eight values
of λ, which correspond to the rational values of the rotation number ν for which λ is a
quadratic irrational:
(1.5) λ =
±1±√5
2
, ±
√
2, ±
√
3.
(The denominator of ν is 5, 10, 8, and 12, respectively.) The case λ = (1−√5)/2 was
established in [LHV97], with computer assistance. Similar techniques were used to
extend the result to the other parameter values, but only for a set of initial conditions
having full density [KLV02]. The conjecture for the eight parameters (1.5) was settled
in [ABPS08] with an analytical proof. More recently, Akiyama and Petho˝ [AP13]
proved that (1.1) has infinitely many periodic orbits for any parameter value. We shall
not make any further progress on conjecture 1 in this work.
The feature of the parameter values (1.5) which enabled the resolution of conjecture
1 in these cases, is that the map F admits a dense and uniform embedding in a two-
dimensional torus, where the round-off map extends continuously to a piecewise isometry
(which has zero entropy and is not ergodic). The natural density on the lattice Z2 is
carried into the Lebesgue measure, namely the Haar measure on the torus. For any other
rational value of ν, the parameter λ is an algebraic number of higher degree, and there
is a similar embedding in a higher-dimensional torus [LV00, BLPV03]; these systems
are still unexplored, even in the cubic case.
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Irrational values of ν bring about a different dynamics, and a different theory. The
simplest cases correspond to rational values of λ: in particular, to rational numbers
whose denominator is the power of a prime p. In this case the map F admits a dense
and uniform embedding in the ring Zp of p-adic integers [BV00]. The embedded system
extends continuously to the composition of a full shift and an isometry (which has
positive entropy), and the natural density on Z2 is now carried into the Haar measure
on Zp. This construct was used to prove a central limit theorem for the departure of
the round-off orbits from the unperturbed ones [VV03]. This phenomenon injects a
probabilistic element in the determination of the period of the lattice orbits, highlighting
the nature of the difficulties that surround conjecture 1.
In this work we explore a new parameter regime, and the obvious next step is to
consider the approach to a rational rotation number. We choose the easiest such case—the
approach to one of the cases (1.5) seems excessively complicated—and consider the limit
λ → 0, corresponding to the rotation number ν → 1/4. This is one of five limits (the
other limits being λ→ ±1,±2) where the dynamics at the limit is trivial because there
is no round-off.
What we find is a new natural embedding of F , this time into the plane, and a
new dynamical mechanism, namely a discrete-space version of linked strip maps: maps
originally introduced in the study of outer billiards or dual billiards of polygons (for
background, see [Tab95, Section III]). This construction was later generalised by Schwartz
[Sch11].
We rescale the lattice Z2 by a factor of λ—to obtain the map Fλ of equation (3.3)—
then embed it in R2 (see figure 1.2). Now the parameter λ controls not only the rotation
number ν, but also the lattice spacing. The limiting behaviour is described by a piecewise-
affine Hamiltonian. The invariant curves of this Hamiltonian are polygons, and the
fourth iterates of F move parallel to the edge vectors of these polygons. The role of the
strip map is to aggregate this locally uniform behaviour into a sequence of translations:
one for each edge. The perturbation occurs near the vertices. In this much, the map
F bears a strong resemblance to the strip map construction of outer billiards. The
difference in our case is that the number of sides of the invariant polygons increases
with the distance from the origin; near the origin they are squares, while at infinity they
approach circles. Hence our version of the strip map is composed of an ever increasing
number of components, and results in a perturbation of increasing complexity—a feature
which cannot be achieved in outer billiards of polygons without changing the shape of
the billiard.
In this regime, we are led to consider the map F as a perturbation of an integrable
Hamiltonian system, but the integrable system is no longer a rotation, and the perturba-
tion is no longer caused by round-off. Thus the limit λ→ 0 is singular. Furthermore, the
integrable system is nonlinear, i.e., its time-advance map satisfies a twist condition. The
1. INTRODUCTION 7
(a) λ = 1/24 (b) λ = 1/48
Figure 1.2: A selection of periodic orbits of the rescaled map Fλ, for two small values
of the parameter λ. The lattice spacing is such that each unit distance (illustrated by
the grey lines) contains 1/λ lattice points. Here ν ≈ 1/4 but there are no orbits which
have period 4: instead the periods of orbits cluster around integer multiples of a longer
recurrence time (see figure 1.4, page 12).
parameter λ acts as a perturbation parameter, and a discrete version of near-integrable
Hamiltonian dynamics emerges on the lattice when the perturbation is switched on.
If we were considering near-integrable Hamiltonian dynamics on the continuum, then
we would be in the realm of KAM theory (for background, see [AP90, section 6.3]),
according to which a positive fraction of invariant curves, identified by their rotation
number, will survive a sufficiently small smooth perturbation. In this scenario, the
complement of the KAM curves consists of a hierarchical arrangement of island chains
and thin stochastic layers, and the KAM curves disconnect the space, thereby ensuring
the stability of the irregular orbits. However, the map F is defined on a discrete space,
and the perturbation is discontinuous, so no such general theory applies.
Before we describe our findings in more detail, we set the scene by outlining previous
work on space discretisation, which consists of a patchwork of loosely connected phenom-
ena, arising in a variety of different contexts. In particular, we highlight the occurrence
of near-integrable phenomena.
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1.1. Near-integrability in a discrete phase space
There are various approaches to space discretisation, which fall into two broad
categories.
(i) Invariant structures
This category comprises maps which preserve some finite or countable (and arith-
metically interesting) subset of the phase space. This includes the restriction of
algebraic maps with algebraic parameters to discrete rings or fields, and piecewise-
isometries involving rational rotations. In these cases, the dynamics of the original
map remain unchanged, but we consider discrete subsets of parameter values and
discrete subsets of the phase space.
(ii) Round-off
Here we consider maps which are formed from the composition of a map of a
continuum with a round-off function, which forces the map to preserve a given finite
or countable set (typically a lattice). In this case, the original dynamics are subject
to a discontinuous perturbation, so that the relationship between the dynamics of
the discrete system and those of the original system is often unclear.
We are interested in the range of dynamical behaviours that can be observed in a
discrete phase space, and how these can be described. This question manifests itself
slightly differently for the two types of discretisation. In the case of invariant structures,
we are typically concerned with which dynamical features remain after discretisation:
what mark does the behaviour of the original system leave on that of its discrete
counterpart? In the case of round-off, we are interested in those features which are
created by discretisation: how does the behaviour of a dynamical system change when
we force it onto a lattice?
In both cases, we can ask: are the features of the original map recovered in the
fine-discretisation limit?
In smooth Hamiltonian dynamics, near-integrable behaviour is characterised by the
presence of invariant KAM curves, on which the motion is quasi-periodic, separated
by periodic island chains and stochastic layers. Reproducing the structures of KAM
theory in a discrete space is problematic. On a lattice, quasi-periodic orbits do not exist.
Surrogate KAM surfaces must thus be identified, and their evolution must be tracked, as
the perturbation parameter is varied. Furthermore, these orbits need not disconnect the
space, so their relevance to stability must be re-assessed.
We introduce the various types of discrete system below. In each case, we describe
examples which will be relevant in what follows, and discuss the possibility of near-
integrable phenomena.
Restriction to discrete rings and fields. If an algebraic map preserves a subset
of the phase space which is a discrete ring or field, then we can study its dynamics when
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restricted to this subset. In the finite case, this is equivalent to studying (subsets of) the
periodic orbits of a map.
The dominant example in this class is the family of hyperbolic toral automorphisms
(or cat maps): chaotic (Anosov) Hamiltonian maps, whose set of periodic orbits is
precisely the set of rational points, and which preserve lattices of rational points with any
given denominator. The special arithmetic properties of these maps enable a complete
classification of the periodic orbits on such a rational lattice, and there is a wealth of
literature on this topic, including [HB80, PV87, Kea91, DF92, EI95, BF98]. The
arithmetic of the denominator limits the number of allowed periods on any given lattice,
and the resulting period distribution function is singular.
Rational restrictions of maps with milder statistical properties have also been consid-
ered. The Casati-Prosen triangle maps [CP00, HEI+09] are a family of zero entropy
maps of the torus rooted in quantum chaos, which are conjectured to be mixing for
irrational parameters, and preserve rational lattices for rational parameters. In this
case, the maps have time-reversal symmetry, and the distribution of periods on such
lattices is conjectured to converge to a smooth distribution in the fine-discretisation limit
[NRV12]. We discuss this result further in section 2.2.
Reduction to finite fields. For an algebraic system it is natural to replace the
coordinate field with a finite field, for instance the field Fp of integers modulo a prime p.
The resulting map has a finite phase space, so all its orbits are (eventually) periodic.
The reduction process dispenses with the topology of the original map, but preserves
algebraic properties, such as symmetries or the presence of an integral. Consequently,
there is no near-integrable regime, and one witnesses a discontinuous transition from
integrable to non-integrable behaviour. This transition manifests itself probabilistically
via a (conjectured) abrupt change in the asymptotic (large field) distribution of the periods
of the orbits, which can be used as a tool to detect integrability [RV03, RJV03, JRV06].
Similarly the reduction to finite fields can be used to detect time-reversal symmetry
[RV05, RV09] (see also section 2.2).
Piecewise-isometries. Piecewise-isometries are a generalisation of interval ex-
change transformations to higher dimensions, in which the phase space (typically the plane
or the torus) is partitioned into a finite number of sets, called atoms, and the map acts as a
different isometry on each atom. (For background, see [Goe00].) It has been shown that
all piecewise-isometries have zero entropy [GH95, Buz01]. Furthermore, for piecewise-
isometries involving rational parameters, the dynamics are discrete in the sense that the
phase space features a countable hierarchy of (eventually) periodic polygons, which move
rigidly under the dynamics (see [AKT01] and references therein). In particular, this class
of piecewise-isometries include the much-studied piecewise-rotations of the torus with ra-
tional rotation number (see, for example, [Kah02, KLV02, Kah04, KLV04, GP04]).
These are the systems in which the discretised rotation F was embedded in order to
settle conjecture 1 for the parameter values (1.5).
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An example of a family of piecewise-isometries in unbounded phase space is the family
of dual billiard maps on polygons [Tab95, Section III]. When the polygon has rational
coordinates, the dynamics are discrete and all orbits are periodic. As we have already
mentioned, the dynamical mechanism which underlies the behaviour of F in the limit
λ→ 0 has much in common with that of outer billiards of polygons. A near-integrable
regime of a kind exists for these maps in the form of quasirational polygons, for which all
orbits remain bounded thanks to the existence of bounding invariants called necklaces3
[VS87, Kol89, GS91]—however, in the quasirational case the dynamics are no longer
discrete. Only recently has an unbounded outer billiard orbit been exhibited [Sch07].
Round-off. One typically thinks of round-off in the context of computer arithmetic,
where real numbers are represented with finite precision. In this context, it is the
relationship between computer-generated orbits and the true orbits of a dynamical system
which is of principal interest. This issue can be tackled to an extent by shadowing, whereby
a perturbed orbit (in this case a discretised orbit) of a chaotic map is guaranteed to be close
to an orbit of the unperturbed system (see [KH97, Section 18.1], or [HYG88, GHYS90]
for results specific to round-off). However, shadowing tells us nothing about whether the
behaviour of perturbed orbits is typical, or what happens to orbits over long timescales,
where round-off typically introduces irreversible behaviour [BJ86, BR87, GB88]. In
rare cases, round-off fluctuations act like small-amplitude noise, and give rise to Gaussian
transport; more commonly, the propagation of round-off error must be described as a
deterministic (as opposed to probabilistic) phenomenon.
A rigorous analysis of round-off in floating-point arithmetic is very difficult: the set
of representable numbers is neither uniform nor arithmetically closed, hence calculations
are performed in a modified arithmetic which is not even associative. To put the study
of round-off on a solid footing, it is preferable to consider calculations in fixed-point
(i.e., integer) arithmetic, which is closed under ring operations (discounting overflow).
Several authors have used explicit fixed-point approximations of real Hamiltonian maps in
numerical experiments, which have the advantage that iteration can be performed exactly,
and that invertibility can be retained (see Rannou et. al. [Ran74, Kar83, ET92]).
Both Blank [Bla89, Bla94] and Vladimirov [Vla96] have presented theoretical
frameworks in which to study the statistical behaviour of round-off. Blank considers the
properties of ensembles of round-off maps with varying discretisation length, whereas
Vladimirov equips a discrete phase space with a measure which can be used to quantify
the deviation of exact and numerical trajectories.
In this work, we are interested in round-off as a dynamical phenomenon in its own
right. Like Rannou, we consider a uniform, invertible discretisation of a Hamiltonian
map. In fact, we consider a discretisation of a rotation—the prototypical integrable
Hamiltonian map. Applying such arithmetically well-behaved round-off to simple linear
3For smooth billiard tables, the outer billiards map is a twist map admitting KAM curves, which
ensure the boundedness of orbits (see [Tab95, Section I]).
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systems like the rotation leads to dynamical phenomena which are born of discontinuity.
The model F , as introduced in the previous section, has been studied by several authors
from various points of view. We study a parameter regime in which the behaviour of
F can be described as near-integrable. The only other example of near-integrability in
round-off dynamics is a numerical study of a perturbed twist map [ZV98]: a simpler
model which we will return to in the conclusion.
1.2. Main results & outline of the thesis
Chapter 2 provides the reader with some technical background. We discuss round-off,
and justify the choice of round-off scheme employed in the model F . Then we discuss
time-reversal symmetry: the map F is reversible with respect to reflection in the line
x = y, and symmetric orbits will play a key role in our analysis.
In chapter 3 we consider the limit λ → 0, which we refer to as the integrable limit.
We describe the orbits closest to the origin, which have a particularly simple form,
and motivate a rescaling of the lattice Z2 by a factor of λ. We introduce a piecewise-
affine Hamiltonian function P (equation (3.12)), whose invariant curves are polygons,
representing the limiting foliation of the plane for the rescaled system (see figure 1.3).
The set of invariant polygons is partitioned by critical polygons, which contain Z2 points,
into infinitely many polygon classes, which can be characterised arithmetically in terms
of sums of squares. Each polygon class is assigned a symbolic coding, which describes its
path relative to the lattice Z2.
Theorem (Theorem 3.5, page 30). The level sets of P are convex polygons. The
polygon P(z) = α is critical if and only if α ∈ E , where E is the set of natural numbers
which can be written as the sum of two squares:
E = {0, 1, 2, 4, 5, 8, 9, 10, 13, 16, 17, . . . }.
To match Hamiltonian flow and lattice map, we exploit the fact that, for small λ,
the composite map F 4 is close to the identity. After scaling, it is possible to identify
the action of F 4 with a time-advance map of the flow (in the spirit of Takens’ theorem
[AP90, section 6.2.2]). This time-advance map assumes the role of the unperturbed
dynamics. The two actions agree along the sides of the polygons, but differ in vanishingly
small regions near the vertices. This discrepancy provides the perturbation mechanism.
The period function of F displays a non-trivial clustering of the periods around
integer multiples of a basic recurrence time (see figure 1.4), and all orbits recur to a
small neighbourhood of the symmetry axis x = y. In section 3.3, we define a Poincare´
return map Φ to reflect this behaviour, and show that the return orbits—the partial
orbits iterated up to their recurrence time—shadow the integrable orbits.
1.2. MAIN RESULTS & OUTLINE OF THE THESIS 12
Figure 1.3: A selection of polygons P(x, y) = α, for values of α in the interval [0, 10].
The critical polygons are shown in red: the polygon classes are the annuli bounded
between pairs of adjacent critical polygons. All polygons are symmetric under reflection
in the coordinate axes, and in the line x = y.
Figure 1.4: The normalised period function Tλ(z) (see section 3.3) for points z = (x, x),
and λ = 1/5000. The vertical lines mark the location of critical polygons, which pass
through lattice points.
Theorem (Theorem 3.7, page 36). For any w ∈ R2, let Π(w) be the orbit of w under
the Hamiltonian flow, and let O(w, λ) be the return orbit of the lattice point in (λZ)2
associated with w. Then
lim
λ→0
dH (Π(w),O(w, λ)) = 0,
where dH is the Hausdorff distance on R2.
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In section 3.4, we calculate the period of the Hamiltonian flow as a function of the
value of the Hamiltonian. This leads us to conclude that the unperturbed return map is
nonlinear, and that the nonlinearity is piecewise-affine on the polygon classes.
In section 3.5, we show briefly that a similar construction applies in the limits λ→ ±1,
where the rotation number ν approaches 1/6 and 1/3, respectively.
In chapter 4 we consider the behaviour of the perturbed return map Φ. The lowest
branch of the period function of F comprises the minimal orbits: the fixed points of the
return map, for which the effects of the perturbation cancel out. These are the orbits of
the integrable system that survive the perturbation, and we treat them as analogues of
KAM tori. The other orbits mimic the divided phase space structure of a near-integrable
area-preserving map, in embryonic form near the origin, and with increasing complexity
at larger amplitudes.
The main result of this chapter is that for infinitely many polygon classes, the
symmetric minimal orbits occupy a positive density of the phase space. The restriction
to infinitely many classes—as opposed to all classes—stems from a coprimality condition
we impose in order to achieve convergence of the density.
Matching the orbits of the perturbed return map to the polygon classes of the
integrable flow is a delicate procedure, requiring the exclusion of certain anomalous
domains, and establishing that the size of these domains is negligible in the limit. We
do this in section 4.1. Then, in section 4.2, we state the chapter’s main theorems. The
first theorem states that, within each polygon class, the return map commutes with
translations by the elements of a two-dimensional lattice, which is independent of λ up
to scale, provided that λ is sufficiently small (see figure 4.2, page 54). To avoid excessive
notational overhead, the below statement of the theorem has been somewhat simplified.
Theorem (Theorem 4.4, page 54). Associated with each polygon class, indexed by
e ∈ E , there is an integer lattice Le ⊂ Z2, such that over a suitable domain, and for
all sufficiently small λ, the return map Φ is equivariant under the group of translations
generated by λLe:
∀l ∈ Le : Φ(z + λl) = Φ(z) + λl.
The second theorem states that, if the symbolic coding of a polygonal class satisfies
certain coprimality conditions, then the density of symmetric minimal orbits among
all orbits becomes independent of λ, provided that λ is small enough. This density is
a positive rational number, which is computed explicitly. As the number of sides of
the polygons increases to infinity, the density tends to zero. An immediate corollary
of theorem 4.5 is the existence of a positive lower bound for the density of minimal
orbits—symmetric or otherwise.
Theorem (Theorem 4.5, page 54). There is an infinite sequence of polygon classes,
indexed by e ∈ E , such that within each polygon class, and for all sufficiently small λ,
the number of symmetric fixed points of Φ modulo λLe is non-zero and independent of
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λ. Thus the asymptotic density of symmetric fixed points within these polygon classes
converges and is positive.
The analysis of the return map requires tracking the return orbits, and this is done
through repeated applications of a strip map, an acceleration device which exploits local
integrability. This is a variant of a construct introduced for outer billiards of polygons
(see [Sch09, chapter 7], and references therein), although in our case the strip map has
an increasing number of components, providing a dynamics of increasing complexity. We
introduce the strip map in section 4.3, and establish some of its properties. There is a
symbolic coding associated with the strip map; its cylinder sets in the return domain form
the congruence classes of the local lattice structure. This fact gives a ‘non-Archimedean’
character to the dynamics. We prove the correspondence between the symbolic coding
and the return map in section 4.4, and this result leads to the conclusion of the proof of
the main theorems.
In chapter 5 we explore the behaviour of the unperturbed return map at infinity. A
change of coordinates shows that the unperturbed return map is a linear twist map on
the cylinder. We study the asymptotics of the period function of the integrable flow,
and find that it undergoes damped oscillations as the distance from the origin increases.
A suitable scaling uncovers a limiting functional form which has a singularity in its
derivative. This leads to a discontinuity in the asymptotic behaviour of the twist map.
Typically the twist converges to zero, and hence the unperturbed return map converges
(non-uniformly) to the identity. However, for the polygon classes which correspond to
perfect squares (recall that the polygon classes are classified by the sums of squares), the
twist converges to a non-zero value. Again we state a somewhat simplified version of the
result.
Theorem (Theorem 5.1, page 79 & Proposition 5.6, page 85). Associated with each
polygon class, indexed by e ∈ E , there is a change of coordinates which conjugates the
unperturbed return map to the linear twist map Ωe, given by
Ωe : S1 × R→ S1 × R Ωe(θ, ρ) = (θ +K(e)ρ, ρ) ,
where K(e) is the twist. Furthermore, as e → ∞, the limiting behaviour of K(e) is
singular:
K(e)→
{
4
√
e ∈ N
0 otherwise.
Finally, in chapter 6, we study the perturbed dynamics at infinity. The contents of
this chapter are based on extensive numerical experiments, tracking large orbits of F in
integer arithmetic. We study the phase portrait of the perturbed return map. In the
cases where the twist of the unperturbed return map converges to zero, the form of the
perturbation is laid bare, and we find delicate discrete resonance structures (see figure
1.5(b)). However, in the cases where the twist persists, the phase portrait is featureless
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(a) e = 40000 = 2002
(b) e = 40309 ≈ 200.82
Figure 1.5: Two pixel plots showing a large number of symmetric orbits of the return
map Φ in the cylindrical coordinates (θ, ρ) ∈ S1 × R, where the ρ-axis is the symmetry
axis, and the θ-axis is a fixed line of the twist dynamics. The resolution is such that
the width of the cylinder (the θ direction) consists of approximately 280 lattice sites. In
both cases, the orbits plotted occupy almost half of the region of phase space pictured.
The stark contrast between the two plots is caused by the difference in the twist K(e):
in plot (a) K(e) ≈ 4, whereas in plot (b) K(e) ≈ −0.1. The values of λ used are (a)
λ ≈ 7× 10−9 and (b) λ ≈ 4× 10−8. In figure (b), the primary resonance at the origin is
clearly visible, whereas a period 2 resonance, which occurs at ρ = 1/2K(e), is seen to
the left of the plot.
and uniform over length scales comparable with the strip’s width (see figure 1.5(a)).
This local uniformity allows us to compute the period distribution function within these
polygon classes numerically, and show that it is consistent with the period statistics of a
random reversible map.
Observation (Observation 6.4, page 99). As e → ∞ and K(e) → 4, i.e., on the
subsequence of perfect squares, the distribution of periods among orbits in each polygon
class converges to a limiting distribution. This limiting distribution corresponds to a
random reversible map in a discrete phase space of diverging cardinality.
We finish with some concluding remarks and open questions.
CHAPTER 2
Preliminaries
In this chapter we provide the reader with background material and key results on
various topics which will be referred to throughout what follows.
2.1. Round-off
When we speak of round-off as a method of discretisation, we refer to the scenario
in which a map T on some set X is replaced by a perturbed map F on some finite or
countable subset L ⊂ X, which is not invariant under T . The map F is the composition
of T with a round-off function R, which associates each point in X with some (nearby)
point in L. The choice of L and R are referred to as the round-off scheme.
In chapter 1, we mentioned the frameworks for round-off introduced by Blank [Bla94]
and Vladimirov [Vla96]: we discuss their respective approaches briefly here.
The most general model is given by Blank, who introduces the notion of an -
discretisation X of a compact set X, which is simply an ordered collection of points in
which neighbouring points are separated by a distance of at most . The corresponding
round-off function associates each point in X with the closest point in X (or, in case
there are several such points, the point which is smallest with respect to the ordering of
X).
Vladimirov considers discretisations of linear maps of Rn on the integer lattice Zn.
The space is discretised via the introduction of so-called cells Ω, which tile the space
under translation by elements of Z2:
Ω + Zn = Rn, ∀z ∈ Zn \ {0} : Ω ∩ (Ω + z) = ∅.
Then the round-off function is called a quantizer, and may be any map which commutes
with translations by elements of the lattice Zn, and whose associated cells are Jordan
measurable.
In our case we follow the conventions of [AKT01, KLV02], borrowed from maps on
the torus. We consider a discretisation of a planar map onto a two-dimensional lattice L
given by
L = CZ2,
where C is a 2× 2 non-singular matrix. A fundamental domain Ω of L is a set which
tiles the plane under translation by elements of L, as per the above definition of a cell,
and we restrict our attention to fundamental domains whose closure is a parallelogram.
Then the round-off function R associates each point z ∈ R2 with the unique lattice point
16
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(a) λ = 1/24 (b) λ = 1/48
Figure 2.1: A selection of periodic orbits of the discretised rotation formed from the
composition of the elliptic motion (1.2) with the nearest-neighbour round-off function,
for two small values of λ. The lattice spacing is such that each unit distance contains
1/λ lattice points. The grey lines are the lines x = n+ 1/2, y = n+ 1/2 for n ∈ Z. Here
ν ≈ 1/4, and the orbits closest to the origin are periodic with period 4.
l ∈ L such that z ∈ l + Ω, i.e.,
R : R2 → L R(z) = (z − Ω) ∩ L.
When modelling round-off as performed in fixed-point arithmetic, it is typical to use
a uniform square lattice of the form1
L =
(
Z
N
)2
N ∈ N,
where 1/N is the lattice spacing, and the fundamental domain corresponds to nearest-
neighbour rounding:
Ω =
1
N
[
−1
2
,
1
2
)2
.
In the case of the discretised rotation F of (1.1), the unperturbed dynamics are given
by the elliptic motion A of equation (1.2), the lattice L is simply the integer lattice Z2,
and the fundamental domain is the unit square Ω = [0, 1)2.
The lattice spacing of F is fixed at one, but there is no loss of generality: the linearity
of the underlying dynamics A ensures that the discretisation Fα with lattice spacing
α > 0 (defined using the lattice L = (αZ)2 and Ω = [0, α)2) is conjugate to F via a
rescaling:
Fα(z) = αF (z/α) z ∈ (αZ)2.
1We use N to denote the set of positive integers.
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We will make use of this fact in the next chapter, where we rescale the lattice Z2.
With regard to the choice of fundamental domain, the specific form of A means
that the round-off function only affects the x-coordinate, so that F is invertible (and
reversible—see next section) irrespective of the choice of Ω. Furthermore, we may take
Ω to be symmetric under reflection in the line y = x without loss of generality. If this
is the case, then it is a straightforward exercise to show that the inverse of F is the
discretisation of the inverse of A:
F−1 = R ◦A−1.
The choice of Ω = [0, 1)2 corresponds to rounding down, which is arithmetically nicer
due to its consistency with modular arithmetic. This choice also maximises the asymmetry
of F under reflection in the line y = −x, i.e., the asymmetry in the direction perpendicular
to the symmetry of F . However, the character of the results described in this thesis is
not heavily dependent on the choice of round-off scheme: we compare the orbits seen
in figure 1.2 to those in figure 2.1, which were calculated using a nearest-neighbour
round-off scheme (i.e., Ω = [−1/2, 1/2)2).
2.2. Time-reversal symmetry
For a detailed background on the subject of time-reversal symmetry, we refer the
reader to the surveys [RQ92] and [LR98], and references therein.
In broad terms, time-reversal symmetry is a property of an invertible dynamical
system, whereby reversing the direction of time maps valid trajectories into other valid
trajectories. For example, consider the position x(t) of a particle of unit mass moving in
a conservative force field f = −∇V , where V is the potential. The equation governing
the motion is
(2.1) x¨ = f(x),
where a dot denotes a derivative with respect to time. The equation (2.1) is invariant
under the transformation t 7→ −t, and if x(t) is a solution, then x(−t) is also a solution,
with the same initial position but opposing initial velocity.
It is standard practice to write systems such as (2.1) in the Hamiltonian formalism,
where the motion of the particle is described by its position q(t) = x(t) and momentum
p(t) = x˙(t). The Hamiltonian H(q, p) is given by
H(q, p) =
p2
2
+ V (q),
and the governing equations are Hamilton’s equations:
(2.2)
dq
dt
=
∂H
∂p
= p
dp
dt
= −∂H
∂q
= f(q).
In this setting, the time-reversal symmetry property of the system (2.1) hinges upon the
fact that the Hamiltonian is even in the momentum coordinate:
H(q, p) = H(q,−p),
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so that the system of equations (2.2) are invariant under the transformation
(2.3) (t, q, p) 7→ (−t, q,−p).
Thus, in classical mechanics, time-reversal symmetry describes the invariance of a system
under the reversal of the time-direction combined with a reflection in phase space, which
changes the sign of the momentum coordinate.
In section 3.2, we introduce an abstract, piecewise-affine Hamiltonian of the plane
with such a classical time-reversal symmetry. The Hamiltonian P (see equation (3.12)),
which represents the limiting dynamics of the discretised rotation F , is even in both
coordinates, so that orbits of the corresponding flow are reversed by reflections in both
axes.
However, the invariance of a system under a transformation such as (2.3) is not a
good definition for time-reversal symmetry, since it is not a coordinate independent
property. This leads us to the definition of reversibility, originally proposed (in a more
restricted form2) by Devaney [Dev76]. In this definition, the reflection in the momentum
coordinate is replaced by an arbitrary involution G of the phase space, i.e., a map
G whose second iterate is the identity: G2 = id. The definition of reversibility can be
applied to any flow (not necessarily Hamiltonian) or any map, and we shall be primarily
interested in the latter.
Definition. A map F is reversible if it can be expressed as the product of two
involutions:
(2.4) F = H ◦G H = F ◦G G2 = H2 = id.
The involutions G and H are called reversing symmetries.
A reversible map F is necessarily invertible, and an equivalent definition of reversibility
is to require that F is conjugate to its inverse via an involution G:
F−1 = G ◦ F ◦G G2 = id.
The definition of reversibility is consistent with the idea that the involution G reverses
the direction of time, since if x′ = F (x), then
G(x′) = F−1(G(x)).
We note that reversible maps arise naturally from reversible flows, since any Poincare´
return map or time-advance map of a reversible flow yields a reversible map. However,
the definition (2.4) is purely algebraic, and there is no requirement that F have any
smoothness properties. We refer the reader to [RQ92] for a wealth of examples of
reversible flows and maps, both in physics and dynamical systems theory.
2Devaney required that the phase space have even dimension, and that the involution G fix a
subspace with half the dimension of the phase space.
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The lattice map F of equation (1.1) is reversible, and its reversing symmetries are
given by
(2.5) G(x, y) = (y, x) H(x, y) = (bλyc − x, y).
Symmetric orbits. Let O denote some (forwards and backwards) orbit of a re-
versible map F . The orbit O is called symmetric with respect to the reversing symmetry
G if it is setwise invariant under G:
G(O) = O.
An orbit which is not symmetric is called asymmetric.
It is typical that the symmetric orbits of a dynamical system exhibit different behaviour
to the asymmetric orbits. In [RQ92], symmetric orbits are associated with the type of
universal behaviour displayed by conservative (symplectic) systems, whereas asymmetric
orbits are associated with the type of universal behaviour displayed by dissipative systems.
In our work we also differentiate between symmetric and asymmetric orbits, with the
latter ultimately dominating the phase space (see section 6).
In principle, it is not clear how to locate or identify symmetric orbits, other than
by an exhaustive search of the phase space. To this end, we introduce the fixed space
FixG of a reversing symmetry G:
FixG = {z : G(z) = z}.
The symmetric orbits of a reversible map are structured by these fixed spaces, as we see
in the following folklore theorem.
Theorem 2.1. [LR98, Theorem 4.2] Let F be a reversible map in the sense of (2.4).
Then the orbits of F satisfy the following properties:
(i) An orbit is symmetric if and only if it intersects the set FixG ∪ FixH.
(ii) A symmetric orbit intersects the set FixG ∪ FixH exactly once if and only if it is
either aperiodic or a fixed point.
(iii) A symmetric periodic orbit which is not a fixed point intersects the set FixG∪FixH
exactly twice; it has even period 2p if and only if it intersects one of the sets
FixG ∩ F p(FixG) or FixH ∩ F p(FixH), and has odd period 2p+ 1 if and only if
it intersects the set FixG ∩ F p(FixH).
In dynamical systems of the plane, it is often the case that the fixed space of a
reversing symmetry is a line, in which case we refer to a symmetry line. In our case,
the fixed space of the involution G given in (2.5) is a symmetry line:
(2.6) FixG = {(x, y) ∈ R2 : x = y},
whereas the fixed set of the involution H is given by the collection of line segments
(2.7) FixH = {(x, y) ∈ R2 : 2x = bλyc}.
2.2. TIME-REVERSAL SYMMETRY 21
(We think of G and H as acting on the plane, although they will also be applied to
lattice subsets thereof.)
Reversible and equivariant dynamics. We note at this point that reversing
symmetries do not just come in pairs, but in typically infinite sequences: if G is a
reversing symmetry of F , then Fn ◦G is also a reversing symmetry for all n ∈ Z. The
set of G and its iterates under the motion form a family of reversing symmetries, and
we call two reversing symmetries G and G′ independent if G′ is not a member of the
family generated by G. A system which has just one family of reversing symmetries is
called purely reversible.
Furthermore, the composition of two reversing symmetries is a symmetry, i.e., a
map S on the phase space that maps valid trajectories onto valid trajectories. In the
case of a map F , this means that F commutes with S:
S ◦ F = F ◦ S,
or, if the symmetry S is invertible, that F is equivariant under S:
F = S−1 ◦ F ◦ S.
If we compose two reversing symmetries from the same family, then we obtain a trivial
symmetry, i.e., an iterate of F . If, however, a dynamical system has a pair of independent
reversing symmetries, then their composition is a non-trivial symmetry.
The group generated by the reversing symmetries of a dynamical system is called
the reversing symmetry group, which contains the symmetry group as a normal
subgroup. Thus the study of reversible dynamics can be approached as an extension to
that of equivariant dynamics.
The lattice map F is purely reversible—its reversing symmetry group consists of the
family generated by the reflection G of (2.5).
Time-reversal symmetry in discrete spaces. Finally we summarise a series of
papers [RV05, RV09, NRV12] concerning universal behaviour among reversible maps
with a finite phase space.
If an invertible map F has a finite phase space, then all orbits of F are periodic, and
the period T (z) of some point z in the phase space is given by
T (z) = min{k : F k(z) = z}.
Furthermore, if the phase space consists of N points, then the period distribution
function D of F is given by
(2.8) D(x) =
1
N
#{z : T (z) ≤ κx},
where κ is some scaling parameter, so that D(x) is the fraction of points in the phase
space whose period under F is less than or equal to κx.
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The period distribution function D is a non-decreasing step function, with D(0) = 0
and D(x)→ 1 as x→∞. The possible values of D are restricted to the set{
k
N
: 0 ≤ k ≤ N
}
,
and its discontinuities lie in the set {
k
κ
: k ∈ N
}
.
In [RV09], it was shown that for a suitable choice of the scaling parameter κ, the
expected period distribution function of a random reversible map on N points converges
to a universal limiting distribution as N →∞. This universal distribution function is
given by a gamma (or Erlang) distribution
(2.9) R(x) = 1− e−x(1 + x).
The scaling parameter κ depends on the fraction of the phase space occupied by the
fixed spaces of the reversing symmetries of the map.
Theorem 2.2. [RV09, Theorem A] Let (G,H) be a pair of random involutions of a
set Ω with N points, and let
g = #FixG h = #FixH κ =
2N
g + h
.
Let DN (x) be the expectation value of the fraction of Ω occupied by periodic orbits of
H ◦G with period less than κx, computed with respect to the uniform probability. If, with
increasing N , g and h satisfy the conditions
(2.10) lim
N→∞
g(N) + h(N) =∞ lim
N→∞
g(N) + h(N)
N
= 0,
then for all x ≥ 0, we have the limit
DN (x)→ R(x),
where R(x) is the universal distribution (2.9). Moreover, almost all points in Ω belong
to symmetric periodic orbits.
Note that since Theorem 2.2 treats the composition of two random involutions, the
resulting reversible map will be purely reversible with full probability as N →∞. Thus
we expect (2.9) to be the limiting distribution for suitably ‘random’ (in particular,
non-integrable) purely reversible maps3.
Experimental evidence suggests that R(x) is indeed the limiting distribution for a
number of planar algebraic maps. The distribution (2.9) was first identified in [RV05]
as the signature of time-reversal symmetry in non-integrable planar polynomial automor-
phisms (i.e., polynomial maps with a polynomial inverse), of which the area-preserving
He`non map is an example. The maps were reduced to permutations of finite fields
of increasing size. For suitably chosen parameter values, this reduction preserves the
3Theorem 2.2 has recently been extended—see [dFH13].
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invertibility, symmetry and non-integrability of the original map, but also introduces
modular multiplication—the ingredient which provides the ‘randomness’.
More recently, in [NRV12], the distribution (2.9) has been observed for the Casati-
Prosen family of maps—a two parameter family of reversible maps of the torus, which
have zero entropy but are conjectured to be mixing. For rational parameter values,
these maps preserve rational lattices, and thus can be restricted directly to finite sets of
increasing size: the distribution R(x) is conjectured to be the limiting distribution for a
set of rational parameter values with full measure.
In chapter 6, we consider the period distribution function of the perturbed return
map Φ on each of the polygon classes—indexed by the sums of two squares. We provide
numerical evidence thatR(x) is the limiting distribution along the subsequence of polygon
classes which correspond to perfect squares, where the nonlinearity of the return map
persists at infinity. In our case, the finite structure arises naturally from the symmetry of
the system, since on each polygon class, the return map is equivariant with respect to a
group of lattice translations. As the number of equivalence classes modulo this sequence
of lattices diverges, the period distribution function converges to R(x).
CHAPTER 3
The integrable limit
In this chapter we introduce the behaviour of the discretised rotation F in the limit
λ → 0, which we call the integrable limit. For ease of exposition, we assume that
λ > 0. We embed the phase space Z2 into the plane, to obtain a rescaled lattice map
Fλ, and show that the limiting dynamics are described by an integrable, piecewise-affine
Hamiltonian system. This Hamiltonian system is accompanied by a natural partition of
the plane into a countable sequence of polygonal annuli, which classify the integrable
orbits according to a certain symbolic coding.
Then we define a return map of Fλ, whose domain is a thin strip X aligned along
the symmetry axis. We show that the orbits of Fλ, up to the time of first return to X,
shadow the orbits of the integrable Hamiltonian system. Furthermore, we show that the
integrable dynamics are nonlinear: the return map corresponding to the Hamiltonian
flow satisfies a twist condition.
Finally, we briefly describe the dynamics of F in the limits λ → ±1: the other
parameter regimes in which the dynamics at the limit is an exact rotation. Preliminary
observations suggest that we can expect similar behaviour to the λ→ 0 case.
Much of the work in this chapter has been published in [RBV13].
3.1. The rescaled lattice map
We make some elementary observations about the behaviour of orbits of the discretised
rotation F in the limit λ→ 0. Recall that when λ is small, the map F is the discretisation
of a rotation whose angle is close to pi/2. We find that no orbits are periodic with period
four (excluding the origin—a fixed point of the dynamics which we ignore in this
discussion). Instead the orbits of minimal period are the fixed points of a secondary
recurrence: in particular, the fourth iterates of F induce a perturbed rotation (on
polygons, rather than circles), whose angle approaches zero as λ→ 0. Thus all orbits of
F visit all four quadrants of the plane, and for the rest of this section we restrict our
attention to those orbits which begin in the first quadrant.
In the following proposition, we describe the orbits closest to the origin. We see that
the orbit of any point, for sufficiently small λ, is symmetric and coincides with a level
set of |x| + |y| everywhere except in the third quadrant, where the orbit slips by one
lattice point (see figure 3.1). Each orbit is a fixed point of the secondary recurrence, and
preserves a convex polygon—an approximate square. We refer to the recurrence time
of the orbits, during which these invariant polygons are populated, as one revolution
about the origin.
24
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Figure 3.1: Periodic orbits of F in the region |x|+ |y| ≤ 1/λ. Each orbit lies on a convex
polygon which is close to a square.
Proposition 3.1. Let λ > 0. For all z = (x, y) ∈ Z2 with x, y ≥ 0 satisfying
(3.1) x+ y <
1
λ
,
the orbit of z under F is symmetric and periodic with minimal period
4(x+ y) + 1.
Proof. We begin by considering the fourth iterates of F . For λ > 0 and (x, y)
satisfying 0 ≤ x ≤ 1/λ− 1, 1 ≤ y ≤ 1/λ, we have
F (x, y) = (bλxc − y, x) = (−y, x),
F 2(x, y) = (b−λyc − x,−y) = (−(x+ 1),−y),
F 3(x, y) = (b−λ(x+ 1)c+ y,−(x+ 1)) = (y − 1,−(x+ 1)),
F 4(x, y) = (bλ(y − 1)c+ x+ 1, y − 1) = (x+ 1, y − 1).(3.2)
Thus every fourth iterate of F translates such points by the vector (1,−1).
Now let z = (x, y) with x, y ≥ 0 satisfying (3.1). (We assume that z 6= (0, 0).) We
show that the orbit of z intersects both of the fixed sets FixG and FixH, and thus is
symmetric and periodic by theorem 2.1 part (iii) (see page 20). Recall that the line
FixG is the set of points with x = y, whereas the set FixH includes the line segment
{(0, y) : bλyc = 0} ⊂ FixH
(see equations (2.6) and (2.7)).
Using (3.2), we have that the orbit of z intersects FixH at the point
F−4x(z) = z − x(1,−1) = (0, x+ y) ∈ FixH.
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To show that the orbit intersects FixG, there are two cases to consider. If the difference
between x and y is even, i.e., if
x− y = 2m m ∈ Z,
then we have
F−4m(z) = z −m(1,−1) = (x−m, y +m) ∈ FixG.
By theorem 2.1 part (iii), the orbit of z is symmetric and periodic. Furthermore, we have
F−4m(z) ∈ FixG ∩ F 4(x−m)(FixH),
so that the period of z is given by
2(4x− 4m) + 1 = 2(4x− 2(x− y)) + 1 = 4(x+ y) + 1
as required.
If the difference between x and y is odd, so that
x− y = 2m− 1 m ∈ Z,
then applying F−4m gives
F−4m(z) = z −m(1,−1) = (x−m, y +m) = (x−m,x−m+ 1).
If we now apply F 2, to move the orbit into the third quadrant, then we have
F−4m+1(z) = (−(x−m+ 1), x−m),
F−4m+2(z) = (−(x−m+ 1),−(x−m+ 1)) ∈ FixG.
Again the orbit of z is symmetric and periodic, and since
F−4m+2(z) ∈ FixG ∩ F 4(x−m)+2(FixH),
the period of z is given by
2(4x− 4m+ 2) + 1 = 2(4x− 2(x− y)) + 1 = 4(x+ y) + 1.
This completes the proof. 
However, this is just the beginning of the story, since for all λ > 0 there are points in
Z2 which do not satisfy (3.1). Further from the origin, we find that not all orbits are
symmetric; that orbits trace a sequence of different polygonal shapes; and that orbits
may make more than one revolution about the origin (period multiplication—see figure
1.4).
If we restrict our attention to the symmetric orbits, in particular the orbits which
intersect the positive half of the symmetry line FixG, we have the following description
of a collection of orbits which, like those in proposition 3.1, make just one revolution
about the origin. We refer to such orbits as minimal orbits. We defer the proof of
proposition 3.2 to appendix A.
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Proposition 3.2. For all λ > 0 and x ∈ N in the range
1
2λ
+ 2 ≤ x ≤ 1
λ
− 1,
the orbit of z = (x, x) under F is symmetric and minimal if and only if
2x+
⌈
1
λ
⌉
− 2
⌊
1
λ
⌋
≡ 2 (mod 3) .
The novel element in this proposition is the appearance of congruences—a feature
which will be developed further in chapter 4.
Both propositions 3.1 and 3.2 suggest that the analysis of the limit λ→ 0 requires
some scaling. For λ > 01, we normalise the natural length scale 1/λ by introducing the
scaled lattice map Fλ, which is conjugate to F , and acts on points z = λ(x, y) of the
scaled lattice (λZ)2:
(3.3) Fλ : (λZ)2 → (λZ)2 Fλ(z) = λF (z/λ) λ > 0.
The discretisation length of Fλ is λ. Then we define the discrete vector field, which
measures the deviation of F 4λ from the identity:
(3.4) v : (λZ)2 → (λZ)2 v(z) = F 4λ (z)− z.
To capture the main features of v on the scaled lattice, we introduce an auxiliary
vector field w on the plane, given by
(3.5) w : R2 → Z2 w(x, y) = (2byc+ 1,−(2bxc+ 1)).
The field w is constant on every translated unit square (called a box)
(3.6) Bm,n = {(x, y) ∈ R2 : bxc = m, byc = n}, m, n ∈ Z
and we denote the value of w on Bm,n as
(3.7) wm,n = (2n+ 1,−(2m+ 1)).
The following proposition, whose proof we postpone to below (section 3.3, page 39),
states that if we ignore a set of points of zero density, then the vector fields v and w are
parallel.
Proposition 3.3. For r > 0, we define the set
(3.8) A(r, λ) = {z ∈ (λZ)2 : ‖z‖∞ < r},
(with ‖(u, v)‖∞ = max(|u|, |v|)), and the ratio
µ1(r, λ) =
#{z ∈ A(r, λ) : v(z) = λw(z)}
#A(r, λ)
.
Then we have
lim
λ→0
µ1(r, λ) = 1.
1The rescaled lattice map with λ < 0 is related to the λ > 0 case via F−λ = Rx ◦ Fλ ◦Ry, where Rx
and Ry are reflections in the x and y axes, respectively.
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The integrable limit of the system (1.1) is the asymptotic regime that results from
replacing v by λw. The points where the two vector fields differ have the property that
λx or λy is close to an integer. The perturbation of the integrable orbits will take place
in these small domains.
3.2. The integrable Hamiltonian
We define the real function
(3.9) P : R→ R P (x) = bxc2 + (2bxc+ 1){x},
where {x} denotes the fractional part of x. The function P is piecewise-affine, and
coincides with the function x 7→ x2 on the integers, thus:
(3.10) P (bxc) = bxc2 b
√
P (x)c = bxc.
Using the second statement in (3.10), we can invert P up to sign by defining
(3.11) P−1 : R≥0 → R≥0 x 7→ x+ b
√
xc(1 + b√xc)
2b√xc+ 1 ,
so that (P−1 ◦ P )(x) = |x|.
We define the following Hamiltonian
(3.12) P : R2 → R P(x, y) = P (x) + P (y).
The function P is continuous and piecewise-affine. It is differentiable in R2 \∆, where
∆ is the set of orthogonal lines given by
(3.13) ∆ = {(x, y) ∈ R2 : (x− bxc)(y − byc) = 0}.
The set ∆ is the boundary of the boxes Bm,n, defined in (3.6). The associated Hamiltonian
vector field, defined for all points (x, y) ∈ R2 \∆, is equal to the vector field w given in
(3.5):
(3.14)
(
∂P(x, y)
∂y
,−∂P(x, y)
∂x
)
= w(x, y) (x, y) ∈ R2 \∆.
We say that the function
γ : R→ R2
is a flow curve of the Hamiltonian P if it satisfies
dγ(t)
dt
= w(γ(t)) t ∈ R.
Then the flow ϕ associated with P is the family of time-advance maps ϕt satisfying2
ϕt : R2 → R2 ϕt(γ(s)) = γ(s+ t)
for any flow curve γ and all s, t ∈ R.
Proposition 3.3 states that the vector fields v and λw agree almost everywhere in the
limit λ→ 0. In turn, the piecewise-constant form of w ensures that ϕλ is equal to F 4λ
almost everywhere.
2We claim without proof that ϕ is well-defined everywhere except the origin.
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Corollary 3.4. Let r > 0 and A(r, λ) be as in equation (3.8). Then
lim
λ→0
(
#{z ∈ A(r, λ) : ϕλ(z) = F 4λ (z)}
#A(r, λ)
)
= 1.
For a point z ∈ R2, we write Π(z) for the orbit of z under the flow ϕ, i.e., the level
set of P passing through z:
(3.15) Π(z) = {w ∈ R2 : P(w) =P(z)}.
Below (theorem 3.5) we shall see that these sets are polygons, whose vertices belong to
∆. The value of a polygon Π(z) is the real number P(z), and if Π(z) contains a lattice
point, then we speak of a critical polygon. The critical polygons act as separatrices,
and form a distinguished subset of the plane:
Γ =
⋃
z∈Z2
Π(z).
All topological information concerning the Hamiltonian P is encoded in the partition of
the plane generated by Γ ∪∆.
To characterise P arithmetically, we consider the Hamiltonian
Q(x, y) = x2 + y2,
which is equal to the member Q0 of the family of functions (1.3), and represents the
unperturbed rotations (no round-off) in the limit λ→ 0. Its level sets are circles, and
the circles containing lattice points will be called critical circles. By construction,
the functions P and Q coincide over Z2, and hence the value of every critical polygon
belongs to Q(Z2), the set of non-negative integers which are representable as the sum of
two squares. We denote this set by E .
A classical result, due to Fermat and Euler, states that a natural number n is a sum
of two squares if and only if any prime congruent to 3 modulo 4 which divides n occurs
with an even exponent in the prime factorisation of n [HW79, theorem 366]. We refer
to E as the set of critical numbers, and use the notation
E = {ei : i ≥ 0} = {0, 1, 2, 4, 5, 8, 9, 10, 13, 16, 17, . . . }.
There is an associated family of critical intervals, given by
(3.16) I ei = (ei, ei+1).
Let us define
E (x) = #{e ∈ E : e ≤ x}.
The following result, due to Landau and Ramanujan, gives the asymptotic behaviour of
E (x) (see, e.g., [MK99])
(3.17) lim
x→∞
√
lnx
x
E (x) = K,
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where K is the Landau-Ramanujan constant
K =
1√
2
∏
p prime
p≡3 mod 4
(
1− 1
p2
)−1/2
= 0.764 . . . .
Furthermore, let r(n) be the number of representations of the integer n as a sum of two
squares. To compute r(n), we first factor n as follows
n = 2a
∏
i
pbii
∏
j
q
cj
j ,
where the pi and qj are primes congruent to 1 and 3 modulo 4, respectively. (Each
product is equal to 1 if there are no prime divisors of the corresponding type.) Then we
have [HW79, theorem 278]
(3.18) r(n) = 4
∏
i
(bi + 1)
∏
j
(
1 + (−1)cj
2
)
.
Note that this product is zero whenever n is not a critical number, i.e., r(n) = 0 if n /∈ E .
We now have the following characterisation of the invariant curves of the Hamiltonian
P.
Theorem 3.5. The level sets Π(z) of P are convex polygons, invariant under the
dihedral group D4, generated by the two orientation-reversing involutions
(3.19) G : (x, y) 7→ (y, x) G′ : (x, y) 7→ (x,−y).
The polygon Π(z) is critical if and only if P(z) ∈ E . The number of sides of Π(z) is
equal to
(3.20) 4(2
⌊√
P(z)
⌋
+ 1)− r(P(z)),
where the function r is given in (3.18). For every e ∈ E , the critical polygon with value
e intersects one and only one critical circle, namely that with the same value. The
intersection consists of r(e) lattice points, and the polygon lies inside the circle.
Proof. The symmetry properties follow from the fact that the Hamiltonian P is
invariant under the interchange of its arguments, and the function P is even:
P (−x) = b−xc2 + {−x}(2b−xc+ 1)
=
{
(−bxc − 1)2 − (1− {x})(2bxc+ 1) x /∈ Z
(−bxc)2 x ∈ Z
= bxc2 + {x}(2bxc+ 1) = P (x).
The vector field (3.14) is piecewise-constant, and equal to wm,n in the box Bm,n
(cf. equations (3.6) and (3.7)). Hence a level set Π(z) is a union of line segments. Since
the Hamiltonian P is continuous, Π(z) is connected. Thus Π(z) is a polygonal curve. It
is easy to verify that no three segments can have an end-point in common (considering
end-points in the first octant will suffice). Equally, segments cannot intersect inside
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boxes, because they are parallel there. But a non self-intersecting symmetric polygonal
curve must be a polygon.
Next we prove convexity. Due to dihedral symmetry, if Π(z) is convex within the
open first octant 0 < y < x, then it is piecewise-convex. Thus we suppose that Π(z) has
an edge in the box Bm,n, where 0 < n ≤ m. The adjacent edge in the direction of the
flow must be in one of the boxes
Bm,n−1, Bm+1,n−1, Bm+1,n.
Using (3.7) one verifies that the three determinants
det(wm,n,wm,n−1) det(wm,n,wm+1,n−1) det(wm,n,wm+1,n)
are negative. This means that, in each case, at the boundary between adjacent boxes,
the integral curve turns clockwise. So Π(z) is piecewise-convex. It remains to prove
that convexity is preserved across the boundaries of the first octant, which belong to
the fixed sets FixG (the line x = y) and FixG′ (the line y = 0) of the involutions
(3.19). Indeed, Π(z) is either orthogonal to FixG (in which case convexity is clearly
preserved), or has a vertex (m,m) on it; in the latter case, the relevant determinant is
det(wm−1,m,wm,m−1) = −8m < 0. The preservation of convexity across FixG′ is proved
similarly, and thus Π(z) is convex.
The statement on the criticality of P(z) follows from the fact that, on Z2, we have
P = Q.
Consider now the edges of Π(z). The intersections of Π(z) with the x-axis have
abscissas ±P−1(P(z)). Using (3.10) we have that there are 2b√P(z)c+1 integer points
between them, hence as many lines orthogonal to the x-axis with integer abscissa. The
same holds for the y-axis. If Π(z) is non-critical, it follows that Π(z) intersects ∆ in
exactly 4(2
⌊√
P(z)
⌋
+ 1) points, each line being intersected twice. Because the vector
field changes across each line, the polygon has 4(2
⌊√
P(z)
⌋
+ 1) vertices. If the polygon
is critical, then we have P(z) = e ∈ E . At each of the r(e) vertices that belong to Z2,
two lines in ∆ intersect, resulting in one fewer vertex. So r(e) vertices must be removed
from the count.
Next we deal with intersections of critical curves. Let us consider two arbitrary critical
curves
P(x, y) = e Q(x, y) = e+ f e, e+ f ∈ E .
This system of equations yields
{x}2 + {y}2 − {x} − {y} = f,
which is a circle with centre at (1/2, 1/2) and radius ρ, where
(3.21) ρ2 = f +
1
2
.
Since we must have 0 ≤ {x}, {y} < 1, we find ρ2 ≤ 1/2, and since f is an integer, we
obtain {x} = {y} = f = 0. So critical polygons and circles intersect only if they have the
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same value, and their intersection consists of lattice points. Then the number of these
lattice points is necessarily equal to r(e).
Finally, since the critical curve P(x, y) = e is a convex polygon, whose only intersec-
tions with the critical circle Q(x, y) = e occur at vertices, we have that critical polygons
lie inside critical circles. 
From this theorem it follows that the set Γ of critical polygons partitions the plane
into concentric domains, which we call polygon classes. Each domain contains a single
critical circle, and has no lattice points in its interior. The values of all the polygons
in a class is a critical interval of the form (3.16), and we associate the critical number
e ∈ E with the polygon class P−1(I e). There is a dual arrangement for critical circles.
Because counting critical polygons is the same as counting critical circles, the number of
critical polygons (or, equivalently, of polygon classes) contained in a circle of radius
√
x
is equal to E (x), with asymptotic formula (3.17). From equation (3.21), one can show
that the total variation ∆Q(α) of Q along the polygon P(z) = α satisfies the bound
∆Q(α) ≤ 1
2
which is strict (e.g., for α = 1).
Symbolic coding of polygon classes. In theorem 3.5 we classified the invariant
curves of the Hamiltonian P in terms of critical numbers. We found that the set Γ
of critical polygons partitions the plane into concentric annular domains—the polygon
classes. In this section we define a symbolic coding on the set of classes, which specifies
the common itinerary of all orbits in a class, taken with respect to the lattice Z2.
Suppose that the polygon Π(z) is non-critical. Then all vertices of Π(z) belong to
∆ \ Z2, where ∆ was defined in (3.13). Let ξ be a vertex. Then ξ has one integer and
one non-integer coordinate, and we let u be the value of the non-integer coordinate. We
say that the vertex ξ is of type v if b|u|c = v. Then we write vj for the type of the
jth vertex, where the vertices of Π(z) are enumerated according to their position in the
plane, starting from the positive half of symmetry line FixG and proceeding clockwise.
The sequence of vertex types vj reflects the eight-fold symmetry of Π(z). Hence
if the kth vertex lies on the x-axis, then there are 2k − 1 vertices belonging to each
quarter-turn, and the vertex types satisfy
(3.22) vj = v2k−j = v(2k−1)i+j , 1 ≤ j ≤ k, 0 ≤ i ≤ 3.
Thus it suffices to consider the vertices in the first octant, and the vertex list of Π(z)
is the sequence of vertex types
V = (v1, . . . , vk).
We note that the vertex list can be decomposed into two disjoint subsequences; those
entries belonging to a vertex with integer x-coordinate and those belonging to a vertex
with integer y-coordinate. These subsequences are non-decreasing and non-increasing,
respectively.
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From theorem 3.5, it follows that for every e ∈ E , the set of polygons Π(z) with
P(z) ∈ I e have the same vertex list. Let k be the number of entries in the vertex list.
Since the polygon Π(z) is non-critical, equation (3.20) gives us that 4(2b√ec + 1) =
4(2k − 1), and hence
k = #V = b√ec+ 1.
Any two polygons with the same vertex list have not only the same number of edges, but
intersect the same collection of boxes, and have the same collection of tangent vectors.
The critical polygons which intersect the lattice Z2, where the vertex list is multiply
defined, form the boundaries between classes. The symbolic coding of these polygons is
ambiguous, but this item will not be required in our analysis.
Thus the vertex list is a function on classes, hence on E . For example, the polygon
class identified with the interval I 9 = (9, 10) (see figure 3.2) has vertex list
V (9) = (2, 2, 0, 3).
For each class, there are two vertex types which we can calculate explicitly: the first and
the last. If α ∈ I e, and the polygon P(z) = α intersects the symmetry line FixG at
some point (x, x) in the first quadrant, then v1 = bxc. By the definition (3.12) of the
Hamiltonian P, x satisfies
P(z) = 2P (x) = α.
Thus inverting P and using (3.10), it is straightforward to show that the first vertex
type is given by
(3.23) v1 = bP−1(α/2)c = b
√
e/2c α ∈ I e.
Similarly the last vertex type, corresponding to the vertex on the x-axis, is given by
(3.24) vk = bP−1(α)c = b
√
ec α ∈ I e.
x
y
x = y
0
0
1
1
2
2
3
3
Figure 3.2: A polygon with P(z) in the interval (9, 10) and its vertices in the first octant.
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e V(e)
9 (2, 2, 0, 3)
10 (2, 1, 3, 3)
18 (3, 3, 1, 4, 4)
29 (3, 4, 2, 5, 5, 5)
49 (4, 5, 3, 6, 6, 6, 0, 7)
52 (5, 4, 6, 6, 6, 1, 7, 7)
Table 3.1: A table showing the vertex list V (e) for a selection of critical numbers e.
Notice that the first entry in the vertex list is always b√e/2c, the last is b√ec, and the
number of entries in the list is k = b√ec+ 1.
3.3. Recurrence and return map
We have already seen that the lattice map F is reversible with respect to the reflection
G of equation (2.5). The scaled map Fλ has the same property, and all orbits of Fλ
return repeatedly to a neighbourhood of the symmetry line FixG, i.e., the line x = y.
From equation (1.2), the rotation number ν has the asymptotic form
ν =
1
2pi
arccos
(
λ
2
)
=
1
4
− λ
4pi
+O(λ3) λ→ 0.
The integer t = 4 is the zeroth-order recurrence time of orbits under Fλ, that is,
the number of iterations needed for a point to return to an O(λ)-neighbourhood of its
starting point. It turns out (see below—lemma 3.8) that the field v(z) (equation (3.4))
is non-zero for all non-zero points z, so no orbit has period four. Accordingly, for the
limit λ → 0, we define the first-order recurrence time t∗ of the rotation to be the
next time of closest approach:
(3.25) t∗(λ) = min {k ∈ N : dH(kν,N) ≤ dH(4ν,N), k > 4} = pi
λ
+O(1),
where dH is the Hausdorff distance, and the expression dH(x,A), with x ∈ R, is to be
understood as the Hausdorff distance between the sets {x} and A.
The integer t∗ provides a natural recurrence timescale for Fλ. Let T (z) be the minimal
period of the point z ∈ Z2 under F , so that T (z/λ) is the corresponding function for
points z ∈ (λZ)2 under Fλ. (In accordance with the periodicity conjecture, page 4,
we assume that this function is well-defined.) Since, as λ → 0, the recurrence time t∗
diverges, the periods of the orbits will cluster around integer multiples of t∗, giving rise
to branches of the period function (figure 1.4). The lowest branch corresponds to orbits
which perform a single revolution about the origin—the minimal orbits—and their period
is approximately equal to t∗. The period function T has a normalised counterpart, given
by (cf. (3.25))
Tλ : (λZ)2 → λ
pi
N Tλ(z) =
λ
pi
T (z/λ).
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The values of Tλ oscillate about the integers.
We construct a Poincare´ return map Φ on a neighbourhood of the positive half of
the symmetry line FixG. Let d(z) be the perpendicular distance between a point z and
FixG:
d(z) = dH(z,FixG).
We define the domain X of the return map Φ to be the set of points z ∈ (λZ≥0)2
which are closer to FixG than their preimages under F 4λ , and at least as close as their
images:
(3.26) X = {z ∈ (λZ≥0)2 : d(z) ≤ d(F 4λ (z)), d(z) < d(F−4λ (z))}.
According to corollary 3.4 (page 29), when λ is small, the fourth iterates of Fλ typically
agree with ϕλ, the time-λ advance map of the flow. Thus, in a neighbourhood of the
symmetry line FixG, the map F 4λ is simply a translation perpendicular to FixG:
F 4λ (z) = z + λwm,m z ∈ Bm,m, m ∈ Z≥0,
where wm,m is the local component of the Hamiltonian vector field w in Bm,m (see
equation (3.7)). It follows that the main component of X in Bm,m is a thin strip of width
λ‖wm,m‖ lying parallel to the symmetry line FixG (see figure 4.2, page 54). Furthermore,
it is natural to identify the sides of this strip, which are connected by the translation
z 7→ z + λwm,m, so that locally the dynamics take place on a cylinder. This description
breaks down when z is close to a vertex, i.e., close to the boundary of Bm,m. We formalise
these properties below (section 4.1).
The transit time τ to the set X is well-defined for all z ∈ (λZ)2:
(3.27) τ : (λZ)2 → N τ(z) = min{k ∈ N : F kλ (z) ∈ X}.
Thus the first return map Φ is the function
(3.28) Φ : X → X Φ(z) = F τ(z)λ (z).
We refer to the orbit of z ∈ X up to the return time τ(z) as the return orbit of z:
Oτ (z) = {F kλ (z) : 0 ≤ k ≤ τ(z)} z ∈ X.
We let τ− be the transit time to X under F−1λ :
τ− : (λZ)2 → Z≥0 τ−(z) = min{k ∈ Z≥0 : F−kλ (z) ∈ X},
so that the return orbit for a general z ∈ (λZ)2 is given by
Oτ (z) = {F kλ (z) : −τ−(z) ≤ k ≤ τ(z)} z ∈ (λZ)2.
To associate a return orbit with an integrable orbit, we define the rescaled round-off
function Rλ, which rounds points on the plane down to the next lattice point:
(3.29) Rλ : R2 → (λZ)2 Rλ(w) = λR(w/λ),
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where R is the integer round-off function (1.4). For every point w ∈ R2 and every δ > 0,
the set of points
{z ∈ (λZ)2 : z = Rλ(w), 0 < λ < δ}
that represent w on the lattice as λ→ 0 is countably infinite. The corresponding set of
points on Z2, before rescaling, is unbounded.
According to proposition 3.3, the points of the scaled lattice (λZ)2 at which the
(rescaled) integrable and discrete vector fields have different values are rare, as a propor-
tion of lattice points. The following result shows that these points are also rare within
each return orbit.
Proposition 3.6. For any w ∈ R2, if we define the ratio
µ2(w, λ) =
#{z ∈ Oτ (Rλ(w)) : v(z) = λw(z)}
#Oτ (Rλ(w)) ,
then we have
lim
λ→0
µ2(w, λ) = 1.
Finally we formulate a shadowing theorem, which states that for timescales corre-
sponding to a first return to the domain X, every integrable orbit has a scaled return orbit
that shadows it. Furthermore, this scaled return orbit of the round-off map converges
to the integrable orbit in the Hausdorff metric as λ → 0, so that up to their natural
recurrence time, orbits of Fλ render increasingly accurate approximations of the flow
trajectories.
Theorem 3.7. For any w ∈ R2, let Π(w) be the orbit of w under the flow ϕ, and let
Oτ (Rλ(w)) be the return orbit at the corresponding lattice point. Then
lim
λ→0
dH (Π(w),Oτ (Rλ(w))) = 0,
where dH is the Hausdorff distance on R2.
This result justifies the term ‘integrable limit’ assigned to the flow ϕ generated by P.
The proofs for proposition 3.6 and theorem 3.7 can be found below.
Transition points. To establish propositions 3.3 and 3.6, we seek to isolate the
lattice points z ∈ (λZ)2 where the discrete vector field v(z) deviates from the scaled
auxiliary vector field λw(z). We say that a point z ∈ (λZ)2 is a transition point if z
and its image under F 4λ do not belong to the same box, namely if
R(F 4λ (z)) 6= R(z).
Let Λ be the set of transition points. Then
(3.30) Λ =
⋃
m,n∈Z
Λm,n,
where
Λm,n = F−4λ (Bm,n ∩ (λZ)2) \Bm,n.
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x
y
Figure 3.3: The structure of phase space. The boxes Bm,n, bounded by the set ∆, include
regular domains (white) where the motion is integrable, i.e., where F 4λ (z) = ϕ
λ(z). By
corollary 3.4, page 29, the lattice points in these domains have full density as λ → 0.
The darker regions comprise the set Λ of transition points, which is introduced below.
The transition points are where the perturbation from the integrable motion occurs. The
darkest domains belong to the set Σ ⊂ Λ, defined in (4.1), which forms a neighbourhood
of the set Z2. Perturbed orbits which intersect the set Σ are analogous to the critical
polygons of the flow, and we exclude them from our analysis.
For small λ, the set of transition points consists of thin strips of lattice points arranged
along the lines ∆ (see figure 3.3). The following key lemma states that, for sufficiently
small λ, all points z 6= (0, 0) where v(z) 6= λw(z) are transition points.
Lemma 3.8. Let A(r, λ) be as in equation (3.8). Then for all r > 0 there exists λ∗ > 0
such that, for all λ < λ∗ and z ∈ A(r, λ), we have
z /∈ Λ ∪ {(0, 0)} ⇒ v(z) = λw(z).
Proof. Let r > 0 be given, and let z = λ(x, y) ∈ A(r, λ). We show that if λ is
sufficiently small (and z 6= 0), then
v(z) 6= λw(z) ⇒ R(F 4λ (z)) 6= R(z).
Since z ∈ A(r, λ), we have z ∈ Bm,n for some |m|, |n| ≤ dre, where d·e is the ceiling
function, defined by the identity dxe = −b−xc. Through repeated applications of Fλ, we
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have
(3.31)
Fλ(z) = λ(−y +m,x) R(Fλ(z)) = (−(a+ 1),m),
F 2λ (z) = λ(−x− a− 1,−y +m) R(F 2λ (z)) = (−(b+ 1),−(a+ 1)),
F 3λ (z) = λ(y −m− b− 1,−x− a− 1) R(F 3λ (z)) = (c,−(b+ 1)),
F 4λ (z) = λ(x+ a+ c+ 1, y −m− b− 1) R(F 4λ (z)) = (d, c),
where m = bλxc, n = bλyc, and the integers a, b, c, d are given by
(3.32)
a+ 1 = dλ(y −m)e,
b+ 1 = dλ(x+ a+ 1)e,
c = bλ(y −m− b− 1)c
d = bλ(x+ a+ c+ 1)c.
The integers a, b, c and d label the boxes in which each iterate occurs, and also give an
explicit expression for the round-off term bλxc at each step. Thus reading from the last
of these equations, the discrete vector field v of z ∈ Bm,n is given by
(3.33) v(z) = F 4λ (z)− z = λ(a+ c+ 1,−(m+ b+ 1)),
and z is a transition point whenever at least one of the equalities d = m and c = n on
the final pair of box labels fails.
If the integers m, a, b, c are sufficiently small relative to the number of lattice points
per unit length, i.e., if
(3.34) max(|m|, |a+ 1|, |m+ b+ 1|, |a+ c+ 1|) < 1/λ,
then the map F 4λ moves the point z at most one box in each of the x and y directions,
so that the labels a, b, c and d satisfy
(3.35) b, d ∈ {m− 1,m,m+ 1}, a, c ∈ {n− 1, n, n+ 1}.
Similarly, (3.34) dictates that the discrepancy between each of the pairs (b, d), (a, c)
cannot be too large:
(3.36) |b− d|, |a− c| ≤ 1.
Letting λ∗ = 1/(2dre+ 3), we obtain
max(|m|, |a+ 1|, |m+ b+ 1|, |a+ c+ 1|)
≤ max(|m|+ |b+ 1|, |a+ 1|+ |c|)
≤ max(2|m|+ |b−m|, 2|n|+ |a− n|+ |c− n|) + 1
≤ 2dre+ 3 ≤ 1/λ∗,
so that (3.35) and (3.36) hold for all λ < λ∗. Then the expression (3.33) for v, combined
with the inequality (3.36), gives that v(z) = λw(z) if and only if
(3.37) m = b n = a = c.
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Suppose now that z is not a transition point, so that c = n and d = m, but that
v(z) 6= λw(z), so that at least one of the equalities (3.37) fails. If a 6= n, straightforward
manipulation of inequalities shows that the only combination of values which satisfies
(3.35) is
a = n− 1, m = 0, b = −1, λy = n.
In particular, we have b 6= m. Conversely if b 6= m, then using also the inequality (3.36)
gives
b = m− 1, c = 0, a = −1, λx = m,
so that n = c 6= a. Hence, combining these, the only possibility is m = a+ 1 = b+ 1 =
c = 0, which corresponds to the unique point z = (0, 0). 
By construction, the auxiliary vector field w is equal to the Hamiltonian vector field
associated with P (see equation (3.14)). Since w is piecewise-constant, it follows that
ϕλ, the time-λ advance map of the Hamiltonian flow, is equal to a translation by λw
everywhere except across the discontinuities of w, i.e., except at transition points.
Furthermore, lemma 3.8 gives us that, for sufficiently small λ, any z ∈ A(r, λ)\{(0, 0)}
which is not a transition point satisfies λw(z) = v(z). Hence, a simple consequence of
lemma 3.8 is that F 4λ is equal to a time-λ advance of the flow everywhere except at the
transition points.
Corollary 3.9. Let A(r, λ) be as in equation (3.8). Then for all r > 0 there exists
λ∗ > 0 such that, for all λ < λ∗ and z ∈ A(r, λ), we have
z /∈ Λ ∪ {(0, 0)} ⇒ F 4λ (z) = ϕλ(z).
We now use lemma 3.8 to prove proposition 3.3, given in section 3.2, page 27.
Proof of proposition 3.3. From equation (3.8), we have that the number of
lattice points in the set A(r, λ) is given by
#A(r, λ) =
(
2
⌈ r
λ
⌉
− 1
)2
.
By lemma 3.8, for sufficiently small λ, every non-zero point z ∈ A(r, λ) satisfying v(z) 6=
λw(z) is a transition point, so has z ∈ Λm,n for some m,n ∈ Z with |m|, |n| ≤ dre+ 1.
Furthermore, every set Λm,n is composed of two strips, each of unit length, and width
approximately equal to λ(2m+ 1) and λ(2n+ 1), respectively. We can bound the number
of lattice points in the set Λm,n explicitly by
#Λm,n ≥ |2m+ 1|+ |2n+ 1| − c
λ
,
for some positive constant c, independent of m and n. (Indeed c = 3 is sufficient – cf. the
methods used in the proof of proposition 4.2.) It follows that for fixed r > 0, as λ→ 0
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we have the estimate
µ1(r, λ) = 1− #{z ∈ A(r, λ) : v(z) 6= λw(z)}#A(r, λ)
≥ 1− # (A(r, λ) ∩ Λ)
#A(r, λ)
≥ 1− 1
#A(r, λ)
∑
|m|,|n|≤dre+1
#Λm,n
≥ 1−
(
2
⌈ r
λ
⌉
− 1
)−2 ∑
|m|,|n|≤dre+1
|2m+ 1|+ |2n+ 1| − c
λ
= 1 +O(λ).
Since µ1(r, λ) ≤ 1, the proof is complete. 
To prove proposition 3.6 and theorem 3.7 we need a second lemma, which bounds the
variation in the Hamiltonian function P along perturbed orbits Oτ (Rλ(w)) as λ→ 0,
where w ∈ R2. By corollary 3.9, we know P is invariant under F 4λ at all points z /∈ Λ,
so that variations can only occur when the fourth iterates of Fλ hit a transition point.
However, the number of transition points encountered by a perturbed orbit in one
revolution is (essentially) equal to the number of vertices of the corresponding polygon,
which is independent of λ. Furthermore, the magnitude of the perturbation from the
integrable motion at such a transition point is O(λ) as λ → 0. Hence we have the
following result.
Lemma 3.10. Let w ∈ R2 and let z = Rλ(w) ∈ (λZ)2 be the rounded lattice point
associated with w. Then as λ→ 0:
∀ξ ∈ Oτ (z) : |P(ξ)−P(w)| = O(λ).
We postpone the proof of lemma 3.10 to appendix A, and proceed with the proof of
proposition 3.6 (page 36).
Proof of proposition 3.6. Let w ∈ R2 be given, and let z = Rλ(w). For small
λ, the polygons Π(z) and Π(w) are close, since
‖z − w‖ = O(λ)
as λ→ 0.
Consider the polygons Π(w)± given by
Π(w)± = {ξ : P(ξ) =P(w)± 1},
where the abscissae x± of the intersections of Π(w)± with the positive x-axis are given
by
x± = P−1(P(w)± 1).
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Without loss of generality, we may assume that neither of these polygons is critical. Thus
each of these integrable orbits intersects as many boxes as it has sides. For the larger
polygon Π(w)+, the number of sides (see theorem 3.5, page 30) is given by
4
(
2
⌊√
P(w) + 1
⌋
+ 1
)
.
By construction, the return orbit of z contains exactly one transition point for every
time the fourth iterates of Fλ move the orbit from one of the boxes Bm,n to another.
Furthermore, the fourth iterates of Fλ move points parallel to the flow within each box, so
that, per revolution, there is exactly one transition point per box that the orbit intersects.
By lemma 3.10, the return orbit Oτ (z) is bounded between the polygons Π(w)± for
sufficiently small λ. Hence the number of boxes intersected in any one revolution around
the origin cannot exceed the number of sides of Π(w)+:
# (Oτ (z) ∩ Λ) ≤ 4
(
2
⌊√
P(w) + 1
⌋
+ 1
)
.
Now we consider the total number of points in the return orbit Oτ (z). Since the
perturbed orbit is bounded below by the integrable orbit Π(w)−, it must contain a point
ξ, close to the positive x-axis, with x-coordinate not less than x−. Similarly for the
negative x-axis. The return orbit moves between neighbouring points via the action of
F 4λ , i.e., by translations of the vector field v. If ξ = λ(x, y) ∈ Oτ (z), then for sufficiently
small λ, equations (3.33) and (3.35) from the proof above can be combined to give
‖v(ξ)‖ ≤ λ
√
(|2bλyc+ 1|+ 2)2 + (|2bλxc+ 1|+ 1)2
≤ λ
√
(2|bλyc|+ 3)2 + (2|bλxc|+ 2)2
< λ
√
(2|λy|+ 5)2 + (2|λx|+ 4)2
< λ
√
2(2x+ + 5),
where ‖ξ‖∞ ≤ x+ because the orbit is bounded above by Π(w)+. Hence, for sufficiently
small λ, the number of points in the orbit is bounded below by the distance 4x− divided
by the maximal length of v along the orbit:
#Oτ (z) ≥ 4x
−
λ
√
2(2x+ + 5)
.
Thus, as λ→ 0, we have the estimate
µ2(w, λ) = 1− #{ξ ∈ Oτ (z) : v(ξ) 6= λw(ξ)}#Oτ (z) ,
≥ 1− # (Oτ (z) ∩ Λ)
#Oτ (z) ,
≥ 1− λ
√
2(2x+ + 5)
(
2
⌊√
P(w) + 1
⌋
+ 1
)
x−
,
= 1 +O(λ).
Since µ2(w, λ) ≤ 1, the proof is complete. 
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Finally, we can prove theorem 3.7 of page 36.
Proof of theorem 3.7. Let w ∈ R2 be given, and let z = Rλ(w), so that Oτ (z) is
the return orbit which shadows the integrable orbit Π(w). By lemma 3.10, the variation
in P along the orbit of z is O(λ) as λ→ 0. Furthermore, the derivative of P is bounded
away from zero in a neighbourhood of Π(w), so that points in the orbit must be close to
Π(w) in the Hausdorff metric:
∀ξ ∈ Oτ (z) : dH(ξ,Π(w)) = O(λ)
as λ→ 0.
Neighbouring points ξ, ξ+v(ξ) in the return orbit Oτ (z) are also O(λ)-close as λ→ 0,
so the result follows. 
3.4. Nonlinearity
So far we have seen that, in the integrable limit, orbits of the rescaled discretised
rotation Fλ shadow orbits of the Hamiltonian flow ϕ. In particular, in corollary 3.4, we
showed that as λ → 0, F 4λ is equal to the time-λ advance map ϕλ of the flow almost
everywhere in any bounded region.
We now introduce the period T of the flow ϕ:
(3.38) T (z) : R2 → R≥0 T (z) = min{t > 0 : ϕt(z) = z},
so that the integrable counterpart Fλ to the discretised rotation Fλ is given by
(3.39) Fλ : R2 → R2 Fλ(z) = ϕ(λ−T (z))/4(z).
In accordance with corollary 3.4, applying F 4λ is equal to a time-λ advance of the flow:
F 4λ (z) = ϕ
(λ−T (z))(z) = ϕλ(z).
As we did for Fλ in section 3.3, we can define a first return map for Fλ. The
counterpart X to the return domain X is given by the set of points in the plane which
are closer to FixG than their preimages under ϕλ, and at least as close as their images.
In this case, the set X takes the simple form
(3.40) X = {ϕλθ(x, x) : x ≥ 0, θ ∈ [−1/2, 1/2)}.
We have the following explicit expression for the first return map.
Proposition 3.11. Let z ∈ X , and let z′ be the first return of z to X under Fλ.
Suppose that z = ϕλθ(x, x) and z′ = ϕλθ′(x, x), where θ, θ′ ∈ [−1/2, 1/2) and x ∈ R≥0.
Then θ′ is related to θ via
(3.41) θ′ ≡ θ + 1
4
− T (z)
4λ
(mod 1) .
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Proof. Suppose that t is the return time of z to X , so that z′ = F tλ(z). If
z = ϕλθ(x, x), then by the definition (3.39) of Fλ we have
F kλ (z) = ϕ
λθ+k(λ−T (z))/4(x, x) k ∈ Z.
Thus, by the expression (3.40) for X , the kth iterate of z under Fλ lies in the set X if
and only if
θ + k
(
λ−T (z)
4λ
)
+
mT (z)
λ
∈ [−1/2, 1/2)
for some m ∈ Z. The return time t is the minimal k ∈ N for which this inclusion holds.
Writing k = 4l + r for l ∈ Z≥0 and 0 ≤ r ≤ 3, it is straightforward to see that k is
minimal when r = 1, m = l, and l satisfies
θ + l − T (z)
4λ
∈ [−3/4, 1/4),
i.e., when
l +
⌊
θ +
3
4
− T (z)
4λ
⌋
= 0.
Thus the return time is given by
(3.42) t = 4
⌈
T (z)
4λ
− θ − 3
4
⌉
+ 1,
where we have used the relation −bxc = d−xe.
Now if z′ = ϕλθ′(x, x), where θ′ ∈ [−1/2, 1/2), then by construction, we have
λθ′ ≡ λθ + t
(
λ−T (z)
4
)
(mod T (z)) ,
where we write a ≡ b (mod c) for real c to denote that (a − b) ∈ cZ. Thus it follows
from the formula (3.42) for the return time that
λθ′ ≡ λθ + λ
⌈
T (z)
4λ
− 3
4
− θ
⌉
+
λ−T (z)
4
(mod T (z))
≡ −λ
⌊
θ +
3
4
− T (z)
4λ
⌋
+ λ
(
θ +
3
4
− T (z)
4λ
)
− λ
2
(mod T (z))
= λ
{
θ +
3
4
− T (z)
4λ
}
− λ
2
,
where {x} denotes the fractional part of x. Equivalently, dividing through by λ, we can
write
θ′ ≡ θ + 1
4
− T (z)
4λ
(mod 1) ,
which completes the proof. 
It is natural to think of the first return map as a twist map on a cylinder with
coordinates θ andP(z), where points of the form ϕ−λ/2(x, x) and ϕλ/2(x, x) are identified
since they both lie in the same orbit of Fλ (we make this construction explicit later—see
section 5.1). To understand how this twist map behaves, we need to study how the
period function T (z) varies with P(z). If the period function is not constant, the return
map is nonlinear.
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The period function. We now produce an explicit expression for the period T of
the Hamiltonian flow. Recall that Π(z) denotes the orbit of ϕ passing through the point
z ∈ R2. In this section we adapt this notation, and write Π(α) for the polygon on which
P takes the value α:
Π(α) = {z ∈ R2 : P(z) = α} α ∈ R≥0.
Similarly we overload the notation T , and write T (α) to denote the period of the flow
on the polygon Π(α).
Let e ∈ E be a critical number, and let α ∈ I e, so that Π(α) belongs to the polygon
class associated with e. Recall the vertex list V (e) associated with this class of polygons,
whose first entry, denoted v1, and last entry, denoted vk, are given by equations (3.23)
and (3.24), respectively. Then we have the following expression for the period of the flow
ϕ.
Proposition 3.12. Let α ≥ 0, and let v1 and vk be given as in (3.23) and (3.24).
Then the period T (α) of the Hamiltonian flow on the polygon Π(α) is given by
(3.43)
T (α)
8
=
P−1(α/2)
2v1 + 1
− 2
vk∑
n=v1+1
P−1(α− n2)
4n2 − 1
(where if v1 = vk the sum should be understood to be empty).
Proof. Take α ≥ 0. By the eight-fold symmetry of the level sets of P, as stated in
theorem 3.5, it suffices to consider the intersection of the polygon Π(α) with the first
octant. The point (y, y) ∈ Π(α) where the polygon intersects the positive half of the
symmetry line FixG satisfies
y = P−1(α/2) byc = v1,
whereas the point (x, 0) ∈ Π(α) where the polygon intersects the positive x-axis satisfies
x = P−1(α) bxc = vk.
We consider the time taken to flow between these two points.
To proceed, we partition the y-distance between the two points into a sequence of
distances d(n), and corresponding flow-times t(n). If v1 = vk the partition consists of a
single element; we simply let d(v1) = P−1(α/2), and t(v1) is the time taken for the flow
on Π(α) to move between the symmetry lines x = y and y = 0.
Suppose now that v1 < vk. Note that the y-coordinate of the vertex of Π(α) which
lies in the first octant and has x-coordinate x = n is given by
P−1(α− n2).
(Such vertices do not exist if v1 = vk.) Then we let d(v1) denote the y-distance between
the points where Π(α) intersects the symmetry line x = y and the line x = v1 + 1:
d(v1) = P−1(α/2)− P−1(α− (v1 + 1)2),
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and d(vk) denote the y-distance between the points where Π(α) intersects the line x = vk
and the symmetry line y = 0:
d(vk) = P−1(α− v2k).
For any n with v1 + 1 ≤ n ≤ vk − 1, d(n) is the y-distance between the points where
Π(α) intersects the lines x = n and x = n+ 1:
d(n) = P−1(α− n2)− P−1(α− (n+ 1)2).
Similarly, t(v1) is the time taken for the flow on Π(α) to move between the symmetry
line x = y and x = v1 + 1, t(v1) is the time taken to move between the line x = vk and
the symmetry line y = 0, and for v1 + 1 ≤ n ≤ vk − 1, t(n) is the time taken to flow
between the lines x = n and x = n+ 1.
With this notation, and using the symmetry of the flow ϕ, the period T (α) satisfies
(3.44)
T (α)
8
=
vk∑
n=v1
t(n).
For any n ≥ 0, the auxiliary vector field has constant y-component between the lines
x = n and x = n+ 1, given by −(2n+ 1) (see equation (3.5)). Hence the times t(n) and
the distances d(n) are related by
(3.45) t(n) =
d(n)
2n+ 1
v1 ≤ n ≤ vk.
If v1 = vk then the result follows from the definition of d(v1). If v1 < vk, substituting
(3.45) and the definition of the d(n) into (3.44) gives:
T (α)
8
=
vk∑
n=v1
d(n)
2n+ 1
=
P−1(α/2)
2v1 + 1
+
vk∑
n=v1+1
P−1(α− n2)
2n+ 1
−
vk−1∑
n=v1
P−1(α− (n+ 1)2)
2n+ 1
=
P−1(α/2)
2v1 + 1
− 2
vk∑
n=v1+1
P−1(α− n2)
4n2 − 1 ,
as required. 
Now we consider the derivative of the period function. For any integer n, the function
P−1, defined on R≥0 in equation (3.11), satisfies P−1(n2) = n and is affine on the interval
[n2, (n+ 1)2]. Hence P−1 is differentiable at every x which is not a perfect square, with:
dP−1(x)
dx
=
1
2b√xc+ 1 ,
√
x /∈ Z.
Letting x = α− n2, we have that the derivative exists whenever α cannot be expressed
as a sum of squares. Considered as a function of α, P−1(α − n2) is constant on the
intervals I e:
dP−1(α− n2)
dx
=
1
2b√e− n2c+ 1 α ∈ I
e.
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Thus if α ∈ I e is non-critical, then T (α) is differentiable and
(3.46)
T ′(α)
4
=
1
(2v1 + 1)2
− 4
vk∑
n=v1+1
1
(4n2 − 1)(2b√e− n2c+ 1) ,
which is a function of e only. Hence the period function T is piecewise-affine, with
constant derivative on each of the intervals I e.
3.5. The limits λ→ ±1
The limit λ→ 0 is not the only limit which describes an approach to an exact rotation
(where the round-off has no effect). The limits λ→ ±1, corresponding to ν → 1/6, 1/3,
describe the approach to the cases where F 6 = id and F 3 = id, respectively. It is also
possible to describe these limiting dynamics with a piecewise-affine Hamiltonian, which
we introduce briefly here3.
We analyse the limits λ → ±1 by defining δ = λ ∓ 1 and letting δ → 0. Then the
appropriate rescaling of F is given by the map
Fδ : (δZ)2 → (δZ)2 Fδ(z) = δF (z/δ)
(as for λ, we assume that δ > 0). Correspondingly, the discrete vector fields v± become
v± : (δZ)2 → (δZ)2 v+(z) = F 6δ (z)− z v−(z) = F 3δ (z)− z,
and the auxiliary vector fields are given by
w+(x, y) = 2(byc − bx− yc,−(bxc − by − xc)),
w−(x, y) = (byc+ bx+ yc+ 1,−(bxc+ bx+ yc+ 1)).
This time, w± are constant on the collection of triangles
Bm,n = {(x, y) ∈ R2 : bxc = m, byc = n, bx∓ yc = m∓ n},
Tm,n = {(x, y) ∈ R2 : bxc = m, byc = n, bx∓ yc = m∓ n∓ 1},
where m,n ∈ Z.
As in proposition 3.3, if we ignore a subset of the lattice the lattice (δZ)2 of zero
density, then the functions v and w satisfy v(z) = δw(z).
Recall the piecewise-affine function P defined in (3.9). The Hamiltonians correspond-
ing to the limits λ→ ±1 are given by
P : R2 → R P(x, y) =
(
1
2
)(1∓1)/2
(P (x) + P (x∓ y) + P (y)) .
These Hamiltonians are again piecewise-affine and differentiable in R2 \∆, where ∆ is
the set of lines given by
∆ = {(x, y) ∈ R2 : (x− bxc)(y − byc)(x∓ y − bx∓ yc) = 0},
3The limit λ→ 1 has also been investigated in [Siu13].
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(a) λ = 1 + 1/24 (b) λ = 1 + 1/48
Figure 3.4: A selection of periodic orbits of the rescaled map Fδ in the limit λ→ 1, where
ν → 1/6 (cf. the λ→ 0 case of figure 1.2, page 7). The grey lines show the discontinuity
set ∆.
the boundaries of the triangles Bm,n and Tm,n. One can easily verify that the Hamiltonian
vector fields associated with P are equal to the auxiliary vector fields w± wherever they
are defined.
CHAPTER 4
The perturbed dynamics
In chapter 3, the positive real line was partitioned into the sequence of critical intervals
I e, e ∈ E ; accordingly, the set Γ of critical polygons partitioned the plane into the
sequence of polygon classes (section 3.2). We defined a map Φ, corresponding to the first
return of Fλ to a thin strip X placed along the symmetry axis, and showed that the
return orbits shadow the integrable orbits (section 3.3).
In this chapter we partition the set X into sub-domains, which play the same role for
the perturbed orbits as the polygon classes for the integrable orbits. Within each sub-
domain, the perturbed orbits have local symmetry properties which are λ-independent
(up to scale): Φ commutes with translations by the elements of a two-dimensional lattice.
This lattice structure arises from the cylinder sets of a symbolic coding: an extension of
the coding of the polygon classes.
Furthermore, we identify sub-domains where the fraction of minimal orbits—the fixed
points of the return map—is also λ-independent. Thus we show that the minimal orbits
occupy a positive density of the phase space as λ→ 0.
The work in this chapter has been published in [RBV13].
4.1. Regular domains
The return orbits Oτ (z) of the perturbed dynamics shadow the orbits Π(z) of the
integrable Hamiltonian P, as we saw in theorem 3.7 (page 36). Hence the polygon
classes provide a natural partition of the set X into the sequence of sets
P−1(I e) ∩X e ∈ E .
However, the quantity P is not constant along perturbed orbits. If we define a symbolic
coding on perturbed orbits, it does not follow that the return orbit of some point z ∈ X
with P(z) ∈ I e has the same symbolic coding as the polygon class associated with I e:
perturbed orbits which start close to a critical polygon are likely to wander between
polygon classes. To deal with this problem, it is necessary to replace the above sequence
of sets by a sequence of smaller regular domains, and then prove that, in the limit,
these domains still have full density in X.
We start by defining the edges of Oτ (z) as the non-empty sets of the form
Bm,n ∩ Oτ (z) m,n ∈ Z.
For sufficiently small λ, consecutive edges of Oτ (z) must lie in adjacent boxes, and
transitions between edges occur when the orbit meets the set Λ, defined in equation
48
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Bm,n Bm+1,n
Bm+1,n−1
w
F 4λ (w)
Figure 4.1: A critical vertex w ∈ Bm,n ∩ F−4λ (Bm+1,n−1).
(3.30). Thus we call the set Oτ (z) ∩ Λ the set of vertices of Oτ (z). By analogy with
the vertices of the polygons, we say that the return orbit Oτ (z) has a vertex on x = m
of type v if there exists a point w ∈ Oτ (z) such that
w ∈ Bm,v ∩ F−4λ (Bm−1,v) or w ∈ Bm−1,v ∩ F−4λ (Bm,v).
Similarly for a vertex on y = n of type v. A perturbed orbit is critical if it has a vertex
whose type is undefined, i.e., if there exists w ∈ Oτ (z) such that
w ∈ Bm,n ∩ F−4λ (Bm±1,n±1)
for some m,n ∈ Z (see figure 4.1).
By excluding points whose perturbed orbit is critical, we will construct a sequence of
subsets Xe of X with the property that, for all z ∈ Xe, the orbit Oτ (z) has the same
sequence of vertex types as Π(z).
We now give the construction of Xe. Let the set Σ ⊂ Λ be given by
(4.1) Σ =
⋃
m,n∈Z
Σm,n,
where
(4.2) Σm,n = {z ∈ Λ : ‖z − (m,n)‖∞ ≤ λ( ‖wm,n‖∞ + 2) }
and ‖(u, v)‖∞ = max(|u|, |v|). The set Σm,n is a small domain, adjacent to the integer
point (m,n) (see figure 3.3, page 37).
If z ∈ X and P(z) ∈ I e for some e ∈ E , we say that z is regular if three properties
hold:
(i) neither z nor Φ(z) are vertices of Oτ (z), i.e., {z,Φ(z)} ⊂ X \ Λ;
(ii) the return orbit Oτ (z) is contained in the polygon class associated with e, i.e.,
P(Oτ (z)) ⊂ I e;
(iii) the return orbit Oτ (z) does not intersect the set Σ.
Points which are not regular are called irregular. Then the set Xe is defined as
Xe = {z ∈ X : P(z) ∈ Ie(λ)},
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where Ie(λ) ⊂ I e is the largest interval such that all points in Xe are regular.
In fact, we can give a more explicit expression for Xe. Let v1 be the first entry in the
vertex list V (e), as defined in (3.23). By construction, Xe does not intersect Λ, so that
Xe ⊂ Bv1,v1 \ Λ. Then, for sufficiently small λ, lemma 3.8 gives us that the auxiliary
vector field w matches the discrete vector field v everywhere in Xe:
v(z) = λw(z) = λwv1,v1 z ∈ Xe,
so that the map F 4λ acts locally as the translation z 7→ z + λwv1,v1 . Applying this to the
definition (3.26) of X, it follows that if λ(x, y) ∈ Xe, then
−(2v1 + 1) ≤ x− y < 2v1 + 1.
Hence the set Xe is the intersection of the lattice (λZ)2 with a thin rectangle lying along
the symmetry line FixG (see figure 4.2, page 54):
(4.3) Xe = {λ(x, y) ∈ (λZ)2 : −(2v1 + 1) ≤ x− y < 2v1 + 1, P(λx, λy) ∈ Ie(λ)}.
Furthermore, it is natural to identify the sides of this rectangle, which are connected
by the local vector field, so that the dynamics take place modulo the one-dimensional
module 〈λwv1,v1〉 generated by λwv1,v1 .
In principle, the interval Ie(λ) need not be uniquely defined, and may be empty.
However, the following proposition ensures that Ie(λ) is well-defined for all sufficiently
small λ, and indeed that the irregular points have zero density in X as λ→ 0.
Proposition 4.1. If e ∈ E and Ie(λ) is as above, then
lim
λ→0
|Ie(λ)|
|I e| = 1.
Proof. Let e ∈ E . Consider z ∈ X such that P(z) ∈ I e, and suppose that z is
irregular. We will show that P(z) must be O(λ)-close to the boundary of I e.
If the orbit of z strays between polygon classes, i.e., if condition (ii) of regularity fails,
then we have
∃w ∈ Oτ (z) : P(w) /∈ I e.
However, in lemma 3.10 of section 3.3 (page 40), we showed that the maximum variation
in P along an orbit Oτ (z) is of order λ as λ→ 0:
∀z ∈ X, ∀w ∈ Oτ (z) : P(w)−P(z) = O(λ).
Hence if I e = (e, f), where f is the successor of e in the sequence E , then
(4.4) P(z) =P(w) +O(λ) =
{
e+O(λ) P(w) ≤ e
f +O(λ) P(w) ≥ f.
In both cases, P(z) is near the boundary of I e.
If condition (ii) holds but z ∈ Λ, then one of its coordinates must be nearly integer:
dH(z, ∆) = O(λ),
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where the set ∆ was defined in (3.13). However, as the domain X lies in an O(λ)-
neighbourhood of the symmetry line FixG, it follows that both coordinates must be
nearly integer, and z must be close to a critical polygon:
dH(z, Z2) = O(λ).
Again, it follows that P(z) lies in a O(λ)-neighbourhood of the boundary of I e. A
similar argument holds if Φ(z) ∈ Λ.
Finally, if (ii) holds but (iii) fails, i.e., if there is a point w ∈ Oτ (z) ∩ Σ, then by
construction
dH(w, Z2) = O(λ),
and (4.4) applies as before.
Combining these observations, we have
|Ie(λ)|
|I e| = 1−
|I e \ Ie(λ)|
|I e| = 1−
O(λ)
|I e| ,
and the result follows. 
Now we show that the sequence of sets Xe fulfil their objective, which was to exclude
all points z ∈ X whose perturbed orbit is critical in the sense defined above.
Proposition 4.2. If e ∈ E and z ∈ Xe, then the perturbed orbit of z is not critical.
Proof. Let e ∈ E and z ∈ X with P(z) ∈ I e. Suppose that the return orbit of z
is critical, i.e., suppose there exists w ∈ Oτ (z) such that
w ∈ Bm,n and F 4λ (w) = w + v(w) ∈ Bm±1,n±1
for some m,n ∈ Z. We will show that z /∈ Xe. For simplicity, we assume that m and n
are both non-negative, so that by the orientation of the vector field in the first quadrant:
F 4λ (w) = w + v(w) ∈ Bm+1,n−1.
Recall the proof of lemma 3.8 (page 37), where we calculated the explicit form of the
discrete vector field v. If w = λ(x, y) ∈ Bm,n, then by construction:
m = bλxc n = bλyc.
Furthermore, if F 4λ (w) ∈ Bm+1,n−1, then the last line of equation (3.31) implies that
(d, c) = (m+ 1, n− 1),
where the integers c and d are given by (3.32). It follows that the perpendicular distance
from w to the lines x = m+ 1 and y = n, respectively, is bounded according to
−λ(a+ n) = −λ(a+ c+ 1) ≤ λx− (m+ 1) < 0
0 ≤ λy − n < λ(m+ b+ 1),
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where again the integers a and b are given by (3.32). Combining this observation with
the constraint (3.35) on a and b gives
‖w − (m+ 1, n)‖∞ ≤ λmax(|a+ n|, |m+ b+ 1|)
≤ λmax(2n+ |n− a|, 2m+ 1 + |m− b|)
≤ λmax(2n+ 1, 2m+ 2)
≤ λ‖wm+1,n‖∞,
where we have used the fact that m and n are non-negative. Hence, by definition (4.2),
w ∈ Σm+1,n and z is irregular, so z /∈ Xe. The cases where m or n are negative proceed
similarly. 
4.2. Lattice structure and orbits of minimal period
We turn our attention to the reversing symmetry group of the return map Φ. In
section 2.2 we introduced the reversing symmetry G of the lattice map Fλ (see equation
(2.5), page 20). Since Φ is a return map of Fλ, it has an associated reversing symmetry.
In the following proposition we describe the form of this reversing symmetry on the
domains Xe (equation (4.3)).
Proposition 4.3. For e ∈ E , let Ge be the involution of Xe given by
(4.5) Ge(x, y) =
{
(y, x) |x− y| < λ(2v1 + 1)
(x, y) x− y = −λ(2v1 + 1),
where v1 = b
√
e/2c is the first entry of the vertex list associated with I e. Then for all
sufficiently small λ, Ge is a reversing symmetry of Φ on Xe in the following sense:
∀z,Φ(z) ∈ Xe : Φ−1(z) = (Ge ◦ Φ ◦Ge)(z).
Proof. Recall that Xe ⊂ Bv1,v1 \ Λ, so that if z ∈ Xe, then
F 4λ (z) = z + λw(z) = z + λwv1,v1 .
Furthermore, if z lies on the line x− y = −λ(2v1 + 1), then by the definition (3.7) of the
auxiliary vector field, we have
G(z) = z + λwv1,v1 .
Combining the above, we have the following relationship between Ge and G:
(4.6) Ge(x, y) =
{
G(x, y) |x− y| < λ(2v1 + 1),
(F−4λ ◦G)(x, y) x− y = −λ(2v1 + 1).
If τ = τ(z) is the return time of z, then by construction
Φ(z) = F τλ (z),
and the reversibility of Fλ with respect to G gives us that
(4.7) (G ◦ Φ)(z) = (F−τλ ◦G)(z).
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Suppose now that neither z nor Φ(z) lies on the line x − y = −λ(2v1 + 1). Then
combining (4.6) and (4.7) gives
(Ge ◦ Φ)(z) = (F−τλ ◦Ge)(z).
Furthermore, this point lies in Xe, so that
(Ge ◦ Φ)(z) = (Φ−1 ◦Ge)(z),
as required.
Suppose now that Φ(z) lies on the line x− y = −λ(2v1 + 1) but z does not. In this
case, combining (4.6) and (4.7) gives
(Ge ◦ Φ)(z) = (F−4λ ◦G ◦ Φ)(z) = (F−(τ+4)λ ◦G)(z) = (Φ−1 ◦Ge)(z).
The other cases proceed similarly. 
Note the reversing symmetry Ge of Φ is simply an adaptation of the original reversing
symmetry G of Fλ, which accounts for the natural cylindrical topology of its domain Xe:
Ge(z) = G(z) (mod λwv1,v1) z ∈ Xe,
where we write (mod a) for some vector a to denote congruence modulo the one-
dimensional module 〈a〉 generated by a.
The return map Φ also has non-trivial symmetries. We define a sequence of lattices
Le ⊂ Z2, e ∈ E , independent of λ, such that within the domain Xe, the return map Φ is
equivariant under the group of translations generated by λLe. The construction of Le is
as follows.
For e ∈ E , suppose the vertex list V (e) = (v1, . . . , vk) contains l distinct entries. We
define the sequence (ι(j))1≤j≤l such that the ι(j)th entry in the vertex list is the jth
distinct entry. Since all repeated entries are consecutive, it follows that the vertex list
has the form
(4.8) V (e) = (vι(1), . . . , vι(1), vι(2), . . . , vι(2), . . . , vι(l), . . . , vι(l)),
with vι(1) = v1 and vι(l) = vk. We define the vector L = L(e) as:
(4.9) L =
q
2v1 + 1
(1, 1),
where the natural number q = q(e) is defined as follows
(4.10) q = lcm((2vι(1) + 1)
2, (2vι(1) + 1)(2vι(2) + 1), . . . , (2vι(l−1) + 1)(2vι(l) + 1)).
Here the least common multiple runs over (2v1 + 1)2 and all products of the form
(2vj + 1)(2vj+1 + 1), where vj and vj+1 are consecutive, distinct vertex types. Finally,
the lattice Le is given by
(4.11) Le =
〈
L,
1
2
(L−wv1,v1)
〉
,
where 〈· · · 〉 denotes the Z-module generated by a set of vectors, and the vector wv1,v1
given by (3.7) is the Hamiltonian vector field w in the domain Xe. We note that the
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y = v1
x = v1
Xe
FixG
Φ
Φ
Φ
z
z + λLe
Figure 4.2: The set Xe (pink) is the subset of the Poincare´ section X whose orbits under
the return map Φ can be associated with the polygon class indexed by e ∈ E . The
lattice z + λLe, for some z ∈ Xe, is illustrated by the dashed lines: all points which are
congruent to z modulo λLe exhibit the same dynamical behaviour. The sets Λ and Σ
are represented in light and dark grey, respectively.
vector L is parallel to the symmetry line FixG, and hence parallel to the domain Xe,
whereas the vector wv1,v1 is perpendicular to it.
Theorem 4.4. For every e ∈ E , and all sufficiently small λ, the map Φ commutes
with translations by the elements of λLe on the domain Xe:
(4.12) ∀l ∈ Le, ∀z, z + λl ∈ Xe : Φ(z + λl) ≡ Φ(z) + λl (mod λwv1,v1) .
There is a critical value of λ, depending on e, above which the statement of the
theorem is empty, as Xe is insufficiently populated for a pair of points z, z + λl ∈ Xe
to exist. The congruence under the local (rescaled) integrable vector field λwv1,v1 in
equation (4.12) invokes the cylindrical topology of Xe, which is necessary for the case
that Φ(z) + λl /∈ X.
For certain e ∈ E , we can calculate the number of congruence classes of λLe corre-
sponding to symmetric fixed points of Φ, i.e., to symmetric minimal orbits. We define
the fraction of symmetric fixed points in Xe:
δ(e, λ) =
#{z ∈ Xe : G(O(z)) = O(z), Φ(z) = z}
#Xe
,
and prove the following result on the persistence of such points in the limit λ→ 0.
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Theorem 4.5. Let e ∈ E , and let (v1, . . . , vk) be the vertex list of the corresponding
polygon class. If 2v1 + 1 or 2vk + 1 is coprime to 2vj + 1 for all other vertex types vj,
i.e., if
(4.13) ∃ i ∈ {1, k}, ∀j ∈ {1, . . . k}, vj 6= vi ⇒ gcd(2vi + 1, 2vj + 1) = 1,
then, for sufficiently small λ, the number of symmetric fixed points of Φ in Xe modulo
λLe is independent of λ. Thus the asymptotic density of symmetric fixed points in Xe
converges, and its value is given by
(4.14) lim
λ→0
δ(e, λ) =
1
(2b√ec+ 1)(2b√e/2c+ 1) .
As for theorem 4.4, the smallness of λ serves only to ensure that Xe is sufficiently
populated for all congruence classes modulo λLe to be represented.
The condition (4.13) on the orbit code is clearly satisfied for infinitely many critical
numbers e, e.g., those for which either 2b√ec + 1 or 2b√e/2c + 1 is a prime number.
The first violation occurs at e = 49 (see table 3.1, page 34), where 2v1 + 1 = 9 and
2vk + 1 = 15 have a common factor. We contrast this to the case of e = 52, where
2vk + 1 = 15 and 2v2 + 1 = 9 have a common factor, but 2v1 + 1 = 11 is prime, so the
condition (4.13) holds. Numerical experiments show that the density of values of e for
which (4.13) holds decays very slowly, reaching 1/2 for e ≈ 500, 000.
The stated condition on the orbit code is actually stronger than we require in the
proof. This was done to simplify the formulation of the theorem. We remark that
the weaker condition is still not necessary for the validity of the density expression
(4.14). At the same time, there are values of e for which the density of symmetric
minimal orbits deviates from the given formula, and convergence is not guaranteed. Our
numerical experiments show that these deviations are small, and don’t seem connected
to new dynamical phenomena. More significant are the fluctuations in the density of
non-symmetric fixed points: its dependence on e is considerably less predictable than for
symmetric orbits—see figure 4.3.
The asymptotic density of symmetric fixed points in Xe provides an obvious lower
bound for the overall density of fixed points, which we denote η(e, λ):
η(e, λ) =
#{z ∈ Xe : Φ(z) = z}
#Xe
.
Corollary 4.6. Let e ∈ E satisfy the condition (4.13) of theorem 4.5. Then the
asymptotic density of fixed points in Xe is bounded below as follows:
lim inf
λ→0
η(e, λ) ≥ 1
(2b√ec+ 1)(2b√e/2c+ 1) .
Note that we do not suggest that the density η(e, λ) converges as λ→ 0, regardless
of whether the condition (4.13) is satisfied or not.
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Figure 4.3: The density of symmetric minimal orbits, as a function of the critical number
e (calculated for suitably small values of the parameter λ). The solid line represents the
estimate (4.14). The scattered points correspond to the density of all minimal orbits,
symmetric and non-symmetric.
4.3. The strip map and symbolic coding of perturbed orbits
In section 3.3, we saw that all non-zero points where the discrete vector field v deviates
from the scaled auxiliary vector field λw lie in the set of transition points Λ (lemma 3.8,
page 37). The set Λ consists of thin strips of lattice points aligned along the lines ∆,
which form the boundaries of the boxes Bm,n. In order to study the dynamics at these
points, where the perturbations from the integrable limit occur, we define a transit map
Ψ to Λ which we call the strip map:
(4.15) Ψ : (λZ)2 → Λ Ψ(z) = F 4t(z)λ (z),
where the transit time t to Λ is well-defined for all points excluding the origin:
t(z) = min{k ∈ N : F 4kλ (z) ∈ Λ} z 6= (0, 0).
(Since the origin plays no role in the present construction, to simplify notation we shall
write (λZ)2 for (λZ)2 \ {(0, 0)}, where appropriate.) By abuse of notation, we define Ψ−1
to be the transit map to Λ under F−4λ . Note that Ψ
−1 is the inverse of Ψ only on Λ.
If z ∈ Bm,n \ Λ for some m,n ∈ Z, then lemma 3.8 implies that Ψ(z) satisfies
(4.16) Ψ(z) = z + λt(z)wm,n,
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where wm,n is the value of the Hamiltonian vector field w in the box Bm,n. If z ∈ Λm,n,
then we may have v(z) 6= λw(z), so the expression becomes
(4.17) Ψ(z) = z + v(z) + λ(t(z)− 1)wm,n.
In the previous section, we identified the set Oτ (z) ∩ Λ as the set of vertices of the
perturbed orbit Oτ (z). Thus, within each quarter-turn, the strip map Ψ represents
transit to the next vertex. For 1 ≤ j ≤ k, where k is the length of the vertex list at z,
we say that the orbit Oτ (z) meets the jth vertex at the point Ψj(z) ∈ Λ. For z ∈ X
regular, the polygon Π(z) and the return orbit Oτ (z) are non-critical, and the number of
sides of each is given by equation (3.20) of theorem 3.5. Thus the full set of vertices of
Oτ (z) is given by
Oτ (z) ∩ Λ =
3⋃
i=0
2k−1⋃
j=1
{(Ψj ◦ F iλ)(z)}.
Recall that the vertices of a polygon (or orbit) are numbered in the clockwise direction—
the orientation of the integrable vector field w. Hence the first 2k − 1 vertices (those
lying in the first quarter-turn) are given by (Ψj(z))1≤j≤2k−1. The action of Fλ moves
points from one quadrant to the next in the opposing (anti-clockwise) direction, so that
the vertices ((Ψj ◦ F )(z))1≤j≤2k−1 are the last 2k− 1 vertices. The following proposition
is a simple consequence this arrangement.
Proposition 4.7. Let e ∈ E be a critical number, and let k be the length of the vertex
list of the corresponding polygon class. Then the return map Φ on Xe is related to Ψ via
(4.18) Φ(z) ≡ (Ψ2k ◦ Fλ)(z) (mod λwv1,v1) z ∈ Xe,
where v1 is the type of the first vertex and wv1,v1 is the value of the integrable vector field
w at z.
Proof. Let z ∈ Xe and let w be the last vertex in Oτ (z). By the preceding
discussion, w is given by
w = (Ψ2k−1 ◦ Fλ)(z) ∈ Λv1,v1 .
As z is regular, the point Φ(z) satisfies Φ(z) ∈ Bv1,v1 \ Λ. Using the expression (4.16)
for Ψ applied to Φ(z), we have
(4.19) (Ψ ◦ Φ)(z) ≡ Φ(z) (mod λwv1,v1) .
But the point Φ(z) is given by
Φ(z) = F 4nλ (w)
for some 1 ≤ n < t(w), where t(w) is the transit time of w to Λ. Hence
(4.20) (Ψ ◦ Φ)(z) = Ψ(w) = (Ψ2k ◦ Fλ)(z).
The result follows from combining (4.19) and (4.20). 
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For z ∈ X regular, we use the vertices (Ψj(z))1≤j≤2k−1 in the first quarter-turn to
define a sequence of natural numbers σ(z) called the orbit code of z, which encapsulates
how the perturbed orbit Oτ (z) deviates from Π(z).
Suppose the jth vertex of Π(z) is a vertex of type vj lying on y = n, and the orbit
Oτ (z) meets its corresponding vertex at Ψj(z). We define the pair (xj , yj) via
(4.21) Ψj(z) = λ
(⌈vj
λ
⌉
+ xj ,
⌈n
λ
⌉
+ yj
)
,
where xj ≥ 0, and |yj |, which is (essentially) the number of lattice points between Ψj(z)
and the line y = n, is small relative to 1/λ. Using similar arguments to those in the
proof of proposition 4.2 (i.e., by bounding the perpendicular distance from Ψj(z) to the
line y = n), one can show that yj satisfies
−(2vj + 1) ≤ yj < 0 or 0 ≤ yj < 2vj + 1,
depending whether the integrable vector field is oriented in the positive or negative
y-direction. Hence the component of Λ containing Ψj(z) is a strip which is (2vj + 1)
lattice points wide, and the possible values of yj form a complete set of residues modulo
2vj + 1. The jth element σj of the orbit code σ(z) is defined to be the unique residue in
the set {0, 1, . . . , 2vj} which is congruent to yj :
(4.22) σj ≡ yj (mod 2vj + 1) .
We call y the integer coordinate of the vertex and x the non-integer coordinate.
Similarly, if the jth vertex lies on x = m, then the jth element σj of the orbit code is
defined to be the residue congruent to xj modulo 2vj + 1. In this case x is the integer
coordinate and y is the non-integer coordinate.
For all vertices in the first quadrant, the fact that orbits progress clockwise under the
action of F 4λ means that yj will be non-negative wherever y is the integer coordinate,
and xj will be negative wherever x is the integer coordinate:
(4.23) − (2vj + 1) ≤ xj < 0 or 0 ≤ yj < 2vj + 1.
Thus the value of σj is given explicitly by
(4.24) σj = xj + 2vj + 1 or σj = yj ,
respectively.
In addition to the values σj for 1 ≤ j ≤ 2k − 1, we define σ−1, which corresponds to
the last vertex before the symmetry line, i.e., to the point Ψ−1(z). Thus the orbit code
of z is a sequence σ(z) = (σ−1, σ1, . . . , σ2k−1), such that
0 ≤ σ−1 < 2v1 + 1,
0 ≤ σj < 2vj + 1, 1 ≤ j ≤ 2k − 1,
where the vj are the vertex types.
In the next proposition we consider how a perturbed orbit behaves at its vertices.
We find that the regularity of z ensures that the discrete vector field v matches the
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Hamiltonian vector field λw in the integer coordinate at Ψj(z). The possible discrepancy
in the non-integer coordinate is determined by the value of σj .
Proposition 4.8. Let e ∈ E be a critical number and let k be the length of the vertex
list of the corresponding polygon class. For any z ∈ Xe and any j ∈ {−1, 1, 2, . . . , 2k−2},
let m,n be such that Ψj(z) ∈ Λm,n. Then the transit between the jth and (j+1)st vertices
satisfies
(4.25) Ψj+1(z) = Ψj(z) + λ (twm,n + j(σj)e) ,
where j is a function of the jth entry σj of the orbit code σ(z), e is the unit vector
in the direction of the non-integer coordinate of the jth vertex, and t = t(Ψj(z)) is the
transit time.
Proof. It suffices to show that
v(Ψj(z)) = λ (wm,n + j(σj)e) ,
after which the result follows from equation (4.17).
If z ∈ X is regular, then the perturbed orbit Oτ (z) is not critical. Thus for any vertex
w, which, by construction, satisfies
w ∈ Λm,n F 4λ (w) = w + v(w) ∈ Bm,n
for some m,n ∈ Z, we must have either w ∈ Bm,n±1 or w ∈ Bm±1,n. For definiteness we
suppose that w ∈ Bm,n+1, so that the vertex w lies on y = n+ 1 and is of type m. The
cases where w ∈ Bm,n−1 or w ∈ Bm±1,n are similar.
Now the proof proceeds very much as that of proposition 4.2. The perturbed vector
field v(w) is given by equation (3.33), with a, b, c, d as in (3.32). (Note that R(w) = (m,n+
1), so the formula (3.32) must be modified accordingly.) In this case, R(F 4λ (w)) = (m,n)
implies that
c = n and d = m,
and according to (3.35), the remaining integers a and b satisfy
a ∈ {n, n+ 1}, b = m.
Thus we have
v(w) = λ(n+ a+ 1,−(2m+ 1))
= λ(wm,n + (a− n)e),
where e = (1, 0) is the unit vector in the x-direction, the non-integer coordinate direction
of the vertex.
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If w = Ψj(z), then vj = m, and the coefficient of the difference between v(w) and
λwm,n in the x-direction is given by
j = a− n
= dλ(y −m)e − (n+ 1)
=
{
1 λy − (n+ 1) > λm
0 otherwise.
As in equation (4.21), we write
y =
⌈
n+ 1
λ
⌉
+ yj ,
where by (4.23), yj satisfies 0 ≤ yj < 2m+ 1. Then, by (4.24), we have yj = σj , and the
function j is given by
j(σj) =
{
1 σj > m
0 otherwise,
which completes the proof. 
Note that the function j depends on j via m. In what follows we shall write j ,
omitting the argument.
We think of an orbit as moving according to the integrable vector field at all points
except the vertices, where there is a mismatch between integrable and non-integrable
dynamics, and points are given a small ‘kick’ in the non-integer coordinate direction.
In particular, in the situation described in the proof of proposition 4.8, the strip
containing Ψj(z), which lies on the boundary between the boxes Bm,n+1 and Bm,n, can
be decomposed into two sub-strips: 0 ≤ yj ≤ m and m < yj < 2m+ 1. In the sub-strip
with 0 ≤ yj ≤ m, which lies closest to Bm,n, we have
v(Ψj(z)) = λwm,n,
whereas in the sub-strip with m < yj < 2m+ 1, which lies further into Bm,n+1, we have
v(Ψj(z)) =
λ
2
(wm,n + wm,n+1).
An analogous behaviour occurs in other situations.
4.4. Proofs for section 4.2
We prove theorems 4.4 & 4.5 via several lemmas. The first and most significant step is
to show that the orbit codes σ(z) of points z ∈ Xe are in one-to-one correspondence with
the set Z2/Le of equivalence classes modulo Le. We do this by constructing a sequence
of nested lattices whose congruence classes are the cylinder sets of the orbit code.
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Orbit codes and lattice structure. We define recursively a finite integer sequence
(qj), j = 1, . . . , 2k − 1, as follows:
q1 = (2v1 + 1)2
qj =
qj−1 if vj = vj−1lcm((2vj + 1)(2vj−1 + 1), qj−1) if vj 6= vj−1 j > 1.(4.26)
Then we let
(4.27) pj = qj/(2vj + 1) j = 1, . . . , 2k − 1.
By construction, pj is also an integer. After defining the associated sequence of vectors
Lj =
qj
2v1 + 1
(1, 1),
we let the lattices Lej be the Z-modules with basis
(4.28) Lej =
〈
Lj ,
1
2
(Lj −wv1,v1)
〉
.
By construction
Le2k−1 ⊆ Le2k−2 ⊆ · · · ⊆ Le1 ⊂ Z2.
We claim that for all 1 ≤ j ≤ 2k − 1, the closed form expression for qj is given by
(4.29) qj = lcm((2vι(1) + 1)
2, (2vι(1) + 1)(2vι(2) + 1), . . . , (2vι(i−1) + 1)(2vι(i) + 1)),
where i is the number of distinct entries in the list (v1, v2, . . . , vj). That the lowest
common multiple (4.29) runs over all products (2vj + 1)(2vj+1 + 1) of consecutive,
distinct vertex types follows from the form (4.8) of the vertex list and the symmetry
(3.22) of the vertex types. Furthermore, since all distinct vertex types occur within the
first k vertex types, the expression (4.29) implies that the sequence (qj) is eventually
stationary:
(4.30) qj = q, Lej = Le k ≤ j ≤ 2k − 1,
where q and Le are given by equations (4.10) and (4.11).
Any z, z˜ ∈ Xe which are congruent modulo λLej are related by
(4.31) z˜ = z +
λ
2
((2a+ b)Lj − bwv1,v1) ,
where a, b ∈ Z are the coordinates of z˜ − z relative to the module basis. For a given z, z˜
is determined uniquely by the coefficient 2a+ b, because if z = λ(x, y), then
x ≥ y ⇒ b ∈ {0, 1},
x < y ⇒ b ∈ {−1, 0}.
The point z itself corresponds to a = b = 0.
For given e, the following result details the role of the Lej as cylinder sets of the orbit
code. Applying the result for j = 2k − 1, along with the observation (4.30), implies that
two points share the same orbit code if and only if they are congruent modulo λLe.
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Lemma 4.9. Let e be a critical number, let k be the length of the vertex list of the
corresponding polygon class, and let pj and Lej be as above. For any 1 ≤ j ≤ 2k − 1 and
all z, z˜ ∈ Xe, the following three statements are equivalent:
(i) the orbit codes of z and z˜ match up to the jth entry,
(ii) z and z˜ are congruent modulo λLej,
(iii) the points Ψj(z) and Ψj(z˜) are congruent modulo λpje, where e is the unit vector
in the direction of the non-integer coordinate of the jth vertex.
Proof. For e ∈ E , let z, z˜ ∈ Xe and let the orbit codes of z and z˜ be denoted by
(σ−1, σ1, . . . , σ2k−1), and (σ˜−1, σ˜1, . . . , σ˜2k−1), respectively. We think of z as fixed and z˜
as identified by the coordinates of z˜ − z in the relevant module. We will make extensive
use of proposition 4.8, page 59, which describes the behaviour of Ψ as a function of the
orbit code.
We proceed by induction on j, with two induction hypotheses. Firstly we suppose
that (i) is equivalent to (ii), so that for any 1 ≤ j ≤ 2k − 1:
(H1) (σ−1, σ1, . . . , σj) = (σ˜−1, σ˜1, . . . , σ˜j) ⇔ z˜ ≡ z
(
mod λLej
)
.
Secondly, we suppose that (ii) is equivalent to (iii). In particular:
(H2) z˜ = z +
λ
2
((2a+ b)Lj − bwv1,v1) ⇔ Ψj(z˜) = Ψj(z) + λ(2a+ b)pje,
where e is the unit vector in the direction of the non-integer coordinate of that vertex.
We begin with the base case j = 1. Suppose that the first vertex of a polygon in
class e lies on y = v1, so that y is its integer coordinate (if x is the integer coordinate,
then the analysis is identical). By symmetry, the previous vertex lies on x = v1 and
its integer coordinate is x. Using the property of Ψ given in equation (4.16) applied to
z ∈ Bv1,v1 \ Λ, we have
(4.32) Ψ(z) ≡ z (mod λwv1,v1) .
Furthermore, by proposition 4.8:
(4.33) Ψ−1(z) + λ−1y ≡ z (mod λwv1,v1) ,
where y = (0, 1) is the non-integer coordinate vector for the (−1)th vertex. Thus if
z = λ
(⌈v1
λ
⌉
+ x,
⌈v1
λ
⌉
+ y
)
,
then by the definition (4.22) of the orbit code, the x- and y-components of equations
(4.33) and (4.32), respectively, give us that the first two entries in the orbit code σ(z)
satisfy
x ≡ σ−1 (mod 2v1 + 1) ,
y ≡ σ1 (mod 2v1 + 1) .
It follows that z, z˜ ∈ Xe share the partial code (σ−1, σ1) if and only if
z˜ ≡ z (mod (λ(2v1 + 1)Z)2) .
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y = v1
x = v1
Xe
FixG
z
Ψ(z)
z˜
Ψ(z˜)
z + λLe1
λtwv1,v1
λ(t+ a+ b)wv1,v1
Figure 4.4: The points z, z˜ ∈ Xe and Ψ(z),Ψ(z˜) ∈ Λ. The set Xe is shown in red,
whereas the sets Λ and Σ are represented in light and dark grey, respectively.
The lattice Le1 is given by (cf. (4.28))
Le1 =
〈
L1,
1
2
(L1 −wv1,v1)
〉
,
where L1 = p1(1, 1), p1 = 2v1 + 1 and
1
2
(L1 −wv1,v1) =
1
2
(p1 − p1, p1 + p1) = p1y.
Thus Le1 = ((2v1 + 1)Z)2 and the first hypothesis holds.
Now let z, z˜ ∈ Xe satisfy (4.31) with j = 1. If Ψ(z) = F 4tλ (z) = z + λtwv1,v1 , where
t ∈ N is the transit time to Λ, then the identities
z˜ + λ(t+ a+ b)wv1,v1 = Ψ(z) +
λ
2
(2a+ b) (L1 + wv1,v1)
= Ψ(z) + λ(2a+ b)p1x,
where x = (1, 0) is the non-integer coordinate vector for the first vertex, show that z˜ has
transit time t+ a+ b , and therefore Ψ(z˜) = Ψ(z) + λ(2a+ b)p1x, as required (see figure
4.4). This completes the basis for induction.
Now we proceed with the inductive step. Let (H1) and (H2) hold for some j ≥ 1.
Then z and z˜ are related as in equation (4.31), for some a, b. We think of σ˜j+1, the
(j + 1)th entry of the orbit code of z˜, as a function of (a, b). We suppose that the jth
vertex lies on y = n for some n ∈ Z (again the case in which the vertex lies on x = m
is identical). Let the pair (xj , yj) be defined from Ψj(z) via equation (4.21). Similarly,
Ψj(z˜) defines the pair (x˜j , y˜j).
By (H2), Ψj(z˜) satisfies
Ψj(z˜) = Ψj(z) + λ(2a+ b)pjx.
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Combining this expression with proposition 4.8 applied to Ψj(z˜) ∈ Λvj ,n−1, we obtain
Ψj+1(z˜) = Ψj(z˜) + λjx + λt˜wvj ,n−1
= Ψj(z) + λ(2a+ b)pjx + λjx + λt˜wvj ,n−1,(4.34)
where t˜ is the transit time of z˜ to Λ.
There are now two cases to consider.
Case 1: vj = vj+1.
In this case the jth and (j + 1)th vertices lie on parallel lines, which we take to be
y = n and y = n− 1, so Ψj+1(z) is given by
Ψj+1(z) = λ
(⌈vj
λ
⌉
+ xj+1,
⌈
n− 1
λ
⌉
+ yj+1
)
,
and similarly for Ψj+1(z˜). According to the definitions (4.26), (4.27) and (4.28), we
have pj = pj+1 and Lej = Lej+1. Thus, to show that (H1) continues to hold, we need
to show that σ˜j+1 = σj+1 for all (a, b). Similarly we need to show that the vector
Ψj+1(z˜)−Ψj+1(z) is equal to the vector Ψj(z˜)−Ψj(z) of hypothesis (H2).
Because y is the integer coordinate of both the jth and (j + 1)th vertices, the transit
time is the same for the orbits of z and z˜. Therefore proposition 4.8 and equation (4.34)
with t˜ = t give us that
Ψj+1(z˜) = Ψj(z) + λ(2a+ b)pjx + λjx + λtwvj ,n−1,
= Ψj+1(z) + λ(2a+ b)pjx,
and the second hypothesis (H2) remains satisfied. Furthermore, Ψj+1(z˜) and Ψj+1(z)
have the same integer (y) coordinate. It follows that, by the definition (4.22) of the orbit
code, σ˜j+1 = σj+1 and (H1) is also satisfied.
By the y-component of (4.34), the value of σj+1 is determined explicitly by the
congruence
(4.35)
⌈
n− 1
λ
⌉
+ σj+1 ≡
⌈n
λ
⌉
+ σj (mod 2vj + 1) .
This congruence shows that if vj = vj+1, then there is a permutation pi of the set
{0, 1, . . . , 2vj}, dependent on λ but not on z, such that all orbit codes which have jth
entry σj will have (j + 1)th entry pi(σj).
Case 2: vj 6= vj+1.
In this case the jth and (j + 1)th vertices lie on perpendicular lines. We take these
to be the lines y = n and x = vj + 1, respectively, so that vj+1 = n− 1 and Ψj+1(z) is
given by
Ψj+1(z) = λ
(⌈
vj + 1
λ
⌉
+ xj+1,
⌈
n− 1
λ
⌉
+ yj+1
)
.
(If x is the integer co-ordinate, then the analysis is identical.) We shall demonstrate the
form of Lej+1 by identifying those pairs (a, b) for which σ˜j+1 = σj+1.
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Taking the x-coordinate of equation (4.34), and recalling the explicit form (4.24) of
the orbit code, we see that σ˜j+1 is determined by
(4.36)
⌈vj
λ
⌉
+ xj + (2a+ b)pj + j + t˜(2vj+1 + 1) =
⌈
vj + 1
λ
⌉
+ σ˜j+1 − (2vj+1 + 1).
We think of this as an integer equation of the form A(2a + b) + Bt˜ = C, which has
solutions 2a+ b ∈ Z and t˜ ∈ N for some given value of σ˜j+1 if and only if
C =
⌈
vj + 1
λ
⌉
+ σ˜j+1 − (2vj+1 + 1)−
⌈vj
λ
⌉
− xj − j
is sufficiently large and C ≡ 0 (mod gcd(A,B)), i.e., if λ is sufficiently small and σ˜j+1
satisfies the congruence
(4.37) σ˜j+1 ≡
⌈vj
λ
⌉
+ xj + j −
⌈
vj + 1
λ
⌉
(mod gcd(pj , 2vj+1 + 1)) .
To find the lattice Lej+1, we need to solve this equation in the case σ˜j+1 = σj+1.
By assumption, the point z, given by the module coordinates a = b = 0, corresponds
to the solution 2a+ b = 0, t˜ = t, for some transit time t ∈ N. Hence the general solution
of (4.36) is given by
t˜ = t− s pj
gcd(pj , 2vj+1 + 1)
,(4.38)
2a+ b = s
2vj+1 + 1
gcd(pj , 2vj+1 + 1)
,(4.39)
for s ∈ Z. The second of these equations implies that s must have the same parity as
2a + b, so we can write s = 2a˜ + b, where a˜ ∈ Z and b ∈ {0,±1} for an appropriate
choice of sign. Substituting this expression into equation (4.31), the points z˜ for which
σ˜j+1 = σj+1 are given by
z˜ = z +
λ
2
(
s
2vj+1 + 1
gcd(pj , 2vj+1 + 1)
Lj − bwv1,v1
)
= z +
λ
2
((2a˜+ b)Lj+1 − bwv1,v1) .
The last equality is justified by the identities
2vj+1 + 1
gcd(pj , 2vj+1 + 1)
Lj =
(2vj+1 + 1)(2vj + 1)
gcd((2vj + 1)pj , (2vj+1 + 1)(2vj + 1))
qj
2v1 + 1
(1, 1)
=
qj+1
2v1 + 1
(1, 1) = Lj+1,
where we have used the relationship lcm(a, b) = ab/ gcd(a, b). Therefore the first hypoth-
esis (H1) remains satisfied.
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Substituting the general solution (4.38) and (4.39) into equation (4.34) and using
proposition 4.8, we find
Ψj+1(z˜) = Ψj(z) + λ(2a+ b)pjx + λjx + λt˜wvj ,vj+1
= Ψj+1(z) +
λspj
gcd(pj , 2vj+1 + 1)
(
(2vj+1 + 1)x−wvj ,vj+1
)
= Ψj+1(z) +
λ(2a˜+ b)pj
gcd(pj , 2vj+1 + 1)
(2vj + 1)y
= Ψj+1(z) + λ(2a˜+ b)pj+1y.
Hypothesis (H2) remains satisfied, completing the induction.
Thus hypotheses (H1) and (H2) hold for all 1 ≤ j ≤ 2k − 1, and the equivalence of
the three statements follows. 
Lemma 4.9 gives two characterisations of the cylinder sets of the lattices Lej . Firstly,
a cylinder set z + λLej can be identified by the partial orbit code (σ−1, σ1, . . . , σj) (by
the equivalence of statements (i) and (ii)). Secondly, it can be identified by a pair of the
form (σj , γj), where σj is the jth entry in the orbit code (i.e., a residue modulo 2vj + 1),
and γj is a residue modulo pj = qj/(2vj + 1) (by the equivalence of statements (ii) and
(iii)—see equation (H2)).
In particular, since Le ⊂ Lej for all 1 ≤ j ≤ 2k − 1, we can identify the cylinder sets
of Le by pairs of the form (σj , γj), where γj is a residue modulo q/(2vj + 1). For any j,
there is a one-to-one correspondence between the set of all orbit codes and the set of
pairs (σj , γj). We will use this alternative construction below.
Corollary 4.10. Let e be a critical number, let k be the length of the vertex list of
the corresponding polygon class, and let j be in the range 1 ≤ j ≤ 2k − 1. Then two
points z and z˜ in Xe have the same orbit code if and only if the points Ψj(z) and Ψj(z˜)
are congruent modulo λq/(2vj + 1) e, where e is the unit vector in the direction of the
non-integer coordinate of the jth vertex.
We have shown the equivalence between orbit codes and congruence classes of Le. To
complete the proof of theorem 4.4, we show that the orbit code σ(z) determines uniquely
the behaviour of z under the return map Φ.
Proof of theorem 4.4. Consider two points z, z + λl ∈ Xe for some l ∈ Le given
by
l =
1
2
((2a+ b)L− bwv1,v1) .
According to lemma 4.9 applied to j = 2k− 1, these two points have the same orbit code
and reach the (2k−1)th vertex at the points Ψ2k−1(z),Ψ2k−1(z+λl) ∈ Λv1,−(v1+1), which
are congruent modulo λp2k−1e, where e is the unit vector in the non-integer direction.
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In particular, Ψ2k−1(z) and Ψ2k−1(z + λl) are related via
Ψ2k−1(z + λl) = Ψ2k−1(z) + λ(2a+ b)p2k−1e,
= Ψ2k−1(z) + λ(2a+ b)
q
(2v1 + 1)
e,(4.40)
where we have replaced q2k−1 by q using equation (4.30), and v2k−1 by v1 using the
symmetry (3.22) of the vertex types. We will show that the points where they reach the
last vertex are related by a similar equation:
(4.41) (Ψ2k−1 ◦ Fλ)(z + λl) = (Ψ2k−1 ◦ Fλ)(z) + λ(2a+ b) q(2v1 + 1) e
⊥,
where the unit vector e⊥, the non-integer direction of the last vertex, is perpendicular to
e.
The last vertex of the return orbit Oτ (z) lies in the set Λv1,v1 , so must be close to the
image of the (2k − 1)th vertex under Fλ (see figure 4.5). If the (2k − 1)th vertex lies
on the line x = v1 + 1, it is a simple exercise to show that these two points are in fact
equal, i.e., that (Ψ2k−1 ◦ Fλ)(z) = (Fλ ◦Ψ2k−1)(z) for any z ∈ Xe. We consider the less
obvious case in which the (2k − 1)th vertex lies on the line y = −v1 and the non-integer
direction is x = (1, 0). By the orientation of the vector field in the fourth quadrant, the
orbit of the point z reaches this vertex at the point Ψ2k−1(z) given by:
(4.42) Ψ2k−1(z) = λ
(⌈v1
λ
⌉
+ x2k−1,
⌈−v1
λ
⌉
+ y2k−1
)
,
where x2k−1 ≥ 0 and 0 ≤ y2k−1 < 2v1 + 1.
y
x
(v1, v1)
Bv1,v1
Λv1,v1
(v1,−(v1 + 1))
Bv1,−(v1+1) Λv1,−(v1+1)
F
Ψ2k−1
Figure 4.5: The (2k − 1)th and last vertices, joined by the action of Fλ.
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Applying Fλ to (4.40) and substituting the expression (4.42), we get:
(Fλ ◦Ψ2k−1)(z + λl) = (Fλ ◦Ψ2k−1)(z) + λ(2a+ b)(2vk + 1) p(2v1 + 1) y
= λ
(
v1 −
⌈−v1
λ
⌉
− y2k−1,
⌈v1
λ
⌉
+ x2k−1
)
+ λ(2a+ b)
(2vk + 1) p
(2v1 + 1)
y,
where the non-integer direction of the last vertex is y = (0, 1). By equation (4.23), if the
first component of this point satisfies
−(2v1 + 1) ≤
(
v1 −
⌈−v1
λ
⌉
− y2k−1
)
−
⌈v1
λ
⌉
< 0,
then this point is the last vertex of the orbit:
(4.43) (Ψ2k−1 ◦ Fλ)(z + λl) = (Fλ ◦Ψ2k−1)(z + λl).
If the above inequality is not satisfied, then it must be the upper bound that fails. In
this case (Fλ ◦Ψ2k−1)(z + l) ∈ Bv1,v1 , and we apply F−4λ to find:
(Ψ2k−1 ◦ Fλ)(z + λl) = (F−3λ ◦Ψ2k−1)(z + λl)
= (Fλ ◦Ψ2k−1)(z + λl)− v((F−3λ ◦Ψ2k−1)(z + λl))
= (Fλ ◦Ψ2k−1)(z + λl)− λwv1,v1 − λy,(4.44)
where the error term  is independent of (a, b) by proposition 4.8. In both cases (4.43)
and (4.44) the relationship (4.41) follows.
Using (4.41), the property (4.17) of Ψ, and the expression (4.18) for Φ, we obtain
Φ(z + λl) ≡ (Ψ2k−1 ◦ Fλ)(z + λl) + v((Ψ2k−1 ◦ Fλ)(z + λl)) (mod λwv1,v1)
≡ (Ψ2k−1 ◦ Fλ)(z) + λ(2a+ b)q(2v1 + 1) y + v((Ψ
2k−1 ◦ Fλ)(z)) (mod λwv1,v1)
≡ Φ(z) + λ(2a+ b)q
(2v1 + 1)
y (mod λwv1,v1)
≡ Φ(z) + λ
2
(2a+ b)q
(2v1 + 1)
((y + x) + (y − x)) (mod λwv1,v1)
≡ Φ(z) + λ
2
(2a+ b)
(
L− q
(2v1 + 1)2
wv1,v1
)
(mod λwv1,v1)
≡ Φ(z) + λ
2
((2a+ b)L− bwv1,v1) (mod λwv1,v1)
≡ Φ(z) + λl (mod λwv1,v1) ,
where we have also used the fact that (y + x) = (1, 1), (y − x) = (−1, 1), and that
q/(2v1 + 1)2 is odd. This completes the proof of theorem 4.4. 
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The density of fixed points. The set Θe of possible orbit codes is a subset of the
product space
Θe ⊆ {0, 1, . . . , 2v1} ×
2k−1∏
j=1
{0, 1, . . . , 2vj}.
The set of congruence classes modulo Le is given by the quotient space Z2/Le, so that
the total number of possible orbit codes is given by
(4.45) #Θe = #
(
Z2/Le
)
= −1
2
det (L,wv1,v1) = q(e).
We note that although the lattice Le is independent of λ, the set of orbit codes Θe is not.
In the next lemma, we identify the orbit codes which correspond to symmetric fixed
points of Φ. Subsequently, in lemmas 4.12 and 4.13, we identify values of e for which the
number of codes in Θe which satisfy the conditions of lemma 4.11 is independent of λ.
The proof of theorem 4.5 will then follow.
Lemma 4.11. For any e ∈ E with vertex list (v1, . . . , vk), z ∈ Xe and sufficiently
small λ, the point z is a symmetric fixed point of Φ if and only if its orbit code σ(z) =
(σ−1, σ1, . . . , σ2k−1) satisfies:
(i) σ−1 = σ1, (ii) 2σk ≡ vk (mod 2vk + 1).
Proof. Recall the reversing symmetries G and H of F , introduced in equation (2.5),
and their fixed spaces (2.6) and (2.7). We have already noted that G is also a reversing
symmetry of Fλ, and the rescaled version of H is given by
Hλ(x, y) = (λbyc − x, y) FixHλ = {(x, y) ∈ R2 : 2x = λbyc}.
Recall also the reversing symmetry Ge of Φ on Xe (equation (4.5)).
As in the proof of proposition 3.1, we show that orbits are symmetric and periodic
using theorem 2.1, page 20.
Take e ∈ E and a point z ∈ Xe. Suppose that z is a symmetric fixed point of Φ.
We must have Ge(z) = z, so the alternative expression (4.6) for Ge gives that either
z ∈ FixG, or
F 4(z) = G(z) ⇔ F 2(z) ∈ FixG.
Thus the return orbit Oτ (z) intersects FixG.
If z is non-zero, the orbit of z intersects the set FixG ∪ FixHλ at exactly two points,
and as z is a fixed point of Φ, these two points must occur within a single revolution.
Hence we have:
# (Oτ (z) ∩ (FixG ∪ FixHλ)) = 2.
If the return orbit intersects FixG twice, then these points must occur in the first and
third quadrants, so that
z ∈ FixG ∩ F−2(FixG).
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By theorem 2.1 part (iii), this implies that z is periodic with period four, and we have
already observed that there are no points with minimal period four. Thus the return
orbit Oτ (z) must intersect FixHλ.
Points in FixHλ lie on disjoint vertical line segments of length one, in an O(λ)-
neighbourhood of the y-axis. Recall that the polygon Π(z) intersects the axes at vertices
of type vk = b
√
ec, and hence intersects the y-axis in the boxes:
B0,vk and B0,−(vk+1).
If vk is even, it follows that the relevant segment H+ of FixHλ is given by:
H+ = {λ(x, y) ∈ (λZ)2 : 2x = bλyc = vk},
which lies in the positive half-plane. Similarly if vk is odd, the relevant segment H− of
FixHλ is given by:
H− = {λ(x, y) ∈ (λZ)2 : 2x = bλyc = −(vk + 1)},
which lies in the negative half-plane.
The proof now proceeds in two parts.
(i) Oτ (z) intersects FixG if and only if σ−1 = σ1.
If z = λ(x, y), then the property σ−1 = σ1 is satisfied if and only if:
x ≡ y (mod 2v1 + 1) ,
i.e., if and only if z ∈ FixGe. We have already seen that z ∈ FixGe implies that Oτ (z)
intersects FixG. Since the only points in Oτ (z) which are close to FixG are z and F 2λ (z),
the converse also holds.
(ii) Oτ (z) intersects FixHλ if and only if 2σk ≡ vk (mod 2vk + 1).
Instead of considering the sets H+ and H− directly, we consider their images under
G and Fλ, respectively, which lie in a neighbourhood of the x-axis:
G(H+) = {λ(x, y) ∈ (λZ)2 : 2y = bλxc = vk,
Fλ(H−) = {λ(x, y) ∈ (λZ)2 : 2y = b−λ(x+ 1)c = −(vk + 1)}.(4.46)
In (4.46), we assume that λ(vk + 1)/2 < 1, so that Fλ(w) = λ(−1 − y, x) for all
w = λ(x, y) ∈ H−. The orbit Oτ (z) intersects FixHλ if and only if it intersects the
relevant one of these sets, according to the parity of vk.
The polygon Π(z) intersects the x-axis at the kth vertex, where k is the length of
the vertex list V (e). The return orbit Oτ (z) reaches the kth vertex at the point Ψk(z),
given in the notation of (4.21) by
Ψk(z) = λ
(⌈vk
λ
⌉
+ xk, yk
)
,
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where, by (4.24), yk = σk is non-negative. Hence if vk is even, Oτ (z) intersects FixHλ if
and only if:
Ψk(z) ∈ G(H+) ⇔ σk = vk/2.
If vk is odd, then Oτ (z) intersects FixHλ if and only if:
F 4λ (Ψ
k(z)) ∈ Fλ(H−) ⇔ σk = −(vk + 1)/2 + (2vk + 1)
= (3vk + 1)/2.
The congruence 2σk ≡ vk (mod 2vk + 1) covers both of these cases, which completes the
proof. 
For all e ∈ E and sufficiently small λ, the set Xe—see equation (4.3)—is non-empty
and contains at least one element from every congruence class modulo λLe. We now seek
to identify the number of congruence classes whose orbit code satisfies the conditions of
lemma 4.11.
As discussed in the proof of lemma 4.11, the points z ∈ Xe whose orbit code
σ(z) = (σ−1, σ1, . . . , σ2k−1) satisfies σ−1 = σ1 are precisely those which lie in FixGe, i.e.,
with
x ≡ y (mod 2v1 + 1) .
All such points lie on one of two lines, parallel to the first generator L of the lattice
Le. Furthermore, all points on one line are congruent to those on the other, as they
are connected by the second generator λ(L−wv1,v1)/2. Hence the number of points in
FixGe modulo λLe is
#
(
Z2/Le
)
2v1 + 1
=
q
2v1 + 1
,
where we have used the expression (4.45) for #
(
Z2/Le
)
.
It remains to determine what fraction of the points in FixGe satisfy the second
condition of lemma 4.11. We do this by identifying values of e for which all possible
values of σk occur with equal frequency, independently of λ.
If k = 1, i.e., if a polygon class has just one vertex in the first octant (e = 0), then for
any given σ∗ ∈ {0, 1, . . . , 2v1}, the points z = λ(x, y) ∈ FixGe with σ1 = σ∗ satisfy
x ≡ y ≡ σ∗ (mod 2v1 + 1) .
Such points form a fraction
1
2v1 + 1
of all points in FixGe modulo λLe. Hence all possible values of σ1 occur with equal
frequency. (In fact this case is trivial, since v1 = 0 and all orbits are symmetric fixed
points of Φ—see proposition 3.1.) More generally if vk = v1, i.e., if all vertices of the
polygon class have the same type (e = 0, 2, 8), then all possible values of σk occur
with equal frequency in FixGe modulo λLe. This follows from the fact that, whenever
vj = vj+1, the map σj 7→ σj+1 is a permutation of the set {0, 1, . . . , 2vj}, as we saw in
case 1 of the proof of lemma 4.9.
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The following lemma deals with the case that a polygon class has two or more distinct
vertex types. We consider cylinder sets of the form z + λLej , i.e., sets of points whose
orbit codes match up to the jth entry, where j is the penultimate distinct vertex type.
We show that under a certain congruence condition on the vertex list, all possible values
of σk occur with equal frequency within any such cylinder set.
Lemma 4.12. Let e ∈ E . Suppose that the vertex list (v1, v2, . . . , vk) of the associated
polygon class has at least two distinct entries and let j = ι(l)− 1, where (ι(i))li=1 is the
sequence of distinct vertex types defined in (4.8). Furthermore, suppose that the vertex
types satisfy
(4.47) gcd(2vk + 1, pj) = 1.
Then for every z ∈ Xe, all σ∗ ∈ {0, 1, . . . , 2vk}, and all sufficiently small λ, the number
of points in the set (z + λLej) modulo λLe whose orbit code has kth entry σ∗ is
1
2vk + 1
#
(
Lej/Le
)
.
Proof. Suppose that e ∈ E , that the vertex list V (e) has at least two distinct
entries, and that the coprimality condition (4.47) holds. Let z ∈ Xe have orbit code
σ(z) = (σ−1, σ1, . . . , σ2k−1) and let the pair (xj , yj) be defined as in equation (4.21),
where j = ι(l)− 1.
Since z + λLej is a cylinder set in the sense of lemma 4.9, the orbit codes of all points
z˜ ∈ z + λLej match that of z up to the jth entry. We have to show that, among these
orbit codes, all possible values of σk occur with equal frequency.
Since j = ι(l)− 1, we have
vj+1 = vι(l) = vk.
Let z˜ ∈ z + λLej and let the (j + 1)th entry of the orbit code of z˜ be σ˜j+1. We show first
that all possible values of σ˜j+1 occur with equal frequency.
By construction vj 6= vj+1, so the possible values of σ˜j+1 are determined by case 2
of the proof of lemma 4.9. In the course of the proof, we saw that the occurrence of
points z˜ with some fixed value of σ˜j+1 correspond to solutions of an integer equation,
given in the case where y is the non-integer coordinate of the jth vertex by equation
(4.36). (A similar equation holds when x is the non-integer coordinate.) Each solution
(2a + b, t˜) ∈ Z × N determines the module coordinates (a, b) of z˜ − z in λLej and the
transit time t˜ of z˜ from the jth vertex to the (j + 1)th.
Solutions of (4.36) occur for all values of σ˜j+1 satisfying the congruence (4.37), and
the condition that λ be sufficiently small ensures that at least one such solution is realised
by a point z˜ ∈ Xe. By construction, each distinct value of σ˜j+1 which has a solution
defines a unique point in z + λLej modulo λLej+1.
However, due to the coprimality condition (4.47), the modulus of the congruence
(4.37) is unity. Hence solutions occur for all possible values of σ˜j+1, and each corresponds
to a unique congruence class of z + λLej modulo λLej+1. Furthermore, by (4.30), the
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lattices Lej+1 and Le are equal, hence all possible values of σ˜j+1 occur exactly once in
z + λLej modulo λLe.
If j + 1 = ι(l) = k then this completes the proof. If ι(l) < k, take i in the range
ι(l) ≤ i < k. By the definition of ι(l) as the index of the last distinct vertex type, we
have vi = vi+1 = vk. As discussed above, the map σi 7→ σi+1 is a permutation of the set
{0, 1, . . . , 2vi} whenever vi = vi+1. Hence the equal frequency of the possible values of σ˜i
implies that of σ˜i+1 and the result follows. 
In the previous section (equation (4.22)), we defined the jth entry σj of the orbit code
σ(z) as the residue modulo 2vj + 1 of the integer coordinate of Oτ (z) at the jth vertex.
At the conclusion of the proof of lemma 4.9, we remarked that we can also define the
sequence γ(z), whose jth entry γj is the residue of the non-integer coordinate modulo
q/(2vj + 1) (see corollary 4.10, page 66). The residue γj is an alternative encoding of the
other entries in the orbit code, so that for any z, z˜ ∈ Xe and any j:
z˜ ≡ z (mod λLe) ⇔ (σj , γj) = (σ˜j , γ˜j).
In the following lemma, we use γ(z) to identify polygon classes where, among points
in FixGe and for all j, all possible values σj ∈ {0, 1, . . . , 2vj} occur with equal frequency
modulo λLe, independently of λ.
Lemma 4.13. Let e ∈ E . Suppose that the vertex list (v1, v2, . . . , vk) of the associated
polygon class is such that 2v1 + 1 is coprime to 2vj + 1 for all other vertex types vj:
(4.48) gcd(2v1 + 1, 2vj + 1) = 1 2 ≤ j ≤ k, vj 6= v1.
Then for sufficiently small λ, for all j in 1 ≤ j ≤ 2k− 1, and all σ∗ ∈ {0, 1, . . . , 2vj}, the
number nj of points z ∈ FixGe modulo λLe whose orbit code has σj = σ∗ is given by:
(4.49) nj =
#
(
Z2/Le
)
(2v1 + 1)(2vj + 1)
.
Proof. We use induction on j. Consider points z ∈ FixGe whose orbit code has
jth value σj , for some arbitrary σj ∈ {0, 1, . . . , 2vj} and j ∈ {1, . . . , 2k − 1}. Let the
sequence γ(z) be denoted (γ−1, γ1, . . . , γ2k−1). Our induction hypotheses are that:
(i) the number of such points is given by nj (equation (4.49)), where q(e) = #
(
Z2/Le
)
and the coprimality condition (4.48) ensures that nj is a natural number;
(ii) for each residue r ∈ {0, 1, . . . , nj − 1} modulo nj , there is a unique congruence class
modulo λLe whose value of γj satisfies
γj ≡ r (mod nj) .
The base case is j = 1. The points z = λ(x, y) ∈ FixGe with some fixed value of σ1
satisfy:
x ≡ y ≡ σ1 (mod 2v1 + 1) .
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Such points are congruent modulo (λ(2v1 + 1)Z)2, hence the number of such points
modulo λLe is
q
(2v1 + 1)2
= n1.
By lemma 4.9, if z is one such point, then any other point z˜ reaches the first vertex at
Ψ(z˜) = Ψ(z) + λsp1e
for some s ∈ Z, where p1 = 2v1 + 1 and e is the unit vector in the non-integer coordinate
direction. Then by the construction of γ(z), if γ(z˜) = (γ˜−1, γ˜1, . . . , γ˜2k−1), the value of
γ˜1 is related to γ1 by
γ˜1 ≡ γ1 + s(2v1 + 1) (mod (2v1 + 1)n1) ,
and z and z˜ are congruent modulo λLe if and only if γ˜1 = γ1. Thus the n1 distinct points
modulo λLe correspond to distinct values of s modulo n1. Furthermore, if we consider
the value of γ˜1 modulo n1, we have:
γ˜1 ≡ γ1 + s(2v1 + 1) (mod n1) .
Now 2v1 + 1 is coprime to the modulus, as by the coprimality condition (4.48) and the
construction (4.10) of q, two is the highest power of (2v1 + 1) that divides q. It follows
that each distinct value of γ˜1 is distinct modulo n1. This completes the base case.
To proceed with the inductive step, we suppose that the above hypotheses hold for
some j ∈ {1, . . . , k − 1}. In the proof of lemma 4.9 we used equation (4.25) to describe
the behaviour of points as they move from one vertex to the next in two cases. The first
case occurs when vj = vj+1, so that the jth and (j + 1)th vertices lie on parallel lines,
and nj = nj+1. In this case, the value of σj+1 is determined uniquely by the value of σj .
In particular, we saw that if the jth vertex lies on y = n and the (j + 1)th vertex lies on
y = n− 1, then σj+1 and σj are related by equation (4.35).
We can use the same methods, considering this time the non-integer component of
equation (4.25), to show that γj+1 is determined by the pair (σj , γj) via:
γj+1 ≡ γj + j + (2n− 1)t (mod (2v1 + 1)nj) ,
where j = j(σj), and t = t(σj) is the transit time between vertices. The one-to-one
relationship between σj and σj+1, ensures that there are nj+1 = nj points in FixGe that
achieve any given value of σj+1 at the (j+1)th vertex. Similarly, for any given value of σj ,
the above congruence establishes a one-to-one relationship between γj and γj+1 modulo
(2v1 + 1)nj . Because this bijection is a translation, it also holds modulo nj . In other
words, there is a skew-product map of residue classes modulo nj : (σj , γj) 7→ (σj+1, γj+1).
This completes the inductive step for the first case.
In the second case, where vj 6= vj+1, the jth and (j+1)th vertices lie on perpendicular
lines. Again referring to the proof of lemma 4.9, taking equation (4.36) modulo 2vj+1 + 1
4.4. PROOFS FOR SECTION 4.2 75
gives the following expression for σj+1 in terms of the pair (σj , γj):⌈
vj + 1
λ
⌉
+ σj+1 ≡
⌈vj
λ
⌉
+ γj + j (mod 2vj+1 + 1) .
Here we were able to replace xj with γj as, by the construction (4.10) of q, 2vj+1 + 1 is
a divisor of the modulus q/(2vj + 1) = (2v1 + 1)nj which defines γj . If the coprimality
condition (4.48) holds, then 2vj+1+1 also divides nj . Hence for any given pair (σj , σj+1),
there are nj/(2vj+1 + 1) values of γj modulo nj for which the following congruence is
satisfied:
(4.50) γj ≡
⌈
vj + 1
λ
⌉
+ σj+1 −
⌈vj
λ
⌉
− j + s(2vj+1 + 1) (mod nj)
where s ∈ Z. The total number of points with any given value of σj+1 is thus:
(2vj + 1)× nj2vj+1 + 1 = nj+1,
which completes the inductive step for hypothesis (i).
Taking the second component of equation (4.25) modulo nj+1 gives an expression for
γj+1 in terms of the pair (σj , γj):
(4.51) γj+1 ≡
⌈n
λ
⌉
+ σj + (2vj + 1)t−
⌈
n− 1
λ
⌉
(mod nj+1) ,
where t = t(σj , γj). For a given pair (σj , σj+1), t is given by equation (4.36). Hence
taking equation (4.36) modulo nj , a multiple of 2vj+1 + 1, and using the expression (4.50)
for γj , it follows that the values of t satisfy
t+ 1 ≡ d(vj + 1)/λe+ σj+1 − dvj/λe − γj − j
2vj+1 + 1
(
mod
nj
2vj+1 + 1
)
≡ −s (mod nj/(2vj+1 + 1)) ,
where s ∈ Z. Thus t takes all values modulo nj/(2vj+1 + 1) = nj+1/(2vj + 1). Applying
this to equation (4.51) and letting σj vary across the range σj ∈ {0, 1, . . . , 2vj}, we see
that γj+1 achieves a complete set of residue classes modulo nj+1, as required. This
completes the inductive step for hypothesis (ii) and the result follows from hypothesis (i)
for j = k. 
Finally, we can give the proof of theorem 4.5 (page 54) on the density of minimal
orbits.
Proof of theorem 4.5. Let e ∈ E be given and let σ∗ be the unique element of
the set {0, 1, . . . , 2vk} that satisfies
2σ∗ ≡ vk (mod 2vk + 1) .
By lemma 4.11, z ∈ Xe is a symmetric fixed point of Φ if and only if its orbit code
satisfies σ−1 = σ1, i.e., if z ∈ FixGe, and σk = σ∗.
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We will show that the number of points in FixGe modulo λLe whose orbit code has
σk = σ∗ is given by
q
(2v1 + 1)(2vk + 1)
,
where q, given by (4.10), is the total number of points modulo λLe.
For e = 0, 2, 8, all elements of the vertex list are the same. This case is dealt with by
the discussion preceding lemma 4.12. Thus we assume that the vertex list contains at
least two distinct elements.
Suppose first that 2v1 + 1 is coprime to 2vj + 1 for all vj 6= v1, so that the condition
(4.48) for lemma 4.13 holds. Applying the lemma for j = k, we have that for sufficiently
small λ, the number of points in FixGe modulo λLe whose orbit code has kth entry σ∗
is given by
nj =
q
(2v1 + 1)(2vk + 1)
,
as required.
Suppose now that 2vk + 1 is coprime to 2vj + 1 for all vj 6= vk. Let j = ι(l)− 1 be the
penultimate distinct vertex type in the vertex list. Note that vj = vι(l−1) and qj = qι(l−1),
where qj is given in closed form by (4.29), and that vi 6= vk for all 1 ≤ i ≤ j. It follows
that 2vk+1 is coprime to qι(l−1). Similarly 2vk+1 is coprime to pι(l−1) = qι(l−1)/(2vj+1),
and the condition (4.47) of lemma 4.12 holds. Applying the lemma, we have that in
every cylinder set of λLej , the number of points modulo λLe whose orbit code has kth
entry σ∗ is given by
1
2vk + 1
#
(
Lej/Le
)
=
1
2vk + 1
q
qj
.
The set FixGe is the union of qj/(2v1 + 1) such cylinder sets. Hence, as before, the
number of symmetric fixed points in Xe modulo λLe is
1
2vk + 1
q
qj
× qj
2v1 + 1
=
q
(2v1 + 1)(2vk + 1)
.
This number is independent of λ, which completes the proof of the first statement.
We have shown that for sufficiently small λ, and if (4.13) holds, then the fraction of
symmetric fixed points of Φ in each fundamental domain of λLe is
1
(2v1 + 1)(2vk + 1)
=
1
(2b√e/2c+ 1)(2b√ec+ 1) ,
where we have used equations (3.23) and (3.24) for v1 and vk. It remains to show that
the density δ(e, λ) of symmetric fixed points in Xe converges to this fraction as λ→ 0.
By equation (4.3), the domain Xe is a subset of the lattice (λZ)2 bounded by a
rectangle lying parallel to the symmetry line FixG. Similarly, a fundamental domain of
the lattice λLe is a subset of (λZ)2 bounded by a parallelogram of the form
{αL + β
2
(L−wv1,v1) : α, β ∈ [0, λ)},
where the generator L is also parallel to the symmetry line. These parallelograms tile
the plane under translation by the elements of λLe.
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The width of Xe (taken in the direction perpendicular to FixG) is λ‖wv1,v1‖—
exactly twice that of the above parallelogram (see figure 4.2, page 54). The number of
parallelograms which fit lengthwise into Xe, however, goes to infinity as λ goes to zero.
If Ie(λ) = (α1, α2) ⊂ I e, then the length d of Xe parallel to FixG is given by
d =
√
2
(
P−1(α2/2)− P−1(α1/2)
)
=
1√
2
( |Ie|
2v1 + 1
)
=
1√
2
( |I e|
2v1 + 1
)
+O(λ)
as λ → 0, where we have used the expression (3.11) for P−1, and proposition 4.1 for
the length of Ie(λ). Thus, the number of parallelograms which can be contained in the
rectangle bounding Xe is at least
2
(⌊
d
λ‖L‖
⌋
− 1
)
− 8,
where bd/λ‖L‖c is the number of times that the vector L fits lengthways into the
rectangle, we subtract 1 for the slope of the parallelogram, and we subtract 8 for the
parallelograms which intersect the boundary. Each parallelogram contains a complete
fundamental domain of λLe, and their contribution to δ(e, λ) dominates in the limit
λ→ 0.
Explicitly, the number of points in Xe scales like
#Xe =
2(2v1 + 1)
λ
(
P−1(α2/2)− P−1(α1/2)
)
+O(1)
=
|Ie|
λ
+O(1)
=
|I e|
λ
+O(1)
as λ→ 0, whereas the length of L is given by (4.9) as:
‖L‖ =
√
2q
2v1 + 1
,
and #
(
Z2/Le
)
= q(e). Hence the density δ(e, λ) satisfies
δ(e, λ) =
#
(
Z2/Le
)
#Xe
(
2 bd/λ‖L‖c − 10
(2v1 + 1)(2vk + 1)
+O(1)
)
=
(
λq
|I e| +O(λ
2)
)(
2d/λ‖L‖
(2v1 + 1)(2vk + 1)
+O(1)
)
=
(
λq
|I e| +O(λ
2)
)( |I e|/λq(e)
(2v1 + 1)(2vk + 1)
+O(1)
)
=
1
(2v1 + 1)(2vk + 1)
+O(λ)
as λ→ 0. 
CHAPTER 5
The limit e→∞
In chapter 3 we introduced the piecewise-affine Hamiltonian P, which describes the
behaviour of the rescaled discretised rotation Fλ in the integrable limit (λ→ 0). We saw
that orbits of the flow ϕ associated with P are convex polygons (theorem 3.5, page 30),
which have a natural classification indexed by the set of critical numbers E .
In this chapter we consider the behaviour of the Hamiltonian system at infinity, where
the index e ∈ E diverges. In this limit the number of discontinuities experienced by an
orbit (i.e., the number of vertices of the polygons) is unbounded, whilst the magnitude
of these discontinuities becomes arbitrarily small.
We find that the limiting behaviour is a dichotomy. Typically the limiting flow is
linear, like the underlying rigid rotation: however, for a certain subsequence of values of
e the nonlinearity persists. We focus on the return map of the flow introduced in section
3.4: the integrable counterpart to the return map Φ.
5.1. A change of coordinates
In section 3.4, we remarked that it is natural to think of the first return map of the
flow as a twist map on a cylinder. To formalise this description, we need to make a
change of coordinates.
Recall the domain X of the integrable return map, introduced in equation (3.40),
page 42. By analogy with the perturbed case (cf. section 4.1, page 49), we call a point
z ∈X with P(z) ∈ I e regular with respect to the flow if
ϕλ(z) = z + λw(z) = z + λwv1,v1 .
(Recall that regular points z ∈ Xe satisfy F 4λ = z + λwv1,v1 , among other things.) Then
we can define the sequence of sets:
(5.1) X e = {z ∈X : P(z) ∈ Ie},
where Ie ⊂ I e is the largest interval such that all points in X e are regular. As in the
perturbed case, it is straightforward to show that the union of the X e have full density
in X . Note that the domain Xe is a subset of X e, since
z ∈ Xe ⇒ z /∈ Λ ⇒ ϕλ(z) = z + λwv1,v1 .
To compare the actions of the unperturbed return map for varying values of e, we
define the two-parameter family of maps:
ηe(λ) :X e → S1 × R e ∈ E , λ > 0.
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The map ηe(λ) is a change of coordinates z = (x, y) 7→ (θ, ρ), with
(5.2) θ(z) =
1
λ
x− y
2(2v1 + 1)
ρ(z) =
1
λ
x+ y − 2x0
2(2v1 + 1)
,
where v1 = b
√
e/2c and z0 = (x0, x0) ∈X e is some fixed point of the return map lying
on FixG. This change of coordinates is the composition of several elements: a rotation
through an angle pi/4, which maps the symmetry line FixG onto the ρ-axis; a rescaling
of the plane by a factor of 1/λ
√
2(2v1 + 1), which normalises the range of the coordinate
θ; and a translation, which ensures that the preimage z0 of the origin (θ, ρ) = (0, 0) is
a fixed point. Such a fixed point is guaranteed to exist for sufficiently small λ, as by
proposition 3.11, we may take any z0 ∈ FixG satisfying:
(5.3)
1
4
− T (z0)
4λ
≡ 0 (mod 1) .
In what follows, we omit the λ dependence and simply write ηe.
For z, ϕλt(z) ∈X e, the flow acts as:
ϕλt(z) = z + λtwv1,v1 ,
where wv1,v1 is perpendicular to FixG, so that the coordinate θ is parallel to the direction
of flow, and ρ is perpendicular to it:
ϕλt(θ, ρ) = (θ + t, ρ).
(We use the symbol ϕ to denote the flow in both coordinate spaces.) Thus if we identify
the interval [−1/2, 1/2) with the unit circle S1, it is straightforward to see that the
coordinate θ plays the same role as in the expression (3.40) for X .
In the following proposition, we show that under this change of coordinates, the
unperturbed return map acts as a linear twist map.
Theorem 5.1. For e ∈ E , let Ωe be the map
(5.4) Ωe : S1 × R→ S1 × R Ωe(θ, ρ) =
(
θ − 1
2
(2v1 + 1)2ρT ′(e), ρ
)
.
Furthermore, let z ∈X e, and let z′ be the first return of z to X e under Fλ. Then for
any sufficiently small λ > 0:
ηe(z) = (θ, ρ) ⇒ ηe(z′) = Ωe(θ, ρ).
Here the derivative T ′ of the period function is undefined on the critical numbers,
and constant on the sequence of sets I e (see equation (3.46)). Hence we write T ′(e) to
denote the value of T ′ on I e:
T ′(e) = lim
α→e+
T ′(α).
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ρ
θ
Ωe
7→
ρ
θ
Figure 5.1: A schematic representation of the action of Ωe on the space S1 × R
Proof. For e ∈ E , pick z ∈X e and let (θ, ρ) = ηe(z). Then we have z = ϕλθ(u, u)
and z′ = ϕλθ′(u, u) for some u ≥ 0, where θ′ is given by equation (3.41) of proposition
3.11. In the new coordinates, this is equivalent to
ηe(z′) =
(
θ +
1
4
− T (z)
4λ
, ρ
)
,
where we have used the fact that the coordinate θ is periodic.
Let z = (x, y) and z0 = (x0, y0). Since the Hamiltonian function P is affine on X e,
expanding P about z0 gives
P(z) =P(z0) + (x+ y − 2x0)(2v1 + 1)
=P(z0) + 2λ(2v1 + 1)2ρ.(5.5)
Similarly, since T is affine on the interval I e:
T (z) = T (z0) + 2λ(2v1 + 1)2ρT ′(e).
As z0 is a fixed point, it must satisfy (5.3). Thus we obtain
ηe(z′) =
(
θ +
1
4
− T (z0) + 2λ(2v1 + 1)
2ρT ′(e)
4λ
, ρ
)
=
(
θ − 1
2
(2v1 + 1)2ρT ′(e), ρ
)
,
which completes the proof. 
Note that the action of the conjugate map Ωe is independent of the parameter λ,
which appears only in the domain ηe(X e) in which the conjugate map is valid. Using
the definition (5.1) of the domain X e and the above expansion (5.5) of P about the
fixed point z0, we see that this domain is given by
ηe(X e) = {(θ, ρ) ∈ S1 × R : P(z0) + 2λ(2v1 + 1)2ρ ∈ Ie}.
The range of values of ρ in the domain grows like
|Ie|
2λ(2v1 + 1)2
=
|I e|
2λ(2v1 + 1)2
+O(1)
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as λ → 0, and in the integrable limit, we think of the conjugate map as valid on the
whole of S1 × R.
The map Ωe is a linear twist map, and we denote the twist by
(5.6) K(e) = −1
2
(2v1 + 1)2T ′(e) e ∈ E .
Each Ωe is reversible, and can be written as the composition of the involutions G and
H e, where
G (θ, ρ) = (−θ, ρ) H e(θ, ρ) = (−θ +K(e)ρ, ρ) .
The fixed spaces of these involutions are given by
FixG = {(θ, ρ) ∈ S1 × R : θ ∈ {−1/2, 0}},
FixH e = {(θ, ρ) ∈ S1 × R : θ = 1
2
K(e)ρ}.(5.7)
(Note the connection between the involution G and the reversing symmetry Ge of the
perturbed return map Φ, which was introduced in section 4.2.)
The map Ωe is also reversible with respect to the reflection (θ, ρ) 7→ (θ,−ρ), and
equivariant under the group generated by the translation
(5.8) ρ 7→ ρ+ ρ¯ ρ¯ = 1
K(e)
=
−2
(2v1 + 1)2T ′(e)
.
Each circle ρ = const. is invariant under Ωe, and motion restricted to this circle is a
rotation with rotation number ρ/ρ¯ (mod 1).
5.2. The limiting dynamics
Now we are in a position to study the dynamics of the sequence of maps Ωe in the
limit e→∞. As in section 3.4, where we studied the nonlinearity of the flow, we turn
our attention to the behaviour of the period function T .
The period function at infinity. We wish to study the behaviour of the period
T (α) of the Hamiltonian flow ϕ in the limit α→∞. As one would expect, the period of
the piecewise-affine flow converges to the period pi of the underlying rotation. However,
the period undergoes damped oscillations and, after a suitable rescaling to restore these
oscillations, we find that the divergence of the period from its asymptotic value converges
to a limiting functional form. We give this limiting form in the following theorem.
Theorem 5.2. Let b ∈ [0, 1), and let α = α(vk, b) be given by:
(5.9) α = (vk + b)2 vk ∈ N,
so that b is the fractional part of
√
α and vk is the integer part. Then as vk →∞:
(5.10) v3/2k
(
T (α)− pi
4
)
→ 1
3
(2b+ 1)3/2 −
√
2b− (b),
where  is a bounded function.
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In what follows, we will give an expression for the function  and bound its range
explicitly, but for now we think of it as an error term which is small but non-vanishing as
α→∞. The first two terms are sufficient to give an accurate qualitative description of
the function (see figure 5.2). Furthermore, we claim without proof that the convergence
in theorem 5.2 is uniform in b.
Figure 5.2: This figure plots the function v3/2k (T (α)− pi) /4 (solid line) against
√
α for√
α ∈ [100, 101), i.e., for vk = 100 and b ∈ [0, 1). The dotted line shows the function
1
3(2b+ 1)
3/2 −√2b.
We prove this theorem via a number of lemmas, the proofs of which we postpone
until the next section. To begin, we consider the formula for the period function T (α),
as given in proposition 3.12 (page 44):
(5.11)
T (α)
8
=
P−1(α/2)
2v1 + 1
− 2
vk∑
n=v1+1
P−1(α− n2)
4n2 − 1 .
The function P−1, defined in (3.11), admits the alternative expression:
(5.12) P−1(x) =
√
x− {
√
x}(1− {√x})
2b√xc+ 1 ,
where {x} = x−bxc represents the fractional part of a real number x. For large argument,
P−1 is well approximated by a square-root. We use this fact to approximate the summand
in (5.11).
Lemma 5.3. As α→∞, we have:
(5.13)
vk∑
n=v1+1
(
P−1(α− n2)
4n2 − 1 −
√
α− n2
4n2
)
= O
(
1
α
)
,
where v1 = b
√
α/2c and vk = b
√
αc.
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Then we approximate the sum in equation (5.13) with an integral. To do this, we
note that for any function f which is integrable on the interval [v1, vk], we can re-write
the sum over f as:
(5.14)
vk∑
n=v1+1
f(n) =
∫ vk−1/2
v1+1/2
f(x) dx+ f(vk) +
vk−1∑
n=v1+1
∫ n+1/2
n−1/2
f(n)− f(x) dx.
All but one of the terms in the sum are approximated by an integral, with the sum
over integrals constituting the error in this approximation. The remaining term—f(vk)—
cannot be approximated in this way since the interval on which f is integrable does not
allow.
We apply this formula to f(x) = x−2
√
α− x2. Recall from (5.9) that b denotes the
fractional part of
√
α. We write a for the fractional part of
√
α/2:
(5.15)
α
2
= (v1 + a)2 a ∈ [0, 1),
which gives the following expression for the behaviour of the integral in (5.14).
Lemma 5.4. As α→∞, we have:∫ vk−1/2
v1+1/2
√
α− x2
x2
dx = 1− pi
4
+
2a− 1√
2α
− 1
3
(2b+ 1)3/2
α3/4
+O
(
1
α
)
,
where a and b denote the fractional parts of
√
α/2 and
√
α, respectively.
Finally we define the function (b) as the rescaled limit of the error term in the
expression (5.14). We defer the proof of lemma 5.5 to appendix A.
Lemma 5.5. For b ∈ [0, 1) and vk ∈ N, let v1 = b(vk + b)/
√
2c. Then the following
limit exists
(5.16) (b) = lim
vk→∞
(
v
3/2
k
vk−1∑
n=v1+1
∫ n+1/2
n−1/2
√
(vk + b)2 − n2
n2
−
√
(vk + b)2 − x2
x2
dx
)
,
and satisfies
1
36
1√
3(b+ 1)
≤ (b) ≤ 1
12
1√
b+ 1
2b+ 3
2b+ 2
.
Using these three lemmas, we proceed with the proof of theorem 5.2.
Proof of Theorem 5.2. The period T (α) of the flow on Π(α) is given by equation
(5.11): combining this with lemma 5.3, we have that T (α) satisfies
(5.17)
T (α)
4
=
2P−1(α/2)
2v1 + 1
−
vk∑
n=v1+1
√
α− n2
n2
+O
(
1
α
)
as α→∞.
To evaluate the first term of the above, we recall the definition (5.15) of v1 and a as
the integer and fractional parts of
√
α/2, respectively, and apply the formula (5.12) for
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P−1 to obtain:
P−1(α/2)
2v1 + 1
=
√
α/2
2v1 + 1
+O
(
1
α
)
=
v1 + a
2v1 + 1
+O
(
1
α
)
=
1
2
+
a− 1/2√
2α
+O
(
1
α
)
.
For the sum, we apply the formula (5.14) to f(x) = x−2
√
α− x2, then use lemma 5.4 to
get
vk∑
n=v1+1
√
α− n2
n2
= 1− pi
4
+
2a− 1√
2α
− 1
3
(2b+ 1)3/2
α3/4
+
√
α− v2k
v2k
+
vk−1∑
n=v1+1
∫ n+1/2
n−1/2
√
α− n2
n2
−
√
α− x2
x2
dx+O
(
1
α
)
.
Using the definition (5.9) of b, we observe that the f(vk) term behaves like:√
α− v2k
v2k
=
√
2vkb+ b2
v2k
=
√
2b
v
3/2
k
+O
(
1
α5/4
)
.
Substituting the above three expressions into (5.17), we find that the terms involving
a cancel, giving
T (α)− pi
4
=
1
3
(2b+ 1)3/2
α3/4
−
√
2b
v
3/2
k
−
vk−1∑
n=v1+1
∫ n+1/2
n−1/2
√
α− n2
n2
−
√
α− x2
x2
dx+O
(
1
α
)
.
We can replace the α3/4 in the denominator of the first term by v3/2k , since
α−3/4 = (vk + b)−3/2 = v
−3/2
k
(
1 +O
(
1√
α
))
.
Then multiplying by v3/2k , taking the limit, and noting the definition (5.16) of (b) gives
the formula (5.10), as required. The boundedness of (b) follows from lemma 5.5. 
The key feature of the limiting distribution (5.10) is the singularity in its derivative
at b = 0, since it is the derivative of the period function which determines the behaviour
of the integrable return map.
The integrable return map at infinity. Recall the map Ωe of theorem 5.1: a
linear twist map whose twist K(e) (equation (5.6)) determines the nonlinearity of the
integrable flow ϕ in X e. In this section we show that the twist is singular in the limit
e→∞, and thus that there are two distinct regimes of asymptotic behaviour.
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Proposition 5.6. Let b ∈ [0, 1) and let α = α(vk, b) be given as in (5.9). Then as
vk →∞:
(5.18)
1
2
(2v1 + 1)2T ′(α(vk, b))→ −4δ0(b),
where v1 = b(vk + b)/
√
2c, and δ0 is the indicator function at zero:
δ0(x) =
{
1 x = 0,
0 otherwise.
The convergence (5.18) is not uniform: if b is close to zero, the convergence can be
made arbitrarily slow. For a plot of (2v1 + 1)2T ′(α)/2, see figure 6.3(a), page 93.
The function T ′ is piecewise-constant on the sequence of intervals I e, e ∈ E . To
observe the convergence (5.18) in the sequence of twists K(e) for a given value of b ∈ [0, 1),
we define the subsequence of critical numbers e(vk, b) satisfying
(5.19) α(vk, b) = (vk + b)2 ∈ I e(vk,b) vk ∈ N.
Then as vk →∞, K(e(vk, b))→ 4δ0(b), as above. The two regimes of behaviour for the
sequence of return maps Ωe follow directly.
Corollary 5.7. Let b ∈ [0, 1) and let e(vk, b) be as above. If b = 0, then the sequence
e(vk, b) is simply the sequence of squares, and as vk → ∞, the sequence of functions
Ωe(vk,b) converges pointwise to a limiting function Ω∞ given by
Ω∞ : S1 × R→ S1 × R Ω∞(θ, ρ) = (θ + 4ρ, ρ) .
If b > 0, then the sequence Ωe(vk,b) converges pointwise to the identity.
The (reversing) symmetries of Ωe(vk,b) also converge as vk →∞, leading, for example,
to an asymptotic version of H e. Here we note in particular the translation invariance
(5.8) of the sequence Ωe(vk,b), whose magnitude satisfies
(5.20) |ρ¯| →
{
1/4 b = 0
∞ b > 0
as vk →∞.
5.3. Proofs for section 5.2
In the following proofs, we make extensive use of Taylor’s Theorem (see, for example,
[Bur62, Theorem 4.82]).
Proof of lemma 5.3. For any n in the range v1 + 1 ≤ n ≤ vk, the alternative form
(5.12) of the function P−1 gives us that∣∣∣∣∣ P−1(α− n2)4n2 − 1 −
√
α− n2
4n2
∣∣∣∣∣ =
∣∣∣∣∣
√
α− n2
4n2(4n2 − 1) −
{√α− n2}(1− {√α− n2})
(4n2 − 1)(2b√α− n2c+ 1)
∣∣∣∣∣
≤
√
α− n2
4n2(4n2 − 1) +
1/4
(4n2 − 1)(2b√α− n2c+ 1) ,
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where the inequality follows from the triangle inequality, and from the observation that
0 ≤ x(1− x) ≤ 1/4 x ∈ [0, 1].
Furthermore, since n ≥ 1, we have 4n2 − 1 ≥ 3n2, and hence
(5.21)
∣∣∣∣∣ P−1(α− n2)4n2 − 1 −
√
α− n2
4n2
∣∣∣∣∣ ≤ 112n2
(√
α− n2
n2
+
1
2b√α− n2c+ 1
)
.
Now we have two cases. For n = vk, the square root
√
α− n2 satisfies
0 ≤
√
α− v2k <
√
2vk + 1,
so we observe from the inequality (5.21) that∣∣∣∣∣∣ P
−1(α− v2k)
4v2k − 1
−
√
α− v2k
4v2k
∣∣∣∣∣∣ < 112v2k
(√
2vk + 1
v2k
+ 1
)
= O
(
1
α
)
.
For n < vk, the square root satisfies
0 <
√
α− n2 < 2b
√
α− n2c+ 1,
in which case the inequality (5.21) gives∣∣∣∣∣ P−1(α− n2)4n2 − 1 −
√
α− n2
4n2
∣∣∣∣∣ < 112n2√α− n2
(
α− n2
n2
+ 1
)
<
1
6n2
√
α− n2 ,
where the last inequality uses the fact that n ≥ v1 + 1 >
√
α/2.
Summing over n, we obtain∣∣∣∣∣
vk∑
n=v1+1
(
P−1(α− n2)
4n2 − 1 −
√
α− n2
4n2
)∣∣∣∣∣ ≤
vk∑
n=v1+1
∣∣∣∣∣ P−1(α− n2)4n2 − 1 −
√
α− n2
4n2
∣∣∣∣∣
<
vk−1∑
n=v1+1
(
1
6n2
√
α− n2
)
+O
(
1
α
)
.(5.22)
We can approximate the sum on the right hand side of (5.22) with an integral:
vk−1∑
n=v1+1
1
n2
√
α− n2 =
∫ vk−1/2
v1+1/2
1
x2
√
α− x2
(
1 +O
(
1
α1/4
))
dx
=
1
α
[
tan θ
]θ1
θ2
(
1 +O
(
1
α1/4
))
=
1
α
(
1 +O
(
1
α1/4
))
,(5.23)
where we have used the substitution x =
√
α cos θ, and tan θ1, tan θ2 are given by
tan θ1 = 1 +O
(
1√
α
)
tan θ2 = O
(
1
α1/4
)
5.3. PROOFS FOR SECTION 5.2 87
(see equations (5.29) and (5.30) of the next proof). Thus, combining (5.23) and (5.22),
we have
vk∑
n=v1+1
(
P−1(α− n2)
4n2 − 1 −
√
α− n2
4n2
)
= O
(
1
α
)
.

Proof of lemma 5.4. We treat the integral using the substitution x =
√
α cos θ,
which gives: ∫ vk−1/2
v1+1/2
√
α− x2
x2
dx =
∫ θ1
θ2
tan2 θ dθ
=
[
tan θ − θ
]θ1
θ2
,(5.24)
where the limits θ1 and θ2 satisfy:
cos θ1 =
v1 + 1/2√
α
=
1√
2
(
1− a− 1/2√
α/2
)
,(5.25)
cos θ2 =
vk − 1/2√
α
= 1− b+ 1/2√
α
.(5.26)
Using Taylor’s theorem, we have that
cos−1
(
1− x√
2
)
=
pi
4
+ x+O(x2)
as x→ 0. Thus if we let x = (a− 1/2)/√α/2, then (5.25) gives that
(5.27) θ1 =
pi
4
+
a− 1/2√
α/2
+O
(
1
α
)
as α→∞.
Next we have
cos−1(1− x)√
2x
= 1 +
x
12
+O(x2)
as x→ 0. Applying this to (5.26) with x = (b+ 1/2)/√α gives
(5.28) θ2 =
√
2b+ 1
α1/4
(
1 +
1
24
2b+ 1√
α
)
+O
(
1
α5/4
)
as α→∞.
Similarly, we find:
tan θ1 = 1 +
2a− 1√
α/2
+O
(
1
α
)
,(5.29)
tan θ2 =
√
2b+ 1
α1/4
(
1 +
3
8
2b+ 1√
α
)
+O
(
1
α5/4
)
.(5.30)
Substituting the expressions (5.27), (5.28), (5.29) and (5.30) into the integral (5.24)
gives the required result. 
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Proof of proposition 5.6. From the formula (3.46) for the derivative of the
period function, if α = (vk + b)2 then
(5.31)
1
2
(2v1 + 1)2T ′(α) = 2− 8(2v1 + 1)2
vk∑
n=v1+1
1
(4n2 − 1)(2b√α− n2c+ 1) .
(Recall that if α ∈ I e for some e ∈ E , the floor function in the denominator of the
summand satisfies b√α− n2c = b√e− n2c.)
We consider the summand in (5.31). For n in the range v1 + 1 ≤ n ≤ vk − 1, we have
1
(4n2 − 1)(2b√α− n2c+ 1) =
1
8n2
√
α− n2
(
1− 1
4n2
)−1(
1− {
√
α− n2} − 1/2√
α− n2
)−1
.
Here the square root is bounded below by√
α− n2 ≥
√
v2k − (vk − 1)2 =
√
2vk − 1 > α1/4,
whereas n2 > α/2. Hence as α→∞, we have
1
(4n2 − 1)(2b√α− n2c+ 1) =
1
8n2
√
α− n2
(
1 +O
(
1
α1/4
))
.
Summing over n, we can use (5.23) from the previous proof to obtain
8(2v1 + 1)2
vk−1∑
n=v1+1
1
(4n2 − 1)(2b√α− n2c+ 1)
= (2v1 + 1)2
vk−1∑
n=v1+1
1
n2
√
α− n2
(
1 +O
(
1
α1/4
))
=
1
α
(2v1 + 1)2
(
1 +O
(
1
α1/4
))
= 2 +O
(
1
α1/4
)
as α→∞. Thus substituting this into (5.31), we see that only the n = vk term remains:
1
2
(2v1 + 1)2T ′(α) =
−8(2v1 + 1)2
(4v2k − 1)
(
2
⌊√
α− v2k
⌋
+ 1
) +O( 1
α1/4
)
=
−4
2b
√
2vkb+ b2c+ 1
(
1 +O
(
1√
α
))
+O
(
1
α1/4
)
.(5.32)
If b > 0, then
1
2b
√
2vkb+ b2c+ 1
→ 0
as vk →∞. Thus the remaining term in (5.32) goes to zero and (2v1 + 1)2T ′(α) vanishes
in the limit. However, if b = 0, then we have
1
2
(2v1 + 1)2T ′(α) = −4 +O
(
1
α1/4
)
.

CHAPTER 6
The perturbed dynamics at infinity
Now we revert to the perturbed dynamics, and the return map Φ defined in section 3.3.
In chapter 4, we showed that in the integrable limit λ→ 0, the map Φ has a natural finite
structure over Xe for all e ∈ E : it is equivariant under the group of translations generated
by the lattice λLe (theorem 4.4, page 54). Furthermore, in the previous chapter, we saw
that under a suitable change of coordinates, the unperturbed motion corresponds to a
linear twist map Ωe on the cylinder (theorem 5.1, page 79). The behaviour of the twist
of Ωe was shown to be singular in the limit e→∞.
We begin this chapter by reconciling these two features of Φ—the lattice structure
and the underlying twist map—and giving a qualitative description of the dynamics in
the limit e → ∞. We find that, under the aforementioned change of coordinates, the
dynamics are that of a sequence of discrete twist maps with vanishing discretisation
length. In the regime where the underlying twist vanishes in the limit, the remaining
fluctuations result in intricate resonance structures, reminiscent of the island chains
observed in Hamiltonian perturbation theory. Conversely, in the regime where the twist
persists, there are no discernible phase space features.
In section 6.2 we turn to the period distribution function of Φ. The reduction of Φ
modulo the sequence of lattices λLe provides a natural finite setting in which we can
compare the periods of Φ to those of the random reversible map discussed in theorem 2.2
(page 22). However, we find that the reduction is superfluous: the number of congruence
classes of Z2/Le grows much faster than the range of a typical orbit. Furthermore, in
the regime where the dynamics of Φ are asymptotically uniform, the period distribution
function of Φ is well approximated by local data, calculated over a vanishing subset of
congruence classes.
We describe an extensive numerical experiment in which we calculate the period
distribution function of Φ for increasing values of e. The results suggests that, as e→∞,
the distribution of periods approaches the universal distribution R(x) of equation (2.9),
and thus is consistent with random reversible dynamics. As in the case of the random
reversible map, we observe that symmetric periodic orbits dominate.
Throughout this chapter we adopt an informal approach, focussing on qualitative
observations and numerical evidence.
6.1. Qualitative description and phase plots
Recall the map Ωe (equation (5.4)), which corresponds to the unperturbed return
map under the change of coordinates ηe(λ) : (x, y) 7→ (θ, ρ) of equation (5.2). In the
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integrable limit λ→ 0, the image of the return domain X e under ηe approaches the unit
cylinder S1 ×R. The domain Xe of the perturbed return map Φ is a subset of X e, thus
we can also apply the change of coordinates ηe to Xe. Using the definition (4.3) of Xe,
we see that its image under ηe approaches the following set1 (see figure 6.1):
(6.1)
{
1
2(2v1 + 1)
(i, i+ 2j) : i, j ∈ Z, −(2v1 + 1) ≤ i < 2v1 + 1
}
⊂ S1 × R,
where v1 of equation (3.23) is the integer part of
√
e/2. (The image of the point λ(x, y)
corresponds to i = x − y and j = y − x0.) This set is a rotated square lattice in the
unit cylinder, where the identification of points modulo 〈λwv1,v1〉 in (x, y) coordinates
is reflected in the periodicity of the angular coordinate θ. Adjacent lattice points are
separated by a lattice spacing of 1/
√
2(2v1 + 1), so that e → ∞ corresponds to the
continuum limit. We think of the dynamics of Φ as taking place in the (θ, ρ) coordinates,
and of Φ as a discrete version of Ωe.
θ = −1/2
θ = 1/2
ρ
θ
Figure 6.1: The image of the lattice (λZ)2 under the change of coordinates ηe(λ). There
are 2v1 + 1 lattice points per unit length in each of the coordinate directions.
The map Ωe is a linear twist map, with characteristic length scale ρ¯ in the ρ-direction
(see equation (5.8)). We compare this to the characteristic length scale of Le: the lattice
of section 4.2 which characterises the symmetry properties of Φ. In particular, Φ is
invariant under translation by the vector λL of (4.9) which, in the (θ, ρ) coordinates,
corresponds to the translation
(6.2) ρ 7→ ρ+ ρ˜ ρ˜ = q(e)
(2v1 + 1)2
.
A careful inspection of the definitions (4.10) of q and (3.46) of T ′(e) confirms that ρ˜ is
an integer multiple of ρ¯, and hence that the group of symmetries of Φ generated by this
translation form a subgroup of those of Ωe generated by the translation (5.8).
1Recall that in the definition of ηe, the preimage of the origin is some fixed point z0 of the unperturbed
dynamics. In the discrete case we round z0 onto the lattice via the function Rλ of equation (3.29).
The choice of the fixed point z0 will have no bearing on the qualitative or statistical properties of the
dynamics.
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Proposition 6.1. For e ∈ E , let ρ¯ be the periodicity of Ωe in the ρ-direction, as
given by (5.8), and let ρ˜ be corresponding periodicity of Φ on ηe(Xe), as given by (6.2).
Then ρ˜ is an integer multiple of ρ¯.
Proof. Let e ∈ E and α ∈ I e, so that T ′(e) = T ′(α), and Π(α) belongs to the
polygon class associated with e.
By (6.2), ρ˜ is given by
ρ˜ =
q(e)
(2v1 + 1)2
.
The integer q(e), given by (4.10), is the lowest common multiple of (2v1 + 1)2 and the
sequence of factors (2vj + 1)(2vj+1 + 1), where vj and vj+1 are consecutive distinct vertex
types of the vertex list V (e). Combining this with the definition (5.8) of ρ¯ and the
formula (3.46) for T ′(α), we have that the ratio ρ˜/ρ¯ is given by
ρ˜
ρ¯
= −q(e)
2
T ′(e) = −2q(e)
(
1
(2v1 + 1)2
− 4
vk∑
n=v1+1
1
(4n2 − 1)(2b√e− n2c+ 1)
)
.
We claim that the denominator of every term in the bracketed sum divides q(e).
To see that our claim holds, we note first that (2v1 + 1)2 divides q(e) by construction.
Then, for every n in the range v1 + 1 ≤ n ≤ vk, we can write
(4n2 − 1)(2b
√
e− n2c+ 1) = (2n+ 1)(2b
√
e− n2c+ 1)(2n− 1).
We must show that this product divides q(e) for each n. The first factor in this product
divides q(e), since for each n there is at least one vertex (x, v) of Π(α) in the first octant
which has vertex type n, i.e., with bxc = n and v ∈ Z. Let v be the maximal integer for
which this occurs.
Now consider the vertex of Π(α) which occurs prior to (x, v). This vertex has
coordinates (n, y) and type v = byc (see figure 6.2), where the properties (3.10) of P
give us that
α = n2 + P (y) ∈ I e ⇒ v = b
√
α− n2c = b
√
e− n2c.
Consequently n and b√e− n2c are consecutive distinct vertex types, and the product
(2n+ 1)(2b
√
e− n2c+ 1)
divides q(e) by construction.
It remains to show that the product (2b√e− n2c+ 1)(2n− 1) divides q(e): then the
claim follows from the fact that (2n+ 1) and (2n− 1) are consecutive odd numbers, and
hence are coprime. There are two cases to consider. If (n, y) is the first vertex, then
v = n− 1 = v1, and
(2b
√
e− n2c+ 1)(2n− 1) = (2v1 + 1)2,
which we have already seen divides q(e). If (n, y) is not the first vertex, then the vertex
prior to this must be of type n − 1. Thus n − 1 and b√e− n2c are also consecutive
distinct vertex types, and the proof is complete. 
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x = n− 1 x = n
y = v
(n, y)
(x, v)
Figure 6.2: Three consecutive vertices of the polygon Π(α).
Thus we see that the symmetry properties of Φ are consistent with those of Ωe. In
fact, the characteristic length scale ρ˜ of the symmetry group of Φ is a diverging multiple
of ρ¯—see table 6.1 (page 94).
Experimental observations confirm that Φ can be considered as a perturbation of
Ωe, whose fluctuations originate from the discretisation. These fluctuations are small
relative to the width of the cylinder as e→∞, do not have any obvious structure, and
can perturb the dynamics in both the ρ and θ directions.
Recall the sequence e(vk, b) of critical numbers defined in (5.19). By corollary 5.7,
if b 6= 0, then the sequence of maps Ωe(vk,b) converge non-uniformly to the identity
as vk → ∞, whereas if b = 0, then Ωe(vk,b) converges to the map (θ, ρ) 7→ (θ + 4ρ, ρ).
Accordingly, the characteristic length scale |ρ¯| of the twist dynamics is also singular in
the limit, with |ρ¯| → ∞ or |ρ¯| → 1/4, for the b 6= 0 and b = 0 cases, respectively (see
equation (5.20)).
We define the rotation number ν of a point on the cylinder to be its rotation
number under the twist map Ωe, i.e.,
ν(θ, ρ) =
ρ
ρ¯
(mod 1) (θ, ρ) ∈ S1 × R.
Similarly for a point z ∈ Xe, we write ν(z) to denote the rotation number of the
corresponding point ηe(z) on the cylinder. Subsets of the cylinder of the form
(6.3) {(θ, ρ) : ν(θ, ρ)−m ∈ [−1/2, 1/2)} ⊂ S1 × R m ∈ Z
are referred to as fundamental domains of the dynamics. The number N of lattice
points of ηe(Xe) per fundamental domain varies like
(6.4) N ∼ 2(2v1 + 1)2|ρ¯|
as e→∞. For a given value of e, we expect the dynamics of Φ to be qualitatively the
same in each fundamental domain, but to vary locally according to the rotation number.
Consequently, in order to observe the global behaviour of Φ, we need to sample whole
fundamental domains. However, this is made difficult by the divergence of ρ¯ for b 6= 0.
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To better understand the divergence of ρ¯, we consider the limiting form (5.10) of the
period function T (α). By differentiating the limit and neglecting the term (b), and for
large vk, we expect the piecewise-constant function T ′(α) to behave approximately as
1
2
(2v1 + 1)2T ′(α(vk, b)) ≈ 2√
vk
(√
2b+ 1− 1/
√
2b
)
b 6= 0.
By (5.8), this leads us to expect that
ρ¯(α(vk, b)) ≈
√
vk
2
(
1/
√
2b−√2b+ 1
)−1
b 6= 0.
Figure 6.3 shows that this rough analysis is valid, although in both cases the relationship
between the two functions is far from uniform.
(a) 12(2v1 + 1)
2T ′(α) (b) |ρ¯(α)| = 2/(2v1 + 1)2|T ′(α)|
Figure 6.3: A plot of (a) 12(2v1 + 1)
2T ′(α) and (b) |ρ¯(α)| (solid lines) against √α for√
α ∈ [100, 101), i.e., for vk = 100 and b ∈ [0, 1). The dashed lines show the approximate
limiting functions given above.
Thus we see that ρ¯(α(vk, b)) typically grows slowly, like
√
vk, except near b =
(−1 + √5)/4 ≈ 0.3, where our approximate form for the derivative T ′ is zero. We
can exploit this behaviour to examine orbits of Φ in domains Xe where the twist K(e)
of Ωe is large (b = 0—see figure 1.5(a)), moderate (b = 0.8—see figure 1.5(b)) or almost
zero (b = 0.3—see figure 6.4).
What we see in the case of vanishing twist (b 6= 0) is a sea of discrete resonance
structures: the discrete analogue of the island chains of Hamiltonian perturbation theory.
The global structure of the twist map recedes to infinity, and the dynamics are dominated
by the local rotation number. Although orbits may wander over a significant range in
the ρ-direction, the variation of the rotation number ν(z) along orbits is vanishingly
small (see table 6.1(b)).
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Figure 6.4: A pixel plot of a primary resonance for e = 40925 ≈ 202.32 and λ ≈ 2× 10−8.
The plot shows a large number of symmetric orbits of Φ in the cylindrical coordinates
(θ, ρ) ∈ S1 × R. The resolution of the plot is such that the (unit) width of the cylinder
consists of approximately 280 lattice sites. For this value of e, the natural lengthscale ρ¯
of the twist dynamics in the ρ-direction is large (ρ¯ ≈ −150).
∆ρ ∆ν
e vk ρ¯ ρ˜ Median Maximum Median Maximum
10 000 100 0.266 9.5× 1071 0.18 0.65 0.69 2.5
40 000 200 0.259 5.1× 10147 0.16 0.55 0.63 2.1
160 000 400 0.257 2.0× 10297 0.14 0.48 0.54 1.9
640 000 800 0.255 4.3× 10605 0.13 0.49 0.51 1.9
(a) b = 0
∆ρ ∆ν
e vk ρ¯ ρ˜ Median Maximum Median Maximum
10 057 100 163 1.4× 1077 0.14 2.9 8.7× 10−4 1.8× 10−2
40 113 200 106 3.4× 10153 0.25 2.0 2.3× 10−3 1.9× 10−2
160 234 400 4105 1.8× 10285 4.8 8.5 1.2× 10−3 2.1× 10−3
(b) b = 0.3
Table 6.1: A table showing the values of ρ¯ and ρ˜ for various values of e, and the typical
range ∆ρ and ∆ν of ρ(z) and ν(z), respectively, along orbits. The distribution of the
range was calculated according to the fraction of points sampled whose orbit has the
given range.
In the b = 0 case the global structure remains. Within each fundamental domain
there is little scope for resonance to develop and phase portraits are largely featureless.
The typical variation in the rotation number along orbits is 1/2 (see table 6.1(a)), leading
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to orbits which typically do not cluster in the θ-direction. In this case it makes sense to
consider the statistical properties of orbits of Φ, and in the next section we consider the
period distribution function.
6.2. The period distribution function
The lattice structure described in section 4.2, whereby the dynamics of Φ on each of
the domains Xe is equivariant under the group of lattice translations generated by λLe,
gives a natural finite structure on which to define the period distribution function of Φ.
For e ∈ E and z ∈ Z2, we write [z] to denote the equivalence class of z modulo Le:
[z] = z + Le.
The set of all equivalence classes is denoted Z2/Le. For sufficiently small λ, and for all
equivalence classes [z] ∈ Z2/Le, [z] has a representative in Xe whose image under Φ also
lies in Xe:
∃w ∈ [z] : λw,Φ(λw) ∈ Xe.
Thus we can let Φ act on Z2/Le by defining
Φ([z]) = [Φ(λw)/λ].
By the equivariance of Φ described in theorem 4.4 (page 54), this action is well defined.
Similarly the reversing symmetry Ge of proposition 4.3 can be defined over Z2/Le.
The set Z2/Le is finite, with size N given by
N = #
(
Z2/Le
)
= q(e) = (2v1 + 1)2ρ˜
(see equation (4.45)), and hence all orbits of Φ are periodic. We define the period T of Φ
over Z2/Le in the usual fashion:
T ([z]) = min{k ∈ N : Φk([z]) = [z]}.
Then the period distribution function De = De(λ) of Φ is given as follows (cf. equation
(2.8)):
De(x) =
1
N
#{[z] ∈ Z2/Le : T ([z]) ≤ κx},
where κ = κ(e, λ) is the scaling constant given by (cf. theorem 2.2, page 22)
κ =
2N
g + h
g = #FixGe h = #Fix (Φ ◦Ge).
For e = v2k, i.e., b = 0, we wish to investigate whether the dynamics of Φ are sufficiently
disordered that its period statistics are consistent with the limiting distribution R of
theorem 2.2, which corresponds to random dynamics. In principle, it is possible to
calculate De exactly; however, the factorially diverging size of N (and hence of ρ˜—
see table 6.1) makes this unfeasible. In practice, we find we can approximate De by
calculating a sequence of local distributions.
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Figure 6.5: A number of the distributions D(x) calculated for vk = 800 (green-blue
dashed lines). The number m refers to the multiple of the characteristic length scale ρ¯
sampled. The solid black line is the limiting distribution R(x).
vk m Sample size
∫
(R−D)dx Approx. time
100 32 350 000 0.03 15sec
200 32 1 360 000 0.04 2min
400 32 5 370 000 0.06 15min
800 32 21 200 000 0.06 2hr
1600 16 42 900 000 0.11 11hr
Table 6.2: Some data relating to the calculation of distributions D for various different
values of vk, and their corresponding maximum values of m. For a given value of m, nine
distinct distributions were calculated: for three different values of λ, each with three
different values of z0 (recall z0 = (ηe)−1(0, 0)). Neither the value of λ nor z0 was found
to have any discernible effect on the distribution. The sample size is indicative of the
number of points sampled during the calculation of each distribution, similarly for the
approximate calculation time. The integral
∫
(R−D)dx was calculated over the interval
[0, 16] (every distribution calculated satisfies D(16) = 1), and has been averaged over
the nine individual distributions calculated.
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Experimental observations show that the reduction of the dynamics modulo λLe is
unnecessary: not only are all the orbits we computed already periodic, as conjecture 1
suggests, but the number of equivalence classes in Z2/Le grows much faster than the
range of any orbit (compare the characteristic length scale ρ˜ to the typical range ∆ρ
of an orbit as given in table 6.1, page 94). We observe that the reduction has no effect
on the dynamics of Φ or its period function, so that the period distribution De is also
representative of the dynamics of Φ on its original domain Xe. In what follows, it will
always be the case that the period T of Φ on Z2/Le is equal to the period τ of Φ on Xe:
T ([z]) = τ(z) z ∈ Xe,
and in our discussion we assume that this holds for all orbits.
Furthermore, the dynamics of Φ are sufficiently uniform from one fundamental domain
to the next, that we can achieve good approximations to De by sampling the periods in
just a small number such domains, i.e., over vanishing subsets of Z2/Le. It is this fact
that allows us to estimate De with numerical calculations, which we describe in the next
section.
Computational investigation. For e = v2k ∈ E , we wish to calculate a sequence
of period distribution functions, which will serve as approximations to De as vk →∞.
The factorially diverging number of equivalence classes of Z2/Le dictates that we must
approximate De by sampling a much smaller subset of the phase space. However,
discounting the lattice structure, there are no natural Φ-invariant subsets of Xe. Below,
we construct a sequence of Φ-invariant sets which mimic the fundamental domains defined
in (6.3)—the natural invariant structures of the twist dynamics.
We consider subsets A = A(vk,m, λ) of Xe of the form
(6.5) A(vk,m, λ) = {z ∈ Xe : ν(z) ∈ [−1/2,m− 1/2]} m ∈ N.
For sufficiently small λ, the counterpart of A on the cylinder covers m copies of the
fundamental domain of the twist dynamics, so that as vk →∞:
#A ∼ 2m(2v1 + 1)2|ρ¯| → ∞
(cf. equation (6.4)). Furthermore, since the length ρ¯ is small relative to the length ρ˜ of
the lattice Le, the set A represents a vanishing subset of the equivalence classes of λLe:
#A
N
∼ 2m|ρ¯|
ρ˜
→ 0.
The set A is not invariant under the perturbed dynamics Φ. Hence we define A¯ to be
the smallest invariant set which contains A:
A¯(vk,m, λ) =
⋃
n∈Z
Φn(A(vk,m, λ)).
In what follows, it is assumed that there is a critical parameter value λc(vk,m) such that
A¯ ⊂ Xe for all λ < λc.
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We observe that the overspill from A under the map Φ, i.e., the set A¯ \A, is small
relative to A as m→∞ (see figure 6.6(a)).
Observation 6.2. Let vk ∈ N. Then for m ∈ N and (λ(m))m∈Z satisfying λ(m) <
λc(vk,m), we have:
#A¯(vk,m, λ(m))
#A(vk,m, λ(m))
→ 1
as m→∞.
Then we measure the period distribution function D = D(vk,m, λ) of Φ over A¯:
D(x) =
#{z ∈ A¯ : τ(z) ≤ κx}
#A¯
,
where the scaling constant κ = κ(vk,m, λ) is given by
(6.6) κ =
2#A¯
g + h
g = #
(
FixGe ∩ A¯) h = # (Fix (Φ ◦Ge) ∩ A¯) .
For any e = v2k ∈ E , m ∈ N and λ(m) < λc(vk,m), we have:
(D(vk,m, λ(m))−De)→ 0 m→∞,
where De is the period distribution function of Φ over Z2/Le. To study the behaviour of
De as vk →∞, we need to let both m and vk go to infinity simultaneously. We do not
have sufficient numerical evidence to specify a scheme m(vk) for which the convergence
(D(vk,m(vk), λ(vk,m))−De)→ 0 vk →∞
holds. However, we do note that small values of m were sufficient in all numerical
experiments (see table 6.2), which suggests that a scheme of the form
m = C(2v1 + 1) C > 0
may be sufficient.
Since FixGe is the pair of lines x = y and x− y = −λ(2v1 + 1), the corresponding
set on the cylinder is given by (cf. (6.1))
ηe(FixGe) =
{
1
2(2v1 + 1)
(i, i+ 2j) : i ∈ {−(2v1 + 1), 0}, j ∈ Z
}
.
Intersecting this with A restricts the index j according to
i+ 2j
2ρ¯(2v1 + 1)
∈
[
−1
2
,m− 1
2
)
(see equation (6.5)). Thus, equating A with A¯ in the limit, we have
g ∼ # (FixGe ∩A) ∼ 2mρ¯(2v1 + 1)→∞
as m, vk →∞. The fixed space Fix (Φ ◦Ge) is the lattice equivalent of the line FixH e
of equation (5.7). We have the following experimental observation for the size of h (see
figure 6.6(b)).
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Figure 6.6: The convergence (a) of the ratio #A¯/#A to 1 and (b) of the ratio h/g
to 1/
√
2 as m becomes large, for vk = 800. The line shows the average value of the
relevant ratio among all experiments performed: the error bars indicate its minimum
and maximum value. All axes are displayed with a logarithmic scale.
Observation 6.3. Let vk,m ∈ N, λ(vk,m) < λc(vk,m), and g, h be as in equation
(6.6). Then as m, vk →∞:
g ∼
√
2h.
From this observation, it follows that
g + h
#A¯
∼ (2 +
√
2)
2(2v1 + 1)
→ 0
as m, vk → ∞, and hence that the quantities g and h satisfy the conditions (2.10) of
theorem 2.2. Indeed, we observe that the universal distribution R(x) is the limiting
distribution for D in the limits m, vk →∞ (see figure 6.5).
Observation 6.4. Let vk,m ∈ N and λ(vk,m) < λc(vk,m). Then as m, vk →∞:
D(vk,m, λ(vk,m))→ R,
where R is the universal distribution of equation (2.9).
Finally we note that, as in theorem 2.2, the symmetric orbits of Φ have full density
(see figure 6.7).
Observation 6.5. Let vk,m ∈ N and λ(vk,m) < λc(vk,m). Furthermore, let S =
S(vk,m, λ) be the set of points in A¯ whose orbit under Φ is symmetric:
S = {z ∈ A¯ : O(z) = Ge(O(z))}.
Then S has full density in A¯(m) as m, vk →∞:
#S(vk,m, λ(vk,m))
#A¯(vk,m, λ(vk,m))
→ 1.
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Figure 6.7: The quantity 1−#S/#A¯ as vk becomes large. The line shows the average value
of the relevant ratio over all experiments performed (including over m = 1, 2, 4, 8, 16, 32—
unlike the distribution D of figure 6.5, this ratio does not vary significantly with m): the
error bars indicate its minimum and maximum value. The axes are displayed with a
logarithmic scale.
Concluding remarks
In this thesis we investigated the dynamics of the discretised rotation (1.1) in a
new parameter regime: the limit λ → 0. A natural embedding of the lattice Z2 into
the plane transformed the discretised rotation into a perturbation Fλ of an integrable,
piecewise-affine Hamiltonian system, which was found to be nonlinear. Thus we were
lead to consider Fλ as a discrete near-integrable system.
In this setting, the perturbation mechanism was no longer that of round-off, but
of linked strip maps: in each of the polygonal annuli defined by the polygon classes,
indexed by the sums of squares e ∈ E , the dynamics of Fλ are similar to those of a
polygonal outer billiard. This structure introduced a non-Archimedean character to the
behaviour of Fλ. We defined a symbolic coding associated with the strip map, built out
of a sequence of congruences modulo two-dimensional lattices, which, for sufficiently
small λ, induces a lattice structure on the return map Φ.
This lattice structure removes λ from its role as the perturbation parameter. Instead,
a change of coordinates allowed us to consider Φ as a sequence of discretised twist
maps on the cylinder: one for each polygon class. In this setting, the limit of vanishing
discretisation, and hence of vanishing perturbation, corresponds to the limit e→∞.
The twist K(e) also varies between polygon classes. In the case where the twist
vanishes in the limit, i.e., K(e) → 0, we found discrete resonances, whose behaviour
depends on the local rotation number. By contrast, for the sequence of perfect squares,
where K(e) → 4, we found that the limiting period statistics coincide with those of a
random reversible map on a discrete phase space.
Finally, we discuss open questions and avenues for further investigation.
In the introduction to this work, we outlined the difficulty in reproducing the features
of Hamiltonian perturbation theory in a discrete phase space. At the outset, figure
1.2 suggested that such features could be found for the map F in the limit λ → 0,
when considered relative to the correct ‘unperturbed’ dynamics. This proposal was later
reinforced by phase plots of the return map, such as figures 1.5(b) and 6.4.
We identified the minimal orbits, which close after just one revolution around the
origin, as the analogue of KAM curves: the minimal orbits are the simplest orbits, which
retain the natural recurrence time of the underlying dynamics (rather than some larger
multiple thereof), and are confined to convex invariant polygons, each of which is a small
perturbation of an invariant curve of the integrable system. However, like all orbits of F
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encountered in this study, the minimal orbits are periodic, and do not disconnect the
space like their quasi-periodic counterparts on the continuum.
The apparent island chains we observe are more complex. Although orbits cluster in
the θ-direction according to the local rotation number, preliminary numerical experiments
suggest that the organisation within each island does not conform to the phenomenology
of smooth Hamiltonian perturbation theory. In particular, islands are not necessarily
invariant: orbits can wander between one island and the next—see figure 6.8.
Figure 6.8: A close-up of a primary resonance for e = 160234 ≈ 400.32 and λ ≈ 3.5×10−9.
The plot shows part of a large number of symmetric orbits of Φ in the cylindrical
coordinates (θ, ρ) ∈ S1 × R. There are approximately 560 lattice sites per unit length
in each of the coordinate directions. We see that there are parts of the cylinder which
are filled with symmetric orbits, and others which are devoid of them, but no sharp
boundary between the two.
To explore this new phenomenon, further extensive numerical investigation is required,
and a simplification of the model may prove necessary. The character of the perturbation
which distinguishes the return map Φ from the unperturbed dynamics is still unclear:
the perturbation could be probabilistic in nature, and hence best modelled by a random
reversible perturbation; could have a complicated but deterministic structure; or could
be a mixture of the two.
One of the few similar systems found in the literature is a toy model of a discrete twist
map, investigated numerically in [ZV98]. In that case, a suitably chosen one-dimensional
surface of section revealed an interval exchange transformation on an infinite sequence
of intervals. We do not expect our dynamics to be so simple. However, a first step in
studying the perturbation could be to define a suitable (quasi-one-dimensional) surface
of section for the Φ dynamics.
APPENDIX A
Tedious proofs
Proposition (Proposition 3.2, page 27). For all λ > 0 and x ∈ N in the range
(A.1)
1
2λ
+ 2 ≤ x ≤ 1
λ
− 1,
the orbit of z = (x, x) under F is symmetric and minimal if and only if
2x+
⌈
1
λ
⌉
− 2
⌊
1
λ
⌋
≡ 2 (mod 3) .
Proof. As in the proof of proposition 3.1, page 25, we begin by considering the
fourth iterates of F . From equation (3.2), we have that
(A.2) F 4(x, y) = (x+ 1, y − 1) 0 ≤ x ≤ 1
λ
− 1, 1 ≤ y ≤ 1
λ
.
A similar calculation reveals another set of lattice points on which the fourth iterates of
F produce a uniform translation:
(A.3) F 4(x, y) = (x+ 1, y − 3) 1
λ
≤ x < 2
λ
− 1, 3 ≤ y ≤ 1
λ
+ 1.
We use these two regimes of uniform behaviour to trace symmetric orbits from FixG to
FixH, taking care at the boundaries between regimes.
We consider the orbit of (x, x) with x in the range (A.1). For any natural number m
satisfying
x+ (m− 1) ≤ 1
λ
− 1, x− (m− 1) ≥ 1,
the behaviour (A.2) gives us that
F 4m(x, x) = (x+m,x−m).
Hence we let m = b1/λc − x, so that F 4m(x, x) is given by
F 4m(x, x) =
(⌊
1
λ
⌋
, 2x−
⌊
1
λ
⌋)
,
and by the range (A.1) of x:
4 ≤ 2x−
⌊
1
λ
⌋
≤ 1
λ
− 1.
There are now two cases to consider. If b1/λc = 1/λ, i.e., if 1/λ ∈ N, then F 4m(x, x)
belongs to the set described by (A.3), in which case
F 4(m+1)(x, x) =
(⌊
1
λ
⌋
+ 1, 2x−
⌊
1
λ
⌋
− 3
)
.
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If not, then this point lies on the boundary between the regimes (A.2) and (A.3), so we
must calculate the behaviour of F 4 explicitly. We find
F 4(m+1)(x, x) =
(⌊
1
λ
⌋
+ 1, 2x−
⌊
1
λ
⌋
− 2
)
.
We summarise these two cases by writing
F 4(m+1)(x, x) =
(⌊
1
λ
⌋
+ 1, 2x− 3 +
⌈
1
λ
⌉
− 2
⌊
1
λ
⌋)
.
Now the point F 4(m+1)(x, x) is described by (A.3), and for any natural number n
satisfying⌊
1
λ
⌋
+ 1 + (n− 1) < 2
λ
− 1, 2x− 3 +
⌈
1
λ
⌉
− 2
⌊
1
λ
⌋
− 3(n− 1) ≥ 3,
we have
F 4(m+n+1)(x, x) =
(⌊
1
λ
⌋
+ n+ 1, 2x+
⌈
1
λ
⌉
− 2
⌊
1
λ
⌋
− 3(n+ 1)
)
.
Hence we take
n =
⌊
1
3
(
2x− 3 +
⌈
1
λ
⌉
− 2
⌊
1
λ
⌋)⌋
,
so that the y-coordinate of F 4(m+n+1)(x, x) is given by
2x+
⌈
1
λ
⌉
− 2
⌊
1
λ
⌋
− 3(n+ 1) = δ,
where δ ∈ {0, 1, 2} is the residue of 2x+ d1/λe − 2b1/λc modulo 3.
The point F 4(m+n+1)(x, x) lies just above the positive x-axis. We apply F 3, to move
the orbit close to the negative y-axis:
F 4(m+n+1)+3(x, x) =
(
δ − 3, bλ(1− δ)c −
(⌊
1
λ
⌋
+ n+ 1
))
.
The orbit is symmetric and minimal if and only if this point lies in FixH. In this case,
the relevant segment of FixH is given by{
(x, y) ∈ Z2 : x = −1, bλyc = −2} ,
so the orbit is symmetric and minimal if and only if δ − 3 = −1, or
2x+
⌈
1
λ
⌉
− 2
⌊
1
λ
⌋
≡ 2 (mod 3) .

Lemma (Lemma 3.10, page 40). Let w ∈ R2 and let z = Rλ(w) be the lattice point in
(λZ)2 associated with w. Then as λ→ 0:
∀ξ ∈ Oτ (z) : |P(ξ)−P(w)| = O(λ).
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Proof. Let r > 0 and A(r, λ) be as in equation (3.8). We begin by bounding the
change in P under F 4λ in the set A(r, λ). By lemma 3.8 (page 37), we have that for
sufficiently small λ, all non-zero z ∈ A(r, λ) \ Λ satisfy F 4λ (z) = z + λw(z). For such z,
there is no change in P under F 4λ :
P(F 4λ (z))−P(z) = 0 z ∈ A(r, λ) \ Λ.
If z ∈ A(r, λ) ∩ Λ, then F 4λ (z) = z + v(z), where an explicit expression for v is given in
equation (3.33), page 38.
For any z, v ∈ R2 we have
|P(z + v)−P(z)| =
∣∣∣∣∣
∫
[z,z+v]
∇P(ξ) · dξ
∣∣∣∣∣
≤ max
ξ∈[z,z+v]
(‖∇P(ξ)‖) ‖v‖,(A.4)
where [z, z + v] denotes the line segment joining the points z and z + v, dξ is the line
element tangent to this segment, and ∇P is the gradient of P, given by
∇P(x, y) = (2bxc+ 1, 2byc+ 1) (x, y) ∈ R2 \∆.
If z = λ(x, y) and v = v(z) is the discrete vector field, then for sufficiently small λ,
equations (3.33) and (3.35) can be combined to give
‖v(z)‖ ≤ λ
√
(|2bλyc+ 1|+ 2)2 + (|2bλxc+ 1|+ 1)2
≤ λ
√
(2|bλyc|+ 3)2 + (2|bλxc|+ 2)2
< λ
√
(2|λy|+ 5)2 + (2|λx|+ 4)2
≤ λ
√
2(2‖z‖∞ + 5).
This inequality ensures that the length of the line segment [z, z + v] goes to zero with λ,
so that for sufficiently small λ, the piecewise-constant form of the gradient ∇P gives
max
ξ∈[z,z+v]
(‖∇P(ξ)‖) ≤
√
(|2bλxc+ 1|+ 2)2 + (|2bλyc+ 1|+ 2)2
≤
√
(2|bλxc|+ 3)2 + (2|bλyc|+ 3)2
≤
√
(2|λx|+ 5)2 + (2|λy|+ 5)2
≤
√
2(2‖z‖∞ + 5).
Substituting these into the inequality (A.4), we have that for sufficiently small λ:
∣∣P(F 4λ (z))−P(z)∣∣ = |P(z + v(z))−P(z)| ≤ 2λ(2‖z‖∞ + 5)2.
A. TEDIOUS PROOFS 106
Similarly we consider the change in P under Fλ. If z = λ(x, y), then by the same
sort of analysis, we have that for sufficiently small λ:
|P(Fλ(z))−P(z)| = |P (λ(bλxc − y))− P (λy)|
= |P (λ(y − bλxc))− P (λy)|
≤ λ|bλxc| (|P ′(λy)|+ 2)
≤ λ|bλxc| (2|bλyc|+ 3)
≤ λ(|λx|+ 1) (2|λy|+ 5)
≤ 2λ(‖z‖∞ + 3)2,
where P is the piecewise-affine function defined in equation (3.9). (We refer the reader
to page 30 for the proof that P is even.)
It follows that for any orbit contained in A(r, λ), if k ∈ Z≥0 and 0 ≤ l < 4, then
(A.5)
∣∣∣P(F 4k+lλ (z))−P(z)∣∣∣ ≤ 2λ(m+ l)(2‖z‖∞ + 5)2,
where m is the number of transition points in the orbit of z under F 4λ :
m = #
(
{z, F 4λ (z), . . . , F 4kλ (z)} ∩ Λ
)
.
Similar expressions hold in backwards time, for iterates of F−4λ and F
−1
λ . For fixed λ,
this estimate bounds the perturbed orbit of a point z ∈ (λZ)2 to a polygonal annulus
around the polygon Π(z), which grows in thickness as the number of transition points in
the orbit increases.
By construction, the return orbit of z under F 4λ contains exactly one transition point
for every time the orbit passes from one of the boxes Bm,n to another. Furthermore, the
fourth iterates of Fλ move parallel to the flow within each box, so that, per revolution,
there is one transition point per box that the return orbit intersects. This number is
(essentially) equal to the number of sides of Π(w), and does not scale with λ. Hence, we
have
|P(ξ)−P(z)| = O(λ)
for all ξ ∈ Oτ (z). 
Lemma (Lemma 5.5, page 83). For b ∈ [0, 1) and vk ∈ N, let v1 = b(vk + b)/
√
2c.
Then the following limit exists
(A.6) (b) = lim
vk→∞
(
v
3/2
k
vk−1∑
n=v1+1
∫ n+1/2
n−1/2
√
(vk + b)2 − n2
n2
−
√
(vk + b)2 − x2
x2
dx
)
,
and satisfies
(A.7)
1
36
1√
3(b+ 1)
≤ (b) ≤ 1
12
1√
b+ 1
2b+ 3
2b+ 2
.
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Proof. For n in the range v1 + 1 ≤ n ≤ vk − 1, let
In(vk, b) =
∫ n+1/2
n−1/2
√
(vk + b)2 − n2
n2
−
√
(vk + b)2 − x2
x2
dx.
Using the substitution y = x− n, we can write In as
In =
√
(vk + b)2 − n2
n2
∫ 1/2
−1/2
1−
(
1 +
y
n
)−2√
1− 2ny + y
2
(vk + b)2 − n2 dy.
To simplify notation, we define the sequence
An(vk, b) =
n
(vk + b)2 − n2 v1 + 1 ≤ n ≤ vk − 1,
which is increasing in n and bounded according to
(A.8)
√
2
vk + b
< An <
1
2
.
Then In becomes
(A.9) In =
1
n3/2
√
An
∫ 1/2
−1/2
1−
(
1 +
y
n
)−2√
1− 2Any − Any
2
n
dy.
We expand the integrand of In in powers of 1/n, retaining any terms which are order
1/n or larger. Firstly, expanding the inverse power, we have
(A.10)
(
1 +
y
n
)−2
= 1− 2y
n
+O
(
1
n2
)
y ∈ [−1/2, 1/2]
as n→∞. Then we tackle the square root by writing√
1− 2Any − Any
2
n
=
√
1− 2Any
√
1− Any
2
n(1− 2Any) .
The second of these factors can be expanded as follows:
(A.11)
√
1− Any
2
n(1− 2Any) = 1−
Any
2
2n(1− 2Any) +O
(
1
n2
)
y ∈ [−1/2, 1/2].
The first factor, however, cannot be expanded in powers of 1/n. Instead, we use Taylor’s
Theorem (see, for example, [Bur62, Theorem 4.82]), applied to f(x) =
√
1 + x at x = 0,
to obtain an explicit remainder term. This gives
(A.12)
√
1− 2Any = 1−Any −R2(y) y ∈ [−1/2, 1/2],
where R2 is given by
(A.13) R2(y) =
A2ny
2
2(1− 2θ(y)Any)3/2
θ(y) ∈ (0, 1).
Thus, combining the expansions (A.10), (A.11), (A.12) and simplifying, the integrand of
In is given by
1−
(
1 +
y
n
)−2√
1− 2Any − Any
2
n
= Any +
2y
n
− 3Any
2
2n
+
A2ny
3
2n(1− 2Any) +R2(y)
(
1 +O
(
1
n
))
+O
(
1
n2
)
.(A.14)
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Now we integrate the expression (A.14) over y. The terms which are linear in y
integrate to zero: ∫ 1/2
−1/2
Any +
2y
n
dy = 0,
whereas the quadratic term integrates to give∫ 1/2
−1/2
−3Any
2
2n
dy = −An
8n
.
Using the definition (A.13) of R2(y), the remaining terms in (A.14) can be regrouped to
give∫ 1/2
−1/2
A2ny
3
2n(1− 2Any) +R2(y)
(
1 +O
(
1
n
))
dy =
(∫ 1/2
−1/2
R2(y) dy
)(
1 +O
(
1
n
))
.
Thus, by (A.9), In is given by
(A.15) In = −
√
An
8n5/2
+
1
n3/2
√
An
(∫ 1/2
−1/2
R2(y) dy
)(
1 +O
(
1
n
))
+O
(
1
n3
)
as n→∞. (In the final error term, we have used the fact that (n3/2√An)−1 = O(1/n)—cf.
equation (A.8).)
We consider the behaviour of each term in In as we sum over n. We have already
seen in the proof of proposition 5.6, equation (5.23), that the sum over the first term in
(A.15) behaves like
vk−1∑
n=v1+1
√
An
n5/2
=
vk−1∑
n=v1+1
1
n2
√
(vk + b)2 − n2
= O
(
1
v2k
)
as vk → ∞. Thus this term does not contribute: noting that the sum is over order n
(i.e., order vk) terms, equation (A.15) gives us that
(A.16)
vk−1∑
n=v1+1
In =
vk−1∑
n=v1+1
[
1
n3/2
√
An
(∫ 1/2
−1/2
R2(y) dy
)](
1 +O
(
1
vk
))
+O
(
1
v2k
)
,
so that the only relevant contribution comes from the R2 term.
We bound the following integral over y:
√
2
18
√
3
=
∫ 1/2
−1/2
y2
(3/2)3/2
dy <
∫ 1/2
−1/2
y2
(1− 2θ(y)Any)3/2
dy <
∫ 1/2
−1/2
y2
(1/2)3/2
dy =
√
2
6
,
so that by the definition (A.13) of R2:
(A.17)
√
2
36
√
3
(
An
n
)3/2
<
1
n3/2
√
An
(∫ 1/2
−1/2
R2(y) dy
)
<
√
2
12
(
An
n
)3/2
.
Now we consider the sum
vk−1∑
n=v1+1
(
An
n
)3/2
=
vk−1∑
n=v1+1
(
1
(vk + b)2 − n2
)3/2
.
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The summand is increasing in n, so we can bound the sum according to
vk−1∑
n=v1+1
(
An
n
)3/2
≥
∫ vk−1
v1
(
1
(vk + b)2 − x2
)3/2
dx
=
1
(vk + b)2
[
x√
(vk + b)2 − x2
]vk−1
v1
=
1
(vk + b)2
(
vk − 1√
(vk + b)2 − (vk − 1)2
− v1√
(vk + b)2 − v21
)
=
1
(vk + b)2
(
vk − 1√
2vk(b+ 1)
+O (1)
)
=
1
v
3/2
k
1√
2(b+ 1)
+O
(
1
v2k
)
.
Combining this with (A.17), we have that
lim inf
vk→∞
[
vk−1∑
n=v1+1
v
3/2
k
n3/2
√
An
(∫ 1/2
−1/2
R2(y) dy
)]
≥ 1
36
√
3
1√
b+ 1
.
Similarly
vk−1∑
n=v1+1
(
An
n
)3/2
≤
∫ vk−1
v1+1
(
1
(vk + b)2 − x2
)3/2
dx+
(
Avk−1
vk − 1
)3/2
=
1
v
3/2
k
(
1√
2(b+ 1)
+
1
(2(b+ 1))3/2
)
+O
(
1
v2k
)
=
1
v
3/2
k
1√
2(b+ 1)
2b+ 3
2b+ 2
+O
(
1
v2k
)
,
which combines with (A.17) to give
(A.18) lim sup
vk→∞
[
vk−1∑
n=v1+1
v
3/2
k
n3/2
√
An
(∫ 1/2
−1/2
R2(y) dy
)]
≤ 1
12
1√
b+ 1
2b+ 3
2b+ 2
.
Equation (A.16) gives us that the same limit inferior and limit superior apply to the
sum over v3/2k In: thus if the limit (b) exists, then it must satisfy (A.7).
It remains to show the convergence of the sum over the remainder term R2. This is
not straightforward since both the bounds of the sum and the terms themselves vary as
vk →∞: although all terms are positive and the number of terms increases with vk, the
size of each term also varies with vk.
To get an explicit expression for R2, we use the full Taylor’s series representation
[Bur62, Theorem 5.8], whereby
(A.19) R2(y) =
∞∑
j=2
(
1/2
j
)
(−2Any)j ,
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and the binomial coefficients are defined as follows:(
1/2
j
)
=
j∏
k=1
1/2− (j − k)
k
.
Now the sum under consideration is given by
vk−1∑
n=v1+1
[
v
3/2
k
n3/2
√
An
(∫ 1/2
−1/2
R2(y) dy
)]
=
vk−1∑
n=v1+1
 v3/2k
n3/2
√
An
∫ 1/2
−1/2
∞∑
j=2
[(
1/2
j
)
(−2Any)j
]
dy

=
vk−1∑
n=v1+1
 v3/2k
n3/2
√
An
∞∑
j=1
[
1
2j + 1
(
1/2
2j
)
A2jn
]
=
vk−1∑
n=v1+1
 v3/2k
n3/2
∞∑
j=1
[
1
2j + 1
(
1/2
2j
)
A2j−1/2n
] .
Note that all terms are positive, so the series in j converges absolutely. Furthermore,
the sum over n is finite. Thus we may exchange the order of summation to obtain
(A.20)
∞∑
j=1
[
1
2j + 1
(
1/2
2j
) vk−1∑
n=v1+1
[(vk
n
)3/2
A2j−1/2n
]]
.
To prove that this sum converges, we let
Sj(vk) =
vk−1∑
n=v1+1
(vk
n
)3/2
A2j−1/2n j ∈ N, vk ∈ N,
and show first that Sj(vk) converges as vk →∞ for all values of j. We do this by showing
that the sequence is Cauchy, i.e., that for all δ > 0 there exists N ∈ N such that
vk > N, l ∈ N ⇒ |Sj(vk + l)− Sj(vk)| < δ.
We begin by replacing the index n by m = vk − n, which gives
Sj(vk) =
vk−1∑
n=v1+1
(vk
n
)3/2( n
(vk + b)2 − n2
)2j−1/2
=
vk−v1−1∑
m=1
(
vk
vk −m
)3/2 ( vk −m
(vk + b)2 − (vk −m)2
)2j−1/2
=
vk−v1−1∑
m=1
(
1 +
m
vk −m
)3/2 ( vk −m
(b+m)(2vk + b−m)
)2j−1/2
.
Recall the definition v1 = b(vk + b)/
√
2c of v1. For l ∈ N, we write
v′1 =
⌊
vk + l + b√
2
⌋
.
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Then the difference between terms in the sequence Sj(vk) behaves like
|Sj(vk + l)− Sj(vk)|
=
∣∣∣∣∣∣
vk+l−v′1−1∑
m=1
(
1 +
m
vk + l −m
)3/2 ( vk + l −m
(b+m)(2vk + 2l + b−m)
)2j−1/2
−
vk−v1−1∑
m=1
(
1 +
m
vk −m
)3/2 ( vk −m
(b+m)(2vk + b−m)
)2j−1/2∣∣∣∣∣
=
∣∣∣∣∣
vk−v1−1∑
m=1
(
1 +
m
vk −m
)3/2 ( vk −m
(b+m)(2vk + b−m)
)2j−1/2
×
[(
1− m
vk
(
l
vk + l −m
))3/2 ( 1 + l/(vk −m)
1 + 2l/(2vk + b−m)
)2j−1/2
− 1
]
+
vk+l−v′1−1∑
m=vk−v1
(
1 +
m
vk + l −m
)3/2 ( vk + l −m
(b+m)(2vk + 2l + b−m)
)2j−1/2∣∣∣∣∣∣
= Sj(vk)O
(
1
vk
)
+O
(
1
v
2j−1/2
k
)
as vk →∞. We know that Sj(vk) is bounded, since by (A.18) and the above exchange
of summation:
lim sup
vk→∞
 ∞∑
j=1
[
1
2j + 1
(
1/2
2j
)
Sj(vk)
] ≤ 1
12
1√
b+ 1
2b+ 3
2b+ 2
.
Thus the distance |Sj(vk + l)−Sj(vk)| can be made arbitrarily small for sufficiently large
vk, and the sequence Sj(vk) is Cauchy.
Furthermore, when we substitute this bound into (A.20), we have
v
3/2
k
∣∣∣∣∣∣
vk+l−1∑
n=v′1+1
In(vk + l, b)−
vk−1∑
n=v1+1
In(vk, b)
∣∣∣∣∣∣
=
∞∑
j=2
[ −1
2j + 1
(
1/2
2j
)
|Sj(vk + l)− Sj(vk)|
]
+O
(
1
α1/4
)
=
∞∑
j=2
[
−1
2j + 1
(
1/2
2j
)(
Sj(vk)O
(
1
vk
)
+O
(
1
v
2j−1/2
k
))]
+O
(
1√
vk
)
= v3/2k
vk+l−1∑
n=v′1+1
In(vk, b)O
(
1
vk
)
+
∞∑
j=2
[
−1
2j + 1
(
1/2
2j
)
O
(
1
v
2j−1/2
k
)]
+O
(
1√
vk
)
= v3/2k
vk+l−1∑
n=v′1+1
In(vk, b)O
(
1
vk
)
+O
(
1√
vk
)
→ 0
as vk → 0. Again we know that the sum over In is bounded, and the convergence of the
limit (b) follows. 
Note that the bound can be chosen to be uniform in b.
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