H. Masui et al. accuracy of the calculation is examined by using various orthogonal functions [7] [8] [9] [10] [11] . An appropriately chosen mesh and scaling factor can provide sufficient accuracy for the calculation. Even for very small numbers of mesh points, N ∼ 30, the accuracy is fulfilled [11] .
One more important feature of the Lagrange-mesh method is its applicability to integro-differential equations. In the cases that the potential is of a non-local type, in which separable-type potentials are included, or the Schrödinger equation contains the projection operator such as in the orthogonality condition model [6] , we need to solve an integro-differential equation. Using the property of the Lagrange basis, we do not have to perform any explicit integrations for the interaction or projection operators, and only the value at each mesh point needs to be calculated. Therefore, the calculation can be done very quickly compared to explicit integrations.
Even in 1D problems, one has to solve coupled-channel equations for studying various nuclear systems. In the case that the system has many thresholds, one has to consider to which Riemann sheet the pole belongs. Here, the JFM can trace the movement of the pole explicitly by defining the phase of the complex momentum in each channel.
In other cases, e.g., the formalism of CDCC (the continuum-discretized coupled-channel method) [12, 13] , one has to prepare the "pseudo states" by solving the equation for the system of the projectile. After that, the CDCC equation is constructed by coupling the pseudo states of the projectile to the target. Therefore, the equation becomes a coupled-channel one, and the number of channels depends on the size of the set of pseudo states.
In coupled-channel problems such as that described above, if we apply the ordinary mesh-point representation for solving the equation, the dimension of the matrix becomes huge. For example, suppose that we take coordinates from 0 to 10 fm and a mesh step of the discretized coordinates is δx = 0.01; the dimension of the matrix in one channel is N = 1000. Hence, in the M coupled equations, the total dimension becomes N × M. For the case M = 200, which is a typical channel size in CDCC calculations, the total dimension becomes 200 000. Therefore, it is necessary to reduce the number of mesh points in each channel for performing calculations in multi-channel systems including non-local operators in the equation.
In this work, we combine the Jost function method (JFM), which has the ability to study multichannel systems by defining the complex momentum explicitly, with the Lagrange-mesh method, which is able to reduce the number of mesh points drastically with reasonable accuracy.
Formalisms

Lagrange mesh
First, we briefly show the essential formalism of the Lagrange-mesh method. Details and many applications are shown in Refs. [7] [8] [9] [10] [11] .
An integration of a function g(x) in the interval [a, b] can be approximated by using the Gauss quadrature as follows:
where x k are the mesh points and λ k are the weights. We require this quadrature to be exact for products of two functions as
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Here, f i (x) are the Lagrange-basis functions, which satisfy the conditions at the mesh point x j as follows:
These functions are exactly orthonormal,
We use the above property for solving the Schrödinger equation. Let us consider the 1D Schrödinger equation as
where we take 2 /2μ = 1 for simplicity. To solve the equation, we expand the solution ψ with the Lagrange basis f i as follows:
Using the property (3) of the Lagrange basis at the points x j , the coefficients of the expansion c j can be obtained as
Since the definition of the argument of the Lagrange functions is dimensionless, we can extend the Lagrange function by scaling with a factor h aŝ
This scaled function is simply denoted as f j below. In order to solve the Schrödinger equation (5), we multiply by f i from the left and integrate in the region [0, ∞). With the help of the property (4), the equation can be written with the variational equation for c i as follows:
This equation can be solved once the matrix elements T i j and V i j are obtained. Here,
| f j are calculated analytically by using the functional form of the Lagrange basis. The important point of the Lagrange-mesh method is that the matrix elements V i j can be obtained very easily without any integration due to the property of the Lagrange basis (4),
From the above equation, we find that the matrix of V i j becomes diagonal with respect to the label of the mesh points i, j. Therefore, the variational equation (9) is written as
We can obtain the solution within sufficient accuracy for c i by solving the system or matrix inversion. 
Jost function method
Next, we briefly review the Jost function method (JFM). The details are given in the original papers of Sofianos and Rakityansky [1, 2] and also in our previous papers [3] [4] [5] . We write the Schrödinger equation for the radial part as follows:
where the radial part of the wave function R(r ) is replaced by φ(r ) = r R(r ).
The homogeneous solution H (±)
l (z) of Eq. (12) becomes known functions,
Here, F l and G l are the regular and irregular Coulomb functions, respectively, and j l and n l are spherical Bessel functions. For η = 0, one has
In order to solve Eq. (12), we introduce two unknown functions F (±) (k, r ) and express the regular solution as follows:
The function F (+) (k, r ) tends for r → ∞ to a constant, the Jost function. It can thus be considered as a variable-r Jost function. Since we introduced two unknown functions F (±) (k, r ) for solving the equation, we can define a constraint to reduce the degrees of freedom. Hence, we introduce an additional constraint condition, which is usually chosen in the variable-constant method:
Inserting Eq. (14) into Eq. (12) and using the condition (15), the second-order differential equation (12) is reduced to the first-order one:
This is the basic equation of the Jost function method. At the origin, the functions F (±) (k, 0) become unity due to the boundary condition that the wave function is regular, lim
since F l (η, kr) is the regular solution of the homogeneous part of Eq. (12) . From the definition of the wave function φ(r ) in Eq. (14), we obtain the boundary condition for the functions F (±) at the origin as
This boundary condition leads to a wave function regular at the origin,
In the asymptotic region, with the condition that the potential vanishes faster than 1/r , F (±) (k, r ) become constant values, which are equivalent to the "Jost functions" of Eq. (12). 
Matrix representation of the equation of the Jost function method
To simplify the notation of Eq. (16), we use a matrix representation. For the right-hand side of Eq. (16), we use a 2 × 2 matrix A as
Here, the matrix elements are defined as
with σ i = ±. For the functions F ± (r ), we also use a matrix representation as
Using the definitions (21) and (22), the equation of JFM is written in matrix form as
The aim of our work is to solve the above equation by applying the Lagrange-mesh method. The ordinary way to solve this first-order differential equation is the Runge-Kutta method. This gives an accuracy of O((δx) 4 ) in the standard version. In the previous calculations with the JFM [3, 4] , the typical value of the mesh size is δx = 0.01, which gives sufficient accuracy even for calculating virtual states.
Expansion with the Lagrange basis
On a Lagrange mesh, the wave function is expanded using the Lagrange basis as in Eq. (6) . In order to classify the matrices according to the signs and mesh points, we use a notation with a tilde to represent the matrices, which explicitly includes the suffixes of the mesh points.
According the original manner of the Lagrange-mesh method, we expand the Jost functions
where we use the matrix representations
and
By using the above matrices,f (r ) andc (±) , we define matricesF(r ) andC as follows:
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Using the above matrices, the Lagrange-basis expansion becomes
However, since Eq. (23) is a homogeneous equation,C is not directly obtained by a variational way. Therefore, we add an inhomogeneous term F ∞ to the expansion of the Jost function,
Here, F ∞ is a 2 × 1 matrix defined as
where the values of the Jost functions F (±) (∞) are still unknown at this stage.
We put the expansion of the Jost function (30) into Eq. (23) and obtain
This is the equation to be solved, which contains two sets of unknown values, F ∞ andC.
Calculation of the Jost function with a Lagrange mesh
In order to solve Eq. (32) for F ∞ andC, we need two equations. For the first one, we multiply Eq. (32) from the left byF(r ) and integrate from 0 to ∞ with r ,
Utilizing property (3) of the Lagrange functions, we obtain an equation in the matrix expression as
The definitions of the matrices in Eq. (34) are as follows. For the 2N × 2N matrixD,
where
ForÃ,Ã 
where, e.g.,
We solve Eq. (33) forC by writingM =D −Ã,
and obtainC =M −1B
On the other hand, we integrate Eq. (23) from 0 to ∞ without multiplying by any function and obtain
Here, A G is a 2 × 2 matrix calculated by using the Gauss quadrature as
andB T ex is a 2 × 2N matrix with a similar form toB T , but the components with (+−) and (−+) are exchanged asB
Here, the matrix elements, e.g. B 
Solving the above equation for F ∞ , we obtain
For the origin, we use the condition
Note that the extension to multi-channel coupled equations is straightforward in this formalism. 
Lagrange-Laguerre mesh
In this study, we use the Lagrange mesh based on the Laguerre polynomials. The definition of the Laguerre polynomials is
Using the above Laguerre polynomials, we define the Lagrange functions as [7, 10] 
Here, we choose a non-regularized function, which does not vanish at the origin. A non-vanishing function is necessary to cancel the constant value added to the expansion of the Jost function. The mesh points are given by the zeros of the Laguerre polynomial (48). In order to apply the Lagrange mesh to the JFM, it is necessary to calculate the first derivatives of the Lagrange functions. The zeros x i and weights λ i of the Lagrange mesh for N = 50 are shown in Fig. 1 .
The first derivatives at the mesh point are given by
We add an appendix for using the regularized Lagrange functionsf i (x) = (x/x i ) f i (x) [7, 10, 11] . In that case, one needs to introduce a modification of the original expansion. a simple Gaussian-type potential as The energy is an input parameter for the calculation. We use the bound-state energy E = −2.24 MeV and, in this case, the complex momentum becomes a pure imaginary value, k = i 0.233 fm −1 . In general, the functions F (±) (k, r ) take complex values. However, for the case that the momentum is purely imaginary, F (±) (k, r ) take real values, since the exponential part of the homogeneous solution H (±) l (kr) in Eq. (14) , which changes the phase of the wave function, becomes exp(±ikr) = exp(∓|k|r ). Hence, when we use the boundary condition as F (±) (k, 0) = 1, the overall phase of the function F (±) (k, r ) stays at a real value in the calculation.
Numerical results
A potential model for bound states
We show the functions F (±) (k, r ) at this energy in Fig. 2 . The imaginary part becomes zero in this case. At the pole energy, the function F (−) (k, r ) becomes zero in the asymptotic region, and F (+) (k, r ) becomes constant. This result almost corresponds to that obtained by using the RungeKutta method, and the deviation between these two methods cannot be seen within the scale of Fig. 2 .
Next, we plot the relative errors between the JFM-LM calculation from the ordinary RK one in Fig. 3 . In the Runge-Kutta method, we use a mesh step δx = 0.01 fm. We change the scaling factor h and the number of mesh points N (=40, 60, 80, 100).
As a general feature, the typical order of the relative error is ∼10 −12 , which is sufficiently accurate for studying nuclear physics. Even in the N = 40 case, the error is almost minimum around the scaling factor h = 0.1. The optimum value of the scaling factor is related to the range of the potential and density of mesh points inside the potential region.
For example, for N = 40, the largest zero point is x N ∼ 140 in the dimensionless scale. Therefore, the scaled zero with h = 0.1 fm becomes hx N ∼ 0.1 × 140 = 14 fm. This is sufficiently large to cover the range of the potential in this problem, where the potential range is ∼1.5 fm. On the other hand, if the scaling factor is larger than h = 0.1, the density of mesh points in the range of the potential becomes too small, and the calculation cannot obtain sufficient accuracy. From the result of the comparison between JFM-LM and RK, for JFM-LM, the set with the number of mesh points and scaling factor of N = 50 and h = 0.1 is sufficient to obtain the same accuracy as that of the RK one, but with 20 times fewer mesh points.
Scattering phase shifts
The wave function of the bound state is not an oscillating function, and its tail converges as an exponential, exp(−kr). Hence, in order to investigate the ability of JFM-LM for scattering problems, we calculate the phase shifts of the system with the same potential as for the bound-state problem in the previous section. We take the angular momentum for this calculation as L = 0, 1, 2 and use N = 50 and h = 0.1, which gives sufficient accuracy in the bound-state problem.
The calculated phase shifts of JFM-LM are shown in Fig. 4 . Since this system has one bound state with L = 0, the phase shift for L = 0 starts from 180 degrees. The other angular momentum states do not have bound states. We also calculate the phase shifts with the RK method. The results correspond to those of JFM-LM, and the difference cannot be seen in the figure of the phase shifts. Therefore, in Fig. 5 , we compare both results by using the relative errors.
The error becomes very small for the L = 0 case. For the L = 1 and 2 cases, even though the errors become slightly larger than those of the L = 0 case, the relative error is still small ∼10 −8 . This is caused by the singularity of the spherical Bessel function at the origin as ∼1/r L . Therefore, it is necessary to introduce an accurate numerical computational code in the calculation of the inversion of the matrix in Eq. (41) or the solution of the system of linear equations. It can be considered that the accuracy for L > 0 is still good.
4 He+n system
Next, as an example of a more realistic application, we calculate the phase shifts of the 4 He+n system by using a 4 He+n potential model, for which we use the so-called "KKNN" potential [14] . This potential is based on a study of the 4 He+n scattering within a microscopic treatment of the fivebody system using the resonating group method (RGM) technique. The 4 He+n ( 5 He) system has p-wave resonances both for p 3/2 and p 1/2 of E r = 0.77 MeV, = 0.64 MeV and E r = 1.97 MeV, = 5.22 MeV, respectively [15] . This potential reproduces these resonances on the complex energy plane as E( p 3/2 ) = 0.75 − i0.29 MeV and E( p 1/2 ) = 2.15 − i2.93 MeV.
Even for the broad s-wave resonance, the JFM approach is able to find the resonant pole in the complex momentum plane as E(s 1/2 ) = 0.75 − i44.71 MeV in Ref. [4] . We calculate the s-wave pole using JFM-LM and obtain the same result as that of Ref. [4] .
We calculate the phase shifts using JFM-LM for the s 1/2 , p 3/2 , and p 1/2 states; see Fig. 6 . As for the simple potential model in the previous subsection, the calculated phase shifts of JFM-LM give a good correspondence to those obtained with RK. The relative errors are evaluated and shown in Fig. 7 . The errors are small enough for studying unstable nuclei, and we find that the JFM-LM approach is useful even for studying realistic nuclear systems.
A coupled-channel model
It is straightforward to extend the JFM-LM formalism to solve multi-channel problems. For an M-channel problem, the matrices for F(r ) and A(r ) in Eq. As an example of the multi-channel problem, we employ the so-called "Noro-Taylor" model [17] . The two-channel system of the Noro-Taylor model is expressed by using a potential form as
with
and E 1 = 0 and E 2 = 0.1. The reduced mass is taken as 2 /μ = 1. In Ref. [3] , complex eigenvalues of resonant states for this system are calculated by using the Jost function method with the RungeKutta discretization combined with the complex scaling method (CSM) [18] [19] [20] [21] . The typical number of mesh points for the calculation is N = 2000, which comes from the mesh size δx = 0.01 and maximum point x max = 20. In this work, we calculate complex eigenvalues of the resonant states for the Noro-Taylor model using the JFM-LM approach. We also apply CSM in order to treat the divergence of the wave function of the resonant states. The number of mesh points is taken as N = 180, and the scaling factor is chosen to be h = 0.05. The results are listed in Table 1 .
As shown in Table 1 , the JFM-LM approach has sufficient accuracy even for the calculation of very broad resonant states. This result indicates that the JFM-LM approach is applicable to multi-channel problems.
Summary and discussion
We have performed calculations combining the Jost function method (JFM) and the Lagrange-mesh method (LM). In the JFM formalism, to solve the first-order equations about the function F(k, r ), it is necessary to add an inhomogeneous term to the expansion of the wave function. We solve the inhomogeneous equation about F(k, r ) using JFM-LM and obtain reasonable accuracy in the numerical calculations.
As an example, we use a simple Gaussian potential, which simulates the deuteron binding energy in a single-channel model. The calculated bound-state energy and scattering phase-shits using JFM-LM correspond to those obtained by using the ordinary Runge-Kutta method with an accuracy of ∼10 −8 to 10 −14 . Therefore, the present JFM-LM approach is useful enough for studying various systems in nuclear physics.
In the phase-shift calculation, the accuracy of higher angular momentum states L = 1, 2 becomes slightly worse than that of the L = 0 case. However, as mentioned in Sect. 3, this is caused by the singularity of the spherical Bessel functions at the origin, not by the resolution on the Lagrange mesh. Therefore, the singularity is expected to be overcome by introducing a numerical improvement. Although the accuracy changes with the angular momentum, the JFM-LM calculation is considered to have sufficient ability for studying scattering problems.
Since the JFM-LM approach gives an accurate solution even for the case where the number of mesh points is as small as 50, we can expect applications of JFM-LM for solving coupled-channel systems with very large numbers of channels, such as in CDCC. For example, in the case that the problem solved with CDCC has 200 channels, the total dimension of the matrix of the coupled-channel system of JFM-LM becomes 50 × 200 = 10 000. That is still feasible in practical calculations.
Furthermore, for the study of many-body systems, the formalism of the JFM is applicable to equations obtained with an expansion in hyperspherical harmonics. Even in such a case, the matrix size remains not so large and non-local operators cause no numerical problems from the viewpoint of computational time. These applications will be done in the near future, since the extension to multi-channel problems is straightforward. 
