Energy-dependent correlations in the $S$-matrix of chaotic systems by Novaes, Marcel
ar
X
iv
:1
60
7.
03
16
8v
2 
 [m
ath
-p
h]
  2
0 F
eb
 20
17
Energy-dependent correlations in the S-matrix of chaotic
systems
Marcel Novaes
Instituto de F´ısica, Universidade Federal de Uberlaˆndia
Av. Joa˜o Naves de A´vila 2121, Uberlaˆndia, MG, 38408-100, Brazil
October 4, 2018
Abstract
The M -dimensional unitary matrix S(E), which describes scattering of waves, is a strongly
fluctuating function of the energy for complex systems such as ballistic cavities, whose geometry
induces chaotic ray dynamics. Its statistical behaviour can be expressed by means of correlation
functions of the kind
〈
Sij(E + ǫ)S
†
pq(E − ǫ)
〉
, which have been much studied within the random
matrix approach. In this work, we consider correlations involving an arbitrary number of matrix
elements and express them as infinite series in 1/M , whose coefficients are rational functions of
ǫ. From a mathematical point of view, this may be seen as a generalization of the Weingarten
functions of circular ensembles.
1 Introduction
Scattering of waves of given frequency can be described by the so-called S−matrix, which connects
incoming waves to outgoing waves and is usually treated as a function of energy, S(E). We consider
a scattering region connected to the outside world by M perfectly transparent channels, so that S
is a M -dimensional matrix, unitary as a consequence of energy conservation. When the system has
time-reversal symmetry (TRS), S must also be symmetric.
We are interested in systems for which the ray dynamics is strongly chaotic. This situation can
be realized in microwave scattering in metallic cavities[1, 2, 3, 4, 5, 6] and in electron scattering
in condensed matter systems,[7, 8, 9, 10, 11] among other possibilities. We assume there is a well
defined decay rate for the ray dynamics, Γ; this means that the total energy inside the system decays
exponentially in time as e−Γt. In classical dynamics language, the average amount of time spent
inside the cavity by a particle injected at random is τD = 1/Γ, the “dwell time”.
When the wavelength in question is much smaller than the typical linear dimension of the scatter-
ing region, the matrix elements of S are strongly oscillating functions of the energy. In this situation,
trying to compute them accurately is too costly and a statistical approach is in order. One possi-
bility is to replace S by a random matrix:[12, 13, 14] for broken TRS it is taken to be uniformly
distributed in the Circular Unitary Ensemble (CUE), which is just the unitary group with Haar
measure, while for intact TRS it is taken to be uniformly distributed in the Circular Orthogonal
Ensemble (COE), which is just the space of unitary symmetric matrices with appropriate measure.
An ‘ergoditicy hypothesis’ then replaces energy averages with ensemble averages.
This random matrix theory (RMT) approach has had impressive success and is very popular in
the calculation of transport statistics.[15, 16, 17, 18] In particular, fixed-energy correlation functions
of matrix elements are well known for the CUE,[19, 20, 21, 22] and for the COE.[23, 24] Such group-
theoretical averages are computed in terms of so-called Weingarten functions, for which there are
explicit expressions involving characters and zonal spherical functions associated with symmetric
groups. We review these results in Section II.
A new level of complexity arises if one wishes to consider energy-correlations between the elements
of S. Within RMT, this is usually treated using the so-called Heidelberg formulation which, instead
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of addressing the statistics of S directly, introduces randomness in the system’s Hamiltonian.[2, 25,
26, 27] This has been used to compute correlations involving up to four matrix elements,[28, 29, 30,
31] and leads to exact results which are not quite explicit, since some difficult integrals remain to be
evaluated. Asymptotic expansions in the parameter 1/M are available for the simplest case of only
two elements.[32]
In this work we consider correlations of the form
C1(~i,~j, ~p, ~q,M, ǫ) =
〈
n∏
k=1
Sikjk(E+)S
†
pkqk(E−)
〉
CUE(M)
(1)
for broken TRS (here ~i = (i1, . . . , in)), and
C2(
↔
i ,
↔
j ,M, ǫ) =
〈
n∏
k=1
Siki−k(E+)S
†
jkj−k
(E−)
〉
COE(M)
(2)
for intact TRS (here
↔
i = (i−n, . . . , i−1, i1, . . . , in)), where
E± = E ±
ǫ~
2τD
(3)
and the averages are taken over E. We are able to express these functions as power series in 1/M ,
whose coefficients depend rationally of ǫ. This can be seen as a one-parameter generalization of
CUE and COE Weingarten functions, and our formulas also involve characters and zonal spherical
functions associated with symmetric groups.
Instead of treating S(E) as a random matrix, we employ a semiclassical approximation in which
the elements of S are written as infinite sums over scattering rays.[33, 34, 35] It was used by Kuipers
and Sieber[36, 37] to compute two-element correlations and then by Berkolaiko and Kuipers[38] for
calculations involving an arbitrary number of elements. These results, restricted to leading order
1/M expansions, were later used to obtain the density of states of chaotic Andreev billiards.[39, 40]
The first few 1/M corrections have also been treated.[41] In a recent development,[42] restricted to
broken TRS, some correlation functions were expressed as power series in ǫ with coefficients that
are rational functions of M .
In the present work, we follow recent advances in semiclassical theory[43, 44] in order to formulate
correlation functions in terms of auxiliary matrix integrals. These integrals are then computed using
the machinery of Jack polynomials and Jack characters.
In Section II, we discuss correlation functions for fixed-energy, also known as Weingarten func-
tions of CUE and COE. In Section III, we review the semiclassical approximation. In Sections IV
and V we present our results for broken TRS and intact TRS, respectively. In Section VI we discuss
a particular kind of correlation functions which involves only traces. In an appendix we review
needed results from the theory of permutations groups, Jack polynomials and Jack characters (this
material is covered, for example, in the books by MacDonald[45] and Sagan[46]).
2 Fixed-energy correlations: Weingarten functions
For systems with broken time-reversal symmetry (TRS), the matrix S(E) may be modelled as a
random matrix uniformly distributed in the Circular Unitary Ensemble (CUE), which is nothing
but the unitary group U(M) with normalized Haar measure. This is true for any fixed value of the
energy E.
In this case it is known that the correlation function
〈∏n
k=1 SikjkS
†
pkqk
〉
will be different from
zero if and only if the q labels are a permutation of the i labels, and the p labels are a permutation
of the j labels. Namely,〈
n∏
k=1
SikjkS
†
pkqk
〉
CUE(M)
=
∑
σ,τ∈Sn
Wg
(1)
M (σ
−1τ)δτ [~q,~i]δσ[~p,~j]. (4)
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The coefficient Wg
(1)
M , a function on the permutation group Sn, is called Weingarten function of the
CUE. For example, when the argument is the transposition (12) we have
Wg
(1)
M ((12)) = 〈S1,1S
†
1,2S2,2S
†
2,1〉CUE(M) =
−1
(M − 1)M(M + 1)
, (5)
The general case has a character expansion given by [19, 21, 22]
Wg
(1)
M (π) =
1
n!
∑
λ⊢n
dλ
[M ]λ(1)
χλ(π). (6)
Here dλ is the dimension of the irreducible representation of the permutation group labelled by λ,
χ are the irreducible characters of that group, and [M ]λ(1) is a generalization of the raising factorial.
These concepts are reviewed in the appendix.
For systems with intact TRS, the unitary symmetric matrix S(E) may be modelled as a random
matrix uniformly distributed in the Circular Orthogonal Ensemble (COE), which is the quotient
space U(M)/O(M), where O(M) is the orthogonal group, with normalized Haar measure. Again,
this is true for any fixed value of the energy E.
In this case the correlation function
〈∏n
k=1 Siki−kS
†
jkj−k
〉
COE(M)
will be different from zero if
and only if the j labels are a permutation of the i labels. Namely,〈
n∏
k=1
Siki−kS
†
jkj−k
〉
COE(M)
=
∑
σ∈S2n
Wg
(2)
M (σ)δσ [
↔
i ,
↔
j ], (7)
where Wg
(2)
M is the Weingarten function of the COE. For example,
〈S12S
∗
12S34S
∗
34〉COE(M) =
M + 2
M(M + 1)(M + 3)
, (8)
and
〈S12S
∗
14S34S
∗
23〉COE(M) =
−1
M(M + 1)(M + 3)
. (9)
The general case has an expansion in terms of zonal spherical functions given by [23, 24]
Wg
(2)
M (σ) =
2nn!
(2n)!
∑
λ⊢n
d2λ
[M + 1]λ(2)
ωλ(σ). (10)
Here ω are the irreducible characters of that group, and [M ]λ(1) is a generalization of the raising
factorial. These concepts are reviewed in the appendix.
Weingarten functions were first studied in physics, [19, 47] where they found applications to
quantum chaos. [20, 21, 48] They later found their way into mathematics [22, 24, 49, 50, 51, 52] and
back into other areas of physics [53, 54, 55, 56].
3 Semiclassical approximation
The semiclassical approach to quantum chaotic scattering has been reviewed in detail before.[35] We
present only a brief sketch.
3.1 The approximation
In the semiclassical limit ~ → 0, M → ∞, the element Sab of the S matrix may be approximated
by a sum over trajectories γ that start at incoming channel b and end at outgoing channel a, [33]
Sab =
1√
TH
∑
γ:b→aAγe
iSγ/~, where Sγ(E) is the trajectory’s action and Aγ is related to its stability.
The quantity TH = MτD is called the Heisenberg time.
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Within this approach, correlation functions involve multiple sums over trajectories which, for
chaotic systems, are strongly fluctuating functions of the energy. Averaging over E and using
the standard stationary phase approximation, one arrives at very restrictive conditions that the
trajectories must satisfy in order to provide constructive interference. These restrictions are satisfied
in the presence of crossings, analogously to what happens in closed systems.[57, 58]
The theory is perturbatively formulated in terms of diagrams, as a power series in 1/M , with
the contribution of a diagram being proportional to MV−E, where V and E are the numbers of
vertices and edges of the diagram, respectively, and with a coefficient which is a rational function of
ǫ (although most advances have happened for in the far simpler case of ǫ = 0[59, 60, 61]).
3.2 The matrix integrals
As shown in our previous work,[42, 43, 44] the perturbative diagrammatics of the semiclassical
approximation can be modelled by appropriate matrix integrals. For ease of notation, let Z~i,~j =∏n
k=1 Zik,jk .
For systems with broken time-reversal symmetry, the correlation functions that interest us, Eq.
(1), are given by
C1(~i,~j, ~p, ~q, ǫ,M) = lim
N→0
G1(~i,~j, ~p, ~q, ǫ,M,N), (11)
where
G1(~i,~j, ~p, ~q, ǫ,M,N) =
1
Z1
∫
dZe−M
∑
q≥1
(1−iqǫ)
q
Tr[(ZZ†)q ]Z~i,~jZ
†
~p,~q. (12)
Here Z and Z† are N -dimensional complex matrices and the quantity Z1 =
∫
dZe−M(1−iǫ)Tr(ZZ
†)
is a normalization constant. Notice that the limit N → 0 must be taken after the integral has been
performed and expressed as an analytic function of N .
For systems with intact time-reversal symmetry, the theory is slightly more complicated. First,
we must compute a matrix integral,
G2(
↔
i , ǫ,M,N,W ) =
1
Z2
∫
dZe−
M
2
∑
q≥1
(1−iqǫ)
q
Tr[(ZZT )q ]
n∏
k=1
Rik,ikRi−k,i−k , (13)
where now Z and ZT are N -dimensional real matrices and the normalization constant is Z2 =∫
dZe−
M
2 (1−iǫ)Tr(ZZT ). Matrix R is given by R = WQZQTW †, where W is a complex M ×M
matrix and Q is a M ×N matrix with elements Qij = δij .
Once the above integral has been computed, it will be a polynomial in the matrix elements of
W . We must extract from it the coefficient of a particular combination of such elements. In terms
of K = WWT , we need the coefficient of K↔
i
K†↔
j
, where K↔
i
=
∏n
k=1Kik,i−k . Using the notation
[x]f for the coefficient of x in f , we have
C2(
↔
i ,
↔
j , ǫ,M) = lim
N→0
[
K↔
i
K†↔
j
]
G2(
↔
i , ǫ,M,N,W ). (14)
3.3 The normalization constants
The normalization constants Z1 and Z2 are given by
Zα =
∫
dZe
M
α
(1−iǫ)Tr(ZZ†), (15)
where Z† = ZT if Z is real. They can be computed by introducing the singular value decomposition
Z = UDV , where D is real and positive diagonal matrix, while the matrices of left and right singular
vectors, U and V , are elements of the orthogonal group if Z is real and of the unitary group if Z is
complex. Let us unify the treatment by denoting U1(N) := U(N) and U2(N) := O(N). Let dαU be
the Haar measure on Uα(N).
4
The singular value decomposition is in general not unique, since the triple (UW,D,W †V ) is
equivalent to (U,D, V ) for any diagonal W ∈ Uα(N). We can make it unique by choosing UW to
have real positive elements along the diagonal. The random distribution of Z then implies that V
is uniformly distributed in Uα(N) (with respect to Haar measure), while U is uniformly distributed
in the coset space Uα(N)/[Uα(1)]
N . We normalize the total volume associated with the variables
(U, V ), ∫
Uα(N)
dαV
∫
Uα(N)/[Uα(1)]N
dαU = 1. (16)
The Jacobian of the singular value decomposition is known in terms of the variables xi, 1 ≤ i ≤ N ,
the eigenvalues of X = D2. It is given by [62, 63, 64]
dZ = dαUdαV det(X)
(1−α)/α|∆(X)|2/αdx, (17)
where dx = dx1 · · · dxN and the factor ∆(X) is the usual Vandermonde antisymmetric polynomial,
∆(X) =
∏
i<j
(xj − xi). (18)
We therefore have
Zα =
∫ ∞
0
e
M
α
(1−iǫ)Tr(X) det(X)(1−α)/α|∆(X)|2/αdx. (19)
This integral can be computed explicitly because it is a limit case of the Selberg integral. The result
is
Zα =
(
α
M(1− iǫ)
)N2/α N∏
j=1
Γ(1 + j/α)Γ(j/α)
Γ(1 + 1/α)
. (20)
Notice that taking b =M(1− iǫ)/α in Eq. (110) we can write
1
Zα
∫ ∞
0
dx|∆(x)|2/α det(X)(1−α)/αe−
M
α
(1−iǫ)TrXJ (α)λ (x) =
(
[N ]λ(α)
)2 αn−|λ|
[M(1− iǫ)]n
. (21)
4 Broken time-reversal symmetry
4.1 Angular integrals
The matrix integral required in this case is
G1(~i,~j, ~p, ~q, ǫ,M,N) =
1
Z1
∫
dZe−M
∑
q≥1
(1−iqǫ)
q
Tr[(ZZ†)q ]Z~i,~jZ
†
~p,~q. (22)
Just like we did for the normalization constants, we introduce the singular value decomposition
Z = UDV and integrate over U and V . The angular integrals needed are∫
U(N)
dUU~i,~aU
†
~b,~q
=
∑
ξ,τ∈Sn
Wg
(1)
N (ξ
−1τ)δτ [~q,~i]δξ[~b,~a] (23)
and ∫
U(N)
dV V~a,~jV
†
~p,~b
=
∑
ρ,σ∈Sn
Wg
(1)
N (ρ
−1σ)δσ [~p,~j]δρ[~b,~a]. (24)
The sum over ~a and ~b gives, according to Eq.(90),
N∑
~a,~b=1
δξ[~b,~a]δρ[~b,~a]
n∏
k=1
yakybk = pξ−1ρ(x), (25)
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where yi are the eigenvalues of D and xi = y
2
i are the eigenvalues of X = D
2.
Moreover, we can use the character expansion of Wg
(1)
N and the orthogonality of characters to
get
G1(~i,~j, ~p, ~q, ǫ,M,N) =
1
n!
∑
τ,σ∈Sn
∑
µ⊢n
dµχµ(σ
−1τ)(
[N ]µ(1)
)2 Rµ(ǫ,M,N)δτ [~q,~i]δσ[~p,~j], (26)
where Rµ(ǫ,M,N) is the integral over the eigenvalues of X ,
Rµ(ǫ,M,N) =
1
Z1
∫ ∞
0
dxe−M
∑
q≥1
(1−iqǫ)
q
TrXq |∆(x)|2J (1)µ (x), (27)
with J
(1)
µ (x) being a Jack polynomial.
4.2 Eigenvalue integral
In our previous work,[42] we proceeded from this point by summing the infinite series in the exponent,
and then writing the exponential itself as an infinite sum over Schur functions. After taking the
limit N → 0, we obtained correlation functions as power series in ǫ, whose coefficients are rational
functions of M .
Presently, we shall follow a different and somewhat complementary approach. We wish to express
correlation functions as power series in 1/M , whose coefficients are rational functions of ǫ.
To this end, we do not sum the series in the exponent. Instead, we consider the q = 1 term of
the sum separately, and expand the rest of the exponential according to Eq.(88):
e−M
∑
q≥2
(1−iqǫ)
q
TrXq = 1 +
∞∑
m=2
∑
β⊢m
v1(β)=0
(−M)ℓ(β)
zβ
gβ(ǫ)pβ(x), (28)
where
gβ(ǫ) =
∏
q∈β
(1− iqǫ) (29)
and the condition v1(β) = 0 means that β has no parts equal to 1. The integrand now contains the
product J
(1)
µ (x)pβ(x), which may be written as a sum over Jack polynomials,
J (1)µ (x)pβ(x) = n!
∑
ρ⊢n
1
zρ
θ(1)µ (ρ)pβ+ρ(x) =
m!
(n+m)!2
∑
λ⊢n+m
d2λθ
(1)
λ\µ(β)J
(1)
λ (x), (30)
where we have used Eqs. (94), (95) and (105).
Resorting to Eq.(21), we arrive at
Rµ(
[N ]µ(1)
)2 = 1[M(1− iǫ)]n
1 + ∞∑
m=2
∑
β⊢m
v1(β)=0
m!(−M)ℓ(β)gβ(ǫ)
zβ(n+m)!2[M(1− iǫ)]m
Qµ,β(N)
 , (31)
where
Qµ,β(N) =
∑
λ⊢n+m
(
[N ]λ(1)
[N ]µ(1)
)2
d2λθ
(1)
λ\µ(β). (32)
4.3 Final result
We must now let N → 0. We have seen that [N ]λ(1) ∼ t1(λ)N
D1(λ), where D1(λ) is the size of the
Durfee square of λ. The skew character θ
(1)
λ\µ is different from zero only if λ ⊃ µ, which implies
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D1(λ) ≥ D1(µ). Therefore, we have
lim
N→0
(
[N ]λ(1)
[N ]µ(1)
)2
θ
(1)
λ\µ(β) =
{ (
t1(λ)
t1(µ)
)2
θ
(1)
λ\µ(β), if D1(λ) = D1(µ);
0, if D1(λ) > D1(µ).
(33)
Collecting these results, we arrive at
C1(~i,~j, ~p, ~q, ǫ,M) =
∑
τ,σ∈Sn
W
(1)
M,ǫ(σ
−1τ)δτ [~q,~i]δσ[~p,~j], (34)
where
W
(1)
M,ǫ(π) =
1
[M(1− iǫ)]nn!
∑
µ⊢n
dµχµ(π)
1 + ∞∑
m=2
∑
β⊢m
v1(β)=0
Eµ,β(ǫ)
M r(β)
 , (35)
with r(β) = m− ℓ(β) and
Eµ,β(ǫ) =
gβ(ǫ)
(1− iǫ)m
m!(−1)ℓ(β)
zβ(n+m)!2t1(µ)2
∑
λ⊢n+m
d2λt1(λ)
2θ
(1)
λ\µ(β)δD1(λ),D1(µ). (36)
We see that the correlation for finite ǫ has a similar structure to the ǫ = 0 one, Eq. (4), except
now the usual Weingarten function is replaced by the generalization W
(1)
M,ǫ.
For example, when the argument is the transposition (12), we now have
W
(1)
M,ǫ((12)) =
2iǫ− 1
(1 − iǫ)4M3
+
(4iǫ− 1)(−8ǫ2 − 2iǫ+ 1)
(1 − iǫ)8M5
+O
(
1
M7
)
, (37)
which is to be compared to the corresponding series for Eq.(5), which is
Wg
(1)
M ((12)) = −
1
M3
−
1
M5
+O
(
1
M7
)
. (38)
4.4 Recovering ǫ = 0
Naturally, we must have W
(1)
M,0(π) = Wg
(1)
M (π). In the regime M ≫ 1 this follows simply from the
fact that [M ]µ(1) ∼M
n.
For finite M , it is not so easy to see how this equivalence comes about. Comparing Eq. (35)
with Eq. (6), we arrive at the non-trivial identity
1 +
∑
m≥2
∑
β⊢m
v1(β)=0
Eµ,β(0)
M r(β)
=
Mn
[M ]µ(1)
, (39)
that must be valid for any µ. Unfortunately, although we have checked it numerically to the extent
possible, we were not able to prove this.
The main difficulty in understanding these identities, even in the simplest case when π is a single
cycle (and hence both µ and λ must be hooks) is the rather poor current knowledge about the skew
characters θ
(1)
λ\µ(β).
Let us mention that, by writing
1
[M ]µ(1)
=
1
Mn
∏
∈µ
1
1 + c()/M
=
1
Mn
∞∑
s=0
(−1)s
M s
hs(Aµ), (40)
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where hs are the complete symmetric polynomials and Aµ = {c(), ∈ µ} is the so-called ‘content
alphabet’ of µ, it is possible to obtain separate identities satisfied by the coefficients of different
powers of M : ∑
m≥2
∑
β⊢m
v1(β)=0
r(β)=s
Eµ,β(0) = (−1)
shs(Aµ). (41)
Notice that the left-hand-side above is not an infinite sum, because of the simultaneous restrictions
v1(β) = 0 and r(β) = s.
5 Preserved time-reversal symmetry
5.1 Angular integrals
The matrix integral involved in this case is
G2(
↔
i , ǫ,M,N,W ) =
1
Z2
∫
dZe−
M
2
∑
q≥1
(1−iqǫ)
q
Tr[(ZZT )q ]
n∏
k=1
Rik,ikRik,i−k . (42)
Just like we did in the previous Section, we introduce the singular value decomposition Z = UDV ,
but matrices U and V and now integrated over the orthogonal group. Remembering that Rii =∑M
a,b,c,d=1WiaUabDbVbc(W
†)ci, the angular integrals needed are∫
O(N)
dUU↔
a ,
↔
b
=
∑
ξ,τ∈Mn
Wg
(O)
N (ξ
−1τ)∆τ [
↔
a ]∆ξ[
↔
b ] (43)
and ∫
O(N)
dV V↔
b ,
↔
c
=
∑
ρ,σ∈Mn
Wg
(O)
N (ρ
−1σ)∆ρ[
↔
b ]∆σ[
↔
c ], (44)
where Wg
(O)
N = Wg
(2)
N−1 is the Weingarten function of the orthogonal group[65, 66] and ∆ξ was
defined in Eq. (91).
We shall use
N∑
↔
b =1
∆ξ[
↔
b ]∆ρ[
↔
b ]
n∏
k=1
ybkyb−k = pξ−1ρ(x), (45)
where ybk = yb−k are the eigenvalues of D and xi = y
2
i are the eigenvalues of X = D
2. We also need
to calculate [
K↔
i
] N∑
↔
a=1
∆τ [
↔
a ]
n∏
k=1
Wik,akWi−k ,a−k . (46)
This is zero unless τ is the identity, in which case it is one. Also, since K is symmetric,[
K†↔
j
] N∑
↔
c =1
∆σ[
↔
c ]
n∏
k=1
W †ck,ikW
†
c−k,i−k
(47)
is different from zero if and only if
↔
j and σ(
↔
i ) differ by a hyperoctahedral permutation, i.e. it gives
rise to a factor ∑
γ∈Hn
δγ [
↔
j , σ(
↔
i )]. (48)
Using the zonal spherical function expansion of Wg
(O)
N and the orthogonality of these functions,
we get [
K↔
i
K†↔
j
]
G2(
↔
i , ǫ,M,N,W ) =
2nn!
(2n)!
∑
σ∈S2n
∑
µ⊢n
d2µωµ(σ)(
[N ]µ(2)
)2Rµ(ǫ,M,N)δσ[↔i ,↔j ], (49)
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where we have combined the sum over σ ∈ Mn and the sum over γ ∈ Hn into a single sum over
σ ∈ S2n. The quantity Rµ(ǫ,M,N) is the integral over the eigenvalues of X ,
Rµ(ǫ,M,N) =
1
Z2
∫ ∞
0
dxe−
M
2
∑
q≥1
(1−iqǫ)
q
TrXq |∆(x)|J (2)µ (x). (50)
5.2 Eigenvalue integration and final result
We proceed in the same fashion as in the case of broken time-reversal symmetry. Namely, we use
the expansion in Eq.(28). The integral to be performed now involves the function
J (2)µ (x)pβ(x) =
2mm!
(2n+ 2m)!
∑
λ⊢n+m
d2λθ
(2)
λ\µ(β)J
(2)
λ (x), (51)
where we have used Eqs. (97), (98) and (105). Resorting to Eq.(21) we arrive at
Rµ(
[N ]µ(2)
)2 = 1[M(1− iǫ)]n
1 + ∞∑
m=2
∑
β⊢m
v1(β)=0
2r(β)gβ(ǫ)
M r(β)(1 − iǫ)m
(−1)ℓ(β)m!
zβ(2n+ 2m)!
Q˜µ,β(N)
 , (52)
where
Q˜µ,β(N) =
∑
λ⊢n+m
d2λθ
(2)
λ\µ(β)
(
[N ]λ(2)
[N ]µ(2)
)2
. (53)
The limit N → 0 now gives
lim
N→0
(
[N ]λ(2)
[N ]µ(2)
)2
θ
(2)
λ\µ(β) =
{ (
t2(λ)
t2(µ)
)2
θ
(2)
λ\µ(β), if D2(λ) = D2(µ);
0, if D2(λ) > D2(µ);
, (54)
leading to
C2(
↔
i ,
↔
j , ǫ,M) =
∑
σ∈Sn
W
(2)
M,ǫ(σ)δσ[
↔
i ,
↔
j ], (55)
where
W
(2)
M,ǫ(π) =
2nn!
(2n)![M(1− iǫ)]n
∑
µ⊢n
d2µωµ(π)
1 + ∞∑
m=2
∑
β⊢m
v1(β)=0
2r(β)E˜µ,β(ǫ)
M r(β)
 , (56)
with r(β) = m− ℓ(β) and
E˜µ,β(ǫ) =
gβ(ǫ)
(1 − iǫ)m
(−1)ℓ(β)m!
zβ(2n+ 2m)!t2(µ)2
∑
λ⊢n+m
d2λt2(λ)
2θ
(2)
λ\µ(β)δD2(λ),D2(µ). (57)
We see that, also for intact TRS, the correlation function for finite ǫ have a similar structure to
the ǫ = 0 one, Eq. (7), except for the fact that the usual Weingarten function is replaced by the
generalization W
(2)
M,ǫ.
For example, we now have
W
(2)
M,ǫ((1)(2)) =
1
(1 − iǫ)2M2
+
(4iǫ− 2)
(1− iǫ)4M3
+O
(
1
M4
)
, (58)
which is to be compared to the corresponding series for Eq.(8), which is
Wg
(2)
M ((1)(2)) =
1
M2
−
2
M3
+O
(
1
M4
)
. (59)
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Recovering the usual Weingarten function fromW
(2)
M,ǫ when ǫ = 0 is again not a trivial procedure,
mainly due to the presence of the poorly understood skew Jack character. It boils down to the fact
that the identity
1 +
∞∑
m=2
∑
β⊢m
v1(β)=0
2r(β)E˜µ,β(0)
M r(β)
=
Mn
[M + 1]µ(2)
(60)
must hold for every µ. Again, we have checked this in some instances but were not able to prove it.
6 Trace correlations
In this section we consider a by-product of the matrix elements correlations, which are the trace
correlations. Namely, take λ a partition of some positive integer, λ ⊢ n, and define
C
(α)
λ (ǫ,M) =
1
M ℓ(λ)
〈
ℓ(λ)∏
k=1
Tr
[
(S(E+)S
†(E−))λi
]〉
, (61)
where α = 1 for broken TRS and α = 2 for preserved TRS.
6.1 Broken TRS
To produce Cλ(ǫ,M) from our broken-TRS general correlations, Eq. (34), we take ~p = ~j and ~q = π(~i)
for some permutation π ∈ Sn having cycle type λ, and then sum over ~i and ~j.
Using
M∑
~i,~j=1
δτ [ ~π(i),~i]δσ[~j,~j] =M
ℓ(σ)+ℓ(τπ) = pσ(1
M )pτπ(1
M ) (62)
and Eq. (95), we arrive at
C
(1)
λ (ǫ,M) =
1
Mn+ℓ(1 − iǫ)nn!
∑
µ⊢n
dµχµ(λ)
(
[M ]µ(1)
)21 + ∞∑
m=2
∑
β⊢m
v1(β)=0
Eµ,β(ǫ)
M r(β)
 , (63)
with Eµ,β(ǫ) given by Eq. (36). Using a computer, we get:
C
(1)
(1,1) =
1
(1− iǫ)2
−
ǫ2(4− ǫ2)
M2(1 − iǫ)6
−
ǫ2(4 + 64iǫ− 85ǫ2 − 28iǫ3 + 8ǫ4)
M4(1− iǫ)10
+O
(
1
M6
)
, (64)
C
(1)
(2,1) = −
1− 2iǫ− 2ǫ2
(1− iǫ)5
−
ǫ2(9 + 6iǫ− 21ǫ2 − 2iǫ3 + 4ǫ4)
M2(1− iǫ)9
+O
(
1
M4
)
, (65)
C
(1)
(1,1,1) = −
1
(1− iǫ)3
−
3ǫ2(3 − ǫ2)
M2(1 − iǫ)7
+O
(
1
M6
)
. (66)
To the best of my knowledge, this is the first time correlation functions like these have been
found explicitly. Previously, only the case ℓ(λ) = 1 had been considered. In that case, we can go a
little further than current results (the most recent ones can be found from the generating functions
provided by Borkolaiko and Kuipers[41]). For instance, at order 1/M6 the function C(1)(ǫ,M) is
given by
C
(1)
(1) (ǫ,M) = · · · −
ǫ2(1 + 72iǫ− 528ǫ2 − 704iǫ3 + 180ǫ4)
M6(1 − iǫ)13
+ · · · (67)
At order 1/M4, the function C(2)(ǫ,M) is given by
C
(1)
(2) (ǫ,M) = · · · −
ǫ2(4 + 120iǫ− 523ǫ2 − 590iǫ3 + 216ǫ4 + 32iǫ5)
M4(1 − iǫ)12
+ · · · (68)
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At order 1/M2, the function C(3)(ǫ,M) is given by
C
(1)
(3) (ǫ,M) = · · · −
ǫ2(9 + 36iǫ− 75ǫ2 − 84iǫ3 + 49ǫ4 + 16iǫ5 − ǫ6)
M2(1 − iǫ)11
+ · · · (69)
6.2 Intact TRS
To produce Cλ(ǫ,M) from our intact-TRS general correlations, Eq. (55), we now take
↔
j = π(
↔
i ) for
some permutation π ∈ S2n having coset type λ, and then sum over
↔
i .
Using
M∑
↔
i =1
δσ[
↔
i , π(
↔
i )] = M ℓ(σπ) = pσπ(1
M ) (70)
and again Eq. (95) (notice that we must expand p in terms of J (1) and not J (2), because it depends
on the cycle type of σπ, not its coset type), we arrive at
C
(2)
λ (ǫ,M) =
2nn!
(2n)!Mn+ℓ(1− iǫ)n
∑
µ⊢n
d2µωµ(λ)[M ]
2µ
(1)
1 + ∞∑
m=2
∑
β⊢m
v1(β)=0
2r(β)E˜µ,β(ǫ)
M r(β)
 , (71)
where E˜µ,β(ǫ) is given in Eq. (57).
In the simplest case λ = (n), both µ and λ must be 2-hooks, according to Eq. (86), and the
expressions simplify slightly. For the first few values of n and up to the first two orders in 1/M ,
they can be obtained from the generating functions provided by Berkolaiko and Kuipers.[41] As
examples, we can mention
C
(2)
1 (ǫ,M) =
1
1− iǫ
−
ǫ2
(1− iǫ)3M
+O
(
1
M2
)
, (72)
C
(2)
2 (ǫ,M) =
1− 2iǫ− 2ǫ2
(1− iǫ)4
−
4ǫ2(1 − ǫ2)
(1− iǫ)6M
+
(
1
M2
)
. (73)
Our Eq. (71) agrees with those results, but does not really allow us to go any further due to the
presence of the rather poorly understood skew Jack character θ
(2)
λ\µ(β). We can however present the
following new result:
C
(2)
(1,1)(ǫ,m) =
1
(1− iǫ)2
−
2ǫ2
M(1− iǫ)4
+O
(
1
M2
)
. (74)
7 Conclusion
Working within a semiclassical approximation, and relying on its matrix integral formulation, we
have obtained explicit formulas for some correlation functions related to the energy-dependence of
the scattering matrix in chaotic systems. These formulas involve infinite sums over characters and
zonal spherical functions of permutation groups. They can be seen as a one-parameter generalization
of Weingarten functions from the unitary group U(M) and the symmetric space U(M)/O(M).
Even though our results go beyond what was previously known, they are too involved to provide
explicit formulas for high correlations. The main obstacle is our current poor understanding of
an important concept in the interface of representation theory and combinatorics: the skew Jack
characters. In particular, even recovering the usual ǫ = 0 case from our general results is not an
easy task, as it implies that some identities have to be satisfied by the skew Jack characters. We
could verify these identities in particular cases, but we could not prove them in general.
Skew Jack characters have been receiving some attention recently,[67, 68, 69, 70] and we may
hope that, with further advances in the mathematical side, the path will eventually be unlocked to
access energy-dependent S-matrix correlations in more detail.
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8 Appendix: Review of known facts
8.1 Partitions
A partition is a weakly decreasing sequence of positive integers, λ = (λ1, λ2, . . .). The number of
non-zero parts is its length, ℓ(λ). By λ ⊢ n or |λ| = n we mean
∑ℓ(λ)
i=1 λi = n. So (3, 2, 2, 1) ⊢ 8; we
also use the notation (3, 22, 1) ≡ (3, 2, 2, 1). The rank of a partition is defined as r(λ) = |λ| − ℓ(λ).
Partitions of the form
(k, 1, . . . , 1︸ ︷︷ ︸
n−k times
) = (k, 1n−k) (75)
are called hooks.
Partitions are usually identified with so-called Young (or Ferrers) diagrams. A partition λ is seen
as a collection of boxes arranged in left-justified rows, with row i having λi boxes. We say that λ
‘covers’ µ, λ ⊃ µ, if λi ≥ µi for all i. This is true if the diagram of λ literally covers the diagram of
µ. The object λ\µ, called a skew diagram, is then defined to be the collection of those boxes in λ
that do not belong to µ.
If a box occupies the jth position in the ith row, we say it has coordinates (i, j). Its content
is defined as c() = j − i. This can be generalized to the α-content, which is given by cα() =
α(j − 1)− i+ 1. Define the total multiplicative α-content as
tα(λ) =
∏
∈λ
cα(), (76)
where the product includes only those boxes whose α-content is not zero.
In the diagrams below we show the partition (42, 22, 1), and we have filled each box with its
1-content on the left and with its 2-content on the right:
0 1 2 3
-1 0 1 2
-1-2
-2-3
-4
0 2 4 6
-1 1 3 5
0-2
-1-3
-4
Figure 1: Diagram of the partition (42, 22, 1), showing 1-contents on the left and 2-contents on the
right. We highlighted the Durfee square on the left and the Durfee 2-rectangle on the right.
The Durfee square of λ is the largest square collection of boxes that is covered by λ. Let D(λ)
denote the number of boxes on the diagonal of the Durfee square of λ. Equivalently, it is the number
of boxes in λ with zero content. A partition λ is a hook if and only if D(λ) = 1. The Durfee square
is marked in gray in the left diagram above.
The Durfee square may be generalized to the Durfee α-rectangle, the largest rectangle covered
by λ whose lower-right corner has zero α-content. Let Dα(λ) be the horizontal size of the Durfee
α-rectangle of λ, i.e. the number of boxes in λ with zero α-content. The Durfee 2-rectangle is
marked in gray in the right diagram above. We may call a partition λ with Dα(λ) = 1 an α-hook;
for α = 2 these are of the form (k1, k2, 1
n−k1−k2).
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8.2 Permutation groups
Let Sn be the group of all permutations acting on the set [n] := {1, ..., n}. To a given permutation
π ∈ Sn we associate its cycle type: a partition of n whose parts are the lengths of the cycles of π.
Permutation (1 2 · · ·n) has cycle type (n), while the identity permutation has cycle type (1n). The
conjugacy class Cλ contains all permutations with cycle type λ, and its size is |Cλ| =
n!
zλ
, where
zλ =
∏
j
jvjvj !, (77)
with vj(λ) being the number of times part j appears in λ.
Irreducible representations (irreps) of Sn are also labelled by partitions of n, and we denote
by χλ(µ) the character of a permutation of cycle type µ in the irrep labelled by λ. The quantity
dλ := χλ(1
n) is the dimension of such irrep, and is given by
dλ = n!
ℓ(λ)∏
i=1
1
(λi − i+ ℓ)!
ℓ(λ)∏
j=i+1
(λi − λj + j − i). (78)
Another particular case is χλ(n), which is different from zero only if λ is a hook, and
χ(k,1n−k)(n) = (−1)
n−k. (79)
Characters satisfy two orthogonality relations,∑
µ⊢n
χµ(λ)χµ(ω) = zλδλ,ω,
∑
λ⊢n
1
zλ
χµ(λ)χω(λ) = δµ,ω. (80)
The latter is generalized as a sum over permutations as
1
n!
∑
π∈Sn
χµ(π)χλ(πσ) =
χλ(σ)
dλ
δµ,λ. (81)
Let [−n] := {−1, ...,−n} and let [n] ∪ [−n] be a set with 2n elements. A matching on this set is
a collection of n disjoint subsets with two elements each (‘blocks’), such as
t := {{1,−1}, {2,−2}, ..., {n,−n}}. (82)
The above matching is said to be ‘trivial’. We denote the set of all matchings on [n]∪ [−n] by Mn,
and we will consider the group S2n acting on Mn as follows: if block {a, b} belongs to matching m,
then block {π(a), π(b)} belongs to π(m).
The hyperoctahedral group Hn ⊂ S2n, with |Hn| = 2
nn! elements, is the centralizer of t in S2n,
i.e. Hn = {h ∈ S2n, h(t) = t}. Elements in the coset S2n/Hn may therefore be represented by
matchings. Also important is the double coset Hn\S2n/Hn: permutations π and σ belong to the
same double coset if and only if π = h1σh2 for some h1, h2 ∈ Hn.
The notion of cycle type is replaced, in this context, by that of coset type. Given a matching
m, let Gm be a graph with 2n vertices having labels in [n] ∪ [−n], two vertices being connected by
an edge if they belong to the same block in either m or t. Since each vertex belongs to two edges,
all connected components of Gm are cycles of even length. The coset type of m is the partition of
n whose parts are half the number of edges in the connected components of Gm (see Figure 1). For
example, if π fixes all points of [−n] and has cycle type λ when restricted to [n], or vice-versa, then
it has coset type λ. We denote by [λ] the coset type of λ.
Coset type is clearly invariant under multiplication by hyperoctahedral elements; double cosets
are thus labelled by partitions of n, so that π and σ belong to the double coset if and only if they
have the same coset type.
The average
ωλ(τ) =
1
|Hn|
∑
ξ∈Hn
χ2λ(τξ) (83)
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Figure 2: The graph associated with matching m = {{1, 2}, {−1,−2}, {3,−4}, {4,−5}, {5,−3}},
whose coset type is (3, 2).
is called a zonal spherical function. It is invariant under multiplication by elements of Hn and hence
depends only on the coset type of its argument. The simplest case is ωλ(1
n) = 1. These functions
satisfy ∑
τ∈Mn
ωλ(τ)ωµ(τ
−1σ) = δλ,µ
(2n)!
2nn!
ωλ(σ)
d2λ
, (84)
and also ∑
λ⊢n
d2λωλ(σ)ωλ(τ) =
(2n)!
|Hτ |
δ[σ],[τ ]. (85)
In particular, ωλ(n) is different from zero only if D2(λ) = 1, i.e. if λ is a 2-hook, and in that case it
is given by
ωλ(n) =
t2(λ)
|Hn−1|
. (86)
This is an analogue of (79).
8.3 Jack polynomials and Jack characters
Let xi, 1 ≤ i ≤ N , be the eigenvalues of matrixX . Power sum symmetric functions in these variables
can be defined as pn(x) = Tr(X
n) and generalized as
pλ(x) =
ℓ(λ)∏
i=1
pλi(x) (87)
for λ = (λ1, λ2, ...) an integer partition. It can be seen from the Taylor series that these functions
satisfy the identity
e
∑∞
q=1
1
q
Tr(Xq) =
∞∑
n=0
∑
λ⊢n
1
zλ
pλ(x). (88)
Given τ ∈ Sn and two sequences, ~j = (j1, . . . , jn) and ~m = (m1, . . . ,mn), define the function
δτ [~j, ~m] =
n∏
k=1
δjkmτ(k) , (89)
which is equal to 1 if and only if the sequences match up to a the permutation τ . Then we have
N∑
~j,~m=1
δτ [~j, ~m]δσ[~j, ~m]
n∏
k=1
yjkymk = pτ−1σ(x), (90)
where xj = y
2
j .
Also, given ξ ∈Mn and
↔
i = (i−n, . . . , i−1, i1, . . . , in), define the function
∆ξ[
↔
i ] =
n∏
k=1
δiξ(k),iξ(−k) , (91)
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which is equal to 1 if and only if the elements of the sequence
↔
i are pairwise equal according to the
matching ξ. Then we have
N∑
↔
i =1
∆ξ[
↔
i ]∆ρ[
↔
i ]
n∏
k=1
yikyi−k = pξ−1ρ(x), (92)
where yi−k = yik and xi = y
2
i .
Jack polynomials J
(α)
λ (x) are another family of homogeneous symmetric functions, which depend
on a partition and a parameter α. The most interesting cases are α = 1 and α = 2. In the first case
we have J
(1)
λ (x) =
|λ|!
dλ
sλ(x), where sλ are the celebrated Schur functions. Out of many interesting
properties of these functions, we may mention that they are orthogonal characters of the unitary
group U(N) and therefore satisfy∫
U(N)
J
(1)
λ (U)J
(1)
µ (U
†)dU =
d2λ
n!2
δλ,µ. (93)
By J
(1)
λ (U) in the above equation we mean the function J
(1)
λ computed at the eigenvalues of the
matrix U .
The α = 1 Jack polynomials are written in terms of power sums as
J
(1)
λ (x) =
1
dλ
∑
π∈Sn
χλ(π)pπ(x) =
n!
dλ
∑
µ⊢n
1
zµ
χλ(µ)pµ(x). (94)
The orthogonality of the permutation group characters allows this expression to be inverted as
pµ(x) =
1
n!
∑
λ⊢n
dλχλ(µ)J
(1)
λ (x). (95)
When α = 2, the Jack polynomials are called zonal polynomials. Among its interesting properties,
they are produced from averages of unitary characters over the orthogonal subgroup,∫
O(N)
J
(1)
2λ (AU)dU =
dλ
n!
J
(2)
λ (A
TA)
J
(2)
λ (1
N )
. (96)
(In the above equation 1N is the identity matrix in N dimensions and 2λ = (2λ1, 2λ2, ...).) They
are related to power sums according to
J
(2)
λ (x) = n!
∑
µ⊢n
2r(µ)
zµ
ωλ(µ)pµ(x), (97)
and
pµ(x) =
2nn!
(2n)!
∑
λ⊢n
d2λωλ(µ)J
(2)
λ (x). (98)
For general α the so-called Jack characters, denoted by θ
(α)
λ (µ), are defined through the relation
J
(α)
λ (x) = n!
∑
µ⊢n
αr(µ)
zµ
θ
(α)
λ (µ)pµ(x). (99)
Notice that
θ
(1)
λ (µ) =
χλ(µ)
dλ
, θ
(2)
λ (µ) = ωλ(µ). (100)
Define the coefficients cλµν(α) by the product expansion
J (α)µ (x)J
(α)
ν (x) =
∑
λ
cλµν(α)
J
(α)
λ (x)
j
(α)
λ
, (101)
15
where
j
(α)
λ = 2
nn!2
∑
µ⊢|λ|
2r(µ)
zµ
(
θ
(α)
λ (µ)
)2
=
{
|λ|!2/d2λ, if α = 1;
|2λ|!2/d2λ, if α = 2.
(102)
These coefficients are used to define Jack polynomials associated with skew diagrams as
J
(α)
λ\µ(x) =
∑
ν
cλµν(α)
j
(α)
ν
J (α)ν (x), (103)
and this in turn leads to the definition of skew Jack characters through
J
(α)
λ\µ(x) =
∑
ν
|ν|!αr(ν)
zν
θ
(α)
λ\µ(ν)pν(x). (104)
These skew characters may be written as a sum over usual characters:
θ
(α)
λ\µ(ν) =
|λ|!
|ν|!
α|λ|−|ν|
∑
ρ
|ρ|!αr(ρ)
zρ
θ(α)µ (ρ)θ
(α)
λ (ρ+ ν), (105)
where ρ+ ν is the partition which contains the union of the parts of ρ and ν.
An important particular value of Jack polynomials is when xi = 1 for all 1 ≤ i ≤ N . Then
J
(α)
λ (1
N) = α|λ|
ℓ(λ)∏
i=1
Γ(λi + (N − i+ 1)/α)
Γ((N − i+ 1)/α)
. (106)
Using Γ(z + 1) = zΓ(z) we get
[N ]λ(α) := J
(α)
λ (1
N ) =
ℓ(λ)∏
i=1
λi∏
j=1
(α(j − 1) +N − i+ 1). (107)
In terms of the content notation introduced previously, this is
[N ]λ(α) =
∏
∈λ
(N + cα()). (108)
Rather curiously, since the right hand side of the above equation is a polynomial in N , it makes
sense to let N → 0. It is clear that the smallest power of N in [N ]λ(α) is given by the number of
boxes in λ having zero α-content. By definition, this is Dα(λ). On the other hand, the coefficient
of this power is just the total multiplicative α-content. Therefore,
[N ]λ(α) ∼ tα(λ)N
Dα(λ) (N → 0). (109)
Yet another important property of Jack polynomials is that they satisfy nice generalizations of
the celebrated Selberg integral.[71] The one we shall use is this:
∫ ∞
0
dx|∆(x)|2/α det(X)(1−α)/αe−bTrXJ (α)λ (x) =
(
[N ]λ(α)
)2
α|λ|bn+N2/α
N∏
j=1
Γ(1 + j/α)Γ(j/α)
Γ(1 + 1/α)
. (110)
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