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Abstract
We study the problem of regret minimization in partially observable linear quadratic control
systems when the model dynamics are unknown a priori. We propose ExpCommit, an explore-
then-commit algorithm that learns the model Markov parameters and then follows the principle
of optimism in the face of uncertainty to design a controller. We propose a novel way to
decompose the regret and provide an end-to-end sublinear regret upper bound for partially
observable linear quadratic control. Finally, we provide stability guarantees and establish a
regret upper bound of O˜(T 2/3) for ExpCommit, where T is the time horizon of the problem.
1 Introduction
Controlling unknown discrete-time systems is a fundamental problem in adaptive control and re-
inforcement learning. In this problem, an agent interacts with an environment, with unknown
dynamics, and aims to minimize the overall average regulating costs. To achieve this goal, the
agent is required to explore the environment to gain a better understanding of the environment
dynamics, which is often called system identification. The agent then utilizes this understanding
to design a set of improved controllers that simultaneously reduces the possible future costs and
also enables the agent to explore the important and unknown aspects of the system. In recent
decades, this challenging problem has been extensively studied and resulted in a set of foundational
steps to study the stability and asymptotic convergence to optimal controllers [Lai et al., 1982,
Lai and Wei, 1987]. While asymptotic analyses set the ground for the design of optimal control,
understanding the finite time behavior of adaptive algorithms is critical for real-world applications.
In practice, one might prefer an algorithm that guarantees better performance on a much shorter
horizon. Recent developments in the fields of statistics and machine learning along with control the-
ory [Van Der Vaart and Wellner, 1996, Peña et al., 2009, Lai et al., 1982] empowers us to not only
advance the study of the asymptotic efficiency of algorithms but also to analyze their finite-time
behavior [Fiechter, 1997, Abbasi-Yadkori and Szepesvári, 2011].
In partially observable linear quadratic control, if the agent, a priori, is handed the system
dynamics, the optimal control/policy has a closed-form in the presence of Gaussian disturbances.
This control system is known as Linear–Quadratic–Gaussian (LQG) control. In this case, the control
law is obtained through estimating the latent state of the system and deploying optimal controller
synthesis. This is known as the separation principle in control theory [Åström, 2012].
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In partially observable environments, the agent is required to estimate the latent state of the
system, which is not needed in fully observed environments where the precise state information
is available. This seemingly subtle difference introduces significant challenges in controlling and
learning partially observable systems when the underlying dynamics are unknown. Moreover, in the
presence of an approximated model, the uncertainties in the model estimation cause an inaccurate
latent state estimation. Generally, this error in the latent state estimation accumulates over time
and results in sub-optimal controller synthesis, which in turn imposes a sub-optimal policy. In this
work, while we study model estimation/system identification, we particularly focus on the latter
challenge, i.e., to analyze the mentioned sub-optimality gap.
One of the general and prominent measures to assess the behavior of a learning algorithm/agent
in a control system is its regret, which quantifies the additional cost encountered by the agent due to
exploration and uncertainty in the model estimation, when compared with the performance of the
optimal controller [Lai and Robbins, 1985]. We aim to design an algorithm that minimizes regret
and is accompanied by a sub-linear regret upper bound guarantee.
Contributions: In this paper, we propose ExpCommit, an explore-then-commit algorithm for
learning and controlling unknown discrete-time LQG control system. We prove that ExpCommit
achieves a regret upper bound of O˜(T 2/3), where T is the number of total interactions. This is the
first sub-linear regret bound for partially observable linear quadratic control systems.
ExpCommit consists of two phases, an explore phase, and a commit phase. During the explore
phase, the agent employs Gaussian noise as its control input, explores the system, and constructs
high probability confidence sets around the estimate of the system parameters. In the commit phase,
the agent exploits these confidence sets, and designs a controller based on the principle of optimism
in the face of uncertainty (OFU). Betting on the best model, i.e., choosing the optimistic model,
for the commit phase roots back to the early appearance of OFU principle that is formulated as
the bet on the best (BOB) principle [Bittanti et al., 2006]. To analyze the finite-time regret of
ExpCommit, we provide a stability analysis of the designed controller and present a novel way
of regret decomposition by deriving Bellman optimality equation for average cost per stage LQG
control. Utilizing the OFU principle, we obtain the regret upper bound.
The Markov parameters of a linear time-invariant system are the input-output impulse response
of the system and suffice to identify a realization of the underlying model [Ljung, 1999]. These
parameters are used to design optimal controllers [Skelton and Shi, 1994]. At the end of the explore
phase, ExpCommit estimates the Markov parameters of the unknown linear system for the control
design of the commit phase. We adapt the recent development in the non-asymptotic system
identification [Oymak and Ozay, 2018] to our case, and estimate the Markov parameters up to
upper confidence bounds via the classical Ho-Kalman algorithm [Ho and Kálmán, 1966]. Selecting
an optimistic controller that satisfies these confidence bounds, we derive our regret result.
2 Preliminaries
We denote the Euclidean norm of a vector x as ‖x‖2. For a given matrix A, ‖A‖2 denotes the spectral
norm, ‖A‖F denotes the Frobenius norm while A⊤ is its transpose, A† is the Moore-Penrose inverse,
and Tr(A) gives the trace of matrix A. The j-th singular value of a rank-n matrix A is denoted
by σj(A), where σmax(A) := σ1(A) ≥ σ2(A) ≥ . . . ≥ σmin(A) := σn(A) > 0. I is the identity
matrix with the appropriate dimension. In the following, N (µ,Σ) denotes a multivariate normal
distribution with mean vector µ and covariance matrix Σ.
Suppose we have an unknown discrete time linear time-invariant system Θ = (A,B,C) charac-
terized as,
xt+1 = Axt +But + wt
yt = Cxt + zt, (1)
where xt ∈ Rn is the (latent) state of the system, ut ∈ Rp is the control input, the observation
yt ∈ Rm is the output of the system, wt ∼ N
(
0, σ2wI
)
, and zt ∼ N
(
0, σ2zI
)
are i.i.d. process
noise and measurement noise, respectively. At each time step t, the system is at state xt and the
agent observes yt, i.e., an imperfect state information. Then, the agent applies a control input
ut and the system evolves to xt+1 at time step t + 1. At each time step t, the agent pays a
cost ct = y⊤t Qyt + u⊤t Rut where Q and R are positive semidefinite and positive definite matrices,
respectively, with appropriate dimensions.
Definition 2.1. A linear system Θ = (A,B,C) is controllable if the controllability matrix
[B AB A2B . . . An−1B]
has full row rank. Similarly, a linear system Θ = (A,B,C) is observable if the observability matrix
[C⊤ (CA)⊤ (CA2)⊤ . . . (CAn−1)⊤]⊤
has full column rank.
We assume that the underlying system is controllable and observable. Given this system model,
the goal is to solve the following optimization problem
J⋆(Θ) = lim
T→∞
min
u=[u1,...,uT ]
1
T
E
[
T∑
t=1
y⊤t Qyt + u
⊤
t Rut
]
(2)
subject to dynamics in (1), initial state x0 = 0, and where the information pattern available to ut
is all output observations yt′ for 0 ≤ t′ ≤ t. If the system is known, the solution of (2), i.e., the
optimal control law, is given by a linear feedback control and we have ut = −Kxˆt|t,Θ with
K =
(
R+B⊤PB
)−1
B⊤PA,
where P is the unique positive semidefinite solution to the following discrete-time algebraic Riccati
equation (DARE):
P = A⊤PA+C⊤QC −A⊤PB
(
R+B⊤PB
)−1
B⊤PA, (3)
and xˆt|t,Θ is the minimum mean square error (MMSE) estimate of the underlying state using system
parameters Θ, where xˆ0|−1,Θ = 0. This estimate is obtained efficiently via the Kalman filter:
xˆt|t,Θ=(I−LC) xˆt|t−1,Θ+Lyt, xˆt|t−1,Θ=(Axˆt−1|t−1,Θ+But−1), L=ΣC⊤
(
CΣC⊤+σ2zI
)−1
, (4)
where Σ is the unique positive semidefinite solution to the following DARE:
Σ = AΣA⊤ −AΣC⊤
(
CΣC⊤ + σ2zI
)−1
CΣA⊤ + σ2wI. (5)
Σ has the interpretation of being the steady state error covariance matrix of state estimation under
Θ. For a positive number H, we have the following definitions.
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Definition 2.2. The Markov parameters matrix
G = [0m×p CB CAB . . . CAH−2B] ∈ Rm×Hp
denotes the matrix of length H impulse response of the system Θ.
Definition 2.3. For d1+ d2+1 = H, the Hankel matrix H ∈ Rmd1×p(d2+1) is a d1× (d2 + 1) block
matrix such that (i, j)th block of H is (i+ j) block in G, e.g., CAi+j−2B for (i, j) > 1.
We set the value of H in Section 3.2 in order to guarantee the identifiability of the system
parameters. We are interested in the setting where the matrices A, B, and C, therefore the Markov
parameters G of the system, are unknown. The cost matrices Q and R impose the desired outcome
and are given. The agent interacts with this environment for T time steps and aims to minimize its
cumulative cost
∑T
t=1 ct. At time T , we evaluate the agent’s performance by its regret
REGRET(T ) =
T∑
t=0
(ct − J∗(Θ)),
which is the difference between the cost incurred by the agent and the expected cost of the optimal
controller, which knows the system Θ. We consider the following problem setup.
Assumption 2.1. The system is order n and stable, i.e. ρ(A) < 1, where ρ(·) denotes the spectral
radius of a matrix which is the largest absolute value of its eigenvalues. Define Φ(A) = supτ≥0
‖Aτ‖
ρ(A)τ .
We assume that Φ(A) <∞ for the given system.
Remark: Note that the stability of the system ensures the system identification, prevents ex-
plosive behavior in the underlying system, and is the main topic of study in the recent literature
[Oymak and Ozay, 2018, Sarkar et al., 2019, Tsiamis and Pappas, 2019]. The assumption regarding
Φ(A) is a mild condition, e.g. if A is diagonalizable, Φ(A) is finite.
Assumption 2.2. The unknown system Θ = (A,B,C) is a member of a set S, defined as,
S ⊆ S0 ∩ {Θ′ = (A′, B′, C ′)| ρ(A′) < 1,Tr(G⊤Θ′GΘ′) ≤ κ2},
for some κ ≥ 0, where GΘ′ ∈ Rm×Hp is the Markov parameters matrix of system Θ′ and
S0 = {Θ′ = (A′, B′, C ′)| (A′, B′) is controllable and (A′, C ′) is observable}.
Assumption 2.3. The set S consists of systems that are contractible, i.e.,
ρ := sup
Θ′=(A′,B′,C′)∈S
∥∥A′ −B′K(Θ′)∥∥ < 1,
where K(Θ′) is the optimal control gain of Θ′, and
υ := sup
Θ′=(A′,B′,C′)∈S
∥∥A′ −A′L(Θ′)C ′∥∥ < 1.
where L(Θ′) is the optimal Kalman gain of Θ′. Moreover, there exists finite numbers D,Γ, ζ such
that D = supΘ′∈S ‖P (Θ′)‖, Γ = supΘ′∈S ‖K(Θ′)‖ and ζ = supΘ′∈S ‖L(Θ′)‖.
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3 Explore, then Commit
In this section, we study the components of ExpCommit and provide the required theoretical analysis.
ExpCommit, as outlined in Alg. 1, is given T , the total number of interactions; and operates in
two phases: the first Texp time steps are dedicated to exploration and in the remaining T − Texp,
ExpCommit acts according to the optimal controller of the optimistic model, learned from the
experiences in the first phase.
Algorithm 1 ExpCommit
1: Input: T , Texp, H, S > 0, δ > 0, n, Q, R
—— Exploration —————————————–
2: Deploy ut ∼ N (0, σ2uI) for the first Texp time steps and store Dexp = {yt, ut}Texpt=1
3: Calculate Gˆt using Dexp
4: Deploy HO-KALMAN(H, G˜t, n) to obtain Aˆ, Bˆ, Cˆ
5: Construct the confidence intervals CA, CB , CC such that (A,B,C) ∈ (CA × CB × CC) w.h.p
6: Find a Θ˜ = (A˜, B˜, C˜) ∈ (CA × CB × CC) ∩ S s.t.
J(Θ˜) ≤ infΘ′∈(CA×CB×CC)∩S J(Θ′) + T−1/3
7: Construct the optimal control law based on A˜, B˜, C˜
—— Commit Optimistically(Exploitation) ——
8: for t = Texp + 1, . . . , T do
9: Execute the constructed control law
10: end for
In the exploration phase, ExpCommit excites the system with ut ∼ N (0, σ2uI) for 1 ≤ t ≤
Texp. Using the generated input-output trajectory Dexp = {yt, ut}Texpt=1 , ExpCommit constructs
N subsequences of length H, each, where Texp = H + N − 1 and N ≥ 1. For all t, such that
H ≤ t ≤ Texp, define,
u¯t = [u
⊤
t u
⊤
t−1 . . . u
⊤
t−H+1]
⊤ ∈ RHp, w¯t = [w⊤t w⊤t−1 . . . w⊤t−H+1]⊤ ∈ RHn.
Using these definitions, we write (1) as
yt = Gu¯t + Fw¯t + zt + et (6)
where et = CAH−1xt−H+1 and F = [0m×n C CA . . . CAH−2] ∈ Rm×Hn is the process noise to
output Markov parameters matrix. Let’s define,
W = [w¯H , w¯H+1, . . . , w¯Texp ]
⊤ ∈ RN×Hn, Z = [zH , zH+1, . . . , zTexp ]⊤ ∈ RN×m, (7)
E = [eH , eH+1, . . . , eTexp ]
⊤ ∈ RN×m, Y = [yH , yH+1, . . . , yTexp ]⊤ ∈ RN×m,
U = [u¯H , u¯H+1, . . . , u¯Texp ]
⊤ ∈ RN×Hp.
Using these, we restate (6) as the following linear system, Y = UG⊤ + E + Z +WF⊤. Then, we
estimate the unknown G by solving the following least square problem,
Gˆ = argmin
X
||Y − UX⊤||2F =
[
(U⊤U)−1U⊤Y
]⊤
. (8)
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ExpCommit deploys this estimate Gˆ and computes the underlying system parameters Θ up to their
confidence levels, consisting of a set of plausible models. The algorithm exploits this construction
and employs the optimal control law of the most optimistic model (the model with the minimum
promising average cost in the set of plausible models) for the remaining T − Texp time steps, i.e.,
the commit phase. In the remainder of this section, we analyze the main components and phases
of ExpCommit. In the next section, we conclude these analyses with the final regret bound.
For some probability δ, defined later for the confidence set constructions, we consider the follow-
ing terms:
Rz = 4σz
(√
Hp+m+
√
log
(
1
δ
))
, Rw = σw‖F‖max{
√
Nw, Nw/
√
N}, (9)
Re = c
′σe
√√√√log(H
δ
)
max
{
1,
H
(
3m+ log
(
H
δ
))
N (1− ρ(A)H)
}
.
which capture the noise variance and the dimensionality of the problem. Here Nw = cH(p +
n) log2(2H(p+n)) log2(2Texp(p+n)), c, c′ > 0 are absolute constants and σe is a constant assigned
later in (13). Recalling the Definition 2.2 and the Assumption 2.3, we define the following time
intervals,
TG =
(Rw +Re +Rz)
2
σ2u
, TB = TG
(
7n√
σn(H)
)2
, TA = TG
(
31n‖H‖ + 7nσn(H)
σ2n(H)
)2
,
TM =TB
(
2ζρ
1− ρ
)2
, TN =TG
(
4
√
n
σn(H)
)2
, TL=max{TA, TB}
(
c1(2‖C‖+1)Φ(A)2+c2(2Φ(A)+1)
1− υ2
)2
Tα=TB
(
Γ (1 + ζ(1 + ‖C‖))
σ − υ
)2
, Tβ=max{TA, TB}
(
Γ‖B‖(1+ζ+ζ‖C‖)(Φ(A)ζ+(1+Γ)(1+ζ))
(1− σ)2
)2
,
Tγ = max{TA, TB}
(
1 + Γ(1 + ζ‖B‖)
σ − ρ
)2
(10)
where c1 and c2 are problem dependent constants and 1 > σ > max{ρ, υ}. These define the
requirements for theoretical guarantees of the algorithm. Finally, combining these, we are ready to
state T0, the minimum exploration period for ExpCommit,
Texp > T0 = max {TA, TB , TG, TL, TM , TN , Tα, Tβ , Tγ}+H. (11)
The following theorem gives the regret upper bound of ExpCommit which is the first sublinear
end-to-end regret result for LQG control.
Theorem 3.1 (Regret Upper Bound). Given a LQG Θ = (A,B,C), and regulating parameters Q
and R, with high probability, the regret of the ExpCommit after T ≥ T 3/20 time steps with Texp = T 2/3
is
REGRET(T ) = O˜
(
T 2/3
)
. (12)
The formal version of the theorem, as well as the detailed analysis of the deriving components of
the result, are provided in the Appendix G and H. In Section 3.1, we state the confidence set around
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the Markov parameters matrix estimation Gˆ and in Section 3.2 we provide the confidence sets over
the estimated model dynamics Θ˜ = (Aˆ, Bˆ, Cˆ). Finally, in Section 3.3, we provide the controller
design using these confidence sets and additional guarantees that these confidence sets bring.
3.1 Learning Markov Parameters
We deploy the proposed regression problem in (8) to estimate G. As provided in (6), et is dependent
on previous noise and control inputs, therefore, special care is required to analyze such regression.
In order to characterize the impact of et, we define σe, the “effective standard deviation”, as follows
σe = Φ(A)‖CAH−1‖
√
H‖Γ∞‖
1− ρ(A)2H (13)
where Γ∞ is the steady state covariance matrix of xt, Γ∞=
∑∞
i=0 σ
2
wA
i
(
A⊤
)i
+ σ2uA
iBB⊤
(
A⊤
)i
.
Theorem 3.2 (Markov Parameter Estimation [Oymak and Ozay, 2018]). For δ ∈ (0, 1), suppose
N ≥ cHp log(1δ ) for some absolute constant c > 0. Suppose Assumption 2.1 holds. Run the system
with control input ut ∼ N (0, σ2uI) for Texp = N + H − 1 time steps to collect N samples of H
input-output pairs. Let, Gˆ be the least squares estimate of the Markov parameters matrix. Then, the
following holds for Gˆ with probability at least 1− 7δ,
‖Gˆ −G‖ ≤ Rw +Re +Rz
σu
√
Texp −H + 1
, (14)
The proof can be found in Appendix A. This result is obtained by a set of small tweaks in the
bounds in Oymak and Ozay [2018] to make them appropriate for the current problem of study. The
main idea is to decompose Gˆ−G into parts using (8) and bound each part separately.
3.2 System Identification
After estimating the Markov parameters matrix Gˆ, we are ready to come up with a balanced
realization of Θ from Gˆ. ExpCommit deploys the Ho-Kalman algorithm for this task. The details of
the Ho-Kalman algorithm are given in Appendix B.1 and Algorithm 2. The Ho-Kalman algorithm, as
a subroutine to ExpCommit, receives Gˆ as an input and computes an order n system Θˆ = (Aˆ, Bˆ, Cˆ).
Note that only the order n input-output response of the system is uniquely identifiable [Ljung, 1999].
In other words, the system parameters Θ (even with the correct Markov parameters matrix G) are
recovered up to similarity transformation. More generally, for any invertible T ∈ Rn×n, the system
A′ = T−1AT, B′ = T−1B,C ′ = CT gives the same Markov parameters matrix G, equivalently, the
same input-output impulse response. In this work, we are interested to recover Θ, up to a similarity
transformation.
For H ≥ 2n + 1, using Gˆ = [Gˆ1 . . . GˆH ] ∈ Rm×Hp, where Gˆi is the ith m× p block of Gˆ for all
1 ≤ i ≤ H, the algorithm constructs a (n× n + 1) block Hankel matrix Hˆ ∈ Rnm×(n+1)p such that
(i, j)th block of Hankel matrix is Gˆ(i+j). It is worth noting that if the input to the algorithm was
G then corresponding Hankel matrix, H is rank n, more importantly,
H = [C⊤ (CA)⊤ . . . (CAn−1)⊤]⊤[B AB . . . AnB] = O[C AnB] = O[B AC]
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where O and C are observability and controllability matrices respectively. Essentially, the Ho-
Kalman algorithm estimates these matrices using Gˆ. In order to estimate O and C, the algorithm
constructs Hˆ−, the first np columns of Hˆ and calculates Nˆ, the best rank-n approximation of
Hˆ−. Therefore, the singular value decomposition of Nˆ provides us with the estimates of O,C, i.e.,
Nˆ = UΣ1/2 Σ1/2V = OˆCˆ. From these estimates, the algorithm recovers Bˆ as the first n× p block
of Cˆ, Cˆ as the first m×n block of Oˆ, and Aˆ as Oˆ†Hˆ+Cˆ† where Hˆ+ is the submatrix of Hˆ, obtained
by discarding the left-most nm× p block.
Note that if we feed G to the Ho-Kalman algorithm, the H− is the first np columns of H, it is
rank-n, and N=H−. Using the outputs of the Ho-Kalman algorithm, i.e., (Aˆ, Bˆ, Cˆ), ExpCommit
constructs confidence sets centered around these outputs that contain a similarity transformation
of the system parameters Θ=(A,B,C) with high probability. Theorem 3.3 states the construction
of confidence sets and it is a slight modification of Corollary 5.4 of Oymak and Ozay [2018].
Theorem 3.3 (Confidence Set Construction). Let H ≥ 2n + 1. For δ ∈ (0, 1), suppose N ≥
cHp log(1δ ) for some absolute constant c > 0. Let H be the Hankel matrix obtained from G. Let
A¯, B¯, C¯ be the system parameters that Ho-Kalman algorithm provides for G. Let Aˆ, Bˆ, Cˆ be the
system parameters obtained from the Ho-Kalman algorithm with using the least squares estimate
of the Markov parameter matrix Gˆ after the exploration of Texp time steps. Suppose Assumptions
2.1 and 2.2 hold, thus H is rank-n. Then, there exists a unitary matrix T ∈ Rn×n such that, with
probability at least 1− 7δ, Θ¯ = (A¯, B¯, C¯) ∈ (CA × CB × CC) where
CA =
{
A′ ∈ Rn×n : ‖Aˆ−T⊤A′T‖ ≤ βA
}
, CB =
{
B′ ∈ Rn×p : ‖Bˆ −T⊤B′‖ ≤ βB
}
,
CC =
{
C ′ ∈ Rm×n : ‖Cˆ − C ′T‖ ≤ βC
}
, for (15)
βA=
(
31n‖H‖+ 7nσn(H)
σ2n(H)
)
Rw +Re +Rz
σu
√
Texp −H + 1
, βB=βC=
7n(Rw+Re+Rz)
σu
√
σn(H)(Texp−H+1)
.
The proof is in the Appendix B. Theorem 3.3 translates the results in Theorem 3.2 to system
parameters.
3.3 Designing an Optimistic controller
After constructing the confidence sets, the algorithm deploys the OFU and chooses the system
parameters Θ˜ = (A˜, B˜, C˜) ∈ (CA × CB × CC) ∩ S such that
J(Θ˜) ≤ inf
Θ′∈(CA×CB×CC)∩S
J(Θ′) + T−1/3. (16)
Through control synthesis, the algorithm designs the optimal feedback controller (P˜ , K˜, L˜) for the
system Θ˜. The algorithm uses this optimistic controller to control the underlying system Θ for the
remaining T − Texp time steps. Before the main regret analysis, we provide the following lemma on
‖Σ˜ − Σ‖ where Σ˜ is the solution to DARE given in (5) for the system Θ˜ and Σ is the solution to
(5) for the underlying system Θ. Under the Assumption 2.3, we obtain the following.
Lemma 3.1. For δ ∈ (0, 1), suppose N ≥ cHp log(1δ ) for some absolute constant c > 0. Suppose
Assumption 2.3 holds. Then, there exists a similarity transformation S ∈ Rn×n such that, with
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probability at least 1− 7δ,
‖Σ˜ − S−1ΣS‖ ≤ ∆Σ := Φ(A)
2(8‖C‖ + 4)‖Σ‖2 + σ2z(8Φ(A) + 4)‖Σ‖
σ2z(1− υ2)
max {βA, βC}
‖L˜− S−1L‖ ≤ k1∆Σ+ k2βC ,
for some problem dependent constants k1 and k2.
The proof is in Appendix C. In order to derive the results in the Lemma 3.1, we utilize a fixed
point argument on the DARE of the steady state error covariance matrix of state estimation. We
construct an operator that has Σ˜− S−1ΣS as the fixed point and then argue that the norm of it is
bounded as shown in Lemma 3.1 for the given exploration duration. We combine the bound with the
definition of the Kalman gain and under the Assumption 2.3, we obtain the bound on ‖L˜− S−1L‖.
Later, in Lemma 4.2, we deploy these results to show the boundedness of MMSE estimate of the
underlying state using optimistic system parameters Θ˜ and the output of the system, ‖xˆt|t,Θ˜‖ and
‖yt‖, respectively. Lemma 3.1 is a crucial concentration result and it is repeatedly used in the regret
analysis of ExpCommit along with Theorem 3.3.
4 Regret Analysis of ExpCommit
In this section, we provide the regret analysis of ExpCommit that leads to the guarantee in Theorem
3.1. At first, we discuss the regret due to exploring the system with ut ∼ N (0, σ2uI) in explore phase
for 1 ≤ t ≤ Texp. Then, we provide the regret of deploying the optimistic controller in commit phase
for Texp + 1 ≤ t ≤ T .
4.1 Regret of the Explore Phase
Lemma 4.1. Suppose Assumptions 2.2 and 2.3 hold. Given a LQG Θ = (A,B,C), the regret of
deploying ut ∼ N (0, σ2uI) for 1 ≤ t ≤ Texp is upper bounded as follows with high probability
REGRET(Texp) = c∗Texp + O˜
(√
Texp
)
(17)
where c∗ is a problem dependent constant.
This lemma might feel intuitive to many readers. One of the main reasons we provide Lemma
4.1 is the importance and contribution of O˜ (√Texp) terms in (17) to the final regret bound. The
proof and the precise expressions are in Appendix D. The Lemma 4.1 shows that the exploration
phase in ExpCommit results in a linear regret upper bound. In order to compensate for the regret
accumulated during the explore phase, ExpCommit is required to efficiently exploit the information
gathered during this phase. The algorithm fulfills this by following an optimistic controller during
the commit phase.
4.2 Regret of the Commit phase
In the following, we show that with a proper choice of exploration duration, the designed controller
by ExpCommit results in stable performance during the commit phase. After exploring the system,
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ExpCommit commits to an optimistic controller and does not change the controller during the
commit phase. Therefore, extra care is required in determining the duration of the explore phase,
since the tightness of confidence sets are critical in obtaining a desired performance during the
commit phase.
During this phase, despite the fact that the environment evolves based on Θ, the agent behaves
optimally with respect to the optimistic model Θ˜ = (A˜, B˜, C˜), as if the environment evolves based on
Θ˜. Therefore, at time step t, the agent observes output yt from Θ and updates its state estimation
xˆt|t,Θ˜ using (4) and model Θ˜ = (A˜, B˜, C˜). The agent computes the optimal control ut, using
the optimal feedback controller for the system Θ˜. We show that by exploring the system Θ for
Texp > T0 time steps, ExpCommit is guaranteed to maintain bounded state estimation, xˆt|t,Θ˜ and
thus bounded output yt+1 for T − Texp time steps of interaction in the commit phase.
Lemma 4.2. Suppose Assumption 2.3 holds and ExpCommit explores the system Θ for Texp time
steps. For δ ∈ (0, 1), suppose N ≥ cHp log(1δ ) for some absolute constant c > 0. For ExpCommit,
define the following three events in the probability space Ω,
E = {ω ∈ Ω : Θ ∈ (CA × CB × CC)} , F =
{
ω ∈ Ω : ∀t ≤ T, ‖xˆt|t,Θ˜‖ ≤ X˜
}
,
G =
{
ω ∈ Ω : ∀t ≤ T, ‖yt‖ ≤ ρ‖C‖X˜ + ‖C‖∆¯ +
(
‖C‖‖Σ‖1/2 + σz
)√
2m log(2mT/δ)
}
,
where
X˜ =
2ζ
(
‖C‖∆¯ + (‖C‖‖Σ‖1/2 + σz)√2n log(2nT/δ))
1− ρ
for ∆¯ = poly(Φ(A), βA, βB , ‖B‖, ‖C‖, ρ, ζ,Γ,m, σ, ‖Σ‖). Then, Pr (E ∩ F ∩ G)≥1−9δ.
The proof and the exact expression for ∆¯ are given in Appendix E. Under the event E , the
underlying system parameters Θ is contained in the confidence sets constructed in Theorem 3.3.
The event F indicates that the state estimation used by the agent, despite using Θ˜, is bounded
above. Finally, the event G indicates that the output of the system is bounded above despite a
controller that is optimal for the optimistic system Θ˜ is deployed by ExpCommit. More generally,
the Lemma 4.2 shows that the state estimation and the output obtained by using optimal feedback
controller (P˜ , K˜, L˜) of Θ˜ chosen from the confidence sets, is logarithmic in T as long as the system
is explored for Texp > T0 time steps.
Under the events described in the Lemma 4.2, the agent maintains a stable performance. Under
this stability guarantee, we analyze the regret of ExpCommit during the commit phase. In order to
provide a regret decomposition for the optimistic controller, we first derive the Bellman optimality
equation for the average cost per step LQG control problem.
For infinite state and control space average cost per step problems, e.g. the LQG control system
Θ = (A,B,C) with regulating parameters Q and R, the optimal average cost per stage J∗(Θ) and
the differential(relative) cost satisfy Bellman optimality equation [Bertsekas, 1995]. In the following
lemma, we identify the correct differential cost for LQG and obtain the Bellman optimality equation.
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Lemma 4.3 (Bellman Optimality Equation for LQG). Given state estimation xˆt|t−1 ∈ Rn and an
observation yt ∈ Rm pair at time t, Bellman optimality equation of average cost per stage control of
LQG system Θ = (A,B,C) with regulating parameters Q and R is
J∗(Θ) + xˆ⊤t|t
(
P − C⊤QC
)
xˆt|t + y⊤t Qyt = minu
{
y⊤t Qyt + u
⊤Ru (18)
+ E
[
xˆu⊤t+1|t+1
(
P − C⊤QC
)
xˆut+1|t+1 + y
u⊤
t+1Qy
u
t+1
]}
where P is the unique solution to DARE of Θ, xˆt|t = (I − LC)xˆt|t−1 + Lyt, yut+1 = C(Axt + Bu+
wt) + zt+1, and xˆ
u
t+1|t+1 = (I − LC) (Axˆt|t + Bu) + Lyut+1. The equality is achieved by the optimal
controller of Θ.
The proof of this result is given in Appendix F. Note that we can also write the same Bellman
equation (18) for the optimistic system Θ˜. To obtain the regret expression of ExpCommit, we use the
optimistic nature of the controller, and the characterization of the difference between J∗(Θ˜)−J∗(Θ).
We then decompose regret into several terms as provided in Appendix G. The following expresses
the regret upper bound of the commit phase of ExpCommit.
Theorem 4.1 (The regret of optimistic controller). Given a LQG control system Θ = (A,B,C)
with regulating parameters Q and R, suppose the Assumptions 2.1-2.3 hold. After a explore phase
with a duration of Texp, if ExpCommit interacts with the system Θ for the remaining T −Texp steps
using optimistic controller, with high probability the regret of ExpCommit in the commit phase is
bounded as follows,
REGRET(T ) = O˜
(
T − Texp√
Texp
+ T 2/3
)
. (19)
The proof is provided in Appendix H, where we analyze individual terms in the regret decom-
position. The analysis builds upon Lemmas 3.1 and 4.2. For each term in the decomposition of the
regret, we use the fact that the error in the system parameter estimates is O˜ (1/√Texp) and the
input and the output of the system during commit phase is well-controlled with high probability
via Lemma 4.2. For Texp > T0, via combining Lemma 4.1 and Theorem 4.1, we have the following
total regret expression for ExpCommit,
REGRET(T ) = O˜
(
Texp +
T − Texp√
Texp
+ T 2/3
)
(20)
after the total T interactions, resulting in the trade-off between exploration and exploitation. On
one hand, one can increase the duration of exploration for a given T to obtain tighter confidence sets
and thus better control performance but the linear regret obtained during exploration will dominate
the total regret term. On the other hand, one can decrease the exploration duration for a given
T but then the optimistically chosen controller wouldn’t give good performance on the underlying
system.
Based on this trade-off, for the total interaction time T such that T 2/3 > T0, setting Texp = T 2/3
provide us with the optimal performance for the algorithm. Therefore, by substituting Texp = T 2/3
in the (20), the regret of ExpCommit is upper bounded with O˜ (T 2/3) as stated in Theorem 3.1.
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5 Related Works
In control, the design of optimal controllers for given partially observable linear systems, especially
with quadratic cost and Gaussian perturbation, has played a significant role in the development of
Kalman filter and controlling complex systems [Åström, 2012, Bertsekas, 1995, Hassibi et al., 1999].
In a variety of real-world problems, the underlying system is unknown to the agent, therefore learning
and identifying the unknown system is crucial. When the environment is fully observable, mainly
asymptotic behavior of adaptive control methods are understood [Lai et al., 1982, Chen and Guo,
1987, Campi and Kumar, 1998]. These methods mainly rely on pure exploration to learn the model
parameters except Campi and Kumar [1998], which is based on the OFU principle. The OFU
principle has been deployed to propose efficient algorithms for both fully and partially observable
Markov decision process [Jaksch et al., 2010, Azizzadenesheli et al., 2016]. An interesting work
Abbasi-Yadkori and Szepesvári [2011] deploys the statistical developments in the self normalized
analysis of linear models [Peña et al., 2009, Abbasi-Yadkori et al., 2011] and provide the first regret
upper bound of O˜(√T ) for the fully observable case. Further, development has been made to improve
these results from either the statistical and computational point of view where either OFU or pure
exploration have been used [Faradonbeh et al., 2017, Abeille and Lazaric, 2017, 2018, Ouyang et al.,
2017, Dean et al., 2018]. Moreover, methods involving pure exploration or greedy have been studied
by [Abbasi-Yadkori et al., 2019, Mania et al., 2019, Faradonbeh et al., 2018, Cohen et al., 2019].
While the variety of mentioned works study the full adaptive case, the simplicity and importance
of explore-then-commit [Garivier et al., 2016] based methods maintain their significance.
Mainly, the mentioned studies in partially observable domains, except an interesting section
on partially observable setting of Mania et al. [2019], assume the state of the system is observ-
able. Partial observability of linear systems introduces a set of new challenges in both learning
the model parameters as well as analyzing the regret. For system identification, i.e., parame-
ter estimation, Chen et al. [1992], Juang et al. [1993], Phan et al. [1994], Oymak and Ozay [2018],
Sarkar et al. [2019] study the LQGs and show how to learn the model parameters through samples
generated by deploying a Gaussian control. In this paper, we employ these analyses, adapt them,
and provide a detailed regret study. In the case of robust control, when bounded energy adversarial
noise is considered, Hassibi et al. [1999] proposes a study of H2 and H∞ in control synthesis. In
such a setting, when we are interested in predicting the next observation, i.e., the system output,
a series of novel approaches propose to relax this problem to online convex optimizations and pro-
vide guarantees in cumulative prediction error [Hazan et al., 2017, Arora et al., 2018, Hazan et al.,
2018].
6 Conclusion and Future Work
In this work, we study learning and controlling an unknown LQG system. We propose ExpCommit,
an exploration-exploitation algorithm that learns the model dynamics through interaction and de-
signs a controller to minimize the average cost. ExpCommit consists of two phases, explore phase
and commit phase. During the explore phase, the agent deploys a Gaussian control to explore the
system. Using the experiences gathered during this phase, the ExpCommit estimates the Markov
parameters of the system and employs the Ho-Kalman method to estimate the underlying model
parameters. The agent then constructs high probability confidence sets on the model parameters.
During the commit phase, the agent computes an optimistic model within the confidence sets and
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determines its corresponding optimal controller. The agent uses this controller to control the system.
We illustrate that by deploying the optimistic controller for the remainder of the time, i.e., the com-
mit time, the regret of the ExpCommit is upper bounded by O˜(T 2/3) for a total of T interactions
with the system. This result is the first sublinear end-to-end regret upper bound for controlling an
unknown partially observable linear quadratic system.
In future work, we plan to extend the theoretical tools developed in this work to the more
interactive paradigm of adaptive control, where we are interested in agents that explore the system
while simultaneously, exploit the estimates to minimize the overall costs. We plan to design a set
of efficient adaptive control algorithms resulting in regret upper bounds of O˜(√T ).
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Appendix
In the following, we first adapt the results in Oymak and Ozay [2018] for the estimation error bound
on Gˆ. This analysis is provided in the Appendix A. An extra care in the probability expressions are
required to fully adapt the results in Oymak and Ozay [2018]. For this very reason, as well as sake
of completeness, we provide the proof pieces that lead up to the Theorem 3.2.
In the Appendix B, we describe the Ho-Kalman algorithm as well as the construction of the
confidence sets which are used to compute the optimistic controller by deploying OFU principle.
The construction of confidence sets follow the same analysis of Oymak and Ozay [2018], but we
apply small changes in the derivation to obtain confidence sets required for ExpCommit.
In the Appendix C, we show that the steady state error covariance matrix of state estimation and
Kalman gain of optimistically chosen system Θ˜ is concentrated around steady state error covariance
matrix of state estimation and Kalman gain of Θ.
In the Appendix D we provide an upper bound on the regret obtained during explore phase.
In the Appendix E, we show that with the given exploration duration (11), the state estimation
obtained via optimistic parameters and the output of underlying system to the optimistic control
input is bounded with high probability. In the Appendix F, we derive the Bellman optimality equa-
tion for LQG and in the Appendix G we provide regret decomposition for the optimistic controller,
the optimal controller of the optimistic model chosen from the confidence sets.
Finally, in the Appendix H we express the derivation of the regret upper bound of ExpCommit.
The Appendix I contains technical theorems and lemmas used in the proofs.
A Markov Parameters Estimation, Proof of Theorem 3.2
Suppose the system Θ is stable (i.e. ρ(A) < 1) and N ≥ cHp log(1δ ). We run the system with control
input ut ∼ N (0, σ2uI) for Texp = N +H−1 time steps to collect N samples of H input-output pairs.
From the definition of Gˆ in (8) we have that
(Gˆ−G)⊤ = (U⊤U)−1U⊤Γ = (U⊤U)−1
(
U⊤E + U⊤Z + U⊤WF⊤
)
Thus the spectral norm of Gˆ−G is bounded as
‖Gˆ−G‖ ≤ ‖(U⊤U)−1‖
(
‖U⊤E‖+ ‖U⊤Z‖+ ‖U⊤W‖‖F‖
)
(21)
A.1 Characterization of U⊤U
In the following, we characterize U⊤U and provide a bound on ‖U‖.
Lemma A.1 (Characterization of Data Matrix [Oymak and Ozay, 2018]). Let U ∈ RN×Hp be the
input data matrix as described in (7). For δ ∈ (0, 1), suppose the sample size obeys N ≥ cHp log(1δ )
for sufficiently large constant c > 0. Then, with probability at least 1− δ,
2Nσ2u  U⊤U  Nσ2u/2.
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Proof. Let r(v) : Rd → Rd be the circulant shift operator which maps a vector v ∈ Rd to its single
entry circular rotation to the right i.e. r(v) = [vd v1 . . . vd−1] ∈ Rd. Let C ∈ RTexpp×Texpp be a
circulant matrix given below
C =


uTexp,1 . . . uTexp,p uTexp−1,1 . . . uTexp−1,p . . . uH,1 . . . uH,p . . . u1,1. . .u1,p
u1,p . . . uTexp,p−1 uTexp,p . . . uTexp−1,p−1 . . . uH−1,p . . . uH,p−1 . . . u2,p. . .u1,p−1
. . .
. . .
. . .
. . .
. . .
. . .
u1,1. . .u1,p uTexp,1 . . . uTexp,p . . . uH+1,1 . . . uH+1,p . . . u2,1u2,2. . .u2,p
. . .
. . .
. . .
. . .
. . .
. . .
uTexp,2 . . . uTexp−1,1 uTexp−1,2 . . . uTexp−2,1 . . . uH,2 . . . uH−1,1 . . . u1,2. . .uTexp,1


The first row is given by
c1 = [u
⊤
Texp u
⊤
Texp−1 . . . u
⊤
2 u
⊤
1 ].
Notice that the ith row of C is ci = ri−1(c1) for 1 ≤ i ≤ Texpp. Therefore, looking at the rightmost
Hp columns, one can observe that rightmost columns of c1 gives
[uH,1uH,2 . . . uH,p . . . u1,1u1,2 . . . u1,p] =
[
u⊤Hu
⊤
H−1 . . . u
⊤
1
]
= u¯⊤H
Similarly, the rightmost Hp columns of each 1+ipth row of C gives u¯H+i. From this one can deduce
that U is a submatrix of C. Applying Theorem I.1, setting N0 = cHp log2(2Hp) log2(2Texpp) and
adjusting for variance σ2u, with probability at least 1− (2Texpp)− log
2(2Hp) log(2Texpp), we have
2σ2uI  N−1U⊤U  σ2u/2I =⇒ 2Nσ2u  U⊤U  Nσ2u/2
whenever N ≥ N0.
A.2 Upper bound on ‖U⊤Z‖
Lemma A.2 (Bound on ‖U⊤Z‖ [Oymak and Ozay, 2018]). Let U ∈ RN×Hp be the data matrix
and let Z ∈ RN×m be the measurement noise matrix as described in (7). For δ ∈ (0, 1/3), suppose
N ≥ cHp log(1δ ) for some absolute constant c > 0. With probability at least 1− 3δ,
‖U⊤Z‖ ≤ 2σuσz
√
N
(√
(Hp +m) + log(2Hp) log(2Texpp)
)
.
Proof. Using Texp ≥ N , Lemma A.1 yields that
Pr(‖U‖ ≤
√
2Nσu) ≥ 1− exp(− log2(2Hp) log2(2Texpp)). (22)
Suppose U have singular value decomposition of U = V1ΣV ⊤2 where V1 ∈ RN×Hp. Notice that
V ⊤1 Z ∈ RHp×m has i.i.d. N (0, 1) entries. Recall the following theorem and lemma:
Using Theorem I.4, we have E
[‖V ⊤1 Z‖] ≤ √Hp + √m ≤ √2(Hp +m). Since spectral norm
is 1-Lipschitz function, Lemma I.5 implies that, with probability at least 1 − 2 exp(−t2/2) −
exp(− log2(2Hp) log2(2Texpp)),
‖U⊤Z‖ = ‖V2ΣV ⊤1 Z‖ = ‖ΣV ⊤1 Z‖ ≤
√
2Nσuσz
(√
2(Hp +m) + t
)
Setting it for t =
√
2 log(2Hp) log(2Texpp) and δ results the statement in the main Lemma.
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A.3 Upper bound on ‖U⊤W‖
The main body of analysis of ‖U⊤W‖, with an extra involvement from the associative Theorem I.1
is similar to Lemma A.1.
Lemma A.3 (Bound on ‖U⊤W‖ [Oymak and Ozay, 2018]). Let U ∈ RN×Hp be the data matrix
and let W ∈ RN×m be the process noise matrix as described in (7). Let N0 = c′H(p+n) log2(2H(p+
n)) log2(2Texp(p + n)) for some absolute constant c
′ > 0. For δ ∈ (0, 1), suppose N ≥ cHp log(1δ )
for some absolute constant c > 0. With probability at least 1− δ,
‖U⊤W‖ ≤ σwσumax{
√
N0N,N0}
Proof. First, we define mt = [σ−1u u⊤t σ−1w w⊤t ]⊤∈ Rp+n and m¯i = [m⊤i m⊤i−1 . . . m⊤i−H+1]⊤∈ RHq.
We also define the matrix M = [m¯H , . . . , m¯H+N−1]⊤ ∈ RN×H(p+n).
M =


σ−1u u⊤H σ
−1
w w
⊤
H σ
−1
u u
⊤
H−1 σ
−1
w w
⊤
H−1 . . . σ
−1
u u
⊤
2 σ
−1
w w
⊤
2 . . . σ
−1
u u
⊤
1 σ
−1
w w
⊤
1
σ−1u u⊤H+1 σ
−1
w w
⊤
H+1 σ
−1
u u
⊤
H σ
−1
w w
⊤
H . . . σ
−1
u u
⊤
3 σ
−1
w w
⊤
3 . . . σ
−1
u u
⊤
2 σ
−1
w w
⊤
2
. . . . . . . . . . . .
σ−1u u⊤H+N−1 σ
−1
w w
⊤
H+N−1 σ
−1
u u
⊤
H+N−2 σ
−1
w w
⊤
H+N−2 . . . σ
−1
u u
⊤
N+1 σ
−1
w w
⊤
N+1 . . . σ
−1
u u
⊤
N σ
−1
w w
⊤
N


Observe that by construction, σ−1u U, σ−1w W are submatrices of M . In particular, (σuσw)−1U⊤W
is an Hp × Hn size off-diagonal submatrix of M⊤M . This is due to the facts that i) σ−1u U is a
submatrix of M characterized by the column indices
{(i− 1)(p + n) + j
∣∣∣1 ≤ i ≤ H, 1 ≤ j ≤ p},
and ii) σ−1w W lies at the complementary columns. Since (σuσw)−1U⊤W is an off-diagonal submatrix
of M⊤M , it is also a submatrix of M⊤M − I and spectral norm of a submatrix is upper bounded
by the norm of the original matrix. Thus
(σuσw)
−1‖U⊤W‖ ≤ ‖M⊤M −NI‖. (23)
Finally, we will embed M in a circulant matrix. Let r(v) : Rd → Rd be the circulant shift op-
erator which maps a vector v ∈ Rd to its single entry circular rotation to the right i.e. r(v) =
[vd v1 . . . vd−1] ∈ Rd. Let C ∈ RTexp(p+n)×Texp(p+n) be a circulant matrix given below
C =


mTexp,1 . . . mTexp,p+n mTexp−1,1 . . . mTexp−1,p+n . . . mH,1 . . . mH,p+n . . . m1,1. . .m1,p+n
m1,p+n . . . mTexp,p+n−1 mTexp,p+n . . . mTexp−1,p+n−1 . . . mH−1,p+n . . . mH,p+n−1 . . . m2,p+n. . .m1,p+n−1
. . . . . . . . . . . . . . . . . .
m1,1. . .m1,p+n mTexp,1 . . . mTexp,p+n . . . mH+1,1 . . . mH+1,p+n . . . m2,1. . .m2,p+n
. . . . . . . . . . . . . . . . . .
mTexp,2 . . . mTexp−1,1 mTexp−1,2 . . . mTexp−2,1 . . . mH,2 . . . mH−1,1 . . . m1,2. . .mTexp,1


The first row is given by
c1 = [m
⊤
Texp m
⊤
Texp−1 . . . m
⊤
2 m
⊤
1 ].
Notice that the ith row of C is ci = ri−1(c1) for 1 ≤ i ≤ Texp(p + n). Therefore, looking at the
rightmost H(p+ n) columns, one can observe that rightmost columns of c1 gives
[mH,1mH,2 . . . mH,p+n . . . m1,1m1,2 . . . m1,p+n] =
[
m⊤Hm
⊤
H−1 . . . m
⊤
1
]
= m¯⊤H
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Similarly, rightmost H(p + n) columns of each 1 + i(p + n)th row of C gives m¯H+i. From this one
can deduce that M is a submatrix of C.
Applying Theorem I.1, setting N0 = c′H(p+n) log2(2H(p+n)) log2(2Texp(p+n)) and adjusting
for variance σ2u, with probability at least 1− (2Texp(p+n))− log
2(2H(p+n)) log(2Texp(p+n)), we have that
‖ 1
N
M⊤M − I‖ ≤ max{
√
N0
N
,
N0
N
}
which implies that ‖U⊤W‖ ≤ σwσumax{
√
N0N,N0} via inequality (23).
A.4 Upper bound on ‖U⊤E‖
Lemma A.4 (Inner product of a fixed vector and state vector [Oymak and Ozay, 2018]). Let
Et ∈ RNt×m be the matrix composed of the rows et+iH = CAH−1xt+1+iH . Define
γ =
‖Γ∞‖Φ(A)2‖CAH−1‖2
1− ρ(A)2H .
Given a unit length vector a ∈ Rm, for all τ ≥ 2 and for some absolute constant c > 0, we have that
Pr(‖Eta‖22 ≥ τNtγ) ≤ 2exp(−cτNt(1− ρ(A)H )).
Proof. In the proof, the authors consider an alternative way to rewrite ‖Eta‖2 to apply Hanson-
Wright Theorem [Rudelson et al., 2013]. For further details of the proof please refer to Lemma D.6
of [Oymak and Ozay, 2018].
Theorem A.1 (Bound on Decomposition elements U⊤t Et [Oymak and Ozay, 2018]). Let
Ut = [u¯t+H , u¯t+2H , . . . , u¯t+NtH ]
⊤ Et = [et+H , et+2H , . . . , et+NtH ]
⊤.
Define γ = ‖Γ∞‖Φ(A)
2‖CAH−1‖2
1−ρ(A)2H . For δ ∈ (0, 1), U⊤t Et obeys
‖U⊤t Et‖ ≤ c0σu
√
τ log
(
1
δ
)
Ntγ,
with probability at least 1 − δ − 2 exp(−cτNt(1 − ρ(A)H) + 3m) for τ ≥ 1 and for some absolute
constants c0 and c.
Proof. For these matrices, define the filtrations Fi = σ
(
{uj , wj}t+iHj=1 }
)
for 1 ≤ i ≤ Nt. Based on
this definition, et+iH ∈ Fi−1 and ut+iH ∈ Fi and independent of Fi−1. This gives a formulation to
use Lemma (I.1). Combining Lemma I.1 and Lemma A.4 within the Covering Lemma (I.2), one
can derive the result. For the details of the proof please refer to Theorem D.2 of [Oymak and Ozay,
2018]. In order to get the presented result, one needs to pick t = c′σu
√
τ log2(2Hp) log2(2Texpp)Ntγ
in using Lemma I.1, which will translate to given bound with the stated probability.
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Corollary A.1. For δ ∈ (0, 1), suppose N ≥ cHp log(1δ ) for some absolute constant c > 0. With
probability at least 1− 3δH , we have that
‖U⊤t Et‖ ≤ c′σu
√√√√γ log(H
δ
)
max
{
N
H
,
3m+ log
(
H
δ
)
1− ρ(A)H
}
for some constant c′ > 0.
Proof. The given choice of N implies that Nt ≥ N2H . Picking τ = max
{
2H(3m+log( 1δ ))
cN(1−ρ(A)H ) , 1
}
to use in
Theorem A.1 gives the statement of corollary.
Theorem A.2 (Bound on ‖U⊤E‖ [Oymak and Ozay, 2018]). For δ ∈ (0, 1/3), suppose N ≥
cHp log(1δ ) for some absolute constant c > 0. Let U ∈ RN×Hp be the data matrix and let E ∈ RN×m
be the unknown state contribution matrix as described in (7). Define γ = ‖Γ∞‖Φ(A)
2‖CAH−1‖2
1−ρ(A)2H . Then,
with probability at least 1− 3δ,
‖U⊤E‖ ≤ cσuH
√√√√γ log(H
δ
)
max
{
N
H
,
3m+ log
(
H
δ
)
1− ρ(A)H
}
.
Proof. First decompose U⊤E =
∑Texp
t=H u¯te
⊤
t into sum of H smaller products. We form the matrices
Ut = [u¯t+H , u¯t+2H , . . . , u¯t+NtH ]
⊤ ∈ RNt×Hp Et = [et+H , et+2H , . . . , et+NtH ]⊤ ∈ RNt×m.
Then, U⊤E is decomposed as
U⊤E =
H−1∑
t=0
U⊤t Et =⇒ ‖U⊤E‖ ≤
H−1∑
t=0
‖U⊤t Et‖. (24)
Using the union bound with Corollary A.1, stated bound is obtained.
The final statement of the Theorem 3.2 follows by combining Lemma A.1, Theorem A.2, Lemma A.2
and Lemma A.3 using union bound considering the probability of events happening. In order to get
the expression of Re notice that Hγ = σ2e .
B Confidence Set Construction for the System Parameters
After estimating Gˆ, we construct the high probability confidence sets for the unknown system
parameters. We exploit these sets when we deploy the OFU principle for the controller synthesis.
ExpCommit uses Ho-Kalman method [Ho and Kálmán, 1966] to estimate the system parameters.
In this section, we first describe estimation components of the Ho-Kalman method, the Algorithm 2.
We then derive the confidence sets around the system parameter estimates in ExpCommit using the
results developed in the Theorem 3.2.
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B.1 Ho-Kalman Algorithm [Ho and Kálmán, 1966]
The Ho-Kalman algorithm, Algorithm 2, takes the Markov parameter matrix estimate Gˆ, H, the
systems order n and dimensions d1, d2, as the input. It is worth restating that the dimension of
latent state, n, is the order of the system for observable and controllable dynamics. With the
assumption that H ≥ 2n + 1, we pick d1 ≥ n and d2 ≥ n such d1 + d2 + 1 = H. This guarantees
that the system identification problem is well-conditioned, i.e. H is rank-n.
Algorithm 2 Ho-Kalman Algorithm
1: Input: Gˆ, H, system order n, d1, d2 such that d1 + d2 + 1 = H
2: Form the Hankel Matrix Hˆ ∈ Rmd1×p(d2+1) from Gˆ
3: Set Hˆ− ∈ Rmd1×pd2 as the first pd2 columns of Hˆ
4: Using SVD obtain Nˆ ∈ Rmd1×pd2 , the rank-n approximation of Hˆ−
5: Obtain U,Σ,V = SVD(Nˆ)
6: Construct Oˆ = UΣ1/2 ∈ Rmd1×n
7: Construct Cˆ = Σ1/2V ∈ Rn×pd2
8: Obtain Cˆ ∈ Rm×n, the first m rows of Oˆ
9: Obtain Bˆ ∈ Rn×p, the first p columns of Cˆ
10: Obtain Hˆ+ ∈ Rmd1×pd2 , the last pd2 columns of(Hˆ)
11: Obtain Aˆ = Oˆ†Hˆ+Cˆ† ∈ Rn×n
Recall that system parameters can be learned up to similarity transformation, i.e. for any
invertible T ∈ Rn×n, A′ = T−1AT, B′ = T−1B,C ′ = CT gives the same Markov parameters as
G so it’s a valid realization. Note that the similarity transformations have bounded norms due to
Assumption 2.2. Given Gˆ = [Gˆ1 . . . GˆH ] ∈ Rm×Hp, where Gˆi is the i’th m × p block of Gˆ, for all
1 ≤ i ≤ H, the algorithm constructs d1 × (d2 + 1) Hankel matrix Hˆ such that (i, j)th block of
Hankel matrix is Gˆ(i+j). Notice that if the input to the algorithm was G then constructed Hankel
matrix, H would be rank n, where
H = [C⊤ (CA)⊤ . . . (CAn−1)⊤]⊤[B AB . . . AnB] = O[C AnB] = O[B AC]
The matrices O and C are observability and controllability matrices respectively. Essentially, the
Ho-Kalman algorithm estimates these matrices using Gˆ. In order to obtain these estimates, the
algorithm constructs Hˆ− by taking first pd2 columns of Hˆ and calculates Nˆ which is the best
rank-n approximation of Hˆ−. Singular value decomposition of Nˆ gives the estimates of O,C, i.e.
Nˆ = UΣ1/2 Σ1/2V = OˆCˆ. From these estimates, the algorithm recovers Bˆ as the first n× p block
of Cˆ, Cˆ as the first m×n block of Oˆ and Aˆ as Oˆ†Hˆ+Cˆ† where Hˆ+ is the submatrix of Hˆ obtained
by discarding left-most md1 × p block.
B.2 Confidence sets around Aˆ, Bˆ, Cˆ
The results in this section are adopted and modified versions of those in [Oymak and Ozay, 2018].
Except the Lemma B.1, which is directly from the mentioned work, we make a small change to
the presentation of it so that we can observe the dependency on the duration of exploration period
and the construction of confidence set around the estimates. In this section, for completeness we
provide this lemma that is used in the proof of theorem. The proof uses a simple singular value
perturbation arguments. For more details of the proof, please refer to [Oymak and Ozay, 2018].
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Lemma B.1 ([Oymak and Ozay, 2018]). H, Hˆ andN, Nˆ satisfies the following perturbation bounds,
max
{∥∥∥H+ − Hˆ+∥∥∥ ,∥∥∥H− − Hˆ−∥∥∥} ≤ ‖H− Hˆ‖ ≤√min {d1, d2 + 1}‖Gˆ −G‖
‖N− Nˆ‖ ≤ 2
∥∥∥H− − Hˆ−∥∥∥ ≤ 2√min {d1, d2}‖Gˆ−G‖
Denote the nth largest singular value of N, i.e. smallest nonzero singular value, as σn(N). It is
worth noting that if σn(N) is large enough, the order of the system can be estimated via singular
value thresholding of Hˆ−.
Given the Lemma B.1, we can show the following theorem:
Theorem B.1. Suppose H is the rank-n Hankel matrix obtained from G. Let A¯, B¯, C¯ be the system
parameters that Ho-Kalman algorithm provides for G. Suppose the system is order n and it is
observable and controllable. Define the rank-n matrix N such that it is the submatrix of H obtained
by discarding the last block column of H. Suppose σn(N) > 0 and ‖Nˆ −N‖ ≤ σn(N)2 . Then, there
exists a unitary matrix T ∈ Rn×n such that, Θ¯ = (A¯, B¯, C¯) ∈ (CA × CB × CC) for
CA =
{
A′ ∈ Rn×n : ‖Aˆ−T⊤A′T‖ ≤
(
31n‖H‖
σ2n(H)
+
13n
2σn(H)
)
‖Gˆ−G‖
}
(25)
CB =
{
B′ ∈ Rn×p : ‖Bˆ −T⊤B′‖ ≤ 7n√
σn(H)
‖Gˆ−G‖
}
(26)
CC =
{
C ′ ∈ Rm×n : ‖Cˆ −C ′T‖ ≤ 7n√
σn(H)
‖Gˆ−G‖
}
(27)
where Aˆ, Bˆ, Cˆ obtained from Ho-Kalman algorithm with using the least squares estimate of the
Markov parameter matrix Gˆ.
Proof. The proof is similar to proof of Theorem 4.3 in Oymak and Ozay [2018]. Difference in the
presentation arises due to providing different characterization of the dependence on ‖N − Nˆ‖ and
centering the confidence ball over the estimations rather than the output of Ho-Kalman algorithm
with the input of G. In Oymak and Ozay [2018], from the inequality
‖B¯ −T⊤Bˆ‖2F ≤
2n‖N− Nˆ‖2
(
√
2− 1)
(
σn(N)− ‖N− Nˆ‖
) ,
the authors use the assumption ‖N − Nˆ‖ ≤ σn(N)2 to cancel out numerator and denominator. In
this presentation, we define TN such that ‖N − Nˆ‖ ≤ σn(N)2 holds with high probability as long
as Texp ≥ TN . In the definition of TN , we use σn(H), due to the fact that singular values of
submatrices by column partitioning are interlaced, i.e. σn(N) = σn(H−) ≥ σn(H). Then, we define
the denominator based on σn(N) and again use the fact σn(N) = σn(H−) ≥ σn(H). Following the
proof steps provided in Oymak and Ozay [2018] and combining Lemma B.1 with the fact that one
can choose either d1 = n or d2 = n while d1, d2 ≥ n, we obtain the presented theorem.
Proof of Theorem 3.3:
This result is obtained by combining Theorem 3.2 and Theorem B.1 
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C Upper bound on ‖Σ˜ − S−1ΣS‖ and ‖L˜ − S−1L‖, Proof of Lemma
3.1
In this section, we provide the concentration results on ‖Σ˜−S−1ΣS‖ and ‖L˜−S−1L‖. S ∈ Rn×n is
a similarity transformation that is composed of two similarity transformations. The first one takes
the system Θ and transforms to Θ¯, the output of Ho-Kalman algorithm. The second similarity
transformation is the unitary matrix that is proven to exist in Theorem 3.3. We deploy the fixed
point argument from [Mania et al., 2019] to bound ‖Σ˜ − S−1ΣS‖. Then we utilize the resulting
bounds to come up with the concentration of ‖L˜− S−1L‖.
Proof of Lemma 3.1:
For the simplicity of the presentation of the proof, without loss of generality, let A = S−1AS,
C = CS, i.e. assume that S = I. Given parameters (A,C, σ2wI, σ
2
zI), define F (X,A,C) such that
F (X,A,C) = X −AXA⊤ +AXC⊤
(
CXC⊤ + σ2zI
)−1
CXA⊤ − σ2wI
= X −A(I + σ−2z XC⊤C)−1XA⊤ − σ2wI
where last equality follows from matrix inversion lemma. Moreover, notice that solving algebraic
Riccati equation for steady state error covariance matrix of state estimation for (A,C, σ2wI, σ
2
zI) is
equivalent to finding the unique positive definite solution to X such that F (X,A,C) = 0. The
solution for the underlying system Θ, F (X,A,C) = 0, is denoted as Σ and the solution for the
optimistic system Θ˜ chosen from the set (CA × CB × CC) ∩ S, F (X, A˜, C˜) = 0, is denoted as Σ˜.
Denote DΣ = Σ˜−Σ and M = A(I −LC). Recall that L = ΣC⊤
(
CΣC⊤ + σ2zI
)−1
. For any matrix
X such that I + (Σ +X)(σ−2z C⊤C) is invertible we have
F (Σ +X,A,C) = X −MXM⊤ +MX(σ−2z C⊤C)[I + (Σ +X)(σ−2z C⊤C)]−1XM⊤. (28)
One can verify the identity by adding F (Σ, A,C) = 0 to the right hand side of (28) and use the
identity that M = A(I − LC) = A(I + σ−2z ΣC⊤C)−1 = A(I − ΣC⊤(CΣC⊤ + σ2zI)−1C). Define
two operators T (X), H(X) such that T (X) = X −MXM⊤ and H(X) =MX(σ−2z C⊤C)[I + (Σ+
X)(σ−2z C⊤C)]−1XM⊤. Thus,
F (Σ +X,A,C) = T (X) +H(X)
Notice that since (28) is satisfied for any X such that I + (Σ +X)(σ−2z C⊤C) is invertible,
F (Σ +X,A,C)− F (Σ +X, A˜, C˜) = T (X) +H(X) (29)
has a unique solution X = DΣ where Σ+DΣ  0.
Recall that M is stable. Therefore, the linear map T : X 7→ X − MXM⊤ has non-zero
eigenvalues, i.e T is invertible. Using this, define the following operator,
Ψ(X) = T −1
(
F (Σ +X,A,C)− F (Σ +X, A˜, C˜)−H(X)
)
.
Notice that solving for X in (29) is equivalent to solving for X that satisfies Σ + X  0 and
Ψ(X) = X. This shows that Ψ(X) has a unique fixed point X that is DΣ. Consider the set
SΣ,β = {X : ‖X‖ ≤ β,X = X⊤,Σ+X  0}. (30)
24
Let X ∈ SΣ,β for β < σn(Σ)/2. First of all, recalling Assumption 2.3, notice that operator norm
of T −1 is upper bounded as ‖T −1‖ ≤ 1
1−υ2 . Using Lemma I.6, we get ‖H(X)‖ ≤ σ−2z υ2‖X‖2‖C‖2 ≤
σ−2z υ2β2‖C‖2. Now consider F (Σ +X,A,C) − F (Σ +X, A˜, C˜):
F (Σ +X, A˜, C˜)− F (Σ +X,A,C) (31)
= A(I + σ−2z (Σ +X)C
⊤C)−1(Σ +X)A⊤−A˜(I + σ−2z (Σ +X)C˜⊤C˜)−1(Σ +X)A˜⊤
= A(I + σ−2z (Σ +X)C˜
⊤C˜)−1(Σ +X)σ−2z (C
⊤C−C˜⊤C˜)(I+σ−2z (Σ+X)C⊤C)−1(Σ+X)A⊤
− (A˜−A)(I+σ−2z (Σ+X)C˜⊤C˜)−1(Σ+X)A⊤−A(I + σ−2z (Σ+X)C˜⊤C˜)−1(Σ+X)(A˜−A)⊤
− (A˜−A)(I + σ−2z (Σ +X)C˜⊤C˜)−1(Σ +X)(A˜ −A)⊤ (32)
Using, Lemma I.6 and the fact that X ∈ SΣ,β,
‖F (Σ+X, A˜, C˜)−F (Σ+X,A,C)‖ (33)
≤σ−2z Φ(A)2‖Σ+X‖2‖C⊤C − C˜⊤C˜‖+2Φ(A)‖Σ+X‖‖A˜ −A‖+‖Σ +X‖‖A˜−A‖2
≤σ−2z Φ(A)2(β+‖Σ‖)2(2‖C‖‖C˜−C‖+ ‖C˜−C‖2)+(β+‖Σ‖)(2Φ(A)‖A˜−A‖+ ‖A˜−A‖2) (34)
This gives us the following,
‖Ψ(X)‖≤
σ−2z Φ(A)2 (β + ‖Σ‖)2
(
2‖C‖‖C˜ − C‖+ ‖C˜−C‖2
)
1− υ2
+
(β + ‖Σ‖)
(
2Φ(A)‖A˜ −A‖+ ‖A˜−A‖2
)
+ σ−2z υ2β2‖C‖2
1− υ2
Again using Lemma I.6 and the definition of H(X), for X1,X2 ∈ SΣ,β
‖H(X1)−H(X2)‖ ≤ υ2
(
(σ−2z ‖C‖2β)2 + 2(σ−2z ‖C‖2β)
) ‖X1 −X2‖
Next we bound
‖D(X1,X2)‖ = ‖F (Σ +X1, A˜, C˜)− F (Σ +X1, A,C)− F (Σ +X2, A˜, C˜) + F (Σ +X2, A,C)‖.
Notice that using Lemma I.6, we have ‖(I + σ−2z (Σ +X)C˜⊤C˜)−1‖, ‖(I + σ−2z (Σ +X)C⊤C)−1‖ ≤
2(‖Σ‖+β)
σn(Σ)
from the choice of β. Let V1 = (I + σ−2z (Σ +X1)C⊤C)−1(Σ +X1) and V˜1 = (I + σ−2z (Σ +
X1)C˜
⊤C˜)−1(Σ+X1). Define similarly V2 and V˜2. Note that from Lemma I.6, ‖V1‖, ‖V2‖, ‖V˜1‖, ‖V˜2‖ ≤
‖Σ‖+ β. Using these, we bound ‖D(X1,X2)‖ as follows∥∥∥D(X1,X2)∥∥∥
=
∥∥∥AV˜1σ−2z (C⊤C−C˜⊤C˜)V1A⊤−AV˜2σ−2z (C⊤C − C˜⊤C˜)V2A⊤−(A˜−A)V˜1A⊤+(A˜−A)V˜2A⊤
−AV˜1(A˜−A)⊤ +AV˜2(A˜−A)⊤ − (A˜−A)V˜1(A˜−A)⊤ + (A˜−A)V˜2(A˜−A)⊤
∥∥∥
≤ Φ(A)2‖(V˜1 − V˜2)σ−2z (C⊤C − C˜⊤C˜)V1‖+Φ(A)2‖V˜2σ−2z (C⊤C − C˜⊤C˜)(V1 − V2)‖
+ ‖V˜1 − V˜2‖
(
2Φ(A)‖A˜ −A‖+ ‖A˜−A‖2
)
≤ σ−2z Φ(A)2(2‖C‖‖C˜−C‖+ ‖C˜−C‖2)
(
‖V˜1 − V˜2‖‖V1‖+ ‖V˜2‖‖V1 − V2‖
)
+ ‖V˜1 − V˜2‖
(
2Φ(A)‖A˜ −A‖+ ‖A˜−A‖2
)
(35)
We need to consider ‖V˜1 − V˜2‖ and ‖V1 − V2‖:
‖V˜1 − V˜2‖ ≤ ‖(I + σ−2z (Σ +X1)C˜⊤C˜)−1(X1 −X2)‖
+
∥∥∥((I + σ−2z (Σ +X1)C˜⊤C˜)−1 − (I + σ−2z (Σ +X2)C˜⊤C˜)−1) (Σ +X2)∥∥∥
≤ ‖X1 −X2‖2(‖Σ‖ + β)
σn(Σ)
+ σ−2z
4(‖Σ‖ + β)3
σ2n(Σ)
(‖C‖+ ‖C˜ − C‖)2‖X1 −X2‖
‖V1 − V2‖ ≤ ‖X1 −X2‖2(‖Σ‖ + β)
σn(Σ)
+ σ−2z
4(‖Σ‖ + β)3
σ2n(Σ)
‖C‖2‖X1 −X2‖
Combining these with (35), we get∥∥∥D(X1, X2)∥∥∥
≤
[
(2‖C‖‖C˜−C‖+‖C˜−C‖2)Φ(A)2
(
4σ−2z (‖Σ‖+β)2
σn(Σ)
+
8σ−4z (‖Σ‖+β)4
σ2n(Σ)
((‖C‖+‖C˜ − C‖)2+‖C‖2)
)
+
(
2Φ(A)‖A˜−A‖+ ‖A˜−A‖2
)(2(‖Σ‖+ β)
σn(Σ)
+
4σ−2z (‖Σ‖+ β)3
σ2n(Σ)
(‖C‖+ ‖C˜ − C‖)2
)]
‖X1 −X2‖
Therefore we have the following inequality for Ψ(X1)−Ψ(X2):
‖Ψ(X1)−Ψ(X2)‖
≤
[
(2‖C‖‖C˜−C‖+‖C˜−C‖2)Φ(A)2
(
4σ−2z (‖Σ‖+β)2
σn(Σ)
+
8σ−4z (‖Σ‖+β)4
σ2n(Σ)
((‖C‖+‖C˜ − C‖)2+‖C‖2)
)
+
(
2Φ(A)‖A˜−A‖+ ‖A˜−A‖2
)(2(‖Σ‖+ β)
σn(Σ)
+ σ−2z
4(‖Σ‖+ β)3
σ2n(Σ)
(‖C‖+ ‖C˜ − C‖)2
)
+ υ2
(
(σ−2z ‖C‖2β)2 + 2(σ−2z ‖C‖2β)
) ]‖X1 −X2‖
1− υ2 (36)
Denote ǫ such that ǫ := max{‖C − C˜‖, ‖A − A˜‖}. The choice of Texp (due to TA, TB) guarantees
that ǫ < 1. In order to show that DΣ is the unique fixed point of Ψ in SΣ,β, one needs to show
that Ψ maps SΣ,β to itself and it’s contraction. To this end, we need to have ǫ and β that gives
‖Ψ(X)‖ ≤ β and ‖Ψ(X1)−Ψ(X2)‖ < ‖X1 −X2‖. Let β = 2k∗ǫ < σn(Σ)2 where
k∗ =
σ−2z Φ(A)2(2‖C‖ + 1)‖Σ‖2 + (2Φ(A) + 1)‖Σ‖
1− υ2
One can verify that this gives ‖Ψ(X)‖ ≤ β. In order to get contraction, the coefficient of ‖X1−X2‖
in (36) must be less than 1. This requires
ǫ <
1− υ2
(2‖C‖ + 1)Φ(A)2c1 + (2Φ(A) + 1)c2 + 6k∗c3 ,
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for
c1 =
(
4σ−2z (‖Σ‖+σn(Σ)/2)2
σn(Σ)
+
8σ−4z (‖Σ‖+σn(Σ)/2)4
σ2n(Σ)
(2‖C‖2 + 2‖C‖+ 1)
)
c2 =
(
2(‖Σ‖+ σn(Σ)/2)
σn(Σ)
+
4σ−2z (‖Σ‖+ σn(Σ)/2)3
σ2n(Σ)
(‖C‖2 + 2‖C‖+ 1)
)
c3 = υ
2σ−2z ‖C‖2.
From the choice of Texp (Due to TL), ǫ satisfies the stated bound. Thus, Ψ has a unique fixed point
in SΣ,2kǫ, i.e. ‖Σ˜−Σ‖ ≤ 2k∗max{‖C− C˜‖, ‖A− A˜‖}. Bringing back the similarity transformations,
this gives us the following bound
‖Σ˜− S−1ΣS‖ ≤ 2k∗max{‖C˜ − CS‖, ‖A˜− S−1AS‖}
≤ 4k∗max {βA, βC} := ∆Σ
since ‖A˜− S−1AS‖ ≤ 2βA and ‖C˜ −CS‖ ≤ 2βC .
We know prove the second part of Lemma 3.1 for ‖L˜ − S−1L‖. Again, considering for S = I,
and using the definition of L and L˜, we get
L− L˜ = ΣC⊤(CΣC⊤ + σ2zI)−1 − Σ˜C˜⊤(C˜Σ˜C˜⊤ + σ2zI)−1
= (ΣC⊤ − Σ˜C˜⊤)(CΣC⊤ + σ2zI)−1 + Σ˜C˜⊤
(
(CΣC⊤ + σ2zI)
−1 − (C˜Σ˜C˜⊤ + σ2zI)−1
)
=
(
(Σ− Σ˜)C⊤ + (Σ˜− Σ)(C⊤ − C˜⊤) + Σ(C⊤ − C˜⊤)
)
(CΣC⊤ + σ2zI)
−1
+ Σ˜C˜⊤(CΣC⊤ + σ2zI)
−1
(
(CΣC⊤+σ2zI)
−1 + (C˜Σ˜C˜⊤−CΣC⊤)−1
)−1
(CΣC⊤+σ2zI)
−1 (37)
where (37) follows from Matrix inversion lemma. We will bound each term individually:
‖L˜− L‖ ≤ σ−2z
(
‖C‖‖Σ − Σ˜‖+ ‖Σ− Σ˜‖‖C˜ − C‖+ ‖Σ‖‖C˜ − C‖
)
+
σ−4z
(
‖C‖‖Σ− Σ˜‖+ ‖Σ − Σ˜‖‖C˜ − C‖+ ‖Σ‖‖C˜ −C‖+ ‖C‖‖Σ‖
)
σn
(
(CΣC⊤ + σ2zI)−1 + (C˜Σ˜C˜⊤ − CΣC⊤)−1
)
From Weyl’s inequality we have
1
σn
(
(CΣC⊤ + σ2zI)−1 + (C˜Σ˜C˜⊤ − CΣC⊤)−1
)
≤ 1
σn ((CΣC⊤ + σ2zI)−1) + σn
(
(C˜Σ˜C˜⊤ − CΣC⊤)−1
)
=
1
1
‖CΣC⊤+σ2zI‖ +
1
‖C˜Σ˜C˜⊤−CΣC⊤‖
=
‖C˜Σ˜C˜⊤ − CΣC⊤‖
1 + ‖C˜Σ˜C˜
⊤−CΣC⊤‖
‖CΣC⊤+σ2zI‖
≤ ‖C˜Σ˜C˜⊤ − CΣC⊤‖
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where the last inequality follows from the choice of Texp which provides that ‖C˜Σ˜C˜⊤ − CΣC⊤‖ ≤
‖CΣC⊤ + σ2zI‖. Thus we get
‖L˜− L‖
≤
(
σ−2z + σ
−4
z ‖C˜Σ˜C˜⊤ − CΣC⊤‖
)(
‖C‖‖Σ− Σ˜‖+ ‖Σ− Σ˜‖‖C˜ − C‖+ ‖Σ‖‖C˜ − C‖
)
+ σ−4z ‖C˜Σ˜C˜⊤ −CΣC⊤‖‖C‖‖Σ‖
≤(σ−2z +σ−4z (4β2C‖Σ‖+4βC‖C‖‖Σ‖+‖C‖2∆Σ+4βC‖C‖∆Σ+4β2C∆Σ)) (‖C‖∆Σ+2βC∆Σ+2βC‖Σ‖)
+ σ−4z
(
4β2C‖Σ‖+4βC‖C‖‖Σ‖+‖C‖2∆Σ+4βC‖C‖∆Σ+4β2C∆Σ
) ‖C‖‖Σ‖
≤(σ−2z +σ−4z (4βC‖Σ‖+4βC‖C‖‖Σ‖+‖C‖2∆Σ+4‖C‖∆Σ+4∆Σ)) (‖C‖∆Σ+2∆Σ+2βC‖Σ‖)
+ σ−4z
(
4βC‖Σ‖+4βC‖C‖‖Σ‖+‖C‖2∆Σ+4‖C‖∆Σ+4∆Σ
) ‖C‖‖Σ‖
≤∆Σ (σ−2z (‖C‖+ 2) + σ−4z ‖C‖3‖Σ‖+ 10σ−4z ‖C‖2‖Σ‖+ 24σ−4z ‖C‖‖Σ‖+ 16σ−4z ‖Σ‖)
+ βC
(
2σ−2z ‖Σ‖+ 8σ−4z ‖Σ‖2 + 12σ−4z ‖C‖‖Σ‖2 + 4σ−4z ‖C‖2‖Σ‖2
)
+∆Σ2
(
σ−4z ‖C‖3 + 6σ−4z ‖C‖2 + 12σ−4z ‖C‖+ 8σ−4z
)
.
The choice of TL gives,
‖L˜−L‖
≤∆Σ
(
σ−2z (‖C‖+2)+σ−4z ‖C‖3(1+‖Σ‖)+10σ−4z ‖C‖2(0.6+‖Σ‖)+24σ−4z ‖C‖(0.5+‖Σ‖)+16σ−4z (0.5+‖Σ‖)
)
+ βC
(
2σ−2z ‖Σ‖+ 8σ−4z ‖Σ‖2 + 12σ−4z ‖C‖‖Σ‖2 + 4σ−4z ‖C‖2‖Σ‖2
)

D Regret of Exploration Phase
Lemma D.1. Suppose Assumptions 2.1 and 2.2 hold. For any 0 < δ < 1, with probability as
least 1 − δ, the regret of controlling LQG system Θ with ut ∼ N (0, σ2u) for 1 ≤ t ≤ Texp, i.e. pure
exploration, is upper bounded as follows:
REGRET(Texp)≤Texp
(
(σ2w+σ
2
u‖B‖2)‖A‖2
1− ‖A‖2 Tr(C
⊤QC)+σ2uTr(R)−Tr(C⊤QCΣ¯+P (Σ−Σ¯))
)
+ 2
√
Texp
(
‖C⊤QC‖X2exp + ‖Q‖Z2 + ‖R‖U2exp
)√
2 log
2
δ
(38)
where Xexp :=
(σ2w+σ
2
u‖B‖2)‖A‖2
1−‖A‖2
√
2n log(12nTexp/δ), Z := σ
2
z
√
2m log(12mTexp/δ),
Uexp := σ
2
u
√
2p log(12pTexp/δ), while Σ and Σ¯ are the solutions to the following algebraic Riccati
equation of system Θ:
Σ = AΣ¯A⊤ + σ2wI, Σ¯ = Σ−ΣC⊤
(
CΣC⊤ + σ2zI
)−1
CΣ.
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Proof. For all 1 ≤ t ≤ Texp, Σ(xt) 4 Γ∞, where Γ∞ is the steady state covariance matrix of xt such
that,
Γ∞ =
∞∑
i=0
σ2wA
i(A⊤)i + σ2uA
iBB⊤(A⊤)i.
From the Assumption 2.1, for a finite Φ(A), ‖Aτ‖ ≤ Φ(A)ρ(A)τ for all τ ≥ 0. Thus, ‖Γ∞‖ ≤
(σ2w + σ
2
u‖B‖2)Φ(A)
2ρ(A)2
1−ρ(A)2 . Notice that each xt is component-wise
√‖Γ∞‖-sub-Gaussian random
variable.
Combining this with Lemma I.3 and using union bound, we can deduce that with probability
1− δ/2, for all 1 ≤ t ≤ Texp,
‖xt‖ ≤ Xexp := (σw + σu‖B‖)Φ(A)ρ(A)√
1− ρ(A)2
√
2n log(12nTexp/δ), (39)
‖zt‖ ≤ Z := σz
√
2m log(12mTexp/δ), (40)
‖ut‖ ≤ Uexp := σu
√
2p log(12pTexp/δ). (41)
Let Ω = 2(‖C⊤QC‖X2exp + ‖Q‖Z2 + ‖R‖U2exp). Define Xt = x⊤t C⊤QCxt + z⊤t Qzt + u⊤t Rut −
E[x⊤t C⊤QCxt + z⊤t Qzt + u⊤t Rut] and its truncated version X˜t = 1Xt≤ΩXt. Define S =
∑Texp
t=1 Xt
and S˜ =
∑Texp
t=1 X˜t. By Lemma I.4,
Pr
(
S > Ω
√
2Texp log
2
δ
)
≤ Pr
(
max
1≤t≤Texp
Xt ≥ Ω
)
+ Pr
(
S˜ > Ω
√
2Texp log
2
δ
)
. (42)
From equations (39)-(41) and Theorem I.2, each term on the right hand side is bounded by δ/2.
Thus, with probability 1− δ,
Texp∑
t=1
y⊤t Qyt+u
⊤
t Rut−E[y⊤t Qyt+u⊤t Rut]≤Ω
√
2Texp log
2
δ
(43)
Texp∑
t=1
y⊤t Qyt+u
⊤
t Rut≤Texp
(
(σ2w+σ
2
u‖B‖2)
Φ(A)2ρ(A)2
1− ρ(A)2 Tr(C
⊤QC)+σ2uTr(R)+σ
2
z Tr(Q)
)
(44)
+ 2
(
‖C⊤QC‖X2exp + ‖Q‖Z2 + ‖R‖U2exp
)√
2Texp log
2
δ
(45)
Recall that cost obtained in Texp by the optimal controller of Θ is
Texp
(
Tr(C⊤QCΣ¯) + Tr(P (Σ − Σ¯)) + σ2z Tr(Q)
)
.
Thus the regret obtained from Texp length exploration is upper bounded as described in the state-
ment of lemma.
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E Upper Bound on ‖xˆt|t,Θ˜‖ and ‖yt‖, Proof of Lemma 4.2
We know that the behavior of the underlying system is the same as any system that is obtained via
similarity transformation of it. Therefore, without loss of generality, we assume that S = I. Also
note that, the effect of initial state after Texp length exploration is omitted in the presentation since it
is well-controlled during the exploration, i.e., (39), and it exponentially decays after the exploration
due to achieved stable closed loop dynamics that is explained below. First define et = yt−Cxˆt|t−1,Θ,
where et ∼ N
(
0, CΣC⊤ + σ2zI
)
. Note that et is the zero mean white innovation process, in the
innovation form of the system characterization.
Proof. Assume that the event E holds. Observe that xˆt|t,Θ˜ has the following dynamics,
xˆt|t,Θ˜ = (I − L˜C˜)(A˜− B˜K˜)xˆt−1|t−1,Θ˜ + L˜yt
= (I − L˜C˜)(A˜− B˜K˜)xˆt−1|t−1,Θ˜
+ L˜
(
Cxt − Cxˆt|t−1,Θ˜ + Cxˆt|t−1,Θ˜ + zt
)
= (I − L˜C˜)(A˜− B˜K˜)xˆt−1|t−1,Θ˜
+ L˜
(
Cxt − Cxˆt|t−1,Θ˜ + C(A˜− B˜K˜)xˆt−1|t−1,Θ˜ + zt
)
=
(
A˜− B˜K˜ − L˜
(
C˜A˜− C˜B˜K˜ − CA˜+ CB˜K˜
))
xˆt−1|t−1,Θ˜
+ L˜C(xt − xˆt|t−1,Θ + xˆt|t−1,Θ − xˆt|t−1,Θ˜) + L˜zt
=
(
A˜− B˜K˜ − L˜
(
C˜A˜− C˜B˜K˜ − CA˜+ CB˜K˜
))
xˆt−1|t−1,Θ˜
+ L˜C(xt − xˆt|t−1,Θ) + L˜C(xˆt|t−1,Θ − xˆt|t−1,Θ˜) + L˜zt (46)
Thus, it propagates according to the linear system given in equation (46) with closed loop dy-
namicsM =
(
A˜− B˜K˜ − L˜
(
C˜A˜− C˜B˜K˜ − CA+ CBK˜
))
driven by the process L˜C(xt−xˆt|t−1,Θ)+
L˜C(xˆt|t−1,Θ − xˆt|t−1,Θ˜) + L˜zt. With the Assumption 2.3, for the given Texp (due to TM ), we have
‖M‖ < 1+ρ2 < 1. Notice that L˜C(xt − xˆt|t−1,Θ) + L˜zt is ζ(‖C‖‖Σ‖1/2 + σz)-sub-Gaussian, thus it’s
ℓ2-norm can be bounded using Lemma I.3:
‖L˜tC(xt − xˆt|t−1,Θ) + L˜tzt‖ ≤ ζ
(
‖C‖‖Σ‖1/2 + σz
)√
2n log(2nT/δ) (47)
for all T ≥ t ≥ Texp with probability at least 1 − δ. Next, we will consider xˆt|t−1,Θ − xˆt|t−1,Θ˜, i.e.
how much the state estimation using the optimistic model deviates from the state estimation using
the true model. Let ∆t = xˆt|t−1,Θ − xˆt|t−1,Θ˜. Consider the following decompositions,
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xˆt+1|t,Θ = Axˆt|t,Θ −BK˜xˆt|t,Θ˜
= Axˆt|t,Θ −BK˜xˆt|t,Θ −BK˜(xˆt|t,Θ˜ − xˆt|t,Θ)
= (A−BK˜)xˆt|t,Θ −BK˜(xˆt|t,Θ˜ − xˆt|t,Θ),
xˆt+1|t,Θ˜ = A˜xˆt|t,Θ˜ − B˜K˜xˆt|t,Θ˜
= (A˜+A−A− B˜K˜ +BK˜ −BK˜)(xˆt|t,Θ˜ − xˆt|t,Θ + xˆt|t,Θ)
= (A˜−A−B˜K˜+BK˜)︸ ︷︷ ︸
δ
Θ˜
xˆt|t,Θ + δΘ˜(xˆt|t,Θ˜−xˆt|t,Θ) + (A−BK˜)(xˆt|t,Θ˜−xˆt|t,Θ) + (A−BK˜)xˆt|t,Θ.
Thus, we get
xˆt+1|t,Θ − xˆt+1|t,Θ˜ = (A−BK˜)xˆt|t,Θ −BK˜(xˆt|t,Θ˜ − xˆt|t,Θ)−δΘ˜xˆt|t,Θ − δΘ˜(xˆt|t,Θ˜−xˆt|t,Θ)
− (A−BK˜)(xˆt|t,Θ˜−xˆt|t,Θ)− (A−BK˜)xˆt|t,Θ,
∆t+1 = A(xˆt|t,Θ − xˆt|t,Θ˜)− δxˆt|t,Θ + δ(xˆt|t,Θ − xˆt|t,Θ˜)
= (A+ δΘ˜)(xˆt|t,Θ − xˆt|t,Θ˜)− δΘ˜xˆt|t,Θ. (48)
Recalling the definition of innovation term et in the beginning of the section, we can decompose
xˆt|t,Θ − xˆt|t,Θ˜ as follows,
xˆt|t,Θ − xˆt|t,Θ˜ = xˆt|t−1,Θ + Let − (xˆt|t−1,Θ˜ + L˜(yt − C˜xˆt|t−1,Θ˜))
= xˆt|t−1,Θ − xˆt|t−1,Θ˜ + Let − L˜(et + Cxˆt|t−1,Θ − C˜xˆt|t−1,Θ˜)
= xˆt|t−1,Θ − xˆt|t−1,Θ˜︸ ︷︷ ︸
∆t
+(L− L˜)et − L˜

(C − C˜)xˆt|t−1,Θ + C˜(xˆt|t−1,Θ − xˆt|t−1,Θ˜︸ ︷︷ ︸
∆t
)


= (I − L˜C˜)∆t + (L− L˜)et + L˜(C˜ − C)xˆt|t−1,Θ
Plugging xˆt|t,Θ − xˆt|t,Θ˜ into (48) gives the following,
∆t+1 = (A+ δΘ˜)
(
(I − L˜C˜)∆t + (L− L˜)et + L˜(C˜ − C)xˆt|t−1,Θ
)
− δΘ˜xˆt|t,Θ
= (A+ δΘ˜)(I − L˜C˜)∆t + (A+ δΘ˜)(L− L˜)et + (A+ δΘ˜)L˜(C˜ − C)xˆt|t−1,Θ − δΘ˜xˆt|t,Θ
= (A+ δΘ˜)(I − L˜C˜)∆t + (A+ δΘ˜)(L− L˜)et + (A+ δΘ˜)L˜(C˜ − C)xˆt|t−1,Θ − δΘ˜xˆt|t−1,Θ − δΘ˜Let
= (A+ δΘ˜)(I − L˜C˜)∆t + (AL−AL˜+ δΘ˜L− δΘ˜L˜− δΘ˜L)et +
(
(A+ δΘ˜)L˜(C˜ − C)− δΘ˜
)
xˆt|t−1,Θ
= (A+ δΘ˜)(I − L˜C˜)∆t + (A(L− L˜)− δΘ˜L˜)et +
(
(A+ δΘ˜)L˜(C˜ −C)− δΘ˜
)
xˆt|t−1,Θ
=
t∑
j=0
(
(A+ δΘ˜)(I − L˜C˜)
)t−j (
A(L− L˜)− δΘ˜L˜
)
ej
+
t∑
j=1
(
(A+ δΘ˜)(I − L˜C˜)
)t−j (
(A+ δΘ˜)L˜(C˜ − C)− δΘ˜
)
xˆj|j−1,Θ. (49)
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Now consider the decomposition given below for xˆj|j−1,Θ:
xˆj|j−1,Θ = Axˆj−1|j−1,Θ −BK˜xˆj−1|j−1,Θ˜
= Axˆj−1|j−1,Θ −BK˜xˆj−1|j−1,Θ −BK˜(xˆj−1|j−1,Θ˜ − xˆj−1|j−1,Θ)
= (A−BK˜)xˆj−1|j−1,Θ +BK˜(xˆj−1|j−1,Θ − xˆj−1|j−1,Θ˜)
= (A−BK˜)(xˆj−1|j−2,Θ + Lej−1) +BK˜((I − L˜C˜)∆j−1 + (L− L˜)ej−1 + L˜(C˜ − C)xˆj−1|j−2,Θ)
= (A−BK˜(I − L˜(C˜ − C)))xˆj−1|j−2,Θ +BK˜(I − L˜C˜)∆j−1 + ((A−BK˜)L+BK˜(L− L˜))ej−1
=
j−1∑
i=0
(
A−BK˜+BK˜L˜(C˜−C)
)j−i−1 (
BK˜(I−L˜C˜)∆i + ((A−BK˜)L+BK˜(L−L˜))ei
)
.
(50)
For the brevity of representation, we define the following terms:
α = (A+δΘ˜)(I−L˜C˜),
β = (A+δΘ˜)L˜(C˜−C)−δΘ˜,
κ = A(L− L˜)− δΘ˜L˜,
γ = A−BK˜+BK˜L˜(C˜−C),
χ = BK˜(I−L˜C˜),
ξ = (A−BK˜)L+BK˜(L−L˜).
Finally, using (49) with the equality given in (50) and the given definitions above we get:
∆t+1 =
t∑
j=0
αt−jκej +
t∑
j=1
αt−jβ
(
j−1∑
i=0
γj−i−1χ∆i
)
+
t∑
j=1
αt−jβ
(
j−1∑
i=0
γj−i−1ξei
)
. (51)
We will bound first and third term in (51) separately and since each ∆t+1 has linear combination of
∆i for i ≤ t, we provide an inductive argument to bound ∆t+1 for all t. Since Texp > max{Tα, Tγ},
the system parameter estimates are close enough to the underlying system parameters such that
1 > σ ≥ max{‖α‖, ‖γ‖}. For the first term in (51), since et is (‖C‖‖Σ‖1/2+σz)-sub-Gaussian, using
Lemma I.3 for all T ≥ t ≥ Texp with probability at least 1− δ we have,
t∑
j=0
αt−jκej ≤ κ¯
1− σ
(
‖C‖‖Σ‖1/2 + σz
)√
2m log(2mT/δ), (52)
where κ¯ ≥ ‖κ‖ under the event E .
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For the third term, for all T ≥ t ≥ Texp with probability at least 1− δ we have,
t∑
j=1
αt−jβ
(
j−1∑
i=0
γj−i−1ξei
)
= αt−1βξe0+αt−2β(γξe0+ξe1)+. . .+β(γt−1ξe0+. . .+ξet−1)
=
(
αt−1βξ+αt−2βγξ+βγt−1ξ
)
e0
+
(
αt−2βξ + . . .+ βγt−2ξ
)
e1 + . . .+ βξet−1
≤ β¯ξ¯ (αt−1+αt−2(γ+I)+. . .+(γt−1+γt−2+. . .+γ+I))(‖C‖‖Σ‖1/2+σz)√2m log(2mT/δ)
≤ β¯ξ¯
(
t−1∑
i=1
iσi +
t−1∑
i=0
σi
)(
‖C‖‖Σ‖1/2 + σz
)√
2m log(2mT/δ)
≤ β¯ξ¯
(1− σ)2
(
‖C‖‖Σ‖1/2 + σz
)√
2m log(2mT/δ), (53)
where β¯ ≥ ‖β‖ and ξ¯ ≥ ‖ξ‖ under the event E . Considering the second term, we will have an induc-
tive argument for the boundedness of∆. Let ∆¯ := 10
(
κ¯
1−σ +
β¯ξ¯
(1−σ)2
) (‖C‖‖Σ‖1/2 + σz)√2m log(2mT/δ).
We have that ‖∆1‖ ≤ ∆¯ with probability at least 1 − δ. Assume that it holds for all t. Thus,
∆¯ ≥ maxi≤t ‖∆i‖. Using the same arguments with the third term, for the second term, we get
t∑
j=1
αt−jβ
(
j−1∑
i=0
γj−i−1χ∆i
)
≤ ‖β‖χ¯
(1− σ)2 ∆¯
where χ¯ ≥ ‖χ‖ under the event E . Combining with the bounds derived in (52) and (53) for the
Thus,
∆t+1 ≤
(
κ¯
1− σ +
β¯ξ¯
(1− σ)2
)(
‖C‖‖Σ‖1/2 + σz
)√
2m log(2mT/δ) +
‖β‖χ¯
(1− σ)2 ∆¯
Recall that Texp > Tβ. Thus we have ‖β‖ ≤ 9(1−σ)
2
10Γ‖B‖(1+ζ+ζ‖C‖) . This shows that ∆t+1 ≤ ∆¯:
∆t+1 ≤
((
κ¯
1− σ+
β¯ξ¯
(1− σ)2
)
+9
(
κ¯
1− σ+
β¯ξ¯
(1− σ)2
))(
‖C‖‖Σ‖1/2+σz
)√
2m log(2mT/δ) ≤ ∆¯.
Finally, for all Texp < t < T , we have that with probability at least 1− δ,
xˆt|t−1,Θ − xˆt|t−1,Θ˜ ≤ ∆¯ = 10
(
κ¯
1− σ +
β¯ξ¯
(1− σ)2
)(
‖C‖‖Σ‖1/2 + σz
)√
2m log(2mT/δ) (54)
where
1. κ¯ = Φ(A)∆L+ 2ζ(βA + ΓβB),
2. β¯ = 2ζβC(Φ(A) + 2(βA + ΓβB)) + 2(βA + ΓβB),
3. ξ¯ = ζ(ρ+ 2(βA + ΓβB)) + ‖B‖Γ∆L.
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Then under the event E , with probability 1− 2δ,
‖xˆt|t,Θ˜‖ =
∥∥∥∥∥
t∑
i=1
Mt−i
(
L˜C(xi − xˆi|i−1,Θ) + L˜C(xˆi|i−1,Θ − xˆi|i−1,Θ˜) + L˜zi
)∥∥∥∥∥ (55)
≤ max
1≤i≤t
∥∥∥L˜C(xi − xˆi|i−1,Θ) + L˜C(xˆi|i−1,Θ − xˆi|i−1,Θ˜) + L˜zi∥∥∥
(
t∑
i=1
‖M‖t−i
)
(56)
≤ 2
1− ρ max1≤i≤t
∥∥∥L˜C(xi − xˆi|i−1,Θ) + L˜C(xˆi|i−1,Θ − xˆi|i−1,Θ˜) + L˜zi∥∥∥ (57)
≤ X˜ :=
2ζ
(
‖C‖∆¯ + (‖C‖‖Σ‖1/2 + σz)√2n log(2nT/δ))
1− ρ (58)
where the last inequality follows from (47) and (54). One can write yt as
yt = C(A˜− B˜K˜)xˆt−1|t−1,Θ˜ + C(xt − xˆt|t−1,Θ˜) + zt
= C(A˜− B˜K˜)xˆt−1|t−1,Θ˜ + C(xt − xˆt|t−1,Θ + xˆt|t−1,Θ − xˆt|t−1,Θ˜) + zt
Following similar argument, with probability 1− 2δ,
‖yt‖ ≤ ρ‖C‖X˜ + ‖C‖∆¯ +
(
‖C‖‖Σ‖1/2 + σz
)√
2m log(2mT/δ) (59)
for all t ≤ T , which proves the lemma.
F Bellman Optimality Equation for LQG, Proof of Lemma 4.3
For an average cost per stage problem in infinite state and control space like a LQG control system
Θ = (A,B,C) with regulating parameters Q and R, using the optimal average cost per stage J∗(Θ)
and guessing the correct differential(relative) cost, where (A,B) is controllable, (A,C) is observ-
able, Q is positive semidefinite and R is positive definite, one can verify that they satisfy Bellman
optimality equation [Bertsekas, 1995]. The lemma below shows the Bellman optimality equation for
LQG system Θ, which will be critical in regret analysis.
Proof. Define ωˆt = Axt −Axˆt|t +wt. Notice that ωˆt is independent of the policy used and depends
only on the estimation error and noise in steady state. Also notice that E
[
ωˆtωˆ
⊤
t
]
= Σ where Σ is
the positive semidefinite solution to the algebraic Riccati equation:
Σ = AΣ¯A⊤ + σ2wI, Σ¯ = Σ− ΣC⊤
(
CΣC⊤ + σ2zI
)−1
CΣ. (60)
Using these, for any given yt and xˆt|t−1 at time t, the optimum state estimation and the output at
t+ 1 can be written as
xˆt|t = (I − LC) xˆt|t−1 + Lyt, xˆt+1|t,u = Axˆt|t +Bu, yt+1,u = CAxˆt|t + CBu+ Cωˆt + zt+1 (61)
where L = ΣC⊤
(
CΣ˜C⊤ + σ2z
)−1
is the steady-state Kalman filter gain for Θ. Since the aim is
to minimize average cost per stage of controlling Θ, the optimal control input, u = −Kxˆt|t, where
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K =
(
R+B⊤PB
)−1
B⊤PA is the steady-state LQR feedback gain for Θ and P is the positive
semidefinite solution to the following algebraic Riccati equation:
P = A⊤PA+C⊤QC −A⊤PB
(
R+B⊤PB
)−1
B⊤PA. (62)
Recall that optimal average stage cost of LQG is J∗(Θ) = Tr(C⊤QCΣ¯) +Tr(P (Σ− Σ¯)) +Tr(σ2zQ).
Suppose the differential cost h is a quadratic function of st where st = [xˆ⊤t|t−1 y
⊤
t ]
⊤ ∈ Rn+m, i.e.
h(st) = s
⊤
t
[
G1 G2
G⊤2 G3
]
st = xˆ
⊤
t|t−1G1xˆt|t−1 + 2xˆ
⊤
t|t−1G2yt + y
⊤
t G3yt.
One needs to verify that there exists G1, G2, G3 such that they satisfy Bellman optimality equation
for the chosen differential cost:
J∗(Θ) + xˆ⊤t|t−1G1xˆt|t−1 + 2xˆ
⊤
t|t−1G2yt + y
⊤
t G3yt =
y⊤t Qyt + xˆ
⊤
t|tK
⊤RKxˆt|t + E
[
xˆ⊤t+1|tG1xˆt+1|t + 2xˆ
⊤
t+1|tG2yt+1 + y
⊤
t+1G3yt+1
]
Using the fact that Σ¯ = Σ−L (CΣC⊤ + σ2zI)L⊤, we can write the optimal average cost as J∗(Θ) =
Tr
((
Q+ L⊤PL− L⊤C⊤QCL) (CΣC⊤ + σ2zI)). Expanding the expectation given xˆt|t−1, yt and
using (61) , we get
xˆ⊤t|t−1G1xˆt|t−1 + 2xˆ
⊤
t|t−1G2yt + y
⊤
t G3yt (63)
= y⊤t Qyt + xˆ
⊤
t|tK
⊤RKxˆt|t + xˆ⊤t|t(A−BK)⊤G1(A−BK)xˆt|t
+ 2xˆ⊤t|t(A−BK)⊤G2C(A−BK)xˆt|t + xˆ⊤t|t(A−BK)⊤C⊤G3C(A−BK)xˆt|t
+ E
[
ωˆ⊤t C
⊤G3Cωˆt + z⊤t+1G3zt+1
]
−Tr
((
Q+ L⊤PL− L⊤C⊤QCL
)(
CΣC⊤+σ2zI
))
Notice that E
[
ωˆ⊤t C⊤G3Cωˆt + z⊤t+1G3zt+1
]
= Tr
(
G3
(
CΣC⊤ + σ2zI
))
. In order to match with the
last term of (63), set G3 = Q + L⊤
(
P − C⊤QC)L. Inserting G3 to (63), we get following 3
equations to solve for G1 and G2:
1) From quadratic terms of yt:
L⊤PL− L⊤C⊤QCL
= L⊤K⊤RKL+ L⊤(A−BK)⊤G1(A−BK)L+ 2L⊤(A−BK)⊤G2C(A−BK)L
+ L⊤(A−BK)⊤C⊤
(
Q+ L⊤PL− L⊤C⊤QCL
)
C(A−BK)L
2) From quadratic terms of xt|t−1:
G1 = (I − LC)⊤K⊤RK(I − LC) + (I − LC)⊤(A−BK)⊤G1(A−BK)(I − LC)
+ 2(I − LC)⊤(A−BK)⊤G2C(A−BK)(I − LC)
+ (I − LC)⊤(A−BK)⊤C⊤
(
Q+ L⊤PL− L⊤C⊤QCL
)
C(A−BK)(I − LC)
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3) From bilinear terms of xt|t−1 and yt:
G2 = (I − LC)⊤K⊤RKL+ (I − LC)⊤(A−BK)⊤G1(A−BK)L
+ 2(I − LC)⊤(A−BK)⊤G2C(A−BK)L
+ (I − LC)⊤(A−BK)⊤C⊤
(
Q+ L⊤PL− L⊤C⊤QCL
)
C(A−BK)L
G1 = (I−LC)⊤
(
P − C⊤QC) (I−LC) and G2 = (I−LC)⊤ (P − C⊤QC)L satisfies all 3 equations.
Thus one can write Bellman optimality equation as
J∗(Θ)+xˆ
⊤
t|t−1(I−LC)⊤
(
P−C⊤QC) (I−LC)xˆt|t−1
+2xˆ⊤t|t−1(I−LC)⊤
(
P−C⊤QC)Lyt+y⊤t (Q+L⊤(P−C⊤QC)L)yt=
y⊤t Qyt + xˆ
⊤
t|tK
⊤RKxˆt|t + E
[
xˆ⊤t+1|t(I − LC)⊤
(
P − C⊤QC) (I − LC)xˆt+1|t]
+ 2E
[
xˆ⊤t+1|t(I − LC)⊤
(
P − C⊤QC)Lyt+1 + y⊤t+1 (Q+ L⊤ (P − C⊤QC)L) yt+1]
Combining terms using (61) gives the
J∗(Θ)+xˆ⊤t|t
(
P−C⊤QC
)
xˆt|t+y⊤t Qyt=y
⊤
t Qyt + u
⊤
tRut
+E
[
xˆ⊤t+1|t+1
(
P−C⊤QC
)
xˆut+1|t+1+y
⊤
t+1Qyt+1
]
G Regret Decomposition
In this section, using the Bellman Optimality Equation for the optimistic system Θ˜ =
(
A˜, B˜, C˜
)
,
we derive the regret decomposition of applying optimal policy Π˜∗
(
P˜ , K˜, L˜
)
for Θ˜ in the unknown
system Θ = (A,B,C). Notice that, this is equivalent to provide the regret decomposition for a
system that is obtained via similarity transformation S, i.e. A′ = S−1AS, B′ = S−1B, C ′ = CS.
Therefore, without loss of generality we will assume that S = I in the regret decomposition and the
concentration bounds that is going to be used in the regret analysis.
First, for given xˆt|t−1 and yt, define the following expressions for time step t+1 using the model
specified as subscript,
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xˆt|t,Θ˜ =
(
I − L˜C˜
)
xˆt|t−1 + L˜yt (64)
yt+1,Θ˜ = C˜
(
A˜− B˜K˜
)
xˆt|t,Θ˜ + C˜A˜
(
xt − xˆt|t,Θ˜
)
+ C˜wt + zt+1 (65)
xˆt+1|t+1,Θ˜ =
(
A˜− B˜K˜
)
xˆt|t,Θ˜ + L˜C˜A˜
(
xt − xˆt|t,Θ˜
)
+ L˜C˜wt + L˜zt+1 (66)
yt+1,Θ = CAxˆt|t,Θ˜ − CBK˜xˆt|t,Θ˜ + Cwt + CA(xt − xˆt|t,Θ˜) + zt+1 (67)
xˆt+1|t+1,Θ = (I − LC)(Axˆt|t,Θ −BK˜xˆt|t,Θ˜) + Lyt+1,Θ (68)
= (I − LC)(A−BK˜)xˆt|t,Θ˜ + (I − LC)A(xˆt|t,Θ − xˆt|t,Θ˜) + Lyt+1,Θ (69)
= (I − LC)(A−BK˜)xˆt|t,Θ˜ + LC(A−BK˜)xˆt|t,Θ˜ + LCwt + LCA(xt − xˆt|t,Θ˜)
+ (I − LC)A(xˆt|t,Θ − xˆt|t,Θ˜) + Lzt+1 (70)
= (A−BK˜)xˆt|t,Θ˜+LCwt+LCA(xt−xˆt|t,Θ˜)+(I−LC)A(xˆt|t,Θ−xˆt|t,Θ˜)+Lzt+1 (71)
Notice that given xt|t−1 and yt first and fourth terms in (71) are deterministic. From Lemma 4.3,
we get
J∗(Θ˜) + xˆ⊤t|t,Θ˜
(
P˜ − C˜⊤QC˜
)
xˆt|t,Θ˜ + y
⊤
t Qyt
= y⊤t Qyt + u
⊤
t Rut + E
[
xˆ⊤
t+1|t+1,Θ˜
(
P˜ − C˜⊤QC˜
)
xˆt+1|t+1,Θ˜ + y
⊤
t+1,Θ˜
Qyt+1,Θ˜
∣∣∣xˆt|t−1, yt]
= E
[(
(A˜− B˜K˜)xˆt|t,Θ˜ + L˜C˜A˜(xt − xˆt|t,Θ˜) + L˜C˜wt + L˜zt+1
)⊤ (
P˜ − C˜⊤QC˜
)
×
(
(A˜− B˜K˜)xˆt|t,Θ˜ + L˜C˜A˜(xt − xˆt|t,Θ˜) + L˜C˜wt + L˜zt+1
) ∣∣∣xˆt|t−1, yt]
+ y⊤t Qyt + u
⊤
t Rut + E
[(
C˜(A˜− B˜K˜)xˆt|t,Θ˜ + C˜A˜(xt − xˆt|t,Θ˜) + C˜wt + zt+1
)⊤
Q
×
(
C˜(A˜− B˜K˜)xˆt|t,Θ˜ + C˜A˜(xt − xˆt|t,Θ˜) + C˜wt + zt+1
) ∣∣∣xˆt|t−1, yt]
= xˆ⊤
t|t,Θ˜
(
A˜− B˜K˜
)⊤ (
P˜ − C˜⊤QC˜
)(
A˜− B˜K˜
)
xˆt|t,Θ˜ + E
[
wtC˜
⊤L˜⊤
(
P˜ − C˜⊤QC˜
)
L˜C˜wt
]
+ E
[(
xt − xˆt|t,Θ˜
)⊤
A˜⊤C˜⊤L˜⊤
(
P˜ − C˜⊤QC˜
)
L˜C˜A˜
(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt]
+ E
[
z⊤t+1L˜
⊤
(
P˜ − C˜⊤QC˜
)
L˜zt+1
]
+ y⊤t Qyt + u
⊤
t Rut
+ xˆ⊤
t|t,Θ˜
(
A˜− B˜K˜
)⊤
C˜⊤QC˜
(
A˜− B˜K˜
)
xˆt|t,Θ˜ + E
[
wtC˜
⊤QC˜wt
]
+ E
[(
xt − xˆt|t,Θ˜
)⊤
A˜⊤C˜⊤QC˜A˜
(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt]+ E[z⊤t+1Qzt+1
]
(72)
Using equations (66) and (71), we have the following expression for E
[
z⊤t+1L˜
⊤
(
P˜ − C˜⊤QC˜
)
L˜zt+1
]
:
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E[
z⊤t+1(L˜− L+ L)⊤
(
P˜ − C˜⊤QC˜
)
(L˜− L+ L)zt+1
]
= E
[
z⊤t+1L
⊤
(
P˜ − C˜⊤QC˜
)
Lzt+1
]
+ 2E
[
z⊤t+1L
⊤
(
P˜ − C˜⊤QC˜
)
(L˜− L)zt+1
]
+ E
[
z⊤t+1(L˜− L)⊤
(
P˜ − C˜⊤QC˜
)
(L˜− L)zt+1
]
= E
[
xˆ⊤t+1|t+1,Θ
(
P˜ − C˜⊤QC˜
)
xˆt+1|t+1,Θ
∣∣∣xˆt|t−1, yt, ut]− E [w⊤t C⊤L⊤ (P˜ − C˜⊤QC˜)LCwt]
−
(
(A−BK˜)xˆt|t,Θ˜+(I−LC)A(xˆt|t,Θ−xˆt|t,Θ˜)
)⊤(
P˜−C˜⊤QC˜
)(
(A−BK˜)xˆt|t,Θ˜+(I−LC)A(xˆt|t,Θ−xˆt|t,Θ˜)
)
− E
[(
xt − xˆt|t,Θ˜
)⊤
A⊤C⊤L⊤
(
P˜ − C˜⊤QC˜
)
LCA
(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt]
+ 2E
[
z⊤t+1L
⊤
(
P˜ − C˜⊤QC˜
)
(L˜− L)zt+1
]
+ E
[
z⊤t+1(L˜− L)⊤
(
P˜ − C˜⊤QC˜
)
(L˜− L)zt+1
]
.
Similarly, using equations (65) and (67), we have the following expression for E
[
z⊤t+1Qzt+1
]
:
E
[
z⊤t+1Qzt+1
]
= E
[
y⊤t+1,ΘQyt+1,Θ
∣∣∣xˆt|t−1, yt, ut]− xˆ⊤t|t,Θ˜(A−BK˜)⊤C⊤QC(A−BK˜)xˆt|t,Θ˜
− E
[
w⊤t C
⊤QCwt
]
− E
[(
xt − xˆt|t,Θ˜
)⊤
A⊤C⊤QCA
(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt]
Inserting these to the equality in (72), we get
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J∗(Θ˜) + xˆ⊤t|t,Θ˜
(
P˜ − C˜⊤QC˜
)
xˆt|t,Θ˜ + y
⊤
t Qyt
= y⊤t Qyt + u
⊤
t Rut + xˆ
⊤
t|t,Θ˜
(
A˜− B˜K˜
)⊤ (
P˜ − C˜⊤QC˜
)(
A˜− B˜K˜
)
xˆt|t,Θ˜
+ E
[
wtC˜
⊤L˜⊤
(
P˜ − C˜⊤QC˜
)
L˜C˜wt
]
+ E
[(
xt − xˆt|t,Θ˜
)⊤
A˜⊤C˜⊤L˜⊤
(
P˜ − C˜⊤QC˜
)
L˜C˜A˜
(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt]
+ E
[
xˆ⊤t+1|t+1,Θ
(
P˜ − C˜⊤QC˜
)
xˆt+1|t+1,Θ
∣∣∣xˆt|t−1, yt, ut]− E [w⊤t C⊤L⊤ (P˜ − C˜⊤QC˜)LCwt]
− E
[(
xt − xˆt|t,Θ˜
)⊤
A⊤C⊤L⊤
(
P˜ − C˜⊤QC˜
)
LCA
(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt]
−
(
(A−BK˜)xˆt|t,Θ˜+(I−LC)A(xˆt|t,Θ−xˆt|t,Θ˜)
)⊤(
P˜−C˜⊤QC˜
)(
(A−BK˜)xˆt|t,Θ˜+(I−LC)A(xˆt|t,Θ−xˆt|t,Θ˜)
)
+ xˆ⊤
t|t,Θ˜
(
A˜− B˜K˜
)⊤
C˜⊤QC˜
(
A˜− B˜K˜
)
xˆt|t,Θ˜ + E
[
wtC˜
⊤QC˜wt
]
+ E
[(
xt − xˆt|t,Θ˜
)⊤
A˜⊤C˜⊤QC˜A˜
(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt]
+ E
[
y⊤t+1,ΘQyt+1,Θ
∣∣∣xˆt|t−1, yt, ut]− xˆ⊤t|t,Θ˜(A−BK˜)⊤C⊤QC(A−BK˜)xˆt|t,Θ˜
− E
[
w⊤t C
⊤QCwt
]
− E
[(
xt − xˆt|t,Θ˜
)⊤
A⊤C⊤QCA
(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt]
+ 2E
[
z⊤t+1L
⊤
(
P˜ − C˜⊤QC˜
)
(L˜− L)zt+1
]
+ E
[
z⊤t+1(L˜− L)⊤
(
P˜ − C˜⊤QC˜
)
(L˜− L)zt+1
]
Hence,
T−Texp∑
t=0
J∗(Θ˜)+R1+R2 =
T−Texp∑
t=0
(
y⊤t Qyt+u
⊤
t Rut
)
+R3+R4+R5+R6+R7+R8+R9+R10+R11
where
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R1=
T−Texp∑
t=0
{
xˆ⊤
t|t,Θ˜
(
P˜ − C˜⊤QC˜
)
xˆt|t,Θ˜ − E
[
xˆ⊤t+1|t+1,Θ
(
P˜ − C˜⊤QC˜
)
xˆt+1|t+1,Θ
∣∣∣xˆt|t−1, yt, ut]}
(73)
R2=
T−Texp∑
t=0
{
y⊤t Qyt − E
[
y⊤t+1,ΘQyt+1,Θ
∣∣∣xˆt|t−1, yt, ut]} (74)
R3=
T−Texp∑
t=0
{
xˆ⊤
t|t,Θ˜(A˜− B˜K˜)⊤C˜⊤QC˜(A˜− B˜K˜)xˆt|t,Θ˜ − xˆ⊤t|t,Θ˜(A−BK˜)⊤C⊤QC(A−BK˜)xˆt|t,Θ˜
}
(75)
R4=
T−Texp∑
t=0
{
xˆ⊤
t|t,Θ˜(A˜−B˜K˜)⊤(P˜−C˜⊤QC˜)(A˜−B˜K˜)xˆt|t,Θ˜−xˆ⊤t|t,Θ˜(A−BK˜)⊤(P˜ − C˜⊤QC˜)(A−BK˜)xˆt|t,Θ˜
}
(76)
R5=−
T−Texp∑
t=0
{
2xˆ⊤
t|t,Θ˜(A−BK˜)⊤(P˜ − C˜⊤QC˜)(I − LC)A(xˆt|t,Θ − xˆt|t,Θ˜)
}
(77)
R6=−
T−Texp∑
t=0
{
(xˆt|t,Θ − xˆt|t,Θ˜)⊤A⊤(I − LC)⊤(P˜ − C˜⊤QC˜)(I − LC)A(xˆt|t,Θ − xˆt|t,Θ˜)
}
(78)
R7=
T−Texp∑
t=0
{
E
[
w⊤t C˜
⊤QC˜wt
]
− E
[
w⊤t C
⊤QCwt
]}
(79)
R8=
T−Texp∑
t=0
{
E
[
w⊤t C˜
⊤L˜⊤
(
P˜ − C˜⊤QC˜
)
L˜C˜wt
]
− E
[
w⊤t C
⊤L⊤
(
P˜ − C˜⊤QC˜
)
LCwt
]}
(80)
R9=
T−Texp∑
t=0
{
E
[(
xt − xˆt|t,Θ˜
)⊤
A˜⊤C˜⊤QC˜A˜
(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt] (81)
− E
[(
xt − xˆt|t,Θ˜
)⊤
A⊤C⊤QCA
(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt]}
R10=
T−Texp∑
t=0
{
E
[(
xt − xˆt|t,Θ˜
)⊤
A˜⊤C˜⊤L˜⊤
(
P˜ − C˜⊤QC˜
)
L˜C˜A˜
(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt] (82)
− E
[(
xt − xˆt|t,Θ˜
)⊤
A⊤C⊤L⊤
(
P˜ − C˜⊤QC˜
)
LCA
(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt]} (83)
R11=
T−Texp∑
t=0
{
2E
[
z⊤t+1L
⊤
(
P˜−C˜⊤QC˜
)
(L˜−L)zt+1
]
+E
[
z⊤t+1(L˜−L)⊤
(
P˜−C˜⊤QC˜
)
(L˜−L)zt+1
]}
(84)
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Thus, on event E ∩ F ∩ G,
T−Texp∑
t=0
(
y⊤t Qyt+u
⊤
t Rut
)
=
T−Texp∑
t=0
J∗(Θ˜)+R1+R2−R3−R4−R5−R6−R7−R8−R9−R10−R11
≤ (T − Texp)J∗(Θ)+R1+R2−R3−R4−R5−R6−R7−R8−R9−R10−R11+T 2/3
where the last inequality follows from the fact that Θ˜ is the optimistic parameter from the confidence
sets such that J∗(Θ˜) ≤ J∗(Θ) + 1T 1/3 and on event E , Θ ∈ C. Therefore, on event E ∩ F ∩ G,
REGRET(T − Texp) ≤ R1 +R2 −R3 −R4 −R5 −R6 −R7 −R8 −R9 −R10−R11 + T 2/3. (85)
The following section contains the bounds on individual pieces.
H Regret Upper Bound
In this section we will provide bounds on each term in the regret decomposition. It will be useful
to recall and denote the following bounds obtained after Texp > T0 time steps of exploration before
starting commit phase of ExpCommit on the event of E∩F∩G. Note that, without loss of generality,
we obtain the regret analysis with the confidence sets with the similarity transformation S = I, since
any similarity transformation of the underlying system Θ will give a system with the same behavior.
‖A− A˜‖ ≤ ∆A :=
(
62n‖H‖+ 14nσn(H)
σ2n(H)
)
Rw +Re +Rz
σu
√
Texp −H + 1
,
‖B − B˜‖ ≤ ∆B := 14n(Rw +Re +Rz)
σu
√
(Texp −H + 1)σn(H)
,
‖C − C˜‖ ≤ ∆C := 14n(Rw +Re +Rz)
σu
√
(Texp −H + 1)σn(H)
,
‖Σ˜− Σ‖ ≤ ∆Σ := Φ(A)
2(4‖C‖+ 2)‖Σ‖2 + σ2z(4Φ(A) + 2)‖Σ‖
σ2z(1− υ2)
max {∆A,∆C} ,
‖L˜− L‖ ≤ ∆L := ∆C
(
σ−2z ‖Σ‖+ 4σ−4z ‖Σ‖2 + 6σ−4z ‖C‖‖Σ‖2 + 2σ−4z ‖C‖2‖Σ‖2
)
+∆Σ
(
σ−2z (‖C‖+2)+σ−4z ‖C‖3(1+‖Σ‖)+10σ−4z ‖C‖2(1+‖Σ‖)+24σ−4z ‖C‖(1+‖Σ‖)+16σ−4z (1+‖Σ‖)
)
‖xˆt|t,Θ˜‖ ≤ X˜ :=
2ζ
(
‖C‖∆¯ + (‖C‖‖Σ‖1/2 + σz)√2n log(2nT/δ))
1− ρ ,
‖yt‖ ≤ Y := ‖C‖X˜ + ‖C‖∆¯ +
(
‖C‖‖Σ‖1/2 + σz
)√
2m log(2mT/δ)
for all t ≤ T , where ∆¯ = 10
(
κ¯
1−σ +
β¯ξ¯
(1−σ)2
) (‖C‖‖Σ‖1/2 + σz)√2m log(2mT/δ), for κ¯ = Φ(A)∆L+
2ζ(βA+ΓβB), β¯ = 2ζβC(Φ(A)+2(βA+ΓβB)+2(βA+ΓβB)) and ξ¯ = ζ(ρ+2(βA+ΓβB))+‖B‖Γ∆L.
Notice that all the concentration results are O˜
(
1√
Texp
)
where O˜(·) hides the problem dependent
constants and logarithm. All the theorems and lemmas in this section are given in O˜(·) notation.
The exact expressions are given in the last lines of proofs.
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H.1 Bounding R1 on the event of E ∩ F ∩ G
Lemma H.1. Suppose Assumption 2.3 holds and system is explored for Texp > T0 time steps. For
any δ ∈ (0, 1), given E ∩ F ∩ G holds,
R1=O˜
(
T−Texp√
Texp
)
with probability at least 1− δ.
Proof. Define f˜t, ft, v˜t and vt such that
f˜t = A˜(I − L˜C˜)xˆt−1|t−2,Θ˜ + A˜L˜yt−1 + B˜ut−1,
ft = A(I − LC)xˆt−1|t−2,Θ˜ +ALyt−1 +But−1
v˜t = L˜C˜A˜(xt−1 − (I − L˜C˜)xˆt−1|t−2,Θ˜ − L˜yt−1) + L˜C˜wt−1 + L˜zt,
vt = LCA(xt−1 − (I − LC)xˆt−1|t−2,Θ˜ − Lyt−1) + LCwt−1 + Lzt
R1 is decomposed as follows,
R1 = xˆ
⊤
0|0,Θ˜(P˜ − C˜⊤QC˜)xˆ0|0,Θ˜ − E
[
xˆ⊤T+1|T+1,Θ
(
P˜ − C˜⊤QC˜
)
xˆT+1|T+1,Θ
∣∣∣xˆT |T−1, yT , uT ]
+
T−Texp∑
t=1
{
xˆ⊤
t|t,Θ˜
(
P˜−C˜⊤QC˜
)
xˆt|t,Θ˜ − E
[
xˆ⊤t|t,Θ
(
P˜ − C˜⊤QC˜
)
xˆt|t,Θ
∣∣∣xˆt−1|t−2, yt−1, ut−1]}
Since xˆ0|0,Θ˜ = 0 and P˜ − C˜⊤QC˜ is positive semidefinite, the first line is bounded by zero. Using
the definitions above, the remaining is decomposed as follows,
R1 ≤
T−Texp∑
t=1
{
f˜⊤t
(
P˜ − C˜⊤QC˜
)
f˜t − f⊤t
(
P˜ − C˜⊤QC˜
)
ft
}
+ 2
T∑
t=1
{
f˜⊤t
(
P˜ − C˜⊤QC˜
)
v˜t
}
+
T−Texp∑
t=1
{
v˜⊤t
(
P˜ − C˜⊤QC˜
)
v˜t − E
[
v⊤t
(
P˜ − C˜⊤QC˜
)
vt
∣∣∣xˆt−1|t−2, yt−1, ut−1]}
Each term will be bounded separately:
1) Let G1 = 2
∑T
t=1
{
f˜⊤t
(
P˜ − C˜⊤QC˜
)
v˜t
}
. Let q⊤t = f˜⊤t (P˜ −C˜⊤QC˜) and on the event of E ∩F∩G
T−Texp∑
t=1
{
f˜⊤t
(
P˜ − C˜⊤QC˜
)
v˜t
}
=
T−Texp∑
t=1
q⊤t v˜t =
T−Texp∑
t=1
n∑
i=1
qt,iv˜t,i =
n∑
i=1
T−Texp∑
t=1
qt,iv˜t,i
Observe that conditioned on current observations, v˜t is zero mean and entrywise R′-sub-Gaussian,
where
R′ = ζ
((
(∆A+Φ(A))
√
∆Σ+ ‖Σ‖+ σw
)
(‖C‖+∆C) + σz
)
.
Let MT,i =
∑T−Texp
t=1 qt,iv˜t,i. By Theorem I.3, the following holds with probability at least
1− δ/(4n), for any T ≥ 0 and λ > 0,
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M2T,i ≤ 2R′2

λ+ T−Texp∑
t=1
q2t,i

 log

 4n
δ
√
λ

λ+ T−Texp∑
t=1
q2t,i

1/2


Recalling Assumption 2.3, on E ∩ F ∩ G,
‖qt‖ ≤ ρ(‖P˜‖+ ‖C˜⊤QC˜‖)X˜ ≤ ρ
(
D + ‖Q‖ (‖C‖+∆C)2
)
X˜ .
Thus, qt,i ≤ ρ
(
D + ‖Q‖ (‖C‖+∆C)2
)
X˜ := QT . Combining these results with union bound, with
probability 1− δ/4 we have
G1 ≤ 2R′n
√√√√√(λ+Q2T (T − Texp)) log

n
√
λ+ (T − Texp)Q2T
δ
√
λ


= O˜
(
ρζX˜
(
D+‖Q‖ (‖C‖+∆C)2
)((
(∆A+Φ(A))
√
∆Σ+‖Σ‖+σw
)
(‖C‖+∆C)+σz
)√
T−Texp
)
where O˜ hides logarithmic terms.
2) Now consider
∑T−Texp
t=1
{
v˜⊤t
(
P˜ − C˜⊤QC˜
)
v˜t − E
[
v⊤t
(
P˜ − C˜⊤QC˜
)
vt
∣∣∣xˆt−1|t−2, yt−1, ut−1]}. Adding
and subtracting
∑T−Texp
t=1
{
v⊤t
(
P˜ − C˜⊤QC˜
)
vt
}
, we get following terms,
T−Texp∑
t=1
{
v⊤t
(
P˜ − C˜⊤QC˜
)
vt − E
[
v⊤t
(
P˜ − C˜⊤QC˜
)
vt
∣∣∣xˆt−1|t−2, yt−1, ut−1]}
+
T−Texp∑
t=1
{
v˜⊤t
(
P˜ − C˜⊤QC˜
)
v˜t − v⊤t
(
P˜ − C˜⊤QC˜
)
vt
}
We combine the last summation with
∑T−Texp
t=1
{
f˜⊤t
(
P˜ − C˜⊤QC˜
)
f˜t − f⊤t
(
P˜ − C˜⊤QC˜
)
ft
}
and
denote as G2. We decompose G2 as follows
G2 =
T−Texp∑
t=1
{
v˜⊤t
(
P˜ − C˜⊤QC˜
)
v˜t + f˜
⊤
t
(
P˜ − C˜⊤QC˜
)
f˜t − f⊤t
(
P˜ − C˜⊤QC˜
)
ft − v⊤t
(
P˜ − C˜⊤QC˜
)
vt
}
=
T−Texp∑
t=1
{
(v˜t−vt)⊤
(
P˜−C˜⊤QC˜
)
v˜t+v
⊤
t
(
P˜−C˜⊤QC˜
)
(v˜t−vt)
+(f˜t−ft)⊤
(
P˜−C˜⊤QC˜
)
f˜t+f
⊤
t
(
P˜−C˜⊤QC˜
)
(f˜t−ft)
}
Now notice that
v˜t−vt = (L˜C˜A˜− LCA)xt − (L˜C˜A˜− LCA)xˆt−1|t−2,Θ˜ + (L˜C˜A˜L˜C˜ − LCALC)xˆt−1|t−2,Θ˜
− (L˜C˜A˜L˜− LCAL)yt−1 + (L˜C˜ − LC)wt−1 + (L˜− L)zt
f˜t−ft = (A˜−A)xˆt−1|t−2,Θ˜ − (A˜L˜C˜ −ALC)xˆt−1|t−2,Θ˜ + (A˜L˜−AL)yt−1 − (B˜ −B)K˜xˆt−1|t−1,Θ˜
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Recall that xˆi−1|i−2,Θ˜ = (A˜ − B˜K˜)xˆi−2|i−2,Θ˜ and since xi − xˆi−1|i−i,Θ˜ is ‖Σ˜‖1/2-sub-Gaussian
for all i ≤ T , using Lemma I.3, we get ‖xi − xˆi−1|i−2,Θ˜‖ ≤
√‖Σ‖+ ‖∆Σ‖√2n log ( 8n(T−Texp)δ )
for all i ≤ T with probability at least 1 − δ/4. Similarly, ‖wi‖ ≤ σw
√
2n log
(
8n(T−Texp)
δ
)
, ‖zi‖ ≤
σz
√
2m log
(
8m(T−Texp)
δ
)
for all i ≤ T with probability at least 1 − δ/4 respectively. On the event
of E ∩ F ∩ G consider the following decompositions:
‖L˜C˜A˜− LCA‖ ≤
(
∆L‖C‖Φ(A) + ζΦ(A)∆C + ζ‖C‖∆A+ ζ∆C∆A
+Φ(A)∆L∆C +∆L‖C‖∆A+∆L∆C∆A
)
‖L˜C˜A˜L˜C˜ − LCALC‖ ≤
(
2∆LΦ(A)‖C‖2‖L‖+ 2∆CΦ(A)‖L‖2‖C‖+∆A‖L‖2‖C‖2
+ 4∆L∆CΦ(A)‖L‖‖C‖+ 2∆L∆A‖L‖‖C‖2
+ 2∆A∆C‖L‖2‖C‖+∆L2Φ(A)‖C‖2 +∆C2Φ(A)‖L‖2 + 2∆L2∆CΦ(A)‖C‖
+ 2∆C2∆LΦ(A)‖L‖+ 4∆L∆C∆A‖L‖‖C‖+∆L2∆A‖C‖2 +∆C2∆A‖L‖2
+ 2∆L2∆C∆A‖C‖+ 2∆C2∆L∆A‖L‖+∆L2∆C2Φ(A) + ∆L2∆C2∆A
)
‖L˜C˜A˜L˜− LCAL‖ ≤
(
2∆LΦ(A)‖C‖‖L‖ +∆CΦ(A)‖L‖2 +∆A‖L‖2‖C‖+ 2∆L∆CΦ(A)‖L‖
+∆L∆A‖L‖‖C‖+∆A∆C‖L‖2 +∆L2Φ(A)‖C‖ +∆L2∆CΦ(A)
+ 2∆L∆C∆A‖L‖+∆L2∆A‖C‖+∆L2∆C∆A
)
.
Using the boundedness of xˆt|t,Θ˜, yt, xt, wt, zt and the fact that estimation error in all system
matrices is O(1/√Texp), on the event of E ∩ F ∩ G with probability 1− δ we have :
G2 ≤ (T−Texp)
(
D+‖Q‖ (‖C‖+∆C)2
)(
2‖vt‖‖v˜t−vt‖+ ‖v˜t−vt‖2 + 2‖ft‖‖f˜t−ft‖+ ‖f˜t−ft‖2
)
= O˜
(
T − Texp√
Texp
)
where the last line is obtained by observing that the dominating term has only one concentration
result.
3) Now we focus on the remaining term in R1,
G3 =
T−Texp∑
t=1
{
v⊤t
(
P˜ − C˜⊤QC˜
)
vt − E
[
v⊤t
(
P˜ − C˜⊤QC˜
)
vt
∣∣∣xˆt−1|t−2, yt−1, ut−1]}
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Combining previous bounds on the components of vt, with probability 1− δ/2 we have
‖vt‖ ≤ Ω := ζ‖C‖Φ(A)‖Σ‖1/2
√
2n log
(
8n(T − Texp)
δ
)
(86)
+ ζ‖C‖σw
√
2n log
(
8n(T − Texp)
δ
)
+ ζσz
√
2m log
(
8m(T − Texp)
δ
)
On the event of E∩F∩G, let Vt = v⊤t
(
P˜ − C˜⊤QC˜
)
vt−E
[
v⊤t
(
P˜ − C˜⊤QC˜
)
vt
∣∣∣xˆt−1|t−2, yt−1, ut−1]
and define its truncated version V¯t = Vt1Vt≤2(D+‖Q‖(‖C‖+∆C)2)Ω. Thus G3 =
∑T−Texp
t=1 Vt and define
G¯3 =
∑T−Texp
t=1 V¯t. By Lemma I.4,
Pr
(
G3 > 2
(
D + ‖Q‖ (‖C‖+∆C)2
)
Ω
√
2(T − Texp) log 2
δ
)
(87)
≤Pr
(
max
1≤t≤T−Texp
Vt≥2
(
D+‖Q‖ (‖C‖+∆C)2
)
Ω
)
(88)
+Pr
(
G¯3>2
(
D+‖Q‖ (‖C‖+∆C)2
)
Ω
√
2(T−Texp) log 2
δ
)
. (89)
From (86) and Theorem I.2, each term on the right hand side is bounded by δ/2. Thus, with
probability 1− δ,
G3 ≤ 2
(
D + ‖Q‖ (‖C‖+∆C)2
)
Ω
√
2(T − Texp) log 2
δ
= O˜
(√
T − Texp
)
.
Since R1 = G1 +G2 +G3, the dominating term is G2 which proves the lemma.
H.2 Bounding R2 on the event of E ∩ F ∩ G
Lemma H.2. Suppose Assumption 2.3 holds and system is explored for Texp > T0 time steps. For
any δ ∈ (0, 1), given E ∩ F ∩ G holds,
T−Texp∑
t=0
{
y⊤t Qyt − E
[
y⊤t+1,ΘQyt+1,Θ
∣∣∣xˆt|t−1, yt, ut]} = O˜ (√T − Texp)
with probability at least 1− δ.
Proof. Define ft = CA(I −LC)xˆt−1|t−2 +CALyt−1+CBut−1, vt = CA(xt−1 − (I −LC)xˆt−1|t−2−
Lyt−1) + Cwt−1 + zt. R2 can be written as follows,
R2 = y
⊤
0 Qy0 − E
[
y⊤T+1,ΘQyT+1,Θ
∣∣∣xˆT |T−1, yT , uT ]+T−Texp∑
t=1
{
y⊤t Qyt − E
[
y⊤t Qyt
∣∣∣xˆt−1|t−2, yt−1, ut−1]}
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Since y0 = 0 and Q is positive semidefinite, the first line is bounded by zero. Using the definitions
above, the remaining can be decomposed as follows,
R2 ≤ 2
T−Texp∑
t=1
{
f⊤t Qvt
}
+
T−Texp∑
t=1
{
v⊤t Qvt − E
[
v⊤t Qvt
∣∣∣xˆt−1|t−2, yt−1, ut−1]}
Notice that these terms are all defined under true model. Each term will be bounded separately.
Let G1 = 2
∑T−Texp
t=1
{
f⊤t Qvt
}
. Let q⊤t = f⊤t Q and on the event of E ∩ F ∩ G
T−Texp∑
t=1
{
f⊤t Qvt
}
=
T−Texp∑
t=1
q⊤t vt =
T−Texp∑
t=1
n∑
i=1
qt,ivt,i =
n∑
i=1
T−Texp∑
t=1
qt,ivt,i
Observe that conditioned on current observations, vt is zero mean and entrywise R′′-sub-Gaussian,
where
R′′ = (‖C‖Φ(A)‖Σ‖1/2 + σw‖C‖+ σz).
Let MT,i =
∑T−Texp
t=1 qt,ivt,i. By Theorem I.3, the following holds with probability at least
1− δ/(2n), for any T ≥ 0 and λ > 0,
M2T,i ≤ 2R′2

λ+ T−Texp∑
t=1
q2t,i

 log

 2n
δ
√
λ

λ+ T−Texp∑
t=1
q2t,i

1/2


Recalling Assumption 2.3, on E ∩ F ∩ G,
‖qt‖ ≤ ‖Q‖‖C‖
(
Φ(A)‖xˆt|t,Θ − xˆt|t,Θ˜‖+Φ(A)‖xˆt|t,Θ˜‖+ Γ‖B‖‖xˆt|t,Θ˜‖
)
≤ Q′T :=‖Q‖‖C‖
((
‖L˜−L‖‖C‖+‖L‖‖C˜−C‖+‖L˜−L‖‖C˜−C‖
)
Φ(A)ρX˜+‖L˜−L‖Y+(Φ(A)+Γ‖B‖)X˜
)
Thus, qt,i ≤ Q′T . Combining these results with union bound, with probability 1− δ/2 we have
G1 ≤ 2R′′n
√√√√√(λ+Q′2T (T − Texp)) log

n
√
λ+ (T − Texp)Q′2T
δ
√
λ

 = O˜ (√T − Texp)
where O˜ hides logarithmic terms.
From the fact that vt is R′′-sub-Gaussian, with probability 1− δ/4 we have
‖vt‖ ≤ Ω′ := (‖C‖Φ(A)‖Σ‖1/2 + σw‖C‖+ σz)
√
2n log
(
8n(T − Texp)
δ
)
(90)
On the event of E ∩F ∩ G, let Vt = v⊤t Qvt−E
[
v⊤t Qvt
∣∣∣xˆt−1|t−2, yt−1, ut−1] and define its truncated
version V¯t = Vt1Vt≤2‖Q‖Ω′ . Thus G2 =
∑T−Texp
t=1 Vt and define G¯2 =
∑T−Texp
t=1 V¯t. By Lemma I.4,
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Pr
(
G2 > 2‖Q‖Ω′
√
2(T − Texp) log 4
δ
)
≤Pr
(
max
1≤t≤T−Texp
Vt≥2‖Q‖Ω′
)
(91)
+Pr
(
G¯3>2‖Q‖Ω′
√
2(T−Texp) log 4
δ
)
.
From (86) and Theorem I.2, each term on the right hand side is bounded by δ/4. Thus, with
probability 1− δ/2,
G2 ≤ 2‖Q‖Ω′
√
2(T − Texp) log 4
δ
= O˜
(√
T − Texp
)
.
Since R2 = G1 +G2 the statement of lemma is obtained.
H.3 Bounding |R3| on the event of E ∩ F ∩ G
Lemma H.3. Suppose Assumption 2.3 holds and system is explored for Texp > T0 time steps. Given
E ∩ F ∩ G holds,
|R3| = O˜
(
T − Texp√
Texp
)
.
Proof. Let Υ˜ = [C˜A˜, −C˜B˜K˜] and Υ = [CA, −CBK˜]. Then, on the event of E ∩ F ∩ G,∥∥∥(Υ˜−Υ) xˆt|t,Θ˜∥∥∥ ≤ ‖(Υ˜ −Υ)‖‖xˆt|t,Θ˜‖
≤
(
‖C˜A˜− CA‖+ ‖K˜‖‖CB − C˜B˜‖
)
‖xˆt|t,Θ˜‖
≤ (Φ(A)‖C˜ −C‖+ ‖A˜−A‖‖C˜ − C‖+ ‖A˜−A‖‖C‖ (92)
+ Γ(‖C˜ − C‖‖B‖+ ‖B˜ −B‖‖C˜ − C‖+ ‖B˜ −B‖‖C‖))X˜
≤
(
Φ(A)∆C +∆A∆C +∆A‖C‖+ Γ(∆C‖B‖+∆B∆C +∆B‖C‖))X˜ = O˜
(
1√
Texp
)
(93)
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This fact helps us prove the statement of lemma as follows,
1E∩F∩G |R3|
≤ 1E∩F∩G
T−Texp∑
t=0
∣∣∣∣∥∥∥Q1/2Υ˜xˆt|t,Θ˜∥∥∥2 − ∥∥∥Q1/2Υxˆt|t,Θ˜∥∥∥2
∣∣∣∣ (94)
≤ 1E∩F∩G

T−Texp∑
t=0
(∥∥∥Q1/2Υ˜xˆt|t,Θ˜∥∥∥−∥∥∥Q1/2Υxˆt|t,Θ˜∥∥∥)2

1/2

T−Texp∑
t=0
(∥∥∥Q1/2Υ˜xˆt|t,Θ˜∥∥∥+∥∥∥Q1/2Υxˆt|t,Θ˜∥∥∥)2

1/2
(95)
≤ 1E∩F∩G

T−Texp∑
t=0
∥∥∥Q1/2 (Υ˜−Υ) xˆt|t,Θ˜∥∥∥2

1/2

T−Texp∑
t=0
(∥∥∥Q1/2Υ˜xˆt|t,Θ˜∥∥∥+ ∥∥∥Q1/2Υxˆt|t,Θ˜∥∥∥)2

1/2
(96)
≤ (T − Texp)‖Q‖X˜
(∥∥∥(Υ˜−Υ) xˆt|t,Θ˜∥∥∥(‖Υ˜‖+ ‖Υ‖)
)
(97)
= O˜
(
T − Texp√
Texp
)
(98)
where (94) follows from triangle inequality, (95) is due to Cauchy Schwarz and (96) is again triangle
inequality. Finally, in (98), we use (93) and the boundedness of G and G˜, which translates to
boundedness of Υ and Υ˜.
H.4 Bounding |R4| on the event of E ∩ F ∩ G
Lemma H.4. Suppose Assumption 2.3 holds and system is explored for Texp > T0 time steps. Given
E ∩ F ∩ G holds,
|R4| = O˜
(
T − Texp√
Texp
)
.
Proof. Similar to R3, let Υ˜ = [A˜, −B˜K˜] and Υ = [A, −BK˜]. Then, on the event of E ∩ F ∩ G,∥∥∥(Υ˜−Υ) xˆt|t,Θ˜∥∥∥ ≤ ‖(Υ˜ −Υ)‖‖xˆt|t,Θ˜‖
≤
(
‖A˜−A‖+ ‖K˜‖‖B − B˜‖
)
‖xˆt|t,Θ˜‖
≤
(
‖A˜−A‖+ Γ‖B˜ −B‖
)
X˜
≤
(
∆A+ Γ∆B
)
X˜ = O˜
(
1√
Texp
)
(99)
This fact helps us prove the statement of lemma as follows,
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1E∩F∩G|R4|
≤ 1E∩F∩G
T−Texp∑
t=0
∣∣∣∣∥∥∥(P˜ − C˜⊤QC˜)1/2Υ˜xˆt|t,Θ˜∥∥∥2 − ∥∥∥(P˜ − C˜⊤QC˜)1/2Υxˆt|t,Θ˜∥∥∥2
∣∣∣∣ (100)
≤ 1E∩F∩G

T−Texp∑
t=0
(∥∥∥(P˜ − C˜⊤QC˜)1/2Υ˜xˆt|t,Θ˜∥∥∥− ∥∥∥(P˜ − C˜⊤QC˜)1/2Υxˆt|t,Θ˜∥∥∥)2

1/2 (101)
×

T−Texp∑
t=0
(∥∥∥(P˜ − C˜⊤QC˜)1/2Υ˜xˆt|t,Θ˜∥∥∥+ ∥∥∥(P˜ − C˜⊤QC˜)1/2Υxˆt|t,Θ˜∥∥∥)2

1/2
≤ 1E∩F∩G

T−Texp∑
t=0
∥∥∥(P˜ − C˜⊤QC˜)1/2 (Υ˜−Υ) xˆt|t,Θ˜∥∥∥2

1/2 (102)
×

T−Texp∑
t=0
(∥∥∥(P˜ − C˜⊤QC˜)1/2Υ˜xˆt|t,Θ˜∥∥∥+ ∥∥∥(P˜ − C˜⊤QC˜)1/2Υxˆt|t,Θ˜∥∥∥)2

1/2
≤ (T − Texp)‖P˜ − C˜⊤QC˜‖X˜
(∥∥∥(Υ˜−Υ) xˆt|t,Θ˜∥∥∥(‖Υ˜‖+ ‖Υ‖)
)
(103)
≤ (T − Texp)
(
D + ‖Q‖ (‖C‖+∆C)2
)
X˜
(∥∥∥(Υ˜−Υ) xˆt|t,Θ˜∥∥∥(‖Υ˜‖+ ‖Υ‖)
)
(104)
= O˜
(
T − Texp√
Texp
)
(105)
where (100) follows from triangle inequality, (101) is due to Cauchy Schwarz and (102) is again
triangle inequality. Finally, in (105), we use (99) and the boundedness of G and G˜, which translates
to boundedness of Υ and Υ˜.
H.5 Bounding |R5| on the event of E ∩ F ∩ G
Lemma H.5. Suppose Assumption 2.3 holds and system is explored for Texp > T0 time steps. Given
E ∩ F ∩ G holds,∣∣∣∣∣
T−Texp∑
t=0
{
2xˆ⊤
t|t,Θ˜(A−BK˜)⊤(P˜ − C˜⊤QC˜)(I − LC)A(xˆt|t,Θ − xˆt|t,Θ˜)
} ∣∣∣∣∣ = O˜
(
T − Texp√
Texp
)
.
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Proof.
1E∩F∩G |R5|
= 2
∣∣∣∣∣∣
T−Texp∑
t=0
{
xˆ⊤
t|t,Θ˜(A−BK˜)⊤(P˜ − C˜⊤QC˜)(I − LC)A(L˜C˜xˆt|t−1,Θ˜ − LCxˆt|t−1,Θ˜ + Lyt − L˜yt)
}∣∣∣∣∣∣
≤ 2
∣∣∣∣∣∣
T−Texp∑
t=0
{
xˆ⊤
t|t,Θ˜(A−BK˜)⊤(P˜ − C˜⊤QC˜)(I − LC)A(L˜C˜ − LC)xˆt|t−1,Θ˜
}∣∣∣∣∣∣
+ 2
∣∣∣∣∣∣
T−Texp∑
t=0
{
xˆ⊤
t|t,Θ˜(A−BK˜)⊤(P˜ − C˜⊤QC˜)(I − LC)A(L− L˜)yt
}∣∣∣∣∣∣
≤2(T − Texp)
(
X˜ (Φ(A) + Γ‖B‖) ‖P˜−C˜⊤QC˜‖‖A − LCA‖×
(
‖L˜−L‖
(
‖yt‖+(‖C‖+‖C˜−C‖)X˜
)
+ζ‖C˜−C‖X˜
))
≤ 2(T − Texp)
(
X˜ (Φ(A) + Γ‖B‖)
(
D + ‖Q‖ (‖C‖+∆C)2
)
(Φ(A)(1 + ζ‖C‖))×(
∆L
(
Y + (‖C‖+∆C)X˜
)
+∆CζX˜
))
where we used the bounds listed in the beginning of the section, i.e. concentration results and
the boundedness property of xˆt|t,Θ˜ and yt. Using the fact that all the concentration results are
O˜
(
1√
Texp
)
we obtain the the statement of lemma.
H.6 Bounding |R6| on the event of E ∩ F ∩ G
Lemma H.6. Suppose Assumption 2.3 holds and system is explored for Texp > T0 time steps. Given
E ∩ F ∩ G holds,
|R6| = O˜
(
T − Texp
Texp
)
.
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Proof.
1E∩F∩G |R6|
=
∣∣∣∣∣∣
T−Texp∑
t=0
{(
xˆt|t,Θ − xˆt|t,Θ˜
)⊤
A⊤(I − LC)⊤(P˜ − C˜⊤QC˜)(I − LC)A(xˆt|t,Θ − xˆt|t,Θ˜)
}∣∣∣∣∣∣
≤ (T − Texp)
∥∥∥(L˜C˜ − LC)xˆt|t−1,Θ˜ + (L− L˜)yt∥∥∥2 ‖P˜ − C˜⊤QC˜‖ (Φ(A)(1 + ζ‖C‖))2
≤ (T − Texp)
((
‖L˜−L‖‖C‖+‖L‖‖C˜−C‖+‖L˜−L‖‖C˜−C‖
)
ρX˜+‖L˜−L‖Y
)2
×(
D+‖Q‖ (‖C‖+∆C)2
)
(Φ(A)(1 + ζ‖C‖))2
≤ (T − Texp)
(
(∆L‖C‖+ ζ∆C+∆L∆C)ρX˜+∆LY
)2 (
D+‖Q‖ (‖C‖+∆C)2
)
(Φ(A)(1 + ζ‖C‖))2
= O˜
(
T − Texp
Texp
)
where we used the bounds listed in the beginning of the section, i.e. concentration results and
the boundedness property of xˆt|t,Θ˜ and yt. Using the fact that all the concentration results are
O˜
(
1√
Texp
)
and each concentration term is squared in the final expression, we get the statement of
lemma.
H.7 Bounding |R7| on the event of E ∩ F ∩ G
Lemma H.7. Given E ∩ F ∩ G holds∣∣∣∣∣
T−Texp∑
t=0
{
E
[
wtC˜
⊤QC˜wt
]
− E
[
w⊤t C
⊤QCwt
]} ∣∣∣∣∣ = O˜
(
T − Texp√
Texp
)
.
Proof.
1E∩F |R7| = 1E∩F∩G
T−Texp∑
t=0
∣∣∣∣E
[
w⊤t
(
C˜⊤QC˜ − C⊤QC
)
wt
]∣∣∣∣
= 1E∩F∩G
T−Texp∑
t=0
∣∣∣∣Tr
((
C˜⊤QC˜ − C⊤QC
)
E
[
wtw
⊤
t
])∣∣∣∣
≤ nσ2w1E∩F∩G
T−Texp∑
t=0
∥∥∥C˜⊤QC˜ − C⊤QC∥∥∥
≤ n(T − Texp)σ2w‖Q‖
(
∆C2 + 2‖C‖∆C) = O˜
(
T − Texp√
Texp
)
.
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H.8 Bounding |R8| on the event of E ∩ F ∩ G
Lemma H.8. Suppose Assumption 2.3 holds and system is explored for Texp > T0 time steps. Given
E ∩ F ∩ G holds,∣∣∣∣∣
T−Texp∑
t=0
{
E
[
w⊤t C˜
⊤L˜⊤
(
P˜ − C˜⊤QC˜
)
L˜C˜wt
]
− E
[
w⊤t C
⊤L⊤
(
P˜ − C˜⊤QC˜
)
LCwt
]} ∣∣∣∣∣ = O˜
(
T − Texp√
Texp
)
Proof.
1E∩F∩G |R8|
= 1E∩F∩G
T−Texp∑
t=0
∣∣∣∣E
[
w⊤t
(
C˜⊤L˜⊤
(
P˜ − C˜⊤QC˜
)
L˜C˜ − C⊤L⊤
(
P˜ − C˜⊤QC˜
)
LC
)
wt
]∣∣∣∣
= 1E∩F∩G
T−Texp∑
t=0
∣∣∣∣Tr
((
C˜⊤L˜⊤
(
P˜ − C˜⊤QC˜
)
L˜C˜ − C⊤L⊤
(
P˜ − C˜⊤QC˜
)
LC
)
E
[
wtw
⊤
t
])∣∣∣∣
≤ nσ2w1E∩F∩G
T−Texp∑
t=0
∥∥∥C˜⊤L˜⊤ (P˜ − C˜⊤QC˜) L˜C˜ − C⊤L⊤ (P˜ − C˜⊤QC˜)LC∥∥∥
≤ n(T − Texp)σ2w1E∩F∩G‖P˜ − C˜⊤QC˜‖
(
‖L˜C˜ − LC‖2 + 2‖LC‖‖L˜C˜ − LC‖
)
≤ n(T − Texp)σ2w
(
D + ‖Q‖ (‖C‖+∆C)2
)
1E∩F∩G
((
‖L˜−L‖‖C‖+‖L‖‖C˜−C‖+‖L˜−L‖‖C˜−C‖
)2
+ 2‖LC‖
(
‖L˜−L‖‖C‖+‖L‖‖C˜−C‖+‖L˜−L‖‖C˜−C‖
))
≤n(T−Texp)σ2w
(
D+‖Q‖ (‖C‖+∆C)2
)(
∆L‖C‖+ζ∆C+∆L∆C
)(
2ζ‖C‖+∆L‖C‖+ζ∆C+∆L∆C
)
= O˜
(
T − Texp√
Texp
)
Since the dominating term has only one concentration result.
H.9 Bounding |R9| and |R10| on the event of E ∩ F ∩ G
Lemma H.9. Let R9 and R10 be as defined in equations (81) and (82), respectively. Suppose
Assumption 2.3 holds and system is explored for Texp > T0 time steps. Given E ∩ F ∩ G holds,
|R9| = O˜
(
T − Texp√
Texp
)
, |R10| = O˜
(
T − Texp√
Texp
)
Proof. Observe that xt+1 − xˆt+1|t,Θ˜ has the following dynamics,
xt+1 − xˆt+1|t,Θ˜ = A˜(I − L˜C˜)(xt − xˆt|t−1,Θ˜) + wt − L˜zt
Thus, the estimation error propagates according to a linear system, with closed-loop dynamics
A˜ − A˜L˜C˜, driven by the process wt − LCzt, which is iid zero mean and covariance W + LZL⊤.
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Additionally, from Assumption 2.3, A˜ − A˜L˜C˜ is stable. Recall that Σ˜ is the steady state error
covariance matrix of state estimation of the system with optimistic parameters Θ˜. Thus, we have
that
∥∥∥Σ˜∥∥∥ ≥ ∥∥∥∥E
[(
xt − xˆt|t,Θ˜
)(
xt − xˆt|t,Θ˜
)⊤ ∣∣∣xˆt|t−1, yt]
∥∥∥∥ for all t ≥ 0. From this we get
1E∩F∩G |R9|
= 1E∩F∩G
T−Texp∑
t=0
∣∣∣∣E
[(
xt − xˆt|t,Θ˜
)⊤ (
A˜⊤C˜⊤QC˜A˜−A⊤C⊤QCA
)(
xt − xˆt|t,Θ˜
) ∣∣∣xˆt|t−1, yt]
∣∣∣∣
= 1E∩F∩G
T−Texp∑
t=0
∣∣∣∣Tr
((
A˜⊤C˜⊤QC˜A˜−A⊤C⊤QCA
)
E
[(
xt − xˆt|t,Θ˜
)(
xt − xˆt|t,Θ˜
)⊤ ∣∣∣xˆt|t−1, yt])
∣∣∣∣
≤ n1E∩F∩G
T−Texp∑
t=0
∥∥∥A˜⊤C˜⊤QC˜A˜−A⊤C⊤QCA∥∥∥∥∥∥Σ˜∥∥∥
≤ n(T − Texp)‖Q‖1E∩F∩G
(
‖C˜A˜− CA‖2 + 2‖C‖‖C˜A˜− CA‖
)
(‖Σ‖+∆Σ)
≤ n(T − Texp)‖Q‖(‖Σ‖ +∆Σ)
((
Φ(A)∆C+∆A∆C+‖C‖∆A
)(
2‖C‖+Φ(A)∆C+∆A∆C+‖C‖∆A
))
= O˜
(
T − Texp√
Texp
)
Since the dominating term has only one concentration result. Similar result for R10 is obtained as
follows
1E∩F∩G |R10|
= 1E∩F∩G
T−Texp∑
t=0
∣∣∣∣∣Tr
((
A˜⊤C˜⊤L˜⊤
(
P˜ − C˜⊤QC˜
)
L˜C˜A˜−A⊤C⊤L⊤
(
P˜ − C˜⊤QC˜
)
LCA
)
×
E
[(
xt − xˆt|t,Θ˜
)(
xt − xˆt|t,Θ˜
)⊤ ∣∣∣xˆt|t−1, yt])
∣∣∣∣∣
≤ n1E∩F∩G
T−Texp∑
t=0
∥∥∥A˜⊤C˜⊤L˜⊤ (P˜ − C˜⊤QC˜) L˜C˜A˜−A⊤C⊤L⊤ (P˜ − C˜⊤QC˜)LCA∥∥∥ ∥∥∥Σ˜∥∥∥
≤ n(T − Texp)1E∩F∩G‖P˜ − C˜⊤QC˜‖
(
‖L˜C˜A˜− LCA‖2 + 2‖LCA‖‖L˜C˜A˜− LCA‖
)
(‖Σ‖+∆Σ)
≤ n(T − Texp)
(
D+‖Q‖ (‖C‖+∆C)2
)
(‖Σ‖+∆Σ) (∆K ′(2ζ‖C‖+∆K ′))
where ∆K ′ :=
(
∆LΦ(A)‖C‖ + ζΦ(A)∆C + ζ‖C‖∆A + ζ∆C∆A + Φ(A)∆L∆C + ∆L‖C‖∆A +
∆L∆C∆A
)
. Similar toR9, the dominating term has only one concentration result. Thus, 1E∩F∩G |R10| =
O˜
(
T−Texp√
Texp
)
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H.10 Bounding |R11| on the event of E ∩ F ∩ G
Lemma H.10. Suppose Assumption 2.3 holds and system is explored for Texp > T0 time steps.
Given E ∩ F ∩ G holds,
|R11| = O˜
(
T − Texp√
Texp
)
.
Proof.
1E∩F∩G
∣∣∣∣∣
T−Texp∑
t=0
2E
[
z⊤t+1L
⊤
(
P˜−C˜⊤QC˜
)
(L˜−L)zt+1
] ∣∣∣∣∣
= 1E∩F∩G
T−Texp∑
t=0
2
∣∣∣E [z⊤t+1L⊤(P˜−C˜⊤QC˜) (L˜−L)zt+1]∣∣∣
= 1E∩F∩G
T−Texp∑
t=0
2
∣∣∣∣Tr
((
L⊤
(
P˜−C˜⊤QC˜
)
(L˜−L)
)
E
[
zt+1z
⊤
t+1
])∣∣∣∣
≤ 2mσ2z1E∩F∩G
T−Texp∑
t=0
∥∥∥L⊤(P˜−C˜⊤QC˜) (L˜−L)∥∥∥
≤ 2mσ2z(T−Texp)
(
D+‖Q‖ (‖C‖+∆C)2
)
ζ∆L = O˜
(
T − Texp√
Texp
)
Since the second term in R11 has two concentration terms, i.e. ‖L˜−L‖, the one given above is the
dominating term which proves the lemma.
Combining these individual bounds with the result from Section D, we obtain the total regret
upper bound of ExpCommit:
Theorem H.1 (Regret Upper Bound of ExpCommit). Given a LQG Θ = (A,B,C), and regulating
parameters Q and R, suppose Assumptions 2.1-2.3 hold. For any exploration duration Texp > T0,
if ExpCommit interacts with the system Θ for T steps in total such that T > Texp, with probability
at least 1− 10δ, the regret of ExpCommit is bounded as follows,
REGRET(T ) = O˜
(
Texp +
T − Texp√
Texp
+ T 2/3
)
. (106)
Proof. Combining Lemmas H.1-H.10, on the event of E ∩ F ∩ G, with probability at least 1− δ, we
have
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R1=O˜
(
T−Texp√
Texp
)
, R2 = O˜
(√
T−Texp
)
, |R3|=O˜
(
T−Texp√
Texp
)
, |R4|=O˜
(
T−Texp√
Texp
)
,
|R5| = O˜
(
T−Texp√
Texp
)
, |R6|=O˜
(
T−Texp√
Texp
)
, |R7|=O˜
(
T−Texp√
Texp
)
, |R8|=O˜
(
T−Texp√
Texp
)
,
|R9|=O˜
(
T−Texp√
Texp
)
, |R10|=O˜
(
T−Texp√
Texp
)
, |R11|=O˜
(
T−Texp√
Texp
)
.
Thus, on the event E ∩ F ∩ G, with probability at least 1− δ,
REGRET(T − Texp)≤R1+R2+|R3|+|R4|+|R5|+|R6|+ |R7|+|R8|+|R9|+|R10|+|R11|+T 2/3
= O˜
(
Texp +
T − Texp√
Texp
+ T 2/3
)
.
Recall that the event E ∩ F ∩ G holds with probability at least 1− 9δ. Combining these results, we
prove the theorem.
Corollary H.1. If the total interaction time T is long enough, i.e. having exploration duration of
Texp = T
2/3 satisfies that Texp > T0, then with high probability ExpCommit obtains regret upper
bounded by O˜ (T 2/3).
Proof. T ≥ T 3/20 time steps with Texp = T 2/3 is Interacting with the system at least for T ≥ T 3/20
allows us to set Texp = T 2/3. Inserting this Texp to Theorem H.1, we obtain REGRET(T − Texp) =
O˜
(
T 2/3 + T−T
2/3√
T 2/3
)
+T 2/3 = O˜ (T 2/3 + T 2/3 − T 1/3)+T 2/3 = O˜ (T 2/3). Note that O˜(√Texp) term
of regret obtained in explore phase doesn’t effect the total regret result with the given choice of
Texp.
Relation to Mania et al. [2019] Note that the result in Theorem H.1 is the first sublinear
end-to-end regret result for LQG control in the literature. The closest related result to this is the
sensitivity analysis of Riccati equation in Mania et al. [2019]. In this work, the authors show that
if the estimated system parameters are very close to the underlying system parameters, the control
designed by using the estimated model, results in a suboptimality gap which is quadratic with
respect to the estimation error. It is worth noting that this result is for expected cost difference
between optimal controller and designed controller, rather than the actual acquired cost.
I Technical Lemmas and Theorems
Theorem I.1 (Partial Random Circulant Matrices [Krahmer et al., 2014]). Let C ∈ Rd×d be a circu-
lant matrix where the first row is distributed as N (0, I). Given s ≥ 1, set m0 = c0s log2(2s) log2(2d)
for some absolute constant c0 > 0. Pick an m × s submatrix S of C. With probability at least
1− (2d)− log(2d) log2(2s), S satisfies
‖ 1
m
S⊤S− I‖ ≤ max{
√
m0
m
,
m0
m
}.
Theorem I.2 (Azuma’s inequality). Assume that (Xs; s ≥ 0) is a supermartingale and |Xs −
Xs−1| ≤ cs almost surely. Then for all t > 0 and all ǫ > 0,
Pr(|Xt −X0| ≥ ǫ) ≤ 2 exp
(
−ǫ2
2
∑t
s=1 c
2
s
)
Theorem I.3 (Self-normalized bound for vector-valued martingales [Abbasi-Yadkori et al., 2011]).
Let (Ft; k ≥ 0) be a filtration, (mk; k ≥ 0) be an Rd-valued stochastic process adapted to (Fk) , (ηk; k ≥ 1)
be a real-valued martingale difference process adapted to (Fk) . Assume that ηk is conditionally sub-
Gaussian with constant R. Consider the martingale
St =
t∑
k=1
ηkmk−1
and the matrix-valued processes
Vt =
t∑
k=1
mk−1m⊤k−1, V t = V + Vt, t ≥ 0
Then for any 0 < δ < 1, with probability 1− δ
∀t ≥ 0, ‖St‖2V −1t ≤ 2R
2 log
(
det
(
V t
)1/2
det(V )−1/2
δ
)
Theorem I.4 (Gordon’s theorem for Gaussian matrices [Vershynin, 2010]). . Let A be an N × n
matrix whose entries are independent standard normal random variables. Then
√
N −√n ≤ Eσmin(A) ≤ Eσmax(A) ≤
√
N +
√
n
Lemma I.1 (Sub-Gaussian Martingale Concentration [Simchowitz et al., 2018]). Let {Ft}t≥1 be a
filtration, {Zt,Wt}t≥1 be real valued processes adapted to Ft,Ft+1 respectively (i.e. Zt ∈ Ft,Wt ∈
Ft+1). Suppose Wt
∣∣Ft is a σ2-sub-Gaussian random variable with mean zero. Then
Pr({
T∑
t=1
ZtWt ≥ α}
⋂
{
T∑
t=1
Z2t ≤ β}) ≤ exp(−
α2
2σ2β
)
This lemma implies that
∑T
t=1 ZtWt can essentially be treated as an inner product between a
deterministic sequence Zt and an i.i.d. sub-Gaussian sequence Wt.
Lemma I.2 (Covering bound [Oymak and Ozay, 2018]). Given matrices A∈Rn1×N , B∈RN×n2, let
M=AB. Let C1 be a 1/4-cover of the unit sphere Sn1−1 and C2 be a 1/4-cover of the unit sphere in
the row space of B (which is at most min{N,n2} dimensional). Suppose for all a ∈ C1, b ∈ C2, we
have that a⊤Mb ≤ γ. Then, ‖M‖ ≤ 2γ.
Lemma I.3 (Norm of a sub-Gaussian vector [Abbasi-Yadkori and Szepesvári, 2011]). Let v ∈ Rd be
a entry-wise R-sub-Gaussian random variable. Then with probability 1− δ, ‖v‖ ≤ R√2d log(2d/δ).
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Lemma I.4 ([Abbasi-Yadkori and Szepesvári, 2011]). Let X1, . . . ,Xt be random variables. Let
a ∈ R. Let St =
∑t
s=1Xs and S˜t =
∑t
s=1 1Xs≤aXs where 1Xs≤aXs denotes the truncated version
of Xs. Then it holds that
Pr(St > x) ≤ Pr(max
1≤s≤t
Xs ≥ a) + Pr(S˜t > x).
Lemma I.5 (Gaussian concentration Ineq. for Lipschitz func. [Ledoux and Talagrand, 2013]). Let
f(·) : Rp → R be an L− Lipschitz function and g ∼ N (0, Ip) . Then,
P(|f(g)− E[f(g)]| ≥ t) ≤ 2 exp
(
− t
2
2L2
)
Lemma I.6 ([Mania et al., 2019]). Let M and N be two positive semidefinite matrices of the same
dimension. Then, ‖N(I +MN)−1‖ ≤ ‖N‖.
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