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Résumé – Cet article présente une méthode de structuration d’une vidéo utilisant des indices sonores et visuels. Cette méthode repose sur un
modèle statistique de l’entrelacement temporel des plans de la vidéo. Le cadre général de la modélisation est celui des modèles de Markov cachés.
L’approche est validée dans le cadre de vidéos de tennis télédiffusées. Les indices visuels sont utilisés pour caractériser le type des plans. Les
indices audio décrivent les événements sonores apparaissant durant un plan. La structure de la vidéo est représentée par un modèle de Markov
caché, intégrant les informations a priori sur le contenu de la vidéo, ainsi que sur les règles d’édition. En résultat du décodage, des éléments
structuraux caractéristiques du tennis sont identifiés : premier service raté, échange, rediffusion ou temps mort. De plus, chaque plan de la vidéo
est assigné à un niveau de hiérarchie décrit en terme de point, jeu et set. Cette classification et segmentation simultanées peuvent être utilisées
pour la création de résumés vidéo ou pour permettre une navigation non linéaire dans le document vidéo.
Abstract – This paper focuses on the use of Hidden Markov Models (HMMs) for structure analysis of videos, and demonstrates how they can
be efficiently applied to merge audio and visual cues. Our approach is validated in the particular domain of tennis videos. Visual features are
used to characterize the type of shot view. Audio features describe the audio events within a video shot. The video structure parsing relies on
the analysis of the temporal interleaving of video shots, with respect to a priori information about tennis content and editing rules. As a result,
typical tennis scenes are identified. In addition, each shot is assigned to a level in the hierarchy described in terms of point, game and set.
1 Introduction
La structuration de la vidéo consiste à extraire les unités lo-
giques qui composent une vidéo donnée. La structure qui doit
être estimée dépend cependant de la nature de celle-ci. Dans cet
article, nous nous intéressons à la structure des retransmissions
sportives. L’analyse des vidéos de sports est un domaine de re-
cherche motivé par le besoin des diffuseurs de vidéos d’une
annotation détaillée de leur contenu. Cette annotation est gé-
néralement utilisée pour sélectionner les extraits susceptibles
d’être diffusés dans des magazines ou afin de construire des ré-
sumés. Jusqu’à présent cette tâche est réalisée manuellement.
Les données télédiffusées possèdent plusieurs types de flux
d’informations : l’image, le son, et parfois le texte. Pour ex-
traire des informations de haut-niveau sémantique d’une vi-
déo, les algorithmes doivent être dédiés à un type particulier
de vidéos, tel que le sport ou les journaux télévisés. Dans ce
contexte, la plupart des approches utilisent individuellement les
indices audio ou vidéo [1]. Seulement quelques travaux récents
prennent en compte ces deux sources d’informations [2, 3]. Ces
approches reposent sur l’utilisation successive des caractéris-
tiques audio et vidéo. Dans un premier temps, les caractéris-
tiques visuelles sont utilisées pour détecter les phases de jeu.
Dans un deuxième temps, la mesure de l’excitation du com-
mentateur ou du public permet de sélectionner les plans les
plus intéressants [4]. Le schéma inverse est également proposé
dans [5] : les exclamations de l’audience sont d’abord détectées
pour localiser les événements importants. L’analyse de l’image
est ensuite utilisée dans les régions précédemment sélection-
nées afin d’identifier un événement particulier.
Dans cet article, nous présentons une méthode de classifi-
cation et de segmentation automatique d’une vidéo de tennis
qui combine simultanément les indices audio et vidéo. De fa-
çon générale, il existe deux approches pour combiner ces ca-
ractéristiques. L’une est de les combiner au sein d’un unique
vecteur de caractéristiques audiovisuelles avant la classifica-
tion. L’autre consiste à faire deux classifications indépendantes
selon chaque modalité, puis de fusionner leur résultats. Dans
ce travail, nous avons utilisé une stratégie intermédiaire qui
consiste à extraire séparément des indices audio et vidéo de
"haut niveau", puis à réaliser la classification en utilisant si-
multanément ces indices.
D’autre part, le tennis possède une structure temporelle bien
déterminée, puisqu’il se décompose en sets, jeux et points, contrai-
rement au football par exemple qui ne se décompose qu’en
périodes de jeu contenant des phases de jeu ou de non-jeu.
Nous exploitons la forte structure du tennis afin : (1) d’iden-
tifier chaque segment parmi l’une des quatre catégories sui-
vantes : premier service raté, échange, rediffusion et temps morts,
(2) d’identifier chacun de ces segments par son index à diffé-
rents niveaux de la hiérarchie décrite en terme de point, jeu et
set. Les modèles de Markov cachés (ou HMMs) sont utilisés
pour fusionner les informations audio-visuelles, et pour repré-
senter la structure hiérarchique d’un match de tennis.
Nous définissons en section 2 la notion de syntaxe d’un match
de tennis, qui a motivé notre approche sur l’analyse de la struc-
ture. En section 3 nous présentons le système global ainsi que
les caractéristiques audiovisuelles exploitées. L’utilisation des
HMMs est détaillée en section 4. Enfin, la section 5 présente
les résultats expérimentaux.
2 Structure d’une vidéo de tennis
Règles de production : Dans le cadre de la retrans-
mission télévisée, les évènements sportifs sont généralement
soumis à des règles de réalisation spécifiques. Ces règles ré-
sultent :
– du nombre fini de caméras nécessaires pour retransmettre
un évènement sportif
– de leur position souvent fixe et caractéristique de l’évène-
ment filmé
– de leur utilisation : à un instant donné, le point de vue
fournissant l’information la plus pertinente est sélectionné
par le réalisateur.
A cause des règles de réalisation, les diffusions télévisuelles
sportives sont composées de scènes caractéristiques produisant
des motifs répétitifs, désignés par le terme de syntaxe. Pour
le tennis, par exemple, durant un échange, le point de vue sé-
lectionné est celui capturant la vue globale du terrain, tandis
qu’entre les échanges, des plans rapprochés sur les joueurs ou
sur le public seront préférés.
Connaissances a priori : Ce sont essentiellement
les règles du tennis. Les informations exploitées sont diverses :
nombre et position des joueurs, modèle du terrain, déroulement
et structure du jeu.
Structuration de la vidéo : Nous utilisons les règles
de production et les règles du tennis pour retrouver la structure
d’un match dans la vidéo. Les règles de production sont inter-
prétées en identifiant les différents plans, représentés par leur
point de vue (vue globale du terrain, gros plan, publicité...),
et en analysant leur entrelacement temporel pour identifier les
scènes caractéristiques du tennis. Nous avons identifié quatres
scènes caractéristiques composant une vidéo de tennis :
– les échanges : il s’agit de vues globales au terme des-
quelles un point est marqué.
– les premiers services ratés : ils sont caractérisés par une
vue globale d’une courte durée, mais ne concluent pas un
point.
– les temps morts : de durée significative, ils apparaissent
lorsque les joueurs changent de côté (tous les deux jeux
en général).
– les rediffusions : elles montrent la dernière action menée
suivant un autre point de vue, ou au ralenti. Elles sont no-
tifiées au téléspectateur par l’insertion de transitions spé-
ciales.
L’identification de ces quatre scènes caractéristiques est une
étape intermédiaire pour la segmentation en points, jeux et sets.
Un point est en effet défini comme une séquence de scènes ca-
ractéristiques, un jeu comme une séquence de points et un set
comme une séquence de jeux.
3 Présentation générale du système
Tout d’abord, une segmentation vidéo est réalisée en détec-
tant les transitions abruptes et graduelles entre les plans vidéos.
Pour chaque plan vidéo obtenu, sont extraits : une image-clé re-
présentative du contenu du plan, les attributs vidéos (couleur et
mouvement), et les attributs audio. Les plans vidéos étant plus
pertinents pour une analyse de la structure que des plans audio,
l’unité temporelle de base est le plan vidéo. Ainsi les caractéris-
tiques audio sont extraites de façon à décrire le contenu sonore
d’un plan vidéo. La séquence des plans vidéos caractérisés par
leurs attributs audio et vidéo forme la séquence d’observation
qui est décodée par un processus de HMMs (Figure 1).
FIG. 1 – Système d’analyse de la structure temporelle
Pour un plan t et son image-clé associée Kt, les attributs
utilisés sont :
La longueur du plan lt : elle est définie comme le nom-
bre d’images contenues dans le plan. Elle est directement ob-
tenue à partir du processus de segmentation automatique en
plans.
La similarité visuelle vt : Lors d’un match de tennis,
ce sont les vues globales qui capturent les échanges entre les
joueurs. La similarité visuelle est utilisée pour identifier les
vues globales parmi toutes les images-clé. D’abord, une image-
clé Kref représentative d’une vue globale est sélectionnée, sans
aucune hypothèse sur la couleur du terrain. Une fois Kref sélec-
tionnée, pour chaque image-clé Kt de la séquence, la similarité
visuelle vt entre l’image-clé Kt et Kref est calculée. vt est défi-
nie comme une fonction pondérée du vecteur de couleurs domi-
nantes de l’image-clé, de sa cohérence spatiale et de l’activité
du plan défini comme la moyenne sur le plan des mouvements
de la caméra [6].
La position des joueurs dt : il s’agit de la position re-
lative des joueurs par rapport au centre du terrain, représentée
par la distance entre le centre de gravité du joueur et la ligne
centrale (qui sépare les moitiés gauche et droites du terrain).
Les joueurs sont détectés par une segmentation grossière (sous
forme de blobs), réalisée par des filtrages sur les couleurs do-
minantes. Les lignes du terrain sont détectées par une transfor-
mation de Hough. Seul le joueur situé en bas du terrain n’est en
fait considéré, car sa détection est plus robuste. Si le processus
d’extraction de la position du joueur échoue, cet attribut n’est
pas pris en compte pour le plan considéré. La position relative
du joueur par rapport à la ligne centrale du terrain est utilisée
comme un indice afin de déterminer si le serveur a changé entre
deux jeux consécutifs.
Un vecteur audio binaire at : il décrit quelles classes,
parmi parole, applaudissements, bruit de balle, bruit et mu-
sique, sont présentes dans le plan vidéo. Ce vecteur binaire est
extrait à partir d’une segmentation automatique de la bande so-
nore. Cette segmentation est réalisée par un système basé sur
une modélisation par HMMs, utilisant des mélanges de Gaus-
siennes pour chaque classe de son, et pouvant combiner les
classes.
4 Analyse de la structure
Nous avons défini quatre éléments structuraux de base qui
correspondent aux quatre scènes caractéristiques décrites dans
la section 2. Chacun de ces éléments est modélisé par un HMM,
qui caractérise les relations temporelles entre les différents plans.
Chaque état d’un HMM modélise soit un plan, soit une tran-
sition progressive entre deux plans. Quatre symboles d’obser-
vation sont associés à chaque état. Formellement, pour un plan
t, l’observation ot consiste en la durée du plan lt, la similarité
vt entre l’image-clé du plan et Kref, la position du joueur dt si
elle existe, et le vecteur de description audio at qui caractérise
la présence ou l’absence d’événements sonores prédéterminés.
La probabilité de l’observation ot d’être dans l’état j à l’instant
t est alors donnée par :
bj(ot) = p(lt|j) p(vt|j) p(st|j) P [at|j] (1)
où p(lt|j) et p(vt|j) sont des distributions Gaussiennes, p(st|j)
est une fonction de dt représentant la probabilité que le ser-
veur ait changé par rapport au jeu précédent, et P [at|j] est le
produit sur l’ensemble des classes sonores k de la probabilité
discrète P [at[k]|j].
Afin de prendre en compte l’ensemble de la structure d’un
match de tennis en terme de point, jeu et set, les quatres HMMs
sont connectés au sein d’un HMM de plus haut niveau, repré-
senté dans la Figure 2.
FIG. 2 – HMM représentant la structure hiérarchique d’un
match de tennis
La segmentation et la classification de la séquence d’obser-
vation en éléments structuraux sont réalisées simultanément
par un algorithme de Viterbi [7]. L’algorithme de Viterbi per-
met de calculer la séquence d’états Q réalisant le plus proba-
blement la séquence d’observation O :
Q = arg max
q
ln p(q) +
∑
t
ln bqt(ot) (2)
Les probabilités de transitions entre les états du HMM de
plus haut niveau résultent entièrement des connaissances a priori,
tandis que les probabilités de transition entre états, et les pro-
babilité des symboles d’observations au sein des sous-HMMs
qui le compose, sont estimées par apprentissage.
5 Résultats expérimentaux
Les données expérimentales sont composées d’environ 2-
heures de vidéos de tennis au format MPEG-2 manuellement
annotées. La moitié des données est utilisée pour entraîner le
HMM, tandis que l’autre moitié est réservée pour les tests. Les
taux de rappels et de précision sont donnés pour trois expé-
riences (Table 1) : la première utilise uniquement la similarité
visuelle et la position des joueurs, la deuxième uniquement les
caractéristiques sonores et enfin la troisième combine les don-
nées audiovisuelles. Les durées des plans sont prises en compte
dans toutes les expérimentations. En ce qui concerne les attri-
buts audio, les résultats sont donnés pour les attributs issus de
la vérité terrain (colonne "man." dans la Table 1) et pour ceux
issus de la segmentation automatique (colonne "segm.").
Les informations visuelles seules permettent une bonne clas-
sification des scènes caractéristiques. La détection du joueur
renforce la similarité visuelle, dans la mesure où le processus
doit échouer sur les plans ne représentants pas des vues glo-
bales. La position du joueur à gauche ou à droite de la ligne
centrale fournit un indice supplémentaire à l’entrelacement tem-
porel, permettant de différencier les premiers services ratés des
échanges.
Concernant les résultats de la classification utilisant unique-
ment des vecteurs audio fiables, la précision pour les premiers
services ratés (90%) et les échanges (93%) montrent que les ca-
ractéristiques audio permettent de caractériser les plans d’échan-
ges. En effet, un échange se caractérise par la présence de bruits
de balle et d’applaudissements, tandis que les premiers ser-
vices ratés sont seulement caractérisés par la présence de bruits
de balle. De la même façon, les temps morts sont caractérisés
par la présence ou l’absence de musique dans un plan. Les ré-
sultats sont équivalents à ceux obtenus avec la vidéo seule. En
revanche, les rediffusions qui reposent essentiellement sur la
détection des transitions progressives, ne sont pas caractérisées
par un contenu audio représentatif, et par suite sont souvent non
identifiées (rappel 26%).
Les résultats de la classification utilisant les vecteurs audio
automatiquement segmentés sont en revanche plutôt mauvais.
Le taux de rappel obtenu par la segmentation automatique de
la bande sonore est de 76.9%, et la précision est de 46.3%. Les
bruits de balle et la musique sont bien classifiés, tandis que le
bruit est souvent étiqueté comme bruit de balle, probablement
parce que la classe bruit de balle est caractérisée par un mé-
lange de frappes de balles et de courts silences. Les erreurs is-
sues de la segmentation automatiques se répercutent au niveau
de la structuration et dégradent les performances.
TAB. 1 – Résultats de la classification et de la segmentation en éléments structuraux, avec les caractéristiques visuelles uniquement,
les caractéristiques audio uniquement et les caractéristiques audiovisuelles
Caractéristiques Caractéristiques Audio Audio-visuelles
Visuelles man. segm. man. segm.
Précision de 84% 70% 48% 88% 80%
la segmentation
Classification precision rappel precision rappel precision rappel precision rappel precision rappel
Premiers services 80% 83% 90% 68% 50% 19% 92% 88% 84% 88%
Échanges 88% 80% 93% 50% 18% 6% 87% 90% 83% 66%
Rediffusions 98% 88% 53% 26% 87% 34% 87% 96% 75% 78%
Temps morts 93% 87% 92% 84% 87% 79% 95% 84% 95% 84%
Cependant, l’intégration d’indices provenant de différents
médias augmente les performance de la segmentation et de la
classification. En particulier, la détection des bruits de balle
améliore le taux de classification des échanges. De plus, les
informations issues de l’audio permettent de corriger les er-
reurs qui peuvent se produire dans le processus d’extraction de
la position du joueur, lorsque par exemple le joueur n’est pas
détecté.
L’identification de la structure complète en terme de points
et de jeu permet d’atteindre un niveau encore supérieur dans
l’analyse de la structure (Table 2). La détection des frontières
des points est hautement corrélée à la détection des scènes ca-
ractéristiques. Cependant, en l’absence d’information sur le chan-
gement de serveur au cours du jeu, l’algorithme de Viterbi ne
peut déterminer de façon fiable les limites des jeux. La détec-
tion du joueur est donc un indice déterminant pour l’analyse de
la structure hiérarchique du match de tennis. Toutes les fron-
tières mal ajustées sont dues à des erreurs ou des ambiguïtés
dans la position du joueur.
TAB. 2 – Identification de la structure hiérarchique
Hierarchical segmentation accuracy
Point boundaries 83%
Game boundaries 75%
6 Conclusion
Nous présentons un modèle audio-visuel pour l’analyse de
la structure temporelle d’une vidéo de tennis. La structure est
modélisée par un HMM qui intègre l’information a priori sur le
tennis et les règles d’édition. Les HMMs fournissent de plus un
cadre probabiliste efficace pour l’intégration de données multi-
modales. La segmentation automatique des caractéristiques au-
dio doit être améliorée. Une autre approche est explorée qui
consiste à segmenter a priori la bande sonore en segments ho-
mogènes, puis à détecter de manière indépendante la présence
ou non de chacun des événements sonores.
Nous étudions actuellement l’identification des scores in-
crustés dans les vidéos afin de les intégrer au système, soit
comme une alternative à l’extraction des joueurs et du terrain,
soit afin de compléter le processus de structuration. L’approche
doit également être validée sur un nombre plus important de
vidéos. En perspective, le modèle doit être adapté à d’autres
séquences sportives telles que le baseball.
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