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Abstract
We consider the problem of estimation of the parameters in Generalized Linear Models (GLM) with
binary data when it is suspected that the parameter vector obeys some exact linear restrictions which
are linearly independent with some degree of uncertainty. Based on minimum φ-divergence estimation
(MφE), we consider some estimators for the parameters of the GLM: Unrestricted MφE , restricted MφE ,
Preliminary MφE, Shrinkage MφE , Shrinkage preliminary MφE , James–Stein MφE, Positive-part of
Stein-Rule MφE and Modified preliminary MφE . Asymptotic bias as well as risk with a quadratic loss
function are studied under contiguous alternative hypotheses. Some discussion about dominance among the
estimators studied is presented. Finally, a simulation study is carried out.
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1. Introduction
Let Yi , i = 1, . . . , I , independent binomial random variables with parameters pii and ni ,
i = 1, . . . , I . We shall assume that the parameters pii = Pr(Yi = 1), i = 1, . . . , I , depend on the
unknown parameters β = (β0, . . . , βk)T and explanatory variables xTi = (xi0, . . . , xik) , xi0 =
1, i = 1, . . . , I through, the linear predictor
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ηi ≡ g (pii ) =
k∑
j=0
xi jβ j , i = 1, . . . , I. (1)
Here g is the link function. Unless restrictions are imposed on β, we have −∞ < ηi < ∞, i =
1, . . . , I . We denote by X the I × (k + 1) matrix with rows xTi , i = 1, . . . , I . We also shall
assume that rank(X) = k + 1. The function g maps the unit interval onto the whole real line
(−∞,∞). So we consider Generalized Linear Models (GLM) with binary data. Link functions
ηi = g (pii ) can be any monotonic, differentiable function; however, in practice, only a small
set of link functions are actually used. In particular, links are chosen such that the inverse link
pii = g−1 (ηi ) is easily computed. Some link functions can be seen in McCullagh and Nelder





Let yi be the number of “successes” associated with the binomial random variable Yi , i =
1, . . . , I . The maximum likelihood estimator (MLE), β̂ = β̂ (Y1, . . . , YI ), of the true value of
















β̂ = arg max
β∈Θ
l (β) , (2)
where





















i = 1, . . . , I , we have















p̂i ,pi i (β)
)
is the Kullback–Leibler divergence between the probability vectors p̂i




is the Shannon entropy associated with the probability
vector p̂i . Their expressions are
DKull
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respectively. Therefore the MLE, defined in (2), can be alternatively defined by






p̂i ,pi i (β)
)
, (4)





does not depend on β,i = 1, . . . , I . For more details about Kullback–Leibler
divergence measure, see Kullback [7].
A new class of estimators can be obtained if we replace the Kullback–Leibler divergence in
(4) for a general family of divergence measures. One of the most known generalizations of the
Kullback–Leibler divergence is the φ-divergence measure introduced by Csisza´r [4] and Ali and
Silvey [1], simultaneously. The φ-divergence measure between the probability vectors p̂i and
pi i (β) is given by
Dφ
(
p̂i ,pi i (β)


















1− pi (xTi β)) ni
)
,
φ ∈ Φ∗,Φ∗ is the class of all convex functions φ (x) , x > 0, such that at x = 1, φ (1) =
φ′ (1) = 0, φ′′ (1) > 0. In the following, we shall assume the conventions 0φ (0/0) = 0 and
0φ (p/0) = p limu→∞ φ (u) /u. For a systematic study of φ-divergences see Pardo [11] and
Vajda [18].
As a natural extension of the maximum likelihood estimator, given in (4) it is possible to
consider the minimum φ-divergence estimator given by






p̂i ,pi i (β)
)
.
In the following, we refer to β̂φ as the unrestricted minimum φ-divergence estimator of the true
value of the parameter β0.
Now we assume that non-sample prior information on the value of β0 is available, either from
previous studies or from the practical experience of the researchers or experts. Let the non-sample
prior information be expressed by the subset Θ0 of Θ defined by
Θ0 =
{
β ∈ Θ/KTβ = m
}
,
where KT is any matrix of r rows and k + 1 columns and m is a vector, of order r of specified
constants; we can define the minimum φ-divergence estimator restricted to Θ0 by
β̂
H0






p̂i ,pi i (β)
)
.
We refer to it as the restricted minimum φ-divergence estimator. There is only the limitation on
KT in the sense that it must have full row rank, i.e., rank(KT) = r.
If we know that β0 ∈ Θ , without any additional information, we shall estimate β0 using the
unrestricted minimum φ-divergence estimator β̂φ , and if we are completely sure about β0 ∈ Θ0
we shall estimate β0 using the restricted minimum φ-divergence estimator, β̂
H0
φ . If we have some
“uncertainty” about if β0 ∈ Θ0, a better procedure for estimating β0 will be to use a “preliminary
test estimator”. It is well known that preliminary test estimation of parameters was introduced in
the literature to estimate parameters of a model when it is suspected that some “uncertain prior
information” on the parameter of interest is available. In this paper we introduce preliminary
test estimators about the parameter β of the GLM when it is a priori suspected that the GLM
parameters belong to the subspace of the parameter space determined by KTβ = m. Preliminary
test estimators involve a statistical hypothesis test of the “uncertain prior information”, in our
case H0 : KTβ = m, based on an appropriate test statistic. We shall consider for testing
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H0 : KTβ = m, a family of test statistics based on φ-divergence measures that in some sense
generalizes the likelihood ratio test. On the basis of this test a decision on using the unrestricted
minimum φ-divergence estimator or the restricted minimum φ-divergence estimator or both of
them simultaneously will be taken. Preliminary test estimators were introduced by Bancroft [2]
and studied later for many different authors in different problems. Preliminary test estimators of
the Stein-type were introduced in Stein [17] and James and Stein [6] and expanded by Saleh and
Sen [13,14] and Sen and Saleh [16] in the nonparametric context. A very nice state of the art
about this type of estimators in many different problems can be seen in Saleh [15].
Section 2 is devoted to introducing a very wide family of preliminary test estimators as
alternatives to β̂φ and β̂
H0
φ . In Section 3, we obtain the asymptotic bias of them under the
null hypothesis as well as under contiguous alternative hypotheses. Their asymptotic quadratic
risk and different relations among them are studied in Section 4. Finally, a simulation study
is carried out in Section 5 in order to analyze the behavior of the different preliminary test
estimators for small samples.
2. Alternative estimators






















































Under the assumptions that pi has continuous second partial derivatives in a neighborhood of the
true value of the parameter β0, and φ (t) ∈ Φ∗ is twice differentiable at t > 0. The minimum
φ-divergence estimator of β0, for the GLM, given in (1), verifies




























 , i = 1, . . . , I,
and the function α1 : R2I → Rk+1 verifies α1
(
p;p−p (β0))→ 0 as p→p (β0) . By Da, we are
denoting the diagonal matrix with elements a.
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where W = limN→∞WN .
In relation to the restricted minimum φ-divergence estimator, β̂
H0






















) = I− (XTWNX)−1 K(KT (XTWNX)−1 K)−1 KT
and the function α2 : R2I → Rk+1, verifies α2
(
p;p− p (β0))→ 0 as p→ p (β0) .
For more details about obtaining Eqs. (5)–(7) see Pardo and Pardo, [12].
Based on (5) and (7) it is not difficult to establish that
β̂
H0














+ ∥∥̂p− p (β0)∥∥ (α2 ( p̂; p̂− p (β0))− α1 ( p̂; p̂− p (β0))) . (8)
To test the compatibility of the restricted and unrestricted minimum φ-divergence estimators
β̂
H0

































In fact, we consider two φ-divergence measures, Dφ1 associated with the φ1-divergence test
statistic and Dφ2 associated with the minimum φ2-divergence estimator. If the linear hypotheses,
KTβ = m, are correct, (H0 : KTβ = m), the asymptotic distribution of T φ1,φ2N , given in (9), is
chi-squared with r degrees of freedom (see Theorem 1).
If we choose in (9) φ2 (x) = x log x − x + 1 and φ1 (x) = 12 (x − 1)2, we get the classical
Pearson test statistic for testing
H0 : KTβ = m versus H1 : KTβ 6= m (10)
and for φ1 (x) = φ2 (x) = x log x − x + 1, we get T φ1,φ2N = L R + op(1), where L R is the
classical likelihood ratio test. Now we use the test statistic (9) as well as the sample information




In the case where we do not have enough evidence about if β0 ∈ Θ0, we propose to consider
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The election of different functions h give some well known estimators. If we choose h(x) =
0,∀x we get the unrestricted minimum φ2-divergence estimator, β̂hφ1,φ2 ≡ β̂φ2 . For h(x) =
1,∀x , we get the restricted minimum φ2-divergence estimator, β̂hφ1,φ2 ≡ β̂
H0
φ2
. For h(x) =




h(x) = I(0,χ2r,α)(x), the preliminary minimum divergence estimator, β̂hφ1,φ2 ≡ β̂PTEφ1,φ2 . For








≡ β̂Sφ1,φ2 . For h(x) = 1 −
(
1− (r − 2)x−1) I(r−2,∞) (x) , (r > 2), the
positive-part of Stein-Rule minimum divergence estimator, β̂
h
φ1,φ2
≡ β̂S+φ1,φ2 . For h(x) =





If we restrict ourselves to the maximum likelihood estimator and the classical likelihood ratio
test some of the above estimators were considered by Matin and Saleh ([9,8]) in the particular
case of the logistic regression model, not in the context of generalized linear models, considered









is a fixed value of β which is a particular case of our equation KTβ = m.
In the following Section, we shall obtain the asymptotic bias of β̂
h
φ1,φ2
as well as some properties
of them.
3. Asymptotic bias of β̂
h
φ1,φ2
under contiguous alternative hypotheses
First we are going to get the asymptotic distribution of T φ1,φ2N if some or all the hypotheses
are incorrect as well as other results that will be necessary to get the asymptotic bias as well as
the asymptotic distributional quadratic risk.
Let βN ∈ Θ − Θ0 be a given alternative and let β be the element in Θ0 closest to βN in
the Euclidean distance sense. A possibility to introduce contiguous alternatives is to relax the
condition f (β) = KTβ −m = 0 defining Θ0. Let δ ∈ Rr and consider the following sequence,


















where W = limN→∞WN .
The following theorem presents the asymptotic distribution of T φ1,φ2N , given in (9) under H1,N .
Theorem 1. Under H1,N , the asymptotic distribution of T
φ1,φ2
N is a noncentral chi-square with
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and under H0 given in (10) is a chi-square with r degrees of freedom.
Proof. A second Taylor expansion gives











p(β)− p(βN ) = F2I×(k+1) (β)
(
β − βN
)+ ∥∥β − βN∥∥α∗(β;β − βN )
where α∗ : Rk+1 −→ R2I verifies α∗(β;β − βN ) −→ 0 as β −→ βN and





































































) = f (βN )+KT ( β̂φ2 − βN )+ ∥∥β̂φ2 − βN∥∥α3 ( β̂φ2; β̂φ2 − βN ) ,
where α3:Rk+1 → Rr verifies α3
(
β;β − βN





) = N−1/2δ +KT ( β̂φ2 − βN )+ ∥∥β̂φ2 − βN∥∥α3 ( β̂φ2; β̂φ2 − βN ) .
As N 1/2











Now the result follows from lemma in page 63 of Ferguson [5].
Under H0, δ = 0, therefore, the asymptotic distribution of T φ1,φ2N is a chi-square with r
degrees of freedom. 
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where YN and ZN are normal random vectors with mean vectors µY = Lδ and µZ = −Lδ,
respectively and variance–covariance matrices







Proof. The result for YN is obtained from (8) and (6) and the result for ZN is obtained from (7)
and (6). The random vectors Y and Z are asymptotically independent, because it is not difficult
to establish that
lim
N→∞Cov (YN ,ZN ) = 0. 




)− Cov ( β̂H0φ2 ) = ΣY.
Therefore the difference of the variance–covariance matrices is a positive semi-definite matrix,
and hence it can be concluded that the restricted minimum φ2-divergence estimator has a smaller
sampling variance than the unrestricted minimum φ2-divergence estimator.
Let β˜
∗
be a suitable estimator of β, and we denote by F
β˜














































































= √N ( β̂φ2 − βN )−√N ( β̂φ2 − β̂H0φ2 ) h (T φ1,φ2N ) .
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where λ = δT (KTΣSK)−1 δ. 
Remark 5. From the above theorem, we can get the asymptotic bias for the different estimators
considered in Section 2 using the corresponding expressions of h. The estimator β̂φ2 is






















the null hypothesis H0 : KTβ = m, the bias of β̂hφ1,φ2 , independently of h, is zero.
The previous results are not in a scalar form, and in order to be able to do comparisons we can
consider the asymptotic quadratic bias of them
B∗(β̂∗) = B(β̂∗)TΣ−1S B(β̂
∗
).






















where λ was defined in (12).
From (13), the asymptotic quadratic bias for the different estimators considered in this paper is
given by B∗(β̂φ2) = 0, B∗(β̂
H0
φ2









































− (r − 2) E
[
χ−2r+2 (λ) I(0,χ2r,α) (χ2r+2 (λ))]}2 .
By Gr (x; λ), we are denoting the distribution function of a non-central chi-square with r
degrees of freedom and noncentrality parameter λ evaluated at x .






















can be ordered as follows:
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(a) B∗(β̂φ2) ≤ B∗(β̂
SRE
φ2
) ≤ B∗(β̂H0φ2 )




(c) B∗(β̂S+φ1,φ2) ≤ B∗(β̂
S
φ1,φ2










) ≥ (r − 2) E [χ−2r+2 (λ)] for all α and λ.











for all α and λ.
Proof. Parts (a), (b), (d) and (e) are immediate.
(c) It is clear that l = B∗(β̂Sφ1,φ2)− B∗(β̂
S+
φ1,φ2
), can be written as

































































)2 = B∗ ( β̂PTEφ1,φ2) . 
4. Asymptotic quadratic risk of β̂
h
φ1,φ2




be a suitable estimator of β and F
β˜







.Given a positive semidefinite matrixM, we define the asymptotic distributional




































































































































































= A − B − C + D.



















































matrix the identity Σ ξ = I.






















)2]+ E [h (χ2r+4 (λ))2] δTLTMLδ.
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It is not difficult to establish that









































































Now the result follows. 






















under the null hypothesis H0 : KTβ =
m.
Theorem 8. Under the null hypothesis H0 : KTβ = m, the asymptotic distributional quadratic
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For this reason, we are going to analyze this expression for the different func-






















tively. It is not difficult to establish that E
[(
1− h (χ2r+2 (0)))2] is equal 1, 0, a2,
1 − Gr+2(χ2r,α; 0), 1 − a (2− a)Gr+2(χ2r,α; 0),
∫∞
0 (1 − (r − 2)x−1)2dGr+2(x; 0),
∫∞
r−2(1 −
(r − 2)x−1)2dGr+2(x; 0) and
∫∞
χ2r,α












































≤ R (β̂φ2;M) .
We consider r > 2. The expression (14) for β̂
S
φ1,φ2























≤ R ( β̂φ2;M) .
















(1− (r − 2)x−1)2dGr+2(x; 0) ≤
∫ ∞
0
(1− (r − 2)x−1)2dGr+2(x; 0).
We have,∫ ∞
χ2r,α






















































, because Gr−2(χ2r,α; 0) > Gr (χ2r,α; 0).






















≤ R ( β̂φ2;M) .
2278 M.L. Mene´ndez et al. / Journal of Multivariate Analysis 99 (2008) 2265–2284



















The result in (d) follows because∫ ∞
0
(1− (r − 2)x−1)2dGr+2(x; 0) = 1− r − 2r .







































under contiguous alternative hypothe-
ses. In the following, we shall denote by Chmax(A) and Chmin(A) the largest and the smallest
eigenvalues of the matrix M.
Theorem 9. Under contiguous alternative hypotheses H1,N : f
(
βN
) = N−1/2δ, r > 2 and
assuming that M verifies
























































































1− (r − 2) x−1
)
dGr+2(x; λ) < 0.
By Courant’s Theorem, it is a simple exercise to establish that δTLTMLδ ≤ λChmax(ΣYM). By








− R ( β̂φ2;M) = − (r − 2) trace(MΣY)
{
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The last inequality follows by (15). 
Theorem 10. Under contiguous alternative hypotheses H1,N : f
(
βN
) = N−1/2δ, we have the


















































































































































































































































if χ2r,α < r − 2















Proof. The results follow by Theorem 7, inequalities (2.2.18d)–(2.2.13h) in Saleh [15], and using
Courant’s Theorem. 
5. Simulation results




are studied under a null hypothesis as well as under contiguous alternative
hypotheses using a Monte Carlo experiment. In order to carry out the experiment, we are going
to consider the parametric family of φ-divergence measures based on
φλ(x) =

xλ+1 − x − λ (x − 1)
λ (λ+ 1) , λ 6= 0,−1
x log x − x + 1, λ = 0
log x + x − 1, λ = −1,
which was introduced and studied by Cressie and Read [3]. That it is to say, we consider for the






















depend on the parameter a ∈ (0, 1) which we take as 0.5 for our study.
We consider a logistic regression model consisting of a dichotomous dependent variable
and four normally distributed, with zero mean and unit variance, explanatory variables. We
generated 10 000 samples of different sample sizes n = (n1, . . . , nN )T ∈ N = {n1, n2}
with n1i = 30, i = 1, . . . , 8, n2 = (25, 25, 25, 25, 10, 10, 10, 10). The regression coefficients
βT = (β0, β1, β2, β3, β4) were generated from a uniform over (0, 2) .
To have a general idea about overall performance of each of the estimators, the summed mean
squared error (SMSE) is computed under the null hypothesis
H0 : KTβ = m,
where KT =
(
0 0 1 0 0
0 0 0 1 0








as well as the contiguous alternative hypotheses
Hδ,N : KTβ −m = N−1/2δ
for δ = (1, 1, 1) and δ = (−1, 10,−5) .
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Table 1
SMSE of the estimates for δ = (0, 0, 0) ,n = n1
λ1 0 2/3 1
λ2 0 2/3 1 0 2/3 1 0 2/3 1
β̂φλ2




























0.1178 0.1055 0.1039 0.1162 0.1028 0.1005 0.1160 0.1017 0.0990
Table 2
SMSE of the estimates for δ = (1, 1, 1) ,n = n1
λ1 0 2/3 1
λ2 0 2/3 1 0 2/3 1 0 2/3 1
β̂φλ2




























0.1442 0.1294 0.1262 0.1417 0.1252 0.1219 0.1416 0.1241 0.1202
From Tables 1 and 4, it is clear that β̂
H0
φλ2
≺ β̂PTE+λ1,λ2 ≺ β̂
PTE
λ1,λ2







≺ β̂φλ2 where ‘≺’ means ‘prefer to’ the same relation as we prove in Theorem 8.
Therefore, we can conclude that the asymptotic results of Theorem 8 are also valid for small
and moderate sample sizes.
For the alternative corresponding to δ = (1, 1, 1) and n = n1, it can be seen in Table 2 that
the above relations among the estimators hold. A little change happens when n = n2 (Table 5),






is reverse. This means that the result of Theorem 8 is true
when we move away a little bit from the null hypothesis.
From Table 3, the arrangement of the estimators is β̂
SRE
λ1,λ2





≺ β̂SPTλ1,λ2 ≺ β̂
PTE
λ1,λ2
≺ β̂H0φλ2 for δ = (−1, 10,−5) and n = n
1. For δ = (−1, 10,−5)
and n = n2 (Table 6), the only difference is the behavior of β̂H0φλ2 and β̂φλ2 . Therefore, under
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Table 3
SMSE of the estimates for δ = (−1, 10,−5) ,n = n1
λ1 0 2/3 1
λ2 0 2/3 1 0 2/3 1 0 2/3 1
β̂φλ2




























0.4591 0.4192 0.4088 0.4584 0.4179 0.4074 0.4585 0.4177 0.4071
Table 4
SMSE of the estimates for δ = (0, 0, 0) ,n = n2
λ1 0 2/3 1
λ2 0 2/3 1 0 2/3 1 0 2/3 1
β̂φλ2




























0.3135 0.2712 0.2789 0.2818 0.2357 0.2273 0.2812 0.2260 0.2178









seem to be the
preferable.
Another point is that in our case each estimator of the first column in fact is a family of
estimators, so we can ask us about the best members of those families. For all tables, i.e., under
the null hypothesis or alternative hypotheses the best choice is λ1 = λ2 = 1 for all the cases





In this paper, we have considered a new family of estimators for the parameters of the
GLM with binary data. This new family of estimators depends on both minimum φ-divergence
estimators and φ-divergence statistics. Minimum φ-divergence estimators appear as a natural
generalization of the maximum likelihood estimator in the GLM. Based on their asymptotic
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Table 5
SMSE of the estimates for δ = (1, 1, 1) ,n = n2
λ1 0 2/3 1
λ2 0 2/3 1 0 2/3 1 0 2/3 1
β̂φλ2




























0.4083 0.3583 0.3529 0.3882 0.3298 0.3207 0.3801 0.3216 0.3121
Table 6
SMSE of the estimates for δ = (−1, 10,−5) ,n = n2
λ1 0 2/3 1
λ2 0 2/3 1 0 2/3 1 0 2/3 1
β̂φλ2




























1.7172 1.5686 1.5329 1.7091 1.5594 1.5235 1.7078 1.5573 1.5212
quadratic risk, some new estimators emerge for the GLM with binary data. These results are
asymptotic (large sample sizes), but for small and moderate sample sizes we get results in
accordance with the asymptotic results. These results are established when the postulated model
is true as well as when is not true, i.e., when we consider contiguous alternative hypotheses.
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