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The focus of this paper is to identify and analyze stable Sun synchronous orbits in a Hill
rotating frame which can be applied to any small body in the solar system. Outgassing
jet accelerations will be considered for the case of comets. Once these orbits have been
identified, control schemes to restrict their motion are explored.
Introduction
The recent rise in missions to small bodies has created a new set of dynamical problems to be solved.
While many missions have flown by and investigated comets from a distance there has not been a mission
to actually orbit and land on the surface. The need to safely orbit a comet has become important. NASA
recently stressed the importance of obtaining a comet surface sample return.1 ESA’s Rosetta mission is
scheduled to deliver a lander to the surface of comet 67 P/Churyumov-Gerasimenko in 2014. Both of these
missions will involve a period of close proximity to the comet and potentially an orbital phase about the
body. The focus of this work will be to identify and analyze stable Sun synchronous orbits in a rotating
frame which can be used to orbit any small body in the solar system. Previous work has been done on this
problem. Dankowicz2 has found these type of orbits in a non-rotating system and explored their stability
previously. Scheeres and Marzari3 investigate the stability of such motions accounting for the orbit of the
comet, while Scheeres4 investigated the definition and stability of sun-synchronous orbits started from the
terminator plane. The current research combines the offset orbits of Dankowicz with the averaging analysis
and rotation present in the Scheeres analysis. The stability of identified orbits will be tested for outgassing
jet accelerations in the case of comets. Once these orbits have been shown to be stable, different control
schemes to restrict their allowable motion will be explored.
Equations of Motion
Consider the case of a spacecraft in the vicinity of a comet and significantly far from any other celestial
body. Assume that a negligible mass spacecraft is in the vicinity of a comet modelled as a point mass and






where ~rI is the position vector in an inertial frame, U is the potential, and g is the solar radiation pressure
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where β = (1+η)G1/B, G1 = 1108kg−km3/(s2−m2), B is the spacecraft mass to area ratio in kg/m2, η is
the reflectance of the spacecraft, and d is the heliocentric distance of the comet in km.4 The Hill equations
of motion are appropriate given the dynamical setup. They are as follows in the orbit frame assuming a
constant rotation about the Sun are (with x along the Sun-comet line and z out of the orbital plane):
ẍ = 2ωẏ + 3ω2x− µx
r3
+ g (3)
ÿ = −2ωẋ− µy
r3
(4)





x2 + y2 + z2. Future work will generalize this analysis to the case of an elliptic comet orbit
about the sun. The angular momentum projected along the solar radiation direction, x̂, is:
hd = x̂ · (~r × ~̇r) (6)
where its projected time derivative has the form:
ḣd = x̂ · (~r × ~̈r) (7)
If ~r = (x, y, z) and ~̇r = (ẋ, ẏ, ż), then this time derivative simply reduces to:
ḣd = x̂ · (2ωẋz − ω2yz, gz + 2ωẏz + 4ω2xz,−gy − 2ω(xẋ + yẏ)− 3ω2xy) (8)
ḣd = 2ωẋz − ω2yz (9)
A cylindrical frame will gain us more insight, therefore we apply the following transformation:
x = x (10)
y = ρ cos θ (11)
z = ρ sin θ (12)
ẋ = ẋ (13)
ẏ = ρ̇ cos θ + ρθ̇ sin θ (14)
ż = ρ̇ sin θ − ρθ̇ cos θ (15)
Changing the variables to cylindrical coordinates results in:
ḣd = 2ωẋρ sin θ − 12ω
2ρ2 sin(2θ) (16)
Note that the average value of ḣd over 2π in θ is 0 due to the sin θ and sin(2θ) terms if we assume constant
values for ρ and ω and a zero or periodic value for ẋ. This means that the projected angular momentum along
x̂s is conserved on average. This conservation of the projected angular momentum was found in Dankowicz2
for a non-rotating system implying that on average the dynamics in a rotating system have similarities to
the non-rotating system.
Completely converting to the cylindrical coordinates, the equations of motion become:
ẍ = 2ω(ρ̇ cos θ − ρθ̇ sin θ) + 3ω2x + g − xµ
r3
(17)
ρ̈ = −2ẋω cos θ + ρθ̇2 − ρω2 sin2 θ − ρµ
r3
(18)
ρθ̈ = 2ẋω sin θ − 2ρ̇θ̇ − ρω2 sin θ cos θ (19)
where r =
√
x2 + ρ2. Note that a symmetry in the evolution of the x and ρ states exists for +θ̇ and −θ̇
when θ0 = 0, π. This is expected due to the term θ̇ sin θ = −θ̇ sin(−θ) in the ẍ equation and θ̇2 = (−θ̇)2 in
the ρ̈ equation. If these equations are averaged over θ as was done for the projected angular momentum, a
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system similar to the non-rotating system case from Dankowicz2 is recovered with the additional terms of
3ω2x and − 12ρω2.










ρθ̈ = −2ρ̇θ̇ (22)
Note that equation 22 can be directly integrated as:
ρ2θ̇ = h (23)
where h is a constant and in this case is the averaged angular momentum magnitude. Therefore the averaged
equations of motion reduce to functions of x and ρ with constant h:














To find the equilibrium solutions to this set of equations, we set ẍ and ρ̈ to zero and find that the following















For a given value of x0, then the variables ρ0 and θ̇0 can be found as functions of x0 yielding a family of Sun














Note that these solutions are dependent on the values of µ and g and will result in different family profiles
for each system. It may be possible for these solutions not to exist for any value of x0 depending on the
values of µ and g for a given system. An example profile of the family of circular orbits can be seen in
figure 1 while figures 2- 5 illustrate the trajectory examples in the vicinity of these circular orbits. Note that
the larger the x offset, the more it deviates from the averaged solution. These orbits are generalizations of
the terminator orbits described in Scheeres.4
Zero Velocity Curves
To gain insight into the dynamics of the system, it is instructive to construct the zero velocity curves








ω2(3x2 − ρ2 sin(θ)2)− gx (31)
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Figure 1. Example of circular orbit equilibrium solutions of the averaged equations as a function of the x
offset.
where θ̇ = h/ρ2. Note this is same Jacobi integral can be obtained by examining the averaged equations
alone where V = µr +
1
2ω
2(3x2− 12ρ2) + gx− h
2
2ρ2
. To find the zero velocity curves, we set the Jacobi integral











Note that C = −V as expected and therefore for a given C, the spacecraft’s motion can occur where
C + V ≥ 0 (34)












Cm = C +
3
2
ω2x2 + gx (36)
Cm is considered a constant for a given x. Rearranging equation 35, the zero velocity curves can be found























































Note that only ρ ≥ 0 is appropriate for cylindrical coordinates so the variable Γ = ρ2 is used. For a given,
x, h, C, and g, the zero velocity curves can be computed. Figure 6 (figure 7 for the detail) shows the detail
of the zero velocity curves for various circular orbit equilibrium solutions within a family. Note there exists
a limit to where there is allowable motion to the Sun side of the equilibrium solution before the equilibrium
solution becomes a stay alone point of the zero velocity curves. This limit appears to be a stable/unstable
boundary for the circular orbit equilibrium solutions although this will be analytically verified in the next
section. Figure 8 shows the curves for differing values of C while holding h, ω, and g constant. For an h
value associated with a stable equilibrium solution, increasing the energy opens up the allowable area for
motion around the equilibrium point and eventually leads to the two areas merging together at conjugate
unstable equilibrium point which has the same h value.
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Figure 2. Initial offset (x0=.1 km) orbit about a comet with a regular gravity field in the rotating frame.
Black = full Hill equations of motion trajectory. Red = averaged Hill equations of motion trajectory. Shown

















































Figure 3. Initial offset (x0=.5 km) orbit about a comet with a regular gravity field in the rotating frame.
Black = full Hill equations of motion trajectory. Red = averaged Hill equations of motion trajectory. Shown
with full equations’ component deviation (∆x,∆y,∆z) from the averaged solution.
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Figure 4. Initial offset (x0=1 km) orbit about a comet with a regular gravity field in the rotating frame. Black
= full Hill equations of motion trajectory. Red = averaged Hill equations of motion trajectory. Shown with
full equations’ component deviation (∆x,∆y,∆z) from the averaged solution.















































Figure 5. Initial offset (x0=2 km) orbit about a comet with a regular gravity field in the rotating frame. Black
= full Hill equations of motion trajectory. Red = averaged Hill equations of motion trajectory. Shown with
full equations’ component deviation (∆x,∆y,∆z) from the averaged solution.
6 of 19
American Institute of Aeronautics and Astronautics










Figure 6. Zero velocity curves for various equilibrium solutions. * = equilibrium solution at each C energy
level. Dashed = circular orbit equilibrium solutions curve. Black→Blue = decreasing C value.
The shape or curvature of the zero velocity curves is determined by the solar radiation pressure magnitude,
g. Larger values of g will tend to straighten the upper portion of the zero velocity curve and shrink the area
of allowable motion for a fixed value of h as seen in figure 9 for a system with constant h and ω and varied
the solar radiation pressure magnitude.
The zero velocity curves appear to have an open shape, so it is only natural to determine if there exists
any other conditions for the curves to close up and bound the motion of the spacecraft inside. First, consider




















To find a point of closure, J̄x = 0 and J̄ρ = 0 must hold. Note that equations 38 and 39 are exactly the
conditions used to find the circular orbit equilibrium solutions. First consider the case of negligible solar
radiation pressure, g = 0, these partial equations become:
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Figure 7. Zero velocity curves detail for various equilibrium solutions. * = equilibrium solution at each C
energy level. Dashed = circular orbit equilibrium solutions curve. Black→Blue = decreasing C value.
















Note that for a real valued solution to exist, x2 > 0. This condition on x becomes a condition on the angular







Since we are mostly interested in the circular orbit equilibrium solutions, we can substitute h = ρ20θ̇0, using



































These equations are the same as the conditions for the circular orbit equilibrium solutions. This implies
that closure points occur at equilibrium solutions with the same angular momentum magnitude as predicted
by the zero velocity curves and that there does not exist any other closure points of the system allowing a
spacecraft to escape.
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Figure 8. Zero velocity curves with constant h. * = equilibrium solution at each C energy level. Dashed
= circular orbit equilibrium solutions curve (Red = stable, Black = unstable). Black→Blue = decreasing C
value.
Stability of Averaged Equations of Motion
Since the zero velocity curves have provided a graphical look that the stability of the system, let’s now
determine it analytically. To begin the averaged equations are linearized about the circular orbit (ρ0, x0,
























































For notational simplicity, these equations are rewritten as:
δẍ = aδx + bδρ (54)
δρ̈ = cδx + dδρ + eδθ̇ (55)
δθ̈ = fδρ̇ (56)
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Figure 9. Zero Velocity Curves for Fixed ω varied g. Black→Blue = Increasing g Value.
where a, b, c, d, e, f are defined by the original linearized averaged equations and c = b. In state space form,














0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
a b 0 0 0 0
b d 0 0 0 e














X = AX (58)
To determine the stability of this system, let’s examine the eigenvalues of the A matrix, which are determined
by its characteristic polynomial:
λ6 + (−a− d− ef)λ4 + (−b2 + ad + aef)λ2 = 0 (59)
It is obvious from the characteristic polynomial that there are two eigenvalues at 0. Therefore, the system
is by definition unstable, but the eigenvector associated with the zero eigenvalues is (0, 0, 1, 0, 0, 0) or the
θ direction which does not realistically effect the stability of the circular orbit. Therefore, it is the other
eigenvalues which will be used to determine the stability of the orbit. Eliminating the zero roots results in:
λ4 + (−a− d− ef)λ2 + (−b2 + ad + aef) = 0 (60)
which has the roots:
λ = ±
√
(a + d + ef)±
√
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With two of these roots having positive signs, only a purely imaginary roots will allow for a stable solution
and they depend on the comet’s specific orbit. Therefore to have purely imaginary roots, the following
condition needs to hold for the comet’s orbit:
(a + d + ef) +
√
4b2 + (−a + d + ef)2 < 0 (64)
or
(a + d + ef) < −
√
4b2 + (−a + d + ef)2 (65)
since
√
4b2 + (−a + d + ef)2 > 0 always.
As an example, figure 10 illustrates the stable and unstable circular orbit equilibrium solutions based
on this analysis. The eigenvalues are indeed either zero or purely imaginary for the stable solutions in this
example.














Figure 10. Possible circular orbit solutions as a function of x from averaged equations. Red = Stable. Black
= Unstable.
To test this stability criteria, example simulations of stable and unstable solutions as determined by
equation 65 were performed and their trajectories were plotted on the appropriate zero-velocity curve. Fig-
ure 11 shows a stable trajectory staying close to the equilibrium point. Note that the zero-velocity curves
are computed for the averaged equations with a slightly different energy (a result of terms which have been
averaged out) from the non-averaged equations yielding a curve around the averaged equilibrium solution.
Figure 12 shows an unstable trajectory wandering far from the equilibrium point as expected and eventually
escaping.
Stability in Presence of Outgassing Jet
Until this point, the analysis presented could be applied to any small body without disturbing forces other
than solar radiation pressure. Let’s shift out focus to a comet with outgassing jets which produce a varied
pressure field in the vicinity of the nucleus. If we consider that the spacecraft passes through an outgassing
jet field, we can determine a bound on the strength of the jet for which the spacecraft is contained within
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Figure 11. Stable trajectory plotted on zero-velocity curves. Black = trajectory energy. Red = averaged
equilibrium solution energy.
an area about a stable equilibrium solutions. The acceleration due to an outgassing jet will be considered








+ gd̂ + ~aoj (67)
When broken down into cylindrical coordinates, it becomes obvious that only the x and ρ directions are
affected by the outgassing jet’s acceleration.












ρθ̈ = 2ẋω sin θ − 2ρ̇θ̇ − ρω2 sin θ cos θ (70)








ω2(3x2 − ρ2 sin(θ)2)− gx + Aog
r
(71)





















As determined previously, the stable equilibrium solution has a conjugate h valued unstable equilibrium
solution which defined the closure point on the zero velocity curve with increased energy. Define Cs as the
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Figure 12. Unstable trajectory plotted on zero-velocity curves. Black = trajectory energy. Red = averaged
equilibrium solution energy.
energy associated with a stable equilibrium solution with angular momentum magnitude, h, and Cu as the
energy associated with the conjugate unstable equilibrium solution. Therefore the condition Cs ≤ Cog ≤ Cu,
where Cog is the energy while within an outgassing jet, must hold to keep a spacecraft bounded near the
stable equilibrium. This implies a bound on Aog:
Aog
r
≤ Cu − Cs (73)
or
Aog ≤ (Cu − Cs)r (74)
Therefore, if the strength of an outgassing jet, Aog, can be estimated, this condition gives insight into if
the spacecraft will remain bounded in the vicinity of the stable equilibrium. For example, figure 13 illustrates
a trajectory of a spacecraft which has passed though an outgassing jet with a magnitude which does not
violate the criteria and allows for the spacecraft to remain bounded near the equilibrium solution while the
magnitude of the outgassing jet in figure 14 is too large and forces an instability in the orbit allowing it to
escape.
Orbital Control
Since it has been shown that stable orbits exist, we now consider controlling these orbits. Several
control schemes are presented to restrict the motion of a orbiting spacecraft using a single dimension or
two dimensions to define the boundary of the allowable orbit. Three different control boundaries will be
considered when developing a control scheme. The first case is for the motion to be restricted by an angle in
the cylindrical coordinate formulation of the equations of motion. This produces a long pie shaped allowable
area with the possibility of impact with the nucleus. The second case is for the motion to be restricted by
a plane in the cartesian coordinate formulation of the equations of motion to restrict the spacecraft from
impacting. Finally, boundaries defined by both an angle and a minimum radius which also restrict impacting
are tested. In each case, an acceleration is applied when the spacecraft violates the defined boundary to
push the spacecraft back into the allowable motion area.
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Figure 13. Stable trajectory in the presence of an outgassing jet on appropriate zero velocity curve (two jet
passages). Solid = trajectory with outgassing. Dashed = trajectory without outgassing.


































Figure 14. Unstable trajectory in the presence of an outgassing jet on appropriate zero velocity curve (two
jet passages). Solid = trajectory with outgassing. Dashed = trajectory without outgassing.
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For our initial analysis we consider a theoretical control method that is commonly used to test the
feasibility of the control boundaries, an impulsive thrust. First consider the case where a ∆v is applied to
reverse the direction of the full velocity vector while holding the magnitude constant. This result, as seen
in figures 15 and 16, does not maintain the orbit perpendicular to the Sun line although the impulsive is


































































Figure 15. Orbit control with reversed θ and ρ velocity impulse with angle boundary. Solid = controlled
trajectory. Blue = angle boundary. o = impulse location. Position and velocity components of the controlled
































































Figure 16. Orbit control with reversed θ velocity impulse with plane boundary at y = 0.5km. Solid = controlled
trajectory. Blue = angle boundary. o = impulse location. Position and velocity components of the controlled
orbit are also plotted for reference with blue defining a component’s boundary.
Since the reversal of the full velocity vector performs poorly at maintaining the orbit’s attitude, let’s
consider the exact same impulse maneuver except only reverse the ẏ and ż components (or ρ̇ and θ̇ compo-
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nents). This result, as seen in figure 17, also does not maintain the orbit perpendicular to the Sun line but




































































Figure 17. Orbit control with reversed velocity impulse in the y and z directions with angle boundary. Solid
= controlled trajectory. Blue = angle boundary. o = impulse location. Position and velocity components of
the controlled orbit are also plotted for reference.
Finally let’s consider once again the exact same impulse maneuver except only reverse the θ̇ component:
∆v = v2 − v1 = ρ2θ̇2 − ρ1θ̇1 (75)
where ρ2 = ρ1 = ρ and θ̇2 = −θ̇1 = θ̇ resulting in:
∆v = 2ρθ̇ (76)
This would ideally result in a final velocity of −ρθ̇. This control impulse, as seen in figure 18, maintains the
x offset similar to the ρ̇ and θ̇ reversal but does not maintain the ρ component as well.
Figure 19 shows the comparison of the three impulsive schemes for the angle boundary. It is clear that
the reversal of the ρ̇ and θ̇ velocity components is the best of the three at maintaining the orbit across all
three position components.
The drawback to the boundary defined by angles is that the spacecraft can be contained within the
bounded area and still impact the comet. Let’s consider now an orbit bounded by the angles as before and
also a minimum radius from the body. When the spacecraft encounters the angle boundary, a reversal of the
θ̇ velocity component impulse will be applied, while a a reversal of the ρ̇ velocity component impulse will
be applied when the radius boundary is violated. Figure 20 illustrates the result of this control scheme and
figure 21 illustrates the same control scheme with the addition of a reversal of the ẋ velocity component also
when the minimum radius boundary is encountered. Note that both methods give similar results for the x
offset but the method with the additional ẋ velocity control maintains the ρ component better.
The control schemes up until this point have been impulsive thrust maneuvers with the main objective
of confining the spacecraft within a region. These methods were necessary to illustrate that the spacecraft
could be controlled to remain within an allowable region and not escape. Future work includes designing a
finite burn control scheme based on the performance results of these impulsive maneuvers.
Conclusions
We have shown that on average Sun synchronous circular orbits exist in the Hill equations of motion
with solar radiation pressure. An stability analysis was performed and criteria was given to produce stable
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Figure 18. Orbit control with reversed velocity impulse in the y and z directions with angle boundary. Solid
= controlled trajectory. Blue = angle boundary. o = impulse location.
orbits for a given system. The calculations of the zero velocity curves also gave insight into the stability of
these orbits as well as under the pressure from an outgassing jet. Multiple control schemes were presented
to restrict the motion of the spacecraft within a defined bounded area.
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Figure 19. Orbit control comparison with angle boundary. Black = full velocity reversal. Blue = ρ̇ and θ̇













































































Figure 20. Orbit control with reversed velocity impulse in the θ̇ direction with the angle boundary and ρ̇
direction with minimum radius boundary. Solid = controlled trajectory. Blue = angle boundary. o = impulse
location.
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Figure 21. Orbit control with reversed velocity impulse in the θ̇ direction with the angle boundary and ρ̇
direction with minimum radius boundary. Solid = controlled trajectory. Blue = angle boundary. o = impulse
location.
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