Abstract. We consider complex Mandelbrot multiplicative cascades on a random weighted tree. Under suitable assumptions, this yields a dynamics T on laws invariant by random weighted means (the so called fixed points of smoothing transformations) and which have a finite moment of order 2. Moreover, we can exhibit two main behaviors: If the weights are conservative, i.e., sum up to 1 almost surely, we find a domain for the initial law µ such that a nonstandard (functional) central limit theorem is valid for the orbit (T n µ) n≥0 (this completes in a non trivial way our previous result in the case of non-negative Mandelbrot cascades on a regular tree). If the weights are non conservative, we find a domain for the initial law µ over which (T n µ) n≥0 converges to the law of a non trivial random variable whose law turns out to be a fixed point of a quadratic smoothing transformation, which naturally extends the usual notion of (linear) smoothing transformation; moreover, this limit law can be built as the limit of a non-negative martingale. Also, the dynamics can be modified to build fixed points of higher degree smoothing transformations.
Introduction
This work is a continuation of our study of iteration of Mandelbrot cascades [6] in which we brought to evidence central limit theorems. The cascades then took place on a homogeneous tree. This time we consider such cascades on a random weighted tree, which is a kind of random scenery. This is not a mere generalization. This setting leads to new and somewhat unexpected phenomena. In particular it provides solutions to a non-linear equation whose unknown is a probability distribution, as well as a non-standard central limit theorem.
To be more specific, let N be a non-negative integer valued random variable and a = (a j ) j≥1 be a sequence of non-negative random variables such that E j≥1 a j = 1.
We assume that a and N are independent.
Let L W stand for the law of the random variable W . Consider the following map
where µ is a probability measure on C, all variables W k (j) are distributed according to µ, independent, and independent of a and N . Under suitable assumptions on a and N , we prove that this mapping has a unique non trivial fixed point in a certain domain defined by inequalities on the second moment of µ. In other terms this solves the equation
If N is the contant 0, µ is a fixed point of the well known linear smoothing transform associated with a. Otherwise, equation (1) is nonlinear, and in case N is the constant 1, it reduces to the quadratic equation (20) . If a j = 1 with probability 1, the so called conservative case, this fixed point is the Dirac mass at 1, whereas in the non conservative case the fixed point is non trivial. Moreover, the conservative case gives rise to a non standard central limit theorem. Non trivial solutions to equation (1) are obtained by iterating Mandelbrot cascades in a random scenery. This setting is explained in Section 2. Sections 3 to 6 deal with the case when N is the constant 1. Indeed we prefer to present calculations and ideas in this particular case. Then, in Section 7, we treat the general case. In Section 8, we obtain a functional central limit theorem in case N = 1.
Mandelbrot cascades
Consider the tree T = n≥0 N n + whose root is the only element ǫ of N 0 + . Endowed with concatenation, denoted by juxtaposition except in Section 8, T is also a monoid whose identity is ǫ. Its elements are considered as words: If w = x 1 x 2 · · · x n , we set |w| = n, w j = x j , and w| k = x 1 · · · x k (with w| 0 = ǫ). The set N n + will sometimes be denoted by T n .
We are given once for all a sequence a = (a n ) n≥1 of non-negative random variables such that E j≥1 a j = 1 and E j≥1 a j 2 < ∞. We exclude that a j ∈ {0, 1} for all j ≥ 1 almost surely. The law of a will be used to define a random scenery in which Mandelbrot construction will be done as explained in the next subsection. We set
E a 2 j and q = 1
Observe that b ≥ 1, 0 < q ≤ 1, and that q = 1 if and only if j≥1 a j = 1 with probability 1. As already said, we refer to this last case as the conservative case.
2.1. Scalar cascades in a random scenery. Now, if W is an integrable complex random variable of expectation 1, we consider two independent sequences W (w) w∈T and a(w) w∈T of independent variables equidistributed with W or a, and define Y n = w=j1j2...jn∈Tn n−1 k=0 a j k+1 (w| k )W (w| k+1 ). This is a Mandelbrot martingale. We have
b − 1, one can infinitely iterate T, and T n W 0 converges in law to δ 1 , the unit Dirac mass at 1. Then, under additional assumptions on W 0 , we proved that after centering T n W 0 and normalizing it by the resulting standard deviations one gets a sequence of probability distributions converging to the standard normal law; moreover, this result had a functional counterpart in which the limit process was obtained as the limit of an "additive" cascade. As we will see, in the present extended framework, the situation exhibits new features. First, when q = 1, i.e. j≥1 a j = 1 with probability 1, there is a more general non standard central limit theorem: the limit distribution is that of a complex centered Gaussian variable ξ multiplied by √ U , where U is independent of ξ and is the limit of a non degenerate Mandelbrot martingale built on n≥1 {0, 1} n × N n + rather than on N n + , which is an unexpected fact (Theorems 13 and 17) . This result has a functional counterpart too (Theorem 23), the limit process being the limit of a mixture between additive and multiplicative cascade. Also, when q < 1, we find conditions under which there exists a non trivial fixed point of T (in the sense that it differs from δ 1 ) with a non trivial basin of attraction. It turns out that this fixed point is by construction a fixed point of the following quadratic smoothing transformation S 2 : for a probability measure µ on C,
where the random variables {W (j), W (j)} j≥1 are mutually independent, distributed according to µ, and independent of a. We will identify this fixed point as the probability distribution of the limit of a non-negative martingale (Theorems 1 and 3). Next subsection introduces some useful preliminary facts about the mapping T.
2.2.
Simultaneous cascades. This time we are given a random vector (W, W ′ ) such that E W = E W ′ = 1, E |W | 2 < bq, and E |W ′ | 2 < bq. We consider a family W (w), W ′ (w) w∈T of independent copies of (W, W ′ ), which are independent of all the a(w), and perform the same construction as previously: one gets variables Y n and Y ′ n and their limits Y and Y ′ . Thus T extends naturally to an operation T (2) mapping the distribution of (W, W ′ ) to that of (Y, Y ′ ).
Let us perform a few computations.
Due to (5)
Again, due to (5)
2.3. Examples. The original Mandelbrot cascades correspond to the following choice of a:
One also can associate a with a Galton-Watson process. More precisely, let J be an integer valued random variable, and define q = P{J > 0} and
In this context, it is not difficult to see that
We also use the following notation:
Notice that
due to Hölder inequality.
A dynamical system
We wish to iterate T. So, we have to ensure that E |Y | 2 < bq. In view of (6) this leads first to consider the iterates of the homography
3.1. Study of ϕ. There are two cases.
(1) The mapping ϕ has no fixed point. Then one of the iterates of any starting point x 0 < bq is larger than bq. (2) The mapping ϕ has two real fixed points α ≤ β. Starting from x 0 < α the sequence of its iterates increases towards α. Starting from x 0 ∈ (α, β) the sequence decreases towards α. Starting from x 0 > β leads, after some iterations, to values larger than bq. This means that in case (1) there is no hope to indefinitely iterate T.
As we wish to start from x 0 = E |W 0 | 2 > 1, the only interesting case is β ≥ 1. A first way, in case β ≥ 1, to see that α ≥ 1 is to proceed as follows: starting with W = W 0 such that E |W 0 | 2 < β (the case β = 1 presents no interest), we get W 1 = Y such that E |W 1 | 2 < β. So, by starting with W 1 instead of W 0 we get W 2 which still fulfills the non-degeneracy condition. And so on . . . As previously said, lim n→∞ E |W n | 2 = α. But, as E W n = 1, one has α ≥ 1.
This homography, ϕ, has two real fixed points, α ≤ β, the roots of the polynomial
Since p(0) = p(bq) > 0, p(1) = b(1−q) ≥ 0, and α+β = bq, either 0 < α ≤ β ≤ 1 or 1 ≤ α ≤ β ≤ bq − 1. The first case is of no interest to us because we should start iterating from x 0 > 1. In the first case, we have 2 √ b − 1 ≤ bq ≤ 2, which means b ≤ 2. In the second case, we have b ≥ bq = α + β ≥ 2.
Let us now examine the behavior of ϕ under iteration when there are real fixed points. Suppose first α < β. By using the conservation of the cross-ratio we get
which implies that, if x 0 < β and x n+1 = ϕ(x n ), one has
Suppose now that α = β, which means b
It follows that if x 0 < α,
The case b = 2 is of no interest. So, from now on, we suppose b > 2.
Observe that α ≥ 1 and that α = 1 if and only if q = 1.
3.2.
A dynamical system. Let P be the set of Borel probability measures on C, and P (2) the set of Borel probability measures on C 2 . If µ ∈ P and p > 0, we denote by m p (µ) the moment of order p of µ, i.e.,
Then let P 1 be the set of elements of P with finite first moment and expectation 1:
For γ ≥ 1 we set
We also set P
2 ∈ P γ . The set P γ is endowed with the Wasserstein distance (see [19] , p. 77 sqq)
where π 1 and π 2 stand for the canonical projections on the first and second coordinates. The space P γ , d W,2 (µ, µ ′ ) is complete, and convergence in (P, d W,2 (µ, µ ′ )) implies convergence in distribution.
When β > α ≥ 1, for any γ ∈ [α, β], the set P γ is stable under operation T. This means that we can indefinitely iterate the process on P γ . Similarly, P (2) γ is stable under operation T (2) defined in Section 2.2. If µ ∈ P γ , due to (5), we can associate with each n ≥ 0 a random variable W n+1 as well as a copie of (a j ) j≥1 and two sequences of random variables (W n (k)) k≥1 and (W n+1 (k)) k≥1 , such that the random variables a, W n (1),
T n µ is the probability distribution of W n and W n (k) for every k ≥ 1, and T n+1 µ is the probability distribution of W n+1 and W n+1 (k) for every k ≥ 1. One has to be aware that, if we also write Equation (17) for W n+2 , the variables W n+1 (j) which appear in both formula need not be the same.
More generally, if ρ ∈ P
γ , we can associate with each n ≥ 0 a random vector (W n+1 , W ′ n+1 ) as well as a copy of N and two sequences of random vectors
where (T (2) ) n ρ is the probability distribution of (W n , W
ρ is the probability distribution of (W n+1 , W ′ n+1 ) and
3.3. Existence of fixed points for T (or S 2 ). It turns out that, exactly like in the case of the classical linear smoothing transformation, it is possible to build special fixed points of S 2 , and hence of T, as limit of a martingale whose successive terms are distributed according to S
n ×Tn be a sequence of independent copies of a. For all (w, m) we define Z 1 (w, m) = j≥1 a j (w, m), which is distributed according to S 2 (δ 1 ). Then we define recursively, for all n ≥ 2 and (w, m),
which, as easily seen by induction, is distributed according to S n 2 (δ 1 ). Set Z n = Z n (ǫ, ǫ). The sequence (Z n ) n≥1 is a non-negative martingale with respect to the filtration
We have
Then, suppose that for a given n ≥ 3, for all (w, m) we have
Using (19) and the independence between random variables, we get
bq has exactly the same fixed points as ϕ, namely α and β. Since E Z 2 0 = 1 and Z n satisfies the recursion (19), we get the following result. Theorem 1. Suppose that α ≥ 1. The martingale (Z n ) n≥1 is bounded in L 2 , and converges to a limit Z such that E(Z 2 ) = α. Hence the probability distribution of Z, denoted by M, is a fixed point of S 2 and T, and m 2 (M ) = α.
3.4.
Basin of attraction of M, convergence speed, and explosion of moments when q < 1.
Lemma 2.
(
For the second assertion, use Equation (16) instead of (15) .
(1) The probability M of Theorem 1 is the unique fixed point of
The fixed point M is a solution to the following equation:
where W is distributed according to M , the W (j), W (j) are independent copies of W , also independent of a.
such that π 1 (ρ) = µ and π 2 (ρ) = M (where M is defined in Theorem 1). Due to Lemma 2 and the fact that T M = M , we get that the Wasserstein distance between T n µ and M tends to 0, with the speed claimed in the statements.
When α < β, one can give an alternate proof of the existence of a fixed point. Indeed, take µ ∈ P γ and set µ ′ = Tµ. It follows from Lemma 2 that
converges exponentially to 0. Consequently, so does the Wasserstein distance between T n+1 µ and
is a Cauchy sequence in P γ endowed with d W,2 , so T n µ converges in distribution as n → ∞, to a limit law M(µ), obviously in P α . Equation (10) implies that T is continuous, so M(µ) is a fixed point. Lemma 2 yields uniqueness.
When q = 1, we have α = 1. So, in this case, the fixed point is the Dirac mass at 1.
The next theorem deals with the explosion of moments of M.
Theorem 4. Suppose α > 1 (which means q < 1). Then there exists 2 ≤ p 0 < ∞ such that, if W is distributed according to M,
Proof. Due to (7) and the above observation, we have
, where we used conditional expectation with respect to σ(a j : j ≥ 1) and Jensen's inequality to get the first inequality. So
Suppose all the moments of W are finite, we must have
for all p. This imposes ess sup W ≤ sup j≥1 ess sup a j −1 . Let m = ess sup W .
Let ε > 0. By using (20) we see that, for all n, with positive probability, we
But as j≥1 a j is not constant and of expectation 1, we would have m < 1, which is impossible, since E W = 1.
However, Φ is lower semi-continuous, so Φ(p 0 ) = ∞ is impossible, for otherwise Φ(p) should tend to ∞ as p tends to p 0 from below, while it is bounded by 1.
Proposition 6, in the next section, gives examples for which p 0 < 3.
Moments of order 3
In this section we suppose that β > 1 and that W 0 is a non-negative random variable.
Define u, v and w as follows, and suppose these quantities are finite:
Notice that we have
, which in the conservative case
Also, Hölder inequality yields
We also set, for κ > 0,
So we have u = u 3 . In the conservative case
It is easy to get the following formula from Equation (5) 
which can be written as
Set
where 1 < θ < β, and
This means that, if θ = E W 2 and t = E W 3 , we have
This is why we wish to iterate Φ.
Remarks 5. Let us first make some simple observations on homographies. Con-
, where c and d are positive parameters. Then
when d 2 > 4c, χ has two real fixed points; when d is fixed, the smaller fixed point w − is an increasing function of c and the larger one w + is decreasing. (3) If x < w − then x < χ(x), and if w − < x < w + then w − < χ(x) < x.
First, one can check that, when v(uw − 4) + 12w(b − 1) > 0, ψ θ has real fixed points if and only if
.
If it is so, let γ − (θ) ≤ γ + (θ) stand for the fixed points.
Define
and ϑ = min{β, θ a }.
In the Galton-Watson case, v(uw − 4) + 12w(b − 1) has the same sign as b (12)) and q ≤ 1, we have
4 + 8b 2 − 12b 1 + 4 is positive. In this setting we have
then the third moment of M is infinite.
Proof. The above conditions mean 2θ a < bq and θ 2 a − bqθ a + b − 1 > 0, which implies that θ a < α and ψ α has no fixed point. Suppose that M has a finite third moment t. Then t = m 3 M = m 3 TM = ψ α (t), which is not possible since ψ α has no fixed point.
To be complete, one should prove that these conditions can be fulfilled. Indeed, in the case of Galton-Watson (see Section 2.3), with b 2 = b 2 1 the three requirements are
The first inequality always holds (do not forget that b > 2). If
The following facts, when v(uw−4)+12w(b−1) > 0, easily result from Remarks 5.
Let us consider the following subsets of R 2 :
,
The set Ω 1 is invariant under Φ, and, if α ≤ θ a , so is Ω 2 (notice that if α = 1 then θ a > 1 and Ω 2 reduces to δ 1 ).
Set, for j = 1, 2,
Then it follows from the above analysis that both these sets are invariant under the transformation T.
and lim m 2 (T n µ) = α, and lim m 3 (T n µ) = γ − (α).
Of course this is of interest only if D 1 ∪ D 2 is non-empty. In particular, one has to take into account the inequalities 1 ≤ m 2 (µ) 1/2 ≤ m 3 (µ) 1/3 . Let us show that there are parameters such that D 1 is nonempty. Consider the Galton-Watson case with q = 1. Then one has α = 1
, where b in an integer larger than or equal to 3, the set D 1 is nonempty.
5. The case q = 1: a central limit theorem
We still suppose that β > 1 and W is a non-negative random variable. In this case, we know that T n µ weakly converges towards the Dirac mass at 1. We have the following result.
For µ ∈ 1<γ<β P γ and n ≥ 1, we defined
Then Equations (6) and (14) give
Lemma 7. There exists C such that for all non-negative W whose distribution is in
The proof, as well as that of the following corollary, follows the same lines as in [6] .
Now, we need to carefully iterate Formula (17). We set
If we set
then Equation (32) rewrites as
We are going to use repeatedly Formula (34). Let ǫ stand for empty word on any alphabet. For this purpose, fix n > 1, define R n (ǫ, ǫ) = R n as well as Z n (ǫ, ǫ) = Z n , and write (34) in the following way
Since we are interested in distributions only, we can take copies of these variables so that we can write
Notice that since by definition in Formula (35) the random variables of the form Z n−1 (j, w) and Z n (j, w) are mutually independent and independent of a, and the same holds for the random variables R n (j, w) and R n−1 (j, w), as well as for the random variables Z n−2 (jk, w), Z n−1 (jk, w) and Z n (jk, w).
Then Formula (35) rewrites as
and so on. At last we get Z n = T 1,n + T 2,n , with
a wj+1 (w| j , m| j ) (36)
where ς(m) stands for the number of zeroes in m. Moreover, all variables in Equation (37) are independent, and in Equation (36), the variables corresponding to the same k are independent. We can also use a more constructive approach to obtain the previous decomposition of Z n . At first, we notice that the meaning of Equation (34) is the following: given independent variables Z n (k) and Z n+1 (k) (for 0 ≤ k < b) equidistributed with Z n and Z n+1 , and independent of a, if we define R n by Equation (33), then the right hand side of Equation (34) is equidistributed with Z n+1 .
Let n be fixed larger than 2. One starts with two collections Z ℓ (w, m) 0≤ℓ≤n, w∈Tn, m∈{0,1} n and a(w, m) 0≤ℓ≤n, w∈T ℓ , m∈{0,1} ℓ such that all these variables are independent, the Z ℓ (·, ·) have the same distribution as Z ℓ , and the a(·, ·) have the same distribution as a.
One defines by recursion
and
Due to (34), all these new variables Z ℓ (·.·) are equidistributed with Z ℓ , and we get Z n (ǫ, ǫ) = T 1,n + T 2,n .
It will be convenient to denote by A n the σ-field generated by the variables a(w, m) with |w| < n and |m| < n, and by A the σ-field generated by all the variables a(w, m).
Proposition
which together with Formulae (31) implies that there exists C > 0 such that r
−n for all n ≥ 1. By using the independence properties of random variables in (36) as well as the triangle inequality, we obtain
Lemma 10. U n = E(T 2 2,n | A ) is a non-negative martingale. Denote its almost sure limit by U .
Proof. We have
In fact, U n is a standard Mandelbrot multiplicative martingale built on the tree n≥1 T n × {0, 1}
n . Indeed, for each (w, m) ∈ n≥1 T n × {0, 1} n define the vector A(w, m) = (A j,ǫ (w, m)) (j,ǫ)∈T1×{0,1} , where A j,0 (w, m) = a A wj+1,mj+1 (w| j , m| j ).
is a martingale.
Proof. This results from a computation similar to the previous one, or the observation that V κ,n is the Mandelbrot martingale associated with the random vectors
(2) If (b − 1) κ/2 + 1 < u κ for some κ > 0, with probability 1
κ/2 + 1 < u κ and E( j≥1 a 2 j ) κ/2 < ∞, then P(U > 0) > 0, and P(U > 0) = 1 if and only if P(#{j ≥ 1 : a j > 0} ≥ 1) = 1.
Proof. Let V κ be the a.s. limit of the non-negative martingale V κ,n of Lemma 11. Since V κ is integrable, it is a.s. finite. So
This accounts for the first and second assertion.
For the third assertion, we notice that our assumptions are exactly those required for the Mandelbrot martingale U n to be bounded in L κ/2 , hence have a non degenerate limit: E (j,ǫ)∈T1×{0,1} A κ/2 j,ǫ (w, m) < 1 and E( (j,ǫ)∈T1×{0,1} A j,ǫ (w, m)) κ/2 < ∞. The assertion on the possibility that U n vanishes is then standard.
where ξ is a standard normal law independent of U .
Proof. At first we notice that the assumptions of Corollary 12 are satisfied with κ = 3. Indeed (b − 1)
E( j≥1 a j ) 3 < ∞ due to our assumption on u, v, and w. Then, due to Proposition 9 if suffices to prove the same convergence for the sequence (T 2,n ) n≥0 .
We adapt a proof given by Breiman [11] for Lindeberg's theorem. First we remark that, if X is a centered random variable with standard deviation σ and t ∈ R, one has | E e itX − 1| ≤ . Also, if |z| ≤ 1/2, | log(1 + z) − z| ≤ |z| 2 . For n ≥ 1, let A n = {V 3,n ≤ n}. Since V 3,n has a limit finite with probability 1, the variable 1 An converges towards 1 with probability 1.
For w ∈ T n and m ∈ {0, 1} n , set
According to Corollary 12 applied with κ = 3, for all t, we have
on A n . So, since (b − 1) 3 < u 2 , t being fixed, for n large enough we have
and therefore
So, if we set g n (t) = m∈{0,1} n w∈Tn log f n,w,m (t) and C = sup j≥0 E |Z j | 3 , for fixed t,
for n large enough, on A n ,
By writing |f n,w,m − 1| 2 ≤ sup |f n,w,m − 1| |f n,w,m − 1| one gets on A n
We have obtained
with |r n (t)| ≤ t
Since both U n and V n converge almost surely and
and lim n→∞ E e itT2,n 1 {V3,n>n} = 0 by the bounded convergence theorem.
Central limit theorem in the complex case
In this section, we suppose q = 1 and β > 1, and study the convergence in law of (b − 1) n/2 W n − 1 ) when W 0 is a complex valued random variable.
The fact q = 1 implies the relation 1 u
6.1. Variances and covariances. According to (6) and (9), if E |W 
there exist x, y, and z (depending on W 0 ) such that
. Notice that by Cauchy-Schwarz inequality we must have w 2 ≤ v(u − 1). Using a formal computing software (e.g. Maple) shows that one has
It is easily seen that the denominator of this last expression is positive. Its numerator, call it R(u, v, w), assumes its minimum for w = 0 if u + v ≥ 2b, and for w 2 = v(u − 1) otherwise. We have
It results that this determinant is positive, except if v = 0. We thus have proven the following proposition.
This time for 1 ≤ θ ≤ β we use the function
It has fixed points if θϕ(θ) ≤ , i.e., if θ ≤ θ a for some critical real number θ a . As ψ 1 has two fixed points 1 and u − 1, one has θ a > 1. If θ ≤ θ a , let γ ± (θ) be the fixed points. Consider the sets Ω = (θ, t) : θ < min(β, θ a ), t ≤ γ + (θ) , and
Arguments similar to previous ones show that if W 0 is distributed according to µ ∈ D, then, E |W n | 3 < ∞ for all n, and lim sup
Lemma 7 and its corollary have the following counterparts.
Lemma 15. There exists C such that for all W whose distribution is in D \ {δ 1 } one has
where Y = TW , Z W = |W − 1|/σ W , and
Estimates similar to those used in the non-negative case now yield.
n/2 W n − 1 converges in law to √ U ξ, where ξ is a centered normal vector independent of U whose covariance matrix is x z z y .
Higher order smoothing transformations
Now, we are given a non-negative integer valued random variable N such that the radius of convergence R of its probability generating function f (t) = ν≥0 P(N = ν) t ν is larger than 1. If W is a square integrable random variable of expectation 1, we defineW to be the product of N independent random variables equidistributed with W and independent of N :
Then we perform the cascade construction, as in Section 2, but, this time, usingW instead of W . It is easy to see that the corresponding martingale is bounded in L 2 if and only if f (E W 2 ) < bq and, if it is so, the limit Y of this martingale satisfies
Let T N stand for the map which sends the distribution of W to the one of Y . To iterate this operation, this time we have to deal with the function
In the interval [0, f −1 (bq)] this mapping has at most two positive fixed points, the roots of the function p(x) = xf (x) − bqx + b − 1. Observe that p(0) = p f −1 (bq) = b − 1 > 0. Then, ϕ has two fixed points α and β such that 0 ≤ α ≤ β < f −1 (bq) if and only if the minimum of p on this interval is non-positive. This happens if and only if
But, as previously, we wish that α ≥ 1. This means x 0 ≥ 1, i.e., f ′ (1) + f (1) ≤ bq. As 0 < q ≤ 1, this gives b ≥ 1 + E N . When this condition is fulfilled, then q is subject to the restriction
From now on we suppose that
(as previously we discard the trivial case b = 1 + E N which yields q = α = β = 1).
Fixed points.
We also define the following non linear smoothing transformation S N +1 which associates with a probability measure µ on C the measure
where the random variables {W k (j)} j≥1,k≥0 are distributed according to µ, independent and independent of a. Then, as previously, a fixed point of S N +1 is also a fixed point of T N . In the same way, a fixed point of S N +1 is constructed as the law of the limit of a martingale:
Consider the Galton-Waston tree T defined by the variable N + 1. Let T n stand for the nodes of generation n. Consider {a(w, m)} k≥1 (w,m)∈T k ×T k a sequence of independent copies of a and {N (w, m)} k≥1 (w,m)∈T k ×T k a sequence of independent copies of N also independent of a and of {a(w, m)}. For all (w, m) we define Z 1 (w, m) = j≥1 a j (w, m). It has S N +1 (δ 1 ) as distribution. Then we define recursively, for all k ≥ 2 and (w, m),
which by induction is clearly distributed according to S k N +1 (δ 1 ). Set Z k = Z k (ǫ, ǫ). As previously, the sequence (Z k ) k≥1 is a non-negative martingale. The law M of its limit is a fixed point of S N +1 as well as T N and the same analysis as in Section 3 can be performed: if (42) holds, M ν is the unique fixed point of T ν belonging to P α ∩ P(R + ), and for all µ ∈ P(R + ) ∩ α≤γ<β P γ if β > α and all µ ∈ P(R + ) ∩ P α if β = α, the sequence T j N µ converges to M. Moreover, if the W j,k are independent and independent of a and N , and all distributed according to M, then
If we wish to deal with measures not supported on R + , we have to make the extra assumption that E W 0 W ′ 0 lies in the basin of attraction of the fixed point α to get the analog of Lemma 2. This assumption is automatically fulfilled when N is the constant 1. With P(N = 2) > 0, the result holds without this assumption if we restrict ourselves to probability supported in R. But in general we do not know whether it may happen that the mapping ϕ has other attractive fixed points. 7.2. Central limit theorem. In this section we suppose that q = 1 and still assume (42) holds. We just outline modifications to be brought to Sections 6.1 and 6.2. When starting from µ ∈ 1<γ<β P γ , one has lim E |W n | 2 = 1 and, since
It results that, if we set
there exist x, y, and z (depending on W 0 ) such that (25), (39), and (40) become
The function ψ θ has two fixed points between 0 and u if and only if θ ≤ θ a,N for some critical real number θ a,N . But as ψ 1 has two fixed points 1 and u − 1, one has θ a,N > 1. If 1 ≤ θ ≤ θ a,N , let γ ± (θ) be the fixed points. Consider the sets
∈ Ω)} . Arguments similar to previous ones show that if W 0 is distributed according to µ ∈ D, then, E |W n | 3 < ∞ for all n, and lim sup
Lemma 18. There exists C such that for all W 0 whose distribution is in D \ {δ 1 } one has
where
where σ n is the standard deviation of variables distributed according to T N (µ 0 ).
We now have to mention the analog of the discussion following Equation (32). By iteration, we get a sequence {W n } of variables. We set σ
The following facts are easily proven:
But asW
2 -error of the same order of magnitude as Var W . So Equation (44) can be rewritten as
where R n+1 is a sum of 'error terms'. As previously, we iterate this formula, but using a Galton-Waston tree associated with the variable N + 1 instead of using a binary tree. Finally, we get Z n = T 1,n + T 2,n , with
where T n stands for the n-th generation nodes of the Galton-Waston tree and ς(m) stands for the number of zeroes in m. Moreover, all variables in Equation (47) are independent, and in Equation (46), the variables corresponding to the same k are independent.
Then, arguing as previously yields the convergence in distribution of ((E N ) −1 (b− 1)) n/2 W n − 1 as in Section 6, with U the limit of the Mandelbrot multiplicative martingale built on the tree n≥1 T n × T n with the random vectors A(w, m) = (A j,ǫ (w, m)) (j,ǫ)∈T1×{0,1,··· ,N (w,m)} , where
, and the ((a j (w, m)) j≥1 , N (w, m)), (w, m) ∈ ∞ n=0 T n × T n , are independent copies of ((a j ) j≥1 , N ).
A functional central limit theorem in the quadratic case
We suppose that N = 1 almost surely and that q = 1. We are going to use words on two alphabet. The ones, denoted by w, v v ′ . . . are finite sequences of positive integers. The others, denoted by m, m ′ are finite sequences of 0 and 1. It will be convenient to denote 0 j the word composed of j zeroes. Also, the concatenation will be either denoted simply by juxtaposition or by a dot. The expression v.w| j should be understood as v.(w| j ).
8.1. Another writing for the martingale (U n ) n≥1 and its limit. We assume that q = 1 and that the Mandelbrot martingale (U n ) n≥1 of the Section 5 converges almost surely and in L 1 to its limit, i.e., is non degenerate. This is the case for instance under the assumptions of Theorems 13 or 17. We have
We also consider the following quantities of the same kind: for w and m with the same length, we set
In Formula (48), we split the summation according to the length of the prefix of maximal length of the form 0 k of m. We obtain
If we write v = w · w ′ with |w| = k + 1, the second term of the right hand side of the last formula rewrites as 0≤k<n |w|=k+1
Finally, we get
It is worth noticing that the variables U n−k−1 (w, 0 k 1m), are independent. As U k converges to U almost surely and in L 1 , and E i≥1 a
Indeed, denoting by U ′ the right hand side in the above inequality, we have
hence by dominated convergence U ′ − U n 1 tends to 0 as n → ∞, so that U = U ′ almost surely.
Notice that all the copies of U invoked in U ′ are independent, so the above relation rewrites
where (U (v)) v∈∈ n≥1 N n + ) is a family of independent copies of U , which is independent of the family of independent copies of a, (a(w)) w∈ n≥0 N n + .
Remark 20. In the general case (i.e., N is not identically 1) we have
where the random variables U n−k−1 (vi, 0 (k) · m), are independent copies of U n−k−1 .
8.2.
A CLT for random finitely additive measures. Suppose again that the Mandelbrot martingale (U n ) n≥1 converges almost surely and in L 1 . Let ξ stand for a centered normal vector with covariance matrix A and independent of U . Then consider a family (U (w), ξ(w)) w∈ n≥1 N n + ) of independent copies of (U, ξ). Also, consider (a(w)) w∈ n≥0 N n + a family of independent copies of a, which is independent of (U (w), ξ(w)) w∈ n≥1 N n + . By the calculation of the above paragraph, for all w ∈ n≥1 N n + , the sequence of random variables
which, conditionally on σ({a(w), U (w)}), is a martingale bounded in L 2 converging almost surely to a random variable X(w), which is a centered normal vector whose covariance matrix equals (b − 1) −1 · A times a copy of U . In other words X(w) =
, where U (w) ∼ U , ξ(w) ∼ ξ, and U (w) and ξ(w) are independent. Moreover, the random vectors ( U (w), ξ(w)) w∈N n + are independent, and also independent of σ({a(w k−1 ), U (w), ξ(w) : w ∈ n k=1 N k + )}). Also, we have the relation
Consequently,
defines a R 2 -valued random finitely additive measure on T . We notice that this measure is obtained as the limit of a mixture of additive and multiplicative cascades. Now suppose that γ ∈ (1, β) and µ ∈ P γ . For each n ≥ 0, a complex or R 2 -valued random measure on T is naturally associated with T n (µ): consider two independent sequences W n (w) w∈T and a(w) w∈T of independent variables equidistributed with W n ∼ T n (µ) or a, and for w ∈ T define
Then define
When µ is supported on R + this measure coincides with the restriction to cylinders of so-called Mandelbrot measure supported on the boundary of T and associated with the family of vectors (a i (w), W n (w · i)) i≥1 , w ∈ T . Also, let ν be the conservative Mandelbrot measure built from the family of vectors (a i (w)) i≥1 , w ∈ T , i.e., ν = ν 0 when µ = δ 1 .
It is then almost direct to get the following result from Theorems 13 and 17. :
Theorem 21. Suppose that either the assumptions of Theorem 17 are fulfilled or those of Theorem 13 are fulfilled if W 0 is real valued. Conditionally on T , for each
Indeed, given p ≥ 1, for n ≥ p, and w ∈ T p , we can write
Moreover,
where the random variables a n+1 and a n,k are products of p independent random variables all converging to 1 in law as n → ∞ and uniformly bounded in L 2 . Also, due to Theorem 13, for each 1
Due to the independence properties of the random variables defining ν n , we get the desired conclusion.
Remark 22. It seems not clear at the moment to associate a functional CLT with a general distribution for N .
8.3.
A Functional CLT for random functions on [0,1]. We still assume that we are in the quadratic case. Moreover, we assume that T is a c-adic tree, with c ≥ 2 (this means that a j = 0 for j > c); it is easily seen that one must have c ≥ b. If w ∈ T , the closed c-adic interval naturally encoded by w is denoted I w , and given a complex or R 2 -valued function f defined over [0, 1] , the increment of f over I w is denoted ∆(f, I w ).
Suppose that q = 1 and the martingale (U n ) n≥1 converges in L 1+ǫ . Then, with the notations of the previous section, it is direct that for all p ≥ 1,
for some γ > 0. It follows that sup w∈Tp |M (w)| tends to 0 exponentially fast. Consequently, the process F defined on the c-adic numbers of [0, 1] by F (0) = 0 and ∆(F, I w ) = M (w) (this definition is consistent since M is a measure) extends to a unique complex-valued Hölder continuous function over [0, 1], still denoted F . Now suppose b > 2, γ ∈ (1, β) and µ ∈ P γ . At first, the complex-valued process defined for each n ≥ 1, by G n (0) = 0 and ∆(G n , I w ) = ν n (w) for each w ∈ T can be shown to extend to a unique Hölder continuous function (see [5, Theorem 2.1]), hence if µ = δ 1 , the relations F n (0) = 0 and ∆(F n , I w ) = (b − 1) (n+1)/2 (ν n (w) − ν(w)) define a unique Hölder continuous function.
Theorem 23. Suppose that either the assumptions of Theorem 17 are fulfilled or those of Theorem 13 are fulfilled if W 0 is real valued. Suppose also that T is a c-adic tree. The sequence (F n ) n≥1 converges in law to F as n → ∞.
In [6] we obtained this result when a j = c −1 for all j, in which case U = 1 almost surely, and with µ supported on R + , which implies that y = z = 0 and so F is real valued.
Proof. Due to Theorem 21 we only have to prove the tightness of the sequence of laws of the functions F n , n ≥ 1. This is quite similar to the proof of Proposition 9 in [6] , but for reader's convenience we include some details. The same arguments as those used to prove Theorem 21 imply that for all n ≥ 1, for all p ≥ 1
where O is uniform with respect to n. For any t > 0 this yields
Let ω(F n , ·) stand for the modulus of continuity of F n . Fix ε > 0. It is standard that if δ ∈ (0, 1) and p δ = − log c (δ), To simplify the purpose, we assume that the a i , i ≥ 1 do not vanish almost surely. If x ∈ (0, 1), denote by w n (x) the c-adic word w of generation n encoding the unique semi-open to the right c-dic interval which contains x. The sequence log(ν(w n (x))) n , ∆(F, I wn(x) )) √ b − 1n ν(w n (x)) , n ≥ 1, provides a fine description of the asymptotic behavior of ∆(F, I wn(x) ). It is essentially the R 3 -valued branching random walk with independent components associated with the random vectors (log(a i (w)), U (wi)ξ(wi)) 1≤i≤c , w ∈ T .
For all subset K of R 2 set
log(ν(w n (x))) n , ∆(F, I wn(x) )) √ b − 1n ν(w n (x)) :
For (q 1 , q 2 ) ∈ R × R 2 , set
+ log E e q2| √ U ξ , and for (γ 1 , γ 2 ) ∈ R × R 2 , let P * (γ 1 , γ 2 ) = inf{P (q 1 , q 2 ) − γ 1 q 1 − γ 2 |q 2 : (q 1 , q 2 ) ∈ R × R 2 } be the concave Legendre transform of P at (γ 1 , γ 2 ).
As a consequence of the general study of the multifractal behavior of vector valued branching random walks achieved in [4] , we have:
Theorem 24. With probability 1, for all compact connected subsets K of R 3 , we have dim E(K) = 1 log(c) inf{P
where dim stands for the Hausdorff dimension and a negative dimension means that E(K) is empty.
This is a non trivial extension of the result obtained in [6] in the case where a j = c −1 = b −1 for all j (hence ν is the Lebesgue measure and U = 1) and µ is supported on R + , which implies that the multifractal analysis reduces back to that of a centered Gaussian branching random walk in R.
Remark 25. It is worth specifying that E e q2| √ Uξ |U = e UQ(q2) , where Q is a nonnegative non-degenerate quadratic form which is positive definite if and only if A is invertible. Moreover, we saw in Section 6.1 that A is invertible if and only if P(W ∈ C \ R) > 0. In addition, by [16, Theorem 2.1] one has three situations for the behavior of the moment generating function of U :
(1) there exists p > 1 such that E U p = ∞, i.e. ((b − 1) p + 1) E i≥1 a 2p j ≥ 1. Then, for r ≥ 0 one has E e rU < ∞ only if r = 0. In particular, if Q is positive definite, then the domain of P reduces to R × {(0, 0)}.
(2) If E U p < ∞ for all p ≥ 1 and ess sup((b − 1) p0 + 1) c i=1 a 2p0 j < 1 for some p 0 > 1, then E e rU < ∞ for all r ≥ 0, and the domain of P is R 3 . (3) If E U p < ∞ and ess sup((b − 1) p + 1) i≥1 a 2p j ≥ 1 for all p ≥ 1, then E e rU < ∞ for some r > 0, hence the domain of P contains R × V , where V is a neighborhood of (0, 0).
Final remarks on fixed points of nonlinear smoothing transformations
One can wonder whether S 2 may have fixed points in the space P + of probability measures on R + with infinite first moment, like S 1 does (see [12, 15, 9, 1] . It turns out that this is not the case under mild conditions. Suppose that #{i ≥ 1 : a i > 0} is bounded. Let µ ∈ P + be a fixed point of S 2 with m 1 (µ) = ∞. Write the equality µ = S 2 (µ) in the form Y = i≥1 (a i Y i ) Y i , so that µ is a fixed point of the mapping S 1 defined with ( a i = a i Y i ) i≥1 . We can use the theory of the fixed point of S 1 [12, 2] to claim that there must exist a unique α ∈ (0, 1] such that E i≥1 a Let us close the paper with a natural question: under what necessary and sufficient condition on (a i ) i≥1 does the martingale (Z n ) n≥1 of Section 3.3 converge to a non degenerate random variable Z ∞ ?
At least we know that E Z ∞ = (E Z ∞ ) 2 , hence in case of non degeneracy the convergence holds in L 1 .
