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In this paper, we investigate global uniqueness results for fractional functional differential
equations with infinite delay in Fréchet spaces. We shall rely on a nonlinear alternative of
Leray–Schauder type in Fréchet spaces due to Frigon and Granas. The results are obtained
by using the α-resolvent family (Sα(t))t≥0 on a complex Banach space X combined with
the above-mentioned fixed point theorem. As an application, a controllability result with
one parameter is also provided to illustrate the theory.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we investigate the existence of the unique mild solution, defined on a semi-infinite positive real interval
J = [0,+∞), for fractional functional differential equations with infinite delay in a complex Banach space (X, ‖ · ‖). More
precisely, we consider the following fractional functional differential equations with infinite delayDαx(t) = Ax(t)+ f (t, xt), t ∈ J,
(g2−α ∗ x)(0) = 0, (g2−α ∗ x)′(0) = z ∈ X,
x(t) = ϕ(t), t ∈ (−∞, 0],
(1.1)
where z = 0, A is the generator of a bounded α-resolvent family Sα(t), 1 < α < 2, gβ(t) := tβ−1Γ (β) , t > 0, β > 0, and ∗ is
the usual convolution operator.
Recall that if A is a closed and linear operator with domain D(A) defined on a Banach space X and α > 0, then we say
that A is the generator of an α-resolvent family if there exists ω ≥ 0 and a strongly continuous function Sα : R+ → L(X)
such that {λα : Re(λ) > ω} ⊂ ρ(A) (ρ(A) being the resolvent set of A) and
(λα − A)−1x =
∫ ∞
0
e−λtSα(t)xdt, Re(λ) > ω, x ∈ X.
In this case, Sα(t) is called the α-resolvent family generated by A.
Note that [1] if 1 ≤ α ≤ 2 and Sα(t) is an α-resolvent family on Xwith generator A, then the following hold:
(i) Sα(t)D(A) ⊂ D(A) and ASα(t)x = Sα(t)Ax for all x ∈ D(A)t ≥ 0;
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(ii) Let x ∈ D(A) and t ≥ 0. Then
Sα(t)x = gα(t)x+
∫ t
0
gα(t − s)ASα(s)xds.
In particular, ddt Sα(t) exists.
(iii) Let x ∈ X, t ≥ 0. Then,  t0 gα(t − s)ASα(s)x ∈ D(A)ds and
Sα(t)x = gα(t)x+
∫ t
0
gα(t − s)Sα(s)xds.
In particular, Sα(0) = gα(0).
The fractional derivativeDα is understood here in the Riemann–Liouville sense. The function f is given and satisfies some
conditions that will be specified later, ϕ belongs to the phase spaceB with ϕ(0) = 0. For any continuous function x and any
t ≤ 0, we denote by xt the element ofB defined by
xt(θ) = x(t + θ), θ ∈ (−∞, 0].
Here xt(·) represents the history of the state from time−∞ up to the present time t .
Recently fractional differential equation has emerged as a new branch of applied mathematics which has been used for
manymathematicalmodels in science and engineering. In fact fractional differential equation is considered as an alternative
model to nonlinear differential equations [2] and other types of equations [3–5]. For example, the nonlinear oscillation of
earthquake can be modeled with fractional derivatives [6], and the fluid-dynamic traffic model with fractional derivatives
[7] can eliminate the deficiency arising from the assumption of continuum traffic flow. Based on experimental data partial
differential equations with fractional order have also been applied to the modeling of many physical phenomena [8,9]. For
more details on this theory and on its applications, we refer to the recent monographs of Kilbas et al. [10], Miller and Ross
[9], Podlubny [11], Samko et al. [12] and the papers of [13–29].
It iswell known that the issue of controllability plays an important role in control theory and engineering [30–33] because
they have close connections to pole assignment, structural decomposition, quadratic optimal control, observer design, etc.
In recent years, the problem of controllability for various kinds of fractional differential and integrodifferential systems has
been discussed in [34–37].
Just as pointed out by Ouahab in [38], the investigation of many properties of solutions for a given equation, such as
stability, oscillation, often needs to guarantee its global existence. Thus it is of great importance to establish sufficient
conditions for global existence results for functional differential equations. The global existence of uniqueness results for
functional differential evolution systems with infinite delay where studied by Baghli and Benchohra [39] and Benchohra
et al. [32,40]. Recently, Agarwal et al. [41] established the controllability of mild solutions defined on the semi-infinite
positive real interval for first order semilinear functional and neutral functional differential evolution equationswith infinite
delay in Fréchet spaces. Motivated by the works [19,25,32,40,41], the main aim of this paper is to establish the global
uniqueness of solutions for problem (1.1). Our main results can be seen as generalization of work in [25,40] and the above-
mentioned fractional functional differential or global functional evolution equations with infinite delay.
2. Preliminaries
In this section, we introduce notations, definitions and preliminary facts from fractional calculuswhich are used through-
out this paper.
Let X be a complex Banach space with norm ‖ · ‖, C(J;X) the space of all X-valued continuous functions on J andL(X)
the Banach space of all linear and bounded operators on X.
A measurable function x : [0,+∞)→ X is Bochner integrable if ‖x‖ is Lebesgue integrable.
Let L1([0,+∞),X) be the space ofmeasurable functions x : [0,+∞)→ Xwhich are Bochner integrable, equippedwith
the norm
‖x‖L1 =
∫ +∞
0
‖x(t)‖ dt.
Consider the space
B+∞ = {x : (−∞,+∞)→ X : x|J ∈ C(J,X), x0 ∈ B},
where x|J is the restriction of x to J .
Definition 2.1 ([9]). Assume that f ∈ Cm(R+,X). If α ∈ (m − 1,m), where m ∈ N, then the Riemann–Liouville fractional
derivative of order α ∈ (m− 1,m) is the expression
Dαt f (t) =
dm
dtm
∫ t
0
gm−α(t − s)f (s)ds,
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where for β > 0
gβ(t) =

tβ−1
Γ (β)
for t > 0,
0 for t ≤ 0.
Definition 2.2 ([9]). Let α > 0 and f : R+ → R be in L1(R+,X). Then the Riemann–Liouville integral is given by
Iα f (t) = 1
Γ (α)
∫ t
0
(t − s)α−1f (s)ds.
In this paper, we will employ the axiomatic definition of the phase space B introduced by Hale and Kato in [42] and
follow the terminology used in [43]. Thus, (B, ‖ · ‖B)will be a seminormed linear space of function mapping (−∞, 0] to X,
and satisfying the following axioms:
(A1) If x : (−∞, b)→ Xwith b > 0, is continuous on [0, b] and x0 ∈ B, then for every t ∈ [0, b) the following conditions
hold:
(i) xt ∈ B;
(ii) There exists a positive constant H such that ‖x(t)‖ ≤ H‖xt‖B ;
(iii) There exist two functions K(·),M(·) : R+ → [1,+∞) independent of x(t) with K continuous and M locally
bounded such that
‖xt‖B ≤ K(t) sup{‖x(s)‖ : 0 ≤ s ≤ t} +M(t)‖x0‖B .
Denote Kb = sup{K(t) : t ∈ [0, b]} andMb = sup{M(t) : t ∈ [0, b]}.
(A2) For the function x(·) in (A1), xt is aB-valued continuous function on [0, b].
(A3) The spaceB is complete.
For more results and examples for phase space, we refer to [32] and the references therein.
Definition 2.3 ([39]). A function f : J ×B → X is said to be an L1-Carathéodory function if it satisfies:
(i) for each t ∈ J the function f (t, ·) : B → X is continuous;
(ii) for each x ∈ B the function f (t, ·) : J → X is measurable;
(iii) for every positive integer k there exists γk ∈ L1(J,R+) such that
‖f (t, x)‖ ≤ γk(t) for all ‖x‖B ≤ k
and almost all t ∈ J .
Let X be a Fréchet space with a family of semi-norms {‖ · ‖n}n∈N. Let Y ⊂ X , we say that F is bounded if for every n ∈ N,
there existsMn > 0 such that
‖y‖n ≤ Mn for all y ∈ Y .
With X , we associate a sequence of Banach spaces {(Xn, ‖ · ‖n)} as follows: for every n ∈ N, we consider the equivalence
relation x∼n y if and only if ‖x− y‖n = 0 for all x, y ∈ X . We denote Xn = (X |∼n , ‖ · ‖n) the quotient space, the completion
of Xn with respect to ‖ · ‖n. To every Y ⊂ X , we associate a sequence the {Y n} of subsets Y n ⊂ Xn as follows: for every
x ∈ X , we denote [x]n the equivalence class of x of subset Xn and we define Y n = {[x]n : x ∈ Y }. We denote Y n, intn(Y n) and
∂nY n, respectively, the closure, the interior and the boundary of Y n with respect to ‖ · ‖ in Xn. We assume that the family of
semi-norms {‖ · ‖n} verifies:
‖x‖1 ≤ ‖x‖2 ≤ ‖x‖3 ≤ . . . for every x ∈ X .
Definition 2.4 ([44]). A function f : X → X is said to be a contraction if for each n ∈ N there exists kn ∈ (0, 1) such that
‖f (x)− f (y)‖n ≤ kn‖x− y‖n for all x, y ∈ X .
Theorem 2.1 (Nonlinear Alternative of Granas–Frigon, [44]). Let X be a Fréchet space and Y ⊂ X a closed subset and N : Y → X
be a contraction such that N(Y ) is bounded. Then one of the following statements holds.
(C1) N has a unique fixed point.
(C2) There exists λ ∈ [0, 1), n ∈ N and x ∈ ∂nY n such that ‖x− λN(x)‖n = 0.
3. Existence results
In this section, we present and prove the existence of uniqueness result for problem (1.1). First, we present its mild
solution.
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Definition 3.1 ([27]).We say that the function x(·) : (−∞,+∞)→ X is a mild solution of (1.1) if x satisfies
x(t) =

ϕ(t), t ≤ 0∫ t
0
Sα(t − s)f (s, xs)ds, for each t ∈ J. (3.1)
We are now in a position to state and prove our global uniqueness result for problem (1.1). For the study of this, we first list
the following hypotheses.
(H1) There existM > 0 and δ > 0 such that ‖Sα(t)‖L(X) ≤ Meδt , t ∈ J .
(H2) f is an L1-Carathéodory function.
(H3) There exist a function p ∈ L1loc(J;R+) and a continuous nondecreasing function ψ : R+ → (0,∞) and such that
‖f (t, u)‖ ≤ p(t)ψ(‖u‖B) for a.e. t ∈ J and each u ∈ B.
(H4) For allℜ > 0, there exists a function lℜ ∈ L1loc(J,R+) such that
‖f (t, u)− f (t, v)‖ ≤ lℜ(t)‖u− v‖B
for all u, v ∈ B with ‖u‖B ≤ ℜ and ‖v‖B ≤ ℜ.
For brevity, let us take ‖Sα(t − s)‖ ≤ ‖Sα(t)‖L(X) ≤ Meδt , t, s ∈ J .
Theorem 3.1. Suppose that hypotheses (H1)–(H4) are satisfied and moreover, for each n ∈ N,∫ +∞
cn
ds
ψ(s)
> KnMeδn
∫ n
0
p(s)ds, (3.2)
where cn = Mn‖ϕ‖B . Then problem (1.1) has a unique mild solution on J.
Proof. Let us fix τ > 1. For every n ∈ N, we define in B+∞ the semi-norms
‖x‖n := sup{e−τL∗n(t)‖x(t)‖ : t ∈ [0, n]},
where L∗n(t) =
 t
0 ln(s) ds, and ln(t) = KnMeδnln(t) and ln is the function from (H4). Then B+∞ is a Fréchet space with the
family of semi-norms ‖ · ‖n∈N.
We transform (1.1) into a fixed point problem. Consider the operator N : B+∞ → B+∞ defined by
N(x)(t) =

ϕ(t), t ≤ 0,∫ t
0
Sα(t − s)f (s, xs)ds, t ∈ J.
Clearly, fixed points of the operator N are mild solutions of problem (1.1).
For ϕ ∈ B, we will define the function y(·) : R→ X by
y(t) =

ϕ(t), t ≤ 0,
0, t ∈ J.
Then y0 = ϕ. For each function z ∈ C(J,X), set
x(t) = z(t)+ y(t).
It is obvious that x satisfies (3.1) if and only if z satisfies z0 = 0 and
z(t) =
∫ t
0
Sα(t − s)f (s, zs + ys)ds for each t ∈ J.
Let
B0+∞ = {z ∈ B+∞ : z0 = 0}.
Define the operator F : B0+∞ → B0+∞ by
F(z)(t) =
∫ t
0
Sα(t − s)f (s, zs + ys)ds for each t ∈ J.
Obviously the statement that the operator N has a fixed point is equivalent to that of F has one, so it turns to prove that F
has a fixed point. For convenience, we set for n ∈ N
cn = Mn‖ϕ‖B, m(t) = KnMeδnp(t).
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Let z ∈ B0+∞ be a possible fixed point of the operator F . By hypotheses (H1) and (H3), we have for each t ∈ [0, n]
‖z(t)‖ ≤
∫ t
0
‖Sα(t − s)‖|f (s, zs + ys)|ds
≤ Meδn
∫ t
0
p(s)ψ(‖zs + ys‖B)ds.
Using assumption (A1), we get for each t ∈ [0, n],
‖zt + yt‖B ≤ ‖zt‖B + ‖yt‖B
≤ K(t) sup
0≤s≤t
‖z(s)‖ +M(t)‖z0‖B + K(t) sup
0≤s≤t
‖y(s)‖ +M(t)‖y0‖B
≤ Kn sup
0≤s≤t
‖z(s)‖ +Mn‖ϕ‖B
≤ sup
0≤s≤t
{Kn‖z(s)‖ +Mn‖ϕ‖B} .
Using the nondecreasing character of ψ , we get for each t ∈ [0, n]
‖z(t)‖ ≤ Meδn
∫ t
0
p(s)ψ

sup
0≤τ≤s
{Kn‖z(τ )‖ +Mn‖ϕ‖B}

ds.
Then
Kn‖z(t)‖ +Mn‖ϕ‖B ≤ KnMeδn
∫ t
0
p(s)ψ

sup
0≤τ≤s
{Kn‖z(τ )‖ +Mn‖ϕ‖B}

ds+Mn‖ϕ‖B .
We consider the function µ defined by
µ(t) = sup{Kn‖z(s)‖ +Mn‖ϕ‖B : 0 ≤ s ≤ t}, 0 ≤ t < +∞.
By the previous inequality, we have for each t ∈ [0, n]
µ(t) ≤ KnMeδn
∫ t
0
p(s)ψ(µ(s))ds+Mn‖ϕ‖B .
Let us take the right-hand side of the above inequality as v(t). Then, we have
µ(t) ≤ v(t) for all t ∈ [0, n] and v(0) = cn = Mn‖ϕ‖B .
and
v′(t) = KnMeδnp(t)ψ(µ(t)) a.e. t ∈ [0, n].
Using the nondecreasing character of ψ , we get
v′(t) ≤ KnMeδnp(t)ψ(v(t)), a.e. t ∈ [0, n].
This implies from (3.2) that for each t ∈ [0, n], we have∫ v(t)
cn
ds
ψ(s)
≤
∫ n
0
m(s)ds <
∫ +∞
cn
ds
ψ(s)
.
Thus for every t ∈ [0, n], there exists a constantΛn, such that v(t) ≤ Λn and henceµ(t) ≤ Λn. Since ‖z‖n ≤ µ(t), we have
‖z‖n ≤ Λn. Set
Z = {z ∈ B0+∞ : sup{‖z(t)‖ : 0 ≤ t ≤ n} ≤ Λn + 1 for all n ∈ N}.
Clearly, Z is a closed subset of B0+∞.
We shall show that F : Z → B0+∞, is a contraction operator.
Indeed, consider z, z¯ ∈ B0+∞, thus using (H1) and (H4) for each t ∈ [0, n] and n ∈ N
‖F(z)(t)− F(z¯)(t)‖ ≤
∫ t
0
‖Sα(t − s)‖‖f (s, zs + ys)− f (s, z¯s + ys)‖ds
≤
∫ t
0
Meδnln(s)‖zs + ys − z¯s − ys‖Bds
≤
∫ t
0
Meδnln(s)‖zs − z¯s‖Bds.
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Using the assumption (A1), we obtain
‖F(z)(t)− F(z¯)(t)‖ ≤
∫ t
0
Meδnln(s)

K(s)‖z(s)− z¯(s)‖ +M(s)‖z0 − z¯0‖B

ds
≤
∫ t
0
Meδnln(s)Kn‖z(s)− z¯(s)‖ds
≤
∫ t
0

ln(s)eτL
∗
n(s)

e−τL
∗
n(s)‖z(s)− z¯(s)‖

ds
≤
∫ t
0

ln(s)eτL
∗
n(s)

ds‖z − z¯‖n
≤
∫ t
0
1
τ

eτL
∗
n(s)
′
ds‖z − z¯‖n
≤ 1
τ
eτL
∗
n(t)‖z − z¯‖n.
Therefore
‖F(z)− F(z¯)‖n ≤ 1
τ
‖z − z¯‖n.
So, the operator F is a contraction for all n ∈ N. From the choice of Z there is no z ∈ ∂Zn such that z = λF(z) for some λ ∈
(0, 1). Then statement (C2) in Theorem 2.1 does not hold. A consequence of the nonlinear alternative of Frigon and Granas
shows that (C1) holds.We deduce that the operator F has a unique fixed point z∗. Then x∗(t) = z∗(t)+y(t), t ∈ (−∞,+∞)
is a fixed point of the operator N , which is the unique mild solution of the problem (1.1). 
4. Controllability results
As an application of Theorem 3.1, we consider the following controllability for fractional functional differential equations
with infinite delay in a complex Banach space (X, ‖ · ‖):
Dαx(t) = Ax(t)+ f (t, xt)+ Bu(t), t ∈ J, (4.1)
(g2−α ∗ x)(0) = 0, (g2−α ∗ x)′(0) = z ∈ X, (4.2)
x(t) = ϕ(t), t ∈ (−∞, 0], (4.3)
where the control function u(·) is given in L2(J,U), the Banach space of admissible control function with U is real Banach
space with the norm ‖ · ‖, B is a bounded linear operator from U intoX. Also α, A, z and ϕ, g are defined as in problem (1.1).
The compactness of resolvent operators is not needed in our result.
Definition 4.1. We say that the function x(·) : (−∞,+∞)→ X is a mild solution of (4.1)–(4.3) if x satisfies
x(t) =

ϕ(t), t ≤ 0∫ t
0
Sα(t − s)f (s, xs)ds+
∫ t
0
Sα(t − s)Bu(s)ds, for each t ∈ J. (4.4)
Definition 4.2 ([32,41]). The system (4.1)–(4.3) is said to be controllable if for every initial function ϕ ∈ B, x∗ ∈ X and
n ∈ N, there exists a control u ∈ L2([0, n],X) such that the mild solution x(·) of (4.1)–(4.3) satisfies the terminal condition
x(n) = x∗.
We consider hypotheses (H1)–(H4) and we will need the following assumption:
(H5) For each n ∈ N, the linear operatorW : L2([0, n],U)→ X is defined by
Wu =
∫ n
0
Sα(t − s)Bu(s)ds,
has a pseudo-invertible operator W−1 which takes values in L2([0, n],U)/ Ker W and there exist positive constants
M1 andM2 such that
‖B‖ ≤ M1 and ‖W−1‖ ≤ M2.
(H6) lim infq→+∞ ψ(q)q = τ <∞.
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Remark 4.1. For the construction of W−1, see the paper of Quinn and Carmichael [45].
Theorem 4.1. Suppose that hypotheses (H1)–(H6) are satisfied and moreover, for each n ∈ N, there exists a constant Λn > 0
such that
KnMeδn

eδnMM1M2n+ 1

τ‖p‖L1[0,n] < 1. (4.5)
Then the system (4.1)–(4.3) is controllable on J.
Proof. Let us fix τ > 1. For every n ∈ N, we define in B+∞ the semi-norms
‖x‖n := sup{e−τL∗n(t)‖x(t)‖ : t ∈ [0, n]}
where L∗n(t) =
 t
0 ln(s) ds, and ln(t) = KnMeδnln(t)

MeδnM1M2n+ 1

and ln is the function from (H4). Then B+∞ is a Fréchet
space with the family of semi-norms ‖ · ‖n∈N.
We transform (4.1)–(4.3) into a fixed point problem. Consider the operator F : B+∞ → B+∞ defined by
F(x)(t) =

ϕ(t), t ≤ 0,∫ t
0
Sα(t − s)f (s, xs)ds+
∫ t
0
Sα(t − s)Bux(s)ds, t ∈ J.
Using hypothesis (H5), for arbitrary function x(·), we define the control
ux(t) = W−1 [x∗ − ∫ n
0
Sα(n− s)f (s, xs)ds
]
(t).
Noting that, we have
‖ux(t)‖ ≤ ‖W−1‖ [‖x∗‖ + ∫ n
0
‖Sα(n− s)‖‖f (τ , xτ )‖dτ
]
.
Applying (H1) and (H3), we get
‖ux(t)‖ ≤ M2
[
‖x∗‖ +Meδn
∫ n
0
p(τ )ψ(‖xτ‖B)dτ
]
.
We shall show that using this control the operator F has a fixed point x(·). Then x(·) is a mild solution of the system
(4.1)–(4.3).
For ϕ ∈ B, we will define the function y(·) : R→ X by
y(t) =

ϕ(t), t ≤ 0,
0, t ∈ J.
Then y0 = ϕ. For each function z ∈ C(J,X), set
x(t) = z(t)+ y(t).
It is obvious that x satisfies (4.4) if and only if z satisfies z0 = 0 and
z(t) =
∫ t
0
Sα(t − s)f (s, zs + ys)ds+
∫ t
0
Sα(t − s)Buz+y(s)ds for each t ∈ J.
Let
B0+∞ = {z ∈ B+∞ : z0 = 0}.
Define the operator N : B0+∞ → B0+∞ by
N(z)(t) =
∫ t
0
Sα(t − s)f (s, zs + ys)ds+
∫ t
0
Sα(t − s)Buz+y(s)ds for each t ∈ J.
Obviously the statement that the operator F has a fixed point is equivalent to that of N has one, so it turns to prove that N
has a fixed point.
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Let z ∈ B0+∞ be a possible fixed point of the operator N . By hypotheses (H1) and (H3)–(H5), we have for each t ∈ [0, n]
‖z(t)‖ ≤
∫ t
0
‖Sα(t − s)‖‖B‖‖uz+y(s)‖ds+
∫ t
0
‖Sα(t − s)‖‖f (s, zs + ys)‖ds
≤ MeδnM1M2
∫ t
0

‖x∗‖ +Meδn
∫ n
0
p(τ )ψ(‖zτ + yτ‖B)dτ

ds+Meδn
∫ t
0
p(s)ψ(‖zs + ys‖B)ds
≤ MeδnM1M2n‖x∗‖ +M2eδ2nM1M2n
∫ n
0
p(s)ψ(‖zs + ys‖B)ds+Meδn
∫ t
0
p(s)ψ(‖zs + ys‖B)ds.
Using the assumption (A1), we get for each t ∈ [0, n]
‖zt + yt‖B ≤ Kn sup
0≤s≤t
‖z(s)‖ +Mn‖ϕ‖B ≤ sup
0≤s≤t
{Kn‖z(s)‖ + cn} ,
‖z(t)‖ ≤ MeδnM1M2n‖x∗‖ +M2eδ2nM1M2n
∫ n
0
p(s)ψ

sup
0≤τ≤s
{Kn‖z(τ )‖ + cn}

ds
+Meδn
∫ t
0
p(s)ψ

sup
0≤τ≤s
{Kn‖z(τ )‖ + cn}

ds,
Kn‖z(t)‖ + cn ≤ KnMeδnM1M2n‖x∗‖ + KnM2eδ2nM1M2n
∫ n
0
p(s)ψ

sup
0≤τ≤s
{Kn‖z(τ )‖ + cn}

ds
+ KnMeδn
∫ t
0
p(s)ψ

sup
0≤τ≤s
{Kn‖z(τ )‖ + cn}

ds+ cn.
Set
βn = KnMeδnM1M2n‖x∗‖ + cn.
So
Kn‖z(t)‖ + cn ≤ βn + KnM2eδ2nM1M2n
∫ n
0
p(s)ψ

sup
0≤τ≤s
{Kn‖z(τ )‖ + cn}

ds
+ KnMeδn
∫ t
0
p(s)ψ

sup
0≤τ≤s
{Kn‖z(τ )‖ + cn}

ds.
We consider the function µ defined by
µ(t) = sup{Kn‖z(s)‖ + cn : 0 ≤ s ≤ t}, 0 ≤ t < +∞.
By the previous inequality, we have for each t ∈ [0, n]
µ(t) ≤ βn + KnM2eδ2nM1M2n
∫ n
0
p(s)ψ(µ(s))ds+ KnMeδn
∫ t
0
p(s)ψ(µ(s))ds.
Then, we have
µ(t) ≤ βn + KnMeδn

MeδnM1M2n+ 1
 ∫ n
0
p(s)ψ(µ(s))ds.
Then by condition (4.5), there existsΛn such that µ(t) ≤ Λn. Since ‖z‖n ≤ µ(t), we have ‖z‖n ≤ Λn.
Set
Z = {z ∈ B0+∞ : sup{‖z(t)‖ : 0 ≤ t ≤ n} ≤ Λn + 1 for all n ∈ N}.
Clearly, Z is a closed subset of B0+∞.
We shall show that F : Z → B0+∞ is a contraction operator.
Indeed, consider z, z¯ ∈ B0+∞. By (H1) and (H4)–(H5) for each t ∈ [0, n] and n ∈ N.
‖N(z)(t)− N(z¯)(t)‖ ≤
∫ t
0
‖Sα(t − s)‖‖B‖‖uz+y(s)− uz¯+y(s)‖ds
+
∫ t
0
‖Sα(t − s)‖‖f (s, zs + ys)− f (s, z¯s + ys)‖ds
≤ MeδnM1
∫ t
0
W−1 [x∗ − ∫ n
0
Sα(n− s)f (τ , zτ + yτ )dτ
]
ds
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− W−1 [x∗ − ∫ n
0
Sα(n− s)f (τ , z¯τ + yτ )dτ
] ds+Meδn ∫ t
0
ln(s)‖zs − z¯s‖Bds
≤ MeδnM1M2
∫ t
0
Meδn
∫ n
0
‖f (τ , zτ + yτ )− f (τ , z¯τ + yτ )‖dτds
+Meδn
∫ t
0
ln(s)‖zs − z¯s‖Bds
≤ M2eδ2nM1M2n
∫ t
0
ln(s)‖zs − z¯s‖Bds+Meδt
∫ t
0
ln(s)‖zs − z¯s‖Bds.
Using the assumption (A1), we get that
‖N(z)(t)− N(z¯)(t)‖ ≤ M2eδ2nM1M2n
∫ t
0
ln(s)

K(s)‖z(s)− z¯(s)‖ +M(s)‖z0 − z¯0‖B

ds
+Meδn
∫ t
0
ln(s)

K(s)‖z(s)− z¯(s)‖ +M(s)‖z0 − z¯0‖B

ds
≤ M2eδ2nM1M2n
∫ t
0
Knln(s)‖z(s)− z¯(s)‖ds+Meδn
∫ t
0
Knln(s)‖z(s)− z¯(s)‖ds
≤
∫ t
0

ln(s)eτL
∗
n(s)

e−τL
∗
n(s)‖z(s)− z¯(s)‖

ds
≤
∫ t
0

ln(s)eτL
∗
n(s)

ds‖z − z¯‖n
≤
∫ t
0
1
τ

eτL
∗
n(s)
′
ds‖z − z¯‖n
≤ 1
τ
eτL
∗
n(t)‖z − z¯‖n.
Therefore
‖N(z)− N(z¯)‖n ≤ 1
τ
‖z − z¯‖n.
So, the operator N is a contraction for all n ∈ N. From the choice of Z there is no z ∈ ∂Zn such that z = λF(z) for some
λ ∈ (0, 1). Then statement (C2) in Theorem 2.1 does not hold. A consequence of the nonlinear alternative of Frigon and
Granas shows that (C1) holds. We deduce that the operator N has a unique fixed point z∗. Then x∗(t) = z∗(t) + y(t), t ∈
(−∞,+∞) is a fixed point of the operator F , which is the unique mild solution of problem (4.1)–(4.3). 
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