Abstract: Traditionally, aberration correction in extreme ultraviolet (EUV) projection optics requires the use of multiple lossy mirrors, which results in prohibitively high source power requirements. We analyze a single spherical mirror projection optical system where aberration correction is built into the mask itself, through Inverse Lithography Technology (ILT). By having fewer mirrors, this would reduce the power requirements for EUV lithography. We model a single spherical mirror system with orders of magnitude more spherical aberration than would ever be tolerated in a traditional multiple mirror system. By using ILT, (implemented by an adjoint-based gradient descent optimization algorithm), we design photomasks that successfully print test patterns, in spite of these enormous aberrations. This mathematical method was tested with a 6 plane wave illumination source. Nonetheless, it would have poor power throughput from a totally incoherent source.
Introduction
Extreme ultraviolet (EUV) lithography is the leading contender to become the next industrial scale lithography technology in the semiconductor industry. Nonetheless, source power requirements are a major challenge that must be overcome [1] . In EUV lithography, multiple multilayer mirrors are used instead of lenses. Since the maximum reflectivity of a single mirror is 70% [1] , projection optics systems employing 6 mirrors for aberration correction transmit less than 12% of the illumination power to the wafer. To address this problem, we consider a single mirror system in which the aberration correction is built in to the mask design. This could result in (1-0.7 5 ) = 83% reduction in EUV source power required, but the mathematical procedure will constrain the source incoherence.
To design masks with built-in aberration correction, we employ the optimization approach called Inverse Lithography Technology (ILT), which was developed by Luminescent Inc [2] . and Intel [3] [4] [5] [6] [7] , independently. This approach has the ability to explore a large design space and systematically find unintuitive, yet high-performing solutions to mask design that would not otherwise be found. We use the adjoint method, a gradient descent optimization algorithm that has great advantages over algorithms used previously for photomask design. For example, the use of gradient descent lets the algorithm converge orders of magnitude faster than non-gradient methods such as the binary search algorithm used in [8] . The adjoint method also provides more in-depth information than either the Gerchberg-Saxton algorithm in [9] [10] [11] , or the back propagation technique in [12] , allowing gradient descent to optimize more complex figures of merit.
In this paper, we begin by describing the general form of the adjoint method, which has been used to successfully design of all manner of electromagnetic components [13] [14] [15] [16] [17] [18] [19] [20] . We then present a specific way to apply the adjoint method to Inverse Lithography Technology. Finally, we apply this form of ILT to a single spherical mirror system with orders of magnitude greater aberrations than would ever be tolerated in a traditional multiple mirror system. The adjoint method allows us to design photomasks with non-intuitive shapes that nonetheless successfully print test patterns, in spite of these enormous aberrations.
Adjoint method for electromagnetic design
The adjoint method is a gradient descent optimization algorithm for designing the geometry of dielectric or metal electromagnetic devices under Maxwell's equations. Adjoint methods have been employed in the design of optical and photonic components [13] [14] [15] [16] [17] [18] [19] [20] and mathematical derivations of the adjoint method are available in optimization textbooks [21, 22] . The adjoint method converges to an optimum much more rapidly than popular heuristic optimization methods such as genetic algorithms and particle swarm optimization, since it follows the gradient-the derivative of the Figure-of-Merit with respect to all geometric parameters.
The adjoint method calculates the gradient at all points in space within only 2 simulations, regardless of the size of the system. Absent the adjoint method, N simulations would be required to calculate the gradient using finite differences, where N is the number of geometrical parameters. For general geometry at all points in space, the adjoint method makes calculation of the gradient tractable when it would not be otherwise. For example, if a geometry is represented by a 1000 × 1000 pixel grid, and each pixel is a separate parameter, the adjoint method speeds up calculation of the gradient by 500,000 × . A large number of parameters is desirable because this provides more degrees of freedom to the optimizer, and hence makes a better optimum achievable.
In our implementation, the adjoint inverse solver is a small subroutine that wraps around a forward solver. This means any existing commercial Maxwell forward solver can be used.
A flowchart describing the adjoint inverse solver is shown in Fig. 1 . In a given iteration, the forward simulation provides the electromagnetic fields for the current geometry. Then the adjoint simulation calculates the gradient. In gradient descent, a local change in geometry is made, proportional to the calculated gradient, in preparation for the next iteration.
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Forward simulation Adjoint simulation Geometry update Fig. 1 . A flowchart showing one iteration in the adjoint method. First, electric and/or magnetic fields are found for the current geometry through the forward simulation. Then, the geometry gradient is found through the adjoint simulation. The gradient is used to make an update to the geometry.
Adjoint method applied to ILT
This section describes our mathematical approach for applying the adjoint method to ILT for photomasks. We have adopted the mathematical formulation of the adjoint method previously presented in Owen Miller's Ph.D. thesis [18] . Miller's thesis contains a more general form of the present derivation that accounts for vector forms of both electric and magnetic fields. Only scalar electric fields are considered here. A reflective projection optics system with one mirror is depicted in Fig. 2(a) . Equivalently, we model the system with a refractive lens as shown in Fig. 2(b) . We will find the gradient of the Figure-of-Merit (the total image error) with respect to the mask transmission factor (which defines where the mask is opaque or transmissive). The mask transmission factor is in the mask plane, while the Figure , and an equivalent system with one lens (b). S is the distance from the mirror to the mask, and S' is the distance from the mirror to the wafer (not to scale). D is the diameter of the mirror/lens.
Gradient with respect to electric field
The Figure- of-Merit is a sum of errors in the wafer plane image, and has the general form
where f represents a local error in the image at point r W , the subscript W denotes a variable in the wafer plane, E W is the wafer plane electric field, r W is the two dimensional spatial position vector in the wafer plane, and bold face denotes a vector quantity. The local Figure- of-Merit f, is a step-like function of the local electric field E W , which might be larger or smaller than a desired target electric field. Differentiating Eq. (1), with respect to the mask plane electric field E M , we obtain
where the subscript M denotes a variable defined in the mask plane. During optimization, we adjust the mask to vary E M to achieve the best possible image. 
,
where r' M is a dummy variable for convolution. We are interested in the derivative of the term in square brackets with respect to the variable E M at one particular position r M . Since E M (r M ) and E M (r' M ) are independently controlled variables, the derivative with respect to E M (r M ) produces a delta function δ(r' M -r M ) and Eq. (4) becomes
Equation (5) 
where
PSF → is the point spread function for propagation from the wafer plane back to the mask plane. Plugging Eq. (6) into Eq. (5), we obtain
Equation (7) is indeed a convolution integral, and it is the important result that we have been seeking. It states that ∂f /∂E W (r W ) can be treated as a source electric field and propagated from the wafer plane to the mask plane to obtain ∂FoM /∂E M (r M ). This is the adjoint simulation step shown on the right side of Fig. 1 . For a spatially incoherent system that is modeled as a sum of coherent systems, the above procedure must be executed for every angle of illumination. Gradients of the FoM with respect to the electric field, properly weighted over the angles of illumination must be considered.
Gradient with respect to mask transmission factor
In the geometry update, changes in mask geometry must be derived from changes in mask plane electric field. In our simple model, each pixel in the mask is either perfectly opaque or perfectly transmitting. Thus, the mask is represented by a transmission factor, T M , which has values of either 0 or 1, and multiplies the incoming field. To include mask edge effects, a more complete electromagnetic model would be required. A method for including electromagnetic effects in the optimization is described in [18] . To update the mask geometry, represented by a transmission factor T M , the Figure-of-Merit derivative with respect to local electric field, ∂FoM /∂E M must be related to the derivative with respect to transmission factor ∂FoM /∂T M . The mask plane field is related to the mask transmission factor by ( ) ( ) ( ) r r r r r r r (9) where the asterisk * denotes complex conjugation. Since FoM and T M must be real, the two terms on the right hand side of Eq. (9) are complex conjugates of each other. Thus, their imaginary parts cancel out, resulting in
Plugging Eq. (8) into Eq. (10), we obtain
which translates from electric field gradient to the more operational mask transmission factor gradient. For a spatially incoherent system modeled as a sum of coherent systems, ∂FoM /∂T M can be expressed as the total derivative with respect to the electric field of equally weighted angles of illumination.
where E Mn is the mask plane electric field for the angle of illumination indexed by the integer n. ∂FoM /∂T M is the gradient with respect to the operational mask design parameters, and provides information about how the Figure-of-Merit changes as the transmission factor T M changes at each point in space. Gradient descent, as in Newton's method for solving polynomial equations, operates by changing the mask transmission proportional to the rate of increase in the Figure-of-Merit:
where ∆T M is the change in T M at a given iteration. As an optimum is approached, and the derivative approaches zero, the changes in T M become smaller and smaller.
To model a binary amplitude mask, such as those used in EUV lithography, we constrain T M to only take values of 0 or 1. Since the mask transmission is binary and does not take continuous values, the geometry update differs slightly from conventional gradient descent. Pixels in the mask are flipped only with the correct sign of ∂FoM /∂T M , and only when the gradient magnitude exceeds a threshold. The threshold is adjusted several times within each iteration to find the best improvement in the Figure-of-Merit. In this way, the iterative optimization procedure is well defined.
Figure-of-merit
The Figure- of-Merit that we have preferred in these optimizations is the total error region area in which the printed pattern differs from the desired pattern. That area must be minimized. This Figure- of-Merit is illustrated by the grey region in Fig. 3 . Thus, the error region is defined as
where P d and P a are binary functions defining the desired and actual printed patterns, respectively. These are defined as ( )
where I th is the exposure threshold for electric field intensity. Anywhere the intensity is greater than I th , P a is set to 1. Otherwise, its value is 0. Figure 3 shows an example of how the Figure- of-Merit is calculated. 
1 exp
where A is a parameter defining the slope of the continuous differentiable function P' a . To differentiate f, we replace the absolute magnitude with the square root of the its square.
( )
Differentiating, we obtain ( ) ( )
. 
We insert Eqs. (23) and (7) into Eq. (11), and then proceed with Eq. (13) 
Results
To test the method outlined in the previous sections, we consider a single lens lithography system as shown in Fig. 2(b) that incorporates the aberrations to be expected in an equivalent single mirror EUV system as shown in Fig. 2(a) . The magnification is 0.25, as is the convention in photolithography. The lens/mirror diameter is D = 30cm, with a numerical aperture at the wafer plane, NA W = 0.33. This leads to a mirror surface-to-wafer distance D/2tan(sin −1 NA W ) = S' = 42.9082 cm. The mirror focusing equation, 2/R = 1/S' + 1/S leads to a mirror surface-to-mask distance S = 171.6328 cm, and a mirror radius of curvature R = 68.6532cm. For these dimensions, a spherical mirror, relative to an ideal parabolic mirror, has aberrations amounting to >10000λ for λ = 13.5nm. We assign 6 significant figures to the mirror radius of curvature owing to the need to specify the mirror surface within ~0.1λ, as is common in high precision optics. Indeed we have found that even ~0.1λ phase shift at the edge of the mirror produces ~10% errors in the test pattern features, unless the mask is redesigned to account for the newly shifted mirror surface.
Six discrete plane waves are used for illumination. These points were chosen to give the illumination some of the characteristics of an extended dipole source. The illumination pattern used is shown in Fig. 4 . Our ILT mask solutions do correct aberrations very well, within the diffraction limit of the six selected illumination angles, but our solutions fail to accommodate the broad power from an extended incoherent source. We can model the incoherent source with more plane waves, but within the diffraction limit the number of plane waves would eventually equal the number of pixels. Each incident illumination angle imposes an additional constraint. For a totally incoherent source, the computation would not be manageable, nor would there be enough pixels in the mask to satisfy the multi-faceted constraints. Thus, ILT for aberration correction is most suited to a partially coherent illumination source, like a laser.
Calculations of the basic Eq. (3) are executed in MATLAB, using fast Fourier transforms to compute the convolution with the point spread function. More mathematical details are included in Appendix A. 
Correcting severe spherical aberration
We use a test pattern from an industry presentation [24] , which is shown by the dashed lines in Fig. 5(b) . The pattern consists of six 14nm × 22nm features and one 14nm × 44nm feature. The features are placed 50nm apart in the x-direction, and 22nm apart in the y-direction. These dimensions should be compared with a diffraction limit λ/(4NA W ) = 10nm for an EUV wavelength λ = 13.5nm. The features are ellipsoidal to avoid sharp corners below the diffraction limit. The pattern in Fig. 5(a) and 6(a) , is one unit cell of a periodic naïve mask, identical to the desired test pattern. The exposure threshold is taken to be half the clear field intensity.
For an un-aberrated case, the resulting wafer plane intensity and printed pattern are shown in Fig. 5(b) . For the spherically aberrated case, (corresponding to a 30cm diameter focusing mirror) the wafer plane intensity and printed pattern are shown in Fig. 6(b) . In the unaberrated case, Fig. 5 , all the features print. In Fig. 6 , the high spherical aberration produces 4 missing features and 3 unacceptable features. This spherical aberration relative to a perfect parabolic reflector has a peak value of >10000λ (>140μm) based on Eq. (31) in Appendix A. The wafer is readjusted to the plane of best focus for this level of spherical aberration, ~2.6mm closer to the mirror than the best focus in the un-aberrated case. The NA of the system is 0.33, the demagnification is 4, and the wavelength is 13.5 nm. The mirror radius is 15 cm. The image was taken at the center of the field. This naïve mask is used as the starting geometry for the optimization.
Using the test pattern in Fig. 6(a) as a starting point, we used our adjoint inverse solver, Eq. (13), to optimize the mask. The pixel size for the simulation during optimization is 0.25 nm at the wafer plane and 1nm at the mask plane. After optimization, the mask solution is tested with a smaller pixel size = 0.16nm at the mask plane, for validation. This change in pixel size is done to ensure the critical dimensions of the final shape are computed to within less than 1% accuracy during final analysis. This accuracy is not critically needed during optimization, but is important in validation. The optimized mask appearance is shown in Fig.  7(a) . In the intensity profile of Fig. 7(b) all critical dimensions were achieved to within 5%. The optimization took 148 iterations to converge. Roughly 3 pixel-flip thresholds were compared per iteration, as discussed at the end of section 3.2. Additionally, a radius of curvature constraint <12nm was imposed on the mask at each iteration. This radius of curvature constraint is applied by morphological opening as described in [25] .
A coarser, pixelated, version of the optimized mask in Fig. 7 is shown in Fig. 8 , with the mask constructed from 14nm × 15nm rectangles to make the mask conform to Manhattan geometry. After pixelation, all critical dimensions are still achieved to within 8%. This demonstrates the robustness of the mask design. On-axis (pixelated) Fig. 8 . The same optical system as in Fig. 7 , with the mask pixelated. The pixels are 14nm × 15 nm. All critical dimensions are within 8% of their target.
Depth-of-focus optimization
We have also performed mask optimization as a function of focal depth. To do this, we began with the optimal mask at focus, and then optimized the Figure- of-Merit at 4 planes: −50nm, −30nm, −10nm, and + 10nm relative to the initial optimal plane, to investigate a 60 nm depth of focus. The Figure- of-Merit is the sum of area errors, as in Eq. (14), summed over all 4 image planes. Figure 9 shows the mask and wafer field at nominal focus resulting from this optimization. Roughly 5 pixel-flip thresholds were compared per iteration, as discussed at the end of section 3.2. This optimization required 339 iterations. Figure 10 (a) shows a Bossung plot for the worst performing feature for the mask optimized at focus, and Fig. 10(b) for the mask simultaneously optimized at the four different planes −50nm to + 10nm. The sharp jumps seen in the plots correspond to changes in the location of the worst performing feature. For the mask optimized through focus, all critical dimensions remain within 11% for the full 60nm of defocus at nominal dose. The dose sensitivity, not optimized here, could be expected to improve if optimized. 
Off-axis aberration correction
We have considered severe spherical aberrations, combined with a depth of field requirement. Now we consider off-axis imaging, which includes, spherical aberration, coma, and astigmatism, all severe owing to the use of an uncorrected spherical optic. The additional aberrations change the point spread function used in simulation according to Eq. (25), (26), and (31) in Appendix A. The off-axis points are in a 33mm × 26mm wafer and are shown in Fig. 11 . The mid-field point 6.5mm off-center is ~0.9° off-axis, and the field edge-point 13mm off-center is ~1.8°off-axis. The mid-field point experiences >4000λ of coma and >230λ of astigmatism in addition to the spherical aberration present in the on-axis case. The field edge point experiences >9000λ of coma, and >900λ of astigmatism. For simplicity we don't account for aberration variation within the 150nm × 132nm test pattern unit cell. This variation is relatively small, but must be taken into account in an industrial application.
The results for the mid-field optimization are shown in Fig. 12 . The optimized mask for the on-axis case, Fig. 7(a) was used as the starting point for this optimization. After the final iteration, the critical dimensions are within 2% of the desired target. During optimization, the simulation pixel size was 2nm at the mask plane. As before, the pixel size was reduced to 0.16nm at the mask plane to accurately validate the critical dimensions after the last iteration. This optimization took 313 iterations with roughly 3 pixel-flip thresholds tested per iteration, as discussed at the end of section 3.2.
The results for the field edge case are shown in Fig. 13 . The optimized mask for the midfield case was used as the starting mask for this optimization. After the final iteration, all critical dimensions are within 3% of their desired target. During optimization, the simulation pixel size was 2nm at the mask plane. For validation after the last iteration, the pixel size was reduced to 0.16nm at the mask plane. This optimization took 185 iterations with roughly 3 pixel-flip thresholds tested per iteration, as discussed at the end of section 3.2.
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On-axis Mid-field Field edge Fig. 11 . A diagram showing the three points on the wafer we designed masks for. The wafer was assumed to be 33 by 26 mm. The mid-field point is displaced 6.5 mm from the optical axis and has >4000 wavelengths of coma and >230 wavelengths of astigmatism (peak value, using the convention in Eq. (31) in Appendix A). The field edge point is displaced 1.3 mm and has >9000 wavelengths of coma, and >900 wavelengths of astigmatism. Mid-field A comparison of Fig. 7(a) , on-axis, Fig. 12 (a), 6.5mm off-axis, and Fig. 13(a) , 13mm offaxis, show completely different mask solutions, even though the test pattern was identical. The mask solution is sensitive to the exact level of aberrations. A mask solution at the center of a chip would be different from a mask solution at the edge of a chip. Even with a repeating pattern as in a DRAM chip, the mask would be aperiodic, and computationally intensive to design.
We have considered spherical aberration, and off-axis aberrations coma and astigmatism. Additional aberrations can be trivially included in the current model by adding more terms to the phase shift at the mirror; therefore changing the point spread function. Additionally, in an industrial application, the Figure-of-Merit should include tolerances toward exposure dose and errors in photomask fabrication. Since off-axis aberrations vary across the chip-field, a global optimization across the whole chip would be required.
In addition, electromagnetic edge effects in the mask, and angle-dependent mirror reflectivity, must also be accounted for in the simulation. This does not pose problems to the optimization method, since our implementation of the adjoint method can wrap around any Maxwell solver.
Conclusion
We have shown that, under a partially coherent source, like a laser, Inverse Lithography Technology can allow EUV Lithography to proceed in spite of severe aberrations, (as would be produced by a single-mirror imaging system). By reducing from 6 mirrors to 1 mirror, the power wasted by the projection optics would be reduced by ~7 × , owing to the diminished mirror losses with fewer mirrors. Since ILT is needed for mask optimization, the strategy of also using it for aberration correction seems well warranted. We have successfully designed photomasks to print test patterns in the presence of severe spherical aberration and including off-axis coma and astigmatism, and the requirement for 60nm depth of focus.
If we force current incoherent EUV sources to produce a six beam illumination pattern as in Fig. 4 , the throughput would be very limited. Thus a partially coherent EUV source, like a laser should warrant more scientific and technological effort.
Appendix A: Linear system model of the lithographic imaging system
This section describes the linear system model based on the paraxial approximation used in our simulations. This model can be found in textbooks [1, 26, 27] .
To simulate the projection optics, contributions to wafer intensity from different angles of illumination are considered. The electric field transmitted from the mask from one illuminating plane wave is ( )
