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Preface
Dear reader,
Welcome to my dissertation. The accumulation of four years of thinking,
tinkering and testing. This dissertation is presented in partial fulfillment for the
degree of Doctor in Engineering. However, the idea behind this manuscript is
much greater than its primary purpose. I have always been fascinated by using
things for purposes they were not intended for. As a child it were Legos fulfilling
my desires; as you are about to discover, during the PhD I have attempted
to use converters for something else rather than exchanging active power and
for this manuscript I hope some of you may find it useful as well. That would
indeed be an even bigger achievement than its primary goal.
For anyone trying to understand how a grid-coupled converter works, I can
recommend Chapter 2. If the operation of a phase locked loop has then sparked
your interest, you can skip immediately to Chapter 4. For anyone interested
in grid-support, I wrote Chapter 3. The chapter offers an overview of services
that a converter can offer to the grid and should be a good starting point for a
researcher interested in any of them.
Nevertheless, the majority of the work has been about unbalance and its
compensation. Readers interested in unbalance (compensation) can start
in Chapter 5 and continue to Chapter 8 for the implementation aspects.
Furthermore, would you be interested in optimal control, Chapter 8 is there
for you to discover. When all things related to the neutral are more your cup
of tea, you should start at Sect. 5.5 and continue in Chapter 6 and Chapter 7.
Finally, if you are interested in my overall considerations, I can recommend the
Introduction and Conclusion.
Some readers may fear that this preface’s only purpose is to steer you towards
the right content. Fear no more. I am delighted to sincerely thank a number of
people. If your only interest is indeed the content of this manuscript, you can
now skip to the suggested chapter; otherwise, I invite you to continue reading.
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Abstract
The number of grid-coupled converters in the low-voltage electrical grid has
been steadily increasing for the past few years, among others due to the drive
for sustainability. More and more applications such as distributed generation,
electric vehicles, storage etc. are connected each day using converters. This
amplifies some challenges for the control of the grid such as voltage and frequency
stability, fault behavior and harmonics.
Especially the increase in single-phase distributed generation poses a particular
challenge: interphase unbalance. While single-phase loads inherently cause
unbalance in the three-phase grid, single-phase distributed generation causes
the power flows to reverse, amplifying the problems and additionally, in three-
phase four-wire grids, increasing the current through the neutral conductor.
However, the increase in grid-coupled converters also offers control possibilities,
because the behavior of (some) converters is programmable. As such, in the
first part of this thesis, these control opportunities are explored. An industry-
standard controller is proposed and then expanded with grid-supporting features
such as voltage and frequency droop control, unbalance compensation, fault
ride-through and harmonic compensation.
A common controller aspect is the need for extended and accurate information
about the grid-state. Therefore, a grid-state estimator is proposed that
estimates all information required for grid-support. The grid-state estimator
is benchmarked and experimentally verified on a rapid prototyping system for
power electronic control.
The second part of this thesis then extensively researches unbalance, focusing
on two aspects: current redistribution and the addition of a neutral connection
to converters. Current redistribution is a novel means to compensate unbalance
with converters, which ideally then have a neutral connection. The results
concerning the neutral connection show that it is beneficial to include this
connection for a number of reasons. It can be both advantageous to the grid
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as to the converter owner. However, the current going through the neutral
connection is significantly higher than the current through the phase connections.
This current is quantified based on three criteria: simultaneity, reactive power
and the expected amount of distributed generation.
Therefore, one cannot expect that each converter has enough capabilities
to always compensate unbalance perfectly. Hence, current redistribution is
expanded with an optimization algorithm that allows to compensate unbalance
to the best of the abilities of the converter. This optimal approach guarantees
that the primary goal of the converter is not hindered: exchanging balanced
(re)active power with the grid. Additionally, the hardware constraints are
pro-actively taken into account. The approach is experimentally verified by
implementation on the rapid-prototyping system.
In future work, this optimal approach can be expanded to incorporate the other
grid-supporting features and therefore optimally distribute the effort. This
would allow any controllable converter to actively and optimally support the
grid.
Beknopte samenvatting
Het aantal netgekoppelde omvormers in het laagspanningsnet is al jaren aan
het toenemen. Met het oog op duurzaamheid worden elke dag meer en meer
toepassingen, zoals decentrale elektriciteitsproductie, elektrische voertuigen,
opslag etc. verbonden via omvormers. Dit vergroot een aantal uitdagingen voor
de controle van het net, zoals spannings- en frequentiestabiliteit, foutgedrag en
harmonischen.
De toename van enkelfasige decentrale elektriciteitsproductie in het bijzonder
zorgt voor een specifieke uitdaging: interfase onbalans. Terwijl enkelfasige lasten
sowieso zorgen voor onbalans in driefasige netten, zorgt enkelfasige decentrale
elektriciteitsproductie ook voor een omkering van de stroomzin en daardoor,
in driefasige vierdraadsnetten, een toename van de stroom door de neutrale
geleider.
Maar de toename van netgekoppelde omvormers biedt ook meer controlemo-
gelijkheden, aangezien het gedrag van (sommige) omvormers geprogrammeerd
kan worden. Het eerste luik van deze doctoraatsthesis handelt dan ook over
dit controle perspectief. Een standaardcontrole wordt voorgesteld en uitgebreid
met net-ondersteunende diensten zoals spannings- en frequentieondersteuning,
onbalanscompensatie, geschikt foutgedrag en harmonische compensatie.
Deze diensten hebben een gemeenschappelijke nood aan uitgebreide en
nauwkeurige informatie over de status van het net. Daarom wordt een
netstatusschatter voorgesteld die alle noodzakelijke informatie voor net-
ondersteuning voorziet. De schatter wordt geïmplementeerd op en getest met
een rapid prototyping systeem voor de controle van vermogenselektronica en
daarbij vergeleken met andere schatters.
Het tweede luik van deze doctoraatsthesis spitst zich dan toe op onbalans-
compensatie en twee deelaspecten in het bijzonder: stroomherverdeling en de
toevoeging van een neutrale verbinding aan omvormers. Stroomherverdeling is
een nieuwe manier om onbalans te compenseren met omvormers, die nu idealiter
v
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een verbinding met de neutrale geleider in het net hebben. Het onderzoek toont
aan dat het voordelig is om deze neutrale verbinding te hebben, zowel voor de
eigenaar van de omvormer als voor het net. Maar de stroom door die neutrale
verbinding kan wel significant groter zijn dan de stroom door de andere (fase)
verbindingen. Deze stroom wordt dan gekwantificeerd aan de hand van drie
parameters: gelijktijdigheid, reactief vermogen en de verwachte hoeveelheid
decentrale elektriciteitsproductie.
Men kan daarom niet verwachten dat een omvormer te allen tijde perfect
onbalans kan compenseren. Daarom wordt het stroomherverdelingsalgoritme
uitgebreid met een optimalisatie die toestaat zo veel mogelijk onbalans te
compenseren, gegeven de mogelijkheden van de omvormer. Deze optimale
aanpak garandeert dat het primaire doel van de omvormer nooit verhinderd
wordt: het uitwisselen van gebalanceerd (re)actief vermogen met het net.
Bovendien worden de hardware beperkingen proactief meegenomen in de
berekening. Ook deze aanpak wordt geïmplementeerd op en getest met het
rapid prototyping systeem.
In verdergaand werk kunnen de andere net-ondersteunende diensten opgenomen
worden in deze optimalisatie, om op die manier de vereiste inspanningen optimaal
te verdelen. Dit zou ervoor kunnen zorgen dat elke controleerbare omvormer
actief en optimaal het net ondersteunt.
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Chapter 1
Introduction
1.1 Context and motivation
Towards sustainability Increased awareness about sustainability in the world
has led to a number of changes over the past few years. The drive towards a
sustainable future has a huge effect on the energy system and our consumption
of energy. The entire world is shifting towards more renewable energy, increased
energy efficiency, more energy awareness and fewer greenhouse-gas emissions.
Europe decided to be at the forefront of this change with the EU2020 directives
[1] and it continues to increase its effort for 2030 [2]. As a direct result, renewable
electricity production was and/or is incentivized in almost all countries in the
EU. By the end of 2016, 306GW of Photovoltaic (PV) panels were installed in
the world, 104GW in the EU and over 3.4GW in Belgium [3] of which 2.3GW
in Flanders [4]. When these PV panels are connected to the Low Voltage (LV)
electrical grid, distributing the generation of electricity over the grid, it is called
Distributed Generation (DG).
Another consequence of the drive towards sustainability is the electrification of
transportation. As electric vehicles have a lower climate impact over their entire
lifetime, they are part of the solution [5, 6]. The greatest uncertainty in the
life-cycle analysis of Plug-in Electric Vehicles (PEVs) is the source of electricity
from which they charge. Combined with the drive towards more renewable
energy, the climate impact of PEVs should only decrease. At the end of 2016,
over 2 million PEVs were sold worldwide, of which 472 000 in Europe and 2 341
in Flanders [7, 8]. These numbers only include electric vehicles that can charge
from the electrical grid and as such, they also connect to the LV grid.
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Figure 1.1: Applications for grid-coupled AC/DC converters (in blue).
Converters in the grid A common element of applications such as PEVs
and PVs is their connection to the LV electrical grid via Power Electronic
(PE) converters. PEs are the universal joints in electricity: they can convert
different properties into one another and therefore be used to electrically connect
everything to everything. One of the main features of PE converters is the
ability to convert AC into DC and vice versa. As the grid is AC and most new
applications are DC, or use an intermediate DC step, it is no wonder that PE
converters are increasingly important.
Typical applications that use converters are DG (e.g. PV), battery storage
applications, PEV charging and the coupling of motors e.g. for industry,
Combined Heat and Power (CHP) or small-scale wind turbines. . . An important
use-case for converters in the future will be the coupling of DC microgrids,
which interconnect all DC applications, to the AC grid. Fig. 1.1 illustrates these
applications and their coupling to the grid. Table 1.1 summarizes the installed
capacity of some of these converters for the past few years. Appendix A includes
the full data set for the last 10 years, including the references.
A trend towards more converter-coupled applications is thus clear. A distinction
in applications can be made by the power consumption. Applications with a
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Table 1.1: Evolution of grid-coupled AC/DC converter applications. All data for
the past 10 years, a short discussion and references are available in Appendix A.
Region 2007 2012 2015 2016
PV [MWp]
World 9 100 101 100 229 900 306 500
EU 5 700 70 800 98 300 104 000
Flanders 22 2 085 2 236 2 341
Battery storage
[MWe]
World 67 340 1 151 1 631
EU - 13 151 245
Flanders - - - -
Number of PEV
World 2 150 182 640 1 262 610 2 014 220
EU 1 030 34 410 307 190 471 970
Flanders 31 1 060 5 620 13 338
Slow chargers
World 333 28 896 159 072 212 394
EU 0 13 454 58 718 94 859
Belgium - - 1 335 1 335
Fast chargers
World 42 3 165 28 021 109 871
EU 0 142 5 072 7 879
Belgium - - 92 137
lower power∗ typically have a single-phase connection, while applications with
a higher power† have a three-phase connection. Additionally, the three-phase
applications often have an active front-end, i.e. they can have a bidirectional
power flow to/from the grid. From this point on, whenever ‘converters’ are
mentioned in the manuscript, they are either three-phase active front-end
AC/DC converters which can have a bidirectional power flow or three-phase
inverters which inject power into the grid.
All these converters use essentially the same topology and the same controllers
when connected to the LV grid. The topology is composed of a number of half
bridges (two switches in series), which together can compose a full bridge (two
half bridges in parallel, i.e. a single-phase converter as in Fig. 1.2a). Three half
bridges are required for a three-phase converter without neutral connection (i.e.
one half bridge per phase, as in Fig. 1.2b).
∗Single-phase applications which inject power up to 5 kW are allowed in Belgium [9].
Important novel single-phase applications include most of the residential PV, home battery
storage and slow chargers.
†Important novel applications with a three-phase connection include higher-power PV,
grid-scale battery storage and fast chargers.
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(a) Single-phase converter
AC DC
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Figure 1.2: Common low-voltage converter topologies.
Furthermore, each half bridge requires a filter. The filter i.a. dampens the
switching frequency of the converter, which should not be injected in the grid.
Fig. 1.2 shows the use of LCL-filters, i.e. two inductors and one capacitor. This
topology is common for low-voltage converters, but many other topologies exist.
The actual technology behind the components (switches, filters and others) can
vary, but the overlaying architecture is the same.
Controlling the grid An important common factor is thus the electrical grid,
which interconnects the converters and other electrical applications. The grid
is a controlled environment. Before DG, few central generators controlled the
grid and its state∗, governed by the Transmission System Operator (TSO) and
Distribution System Operator (DSO). However, as generation is now more and
more spread over the grid with DG, fewer central generators are required. As
such, it sounds reasonable to spread the control over the grid as well. In essence,
one would expect the converters for DG to actively support the grid. Moreover,
if the converters for DG are the same as converters for other applications, one
could expect those converters to participate as well.
In Germany, California and the UK for example, simple grid-services†, offered by
converters, are already incentivized [11–13]. In California a dedicated working
group, i.e. Rule 21 Smart Inverter Working Group, has been set-up to investigate
the impact. The working group has to “identify the development of advanced
∗Including “all services to enable the integrity and stability of the transmission or
distribution system as well as the power quality” [10].
†These services focus on offering flexibility, which requires control over active power.
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inverter functionality as an important strategy to mitigate the impact of high
penetrations of distributed energy resources” [14].
Additionally, there is also a significant increase in single-phase connections
to the grid. As a single-phase connection is made to a three-phase grid, the
grid is loaded asymmetrically. Compared to traditional single-phase devices,
single-phase converter-based applications also inject or consume power for a
longer time. As such, an unbalanced loading of the grid is an increasingly
important topic.
1.2 Objectives and scope
The increase of converter-coupled applications leads to problems in the grid
as well as opportunities. Especially unbalance is more important due to the
increased presence of single-phase converters, but maybe the increase in three-
phase converters can compensate for it. Plenty of research is available that
proves that converters can support the grid, but the implementation aspects
are often lacking (e.g. [15–18]).
The research in this manuscript focuses on how unbalance compensation should
be implemented on the converter and what the greatest impacts are. It can
be considered a case-study of a grid-supporting feature. As such, the research
question becomes: How can converter-coupled applications participate
in supporting the grid, specifically by compensating unbalance?
Which extends to following questions:
• Can an industry-standard converter controller be expanded to incorporate
grid-supporting features?
• Which grid-supporting features should be added to the converter and how,
such that it is useful and realistic?
• How should a converter detect the status of the grid to act on it?
• How can converters compensate unbalance and what is the impact?
• Is the addition of a neutral leg to the converter required, useful and
realistic?
• How should a converter compensate unbalance if the hardware rating is
not sufficient?
• Can unbalance compensation be achieved while still injecting or consuming
balanced current?
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Scope limitation The previous section already mentioned some use cases
for grid-supporting converters. The focus lays on three-phase converters that
are connected to a three-phase four-wire LV grid. The research concerning
implementation will be focused on and applied to LV European grids, with the
grid adhering to the European standard EN50160 [19]. This means a three-
phase, four-wire grid with 400V as line voltage and 230V as phase voltage at
50Hz. However, most of the work can easily be modified to other common grid
structures and frequencies.
It is assumed that changes to the control-software are feasible and require little
to no adaptation to the converter. Hardware changes are tougher and usually
not possible on existing converters, so special notice is made wherever that
becomes relevant. A communication-less approach is preferred, because this
again requires no hardware adaptations to the converter nor infrastructure. The
focus lays on the implementation of features on the converter. The impact on
and interactions with the grid are assumed to be beneficial and stable. This is
certainly realistic from the perspective of one converter.
1.3 Outline of the manuscript
Fig. 1.3 gives an overview of the chapters in this manuscript, excluding this
introduction, Chapter 2 and the conclusion.
Chapter 2 is a technical introduction to this manuscript, which introduces
an industry-standard controller, conventions for notation and the experimental
setup. All these elements are frequently used and expanded throughout the
manuscript. By doing that, it becomes clear which adaptations to the control
software are required.
Chapter 3 gives an overview of grid-supporting features that can be
implemented in a converter and included in its control scheme. By structuring
common problems in the grid, it is possible to explore solutions that are
applicable to converters. Implementations from literature are included and the
implications for the converter are discussed. This chapter focuses on Fault Ride-
Through (FRT), black-start capabilities, voltage and frequency droop control,
active-power adaptation, unbalance compensation and harmonic compensation.
The relations between these features are discussed and an inclusion in the
control system from Chapter 2 is presented.
Chapter 4 then deals with the common denominator of the features from
Chapter 3, which is an advanced grid-state estimator. It has to track all the
required parameters and at the same time be resistant to all the problems.
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Figure 1.3: Chapter overview.
Clearly one can only act on a problem if it is adequately detected. The chapter
describes the development, background, simulation and experimental results of
a state estimator that is capable of detecting all parameters reliably, quickly and
under disturbances. The required states are calculated from a regular voltage
and current measurement, which are present in a standard converter.
Chapter 5 starts the case study on unbalance compensation. Unbalance is
defined and its causes are listed in more detail. Solutions from literature are
compared and analyzed. Due to the increase in single-phase DG, also neutral
currents are becoming an important issue, which some authors do not deal with
when discussing unbalance. Therefore, a novel means of unbalance compensation
is introduced that can theoretically eliminate all unbalanced currents at the
Point of Common Coupling (PCC), thus also the current through the neutral.
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While this form of unbalance compensation is found to be an important asset
of a (grid-supporting) converter, it requires a major change to the hardware:
adding a neutral connection. Therefore more information is required, which is
subject of the following two chapters.
Chapter 6 specifically targets the neutral connection by comparing the impact
of unbalance compensation on the grid with and without it. The comparison
is based on the powers in the grid and is strictly theoretical. Nevertheless,
the results offer an objective means to decide whether to include a neutral
connection.
Chapter 7 continues with the neutral connection by looking at its current
rating. As the neutral connection will often be an addition to a converter, the
size can be freely chosen. This chapter determines the neutral current based on
three parameters: simultaneity, the amount of DG and the amount of reactive
power. The analysis is again theoretical, but the results are quite practical. For
a certain case, the neutral current can be easily determined and vice versa, for
a certain current rating, still-applicable boundary conditions can be found.
Chapter 8 implements the proposed approach from Chapter 5 for unbalance
compensation. Additionally, for when the neutral conductor does not have the
required rating determined in Chapter 7, an alternative approach is presented:
an optimal problem is proposed that compensates unbalance in the best
way possible, given the hardware specifications. Both ways of compensating
unbalance are implemented and tested. For this, the results of Chapter 4 are
required. Furthermore, the controller is included in the control diagram from
Chapter 2 and the expanded version from Chapter 3 and 4, such that it is clear
how an overall grid-supporting converter with unbalance compensation should
work.
The appendices finally, include additional material that can be useful for
researchers that are willing to implement the proposed approaches. The
appendices include among other things a mathematical derivation of the
optimization problem and written code.
Chapter 2
Controlling an
industry-standard three-phase
converter
2.1 Introduction
This chapter describes the operation of an industry-standard three-phase
converter with controller, component by component. The presented controller is
a starting point and is expanded in the rest of the manuscript. After having read
this chapter, the reader should understand the operation of a state-of-the-art
three-phase AC/DC converter. This is a necessity to understand the changes
and enhancements presented in the rest of the manuscript. Please note that
there are other ways to control a converter as well.
The chapter begins with explaining the assumptions and notations that are
used throughout the manuscript. Then a control diagram of an industry-
standard three-phase converter is proposed as well as the experimental setup
used throughout the manuscript. The control components are then individually
discussed, including an optional power controller. Finally, a controller for a
single-phase converter is briefly discussed before concluding the chapter.
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Figure 2.1: These figures show the conventions used throughout the manuscript,
defining positive and negative active and reactive power as well as the phase
orders 1, 2, 3 and their mapping on a complex phasor diagram.
2.2 Notation and basic assumptions
This section describes the assumptions and notations used throughout the
manuscript. They are visualized in Fig. 2.1.
The steady-state AC grid voltage UAC is a cosine with amplitude |Unom| and
frequency ωnom:
UAC = |Unom| cos (ωnomt) (2.1)
and as such, the grid angle θ(t) is a function of the time t only due to the
sinusoidal behavior:
θ(t) = ωnomt (2.2)
Most commonly, the grid will be described in its complex phasor notation, i.e.:
UAC = <
(|Unom|ejωnomt) = <(|Unom|ejθ(t)) (2.3)
where < is the real part of a complex number.
The three phase-voltages of the grid are shifted by 120◦ or 2pi3 , which in its
complex phasor notation boils down to:
UAC,3φ = <
[
|Unom|ejθ(t); |Unom|ejθ(t)−j 2pi3 ; |Unom|ejθ(t)+j 2pi3
]
(2.4)
= <
(
|Unom|ejθ(t) ·
[
1; ej
−2pi
3 ; ej 2pi3
])
(2.5)
for the three-phase voltage UAC,3φ. Currents are similarly defined, but denoted
with an I instead of U .
Active power P is positive when flowing from the converter to the grid under
positive voltage, while negative active power is current flowing from the grid
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Phase 1
Phase 2Phase 3
1 pu
Figure 2.2: A phasor diagram on which the scenarios are drawn, showing the
three different phases (axes) and the dimensions of a current of 1 pu.
to the converter. Reactive power Q is positive or capacitive when the current
leads the voltage and negative or inductive when the current lags the voltage.
The complex phasor notation will not only be used in the mathematical
derivations, but also in the graphical visualizations. The basis of such a figure
will always be the same phasor diagram, shown in Fig. 2.2. Sometimes, as is
the case in Fig. 2.2, a circle will be included, indicating a magnitude of 1 pu.
Without phase-shifts, phase 1 will always point up, phase 2 right and phase 3
left. The system is rotating anticlockwise.
2.3 Positive-, negative- and zero-sequence decom-
position
Phasors will also be used to represent the positive-, negative- and zero-sequence
decomposition of (phase) currents. In 1918, Fortescue published a mathematical
derivation to generate symmetrical components from any polyphase system [20].
The symmetrical components are equal in magnitude and have a similar phase-
shift. For the three-phase system, this means any current or voltage can be
represented as the sum of:
• the positive sequence,
– representing the balanced components rotating with the grid,
– carrying all the useful power,
– denoted with a subscript p and green on all figures in this manuscript,
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Figure 2.3: The positive-, negative- and zero-sequence decomposition of a
single-phase current.
• the negative sequence,
– representing the balanced components rotating opposite to the grid,
– carrying unbalanced power,
– denoted with a subscript n and red on all figures in this manuscript,
• and the zero sequence,
– representing the in-phase components rotating with the grid and
generating a neutral component,
– carrying unbalanced power,
– denoted with a subscript z and blue on all figures in this manuscript.
These components will be frequently used throughout the manuscript and will
be further explained where relevant. Most importantly, the positive-sequence is
the only useful component and the zero-sequence is responsible for problems
with the neutral.
Fig. 2.3 shows an example of the decomposition of a single-phase current. The
positive and negative sequence are balanced, but have an opposite rotation.
The zero sequence is not balanced and the sum of the zero-sequence components
is therefore opposite to the neutral current. The numbers in Fig. 2.3a show
through which phase the current is flowing. In this case a current of 1 pu flows
through phase 1, denoted with the number 1. An opposite current flows through
the neutral, denoted with the number 0.
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2.4 Standard topology and experimental setup
In order to introduce the control components of an industry-standard three-phase
converter, the topology of that converter needs to be known. The same topology
will be used throughout the manuscript. The experimental setup, using that
topology, will also be the same throughout the manuscript. Furthermore, some
basic values, used for generating numerical values, will be the same throughout
this manuscript:
|Unom| 230V
|Inom| 32A
ωnom 50 Hz
fs 16 000 Hz
where fs is the switching frequency of the converter (described later in the
manuscript). The focus is thus the European system, but most results are
independent of the grid frequency, voltage, current or configuration and are
thus applicable worldwide.
Fig. 2.4 visualizes the converter topology, connected to a reference grid. On
the right-hand side of the figure, the grid is displayed, including a current
measurement to monitor e.g. a load current. It is a three-phase grid (phases
1, 2 & 3) with neutral conductor (0). The converter is connected in parallel to
this grid. From the left-hand side, one can see the DC connection with a voltage
measurement . Next are the switching components, which are configured as
one half-bridge per phase and neutral (thus eight switches or four half-bridges
in total). Each half-bridge has an LCL-filter, with a common star point. Finally,
the voltage at the converter terminals is measured as well as the current from
the converter to the grid. The current in each phase is measured and the sum
of these measurements shifted by 180◦ equals the current in the neutral. Hence,
the current measurement for the neutral line is always optional as illustrated
by the dashed arrow.
The experimental setup is built using a Triphase rapid prototyping system that
was configured to resemble this topology. The details of the experimental setup
and the Triphase system are in Appendix B. In essence, all experiments where
conducted on a three-phase converter with active neutral connection, connected
in parallel to the grid.
On this topology, the controller can be mapped. This is done in Fig. 2.5. The
different components will be discussed in the following sections. These are the
Phase Locked Loop (PLL), current controller with current setpoint generation
and the modulation. Additionally, an optional power controller will be discussed
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Figure 2.4: The standard converter topology used throughout the manuscript,
comprising a DC-bus, followed by the switching elements, an LCL-filter and a
measurement stage, before connecting in parallel to the grid.
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Figure 2.5: Industry-standard controller, mapped on the converter topology.
The neutral connection of the converter and the load-current measurement are
greyed-out, as they are commonly not present in a standard setup. The added
components are discussed in the following sections.
as well as the similarities with a single-phase converter. In Fig. 2.5 the thick
lines are hardware connections, the thin dashed lines show the measured signals
and the regular thin lines are control signals.
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Figure 2.6: Schematic, showing the operation of a PLL for grid synchronization
in a three-phase grid.
2.5 Phase locked loop
All grid-coupled converters need information about the grid frequency and/or
(voltage) angle, i.e. the integral of the grid frequency. This is essential as a
synchronization tool because the converter needs to be able to inject current
based on the present grid voltage. The most common way to derive the grid
(voltage) angle is with a PLL. PLLs have many different implementations, in
many different fields and for many different applications [21]. The goal here is
to lock on the grid angle.
Most commonly, the PLL is implemented using a Clarke and Park transformation
that projects the rotating measured voltages on a stationary reference frame.
For this, an estimated grid angle is required. The projected voltages on the
stationary dq-axis can then be locked upon by controlling the q-axis voltage
to zero, using a Proportional Integral (PI) controller. The output of the PI
controller is the frequency difference, by which the rotating reference frame
should speed up or slow down. Taking the integral (1/s) of this frequency
difference yields the estimated grid angle θ′. The process is accelerated by
supplying the rated frequency as feedforward signal. This process is shown in
Fig. 2.6.
The system can be (mathematically) simplified to only the control loop of the
angle, by writing out the Clarke and Park transformation. The equation for
the q-axis voltage U ′q becomes:
U ′q = −|Unom| cos θ sin θ′ + |Unom| sin θ cos θ′ (2.6)
assuming the measured q-axis voltage is purely sinusoidal with an unknown
amplitude |Unom| and unknown angle θ. The equation can be rewritten, using
the goniometric addition theorem, to
U ′q = |Unom| sin (θ − θ′) (2.7)
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Figure 2.7: Schematic, showing the simplified mathematical operation of a PLL
for grid synchronization in a three-phase grid.
and further simplified for small angle differences to:
U ′q u |Unom| (θ − θ′) (2.8)
As such, the error (θ − θ′) can be controlled with the PI controller. The
simplified system, also omitting the feedforward term, is shown in Fig. 2.7
With KP the proportional gain and KI the integral gain of the PI controller,
the closed-loop transfer function then becomes:
θ′
θ
= |Unom|KP
(
s+ KP
KI
)
1
s2 + |Unom|KP s+ |Unom|KI (2.9)
which allows for proper tuning of the PLL.
2.6 Current controller
Equally crucial is the current controller, as it controls the current from and to
the converter. Essentially, the current controller measures the current Im from
the converter to the grid, compares this with the reference current Iref and then
controls this error signal to zero with a PI controller. The output of the PI
controller is Uε,dq, the voltage difference to be applied by the converter over
the filters. This is often done in the stationary dq-reference frame, as then the
control signals are all DC values∗.
Usually, feedforward is included in the current controller to compensate for the
voltage drop over the filter. For this, the filter equation is often simplified by
assuming only an L-filter†. In the dq-reference frame the voltage drop of the
L-filter can therefore be compensated by multiplying the current with jωL. The
∗Proportional Resonant (PR) controllers are another common way of controlling the
current, in which case a PLL is not required. Nevertheless, there is a mathemtical equivalance
between a PR controller and a PI controller with PLL [22].
†When an LCL-filter is simplified to an L-filter, the filter inductances are added together
and the capacitance is neglected. This is only valid for low-frequency behavior.
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Figure 2.8: The implementation of a three-phase current controller. This
comprises the dq-transformation of the measured current, error calculation with
PI action and feedforward over the L-filters.
complex operation is achieved by adding, respectively subtracting, the d-axis
component to the q-axis component and vice versa, as this achieves the 90◦
phase shift from j. The current controller is shown in Fig. 2.8.
The closed-loop transfer function for this system can be simplified to:
Im
Iref
= KP
L
(
s+ KP
KI
)
1
s2 + KPL s+
KI
L
(2.10)
which allows for proper tuning of the current controller.
Please note that there are some stability issues when using this control on a
three-phase converter with an un(der-)damped LCL-filter, as is presented in [23].
Usually this is solved with a damping resistance, slower tuning or advanced
controller features like extended harmonic compensation and model predictive
control to the likes of e.g. [24].
The current setpoints are usually generated from an active and reactive
power setpoint Pref and Qref . Depending on the power-invariance of the
transformations, this calculation will resemble that of Fig. 2.9.
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Figure 2.9: The implementation of a dq-current-setpoint calculation from
reference powers.
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Figure 2.10: The implementation of the modulation of the three-phase voltage.
This comprises the inverse Park and Clarke transformation, feedforward step
with the measured voltage and switching control (here PWM).
2.7 Modulation
The modulation combines the inverse Park and Clarke transformation (Park−1
& Clarke−1), voltage feedforward and switching control (here Pulse Width
Modulation (PWM)), as shown in Fig. 2.10.
The inverse Park and Clarke transformations are applied to transform the
voltage difference Uε,dq back to the three-phase rotating reference frame. A
feedforward voltage measurement Um,123 is added so that the current controller
does not have to track the actual voltage, only the required voltage difference.
This becomes the actual voltage that should be applied by the converter Usp,123.
From that point on, any switching technique can be applied to have the converter
apply that voltage. Commonly, this is achieved with modulation algorithms
using e.g. PWM, Space Vector Modulation (SVM). . . Here, PWM is used to
generate the switching signals s123, using the DC-bus voltage UDC .
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2.8 Power controller
A power controller is not included in this control diagram. However, often it is
included to e.g. ensure that the DC-bus voltage stays within range, or that a
controlled amount of power (active and/or reactive) is flowing from or to the
converter. Nevertheless, it is not critical to the converter controller.
When a power controller is present, measurement of the active and reactive
power is required. This can be done with the same measurements that are
currently in the system. When the power is controlled, the settling time should
be an order of magnitude larger than the current controller to ensure stability.
2.9 Stability
Fig. 2.5 shows three control layers. The inner control loop is the Modulation.
This is, when assuming that one converter has only a limited impact on the grid
voltage, inherently stable. Additionally, the filter (here LCL) provides plenty of
damping for the switching frequency by design. When the switches only apply
the feedforward voltage measurement (i.e. Uε = 0), almost no current will flow
through the filter. The voltage difference that exists is due to the time delay
between measurement and application of the switching signal. This error can
be further minimized by using filters and estimators to compensate for the time
difference. Filtering the feedforward voltage will also aid the stability if the
impact of one converter is significant. A change in Uε can be applied and have
effect within one switching cycle (Ts).
The current controller forms the next control loop, by measuring the output
current and controlling the difference with the current reference to zero. In this
chapter, this is achieved with a PI-controller. Typically, the bandwidth is lower
than the resonant peak of the filter (for this setup 2.4 kHz) and therefore also
lower than the speed of the modulation. The damping ratio of the controller is
typically tuned to 1/
√
2.
The third control layer is where the focus of this manuscript lays, i.e. providing
inputs to the current control loop. For the industry-standard converter, this
third layer would be the injection of active and reactive power. Therefore, this
control layer is not necessarily a loop. The voltage measurement is here only
used to calculate the correct amount of required current. The influence of the
current injection on the voltage is again assumed to be minimal. Changing
the setpoints needs to happen at a slower pace than the bandwidth of the
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current controller. A faster current controller will therefore also result in more
possibilities for this outer control loop.
The PLL is, in this stage, not used for feedback or feedforward. It is used to
transform and decouple the voltages and currents. Off course, if the PLL is not
properly locked, the transformation is not correct and the PLL will (negatively)
influence the stability of the inner control loops.
2.10 Note on single-phase converters
Although this manuscript focuses on three-phase converters, sometimes single-
phase converters will be mentioned. These are very common in the three-phase
grid∗ and some of the proposed components can be transferred to a single-phase
controller quite easily.
The industry-standard controller, presented in this chapter, can be altered
towards a single-phase controller by changing the Clarke transformation. The
Clarke transformation transforms the three phases to a two-phase equivalent,
where these two phases are perpendicular. This is not possible when only
one phase is available. However, when a 90◦ shifted version of that phase is
calculated, there are two perpendicular phases and the Park transformation
and accompanying controller in the dq-reference frame can be used without
further adaptation† [26, Section 5.2].
2.11 Conclusions
This chapter introduces an industry-standard control system for a three-
phase converter, including conventions for notation and an introduction to
the experimental setup. From here on, this control system can be enhanced and
expanded with more grid-supporting features.
Three control layers are introduced, of which the outer one can and will be
expanded in the following chapter. Additionally, the Phase Locked Loop (PLL)
is introduced as an important component of the controller, to synchronize the
converter with the grid. The locked grid angle can then be used to transform
all measurements to the stationary dq-reference frame.
∗In Flanders about 43% of households only have a single-phase connection available [25]
and PV installations can be connected to a single phase up to 5 kW [9].
†Using a correct factor to keep the transformations power invariant.
Chapter 3
Converter-based grid support
3.1 Introduction
The control system from Chapter 2 shows that the functionality of a converter
can be expanded by applying different current setpoints. A grid-supporting
converter should generate these to be able to cope and aid with a number of
the grid problems. Therefore, this chapter first presents relevant problems that
manifest themselves in a Low Voltage (LV) grid (Sect. 3.2) and then discusses
the solutions, including the implementation aspects (Sect. 3.3). The final section
(Sect. 3.4) deals with the implications for the converter hardware and software.
This chapter describes how a grid-supporting converter can operate and influence
problems in the grid, but also which implications that has and why a grid-
monitoring system is crucial for the operation of any grid-supportive feature.
3.2 Problems in the low-voltage grid
The LV grid is susceptible to a number of problems, many of which are amplified
by the number of connected Power Electronic (PE) converters. The main
problems of interest to this manuscript are categorized by their cause: a power
imbalance or a fault, at either a local or global level, and non-linear loads. The
local level is used to categorize problems before the low-voltage transformer,
while global problems occur behind the transformer. Fig. 3.1 presents these
problems in a diagram, including their implications for the LV grid. The
implications manifest themselves on different time scales.
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Figure 3.1: Categorized problems that are common in a residential low voltage
grid. Local problems are those before the low-voltage transformer, global
problems are encountered after.
3.2.1 Faults
Many different types of faults can occur at the low-voltage grid. These faults
can be (multi-)phase to ground or neutral faults (1/2/3/ to PE/0), but also
phase-to-phase faults (1/2/3 to 1/2/3) and others, like lightning strikes. Local
faults can disappear very quickly, when cleared by the appropriate protection
devices. Yet, the converter will still see the fault. Global faults can appear as
voltage dips or swells that can be very brief or longer lasting. If the faults are
not cleared, a blackout may occur, although a blackout may have other causes
as well.
3.2.2 Power imbalances
Local power imbalances within the grid can appear as voltage deviations, leading
to short-term effects like swells and dips from e.g. the starting of a large motor,
as well as steady-state voltage stability issues. Additionally, interphase energy
unbalances can lead to voltage unbalance. Global power imbalances can lead to
voltage stability issues as well as frequency deviations. Frequency deviations
have two distinctive reactions: the immediate inertial response from connected
motors or generators and control actions governed by the Transmission System
Operator (TSO): frequency containment and restoration [27,28]. While these
are not problems occurring on the LV grid, their actions manifest themselves
on the LV grid and the converter can participate in these actions.
The problems caused by power imbalances are commonly those that are amplified
by applications connected via converters, because they control power flows to
and from the grid. In the case of Plug-in Electric Vehicle (PEV) charging, the
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amount of power of a single device already has an impact on the respective
grid, i.e. local deviation from the voltage setpoint, causing voltage stability
problems [29]. While for Distributed Generation (DG) such as Photovoltaic
(PV) generators, the influence of the power imbalance could potentially cause
the entire European grid to collapse at important frequency tresholds, because
of the vast quantity, reduced inertia and faster disconnections [30].
Local interphase unbalances are a consequence of the construction of the
European (and Belgian) grid. The typical European residential LV grid has
three phases at 400V line-to-line and a neutral (230V phase voltage). In
Flanders, 43% of the connections are single-phase grid connections (typically
40A) to this three-phase four-wire grid. 23% has a three-phase grid connection
(typically 25A). The other 34% is connected to the old 3x230V topology (no
neutral, 230V line-to-line) [25].
Most loads are single-phase, automatically leading to unbalance. Hence,
unbalance is an old problem, even for converters [31]. However, DG has made
this problem worse, as now currents can flow towards the grid, instead of the
other way around. Therefore, while consumption and generation can be balanced
from a system perspective, they can be locally unbalanced, e.g. a PV installation
producing power on phase 1 and an equal but opposite consumption on another
phase. This is a cause for neutral-point-shifting and major unbalanced grids [32].
The causes for unbalance are discussed in more detail in Chapter 5.
3.2.3 Non-linear loads
The AC grid is designed to work with alternating currents, oscillating at
the fundamental frequency. Every oscillation that is not at the fundamental
frequency is therefore unwanted. When a load is supplied with a sinusoidal
voltage and it draws a non-sinusoidal current at the fundamental frequency, it
is considered a nonlinear load [33]. Every oscillation that is an integral multiple
of the fundamental frequency is an harmonic component [33]. Nonlinear loads
are the cause of these unwanted harmonics and other disturbances.
IEEE standard 519 (original from 1992 [33] and extension from 2014 [34]) deals
with the causes and consequences of these nonlinear loads. PE converters are
described as a major source of harmonic currents, especially passive rectifiers.
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Figure 3.2: The converter can solve the problems from Fig. 3.1 as presented in
this figure.
3.3 Solutions applicable to converters
Clearly, these problems can be solved by a variety of applications and actions,
but the focus here is on solutions that can be implemented on the converter. Or
in the case of faults, how to survive them. The overview of solutions is mapped
on the problems presented previously, in Fig. 3.2.
3.3.1 Fault ride-through
Fast problems, such as phase-to-phase and phase-to-ground faults and voltage
dips and swells, are usually caused by actual faults in the grid, which are
cleared by the respective protection devices. In his PhD thesis [16], the author
evaluated the behavior of converter based DG systems during faults. The
outcome, relevant to this manuscript, is summarized as follows:
• The fault behavior of converters is a design parameter and can be tuned
appropriately.
• For balanced faults, proper voltage support settings can contribute to the
short-circuit power of the grid.
• For unbalanced faults, negative-sequence currents should ideally be
injected, but this is not common behavior.
• It is recommended for converter units to tolerate certain levels of power
oscillations during unbalanced faults.
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Figure 3.3: In general, an FRT-algorithm works by detecting a fault and
then switching to a separate (current) controller. This diagram illustrates the
principle.
Additionally, for larger generating units, Fault Ride-Through (FRT) is commonly
included in standard grid-code [35]. FRT comprises the capability of electrical
devices to be able to remain connected to the network and operate through periods
of low voltage at the connection point caused by secured faults, i.e. faults which
are successfully cleared according to the system operator’s planning criteria [36].
It is thus clear that besides the possibility of contributing to the fault-current,
which can be achieved through other controllers in this manuscript∗, FRT
should be an important feature of a converter. Some even suggest it should be
compulsory in the near future [37]. FRT is not only important to the grid, but
also to the reliability of the converter, because it enables the converter to stay
connected to the grid under severe grid disturbances.
FRT can be implemented as shown in [38], where a controller for a 150 kW PV
inverter is described. An important part of the controller is the ability to detect
a fault when it occurs and switch to a separate FRT current-setpoint Ifault,
which would result in a switch from continuous power to continuous current
operation. An implementation of this principle is shown in Fig. 3.3, where the
decision to switch is calculated from the positive-, negative- and zero-sequence
decomposition of the voltage U ′pnz. [39] focuses more on the impact faults have
on the controller itself, by preventing anti wind-up and proper setting of limits.
Again, the FRT itself was implemented by limiting current during faults, with
proper restoration afterwards.
How the current should be limited is described in much detail by [40], while [41]
improves on the regular current controller, described in Sect. 2.6, by using
a sliding-mode controller for the Proportional Integral (PI) controller. [42]
∗Setting the proper voltage support settings is part of voltage droop and injecting negative-
sequence currents is part of unbalance compensation.
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patented a solution wherein only positive-sequence current is injected under fault
conditions, including unbalanced faults (which could also amplify problems [16]),
but points to the necessity of a decent Phase Locked Loop (PLL) to track the
positive sequence under these fault conditions. [43] uses Model-Predictive Control
(MPC) for the current control to simplify the controllers.
Under current Belgian grid code, only DG >1MVA has to remain connected
during voltage dips, defined as a drop to 70% for 0.2 s or 85% for 1.5 s. [9].
3.3.2 Black-start capabilities
When a blackout occurs, the grid needs to be able to restart. This requires
black-start capabilities, i.e. units that are capable of starting up without any
external input of electricity and of gradually restoring power to grid users [44].
Some PE converters with storage have the option to provide back-up power in
case of a grid failure, e.g. the Tesla Powerwall [45]. As such, converters could
be used for a black start when they have a grid forming functionality and when
they can resynchronize to each other and the grid during the restart. However,
this can only be achieved when a storage system is present, able to power up
the electronics when the grid fails, and when full control over the DC power
supply is present. The implementation on a software basis is thus limited to
providing the correct inputs and also controlling the voltage.
It is important to note that, like many of the features presented in this
manuscript, current grid-code often prohibits this feature. In Belgium, small
grid-connected converters for DG have to disconnect when the grid fails [9].
Islanding behind the Point of Common Coupling (PCC) is allowed.
3.3.3 Droop control
The primary use of (almost all LV) converters is transferring power between
the AC and DC side. Converters will thus always have an impact on local
voltage levels, as power injection leads to voltage rises and power consumption
to voltage drops. This is the expected and designed behavior of the grid.
Additionally, converters participate in the power balance of the entire grid and
as such have an impact on the frequency. While the impact of a single converter
on the grid frequency may be negligible, the impact of all converters together
surely is not. ENTSO-E for example, published a report, stating the importance
of a unified grid code for Europe, as with the current settings, DG has the
potential to trip the entire European grid if the frequency reaches important
load shedding tresholds, such as 50.2 and 49.5Hz. [30].
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Figure 3.4: In general, droop control works by altering the (re)active power
setpoints based on the measured voltage and frequency. This diagram illustrates
the principle. The alterations of the setpoints might conflict; no operation to
join the setpoints is included in this diagram.
Operation principles Droop control, in the context of this manuscript, is the
ability to change active and reactive power setpoints based on a (piecewise)
linear relationship to grid parameters, often including a deadband around the
normal operational zone. The most interesting grid parameters for droop control
are voltage and frequency. The voltage is a local parameter, giving information
about the local system state. The frequency on the other hand, is a global
signal, giving information about the entire network, as the frequency is the
same in the entire synchronous zone. The basic operation of droop control
is illustrated in Fig. 3.4, where a positive-sequence current reference Ip is
calculated, based on the power references Pref and Qref and a droop relationship
with the positive-sequence voltage U ′p and grid frequency ω′.
In High Voltage (HV) networks, the active power influences the frequency and
the reactive power the voltage, due to a very low R/X-ratio of the feeding
lines [26]. However, when the R/X-ratio is higher, as is the case in distribution
grids [26,46,47], the influences become more coupled. The R/X-ratio actually
defines how much (re)active power has an influence on the voltage and the
frequency [26]. Yet, in the following two paragraphs, most literature still tackles
the problems separately, often only mentioning the importance of the R/X-ratio.
Voltage droop In Europe, the rated voltage amplitude is |Unom| ± 10% [19].
Deviations beyond this point have many categories (like dips and swells), but
are thus abnormal. As such, their influence on the converter falls under FRT.
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In order to keep the voltage within the 10% limit, e.g. prevent a voltage rise
from PV injection or a voltage drop from PEV charging, (re)active power droop
control can be applied. As limiting or increasing active power overlaps with the
converter’s main operation, especially reactive power droop control is of interest
and described in literature.
In [17], the author investigates the impact of PEV charging and, amongst others,
the impact of reactive power droop. The conclusions, also found in [46], are that
reactive power control effectively mitigates the negative impact of PEV charging,
with little to no negative impact on the Distribution System Operator (DSO)’s
equipment. [17] further shows that active power control has better results, but
also has a more negative impact on the user, as charging is postponed.
In [48], the author investigates the impact of DG on the grid and concluded
that the effectiveness of reactive power droop control is highly dependent on the
R/X-ratio. However, when it has an impact, it can vastly increase the hosting
capacity. For proper implementation, a slight overrating might be required.
This conclusion was also shared by the outcome of the MetaPV project [49].
For the coupling of battery systems, [18] concluded that adding droop control
to the control system can vastly increase the grid-supporting capabilities. In
some cases, the use of the battery in the system was less important than the
converter used for coupling.
In [50, Chapter 3], the author discusses the implementation of voltage droop,
pointing out again that the effectiveness depends on the R/X-ratio, as well
as the links between voltage and frequency droop control. However, [50] also
points to the importance of a proper measurement algorithm, able to determine
the grid components with enough accuracy and speed.
Frequency droop The grid’s frequency is controlled on different timescales,
as illustrated by Fig. 3.5. The inertia of synchronous machines, typically the
large generators, will limit the rate-of-change of the frequency. The containment
reserves, implemented as a generator’s governor, will then quickly stabilize the
frequency change within seconds with the effect lasting for minutes. Automatic
restoration reserves will then kick in to completely restore the frequency to its
rated value. When required, manual changes will complete the process∗ [51].
Frequency droop by converters comprises the quick actions, i.e. inertial response
and (limited-in-time) containment reserves. Frequency droop emulates the
behavior of synchronous machines by measuring the frequency and acting upon
∗Often, the containment reserves and automatic and manual restoration reserves are called
primary, secondary and tertiary control.
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Figure 3.5: This figure shows the different time scales of frequency control. When
a frequency event takes place, inertia limits the rate-of-change of frequency
and the governor of synchronous machines changes the setpoint (frequency
containment reserves). Afterwards, and much slower, the frequency is restored
by the frequency restoration reserves (automatic and/or manual). Converter-
based solutions can implement all the control options, but there is a great
difference in time-scale. Droop control includes the fast response, within
seconds, and active-power adaptation includes the slow response.
it. This is labeled as ´machine response’ in figures 3.1, 3.2 and 3.8. There are
many other terms to define a frequency response, such as virtual inertia, virtual
synchronous machines and frequency droop. However, when constant setpoints
are assumed, they are all mathematically equivalent [52].
In [53], the authors give a recent overview of the efforts made in frequency
control, with all the different names and applications. Furthermore, [53] presents
an experimentally verified approach on frequency control itself, by emulating
inertia. Previously, [48, 50, 51] also investigated frequency control by DG in
their PhD, tackling the interactions with voltage droop. Here, an important
note is made that increasing active power due to a frequency deviation might
not always be possible with DG, as the converter might well be extracting the
maximum amount of power at all times (e.g. Maximum Power-Point Tracking
(MPPT) algorithms for PV). As such, a power reserve might have to be foreseen.
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Figure 3.6: Unbalance compensation can work by adding a compensation current
to the regular current setpoint. This diagram illustrates the principle.
3.3.4 Active-power adaptation
Besides frequency droop, which encompasses the immediate response to
frequency deviations, the converter can also participate in the (longer lasting)
containment and automatic restoration reserves [54], also illustrated in Fig. 3.5.
This is achieved by changing the active power setpoint of the participating units
and now thus the converter. Limiting the power injection or expanding the
power consumption, will lower the frequency and vice versa. Such behavior
is very similar to frequency droop, but displays itself on a longer timescale.
The full activation time for the restoration reserves in Europe is 30 s and the
action should last for 15min [54]. For a converter, this very slow action needs
to be fulfilled for a very long time. Hence, adding this active-power adaptation
is implemented as changing the active power setpoint, based on a frequency
measurement. This is labeled as ‘grid response’ in figures 3.1, 3.2 and 3.8.
Active-power adaptation is currently included in Belgian regulations for DG for
frequency deviations >50.2Hz and <51.5Hz [9]. A similar regulation could be
made for units consuming active power. Increasing power injection during low
frequency periods is currently not included, as this is often not possible without
changing the hardware (discussed below).
3.3.5 Unbalance compensation
By injecting an unbalanced current, converters can counteract or completely
compensate unbalanced voltages and currents in the grid. This unbalanced
current can be calculated from a voltage or current measurement. As will
be shown later in the manuscript, a current measurement is preferred. In
general, the process of unbalance compensation then consists of calculating the
unbalanced current Ipnz from a measured current Ig,1230 and then calculating
a negative- and zero-sequence compensation current Inz, which can be added
to the other current setpoints, as illustrated by Fig. 3.6. This technique is
expanded in the following chapters.
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Figure 3.7: In general, harmonic compensation works by measuring the harmonic
content of a voltage and/or current and using this to determine an harmonic
compensation current or voltage, which is added to the converter setpoint. This
diagram illustrates the principle, where the harmonic compensation current is
calculated from the harmonic voltage decomposition as in [55].
3.3.6 Harmonic compensation
The impact of converters on harmonics is twofold. First and primarily, the
converter should limit its infeed of current harmonics, by use of proper filtering
and control techniques. Commonly, a converter is equipped with an output
filter to filter out the switching components. However, this filter can interact
with the grid. Often it is capacitive to the grid and can start oscillating with
the grid’s inductance. This can be prevented by proper design and control [48].
If the converter is no longer the cause of harmonics under normal operation, it
can also be used to compensate the harmonic currents in the grid by purposely
injecting compensating harmonic currents. These currents can be calculated
from e.g. a voltage measurement, as is the case in [55]. The principle is shown
in Fig. 3.7, where an harmonic compensation current Ih is calculated from the
harmonic decomposition of the grid U ′3,5,i and the grid frequency ω.
Other references include [56–59], where the authors have implemented harmonic
compensation. In [56], the authors focus especially on parallelization and in [59]
on computational effort. In [57], the authors succeeded in combining harmonic
compensation with unbalance compensation in three-wire grids.
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Figure 3.8: The proposed solutions from Fig. 3.2 have an impact on the hardware
and software of the converter.
3.4 Implications for the converter
The previous section (Sect. 3.3) described possible solutions to the problems
from Sect. 3.2. These solutions need to be implemented in the control software
of the converter, as was illustrated by the diagrams. While the referred-to
literature clearly describes the implementation details in the control software,
it does not yet describe the overlap between the different controllers when
combining several of these features in a grid-supporting converter. It is also not
clear from literature which hardware changes are sometimes required for these
grid-supporting features, especially when they are combined. These aspects are
described in this section and mapped on Fig. 3.8.
3.4.1 Hardware changes
Storage A first element that is required for actions related to active power
is storage. This is especially the case for black-start capabilities and some
active-power adaptations required for frequency reserves.
To be able to perform a black-start, it is obvious that the converter should be
able to supply its own power and that the power source on the DC-side should
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also work without a grid input. As such, storage is required to run the control
electronics and/or storage can be required on the DC-side (e.g. a gas tank to
fire a co-generation unit or the inertia of a rotating wind turbine)∗.
When the converter is supplying frequency reserves with an active-power
adaptation, it implies changes to the active power output, either upward or
downward. An upward alteration of DG requires additional energy to be able
to deliver the requested power for a sustained amount of time. Considering
that most units are likely supplying their maximum power continuously (since
it is currently more economic), that excess energy should come from storage. A
downward change requires that less active power is supplied to the grid, which
means that the DC power supply should be capable of being altered or that the
excess power has be stored, and vice versa for consuming units.
In this sense, also frequency droop control requires storage. However, droop
control is considered on a much shorter time scale and with much less impact
(few percent of deviation) in such a way that the inherently present storage
components (e.g. DC-bus capacitance), might be able to deal with it. Additional
storage will not be required, but would enhance the response.
It is important to note that adding storage to a converter, besides increasing
the DC-bus capacitance, is an implication that goes far beyond the converter
itself. So while these features can be implemented on the converter, expanding
its supportive qualities, they can only be implemented on converters that are
used with storage in the first place. Such converters can be for a home storage
device, buffering e.g. PV, or converters charging PEVs.
Phase (over)sizing PE switches are very sensitive to over-currents and cannot
deal with them for a longer period due to the increase in junction temperature [60,
Chapter 2]. Tesla’s 5 kW Powerwall for example can be overloaded to 140% for
10 s [45]. As such, when supporting features require additional power in (one
of) the phases, over-sizing will be required. This is relevant for all features that
require the injection of more current than the converter is rated for.
In the case of active and reactive power droop control, the changes are obvious,
as this concerns balanced currents. If the converter should be capable of injecting
5% more active power, then the current rating should be 5% higher (assuming
a power factor of 1). For the influence of reactive power, the apparent power
should be calculated with S2 = P 2 +Q2, which can then be used to determine
the additional current required. In the case of the frequency response, extra
power might be required as well and as such, the same logic can be applied.
∗In this sense, storage can be interpreted quite widely, as the sun can also be considered
‘storage’ for a PV system.
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As will be shown later, compensating unbalanced currents can require an
overrating of the phase currents. How this conflicts with the injection or
consumption of active and reactive power and the other features is unclear.
Nevertheless, Chapter 8 presents a solution.
For harmonic compensation, the extra-injected current can have a positive or
negative effect. The frequency and magnitude of the harmonic will determine
whether the peak current at the nominal frequency is increased or decreased. If
the harmonics are unbalanced, the influence is even more complicated.
Over-sizing the phases can be achieved by using higher rated components, which
would require a change in hardware. Nevertheless, over-sizing can also be
accomplished by derating the entire converter, e.g. selling a 5 kW converter as
a 4.5 kW converter. The latter can be achieved on currently installed systems,
by limiting the rated output. It could even be achieved dynamically, which is
inherently possible in PV systems: only during noon in summer is the system
working at maximum power, at all other instances, there is current to spare for
supportive actions.
Neutral leg While a neutral leg is not required for injecting balanced positive-
sequence currents nor for negative-sequence currents, it is required for injecting
zero-sequence currents and triplen harmonics, i.e. neutral currents. The only
way to compensate neutral currents is to have a connection to the neutral
conductor. Whether this is beneficial or not is tackled in detail in Chapter 6
and [61]. How large the neutral connection should be, is discussed in Chapter 7
and how the neutral connection can be achieved, is discussed in [62, Section
2.3], [63] and Sect. 5.5. Discussion on the neutral is continued in Sect. 5.5.
Please note that upon adding a neutral connection, special attention needs to
be paid to the earthing connection. Often, a three-phase four-wire generator is
grounded at its neutral, but for converters this might not be ideal [64]. When a
converter without neutral conductor is controlled in such a way that it could
be supplying neutral current (which it cannot), it might cause problems with
the earthing. The entire converter will start to float up and down, potentially
causing excessively high voltages. In the case of Space Vector Modulation
(SVM) this technique is intelligently used in a controlled way.
Secondary effects Besides these immediate effects, secondary effects are
expected as well. The injection of reactive power for example will put extra strain
on the freewheeling diodes. The injection of reactive power and unbalanced
current might cause excessive DC-bus oscillations, due to the momentary
oscillating power.
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Figure 3.9: This diagram adds the grid-supporting features to the diagram from
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known setpoints.
3.4.2 Software changes
Fig. 3.9 shows how the features can be included in the converter controller.
Common changes are discussed below. When different current setpoints are
in different domains, they can be added up. This is the case for the setpoint
from droop control, unbalance compensation and harmonic compensation. In
addition, black-start capabilities are completely independent from the other
features, as they are only relevant during and shortly after a blackout.
Only for FRT, most of the controllers described in literature and in Sect. 3.3.1
override the current setpoints under fault conditions. As such, the FRT should
not conflict with other controllers in a grid-supporting converter, it just bypasses
them during faults. The block Combination in Fig. 3.9 is thus an addition of
all the different current setpoints, except when Ifault 6= 0, then Iref = Ifault.
Power setpoints The (re)active power setpoints due to voltage and frequency
droop, power alterations for the slower frequency response and, most importantly,
the basic operation of the converter, can conflict. For example, when the grid
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frequency is too low, the active power injection from PV should increase, but if
the voltage is too high, it should decrease (if it cannot be solved with reactive
power injection). In that case, actions have to be prioritized or legally regulated.
An action could be to prioritize supporting the local system before the global
system as supporting the global system is not possible when the local system is
down. In that case, the settings for voltage control get priority. The settings for
the power alterations for slow frequency response logically follow the frequency
droop or inertial response, so no conflict should be expected between them.
Another way could be to take the average of the actions or to take the financial
beneficiary decision if a tariffing structure exists.
PLL under disturbances The PLL, as described in Sect. 2.5, should always be
capable of synchronizing with the grid, even under all the disturbances that are
described in this section, i.e. faults, unbalance and harmonics. A well-designed
PLL is critical for the operation of all grid-supporting features. Chapter 4 will
deal with these design parameters in much more detail.
Sequence decomposition and parameter detection Fig. 3.9 clearly shows (in
red) a lot of missing inputs that need to be determined, but are currently not
calculated by any of the blocks. I.e. the sequence decomposition of the voltage
U ′pnz, grid frequency ω′ and harmonic content of the voltage U ′3,5,i are missing.
In addition, the grid angle θ′ is ideally that of the positive-sequence voltage.
Especially under unbalanced circumstances, it becomes important to distinguish
between the different sequences. [65] for example, deals with calculating power
under unbalanced and non-sinusoidal voltages. Chapter 5 will show how
unbalance can be compensated using negative- and zero-sequence current
injection. However, clearly, this can only be achieved once the sequences
are extracted from the voltages and currents. Additionally, this allows injecting
active and reactive power only in the positive sequence, enabling balanced
currents in the grid, one of the options described in [66]. Furthermore, it offers
the opportunity to inject current in the negative sequence, which is beneficial
for FRT [16].
Current control and modulation While Fig. 3.9 still shows a current controller
and modulation, the inputs are different from those of Fig. 2.8 and Fig. 2.10. As
such, a change in controllers is required. The current references are no longer
balanced, nor sinusoidal and include a neutral current. Current control in the
dq-reference frame is no longer possible. For the modulation, it is important
that there are now four wires to control, instead of three.
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Stability The added features all act on the third control layer. However now,
feedback signals are (should be) provided, by means of the measurement of grid
parameters. Only unbalance compensation does not use the measurement as a
feedback signal; the signals are used to calculate the compensation currents for
the opposing wires.
Where feedback is used, the bandwidth of the new controllers should thus be
lower than that of the current controller and the state-estimator that provides
the signals. Nevertheless, stability issues should not be expected when one
converter tries to influence the state of the grid. Stability only becomes relevant
upon mass deployment, which is outside of the scope of this manuscript.
If a certain bandwidth is desired, both the current control loop and the state-
estimator should be faster. This may present practical limitations for e.g. very
fast frequency control, especially in weak grid or microgrids.
3.5 Conclusions
This chapter introduces six features that can be implemented in a converter
and are a useful service to the grid: fault ride-through, black-start capabilities,
(voltage and frequency) droop control, active-power adaptations, unbalance
compensation and harmonic compensation. These features are shown to solve
both local and global problems in the grid (i.e. before and after the Low Voltage
(LV) transformer). References to literature and other sections of this manuscript
are added to explain how such grid-supporting features may be implemented.
Additionally, the final section of this chapter discussed the impact the grid-
supporting features have on the converter and its controller. While hardware
changes might be beneficiary, e.g. an increased power rating or adding storage
or a neutral leg, they are not a necessity for all features. This means that
purely by updating the software of the converter, grid-supporting features can
be added and economic value is created. The impact to the software is also
described. Most features can work side by side, but this requires the current
controller and modulation to be able to inject current in multiple domains (e.g.
positive-, negative- and zero-sequence and the harmonic spectrum).
From this chapter, it is also clear that an extended grid synchronization and
state-estimation algorithm is required. This can be a more elaborate version of
a Phase Locked Loop (PLL), including a sequence decomposition and frequency
determination. This is the subject of Chapter 4.

Chapter 4
State estimator for grid
support: TF3LT
This chapter is based on [67]:
Jeroen Stuyts and Sven De Breucker. “Precise real-time advanced grid
monitoring,” European Patent Submission 16 207 665, December 31st, 2016.
4.1 Introduction
From Chapter 3, it is clear that all grid-supporting features require information
about the current grid status. The effectiveness is heavily dependent on the
quality of this state estimation. While the literature that describes one of
the grid-supporting features will usually include a state estimator, capable
of detecting the relevant distortion, that same estimation might not function
properly under the other disturbances compensated by the other features.
This chapter describes the development, background, simulation and exper-
imental results of a state estimator that is capable of detecting all required
parameters of the grid reliably, quickly and under disturbances. The required
states are calculated from a regular voltage measurement, which is present in a
standard converter (see Sect. 2.4).
Sect. 4.2 first summarizes the requirements for the state estimator. Sect. 4.3 then
describes some of the available solutions in literature. Sect. 4.4 discusses the
greatest problems of those solutions and differences with the proposed approach,
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of which the implementation is thoroughly addressed in Sect. 4.5. The new
approach is then benchmarked in Sect. 4.6 before concluding. Furthermore,
Sect. 4.5 also addresses how the same approach can be used for determining
properties of the current.
4.2 Requirements
As was determined in Chapter 3 and visualized in Fig. 3.9, the parameters that
need to be determined are:
• the frequency (for the frequency droop control and harmonic compensa-
tion),
• the amplitude of the positive-sequence voltage (for the voltage droop
control) and the angle (for general current injection),
• a representation of the grid voltage, e.g. the positive-, negative- and
zero-sequence voltage (for the FRT),
• and the harmonic contents of the grid voltage (for the harmonic
compensation).
These elements form the state of the grid. Measuring them needs to happen
• fast: with little to no delay, preferably within one converter controller
time step,
• accurately: with an error tolerance determined by the grid-supporting
feature or controller,
• and with little to no influence from disturbances.
Commonly, these disturbances are:
• (measurement) noise,
• harmonics (disturbance for all parameters, except for determining the
harmonics),
• phase shifts (disturbance for the frequency, measurable for the other
components),
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• amplitude changes (disturbance for the frequency, measurable for the
other components),
• and any combination of the above.
4.3 Literature review
Because of its importance, a lot of literature is available concerning grid
synchronization. Over the years, many systems have been proposed and
overviews have been written, including books, chapters and papers such
as [21, 68, 69]. This manuscript focuses on the most important improvements in
recent years. Starting from the Phase Locked Loop (PLL) as in Sect. 2.5, which
is still the default choice today, improvements are presented to arrive at the
state-of-the-art Dual Second-Order Generalized Integrator Frequency Locked
Loop (DSOGI-FLL).
4.3.1 Synchronous reference frame phase locked loop
Regular three-phase converters are equipped with a three-phase Synchronous
Reference Frame Phase Locked Loop (SRF-PLL) to determine the frequency,
phase angle and amplitude of the grid voltage similar to the PLL proposed in
Sect. 2.5 and shown in Fig. 2.6. However, this traditional SRF-PLL cannot
cope with [70,71]:
• Frequency fluctuations caused by sudden changes in the grid consumption
(large load starting up or load-shedding) or production (intermittent
behavior of renewable energy sources or generation loss of large power
plant);
• Voltage unbalance in the grid, caused by unbalanced currents in the grid
(e.g. due to single-phase Photovoltaic (PV) plants in distribution grid);
• Presence of harmonic distortion in the voltage and currents;
• Voltage sags and swells.
In the presence of these disturbances, the SRF-PLL will not be able to correctly
determine the grid frequency and phase angle, resulting in poor synchronization
with the grid and consequently low power quality of the injected currents.
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Figure 4.1: The implementation of the DDSRF-PLL from [72]. The input vs(abc)
is the three-phase voltage measurement and the outputs are the instantaneous
positive-sequence voltage angle θˆ and the positive- and negative-sequence
voltages in the d,q reference frame vSd+1 , vSq+1 , vSd−1 and vSq−1 .
4.3.2 Double decoupled SRF-PLL
In order to address the disadvantages of the traditional SRF-PLL, the voltage
can be decoupled in two separate reference frames; The first reference frame
focuses on the positive-sequence voltage, the second reference frame focuses on
the negative sequence. This method is called the Double Decoupled Synchronous
Reference Frame Phase Locked Loop (DDSRF-PLL) and shown in Fig. 4.1 [72].
Decoupling terms have to be added to both frames (positive and negative
sequence) to get rid of the double frequency oscillation, present due to the
opposed rotation. In order to determine the decoupling voltages, the output-
signals of the decoupling modules are filtered with a Low-Pass Filter (LPF)
tuned at twice the grid frequency, which is very close to the actual grid frequency.
The consequence is that the obtained positive- and negative-sequence values
are considerably delayed, compared to the actual signal, which deteriorates its
ability to synchronize with the grid and makes the system slow to respond to
quickly varying events. This delay and filtering is also detrimental to the ability
to detect harmonics in the grid voltage and to counter-inject current harmonics.
The DDSRF-PLL also assumes that the phase angle of the negative sequence
is the opposite of the positive sequence and does not contain a phase shift
compared to the positive sequence. This lack of information requires an extra
calculation to determine the actual phase shift of the negative sequence when
the converter needs to inject negative sequence currents.
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(a) Phase detection and positive-sequence extractor
(b) EPLL structure with a Phase Detector (PD), Loop Filter (LF) and Voltage-
Controlled Oscillator (VCO)
Figure 4.2: The implementation of the EPLL from [73]. The input is the three-
phase voltage measurement and the outputs are the instantaneous positive-
sequence voltage angle and positive- and negative-sequence voltages.
4.3.3 Enhanced PLL
The Enhanced (SRF-) Phase Locked Loop (EPLL) [73,74] is based on a three-
phase tracker of which the outputs are used to determine the positive-sequence
phase angle. Each phase is equipped with a Phase Detector (PD), Loop Filter
(LF) and a Voltage-Controlled Oscillator (VCO) to reconstruct the fundamental
component by estimating its amplitude, phase and frequency through the
steepest descent algorithm [75]. Fig. 4.2 shows the implementation from [73].
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The outputs of the EPLL are two signals per phase that represent the
fundamental and quadrature component of the input signal. For a three-phase
EPLL this leads to six signals. These six signals are the input of a Positive
Negative Sequence Converter (PNSC), which determines the positive-sequence
components (Computational Unit in the figure). As the positive sequence is
already filtered, harmonics and other disturbances are no longer present in the
positive-sequence signal. This allows a fourth EPLL to lock on the phase angle
of the positive-sequence voltage, such that the Park transformation can be used
to determine the d/q-components of the positive sequence.
The drawback of this structure is that the phase angle is used as a feedback
signal to determine the quadrature components at the output of the band-
pass filter. A sudden change in the phase angle causes a distortion on these
quadrature signals, which affects the Voltage-Controlled Oscillator (VCO) itself
and the estimated values of the grid frequency and positive sequence.
4.3.4 Second-order generalized integrator
A next step in the evolution of the grid detectors is the use of the Second-Order
Generalized Integrator (SOGI) [40]. These SOGIs are bandpass filters based
on the concept of the generalized integrator which adapt to the estimated
frequency to retrieve the fundamental component of the input signal [77]. By
adding a feedback loop that determines the error between the fundamental
component and the actual signal, the SOGI can be extended to a Quadrature
Signal Generator (QSG) SOGI that produces both the fundamental and the
quadrature of the fundamental of the input signal [76]. The SOGI-QSG can be
seen as part of Fig. 4.3.
The outputs of the Clark transformation (vα and vβ) act as the inputs of two
separate SOGI-QSGs, hence the fundamental signal of vα and vβ and their
quadrature signals are extracted. This once again allows the determination
of the positive and negative sequence of vα and vβ using the PNSC, based
on the Instantaneous Symmetrical Components (ISC) method. Next, these 4
signals (v+α , v+β and v−α , v
−
β ) are converted using the inverse Park and Clarke
transformation to obtain the instantaneous positive- and negative-sequence
voltage. As the SOGI is a high-quality band-pass filter, very little noise and
harmonics are present on the calculated positive and negative sequence. The
positive sequence signal is the input of a single SRF-PLL that determines the
frequency and phase angle.
Due to the high quality filtering of the SOGI and the fact that the PNSC
delivers a balanced voltage to the SRF-PLL, the retrieved frequency and phase
angle are much more accurate and stable than in the conventional three-phase
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Figure 4.3: The implementation of the DSOGI-FLL from [76]. The input vabc
is the three-phase voltage measurement and the outputs are the estimated
frequency ω′ and the instantaneous positive- and negative-sequence voltages
v+abc
′ and v−abc
′.
SRF-PLL. As this scheme uses two SOGI-filters and a single PLL, it is referred
to as the Dual Second-Order Generalized Integrator (DSOGI)-PLL.
Advanced as it may be, the DSOGI-PLL does not solve the inherit drawback of
the PLL. When the PLL is submitted to a sudden change in the phase angle,
the estimated frequency will deviate strongly from the actual frequency and
consequently the retrieved fundamental signal and its quadrature experience a
significant error.
4.3.5 Frequency locked loop
In order to cope with this inherit drawback, the PLL can be replaced by a
Frequency Locked Loop (FLL) as the frequency is much more stable and does
not suffer from sudden phase angle changes. The FLL does not require a Park
transformation to lock on the phase of Vq. The FLL uses the quadrature of the
fundamental signal and the error between the actual and fundamental signal as
inputs. The product of the latter is processed by an integrator to determine
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the estimated grid frequency, which is used by the SOGIs to obtain a frequency
adaptive band-pass filter. The DSOGI delivers vα and vβ and their quadrature
signals, such that the PNSC can extract the positive and negative sequence
signals [78]. The implementation is shown in Fig. 4.3.
4.4 From DSOGI-FLL to TF3LT
Currently the DSOGI is still the reference in literature: [79, 80] analyzed the
performance and [81] compared its performance to other PLLs. [82–84] used the
DSOGI respectively for voltage control and negative-sequence compensation
and e.g. [85] used the DSOGI as benchmark for his own algorithm. Due to the
excellent performance of the DSOGI-FLL, it is thus ideal as a starting point
for a state estimator. However, it is still not perfect for the purpose of this
manuscript.
4.4.1 Issues with the DSOGI
Still, one of the main problems is the low accuracy of the frequency detection. If
the frequency detection is performed at the switching frequency of the converter,
then the error on the frequency estimation will be several tens of mHz using the
current state-of-the-art grid detection algorithms. This accuracy of frequency
estimation is far below the level required to allow converters to participate in
frequency related grid services as the dead-band of the frequency reserves is
10mHz and the standard frequency deviation range in continental Europa is
50mHz [86].
In utility scale installations, a separate frequency measurement module, such
as [87], is foreseen which measures the grid frequency and communicates this
value to the controller of the converter. Based on the received frequency
information, the converter controller can adjust the power output to the required
response. This level of quality should be reached by the integrated measurements
at (almost) no additional cost in residential installations.
Another problem is that the detection algorithms discussed above, are made for
three-phase converters with 3 half-bridges. They therefore only use a two-phase
bandpass filter because they assume the converter is only intended to control
the (differential) positive- and negative-sequence voltage. These control schemes
are not intended to detect and control the zero-sequence current. Neither the
hardware, nor the software of these converters is designed to inject or absorb
an unbalanced three-phase current. As one of the goals is to detect and inject
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unbalanced currents, the grid detection developed here is not only able to detect
positive- and negative-sequence voltages and currents, but is also capable to
detect the phase angle and amplitude of the zero-sequence current.
Another important drawback of the other grid detection algorithms and
the DSOGI is the loss of redundancy by using a two-phase reference frame.
Information on unbalanced harmonic currents in the individual phases is lost
as the Clark transformation used in these grid detection algorithms is based
on the assumption that the sum of the currents is zero. All these issues are
quantified in Sect. 4.6.
4.4.2 Extension of the DSOGI operation
Besides solving the above-mentioned issues, the DSOGI-FLL has to be extended
to estimate all the required states. Hence, some changes are made on crucial
points:
• The DSOGI uses two SOGIs to lock on the α,β-transform, from which
the positive and negative-sequence are calculated. However, there is
also interest in the zero-sequence, which requires a third axis. The α,β-
transform could be extended to the α,β,0-transform, but it would be more
useful to use the regular a,b,c-frame (phases), as these are also three axis
and they contain information themselves∗. The DSOGI-FLL is therefore
adapted, such that its different components have the right information
and state(s).
• Tracking the three-phases separately allows for an FLL per phase. This
means that perturbations in one phase do not influence the tracking of the
other phases, which aids in system stability. Furthermore, there are now
three separately determined (single-phase) frequencies, which allow for a
redundant calculation of the actual frequency (more on this in Sect. 4.5.11).
This is currently not the case in the regular DSOGI, as it has one FLL
for the entire system.
• The calculation for the positive, negative and zero sequence is revised. It
is now calculated from the a,b,c-frame using the Lyon-transformation and
thus not via the PNSC from the α,β-frame.
• While the DSOGI estimates the positive- and negative-sequence voltage,
it generates the instantaneous value and not the vector state. I.e. the
∗The α,β,0-transform has no direct info on the grid-state. Once locked on the a,b,c-frame,
the state estimator gives info on the phases.
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(2) : HSDiSOGI
e (1)
(1)
v 
ω  
qv 
Figure 4.4: Component (2), showing the implementation of the SOGI. With
the correct integrator, it becomes a hardware synchronized discrete SOGI.
output of the DSOGI is a sine-wave, but not the elements to create that
sine wave. The DSOGI is therefore extended to estimate both the phase
and the amplitude of all the different sinusoidal signals, such that the full
state is available and can be reconstructed.
• The DSOGI is extended with harmonic filtering, now per phase, to make
it more robust to harmonic disturbances. The outcome of these filtering
stages can be used for unbalanced harmonic compensation.
• The discretization is meticulously performed, because it is essential for
correct operation on micro controllers.
• Calculations are added that determine the required system states, based
on parameters already used in the DSOGI-FLL.
• The same algorithm can be used to estimate states of the grid current.
This new and extended version of the DSOGI-FLL is named Triple Frequency
Locked Loop with Lyon Transformation (TF3LT).
4.5 Implementation of the TF3LT
This section describes how the Triple Frequency Locked Loop with Lyon
Transformation (TF3LT) works and on which components from literature it
is based. Each implementation is shown in a diagram that is numbered in a
way that makes the interconnections clear. The three phases are now annotated
with a,b,c instead of 1,2,3 to avoid confusion with the harmonic components 3,5,i.
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(1) : 3rd order integrator
in 1/zTs-act/12
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3
1/z
1
6
1/z
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out
Figure 4.5: Component (1), showing the discrete 3rd order integrator for use in
the SOGI.
4.5.1 Hardware synchronized discrete SOGI
The basic component of the system is the SOGI, as depicted in Fig. 4.4 and
implemented similarly to [78,84,88,89]. It is in essence an oscillator at a tunable
resonant frequency. The resonant frequency ω′ is perturbed by error signal e.
This generates an in-phase output v′ and quadrature output qv′ (90◦ phase shift
of v′). The oscillator requires an integrator 1/s (implemented as component (1)
in Sect. 4.5.2). This yields following transfer functions:
v′
e
= ω
′s
s2 + ω′2
(4.1)
qv′
e
= ω
′2
s2 + ω′2
(4.2)
4.5.2 Third order discrete integrator
The integrator 1/s for the SOGI needs to track a time-dependent signal (which
will later be used to determine time itself, i.e. the frequency). Therefore, it is
quintessential that the integration happens as correct as possible. Furthermore,
as later both the in-phase v′ and quadrature output qv′ will be used, it is also
important that the phase shift of the integrator is as close to 90◦ as possible
and independent of the frequency. These deviations become more and more
important for higher frequencies that need to be detected (i.e. harmonics). For
these reasons, a 3rd order integrator is implemented (i.e. using three unit-delay
blocks: 1/z) similar to [90]. Any other integration method could also work,
but additional research will then have to point out whether or not it is more
accurate.
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The decision to use a 3rd order integrator in the SOGI over others is based on a
comparison between the discretized integrators proposed in [77, 79, 90]. The 3rd
order integrator is a good trade-off between:
• the computational effort,
• the steady-state offset in tracking the fundamental frequency and its
harmonics,
• the disturbance rejection of a DC offset,
• the disturbance rejection of harmonics,
• and the disturbance rejection of noise.
The input ‘in’ is then integrated as:
out = in[t− 1] + Ts−act12 (23in[t− 1]− 16in[t− 2] + 5in[t− 3]) (4.3)
where [t− i] is a delay over i samples. Additionally, as the outputs are used to
determine a time signal (the frequency), a new parameter is introduced: the
actual sample time Ts−act, discussed in Sect. 4.5.3. A possible implementation
is shown in Fig. 4.5.
The discrete 3rd order integrator includes an anti-wind-up component ,
which limits the signals to realistic values and aids the disturbance rejection.
4.5.3 Determining Ts−act
Regular discrete integrators use the sample time Ts. Hence, they assume to
know how long one sample actually takes. In most applications of integrators
for control systems, a small error on the sample time is not an issue, as e.g. a
regular Proportional Integral (PI)-controller can offset this steady-state error.
Even when the detection is wrong, the error is compensated when the converter
injects current at the same, wrong, pace. However, when a discrete integrator
is used for determining the frequency, time itself needs to be detected and
compared to an external source (i.e. a setting of e.g. droop). To achieve a very
high accuracy, the error on Ts needs to be very small.
Therefore, Ts−act is introduced as the exact time over which the input is delayed
during a unit delay 1/z. It is crucial that this actual sample time is as correct
as possible, as any errors here translate directly to the frequency measurement.
It reflects directly on frequency droop and other components that rely on the
frequency.
IMPLEMENTATION OF THE TF3LT 51
(3) : HSDiSOGI-QSG
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Figure 4.6: Component (3), showing the implementation of the hardware
synchronized discrete SOGI quadrature signal generator.
Example As an example of the importance, an exact analysis was performed
on the experimental setup, the details of which can be found in Appendix B. How
the measurement was performed is explained in Appendix C. The measurement
system uses a Field Programmable Gate Array (FPGA), the clock frequency
of which is 62.5Mhz. For each time-step of the FPGA (i.e. 162.5MHz = 16 ns±
the deviation of the clock) it will measure a value. The control system runs
at another frequency fs (here 16 kHz) and thus one sample is required every
62.5µs ( 116kHz ). The FPGA then averages all its measurements during this
62.5µs sample, which requires 3906.25 FPGA-samples ( 62.5µs16 ns ).
Furthermore, requesting a sample time of 62.5µs might not result in said exact
sample time∗. Such deviations can and should be included in Ts−act. For this
experimental setup, setting a sampling time of 62.5µs on a 62.5Mhz FPGA
should result in 3906.25 FPGA-samples. However, due to rounding, symmetry
and an error, the FPGA implements this using 3908 FPGA-samples, which
introduces an error of 1.75 FPGA-samples. If the user uses Ts (i.e. 62.5µs)
instead of Ts−act (i.e. 3908 · 16 ns = 62.528µs), this results in an offset error of
62.528µs
62.5µs · 50 Hz− 50 Hz = 22.4 mHz (4.4)
which is significant, given the desired accuracy of the TF3LT†. At higher
frequencies (e.g. harmonics), the error becomes even greater.
4.5.4 HSDiSOGI quadrature signal generator
Using the SOGI (component (2) from Fig. 4.4) and implementing it in a
feedback loop, as presented in Fig. 4.6, creates an adaptive band-pass filter
∗For symmetry, an even number of FPGA-samples per Ts might e.g. be required.
†This is only a 0.05% error, but that accuracy is required for frequency droop. The offset
is also continuous.
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which generates a filtered signal v′ from an input v as well as a quadrature
component qv′. The frequency of this band-pass filter is the resonant frequency
of the SOGI, i.e. the detected frequency ω′, which is delayed by one sample for
stability reasons. The SOGI is used in a feedback loop to act on an error signal
ε that is amplified by the gain k to achieve the other input for the SOGI: e.
The error signal is the difference between the filtered and tracked signal v′ and
the input signal v, i.e.:
ε = v − v′ → e = kε = k(v − v′) (4.5)
Such that:
v′
v
= kω
′s
s2 + kω′s+ ω′2
(4.6)
and
qv′
v
= kω
′2
s2 + kω′s+ ω′2
(4.7)
Using the proposed discretization for the integrator 1/s (component (1)
from Fig. 4.5) then yields a Hardware Synchronized Discrete Second-Order
Generalized Integrator Quadrature Signal Generator (HSDiSOGI-QSG).
4.5.5 Multiple HSDiSOGI-QSGs
Using the HSDiSOGI-QSG (component (3) from Fig. 4.6) at multiple frequencies
yields an harmonic filtering system that also generates separate harmonic signals.
This was proposed in [76,91] for the DSOGI and is shown in Fig. 4.7, detecting
e.g. the 3rd, 5th and ith harmonic.
The harmonics (especially the low ones) form a disturbance for the band pass
HSDiSOGI-QSG filter. However, when these harmonics are specifically detected
with their own band-pass filter, tuned at their own frequency, these can be
subtracted from the signal that is used to track the fundamental component.
This yields a significantly better result for tracking the fundamental components
as well as its frequency. Secondly, the harmonics are now also quantified (even
a filtered version) and can thus be easily used in an harmonic compensator.
It should be clear from Fig. 4.7 that the Multiple Hardware Synchronized
Discrete Second-Order Generalized Integrators (MHSDiSOGI) can be extended
to include as much disturbing frequencies as desirable. This can be achieved
by adding more HSDiSOGI-QSGs at more frequencies as is visualized in this
figure by the implementation of the ith multiple.
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Figure 4.7: Component (4), showing the multiple HSDiSOGIs for harmonic
detection and compensation.
(5) : FLL
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Figure 4.8: Component (5), showing the discretized frequency locked loop.
4.5.6 Frequency Locked Loop
The frequency of the signal that needs to be tracked can be calculated from the
information of the HSDiSOGI-QSG, using the FLL from [88]. The operation
is further improved by using a gain normalizer, presented in Sect. 4.5.7. The
normalized gain G is delayed by one sample to avoid algebraic loops. It is
multiplied by the error signal ε and the quadrature filtered signal qv′1 multiplied
by −1. This signal is boosted by gain k2 and then integrated to eliminate the
steady-state offset. This integrated offset is added to the nominal frequency ωnom
to boost start-up behavior. This I-controller determines the locked frequency
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(6) : Gain Normalization
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Figure 4.9: Component (6), showing the gain normalization for the FLL and
the amplitude calculation of the signal.
ω′. A possible implementation is shown in Fig. 4.8.
ω′ = 1
s
(−ε · qv′1 ·G(t− 1) · k2) + ωn (4.8)
The integrator has been discretized, but this time the precision of Ts is not that
important, as any I-controller can filter out its steady-state offset. An anti-wind-
up is integrated in the FLL. The settings for the anti-wind-up form bounds for
which frequencies can be tracked, thus its settings are very important.
4.5.7 Gain normalization and amplitude generation
The gain normalization from [78] ensures the tuning of the FLL is correct,
independent of the frequency and amplitude of the signals used. However, the
same system can also be used to calculate the amplitude |v′1| of the filtered
input signal v′1 and its quadrature component qv′1, using:
|v′1| =
√
v′21 + qv′21 (4.9)
Dividing |v′1| by
√
2 would yield the rms-value of the signal. If the voltage is
being tracked, this is the fundamental phase voltage.
The normalized gain is dependent on the inverse of this amplitude. Hence, to
avoid any numerical errors, a dead band is added to avoid division by zero.
The detected frequency ω′ is then divided by |v′|1 (corrected with the deadband)
and multiplied by a gain k to determine the normalized gain G for the FLL:
G = kω
′
|v′|1
(4.10)
A possible implementation is shown in Fig. 4.9.
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(7) : Theta calculation
atan2
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Figure 4.10: Component (7), showing the calculation of the phase angle.
4.5.8 Calculation of the phase angle
From a sinusoidal signal v′ and its quadrature component qv′, the angle of the
sinusoid can be calculated by using the arctangent function with two arguments
atan2 (arctangent in four quadrants):
θ′ = atan2(qv′, v′) (4.11)
An implementation is shown in Fig. 4.10.
The operation of the arctangent function with two arguments is common and
available in many programming languages. In the context of the SOGI-FLL it
is however a new addition. Traditional methods use a PLL to determine the
phase angle of a signal. However, an FLL is now used, so the phase angle needs
to be determined differently. Since the signal and its quadrature component are
directly available from the SOGI it is very simple to add the atan2 function to
calculate the phase angle. Other methods do not tackle this and do not directly
provide information on the (single-phase) phase angle. They e.g. provide one
phase angle for the three-phase system, calculated as the integrated frequency.
The methodology presented here is a direct calculation and does not necessarily
depend on the locking of the frequency. It does require a trigonometric function.
4.5.9 Complete single-phase controller
A single-phase measured voltage Um can now be used as input v to the
MHSDiSOGI (component (4) from Fig. 4.7). Its outputs (v′, qv′ & ε) can
be used to estimate
• the frequency ω′ using the FLL (component (5) from Fig. 4.8),
• the amplitude of the signal |v′1| as well as the adaptive gain G for the
FLL (component (6) from Fig. 4.9),
• and the phase angle θ′1 (component (7) from Fig. 4.10),
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Figure 4.11: Component (8), showing a complete single-phase MHSDiSOGI-FLL
with vector outputs.
which determines the full state of the voltage Um and can be used for its vector
or phasor representation. The outputs of the MHSDiSOGI also contain the
harmonic content of the phase voltage v′3,5,i∗. A possible implementation is
shown in Fig. 4.11.
4.5.10 Lyon transformation
As the vector representation is a complete mathematical representation of the
system that is available all the time, it also allows calculations to transform that
system. To start, the vector representation can be transformed to the complex
phasor notation by:
v = |v| exp jθ (4.12)
where θ is the angle, |v| is the absolute value and j is the imaginary unit.
The complex phasor notation allows for an easy calculation of the Fortescue
decomposition of a three-phase system by applying the Lyon transformation†
∗The amplitude and phase angle of the harmonics could be determined using component
(6) and (7) but are not required for the assumed use cases and thus not further addressed
†Lyon was the first to use the Fortescue decomposition on time-dependent variables and
therefore called it a transformation and not a decomposition [92]. Hence, applying the
Fortescue decomposition to the time-dependent values in this manuscript is called the Lyon
transformation.
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Figure 4.12: Component (9), showing the Lyon transformation.
[92–94]:
TLyon =
1 a a21 a2 a
1 1 1
 (4.13)
v′pv′n
v′z
 =
v′av′b
v′c
TLyon (4.14)
with a = exp( 2pi3 j): a 120◦ phase shift, the subscripts a,b,c denote the phases
and p,n,z the positive, negative and zero sequence.
This yields the complex representation of the positive v′p, negative v′n and zero
sequence v′z. Taking then the absolute value abs and the angle ang of each
complex number yields the amplitudes and phase angles of these sequences. A
possible implementation is shown in Fig. 4.12. Reference [95] shows a way of
performing this calculation without going to the complex domain, which is less
computationally intensive.
4.5.11 Three-phase frequency
From the three-phase system (presented in Sect. 4.5.12), it will become clear
that three separate frequencies are determined for the three-phase grid (ω′a,b,c).
Theoretically, these are the same, all the time. However, due to the imperfections
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Figure 4.13: Component (10), showing the redundant tree-phase frequency
calculation from the three individually determined single-phase frequencies.
of the detection algorithm, they are not. This can occur e.g. during transients
and under perturbations. In these three signals, there is thus inherently
information available about the grid and its tracking. The available redundancy
can be used to calculate the actual three-phase frequency ω′ and additional
information. This redundancy could e.g. be used:
• For a more robust frequency estimation: by taking e.g. the average,
• to determine the frequency based on fewer signals during a fault and
thereby omitting the influence of the fault: by e.g. taking the averages of
signals without faults,
• to detect whether a fault is present: by e.g. assuming that if one signal
deviates too much, there is a problem in that phase.
How this redundant calculation is done best depends on the situation. A blanco
implementation is shown in Fig. 4.13. The rest of this manuscript uses the
average.
4.5.12 Completed three-phase system: TF3LT
Three single-phase controllers (component (8) from Fig. 4.11) can now be
combined to track a three-phase grid. Each single-phase system determines for
a measured phase voltage Um a frequency ω′, an amplitude of the fundamental
phase voltage |v′1|, a phase angle of the phase voltage θ′ and its harmonic
content v′3,5,i.
The three frequencies ω′a,b,c from phases a, b and c can be combined in a
redundant calculation (Component (10) from Fig. 4.13) to determine the system
frequency. The vector representation of the three independent phases (using the
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Figure 4.14: Triple Frequency Locked Loop with Lyon Transformation, bringing
all previously presented components together.
phase angle and amplitude) can be used as the input for the Lyon transformation
(component (9) from Fig. 4.12), which yields the vector representation of the
positive, negative and zero sequence U ′pnz, as well as the phase angles of these
sequences θ′pnz. Combining all the harmonic outputs, yields the harmonic
content of the tracked grid U ′35i. The harmonics can even be unbalanced and
thus different per phase. Combining the filtered vector representation of the
fundamental single phases, yields the complete filtered vector representation of
the three-phase grid at the fundamental frequency U ′abc.
A possible implementation is shown in Fig. 4.14. A more concise overview of
the complete operation of the TF3LT is presented in Fig. 4.15.
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Figure 4.16: Current decomposition, using the same components as used for
the voltage.
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Figure 4.17: Overview of the current decomposition, using an HSDiSOGI-QSG
with Lyon transformation.
4.5.13 Current decomposition
The TF3LT presented in Fig. 4.14 uses the three single-phase voltages to
determine all the information. The same components can also be used
to determine information from the current. Fig. 4.16 shows the principle:
one HSDiSOGI-QSG (component (3)) now has the calculated frequency ω′
(determined from the voltages) and the measured current Im as inputs. The
outputs are again an in-phase and quadrature signal, which can again be used
for the phase angle θ′I calculation (using component (7)) and the amplitude
|I ′| calculation (using component (6)).
Although the frequency could also be determined from a current signal, it is
no longer required. It was already determined from the voltages. Therefore,
component (6) can be simplified. If this current detection is done per phase, the
resulting vector formulation can again be used to determine the positive-,
negative- and zero-sequence decomposition with the Lyon transformation
(component (9)). A possible implementation, using the components of the
TF3LT, is shown in Fig. 4.16. A more concise overview of the current
decomposition system is shown in Fig. 4.17, where the integrators
∫
are again
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Figure 4.18: Schematic overview of the measurement setup for the comparison
between the TF3LT and the Fluke 434.
implemented as 3rd order discrete integrators. In Fig. 4.17 the output is
differently structured compared to Fig. 4.16, i.e. sorted per sequence instead of
in amplitudes and angles, to make it compatible with the system of Chapter 8.
4.6 Comparative results
To evaluate the performance of the TF3LT, it is both compared to a dedicated
Power Quality (PQ) monitoring device and solutions from literature. The
comparison to the device is not used to evaluate the accuracy, only to evaluate
how many parameters the TF3LT can measure. The comparison to solutions
from literature is used for evaluating the accuracy.
4.6.1 Comparison with Fluke 434
Measurement results from the TF3LT are compared to a calibrated Fluke 434
Power Quality Analyzer [96], which was set-up to measure according to the
EN50160 standard [19]. The Fluke 434 is capable of measuring most of the
parameters of the TF3LT. The voltage and frequency were measured from a
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Table 4.1: Comparison of the frequency measurement between the TF3LT and
a Fluke 434 Power Quality Analyzer.
TF3LT Fluke
50.0097 50.01 Hz
Table 4.2: Comparison of the voltage measurement between the TF3LT and a
Fluke 434 Power Quality Analyzer.
TF3LT Fluke
Fundamental amplitude phase 1 237.38 237.7 V
Fundamental amplitude phase 2 238.37 238.6 V
Fundamental amplitude phase 3 238.15 238.2 V
Fundamental positive-sequence voltage 238.65 238.2 V
Fundamental negative-sequence voltage 1.00 0.48 V
Fundamental zero-sequence voltage 0.60 0.00 V
Three-phase average amplitude of 5th harmonic 8.13 8.1 V
Three-phase average amplitude of 7th harmonic 4.95 5 V
Three-phase average amplitude of 11th harmonic 2.33 2.5 V
grid connection. For the current measurement an RLC load was connected:
R+C on phase 1, L on phase 2 and R+R on phase 3, as shown in Fig. 4.18. The
load angle was calculated as the difference between the angle of the respective
phase current and the angle of the voltage on phase 1. Results are presented in
Table 4.1, Table 4.2 and Table 4.3.
The results are only at one point in time and not a series of measurements.
That is because it is practically impossible to synchronize both measurements,
because they are running on different hardware platforms. The accuracy of
the measurements is expressed in the number of digits. For the frequency
measurement for example, the Fluke only displays up to 10mHz, while the
TF3LT has more digits available. However, from one measurement point, one
cannot evaluate the accuracy. The main purpose of the comparison to the
Fluke is to show that such an (expensive) device is required to monitor the
same parameters as the TF3LT, which can be implemented on a converter.
Performance over time and the accuracy is evaluated in the next section.
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Table 4.3: Comparison of the current measurement between the TF3LT and a
Fluke 434 Power Quality Analyzer.
TF3LT Fluke
Load angle phase 1 -43.18 -43 ◦
Load angle phase 2 -27.67 -28 ◦
Load angle phase 3 -237.90 -238 ◦
Positive-sequence current 0.905 0.89 A
Negative-sequence current 1.011 1.00 A
Zero-sequence current 0.332 0.32 A
4.6.2 Comparison to other state-estimators
The TF3LT is compared to some of the solutions from literature, as presented
in Sect. 4.3:
• a regular three-phase Synchronous Reference Frame Phase Locked Loop
(SRF-PLL),
• a Double Decoupled Synchronous Reference Frame Phase Locked Loop
(DDSRF-PLL) and
• a Dual Second-Order Generalized Integrator Frequency Locked Loop
(DSOGI-FLL).
The SRF-PLL was modelled according to [97], similar as in Sect. 2.5, the
DDSRF-PLL according to [72] and the DSOGI-FLL according to [88] using the
gain normalization from [76]. In order to compare them, the methods from
literature had to be discretized.
All integrators were discretized using a backwards Euler scheme, as suggested
in [90] for the DSOGI. As the TF3LT provides much more outputs than the
other algorithms, not all could be compared. Following outputs are compared:
• the estimated frequency,
• the estimated (positive-sequence) phase angle of the system,
– The SRF-PLL does not provide the positive sequence phase angle; it
provides one phase angle for the system.
• the estimated and filtered voltage (output not present for the SRF-PLL),
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• the estimated positive-sequence voltage (output not present for the SRF-
PLL),
• and the estimated negative-sequence voltage (output not present for the
SRF-PLL).
The influence of following disturbances are compared:
• a frequency jump,
• a phase angle jump,
• an amplitude jump,
• harmonic distortion and
• measurement noise.
The frequency jump is used as a reference for tuning. The other four disturbances
are events in the grid that have a negative impact on the tracking. Harmonic
distortion and measurement noise are practically always present in the grid,
while phase angle and amplitude jumps occur during faults in the grid.
Furthermore, an error of 0.06% on the sample time (Ts) was introduced, to
resemble a realistic system∗. For a system running at 16 kHz this is an error of
39 ns on Ts.
Method The results are compared using the deviation from the desirable value.
For the step responses (jumps), a signal is considered to be ‘tracked’, as soon
as it stays within the error tolerance. These error tolerances are:
• 50mHz for the estimated frequency
• 0.1◦ for the estimated (positive-sequence) phase angle
• 0.1% for the estimated and filtered voltage
• 0.1% for the estimated positive-sequence voltage
• 0.1% for the estimated negative-sequence voltage
∗The error that, compared to what was observed in the test setup, was closest and still
able to simulate due to a requirement of integer multiples.
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These tolerances were chosen to compare the signals, not necessarily to be
representative for a real system. Especially the frequency tolerance was
deliberately chosen to be bigger than the oscillations due to the error on
the sample time.
The time-scale (on the x-axis) in each figure is 100ms (5 periods of a 50Hz
wave). Each column presents the results of one algorithm, as mentioned at the
top of each figure. Each row presents the calculated output, as mentioned at
the left-hand side of each figure.
The first row displays the detected frequency deviation from 50Hz (in Hz). The
second row displays the deviation from the detected phase angle (in degrees),
for the positive sequence when available. The third row displays the deviation
from the three detected phase voltages (in per unit). The fourth row displays
the deviation from the three detected positive-sequence voltages (in per unit).
The fifth row displays the deviation from the three detected negative-sequence
voltages (in per unit).
The PI controllers used in the methods were tuned in such a way that they have
almost exactly the same response to a frequency jump (i.e. the same settling
time and transient)∗. This was done to achieve results that are fair to compare.
It does not necessarily resemble the way one would tune the PI controllers for a
real-time control algorithm.
Before each perturbation, all systems were in steady-state. The x-axis starts at
the start of a perturbation.
Frequency jump At t = 0 s, the frequency drops from 50.5Hz to 50Hz. The
results are thus a step response to a frequency change. Because the results of
the algorithms are very dependent on the tuning, this was used as the reference:
the settling times and transients of the four algorithms were tuned to be as
close to each other as possible. The results presented here are therefore not
necessarily realistic and could be significantly different in a real-world scenario,
but they are suited to be compared to each other in a fair way.
Fig. 4.19 shows that:
• The SRF-PLL suffers from oscillations and an offset on the frequency as
well as on the phases (30mHz and 0.29◦ offset, 63mHz and 0.04◦ peak-to-
peak (pp) oscillations). The signal is therefore not properly tracked, but
reaches the steady-state oscillation in approximately 40ms.
∗DSOGI and Discretized Second-Order Generalized Integrator (DiSOGI) gain k:
√
2;
DSOGI-FLL and TF3LT-FLL gain k2: 50; Gain normalization gain G:
√
2; KP DDSRF-PLL
and SRF-PLL: 0.6; KI DDSRF-PLL and SRF-PLL: 100.
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• The DDSRF-PLL suffers from an offset on the frequency (31.6mHz),
which is within the error tolerance. The frequency is tracked in 24ms, the
angle, voltage and positive-sequence voltage in approximately 44ms and
the negative-sequence voltage in 14ms.
• The DSOGI-FLL suffers from oscillations on the voltages (0.5 to 1.5%)
and an offset on the frequency and phase (26mHz and -0.28◦). The offset
on the frequency is within the tolerance and therefore the frequency is
tracked in 48ms. The other signals are not properly tracked.
• The TF3LT tracks the frequency in 39ms, the angle in 38ms, the voltage
and positive-sequence voltage in approximately 48ms and the negative-
sequence voltage in 33ms. The offsets are not present and the results are
thus better then all except for the DDSRF-PLL, which tracks the voltages
with lower transients and slightly faster.
Amplitude jump At t = 0 s, the amplitude changes from a balanced scenario
to 125% in phase 1, 100% in phase 2 and 30% in phase 3.
Fig. 4.20 shows that:
• The SRF-PLL cannot track the frequency under unbalance; the frequency
and phase-angle measurement suffer from huge oscillations (33.7Hz and
19.3◦ peak-to-peak).
• The DDSRF-PLL suffers from a small offset on the frequency (31.6mHz).
Furthermore, in tracking the grid voltage, an oscillation equal to the zero
sequence can still be observed. In addition, the transient response on
tracking the frequency is remarkably bad (7.4Hz peak). Nevertheless, the
DDSRF-PLL tracks the frequency in 38ms, the angle in 33ms and the
positive- and negative-sequence voltage in approximately 31ms.
• The DSOGI-FLL suffers from oscillations on the positive- and negative-
sequence voltages (0.5 to 1.5%) and an offset on the frequency and
phase (26mHz and -0.28◦). Furthermore, in tracking the grid voltage,
an oscillation equal to the zero sequence can still be observed. Only the
tracked frequency is within the error tolerance after 26ms.
• The TF3LT tracks the frequency in 41ms, the angle in 33ms, the voltage
in 61ms and the negative- and positive-sequence voltage in 41ms. It
doesn’t suffer from any oscillations and is therefore the only one that can
track all signals with at least similar settling times.
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Phase angle jump At t = 0 s, the phase angles change from a balanced
scenario to a 20◦ deviation in phase 1, a -10◦ deviation in phase 2 and a 30◦
deviation in phase 3.
Fig. 4.21 shows that:
• The SRF-PLL cannot track the frequency under unbalance; the frequency
and phase-angle measurement suffer from huge oscillations (25.7Hz and
15◦ peak-to-peak).
• The DDSRF-PLL suffers from a small offset on the frequency (31.6mHz).
Furthermore, in tracking the grid voltage, an oscillation equal to the zero
sequence can still be observed. In addition, the transient response on
tracking the frequency is remarkably bad (9.7Hz peak). Nevertheless,
the DDSRF-PLL tracks the frequency in 56ms, the angle in 62ms, the
positive-sequence voltage in 68ms and the negative-sequence voltage in
60ms.
• The DSOGI-FLL suffers from oscillations on the positive- and negative-
sequence voltages (0.5 to 1.5%) and an offset on the frequency and
phase (26mHz and -0.28◦). Furthermore, in tracking the grid voltage,
an oscillation equal to the zero sequence can still be observed. Only the
tracked frequency is within the error tolerance after 70ms.
• The TF3LT tracks the frequency and angle in 62ms, the voltage in 82ms
and the negative- and positive-sequence voltage in 70ms. It doesn’t suffer
from any oscillations and is therefore the only one that can track all
signals with at least similar settling times. However, the transient on the
frequency response is slightly worse than the DSOGI.
Measurement noise At t = 0 s, 10% random white Gaussian noise is added to
the three-phase voltages (different per phase). The results in the figure therefore
also include a Signal to Noise Ratio (SNR) to determine the impact of the noise
on the measured signal (higher is better). The SNR was calculated as:
SNR = 20 log10 rms(x)− 20 log10 rms(∆x) (4.15)
With x the signal, ∆x the deviation from the signal (as plotted) and rms the
rms value over the respective time interval (0.1 s). The SNR is displayed in dB
in the plot. It is noted that for the negative-sequence detection, the SNR can
not be calculated, as there is no signal.
As noise is added as a continuous disturbance, the time it takes for a signal to
reach the error tolerance cannot be calculated.
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Fig. 4.22 shows that:
• The SRF-PLL has a low SNR for the frequency and has deviations up to
±5Hz.
• The DDSRF-PLL has a low SNR for the frequency and has deviations up
to ±2Hz.
• The DSOGI-FLL suffers from an offset on the frequency and phase (26mHz
and -0.28◦) and has a better frequency detection than the SRF-PLL and
DDSRF-PLL. But the SNR for the voltage measurements are worse than
those of the DDSRF-PLL and TF3LT.
• The TF3LT has an equal or better SNR for all parameters and the absolute
deviations are better or similar than the others.
Harmonics At t = 0 s, following harmonics are added: -22.5% 5th harmonic,
-9.58% 7th harmonic, 6.1% 11th harmonic, 4.06% 13th harmonic, -2.26% 17th
harmonic, -1.77% 19th harmonic, 1.12% 21st harmonic and 0.86% 25th harmonic.
This yields a Total Harmonic Distortion (THD) of 22.3%.
The TF3LT has harmonic filtering enabled on the 5th and 7th harmonic.
Furthermore, as harmonics are added as a continuous disturbance, the time it
takes for a signal to reach the error tolerance cannot be calculated.
Fig. 4.23 shows that:
• The SRF-PLL suffers from huge oscillations (35Hz and 7◦ peak-to-peak).
• The DDSRF-PLL suffers from huge oscillations on the frequency (16Hz
peak-to-peak) and oscillations on the others as well (3◦ peak-to-peak on
the phase angle, 20% peak-to-peak on the grid voltage, 14.5% peak-to-
peak on the positive sequence and 8.4% peak-to-peak on the negative
sequence).
• The DSOGI-FLL suffers from oscillations on all components (0.53Hz
peak-to-peak on the frequency, 4.2◦ peak-to-peak on the phase angle,
17% peak-to-peak on the grid voltage, 10% peak-to-peak on the positive
sequence and 8% peak-to-peak on the negative sequence).
• The TF3LT suffers from much lower oscillations on all components, up to
an order of magnitude smaller than the others (0.047Hz peak-to-peak on
the frequency, 0.34◦ peak-to-peak on the phase angle, 1% peak-to-peak
on the grid voltage, 1% peak-to-peak on the positive sequence and 0.52%
peak-to-peak on the negative sequence).
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4.6.3 Comparison using a grid measurement
The comparison was also conducted for a real grid measurement. The grid
voltage from Fig. 4.25 was used as an input for the algorithms. The voltage dip
on phase 1 was achieved by loading the grid with the current from Fig. 4.25 over
a long cable. The results presented are now not the differences from the correct
setpoint, as this would require a reference, but the actual measured results.
The tuning of the PI controllers is the same as before and hence optimized for
comparing the results in a fair way, not for the actual operation in a converter.
Now 200ms of measurement is shown.
Fig. 4.24 shows that:
• The SRF-PLL suffers from oscillations of about 2Hz peak-to-peak under
the current tuning. Thus, it would require either a less responsive tuning
or a low-pass filter to enable useful results.
• The DDSRF-PLL suffers from oscillations of about 0.4Hz peak-to-peak
under the current tuning and quite probably still the same offset as
before. Furthermore, the detected negative-sequence voltage is too noisy
to establish control. Thus, it would require either a less responsive tuning
or a low-pass filter to enable useful results.
• The DSOGI-FLL suffers from smaller oscillations (10mHz peak-to-peak
for the high frequency oscillations) and quite probably still the same offset
as before. The tracking of the negative-sequence voltage is better than
the DDSRF-PLL but still not quite sinusoidal and hence too noisy to use.
Thus, it would fare well with a less responsive tuning.
• The TF3LT tracks all parameters with a much better accuracy. It is
clearly a much better filtered version of the other measurements. The
negative-sequence voltage is tracked in a way that provides useful results
for compensation.
4.6.4 Discussion of the comparison
The comparisons clearly show the accuracy of the TF3LT and of the DSOGI-
FLL, on which it is based, when the offset of the DSOGI-FLL is disregarded.
Primarily, none of the compared-to algorithms provides the amount of output
of the TF3LT. Secondly, the comparable outputs are provided by the TF3LT in
an equal or better manner.
The SRF-PLL is known for being ineffective at eliminating disturbances. This
is clearly visible from the tests under the current tuning. The only way to solve
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Figure 4.25: The grid voltage used for the comparison and the applied current
to achieve an unbalanced voltage.
this is to make the SRF-PLL a lot slower or add low-pass filters, both of which
are problematic for the transient response.
The DDSRF-PLL performs much better, solving the issue it was designed for:
eliminating the influence of unbalance. The influence of harmonics and noise is
also limited, due to the included low-pass filters. However, it is, under current
tuning, not suited for frequency detection and not suited for operation where a
zero-sequence is present.
The DSOGI-FLL performs much better on frequency detection, due to the FLL,
but suffers from the error on Ts. Due to this offset and its influence on the
FLL, a small error in all estimations is present. Despite its inherent filtering
capabilities, it is, under current tuning, more sensitive to noise and harmonics
than the DDSRF-PLL, except for the frequency estimation. In addition, it too
is not suited for operation when a zero-sequence is present.
The TF3LT performs even better on the frequency detection than the DSOGI-
FLL does and similar or better than the others on the other fronts do. But it is
when all disturbances are combined, in a real measurement, that its superiority
clearly shows. Additionally, it supplies all the required information for grid-
supporting features. However, also the performance of the TF3LT is dependent
on the tuning. It is up to the user to decide what the trade-off between accuracy
and transient response should be.
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Figure 4.26: This diagram shows the grid-supporting features on the diagram
from Fig. 2.4 and extends Fig. 3.9 by including the TF3LT. The green
components are known parameters or setpoints.
4.7 Conclusions
Enabling grid-supporting features in a converter first requires a measurement or
estimation of grid parameters. Only once the required parameters are known, a
processor can act.
Solutions from literature are shown to fall short to both calculate the required
states and be resistant to disturbances. Therefore, an improved method, the
Triple Frequency Locked Loop with Lyon Transformation (TF3LT), is proposed
and extensively explained, tackling all of its subcomponents. The TF3LT is an
estimator and filter in one. This is achieved by extending and enhancing the
operation of the Dual Second-Order Generalized Integrator Frequency Locked
Loop (DSOGI-FLL). The inclusion of the TF3LT in Fig. 3.9 is shown in Fig. 4.26,
illustrating a now completed grid-supporting converter controller.
The discretization of the core-component, i.e. the Second-Order Generalized
Integrator (SOGI), is dealt with in detail and extra attention is given to the
discrete time step. It is proven that this time step needs to be very accurate,
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because any error reflects directly in the measured frequency.
A comparison, both in simulation and experiments, to solutions from literature
and a commercial measurement device, show the quality of the estimations by
the TF3LT; under all tested disturbances, the TF3LT is capable of tracking all
the required signals. Additionally, all the required parameters are detected at the
highest required rate, i.e. the switching frequency of the converter. The angles
and amplitudes of phase-voltages and sequence decomposition, the frequency
and the harmonic content are all detected. The same methods can be used to
determine also the angles and amplitudes of currents and the current sequence
decomposition. Clearly, the trade-off compared to the other methods is the
required increase of computational power.

Chapter 5
Unbalance compensation in
three-phase four-wire LV grids
5.1 Introduction
Unbalance is a common issue in the Low Voltage (LV) grid. Converters can
support the grid by (partially) compensating the unbalance. In Sect. 3.2
unbalance was briefly introduced as a state during which the phase currents
and/or voltages in a multi-phase grid are not exactly the same, usually due to
an energy imbalance between the phases. This chapter explores the subject in
more detail and provides an insight in unbalance and unbalance compensation.
Sect. 5.2 starts by exploring the causes of, problems with and definitions
of unbalance. Additionally, an instantaneous power theory is used to
independently define unbalance from balanced (re)active power. Sect. 5.3
discusses solutions presented in literature and patent literature, focusing on
the designs incorporating a converter. Advantages as well as disadvantages
are discussed after which current redistribution is proposed as an alternative,
presented in Sect. 5.4 and implemented in Chapter 8. Furthermore, it will be
shown that a neutral connection is preferred. The feasibility of this is described
in Sect. 5.5, while other questions regarding the neutral are the subject of
following chapters.
81
82 UNBALANCE COMPENSATION IN THREE-PHASE FOUR-WIRE LV GRIDS
1
2
3
0
Figure 5.1: Unbalanced currents start to flow in three-phase four-wire grids
with single-phase connections. In this figure, different houses inject or consume
different currents.
5.2 Understanding unbalance
5.2.1 Causes of unbalance
Three-phase four-wire grid A typical grid has three current-carrying wires
(i.e. lines), often complemented with a fourth wire representing the reference (i.e.
the neutral). The typical European residential grid has a line-to-line voltage of
400V and a line-to-neutral or phase voltage of 230V. The phase voltages are,
under normal operation, electrically shifted by 120◦.
Almost all consumer appliances connect to only two of these wires. In Flanders,
43% of the household connections are single-phase grid connections (typically
40A) to the three-phase four-wire grid. 23% has a three-phase four-wire
household connection (typically 25A). In this case, single-phase household
appliances are connected between a phase and the neutral. The other 34% of
connections are to the old 3x230V topology (no neutral, 230V line-to-line) [25].
In this case, single-phase household appliances are connected between two
phases. Fig. 5.1 shows an example of a three-phase four-wire grid.
Single-phase loads When a single-phase load is connected to a three-phase
grid, unbalanced currents start to flow, as illustrated in Fig. 5.1. Only when
the three single-phase currents are the same, the system is balanced. This is
governed by statistics. Additionally, when at a certain point the current in
all phases is the same, unbalanced current could still be flowing in the cables
leading to that point.
Single-phase loads, equal in apparent power but different in reactive power
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(e.g. capacitive versus inductive), also generate unbalance. Additionally, when
consumer loads are connected between the phase and the neutral, neutral
currents start to flow. How large this neutral current becomes and under which
circumstances this occurs, is discussed in more detail in Chapter 7.
Single-phase distributed generation Distributed Generation (DG) often uses
a single-phase connection as well. Households with a single-phase grid connection
don’t even have the option to connect DG to the three phases. In Belgium, such
single-phase connections are allowed up to 5 kW [9], also for households with
a three-phase connection. As DG produces electricity, instead of consuming
it, the current flow in the phases and the neutral can now reverse, leading to
additional neutral currents and unbalance problems as discussed further.
Asymmetry Asymmetry is another common cause of unbalance. For example,
an asymmetric position of underground cables will lead to unequal magnetic
coupling. So even when the load is balanced, the current going through the
cables is not, because the voltage drop over the individual lines is different.
For this manuscript, it is assumed that unbalanced loads and generation are of
greater importance than asymmetry.
Three-phase loads can also be asymmetric and will thus yield unbalance. Such
a load will be covered as three unbalanced single-phase loads.
5.2.2 Problems due to unbalance
Problems with unbalance exist in three-phase grids with and without a neutral
connection. Some common problems in three-phase three-wire systems with
unbalance are [98,99]:
• Opposite rotating field in connected (a)synchronous electrical machines,
due to a negative-sequence component. This causes less torque or torque
ripple, excessive heating and a decreased efficiency.
• Asymmetric loading of cables, transformers and other grid components,
leading to increased losses.
• Increased (current) harmonics due to the unbalanced loading of passive
diode rectifiers.
• Increased DC current distortion and DC bus voltage ripple in active
front-ends.
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These problems can also occur in three-phase four-wire grids. Additionally,
problems with excessive neutral currents emerge, such as [100]:
• Excessive heating of cables, transformers . . . now also due to the additional
losses in the neutral conductor.
• Derating of a cable’s current carrying properties, as the total dissipated
heat should remain below the maximum of the cable.
• Common-mode noise due to the voltage difference between neutral and
earth.
• Decreased (peak) voltages, which, for passive diode rectifiers, lead to
decreased DC voltages and/or flat-topping of voltage waveforms.
• Neutral point voltage shifting.
5.2.3 Definitions of unbalance
Many definitions of unbalance exist. The most common ones are defined using
the voltage. However, as should be clear from above, most of the problems are
related to the current.
The most obvious reason for defining unbalance based on the voltage is that
the voltage can easily be measured (easier than the current) and that upon
connecting a three-phase load to the grid, the current in the grid does not
matter, because only the voltage defines how the load behaves.
As such, in the context of Power Quality (PQ), four voltage-based definitions
are common: [62,101]
• %VUF,
• %VUF0,
• %LVUR and
• %PVUR.
The %VUF, or voltage unbalance factor, is often called the true definition
and is used in e.g. the European standard EN-50160 [19]. It defines voltage
unbalance as the Condition in a poly-phase system in which the r.m.s. values of
the line-to-line voltages (fundamental component), or the phase angles between
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consecutive line voltages, are not equal. It is expressed as the ratio of the
negative-sequence voltage over the positive-sequence voltage:
%VUF = fundamental negative-sequence voltagefundamental positive-sequence voltage · 100% (5.1)
Analogously, the %VUF0 is defined as the zero-sequence or homopolar voltage
unbalance factor:
%VUF0 =
fundamental zero-sequence voltage
fundamental positive-sequence voltage · 100% (5.2)
Both are however calculations in the complex domain, similar to that of equation
(4.14).
Alternatively, IEEE devised the %PVUR for practically determining the
unbalance from induction motors using the phase voltages [102]:
%PVUR = maximum phase voltage deviation from average voltageaverage phase voltage · 100%
(5.3)
NEMA similarly defines voltage unbalance using the line voltages [103]:
%LVUR = maximum line voltage deviation from average voltageaverage line voltage · 100%
(5.4)
In both cases, only magnitudes are considered and thus angular information is
lost. Additionally, the definition from NEMA only uses line voltages and thus
any consideration for the neutral is absent.
Each of the above-mentioned standards uses these definitions to define limits
for normal operation. However, because they only account for part of the
information and do not consider unbalanced currents, they may be satisfactory
for the context of PQ but not for addressing the status of unbalance in the grid.
None of them address all voltage aspects in one factor and non address the
common cause of the problems, i.e. the (unbalanced) currents.
Nevertheless, these indices will be used in the manuscript for comparison. This,
to prove both the inability of the indices to express unbalance and to illustrate
the positive effect of the proposed approach. When that is the case, they are
calculated as in Appendix D.
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5.2.4 Currents’ Physical Components
In the context of this manuscript, there is thus a need for another means to
express unbalance. Preferably, it should be one number that quantifies all effects
related to unbalance (current and voltage) instantaneously. This resembles
the questions leading to the instantaneous power theory [104], where, instead
of looking at one cycle, active and reactive power needed to be calculated
instantaneously. The authors of [105] expanded their theory to include a third
component, representing the link between the reactive power and the neutral
current. But in doing so, they lost the physical representation of the components.
The IEEE power definitions [106] have the same problem. Although they provide
five definitions for apparent power and one for unbalance power, the definitions
lose any physical representation.
In [107], the author revisits the decomposition of [105] and continued work
based on that approach. Three new components are proposed: the balanced
active power, the balanced reactive power and all other non-perfect components.
All three components are independent and have a physical meaning. Hence the
name of the theory: Current’s Physical Components.
In [65] finally, a dedicated component for unbalance is added: Du, offering a
way of expressing all power lost to unbalance, linearly independent of active
power P and reactive power Q, summing up to the apparent power S, of which
the definition remains unchanged:
S2 = P 2 +Q2 +D2u (5.5)
Furthermore, the theory can be expanded to eliminate all influences from non-
sinusoidal effects [65]. The author describes Du himself as “a quantitative
measure of the source current rms value increase due to the load asymmetry”.
This is an ideal way of measuring unbalance in the grid, as unbalance is expressed
with the unit of power and thus both voltage and current are taken into account,
including all their aspects, i.e. the negative and zero sequence, without requiring
other grid parameters. Du represents the power that is not required, but present
due to unbalance. Similarly, P and Q represent the active and reactive power
that are required in the system in an ideal balanced case.
The mathematical and physical independence of unbalance with (re)active power
is very suited for this context, as unbalance can be tackled as an independent
grid-supporting service that does not conflict with the other services proposed
in Chapter 3. Using the results from the Triple Frequency Locked Loop with
Lyon Transformation (TF3LT), presented in Chapter 4, allows for a way of
calculating P , Q and Du instantaneously. The implementation can be found in
Appendix E.
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Example An example can aid in understanding how Du works and what it
means. Consider an unbalanced three-phase current of I pu in phase 1 and 2
and I2 pu in phase 3. The resistance of the phases is R and the phase-voltage U
is balanced. The actual ´useful’ active power P that is flowing is thus:
P = UI + UI + U I2 =
5
2UI (5.6)
The losses Λ are in this case:
Λ = RI2 +RI2 +R
(
I
2
)2
= 94RI
2 (5.7)
However, for the balanced case with the same amount of power P only a current
Ibal of:
Ibal =
P
3U =
5
6I (5.8)
should flow in all three-phases, for which the losses Λbal would be:
Λbal = 3RI2bal = 3R
(
5
6I
)2
= 2512RI
2 (5.9)
As such excess losses Λe, which account for:
Λe = Λ− Λbal = 94RI
2 − 2512RI
2 = 16RI
2 (5.10)
are present in the system only due to unbalance.
An equivalent balanced three-phase current Ieq can then be calculated, which
would yield these losses:
Ieq =
√
Λe
3R =
√
1
6RI
2
3R =
1
3
√
2
I (5.11)
As this equivalent current represents the excess current due to unbalance, the
power from this equivalent current is the unbalanced power Du:
Du = 3UIeq = 3U
1
3
√
2
I = 1√
2
UI (5.12)
Calculating an equivalent balanced current from Λ yields
√
3
2 I, for which the
power is the apparent power S, which is 3
√
3
2 UI. The powers adhere to:
S2 = P 2 +Q2 +D2u (5.13)
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since Q = 0 and(
3
√
3
2 UI
)2
=
(
5
2UI
)2
+
(
1√
2
UI
)2
or 274 =
25
4 +
1
2 (5.14)
In a system with U = 230V and I = 32A, Du = 1√2 · 230V · 32A = 5 kW of
excess power is thus flowing due to unbalance. The losses related to the flow of
this power (i.e. Λe) could be avoided with unbalance compensation.
5.3 Solutions from literature
The issue of unbalance is as old as the three-phase grid and hundred-year-old
research can still be found, e.g. research from 1909, quantifying the negative
effects of voltage unbalance on rotating machinery [108], and from 1919,
describing the first compensating devices [109]. The basic techniques used then,
are still used today, most commonly referring to the mathematical derivations
of Steinmetz, clearly described in [110]. Following sections describe more recent
converter-based solutions.
5.3.1 Converter-based load shifting
The simplest way to achieve current balance is to manually connect single-phase
or line-connected loads from the phase/line with the greatest burden to a
different phase/line with less burden. Distribution System Operators (DSOs)
sometimes perform this action when the PV generation on a single-phase is
much higher than the other phases. However, this operation is cumbersome
and expensive. An automated version of this solution is proposed in [111].
Using a matrix-converter-like solution, the connected load or generation can be
reconnected to another phase, based on the measured phase currents.
A more refined form of the previous solution is the central control of a group of
single-phase inverters where the combined output of the controlled inverters is
adjusted until e.g. current balance is improved beyond a certain target [112].
However, this directly affects the (balanced) active and reactive power of the
controlled inverters. For example, if the controlled group are PV inverters,
adjustment of the combined output causes unwanted curtailment of the solar
energy. Load balancing can also be achieved by using an Uninterruptable
Power Supply (UPS) in parallel to the load and power source [113]. The UPS
compensates the phase imbalance of the load, although it is not stated in this
patent submission how the UPS manages to compensate the imbalance and is
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able to transfer power between phases. A three-phase inverter without neutral
connection is used in [113], so the transfer capacity between phases is limited,
but this is not addressed in the description.
5.3.2 Using a converter without neutral connection
Most solutions, old and new, described in literature, focus on three-phase
converters that are only connected to the three phases and not to the neutral.
Hence, controlling the neutral current is impossible. Only the negative-sequence
can be compensated by applying a negative-sequence voltage, thereby injecting
a negative-sequence current. Applying a negative-sequence voltage works in
two stages:
1. Applying the same negative-sequence voltage as the grid allows for the
injection of a balanced current, thereby not increasing the unbalance in
the grid.
2. Applying a different negative-sequence voltage as the grid allows for the
injection of a negative-sequence current, which can oppose that of the
grid and compensate unbalance.
The controllers from references [57,99,114–119] are capable of limiting unbalance
in a three-phase grid by taking into account the negative-sequence current or
voltage.
Additionally, reference [57] shows the combination of unbalance compensation
with harmonic compensation. Reference [99] focusses on limiting the effect
on the converter. References [57,115,118] apply their solutions in microgrids
and references [116] and [119] to EV charging and smart loads. Finally, the
approach from [118] distributes the algorithm over multiple converters, requiring
communication between them.
5.3.3 Using a converter with neutral connection
The controllers described above can thus only compensate the negative sequence
and not the zero sequence. This is enough to lower the %VUF, because it only
accounts for the negative-sequence voltage. It does not however solve all the
unbalance issues, because the neutral current is still present.
The solution proposed in [120] does try to influence the negative- and zero-
sequence current to address the problems associated with voltage unbalances in
the grid. This solution uses a three-leg inverter with split DC-bus.
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In [121], the authors propose a centralized solution and a local solution to
compensate unbalance. The local solution uses a fixed droop relationship for the
active power output, based on the voltage in the phase(s). This considers active
power only and assumes that the implementation of the solutions is feasible.
It does not address how the active power needs to be injected, which would
require a neutral connection.
In [122], the authors describe a method of supplying power to a three-phase
unbalanced load connected via a converter, thereby not compensating the
unbalance, but allowing it on the secondary side. This requires the injection of a
positive-, negative- and zero-sequence current, by applying a positive-, negative-
and zero-sequence output voltage. Such a system can, when properly controlled,
compensate unbalance. That control however, is not described in [122].
5.3.4 Issues
There are two main issues with the solutions proposed above:
1. The unbalanced voltage is measured and used to act upon.
2. A reference frame should be calculated from this voltage to inject
compensating currents.
There are excellent reasons to work with the voltage for compensating unbalance:
• Unbalance indicators traditionally only use the voltage, see Sect. 5.2.3.
• Only the voltage is seen by loads and generators connected in parallel.
• Converters connected in parallel can measure the voltage at their terminals
as the voltage in the grid.
However, there are some inherent drawbacks as well:
• Voltage unbalance is the consequence, not the cause of the problems.
• A large amount of unbalanced currents has to flow to have an effect on
the voltage, because of the low impedance of cables. Small amounts of
unbalance are therefore very hard to detect.
• When the voltage is locally balanced, the negative (and zero) sequence
cannot be extracted and compensation cannot take place.
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Especially the latter two drawbacks are an issue. Inherently, there is a problem:
when one wants to apply a negative-sequence voltage, a reference frame is
required (i.e. an angle). Nevertheless, the better the compensation, the lower
the amount of unbalance in the grid, the smaller the negative-sequence voltage
and the harder it becomes to extract a negative-sequence angle. As such,
complete compensation is impossible. The same goes for the zero-sequence.
The problems are even greater in the presence of other disturbances like
harmonics and noise. They will also influence the voltage and make the
detection of the negative and zero sequence even harder. Using high-performance
measurement systems, like the TF3LT presented in Chapter 4, is thus essential
for better results. However, it still does not solve the inherent problem explained
above.
In [117], the authors also explicitly mention this problem. The proposed solution
is to track the negative-sequence angle as the opposite of the positive-sequence
angle. The latter can be tracked reliably. Any offset cannot be tracked, due to
the same problems illustrated above. A Proportional Integral (PI)-controller
is used to track both the injection of d-axis and q-axis negative-sequence
current, which are not necessarily aligned with active and reactive negative-
sequence current. This control is thus only possible when the negative-sequence
is controlled to zero and if the converter thus has enough ampacity (current
margin) to actually inject the solution. The proposed approach was only verified
with simulations.
In [121], the authors implicitly mention the fact that voltage unbalance is the
consequence and not the cause. The paper focusses on balancing powers, not
voltages, in the grid, thereby proposing a solution that redistributes the powers
per phase in a three-phase converter. The results are shown to be effective,
but [121] focuses on distributing the effort over the converters instead of the
implementation aspects. The issue with the negative-sequence reference would
also occur in this scenario.
5.4 Compensating current unbalance by current
redistribution
Alternatively to compensating voltage unbalance, this manuscript proposes
to compensate current unbalance by actively redistributing currents over
the different phases. Current redistribution can be seen as immediate and
continuous load shifting: consider three in-phase currents of 4A, 1A and 1A.
A converter can then redistribute the excess 3A on phase 1 to all phases,
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redistributing 
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3
0
Figure 5.2: Unbalanced currents can be compensated by injecting and consuming
the right amount of current per phase. This is illustrated in this figure, where the
current redistributing converter compensates the unbalance shown in Fig. 5.1.
Gridside a
1 2 3 0
1 2 3 0
Compensator
Gridside b
(a) Parallel connection, compensation
for the DSO
Gridside a
1 2 3 0
1 2 3 0
Load
Compensator
Gridside b
(b) Parallel connection, compensation of a
separate network
Figure 5.3: Possible configurations of an unbalance compensating shunt
converter. A series connection is also possible, but not dealt with in the
manuscript.
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yielding a balanced 2A per phase. This can be achieved without consuming or
injecting any additional balanced current and works with out-of-phase currents
as well. Following sections discuss the consequences of this technique. The
implementation is discussed in Chapter 8. Fig. 5.2 illustrates the principle of
current redistribution by compensating the unbalanced current from Fig. 5.1.
5.4.1 Grid-supporting service
In a strong grid, current redistribution would be a means of achieving the
proposed solutions from [121] and has following advantages:
• Unbalanced loads and generators can be completely compensated.
• If the dominant cause of unbalance are unbalanced currents as opposed
to voltages, unbalance can also be completely eliminated.
• The latter automatically results in all unbalance indices being zero.
• Most unbalance issues for DSOs are related to the unbalanced currents,
not the voltage, hence providing a solution as well:
– As currents are balanced, they are on average lower.
– Lower currents lead to fewer grid losses, less heating, less voltage
rise/drop . . .
– Neutral currents can be eliminated, thereby eliminating i.a. neutral
point shifting and its related problems.
• A negative- and zero-sequence reference can be reliably generated from
the unbalanced currents with the system proposed in Sect. 4.5.13.
However, compensating unbalanced currents is only possible when knowing what
they are. The most obvious way to do this is to measure them. In [121], the grid
powers (thus incorporating the currents) are estimated from the voltage with
a droop factor, which in essence boils down to estimating the grid impedance.
However, this means the system is again dependent on the voltage measurement
and its problems mentioned in Sect. 5.3.4. Ideally, a current measurement is
thus present in the grid on which the unbalance compensation should have
effect. Such a measurement can be installed locally, or measurements from the
DSO that are already present can be communicated.
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5.4.2 Self-compensation
Besides compensating the unbalanced currents from the grid, one could also do
this in a separate network, thereby always injecting perfectly balanced currents.
This can be an interesting scenario for a Small to Medium-sized Enterprise
(SME) or anyone with a (residential) three-phase connection.
In essence, this is the same situation as compensating unbalance in the grid, as
is visualized in Fig. 5.3. Fig. 5.3a shows the unbalance-compensating converter
connected in parallel to the grid. Fig. 5.3b shows the unbalance compensator
connected to a residential or private grid, indicated by the dashed line. The
connection and the grid of interest are identical but the scope changes. Both
cases for unbalance compensation can thus be achieved with the same approach.
A new business case for residential owners or SMEs emerges:
• The connection capacity can be decreased because single-phase loads
can now be supplied with a three-phase supply, without requiring any
modifications to the owner’s electrical system; A house with electrical
accumulative heating for example, will have a strong grid connection, e.g.
3x400Vx32A, for 20A heaters on the three phases. If another significant
load is connected, e.g. an EV charging at 16A single phase, the grid
connection is not sufficient. It would require an upgrade to 3x400Vx40A.
The cost related to that change can be avoided with current redistribution.
Decreasing the connection capacity additionally offers an immediate
advantage when taking the separate network into service, as a smaller
connection capacity is cheaper [123].
• In the future, connection capacity could become even more important
when moving towards a capacity market. An example of such a capacity
tariff existing today in Flanders is the recent capacity tax for DG [124],
calculated only by the maximum power rating of the converter. A report
from 2018 further suggests that a capacity-based tariff might be installed
in Belgium to allocate DSO costs to con/prosumers [125].
• Self-consumption∗ can be improved by current redistribution. Self-
consumption is the instantaneous consumption of electrical power that
was generated with one’s own DG unit. However, when DG generation is
on phase 1 and consumption is on phase 2, one could argue that the grid
is used as an exchange-partner and this is therefore not self-consumption.
∗The way self-consumption is calculated depends on the metering scheme and is thus DSO
dependent. In German as well as Australian grid-code it is literally stated that the meter
should net power over all three phases [126,127]. In the German grid-code it is also stated
that the VDE-AR-N 4105 implies a change in future grid code to include rules that oblige
current redistribution of loads and DG over 4.6kVA.
COMPENSATING CURRENT UNBALANCE BY CURRENT REDISTRIBUTION 95
This can be solved by current redistribution, as the power from the DG
phase can be shifted to the consumption phase, but requires a neutral
connection.
• Theoretically, when a neutral leg and current redistribution is available,
reliability during grid faults is improved. When one or two phases fail, a
current re-distributing converter with neutral connection could draw power
from the remaining phase(s) and still supply power to the disconnected
phase(s). This way, even when the grid is partially out, the owner still has
a three-phase grid and all appliances can remain connected. Even when
the complete supply from the grid fails, an owner with (single-phase) DG
could still have power on all three phases by redistributing the current to
all phases, given that consumption and production are balanced. With
these functionalities, a grid-supporting converter competes with a UPS,
either by complementing it or even by replacing it.
Besides these advantages, installing a current measurement in an owned system
is much easier. With access to the wiring at the Point of Common Coupling
(PCC) of the converter, it should be far less of an issue.
5.4.3 Consequences
Compensating unbalance by redistributing current thus has some distinctive
advantages. Especially when this is equipped to a converter present in the
grid anyhow, e.g. a Photovoltaic (PV) inverter or fast-charger. Besides the
grid-supportive characteristics, i.e. the original goal, also the owner of the
converter could benefit from its operation. However, a current measurement is
required. This is a non-trivial addition to a system. It can be, depending on
the situation, cumbersome and expensive.
While the literature review showed that most solutions compensate only the
negative sequence, redistributing current has the option to compensate the
zero-sequence as well, i.e. eliminate all currents in the neutral. However, this
requires a neutral connection. Three questions come to mind:
1. Is it feasible to add a neutral connection to a converter, i.e. how should
this be implemented?
2. How important is it to include the neutral connection, what is the impact?
3. If a neutral connection is required, how much current should it be rated
for?
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The first question is the topic of the next section. The other topics are tackled
in the following three chapters. The actual implementation is discussed in
Chapter 8.
5.5 Converters with a neutral connection
5.5.1 Zero-sequence compensation
The zero-sequence current in a three-phase system is the in-phase part of
the phase currents that therefore also flows through the neutral. Reasons to
compensate this zero-sequence and neutral current were already discussed
in Sect. 5.2.2. As such, compensation devices for compensating just the
neutral current are widely available, but few use converters and even fewer are
(theoretically) capable of also compensating the negative sequence [100].
Zero-sequence compensation can be tackled in a similar manner as negative-
sequence compensation, with the same pitfalls when relying on a voltage
measurement. Additionally, besides injecting zero-sequence current in the
phases, the sum must be counter-injected in the neutral for the converter to
remain balanced (the sum of the currents has to be zero). This is a major
difference with the negative-sequence, which is a balanced system by itself,
rotating in the opposite direction as the positive sequence. The zero sequence is
not. Therefore, zero-sequence compensation can only happen with a connection
to the neutral conductor.
5.5.2 Rating of the neutral connection
The specifications of the neutral connector are however significantly different
from those of the phases. A neutral current can be up to three times higher
than the phase currents, i.e. when the phase currents are aligned. Further
research in Chapter 7 will prove that this is quite unrealistic but that a larger
current in the neutral as compared to the phases is not.
Additionally, the voltage that needs to be applied to the neutral with a converter
to be able to inject current is much smaller than that for the phases. The
normal voltage of the neutral conductor compared to the ground should be 0V.
This occurs when no current is flowing. Taking into account the impedance of
the neutral conductor∗ and that of the filter of a converter, the voltage that
∗It is not uncommon that the neutral has a smaller section, up to half, compared to the
phases and thus a higher impedance [128,129].
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needs to be applied to this conductor will be in the order of magnitude of Volts,
or even tens of Volts, but not hundreds of Volts like for the phases. However,
when the neutral connection is connected to the same DC-bus as the phases,
the maximum voltage over the switching components is determined by that of
the DC-bus.
The different rating allows for different topologies, solely for the neutral, as e.g.
described in [63].
5.5.3 Implementation of the neutral connection
The most common converters with a neutral connection, shown in Fig. 5.4,
use [62,100,130]:
• three H-bridges,
• split DC-bus capacitors or
• a fourth converter leg.
Three H-bridges (full-bridges) can be connected via three single-phase isolation
transformers to a three-phase four-wire grid, as shown in Fig. 5.4a. This allows
the converter to fully control all the currents in the grid, either as one three-
phase converter or three single-phase converters. Additionally, the transformers
can act as the filter for the converters and the voltage rating of the DC-bus can
be lower. Clearly, the downside is the use of a/multiple transformers and 12
switches. [100]
Using the DC-bus midpoint, between the DC-bus capacitors as shown in
Fig. 5.4b, is the cheapest solution, but has some inherent drawbacks as well.
The current harmonics present in the DC-bus can flow unimpeded to the neutral
conductor, increasing the already present harmonic current in this conductor.
As the neutral current is drawn from the middle of the DC-bus, the balance of
the DC-bus is disturbed and depending of the neutral current direction, the
voltage of the lower part of the DC-bus will increase or decrease compared to
the upper part.
Moreover, Space Vector Modulation (SVM) is no longer applicable. With SVM,
a triangular common-mode voltage is implicitly added to the phase voltages
before modulation. This lowers the required peak-to-peak voltage and therefore
the required DC bus voltage for a given line voltage. However, when the DC-bus
midpoint is connected to the neutral, this point can no longer float with the
common-mode component. It would result in a triangular current being injected
98 UNBALANCE COMPENSATION IN THREE-PHASE FOUR-WIRE LV GRIDS
AC
DC
(a) three H-bridges
AC DC
(b) split DC-bus capacitors
AC DC
(c) fourth leg
Figure 5.4: Three common converter topologies with a neutral connection.
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Table 5.1: Brief comparison between the most common converters with a neutral
connection.
Impact on Three H-bridges Split DC-bus Fourth leg
Hardware - - - - - - -
Controller + + -
Unbalance + + - + +
DC-bus + + - - +
into the grid. A different modulation strategy is thus required and the DC-bus
voltage is forced to increase [131]. Other techniques using the common-mode
voltage, e.g. by injecting a third harmonic, have the same problem. These
drawbacks result in the adaptation of oversized DC-bus capacitors [132] or
trigger the need for a balancing circuit [133].
An additional inherent drawback of three-leg converters with split DC-bus is
their inability to actively control the current in the neutral wire, as only passive
elements are present. Due to the lack of full control of all injected currents,
unintentional injection of neutral currents can occur in the presence of grids
with zero-sequence voltages [120].
These drawbacks are solved with a fully controllable fourth leg, as shown in
Fig. 5.4c. The obvious downside is the additional cost compared to the split
DC-bus, which might be decreased by using the different rating as described
above, and the increased control effort. A concise overview of the comparison is
shown in Table 5.1. The used experimental setup has a fourth leg as neutral
leg (see Appendix B). Please not that this does not imply that the only way to
implement the presented solutions is by using a fourth converter leg.
5.6 Conclusions
This chapter clearly shows that unbalance is an issue worthwhile of tackling.
However, common unbalance indices focus on Power Quality (PQ) and not on
the state of the grid. A such, the unbalance power Du is proposed as a lesser
known but better quantification for unbalance in a grid for the purposes of this
manuscript.
Current redistribution is then introduced to compensate unbalance. Current
redistribution allows the converter to inject both a negative- and zero-sequence
current, thereby solving also issues related to the neutral conductor. This is
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better than solutions from literature, because they commonly just deal with
negative-sequence compensation.
Current redistribution is shown to have both a positive impact on the grid and
on the system where the converter is installed. This can compensate for the
requirement of having a current measurement.
Additionally, it is shown that adding a neutral connection to a converter vastly
improves the unbalance-compensating capabilities of the converter. This chapter
shows that it is indeed feasible to add a neutral connection, preferably by adding
a fourth converter leg.
The following two chapters will further address the addition of a neutral leg, while
Chapter 8 will address the implementation aspects of current redistribution.
Chapter 6
Comparing unbalance
compensation with and
without a neutral connection
This chapter is based on [61]:
Jeroen Stuyts, Sven De Breucker and Johan Driesen. “Comparing an unbalance
compensating converter with and without a neutral connection” In Proceedings
of the 2016 IEEE International Energy Conference, EnergyCon2016, Leuven,
Belgium, 4-8 April 2016.
6.1 Introduction
Chapter 5 introduced the concept of current redistribution to compensate the
negative- and zero-sequence current. Compensating the zero-sequence current
requires a neutral connection. This chapter investigates the implications of
compensating the zero-sequence current and the negative-sequence current,
compared to compensating just the negative-sequence current. The results of
this chapter are thus an important tool to assess the cost-benefit analysis of
adding a neutral connection to a converter.
To keep the comparison focused, the converter is
• assumed to be close to the unbalanced load,
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Figure 6.1: This figure represents the single-phase scenario and aids in
understanding how the phasor diagrams throughout this chapter are constructed.
The explanation on how to read this figure can be found in the manuscript.
• connected in parallel to a balanced low voltage grid and
• exchanging no active power
Furthermore, for now, reactive loads are not considered.
First, Sect. 6.2 discusses how the comparison will be done. Then all possible
worst-case combinations are discussed in following sections: single-phase loads
in Sect. 6.3, two-phase loads in Sect. 6.4, three-phase loads in Sect. 6.5. Finally,
a more realistic load is addressed in Sect. 6.6.
6.2 Approach
6.2.1 Scenarios
The effect of all worst-case single-, two- and three-phase unbalanced cases,
indicated as different ‘loads’, will be discussed in separate sections. ’Worst-
case’ means that only currents of 1 pu in magnitude are addressed, i.e. loads
that consume or inject the rated amount of current per phase. An additional
section will address a more realistic scenario, where all currents have different
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magnitudes (not 1 pu). The responses of both the 3- and 4-leg unbalance
compensating converter will be analyzed, the 4-leg converter being the one with
a neutral connection.
For each scenario, the ideal current responses as well as the grid currents will
be visualized in phase diagrams, such as introduced in Fig. 2.2. Here, phase 1
will always point up, phase 2 to the right and phase 3 to the left (that is, the
in-phase components). Furthermore, the load will be (visually) decomposed in
Fortescue components, except for the current through the neutral, as it disturbs
readability. The neutral current is inherently present as the inverse sum of the
zero-sequence components. Each figure will thus contain two phase-diagrams
of the load, one with the normal phase currents and one with the Fortescue
components, both equivalent.
Fig. 6.1 illustrates how phase diagrams will represent a scenario. The two
phase-diagrams on the right-hand side represent the load. The one on the
bottom is the load in phase components, i.e. each phasor represents the current
through one phase. The one on the top is the load in Fortescue components, i.e.
the positive-sequence component in green, the negative-sequence component in
red and the zero-sequence component in blue. When the sequence components
per phase are added together, they are drawn in such a way that it is visually
clear. Together they form the phase components. So clearly, the two figures
representing the load are electrically identical.
Any three-phase current can be decomposed in positive-, negative- and zero-
sequence components. The positive sequence will always come from or go to the
grid, as it is the balanced current that transports the active power. Either one
of the other components will lead to an unbalanced current. Therefore, the ideal
response from a 4-leg converter is the sum of the negative- and zero-sequence
current. A 3-leg converter cannot deliver the zero-sequence as it has no neutral
connection, so the ideal response of this converter is the negative-sequence
current. The grid then delivers the positive and zero-sequence current.
This is also illustrated in Fig. 6.1. The columns represent the grid and converter
response, i.e. the grid current and the converter current. The rows represent
the 3-leg converter and 4-leg converter. For each row, the current from the grid
and the current from the converter can be added together to form the current
to the load, because the converter is connected in parallel to the grid, feeding
the load. To illustrate how the responses are formed, the Fortescue components
are, in this figure, also shown for the grid and converter responses. To keep
things clear, in all other figures, the Fortescue components are not shown on
the grid- and converter-responses. However here, they clearly illustrate how the
responses are formed, i.e. as the sum of the sequences, and how the sum of the
converter and grid response forms the current to the load.
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6.2.2 Calculating and comparing unbalance
Sect. 5.2.3 already introduced various ways of calculating and quantifying
unbalance in a grid and concluded that the traditional unbalance indices are
not ideal for quantifying unbalance in a grid. The unbalanced power Du was
proposed as a better quantification instead. Nevertheless, for the realistic load,
all unbalance indices are calculated∗ to show the performance of unbalance
compensation on one hand and the inability of the indices to quantify unbalance
in this context on the other hand.
All scenarios are compared using Du and the apparent power in the grid S,
as introduced in Sect. 5.2.4†. These parameters are calculated relative to the
uncompensated scenario, such that no exact values of current and voltage are
required. The percentage of S then quantifies the relative amount of power
still flowing in the grid. 50% S would mean that half of the apparent power is
flowing in the grid, compared to the unbalanced scenario. The percentage of
Du then quantifies how much unbalance remains in the grid and how much has
already been compensated.
The effect on S and the currents in the grid is visualized with the phase diagrams.
Less current means a shorter phasor. Additionally, the absolute value of the
currents are calculated per phase in the tables, labeled as x1, x2, x3, x0 with x
the amount of current and the subscript denoting the phase or neutral (0).
6.3 Single-phase loads
For a single-phase load, i.e. a current of 1 pu on phase 3, illustrated in Fig. 6.2a,
Fig. 6.2b shows the ideal current response for a 3-leg and 4-leg converter.
Table 6.1 then shows the absolute values of the grid currents, S and Du.
Besides the decrease in apparent and unbalanced power, there are some major
differences between the responses that can be clearly seen on the phasor diagrams.
Since the 3-leg converter’s response is the negative sequence, I1 and I2 are out
of phase with the voltages of phase 1 and phase 2. This can be explained due
to the fact that active power is drawn from phase 1 and phase 2 and injected
in phase 3, as this is the loaded phase. However, reactive power is exchanged
between phase 1 and phase 2 to compensate for the lack of a neutral conductor.
For the grid, a similar response is seen. Phase 3 is heavily loaded, as this is
where the load is connected. Phase 1 and phase 2 also supply active power, as
∗Details on the calculation of the unbalance indices are found in Appendix D.
†Details on the calculation of the unbalanced powers are found in Appendix E.
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Table 6.1: Comparing grid power and current for a single-phase load.
No compensation 3-leg converter 4-leg converters
|Igrid| [pu] 01 02 13 10 13 1 13 2 23 3 10 13 1 13 2 13 3 00
S 100 % 81.6 % 57.7 %
Du 100 % 70.7 % 0 %
1
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3
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(b) Current phase diagrams
Figure 6.2: Compensation and illustration of a single-phase load.
this is used in the converter to supply power to phase 3. Again, reactive power
is required in phase 1 and phase 2 to compensate for the power exchange. The
grid also supplies the neutral current.
The 4-leg converter’s response does not require this reactive power exchange
and neither does the grid in this case. All three currents are now in-phase. In
the converter, pure active power, supplied by the grid, is drawn from phase 1
and phase 2 and injected in phase 3. This is clearly visible as |I3| = |I1|+ |I2|
for the converter and |I1| = |I2| = |I3| for the grid.
106 COMPARING UNBALANCE COMPENSATION WITH AND WITHOUT A NEUTRAL CONNECTION
The phasor diagrams also clearly show that the grid’s response always contains
the positive sequence, as the grid is supplying/drawing active power and the
converter is only compensating. For the 3-leg case, also the zero-sequence
component needs to be supplied from the grid, as the converter has no neutral
connection. In any case, the converter is supplying the negative-sequence
component.
The major difference in reactive power exchange also explains the numbers from
Table 6.1: as additional reactive current is required to circulate all the current,
comparatively more power is required (S) and the unbalance is still present
(Du). The 3-leg converter therefore decreases the apparent power two times less
than the 4-leg converter. Nevertheless, compensating a single-phase load with a
3-leg converter is still 18.4% better than not compensating at all.
6.4 Two-phase loads
For a two-phase load, there are two distinctly different cases. There could be two
loaded (either both consuming or producing) phases, illustrated in Fig. 6.3a, or
there could be one consuming and one producing phase, illustrated in Fig. 6.4a.
Fig. 6.3b shows the ideal current response for a 3-leg and 4-leg converter for
the first case, i.e. a current of 1 pu on phase 3 and phase 2. Table 6.2 then
shows the absolute values of the grid currents, S and Du. Fig. 6.4b shows the
second case, i.e. a current of 1 pu on phase 3 and -1 pu on phase 1. Table 6.3
then shows the absolute values of the grid currents, S and Du.
The first case is similar to a classical distribution grid without DG: two consumers
are connected on two different phases and are consuming active power. The
second case is an example of a more recent issue: a consumer connected to
phase 3 is consuming power, while the DG system from a prosumer on phase 1 is
supplying power. Both scenarios cause unbalance, but the amount of unbalance
is much larger in the second case, as can also be concluded from the magnitude
of the neutral current I0.
Two consuming phases For the first case, i.e. with two consuming phases,
and with a 3-leg converter, again, reactive power is required to move active
power in the converter from phase 1 to phase 2 and phase 3. The grid then
also needs reactive power and supplies the required active power to phase 2
and phase 3, while also supplying the active power to phase 1 for the converter.
For a 4-leg converter there are only in-phase currents. The grid is supplying
a balanced current over all three phases, while the converter moves the active
power from phase 1 to phase 2 and phase 3, very similar to the single-load case.
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Table 6.2: Comparing grid power and current for a two-phase load with two
consuming phases.
No compensation 3-leg converter 4-leg converters
|Igrid| [pu] 01 12 13 10 13 1
√
7
3 2
√
7
3 3 10
2
3 1
2
3 2
2
3 3 00
S 100 % 91.3 % 81.6 %
Du 100 % 70.7 % 0 %
1
2
3
N
(a) Illustration
4-leg 
converter
Grid Converter Load
2
1
3
3-leg 
converter
1
23
pos neg
zero
1
23
0
3
0
2
1
2
0
3
(b) Current phase diagrams
Figure 6.3: Compensation and illustration of a two-phase load with two
consuming phases.
This, again, explains the differences in relative powers, shown in Table 6.2.
While a 3-leg converter will decrease the apparent power by 8.7%, the 4-leg
converter again does twice as good. The reduction in apparent power is smaller
compared to the single-phase case, as less active power needs to be shifted
between phases.
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Table 6.3: Comparing grid power and current for a two-phase load with one
consuming and one producing phase.
No compensation 3-leg converter 4-leg converters
|Igrid| [pu] 11 02 13
√
30
√
3
3 1
√
3
3 2
√
3
3 3
√
30 01 02 03 00
S 100 % 70.7 % 0.00 %
Du 100 % 70.7 % 0.00 %
1
2
3
N
PV
(a) Illustration
4-leg 
converter
Grid Converter Load
3-leg 
converter
1,2,3
0
3
2
1
13
negzero
13
0
13
0
(b) Current phase diagrams
Figure 6.4: Compensation and illustration of a two-phase load with one
consuming and one producing phase.
THREE-PHASE LOADS 109
Table 6.4: Comparing grid power and current for a three-phase load.
No compensation 3-leg converter 4-leg converters
|Igrid| [pu] 11 12 13 20 13 1
√
7
3 2
√
7
3 3 20
1
3 1
1
3 2
1
3 3 00
S 100 % 74.5 % 33.3 %
Du 100 % 70.7 % 0 %
One consuming and one producing phase From the second case, i.e. with one
consuming and one producing phase, interesting conclusions can be drawn. For
a 3-leg converter, the converter current I2 is purely reactive, which is required
to move active power from phase 1 to phase 3. The grid also supplies this
reactive power in phase 2, but in the opposite direction. The reason is the same:
transporting active power from phase 1 to phase 3. The task of moving power
from the phase with DG (phase 1) to the loaded phase (phase 3) is thus equally
divided over the converter and the grid. This action reduces the apparent power
by 29.3%.
For a 4-leg converter, the converter is able to move all active power from phase
1 to phase 3, without requiring reactive power from the grid. This is possible
because the compensating current can flow through the neutral connection.
This however, requires a neutral current of
√
3pu, or an oversizing of 73%
compared to the other phases. The advantage is that, as the grid does not need
to supply any current, S is non-existent and there are no losses in the grid. In
this case S = Du, i.e. all the power is unbalanced power as there is no active
power.
6.5 Three-phase loads
For a three-phase load, more distinctions can be made. When current is equally
consumed in all three phases, there is no unbalance∗. The same applies when
current is supplied to all three phases. Another possibility is then that current
is supplied by one phase (e.g. phase 1) and consumed by the two others. Such a
system is illustrated in Fig. 6.5a and Fig. 6.5c shows the phase diagrams. A final
possibility is that current is consumed by one phase (e.g. phase 3) and supplied
by the two others. Such a system is illustrated in Fig. 6.5b and Fig. 6.5d shows
the phase diagrams.
∗Only considering currents of 1 pu, as stated in Sect. 6.2.
110 COMPARING UNBALANCE COMPENSATION WITH AND WITHOUT A NEUTRAL CONNECTION
123N
PV
(a)
Illustration
ofthe
first
load
123N
PV
PV
(b)
Illustration
ofthe
second
load
4
-leg
 
co
n
v
e
rter
G
rid
C
o
n
v
e
rter
L
o
ad
3
-leg
 
co
n
v
e
rter
1
2
3
0
2
3
01
1
2
3
2
3
1 0
1
2
3
2
3
1
p
o
s
n
eg
zero
(c)
C
urrent
phase
diagram
s
ofthe
first
load
4
-leg
 
co
n
v
e
rter
G
rid
C
o
n
v
e
rter
L
o
ad
3
-leg
 
co
n
v
e
rter
1
2
3
0
1
2
3
1
2
3 p
o
s
n
eg
zero
1
23
0
1
2
3
0
1
2
3
(d)
C
urrent
phase
diagram
s
ofthe
second
load
Figure
6.5:Com
pensation
and
illustration
oftwo
three-phase
loads.O
ne
with
two
consum
ing
phasesand
one
producing
phase
and
one
w
ith
one
consum
ing
phase
and
two
producing
phases.
REALISTIC LOAD AS A LINEAR COMBINATION 111
It is clear that Fig. 6.5d resembles Fig. 6.5c a lot: when one disregards the
phase order, the two figures are a rotated version of each other. As such, the
numerical results from Table 6.4 are applicable to both situations.
Considering Fig. 6.5c, the 3-leg converter response is very similar to that of
the second case of the two-phase response. Again, the task of moving active
power from phase 1 to phase 2 and phase 3 is equally divided. Except that
this time, phase 2 is no longer available as a ’free route’. As a consequence, the
grid only draws a current of 13 pu from phase 1 and the converter
2
3 pu. The
converter then redistributes the active power, requiring reactive power to do
so, and the grid supplies the rest. This explains the lower decrease in apparent
power: 25.5%.
The 4-leg converter has a similar problem, as there is not enough active power
in phase 1 to fully supply phase 2 and phase 3. Therefore, the grid has to supply
the additional power as a balanced, in-phase, three-phase load. The decrease in
apparent power is therefore no longer 100%, but 66.7%. It is again important
to note that this requires an overdimensioned neutral converter leg by a factor
of two.
6.6 Realistic load as a linear combination
Before making a similar analysis on a more realistic load, it is important to note
that any result is always a linear combination of the single-phase load. This
follows from basic geometry, as is possible in a phasor diagram, as well as from
Fortescue’s theory [20]. Fig. 6.6 visualizes this with an example: the single- and
two-phase load used in this chapter are summed up to form the three-phase load.
It is clear that both the grid’s and converter’s response are linear combinations.
The information from the two-phase load can also be constructed by summing
up two single-phase loads. This explains why very similar conclusions are drawn
for all cases. Fig. 6.6 is basically the graphical representation of the Fortescue
transformation, i.e. a matrix multiplication.
Fig. 6.7b presents a more realistic three-phase current flow in a grid, illustrated
in Fig. 6.7a, i.e. a lot of consumption on phase 1 of 0.9 pu, consumption and
production on phase 2 that adds to 0.2 pu and an abundance of DG on phase 3
with (-)0.4 pu. As can be seen on the phasor diagram, such a situation leads to
a neutral current of 1.13 pu.
This combination of currents, leads to a positive-sequence current of 0.23 pu and
a negative- and zero-sequence current of 0.38 pu. Table 6.5 shows the absolute
values of the grid currents, S and Du. For a 3-leg converter, S is 76.2% and for
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Figure 6.6: Ideal 4-leg converter current for a single-, two- and three-phase load,
showing that they are linear combinations.
a 4-leg converter 40.2%. The savings are thus on par with the other results.
Furthermore, the same conclusions regarding reactive power can be made again
as well. For comparison purposes, also both voltage unbalance factors (%VUF
and %VUF0) and the definitions of voltage unbalance from NEMA (%LVUR)
and IEEE (%PVUR) are mentioned. These are calculated using a voltage drop
over a grid impedance of 1.2∠10◦Ω per phase (and neutral) and for a 32A grid
connection, using a phase-voltage of 230V.
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Table 6.5: Comparing grid power and current for a realistic load.
No compensation 3-leg converter 4-leg converters
|Igrid| [pu] 0.91 0.22 0.5931 0.4372 0.231 0.2320.43 1.130 0.2213 1.140 0.233 00
S 100 % 76.2 % 40.2 %
Du 100 % 70.7 % 0 %
%VUF 6.52 % 0 % 0 %
%VUF0 6.52 % 6.52 % 0 %
%PVUR 10.82 % 5.96 % 0 %
%LVUR 6.14 % 0 % 0 %
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(b) Current phase diagrams
Figure 6.7: Compensation and illustration of a realistic load.
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Table 6.6: Overview of results.
3-leg converter 4-leg converters
Single-phase load 18.4% reduction 42.3% reduction
Two-phase load a 9.7% reduction 18.4% reduction
Two-phase load b 29.3% reduction 100% reduction
Three-phase load 25.5% reduction 66.7% reduction
Realistic load 23.8% reduction 59.8% reduction
Unbalance factors (limited) effect all are 0
Other differences requires reactive power only active power
6.7 Conclusions
The results from this chapter show that, compared to a converter without
neutral connection, a converter with neutral connection will eliminate unbalance
completely, independent of the used index, and will do twice as good in terms of
reducing power, without requiring reactive current to achieve this. Depending
on the scenario and unbalance index, the 3-leg converter may be able to
fully compensate unbalance, not at all, or only to some extent. An overview,
comparing all results from the chapter, is given in Table 6.6.
While reactive loads where not dealt with, the results will be similar. These
too are linear combinations of a single-phase load, but then with a phase shift.
However, the double impact may decrease, because only phase currents shifted
exactly 120◦ have an equal magnitude of negative- and zero-sequence current
and as such, both account for half of the losses. This shows in Du, which
was always 70.7% or 1√2 for the 3-leg converter, i.e. half of the unbalance
compensated, and 0% for the 4-leg converter, i.e. all unbalance compensated.
The actual difference in effectiveness will thus depend on the relative importance
of the zero-sequence component. A pure negative-sequence load can e.g. be
perfectly compensated by both converters.
Nevertheless, the 4-leg converter is clearly superior. However, it might not
always be the best solution. It has the obvious disadvantages of the additional
hardware. While many possibilities may exist for the topology, it will always
increase the cost and complexity.
Finally, the results again point out that the amount of current going through
the neutral connection of the 4-leg converter is varying and not necessarily
< 1 pu. In one scenario, the current through a phase connection was even larger
than 1 pu. Further research is therefore conducted in Chapter 7 to determine
the current rating of the neutral connection.
Chapter 7
Determining the neutral
current for unbalance
compensation
7.1 Introduction
Chapter 5 introduced zero-sequence compensation, which includes neutral
current compensation. Chapter 6 quantified the grid impact and showed that
the neutral current can be larger than the phase current. However, it is still
not clear how large the neutral current should be to compensate unbalance.
By using phasor diagrams and mathematical derivations, the neutral current is
theoretically determined in this chapter. Sect. 7.3 takes the reader gradually
through the increased complexity of neutral currents, by tackling balanced
systems, unbalanced loads, distributed generation and finally the impact of
reactive power. While only the fundamental components are considered, a brief
note on the impact of triplen harmonics is also made.
At the end of Sect. 7.3, the worst-case neutral current and hence the highest
rating of a neutral conductor in a compensator is determined. However, the
worst-case scenario may not be realistic. Therefore, Sect. 7.4 introduces three
limiting parameters: a parameter considering reactive power, a parameter
considering the amount of Distributed Generation (DG) and a parameter
considering simultaneity. In Sect. 7.5 finally, the results are summarized to be
able to determine the neutral current under all the discussed circumstances.
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7.2 Approach
In each section, an analysis is made and visualized on a phasor diagram such as
the one introduced in Fig. 2.2. Here, phase 1 will always point up, phase 2 to
the right and phase to the 3 left (that is, the in-phase components). A circle is
included to indicate 1 pu. Phases 1, 2 and 3 are denoted with their numbers
and the neutral with 0.
All results are mentioned in pu, where 1 pu is the normal current you would
expect in the phases (i.e 100%). This allows for an easy application of the
results to any scenario. In a case where 32A is the dimensioned current, all
values just have to be multiplied by 32A to get the correct result, hence also
the importance of the circle in the phasor diagram.
The phasor diagrams are used to explain the scenario. Because the vector
addition of the different phase currents equals the neutral current, it is a
helpful tool to understand what is happening. Furthermore, the complex phasor
representation will be used to derive mathematical formulas.
It should be clear that all numerical values mentioned throughout the manuscript
are currents in per unit, unless otherwise specified. The theory is presented in
such a way that the values of any (unbalanced) voltage do not have an impact on
the results. The exception being for some illustrative calculations of powers, in
which case balanced voltages are considered at the Point of Common Coupling
(PCC).
7.3 Quantifying the cause of neutral currents
7.3.1 Balanced system
The principles of three-phase power delivery were developed in the late 1880s
and had as one of its goals to convert continuous (non-oscillating) mechanical
power into continuous electrical power by means of three oscillating currents
and voltages. The first three-phase power transmission took place in 1891,
crossing a record distance of 175 km. [134].
The first three-phase four-wire systems are nearly as old, as adding a neutral
conductor to the star point of a three-phase system allowed for another means of
delivering power. The neutral is not only a reference to the three AC wires; it can
also be a physical path for current to flow back to the generator. Additionally,
these three phase-shifted alternating currents have another major benefit: if the
three phases separately transport or produce equal amounts of power (active
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Figure 7.1: The three phasors represent three balanced phase currents, showing
that when they are added together, the sum is always zero. This shows that in
a perfect system the current through the neutral is non-existent.
and/or reactive), the sum of the instantaneous currents at each moment in
time is exactly zero and there is no current flowing through the neutral. This
principle is shown in Fig. 7.1.
The key to power delivery was then to balance out the different loads on the
different phases. That way, the phase powers are the same and at the PCC, the
neutral conductor carries no current.
The entire three-phase grid has been conceived around this system: consumers
are connected to the 4-wire Low Voltage (LV) grid, allowing them to connect
single-phase loads. This 4-wire LV grid is connected to the Medium Voltage (MV)
grid via a Delta/Wye transformer, omitting the need for a neutral conductor
in the MV network as it is assumed that the power balances out at the LV
transformer. At the same time, any possible losses related to unbalance are
shifted to the LV transformer.
Summarizing, for a balanced system, the maximal neutral current (|I0|max) is:
|I0|max = 0 pu (7.1)
7.3.2 Unbalanced loads
However, balancing single-phase loads over the three phases is a seemingly
impossible task. It would require the same amount of power to be drawn all
the time.
In a typical street, single households are connected to a single phase, diversified
over neighbors. If a house is connected to phase 2, the two neighbors are likely
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Figure 7.2: The three phasors represent three unbalanced phase currents,
showing that when they are added together, the sum can be as large as 1 pu.
connected to 1 and 3. Statistically, this averages out and the total consumption
on each phase is more or less equal. The same happens with a customer with a
three-phase connection (residential, Small to Medium-sized Enterprise (SME)
...): the load should be spread over the different phases of that customer.
Nevertheless, the currents in the phases will never be exactly the same and as
such a neutral current will flow due to this unbalance. When the phases are
almost equally loaded, as would be statistically expected, the current through
the neutral will stay limited.
Fig. 7.2 displays an example with 0.66 pu on phase 1, 0.2 pu on phase 2 and 1 pu
on phase 3. Even in this already quite unbalanced system, the neutral only has
to conduct a current of 0.7 pu. In the worst-case scenario, the current through
the neutral would be 1 pu, i.e. when only one or two phases are maximally
loaded and the other(s) carry(ies) no current. This scenario was also the subject
of Sect. 6.4.
Summarizing, for an unbalanced system:
|I0|max = 1 pu (7.2)
7.3.3 Distributed generation
When DG is introduced, the phase current can reverse. The previous sections
have shown that spreading the loads equally over the different phases is important
to keep the neutral current limited. Exactly the same logic applies to DG.
If all three phases are supplied by DG (or any other infeed of power), the same
explanation as before is valid and the current through the neutral will not
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Figure 7.3: The three phasors show one phase with DG (phase 1) and two with
a load (phase 2 and 3), showing that when they are added together, the sum
can be as large as 2 pu.
exceed 1 pu. However, when currents through different phases have a different
direction, the neutral current gets drastically larger. Consider for example a
Photovoltaic (PV) system connected to phase 1 and a load connected to phase
2 that is consuming the injected power. In this case, the current through the
neutral is the vector sum of the two, reaching values of 1.5 times the individual
currents. In the worst-case scenario, such as the one described in Fig. 7.3, the
value can reach 2 pu or twice the phase current. This scenario was also the
subject of Sect. 6.5.
Summarizing, for an unbalanced system with distributed generation:
|I0|max = 2 pu (7.3)
7.3.4 Reactive power and its influence on the two others
Reactive single-phase loads can have a beneficial or negative effect on the amount
of neutral current to compensate. This can be illustrated using the same phasor
diagrams as before.
Fig. 7.4 shows six situations. In each situation, the three loads on the three
phases are all 1 pu. Fig. 7.4a, Fig. 7.4b and Fig. 7.4c show situations without
DG and Fig. 7.4d, Fig. 7.4e and Fig. 7.4f show situations with DG. Fig. 7.4a and
Fig. 7.4d show situations without reactive power and the others with. However,
for all situations, the net amount of reactive power is zero, as the reactive power
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in one phase is always opposite to the one in the other phase (i.e. cosφ is equal,
but one is capacitive and the other is inductive).
In Fig. 7.4b, the neutral current has increased to 1 pu, compared to the balanced
case (Fig. 7.4a). When phase 1 and 2 shift away from each other, they no longer
balance out phase 3. As such, the neutral current due to a single-phase load on
phase 3, is present as well.
In Fig. 7.4c, the phase shifts of phase 1 and 2 are swapped, but the neutral
current has increased again. However, the increase compared to Fig. 7.4b is
smaller. Phase 1 and 2 are now aligned towards each other and alone they
would imply a very high neutral current, which is opposed by that of phase 3.
Hence, the total amount of neutral current is smaller (
√
3− 1 = 0.73 pu). It is
however still larger than that of the balanced case.
When phase 3 is no longer a load, but becomes DG, the neutral current becomes
2 pu, as discussed before and visible on Fig. 7.4d. Fig. 7.4e then presents the
same change in reactive power as Fig. 7.4b. However, this time, the neutral
current decreases to 1 pu. Phase 1 and 2 have shifted away from each other,
but also from phase 3, decreasing the total neutral current.
Fig. 7.4f then presents the same change in reactive power as Fig. 7.4c. Here,
the neutral current further increases to 1 +
√
3 = 2.73 pu, as phase 1 and 2 shift
further towards phase 3. In this worst-case scenario, neutral currents can reach
the theoretical maximum of 3 pu, i.e. when all three phase-currents are aligned.
Summarizing, for an unbalanced system with reactive power, the maximum
neutral current is very dependent on the misalignment of the phases. A change
in one situations might have different effects than the same change in another
situation. Having reactive single-phase loads can increase or decrease the amount
of neutral current. However, in the worst-case scenario, when all phases are
aligned:
|I0|max = 3 pu (7.4)
7.3.5 Triplen harmonics
Harmonic distortion, caused by non-linearities, is another frequent cause of
neutral currents in three-phase four-wire systems. More specifically any balanced
triplen (3 ·n) harmonic will not cancel out, but be in-phase in the neutral. [135]
clearly describes the cause and remediation of neutral currents before the
increased neutral current due to DG was ever a problem. [135] specifically notes
the detrimental effect of 3rd harmonics (in that case due to computer systems).
It too can cause neutral currents of up to 1.73 pu. [100] notes that when both
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Figure 7.5: This figure shows the factors that are applied to limit the unbalance
causing effects.
harmonic distortion and load current unbalance are simultaneously present,
the neutral current may contain all harmonics. [100] also describes a number
of ways to deal with unbalance due to harmonics. The solutions of e.g. [136]
and [57] compensate harmonics in the neutral with a converter.
It is thus clear that also harmonics contribute to neutral currents and will
interact with the different scenarios described in this section. However, to
keep complexity limited only fundamental sinusoidal currents and voltages are
investigated. It can be a continued research topic to further include harmonics
in the solutions and analysis described in the following sections.
7.4 Limiting the neutral current to realistic values
The results presented in Sect. 7.3 are the worst-case situations. They may
be realistic in some cases, such as at the PCC of one customer, but they are
unlikely to occur in a real feeder. Relaxation criteria can be derived to limit the
situations to more realistic values, but still giving sufficient insight in how large
the current through the neutral connection is. In Sect. 7.3, three causes for
unbalance and neutral currents were identified that are relevant to this work. In
this section, these three causes will be relaxed. A limiter for the reactive power
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(‘1ph cosφ’), the amount of distributed generation (‘DG’) and the amount of
unbalanced loads (‘∆I’), which relates to simultaneity, is introduced. Fig. 7.5
graphically explains the concepts. These factors were chosen in such a way that
they are easy to determine and use, not in a way that they are mathematically
independent or easy for calculating the neutral current. Following subsections
will discuss the limiters and their influence in more detail.
7.4.1 Limit on the reactive power: ‘1ph cosφ’
A criterion to describe the reactive power in a system has been around for a
long time: the cosφ of the fundamental. It is a criterion that is often included
in standards describing how much reactive power a load (often a motor) is
allowed to ‘consume’. For the sake of this manuscript, the cosφ can thus also be
used to express how much reactive power a single-phase load ‘consumes’. Since
this is a property of the single-phase load, it is further denoted as ‘1ph cosφ’.
Limiting ‘1ph cosφ’ actually poses a limit on the phase shift φ. Furthermore,
the direction of the phase shift could be imposed, by limiting the loads to be
inductive (φ < 0, current lagging the voltage) or capacitive (φ > 0, current
leading the voltage).
An example is shown in Fig. 7.5, where the current of phase 1 lags by φ1 and the
current of phase 3 leads by φ3∗. In this example φ1 = −15◦, φ2 = 0◦, φ3 = 30◦
such that:
‘1ph cosφ’ = min(cosφ1, cosφ2, cosφ3)
= min(0.97, 1, 0.87)
= 0.87
This factor can then be used in a calculation for the neutral current, by saying
that for a specific scenario, only loads up to a said ‘1ph cosφ’ are allowed. As
was mentioned in Sect. 7.3.4, reactive power only has a detrimental effect in
specific cases. Limiting ‘1ph cosφ’ to realistic values (e.g. 0.8) will limit the
highest possible neutral current to a lower value.
Analytic formula As only a limited number of worst-case three-phase phasors
determine the maximal neutral current, it is possible to derive an analytic
formula.
The worst phasor combinations that can arise are Fig. 7.6a for the case without
DG and φ < 60◦, Fig. 7.6b for the case without DG and φ > 60◦ and Fig. 7.6c
∗assuming perfect, in-phase voltages.
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for the case with DG. The maximum neutral current can then be determined
as the vector sums of the phase currents, which leads to:
no DG and φ < 60◦: |I0|max = 2 cos
(pi
3 − φ
)
pu (7.5a)
no DG and φ > 60◦: |I0|max = 1− 2 cos
(pi
3 + φ
)
pu (7.5b)
DG and φ < 60◦: |I0|max = 1 + 2 cos
(pi
3 − φ
)
pu (7.5c)
DG and φ > 60◦: |I0|max = 3 pu (7.5d)
Fig. 7.7 plots the result of these formulas versus φ, ‘1ph cosφ’ and ‘1ph cosφ’
‘ind’ or ‘cap’ (discussed below). Clearly φ ≤ 90◦.
The first x-axis in Fig. 7.7 represents the maximum allowed phase shift φ of
each phase. The second x-axis represents the maximum allowed single-phase
cosφ and is thus calculated as the cosine of the first x-axis. The third x-axis
represents the maximum allowed single-phase cosφ when only inductive or only
capacitive loads are allowed. This is thus calculated as the cosine of double the
value of the first x-axis.
At the crossing of a vertical line, departing from the x-axes, and the plotted
lines (black or blue), one can read the maximal neutral current horizontally on
the y-axis. For example, at φ = 20◦, ‘1ph cosφ’= 0.95 or ‘1ph cosφ ind’ = 0.8,
which limit the reactive power to approximately the same value, one can find a
value of 1.5 pu for the maximum neutral current if DG is not allowed and 2.5 pu
if DG is allowed.
Introducing ‘ind’ and ‘cap’ A further means of limiting the amount of reactive
power is to only allow certain types of loads, i.e. capacitive (‘cap’) or inductive
(‘ind’) loads. As mentioned before, the effect of reactive power is especially
detrimental when the phase shifts in two phase currents are opposed (as is the
case for both Fig. 7.6a, Fig. 7.6b and Fig. 7.6c).
But as it is the phase difference that is of major importance, introducing the ‘ind’
and ‘cap’ limitation is actually also a means to just limit ‘1ph cosφ’. For instance,
limiting ‘1ph cosφ’ to ‘0.8 ind’ has the same effect as limiting ‘1ph cosφ’ to 0.95
as 2 arccos(0.95) ≈ arccos(0.8), i.e. the maximal phase difference between two
phases. This can be seen on Fig. 7.7, as those lines almost coincide.
Another remark concerning this additional limitation is that one would expect
that the effect of ‘0.8 ind’ compared to ‘0.8’ is similar to what would be
the effect of e.g. ‘0.95 ind’ to ‘0.95’. However, this is not the case. Since
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Figure 7.7: The maximum neutral current |I0|max, on the left y-axis, as
a function of the amount of single-phase reactive power, on the x-axes, as
calculated by (7.5). The x-axes all represent a means to describe the amount of
allowed single-phase reactive power. The results optionally include DG.
2 arccos(0.8) = 73.7◦ > 60◦, the effect of limiting to ‘0.8 ind’ will be less
(arccos(0.8) = 36.9◦) as actually only the 60− 36.9 = 23◦ makes a difference.
This can also be seen on Fig. 7.7.
Throughout this manuscript, the limitation ‘0.8 ind’ will frequently be used
to limit reactive loads to realistic values. This thus takes into account that
most loads with a lot of reactive power are usually inductive∗. It also takes
into account that other (large) loads will often have their cosφ limited to 0.95
(either inductive or capacitive), as is for example the case in Belgium for DG [9].
As an example, ‘1ph cosφ’ = 0.8 ind without DG gives:
|I0|max = 1.495 pu (7.6)
compared to 2.732 pu without limitations on the reactive power. ‘1ph cosφ’ =
0.8 ind with DG gives:
|I0|max = 2.495 pu (7.7)
compared to 3 pu without limitations on the reactive power.
∗Although recently a lot more capacitive loads are connected to the grid, such as inverters,
filters and Light Emitting Diode (LED) drivers.
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7.4.2 Limit on distributed generation: ‘DG’
The effect of DG in a system can double the maximum neutral size. Placing
a limit on DG will therefore have a direct effect on the potential amount of
unbalance in the system and the maximum neutral current. Sect. 7.3.3 discussed
the parameter ‘DG’ and this is actually already a limit on the amount of DG
in the system. If ‘DG’ is 0, no single-phase DG is assumed, if ‘DG’ is 1, it is
allowed.
However, this parameter does not have to be binary. As shown by Fig. 7.5, it
can also be a continuous value, relating to the maximum value of a phasor that
is injecting, rather than consuming, power. As is also shown by Fig. 7.5, the
definition of this parameter is closely related to that of ‘∆|I|’ (discussed below).
As would be expected from this parameter, the maximum possible size of the
neutral current is actually linearly dependent on the value of ‘DG’. This can
be seen in Fig. 7.6c and Fig. 7.7. From (7.5) it is clear that the effect of
DG (1 in that case) is just added to the value of |I0|max without DG (and
maximizes at 3 pu when φ ≥ 60◦). Especially in Fig. 7.6c it can be seen that the
worst-case happens when the effects of the two phases without DG are aligned
with the phase with DG. Making the current in the latter phase smaller, would
thus linearly result in making the neutral current smaller. If the maximum
permissible value for DG were to be 0.5, the maximum size of I0 would be that
of the situation without DG + 0.5. The only exception is in the case where
φ > 60◦. Then the situation without DG (as in Fig. 7.6b) can be larger. If it
is not, the worst-case situation is already at φ = 60◦, as then all phases are
aligned. Thus:
for φ < 60◦ :
|I0|max = I0,max,without DG + ‘DG’
= 2 cos
(pi
3 − φ
)
+ ‘DG’pu (7.8a)
for φ ≥ 60◦ :
|I0|max = max (I0,max,at φ=60◦ , I0,max,without DG)
= max
(
2 + ‘DG’, 1− 2 cos
(pi
3 + φ
))
pu (7.8b)
7.4.3 Limit on unbalanced loads: ‘∆|I|’
The final limit to unbalance, relates to the first cause discussed: an unbalanced
loading of the grid. As is described in Fig. 7.5, the parameter ‘∆|I|’ is defined
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in a similar manner to ‘DG’. It is the difference in magnitude of the individual
phase currents (| |), multiplied with the sign (sgn) of the real part (<). In other
words, it is the magnitude in which the currents differ from each other, but
where a phasor with DG has a negative sign.
∆|I| = max (|I1| · sgn (< (I1)) , |I2| · sgn (< (I2)) , |I3| · sgn (< (I3)))−
min (|I1| · sgn (< (I1)) , |I2| · sgn (< (I2)) , |I3| · sgn (< (I3))) (7.9)
This parameter thus assumes a simultaneity between the phases: if there is
consumption on phase 1 and 3 (as is the case in Fig. 7.5), it is very likely
that even if there would be production in phase 2, it would be limited. If the
consumption between phase 1 and 3 were close to 1 pu, ‘∆|I|’ ≤ 1 would ensure
that there is no production on phase 2. It is however not a replacement for
‘DG’, as when ‘∆|I|’ ≤ 1 and the maximum current drawn from consumption
is 0.5 pu, it would still allow production of 0.5 pu on any of the other phases.
Where ‘DG’ is a hard limit, ‘∆|I|’ is a relative limit.
‘∆|I|’ is thus similarly defined to a simultaneity factor a Distribution System
Operator (DSO) would use. For DSOs, the simultaneity factor takes in to
account that “the simultaneous operation of all installed loads of a given
installation never occurs in practice” [137]. Thus, in a system of 100 kVA
with a simultaneity factor of 0.3, the common feeder can be dimensioned for
only 30 kVA. In a similar way, ‘∆|I|’ is defined to assume that the phase currents
(positive or negative) are never more than ‘∆|I|’ different in size. As such, while
simultaneity is an absolute parameter to determine the phase currents, ‘∆|I|’ is
a relative parameter to determine the neutral current, where both are a way to
express a similar assumption.
Since the definition of ‘∆|I|’ also ‘contains’ that of ‘DG’, the effect of ‘∆|I|’ can
be stricter than that of ‘DG’, i.e. :
effect of ‘∆|I|’ > effect of ‘DG’
if and only if (7.10)
‘∆|I|’− 1 < ‘DG’
If ‘∆|I|’ − 1 > ‘DG’, both limits are important. If ‘∆|I|’ ≤ 1, it is the only
limit that matters (‘DG’ cannot be smaller than 0). Although a producing and
consuming phase can still occur at the same time, the worst-case scenario of
full production in one phase and full consumption in the other, can no longer
occur (maximally -0.5 pu and 0.5 pu for ‘∆|I|’ = 1)
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It should be clear now that all three parameters were chosen in a way that is
practical and useful. They were not chosen to be mathematically independent
or mathematically practical.
Effect without ‘1ph cosφ’ and without ‘DG’ The effect of ‘∆|I|’ is very
simple when it is more stringent than ‘DG’ and no reactive power is allowed
(i.e. ‘1ph cosφ’ = 1): the maximal possible neutral current equals ‘∆|I|’.
To explain this, consider two phase currents with equal magnitude α and one
phase current that is ‘∆|I|’ larger, i.e. α+ ‘∆|I|’. The vector sum of the three
phases can be done in two parts: the vector sum of all the parts α, which add
up to zero since they are exactly 120◦ shifted, and the remainder: ‘∆|I|’ of the
third phase. The latter is thus the neutral current.
When any of the two other phases is a value in between α and ‘∆|I|’, the vector
sum will get smaller, except when that phase equals α+ ‘∆|I|’. Then the neutral
current is again ‘∆|I|’, as only the worst-case value matters.
Effect with ‘1ph cosφ’ and without ‘DG’ When ‘1ph cosφ’ is considered, it
is again important to look at the worst case scenario. Consider now Fig. 7.8a
and Fig. 7.8b.
Fig. 7.8a is now the worst-case scenario when ‘1ph cosφ’ is allowed (in both
directions, so without ‘ind’ or ‘cap’). I.e. two phases are shifted towards each
other. The other phase is now shifted away with the smallest length allowed by
‘∆|I|’ and the largest angle allowed by ‘1ph cosφ’ (in either direction). This is
similar to Fig. 7.6a but now phase 1 needs to be present.
Fig. 7.8b is the case where the limit ‘ind’ is added. To prove again an equivalence,
twice as large an angle is allowed. It is clear that Fig. 7.8b is a phase shifted
version of Fig. 7.8a, proving again that the ‘ind’ or ‘cap’ limit is just a reformation
of φ. Phase 1 could also be shifted by the allowed angle, but this would yield
the same neutral current (as is also the case for Fig. 7.8a).
To be complete, Fig. 7.8c is again visualized. This situation is still valid, as in
this case, ‘∆|I|’ is 0. As long as Fig. 7.8c is not larger∗, described by (7.5b),
|I0|max can be calculated similar as before, but using the cosine rule to include
∗This limit also needs to be taken into account, but now the place where Fig. 7.6b becomes
the limit is also dependent on ‘∆|I|’ and not just on φ = 60◦ as it was before.
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the effect of ‘∆|I|’ shifted over φ degrees:
|I0|max =
√
(1− ‘∆|I|’)2 +
(
2 cos
(pi
3 − φ
))2
−
2 · (1− ‘∆|I|’) · 2 cos
(pi
3 − φ
)
· cosφ pu (7.11)
Effect with ‘1ph cosφ’ and ‘DG’ The last step remaining is to integrate the
effect of ‘DG’. As mentioned before, ‘DG’ is only important if ‘∆|I|’ > 1 and if
‘DG’<‘∆|I|’−1. In that case, consider Fig. 7.6c; that worst-case is still in effect,
except that now the size of phase 1 is dependent on ‘DG’ and ‘∆|I|’. Rotating
the current in phase 1, would only yield smaller results. The equation for the
maximum possible neutral current under the above mentioned case therefore
becomes:
for φ < 60◦ :
|I0|max = 2 cos
(pi
3 − φ
)
+ min(‘DG’, ‘∆|I|’− 1) pu (7.12a)
for φ ≥ 60◦ :
|I0|max = max
(
2 + min(‘DG’, ‘∆|I|’− 1), 1− 2 cos
(pi
3 + φ
))
pu (7.12b)
7.5 Overview of the results
7.5.1 Graphical overview
Using all results and equations from the previous section, one figure can be
generated that displays the maximum possible value of the neutral current as a
function of ‘1ph cosφ’ (or φ or with the ‘ind’ or ‘cap’ limits), ‘∆|I|’ and ‘DG’.
This is done in Fig. 7.9. It is clearly an extension from Fig. 7.7, as those two
lines and situations are still present. To recap what the parameters mean:
• ‘1ph cosφ’ is the maximum reactive power a single-phase connection can
have, indicated by its cosφ.
– ‘1ph cosφ’ can be limited to inductive loads only by including ‘ind’.
– ‘1ph cosφ’ can be limited to capacitive loads only by including ‘cap’.
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– ‘1ph cosφ’ can be limited by the phase angle φ itself.
• ‘∆|I|’ is a means of introducing simultaneity, by placing relative limits
on the absolute values of the currents, except that a phase with DG is
taken into account as a negative value. This was addressed in Sect. 7.4.3.
• ‘DG’ indicates whether or not DG is allowed on the system and how large
the absolute value can be. This was addressed in Sect. 7.4.2.
‘DG’ and ‘∆|I|’ are displayed as the different lines in Fig. 7.9 by means of one
formula: min(‘DG’ + 1, ‘∆|I|’), which simplifies to ‘∆|I|’ for scenarios without
DG. The legend, or thus solution of this formula, is displayed on the left y-axis.
‘1ph cosφ’, ‘1ph cosφ ind or cap’ and φ are all displayed as different x-axes.
The actual value of the neutral current |I0|max in pu can then be found on the
right y-axis.
The figure also visualizes that the theoretical maximum in a three-phase grid
(i.e. |I0| = 3 pu) is only possible when all phases are at maximum current, one
or two are injecting and the two phase-currents most opposed to each other are
shifted towards each other by 60◦, i.e. cosφ = 0.5.
Using Fig. 7.7 The figure can be used in a similar way as Fig. 7.7. The x-axes
represent the allowed/expected single-phase reactive power. One can use any of
the three x-axes, depending on which parameter is most practical.
By following the selected vertical line from the selected x-axis, one crosses
multiple plotted lines (in color). Each line represents a limit for ‘∆|I|’ and
‘DG’. By calculating min(‘DG’ + 1, ‘1ph cosφ’), one determines the selected
plotted line, because it starts at that point on the left y-axis. By following the
selected colored line from the left to the right, one will cross the selected vertical
line that represents the reactive power. The crossing of these two determines
the maximum neutral current |I0|max on the right y-axis, by transferring the
crossing horizontally to that y-axis.
Consider for example the case with ‘1ph cosφ’= 0.8 ind, ∆|I| = 0.3 and DG =
0.3. In that case, one uses the bottom x-axis and calculates min(‘DG’ +
1, ‘1ph cosφ’) = 0.3 for the left y-axis. The latter determines that the crossing
with the fourth plotted line in purple is sought. The vertical line for the crossing
is the fourth vertical line from the left, i.e. the one that originates from 0.8 at
the bottom x-axis and almost coincides with 0.95 from the second x-axis. This
vertical line and the purple-plotted line cross at |I0|max = 0.8, i.e. drawing a
horizontal line from the right y-axis at 0.8 would also cross this point.
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7.5.2 Numerical overview
Table 7.1 summarizes some situations that can be calculated with the presented
formulas or determined from Fig. 7.9. The column ‘Nr.’ shows the number of
the scenario being discussed. The columns under ‘Load properties’, describe
the properties of the loads. The column ‘Results’ shows the maximum neutral
current (|I0|max in pu) that can flow. The scenarios mentioned in this table are:
1. The base case, with only balanced loads, as described in Sect. 7.3.1.
2. The effect of in-phase unbalanced loads, as described in Sect. 7.3.2.
3. The effect of distributed generation, as described in Sect. 7.3.3.
4. The effect of reactive power without distributed generation, as described
in Sect. 7.3.4.
5. The effect of reactive power with distributed generation, as described in
Sect. 7.3.4.
6. The effect of limiting reactive power without distributed generation, as
described in Sect. 7.4.1.
7. The effect of limiting reactive power with distributed generation, as
described in Sect. 7.4.1.
8. The effect of introducing simultaneity and limiting distributed generation,
as described in Sect. 7.4.2 and Sect. 7.4.3.
9. The effect of introducing simultaneity, limiting distributed generation and
limiting reactive power, as described by all previous sections.
7.6 Conclusions
This chapter presents a methodology to determine how much neutral current
can flow at the fundamental frequency. The results are presented in formulas, a
table and a figure. Especially the figure can be used to determine the amount
of neutral current quickly.
From these results, it is clear that the influence of reactive power and distributed
generation is substantial. Especially when both can be expected in a system. In
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Table 7.1: This table shows the magnitude of neutral currents that can flow
under a variety of scenarios. The meaning of the column headers, identifying a
scenario, is explained in the manuscript.
Load properties Results
Nr. 1ph cosφ ∆|I| DG |I0|max[pu]
1 1.00 0.0 0.0 0.000
2 1.00 1.0 0.0 1.000
3 1.00 2.0 1.0 2.000
4 0.80 1.0 0.0 1.839
5 0.80 2.0 1.0 2.839
6 0.8 ind 1.0 0.0 1.495
7 0.8 ind 2.0 1.0 2.495
8 1.00 0.6 0.3 0.600
9 0.8 ind 0.3 0.3 0.862
a worst case, that is still realistic∗, neutral currents of up to 2.5 times the phase
current can present themselves. This is excluding the influence of harmonics.
If little simultaneity is expected, the effect of single-phase DG is linear. If
DG loads a conductor for 50%, the neutral current will increase by 0.5 pu.
Additionally, a single-phase load with a cosφ of just 0.95 adds an additional
0.6 pu to the neutral current.
As was noted in Chapter 6, also the required phase current to compensate
unbalance can be larger than 1 pu under specific circumstances. When this is
the case and how this interferes with the relative rating of the neutral conductor
can be the subject of further research. It is reasonable to assume that when
a lot of current is going through the neutral, a lot of current will also have to
pass through the phases and the relative overdimensioning of the neutral to
the phases might decrease. In addition, the interaction with (3rd) harmonic
compensation can also be the subject of further research.
The results of the neutral conductor size can be used to dimension any component
that should interact with this neutral current. In a distribution network, it
can be used to determine the size of the neutral conductor or the size of a
device that needs to counteract or compensate this. Furthermore, it is the
neutral current that flows through the distribution transformer. From a user’s
∗Full consumption and full injection at the same time, with only inductive reactive power
with a cosφ up to 0.8 or reactive powers up to a cosφ of 0.95. i.e. ‘∆|I|’= 2, ‘DG’= 1 & ‘1ph
cosφ’= 0.8‘ind’.
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perspective, it is the amount of neutral current that is injected into the grid or
consumed from the grid. Therefore, it is also the amount of current that needs
to be compensated should that amount be too high. The results can also be
used the other way around: if a certain rating is present, the results will tell
which situation can still be compensated.
Chapter 8
Optimal current redistribution
This chapter is based on [138]:
Jeroen Stuyts, Sven De Breucker, Jeroen Tant and Fjo De Ridder. “Unbalance
compensation by optimally redistributing current,” European Patent Submission
17 211 268, December 31st, 2017.
8.1 Introduction
Chapter 5 introduced the concept of current redistribution for unbalance
compensation. This chapter shows the implementation, using the inputs
generated with the Triple Frequency Locked Loop with Lyon Transformation
(TF3LT) from Chapter 4. When the current rating of the phases and neutral
is high enough, i.e. greater or equal than the results of Chapter 7, complete
compensation at the Point of Common Coupling (PCC) is possible.
No additional balanced three-phase (re)active power should be injected or
consumed for unbalance compensation, but a balanced three-phase (re)active
current or positive-sequence current can be injected/consumed by the converter
at the same time for other purposes, e.g. charging Plug-in Electric Vehicle
(PEV) or doing droop control. Sect. 8.2 explains how this can be achieved
with current redistribution, thereby continuing on the introduction of current
redistribution from Sect. 5.4.
When the current rating of the converter is not sufficiently high, as could be
the case for existing converters, additional constraints need to be taken into
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account. Therefore, an optimization is presented in Sect. 8.3 that maximizes
the unbalance-compensating current injected by a converter, while pro-actively
taking into account the hardware rating and guaranteeing the unimpeded
injection or consumption of (re)active balanced power.
The proposed approach is implemented and tested on the experimental setup.
The implementation details are shared in Sect. 8.4. Results are shown in Sect. 8.5
to prove both that complete unbalance compensation by current redistribution is
possible and that an optimal solution can be determined online and implemented
by a converter.
8.2 Compensating current unbalance by current
redistribution, continued
Sect. 5.4 introduced current redistribution as a means for compensating
unbalance. This had advantages for the Distribution System Operator (DSO)
as well as for a local system. Current redistribution relies on the decomposition
of the current in a positive-, negative- and zero-sequence current. This can
be done for any three-phase current, as proven by Fortescue in [20]. The
positive sequence is a balanced component, rotating with the grid frequency.
The negative sequence is also balanced, but rotating opposite to the grid
frequency. The zero-sequence comprises the in-phase components of all three
phases. Therefore, the opposite of the zero-sequence current also flows through
the neutral conductor.
Ideally, when the system would be balanced, the phase voltage only has the
positive sequence and realistically, the positive sequence is orders of magnitudes
larger than the negative and zero sequence. As such, only the positive-sequence
current transports the (relevant) (re)active, balanced power. The negative- and
zero-sequence components of the grid current are ‘useless’: they contain the
unbalanced components. So if a grid current Igrid:
Igrid = Ip,grid + In,grid + Iz,grid (8.1)
can be decomposed in its positive- (Ip,grid), negative- (In,grid) and zero-sequence
(Iz,grid) components, a compensation device should counter inject the negative
and zero sequences:
Icomp = −In,grid − Iz,grid (8.2)
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such that the total current, from the PCC on, is balanced:
IPCC = Icomp + Igrid
= Ip,grid + In,grid + Iz,grid − In,grid − Iz,grid (8.3)
= Ip,grid
This was also the case in Chapter 6 for the 4-leg converter, where this technique
was graphically illustrated. Additionally, a converter should be capable of
injecting positive-sequence current (Ip,conv) to transfer power to and from the
grid, such that an unbalance compensating converter’s current Iconv becomes:
Iconv = Ip,conv + Icomp = Ip,conv − In,grid − Iz,grid (8.4)
and the current from the PCC on is then:
IPCC = Iconv + Igrid
= Ip,grid + Ip,conv (8.5)
This theory is very similar to the one of e.g. [110] for passive filters, based on
the theory of Steinmetz. A crucial difference is that here, using the results
from the TF3LT, these compensating currents can be calculated, changed and
implemented in real time for varying loads.
Consequences While this technique may seem very simple, there are some
important consequences:
• A neutral connection is required to compensate the zero-sequence current.
The influence and rating of this connection have been discussed in the
previous two chapters.
• A measurement of the load or grid current is required for it to be
compensated.
• An online current decomposition is required that is capable of calculating
the negative- and zero-sequence currents from the measured current. This
can be done with the TF3LT from Chapter 4.
• The current controller should be capable of injecting unbalanced currents.
• The half-bridges should be capable of injecting the determined amount of
(unbalanced) current.
• All this has to happen without hindering the converter’s ability to inject
or consume balanced power.
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8.3 The optimization problem
Assuming that a converter can actually inject Ip,conv − In,grid − Iz,grid, no
optimization would be required. However, if a current rating of a connection
is not sufficient, that compensation current cannot be injected. Because the
current injected by the converter is unbalanced itself, limiting the current in
just one of the connections can limit both the injected positive, negative and
zero sequence.
Therefore, it would be better to pro-actively consider the current limits. However,
when a current limit is exceeded, a trade-off has to be made, e.g. limit the
zero-sequence or limit the negative-sequence injection∗. The best way to deal
with this is an optimization.
As such, two variables are introduced that limit the negative- and zero-sequence
injection: an and az, such that the converter current becomes:
Iconv = Ip,conv − anIn,grid − azIz,grid (8.6)
and the current from the PCC on becomes:
IPCC = Ip,grid + Ip,conv + (1− an) In,grid + (1− az) Iz,grid (8.7)
an and az are thus the relative amount of negative- and zero-sequence current
that needs to be compensated, varying between 0 and 1. It is clear that when
both an and az are 1, the compensation is perfect, as only the positive sequence
remains, and that when they are 0, there is no compensation.
8.3.1 Defining the objective function
The objective is to optimally minimize unbalanced currents in the grid and
thereby i.a. minimize the grid losses. Sect. 5.2.3 described Du as the perfect
way to calculate unbalance in a grid. However, the calculation of Du is quite
cumbersome and can be significantly simplified to form an objective function,
as only the minimization is relevant. In the calculations of Appendix E, it can
be seen that Du is calculated with the norm of currents, i.e.
√
I21 + I22 + I23 . As
such, for an objective function, it is sufficient to minimize the norm of the grid
currents to also minimize unbalance.
There are some ways to further understand this:
∗Except if only the neutral current limit is exceeded, then only decreasing the zero-sequence
has an effect.
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• The grid currents are only minimal if no unbalance is present.
• This also minimizes the losses of the grid currents, which are calculated
from their squares, assuming equal phase resistances.
• This is a least-squares solution for the grid-currents.
As such, one can represent the objective as:
min
(√
I21 + I22 + I23
)
(8.8)
of which the square root can be omitted due to the minimization, such that the
objective becomes:
min
(
I21 + I22 + I23
)
(8.9)
where Ii are the amplitudes of the respective phase currents.
The objective can then be reformulated, to include the compensation terms and
the sequences:
min
(
(Ip,grid + Ip,conv + (1− an)In,grid + (1− az)Iz,grid)21 +
(Ip,grid + Ip,conv + (1− an)In,grid + (1− az)Iz,grid)22 + (8.10)
(Ip,grid + Ip,conv + (1− an)In,grid + (1− az)Iz,grid)23
)
where the subscripts 1, 2 and 3 indicate the phases.
Formulating the problem like this clearly shows that the positive sequence
component of the converter is not hindered. I.e. injecting or consuming
balanced power has absolute priority over unbalance compensation.
Applying the reverse Lyon transformation (the inverse of (4.14)) and calculating
the absolute value from the complex phasors, yields the actual phase currents,
such that the objective finally becomes:
min
(|Ipos + (1− an)Ineg + (1− az)Izer|2+
|Ipose
−2pi
3 j + (1− an)Inege 2pi3 j + (1− az)Izer|2+ (8.11)
|Ipose 2pi3 j + (1− an)Inege
−2pi
3 j + (1− az)Izer|2
)
where Ipos is the total positive-sequence current of phase 1 in complex notation
(i.e. the sum of the positive-sequence grid current and positive-sequence converter
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current), Ineg the negative-sequence current (of phase 1) in complex notation
that needs to be compensated and Izer is the zero-sequence current (of phase 1)
in complex notation that needs to be compensated. Using complex notations
and thus the vector format of the decomposed currents is crucial, as their lengths
(absolute values) are (in steady-state) not time dependent, which means that in
steady-state the outcome of the optimization is at any time always the same.
Using the oscillating phase currents would yield continuously changing and thus
incorrect results.
8.3.2 Boundary conditions
Equally important to the objective, are the boundary conditions. The problem
is constraint by the amount of current that can flow through each individual
connection (converter leg), i.e.:
|I1,conv| ≤ Iφ,max (8.12a)
|I2,conv| ≤ Iφ,max (8.12b)
|I3,conv| ≤ Iφ,max (8.12c)
|I0,conv| ≤ I0,max (8.12d)
where Ii,conv is the complex current through the ith converter leg, Iφ,max is
the maximal phase current through the converter and I0,max is the maximal
neutral current through the converter. Iφ,max can be equal to I0,max, but this
is not required∗. Ii,conv can be calculated from (8.4) and the reverse Lyon
transformation (inverse of (4.14)). The equations then become:
|Ipos,c − anIneg − azIzer| ≤ Iφ,max (8.13)
|Ipos,ce
−2pi
3 j − anInege 2pi3 j − azIzer| ≤ Iφ,max (8.14)
|Ipos,ce 2pi3 j − anInege
−2pi
3 j − azIzer| ≤ Iφ,max (8.15)
|3azIzer| ≤ I0,max (8.16)
Where Ipos,c is the positive-sequence current of the converter (of phase 1) in
complex notation. Two additional boundary conditions can be formulated that
limit the solution space. The parameters an and az should always be in the
∗It is assumed that the phases have the same rating and thus the same limit (Iφ,max), but
this assumption can be easily altered in this equation.
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range [0, 1]. Any value below 0 would result in an additional injection of negative
and zero sequence, as would any value over 2. The range ]1, 2] would mean
a sign was wrong in the definition of the equation. Adding these boundaries
considerably limits the solution space, which should speed up an algorithm
computing the solution.
8.3.3 The overall problem
The problem that needs to be solved becomes:
Objective:
min
(
|Ipos + (1− an)Ineg + (1− az)Izer|2+
|Ipose
−2pi
3 j + (1− an)Inege 2pi3 j + (1− az)Izer|2+
|Ipose 2pi3 j + (1− an)Inege
−2pi
3 j + (1− az)Izer|2
)
Subject to:
|Ipos,c − anIneg − azIzer| ≤ Iφ,max
|Ipos,ce
−2pi
3 j − anInege 2pi3 j − azIzer| ≤ Iφ,max
|Ipos,ce 2pi3 j − anInege
−2pi
3 j − azIzer| ≤ Iφ,max
|3azIzer| ≤ I0,max
an ≤ 1
az ≤ 1
an ≥ 0
az ≥ 0
This is a quadratic problem with quadratic constraints, as both for the objective
as for the boundary conditions, the optimization parameters are squared due to
the calculation of the absolute value. This type of problem can be formulated
as a Second-Order Cone Program (SOCP). Here the norm of vectors is used,
which is ideal for SOCPs. Furthermore, an SOCP is convex, which guarantees
that there is one global minimum [139,140].
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The first four equations of the constraints, without the absolute value, are
the phase currents (in complex notation). These currents are thus those that
actually need to be injected by the converter to compensate unbalance.
8.4 Implementation
8.4.1 Determining the inputs for the optimization problem
The optimization problem requires that the load-current is decomposed into
its positive-, negative- and zero-sequence components. Preferably, this is done
with as high an accuracy and as little a delay as possible. As such, the current
decomposition of the TF3LT is used. Fig. 4.17 shows a block diagram of the
implementation.
The inputs for Fig. 4.17 are the current measurement (of the current to be
compensated) and the determined grid frequency. The outputs are the sequence
components Ipos,g, Ineg and Izer of the measured (grid) current.
Additionally, the positive-sequence of the converter Ipos,c needs to be determined.
Typically, the converter will have a setting for active power P and reactive
power Q. Using the determined positive-sequence voltage Up the calculation
becomes:
Ipos,c =
1
3
P + jQ
|Up| e
j∠Up (8.17)
8.4.2 Solver selection
Now that the inputs of the problem can be determined, the problem itself needs
to be solved. This can be achieved with any solver that can tackle these kinds
of problems, such as ECOS [141,142], fmincon [143], CVX [144] . . .
However, there are some specifics concerning an implementation for a converter:
• The solver needs to be compiled to be able to run on a converter control
unit.
• The solver needs to be very fast, because ideally a solution would be
required each time step of the converter (Ts).
• The solver is only a small part of the controller and needs to run on a
control unit, which is also running on the converter controller. As such, a
small code footprint is required and minimal CPU time is allowed.
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• Ideally, the solver is also deterministic such that a solution can be expected
in a known amount of time.
For these reasons, ECOS is selected. ECOS is an Embedded COnic Solver
that is designed to work in embedded applications, developed by the company
Embotech. It has a low code footprint, is single-threaded and library free.
Additionally, it is very fast and deterministic for small problems [141,142].
However, ECOS has no integrated modeling toolbox, which means that the
optimization problem has to be reformulated to what ECOS understands. This
is done in Appendix F. ECOS runs in native C and communication from the
high-level, compiled, controller with native C is thus required. Finally, even
ECOS will not have a solution every time step (here 62.5µs).
8.4.3 Implementing the solver
Both the communication problem and the timing problem can be solved with
a buffer. A buffer allows an asynchronous non-realtime process (ECOS), to
communicate with a real-time synchronous process (the converter controller)
[145]. The principle is visualized in Fig. 8.1. Fig. 8.1a shows a generic
implementation.
Here, the problem is thus solved with ECOS, the real-time synchronous controller
of the converter is programmed in a Matlab/Simulink environment, which is
compiled and then embedded on the converter control unit. The translation
from the Matlab/Simulink variables to the problem for ECOS is written in
native C and running on the converter control computer. Communication
happens over a Circular Inter-Process Communication (CIPC) buffer of which
Triphase defined the exact protocols, such that it would work together with
their software (see Appendix B for details on the Triphase system). Fig. 8.1b
shows this implementation.
8.4.4 Overall implementation
Now that all components are determined, they can be brought together. Fig. 8.2
visualizes the implementation. The block ‘Decompose’ is Fig. 4.17. The block
‘Construct positive sequence’ is shown in (8.17). The blocks ‘Gathering data’
and ‘Optimization’ depend on the actual solver being used and were described
in Fig. 8.1. The construction of the solution is achieved with the equations of
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(b) Present implementation
Figure 8.1: This figure shows the implementation of an optimization algorithm
running on a converter controller. Fig. 8.1b also indicates the different coding
languages and/or companies of the individual components.
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Figure 8.2: Overall implementation, showing the link with Fig. 8.1; the gathered
data is sent via a buffer to the optimization, which sends the results back to
construct the solution. The shaded components run asynchronously.
the boundary conditions, i.e.:
I1 = < (Ipos,c − anIneg − azIzer) (8.18)
I2 = <
(
Ipos,ce
−2pi
3 j − anInege 2pi3 j − azIzer
)
(8.19)
I3 = <
(
Ipos,ce
2pi
3 j − anInege
−2pi
3 j − azIzer
)
(8.20)
I0 = < (3azIzer) (8.21)
8.4.5 Current controller
A current controller is now required that can inject these unbalanced currents.
Either the positive, negative and zero sequences should be controlled, or the
individual phase currents.
Triphase’s Virtual Circuit Control (VCC) [24,146,147] was selected for this for
a number of reasons:
• It deals with the problems of regular three-phase current controllers, as
described in Sect. 2.6.
• It can inject unbalanced currents.
• It is very fast and performant, compared to e.g. the current controller
from Sect. 2.6.
• It can also compensate up to the 29th (unbalanced) harmonic.
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The implementation, provided by Triphase, is shown in Fig. 8.3 and the simplified
component, showing the inputs and outputs for the diagrams, is shown in Fig. 8.4.
VCC includes harmonic compensation and operates primarily in the frequency
domain, as indicated by the ‘Phasor_to_time’ blocks.
Fig. 8.5 will show that the current controller, modulation and harmonic
compensation are now replaced by VCC. Because VCC includes a state
estimator of the filter, it is no longer limited in speed by its resonant frequency.
Although undocumented, Triphase has reported stable operation at the switching
frequency, i.e. switching from maximal input power to output power in one
time step.
8.4.6 Application to a converter control scheme
With the new components, current redistribution can be included in the converter
control scheme. Fig. 8.5 shows how it can be included in the grid-supporting
scheme from Fig. 4.26.
8.5 Results
8.5.1 Methodology
The experimental setup, as in Appendix B, is used. Incandescent light bulbs
were used as resistive single-phase loads and connected in parallel to the grid
and the converter, as shown in Fig. B.1 and Fig. 2.4. All data are calculated
from three measurements, as also indicated in Fig. B.1 and Fig. 2.4: a voltage
and current measurement at the converter output and a current measurement
at the load.
The measurements, for all scenarios below, include (in that order) the:
• Grid current [A]: The grid current is the current flowing in the
(distribution) grid or after the PCC. It is the sum of the load current and
the converter current. The grid current is composed of three phase-currents
(1, 2 & 3) and the neutral current (0).
• Load current [A]: The load current is the current of the load that is to be
compensated. This can be any current, composed of any combination of
loads and/or distributed generation and represents thus also the current
flowing in a grid before any compensation. The load current is composed
of three phase currents (1, 2 & 3) and the neutral current (0).
RESULTS 149
CO
NT
RO
L
gl
ob
al
[O
UT
_G
C]
[O
UT
_V
C]
[O
UT
_P
LL
]
G
rid
 c
ha
ra
ct
er
iza
tio
n
IN
VC
IN
PL
L
O
UT
G
C
G
rid
_c
ha
ra
ct
er
iza
tio
n
[O
UT
_H
C]
[O
UT
_V
C]
[O
UT
_P
LL
]
[O
UT
_P
2T
_S
P]
[E
NA
BL
ED
]
Ha
rm
on
ics
 c
om
pe
ns
at
ion
IN
P2
T 
IS
P
IN
PL
L
IN
VC
EN
O
UT
HC
Cu
rre
nt
_h
ar
m
on
ics
_c
om
pe
ns
at
ion
[C
M
D]
[O
UT
_S
P]
[O
UT
_G
C]
m
in
m
ax
SP
 g
en
er
at
ion
t
x s
p
IN
CM
D
IN
G
C
O
UT
SP
AC
_C
ur
re
nt
_s
et
po
int
s_
ge
ne
ra
tio
n
gl
ob
al
 R
T
P2
T
⇒
IN
PL
L
IN
G
C
O
UT
P2
T
Ph
as
or
s_
to
_t
im
e2
[O
UT
_P
2T
_G
C]
[O
UT
_P
LL
]
[O
UT
_G
C]
P2
T
⇒
IN
PL
L
IN
HC
O
UT
P2
T
Ph
as
or
s_
to
_t
im
e1
[O
UT
_P
2T
_H
C]
[O
UT
_P
LL
]
[O
UT
_H
C]
P2
T
⇒
IN
PL
L
IN
G
C
IN
SP
IN
P2
T 
HC
IN
VC
O
UT
P2
T
Ph
as
or
s_
to
_t
im
e
[O
UT
_P
2T
_S
P]
[O
UT
_S
P]
[O
UT
_P
LL
]
[O
UT
_G
C]
[O
UT
_P
2T
_H
C]
[O
UT
_V
C]
[C
O
NN
EC
TE
D]
[O
UT
_V
C]
[O
UT
_P
LL
]
θ,ω
PL
L
IN
VC
EN
O
UT
PL
L
PL
L
lo
ca
l R
T
[IN
_S
EC
TI
O
N]
[E
NA
BL
ED
]
[O
UT
_P
2T
_S
P]
[O
UT
_V
C]
[O
UT
_P
2T
_G
C]
Vi
rtu
al 
Ci
rc
uit
 E
m
ula
tio
n
IN
SP
IN
G
C
IN
LM
IN
SE
CT
IO
N
EN
O
UT
VC
Vi
rtu
al_
cir
cu
it_
em
ula
tio
n
0
1
O
UT
[C
M
D]
[E
NA
BL
ED
]
[O
UT
_V
C]
pw
m
<p
wm
>
so
ur
ce
_id
co
nn
ec
t
en
ab
le
<c
on
ne
ct
>
ou
tp
ut
Fi
gu
re
8.
3:
Im
pl
em
en
ta
tio
n
of
V
irt
ua
lC
irc
ui
tC
on
tr
ol
as
us
ed
fo
rc
ur
re
nt
re
di
st
rib
ut
io
n,
fro
m
th
eT
rip
ha
se
to
ol
bo
x
[1
48
].
150 OPTIMAL CURRENT REDISTRIBUTION
Virtual circuit 
control
Iref,1230
Virtual circuit control
s1230
Im,1230
Um,1230
UDC
Figure 8.4: A diagram showing the inputs and outputs of the VCC.
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Figure 8.5: This diagram shows the implementation of the current redistribution
in the overall grid-supporting scheme from Fig. 4.26. The current controller,
modulation and harmonic compensation are replaced by the VCC.
• Converter current [A]: The converter current is the current that
compensates the load. It adheres to the boundary conditions applied
and optimally compensates the load current. The converter current is
composed of three phase-currents (1, 2 & 3) and the neutral current (0).
• Grid Power [VA]: the grid power is calculated according to the method
discussed in Sect. 5.2.4 and includes three different orthogonal, independent
components. The figures include the:
– Apparent power S: addresses the total burden on the grid. It
is the quadratic sum of the different grid power components as
S2 = P 2 +Q2 +D2u.
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– Unbalanced power Du: comprises the negative effect of the negative
and zero sequence and quantifies unbalance in one parameter. It was
introduced in Sect. 5.2.4.
– Active power P : the amount of active power that is present in the
grid (ideally as three-phase balanced positive sequence).
– Reactive power Q: the amount of reactive power that is present in
the grid (ideally as three-phase balanced positive sequence).
Three scenarios are presented that gradually increase in complexity. Unbalance
compensation is always enabled at 0.1 s, i.e. the first vertical line.
8.5.2 Complete compensation
In this scenario, no limits are imposed on the converter and it is capable of
compensating the unbalance of the load completely. The results are visualized
in Fig. 8.6. The grid current is reduced from a single-phase unbalanced load to
a balanced three-phase load. This is clear from the absence of a neutral current
at 0.5s and the decrease of Du from 890W to 30W, or 3.3% of the original
value∗. It is also clear that P remains unaltered and S, the total power in the
grid, decreases to P .
The converter is clearly injecting all the neutral current and the appropriate
phase currents to compensate the negative sequence. Furthermore, as P and
Q remain unaltered, it is also clear that unbalance compensation is achieved
without injecting or consuming any additional (re)active power. This scenario
proves that the theory of unbalance compensation by current redistribution
works and that almost perfect compensation is achieved.
8.5.3 Compensation with limits
In this scenario, limits are imposed on the converter and thus on its ability to
compensate the unbalance of the load completely. The results are visualized
in Fig. 8.7. The limits on phase and neutral current are 1App or 0.7Arms.
The grid current is reduced from a single-phase unbalanced load to a more
balanced three-phase load. Nevertheless, the result is far from balanced, due
to the imposed limits. The neutral current as well as the current in phase 2
is reduced by 1A, the maximum allowed by the limits, while that in phase 1
and 3 has increased. The decrease of Du from 899W to 554W, or 61.6% of the
∗The value of Du before compensation is the mean of the first 0.1 s of data and the value
of Du after compensation is the mean of the last 0.1 s of data
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Figure 8.6: Complete unbalance is achieved after enabling at 0.1 s. No limits
are imposed on the compensation currents to be injected.
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Figure 8.7: Optimal unbalance compensation is achieved after enabling at 0.1 s.
Limits are imposed: the converter can maximally inject 1App in the phase and
neutral, as such Du is reduced, but not fully.
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original value∗ clearly shows that unbalance is compensated. P and Q remain
unaltered and S also decreases.
The converter is clearly injecting the maximum of 1A per phase and in
the neutral. Furthermore, as P and Q remain unaltered, it is also clear
that unbalance compensation is achieved without injecting or consuming any
additional balanced (re)active power. This scenario proves that imposing the
limits works.
Additionally, this figure shows, by means of the two vertical lines, the time it
took for the optimizer to finish. At 0.1 s, the command was given to start the
unbalance compensation. At this point, the process from Fig. 8.1b takes place.
Communication back and forth to ECOS, as well as finding the solution and
applying it, took just 11.1ms. Because the load does not change, the solution
only has to be calculated once.
8.5.4 Compensation with limits, while injecting current
In this scenario, limits are imposed on the converter and thus on its ability to
compensate unbalance, while the converter is injecting balanced current itself.
The results are visualized in Fig. 8.8. The limits on phase and neutral current
are 2App or 1.4Arms and the converter is injecting 500VAr†. The grid current
is reduced from an unbalanced load to a more balanced load. Nevertheless, the
result is far from balanced, due to the imposed limits. The neutral current is
reduced and the current in phase 2 has decreased, while that in phase 1 and
3 has increased. The decrease of Du from 900W to 305W, or 33.9% of the
original value‡ clearly shows that unbalance is compensated. P and Q remain
unaltered and S also decreases.
The converter is clearly injecting the maximum of 2A per phase and neutral.
Furthermore, as P and Q remain unaltered, it is also clear that unbalance
compensation is achieved without injecting or consuming any additional balanced
(re)active power, while still being able to inject the desired amount of reactive
power. This scenario proves that the imposing of limits work, while being able
to inject power.
The optimizer and communication finishes in 10.8ms.
∗The value of Du before compensation is the mean of the first 0.1 s of data and the value
of Du after compensation is the mean of the last 0.1 s of data
†Balanced positive-sequence reactive power is injected, because it requires no source of
power on the DC side. It proves the same point as active power injection.
‡The value of Du before compensation is the mean of the first 0.1 s of data and the value
of Du after compensation is the mean of the last 0.1 s of data
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Figure 8.8: Optimal unbalance compensation is achieved after enabling at 0.1 s
while injecting 500VAr continuously. Limits are imposed: the converter can
maximally inject 2App in the phase and neutral, as such Du is reduced, but
not fully.
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8.5.5 Discussion
Improvement over the state-of-the-art Sect. 5.3.4 already explained the
inherently different approach compared to common solutions. Especially from
Sect. 8.5.2 and Fig. 8.6, it is clear that almost perfect compensation is achievable,
which is not the case for most solutions from literature. All neutral current and
all negative- and zero-sequence currents are gone as far as they can be measured,
only positive-sequence currents remain. As such, the result of passive filters is
achieved, but independent of the load and adapted in real-time. Additionally, no
known solution considers the hardware constraints pro-actively, except for [121]
who does not show an implementation.
Limits to complete compensation The limiting factors for the accuracy of
the unbalance compensation are
• the accuracy of the current measurement, from which the amount of
unbalance is calculated,
• the accuracy and speed of the current detection, which calculates
the sequence decomposition from the measurement and filters out the
fundamental,
• the accuracy of the current controller, which applies the reference current
and therefore also
• the accuracy of the current measurement at the output of the converter,
which is used as a feedback signal for the current control.
The combined error tolerances from these factors determine the error tolerance
for the current redistribution and leads up to the 3.3% accuracy for the complete
compensation shown in Sect. 8.5.3.
Calculation speed of the optimization routine In the presented system, the
optimization routine including communication from and to ECOS and the
reformulation of the problem, took around 11ms. This time was achieved
consistently throughout different tests on the target computer, while that target
computer was primarily, in a real-time process, used for the control of the
converter.
Because the optimization routine is running asynchronously, the actual timing
is not critical to the system. However, the faster the solution is available, the
faster it can be implemented. The decoupling of the time of the optimization
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routine with respect to real-time control is even more important in the context
of ever increasing switching frequencies.
For the context of this manuscript, unbalance is assumed to be a ‘steady-state’
problem with constant setpoints for tens of seconds, which is very slow compared
to a switching cycle (i.e. 16000 times slower). Even if the optimization would
require 100 times more time, e.g. because of a slower processor, it would still
finish in about one second. This can still be fast enough for a number of
applications. And in the time the converter does not have an optimal setpoint,
a suboptimal setpoint could be applied.
In order to limit the amount of optimizations that need to run, a tolerance
band was used. Only when the estimated current sequences are more than 2%
different, a new optimization is requested.
Impact of the VCC Sect. 8.4.5 introduced VCC as the current controller for
these experiments, including the most important reasons to use it. VCC can be
considered a very fast and stable controller. It forms no practical limitations for
the speed of unbalance compensation and also other grid-supporting features
could act much faster on events. However, as unbalance is assumed to be
steady-state, at least from the perspective of the converter, a slower current
control would not pose immediate issues. Faster control would just yield a faster
implementation of the results, as would a faster calculation of the optimization.
Additionally, VCC is not yet optimally combined with unbalance compensation:
• While the phase currents seem to change instantaneously, the neutral
current takes a longer time to vanish. The correct solution is given as a
setpoint to VCC instantaneously, but this unbalanced setpoint is controlled
in two ways. The phase currents are applied as differential mode and work
with a fast controller. The neutral current is applied as common mode
and has a different controller with a slower settling time.
• The phase currents that are actually injected by the converter sometimes
exceed the maximum rating that was set. It is important to note that the
fundamental never exceeds the maximum rating, but only the harmonics
and noise. This is due to the harmonic compensation, which is inherently
present in VCC. Ideally that would also be included in the optimization.
• Computational efficiency improvements are still possible, because VCC
also has its own Phase Locked Loop (PLL). That information could be
replaced by that of the TF3LT.
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Applicability to three-phase three-wire systems While the focus of the
manuscript and unbalance compensation lays on three-phase four-wire systems,
plenty of three-wire systems also exist. In this case, zero-sequence compensation
is no longer required and one of the major advantages compared to the state-of-
the-art vanishes. Furthermore, a neutral connection does not have to be added
to a converter, which does mean that current redistribution can be applied to
converters without changing the hardware.
Nevertheless, the proposed solution is still applicable to three-wire systems.
The simplest way to achieve this is to set I0,max permanently to zero for
the optimization. This guarantees that no current is injected in the neutral.
However, the optimization should have to be reworked. Probably an exact
solution will even prove to be better, as now the values for an from the three
boundary conditions can be calculated. The lowest value would then give the
best, but still achievable, result
A simpler calculation of the solution and a simpler hardware layout results in an
overall simpler implementation of current redistribution in three-wire systems.
8.6 Conclusions
This chapter describes how unbalance compensation by current redistribution
works and how it should be implemented on a converter. Negative- and zero-
sequence currents are shown to be compensated completely while injecting or
consuming balanced (re)active power. However, information on the current is
required, ideally supplied by a current measurement, and the balanced currents
will only flow in that part of the grid where the compensating currents were
calculated for, usually from the Point of Common Coupling (PCC) on.
Additionally, this ideal solution might not be achievable with the hardware
that is installed. Therefore, an optimal approach is presented that pro-actively
considers these constraints. This allows any three-phase converter, preferably
with neutral connection, to compensate unbalance, given that the proposed
controller can be implemented.
Current redistribution, as well as the optimization algorithm, were implemented
and tested on the experimental setup. The results show that the proposed
solutions work. The integration on the Triphase platform includes the
implementation of the Triple Frequency Locked Loop with Lyon Transformation
(TF3LT) from Chapter 4, communication with and implementation of ECOS
as optimizer and a three-phase plus neutral current controller. The speed at
which the optimal solution is calculated is well within one grid period.
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As shown in both Chapter 3 and Sect. 8.2, unbalance compensation is achieved
independently of other grid-supporting features. However, other features, like
harmonic compensation, may still exceed the constraints. To solve this, the
optimization algorithm could be expanded to include a trade-off between all
grid-supporting features. Other objectives, such as total cost or system losses,
may also be set.
Additionally, it is unclear what the effect on the converter itself is. Clearly, more
current is injected than just the positive-sequence, so the converter efficiency
will decrease. Additionally, since unbalanced currents are actively injected,
oscillations on the DC bus are expected to be larger and components such as
freewheeling diodes could be loaded more. This could also be the subject of
further research.

Chapter 9
Conclusion
This concluding chapter summarizes the main outcomes of the manuscript.
Based on these conclusions, a look ahead in the energy sector then offers some
recommendations to important stakeholders as well as a basis for future work.
9.1 General conclusions and summary
More and more converters are connected to the Low Voltage (LV) grid. These
offer control opportunities but also pose Power Quality (PQ) issues. The
first chapters show that three-phase converters have the control potential to
solve common grid problems as well as the PQ issues, and especially unbalance.
Converters can become grid supporting by adding features such as droop control,
fault ride-through and unbalance compensation. The research shows that the
impact on the software and hardware is limited, but that adding a neutral
connection, storage and overdimensioning the phase connections is beneficial.
The research further determines that the detection of the grid state is a
common requirement for the discussed features. Therefore, a novel grid-
state estimator is developed: the Triple Frequency Locked Loop with Lyon
Transformation (TF3LT). The TF3LT is an estimator and filter in one, which is
achieved by extending and enhancing the operation of the Dual Second-Order
Generalized Integrator Frequency Locked Loop (DSOGI-FLL). The TF3LT is
both implemented and compared to other state-of-the-art estimators. It can
detect more states, i.e. all the required states, do this fast, at the pace of the
switching frequency, and with a higher accuracy.
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The remaining chapters then discuss one very relevant use case in detail:
unbalance compensation. Current redistribution is proposed to compensate
unbalance. Compared to the state-of-the-art it is significantly different, because
it is based on the (unbalanced) current instead of the voltage. It is proven
to be theoretically capable of eliminating unbalance at the Point of Common
Coupling (PCC).
Current redistribution works best when the converter has a neutral connection,
clearly shown by the research. Unbalance is compensated up to two times better
in realistic scenarios when a neutral connection is available. However, that
neutral connection often has to carry more current than the phases; up to 2.5
times as much.
Therefore, an optimization algorithm is designed that allows every converter
to compensate unbalance, to the best of its abilities, independent of the size
of the (neutral) connection(s). This way of compensating unbalance is very
effective and additionally allows the converter to compensate unbalance while
still injecting or consuming balanced (re)active power.
9.2 A look ahead
With the ever-increasing share of DC generators and loads, a coupling with the
AC grid will remain an important topic until the latter concept may cease to
exist. Until then, converters can actively support the grid, as proven by this
manuscript. In the end, converters could even form the AC grid. Technically
speaking, that can be implemented today.
As such, the grid operators have the choice today to use this potential or not.
While most researchers seem to agree that millions of converters should offer
that grid support, grid operators might find it more desirable to still centralize
the control and support of the grid. Whether that is feasible, economic or
realistic is out-of-scope for this manuscript. If they choose to allow grid-support
on the other hand, two distinctively different approaches can be thought off.
While the answer will probably be in the middle, this section describes these
two different visions that suggest where the future of grid-coupling might head.
Market-based approach A commonly suggested way forward is one with
markets for ancillary services. As such, the effort of controlling and supporting
the grid is spread in the most economical way. Every device that is capable of
grid support can participate in the market and will be paid for its services.
A LOOK AHEAD 163
For this, the optimal approach from Chapter 8 could be extended to include all
grid-supporting features that the converter is capable of. A cost minimization
can then be executed at certain time intervals, which would interact with
the market. It might not be feasible for each converter/device to do this
optimization, so centralization can be a solution. A central solution can be
calculated per house, per (micro)grid, per system . . .
This would however require said markets and requires very precise regulations
on all services that are auctioned and expected. Additionally, some aggregation
and distribution of data is inevitable, requiring communication and facilitating
privacy issues.
Back to basics A completely different approach would be to hide all complexity
at each PCC by only allowing perfectly balanced sinusoidal currents to be
injected or consumed by each customer. Everyone thus solves his or her own
issues. This could be achieved with just one three-phase converter per local
three-phase system (residential, SME . . . ). This converter is likely installed to
couple the DC systems, ideally on a local DC microgrid. Especially when storage
is added, it is reasonable to assume that at each PCC a perfectly balanced
sinusoidal current flows that is constant for e.g. 15 minutes.
This would hugely simplify the use of the grid, its markets and the calculations
therein. Only active and reactive power for longer intervals would have to
be auctioned. Additionally, it solves many privacy issues (e.g. those of [149]),
because data only need to be protected locally and is not communicated. The
converter can even take on actions like a smart meter or energy monitoring device.
Because of the simplicity for grid operators, one would expect a significant
decrease in distribution costs, which would compensate for the investments.
This scenario could be achieved with an expanded version of the converter
described in this manuscript, which is capable in both hardware and software.
The converter only needs to be connected in parallel, as long as a current
measurement right before the PCC is present, so no adaptations to the present
supply system is required, if it is three-phase.
Additionally, the hardware of the converter needs to be capable enough to
compensate all possible scenarios. Especially for the neutral leg, the results of
Chapter 7 could be used. Finally, this only works if everyone has all the phases
of the grid available, although it might be possible to aggregate single-phase
converters and control them as one.
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9.3 Recommendations
From the results of the research and the look ahead, following recommendations
can be made to various stakeholders:
• To the Transmission System Operator (TSO): While we may have
distributed generation today, we are still lacking distributed control (effort),
especially when it comes to smaller units. Converter-based units, for
generation and consumption, will become more important and should
therefore contribute to the well-being of the grid; even the transmission
system. The lower power limit from which they should start to contribute,
should be significantly reduced. The results from this research clearly
show that converters are ready to support the grid. To enable this, the
Transmission System Operator (TSO) could make everything obligatory or
use an ancillary services market to auction the services. In any case, clear
guidelines are a necessity. These guidelines will have to take into account
(the lack of) communication, setpoints, transients, obligations, prices for
the services and access to their markets. . . Furthermore, interaction with
the Distribution System Operator (DSO) should be improved, because the
roles of DSO and TSO start to merge. The DSO now has assets available
to support the transmission system.
• To theDistribution System Operator (DSO): Converters can support
the distribution system. Converter based assets can increase the hosting
capacity for Distributed Generation (DG) by becoming an asset instead
of a burden. Allowing this support may be crucial for an economically
optimal operation of the grid. To enable this, the DSO could make
everything obligatory or use an ancillary services market to auction
the services. In any case, clear guidelines are a necessity. These
guidelines will have to take into account (the lack of) communication,
setpoints, transients, obligations, prices for the services and access to their
markets. . . Furthermore, interaction with the TSO should be improved,
because the roles of DSO and TSO start to merge. The DSO now has assets
available to support the transmission system as well as the distribution
system.
• To converter manufacturers: When converters are actively participat-
ing in grid control, a 100% converter-based grid is viable, which seems
like an attractive future. Therefore, it is important to implement some
services today, or at least allow for retrofitting. The main impact will
be on the controllers, so over-sizing the controller hardware will prove
useful. Additionally, communication, a neutral connection and (coupling
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with) storage vastly increases the potential of a converter and might prove
economic as well.
• To researchers: A lot of research is currently conducted on DG and
microgrids, but most of that knowledge should be transferable to all
converter-based applications (also active loads). Additionally, one could
consider all grids, even that of Europe, to be a microgrid; most results
from microgrids can be useful in strong grids as well. Furthermore,
when designing new controllers, some aspects are often overlooked. The
importance of a realistic implementation is clear, but once the controller
is actually used in the grid, a good and simple black-box model as well
as predictable fault behavior will be important for the DSO and TSO to
simulate what would happen after certain actions/events.
9.4 Future work
From both Chapter 8 as the look ahead, it is clear that the optimization has
a lot of potential for further research. Currently, only a trade-off between
negative- and zero-sequence current injection is tackled, but this could be
further extended to include all grid-supporting features. Other features, such
as harmonic compensation and droop control, are also subject to hardware
constraints and currently conflict with the optimal solution for unbalance.
Considering everything pro-actively is by far the better way to go. If tariffs for
these services would exist, the objective could be to minimize cost/maximize
income and then even include the balanced active power injection/consumption.
This optimization could replace the Combination block in Fig. 4.26.
The impact of executing the features also needs further research, which can
manifest itself on many fronts, like:
• The converter:
The converter will have to inject more current, the controller will have
to process more calculations . . . The effect on the efficiency will be non-
negligible and will have to be offset by the benefits of support. Additionally,
some components might be loaded differently than under normal operation,
e.g. increased oscillations on the DC bus and higher currents through
freewheeling diodes could be expected due to the injection of unbalanced
currents.
• The grid:
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– While system stability will not be affected by one converter, it will
with millions of converters. Therefore, the impact of the various
controllers on grid stability will have to be assessed. Proper settings
for the deadband, gain and other controller settings will have to be
agreed upon in the system to prevent oscillations or other instabilities.
– Spreading the control will make it harder to assess the impact of
actions. As such, simple behavior from the grid side is a necessity
and the grid operators should still be able to model the grid. Simple
black-box models are required that are universal over manufacturers
and can be simulated at a time step orders of magnitudes higher
than a converter time step.
– When the converters fail, either in their supportive actions or just
as a component, their fault behavior should be predictive, so that it
can be taken into account for grid operation.
– Additionally, power system reliability management must be reeval-
uated. The interpretation of the currently used deterministic n-1
criterion becomes less straightforward when the number of generating
units increase. New risk-based, probabilistic measures should be
considered.
• The features themselves:
Finally, the interaction between the features themselves is also crucial,
not only on the converter, but also among converters (i.e. parallelization).
This manuscript suggests that there is limited to no overlap in the control
scheme and that the features can definitely be made to work together.
However, they should also work together in a grid. There is no purpose
in one converter overcompensating the other one.
A final suggestion would be to implement the proposed controllers in a real
system. Major parts of the software should be transferable to existing converters
and can still be simplified to aid in achieving this. Combining existing converters
with new converters in a real grid, both equipped with the proposed controllers,
would yield interesting results and validate the potential.
Appendix A
Historical data
Table A.1 shows historical data for the past 10 years on typical converter coupled
applications. Both the evolution for the world, the EU and Belgium/Flanders
is shown. The distinction between Belgium and Flanders is based on the
availability of the data.
There are some important notes concerning the data:
• Considering the data on Photovoltaic (PV) panels: The data for Flanders
before 2014 were gathered by the Flemish regulator [150]. From 2015 on,
the data were gathered by the Flemish Distribution System Operators
(DSOs). Both sets of data have been made available online by the Flemish
government at energiesparen.be.
• Considering the data on battery storage: The data come from the
Department of Energy (DOE) from the USA, which includes all
electrochemical operational projects. The DOE did not record any such
projects for Belgium nor Flanders, only records of pumped hydro exist.
Home batteries are not yet included in the data from the DOE but are
a relatively new product that is expected to grow. However, for now,
reliable data could not be found.
• Considering the data on Plug-in Electric Vehicles (PEVs): The European
data from [7] rely on that of the European Alternative Fuels Observatory
[151]. Data for Belgium are also available in [151], but a report from VITO
specifically mentioned Flanders [8]. The Belgian automotive federation
FEBIAC [152] is another reliable source of data for Belgian PEV usage,
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but it does not make the distinction between plug-in hybrids and regular
hybrids. Hence, the data from VITO are preferred.
• Considering the data on fast and slow chargers: slow chargers include AC
level 2 chargers (> 3.7 kW and ≤ 22 kW). Fast chargers include AC 43 kW
chargers, DC chargers, Tesla Superchargers and inductive chargers. The
numbers for Belgium of [151] do not necessarily match with those of [153],
who uses the total number of connectors. However, [153] only has data
available up to 2014. Additionally, from websites such as oplaadpalen.nl
it is clear that most of the chargers in Belgium are actually in Flanders,
including Brussels (>80%) [154].
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Table A.1: Historical data on typical converter coupled applications in the
World, the EU and Flanders (Belgium).
Region 2007 2008 2009 2010 2011
PV
[MWp]
World 9 100 16 500 21 800 39 300 72 200
EU 5 700 10 400 17 800 32 100 54 000
Flanders 22 89 548 900 1 728
Battery
storage
[MWe]
World 67 113 134 169 246
EU - - 2 6 6
Flanders - - - - -
Number
of PEV
World 2 150 4 540 7 470 16 810 64 580
EU 1 030 1 330 2 410 3 330 12 380
Flanders 31 42 44 89 241
Slow
chargers
World 333 339 373 3 682 10 964
EU 0 0 0 400 3 882
Belgium - - - - -
Fast
chargers
World 42 42 142 373 1 369
EU 0 0 0 0 28
Belgium - - - - -
Cont. 2012 2013 2014 2015 2016 Source
PV
[MWp]
101 100 139 400 178 400 229 900 306 500 [155]
70 800 81 600 88 900 98 300 104 000 [155]
2 085 2 134 2 173 2 236 2 341 [4]
Battery
storage
[MWe]
340 503 726 1 151 1 631 [156]
13 32 88 151 245 [156]
- - - - - [156]
Number
of PEV
182 640 388 070 715 390 1 262 610 2 014 220 [7]
34 410 84 530 156 980 307 190 471 970 [7]
1 060 1 656 3 140 5 620 13 338 [8]
Slow
chargers
28 896 44 002 91 494 159 072 212 394 [7]
13 454 23 214 33 809 58 718 94 859 [7]
- 331 559 1 335 1 335 [151]
Fast
chargers
3 165 5 039 17 127 28 021 109 871 [7]
142 1 040 2 191 5 072 7 879 [7]
- 47 49 92 137 [151]
Appendix B
Experimental setup
All experiments were conducted with the Triphase rapid prototyping system,
which allows for a quick implementation, execution and testing of new control
algorithms for converters. The Triphase system is connected in parallel to the
low-voltage three-phase four-wire grid available in the lab. Also in parallel, is
VVVV
V
Load 3
Load 2
Load 1
(I) - External 
measurement
(H) - External 
measurement
Grid
(B)(A)
Figure B.1: The converter is connected in parallel to the low-voltage grid and
in parallel to the load. A current measurement of the load is available. In
the experimental setup, two additional external measurements (H and I from
Fig. B.2) are also present. A and B from Fig. B.2 form the converter.
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a load. The load can consist of incandescent bulbs to emulate resistances or
other RLC-components. The specifics of the load will be shared in the main
text where relevant. Fig. B.1 shows the schematic, based on Fig. 2.4.
The exact setup is shown in Fig. B.2. The Triphase system is of the PM15F120C-
type and comprises four subsystems with each three half-bridges (two of which
are shown as A on Fig. B.2) and an LCL-filter per half-bridge (six of which are
shown as B on Fig. B.2). The DC bus is common and a DC voltage is supplied
directly to this DC-bus, using DC sources (C on Fig. B.2). Each half bridge
is rated at 5 kW. While 12 half-bridges are present, only six were used for the
setup, i.e. the first three connected to phase 1-3 and the last three connected
to the neutral.
The Triphase system is programmed via Matlab/Simulink. This is then compiled
to a dedicated target PC (F on Fig. B.2) for the system, which controls the
Triphase system over a real-time Ethernet connection. Everything is monitored
from an engineering PC (G on Fig. B.2).
For reference, three external measurement devices are included in the
experimental setup: a dedicated frequency measurement device (E on Fig. B.2),
a power-quality monitoring device for the converter output (I on Fig. B.2) and
a power-quality monitoring device for the grid (H on Fig. B.2). Nevertheless,
most measurements in the manuscript make use of the integrated measurements
from the Triphase system. Finally, also a signal generator (D on Fig. B.2) was
used to calibrate the timings (see Appendix C).
Appendix C
Accurate measurement of the
converter sample time
When frequency droop should be provided by converters, it is critical that
the frequency is accurately measured. The dead-band of frequency reserves in
Europe is 10mHz and the standard frequency range is 50mHz [86]. That means
that an accuracy of at least
10 mHz
50 Hz = 0.02% (C.1)
has to be provided.
Due to the discretization of the Second-Order Generalized Integrator (SOGI),
as discussed in Sect. 4.5.3, the sample time of the converter controller requires
this accuracy as well. This appendix describes how that sample time can be
accurately measured in order to quantify any deviations.
C.1 Setup
The subject of the test is the Triphase PM15F120C with AC0 board (cfr.
Appendix B). In the default configuration, it runs at 16 kHz, i.e. with a sample
time Ts = 62.5µs. The sample time, in this applications, is also the converter
time step for switching. One voltage measurement of the Triphase system is
connected with a signal generator. The signal generator is set to generate a sine
with a frequency of 8 kHz, i.e. supposedly exactly half of what the converter is
setup for.
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The Triphase platform uses an integrated Field Programmable Gate Array
(FPGA) with an internal clock of 62.5MHz (Ts,FPGA = 16ns). Therefore, Ts
is an integer multiple of Ts,FPGA. Furthermore, the Triphase platform (in this
setup) uses symmetrical Pulse Width Modulation (PWM). As such, TsTs,FPGA
should also be divisible by two. Furthermore, a triangular carrier signal is used
to generate the PWM. That carrier is setup in such a way that TsTs,FPGA should
be divisible by four.
C.2 Principles of the measurement
The FPGA takes samples every Ts,FPGA of a measured signal. It then averages
out these signals over all its samples. This yields the measurement that is sent
to the Triphase platform at every Ts (thus with a delay of Ts2 ).
An 8 kHz sine should have half a period in Ts. Depending on the phase shift, this
value can be anything between the maximum, zero and -maximum. Independent
of the FPGA downsampling (e.g. taking measurements only every 2nd Ts,FPGA),
filtering and measurement noise, this signal should be constant if Ts is exactly
62.5µs or half a period of an 8 kHz wave.
However, if Ts takes longer or less long, oscillations in the averaged measurements
at Ts will occur. For example, if Ts takes longer than half a period, the averaged
measurement could be a complete half cycle and then a bit of the next cycle.
The next Ts however, the opposite half cycle had already been started, so the
measurement will be different. Up to the point where there is a quarter of the
upper cycle and a quarter of the lower cycle, averaging out to zero.
The principle is shown in Fig. C.1, where the grey and black bars show the
averaged value of the 8 kHz wave during their time (the actual Ts). An oscillation
is clearly visible. It is also clear that if the length of the bars corresponds to
half a period of the sine wave, the value would remain unchanged.
The oscillation contains information on the timing difference. It is similar as
the perception of the chorus effect, following from the Doppler Effect, in sound.
The oscillation can be easily perceived and visualized on the measurement of
the signal. During one period of the oscillation frequency Ts,osc, the Triphase
platform should have perceived Ts,oscTs pulses, but in fact it has measured two
more or less (i.e. 1 period of 8 kHz). The error on Ts is thus 18000Ts,osc .
The frequency of the applied voltage can then be altered until the oscillations
disappear. At this point, half the wavelength equals the sample time of the
converter.
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Figure C.1: Principle of operation of the measurement setup. The grey and
black bars correspond to the average value of the sine wave during their length.
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Figure C.2: Result of a timing misalignment at a requested frequency of
16 000Hz.
C.3 Measurement results
Fig. C.2 shows the result of the measurement; the red line shows a fit of a sine
wave. The frequency of the oscillation is 8,6209Hz, or Ts,osc = 116ms. Fig. C.2
actually shows two overlapping sines with a phase shift of pi rad, as the two
sides of the 8 kHz wave are measured.
116ms contains 1856 half periods of 8 kHz. However, the Triphase platform
thus perceives 1858 or 1854 half periods in this time span. This results in an
error of 67ms, or 0.11%. For a frequency measurement of 50Hz, this would
result in an error of 55mHz.
By altering the frequency of the waveform, the actual frequency was determined
to be 16 017.2Hz instead of 16 000Hz. More measurement results are shown in
Table C.1.
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Table C.1: Measurement results from the timing tests on the Triphase platform.
Requested Requested Measured Measured Error
frequency [Hz] Ts [µs] frequency [Hz] Ts [µs] [ns]
15 976.5 62.592 15 985.0 62.559 33.4
15 982.6 62.568 16 000.9 62.497 71.3
15 990.0 62.539 16 000.9 62.497 42.4
15 992.8 62.528 16 000.9 62.497 31.5
15 998.0 62.508 16 017.2 62.433 74.9
16 000.0 62.500 16 017.2 62.433 67.1
16 000.1 62.500 16 017.2 62.433 66.7
16 008.6 62.466 16 017.2 62.433 33.4
16 013.7 62.447 16 033.7 62.369 77.9
16 016.7 62.435 16 033.7 62.369 66.0
16 017.0 62.434 16 033.7 62.369 65.0
16 017.4 62.432 16 033.7 62.369 63.5
8 000.0 125.00 8 002.5 124.96 38.7
3 333.0 300.03 3 334.0 299.94 90.0
Part of the perceived error can be explained by the condition from the triangular
carrier signal, i.e. that TsTs,FPGA should be divisible by four. A round number
of Ts,FPGA can also be expected. However, it was perceived that the actual
amount of Ts,FPGA was always exactly 2 Ts,FPGA less.
Furthermore, it was perceived that when the presumed frequency is set to
the measured frequency for that setpoint, the system actually runs at another
frequency again. As such, it is currently impossible to match the requested Ts
and the actual Ts. A fault of at least 2Ts,FPGA is always present.
However, knowing what the actual sample time is, despite of the programmed
value, does allow for using that value in the discretization of the SOGI. If that
is not done, an error of at least 33 ns on the sample time would be present,
resulting in an error of at least(
1− 62.5 · 10
−6 − 33 · 10−9
62.5 · 10−6
)
· 50 Hz = 24 mHz→ 0.048%. (C.2)
Appendix D
Calculation of unbalance
indices
Following code is used to calculate the various unbalance indices from EN-
50160 [19], IEEE [102] and NEMA [103]. This code can be and is implemented
on a converter controller and uses the output from the TF3LT (Chapter 4).
1 function [VUF ,VUF0 ,LVUR ,PVUR] = UnbalanceIndices(
U123_v)
2 %Unbalance calculates the unbalance indices for a
given current through a grid
3 % Input: U123_v = voltage at a connection (vector
format)
4 % Output: VUF = voltage unbalance factor (V-/V+)
5 % VUF0 = homopolar voltage unbalance factor
(V0/V+)
6 % LVUR = voltage unbalance according to NEMA
7 % PVUR = voltage unbalance according to IEEE
8
9 U1 = U123_v (1)*exp(U123_v (2)*1j);
10 U2 = U123_v (3)*exp(U123_v (4)*1j);
11 U3 = U123_v (5)*exp(U123_v (6)*1j);
12
13 A = 1/3*[1 exp(2*pi/3*1j) exp(4*pi/3*1j); 1 exp (4*pi
/3*1j) exp (2*pi/3*1j); 1 1 1];
14
15 Uabc = [U1; U2; U3];
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16
17 Upnz = A*(Uabc (1:3));
18
19 VUF = abs(Upnz (2))/abs(Upnz (1))*100;
20
21 VUF0 = abs(Upnz (3))/abs(Upnz (1))*100;
22
23 % Take the absolute values to determine the phase and
line voltages
24 U1 = U123_v (1);
25 U2 = U123_v (3);
26 U3 = U123_v (5);
27
28 PVUR = (max([abs(U1) abs(U2) abs(U3)])-mean([abs(U1)
abs(U2) abs(U3)]))/mean([abs(U1) abs(U2) abs(U3)])
*100;
29
30 LVUR = (max([abs(U1 -U2) abs(U2 -U3) abs(U3 -U1)])-mean([
abs(U1 -U2) abs(U2 -U3) abs(U3 -U1)]))/mean([abs(U1-U2
) abs(U2-U3) abs(U3-U1)])*100;
31
32 end
Appendix E
Implementation of Current’s
Physical Components
Following code is used to calculate powers according to the theory of L. Czarnecki.
This code can be and is implemented on a converter controller and uses the
output from the TF3LT (Chapter 4). The implementation is based on [65,107,
157].
1 function [S,P,Q,Du,cosphi] = Czarnecki(U123_v ,I123_v)
2 %Czarnecki calculates the power at a point with
current and voltages based on the CPC theory by
Czarnecki
3 % Input: I123_v = current through a connection (
vector format)
4 % U123_v = voltage at that connection (vector
format)
5 % Output: S = Apparant power
6 % P = Balanced active power
7 % Q = Balanced reactive power
8 % Du = Unbalanced power
9 % cosphi = Balanced cosine phi
10
11 I1 = I123_v (1)*exp(I123_v (2)*1j)/sqrt (2);
12 I2 = I123_v (3)*exp(I123_v (4)*1j)/sqrt (2);
13 I3 = I123_v (5)*exp(I123_v (6)*1j)/sqrt (2);
14
15 U1 = U123_v (1)*exp(U123_v (2)*1j)/sqrt (2);
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16 U2 = U123_v (3)*exp(U123_v (4)*1j)/sqrt (2);
17 U3 = U123_v (5)*exp(U123_v (6)*1j)/sqrt (2);
18
19 normU = sqrt(abs(U1)^2+abs(U2)^2+abs(U3)^2);
20 % deadzone around 0 to avoid division by zero
21 if abs(normU) <=0.001
22 normU = 0.001;
23 end
24
25 S_v_temp = U1*conj(I1)+U2*conj(I2)+U3*conj(I3);
26 P = real(S_v_temp);
27 Q = imag(S_v_temp);
28
29 Ge = P/normU ^2;
30 Be = -Q/normU ^2;
31
32 Ia = Ge.*[U1 U2 U3];
33 normIa = sqrt(abs(Ia(1))^2+ abs(Ia(2))^2+abs(Ia(3))^2);
34 Ir = (Be*1j).*[U1 U2 U3];
35 normIr = sqrt(abs(Ir(1))^2+ abs(Ir(2))^2+abs(Ir(3))^2);
36
37 Iu = [I1 I2 I3] - Ia - Ir;
38 normIu = sqrt(abs(Iu(1))^2+ abs(Iu(2))^2+abs(Iu(3))^2);
39 Du = normIu*normU;
40 P = sign(P)*normIa*normU;
41 Q = sign(Q)*normIr*normU;
42
43 % deadzone around 0 to avoid division by zero
44 if P <=0.001
45 cosphi = 0;
46 else
47 cosphi = cos(atan(Q/P));
48 end
49
50 S = sqrt(P^2+Q^2+Du^2);
51 end
Appendix F
Mathematical derivation of
the optimization problem for
ECOS
The mathematical problem that needs to be solved with ECOS is:
Objective:
min
(
|Ipos + (1− an)Ineg + (1− az)Izer|2+
|Ipose
−2pi
3 j + (1− an)Inege 2pi3 j + (1− az)Izer|2+
|Ipose 2pi3 j + (1− an)Inege
−2pi
3 j + (1− az)Izer|2
)
Subject to:
|Ipos,c − anIneg − azIzer| ≤ Iφ,max an ≤ 1
|Ipos,ce
−2pi
3 j − anInege 2pi3 j − azIzer| ≤ Iφ,max az ≤ 1
|Ipos,ce 2pi3 j − anInege
−2pi
3 j − azIzer| ≤ Iφ,max an ≥ 0
|3azIzer| ≤ I0,max az ≥ 0
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ECOS however, expects the problem as a Second-Order Cone Program (SOCP)
in following form:
Objective:
min
(
cTx
)
Subject to:
Ax = b
||Gx|| ≤K h
where the last inequality is generalized, i.e. h − G · x belongs to the cone
K. [141,142]
Following sections describe the mathematical transformation such that the
problem can be solved with ECOS.
F.1 Transformation of the objective
The objective includes following complex parameters (inputs):
Ineg, Ipose
2pi
3 j , Ipose
−2pi
3 j , Ineg, Inege
−2pi
3 j , Inege
2pi
3 j , Izer
and two decision variables:
an, az
Following parameters are then introduced to eliminate the complex parameters
and simplify the objective:
Ipr1 = < (Ipos) Ipi1 = = (Ipos)
Ipr2 = <
(
Ipose
−2pi
3 j
)
Ipi2 = =
(
Ipose
−2pi
3 j
)
Ipr3 = <
(
Ipose
2pi
3 j
)
Ipi3 = =
(
Ipose
2pi
3 j
)
Inr1 = < (Ineg) Ini1 = = (Ineg)
Inr2 = <
(
Inege
2pi
3 j
)
Ini2 = =
(
Inege
2pi
3 j
)
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Inr3 = <
(
Inege
−2pi
3 j
)
Ini3 = =
(
Inege
−2pi
3 j
)
Izr = < (Izer) Izi = = (Izer)
a−n = 1− an a−z = 1− az
such that the objective becomes:
min
((√(
Ipr1 + a−n Inr1 + a−z Izr
)2 + (Ipi1 + a−n Ini1 + a−z Izi)2)2 +
(√(
Ipr2 + a−n Inr2 + a−z Izr
)2 + (Ipi2 + a−n Ini2 + a−z Izi)2)2 +
(√(
Ipr3 + a−n Inr3 + a−z Izr
)2 + (Ipi3 + a−n Ini3 + a−z Izi)2)2
)
which becomes:
min
( (
Ipr1 + a−n Inr1 + a−z Izr
)2 + (Ipi1 + a−n Ini1 + a−z Izi)2 +(
Ipr2 + a−n Inr2 + a−z Izr
)2 + (Ipi2 + a−n Ini2 + a−z Izi)2 +(
Ipr3 + a−n Inr3 + a−z Izr
)2 + (Ipi3 + a−n Ini3 + a−z Izi)2 )
Introducing additional variables:
x1 = Ipr1 + a−n Inr1 + a−z Izr x2 = Ipi1 + a−n Ini1 + a−z Izi
x3 = Ipr2 + a−n Inr2 + a−z Izr x4 = Ipi2 + a−n Ini2 + a−z Izi
x5 = Ipr3 + a−n Inr3 + a−z Izr x6 = Ipi3 + a−n Ini3 + a−z Izi
Such that the optimization becomes:
min
(
x21 + x22 + x23 + x24 + x25 + x26
)
And by introducing an additional constraint and new variable:
x21 + x22 + x23 + x24 + x25 + x26 ≤ x27
the problem linearizes to:
min x7
184 MATHEMATICAL DERIVATION OF THE OPTIMIZATION PROBLEM FOR ECOS
F.2 Transformation of the boundary conditions
The boundary conditions include following additional complex parameters
(inputs):
Ipos,c, Ipos,ce
2pi
3 j , Ipos,ce
−2pi
3 j ,
Following parameters are then introduced to eliminate these complex parameters:
Iprc,1 = < (Ipos,c) Ipic,1 = = (Ipos,c)
Iprc,2 = <
(
Ipos,ce
−2pi
3 j
)
Ipic,2 = =
(
Ipos,ce
−2pi
3 j
)
Iprc,3 = <
(
Ipos,ce
2pi
3 j
)
Ipic,3 = =
(
Ipos,ce
2pi
3 j
)
By eliminating the complex terms, the boundary conditions become:√(
Iprc,1 + anInr1 + azIzr
)2 + (Ipic,1 + anIni1 + azIzi)2 ≤ Iφ,max√(
Iprc,2 + anInr2 + azIzr
)2 + (Ipic,2 + anIni2 + azIzi)2 ≤ Iφ,max√(
Iprc,3 + anInr3 + azIzr
)2 + (Ipic,3 + anIni3 + azIzi)2 ≤ Iφ,max
az ≤ I0,max3|Izer|
0 ≤ an ≤ 1
0 ≤ az ≤ 1
x21 + x22 + x23 + x24 + x25 + x26 ≤ x27
So that with additional parameters
x8 = Iprc,1 + anInr1 + azIzr x9 = Ipic,1 + anIni1 + az
x10 = Iprc,2 + anInr2 + azIzr x11 = Ipic,2 + anIni2 + azIzi
x12 = Iprc,3 + anInr3 + azIzr x13 = Ipic,3 + anIni3 + azIzi
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and eliminating the square root, the boundary conditions become:
x28 + x29 ≤ I2φ,max
x210 + x211 ≤ I2φ,max
x212 + x213 ≤ I2φ,max
x21 + x22 + x23 + x24 + x25 + x26 ≤ x27
az ≤ I0,max3|Izer|
an ≤ 1
az ≤ 1
−an ≤ 0
−az ≤ 0
Of which the first four are second-order cones.
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F.3 Completed SOCP problem
The SOCP is now complete, so in the notation of [158] the equations become:
Objective:
min x7
Subject to:
Equality constraints:
a−n = 1− an a−z = 1− az
x1 = Ipr1 + a−n Inr1 + a−z Izr x2 = Ipi1 + a−n Ini1 + a−z Izi
x3 = Ipr2 + a−n Inr2 + a−z Izr x4 = Ipi2 + a−n Ini2 + a−z Izi
x5 = Ipr3 + a−n Inr3 + a−z Izr x6 = Ipi3 + a−n Ini3 + a−z Izi
x8 = Iprc,1 + anInr1 + azIzr x9 = Ipic,1 + anIni1 + az
x10 = Iprc,2 + anInr2 + azIzr x11 = Ipic,2 + anIni2 + azIzi
x12 = Iprc,3 + anInr3 + azIzr x13 = Ipic,3 + anIni3 + azIzi
First-order inequalities:
az ≤ I0,max3|Izer|
an ≤ 1 az ≤ 1
−an ≤ 0 −az ≤ 0
Second-order inequalities:
∥∥∥∥∥∥∥∥∥∥∥∥

x1
x2
x3
x4
x5
x6

∥∥∥∥∥∥∥∥∥∥∥∥
≤ x7
∥∥∥∥[x8x9
]∥∥∥∥
2
≤ Iφ,max
∥∥∥∥[x10x11
]∥∥∥∥
2
≤ Iφ,max
∥∥∥∥[x11x12
]∥∥∥∥
2
≤ Iφ,max
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So, if the problem for ECOS has to be of the form:
Objective:
min
(
cTx
)
Subject to:
Ax = b
||Gx|| ≤K h
then:
x =

an
az
a−n
a−z
x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
x11
x12
x13

c =

0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0

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A =

1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −Inr1 −Izr1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −Ini1 −Izi1 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 −Inr2 −Izr2 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 −Ini2 −Izi2 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 −Inr3 −Izr3 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 −Ini3 −Izi3 0 0 0 0 0 1 0 0 0 0 0 0 0
−Inr1 −Izr1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
−Ini1 −Izi1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
−Inr2 −Izr2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
−Ini2 −Izi2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
−Inr3 −Izr3 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
−Ini3 −Izi3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

b =

1
1
Ipr1
Ipi1
Ipr2
Ipi2
Ipr3
Ipi3
Iprc,1
Ipic,1
Iprc,2
Ipic,2
Iprc,3
Ipic,3

The first part of G consists of the non-negative orthant, i.e. the linear inequality
constraints. h is used to store the constant term of the right-hand side. To
make the notation clearer, the subscripts i and j for Gi,j and hi include the
rows i and columns j. The colon : is used to determine the range, e.g. from
column 3 to 5 would be 3 : 5 and all columns would be simply : .
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G1,: =
[
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
]
h1 =
[
I0,max
3|Izer|
]
G2,: =
[
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
]
h2 =
[
1
]
G3,: =
[−1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0] h3 = [0]
G4,: =
[
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
]
h4 =
[
1
]
G5,: =
[
0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0] h5 = [0]
The second part of G is made up of the second-order cones, i.e. the quadratic
inequality constraints. The first row is the right-hand side of the equation, the
next rows make up the left-hand side. h is used to store the constant term of
the right-hand side.
G6:12,: =

0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

h6:12 =

0
0
0
0
0
0
0

G13:15,: =
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
 h13:15 =
Iφ,max0
0

G16:18,: =
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
 h16:18 =
Iφ,max0
0

G19:21,: =
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
 h19:21 =
Iφ,max0
0

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