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Résumé court en français
Les nappes en matériau flexible renforcées par des câbles apparaissent dans de nombreux systèmes
industriels. Le rôle essentiel des renforts fibrés est d’apporter à la structure une rigidité plus impor-
tante en extension et en flexion. Mais il peut arriver qu’ils subissent une compression axiale im-
portante, éventuellement couplée à de la flexion, conduisant à des instabilités de type flambement
dans le plan de nappe. La thèse introduit une modélisation mécanique et numérique originale de
ces nappes permettant de décrire ces instabilités afin de mieux les comprendre, d’en contrôler les
effets et de dimensionner ce type de structures par calcul. Il prend en compte la flexion globale des
fibres, ainsi que la gestion des effets locaux induits dans la matrice.
La modélisation a été développée à deux échelles :
– une échelle macroscopique, introduisant une cinématique enrichie de milieu continu, reposant
sur une densité surfacique de poutres résistant aux flexions (dans le plan et hors plan). Unmodèle
d’éléments finis spécifique a été développé. On vérifie que cemodèle de structure mince n’est pas
sujet au phénomène de verrouillage numérique grâce à une analyse théorique ainsi qu’à une série
de tests numériques ;
– une échelle microscopique décrite par un modèle de cellule local construit et justifié par analyse
asymptotique, et résolu par éléments finis.
La modélisation a été analysée sous trois aspects
– l’aptitude à prendre en compte l’incompressibilité de la matrice sans verrouillage numérique.
– l’étude deflambement sous compressionpar analyse de stabilitémulti-échelles calculant la charge
critique et le mode de flambement attendu,
– la pertinence numérique des résultats obtenus par rapport aux simulations expérimentales dis-
ponibles.
Mots-clés : Modélisation multi-échelles ; Analyse de stabilité ; Verrouillage numérique ; Matériaux
composites renforcés ; Incompressibilité ; Hyperélasticité.
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Short Abstract in English
Fiber reinforced layers are very popular in industry but are prone to structural instabilities observed
in various experimental and technological environments. Such situations combine global inplane
buckling of reinforcing fibers and local shearing or compression of filling material. The purpose of
the work is to develop enriched multiscale models, able to treat both aspects through an adequate
kinematic description of the different components and a proper exchange of information between
local and global models.
The macroscopic level introduces in addition to the filling material a surface density of rods able to
resist against in plane and out of plane bending. A new finite element model is then developed at
this macroscopic level and we show through theoretical analysis and numerical tests that the model
is locking-free.
At microscopic level, a local cell model is introduced and justified through asymptotic analysis, mo-
del which is then solved by a local nonlinear finite element model.
Some numerical precautions are added in the multiscale approach to avoid a numerical locking on
incompressible materials. In addition, a multiscale stability analysis is conducted in buckling situa-
tions predicting the critical load and the corresponding buckling mode. The models are finally vali-
dated on available experimental set up.
Keywords : Multiscale modeling ; stability analysis ; Numerical locking ; Fiber-reinforced composite
materials ; Incompressibility ; Hyperelasticity.
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Introduction générale
L’objectif de ce chapitre est de présenter succintement le problème mécanique qui nous intéresse
dans cette thèse. On décrit les principaux phénomènes physiques qui devront être pris en compte,
ainsi que les difficultés numériques qui sont suceptibles d’apparaître lors de notre modélisation.
1.1 Présentation du problème
1.1.1 Nappes fibrées dans une structure 3D : cadre général
Les matériaux composés de couches de fibres sont très présents dans l’industie. Ils sont notamment
utilisés dans les sports automobiles et dans l’aéronautique, secteurs de pointe dans lesquels le com-
promis rigidité/poids est très important. Ces composites sont constitués de deux parties : la matrice
et des renforts fibrés. Les fibres assurent la solidité et la rigidité dumatériau. Lamatrice, quant à elle,
sert uniquement à maintenir les fibres solidaires les unes des autres. Elle est donc souvent choisie
peu résistante et assez légère.
Un matériau composite est généralement stratifié, c’est à dire que plusieurs couches de fibres (ap-
pelées "plis") sont empilées. Ces plis peuvent être constitués soit de fibres placées toutes dans le
même sens (plis unidirectionnels, cf (Grandidier and Potier-Ferry, 1990)), soit d’un tissage de fibres
(comme pour un tissu classique, voir figure 1.1(a) - cf (Drapier et al., 1996)).
On considèrera surtout dans cette étude des nappes fibrées qui sont entourées de matrice homo-
gène, comme illustré sur la figure 1.1(b). Cela peut correspondre à des structures possédant une
seule couche de fibres, ou bien à des composites stratifiés dans lesquels les plis sont éloignés les uns
des autres.
Le travail rapporté dans ce mémoire porte sur la modélisation d’une nappe fibrée noyée dans une
structure 3D , dans le cas particulier où :
– le comportement des matériaux est hyperélastique ;
– la structure peut subir de grandes déformations ;
– la matrice est incompressible ;
– l’écartement entre les fibres est constant.
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(a) Composite stratifié (b) Nappe fibrée dans une structure 3D
FIG. 1.1: Exemples de structures avec une ou pluesieurs couches fibrées
Un exemple standard de nappes correspondant à ces hypothèses est celui des plis de renforts pré-
sents dans un pneumatique, qui sont composés de gomme incompressible et de câbles (textiles ou
métalliques), comme représenté sur la figure 1.2.
Nappes sommet
Nappe carcasse
Composite : gomme + acier
Composite : gomme + acier
ou gomme + textile
FIG. 1.2: Nappes fibrées dans un pneumatique (société Michelin)
La structure d’unenappefibrée est assez complexe, et peut être décomposée en trois échelles, comme
résumé sur la figure 1.3 :
– niveau macroscopique : on se place à l’échelle de la nappe fibrée, dont le volume est noté ΩM .
Chaque point matériel de son plan est au centre d’un volume élémentaire représentatif noté Ωm ,
comprenant des parties fibres et matrice ;
– niveau mésoscopique : on se place à l’échelle d’une fibre. Chaque point matériel est à l’intérieur
d’un volume élémentaire consitué d’une section de fibre entourée d’un petit volume de matrice ;
– niveau microscopique : échelle du comportement élémentaire.
Dans cette étude, on ne descendra jamais jusqu’à l’échellemicroscopique, en se limitant aux niveaux
macroscopique etmésoscopique. On suppose pour cela que l’on dispose d’une loi de comportement
approchée à l’échelle mésoscopique.
L’objectif de ce travail est d’élaborer une méthode numérique permettant de simuler de manière
fiable le comportement d’une telle nappe fibrée, couplée avec le reste de la structure 3D , dans des
situations de grande déformation avec forte flexion et compression potentielle.
Dans un contexte industriel, les coûts de calcul doivent rester raisonnables, c’est pourquoi on sou-
haite que les calculs soient réalisés le plus possible à l’échelle macroscopique. Un exemple d’élé-
ments finis utilisés à l’échelle macroscopique est donné sur la figure 1.4.
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Echelle
Echelle
Echelle
microscopique
mésoscopique
macroscopique
ΩM
Ωm
Ωµ
FIG. 1.3: Décomposition multi-échelles d’une nappe fibrée
FIG. 1.4: Eléments finis grossiers pour la simulation de la nappe fibrée
Néanmoins, du fait de leur structuremulti-échelles, le comportementmécanique des nappes fibrées
est très complexe, surtout en situations de forte flexion et de compression dans le sens des fibres : la
réponse du composite dépend alors des deux échelles par :
– la rigidité des fibres en compression (échelle macroscopique) ;
– la rigidité des fibres en flexion (échelle macroscopique) ;
– les efforts exercés par la gomme sur les fibres (échelle mésoscopique).
On décrit une telle situation dans ce qui suit.
1.1.2 Exemple représentatif : compression sous flexion circulaire
Comme on vient de le dire, le comportement le plus complexe d’une nappe fibrée correspond à une
forte flexion des fibres couplée à une compression axiale.
Pour valider notremodèle, nous avons donc choisi demettre en place un cas test relativement simple
imposant ce type de chargement à la couche de fibres :
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On considère une éprouvette de gomme comprenant une nappe fibrée dans sa partie inférieure.
Une fine lame métallique est collée sur sa surface supérieure, dont le rôle sera d’empêcher toute
extension ou compression. La géométrie de l’éprouvette est représentée sur la figure 1.5.
On impose une flexion circulaire sur la surface supérieure de cette éprouvette, comme indiqué sur la
figure 1.6. La lamemétallique disposée sur la partie supérieure empêchant toute extension, la flexion
engendre alors une mise en compression axiale des fibres.
Ω
Ωe
Ωe
Lamemétallique
Gomme
Fibre
FIG. 1.5: Géométrie
Compression axiale des fibres
FIG. 1.6: Chargement
Cet exemple représentatif de flexion déviée a un rôle très important tout au long de ce mémoire. Il
est analysé en détail dans la partie III, et sert à la validation de nos modèles dans les parties I et II.
1.2 Mise en évidence des phénomènes importants
On décrit dans cette section tous les phénomènes physiques et numériques qui peuvent avoir un
rôle important dans la modélisation des nappes fibrées.
1.2.1 Phénomènes physiques macroscopiques
Les phénomènes physiques macroscopiques qui ont un rôle important sont mis en valeur par des
résultats expérimentaux.
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Rigidité dans le sens des fibres
Les nappes fibrées présentent un effet orthotrope : les fibres assurant la rigidité du matériau, la
nappe sera beaucoup plus résistante en traction et en flexion dans leur direction.
Notre modélisation devra prendre en compte cette résistance des fibres en traction et en flexion,
alors que la nappe se comportera essentiellement comme unemembrane dans la direction normale
aux fibres.
Instabilités en compression axiale
La résistance des câbles en compression étant très élevée par rapport à celle en flexion, on peut
s’attendre en pratique à ce qu’une fibre mise en forte compression présente une instabilité de flam-
bement. Pour étudier ce phénomène, on réalise l’expérience de flexion circulaire décrite dans la
sous-section 1.1.2.
Le montage utilisé est représenté sur la figure 1.7 : la nappe fibrée est placée en dessous d’une large
épaisseur de gomme incompressible, sur laquelle on colle une fine lame en acier (appelée clin-
quant). Cette éprouvette est encastrée entre deux mors indéformables, qui permettent d’imposer
deux couples purs de signes opposés à ses extrémités.
Acier
Gomme de bourrage
Nappe fibrée
Câbles
Gomme de calandrage
FIG. 1.7: Montage de l’expérience de flexion circulaire
Les deux couples purs opposés produisent unmoment constant sur la longueur de l’éprouvette. Les
matériaux étant supposés élastiques, la courbure est alors elle aussi constante dans l’éprouvette.
Cela signifie que la déformée forme un arc de cercle (modulo les imperfections sur la géométrie et le
chargement), comme on peut le vérifier sur la figure 1.8.
FIG. 1.8: Flexion circulaire d’une nappe fibrée (d’après (Caillard, Michelin))
La lame métallique située sur la surface supérieure est prise très résistante en extension. Ainsi, la
fibre neutre de l’éprouvette se situe près de la surface supérieure, et la nappe fibrée située en dessous
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est alors compressée. Lorsque la courbure augmente, cette compression va finir par provoquer un
flambage collectif des câbles dans le plan de la nappe, comme illustré sur la figure 1.9
FIG. 1.9: Flambement de la nappe sous flexion circulaire (d’après (Caillard, Michelin))
Ce type d’instabilités est dû au comportement non linéaire de la nappe fibrée, et il est important
que notremodèle soit capable de les simuler. Il est en particulier contrôlé par la présence de gomme
entre les fibres qui impose un comportement collectif des fibres, modifie le seuil d’instabilité, et
pilote le comportement post-flambement.
1.2.2 Phénomènes physiques mésoscopiques
Les résultats expérimentaux ne permettent pas d’observer ce qui se passe à l’intérieur des nappes, à
l’échelle mésoscopique. En particulier, on ne peut pas mesurer les déformations de la gomme loca-
lisées à l’interface avec un câble ou encore son cisaillement par la mise en flexion des câbles voisins.
Pour étudier l’importance de ces micro-déformations, une solution est de réaliser des simulations
numériques soit sur la géométrie complète de la nappe, soit à l’échelle d’un volume élémentaire
représentatif.
Un exemple de calcul mésoscopique est donné sur la figure 1.10 , correspondant à une flexion circu-
laire avec compression de la nappe fibrée comme décrit précédemment. Ce calcul a été réalisé sur
un maillage 2D avec le logiciel libre Freefem++, dans lequel on impose la dérivée normale à cette
section
∂u
∂X1
de manière à modéliser la compression axiale produite par la mise en flexion (plus de
détails sont donnés dans le chapitre 10 de ce rapport).
e2
e3
(a) Maillage utilisé (b) Composante 22 du gradient de déforma-
tions
FIG. 1.10: Déformations localisées près des câbles (résultat obtenu avec des éléments finis P2 dans
le logiciel Freefem++).
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Ces résultats montrent l’existence de déformations importantes de la gomme localisée près des
câbles, traduisant un couplage entre les deux matériaux :
– La gomme guide la position des fibres par sa résistance en traction/compression ;
– La torsion des câbles est contrôlée par la mise en cisaillement de la gomme.
Ces remarques prouvent l’importance de l’échelle mésoscopique sur le comportement global de la
nappe à l’échelle macroscopique.
1.2.3 Contraintes numériques
Nous avons décrit les phénomènes physiques qui semblent indispensables à prendre à compte dans
les sous-sections 1.2.1 et 1.2.2. Ces facteurs vont nous guider par la suite pour choisir une modélisa-
tion adaptée au problème. Cependant, nos choix doivent aussi dépendre de contraintes numériques,
qui font l’objet de cette sous-section.
Verrouillage numérique
Le verrouillage numérique est un phénomène indésirable qui sera étudié plus en détails dans le cha-
pitre 3. Il se présente dans des situations mécaniques où coexistent des modes de déformation de
rigidité très différentes, qui seront mal respectés par approximation numérique. D’un point de vue
mathématique, ce phénomène est décrit par le cadre abstrait suivant :
On considère une formulation variationnelle, faisant intervenir un petit paramètre ǫ, de la forme :
(cf (Chapelle and Bathe, 2003))
Trouver uǫ ∈ V tel que
A(uǫ,v)+ǫ−2 < Γ(uǫ),Γ(v)>= F (v) ∀v ∈ V ,
où A est une forme bilinéaire symétrique positive, F représente une forme linéaire, Γ est un opé-
rateur continu de V dans un espace W dont < ., . > est un produit scalaire. Au delà d’une rigidité
homogène présente dans le terme A, le système est donc très raide sur les déformations Γ(u).
Le terme ǫ−2 a alors le rôle d’un paramètre de pénalisation correspondant à la contrainte Γ(v) = 0.
Et lorsqu’on fait tendre ǫ vers 0, on peut montrer que la suite de solutions (uǫ) converge vers u0,
solution du problème :
Trouver u ∈ V0 tel que
A(u,v)= F (v) ∀v ∈ V0 ,
avec
V0 =
{
v ∈ V tels que Γ(v)= 0
}
.
Quand l’espace V0 n’est pas vide, et si le chargement est compatible (c’est à dire F ∈ V ′0 ), ce problème
limite est bien posé et admet une solution non nulle.
On discrétise ce problème (par exemple par une méthode d’éléments finis), et on note V h ⊂ V le
sous-espace discret. Pour une taille de maille h fixée, , si V h n’est pas suffisamment riche, on risque
d’être proche de la situation V h∩V0 =
{
0
}
. Dans ce cas, la solution du problème discrétisé tend vers 0
quand ǫ diminue, ce qui signifie mécaniquement que le système apparaît alors de plus en plus raide
contrairement au problème continu.
En pratique, le paramètre ǫ n’approchera jamais 0, mais les remarques précédentes illustrent la dé-
pendance entre la taille de maillage et la valeur du paramètre ǫ. A ǫ fixé, si on ne prend pas de pré-
cautions, il faudra utiliser des tailles demaille h très petites pour approcher correctement la solution
continue en norme A(., .)+ǫ−2 < Γ(.),Γ(.)>, ce qui est clairement indésirable.
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Les nappes fibrées considérées dans ce travail possèdent deux sources potentielles de verrouillage
numérique :
– l’incompressibilité de la gomme constitutive de la matrice ;
– la faible épaisseur de la structure.
Une analyse spécifique devra vérifier si notre modèle présente un risque de verrouillage numérique
pour ces deux facteurs.
Flambement numérique
Pour éviter un verrouillage numérique dû à la faible épaisseur de la nappe renforcée, une solution
consiste à supposer que la gomme va subir la totalité du cisaillement, et donc que les fibres vont
résister uniquement en extension/compression. Ce modèle, appelé "modèle de nappe arasée", sera
détaillé dans le chapitre 2.
Mais le comportement des fibres en compression est difficile à modéliser. Par exemple, avec des élé-
ments finis classiques, une mise en compresssion axiale peut provoquer un phénomène indésirable
tel qu’observé sur la figure 1.11, appelé "Flambement numérique". Le modèle numérique devient
instable, avec l’apparition de plis à l’échelle du maillage. Cela engendre deux problèmes :
– les résultats numériques ne sont ni fiables ni exploitables dans la zone de flambage, car la solution
numérique calculée y oscille de façon parasite à l’échelle du maillage ;
– l’énergie n’a pas de véritable minimum dans l’espace des déplacements autorisés par la discré-
tisation par éléments finis. Plusieurs solutions d’énergie voisine coexistent, ce qui conduit à des
problèmes de convergence numérique, le code ne sachant pas vers quelle solution bifurquer.
FIG. 1.11: Résultat observé avec un modèle de nappe arasée suite à une mise en compression
axiale, avec un logiciel éléments finis en déplacements utilisant des éléments 2D Q1 axisymétriques
(d’après (Dejonghe, Michelin))
Demanière grossière, il coûte moins cher (énergétiquement parlant) de faire osciller la nappe d’une
maille à l’autre (donc de faire travailler la gomme en cisaillement) que de comprimer le câble. Ce
phénomène purement numérique est dû au fait que le modèle ne "voit pas" la mise en flexion des
câbles.
Cet exemplemontre que lesmodèles utilisés demanière classique ne sont pas assez riches : la flexion
des câbles ne peut pas être prise en compte par une formulation éléments finis à l’échelle de la nappe
basée sur des déplacementsC∞ par élémentsmaisC0 d’un élément à l’autre, car chaque élément ne
voit que du cisaillement. Il faut donc qu’une information plus riche passe entre 2 éléments consécu-
tifs d’une nappe.
1.3 Enjeux de la modélisation et travaux existants
Pour résumer les sections 1.1 et 1.2, la modélisation des nappes fibrées exige des spécificités qui
peuvent être décomposées suivant les échelles où elles interviennent :
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A l’échellemacroscopique :
– A : Prise en compte de l’orthotropie dans des calculs en grandes déformations ;
– B : Gestion du verrouillage numérique dû à l’incompressibilité de la gomme ;
– C : Gestion du verrouillage numérique dû à la faible épaisseur de la nappe ;
– D : Prise en compte de la flexion des câbles dans l’énergie, pour détecter des instabilités avec les
bons modes de flambement, et donc éviter un flambage numérique en compression.
A l’échellemésoscopique :
– E : Calcul des micro-déformations dans la gomme, permettant de prendre en compte le couplage
entre les câbles et la gomme ;
– F : Gestion locale du verrouillage numérique dû à l’incompressibilité de la gomme.
La plupart de ces problèmatiques a déjà été largement étudié dans la littérature : La résolution nu-
mérique du problème macroscopique en grandes déformations (point A) sera faite par la méthode
des éléments finis. Cette méthode a commencé à être utilisée en mécanique du solide il y a plus de
cinquante ans (cf (Argyris, 1954) et (Clough, 1960)). Son application était réservée au départ à des
problèmes d’élasticité linéaire, cadre dans lequel elle est détaillée mathématiquement par (Ciarlet,
1978). Il faut attendre près d’une vingtaine d’année pour qu’une extension à l’élasticité non linéaire
en grandes déformations soit proposée par (Oden, 1972), puis analysée dans (Le Tallec, 1982). Au-
jourd’hui, les calculs non linéaires par la méthode des éléments finis sont maintenant bien connus
et maîtrisés, souvent résolus par une méthode de Newton-Raphson (ou ses variantes). L’ouvrage ré-
cent de (Bonnet and Frangi, 2006) résume les nombreuses applications actuelles de la méthodes des
éléments finis en mécanique non linéaire.
Cependant, l’utilisation de la méthode des éléments finis nécessite quelques précautions : certains
problèmes mécaniques dépendent d’un petit paramètre, noté ǫ, pouvant détériorer la précision
d’unediscrétisationpar éléments finis classique. C’est notamment le cas desmatériaux quasi-incom-
pressibles (rigidité en compression enO(ǫ−1)) et des structures fines (épaisseur enO(ǫ)). Pour la pre-
mière catégorie de problèmes (point B), des solutions simples basées sur une sous-intégration du
terme de pénalisation de l’incompressibilité sont connues depuis longtemps, comme expliqué par
exemple par (Zienkiewicz, 1971), (Le Tallec, 1994). Le verrouillage numérique des structures fines
(point C) telles que les coques est plus complexe, et est l’objet de nombreuses recherches encore au-
jourd’hui. Une présentation détaillée de ces problèmes est proposée par exemple dans les ouvrages
(Sanchez-Hubert and Sanchez-Palencia, 1997) et (Chapelle and Bathe, 2003).
Dans notre cas, la structure fine correspond à unmatériau composite constitué de fibres très rigides
en traction/compression et en flexion. Pour tenir compte de leur résistance en flexion (pointD), ces
fibres peuvent être représntées comme des poutres 1D en grandes rotations, dont la modélisation
fut l’objet de nombreux travaux. On choisira en particulier de se baser sur la mesure des déforma-
tions non linéaires introduite par (Antman and Kenney, 1981), et on pourra s’inspirer des méthodes
de résolution décrites dans (Simo and Vu-Quoc, 1986) ou (Le Tallec et al., 1991). Par ailleurs, l’une
des particularités de ces structures élancées est leur comportement non linéaire en compression.
Ces non-linéarités provoquent très souvent des instabilités. L’étude de la stabilité dematériaux élas-
tique homogènes est aujourd’hui bien maitrisée (voir par exemple (Quoc-Son, 2000)), mais le cas
des matériaux composites est plus complexe à traiter. Dans le cas où la structure est périodique,
un résultat fondamental a été établi par (Geymonat et al., 1993), qui permet de réduire l’étude à
une unique cellule élémentaire périodique enmontrant que les modes d’instabilités d’écrivent sous
forme d’ondes de Bloch. Ce résultat a depuis été largement appliqué (cf (Triantafyllidis and Schraad,
1998), (Nestorovic and Triantafyllidis, 2004), (Gong et al., 2005), (Triantafyllidis et al., 2006)).
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Enfin, les méthodes multi-échelles permettant de prendre en compte les déformations microsco-
piques (point E) sont à l’heure actuelle en plein développement. La solution du problème interve-
nant à l’échelle locale peut soit être approchée analytiquement (cf (Castaneda and Tiberio, 2000)),
soit être aussi calculée des éléments finis (cf méthode EF2 dans (Feyel et al., 2000)). Par ailleurs,
ces méthodes ont récemment été adaptées pour pouvoir prendre en compte des gradients d’ordre
supérieurs à l’échelle locale par (Kouznetsova et al., 2002). Cette extension présente l’avantage de
pouvoir traiter à deux échelles des structures fines telles que les coques, comme cela est réalisé par
(Geers et al., 2007).
L’originalité de cette thèse réside dans la construction d’une modélisation qui parvient à associer
toutes ces spécificités, qui soit validable par analyse de stabilité et exploitable dans un cadre
industriel.
1.4 Plan de la thèse
Les considérations décrites dans la section 1.3 nous permettent de décrire les directions principales
du travail effectué pendant cette thèse. Notre démarche s’articule en trois étapes essentielles :
Première partie : Modélisation macroscopique d’une nappe renforcée
Nous présentons dans la première partie une modélisation macroscopique négligeant les déforma-
tions localisées dans la gomme :
• Nous commençons par décrire une première modélisation de nappe renforcée dans le chapitre
2 (pp. 15 à 42). Ce modèle se limite à la considération des phénomènes apparaissant à l’ordre 0
à l’échelle macroscopique : les renforts fibrés de la structure sont représentés par des poutres en
grandes rotations, de manière à prendre en compte leur flexion. On réalise une estimation gros-
sière de l’énergie de gomme en négligeant les micro-fluctuations à l’échelle mésoscopique.
• L’objectif du chapitre 3 (pp. 43 à 76) est de construire une méthode numérique qui permettra
d’éviter le phénomène de verrouillage numérique en cisaillement lors de la résolution du pro-
blèmemacroscopique par éléments finis. Pour cela, le modèle non linéaire est analysé demanière
formelle, et on introduit une formulation mixte équivalente. Au final, il ressort que l’approxima-
tion discrète doit être quadratique sur les déplacements et sur les rotations, et une intégration
numérique avec sous-intégration partielle sélective est justifiée par la formulation mixte.
• Le chapitre 4 (pp. 77 à 126) décrit la discrétisation du modèle de nappe renforcée, et présente un
algorithme deNewton-Raphson projeté pour résoudre le problème non linéaire. Une série de tests
est réalisée pour valider le modèle non linéaire :
- Des tests à flexion de câbles inhibée ou non sont réalisés pour des épaisseurs tendant vers 0, de
manière à vérifier l’absence de verrouillage numérique et de modes parasites ;
- Les résultats du modèle sont comparés à des solutions analytiques sur un cas de nappe cylin-
drique en flexion ou en compression
- L’apparition d’instabilités est vérifiée sur un cas de compression sous flexion circulaire.
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Ce premier modèle macroscopique peut ainsi être validé sur des cas où la gomme reste peu défor-
mée. La question qui se pose alors est : Comment prendre en compte les déformations de la gomme
localisées à l’échelle d’une fibre ? C’est l’objet de la deuxième partie.
Deuxième partie : Modélisation multi-échelles d’une nappe renforcée
Un degré de précision supplémentaire est introduit ici en descendant à l’échelle mésoscopique, de
manière à tenir compte des micro-déformations de la gomme. Cette modélisation multi-échelles,
décrite dans la partie I, est justifiée par une analyse asymptotique.
• Le chapitre 5 (pp. 129 à 142) est consacré à un état de l’art sur les méthodes multi-échelles appli-
quées à des composites fibrés. Il commence par détailler les approches d’homogénéisation analy-
tique possibles, puis présente quelques méthodes numériques, dans lesquelles le problème local
est résolu numériquement. Nous concluons en montrant que les modèles existants ne sont pas
adaptés à notre problème de nappe fibrée, ce qui justifie la construction d’une approche multi-
échelles spécifique.
• L’objectif du chapitre 6 (pp. 143 à 161) est d’élaborer une stratégie multi-échelles qui soit justifiée
mécaniquement. Nous y détaillons une analyse asymptotique permettant de comprendre quelles
quantités doivent être conservées au premier ordre, et permettant d’introduire un problème local
caractérisant asymptotiquement les microdéformations de la gomme.
• Dans le chapitre chapitre 7 (pp. 163 à 171), nous écrivons la formulation variationnelle continue
du problème local et nous expliquons la méthode numérique utilisée pour le résoudre. Nous y
détaillons également la manière dont sont calculés les efforts et les raideurs remontés à l’échelle
gloable.
• Le chapitre 8 (pp. 173 à 214) est consacré à l’étude des mécanismes de transitions entre échelles
dans un calcul numérique. Une attention particulière est accordée au cas où la gomme est incom-
pressible, de manière à assurer que le problème est bien posé et qu’aucun risque de verrouillage
en variation de volume n’apparait. Nous y présentons une série de tests numériques permettant
de valider notre stratégie multi-échelles.
Troisième partie : Analyse de stabilité multi-échelles
Dans la troisième et dernière partie de notre étude, nous nous intéressons plus précisément aux
instabilités apparaissant dans certains problèmes où les nappes fibrées sont soumises à une com-
pression axiale.
• Dans le chapitre chapitre 9 (pp. 217 à 234), nous rappelons les notions essentielles de la stabilité
d’un solide élastique. Nous y présentons également les méthodes numériques adaptées aux pro-
blèmes présentant des points de bifurcation et nous introduisons les résultats existants conser-
nant la stabilité des matériaux composites.
• Enfin, l’objectif du chapitre 10 (pp. 235 à 267) est de modéliser le flambement des nappes fibrées
lorsque les câbles sont soumis à une compression axiale. Pour cela, nous nous plaçons dans le cas
particulier du problème de flexion circulaire décrit dans la sous section 1.1.2. Nous réalisons une
analyse de stabilité multi-échelles basée sur le résultat de (Geymonat et al., 1993), qui permet de
réduire le problème à une cellule élémentaire 2D et de modéliser les modes propres sous forme
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d’ondes de Bloch. Cette étude va nous permettre de mieux comprendre le mécanisme d’instabili-
tés des nappes, et de valider les résultats de flambement obtenus par les deuxmodèles développés
pendant cette thèse.
Première partie
Modélisation macroscopique
d’une nappe renforcée
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Cinématique et modèle macroscopique
Introduction
L’objectif de ce chapitre est de construire une première modélisation de nappe renforcée, comme
celle représentée sur la figure 2.1. On se limite pour le moment à la considération des phénomènes
apparaissant à l’ordre 0 à l’échelle macroscopique : l’enjeu est alors de gérer convenablement les
renforts fibrés de la structure et de prendre en compte leur flexion. On néglige donc pour le moment
les déformations intervenant à des ordres supérieurs, notament les micro-fluctuations de la gomme
à l’échelle d’une fibre, qui seront étudiées plus tard dans la partie II.
e1
e2
e3
FIG. 2.1: Exemple de nappe courbe dans le repère global (e1,e2,e3)
Ce chapitre est organisé comme suit : Dans un premier temps on décrit la géométrie de la nappe
fibrée considérée dans son état de référence et on introduit les notations choisies. Dans la section
2.2, on commence par faire un court bilan des modèles existants pour notre problème et on analyse
leurs limites, ce qui va justifier les choix réalisés dans notre approche. Ensuite, dans les section 2.3
et 2.4, on explique le modèle original de nappe renforcée qui a été développé, avant de décrire la
méthode de résolution utilisée dans la section 2.5.
15
16 CHAPITRE 2. CINÉMATIQUE ETMODÈLEMACROSCOPIQUE
2.1 Hypothèses et notations utilisées
On se place dans l’espace physique E = R3, dans lequel on choisit un repère global orthonormé
(0,e1,e2,e3). On considère une nappe fibrée composée d’une matrice de gomme quasi-incompres-
sible et de renforts cylindriques très rigides, de caractéristiques mécaniques constantes (voir figure
2.1). Les modules d’Young de la gomme et des câbles sont notés respectivement Eg et Ec , alors que
les coefficients de Poisson sont appelés νg et νc . Plus généralement, la membrane pourra être re-
présentée par unmatériau hyperélastique (notion détaillée dans la sous section 2.1.2) et les caracté-
ristiques mécaniques des câbles pourront être décrites par le biais des rigidités en traction, cisaille-
ment, flexion et torsion respectivement. On suppose que cette nappe est soumise à des pressions
sur ses faces supérieure et inférieure dûes aux efforts exercés par le milieu 3D environnant (nuls si
la nappe est isolée). De manière plus précise, nous allons décrire les hypothèses réalisées sur la géo-
métrie de la nappe dans la sous section 2.1.1 avant de faire quelques rappels sur la modélisation de
la gomme dans la sous section 2.1.2.
2.1.1 Géométrie de la nappe fibrée au repos
La géométrie de la nappe est définie par sa surface moyenne, notée Sm , et par son épaisseur t , sup-
posée constante. Dans le cas de géométries complexes, la surface moyenne est décrite par une col-
lection de cartesΨi :R2→ E , pouvant être analysées séparément. Dans la suite, on va supposer pour
simplifier que Sm est définie par une carte unique Ψ0, application bijective et régulière de P¯ ⊂ R2
dans Sm ⊂ E :
Sm =Ψ0(P¯ )
On définit la base du plan tangent :
∀(ξ1,ξ2) ∈ P¯ ,

a1(ξ1,ξ2)=
∂Ψ0
∂ξ1
(ξ1,ξ2)
a2(ξ1,ξ2)=
∂Ψ0
∂ξ2
(ξ1,ξ2)
Pour simplifier, contrairement à ce qui est souvent fait dans la théorie des coques, on va supposer
que le domaine P¯ et l’applicationΨ0 sont choisis de telle sorte que :
– a1 indique la direction des fibres au repos ;
– les deux vecteurs a1 et a2 sont unitaires et orthogonaux.
Ainsi, le plan de référence P¯ correspond simplement à la surface Sm qui a été "aplatie".
Si on pose en plus a3 = a1∧ a2, cela nous permet de travailler dans une base orthonormée locale
(ai )i=1,2,3, appelée base matériau, telle que : (voir figure 2.2)
∀(ξ1,ξ2) ∈ P¯ ,

a1 indique la direction des fibres au repos
a2 est orthogonal aux fibres dans le plan tangent
a3 est la normale au plan tangent de la nappe
Les coordonnées d’un point M ∈Ω seront notées (X1,X2,X3) dans le repère global, alors que celles
du point correspondant Mˆ dans le volume de référence Ω¯ seront notée (ξ1,ξ2,ξ3) dans le repère lo-
cal. On remarquera que dans le cas d’une nappe dont la configuration au repos est plane, ces deux
systèmes de coordonnées sont identiques.
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a1
a2
a3
e1
e2
e3
FIG. 2.2: Définition locale de la base matériau (a1,a2,a3)
Les notations géométriques prises dans la suite de ce rapport sont récapitulées sur la figure 2.3 :
Comme nous l’avons déjà indiqué, l’épaisseur t de la nappe est supposée constante sur toute la
surface. Le volume de la nappe Ω peut alors être défini par une nouvelle applicationΨ, bijective et
régulière de Ω¯⊂R3 dansΩ⊂ E définie par
∀(ξ1,ξ2,ξ3) ∈ Ω¯= P¯ ⊗
[
− t
2
;
t
2
]
, Ψ(ξ1,ξ2,ξ3) = Ψ0(ξ1,ξ2) + ξ3 a3(ξ1,ξ2) (2.1)
e1
e2
e3
e
t r
L1
L2
Sm
SU
SD
FIG. 2.3: Dimensions caractéristiques d’une nappe fibrée
Les faces supérieure et inférieure de la nappe sont respectivement notées SU et SD , définies par :
SU =
{
Ψ0(ξ1,ξ2) +
t
2
a3(ξ1,ξ2) avec (ξ1,ξ2) ∈ P¯
}
SD =
{
Ψ0(ξ1,ξ2) −
t
2
a3(ξ1,ξ2) avec (ξ1,ξ2) ∈ P¯
}
On note L1 la longueur moyenne d’une fibre de la nappe et L2 la largeur moyenne de la nappe
perpendiculairement aux fibres. Le rayon des fibres cylindriques et leur écartement sont supposés
constants sur toute la surface de la nappe, et sont notés respectivement r et e. Les fractions volu-
miques de chaque matériau sont alors aussi constantes sur toute la surface de la nappe, et valent :
fc =
π r 2
e t
et fg = 1 − fc =
e t − π r 2
e t
(2.2)
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Dans la suite, on notera les numéros de composantes par des lettres grecques pour les tenseurs de
surface (variant entre 1 et 2) et par des indices latins pour les tenseurs 3D (variant entre 1 et 3). Par
ailleurs, on utilisera la convention de sommation d’Einstein sur les indices répétés.
2.1.2 Modélisation en grandes déformations
La gomme qui compose les nappes étudiées est un matériau élastomère, élaboré en grande partie
à base de caoutchouc, mais auquel on peut ajouter 10 à 20 composants différents. Certains sont
nécessaires pour la vulcanisation (soufre, oxyde de zinc, ...), d’autres permettent d’en accélérer le
processus. Certains autres protègent (antioxygènes, ...), ramollissent (huiles, graisses, acides gras,
...), ou encore colorent le vulcanisat (oxyde de zinc, lithopone, ...). Pour faciliter le mélange de ces
ingrédients au caoutchouc brut, on peut ajouter une huile de mise en oeuvre. La majorité des ca-
outchoucs utilisés pour les applications mécaniques contiennent en plus une charge : les charges
peuvent améliorer l’élasticité du produit final sans augmenter sa résistance (ce sont alors des pro-
duits à base de carbonate de calcium ou de sulface de baryum) ou améliorer la résistance du produit
final (noir de carbone, oxyde de zinc, carbonate demagnésiumou différentes argiles). Le noir de car-
bone, qui reste la principale charge renforçante du caoutchouc, se présente sous la forme de petites
particules de carbonesmélangées à la gomme naturelle avant vulcanisation. Le caoutchouc est alors
un matériau diphasique composé de constituants avec des propriétés mécaniques complètement
différentes.
Une propriété mécanique particulièrement prisée de ces matériaux est leur remarquable élasticité,
due à la structure moléculaire des élastomères. Le caoutchouc peut subir des grandes déformations
(éventuellement de plusieurs centaines de pour cent) et revenir ensuite à sa configuration initiale. Il
faut également évoquer la quasi incompressibilité de cesmatériaux : lemodule de compressiblité du
caoutchouc varie entre 1000 et 2000 MPa, alors que l’ordre de grandeur du module de cisaillement
est d’environ 1 MPa. Cette différence signifie que le caoutchouc ne varie guère de volume, même
sous de fortes contraintes. Son comportement est ainsi quasi incompressible. (Le lecteur intéressé
pourra regarder (Saad, 2003) pour plus de détails sur le comportement des caoutchoucs)
La nature complexe de la gomme lui confère des comportements hautement non linéaires. L’objectif
de cette sous section est de faire quelques rappels demécanique desmilieux continu, et d’introduire
les outils permettant demodéliser ce type de comportement en grandes déformations (cf (Holzapfel,
2000)).
Mesure des déformations
On considère un solide déformable S, et on se place dans un repère (e1,e2,e3).
L’ensemble des particules P constituant le solide occupe au repos un volume Ω0, de frontière ∂Ω0.
La position X de chaque point matériel constitutif M à l’instant initial définit la configuration de ré-
férence C0.
En mécanique des grandes transformations, il est important de distinguer la configuration initiale
et la configuration déformée. On suppose que dans sa configuration déformée, notée C , le solide
occupe le volume Ω et sa frontière est devenue ∂Ω. Nous utiliserons le même repère pour la confi-
guration initiale et la configuration déformée.
2.1. HYPOTHÈSES ET NOTATIONS UTILISÉES 19
Comme cela est souvent fait en mécanique du solide, on modélise le mouvement par une repré-
sentation lagrangienne (voir figure 2.4). Le mouvement est alors caractérisé par la transformation
Φ qui définit la position déformée x(X ) de chaque point matériel en fonction de sa position X en
configuration de référence :
∀X ∈C0, x =Φ(X ) (représentation lagrangienne)
C0
C
Ω0
Ω
FIG. 2.4: Description lagrangienne dumouvement (figure issue de (Le Tallec, 2009))
Pour caractériser la déformation au voisinage de la particule, on introduit l’application linéaire tan-
gente au mouvement, appelée tenseur gradient de déformation :
F (X )= ∂x
∂X
(X )
Considérons un vecteur matériel dX situé en X dans la configuration de référence, son transformé
dans la configuration C s’obtient par la relation :
dx = F (X ) ·dX
Les variations de volume au cours de la transformationΦ sont alors caractérisées par J = det (F ).
Pour caractériser les changements de forme entre les configurations C0 et C , il faut caractériser les
variations de longueur et les variations d’angle, soit, en fait, les variations de produit scalaire. On
forme donc le produit scalaire de deux vecteurs matériels dx et dy , et on examine sa variation en
fonction des vecteurs initiaux dX et dY . Pour cela, on introduit le tenseur de Cauchy Green droit C ,
symétrique et défini positif, défini par
C (X )= FT (X ) ·F (X )
Ce tenseur permet de calculer les longueurs et les angles en configuration actuelle en fonction de la
position des vecteurs matériels en configuration de référence :
dx ·dy = dX ·C (X ) ·dY
Le tenseur de déformation de Green Lagrange e, symétrique, est relié àC par
e(X )= 1
2
(C (X )− I )
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Ce tenseur e mesure localement la différence de produit scalaire avant et après transport de tout
couple de vecteurs matériels infinitésimaux dx et dy situés en X :
dx ·dy −dX ·dY = 2 dX ·e(X ) ·dY
Par ailleurs, si l’on introduit le vecteur déplacement, défini par
u(X )= x(X )−X
alors e s’exprime en fonction du gradient des déplacements de la manière suivante
ei j =
1
2
(
∂ui
∂X j
+
∂u j
∂Xi
+ ∂uk
∂Xi
∂uk
∂X j
)
Propriétés d’une loi de comportement en grandes déformations
Maintenant que nous avons décrit les déformations d’un milieu continu, l’autre point capital en
mécanique est la notion de contraintes. Elles sont modélisées par un tenseur du second ordre symé-
trique, noté σ, appelé tenseur des contraintes de Cauchy.
Le matériau est élastique si le tenseur des contraintes de Cauchy à l’instant t dépend uniquement de
l’état de déformation à ce même instant, ainsi la contrainte ne dépend pas du chemin suivi par la
déformation. Par contre, le travail fourni par cette contrainte dépend généralement du chemin suivi.
Par contre, un matériau élastique est dit hyperélastique si le tenseur des contraintes dérive d’une
fonction d’énergie dumatériau. Ceci implique que le travail mis en jeu pour aller d’un état de défor-
mation à un autre ne dépend pas du chemin suivi.
Pour respecter le principe d’objectivité, onmontre que l’énergie peut toujours être considérée comme
une fonction du tenseur des déformations e. On définit alors le tenseur du second ordre symétrique,
appelé second tenseur de Piola Kirchhoff, par
S(X )= ∂w
∂e
(X )= J (X )F−1(X ) ·σ(X ) ·F−T (X )
On introduit également un dernier tenseur des contraintes, appelé premier tenseur de Piola Kirchhoff
(ou encore tenseur de Boussinesq), défini par :
P (X )= ∂w
∂F
(X )= F (X ) ·S(X )
Si de plus le matériau est isotrope (la loi de comportement doit être invariante par rotation de la
configuration de référence), on pourra exprimer w en fonction des invariants du tenseur C . Cette
énergie est également appelée "énergie de déformation", et s’exprime en fonction des invariants I1,
I2 et I3 du tenseurC , définis par
I1 = Tr (C ) =λ21+λ22+λ23
I2 = 12
(
Tr (C )2−Tr (C2)
)
=λ21λ22+λ22λ23+λ21λ23
I3 = det (C ) =λ21λ22λ23
où λ1, λ2 et λ3 correspondent aux élongations dans les directions principales de F etC .
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Par ailleurs, il a été démontré dans (Ciarlet, 1988) que l’énergie de déformation doit posséder des
propriétés convenables supplémentaires pour que le problème mathématique soit bien posé dans
le cas de grandes déformations. D’une manière générale, dans une déformation régulière, l’énergie
de déformation doit tendre vers l’infini lorsque les quantités λi , λi λ j , λ1λ2λ3 tendent vers 0 ou vers
l’infini, de manière à éviter des phénomènes d’écrasement ou d’extension infinie de la matière. En
particulier, l’existence d’un mimum absolu est assurée lorsque la densité d’énergie est une fonction
polyconvexe et coercive au sens de Ball (voir (Ball, 1977)) :
Définition : Une fonctionw(F ) est dite "polyconvexe" si elle s’exprime comme une fonction convexe
de la variable
(
F ,co f (F ),det (F )
)
.
On va décrire dans ce qui suit quelques exemples d’énergies de déformation w très utilisées dans la
littérature.
Quelques exemples de lois hyperélastiques
De nombreuses formes de l’énergie de déformation ont été proposées dans la littérature, certaines
se basant sur une théorie statistique, d’autres purement phénoménologiques. On peut les classer en
deux catégories :
– celles qui s’expriment en fonction des invariants (I1, I2, I3) ;
– celles qui s’expriment en fonction des élongations principales (λ1,λ2,λ3).
On décrit dans ce qui suit quelques énergies de déformation parmi les plus utilisées pour les maté-
riaux élastomères, et qui peuvent être appliquées pour la partie gomme de la nappe.
Lesmatériaux élastomères sont souvent considérés comme incompressibles. Toute déformation ad-
missible respecte alors la contrainte I3 = 1, de telle sorte que l’énergie de déformation winc ne dé-
pend que des invariants I1 et I2. Dans la pratique, il est courant de les associer à un matériau quasi-
incompressible, qui va relaxer la contrainte :
I3(C )≈ 1
Leur énergie de déformation peut s’écrire sous la forme d’une énergie de déformation de matériau
incompressible winc , ne dépendant que des invariants I1 et I2, à laquelle on ajoute un terme de
pénalisation de I3(C )−1. On peut par exemple définir l’énergie de déformation suivante :
wǫ(I1, I2, I3)=winc (I1, I2)+µ(I3)+
κ
2
(
√
I3−1)2 (2.3)
où µ est une fonction convexe.
Ces matériaux quasi-incompressibles se réduisent formellement au matériau incompressible cor-
respondant pour le choix κ = +∞. Ils sont souvent préférés aux matériaux incompressibles pour
deux raisons :
– Ils prennent en compte les petits effets de compressibilité qui sont observés expérimentalement
(cf (Ogden, 1976)) ;
– En dehors des phénomènes de verrouillage numérique, le calcul de leur équilibre est plus simple,
puisqu’il n’utilise pas de variable supplémentaire p pour calculer la pression hydrostatique.
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Les modèles de cette forme rencontrés les plus fréquemment sont lesmodèles de Rivlin, pour les-
quels l’énergie de déformation incompressible s’écrit sous la forme :
winc (I1, I2)=
∑
i , j
Ci j (I1−3)i (I2−3) j (2.4)
en particulier, les deux modèles de Rivlin les plus simples sont :
– lemodèle deMooney-Rivlin :
winc (I1, I2)=C1∗ (I1−3)+C2∗ (I2−3) (2.5)
– lemodèle néo-hookéen (cf (Treloar, 1975))
winc (I1, I2)=C ∗ (I1−3) (2.6)
Ces lois polynomiales sont d’identification aisée, et permettent en général un bon lissage des résul-
tats expérimentaux jusqu’à des taux de déformationmodérés. Pour des taux de déformation plus éle-
vés, il faudra souvent augmenter l’ordre du polynôme. Toutefois, le fait de travailler avec un nombre
de coefficients élevé conduit à des instabilités numériques aux limites du domaine d’investigation
en déformation.
Remarque : Lemodèle de St Venant-Kirchhoff (cf (SaintV˜enant, 1844) et (K irchhoff, 1852)) définit
l’énergie de déformation hyperélastique :
winc =
λ
2
Tr (e)2+µTr (e2) (2.7)
où λ et µ sont les coefficients de Lamé utilisés classiquement en élasticité linéaire. Cette expression
est justifiée sous l’hypothèse de petites déformations et grands déplacements, et est souvent utilisée
(cf (Ogden, 1972), (Washizu, 1975)) notamment pour les structures fines (poutres, plaques,...). Mais
il est très dangereux de l’utiliser sur des problèmes en grandes déformations, car l’énergie n’est pas
polyconvexe et peut rester finie pour des taux de compression infinis.
⊓⊔
Lesmodèles qui s’expriment en fonction des élongations les plus connus sont lesmodèles deOgden
(cf (Ogden, 1997)). L’énergie de déformation s’écrit alors sous la forme :
w(λ1,λ2,λ3)=
n∑
i=1
µiα
−1
i
(
3∑
j=1
λ
αi
j
−3
)
(2.8)
Ces modèles permettent en général d’avoir un bon lissage avec peu de paramètres pour des niveaux
de déformations plus élevés. Toutefois leur identification est moins aisée.
Pour plus de précisions, le lecteur peut consulter (Ciarlet, 1988), qui donne une discussion très com-
plète sur les lois de comportement élastique tridimensionnel.
2.2 Problématique et modèles existants
Modèle de nappe arasée
Un premier modèle de nappe renforcée, que l’on appelleramodèle de nappe arasée, s’appuie sur les
travaux d’homogénéisation de (Gardin et al., 1998) . Les déformations de la gomme n’étant pas ho-
mogènes sur la géométrie de nappe exacte (figure 2.5(a)) du fait des micro-déformations autour des
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câbles, il semble difficile d’estimer la moyenne des efforts à l’échelle macroscopique. L’idée est alors
d’approcher cette géométrie par unmilieu bidimensionnel (figure 2.5(b)), qui conserve lamême pé-
riodicité selon a2 et la même fraction volumique de renforts fc = π r
2
e t
, mais approche les renforts
cylindriques par des cylindres à section rectangulaire. Sur une telle géométrie, on peut alorsmontrer
que les déformations de la gomme sont homogènes sur chaque couche à section rectangulaire.
e1
e2
e3
e
t r
(a) Géométrie locale exacte d’une nappe fibrée
e1
e2
e3
e
t
π r 2
t
(b) Modèle de nappe arasée équivalent
FIG. 2.5: Approximation de la géométrie dans le modèle de nappe arasée
Remarque : Cette approximation géométrique sera d’autant plus précise qu’il y aura peu de gomme
au dessus et en dessous du câble, c’est à dire lorsque le rayon de câble r approchera la moitié de
l’épaisseur de nappe t , comme illustré sur la figure 2.6.
e
t
r
FIG. 2.6: Représentation du cas limite r ≈ t2
Ce problème fait alors intervenir deux petits paramètres :
– le rapport entre la période d’empilement e et la taille de la structure L ;
– le rapport de raideurs entre la partie gomme et la partie câbles.
Si on introduit le paramètre ǫ= e
L
≪ 1, il est démontré dans (Grandidier and Potier-Ferry, 1990) que
le rapport de raideurs doit être choisi pour respecter l’ordre de grandeur :
η=
Eg
Ec
=O(ǫ2) (2.9)
Sous ces hypothèses, (Gardin et al., 1998) réalise une analyse asympotique dans un cadre d’élasticité
linéaire en supposant la gomme compressible. Ilest démontré qu’à la limite, les renforts sont soumis
à un état de flexion/compression pure, et vérifient l’hypothèse de Navier-Bernoulli : cisaillement
nul et extension transverse négligeable. En conséquence, la matrice supporte la totalité de la défor-
mation en cisaillement et en extension transverse. La résolution des équations d’équilibre sur une
couche de gomme montre alors que la déformation y est homogène. Le tenseur de Green-Lagrange
local dans la gomme e
g
est alors approché en fonction du tenseur des déformationsmoyennes e par
l’expression :
eg =
1
1− fc
e,
et la déformation de câble se réduit à
ec = e11a1⊗a1.
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Finalement, en deux dimensions, (Gardin et al., 1998) obtient la loi de comportement :
 <σ11 ><σ33 >
<σ13 >
=

fc Ec 0 0
0
Eg
(1− fc )(1−ν2g ) 0
0 0
Eg
(1− fc )(1+νg )
 ·
 < e11>< e33 >
< e13 >
+

0
0
−Ec f
3
c
6
∂2
∂ξ21
< e13 >

Pour simplifier, on peut en plus supposer que la nappe travaille surtout en membrane, la flexion
étant prise en compte par l’épaisseur du milieu 3D environnant (cf (Barbier, Michelin) et (Palgen,
Michelin)). On va donc simplifier cette expression en négligeant le terme de flexion
−Ec f
3
c
6
∂2
∂ξ21
< e13 > .
En termes d’énergie, si on intègre l’énergie associée à la gomme sur le volume occupé par la gomme,
on obtient alors la densité volumique d’énergie
wM (e)= (1− fc )winc (
1
1− fc
e)︸ ︷︷ ︸
wMinc (e)
+ fc wcab(e11) (2.10)
où winc est la densité volumique d’énergie pour une gomme incompressible homogène.
L’approximation 2.10 est valable en élasticité linéaire, et on cherche à savoir si elle peut s’étendre à
un cadre non linéaire. Malheureusement, en présence de fortes non-linéarités, le calcul d’une den-
sité d’énergie avec un tenseur pondéré ne respectant pas les invariances mécaniques peut se révéler
dangereux. Une solution est alors de supposer que les déformations restent assez petites pour ap-
procher un régime linéaire, demanière à faire sortir le facteur 11−ν de l’énergie. Finalement, pour une
gomme quasi-incompressible au comportement non linéaire, cela nous conduit à choisir comme
densité d’énergie homogénéisée :
wM (e)= 1
1− fc
winc (e)︸ ︷︷ ︸
wMinc (e)
+ fc wcab(e11)+
κ
2
(
det (∇x)−1
)2
(2.11)
Ce modèle de nappe arasée donne de bons résultats sur des problèmes dans lequels les fibres de
la nappe sont sollicitées en traction, même pour des valeurs de ǫ relativement grandes (cf (Barbier,
Michelin)).
Mais par contre, si la nappe est mise en compression dans le sens des fibres et que le milieu 3D
environnant ne la maintient pas correctement, les limites de ce modèle apparaissent. On illustre
sur la figure 2.7 le résultat d’un calcul de nappe en compression axiale avec des éléments finis en
déplacements Q1 2D axisymétrique utilisant cemodèle. Il montre un phénomène d’oscillations hors
plan entre les éléments, appelé flambement numérique, lorsque les câbles sont mis en compression
axiale.
De manière grossière, il coûte moins cher énergétiquement de mettre la gomme en cisaillement
d’unemaille à l’autre plutôt que demettre les câbles en compression. Ce résultat nonphysique est dû
au fait que l’énergie de notremodèle ne fait pas intervenir la flexion des câbles, qui doit empêcher ce
genre de phénomènes. Cet exemple montre donc l’importance de prendre en compte correctement
la flexion hors plan des câbles, ce qui peut être fait par exemple en utilisant un modèle macrosco-
pique de coque.
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FIG. 2.7: Flambement numérique hors plan en compression axiale : résultat obtenu avec le modèle
de nappe arasée sur des éléments 2D Q1 axisymétriques (tiré de (Dejonghe, Michelin))
Modèle de coque
Pour contrôler les flexions hors plan d’une structure fine tout en conservant des éléments finis C0,
le principe de la théorie des coques est de contrôler les rotations du vecteur normal à la surface
moyenne a3 (voir (Chapelle and Bathe, 2003)). Pour prendre en compte le fait que la nappe résiste
en flexion dans le sens des fibres et non perpendiculairement à celles-ci, il suffira alors d’utiliser
une loi de comportement orthotrope homogénéisée. Cette idée a été appliquée par exemple par
(Chapelle and Ferent, 2003), qui modélise des nappes de renfort dans une structure grace à des élé-
ments finis de coque 3D .
Le modèle de coque permet de contourner le problème de flambement numérique observé sur la fi-
gure 2.7 en prenant en compte les flexions hors plan. Néanmoins, celui-ci demeure insuffisant : sous
certaines sollicitations, nous avons vu en introduction qu’une nappe fibrée mise en compression
peut se mettre à flamber dans le plan, et non hors plan (voir figure 2.8).
FIG. 2.8: Flambement dans le plan en flexion/compression
Le modèle de coque ne permet de prendre en compte que la flexion hors plan, donc il ne pourra pas
modéliser correctement les flexions dans le plan comme on souhaiterait le faire. Pour l’enrichir, il
semble nécessaire de tenir compte des rotations du vecteur directeur a1 le long des fibres en plus de
celles de a3.
On se dirige alors vers unmodèle de nappe fibrée qui aurait pour inconnues dans son planmédian : 3
degrés de libertés de déplacements, et 3 degrés de libertés de rotations. L’énergie devra tenir compte
de leurs variations dans le sens de fibres, ce qui donne envie de modéliser les fibres présentes dans
la nappe comme des poutres pouvant résister en flexion dans toutes les directions.
Tout ceci nous amène à choisir lamodélisationmacroscopique originale, basée sur la représentation
de chaque fibre comme une poutre en grands déplacements et grandes rotations, couplées entre
elles par la gomme qui les entoure.
La suite de ce chapitre présente notre modèle de nappe renforcée, et est organisé comme suit :
nous allons dans un premier temps décrire le modèle de poutre en grands déplacements qui permet
de modéliser chaque fibre, en s’inspirant notamment des travaux de (Antman and Kenney, 1981),
(Bourgat et al., 1988) et (Le Tallec et al., 1991). Dans un second temps, nous allons détailler la ma-
nière d’insérer ce modèle de poutre 1D pour modéliser une nappe fibrée 3D . Enfin, nous explique-
rons la méthode de résolution employée pour résoudre le problème discret non linéaire.
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2.3 Modélisation d’une fibre
Les notations choisies dans cette section sont légèrement différentes du reste du rapport, puisque
nous y considérons une fibre isolée 1D . Dans sa configuration de référence, cette fibre a une lon-
gueur L et des sections droites notées Ωsec (s), s ∈ [0,L] (s est l’absisse curviligne identifiant les sec-
tions matérielles le long de la poutre), définies par un couple de vecteurs orthonormaux (d02,d
0
3).
On se place dans l’espace physique E = R3, dans lequel on choisit un repère orthonormé (e i )i=1,2,3.
La configuration de référence s’identifie alors au domaineΩcab défini par :
Ωcab =
{
x0cab(s,X2,X3)= r 0(s)+X2d02(s)+X3d03(s), s ∈ [0,L], (X2,X3) ∈Ωsec (s)
}
Aucune hypothèse n’est faite sur la configuration de repos de la fibre neutre, qui peut donc être non
rectiligne.
2.3.1 Cinématique
On suppose que les sections de la fibre sont indéformables. Dans ce cas, sa configuration est carac-
térisée par une fonction vecteur position r et une paire de fonctions vecteurs orthonormés d2 et d3,
comme illustré sur la figure 2.9. Les positions après déformation sont alors définies par l’expression :
∀s ∈ [0,L],∀(X2,X3) ∈Ωsec (s), xcab(s,X2,X3)= r (s)+X2d2(s)+X3d3(s) (2.12)
avec dα(s) ·dβ(s)= δαβ pour 2≤α,β≤ 3, s ∈ [0,L].
FIG. 2.9: Cinématique d’une fibre
On note d1 le vecteur normal à la section :
∀s ∈ [0,L], d1(s)= d2(s)∧d3(s)
Les trois vecteurs (d1,d2,d3), appelés "directeurs", forment alors une base orthonormée :
∀s ∈ [0,L] , ∀i , j = 1,2,3 , d i ·d j = δi j (2.13)
Remarque : Ce modèle est une extension du modèle de Kirchhoff-Love, qui ne suppose pas d1(s)=
r ′(s). Cela permet de prendre en compte des grands allongements et cisaillements de la poutre.
2.3.2 Mesure des déformations
On pourrait représenter les directeurs en fonction d’une base orthonormale fixée à l’aide d’angles
d’Euler. Mais l’introduction de ces angles compliquerait notre analyse du fait de leur singularité po-
laire. Pour contourner ce problème, on adopte la mesure objective des déformations introduite par
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(Antman and Kenney, 1981), basée sur une caractérisation intrinsèque de l’orthonormalité des di-
recteurs :
Puisque les vecteurs (d i ) sont orthonormés, il existe une fonction vecteur u de rotation élémentaire
telle que
∀i ∈ [1,3] , d ′i = u∧d i
où (.)′ désigne la dérivée curviligne le long de la fibre neutre. On peut remarquer que u est analogue
au vecteur de vélocité angulaire. Inversement, on peut exprimer les composantes du vecteur u dans
la base (d i ) en fonction de ces directeurs :
ui =
1
2
ei j kd
′
j ·dk
où e représente le tenseur d’orientation dans R3 (aussi appelé tenseur de permutation de Levi-
Vività).
Par ailleurs, le triplet de directeurs (d i ) formant une base orthonormée, le vecteur r
′ peut être dé-
composé en fonction de ses composantes dans cette base :
r ′ = vid i
avec ∀i ∈ [1,3], vi = r ′ ·d i .
Les triplets (vi ) et (ui ) forment une mesure objective des déformations subies par la fibre dans
le mouvement Φ = (r ,d i ). En effet, ils sont définis indépendamment de tout observateur et leur
connaissance permet de déterminer (r ,d i ) à unmouvement rigide près (voir (Le Tallec et al., 1991)).
De plus, ils s’interprètent géométriquement dans le cas où x ′ reste proche de d1 :
v1 = r ′ ·d1 : allongement
v2 = r ′ ·d2 : cisaillement
v3 = r ′ ·d3 : cisaillement
(2.14)

u1 = d ′2 ·d3 : torsion
u2 = d ′1 ·d3 : flexion hors plan autour de d2
u3 = d ′1 ·d2 : flexion dans le plan autour de d3
(2.15)
2.3.3 Modèle énergétique
L’énergie interne de la fibre est prise de la forme :
E f ib(r ,d i ) = Emb(r ,d i ) + E f l (r ,d i ) (2.16)
=
∫L
0
wmb(v)ds +
∫L
0
w f l (u)ds
où Emb est la partie d’énergie dite "de membrane", qui dépend uniquement des déformations du
premier ordre v , et Emb est la partie d’énergie dite "de flexion", dépendant des déformations du se-
cond ordre u
Dans le cas où la fibre a une configuration au repos rectiligne, nous choisissons un potentiel d’éner-
gie élastique quadratique (voir par exemple (Bourgat et al., 1988)) :
w f ib(u,v)=
EA
2
(v1−1)2+
GA
2
(v22 + v23)︸ ︷︷ ︸
wmb(v)
+ EI
2
(u22+u23)+
GJ
2
u21︸ ︷︷ ︸
w f l (u)
(2.17)
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où E est le module d’Young du matériau, G est le module de cisaillement, A est l’aire d’une section,
I est son moment quadratique, et J est son moment polaire d’inertie. On peut aussi interpréter ces
coefficients directement en terme de résistance à l’allongement EA, au cisaillementGA, à la flexion
EI et à la torsionGJ .
Cette expression prend en compte le cisaillement, la tension, la flexion et la torsion. Elle peut être gé-
néralisée par l’introduction d’une résistance à la flexionEI variable en fonction de la flexion (u22+u23).
En tout état de cause, cette densité d’énergie est objective et transversalement isotrope, et corres-
pond donc au cas d’une poutre à section circulaire.
Dans le cas d’une configuration au repos non rectiligne, (Campos and Rochinha, 1996) propose une
forme d’énergie très comparable :
w f ib(u,v)=
EA
2
(v1− v01)2+
GA
2
((v2− v02)2+ (v3− v03)2)︸ ︷︷ ︸
wmb(v)
+ EI
2
((u2−u02)2+ (u3−u03)2)+
GJ
2
(u1−u01)2︸ ︷︷ ︸
w f l (u)
(2.18)
Cette énergie est logique dans le cas d’une fibre présentant initialement de la flexion ou de la torsion.
Par contre, si il y a un cisaillement initial, c’est à dire r ′ 6= d01, l’extension du câble ne correspond pas
à la quantité v1 = r ′ ·d1 et donc cette écriture ne semble plus adaptée.
L’idée est alors de contrôler l’extension de la fibre par la norme
∥∥r ′∥∥=√v21 + v22 + v23 . De plus, si l’on
souhaite contrôler le cisaillement (c’est à dire l’angle entre le directeur et la fibre moyenne) dans le
câble indépendamment de l’allongement de celui-ci, on utilise les quantités :
v2√
v21 + v22 + v23
et
v3√
v21 + v22 + v23
Cela pousse à écrire plutôt la densité linéique d’énergie de membrane sous la forme :
wmb(v)=
EA
2
(√
v21 + v22 + v23 −1
)2
+ GA
2

 v2√
v21 + v22 + v23
− v02

2
+
 v3√
v21 + v22 + v23
− v03

2 (2.19)
Remarque 1 : Initialement, on a
√
(v01)
2+ (v02)2+ (v03)2 =
∥∥x ′0∥∥= ∥∥a1∥∥= 1, et donc en petites défor-
mations et grandes rotations, le modèle 2.19 redonne asymptotiquement 2.17.
Remarque 2 : Sur un maillage éléments finis, même si on a x ′0 = d01 à chaque noeud du maillage,
cette égalité peut ne pas être respectée aux points de Gauss en fonction de l’interpolation utilisée...
On voit alors un cisaillement initial de la fibre qui est uniquement numérique.
2.4 Modélisation d’une nappe fibrée
Cette section présente l’aspect original de notremodélisationmacroscopique. La section 2.3 a décrit
le modèle de poutre utilisé pour décrire chaque fibre 1D , permettant notamment de prendre en
compte sa résistance en flexion. On revient maintenant à l’étude de la nappe fibrée 3D complète,
pour construire une modélisation utilisant le modèle de poutre qui vient d’être introduit, comme
cela a été initié par (Charlotte, Michelin). On reprend ici les notations qui ont été introduites dans la
section 2.
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2.4.1 Cinématique
Supposons que la nappe contienne N fibres identiques parallèles, réparties régulièrement avec un
écartement e constant. La difficulté qui se pose est de trouver comment passer du modèle d’une
fibre 1D seule à unmodèle de nappe renforcée 3D .
L’écartement entre les câbles étant supposé constant et petit par rapport aux dimensions L1 et L2,
l’idée est alors d’homogénéiser les N câbles en une "densité de câbles" sur la surface moyenne Sm
de la nappe, comme représenté sur la figure 2.10.
Ω¯
P¯
FIG. 2.10: Distribution continue de câbles dans le plan médian de référence de la nappe
On dispose alors d’un milieu continu 3D où évolue la gomme, dans lequel on calcule la position
déformée x, couplé à une surface sur laquelle on aura besoin de calculer les positions déformées r
et les directeurs (d i )i=1,2,3 pour décrire le comportement des fibres.
Pour relier les deux descriptions, on suppose que la position moyenne r de la fibre moyenne des
câbles est héritée de la déformation globale x dumilieu continu en ce point :
∀(ξ1,ξ2) ∈ P¯ , r (ξ1,ξ2)= x(ξ1,ξ2,0) . (2.20)
En résumé, avec cette description cinématique, les inconnues continues sont :
– La tranformation x(ξi ) dans le volume de référence Ω¯ ;
– La position de la fibre moyenne r (ξα) et les directeurs
{
d i (ξα)
}
i=1,2,3 dans le plan de référence P¯ .
Les déformations x sont contrôlées par l’intermédiaire de leur gradient dans les 3 directions, ce qui
pousse à choisir de manière classique leurs composantes dans l’espace de Sobolev H1(Ω¯), c’est à
dire de carré intégrable et avec un gradient également de carré intégrable sur le volume :
H(Ω¯) =
{
v : Ω¯→R3 tels que vi ∈H1(Ω¯)
}
(2.21)
=
{
v : Ω¯→R3 tels que vi ∈ L2(Ω¯) et ∇vi ∈ L2(Ω¯)3
}
La définition de l’espace dans lequel évoluent les variables r et
{
d i
}
i=1,2,3 est plus complexe : elles
sont définies sur le plan de référence P¯ , mais nous verrons dans la sous section 2.4.3 que l’énergie de
câble ne prend en compte que leur dérivée dans la direction des câbles. Enfin, le comportement des
câbles est couplé à celui de la gomme, et la gomme peut contrôler leurs variations perpendiculai-
rement aux fibres (même si la rigidité de la gomme est évidemment beaucoup plus faible que celle
des câble). On peut donc supposer que les composantes de ces variables peuvent être choisies dans
l’espace H1(P¯ ), c’est à dire de carré intégrable et avec un gradient également de carré intégrable sur
le plan de référence :
H(P¯ )=
{
v : P¯→R3 tels que vi ∈H1(P¯ )
}
(2.22)
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Finalement, on fixe les espaces de transformations K et K0 suivants :
K =
{
(x,r ,d i ) ∈ (H(Ω¯)×H(P¯ )×H(P¯ )3) tels que
∀(ξ1,ξ2) ∈ P¯ , r (ξ1,ξ2)= x(ξ1,ξ2,0)
}
∩ CL ; (2.23)
K0 =
{
(δx,δr ,δd i ) ∈ (H(Ω¯)×H(P¯ )×H(P¯ )3) tels que
∀(ξ1,ξ2) ∈ P¯ , δr (ξ1,ξ2)= δx(ξ1,ξ2,0)
}
∩ CL0 ; (2.24)
où CL représente les conditions aux limites aux bords de la nappe, alors que CL0 représente les
conditions aux limites homogènes associées.
Outre ces conditions, on rappelle qu’on doit prendre aussi en compte la condition d’orthonormalité
des directeurs 2.13 :
∀(ξ1,ξ2) ∈ P¯ , ∀i , j = 1,2,3 , d i (ξ1,ξ2) ·d j (ξ1,ξ2)= δi j (2.25)
Pour récapituler ces 9 contraintes, on introduit un opérateurG :H(P¯ )3→W 33sym(P¯ ), défini par
∀(dk ) ∈H(P¯ )3 , ∀(ξ1,ξ2) ∈ P¯ ,
∀i , j = 1,2,3 Gi j [dk ](ξ1,ξ2)= d i (ξ1,ξ2) ·d j (ξ1,ξ2)−δi j (2.26)
Ici, l’espaceW 33sym(P¯ ) représente les fonctions tenseurs symétriques :
W 33sym(P¯ )=
{
R ∈W 1,q (P¯ )3×3 tels que ∀(ξ1,ξ2) ∈ P¯ ,RT (ξ1,ξ2)=R(ξ1,ξ2)
}
où 1≤ q < 2 par le théorème d’injection de Sobolev.
De manière similaire, on définit W 33
anti
(P¯ ) comme étant l’espace des fonctions tenseurs antisymé-
triques de H(P¯ )3×3 :
W 33anti (P¯ )=
{
R ∈W 1,q (P¯ )3×3 tels que ∀(ξ1,ξ2) ∈ P¯ ,RT (ξ1,ξ2)=−R(ξ1,ξ2)
}
La condition d’orthonormalité 2.25 peut alors être réécrite sous la forme :
∀(ξ1,ξ2) ∈ P¯ , G[d i ](ξ1,ξ2)= 0 (2.27)
Cela nous permet de définir l’espace K or t des déformations cinématiquement admissibles :
K or t =
{
(x,r ,d i ) ∈K tels que ∀(ξ1,ξ2) ∈ P¯ , G[d i ](ξ1,ξ2)= 0
}
(2.28)
On peut remarquer que K or t est une sous variété non linéaire de K fermée (noyau d’une application
continue sur K ), son espace tangent dK or t étant égal au noyau du gradient de G en ce point. Par
définition deG , on a donc pour toute configuration (x,r ,d i ) ∈K or t :
dK or t (x,r ,d i ) =
{
(δx,δr ,δd i ) ∈K0 tels que ∀(ξ1,ξ2) ∈ P¯ , ∀ 1≤ i ≤ j ≤ 3,
δd i (ξ1,ξ2) ·d j (ξ1,ξ2)+d i (ξ1,ξ2) ·δd j (ξ1,ξ2)= 0
}
(2.29)
Comme cela est fait dans (Bourgat et al., 1988), on peut montrer que l’espace tangent dK or t (x,r ,d i )
peut s’écrire de manière équivalente
dK or t (x,r ,d i ) =
{
(δx,δr ,δd i ) ∈K0 tels que ∃(ωk )k=1,2,3 , ∀(ξ1,ξ2) ∈ P¯ , ∀ 1≤ i ≤ j ≤ 3,
d i (ξ1,ξ2) ·δd j (ξ1,ξ2)= ei j k ωk (ξ1,ξ2)
}
(2.30)
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où ei j k représente le tenseur d’orientation dans R
3. Les fonctions d i et δd j appartenant à H
1(P¯ ),
il est clair que les (ωk )k=1,2,3 sont de carré intégrables sur P¯ . Plus précisément, d’après la condition
2.27, les directeurs sont normés, donc ils appartiennent à l’espace H1(P¯ )∩L∞(P¯ ). Cette propriété
est intéressante, puisque le produit d’une fonction L∞ avec une fonction L2 est une fonction L2.
Toutefois, on ne peut pas garantir que les variations δd j sont bornées. Ceci implique que le gradient
des fonctions ωk , défini par
∇ωk = ei j k
[
∇d
i
·δd j +∇δd j ·d i
]
n’est pas nécessairement de carré intégrable. Ainsi, les fonctions (ωk )k=1,2,3 ne sont pas dans H1(P¯ ),
mais dans un espace de sobolevW 1,q (P¯ ), où 1≤ q < 2 par le théorème d’injection de Sobolev.
On en déduit alors que l’espace tangent peut s’écrire de manière équivalente sous la forme :
dK or t (x,r ,d i ) =
{
(δx,δr ,δd i ) ∈K0 tels que ∃ω ∈W 1,q (P¯ )3 ,
∀(ξ1,ξ2) ∈ P¯ , ∀i = 1,2,3 , δd i (ξ1,ξ2)=ω(ξ1,ξ2)∧d i (ξ1,ξ2)
}
(2.31)
Ce qui nous pousse à introduire l’ensemble des variations admissibles U suivant :
U =
{
(δx,δr ,ω) ∈
(
H(Ω¯)×H(P¯ )×W 1,q (P¯ )
)
∩CL0
}
(2.32)
Par ailleurs, à tous vecteur de rotation ω ∈W 1,q (P¯ )3, on peut associer un tenseur antisymétrique
Ω ∈W 33
anti
(P¯ ), appelé tenseur de rotation infinitésimale, défini par :
∀d ∈H(P¯ ) , ∀(ξα) ∈ P¯ , Ω(ξα) ·d(ξα)=ω(ξα)∧d(ξα)
Cela nous conduit à une dernière écriture de l’espace tangent :
dK or t (x,r ,d i ) =
{
(δx,δr ,δd i ) ∈K0 tels que ∃Ω ∈W 33anti (P¯ ) ,
∀(ξ1,ξ2) ∈ P¯ , ∀i = 1,2,3 , δd i (ξ1,ξ2)=Ω(ξ1,ξ2) ·d i (ξ1,ξ2)
}
(2.33)
Remarque : On peut également montrer que l’espace dK or t (x,r ,d i ) défini par
dK or t (x,r ,d i ) =
{
(δx,δr ,δd i ) ∈K0 tels que ,
∀(ξ1,ξ2,ξ3) ∈ Ω¯ , δx(ξ1,ξ2,ξ3)= 0 ,
∀(ξ1,ξ2) ∈ P¯ ,
{
δr (ξ1,ξ2)= 0
∀i , j = 1,2,3 , δd i ·d j −d i ·δd j = 0
}
=
{
(δx,δr ,δd i ) ∈K0 tels que ∃S ∈W 33sym(P¯ ) ,
∀(ξ1,ξ2,ξ3) ∈ Ω¯ , δx(ξ1,ξ2,ξ3)= 0 ,
∀(ξ1,ξ2) ∈ P¯ ,
{
δr (ξ1,ξ2)= 0
∀i = 1,2,3 , δd i (ξ1,ξ2)= S(ξ1,ξ2) ·d i (ξ1,ξ2)
}
est un complémentaire de dK or t (x,r ,d i ) dans l’espace K0, de telle sorte que
∀(x,r ,d i ) ∈K or t (x,r ,d i ), K0 = dK or t (x,r ,d i )⊕dK or t (x,r ,d i ) (2.34)
La cinématique de la nappe ainsi que les espaces de configurations admissibles sont alors complète-
ment définis. Il nous reste à décrire le problème mécanique avec cette cinématique : on commence
par décrire la mesure des déformations des câbles à l’intérieur de la nappe 3D dans la sous section
2.4.2, puis on propose unmodèle énergétique macroscopique dans la sous section 2.4.3.
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2.4.2 Mesure des déformations des câbles
La mesure des déformations d’une fibre 1D décrite dans la section 2.3 doit être étendue au cas de
la nappe fibrée 3D. Ces mesures des déformations dépendaient des dérivées de r et d i le long de la
fibre moyenne. Dans le cas 3D , ces dérivées sont notées :(
.
)′
(ξ1,ξ2)=
∂(.)
∂ξ1
(ξ1,ξ2) (2.35)
A partir de ce calcul de dérivées longitudinales, on définit les mesures de déformations des fibres de
la mêmemanière que dans la section 2.3 :
∀i = 1,2,3,
{
vi = r ′ ·d i
ui = 12ei j kd ′j ·dk
(2.36)
Cependant, comme nous l’avons précisé, la position de la fibre moyenne des câbles r est héritée
des déformations 3D par la relation 8.2. En pratique, on dispose uniquement du gradient 3D de ces
déformations dans le repère global F =∇X x. Le calcul de la dérivée le long d’une fibre est alors défini
par l’expression suivante :
r ′(ξ1,ξ2)=
∂r
∂ξ1
(ξ1,ξ2)=
∂x
∂ξ1
(ξ1,ξ2,0)=∇X x(ξ1,ξ2,0) ·a1(ξ1,ξ2) (2.37)
Par ailleurs, si on veut tenir compte des déformations localisées dans la gomme provoquées par
une rotation des fibres, il est important de mesurer l’écart entre les gradients de déformations dans
la gomme et les directeurs. Cela est réalisé en introduisant les projections du gradient de gomme
respectivement sur les directeurs d01 et d
0
2 :
F 1(ξ1,ξ2) = ∇X x(ξ1,ξ2,0) ·d01(ξ1,ξ2) (2.38)
F 2(ξ1,ξ2) = ∇X x(ξ1,ξ2,0) ·d02(ξ1,ξ2) (2.39)
où comme dans la section 2.3, d0i désigne la configuration de référence du vecteur d i .
Remarque : Dans les cas où les câbles ne présentent pas de cisaillement initial, c’est à dire d01 = a1,
les mesures r ′ et F 1 sont égales. C’est notamment le cas pour une nappe plane dans laquelle les
câbles sont rectilignes dans leur configuration de référence. Mais cette égalité ne sera pas toujours
vraie.
2.4.3 Modèle énergétique
On fait l’hypothèse que l’énergie totale de déformation d’une nappe fibrée est égale à la somme de :
– une densité surfacique d’énergie de déformation de câble intégrée sur la surface moyenne de la
nappe ;
– une densité surfacique d’énergie de gomme intégrée sur la surface moyenne de la nappe : elle
devra prendre en compte une énergie de gomme homogénéisée intégrée dans l’épaisseur, ainsi
que un terme de couplage décrivant les surcontraintes dans la gomme dûes aux rotations des
câbles.
Enap (x,r ,d i )=
∫∫
P¯
wcab(ξ1,ξ2)dξ1dξ2︸ ︷︷ ︸
Ecab(x,r ,d i )
+
∫∫
P¯
wMgom(ξ1,ξ2)dξ1dξ2︸ ︷︷ ︸
EMgom(x,r ,d i )
(2.40)
On décrit le calcul de chacun de ces termes dans la suite de cette partie.
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Energie des câbles
On suppose connue la densité linéique d’énergie pour une fibre, notée w f ib et décrite dans la sec-
tion 2.3. On souhaite maintenant en déduire une densité surfacique d’énergie de câble wcab sur Sm
dans le problème de nappe.
Considérons une tranche de nappe dans le plan (a2,a3) de largeur L = N ∗ e et de longueur dl .
On suppose que cette région contient N sections de fibres identiques, séparées d’une distance e
constante, qui subissent localement des déformations (v ,u). L’énergie totale de câble dans ce petit
volume vaut alors
Wsec (v ,u)=
N∑
i=1
w if ib(v ,u)=N ∗w f ib(v ,u)∗dl
Or cette énergie de câble peut également être exprimée en fonction de la densité surfacique d’énergie
wcab :
Wsec (v ,u)=N ∗e ∗wcab(v ,u)∗dl
Ainsi, en s’appuyant sur ce résultat d’homogénéisation très simple et en reprenant la décomposition
2.16 de w f ib , on arrive à l’expression suivante de la densité d’énergie surfacique de déformation de
câble :
wcab(v ,u)=
1
e
w f ib(v ,u)=
1
e
wmb(v)+
1
e
w f l (u) (2.41)
Ci-dessuswmb etw f l sont les densités linéiques d’énergie de câble respectivement enmembrane et
en flexion, définies par l’expression 2.18.
Energie de gomme macroscopique
On décompose la densité surfacique d’énergie de gomme en trois termes :
– un terme de déformation homogène ;
– un terme traduisant l’incompressibilité ;
– un terme de couplage gomme/câble.
wMgom(x,r ,d i )=
∫ t
2
− t2
wMinc (e)dξ3︸ ︷︷ ︸
(1)
+ κ
2
∫ t
2
− t2
(
det (∇x)−1
)2
dξ3︸ ︷︷ ︸
(2)
+wcoupl (∇2Dr ,d i )︸ ︷︷ ︸
(3)
(2.42)
On détaille le calcul de chacun de ces trois termes dans ce qui suit :
Terme 1 : Energie homogénéisée de gomme compressible.
Comme cela a été dit dans la section 2.2, les déformations à l’intérieur de la gomme ne sont pas
homogènes et donc on ne dispose pas de loi de comportement à l’échelle macroscopique. Il alors
nécessaire de réaliser une approximation pour homogénéiser la densité d’énergie mésoscopique,
comme cela a été fait dans le modèle de nappe arasée. On reprend donc la même densité volumique
d’énergie macroscopique que dans l’expression 2.11, à savoir :
wMinc (e)=
1
1− fc
winc (e)
Terme 2 : Pénalisation de la contrainte d’incompressibilité.
Ce terme de pénalisation est classique pour les matériaux quasi-incompressibles (cf expression 2.3).
Il sera traité par sous-intégration comme cela est décrit par exemple dans (Le Tallec, 1994).
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Terme 3 : Couplage gomme/câble.
Ce terme de couplage doit prendre en compte la surcontrainte près de l’interface dûe à la rotation
du câble par rapport à la déformation moyenne de la nappe. Pour calculer une approximation de ce
cisaillement dans la gomme, on travaille sur la géométrie locale simplifiée représentée sur la figure
2.11(b).
Cellule
élémentaire
e
h
2r
(a) Géométrie exacte
Cellule
élémentaire
e
h
2r
(b) Géométrie approchée
FIG. 2.11: Simplification de la géométrie pour approcher le cisaillement de la gomme
On suppose que la configuration étudiée est en petit cisaillement et respecte donc d2 ≈ F 2, où F 2 est
défini par l’expression 2.39. Comme on peut le voir sur la figure 2.12(a), lorsque la section du câble
tourne autour de d1, le cisaillement moyen α dans une cellule élémentaire vaut :
α= ang le(F 2,d2)≈ sin(F 2,d2)= F 2 ·d3
Mais nous devons tenir compte du fait que la section du câble est supposée rigide, ce qui implique
que tout le cisaillement est encaissé par la gomme. Le cisaillement β qui est réellement subi par la
gomme vaut alors (cf figure 2.12(b))
β= ang le
(
d2,eF 2−2rd2,
)
≈ e
e−2r F 2 ·d3
F 2
d2
d3
e
e F 2 ·d3α
(a) Cisaillement αmoyen dans une cellule
F 2
d2
d3
e−2r
e F 2 ·d3β
(b) Cisaillement β subi par la gomme
FIG. 2.12: Cisaillement de la gomme provoqué par une rotation des câbles
La cission τ provoquée par une variation d’angle β s’écrit sous la forme :
τ=Ggom ·β
Si on intègre ce terme sur le volume de gomme d’une cellule élémentaire et que l’on moyenne dans
la largeur de la nappe, on obtient alors la contrainte :
T =
∂wcoupl
∂F23
= 1
e
Vgom ∗Ggom ∗β
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où Vgom = eh−πr 2 est le volume de gomme.
Cela nous pousse à ajouter dans le terme de couplage suivant dans l’énergie interne de la nappe :
Ecoupl (x,r ,d i )=
∫∫
Sm
wcoupl (d3 ·F 2)dX2D =
∫∫
Sm
1
2
ccoupl
(
d3 ·F 2
)2
dX2D (2.43)
avec ccoupl =
eh−πr 2
e−2r Ggom
Remarque : D’un point de vue numérique, ce terme de couplage permet d’assurer la coercivité de
notre problème en contrôlant les rotations des sections de la fibres autours de d1 si celles-ci ne sont
pas imposées par des conditions aux limites.
En résumant nos différentes constructions, l’énergiemacroscopique de nappe que nous choisissons
ici est finalement :
Enap =
∫∫
P¯
{ ∫ t
2
− t2
1
1− fc
winc (e)dξ3+
κ
2
∫ t
2
− t2
(J −1)2dξ3+
1
2
ccoupl
(
d3 ·F 2
)2
+1
e
wmb(v)+
1
e
w f l (u)
}
dξα (2.44)
où e est le tenseur des déformations de Green-Lagrange, J est le jacobien, et les vecteurs u et v sont
les mesures de déformations des câbles, définis par l’expression 2.36.
Nous avons supposé dans la construction de cette énergie que les configurations (x,r ,d i ) évoluent
exclusivement dans la variété K or t . Lors de la discrétisation du problème de nappe, nous verrons
qu’on peut rencontrer des situations dans lesquelles la configuration n’appartient pas exactement à
K or t . Cela pourrait s’avérer dangereux, car l’énergie ainsi définie n’est pas coercive sur tout l’espace
K . Par exemple, les composantes du vecteur dérivée d ′1 sont contrôlées selon d2 et d3, mais aucun
des termes de 2.44 ne permet de contrôler sa composante selon d1. Pour remédier à cela, nous pro-
posons deux légères modifications dans cette énergie :
• On définit les mesures de flexion/torsion de manière symétrique, sous forme de carrés :
u˜21 = 12
(
d ′2 ·d3−d02
′ ·d03
)2
+ 12
(
d ′3 ·d2−d03
′ ·d02
)2
u˜22 = 12
(
d ′1 ·d3−d01
′ ·d03
)2
+ 12
(
d ′3 ·d1−d03
′ ·d01
)2
u˜23 = 12
(
d ′1 ·d2−d01
′ ·d02
)2
+ 12
(
d ′2 ·d1−d02
′ ·d01
)2 (2.45)
• On ajoute un terme de contrôle des allongements dans le plan de la nappe d i ,1 ·d i et d i ,2 ·d i :
EI
[(
d i ,1 ·d i
)2
+
(
d i ,2 ·d i
)2]
L’intéret d’utiliser ici le coefficient EI sera visible dans l’analyse asymptotique du chapitre 3. Ceci
nous amène alors à utiliser la densité d’énergie de flexion modifiée :
w f l
(
d i , d
′
j
)
= EI
2
(u˜22+ u˜23)+
GJ
2
u˜21+
EI
2
[(
d i ,1 ·d i
)2
+
(
d i ,2 ·d i
)2]
(2.46)
Au final, l’énergie augmentée de la nappe vaut donc :
Enap =
∫∫
P¯
{ ∫ t
2
− t2
1
1− fc
winc (e)dξ3+
κ
2
∫ t
2
− t2
(J −1)2dξ3+
1
2
ccoupl
(
d3 ·F 2
)2
+1
e
wmb(v)+
1
e
w f l
(
d i , d j ,1, dk ,2
)}
dξα (2.47)
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Cette nouvelle énergie paraît bien coercive pour toute configuration dans laquelle les directeurs
(d1,d2,d3) forment une base locale en tout point du plan. Toutes les déformations sont en effet
contrôlées dans K au sens suivant :
– Les positions x et leur gradient F =∇3Dx sont contrôlés de manière classique dans tout le volume
3D par l’énergie de gomme et les conditions aux limites ;
– Les positions r sont contrôlées par la gomme environnante ;
– Les gradients ∇2Dr et les directeurs d i sont contrôlés par l’énergie de membrane des câbles ainsi
que le couplage gomme/câble ;
– On suppose que les gradients des directeurs ∇2Ddi sont contrôlés faiblement par la gomme. En
plus, les dérivées curvilignes des directeurs d ′i sont contrôlées en tout point dans la base locale
(d1,d2,d3) par le terme d’énergie modifiée de flexion w f l
(
d i , d
′
j
)
.
Cette estimation de l’énergie, et en particulier celle de la gomme, reste assez grossière. Mais comme
nous l’avons dit en introduction de ce chapitre, on se limite pour le moment à la considération des
phénomènes apparaissant à l’ordre 0 à l’échelle macroscopique. A ce niveau, les éléments impor-
tants sont surtout la bonne prise en compte de la flexion des câbles et le couplage des câbles entre
eux par l’intermédiaire de la gomme. Une estimation plus précise de l’énergie de gomme sera pré-
sentée dans la partie II de cette thèse, où nous décrirons unemodélisationmulti-échelles permettant
de bien prendre en compte les déformations mésoscopiques de la gomme.
2.4.4 Formulation variationnelle du problème de nappe isolée
On supposemaintenant que la nappe est soumise à des densités surfaciques d’effort g
U
et g
D
sur ses
surfaces supérieure et inférieure. Pour des charges mortes, on peut introduire alors la fonctionnelle
J :K →R correspondant à l’énergie potentielle
J (x,r ,d i )= Enap (x,r ,d i )−
∫∫
P¯
[
g
U
(ξα) ·x(ξα,
h
2
)+ g
D
(ξα) ·x(ξα,−
h
2
)
]
dξα
où Enap est l’énergie interne de la nappe donnée par l’expression 2.40.
Le problème d’équilibre de la nappe se ramène alors au problème variationnel :
Pb 2.4.1 Trouver (x,r ,d i ) ∈K or t solution de
min
(x,r ,d i )∈K or t
J (x,r ,d i ) (2.48)
L’une des difficultés imposées par notremodèle est que l’espace des configurations admissiblesK or t
est une variété différentielle non linéaire, et non un espace linéaire comme c’est le cas classique-
ment. Pour contourner cette difficulté, on va plutôt travailler sur l’espace vectoriel K entier et impo-
ser la condition 2.27 par multiplicateurs de Lagrange. On forme donc le lagrangien :
L
(
(x,r ,d i );λ
)
= J (x,r ,d i )+
∫∫
P¯
λ(ξα) :G[d i ](ξα)dξα (2.49)
Le multiplicateur de Lagrange λ est symétrique, et ses composantes sont dans l’espace dual de
W 1,q (P¯ ), donc il est défini dans l’espace R33sym =
(
W 1,q (P¯ )′
)3×3
sym .
On recherche alors en toute généralité la solution du problème d’Euler-Lagrange :
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Pb 2.4.2 Trouver
(
(x,r ,d i );λ
)
∈K ×R33sym tels que
∀(xˆ, rˆ , dˆ i ) ∈K0 ,
∂Enap
∂(x,r ,d i )
(x,r ,d i ) · (xˆ, rˆ , dˆ i )+
∫∫
P¯
λ(ξα) :
[
∂G
∂d i
· dˆ i
]
(ξα)dξα = F (xˆ)
∀(ξ1,ξ2) ∈ P¯ , G[d i ](ξ1,ξ2)= 0
(2.50)
où F est une forme linéaire définie sur H(Ω¯), correspondant aux efforts extérieurs appliqués sur la
nappe.
On pourrait s’inspirer de (Bourgat et al., 1988) pour démontrer que ce problème est bien posé si le
chargement est indépendant de la déformation. Ce système d’équations est non linéaire, et sera ré-
solu par uneméthode itérative de Newton projetée. Pour cela, il est nécessaire de linéariser les équa-
tions à chaque itération, ce que nous allons faire formellement dans ce qui suit.
2.5 Méthode de résolution formelle
2.5.1 Equations d’Euler-Lagrange linéarisées
Plaçons nous dans une configuration (xn ,r n ,dni ) ∈ K or t , qui peut par exemple correspondre à la
configuration correspondant à l’itération n d’uneméthode de Newton. On cherche à construire une
nouvelle configuration, notée (xn+1,r n+1,dn+1i ) ∈ K or t , qui s’approche de la solution du problème
Pb2.4.2. Pour cela, la manière classique de faire est de linéariser les équations d’Euler-Lagrange 8.12
autour de la configuration (xn ,r n ,dni ), puis de calculer l’incrément (δx,δr ,δd i ) par simple résolu-
tion d’un système linéaire, et enfin de projeter la solution incrémentée sur la variété des solutions
admissibles.
Linéarisons donc les équations 8.12 autour de la configuration (xn ,r n ,dni ) ∈K or t et λ ∈R33sym .
On obtient :
Pb 2.5.1 Trouver (δx,δr ,δd i ) ∈K0 et δλ ∈R33sym tels que, ∀(xˆ, rˆ , dˆ i ) ∈K0, on ait[
∂Enap
∂(x,r ,d i )
(xn ,r n ,dni )+
∂2Enap
∂(x,r ,d i )
2
(xn ,r n ,dni ) · (δx,δr ,δd i )
]
· (xˆ, rˆ , dˆ i )
+
∫∫
P¯
∑
i , j
(λi j +δλi j )
(
dˆ i (ξα) ·dnj (ξα)+dni (ξα) · dˆ j (ξα)
)
+
∫∫
P¯
∑
i , j
λi j
(
dˆ i (ξα) ·δd j (ξα)+δd i (ξα) · dˆ j (ξα)
)
= F (xˆ)
(2.51)
∀(ξα) ∈ P¯ , ∀1≤ i ≤ j ≤ 3 , dni (ξα) ·δd j (ξα)+δd i (ξα) ·dnj (ξα)= 0 . (2.52)
L’équation 2.52 signifie que (δx,δr ,δd i ) appartient à l’espace tangentdK
or t (xn ,r n ,dni ). Elle est équi-
valente à
∃ω ∈W 1,q (P¯ )3, ∀i = 1,2,3 , ∀(ξα) ∈ P¯ , δd i (ξα)=ω(ξα)∧dni (ξα)=Dni (ξα) ·ω(ξα) . (2.53)
IciD
i
∈H33
anti
(P¯ ) est le tenseur de rotation élémentaire associé au vecteur d i , défini par :
∀v ∈H(P¯ ),D
i
· v = v ∧d i . L’inconnue du problème linéarisé devient alors (δx,δr ,ω) ∈U .
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On se limite alors à des fonctions tests (xˆ, rˆ , dˆ i ) appartenant également à l’espace tangentdK
or t (xn ,r n ,dni ),
sous la forme :
∀(ξα) ∈ P¯ , (xˆ, rˆ , dˆ i )(ξα)= (xˆ, rˆ ,ωˆ∧dni )(ξα)= (xˆ, rˆ ,Dni · ωˆ)(ξα) ,
avec (xˆ, rˆ ,ωˆ) ∈U , de telle sorte que ces fonctions tests satisfont
dˆ i (ξα) ·dnj (ξα)+dni (ξα) · dˆ j (ξα)= 0 .
Le problème linéarisé devient alors :
Pb 2.5.2 Trouver (δx,δr ,ω) ∈U et δλ ∈R33sym tels que, ∀(xˆ, rˆ ,ωˆ) ∈U , on ait
∂Enap
∂(x,r ,d i )
(xn ,r n ,dni ) · (xˆ, rˆ ,Dni · ωˆ) + (δx,δr ,D
n
i
·ω) ·
∂2Enap
∂(x,r ,d i )
2
(xn ,r n ,dni ) · (xˆ, rˆ ,Dni · ωˆ)
−
∫∫
sur f e
∑
i , j
λi j ω(ξα) ·
(
Dn
i
(ξα) ·Dn
j
(ξα)+Dn
j
(ξα) ·Dn
i
(ξα)
)
ωˆ(ξα)
= F (xˆ,Dn
i
· ωˆ) .
(2.54)
Ce problème linéarisé peut alors s’écrire sous la forme générique :
Pb 2.5.3 Trouver (δx,δr ,ω) ∈U et δλ ∈R33sym tels que, ∀(xˆ, rˆ ,ωˆ) ∈U , on ait
a((δx,δr ,ω), (xˆ, rˆ ,ωˆ))= l (xˆ, rˆ ,ωˆ) , (2.55)
avec
a((δx,δr ,ω), (xˆ, rˆ ,ωˆ)) = (δx,δr ,Dn
i
·ω) ·
∂2Enap
∂(x,r ,d i )
2
(xn ,r n ,dni ) · (xˆ, rˆ ,Dni · ωˆ)
−
∫∫
sur f e
∑
i , j
λi j ω(ξα) ·
(
Dn
i
(ξα) ·Dn
j
(ξα)+Dn
j
(ξα) ·Dn
i
(ξα)
)
ωˆ(ξα) ;
l (xˆ, rˆ ,ωˆ) = F (xˆ)− ∂Enap
∂(x,r ,d i )
(xn ,r n ,dni ) · (xˆ, rˆ ,Dni · ωˆ) .
Remarque : En réduisant l’espace des fonctions tests à dK or t (xn ,r n ,dni ), nous avons fait disparaître
l’incrément desmultiplicateurs de Lagrange δλ du probleme linéarisé. Pourtant, la valeur actualisée
desmultiplicateurs sera nécessaire à l’itération suivante, donc il nous faut trouver uneméthode pour
les calculer. Cela est fait dans la sous-section 2.5.3.
2.5.2 Projection sur l’espace des directeurs orthonormés
Dans la sous-section 2.5.1, nous avons fait l’hypothèse que la configuration courante (xn ,r n ,dni ) ap-
partient à la variétéK or t puis nous avons voulu construire unenouvelle configuration (xn+1,r n+1,dn+1i )
supposée également dans K or t . Pour passer de l’une à l’autre, nous avons utilisé un incrément de la
forme
(δx,δr ,δd i )= (δx,δr ,ω∧dni ) ,
où ω ∈W 1,q (P¯ )3 est une fonction vecteur de rotation infinitésimale, auquel on associe un tenseur
antisymétriqueΩ ∈W 33sym(P¯ ) défini par : ∀d ∈H(P¯ ), Ω ·d =ω∧d .
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Mais ce que nous avons "caché", c’est que la variété K or t est non linéaire, ce qui signifie que
(xn ,r n ,dni )+ (δx,δr ,ω∧dni ) ∉K or t . (2.56)
Donc on ne peut pas passer d’une configuration à une autre par une simple incrémentation de la
forme
(xn+1,r n+1,dn+1i )= (xn ,r n ,dni )+ (δx,δr ,ω∧dni ) .
Il est nécessaire de projeter les directeurs actualisés (dn+1i ) ∈ H(P¯ ) pour vérifier la contrainte d’or-
thonormalité 2.27 :
∀(ξ1,ξ2) ∈ P¯ , G[d i ](ξ1,ξ2)= 0 .
Pour ce faire, étant donné que les directeurs d’origine (dni ) ∈ H(P¯ )3 sont supposés orthonormés, il
suffit de chercher les nouveaux directeurs (dn+1i ) comme étant une rotation de ceux-ci, ce qui s’écrit :
∀i = 1,2,3 , ∀(ξ1,ξ2) ∈ P¯ , dn+1i (ξ1,ξ2)=Π(Ω(ξ1,ξ2)) ·dni (ξ1,ξ2) .
L’exponentielle d’un tenseur antisymétrique étant un tenseur orthogonal, on peut choisir l’opérateur
de rotationΠ comme étant l’exponentielle du tenseurΩ :
∀i = 1,2,3 , ∀(ξ1,ξ2) ∈ P¯ , dn+1i (ξ1,ξ2)= exp(Ω(ξ1,ξ2)) ·dni (ξ1,ξ2) .
De plus, cette exponentielle peut être écrite sous forme explicite :
exp
(
Ω
)
= I + 2
1+
∥∥ω˜∥∥2
(
Ω˜+ Ω˜2
)
,
avec ω˜= tan
(
1
2‖ω‖
)
‖ω‖ ω.
En faisant l’hypothèse de petites rotations, (Hughes andWinget, 1980) propose alors l’approxima-
tion du second ordre tan
( 1
2
∥∥ω∥∥)≈ 12 ∥∥ω∥∥, ce qui donne
ω˜≈ 1
2
ω ,
de telle sorte que l’exponentielle peut etre approchée par l’opérateur :
Π
(
ω
)
= I + 2
4+
∥∥ω∥∥2
(
2Ω+Ω2
)
. (2.57)
Théorème 2.5.1 L’opérateurΠ défini par 2.57 est un opérateur orthogonal.
Démonstration :
Vérifions que l’opérateurΠ est orthogonal :
∀(ξ1,ξ2) ∈ P¯ , Π
(
ω
)T ·Π(ω)= [I + 2
4+
∥∥ω∥∥2
(
2Ω+Ω2
)]T
·
[
I + 2
4+
∥∥ω∥∥2
(
2Ω+Ω2
)]
.
En utilisant l’antisymétrie du tenseurΩ, on obtient
∀(ξ1,ξ2) ∈ P¯ , Π
(
ω
)T ·Π(ω)= I + 4
(4+
∥∥ω∥∥2)2
(
−
∥∥ω∥∥2Ω2+Ω4) .
Le polynôme caractéristique du tenseur antisymétrique Ω vaut P (x) = det (xI −Ω) = x3 −
∥∥ω∥∥2 x.
D’après le théorème de Cayley-Hamilton, le tenseurΩ annule ce polynôme, donc
Ω
3−
∥∥ω∥∥2Ω= 0 .
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On en déduit queΠ
(
ω
)
est bien orthogonal :
∀(ξ1,ξ2) ∈ P¯ , Π
(
ω
)T ·Π(ω)= I .
Finalement, la configuration actualisée admissible est définie par
(xn+1,r n+1,dn+1i )= (xn +δx,δr ,Π(ω) ·dni ) . (2.58)
2.5.3 Calcul des multiplicateurs de Lagrange
Commenous l’avions remarqué dans la sous-section 2.5.1, le système linéaire 2.54 issu des équations
d’Euler Lagrange linéarisées ne permet pas le calcul de l’incrément des multiplicateurs de Lagrange
δλ. Nous cherchons donc ici une autre méthode pour actualiser ces multiplicateurs.
Commençons par rappeler la décomposition 2.34 de l’espace des champsK0 en espaces supplémen-
taires :
∀(xn ,r n ,dni ) ∈K or t K0 = dK or t (xn ,r n ,dni )⊕dK or t (xn ,r n ,dni ) .
Le problème variationnel 8.12 est alors équivalent à
Trouver (xn ,r n ,dni ) ∈K or t et λ ∈R33sym tels que on ait
∀(xˆ, rˆ , dˆ i ) ∈ dK or t (xn ,r n ,dni ),
∂Enap
∂(x,r ,d i )
(xn ,r n ,dni ) · (xˆ, rˆ , dˆ i )+
∫∫
P¯
λ(ξα) :
[
∂G
∂d i
· dˆ i
]
(ξα)︸ ︷︷ ︸
= 0 car (xˆ, rˆ , dˆ i ) ∈ dK or t (xn ,r n ,dni )
dξα = F (xˆ) (2.59)
et ∀(xˆ, rˆ , dˆ i ) ∈ dK or t (xn ,r n ,dni ),
∂Enap
∂(x,r ,d i )
(xn ,r n ,dni )·(xˆ, rˆ , dˆ i )+
∫∫
P¯
∑
i , j
λi j (ξα)
(
dˆ i (ξα) ·dnj (ξα)+dni (ξα) · dˆ j (ξα)
)
dξα = F (xˆ) . (2.60)
L’équation 2.59, qui utilise des fonctions tests (xˆ, rˆ , dˆ i ) ∈ dK or t (xn ,r n ,dni ), ne fait pas intervenir les
multiplicateurs de Lagrange. Le calcul de λ va donc se baser sur la relation 2.60.
Commençons par rappeler la définition de l’espace dK or t (xn ,r n ,dni ), donnée par 2.34 :
dK or t (xn ,r n ,dni ) =
{
(δx,δr ,δd i ) ∈K0 tels que ∃S ∈W 33sym(P¯ ) ,
∀(ξ1,ξ2) ∈ P¯ ,
{
δx(ξ1,ξ2)= 0
∀i = 1,2,3 , δd i (ξ1,ξ2)= S(ξ1,ξ2) ·dni (ξ1,ξ2)
}
.
L’équation 2.60 se simplifie alors à
∀S ∈W 33sym(P¯ ),
∂Enap
∂d i
(xn ,r n ,dni ) ·S ·d i +
∫∫
P¯
∑
i , j
λi j (ξα)
(
dni (ξα) ·S ·dnj (ξα)+dni (ξα) ·S ·dnj (ξα)
)
dξα = 0 . (2.61)
Explicitons alors la forme de l’énergie interne Enap :
Enap (x
n ,r n ,dni )=
∫∫
P¯
wnap (∇3Dx,∇2Dr ,d i ,d ′i )dξ1dξ2 .
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On en déduit la forme de sa dérivée par rapport aux vecteurs directeurs : (on suppose dans cette
section à les variations des directeurs sont de trace nulle sur le bord)
∀(dˆ1, dˆ2, dˆ3) ∈H0(P¯ )3,
∂Enap
∂d i
(xn ,r n ,dni ) · dˆ i =
∫∫
P¯
∂wnap
∂d i
· dˆ i +
∂wnap
∂d ′i
· dˆ ′i dξ1dξ2
=
∫∫
P¯
[
∂wnap
∂d i
−
(
∂wnap
∂d ′i
)′]
· dˆ i dξ1dξ2 .(2.62)
L’égalité 2.61 se réécrit alors
∀S ∈W 33sym(P¯ ), ∫∫
P¯
[
∂wnap
∂d i
−
(
∂wnap
∂d ′i
)′]
·S(ξα) ·dni (ξα)
+
∑
i , j
λi j (ξα)
(
dni (ξα) ·S(ξα) ·dnj (ξα)+dni (ξα) ·S(ξα) ·dnj (ξα)
)
dξα = 0 . (2.63)
On doit alors trouver une manière adéquate pour décrire l’espace des fonctions tenseurs symé-
triquesW 33sym(P¯ ). Pour cela, on introduit les produits tensoriels des directeurs T kl
:
∀k, l = 1,2,3 , ∀(ξ1,ξ2) ∈ P¯ , T
kl
(ξα)=

1
2
dk (ξα)⊗dk (ξα) si k = l
1
2
[
dk (ξα)⊗d l (ξα)+d l (ξα)⊗dk (ξα)
]
si k 6= l
(2.64)
On peut aisément vérifier que ces produits tensoriels T
kl
ont leurs composantes dans H(P¯ ) et sont
symétriques, qui appartiennent donc àW 33sym(P¯ ). De plus, ils sont sont linéairement indépendants,
donc ils permettent d’engendrer l’espace des tenseurs symétriquesW 33sym(P¯ ) :
W 33sym(P¯ ) =
{
S : P¯→R3×3 tels que ∃ckl ∈H(P¯ )
∀(ξ1,ξ2) ∈ P¯ , S(ξ1,ξ2)=
∑
k,l
ckl (ξ1,ξ2) T
kl
(ξ1,ξ2)
}
. (2.65)
La configuration actuelle (xn ,r n ,dni ) étant supposée dans K
or t , les directeurs (d i )i=1,2,3 sont ortho-
normés en tout point ((ξ1,ξ2)) ∈ P¯ . On en déduit :
∀(ξ1,ξ2) ∈ P¯ , ∀i , j = 1,2,3 , dni (ξ1,ξ2) ·dnj (ξ1,ξ2)= δi j .
D’après la définition 2.64 des tenseurs (T
kl
), on peut alors facilement montrer que
∀k, l = 1,2,3 , ∀i , j = 1,2,3 , d i ·T kl ·d j = d j ·T kl ·d i =
{
1
2δik δ j k si k = l
1
2 (δ j k δi l +δ j l δik ) si k 6= l
Si on somme ces relations, on obtient alors : ∀k, l = 1,2,3 , ∀(ξ1,ξ2) ∈ P¯ ,
∑
i , j
λi j (d i ·T kl ·d j +d j ·T kl ·d
n
i )=
{
λkk si k = l
λkl +λlk = 2λkl si k 6= l
(2.66)
Si on utilise la décomposition 2.65 de W 33sym(P¯ ) et qu’on injecte 2.66 dans l’égalité 2.63, on obtient
alors les égalités :
∀i , j = 1,2,3 , ∀ci j ∈H(P¯ ),
∫∫
P¯
ci j (ξα)
{[
∂wnap
∂d i
−
(
∂wnap
∂d ′i
)′]
·
(1
2
d i
)
+λi i
}
dξα = 0 si i = j∫∫
P¯
ci j (ξα)
{[
∂wnap
∂d i
−
(
∂wnap
∂d ′i
)′]
·
(1
2
d j
)
+
[
∂wnap
∂d j
−
(
∂wnap
∂d ′j
)′]
·
(1
2
d i
)
+2λi j
}
dξα = 0 si i 6= j
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Finalement, on en déduit la valeur des multiplicateurs de Lagrange pour la configuration courante
(xn ,r n ,dni ) ∈K or t :
∀(ξα) ∈ P¯ , ∀i ∈ [1,3] , ∀ j ∈ [i ,3],
λi j (ξα)=

−1
2
[
∂wnap
∂d i
−
(
∂wnap
∂d ′i
)′]
·dni (ξα) si i = j
−1
4
[[
∂wnap
∂d i
−
(
∂wnap
∂d ′i
)′]
·dnj (ξα)+
[
∂wnap
∂d j
−
(
∂wnap
∂d ′j
)′]
·dni (ξα)
]
si i 6= j
(2.67)
Pour résumer, les sous-sections 2.5.1, 2.5.2 et 2.5.3 permettent de définir une méthode incrémen-
tale de résolution des équations d’Euler-Lagrange 8.12. Chaque itération partant d’une configuration
(xn ,dni ) ∈K or t est décomposée en 3 étapes :
– Calcul des multiplicateurs de Lagrange λn avec la relation 2.67 ;
– Calcul de l’incrément (δx,ω) ∈U par résolution du système 2.54 ;
– Projection sur la variétéK or t avec l’opérateur défini par 2.57 et 2.58, pour obtenir la nouvelle confi-
guration (xn+1,dn+1i ) ∈K or t .
Conclusions
Les nappes fibrées sont des structures fines constituées de câbles rigides enrobés dans une gomme
molle incompressible. Comme nous l’avons vu dans la section 2.2, il est important que la modélisa-
tion de ces nappes prenne convenablement en compte leur structure hétérogène ainsi que la flexion
des câbles, que ce soit hors plan ou dans le plan de la nappe.
Ce chapitre a présenté un premier modèle original de nappes fibrées, utilisant une représentation
de poutre pour les câbles et une énergie homogénéisée pour la gomme, ce qui permet de répondre à
toutes ces attentes. Une méthode de résolution formelle itérative a été décrite, permettant d’assurer
que la solution appartient à l’espace des configurations admissibles, qui est une variété non linéaire.
La résolution numérique de ce problème non linéaire va se faire par une Méthode d’Eléments Finis
(MEF). Mais il est bien connu (voir par exemple (Chapelle and Bathe, 2003)) que la MEF classique
appliquée à des structures minces présente un risque de verrouillage numérique, c’est à dire que sa
convergence ne sera pas uniforme par rapport à l’épaisseur de la nappe.
Avant de discrétiser notre problème de nappe continu, il est donc nécessaire de réaliser une étude
formelle permettant d’assurer que la méthode numérique choisie ne présente pas de risque de ver-
rouillage pour des faibles épaisseurs, ce qui est fait dans le chapitre 3. Le type d’éléments finis ainsi
que l’algorithme de résolution seront ensuite présentés dans le chapitre 4.
C
H
A
P
I
T
R
E
3
Ecriture formelle et analyse du modèle
Introduction
L’objectif de ce chapitre est de construire une méthode numérique satisfaisante pour discrétiser le
modèle décrit dans le chapitre 2. Plus précisément, l’épaisseur des nappes étudiées sera souvent
très petite par rapport aux autres dimensions caractéristiques, en particulier par rapport à la lon-
gueur des fibres qu’elles contiennent. Ce type de structures minces apparaît fréquemment dans le
milieu industriel, l’objectif étant d’avoir une structure la plus mince et robuste possible pour utiliser
un minimum de matériau dans sa construction. En général, la solution calculée par une méthode
d’élements finis classique peut fortement se déteriorer lorsque l’épaisseur d’une structure tend vers
0. Notre méthode numérique devra donc garantir que l’approximation discrète calculée reste bonne
même pour des épaisseurs très faibles.
La construction de la méthode numérique se fait en plusieurs étapes :
• Dans la première section, on rappelle la problématique générale dans le cas des structuresminces,
et on récapitule quelques travaux existants pour d’autres types de structures minces classiques ;
• La section 3.2 présente le modèle mathématique non linéaire qui sera utilisé pour décrire le pro-
blème de nappe renforcée, écrit sous forme asymptotique ;
• Nous expliquons ensuite dans la section 3.3 ce qui se passe si l’on discrétise directement ce mo-
dèle par des éléments finis standards, de manière à comprendre l’origine du phénomène de ver-
rouillage numérique ;
• Des multiplicateurs de Lagrange sont alors introduits dans la section 3.4 pour construire une for-
mulation mixte du problème. On essaie alors de montrer que des éléments finis mixtes assez
simples permettent de contourner les risques de verrouillage ;
• Enfin, nous prouvons dans la section 3.5 que le problème discret construit par éléments finis
mixtes est en fait équivalent à réaliser une sous intégration partielle sélective sur des éléments
finis standards.
Des tests numériques seront ensuite montrés dans le chapitre 4 pour prouver que la méthode nu-
mérique ainsi construite donne de bons résultats dans différentes situations asymptotiques (flexion
oumembrane dominée).
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3.1 Verrouillage numérique des structures minces
Il est bien connu que la formulation d’éléments finis robustes pour l’analyse numérique des struc-
turesminces présente des difficultés. Lorsque l’épaisseur est petite, le terme d’énergie demembrane
des fibres prend plus d’importance, et les problèmes tangents qui apparaissent peuvent prendre
deux formes, suivant la configuration et le chargement considérés :
∀Uˆ ∈ V Amb
(
U ǫ˜,Uˆ
)
+ǫ2A
(
U ǫ˜,Uˆ
)
= f
(
Uˆ
)
(3.1)
∀Uˆ ∈ V A
(
U ǫ˜,Uˆ
)
+ǫ−2Amb
(
U ǫ˜,Uˆ
)
= f
(
Uˆ
)
(3.2)
Le problème 3.1, dit "à flexion pure inhibée", peut normalement être discrétisé directement et être
résolu par laméthode des éléments finis avec de bons résultatsmême si l’épaisseur devient très fine.
Par contre, lorsqu’on résout numériquement le problème 3.2, qu’on appellera "problème à flexion
non inhibée", il arrive bien souvent que le matériau paraisse plus raide lorsque le paramètre ǫ dimi-
nue. Ce phénomène est appelé verrouillage numérique, et il constitue l’une des difficultés majeures
dans la formulation d’éléments finis robustes pour l’analyse numérique des structures minces.
Le phénomène de verrouillage numérique a été largement étudié dans le cas des poutres (cf (Arnold,
1981), (Chenais and Paumier, 1994), (Chapelle, 1997)), des plaques (cf (Brezzi and Fortin, 1991),
(Chapelle, 1993)) ou encore des coques (cf (Sanchez-Palencia, 1989a), (Pitkäranta, 1992),
(Arnold and Brezzi, 1997)). Il apparait aussi dans les formulations incompressibles de la mécanique
des milieux continus, pour lesquelles de nombreux travaux ont été réalisés dans la recherche de re-
mèdes contre cette pathologie (voir (Hughes, 1987), (Batoz and Dhatt, 1990) ou (Bathe, 1996)). Dans
la plupart des cas, les formulations mixtes permettent de construire rigoureusement des méthodes
numériques qui échappent au verrouillage. Mais dans le cas des coques, il n’existe actuellement au-
cun élément dont on ait pu démontrer qu’il serait parfaitement robuste, même si tous les problèmes
sont désormais bien compris (voir en particulier (Chapelle and Bathe, 2003)).
La forme de notre problème de nappe fibrée est très similaire aux problèmes de coques, puisque la
géométrie de la surface moyenne y est quelconque et que la flexion pourra être inhibée ou non dans
le problème limite. L’approche décrite dans ce chapitre pour échapper au verrouillage est donc en
grande partie inspirée des méthodes développées pour les coques.
3.2 Formulation non linéaire continue
3.2.1 Problème 2D sous forme asymptotique
Simplification du problème continu
On rappelle que l’énergie de déformation de la nappe peut être décomposée en trois termes princi-
paux : une énergie de la gomme (qui travaille faiblement enmembrane et en flexion), une énergie de
flexion des fibres et une énergie de membrane des fibres.
Pour simplifier l’étude formelle réalisée dans ce chapitre, on va supposer que le problème de nappe
fibrée 3D décrit dans le chapitre 2 peut être approché par un problème 2D sur la surfacemoyenne de
la nappe, dans lequel les seules inconnues sont (r ,d i ) ∈ H(P¯ )×H(P¯ )3. L’énergie totale de la nappe
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donnée par l’expression 2.47 est alors remplacée par une énergie de la forme :
Enap =
∫∫
P¯
w2Dgom +w f l +wmb dξα (3.3)
On réalise les hypothèses suivantes :
– La densité surfacique d’énergie de gommedépenddu gradient surfacique∇2Dr (membrane).Mais
du fait de l’interaction entre les câbles et la gomme, elle apporte d’une certainemanière une faible
résistance en flexion perpendiclairement aux fibres, et on peut supposer qu’elle dépend égale-
ment des directeurs d i et de leurs dérivées surfaciques ∇2Ddi (flexions) :
w2Dgom =w2Dgom
(
∇2Dr , d i , ∇2Ddi
)
– Comme dans le chapitre 2, l’énergie de flexion des fibres s’écrit sous la forme :
w f l
(
d i , d
′
j
)
= EI
2e
(u˜22+ u˜23)+
GJ
2e
u˜21+
EI
2e
[(
d i ,1 ·d i
)2
+
(
d i ,2 ·d i
)2]
où les u˜i sont définis par l’expression 2.45 :
u˜21 = 12
(
d ′2 ·d3−d02
′ ·d03
)2
+ 12
(
d ′3 ·d2−d03
′ ·d02
)2
u˜22 = 12
(
d ′1 ·d3−d01
′ ·d03
)2
+ 12
(
d ′3 ·d1−d03
′ ·d01
)2
u˜23 = 12
(
d ′1 ·d2−d01
′ ·d02
)2
+ 12
(
d ′2 ·d1−d02
′ ·d01
)2
– Enfin, l’énergie de traction/compression des fibres dépend de la mesure vi = r ′ ·d i , ce qui s’écrit :
wmb = wmb
(
r ′, d i
)
=
(
v − v0
)
·Kmb ·
(
v − v0
)
= Kmbii
(
r ′ ·d i − v0i
)2
Au vu des conditions aux limites CL imposées, les transformations évoluent alors dans l’espace K˜
défini par :
K˜ =
{
(r ,d i ) ∈ (H(P¯ )×H(P¯ )3)∩CL
}
(3.4)
où H(P¯ ) représente toujours l’ensemble des fonctions vecteurs v définies sur le plan de référence P¯ ,
de carré intégrable et dont le gradient est aussi de carré intégrable :
H(P¯ ) =
{
v : P¯→R3 tels que vi ∈H1(P¯ )
}
=
{
v : P¯→R3 tels que vi ∈ L2(P¯ ) et ∇2Dvi ∈ L2(P¯ )2
}
L’espace des variations K˜0 est alors défini de la mêmemanière par
K˜0 =
{
(r ,d i ) ∈ (H(P¯ )×H(P¯ )3)∩CL0
}
(3.5)
Par ailleurs, comme cela était fait dans le chapitre 2, on impose aux directeurs d’être orthonormés
en tout point de la surface :
∀(ξ1,ξ2) ∈ P¯ , ∀i , j = 1,2,3 , d i (ξ1,ξ2) ·d j (ξ1,ξ2)= δi j
La variété K˜ or t contenant les déformations cinématiquement admissibles qui prennent en compte
cette contrainte d’orthonormalité est alors définie par
K˜ or t =
{
(r ,d i ) ∈ K˜ tels que ∀(ξ1,ξ2) ∈ P¯ , G[d i ](ξ1,ξ2)= 0
}
(3.6)
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où on rappelle que l’opérateurG :H(P¯ )3→W 33sym(P¯ ) est défini par l’équation 2.26 :
∀(ξ1,ξ2) ∈ P¯ , ∀i , j = 1,2,3, Gi j [dk ](ξ1,ξ2)= d i (ξ1,ξ2) ·d j (ξ1,ξ2)−δi j
Pour toute configuration (r ,d i ) ∈ K˜ or t , l’espace des variations cinématiquement admissibles est
alors défini par l’espace tangent :
dK˜ or t (r ,d i ) =
{
(δr ,δd i ) ∈ K˜0 tels que ∀ 1≤ i ≤ j ≤ 3,
∀(ξ1,ξ2) ∈ P¯ , δd i (ξ1,ξ2) ·d j (ξ1,ξ2)+d i (ξ1,ξ2) ·δd j (ξ1,ξ2)= 0
}
(3.7)
Ecriture asymptotique
L’objectif dans ce chapitre est d’étudier les nappes pour lesquelles l’épaisseur h est inférieure de
plusieurs ordres de grandeur à la longueur moyenne des fibres, notée L1. On dit que ces nappes sont
"minces". Les différents termes de l’énergie n’évoluant pas de la même manière lorsque l’épaisseur
change, il est nécessaire d’expliciter leur dépendance par rapport au petit paramètre ǫ˜ = r
L1
pour
comprendre leur comportement lorsque celui-ci tend vers 0.
Come cela est fait par exemple dans (Chapelle, 1997), on peut montrer avec un adimensionnement
par le module des câbles Ec pour les contraintes, et par la longueur moyenne des câbles L1 pour les
longueurs, que les termes d’énergie de câbles vérifient les ordres de grandeur :
wmb
(
r ′, d i
)
= ǫ˜
(
r ′ ·d i − v0i
)
·K 0 ·
(
r ′ ·d i − v0i
)
et w f l
(
d i , d
′
j
)
= ǫ˜3 w0f l
(
d i , d
′
j
)
où le tenseur K 0 et la densité d’énergie w0
f l
sont indépendants de ǫ˜.
Le terme d’énergie de gomme est plus complexe à adimensionner, car il fait intervenir deux petits
paramètres : le rapport de longueurs h
L1
et le rapport de rigidités
Egom
Ecab
. Pour tenir compte du fait
que la gomme est beaucoup moins rigide que les câbles, et que les couches supérieure et inférieure
contribuent à résister à la flexion de la nappe fibrée, on fait l’hypothèse que ces paramètres sont
choisis de manière à ce que l’énergie de gomme s’écrive sous la forme :
w2Dgom
(
∇2Dr , d i , ∇2Ddi
)
= ǫ˜3 w0gom
(
∇2Dr , d i , ∇2Ddi
)
où w0gom est indépendant de ǫ˜. Autrement dit, on suppose que l’énergie de déformation de gomme
est du même oredre que l’énergie de flexion des câbles.
On regroupe alors les deux termes évoluant enO(ǫ˜) pour former la densité surfacique d’énergie adi-
mensionnée :
w0
(
∇2Dr , d i , ∇2Ddi
)
=w0gom
(
∇2Dr , d i , ∇2Ddi
)
+w0f l
(
d i , d
′
j
)
Au final, l’énergie interne de la nappe peut donc s’écrire sous la forme :
Enap (r ,d i )= ǫ˜3
∫∫
P¯
w0dξα︸ ︷︷ ︸
E0(r ,d i )
+ǫ˜ 1
2
∫∫
P¯
(
v(r ′,d i )− v0
)
·K 0 ·
(
v(r ′,d i )− v0
)
dξα︸ ︷︷ ︸
a0mb
((
v(r ′,d i )− v0
)
,
(
v(r ′,d i )− v0
)) (3.8)
Avec ces notations, le problème non linéaire à résoudre s’écrit finalement sous la forme du dévelop-
pement asymptotique suivant :
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Pb 3.2.1 Développement asymptotique du problème de nappe simplifié
Trouver
(
(r ,d i );λ
)
∈ K˜ ×R33sym tel que
ǫ˜3
∂E0
∂(r ,d i )
(r ,d i ) · (rˆ , dˆ i ) +ǫ˜
∫∫
P¯
(
r ′ ·d i − v0i
)
K 0i i (rˆ
′ ·d i + r ′ · dˆ i )dξα
+
∫∫
P¯
λi j (ξα)
[
d i · dˆ j + dˆ i ·d j
]
(ξα)dξα = F (rˆ ) ∀(rˆ , dˆ i ) ∈ K˜0
∀(ξ1,ξ2) ∈ P¯ , ∀i , j = 1,2,3 , d i ·d j (ξ1,ξ2)= δi j
Remarque : On rappelle que pour une configuration (r ,d i ) ∈ K˜ or t donnée, la valeur des multiplica-
teurs de Lagrange est connue et donnée par l’expression 2.67. En reprenant l’expression de l’énergie
3.8, on obtient :
λi j =

−1
2
ǫ˜3
(
∂w0
∂d i
−
(
∂w0
∂d ′i
)′)
·d i − ǫ˜K 0i i (r ′ ·d i − v0i )(r ′ ·d i ) si i = j
−1
4
[
ǫ˜3
(
∂w0
∂d i
−
(
∂w0
∂d ′i
)′)
·d j + ǫ˜3
(
∂w0
∂d j
−
(
∂w0
∂d ′j
)′)
·d i
]
si i 6= j
(3.9)
On arrive ainsi à un problème non linéaire, dont les inconnues sont les positions x et les directeurs
d i , dans lequel un petit paramètre ǫ˜ apparaît avec un poids variant de ǫ˜ à ǫ˜
3 devant les différents
termes. Etant donné la façon dont ǫ˜ apparaît dans ce problème, il est légitime de se demander quelle
influence ce paramètre peut avoir sur le modèle lorsqu’il devient petit. On aimerait en particulier
étudier l’influence du paramètre sur la qualité des approximations numériques qu’on peut faire de
cemodèle, de façon à détecter des difficultés de type "verrouillage numérique", dont on sait qu’elles
arrivent effectivement pour d’autres formulations de structures minces comme les coques (voir par
exemple (Chapelle, 1996a)). On va dans un premier temps s’intéresser au comportement asympto-
tique dumodèle continu dans la sous section 3.2.2, tandis que la question desméthodes numériques
est traitée dans la section 3.3.
3.2.2 Problèmes non linéaires limites
Pour réaliser l’analyse asymptotique de notre problème de nappe, on s’inspire du cas des coques
linéaires (voir par exemple (Sanchez-Palencia, 1989a), (Pitkäranta, 1992) ou (Ciarlet, 2000)). On in-
troduit une sous variété non linéaire de K˜ fermée, notée K˜ f l , qui va jouer un rôle essentiel :
K˜ f l =
{
(r ,d i ) ∈ K˜ tel que ∀(ξ1,ξ2) ∈ P¯ , v(r ,d i )= v(r 0,d0i )= v0
}
(3.10)
où l’expression des déformations v(r ,d i ) est donnée par l’équation 2.14.
La sous variété K˜ or t
f l
correspond aux configurations pour lesquelles les déformations d’allongement
et de cisaillement des câbles sont nulles, c’est pourquoi on l’appellera espace des transformations en
flexion pure. En fonction du contenu de la variété K˜ f l , la nappe sera dite
– "à flexion pure non inhibée" si d’autres configurations que la configuration de référence appar-
tiennent à K˜ f l ;
– "à flexion pure inhibée" si K˜ f l est réduit à la configuration de référence.
Ces termes sont utilisés par analogie avec le cas des coques linéaires décrit dans (Sanchez-Palencia,
1989a) et (Sanchez-Palencia, 1989b). Nous étudions ces deux types de problèmes limites dans la suite
de cette section.
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Flexion pure inhibée
Plaçons nous d’abord dans le cas où K˜ f l est réduit à la configuration de référence :
K˜ f l =
{
(r 0,d0i )
}
Dans ce cas, pour que la solution reste bornée quand ǫ tend vers 0, on suppose que le chargement
est de l’ordreO(ǫ), de telle sorte que le secondmembre peut s’écrire sous la forme
F (rˆ )= ǫ˜
∫∫
P¯
g · rˆ dξα
où g ∈ L2(P¯ ) est supposée indépendante de ǫ˜.
Le problème Pb3.2.1 est alors équivalent au problème perturbé suivant :
Pb 3.2.2 Problème non linéaire enmembrane dominante
Trouver
(
(r ,d i );λ
)
∈ K˜ ×R33sym tel que
∫∫
P¯
(r ′ ·d i − v0i )K 0i i (rˆ ′ ·d i + r ′ · dˆ i )dξα+ ǫ˜2
∂E0
∂(r ,d i )
(r ,d i ) · (rˆ , dˆ i )
+
∫∫
P¯
λi j (ξα)
[
d i · dˆ j + dˆ i ·d j
]
(ξα)dξα =
∫∫
P¯
g · rˆ dξα ∀(rˆ , dˆ i ) ∈ K˜0
∀(ξ1,ξ2) ∈ P¯ , ∀i , j = 1,2,3 , d i ·d j (ξ1,ξ2)= δi j
Ainsi, lorsque ǫ˜ tend vers 0, le problème non linéaire devrait converger formellement vers le pro-
blème limite :
Pb 3.2.3 Problème non linéaire limite enmembrane dominante
Trouver
(
(r ,d i );λ
)
∈ K˜ ×R33sym tel que
∫∫
P¯
(r ′ ·d i − v0i )K 0i i (rˆ ′ ·d i + r ′ · dˆ i )dξα
+
∫∫
P¯
λi j (ξα)
[
d i · dˆ j + dˆ i ·d j
]
(ξα)dξα =
∫∫
P¯
g · rˆ dξα ∀(rˆ , dˆ i ) ∈ K˜0
∀(ξ1,ξ2) ∈ P¯ , ∀i , j = 1,2,3 , d i ·d j (ξ1,ξ2)= δi j
Ce problème limite n’est pas toujours bien posé. D’une part, compte tenu de l’expression de l’éner-
gie limite dans le problème Pb3.2.3, l’espace de travail du problème de membrane dominante est
plutôt du type L2(P¯ ) au lieu de H1(P¯ ). D’autre part, il peut exister des chargements qui ne sont pas
dans l’image de l’opérateur de raideur K 0.
Exemple de problème à flexion de câble purement inhibée :
On considère une nappe initialement plane, supportée à ces deux extrémités dans le sens des fibres
(cf figure 3.1(a)). On suppose ainsi que les trois composantes de déplacements sont bloquées à ces
extrémités, mais que les rotations sont laissées libres. On soumet cette nappe à une densité de force
transverse uniforme (qui peut être considérée comme son poids propre).
Il est évident que les conditions aux limites bloquant les déplacements aux extrémités, toute défor-
mation va créer un allongement des câbles (cf figure 3.1(b), de telle sorte que K˜ f l =
{
(r 0,d0i )
}
. Ce
problème est donc un problème à flexion des câbles purement inhibée. Il sera étudié plus en détails
dans le chapitre 4 sur quelques exemples numériques.
⊓⊔
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f =
(a) Configuration initiale (b) Configuration déformée
FIG. 3.1: Exemple de problème à flexion de câble purement inhibée
Flexion pure non inhibée
Dans le cas où K˜ f l contient d’autres configurations, on suppose que le chargement est de l’ordre
O(ǫ3) pour que la solution reste bornée quand ǫ tend vers 0, de telle sorte le second membre peut
s’écrire sous la forme
F (rˆ )= ǫ3
∫∫
P¯
f · rˆ dξα
où f ∈ L2(P¯ ) est supposée indépendante de ǫ˜.
On est alors amené à étudier le problème suivant, dans lequel on remarque que le terme prépondé-
rant est le contraire du problème avec flexion pure inhibée :
Pb 3.2.4 Problème non linéaire en flexion dominante
Trouver
(
(r ,d i );λ
)
∈ K˜ ×R33sym tel que
∂E0
∂(r ,d i )
(r ,d i ) · (rˆ , dˆ i ) +ǫ˜−2
∫∫
P¯
(r ′ ·d i − v0i )K 0i i (rˆ ′ ·d i + r ′ · dˆ i )dξα
+
∫∫
P¯
λi j (ξα)
[
d i · dˆ j + dˆ i ·d j
]
(ξα)dξα =
∫∫
P¯
f · rˆ dξα ∀(rˆ , dˆ i ) ∈ K˜0
∀(ξ1,ξ2) ∈ P¯ , ∀i , j = 1,2,3 , d i ·d j (ξ1,ξ2)= δi j
Si on fait tendre ǫ˜ vers 0 dans cette minimisation, on constate qu’on tend à imposer sur la solution la
contrainte
vi (r ,d i )= r ′ ·d i = v0i
ce qui signifie qu’à la limite, les fibres ne subissent ni allongement ni cisaillement. Pour cette rai-
son, les nappes à flexion pure non inhibée seront parfois dites "à flexion dominante" (cf (Pitkäranta,
1992)). Lorsque ǫ˜ tend vers 0, le problème non linéaire converge formellement vers le problème li-
mite sur la sous variété K˜ f l :
Pb 3.2.5 Problème non linéaire limite en flexion dominante
Trouver
(
(r ,d i );λ
)
∈ K˜ f l ×R33sym tel que
∂E0
∂(r ,d i )
(r ,d i ) · (rˆ , dˆ i )+
∫∫
P¯
λi j (ξα)
[
d i · dˆ j + dˆ i ·d j
]
(ξα)dξα =
∫∫
P¯
f · rˆ dξα ∀(rˆ , dˆ i ) ∈ K˜ 0f l
∀(ξ1,ξ2) ∈ P¯ , ∀i , j = 1,2,3 , d i ·d j (ξ1,ξ2)= δi j
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Exemple de problème à flexion de câble non inhibée :
On considère une nappe initialement plane, encastrée à l’une de ses extrémitée et libre à l’autre bout
(cf figure 3.2(a)). On suppose ainsi que les trois composantes de déplacements et les trois compo-
santes de rotations sont bloquées à l’extrémité encastrée, mais que tous les degrés de liberté sont
laissés libres ailleurs. On soumet cette nappe à une densité de force transverse uniforme (qui peut
être considérée comme son poids propre).
L’extrémité non encastrée pouvant bouger n’importe comment, les câbles pourront toujours trouver
une configuration en flexion pure lorsque la force reste d’intensité raisonnable (cf figure 3.2(b)). Leur
énergie demembrane/cisaillement est alors nulle, de telle sorte que K˜ f l 6=
{
(r 0,d0i )
}
. Ce problème est
donc un problème à flexion des câbles non inhibée. Il sera étudié plus en détails dans le chapitre 4
sur quelques exemples numériques.
⊓⊔
f =
(a) Configuration initiale (b) Configuration déformée
FIG. 3.2: Exemple de problème à flexion de câble non inhibée
L’objectif du reste de ce chapitre est de trouver une méthode numérique permettant d’approcher
correctement la solution exacte de ce type de problème non linéaire, y compris lorsque l’épaisseur
diminue et qu’on se rapproche des problèmes limites qu’on vient de décrire. On commence par
analyser la méthode des éléments finis classique dans la section 3.3.
3.3 Résolution par la méthode des éléments finis classique
3.3.1 Problème non linéaire discrétisé
La discrétisation du problème ainsi que la méthode de résolution seront détaillés dans le chapitre 4.
On ne va donner ici que les idées principales et les notations utilisées.
Discrétisation de la surface
On suppose que la géométrie de la surfaceSm est suffisamment régulière pour pouvoir être décom-
posée en NEh éléments finis quadrangulaires réguliers (comme ceux illustré sur la figure 3.3) :
Sm =
NEh⋃
e=1
Ehe
où h représente le diamètre maximum d’un élément.
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Il est à noter que l’approximation n’est pas nécessairement la même pour les déplacements δr que
pour les directeurs δd i . Ainsi dans chaque élément fini, le nombre de noeuds où sont calculés les
incréments de déplacements δr peut être différent du nombre de noeuds où sont calculés les incré-
ments de directeurs δd i , comme le montre la figure 3.4. On prend comme notations :
– NNhx : nombre de noeuds interpolant les déplacements δr , notés (Mp )p∈[1;NNhx ] ;
– NNh
d
: nombre de noeuds interpolant les directeurs d i , notés (Np )p∈[1;NNh
d
].
FIG. 3.3: Décomposition de la surface Sm en éléments
finis quadrangulaires
Noeud pour les déplacements
Noeud pour les directeurs
FIG. 3.4: Exemple d’élément fini qua-
drangulaire
Restriction cinématique
La difficulté lorsqu’on dicrétise le problème Pb3.2.1 est de traiter la contrainte d’orthonormalité des
directeurs. On pourrait de reprendre directement la contrainte continue∫∫
P¯
λi j (ξα)
[
d i (ξα) ·d j (ξα)−δi j
]
et de discrétiser l’espace des multiplicateurs R33sym demanière très riche. Mais cela reviendrait à im-
poser l’orthonormalité des directeurs 2.27 en tout point de la surface de la nappe, alors que l’interpo-
lation polynomiale utilisée ne le permet pas. Nous sommes donc amenés à relaxer cette contrainte
d’orthogonalité, qui n’est plus imposée sur toute la surface, mais uniquement aux NNh
d
noeuds où
sont définis les directeurs :
∀p ∈ [1,NNhd ] , G[d i ](Np )= 0 (3.11)
De telle sorte que l’espace des configurations admissibles K˜ or t est remplacé par la variété K˜ rel conte-
nant les déformées vérifiant la condition d’orthonormalité relaxée :
K˜ rel =
{
(r ,d i ) ∈ K˜ tels que ∀p ∈ [1,NNhd ] , G[d i ](Np )= 0
}
Pour toute configuration (r ,d i ) ∈ K˜ rel , on définit l’espace tangent dK˜ rel :
dK˜ rel (r ,d i )=
{
(δr ,δd i ) ∈ K˜0 tels que ∀p ∈ [1,NNhd ], ∀i , j = 1,2,3,
δd i (Np ) ·d j (Np )+d i (Np ) ·δd j (Np )= 0
}
Espaces fonctionnels discrets
Comme cela est fait de manière classique dans la méthode des éléments finis, les composantes des
inconnues (dans ce cas les déplacements δr et les directeurs d i ) sont approchées par des fonctions
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polynomiales par élément à partir de leurs valeurs nodales. L’espace d’approximation des dépla-
cements δr est noté V˜h , alors que les directeurs discrétisés appartienent à l’espace noté W˜h . Par
exemple, pour le choix d’éléments finis présenté sur la figure 3.4, qui sont des quadrilatères d’ordre
2 pour les déplacements et des quadrilatères d’ordre 1 pour les directeurs, ces espaces sont alors
définis par :
V˜h =
{
u ∈H(P¯ ) , ∀e ∈ [1;NEh] , ui|Ehe ∈Q2
}
W˜h =
{
d ∈H(P¯ ) , ∀e ∈ [1;NEh] , d i|Ehe ∈Q1
}
On définit les espaces de configurations discrètes vérifiant les conditions aux limites à partir de ces
espaces d’approximation par :
K˜h =
{
(r ,d i ) ∈ V˜h × W˜ 3h ∩CL
}
K˜ 0h =
{
(r ,d i ) ∈ V˜h × W˜ 3h ∩CL0
}
L’espace des déformations discrètes admissibles est quant à lui défini par la variété fermée
K˜ relh = K˜h ∩ K˜ rel
Comme dans le cas continu, pour toute configuration discrète (r ,d i ) ∈ K˜ relh , on définit l’espace tan-
gent dK˜ rel
h
dans lequel seront recherchées les variations discrètes :
dK˜ relh (r ,d i )= K˜ 0h ∩dK˜ rel (r ,d i )
De la même manière que ce qui a été fait dans la section 2.4 pour le sous espace dK˜ or t
h
(r ,d i ), on
pourrait démontrer que ce sous-espace vectoriel s’écrit aussi :
dK˜ relh (r ,d i ) =
{
(δr ,δd i ) ∈ K˜ 0h tels que ∃(ωp ) ∈R3∗NN
h
d , (3.12)
∀p ∈ [1;NNhd ] , ∀i = 1,2,3 , δd i (Np )=ωp ∧d i (Np )
}
Remarque : Les vecteurs ωp ∈ R3 sont uniquement définis ponctuellement aux noeuds, et ne sont
jamais interpolés. Ainsi, les problèmes tangents discrets seront écrits en fonction des variations des
inconnues (δr ,δd i ) ∈ dK˜ relh (r ,d i ), et non en fonction des vecteurs de rotation ω comme on l’avait
fait dans la section 2.5.
Problème discret non linéaire
Le problème continu Pb3.2.1 est alors approché par le problème discret :
Pb 3.3.1 Problème non linéaire discrétisé
Trouver
(
(r ,d i );λ
p
i j
)
∈ K˜h ×R3∗3∗NN
h
d tel que
ǫ˜3
∂E0
∂(r ,d i )
(r ,d i ) · (rˆ , dˆ i ) +ǫ˜
∫∫
P¯
(r ′ ·d i − v0i )K 0i i (rˆ ′ ·d i + r ′ · dˆ i )dξα
+
NNh
d∑
p=1
λ
p
i j
(
dˆ i (Np ) ·d j (Np )+d i (Np ) · dˆ j (Np )
)
= F (rˆ ) ∀(rˆ , dˆ i ) ∈ K˜ 0h
∀p ∈ [1;NNh
d
] , ∀1≤ i ≤ j ≤ 3 , d i (Np ) ·d j (Np )= δi j
Ce système d’équations est non linéaire, et pourrait être résolu par uneméthode itérative de Newton
projetée, introduite au chapitre 2 et détaillée dans le chapitre 4.
Remarque : Lesmultiplicateurs de Lagrange λ
p
i j
sont uniquement des valeurs ponctuelles. Ainsi, on
ne fait pas correspondre d’espace discret à l’espace continu des multiplicateurs R33sym et les λ
p
i j
ne
sont pas interpolés.
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3.3.2 Problème discret linéarisé
Pour simplifier cette étude formelle, nous allons faire l’hypothèse de petites déformations autour
d’un état précontraint (r ,d i ) ∈ K˜ relh et (λ
p
i j
) ∈ R6∗NNhd . Cela nous autorise à linéariser le problème et
on se ramène à la résolution du problème tangent :
Trouver (δr ,δd i ) ∈ K˜ 0h et δλ
p
i j
∈R6∗NNhd tels que, ∀(rˆ , dˆ i ) ∈ K˜ 0h , on ait
ǫ˜3
[
∂E0
∂(r ,d i )
(r ,d i )+
∂2E0
∂(r ,d i )
2
(r ,d i ) · (δr ,δd i )
]
· (rˆ , dˆ i )
+ ǫ˜
∫∫
P¯
(r ′ ·d i − vOi )K 0i i (rˆ ′ ·d i + r ′ · dˆ i )dξα
+ ǫ˜
∫∫
P¯
(r ′ ·d i − vOi )K 0i i (rˆ ′ ·δd i +δr ′ · dˆ i )dξα
+ ǫ˜
∫∫
P¯
(δr ′ ·d i + r ′ ·δd i )K 0i i (rˆ ′ ·d i + r ′ · dˆ i )dξα
+
NNh
d∑
p=1
(λ
p
i j
+δλp
i j
)
(
dˆ i (Np ) ·d j (Np )+d i (Np ) · dˆ j (Np )
)
+
NNh
d∑
p=1
λ
p
i j
(
dˆ i (Np ) ·δd j (Np )+δd i (Np ) · dˆ j (Np )
)
= F (rˆ )
(3.13)
∀p ∈ [1;NNhd ] , ∀1≤ i ≤ j ≤ 3 , d i (Np ) ·δd j (Np )+δd i (Np ) ·d j (Np )= 0 (3.14)
Dans ce problème, les multiplicateurs de Lagrange λ
p
i j
sont donnés par l’expression 3.9. Nous sup-
posons ici que la rigidité géométrique est très petite pour la configuration considérée (hypothèse
valable uniquement dans le cas non-inhibé) :
K 0i i (r
′ ·d i − v0i )=O(ǫ2), (3.15)
ce qui permet d’adimensionner les multiplicateurs sous la forme
λ
p
i j
= ǫ˜3 λ˜p
i j
(3.16)
Par ailleurs, l’équation 3.14 signifie que l’incrément (δr ,δd i ) appartient à l’espace tangent dK˜
rel ∩
K˜ 0
h
. En réduisant l’espace des fonctions tests à dK˜ rel ∩ K˜ 0
h
, ce problème linéaire s’écrit :
Pb 3.3.2 Problème linéaire discret
TrouverU ǫ
h
= (δr ǫ
h
,δdǫ
hi
) ∈ dK˜ rel (r ,d i )∩ K˜ 0h tel que
ǫ˜3A
(
U ǫh ,Uˆ
)
+ ǫ˜Amb
(
U ǫh ,Uˆ
)
= F ǫ
(
Uˆ
)
∀Uˆ = (rˆ , dˆ i ) ∈ dK˜ rel (r ,d i )∩ K˜ 0h (3.17)
sous la notation
A : K˜ 0× K˜ 0→R(
(δr ,δd i ), (rˆ , dˆ i )
)
7−→ (δr ,δd i ) ·
∂2E0
∂(r ,d i )
2
· (rˆ , dˆ i )
+
NNh
d∑
p=1
λ˜
p
i j
(
dˆ i (Np ) ·δd j (Np )+δd i (Np ) · dˆ j (Np )
)
(3.18)
Amb : K˜
0× K˜ 0→R(
(δr ,δd i ), (rˆ , dˆ i )
)
7−→
∫∫
P¯
(δr ′ ·d i + r ′ ·δd i )K 0i i (rˆ ′ ·d i + r ′ · dˆ i )
+(r ′ ·d i − vOi )K 0i i (rˆ ′ ·δd i +δr ′ · dˆ i ) dξα (3.19)
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F ǫ : K˜ 0→R
(rˆ , dˆ i ) 7−→ F (rˆ )− ǫ˜3
∂E0
∂(r ,d i )
(r ,d i ) · (rˆ , dˆ i )
−ǫ˜
∫∫
P¯
(r ′ ·d i − vOi )K 0i i (rˆ ′ ·d i + r ′ · dˆ i )dξα (3.20)
Si on suppose que la configuration (r ,d i ) appartient à la variété K˜
or t , alors le problème Pb3.3.2 est
une approximation du problème linéarisé continu :
Pb 3.3.3 Problème linéaire continu
TrouverU ǫ = (δr ǫ,δdǫi ) ∈ dK˜ or t (r ,d i ) tel que
ǫ˜3A
(
U ǫ,Uˆ
)
+ ǫ˜Amb
(
U ǫ,Uˆ
)
= F ǫ˜
(
Uˆ
)
∀Uˆ = (rˆ , dˆ i ) ∈ dK˜ or t (3.21)
Cette approximation est non conforme en général : si la configuration (r ,d i ) n’est pas plane, l’espace
dK˜ rel (r ,d i )∩K˜ 0h n’est pas inclus dans dK˜ or t (r ,d i ). Mais dans le cas d’une linéarisation autour d’une
configuration plane, on peut vérifier que d’après 3.12, on a en tout point
∀(ξ1,ξ2) ∈ P¯ , δd i (ξ1,ξ2) =
NNh
d∑
p=1
ϕp (ξ1,ξ2) δd i (Np )
=
NNh
d∑
p=1
ϕp (ξ1,ξ2)
[
ωp ∧d i
]
=
NNhd∑
p=1
ϕp (ξ1,ξ2)ωp
∧d i
= ω(ξ1,ξ2)∧d i
et que donc l’espace discret dK˜ rel (r ,d i )∩ K˜ 0h est inclus dans dK˜ or t (r ,d i ) dans ce cas particulier.
Les problèmes linéaires 3.3.2 et 3.3.3 sont dépendants du petit paramètre ǫ˜. Demanière comparable
au cas non linéaire étudié dans la sous section 3.2.2, leur comportement asymptotique dépend de la
forme du sous espace suivant :
dK˜ f l (r ,d i )=
{
U ∈ dK˜ or t (r ,d i ) tel que Amb(U ,U )= 0
}
Cet espace s’écrit de manière équivalente sous la forme :
dK˜ f l (r ,d i ) =
{
(rˆ , dˆ i ) ∈ dK˜ or t (r ,d i ) tel que
∀(ξ1,ξ2) ∈ P¯ , rˆ ′(ξ1,ξ2) ·d i (ξ1,ξ2)+ r ′(ξ1,ξ2) · dˆ i (ξ1,ξ2)= 0
}
On peut remarquer que pour une configuration (r ,d i ) ∈ K˜ f l , l’espace dK˜ f l (r ,d i ) représente l’espace
tangent à la sous variété K˜ f l . Cette remarque va nous permettre de mieux comprendre le lien entre
les problèmes non linéaires limites décrits dans la sous section 3.2.2 et le comportement des pro-
blèmes linéarisés étudiés ici.
3.3.3 Problème linéarisé autour d’une configuration de référence plane
On peut expliciter A(., .) et vérifier sa coercivité quand on linéarise autour d’une configuration plane
et que l’on suppose que le terme de couplage a un comportement adéquat en flexion.
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Pour ce faire, on commence par rappeler qu’après adimensionnement, l’énergie de flexion intro-
duite au chapitre 2 pouvait s’écrire sous la forme augmentée :
w0f l =
1
2
I
e L21
[(
d ′2 ·d3−d02
′ ·d03
)2
+
(
d ′3 ·d2−d03
′ ·d02
)2]
+1
4
I
e L21
[(
d ′1 ·d3−d01
′ ·d03
)2
+
(
d ′2 ·d1−d02
′ ·d01
)2]
+1
4
I
e L21
[(
d ′1 ·d2−d01
′ ·d02
)2
+
(
d ′3 ·d1−d03
′ ·d01
)2]
+1
2
I
e L21
[(
d1,1 ·d1
)2
+
(
d2,1 ·d2
)2
+
(
d3,1 ·d3
)2]
+1
2
I
e L21
[(
d1,2 ·d1
)2
+
(
d2,2 ·d2
)2
+
(
d3,2 ·d3
)2]
que l’on peut encore écrire sous la forme
w0f l =
1
2
∑
i , j
a1i j
(
d i ,1 ·d j
)2
+ 1
2
∑
i
a2i i
(
d i ,2 ·d i
)2
où tous les coefficients a1
i j
sont strictement positifs. La dérivée seconde autours d’une configuration
plane donne :
δd i ·
∂2w0
f l
∂d2i
· dˆ i =
∑
i , j
a1i j
(
δd i ,1 ·d j
)(
dˆ i ,1 ·d j
)
+
∑
i
a2i i
(
δd i ,2 ·d i
)(
dˆ i ,2 ·d i
)
On sait aussi que le terme de cisaillement de gomme peut s’écrire sous la forme linéarisée :
δr ·
∂2w0
inc
∂r 2
· rˆ = 1
4
(
∇δr +∇δr T
)
:K 0inc :
(
∇rˆ +∇rˆ T
)
où K 0
inc
=
∂2w0
inc
∂e2
est le tenseur d’élsticité, supposé défini positif.
Enfin, on peut supposer que le terme de couplage dans l’épaisseur va contrôler partiellement la
flexion transverse sous la forme d’une somme à coefficients positifs :
w0coupl =
1
2
∑
i 6= j
a2i j
(
d i ,2 ·d j
)2
qui se linéarise en
δd i ·
∂2w0
coupl
∂d2i
· dˆ i =
∑
i 6= j
a2i j
(
δd i ,2 ·d j
)(
dˆ i ,2 ·d j
)
Au final, la forme bilinéaire A(., .) s’écrit alors :
A
(
(δr ,δd i ), (rˆ , dˆ i )
)
=
∑
α,i , j
aαi j
(
δd i ,α ·d j
)(
dˆ i ,α ·d j
)
+ 1
4
(
∇δr +∇δr T
)
:K 0inc :
(
∇rˆ +∇rˆ T
)
Elle est clairement continue et coercive sur tout l’espace K˜ 0 dès que les déplacements sont contrôlés
sur une partie de la frontière de P¯ .
On note alors respectivement ‖A‖ > 0 et α> 0 les constantes de continuité et de coercivité de A(., .),
définies par les relations :
∀(U ,Uˆ ) ∈ K˜ 0× K˜ 0 , |A(U ,Uˆ )| ≤ ‖A‖ ‖U‖K˜ ‖Uˆ‖K˜ (3.22)
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∀U ∈ K˜ 0, A(U ,U )≥α
∥∥U∥∥2 (3.23)
Par contre, la forme bilinéaire Amb(., .) n’est pas coercive sur l’espace K˜
0. Les seules informations
dont nous disposons sont sa continuité et sa positivité :
∀(U ,Uˆ ) ∈ K˜ 0× K˜ 0 , |Amb(U ,Uˆ )| ≤ ‖Amb‖ ‖U‖K˜ ‖Uˆ‖K˜ (3.24)
∀U ∈ K˜ 0, Amb(U ,U )≥ 0 (3.25)
L’objectif de la suite de cette section est d’étudier l’erreur commise en approchant le problème
Pb3.3.3 par le problème discret Pb3.3.2, en particulier lorsque le paramètre ǫ˜ tend vers 0 pour les
problèmes à flexion non-inhibée décrits dans la section 3.2.
3.3.4 Convergence sur un problème de nappe non inhibée
Supposons que l’espace dK˜ f l (r ,d i ) contient au moins un élément non nul :
dK˜ f l (r ,d i ) 6=
{
0
}
Cette situation pourra en particulier être rencontrée lorsque la configuration (r ,d i ) appartient à la
variété K˜ f l non nulle, lorsque le problème non linéaire est à flexion non inhibée, de la forme du pro-
blème Pb3.2.4. Un exemple a été représenté sur la figure 3.2.
Comme cela a été fait pour les problèmes non linéaires à flexion non inhibée dans la sous section
3.2.2, on va supposer que le chargement est de la forme : (cf (Sanchez-Palencia, 1989a))
F ǫ(Uˆ )= ǫ˜3F 0(Uˆ )
où F 0 est une forme linéaire indépendante de ǫ˜.
Pour illustrer notre propos, on va supposer que l’on a pu construire notre discrétisation par éléments
finis de manière à garantir l’inclusion ;
dK˜ relh = dK˜ rel ∩ K˜ 0h ⊂ dK˜ or t (3.26)
Le problème général 3.3.3 se ramène alors au problème contraint :
Pb 3.3.4 Problème linéaire continu avec flexion non inhibée
TrouverU ǫ ∈ dK˜ or t tel que
A
(
U ǫ,Uˆ
)
+ ǫ˜−2 Amb
(
U ǫ,Uˆ
)
= F 0
(
Uˆ
)
∀Uˆ ∈ dK˜ or t (3.27)
La discrétisation de ce problème par la méthode des éléments finis s’écrit alors :
Pb 3.3.5 Problème linéaire discret avec flexion non inhibée
TrouverU ǫ
h
∈ dK˜ rel
h
tel que
A
(
U ǫh ,Uˆ
)
+ ǫ˜−2 Amb
(
U ǫh ,Uˆ
)
= F 0
(
Uˆ
)
∀Uˆ ∈ dK˜ relh (3.28)
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On peut observer que lorsque le paramètre ǫ˜ est très petit, le problème Pb3.3.4 s’interprète comme
la pénalisation du problème sous contrainte suivant : (voir dans le cas des coques linéaires :
(Sanchez-Hubert and Sanchez-Palencia, 1992) ou (Chenais and Paumier, 1994))
TrouverU0 ∈ dK˜ or t tel que
A
(
U0,Uˆ
)
= F 0
(
Uˆ
)
∀Uˆ ∈ dK˜ or t
sous la contrainte imposée par pénalisation :
Amb(U
0,U0)= 0 (3.29)
Ce problème limite peut aussi s’écrire sur le sous espace dK˜ f l :
TrouverU0 ∈ dK˜ f l tel que
A
(
U0,Uˆ
)
= F 0
(
Uˆ
)
∀Uˆ ∈ dK˜ f l
Ce problème limite est bien posé puisqu’il n’est que la restriction du problème elliptique 3.3.4 à un
sous espace.
On va montrer dans ce qui suit que la méthode des éléments finis standard n’est pas adaptée à la
résolution d’un tel problème lorsque l’épaisseur devient très petite. Plus précisément, l’estimation
d’erreur entre la solution discrèteU ǫ
h
et la solution continueU ǫ explose lorsque le paramètre ǫ˜ dimi-
nue, comme le montre le théorème suivant :
Théorème 3.3.1 Sur le problème avec flexion non inhibée Pb3.3.4, la convergence des éléments finis
classiques n’est pas uniforme selon l’épaisseur.
Plus précisément : sous les hypothèses 3.22-3.25 et 3.26, si on noteU ǫ˜ etU ǫ˜
h
les solutions des problèmes
Pb3.3.4 et Pb3.3.5, alors l’estimation classique dégénère en
∃C > 0,∀ǫ˜> 0,
∥∥∥U ǫ˜−U ǫ˜h∥∥∥K˜ ≤C ǫ˜−2 infU∗∈dK˜ rel
h
∥∥∥U ǫ˜−U∗∥∥∥
K˜
Démonstration :
Cette démonstration est classique.
Etant donné que A(., .)+ ǫ˜−2 Amb(., .) est coercive sur K˜ 0 et que dK˜ relh et dK˜ or t sont des sous-espaces
fermés de K˜ 0 par construction, on peut appliquer le théorème de Lax-Milgram pour établir l’exis-
tence et l’unicité des solutions des problèmes Pb3.3.4 et Pb3.3.5, notées respectivementU ǫ˜ etU ǫ˜
h
.
D’après 3.27 et 3.28, on a alors :
∀Uˆ ∈ dK˜ relh , A
(
U ǫ˜h ,Uˆ
)
+ ǫ˜−2 Amb
(
U ǫ˜h ,Uˆ
)
= A
(
U ǫ˜,Uˆ
)
+ ǫ˜−2 Amb
(
U ǫ˜,Uˆ
)
On en déduit ∀Uˆ ∈ dK˜ rel
h
, ∀U∗ ∈ dK˜ rel
h
,
A
(
U ǫ˜h −U∗,Uˆ
)
+ ǫ˜−2 Amb
(
U ǫ˜h −U∗,Uˆ
)
= A
(
U ǫ˜−U∗,Uˆ
)
+ ǫ˜−2 Amb
(
U ǫ˜−U∗,Uˆ
)
En particulier, pour Uˆ =U ǫ˜
h
−U∗ ∈ dK˜ rel
h
, on obtient ∀U∗ ∈ dK˜ rel
h
,
A
(
U ǫ˜h −U∗,U ǫ˜h −U∗
)
+ ǫ˜−2 Amb
(
U ǫ˜h −U∗,U ǫ˜h −U∗
)
= A
(
U ǫ˜−U∗,U ǫ˜h −U∗
)
+ ǫ˜−2 Amb
(
U ǫ˜−U∗,U ǫ˜h −U∗
)
(3.30)
On utilise alors la coercivité de A(., .) et la positivité deAmb(., .) sur dK˜
or t pour déduire :
∀Uˆ ∈ dK˜ relh , A
(
Uˆ ,Uˆ
)
+ ǫ˜−2 Amb
(
Uˆ ,Uˆ
)
≥α
∥∥Uˆ∥∥2K˜
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Par ailleurs, la continuité de A(., .) et Amb(., .) nous donne :
∀Uˆ ,Vˆ ∈ dK˜ relh , A
(
Uˆ ,Vˆ
)
+ ǫ˜−2 Amb
(
Uˆ ,Vˆ
)
≤ ‖A‖ ‖Uˆ‖K˜ ‖Vˆ ‖K˜ + ǫ˜−2‖Amb‖ ‖Uˆ‖K˜ ‖Vˆ ‖K˜
≤ ǫ˜−2
(‖A‖+‖Amb‖) ‖Uˆ‖K˜ ‖Vˆ ‖K˜ ( pour ǫ< 1)
Ces deux inégalités rassemblées nous donnent après report dans 3.30 :
α
∥∥∥U ǫ˜h −U∗∥∥∥2K˜ ≤ ǫ˜−2(‖A‖+‖Amb‖) ‖U ǫ˜−U∗‖K˜ ‖U ǫ˜h −U∗‖K˜
ou encore après division par ‖U ǫ˜
h
−U∗‖K˜ :
α
∥∥∥U ǫ˜h −U∗∥∥∥K˜ ≤ ǫ˜−2(‖A‖+‖Amb‖) ‖U ǫ˜−U∗‖K˜
On en déduit le résultat du théorème par inégalité triangulaire.
Cette dégénérescence s’observe expérimentalement et se retrouvera sur certains essais numériques
du chapitre 4.
La convergence non uniforme d’éléments finis standards peut s’expliquer facilement : A la limite, la
solution du problème continu va converger vers la solution du problème limite :
TrouverU0 ∈ dK˜ or t
f l
tel que
A
(
U0,Uˆ
)
= F 0
(
Uˆ
)
∀Uˆ ∈ dK˜ or tf l (3.31)
Pour une taille demaille h fixée, même si l’espace d’approximation dK˜ rel
h
approche très bien dK˜ or t ,
rien ne nous garantit qu’il est assez riche dans dK˜ or t pour pouvoir satisfaire la contrainte 3.29 de
manière précise. Dans le pire des cas, il est tout à fait possible de rencontrer la situation
dK˜ relh
⋂
dK˜ or tf l = 0
auquel cas la discrétisation fournira alors une solution approchée nulle à la limite où ǫ tend vers 0 :
lim
ǫ˜→0
U ǫ˜h = 0 6=U0
Ce phénomène purement numérique est appelé verrouillage numérique.
En pratique, on s’intéresse rarement au cas limite (l’épaisseur de la nappe a une valeur finie). Donc
la solution calculée n’est jamais exactement nulle, et par ailleurs la théorie des éléments finis nous
garantit que, pour une épaisseur donnée, on peut toujours calculer une solution suffisamment pré-
cise en utilisant un pas de discrétisation suffisamment petit. Mais le problème est qu’il faut utiliser
d’autant plus d’éléments que l’épaisseur est faible, alors qu’on aimerait disposer d’un outil d’ap-
proximation dont la précision est indépendante de l’épaisseur.
Par ailleurs, nous avons vu qu’il existe des liens entre les problèmes limites non linéaires décrits dans
la sous-section 3.2.2 et les problèmes limites linéaires observés ici. Cependant, ceci n’est pas géné-
ralisable : si le problème de nappe non linéaire est résolu par une méthode itérative, les problèmes
tangents traités à chaque itération n’appartiennent pas nécessairement tous à la même catégorie.
Par conséquent, le caractère non linéaire de notre problème impose à la méthode numérique uti-
lisée de fonctionner à la fois pour des problèmes où la flexion est inhibée ou non inhibée (plus de
détails dans (Chapelle and Bathe, 2003)).
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Les sections 3.4 et 3.5 vont décrire la constructiond’uneméthodenumériquepermettant de contour-
ner le problèmede verrouillage numérique sur des problèmes à flexionnon inhibée. Il restera ensuite
à vérifier que cetteméthode reste adaptée à des problèmes à flexion pure inhibée, ce qui sera fait par
des tests numériques dans le chapitre 4.
3.4 Formulation mixte non linéaire
3.4.1 Problème mixte continu
L’objectif de cette section est de trouver une méthode d’approximation du problème non linéaire
Pb3.2.1, pour laquelle le problème tangent n’est pas sujet au phénomène de verrouillage numé-
rique dans le cas de flexion non inhibée. Pour cela, une solution classique consiste à utiliser des
méthodes mixtes, dont les fondements ont été établis par (Babuska, 1973) et (Brezzi, 1974). Ces mé-
thodes consistent à introduire une inconnue auxiliaire, qu’on peut interpréter comme le multiplica-
teur de Lagrange de la contrainte 3.10 sur les déplacements.
Rappelons la forme du problème non linéaire à flexion non inhibée Pb3.2.4, pour lequel des phéno-
mènes de verrouillage numérique peuvent apparaître :
Trouver
(
(r ,d i );λ
)
∈ K˜ ×R33sym tel que
∂E0
∂(r ,d i )
(r ,d i ) · (rˆ , dˆ i ) +ǫ˜−2
∫∫
P¯
(r ′ ·d i − v0i )K 0i i (rˆ ′ ·d i + r ′ · dˆ i )dξα
+
∫∫
P¯
λi j (ξα)
[
d i · dˆ j + dˆ i ·d j
]
(ξα)dξα =
∫∫
P¯
f · rˆ dξα ∀(rˆ , dˆ i ) ∈ K˜0
∀(ξ1,ξ2) ∈ P¯ , ∀i , j = 1,2,3 , d i ·d j (ξ1,ξ2)= δi j
Dans cette expression, contrairement aux formulations asymptotiques sur des structures minces, le
terme d’énergie E0 contrôle toutes les déformations grâce à l’énergie de gomme supposée enO(ǫ˜3).
Cependant, rien ne nous empêche de nous inspirer de l’écriture utilisée pour le cas des coques li-
néaires dans (Arnold and Brezzi, 1997) : on introduit un paramètre c0 > 0 et on note ǫ2 = ǫ˜
2
1−c0 ǫ˜2 . Le
problème peut alors s’écrire de manière équivalente sous la forme :
Pb 3.4.1 Problème non linéaire en flexion dominante
Trouver
(
(r ,d i );λ
)
∈ K˜ ×R33sym tel que
∂E˜0
∂(r ,d i )
(r ,d i ) · (rˆ , dˆ i ) +ǫ−2
∫∫
P¯
(r ′ ·d i − v0i )K 0i i (rˆ ′ ·d i + r ′ · dˆ i )dξα
+
∫∫
P¯
λi j (ξα)
[
d i · dˆ j + dˆ i ·d j
]
(ξα)dξα =
∫∫
P¯
f · rˆ dξα ∀(rˆ , dˆ i ) ∈ K˜0
∀(ξ1,ξ2) ∈ P¯ , ∀i , j = 1,2,3 , d i ·d j (ξ1,ξ2)= δi j
avec
E˜0(r ,d i )= E0(r ,d i )+ c0 a0mb( v(r ,d i ), v(r ,d i ) ) (3.32)
La dérivée seconde de cette nouvelle énergie sera alors bien coercive sur tout l’espace K˜0, d’après
3.23 et 3.25.
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Afin de contourner les risques de verrouillage numérique lorsque le problème de nappe est dominé
en flexion, on introduit des multiplicateurs de Lagrange p dans le problème non linéaire de départ :
∀i = 1,2,3, pi = ǫ−2K 0i i (r ′ ·d i − v0i ) (3.33)
Ces multiplicateurs évoluent dans l’espace Q défini par
Q =
{
p : P¯→R3 tel que pi ∈ L2(P¯ )
}
On peut observer que p correspond à une forme adimensionnelle de l’effort tranchant. En récri-
vant 3.33 sous forme variationnelle, on peut alors transformer le problème Pb3.4.1 pour obtenir le
problèmemixte non linéaire :
Pb 3.4.2 Problèmemixte non linéaire
Trouver
(
(r ,d i );p;λ
)
∈ K˜ ×Q×R33sym tel que
∂E˜0
∂(r ,d i )
(r ,d i ) · (rˆ , dˆ i ) +
∫∫
P¯
pi (rˆ
′ ·d i + r ′ · dˆ i )dξα
+
∫∫
P¯
λi j (ξα)
[
d i · dˆ j + dˆ i ·d j
]
(ξα)dξα =
∫∫
P¯
f · rˆ dξα ∀(rˆ , dˆ i ) ∈ K˜0
∫∫
P¯
pˆi (r
′ ·d i − v0i )dξα −ǫ2
∫∫
P¯
pˆi K
−1
i i pi dξα = 0 ∀pˆ ∈Q
∀(ξ1,ξ2) ∈ P¯ , ∀i , j = 1,2,3 , d i ·d j (ξ1,ξ2)= δi j
La méthode numérique consiste alors à discrétiser le problème Pb3.4.2 entier, y compris les mul-
tiplicateurs p, plutôt que le problème en déplacements Pb3.4.1. On va décrire dans ce qui suit les
espaces d’approximations permettant d’assurer une convergence indépendante de l’épaisseur, au
moins dans le cas particulier du problème linéarisé autour d’une configuration plane.
3.4.2 Eléments finis mixtes : cas général
Discrétisation du problème
Comme cela a été expliqué dans la section 3.4.1, le problème Pb3.4.2 est discrétisé par des éléments
finis permettant d’interpoler à la fois les inconnues primales (r ,d i ) ∈ K˜ et les inconnues auxiliaires
p ∈Q.
Les notations utilisées dans cette partie seront les mêmes que pour la discrétisation du problème
primal dans la sous-section 3.3.1. On suppose que la géométrie de la surface Sm est suffisamment
régulière pour pouvoir être décomposée en NEh éléments finis quadrangulaires réguliers :
Sm =
NEh⋃
e=1
Ehe
où h représente le diamètre maximum d’un élément.
Les interpolations des trois types d’inconnues δr , d i et p sont indépendantes. Ainsi dans chaque
élément fini, le nombre de noeuds où sont calculés chacun de ces champs est différent, comme le
montre la figure 3.5. On prend comme notations :
– NNhx : nombre de noeuds interpolant les déplacements δr , notés (Mp )p∈[1;NNhx ] ;
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– NNh
d
: nombre de noeuds interpolant les directeurs d i , notés (Np )p∈[1;NNh
d
] ;
– NNhp : nombre de noeuds interpolant les efforts p, notés (Op )p∈[1;NNhp ].
Par ailleurs, on note NFh le nombre d’arrêtes du maillage, appelées (F
h
k
)k=1,NFh .
Comme cela était déjà le cas dans le problème primal, la condition d’orthonormalité des directeurs
doit etre relaxée pour être imposée seulement aux NNh
d
noeuds interpolant les directeurs :
∀p ∈ [1,NNhd ] , G[d i ](Np )= 0
Les espaces des configurations continus et discrétisés respectant cette contrainte sont notés de la
même manière que dans la sous section 3.3.1. En plus de ceux-ci, on note Qh l’espace des variables
auxiliaires p discrètes. Par exemple, le choix d’éléments finis représenté sur la figure 3.5 correspond
à l’espace
Qh =
{
p ∈ L2(P¯ ) , ∀e ∈ [1;NEh] , p i|Ehe ∈ P0
}
(a) Déplacements δr (b) Directeurs d i (c) Efforts p
FIG. 3.5: Exemple de degrés de liberté pour les inconnues du problèmemixte
Remarque : Comme nous l’avons déjà précisé pour le problème primal discrétisé en non linéaire,
les vecteurs de rotationωp ∈R3 et les multiplcateurs λ
p
i j
∈R3∗3 sont uniquement définis ponctuelle-
ment aux noeuds, et ne sont jamais interpolés.
Avec ces notations, le problèmemixte non linéaire est approché par
Pb 3.4.3 Problème discret mixte non linéaire
Trouver
(
(r ,d i );p;λ
)
∈ K˜h ×Qh ×R3∗3∗NN
h
d tel que
∂E˜0
∂(r ,d i )
· (rˆ , dˆ i ) +
∫∫
P¯
pi (rˆ
′ ·d i + r ′ · dˆ i )dξα+
NNh
d∑
p=1
λ
p
i j
[
d i · dˆ j + dˆ i ·d j
]
(Np )
=
∫∫
P¯
f · rˆ dξα ∀(rˆ , dˆ i ) ∈ K˜ 0h
∫∫
P¯
pˆi (r
′ ·d i − v0i )dξα −ǫ2
∫∫
P¯
pˆi K
−1
i i pi dξα = 0 ∀pˆ ∈Qh
∀p ∈ [1;NNh
d
] , ∀i , j = 1,2,3 , d i (Np ) ·d j (Np )= δi j
3.4.3 Problème linéarisé
Comme pour le problème primal dans la sous section 3.3.2, on se place ici dans le cadre de petites
perturbations autour d’un état précontraint (r ,d i ) ∈ K˜ or t pour simplifier cette étude formelle. On
suppose les multiplicateurs (λ
p
i j
) ∈ R6∗NNhd et p ∈Qh connus, calculés à partir des efforts internes.
L’hypothèse des petites déformations nous amène à la résolution du problème tangent :
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Pb 3.4.4 Problème discret mixte linéarisé
Trouver ((δr ,δd i );p) ∈ dK˜h ×Qh tels que, ∀(rˆ , dˆ i ) ∈ dK˜h , ∀pˆ ∈Qh , on ait[
∂E˜0
∂(r ,d i )
(r ,d i )+
∂2E˜0
∂(r ,d i )
2
(r ,d i ) · (δr ,δd i )
]
· (rˆ , dˆ i )
+
∫∫
P¯
(pi +δpi ) (rˆ ′ ·d i + r ′ · dˆ i )dξα
+
∫∫
P¯
pi (rˆ
′ ·δd i +δr ′ · dˆ i )dξα
+
NNh
d∑
p=1
(λ
p
i j
+δλp
i j
)
(
dˆ i (Np ) ·d j (Np )+d i (Np ) · dˆ j (Np )
)
+
NNh
d∑
p=1
λ
p
i j
(
dˆ i (Np ) ·δd j (Np )+δd i (Np ) · dˆ j (Np )
)
=
∫∫
P¯
f · rˆ dξα
∫∫
P¯
pˆi (δr
′ ·d i + r ′ ·δd i )dξα−ǫ2
∫∫
P¯
pˆi K
−1
i i (pi +δpi ) dξα =−
∫∫
P¯
pˆi (r
′ ·d i − v0i )dξα
∀p ∈ [1;NNhd ] , ∀i , j = 1,2,3 , δd i (Np ) ·d j (Np )+d i (Np ) ·δd j (Np )= 0
Nous supposons que la rigidité géométrique satisfait l’hypothèse 3.15 pour la configuration consi-
dérée, ce qui permet d’adimenssioner les multiplicateurs de Lagrange :
λ
p
i j
= ǫ˜3 λ˜p
i j
Pour écrire le problème Pb3.4.4 sous forme générique, on introduit les formes bilinéaires :
A : K˜ 0× K˜ 0→R(
(δr ,δd i ), (rˆ , dˆ i )
)
7−→ (δr ,δd i ) ·
∂2E0
∂(r ,d i )
2
· (rˆ , dˆ i )+
∫∫
P¯
pi (rˆ
′ ·δd i +δr ′ · dˆ i )dξα
+
NNh
d∑
p=1
λ˜
p
i j
(
dˆ i (Np ) ·δd j (Np )+δd i (Np ) · dˆ j (Np )
)
(3.34)
B : Q× K˜ 0→R(
δp, (rˆ , dˆ i )
)
7−→
∫∫
P¯
δpi (rˆ
′ ·d i + r ′ · dˆ i )dξα (3.35)
C : Q×Q→R
(δp, pˆ) 7−→
∫∫
P¯
pˆi K
−1
i i δpi dξα (3.36)
et les formes linéaires :
Lǫ : K˜ 0→R
(rˆ , dˆ i ) 7−→
∫∫
P¯
f · rˆ dξα−
∂E˜0
∂(r ,d i )
(r ,d i ) · (rˆ , dˆ i )−
∫∫
P¯
pi (rˆ
′ ·d i + r ′ · dˆ i )dξα (3.37)
Mǫ : Q→R
pˆ 7−→ ǫ2
∫∫
P¯
pˆi K
−1
i i pi dξα−
∫∫
P¯
pˆi (r
′ ·d i − v0i )dξα (3.38)
Comme cela a déjà été fait dans la section 3.3, on noteraU = (δr ,δd i ) ∈ dK˜ rel et Uˆ = (rˆ , dˆ i ) ∈ dK˜ rel
dans les expressions qui sont indépendantes de notre problème. Le problème mixte Pb3.4.4 peut
alors s’écrire sous forme générique :
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Pb 3.4.5 Problèmemixte linéaire discret
Trouver (U ǫ
h
,pǫ
h
) ∈ dK˜ rel
h
×Qh tels que A
(
U ǫ
h
,Uˆ
)
+B
(
pǫ
h
,Uˆ
)
= Lǫ
(
Uˆ
)
∀Uˆ ∈ dK˜ rel
h
B
(
pˆ,U ǫ
h
)
−ǫ2C
(
p
h
, pˆ
)
=Mǫ
(
pˆ
)
∀ pˆ ∈Qh
(3.39)
Ce problèmemixte discret est une approximation du problème continu :
Pb 3.4.6 Problèmemixte linéaire continu
Trouver (U ǫ,pǫ) ∈ dK˜ or t ×Q tels que A
(
U ǫ,Uˆ
)
+B
(
pǫ,Uˆ
)
= Lǫ
(
Uˆ
)
∀Uˆ ∈ dK˜ or t
B
(
pˆ,U ǫ
)
−ǫ2C
(
pǫ, pˆ
)
=Mǫ
(
pˆ
)
∀ pˆ ∈Q
(3.40)
3.4.4 Analyse du problème linéarisé
Dans ce qui suit, on suppose que les trois formes bilinéaires définies par 3.34-3.36 sont continues :
∀(U ,Uˆ ) ∈ dK˜ rel ×dK˜ rel , |A(U ,Uˆ )| ≤ ‖A‖ ‖U‖K˜ ‖Uˆ‖K˜
∀(p,U ) ∈Q×dK˜ rel , |B(p,U )| ≤ ‖B‖ ‖q‖Q ‖u‖K˜
∀(p, pˆ) ∈Q×Q , |C (p, pˆ)| ≤ ‖C‖ ‖p‖Q ‖pˆ‖Q
(3.41)
Par ailleurs, on admet que A et C sont coercives, ce qui est le cas quand on linéarise autour d’une
configuration plane non précontrainte, comme cela a été vu dans la sous-section 3.3.3. Ainsi, il existe
deux constantes αA > 0 et αC > 0 telles que{
∀U ∈ dK˜ rel , A(U ,U )≥αA ‖u‖2K˜
∀p ∈Q , C (p,p)≥αC ‖p‖2Q
(3.42)
Théorème 3.4.1 Les problèmes Pb3.4.5 et Pb3.4.6 possèdent chacun une unique solution, respective-
ment notées (Uh ,ph
) ∈ dK˜ rel
h
×Qh et (U ,p) ∈ dK˜ rel ×Q.
Démonstration :
On introduit la forme bilinéaire :
A˜ :
(
(U ,p); (Uˆ , pˆ)
)
∈ (V˜ ×Q)2 7−→ A
(
U ,Uˆ
)
+B
(
p,Uˆ
)
−B
(
pˆ,U
)
+ǫ2C
(
p, pˆ
)
Le problème Pb3.4.6 est équivalent à :
Trouver (U ǫ,pǫ) ∈ V˜ ×Q tels que
A˜
(
(U ǫ,pǫ); (Uˆ , pˆ)
)
= Lǫ
(
Uˆ
)
+Mǫ
(
pˆ
)
∀ (Uˆ , pˆ) ∈ V˜ ×Q
D’après l’hypothèse 3.42, on peut établir la coercivité de A˜(., .) :
∀(Uˆ , pˆ) ∈ V˜ ×Q,
A˜
(
(U ,p); (U ,p)
)
= A
(
U ,U
)
+ǫ2C
(
p,p
)
≥ αA
∥∥U∥∥2
V˜
+ǫ2αC
∥∥∥p∥∥∥2
Q
≥ min(αA ,ǫ2αC )
∥∥∥U ,p∥∥∥2
avec ∥∥∥U ,p∥∥∥=√∥∥U∥∥2
V˜
+
∥∥∥p∥∥∥2
Q
Le théorème de Lax-Milgram permet alors de démontrer l’existence et l’unicité de la solution des
deux problèmes.
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Convergence non uniforme des éléments finis mixtes
L’objectif de la formulation mixte était de construire une méthode d’approximation assurant une
convergence uniforme. Nous allons donc réaliser ici une première estimation d’erreur et voir si on
peut assurer que celle-ci est indépendante du petit paramètre ǫ.
On va faire l’hypothèse simplificatrice de conformité dK˜ rel
h
⊂ dK˜ or t . Comme nous l’avons vu pré-
cédemment, cette hypothèse est vérifiée dans le cas d’une linéarisation autour d’une configuration
plane. Elle est très rarement vérifiée sinon quand on prend des champs δd i polynomiaux par mor-
ceaux.
L’approche choisie pour estimer l’erreur nécessite d’introduire la semi-norme sur lesmultiplicateurs
p ∈Q :
|||p ||| = sup
U∈dK˜ or t
B
(
p,U
)
∥∥U∥∥K˜
On établit alors le théorème de convergence suivant :
Théorème 3.4.2 Convergence non uniforme en ǫ
Notons (U ǫ,pǫ) ∈ dK˜ or t ×Q et (U ǫ
h
,pǫ
h
) ∈ dK˜ rel
h
×Qh les solutions respectives des problèmes Pb3.4.6 et
Pb3.4.5. Il existe une constante γ indépendante de h et ǫ telle que :∥∥(U ǫ−U ǫh)∥∥K˜ +ǫ ∥∥∥pǫ−pǫh∥∥∥≤ γ inf
U∗ ∈ dK˜ rel
h
p∗ ∈Qh
(
ǫ−1
∥∥U ǫ−U∗)∥∥K˜ +|||pǫ−p∗ |||+ǫ∥∥∥pǫ−p∗∥∥∥
Q
)
Démonstration :
On détaille la démonstration classique, que l’on peut trouver par exemple dans
(Arnold and Brezzi, 1997).
Puisque (U ǫ,pǫ) ∈ dK˜ or t ×Q est solution de Pb3.4.6 et (U ǫ
h
,pǫ
h
) ∈ dK˜ rel
h
×Qh est solution de Pb3.4.5,
on a en particulier : {
A(U ǫ,Uˆ )+B(pǫ,Uˆ )= Lǫ(Uˆ ) ∀Uˆ ∈ dK˜ rel
h
B(pˆ,U ǫ)−ǫ2C (pǫ, pˆ)=Mǫ
(
pˆ
)
∀pˆ ∈Qh
et {
A(U ǫ
h
,Uˆ )+B(pǫ
h
,Uˆ )= Lǫ(Uˆ ) ∀Uˆ ∈ dK˜ rel
h
B(pˆ,U ǫ
h
)−ǫ2C (pǫ
h
, pˆ)=Mǫ
(
pˆ
)
∀pˆ ∈Qh
donc {
A(U ǫ
h
,Uˆ )+B(pǫ
h
,Uˆ )= A(U ǫ,Uˆ )+B(pǫ,Uˆ ) ∀Uˆ ∈ dK˜ rel
h
B(pˆ,U ǫ
h
)−ǫ2C (pǫ
h
, pˆ)=B(pˆ,U ǫ)−ǫ2C (pǫ, pˆ) ∀pˆ ∈Qh
On en déduit :
∀(U∗,p∗) ∈ dK˜ rel
h
×Qh ,{
A(U ǫ
h
−U∗,Uˆ )+B(pǫ
h
−p∗,Uˆ )= A(U ǫ−U∗,Uˆ )+B(pǫ−p∗,Uˆ ) ∀Uˆ ∈ dK˜ rel
h
B(pˆ,U ǫ
h
−U∗)−ǫ2C (pǫ
h
−p∗, pˆ)=B(pˆ,U ǫ−U∗)−ǫ2C (pǫ−p∗, pˆ) ∀pˆ ∈Qh
En particulier, en prenant Uˆ =U ǫ
h
−U∗ et pˆ = pǫ
h
−p∗, on obtient :
∀(Uˆ ,p∗) ∈ dK˜ rel ×Q ,
{
A(U ǫ
h
−U∗,U ǫ
h
−U∗)+B(pǫ
h
−p∗,U ǫ
h
−U∗)= A(U ǫ−U∗,U ǫ
h
−U∗)+B(pǫ−p∗,U ǫ
h
−U∗)
B(pǫ
h
−p∗,U ǫ
h
−U∗)−ǫ2C (pǫ
h
−p∗,pǫ
h
−p∗)=B(pǫ
h
−p∗,U ǫ−U∗)−ǫ2C (pǫ−p∗,pǫ
h
−p∗)
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Si on soustrait la seconde équation à la première, on obtient :
A(U ǫh −U∗,U ǫh −U∗)+ǫ2C (pǫh −p
∗,pǫ
h
−p∗) = A(U ǫ−U∗,U ǫh −U∗)+B(pǫ−p∗,U ǫh −U∗)
−B(pǫ
h
−p∗,U ǫ−U∗)+ǫ2C (pǫ−p∗,pǫ
h
−p∗) (3.43)
La coercivité de A(., .) etC (., .) nous permet d’obtenir l’inégalité :
A(U ǫh −U∗,U ǫh −U∗)+ǫ2C (pǫh −p
∗,pǫ
h
−p∗)≥αA
∥∥U ǫh −U∗∥∥2K˜ +ǫ2αC ∥∥∥pǫh −p∗∥∥∥2Q
La continuité de A(., .), B(., .) etC (., .) nous donne également :
A(U ǫ−U∗,U ǫh −U∗)≤ ‖A‖
∥∥U ǫ−U∗∥∥K˜ ∥∥U ǫh −U∗∥∥K˜
|−B(U ǫ−U∗,pǫ
h
−p∗)| ≤ ‖B‖
∥∥U ǫ−U∗∥∥K˜ ∥∥∥pǫh −p∗∥∥∥Q
C (pǫ−p∗,pǫ
h
−p∗)≤ ‖C‖
∥∥∥pǫ−p∗∥∥∥
Q
∥∥∥pǫ
h
−p∗
∥∥∥
Q
Alors que par définition de la semi-norme ||| . |||, on a l’inégalité :
B(pǫ−p∗,U ǫh −U∗) =
∥∥U ǫh −U∗∥∥K˜ B(pǫ−p∗,U ǫh −U∗)∥∥U ǫ
h
−U∗
∥∥
K˜
≤
∥∥U ǫh −U∗∥∥K˜ sup
0 6=Uˆ∈dK˜ or t
B(pǫ−p∗,Uˆ )∥∥Uˆ∥∥K˜
≤
∥∥U ǫh −U∗∥∥K˜ |||pǫ−p∗ |||
On en déduit donc l’inégalité globale :
αA
∥∥U ǫh −U∗∥∥2K˜ +ǫ2αC ∥∥∥pǫh −p∗∥∥∥2Q ≤ ‖A‖ ∥∥U ǫ−U∗∥∥K˜ ∥∥U ǫh −U∗∥∥K˜
+
∥∥U ǫh −U∗∥∥K˜ |||pǫ−p∗ |||
+‖B‖
∥∥U ǫ−U∗∥∥K˜ ∥∥∥pǫh −p∗∥∥∥Q
+ǫ2 ‖C‖
∥∥∥pǫ−p∗∥∥∥
Q
∥∥∥pǫ
h
−p∗
∥∥∥
Q
(3.44)
On réécrit cette inégalité sous la forme :
αA
∥∥U ǫh −U∗∥∥2K˜ +ǫ2αC ∥∥∥pǫh −p∗∥∥∥2Q ≤ ∥∥U ǫh −U∗∥∥K˜ (‖A‖ ∥∥U ǫ−U∗∥∥K˜ +|||pǫ−p∗ |||) (3.45)
+ǫ
∥∥∥pǫ
h
−p∗
∥∥∥
Q
(
ǫ−1 ‖B‖
∥∥U ǫ−U∗∥∥K˜ +ǫ‖C‖ ∥∥∥pǫ−p∗∥∥∥
Q
)
D’après l’inégalité de Cauchy-Schwarz dans R2 :
∀(x, y) ∈R2+,1∗x+1∗ y ≤
p
2
√
x2+ y2 (3.46)
On en déduit :
1
2
(p
αA
∥∥U ǫh −U∗∥∥K˜ +ǫpαC ∥∥∥pǫh −p∗∥∥∥Q)2 ≤αA ∥∥U ǫh −U∗∥∥2K˜ +ǫ2αC ∥∥∥pǫh −p∗∥∥∥2Q (3.47)
Par ailleurs, on peut remarquer que :
∀(x, y), (λ,µ) ∈R2+,λx+µ y ≤ (λ+µ) (x+ y) (3.48)
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L’inéquation 3.48 appliquée au membre droit de 3.44 donne : (en supposant ǫ< 1)∥∥U ǫh −U∗∥∥K˜ (‖A‖ ∥∥U ǫ−U∗∥∥K˜ +|||pǫ−p∗ |||) + (3.49)
ǫ
∥∥∥pǫ
h
−p∗
∥∥∥
Q
(
ǫ−1 ‖B‖
∥∥U ǫ−U∗∥∥K˜ +ǫ‖C‖ ∥∥∥pǫ−p∗∥∥∥
Q
)
≤ C
(∥∥U ǫh −U∗∥∥K˜ +ǫ ∥∥∥pǫh −p∗∥∥∥Q)
∗
(
ǫ−1
∥∥U ǫ−U∗∥∥K˜ +|||pǫ−p∗ |||+ǫ ∥∥∥pǫ−p∗∥∥∥
Q
)
Les deux inéquations 3.47 et 3.49 combinées nous donnent alors :∥∥U ǫh −U∗∥∥K˜ +ǫ ∥∥∥pǫh −p∗∥∥∥Q ≤C (ǫ−1∥∥U ǫ−U∗∥∥K˜ +|||pǫ−p∗ |||+ǫ ∥∥∥pǫ−p∗∥∥∥Q) (3.50)
Quels que soient (U∗,p∗) ∈ dK˜ rel
h
×Qh , on déduit de 3.50 par inégalité triangulaire :∥∥U ǫ−U ǫh∥∥K˜ +ǫ∥∥∥pǫ−pǫh∥∥∥Q ≤ (∥∥U ǫh −U∗∥∥K˜ +ǫ ∥∥∥pǫh −p∗∥∥∥Q)+ (∥∥U ǫ−U∗∥∥K˜ +ǫ ∥∥∥pǫ−p∗∥∥∥Q)
≤ C
(
ǫ−1
∥∥U ǫ−U∗∥∥K˜ +|||pǫ−p∗ |||+ǫ ∥∥∥pǫ−p∗∥∥∥
Q
)
Cela prouve le résultat du théorème :∥∥U ǫ−U ǫh∥∥K˜ +ǫ∥∥∥pǫ−pǫh∥∥∥Q ≤ c infUˆ∈dK˜ rel
h
,pˆ∈Qh
[
ǫ−1
∥∥U ǫ−Uˆ∥∥K˜ +|||pǫ− pˆ |||+ǫ∥∥∥pǫ− pˆ∥∥∥
Q
]
Ce théorème n’assure pas la convergence uniforme des éléments finis mixtes pour des espaces de
discrétisation quelconques. La coercivité des formes linéaires A(., .) et C (., .) n’est pas suffisante, car
le système variationnel est globalement non elliptique (voir (Chapelle, 1996b)).
On propose dans ce qui suit un choix d’espaces d’approximation, pour lesquels on va essayer de
fournir des estimations d’erreurs indépendantes du paramètre ǫ.
Notre choix d’espaces d’approximation
On propose ici un choix d’espaces d’approximation original, récapitulé sur la figure 3.6. Les déplace-
ments δr sont choisis sous la forme de fonctions linéaires sur chaque élément, auxquelles on ajoute
des "bulles" quadratiques sur chaque arête. Si on note B¯2(Ihe ) l’espace des bulles sur les arêtes d’un
élément Ihe , l’espace des déplacements discrétisés V˜h s’écrit alors :
V˜h =
{
δr ∈H(P¯ ) , ∀e ∈ [1;NEh] , δr i|Ihe ∈Q1+ B¯2(I
h
e )
}
(3.51)
Les directeurs sont quant à eux égaux à des fonctions linéaires par élément auxquelles sont addition-
nées des bulles quadratiques centrées sur chaque élément. On définit
o
B2 (Ihe ) comme étant l’espace
des bulles quadratiques centrées sur l’élément Ihe . L’espace des directeurs discrétisés W˜h vaut alors :
W˜h =
{
d ∈H(P¯ ) , ∀e ∈ [1;NEh] , d i|Ihe ∈Q1+
o
B2 (I
h
e )
}
(3.52)
L’espace K˜ 0
h
est toujours donné par
K˜ 0h =
(
V˜h × W˜ 3h
)
∩CL0
Enfin, les variables auxiliaires p sont prises constantes par morceaux de manière classique, de telle
sorte que l’espace Qh est défini par :
Qh =
{
p ∈ L2(P¯ ) , ∀e ∈ [1;NEh] , p i|Ihe ∈ P0
}
(3.53)
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(a) Déplacements δr (b) Directeurs d i (c) Efforts p
FIG. 3.6: Degrés de liberté minimum pour les inconnues du problèmemixte.
Remarque : Un autre choix d’approximation est celui donné par la figure 3.7 :
– Les déplacements δr sont Q2 sur chaque élément ;
– Les directeurs d i sont Q2 sur chaque élément ;
– Les efforts p sont pris constants par élément.
Cette interpolation est plus riche que la précédente. Ainsi, si on prouve que la convergence est uni-
forme pour les espaces représentés sur la figure 3.6, cela impliquera qu’elle l’est aussi pour cette
interpolation quadratique.
(a) Déplacements δr (b) Directeurs d i (c) Efforts p
FIG. 3.7: Elément finiQ2 en déplacements et en rotations pour le problème de nappe simplifié.
3.4.5 Convergence uniforme : condition inf-sup
On admet ici encore que la condition de coercivité 3.42 sur les formes bilinéaires A(., .) et C (., .) est
satisfaite. Nous avons vu dans la sous-section précédente que cette condition n’est pas suffisante
pour assurer la convergence uniforme des éléments mixtes. Nous devons donc y ajouter une hy-
pothèse de stabilité. Une condition de stabilité classique, appelée "condition inf-sup", s’écrit alors :
(voir (Brezzi and Fortin, 1991) pour plus de détails)
Théorème 3.4.3 Condition inf-sup
Notons (U ǫ,pǫ) ∈ dK˜ or t ×Q et (U ǫ
h
,pǫ
h
) ∈ dK˜ rel
h
×Qh les solutions respectives des problèmes Pb3.4.6 et
Pb3.4.5. Supposons qu’il existe une constante γ> 0 indépendante de h et ǫ telle que
∀p ∈Q , sup
U∈dK˜ rel
h
B
(
p;U
)
∥∥U∥∥K˜ ≥ γ |||p ||| (3.54)
Alors il existe une constante C indépendante de h et ǫ telle que :∥∥(U ǫ−U ǫh)∥∥V˜ +|||pǫ−pǫh |||+ǫ∥∥∥pǫ−pǫh∥∥∥Q ≤C inf
U∗ ∈ V˜h
p∗ ∈Qh
(∥∥U ǫ−U∗∥∥
V˜
+|||pǫ−p∗ |||+ǫ
∥∥∥pǫ−p∗∥∥∥
Q
)
(3.55)
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Démonstration :
On détaille ici la démonstration qui peut être trouvé dans (Arnold and Brezzi, 1997).
Notons (U ǫ,pǫ) ∈ dK˜ or t×Q et (U ǫ
h
,pǫ
h
) ∈ dK˜ rel
h
×Qh les solutions respectives des problèmes Pb3.4.6
et Pb3.4.5. Reprenons l’équation 3.43 : ∀(U∗,p∗) ∈ dK˜ rel ×Q,
A(U ǫh −U∗,U ǫh −U∗)+ǫ2C (pǫh −p
∗,pǫ
h
−p∗) = A(U ǫ−U∗,U ǫh −U∗)+B(pǫ−p∗,U ǫh −U∗)
−B(pǫ
h
−p∗,U ǫ−U∗)+ǫ2C (pǫ−p∗,pǫ
h
−p∗)
En reprenant le même raisonnement que pour établir l’inéquation 3.44, on montre que :
αA
∥∥U ǫh −U∗∥∥2K˜ +ǫ2αC ∥∥∥pǫh −p∗∥∥∥2Q ≤ ‖A‖ ∥∥U ǫ−U∗∥∥K˜ ∥∥U ǫh −U∗∥∥K˜
+
∥∥U ǫh −U∗∥∥K˜ |||pǫ−p∗ |||
+
∥∥U ǫ−U∗∥∥K˜ |||pǫh −p∗ |||
+ǫ2 ‖c‖
∥∥∥pǫ−p∗∥∥∥
Q
∥∥∥pǫ
h
−p∗
∥∥∥
Q
On peut donc choisir une constanteC > 0 telle que :∥∥U ǫh −U∗∥∥2K˜ +ǫ2 ∥∥∥pǫh −p∗∥∥∥2Q ≤ C (∥∥U ǫ−U∗∥∥K˜ ∥∥U ǫh −U∗∥∥K˜
+
∥∥U ǫh −U∗∥∥K˜ |||pǫ−p∗ |||
+
∥∥U ǫ−U∗∥∥K˜ |||pǫh −p∗ |||
+ǫ2
∥∥∥pǫ−p∗∥∥∥
Q
∥∥∥pǫ
h
−p∗
∥∥∥
Q
)
(3.56)
D’après la condition 3.54, on a :
∀p∗Q, |||pǫ
h
−p∗ ||| ≤ 1
γ
sup
Uˆ∈dK˜ rel
h
B
(
pǫ
h
−p∗,Uˆ
)
∥∥Uˆ∥∥K˜ (3.57)
Or, on sait que :
A(U ǫh −U∗,Uˆ )+B(pǫh −p
∗,Uˆ )= A(U ǫ−U∗,Uˆ )+B(pǫ−p∗,Uˆ )
donc
B(pǫ
h
−p∗,Uˆ ) = A(U ǫ−U∗,Uˆ )− A(U ǫh −U∗,Uˆ )+B(pǫ−p∗,Uˆ )
≤ ‖A‖
∥∥U ǫ−U∗∥∥K˜ ∥∥Uˆ∥∥K˜ +‖A‖ ∥∥U ǫh −U∗∥∥K˜ ∥∥Uˆ∥∥K˜ +|||pǫ−p∗ ||| ∥∥Uˆ∥∥K˜
donc
sup
Uˆ∈dK˜ rel
h
b
(
pǫ
h
−p∗,Uˆ
)
∥∥Uˆ∥∥K˜ ≤ ‖A‖
∥∥U ǫ−U∗∥∥K˜ +‖A‖ ∥∥U ǫh −U∗∥∥K˜ +|||pǫ−p∗ |||
En injectant cette inégalité dans 3.57, et en posant α=max( 1γ ‖A‖ , 1γ , C˜ ), on obtient :
|||pǫ
h
−p∗ ||| ≤α
(∥∥U ǫ−U∗∥∥K˜ +∥∥U ǫh −U∗∥∥K˜ +|||pǫ−p∗ |||) (3.58)
Si on injecte 3.58 dans 3.56 et qu’on ajoute un terme
∥∥U ǫ−U∗∥∥2
K˜
+|||pǫ−p∗ |||2, on obtient :∥∥U ǫh −U∗∥∥2K˜ +ǫ2 ∥∥∥pǫh −p∗∥∥∥2Q +∥∥U ǫ−U∗∥∥2K˜ +|||pǫ−p∗ |||2 ≤
C
[∥∥U ǫh −U∗∥∥K˜ ((1+α)∥∥U ǫ−U∗∥∥K˜ +|||pǫ−p∗ |||)
+ǫ
∥∥∥pǫ
h
−p∗
∥∥∥
Q
×ǫ
∥∥∥pǫ−p∗∥∥∥
Q
+(1+α)
∥∥U ǫ−U∗∥∥K˜ ∗∥∥U ǫ−U∗∥∥K˜
+α
∥∥U ǫ−U∗∥∥K˜ ∗|||pǫ−p∗ |||
+|||pǫ−p∗ |||∗ |||pǫ−p∗ |||
]
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Par un raisonnement analogue à 3.48, on en déduit qu’il existe une constanteC ′ > 0 telle que :
∥∥U ǫh −U∗∥∥2K˜ +ǫ2 ∥∥∥pǫh −p∗∥∥∥2Q
+
∥∥U ǫ−U∗∥∥2
K˜
+|||pǫ−p∗ |||2 ≤ C ′
(∥∥U ǫh −U∗∥∥K˜ +∥∥∥pǫh −p∗∥∥∥Q +∥∥U ǫ−U∗∥∥K˜ +|||pǫ−p∗ |||)
∗
(∥∥U ǫ−U∗∥∥K˜ +|||pǫ−p∗ |||+ǫ∥∥∥pǫ−p∗∥∥∥
Q
)
(3.59)
L’inégalité de Schwarz appliquée au premier membre donne :(∥∥U ǫh −U∗∥∥K˜ +ǫ ∥∥∥pǫh −p∗∥∥∥Q
+
∥∥U ǫ−U∗∥∥K˜ +|||pǫ−p∗ |||)2 ≤ 4C ′(∥∥U ǫh −U∗∥∥K˜ +∥∥∥pǫh −p∗∥∥∥Q +∥∥U ǫ−U∗∥∥K˜ +|||pǫ−p∗ |||)
∗
(∥∥U ǫ−U∗∥∥K˜ +|||pǫ−p∗ |||+ǫ∥∥∥pǫ−p∗∥∥∥
Q
)
(3.60)
donc∥∥U ǫh −U∗∥∥K˜+ǫ ∥∥∥pǫh −p∗∥∥∥Q+∥∥U ǫ−U∗∥∥K˜+|||pǫ−p∗ ||| ≤ 4C ′(∥∥U ǫ−U∗∥∥K˜+|||pǫ−p∗ |||+ǫ∥∥∥pǫ−p∗∥∥∥Q )
En utilisant l’inégalité 3.58, on en déduit :
∃C > 0, ∀(U∗,p∗) ∈ dK˜ rel
h
×Qh ,
∥∥U ǫh −U∗∥∥K˜ +|||pǫh −p∗ |||+ǫ ∥∥∥pǫh −p∗∥∥∥Q ≤C(∥∥U ǫ−U∗∥∥K˜ +|||pǫ−p∗ |||+ǫ∥∥∥pǫ−p∗∥∥∥Q )
On en déduit alors le résultat du théorème par une simple inégalité triangulaire.
3.4.6 Démonstration de la condition inf-sup pour une nappe plane
On souhaite démontrer que les espaces d’éléments finis présentés dans la sous section 3.4.2 vérifient
la condition inf-sup 3.54 pour notre problèmede nappe. Plusieursméthodes de démonstrations sont
récapitulées dans la thèse (Chapelle, 1996b), mais peu d’entre elles ont pu être appliquées au cas des
coques, comparable à notre problème de nappe.
La démonstration de la condition inf-sup la plus classique s’appuie sur le lemme de Fortin, qui
donne une condition suffisante pour établir 3.54 : (voir (Brezzi and Fortin, 1991))
Lemme 3.4.1 Lemme de Fortin
Supposons qu’il existe un opérateur linéaire continuΠh de dK˜
or t dans dK˜ rel
h
tel que
∀(U ,p) ∈ dK˜ or t ×Qh , B
(
p;Πh(U )
)
=B
(
p;U
)
(3.61)
∃C > 0, ∀U ∈ dK˜ or t ,
∥∥Πh(U )∥∥K˜ ≤C ∥∥U∥∥K˜ (3.62)
Alors la condition inf-sup 3.54 est vérifiée.
Démonstration du lemme 3.4.1 :
Supposons qu’il existe un opérateurΠh : dK˜
or t → dK˜ rel
h
vérifiant 3.61 et 3.62.
On a alors
∀p ∈Q , ∀U ∈ dK˜ or t ,
B
(
p;U
)
∥∥U∥∥K˜ ≤
1
C
B
(
p;Πh(U )
)
∥∥Πh(U )∥∥K˜ ≤
1
C
sup
U∗∈dK˜ rel
h
B
(
p;U∗
)
∥∥U∗∥∥K˜
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On en déduit facilement que la condition inf-sup est vérifiée :
∀p ∈Q , |||p ||| = sup
U∈dK˜ or t
B
(
p,U
)
∥∥U∥∥K˜ ≤
1
C
sup
U∗∈dK˜ rel
h
b
(
p;U
)
∥∥U∥∥K˜
Grâce à ce lemme, il suffit de trouver un opérateur Πh vérifiant les deux conditions 3.61 et 3.62 pour
assurer que la condition inf-sup est safisfaite, et donc que la convergence de nos éléments finis est
uniforme. Mais comme pour les coques dans (Arnold and Brezzi, 1997), notre méthode de démons-
tration n’est valide que dans le cas d’une nappe plane, de manière à ce que les directeurs soient
constants par élément :
Hypothèse : Les vecteurs r ′ ∈H(P¯ ) et d i ∈H(P¯ )3 sont constants sur toute la surface de la nappe.
Construction de l’opérateur Πh :
On cherche l’opérateurΠh : dK˜
or t → dK˜ rel
h
sous la forme :
Πh(δr ,δd i )=
(
πr (δr ),πd (δd i )
)
avec πr : H(P¯ )→Q1(Th)+ B¯2(Th) et πd : H(P¯ )→Q1(Th)+
o
B2 (Th),
où on rappelle que les espaces B¯2(Th) et
o
B2 (Th) sont les espaces introduits dans les définitions 3.51
et 3.52 :
– B¯2(Th) correspond à l’ensemble des fonctions vecteurs δr de H(P¯ ) qui s’écrivent sous forme de
fonctions bulles centrées sur les arêtes du maillage Th ou tout espace plus gros ;
–
o
B2 (Th) correspond à l’ensemble des fonctions vecteurs δr de H(P¯ ) qui s’écrivent sous forme de
fonctions bulles centrées sur les éléments du maillage Th ou tout espace plus gros.
Nous avons vu dans le chapitre 2 que pour tout (δr ,δd i ) dans l’espace tangent dK˜
or t (x,d i ), il existe
un unique vecteur ω ∈W 1,q (P¯ )3 tel que
∀(ξ1,ξ2) ∈ P¯ ,∀i = 1,2,3, δd i (ξ1,ξ2)=ω(ξ1,ξ2)∧d i (ξ1,ξ2)
De plus, dans le cas particulier d’une nappe plane considéré ici, on peut facilement montrer que ce
vecteur ω appartient à l’espace H(P¯ ). Dans ce qui suit, c’est ce vecteur ω qui sera interpoler.
On cherche alors πr et πd sous la forme
πr (δr ) = π1(δr )+π2r
(
δr −π1r (δr )
)
πd (δd i ) = πd (ω)∧d i
πd (ω) = π1(ω)+π2d
(
ω−π1d (ω)
)
avec π1 : H(P¯ )→Q1(Th)
et π2r : H(P¯ )→ B¯2(Th)
et π2
d
: H(P¯ )→ oB2 (Th)
On sait d’abord qu’il existe un opérateur de projection de Clément π1 : H(P¯ )→Q1(Th) qui vérifie :
(cf (Clement, 1975))
∀v ∈H(P¯ ),∀e ∈ [1;NEh],
∥∥v −π1(v)∥∥0,Ehe +h ∥∥v −π1(v)∥∥1,Ehe ≤C1 h ∥∥v∥∥1,Ehe (3.63)
La construction des opérateurs π2r et π
2
d
est spécifique à notre problème et dépend de la forme bili-
néaire B(., .) :
B
(
p; (δr ,δd i )
)
=
∫∫
P¯
pi (δr
′ ·d i + r ′ ·δd i )dξα
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• Démonstration de la relation 3.61 :
⋆ Cherchons d’abord à définir un opérateur π2
d
de manière à satisfaire la relation 3.61 :
Soit ω ∈H(P¯ ). On cherche à construire π2
d
(ω) tel que :
∀p ∈Qh ,
∫∫
P¯
pi r
′ ·
(
πd (ω)∧d i
)
dξα =
∫∫
P¯
pi r
′ ·
(
ω∧d i
)
dξα
Les multiplicateurs p ∈Qh étant constants par élément, ceci est équivalent à :
∀e ∈ [1;NEh],
∫∫
Ehe
r ′ ·
(
πd (ω)∧d i
)
dξα =
∫∫
Ehe
r ′ ·
(
ω∧d i
)
dξα
L’hypothèse selon laquelle r ′ et d i sont constants par élément nous permet alors d’arriver à la
condition :
∀e ∈ [1;NEh],
∫∫
Ehe
π2d
(
ω−π1d (ω)
)
dξα =
∫∫
Ehe
(
ω−π1d (ω)
)
dξα (3.64)
Sur chaque élément T ∈Th , l’opérateur s’écrit sous la forme d’une fonction bulle
o
be centrée sur
l’élément :
∀e ∈ [1;NEh],∀ξα ∈ Ehe , π2d
[
ω−π1d (ω)
]
(ξα)=Ce
(
ω−π1d (ω)
) o
be (ξα)
L’équation 3.64 nous donne alors la valeur deCe
(
ω−π1
d
(ω)
)
permettant de satisfaire 3.61 :
∀e ∈ [1;NEh], Ce
(
ω−π1d (ω)
)
=
∫∫
Ehe
(
ω−π1
d
(ω)
)
dξα∫∫
Ehe
o
be (ξα)dξα
(3.65)
Sur l’élément de référence Eˆ = [−1;1]2, l’opérateur π2
d
ainsi construit vérifie l’inégalité en normes :
∀ω ∈H(Eˆ ),
∥∥π2d (ω)∥∥0,Eˆ = ∥∥ω∥∥0,Eˆ
Par équivalence des normes sur l’élément de référence, on en déduit
∃Cd > 0, ∀d ∈H(Eˆ),
∥∥π2d (ω)∥∥0,Eˆ +∥∥π2d (ω)∥∥1,Eˆ ≤ Cd ∥∥ω∥∥0,Eˆ
Or, lorsqu’on passe de l’élément de référence à un élément de taille h×h, on peut montrer que les
normes vérifient les relations :
∀ω ∈H(Eˆ ),
{ ∥∥ω∥∥0,Ehe = h ∥∥ω∥∥0,Eˆ∥∥ω∥∥1,Ehe = ∥∥ω∥∥1,Eˆ
Ce passage à l’élément de référence nous permet donc de montrer que l’opérateur π2
d
vérifie l’in-
égalité :
∀e ∈ [1;NEh], ∃Cd > 0, ∀ω ∈H(Eˆ),
∥∥π2d (ω)∥∥0,Ehe +h ∥∥π2d (ω)∥∥1,Ehe ≤Cd ∥∥ω∥∥0,Ehe (3.66)
⋆De la mêmemanière, on cherche l’opérateur πr de manière à satisfaire la relation 3.61 :
Soit δr ∈H(P¯ ). On cherche à construire πr (δr ) tel que :
∀p ∈Qh ,
∫∫
P¯
pi πr (δr )
′ ·d idξα =
∫∫
P¯
pi δr
′ ·d idξα
En utilisant le fait que les multiplicateurs de Lagrange p sont pris constants par élément et que les
directeurs sont supposés constants partout dans la nappe, on arrive à la condition :
∀e ∈ [1;NEh],
∫∫
Ehe
πr (δr )
′ dξα =
∫∫
Ehe
δr ′ dξα
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c’est à dire :
∀e ∈ [1;NEh],
∫
δEhe
(a1 ·n)πr (δr )ds =
∫
δEhe
(a1 ·n) δrds
Une condition suffisante est alors d’imposer l’égalité desmoyennes sur chaque arêteFh
k
dumaillage :
∀k ∈ [1;NFh],
∫
F h
k
(a1 ·n)π2r
[
δr −π1r (δr )
]
(ξα)ds =
∫
F h
k
(a1 ·n)
(
δr −π1r (δr )
)
ds
On suppose que le vecteur a1 est constant sur la nappe, enparticulier sur chaque arête k ∈ [1;NFh],
et que les arêtes sont droites, donc que le vecteur normal n y est constant. On en déduit la condi-
tion suffisante (pas nécessaire pour les arêtes vérifiant a1n = 0) :
∀k ∈ [1;NFh],
∫
F h
k
π2r
[
δr −π1r (δr )
]
(ξα)ds =
∫
F h
k
(
δr −π1r (δr )
)
ds (3.67)
Sur chaque arête k ∈ [1;NFh], l’opérateur s’écrit sous la forme d’une fonction bulle b¯k centrée sur
l’arête :
∀k ∈ [1;NFh],∀ξα ∈ Fhk , π2r
[
δr −π1r (δr )
]
(ξα)=Ck
(
δr −π1r (δr )
)
b¯k (ξα)
L’équation 3.67 nous donne alors la valeur deCk
(
δr −π1r (δr )
)
permettant de satisfaire 3.61 :
∀k ∈ [1;NFh], Ck
(
δr −π1r (δr )
)
=
∫
F h
k
(
δr −π1r (δr )
)
dξα∫
F h
k
b¯k (ξα)dξα
(3.68)
De la même manière que pour l’opérateur π2
d
, on passe à l’élément de référence Eˆ = [−1;1]2 :
l’opérateur π2r ainsi construit vérifie l’inégalité en semi-normes :
∀δr ∈H(Eˆ ),
∥∥π2r (δr )∥∥1,Eˆ = ∥∥δr∥∥1,Eˆ
La semi-norme ‖.‖1,Eˆ peut être comparée à la norme ‖.‖0,Eˆ par l’inégalité :
∃Cx > 0, ∀δr ∈H(Eˆ ),
∥∥δr∥∥0,Eˆ ≤Cx ∥∥δr∥∥1,Eˆ
On en déduit :
∃Cx > 0, ∀δr ∈H(Eˆ),
∥∥π2r (δr )∥∥0,Eˆ +∥∥π2r (δr )∥∥1,Eˆ ≤Cx (∥∥δr∥∥0,Eˆ +∥∥δr∥∥1,Eˆ )
Le passage à l’élément réel de taille h×h nous donne alors l’inéglité suivante :
∃Cx > 0, ∀δr ∈H(Eˆ ),
∥∥π2r (δr )∥∥0,Ehe +h ∥∥π2r (δr )∥∥1,Ehe ≤Cx (∥∥δr∥∥0,Ehe +h ∥∥δr∥∥1,Ehe ) (3.69)
En choisissant les opérateurs πd et πr comme précédemment, on garantit donc que la condi-
tion 3.61 est satisfaite. Par ailleurs, on peut voir que pour le choix de multiplicateurs de Lagrange
constants par morceaux, les espaces primaux Vh etWh sont optimaux, c’est à dire qu’il n’existe pas
d’espaces de discrétisation de dimension inférieure vérifiant la condition 3.61 pour le maillageTh
donné.
• Démonstration de l’inégalité 3.62 :
On vient de construire un opérateurΠh permettant de satisfaire la condition 3.61 dans le cas d’une
nappe plane. Pour pouvoir utiliser le lemme de Fortin, il nous reste à vérifier que cet opérateur
satisfait également l’inégalité 3.62 :
La norme sur K est définie par :
∥∥δr ,δd i∥∥2K˜ = ∥∥δr∥∥2H1 + 3∑
i=1
∥∥δd i∥∥2H1
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avec
‖.‖2
H1
=
∑
T∈Th
‖.‖2
0,Ehe
+h2 ‖.‖2
1,Ehe
On part des décompositions suivantes :∥∥πr (δr )∥∥2H1 = ∥∥π1(δr )+π2r (δr −π1(δr ))∥∥2H1
=
∥∥δr + [π1(δr )−δr ]+π2r (δr −π1(δr ))∥∥2H1
≤
∥∥δr∥∥2H1 +∥∥π1(δr )−δr∥∥2H1 +∥∥π2r (δr −π1(δr ))∥∥2H1
Etant donné que δd i =ω∧d i et que les d i sont constants de norme unité, on a
∥∥δd i∥∥2H1 = ∥∥ω∥∥2H1
et ∥∥πd (δd i )∥∥2H1 = ∥∥πd (ω)∥∥2H1
=
∥∥π1(ω)+π2d (ω−π1(ω))∥∥2H1
=
∥∥ω+ [π1(ω)−ω]+π2d (ω−π1r (ω))∥∥2H1
≤
∥∥ω∥∥2H1 +∥∥π1(ω)−ω∥∥2H1 +∥∥π2d (ω−π1r (ω))∥∥2H1
En décomposant les normes ‖.‖H1 sur les éléments du maillage, et en combinant les inégalités
3.63, 3.66 et 3.69, on montre alors facilement que l’inégalité souhaitée est vérifiée :
∃C > 0, ∀U ∈ dK˜ rel ,
∥∥Πh(U )∥∥K˜ ≤C ∥∥U∥∥K˜
L’opérateur Πh : K˜
rel → K˜ rel
h
satisfait donc les deux conditions 3.61 et 3.62 du lemme de Fortin, on
en déduit par conséquent que notre choix de discrétisation vérifie la condition inf-sup 3.54 lorsque
la nappe est plane.
La construction de l’opérateur précédent ne fonctionne par pour des configurations non planes.
Dans ce qui suit, on va donc chercher s’il existe uneméthode permettant d’assurer une convergence
uniforme dans le cas général.
3.4.7 Les pistes pour une convergence uniforme plus générale
L’hypothèse de nappe plane que nous avons dû faire dans la sous section 3.4.5 pour démontrer la
condition inf-sup 3.54 est très restrictive. Numériquement, il semble que les espaces de discrétisa-
tion choisis convergent vers la solution continue indépendamment de l’épaisseur. On aimerait donc
démontrer cette convergence uniformément par rapport au paramètre ǫ dans un cadre plus général.
Dans le cas des coques linéaires, il a été établi dans (Bramble and Sun, 1998) qu’une condition plus
faible que la condition inf-sup est suffisante pour assurer la convergence uniforme 3.55 :
Lemme 3.4.2 Condition inf-sup relaxée - (Bramble and Sun, 1998)
Notons (U ǫ,pǫ) ∈ dK˜ or t ×Q et (U ǫ
h
,pǫ
h
) ∈ dK˜ rel
h
×Qh les solutions respectives des problèmes Pb3.4.6 et
Pb3.4.5. Supposons qu’il existe deux constantes γ> 0 et C > 0 indépendantes de h et ǫ telles que :
∀p ∈Q , |||p ||| ≤ 1
γ
sup
U∈dK˜ rel
h
B
(
p,U
)
∥∥U∥∥K˜ +C ǫ
∥∥∥p∥∥∥
Q
(3.70)
Alors il existe une constante C indépendante de h et ǫ telle que :∥∥(U ǫ−U ǫh)∥∥V˜ +|||pǫ−pǫh |||+ǫ∥∥∥pǫ−pǫh∥∥∥Q ≤C inf
U∗ ∈ V˜h
p∗ ∈Qh
(∥∥U ǫ−U∗∥∥
V˜
+|||pǫ−p∗ |||+ǫ
∥∥∥pǫ−p∗∥∥∥
Q
)
(3.71)
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Cette condition relaxée est satisfaite dans le cas de coques linéaires, à condition que les coefficients
géométriques soient lipschitziens et que la taille des mailles respecte h2 = O(ǫ). Mais pour cela, la
formulation mixte doit être écrite de manière à ne pas avoir de coefficients géométriques devant les
termes de dérivées dans la forme bilinéaire B(., .). C’est pourquoi (Bramble and Sun, 1998) inclut ces
coefficients géométriques dans les multiplicateurs de Lagrange.
Mais dans le cas de notre problème non linéaire Pb3.4.2, les directeurs d i jouent le rôle de ces co-
efficients géométriques. Ils ne peuvent pas être inclus dans les multiplicateurs de Lagrange, sinon
le problème linéarisé deviendrait non symétrique. Cette condition relaxée ne peut donc pas être
utilisée dans notre cas, et il va nous falloir rechercher d’autres méthodes permettant de vérifier la
condition inf-sup 3.54.
L’extension de la construction d’un opérateur Πh vérifiant 3.61 et 3.62 à des configurations non
planes semble nécessiter l’ajout de bulles de degrés plus élevés si on veut satisfaire l’égalité
∀(U ,p) ∈ dK˜ rel ×Qh B
(
p;Πh(U )
)
=B
(
p;U
)
L’utilisation du Lemme de Fortin pour des éléments finis quadratiques semble donc désespérée. Le
problème est d’ailleurs le même que dans le cas des coques, pour lesquelles le lemme de Fortin ne
peut être utilisé que sous l’une hypothèse de coefficients constants par morceaux (voir
(Arnold and Brezzi, 1997)).
Il estmontré dans (Chapelle, 1996b) que la plupart desméthodes analytiques permettant de démon-
trer la condition inf-sup dans le cas de poutres ou de plaques ne sont pas applicables aux coques,
et on ne connaît pas pour l’instant d’élément dont on ait pu démontrer qu’il serait parfaitement
robuste. Cependant, dans le cas des coques, on dispose de méthodologies détaillées et rigoureuses
pour évaluer la robustesse des éléments de coques au moyen de cas-tests (voir (Pitkäranta et al.,
1995), (Chapelle and Bathe, 1998) et (Bathe et al., 2000)).
Il semble que notre problème de nappe fibrée est très similaires aux problèmes de coques. Ainsi,
pour vérifier que la discrétisation que nous avons choisie assure une convergence uniforme quelque
soit la géométrie de la nappe, il faudrait s’inspirer de ces cas-tests numériques pour en développer
de nouveaux, adaptés aux caractéristiques des nappes fibrées. Ce résultat est admis pour lemoment.
Les méthodes mixtes sont donc un outil puissant qui permet de contourner le problème de ver-
rouillage numérique pour des problèmes pénalisés. Cependant, l’ajout de variables auxiliaires peut
paraître contraignant pour l’implémentation dans un code éléments finis classique, et surtout aug-
mente signicativement la taille du système à résoudre. Il est alors intéressant de montrer que ces
variables auxiliaires peuvent être supprimées lorsqu’elles sont discontinues d’un élément à l’autre,
de telle sorte que l’on aboutit à un problème en déplacements/rotations classique sans verrouillage.
3.5 Technique de sous-intégration partielle sélective
On reprend la formulationmixte présentée dans la section 3.4, avec des variables auxiliaires p prises
constantes par élément. L’objectif de cette section est alors de montrer que le problème mixte est
équivalent à un problème discret en déplacements/rotations classique, dans lequel la contrainte pé-
nalisée est sous-intégrée.
Nous avons construit dans la section 3.4 le problèmemixte Pb3.4.3, dans lequel les équations d’équi-
libre s’écrivent sous forme faible :
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∀(rˆ , dˆ i ) ∈ K˜ 0h ,
∂E˜0
∂(r ,d i )
· (rˆ , dˆ i )+
∫∫
P¯
phi (rˆ
′ ·dhi + r ′h · dˆ i )dξα+
NNh
d∑
p=1
λ
p
i j
[
dhi · dˆ i + dˆ i ·dhj
]
(Np )=
∫∫
P¯
f · rˆ dξα (3.72)
∫∫
P¯
pˆi
(
r ′h ·dhi − v0i −ǫ2K−1i i phi
)
dξα = 0 ∀pˆ ∈Qh (3.73)
Puisque les variables auxilaires sont prises constantes par élément, l’équation 3.73 donne la forme
explicite de ph en fonction des inconnues primales discrètes (r h ,d
h
i ) ∈ K˜h :
∀e ∈ [1;NEh], phi |Ehe = ǫ
−2K
i i
< r ′h ·dhi − v0i >Ehe
Si on injecte cette expression dans la forme faible 3.72, on obtient un nouveau problème équivalent
à Pb3.4.3, dans lequel les seules inconnues sont les variables primales (r h ,d
h
i ) ∈ K˜h :
Pb 3.5.1 Problème non linéaire sous intégré en flexion dominante
Trouver
(
(r h ,d
h
i );λ
p
i j
)
∈ K˜h ×R3∗3∗NN
h
d tel que

∂E˜0
∂(r ,d i )
(r h ,d
h
i ) · (rˆ , dˆ i ) +ǫ−2
NEh∑
e=1
∫∫
Ehe
< r ′h ·dhi − v0i >|Ehe K
0
i i < rˆ ′ ·dhi + r ′h · dˆ i >|Ehe dξα
+
NNh
d∑
p=1
λ
p
i j
[
dhi · dˆ i + dˆ i ·dhj
]
(Np )=
∫∫
P¯
f · rˆ dξα ∀(rˆ , dˆ i ) ∈ K˜ 0h
∀p ∈ [1;NNh
d
] , ∀1≤ i ≤ j ≤ 3 , dhi (Np ) ·dhj (Np )= δi j
(3.74)
Ce nouveau problème est un problème contraint lorsqu’on fait tendre ǫ vers 0, comme l’était le pro-
blème Pb3.2.4. Mais il est important de remarquer que la contrainte r ′ · d i = v0i a été remplacée
par
∀e ∈ [1;NEh], < r ′h ·dhi >Ehe =< v0i >Ehe
De ce fait, la contrainte imposée est moins drastique, et dépend maintenant du pas du maillage.
Ainsi, la méthode mixte peut s’interpréter comme une opération par laquelle on calibre judicieuse-
ment la contrainte à appliquer en fonction des espaces de discrétisation employés, de façon à éviter
le verrouillage.
On rappelle que le terme d’énergie adimensionnée E˜0 est défini par l’expression 3.32 :
E˜0(r ,d i )= E0(r ,d i )+ c0 (r ′ ·d i − v0i )K 0i i (r ′ ·d i − v0i )
Donc finalement, l’équation 3.74 se réécrit sous la forme :
∂E0
∂(r ,d i )
(r h ,d
h
i ) · (rˆ , dˆ i ) +c0
∫∫
P¯
(r ′h ·dhi − v0i )K 0i i (rˆ ′ ·dhi + r ′h · dˆ i )dξα
+(ǫ˜−2− c0)
NEh∑
e=1
∫∫
Ehe
< r ′h ·dhi − v0i >|Ehe K
0
i i < rˆ ′ ·dhi + r ′h · dˆ i >|Ehe dξα
+
∫∫
P¯
λi j (ξα)
[
dhi · dˆ j + dˆ i ·dhj
]
(ξα)dξα =
∫∫
P¯
f · rˆ dξα ∀(rˆ , dˆ i ) ∈ K˜0
On en déduit donc que le problème mixte Pb3.4.3 est équivalent à un problème dont les inconnues
sont uniquement les variables primales (r h ,d
h
i ) ∈ K˜h , mais dans lequel l’énergie interne de la nappe
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est approchée par
Ehnap (r ,d i ) = c0ǫ˜2
Emb︷ ︸︸ ︷∫∫
P¯
Kmbii (r h ·dhi − v0i )2+(1− c0ǫ˜2)
Ehmb︷ ︸︸ ︷
NEh∑
e=1
|Ehe |Kmbii < r h ·dhi − v0i >2Ehe
+
∫∫
P¯
1
e
w f l︸ ︷︷ ︸
E f l
+
∫∫
P¯
w2Dgom︸ ︷︷ ︸
Egom
(3.75)
On reconnait dans cette expression uneméthode de sous-intégration partielle sélective, dans laquelle
seul le terme d’énergie de membrane des câbles est en partie sous-intégré.
Les méthodes de sous-intégration sont utilisées par les ingénieurs depuis longtemps sur des pro-
blème sous contraintes, car elles permettent de relaxer la contrainte entrainant le verrouillage, ce
qui laisse espérer une meilleure convergence. On est finalement aussi ramené à utiliser une telle
méthode, mais son équivalence avec le problème mixte Pb3.4.3 nous permet de la justifier propre-
ment et d’assurer qu’elle échappe au verrouillage sur des cas à flexion non inhibée.Mais il nous reste
à vérifier que cette méthode fonctionne aussi sur des problèmes à flexion non inhibée, c’est le but
de la section suivante.
Conclusions
La résolution de la plupart des problèmes sur des structures minces par la méthode des éléments
finis standardn’est pas robuste, puisqu’elle est sujet au phénomènede verrouillage numérique.Nous
avons montré que c’est en particulier le cas pour notre problème de nappe renforcée.
Une formulation mixte du problème nous a permis de démontrer rigoureusement qu’une méthode
de sous-intégration partielle sélective résoud ce problème dans le cas d’une nappe plane pour des
éléments Q2 en déplacements et en rotations (voir figure 3.8). De la même manière que pour les
coques (voir (Arnold and Brezzi, 1997)), on peut raisonnablement espérer que cette méthode donne
aussi de bons résultats dans le cas général.
(a) Déplacements u (b) Directeurs d i
FIG. 3.8: Elément fini Q2 pour le problème de nappe 2D, à utiliser avec une sous-intégration des
termes de membrane.
Les tests numériques effectués dans le chapitre 4 devront finir de valider cette méthode sur deux
critères :
– Ils devront montrer que le phénomène de verrouillage numérique a été supprimé par la sous in-
tégration ;
– Mais ils devront également vérifier que la méthode reste assez consistante pour traiter les pro-
blèmes où la flexion des fibres est inhibée, en contrôlant l’absence de modes parasites.
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Méthode de résolution
et applications numériques
Introduction
L’objectif général de ce chapitre est de décrire laméthode employée pour appliquer numériquement
le modèle décrit dans les chapitres 2 et 3, et de la vérifier sa validité sur des tests numériques.
Le chapitre peut être séparé en deux grandes parties :
• La première partie du chapitre est consacrée à la description d’une méthode de résolution numé-
rique originale :
– Dans la section 4.1, nous détaillons les hypothèses réalisées pour discrétiser le problème de
nappe continu. Nous présentons en particulier les espaces d’éléments finis utilisés et lamanière
de relaxer la contrainte d’orthogonalité ;
– Ensuite, nous descrivons de l’algorithme complet de résolution dans la section 4.2, en détaillant
les étapes spécifiques à notre problème.
• La deuxième partie de ce chapitre rassemble quelques tests numériques permettant d’évaluer la
validité de notre modèle. Ces tests sont répartis en trois catégories :
– Dans un premier temps, nous réalisons des tests dits "asymptotiques" dans la section 4.3 : on
étudie les résultats de notremodèle sur des cas analytiques relativement simples lorsque l’épais-
seur tend vers 0, de manière à vérifier que le phénomène de verrouillage numérique est sup-
primé et qu’aucunmode parasite n’apparaît ;
– Ensuite, dans la section 4.4, nous validons notre modèle avec des exemples analytiques plus
complexes sur une nappe cylindrique. Par rapport aux tests précédents, la solution a ici la par-
ticularité de dépendre à la fois de l’énergie de gomme et de l’énergie de câble ;
– Enfin, nous étudions un cas réel de flambement d’une nappe fibrée dans la section 4.5, en tes-
tant notre modèle sur le cas de compression sous flexion circulaire décrit dans le chapitre d’in-
troduction.
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4.1 Discrétisation par éléments finis
4.1.1 Discrétisation par éléments finis
Espaces discrets
On suppose que la géométrie de la nappe est suffisamment régulière pour pouvoir diviser son vo-
lumeΩ enNEh éléments finis hexaèdriques réguliers, en choisissant de prendre un seul élément fini
dans l’épaisseur (comme représenté sur la figure 4.1) :
Ω=
NEh⋃
e=1
Ω
h
e
où h représente le diamètre maximum d’un élément. Ce maillage 3D contient NNhx noeuds dans le
volumeΩ, notés (Nkx )k∈[1;NNhx ], auxquels seront calculés les déplacements δx. Chaque éléments fini
Ω
h
e contient NNE
h
x de ces noeuds. Ces noeuds seront appelés "noeuds de déplacements".
FIG. 4.1: Décomposition de la nappe en éléments finis quandrangulaires
Cette discrétisation du volumeΩ nous permet de construire enmême temps une décomposition de
la surface moyenne Sm en NEh éléments finis quadrangulaires réguliers :
Sm =
NEh⋃
e=1
Ehe .
On définit alors NNh
d
noeuds sur ce maillage 2D , notés (Nk
d
)k∈[1;NNh
d
], auxquels seront calculés les
vecteurs directeurs des câbles. Chaque éléments fini Ehe contient NNE
h
d
de ces noeuds, appelés
"noeuds de rotation". Par contre, aucun degré de liberté supplémentaire n’est ajouté pour calculer
les positions r sur la surface moyenne, puisqu’elles sont directement interpolées à partir des valeurs
x aux NNhx noeuds de déplacements.
On notera que les noeuds interpolant les déplacements δx sont indépendants des noeuds interpo-
lant les directeurs δd i . Ainsi, on laisse la possibilité qu’un noeud de rotation (N
p
d
) ne coïncide avec
aucun noeud de translation (voir un exemple sur la figure 4.2(a)).
En pratique, on souhaite utiliser des éléments finis à la fois classiques (pour répondre aux attentes
des futurs utilisateurs) et assez riches pour vérifier les conditions décrites dans le chapitre 3. Ainsi,
dans tout ce qui suit, nous choisissons d’utiliser des éléments finis 3D Q2 en déplacements (hexa-
èdres à 27 noeuds) et des éléments finis 2DQ2 en rotations, comme celui décrit sur la figure 4.2(b).
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On a alorsNNEhx = 27 etNNEhd = 9. Les espaces d’approximation des déplacements et des rotations
s’écrivent dans ce cas :
Vh =
{
δx ∈H(Ω¯) , ∀e ∈ [1;NEh] , δxi|Ωhe ∈Q2
}
.
Wh =
{
d ∈H(P¯ ) , ∀e ∈ [1;NEh] , d i|Ehe ∈Q1
}
.
Finalement, les espaces d’approximation des transformations et des variations s’écrivent respecti-
vement :
Kh =
{
(x,r ,d i ) ∈ Vh ×W 3h ∩CL
}
.
K 0h =
{
(δx,δd i ) ∈ Vh ×W 3h ∩CL0
}
.
Noeud de déplacements
Noeud de rotations
(a) ElémentQ1
Noeud de déplacements
Noeud de rotations
(b) ElémentQ2
FIG. 4.2: Exemples d’éléments finis hexaèdriques pour la nappe fibrée
Représentation paramétrique
Plaçons nous dans l’éléments fini 3DΩhe (e ∈ [1;NEh]), contenant l’élément fini 2D Ehe .
Nous donnons ici quelques précisions sur la manière d’interpoler les déplacements δx et les rota-
tions d i dans cet élément, ainsi que la façon de calculer leurs déformations.
L’interpolation est faite en se ramenant aux éléments de référence Ωˆ = [−1;1]3 et Pˆ = [−1;1]2. Les
coordonnées paramètriques dans l’ élément de référence Ωˆ = [−1;1]3 sont notées (Xˆ1, Xˆ2, Xˆ3). On
suppose que la coordonnée Xˆ3 correspond à la direction transverse de la nappe, et donc que le plan
Pˆ où sont définis les directeurs peut s’écrire :
Pˆ =
{
(Xˆ1, Xˆ2, Xˆ3) ∈ Ωˆ tel que Xˆ3 = 0
}
. (4.1)
Les fonctions de formes quadratiques 1D sur le segment [−1;1], sont notées ϕi , et définies comme
étant les polynômes d’interpolation de Lagrange assoxiés aux point −1, 0 et 1 :
∀sˆ ∈ [−1;1],

ϕ1(sˆ)= 12 sˆ(1− sˆ) ;
ϕ2(sˆ)= (1− sˆ2) ;
ϕ3(sˆ)= 12 sˆ(1+ sˆ) .
Les fonctions de forme 2D définies sur Pˆ sont construites à partir de de celles-ci :
∀(Xˆ1, Xˆ2) ∈ Pˆ , ϕi j (Xˆ1, Xˆ2)=ϕi (Xˆ1)ϕ j (Xˆ2) .
Il en est de même pour les fonctions de forme 3D définies sur Ωˆ :
∀(Xˆ1, Xˆ2, Xˆ3) ∈ Ωˆ, ϕi j k (Xˆ1, Xˆ2, Xˆ3)=ϕi (Xˆ1)ϕ j (Xˆ2)ϕk (Xˆ3) .
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Introduisons (Mke )k∈[1;NNEhx ] lesNNE
h
x noeuds de déplacements de l’élément considéré, et (N
k
e )k∈[1;NNEhx ]
ses NNEh
d
noeuds de rotations. Nous notons alors pour simplifer X e
k
le vecteur de position initiale
du pointMke : X
e
k
= X (Mke ).
Les points de l’élément fini courant Ωhe sont alors mis classiquement en relation avec ceux de l’élé-
ment de référence par la représentation paramètrique :
∀(Xˆ1, Xˆ2, Xˆ3) ∈ Ωˆ, X (Xˆ1, Xˆ2, Xˆ3)=
3∑
i=1
3∑
j=1
3∑
k=1
X ei jkϕi (Xˆ1)ϕ j (Xˆ2)ϕk (Xˆ3) , (4.2)
de telle sorte que la matrice jacobienne est définie par :
J = ∂X
∂Xˆ
(Xˆ1, Xˆ2, Xˆ3)=
3∑
i=1
3∑
j=1
3∑
k=1
X ei jk ⊗
[
ϕ′i (Xˆ1)ϕ j (Xˆ2)ϕk (Xˆ3)e1
+ϕi (Xˆ1)ϕ′j (Xˆ2)ϕk (Xˆ3)e2
+ϕi (Xˆ1)ϕ j (Xˆ2)ϕ′k (Xˆ3)e3
]
. (4.3)
Configuration des câbles au repos
Nous utilisons les vecteurs colonnes de la matrice jacobienne J pour définir l’orientation des fibres
sur la surface moyenne : 
J
1
= J ·e1 ;
J
2
= J ·e2 ;
J
3
= J ·e3 .
D’après l’hypothèse 4.1, le plan tangent de la nappe au point considéré est engendré par les vecteurs
(J
1
, J
2
). On préfère le définir avec les deux vecteurs orthonormés définis par :
{
v1 = ‖J1‖
−1 J
1
;
v2 = ‖J1∧ J2‖
−1(J
1
∧ J
2
)∧ J
1
.
La direction des câbles par rapport à ces deux vecteurs orthonormés est définie grâce à un angle
α, appelé "angle d’orthotropie". On définit alors le triplet (a1,a2,a3) introduit dans le chapitre 2
définissant la base locale associée au câble :
a1 = cos(α)v1+ sin(α)v2 ;
a2 =−sin(α)v1+ cos(α)v2 ;
a3 = a1∧a2 .
(4.4)
On résume la signification de ces vecteurs sur la figure 4.3.
Mesure des déformations
Les mesures de déformations des câbles introduites dans le chapitre 2 ont fait intervenir deux types
de dérivées curvilignes :
∂r
∂ξ1
et
∂d i
∂ξ1
. Nous détaillons ici leur calcul.
Dérivée curviligne d’un champ 3D
Tout champ de déplacement u(X ) est représenté par interpolation des valeurs nodales ue
k
= u(X e
k
)
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FIG. 4.3: Vecteurs utilisés pour définir l’orientation des câbles au repos
avec les fonctions de formes 3D décrites précédemment. En d’autres termes, on pose pour tout point
de l’élément finiΩhe une interpolation uh d’un champ u sous la forme :
uh(X )=
NNEhx∑
k=1
ϕk (Xˆ1, Xˆ2, Xˆ3)u
e
k pour tout X ∈Ωhe défini par 4.2 .
Le gradient de ce champ de déplacement uh peut alors être calculé par dérivée composée en fonc-
tion de la matrice jacibienne J définie par 4.3 :
∇uh =
∂uh
∂Xˆ
· J−1 .
Une fois ce gradient calculé, la dérivée curviligne s’obtient de manière triviale par l’expression 2.37 :
∂uh
∂ξ1
=∇uh ·a1 .
Dérivée curviligne d’un champ 2D
La stratégie qui vient d’être décrite doit être légèrement adaptée pour les directeurs. En effet, contrai-
rement aux déplacements, les directeurs ne sont interpolés que sur la surfacemoyenne. Ondoit alors
ne garder que les deux premières colonnes de la matrice J−1, dénotées pour simplifier par la matrice[
J−1
]
2D
∈R3×2. La dérivée curviligne des directeurs est alors calculée par :
∀i ∈ [1,3], ∂d i
∂ξ1
= ∂d i
∂Xˆ 2D
·
[
J−1
]
2D
·a1 .
4.1.2 Restriction cinématique
La difficulté qui apparait lorsqu’on dicrétise le problème Pb3.2.1 est de savoir ce que l’on fait de la
contrainte d’orthonormalité des directeurs. On serait tenté de reprendre directement la contrainte
continue ∫∫
P¯
λi j (ξα)
[
d i (ξα) ·d j (ξα)
]
,
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et de discrétiser l’espace des multiplicateurs R33sym de la mêmemanière que l’espace des directeurs.
Mais cela reviendrait à imposer l’orthonormalité des directeurs 2.27 en tout point de la surface de la
nappe, alors que l’interpolation polynomiale utilisée ne le permet pas. Nous sommes donc amenés
à relaxer cette contrainte d’orthogonalité, qui n’est plus imposée sur toute la surface, mais unique-
ment aux NNh
d
noeuds de rotation dumaillage :
∀p ∈ [1,NNhd ] , G[d i ](Np )= 0 . (4.5)
Remarque : Comme dans le cas continu, la contrainte nodale 4.5 est imposée par 6 multiplicateurs
de Lagrange λi j . Mais il est important de préciser que ces multiplicateurs de Lagrange ne sont défi-
nis qu’aux NNh
d
noeuds de rotation dumaillage, et non interpolés sur toute la surface.
On définit alors la variété des configurations admissibles K rel
h
contenant les déformées vérifiant la
condition d’orthonormalité relaxée par :
K relh =
{
(x,d i ) ∈Kh tels que ∀p ∈ [1,NNhd ] , G[d i ](Np )= 0
}
.
Pour toute configuration (x,d i ) ∈K relh , on définit l’espace tangent dK relh (x,d i ) par :
dK relh (x,d i )=
{
(δx,δd i ) ∈K 0h tels que ∀p ∈ [1,NNhd ],∀i , j , δd i (Np )·d j (Np )+d i (Np )·δd j (Np )= 0
}
.
De manière similaire au cas continu décrit dans le chapitre 2, cet espace peut être défini de manière
équivalente par :
dK relh (x,d i ) =
{
(δx,δd i ) ∈K 0h tels que , (4.6)
∀p ∈ [1;NNhd ],∃ωp ∈R3,∀i ∈ [1;3], δd i (Np )=ωp ∧d i (Np )
}
.
Son complémentaire dans K 0
h
est défini par :
dK rel
h
(x,d i ) =
{
(δx,δd i ) ∈K 0h tels que , (4.7){ ∀p ∈ [1;NNhx ], δx(Mp )= 0
∀p ∈ [1;NNh
d
],∃S
p
∈R3×3sym ,∀i ∈ [1;3], δd i (Np )= Sp ·d i (Np )
}
,
de telle sorte que
∀(x,d i ) ∈K relh , K 0h = dK relh (x,d i )⊕dK relh (x,d i ) . (4.8)
Remarque : De même que pour les multiplicateurs de Lagrange, les variables ω et S introduites
dans les définitions d’espaces 4.6 et 4.7 sont uniquement définies aux noeuds de rotations. Ces va-
riables ne sont pas interpolées et ne peuvent pas être utilisées telles quelles dans les formulations
variationnelles, contrairement à ce qui était fait dans le cas continu.
4.1.3 Problème discret à résoudre
Maintenant que la cinématique discrète a été présentée, il nous reste à décrire le modèle mécanique
utilisé. On rappelle que l’énergie interne du problème de nappe continu est donné dans le chapitre
2 par l’expression 2.44. Nous la réécrivons ici sous la forme :
Enap =
∫∫
P¯
1
e
Kmbii (vi − v0i )2 dξ2D︸ ︷︷ ︸
Emb
+
∫∫
P¯
1
e
w f l dξ2D︸ ︷︷ ︸
E f l
+
∫∫∫
Ω¯
wMg dξ3D︸ ︷︷ ︸
Egom
+
∫∫
P¯
wcoupl dξ2D︸ ︷︷ ︸
Ecoupl
.
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Nous avons vu dans le chapitre 3 que cette énergie ne doit pas être intégrée de manière exacte avec
des éléments finis standards. Pour éviter le phénomène de verrouillage numérique, il est nécessaire
de sous-intégrer le terme d’énergie de membrane des câbles.
On introduit pour cela un paramètre ρ, appelé coefficient de sous-intégration. L’analyse formelle
réalisée dans le chapitre 3 prédit alors que ce paramètre s’écrit de la forme
ρ = c0
(
r
L1
)2
avec c0 ≥ 0 .
Finalement, l’énergie interne de la nappe sera approché dans le problème discret par
Ehnap = ρ
Emb︷ ︸︸ ︷∫∫
P¯
1
e
Kmbii (vi − v0i )2 dξ2D +(1−ρ)
Ehmb︷ ︸︸ ︷
NEh∑
e=1
|Ihe |
1
e
Kmbii < vi − v0i >2Ehe
+
∫∫
P¯
1
e
w f l dξ2D︸ ︷︷ ︸
E f l
+
∫∫∫
Ω¯
wMg dξ3D︸ ︷︷ ︸
Egom
+
∫∫
P¯
wcoupl dξ2D︸ ︷︷ ︸
Ecoupl
. (4.9)
Le problème discret qui est résolu pour approcher la solution du problème continu Pb2.4.2 s’écrit
alors :
Pb 4.1.1 Trouver (x,d i ) ∈Kh et λ ∈R6∗NN
h
d tels que, ∀(xˆ, dˆ i ) ∈K 0h , on ait
∂Ehnap
∂(x,d i )
(x,d i ) · (xˆ, dˆ i )+
NNh
d∑
p=1
λ
p
i j
(
dˆ i (Np ) ·d j (Np )+d i (Np ) · dˆ j (Np )
)
= F (xˆ)
∀p ∈ [1,NNh
d
] , ∀1≤ i ≤ j ≤ 3 , d i (Np ) ·d j (Np )= δi j
(4.10)
Ce système d’équation est non linéaire, et sera résolu par uneméthode itérative de Newton projetée.
L’étape de projection permet de garantir que chaque itéré reste dans la variété K rel
h
. Ceci augmente
la robustesse et permet de nemanipuler que desmatrices tangentes symétriques. La première chose
à faire est de linéariser les équations 4.10 à chaque itération, ce que nous allons faire dans ce qui suit.
4.2 Méthode de résolution
4.2.1 Equations d’Euler-Lagrange linéarisées
Plaçons nous dans une configuration (xn ,dni ) ∈ K relh satisfaisant la contrainte d’orthonormalité 4.5,
qui peut par exemple correspondre à la configuration correspondant à l’itération n d’une méthode
de Newton. On cherche à construire une nouvelle configuration, notée (xn+1,dn+1i ) ∈K relh , qui s’ap-
proche de la solution du problème Pb4.1.1. Pour cela, la manière classique de faire est de linéariser
les équations d’Euler-Lagrange 4.10 autour de la configuration (xn ,dni ) puis de calculer l’incrément
(δx,δd i ) par simple résolution d’un système linéaire, afin de projeter la solution incrémentée sur la
variété des solutions admissibles.
Linéarisons donc les équations 4.10 autours de la configuration (xn ,dni ) ∈K relh et λ ∈R6∗NN
h
d .
On obtient :
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Pb 4.2.1 Trouver (δx,δd i ) ∈K 0h et δλ ∈R6∗NN
h
d tels que, ∀(xˆ, dˆ i ) ∈K 0h , on ait[
∂Ehnap
∂(x,d i )
(xn ,dni )+
∂2Ehnap
∂(x,d i )
2
(xn ,dni ) · (δx,δd i )
]
· (xˆ, dˆ i )
+
NNh
d∑
p=1
(λ+δλ)
(
dˆ i (Np ) ·dnj (Np )+dni (Np ) · dˆ j (Np )
)
+
NNh
d∑
p=1
λ
(
dˆ i (Np ) ·δd j (Np )+δd i (Np ) · dˆ j (Np )
)
= F (xˆ)
(4.11)
∀p ∈ [1,NNhd ] , ∀1≤ i ≤ j ≤ 3 , dni (Np ) ·δd j (Np )+δd i (Np ) ·dnj (Np )= 0 (4.12)
L’équation 4.12 signifie que (δx,δd i ) appartient à l’espace tangent dK
rel
h
(xn ,dni ), et est équivalente
à
∀p ∈ [1,NNhd ],∃ωp ∈R3,∀i ∈ [1;3], δd i (Np )=ωp ∧d i (Np )=D i (Np ) ·ωp , (4.13)
oùD
i
est le tenseur de rotation élémentaire associé au vecteur d i , défini par :∀v ∈R3, D i ·v = v∧d i .
On se limite alors à des fonctions tests (xˆ, dˆ i ) appartenant également à l’espace tangent dKh(x
n ,dni ).
Elles dsont donc telles que :
∀p ∈ [1,NNhd ],∃ωˆp ∈R3,∀i ∈ [1;3], dˆ i (Np )= ωˆp ∧d i (Np )=D i (Np ) · ωˆp , (4.14)
de telle sorte que ces fonctions tests satisfont automatiquement :
dˆ i (Np ) ·d j (Np )+d i (Np ) · dˆ j (Np )= 0 .
Le problème linéarisé devient alors :
Pb 4.2.2 Trouver (δx,δd i ) ∈ dKh(xn ,dni ) tels que, ∀(xˆ, dˆ i ) ∈ dKh(xn ,dni ), on ait
∂Ehnap
∂(x,d i )
(x,d i ) · (xˆ, dˆ i ) + (δx,δd i ) ·
∂2Ehnap
∂(x,d i )
2
(x,d i ) · (xˆ, dˆ i )
−
NNh
d∑
p=1
λ
(
δd i (Np ) · dˆ j (Np )+δd j (Np ) · dˆ i (Np )
)
= F (xˆ)
(4.15)
Ce problème linéarisé peut alors s’écrire sous la forme générique :
Pb 4.2.3 Trouver (δx,δd i ) ∈ dKh(xn ,dni ) tel que, ∀(xˆ, dˆ i ) ∈ dKh(xn ,dni ), on ait
a
(
(δx,δd i ), (xˆ, dˆ i )
)
= l
(
xˆ, dˆ i
)
avec 
a
(
(δx,δd i ), (xˆ, dˆ i )
)
= (δx,δd i ) ·
∂2Ehnap
∂(x,d i )
2
(x,d i ) · (xˆ, dˆ i )
−
NNh
d∑
p=1
λ
(
δd i (Np ) · dˆ j (Np )+δd j (Np ) · dˆ i (Np )
)
l
(
xˆ, dˆ i
)
= F (xˆ)−
∂Ehnap
∂(x,d i )
(x,d i ) · (xˆ, dˆ i )
Remarque : En réduisant l’espace des fonctions tests à dKh(x
n ,dni ), nous avons fait disparaitre l’in-
crément desmultiplicateurs de Lagrange δλ du probleme linéarisé. Pourtant, la valeur actualisée des
multiplicateurs sera nécessaires à l’itération suivante, donc il nous faut trouver une méthode pour
les calculer. Cela est fait dans la sous section 4.2.3.
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Ecriture globale
On regroupe les les valeurs nodales des déplacements δx ∈ Vh dans un vecteur global noté δX ∈
R
3∗NNhx , et les variations des directeurs δd i ∈Wh dans un vecteur global noté δD ∈R9∗NN
h
d .
On peut alors construire de manière classique une matrice A ∈ RNDG×NDG et un vecteur global L ∈
R
NDG , construits à partir des expressions de a(., .) et l (.) et des fonctions de formes ϕi , tels que :
∀(δx,δd i ) ∈ Vh ×Wh ,∀(xˆ, dˆ i ) ∈ Vh ×Wh , a
(
(δx,δd i ), (xˆ, dˆ i )
)
=
(
δXT δDT
)
·A ·
(
Uˆ
Dˆ
)
∀(xˆ, dˆ i ) ∈ Vh ×Wh , l
(
xˆ, dˆ i
)
= L ·
(
Uˆ
Dˆ
)
Pour tenir compte de la restriction du problème au sous-espace dKh(x
n ,dni ), on réécrit les condi-
tions 4.13 et 4.14 sous la forme : {
δD=B ·W
Dˆ=B ·Wˆ
oùW et Wˆ contiennent respectivement les valeurs ωp et ωˆp , sont de dimension NDR = 3∗NNhd , et
où la matrice B est de dimension NDG ×NDR.
Le problème Pb4.2.3 peut alors être écrit sous la forme :
Pb 4.2.4 Trouver (δX,W) ∈R3∗NNhx ×R3∗NNhd tel que Axx Axd ·B
B
T ·Adx BT ·Add ·B

︸ ︷︷ ︸
K
·
(
δX
W
)
=
(
Lx
B
T ·Ld
)
︸ ︷︷ ︸
F
(4.16)
4.2.2 Projection sur l’espace des directeurs orthonormés
Dans la sous section 4.2.1, nous avons fait l’hypothèse que la configuration courante (xn ,dni ) ap-
partient à la variété K rel
h
puis nous avons voulu construire une nouvelle configuration (xn+1,dn+1i )
supposée également dans K rel
h
. Mais ce que nous avons "caché", c’est que la variété K rel
h
est non
linéaire, ce qui signifie que l’incrémenté
(xn ,dni )+ (δx,δd i ) ∉K relh .
Donc on ne peut pas passer d’une configuration à une autre par une simple incrémentation de la
forme
∀p ∈ [1;NNhd ], dn+1i (Np )= dni (Np )+ωp ∧dni (Np ) .
A chaquenoeudde rotationNp , il est nécessaire de projeter la configuration incrémenté (xn(Np ),d
n
i (Np ))+
(δx(Np ),ωp∧dni (Np )) pour avoir une configuration actualisée admissible. Après projection, la confi-
guration modifiée s’écrit :
∀p ∈ [1 :NNhd ],
{
xn+1(Np )= xn(Np )+δx(Np )
dn+1i (Np )=Π(ωp ) ·dni (Np ) ∈ SO(3)
(4.17)
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La construction de la projection Π sur SO(3) s’appuie sur le fait que l’exponentielle d’une matrice
antisymétriqueΩ (de vecteur rotationω) est unematrice orthogonale. Comme cela a été fait dans le
cas continu, on définit en faitΠ comme étant l’approximation au second ordre de l’exponentielle :
Π
(
ω
)
= I + 2
4+
∥∥ω∥∥2
(
2Ω+Ω2
)
(4.18)
Nous avons déjà démontré que cette projection est bien orthogonale dans la section 2.5.
4.2.3 Calcul des multiplicateurs de Lagrange
Commenous l’avions remarqué dans la sous-section 4.2.1, le système linéaire 4.15 issu des équations
d’Euler Lagrange linéarisées ne permet pas le calcul de l’incrément des multiplicateurs de Lagrange
δλ ∈R6∗NNhd . Nous cherchons donc ici une autre méthode pour actualiser ces multiplicateurs.
Commençons par rappeler la décomposition 4.8 de l’espace des champs K 0
h
en espaces supplémen-
taires :
K 0h = dK relh (x,d i )⊕dK relh (x,d i )
Le problème variationnel Pb4.1.1 est alors équivalent à
Trouver (x,d i ) ∈K relh et λ ∈R6∗NN
h
d tels que on ait
∀(xˆ, dˆ i ) ∈ dK relh (x,d i ),
∂Ehnap
∂(x,d i )
(x,d i ) · (xˆ, dˆ i )+
NNh
d∑
p=1
λ
(
dˆ i (Np ) ·d j (Np )+d i (Np ) · dˆ j (Np )
)
︸ ︷︷ ︸
= 0 car (xˆ, dˆ i ) ∈ dK relh (x,d i )
= F (xˆ) (4.19)
et ∀(xˆ, dˆ i ) ∈ dK relh (x,d i ),
∂Ehnap
∂(x,d i )
(x,d i ) · (xˆ, dˆ i )+
NNh
d∑
p=1
λ
(
dˆ i (Np ) ·d j (Np )+d i (Np ) · dˆ j (Np )
)
= F (xˆ) (4.20)
La valeur des multiplicateurs de Lagrange est donc déterminée à partir de l’équation 4.20. Pour l’ex-
pliciter, on reprend la définition 4.7 de l’espace dK rel
h
(x,d i ) :
dK rel
h
(x,d i ) =
{
(δx,δd i ) ∈K 0h tels que ,{ ∀p ∈ [1;NNhx ], δx(Mp )= 0
∀p ∈ [1;NNh
d
],∃S
p
∈R3×3sym ,∀i ∈ [1;3], δd i (Np )= Sp ·d i (Np )
}
L’espace des matrices de dimension 3∗3 symétriques peut être engendré par les 6 matrices :
∀i ∈ [1,3] , ∀ j ∈ [i ,3] , S
i j
=

1
2
d i ⊗d j si i = j
1
2
[
d i ⊗d j +d j ⊗d i
]
si i 6= j
Par résolution de 4.20 avec ces matrices symétriques, on obtient au final les valeurs de toutes les
composantes du multiplicateur de Lagrange :
∀p ∈ [1,NNhd ] , ∀i ∈ [1,3] , ∀ j ∈ [i ,3] , λ
p
i j
=

−1
2
∂Ehnap
∂d i (Np )
·d i (Np ) si i = j
−1
2
[
∂Ehnap
∂d i (Np )
·d j (Np )+
∂Ehnap
∂d j (Np )
·d i (Np )
]
si i 6= j
(4.21)
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4.2.4 Gestion des conditions aux limites
En plus des conditions aux limites classiques sur les déplacements δx, notre modèle doit gérer des
conditions aux limites sur les rotations des directeurs. Par exemple, lorsqu’une face est encastrée, on
souhaite que les rotations des câbles soient contrôlées.
Pour imposer des vecteurs directeurs donnés (d i1,d
i
2,d
i
3) en un noeud de rotations NP à partir d’une
configuration courante (d1,d2,d3), on veut approcher :
∀k ∈ [1,3],δdk (Np )= d ik (Np )−dk (Np )
Si on considère la variation dans l’espace dK rel
h
(x,dk ) et qu’on utilise la relation 4.13, cette condition
devient :
∀k ∈ [1,3],D
k
(Np ) ·ωp = d ik (Np )−dk (Np )
On va donc pénaliser le terme
3∑
k=1
(
D
k
(Np ) ·ωp −d ik (Np )+dk (Np )
)2
(4.22)
Cette contrainte est fortement non linéaire, et on ne peut pas garantir que la configuration convergée
la satisfasse par simple pénalisation à chaque itération dans la méthode de Newton. Pour remédier
à cela, le contrôle des rotations des câble se fait en deux étapes dans la méthode de Newton :
– 1ere itération : Le câble est initialement dans sa configuration de repos, et on va pénaliser la varia-
tion de rotation ω selon 4.22 pour se rapprocher de la rotation souhaitée :
dk (Np )= d0k (Np ) pour k = 1,2,3
3∑
k=1
∥∥∥D
k
(Np ) ·ωp −d ik (Np )+dk (Np )
∥∥∥2→ 0 par pénalisation (4.23)
– Itérations suivantes : On affecte exactement la valeur voulue à tous les vecteurs directeurs impo-
sés, et on impose la rotation à zéro en ces points :{
dk (Np )= d ik (Np ) pour k = 1,2,3
ωp = 0
(4.24)
4.2.5 Algorithme complet
Les outils introduits dans les sous-sections précédentes noud permettent de construire un algo-
rithme de Newton-Raphson projeté, décrit dans ce qui suit :
Initialisation
Supposons que l’on travaille sur un maillage nous fournissant les coordonnées (X (Mp )p∈[1;NNhx ] des
noeuds de déplacement au repos.
La configuration initiale des inconues x(Mp ) est alors défini simplement par
∀p ∈ [1;NNhx ], x0(Mp )= X (Mp ) (4.25)
ou par lecture d’une configuration préalablement calculée.
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L’initilisation des vecteurs directeurs à chaque noeud de rotation Np du maillage se fait à partir du
triplet (a1,a2,a3) construit selon l’expression 4.4 :
∀p ∈ [1,NNhd ],

d01(Np )= a1(Np )
d01(Np )= a2(Np )
d03(Np )= a3(Np )
(4.26)
Il est à noter que dans le cas d’une nappe initialement non plane, la relation d01 = a1 est valable
à chaque noeud de rotation par construction, mais l’interpolation ne permet pas de la satisfaire à
chaque point de Gauss de la surfacemoyenne. Cela peut créer un cisaillement initial dans les câbles.
Critère d’arrêt
Norme sur l’incrément de déplacements :
Une première norme est proposée par (Bourgat et al., 1988) :(∫∫∫
Ω
∥∥xn −xn−1∥∥2dX3D +∫∫Sm ∥∥dn2 −dn−12 ∥∥2+∥∥dn3 −dn−13 ∥∥2ds)1/2(∫∫∫
Ω
∥∥xn −x0∥∥2dX3D +∫∫Sm ∥∥dn2∥∥2+∥∥dn3∥∥2)1/2
Cette norme ne parait pas appropriée pour deux raisons :
– la différence entre directeurs dni −dn−1i n’a pas de sens physique ;
– elle mélange les grandeurs x, qui sont des longueurs, aux directeurs d i qui sont unitaires.
Pour résoudre ces problème, nous avons utilisé des angles d’Euler pour quantifier l’incrément de
rotation des câbles, notés :{
θn : angles d’Euler entre le triplet courant (dni )i=1,2,3 et le triplet initial (d
0
i )i=1,2,3
δθn : angles d’Euler entre le triplet courant (dni )i=1,2,3 et le triplet précédent (d
n−1
i )i=1,2,3
Pour surmonter la seconde difficulté, à savoir la différence de grandeur entre les objets à quantifier,
on introduit une longueur caractéristique de câble, notée Lc . Typiquement, cette longueur repré-
sente la longueur de flambement moyenne pouvant apparaitre sur les câbles.
On choisit alors d’utiliser la norme sur les incréments de déplacements suivante :
|||xn ,dni ||| =
(∫∫∫
Ω
∥∥xn −xn−1∥∥2dξ3D +L2c ∫∫Sm ∥∥δθn∥∥2dξ2D)1/2(∫∫∫
Ω
∥∥xn −x0∥∥2dξ3D +L2c ∫∫Sm ∥∥θn∥∥2dξ2D)1/2 . (4.27)
Pour ǫ > 0, le critère d’arrêt sur les déplacements utilisé dans l’algorithme de Newton s’écrit finale-
ment
|||xn ,dni ||| ≤ ǫ . (4.28)
Norme sur le résidu :
Demême que pour les déplacements, il est nécessaire de prendre en compte la longueur caractéris-
tique d’un câble pour définir la norme sur le résidu. On défini pour cela la norme :
|||
∂Ehnap
∂(xn ,dni )
||| =
(∫∫∫
Ω
∥∥∥∥∂w∂x − f
∥∥∥∥2dξ3D + 1
L2c
∫∫
Sm
3∑
i=1
∥∥∥∥Di · ∂w∂d i
∥∥∥∥2dξ2D
)1/2
. (4.29)
Pour ǫ> 0, le critère d’arrêt sur le résidu s’écrit :
|||
∂Ehnap
∂(xn ,dni )
||| ≤ ǫ . (4.30)
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Méthode de Newton projetée
Si on rassemble les informations introduites dans cette section, on obtient finalement le la méthode
de Newton-Raphson projetée décrite par l’algorithme 1 :
Input : Maillage et chargement imposé
Input : Nombre d’itérations maximum Nmax et précision ǫ
Initialiser le numéro d’itération n = 0 ;
Initialiser x0 d’après 4.25 ;
Initialiser (d0i )i=1,2,3 d’après 4.26 ;
while n <Nmax et calcul non convergé do
n=n+1 (début de l’itération suivante) ;
Construire λ à partir de la configuration courante (xn−1,dn−1i ) ∈K relh selon 4.21 ;
Construire la matriceK et le secondmembre F à partir de 4.16 ;
Tenir compte des conditions aux limites par 4.23 ou 4.24 ;
Calculer la variation (δx,ω) ∈ Vh en résolvant le problème linéaire Pb4.2.4 ;
Actualiser la configuration (xn ,dni ) ∈K relh par projection selon 4.17 ;
if conditions 4.28 et 4.30 satisfaites then
fin de l’algorithme (Calcul convergé);
else
Continuer ;
end
end
Output : Configuration (xn ,dni ) ∈K relh à l’équilibre
Algorithme 1 : Algorithme de Newton-Raphson projetée pour résoudre un problème de
nappe renforcée
4.3 Comportement asymptotique : tests numériques
Nous présentons dans cette section trois tests numériques correspondant au cadre formel étudié
dans le chapitre 3. Ils ont pour but de vérifier si cette méthode satisfait aux deux conditions :
- Le verrouillage numérique est éviter pour des problèmes à flexion non inhibée ;
- Aucunmode parasite n’apparaît sur les problèmes à flexion inhibée.
Nous considérons une nappe fibrée rectangulaire, dont les côtés latéraux sont parallèles à e1 et e2.
Les dimensions de cette nappe dans la plan sont notées L1 et L2. Nous supposons que l’épaisseur t ,
le rayon des fibres r et l’écartement entre elles, noté e, sont constants sur toute la surface de la nappe.
Nous définissons une nappe de référence dont les dimensions sont fixes, notées (L1, L2 , t0, e0n r 0).
Dans cette nappe de référence, la gomme est modélisée par un modèle de Mooney-Rivlin quasi-
incompressible. Sa densité volumique d’énergie s’écrit :
wg =C1
(
I1−3− ln(I3)
)
+C2∗
(
I2−3−2 ln(I3)
)
+ 1
2
κ
(
J −1
)2
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Nous choisissons les valeurs de référence :
C01 = 0.539 MPa
C02 = 1.062 MPa
κ0 = 1000. MPa
Les câbles sont quant à eux représentés par le modèle de densité de poutres décrit dans le chapitre
2. Leur densité surfacique d’énergie correspondante s’écrit donc :
wc (v ,u)=
1
2e
[
EcA (v1−1)2 + GcA (v22 + v23) + Ec I (u22+u23) + Gc J u21
]
Nous choisissons les valeurs de coefficients suivantes pour la nappe de référence :
A0 =π r 02 = 0.56mm2
I 0 = π4 r 0
4 = 0.025mm4
J0 = π2 r 0
4 = 0.05mm4
et
{
Ec = 100 GPa
νc = 0.3
⇒ Gc =
Ec
2(1+νc )
= 38.5 GPa
Notre objectif étant d’étudier le comportement de notre modèle numérique dans les cas extrèmes
décrits dans le chapitre 3, nous introduisons un petit paramètre ǫ pouvant tendre vers 0. Pour cor-
respondre exactement au cadre de l’analyse réalisée dans le chapitre 3, nous faisons dépendre les
dimensions géométriques de ce petit paramètre au sens suivant :
t ǫ = ǫ t0
eǫ = ǫ e0
r ǫ = ǫ r 0 ,
ce qui implique 
Aǫ =π r ǫ2 = ǫ2 ∗ A0
I ǫ = π4 r ǫ4 = ǫ4 ∗ I 0
J ǫ = π2 r ǫ4 = ǫ4 ∗ J0 .
Les coefficients de gomme intervenant dans le modèle deMooney-Rivlin quasi-incompressible sont
eux aussi dépendant de ǫ : 
C ǫ1 = ǫ2 C01
C ǫ2 = ǫ2 C02
κǫ = ǫ2 κ0 .
L’analyse réalisée dans le chapitre 3 prédit que le coefficient de sous-intégration ρ apparaissant dans
l’énergie discrète 4.9 est de la forme
ρ = c0
(
r ǫ
L
)2
.
Les tests qui suivent feront également varier ce coefficient de sous-intégration ρ, de manière à véri-
fier qu’il peut être choisi de cette forme.
4.3.1 Problème en flexion non inhibée : flexion Cantilever
Dans les deux premiers tests qui suivent, nous considérons une nappe fibrée rectangulaire, dans
laquelle les fibres sont orientées suivant e1 et donc alignées avec le maillage. Les dimensions carac-
téristiques de la nappe de référence sont :
L1 = 100mm
L2 = 10mm
t0 = 1.8mm
e0 = 2.25mm
r 0 = 0.42mm
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Nous discrétisons cette nappe avec les éléments finis Q2 décrits dans la section 4.1, avec NE1 = 10
éléments dans la direction des câbles, alors qu’on ne prend que NE2 = 1 et NE3 = 1 élément dans les
directions latérale et transverse.
Dans ce premier test, nous encastrons la nappe à l’une de ses extrémités et nous laissons libre l’autre
côté (cf figure 4.4(a)). Nous soumettons cette nappe à une densité de force transverse uniforme (qui
peut être considérée comme son poids propre).
(a) Configuration initiale (b) Configuration déformée
FIG. 4.4: Nappe plane encastrée à une extrémité sous poids propre.
Pour modéliser cette situation dans notre modèle éléments finis, nous bloquons les trois compo-
santes de déplacements aux 3 NE2 noeuds de translations de la face encastrée, ainsi que les trois
composantes de rotations aux NE2 noeuds à rotations de cette face. Tous les degrés de liberté des
autres noeuds sont laissés libres.
L’extrémité non encastrée étant laissée libre, les câbles pourront toujours trouver une configura-
tion en flexion pure lorsque la force reste d’intensité raisonnable (cf figure 4.4(b)). Leur énergie de
membrane/cisaillement est alors nulle, de telle sorte que K˜ f l 6=
{
(x0,d0i )
}
. Ce problème est donc un
problème à flexion des câbles non inhibée.
Dans ce problème, le rôle de la gomme est négligeable. Pour une densité surfacique de force f = f3 e3
donnée, en supposant les déformations restent petites, nous pouvons alors approcher la solution par
une expression analytique en linéarisant le problème variationnel Pb2.4.2 autour de la configuration
de repos plane :
Trouver (δx,ω) ∈ V0 tels que
∀(xˆ,ωˆ) ∈ V0, (δx,ω∧e i ) ·
∂2Enap
∂(x,d i )
2
· (xˆ,ωˆ∧e i )=
∫∫
P¯
f · xˆ dX1dX2 (4.31)
où l’espace V0 est défini par
V0 =
{
(xˆ,ωˆ) ∈H1(P¯ ) tels que ∀X2 ∈ [0;L2], xˆ(0,X2)= ωˆ(0,X2)= 0
}
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Le membre de gauche de l’équation 4.31 s’écrit de manière explicite :
(δx,ω∧e i ) ·
∂2Enap
∂(x,d i )
2
· (xˆ,ωˆ∧e i ) =
∫∫
P¯
1
eǫ
EAǫ δx ′1 xˆ
′
1
+ 1
eǫ
GAǫ
(
δx ′2−ω3
) (
xˆ ′2− ωˆ3
)
+ 1
eǫ
GAǫ
(
δx ′2−ω3
) (
xˆ ′2− ωˆ3
)
+ 1
eǫ
EI ǫ
(
ω′2ωˆ
′
2+ω′3ωˆ′3
)
+ 1
eǫ
GJ ǫ ω′1ωˆ
′
1
+t ǫ cǫcoupl ω1ωˆ1 dX1dX2
Ainsi, après une intégration par parties, l’équation variationnelle 4.31 s’écrit sous forme forte :
Trouver (δx,ω) ∈ V0 tels que 
δx1"= 0
δx2"−ω′3 = 0
δx3"+ω′2 =−
eǫ f3
GAǫ
−1
e
GJ ǫ ω1"+ t ǫ cǫcoupl ω1 = 0
EI ǫ ω2"+GAǫ(δx ′3+ω2)= 0
EI ǫ ω3"−GAǫ(δx ′2−ω3)= 0
(4.32)
sous les conditions aux limites supplémentaires
∀X2 ∈ [0;L2],

δx ′1(L1,X2)= 0
δx ′2(L1,X2)−ω3(L1,X2)= 0
δx ′3(L1,X2)+ω2(L1,X2)= 0
ω′(L1,X2)= 0
La solution analytique de ce système d’équation différentielles linéaires est alors :
∀X1 ∈ [0;L1],∀X2 ∈ [0;L2],
δx1(X1,X2)= 0
δx2(X1,X2)= 0
δx3(X1,X2)= X1
[
− 124 EI ǫ X 31 + L6 EI ǫ X 21 − 12
(
L2
2 EI ǫ + 1EAǫ
)
X1+ LEAǫ
]
eǫ f3
δx1(X1,X2)= 0
δx2(X1,X2)= X1
(1
3X
2
1 −L X1+L2
) eǫ f3
2 EI ǫ
δx3(X1,X2)= 0
(4.33)
Dans les tests réalisés ici, nous souhaitons obtenir un déplacement vertical en bout de nappe de
δ = 1mm, soit 1% de la longueur. D’après les expressions analytiques 4.33, on exerce pour cela une
densité surfacique d’efforts
f3 =−
8 EI ǫ
eǫ L4
δ
Dans ce qui suit, nous comparons les résultats obtenus avec notre modèle avec cette solution ana-
lytique. Tout d’abord, si on ne réalise pas de sous-intégration numérique , on peut observer sur la
figure 4.5 que les résultats numériques s’éloignent de la solution analytique lorsque ǫ diminue.
Nous vérifions alors que ce phénomène n’a pas de signification physique en augmentant le nombre
d’éléments finis dans la direction des câbles. Nous vérifions sur la figure 4.6 que l’on retrouve bien la
solution analytique si on augmente le nombre d’éléments. Ainsi, pour une taille demaille donnée, la
précision du modèle sans sous-intégration numérique se détériore lorsque le paramètre ǫ diminue,
ce qui est une caractéristique du phénomène de verrouillage numérique.
4.3. COMPORTEMENT ASYMPTOTIQUE : TESTS NUMÉRIQUES 93
(a) ǫ= 1
(b) ǫ= 10−2
(c) ǫ= 10−3
FIG. 4.5: Phénomène de verrouillage numérique sur un problème dominé en flexion lorsque l’épais-
seur diminue et que l’énergie est intégrée de manière exacte.
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(a) NE = 10
(b) NE = 20
(c) NE = 30
FIG. 4.6: Convergence en maillage sur un problème dominé en flexion pour une nappe d’épaisseur
très petite (ǫ= 10−2).
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Pour éviter le phénomène de verrouillage numérique qui vient d’être mis en évidence sur ce pro-
blème dominé en flexion, les conclusions du chapitre 3 nous poussent à sous-intégrer le terme de
membrane des câbles dans l’énergie. Nous réalisons alors les mêmes tests que précédemment pour
plusieurs valeurs du coefficient de sous-intégration ρ. Les résultats obtenus sont récapitulés dans la
tableau 4.1.
ǫ= 1 ǫ= 10−1 ǫ= 10−2 ǫ= 10−3
ρ = 1 99.0% 99.1% 78.9% 27.9%
ρ = 10−1 99.1% 99.6% 95.5% 51.2%
ρ = 10−2 99.3% 99.6% 99.1% 78.9%
ρ = 10−3 99.3% 99.7% 99.6% 95.5%
ρ = 10−4 99.4% 99.9% 99.6% 99.1%
ρ = 10−5 99.4% 99.9% 99.7% 99.6%
TAB. 4.1: Pourcentages de déflexion pour une déflexion voulue de 1%
On peut observer que pour des petite valeurs du coefficient ρ, le modèle converge vers la solution
analytique même lorsque le paramètre ǫ est très petit. Plus précisément, nous voyons clairement
apparaître une dépendance quadratique de la valeur optimale de ρ par rapport à ǫ. Cela nous pousse
donc à choisir le coefficient de sous-intégration ρ de la forme
ρ =max
(
1.,c0
(
r
Lcab
)2)
, (4.34)
comme l’analyse formelle du chapitre 3 l’avais prédit. Dans ce cas particulier, les résultats présentés
dans le tableau 4.1 nousmontrent que la valeur c0 = 106 semble correcte. Nous présentons quelques
résultats obtenus avec cette valeur du coefficient de sous-intégration sur la figure 4.7.
Tous les résultats qui ont été présentés jusquemaintenant correspondent à des petites déformations
autour d’une configuration plane. Pour valider notre modèle, il nous est alors nécessaire de vérifier
que ces résultats sont aussi valables lorsqu’on s’éloigne d’une configuration plane ou que les défor-
mations deviennent plus importantes.
Pour cela, nous reprenons le même test que précédemment, mais en imposant un déplacement ver-
tical en boût de nappe de δ= 10mm, soit des déformations 10 fois plus grandes qu’avant. Nous fai-
sons alors varier les paramètres ǫ et ρ comme alors précédemment, et nous récapitulons les résultats
dans le tableau 4.2.
ǫ= 1 ǫ= 10−1 ǫ= 10−2
ρ = 1 97.8% 78.6% 27.9%
ρ = 10−1 98.4% 94.8% 51.1%
ρ = 10−2 98.5% 98.4% 78.6%
ρ = 10−3 98.6% 98.9% 94.8%
ρ = 10−4 98.6% 99.1% 98.4%
ρ = 10−5 98.6% 99.2% 98.9%
TAB. 4.2: Pourcentages de déflexion pour une déflexion voulue de 10%
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(a) ǫ= 1
(b) ǫ= 10−2
(c) ǫ= 10−3
FIG. 4.7: Absence de verrouillage numérique sur un problème dominé en flexion lorsque l’épaisseur
diminue et que le terme d’énergie de membrane est sous-intégré en utilisant le coefficient de sous-
intégration donné par l’expression 4.34
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Nous pouvons observer que la sous-intégration supprime également le phénomène de verrouillage
numérique lorsque la configuration s’éloigne d’une configuration plane. Cependant, en comparant
les tableaux 4.1 et 4.2, nous voyons apparaître une différence d’un facteur 10 : on retrouve la même
valeur optimale de ρ pour ǫ = ǫ = 10−2 dans le cas d’une déflexion de δ = 10mm que pour ǫ = ǫ =
10−3 dans le cas où δ= 1mm. Cette remarque semble indiquer que le coefficient de sous-intégration
devrait en fait dépendre également de la raideur géométrique EA(v1− 1). Ce phénomène est dû à
l’aspect non linéaire de notre problème, c’est pourquoi il n’était pas visible dans l’analyse formelle
linéaire réalisée dans le chapitre 3. Ces cas extrèmes ne sont pas gérés dans le cadre de cette thèse.
Nous conserverons donc dans tout ce qui suit la valeur du coefficient de sous-intégration donnée
par l’expression 4.34.
4.3.2 Problème en flexion pure inhibée : nappe bisupportée sous poids
propre
Fibres alignées avec le maillage
Dans ce second test, la nappe précédemment décrite est maintenant supportée à ses deux extrémi-
tés dans le sens des fibres (cf figure 4.8(a)), et soumise à une densité de force transverse uniforme
(qui peut être considérée comme son poids propre).
(a) Configuration initiale (b) Configuration déformée
FIG. 4.8: Nappe plane bisupportée sous poids propre.
On suppose ainsi que les trois composantes de déplacements sont bloquées à ces extrémités Pour
modéliser cette situtation dans notre modèle éléments finis, nous bloquons les trois composantes
de déplacements aux 2 NE2 noeuds de translations situés aux intersections de la surface moyenne
de la nappe et des extrémités où la nappe est supportée, mais que les rotations y sont laissées libres.
Tous les degrés de liberté des autres noeuds sont laissés libres.
Les extrémités des câbles initialement rectilignes étant fixes, il est évident que tout déplacement va
créer un allongement des câbles (cf figure 4.8(b), de telle sorte que K˜ f l =
{
(x0,d0i )
}
. Ce problème est
donc un problème à flexion des câbles purement inhibée.
Commedans le test précédent, le rôle de la gommeest ici négligeable. Pour une densité surfacique de
force f = f3 e3 donnée, en supposant les déformations restent petites, nous pouvons essayer d’ap-
procher la solution par une expression analytique en linéarisant le problème variationnel Pb2.4.2
autour de la configuration de repos plane. En procédant comme cela a été fait dans la sous-section
4.3.1, nous admettons qu’on se ramène au même système d’équations différentielles 4.32 sous les
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conditions aux limites :
∀X2 ∈ [0;L2],
{
δx(0,X2)= δx(L1,X2)= 0
ω′(0,X2)=ω′(L1,X2)= 0
L’unique solution de ce problème vérifie alors :
∀X1 ∈ [0;L1],∀X2 ∈ [0;L2],

δx1(X1,X2)= 0
δx2(X1,X2)= 0
δx3(X1,X2)= f32 EI
( 1
12X
4
1 − 16LX 31
)
− f32GA X 21 +
f3
2
(
1
GA
+ L212 EI
)
LX1
(4.35)
Remarque : Lorsqu’on résoud analytiquement le système d’équations différentielles précédent, on
voit clairement l’importance numérique du terme de couplage ccoupl ω1ωˆ1. Si ce terme n’était pré-
sent, le problème précédent serait mal posé car la rotation ω1 serait définie à une constante près, ce
qui signifie que l’énergie serait non coercive.
Lorsque le diamètre des fibres tend vers 0, alors 1/GA devient négligeable par rapport à L2/EI , donc
les déplacements peuvent être approchés par :
∀X1 ∈ [0;L1],∀X2 ∈ [0;L2],

δx1(X1,X2)= 0
δx2(X1,X2)= 0
δx3(X1,X2)= f32 EI
( 1
12X
4
1 − 16LX 31
)
+ L
2 f3
24 EI LX1
(4.36)
Pour obtenir un déplacement vertical δ au centre de la nappe, la linéarisation du problème nous
suggère d’imposer la densité surfacique d’effort :
f3 =−
64 EI
e L4
δ
On voit dans cette expression que la rigidité de la nappe au voisinage de la configuration plane est
proportionnelle à EI
e
. Cela est logique, puisqu’on retrouve une forme similaire aux problèmes de
plaques linéaires, qui résistent uniquement en flexion.
Mais dans notre cas, le domaine de validité de cette linéarisation diminue en fait avec ǫ, et c’est très
rapidement le terme demembrane des câbles qui résiste dans le problème de nappe bisupporté. On
représente la forte non-linéarité présente dans ce problème sur la figure 4.9. Il est alors difficile de
contrôler proprement les calculs numériques lorsque le paramètre ǫ diminue.
f3
u3
Rigidité au repos
EI
e
=O(ǫ3)
Rigidité en membrane
EA
e
=O(ǫ)
FIG. 4.9: Forte non linéarité du problème dominé en membrane.
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Pour éviter cette forte linéarité et ainsi travailler sur un problème qui est mieux contrôlé, nous exer-
çons d’abord une traction horizontale de la nappe, de manière à obtenir x ′ = (1+γ)e1. Pour imposer
cette tension, nous bloquons toujours les déplacements δx2 et δx3 en bout de nappe, mais nous y
exerçons en plus une densité linéique d’efforts f = EA
e
γe1.
La tension rend alors le terme de membrane prédominant, et la rigidité en flexion de la nappe est
alors négligeable par rapport à la rigidité en membrane. La solution du problème peut alors être
approchée en résolvant le problème de membrane linéaire
Trouver δx minimisant
∫∫
P¯
1
2
EA
e
(∥∥(1+γ)e1+δx ′∥∥−1)2− f ·δx dX1dX2
sous la contrainte ∀X2 ∈ [0;L2],δx(0,X2)= δx(L1,X2)= 0.
Nous admettons que la solution de ce problème est
∀X1 ∈ [0;L1],∀X2 ∈ [0;L2],

δx1 = 0
δx2 = 0
δx3 = 12
(
1+ 1δ
) f3 e
E A
X1(L−X1)
Pour obtenir un déplacement vertical δ au centre de la nappe, la linéarisation du problème nous
suggère d’imposer la densité surfacique d’effort :
f3 =
8γ
1+γ
EA
e L
δ
Dans les tests présentés ici, nous choissons d’imposer d’abord une tension horizontale de 0.5mm,
puis une déflexion de 0.1mm au milieu de la nappe.
Il est bien connu que la méthode des éléments finis standard est adaptée à ce genre de problèmes
dominés en membrane. On vérifie donc sur la figure 4.10 la bonne convergence de notre modèle en
l’absence de sous-intégration quelque soit la valeur de ǫ.
Le résultat qui est plus important est donné sur la figure 4.11 : la bonne convergence est conser-
vée lorsqu’on utilise le coefficient de sous-intégration 4.34 et aucun mode parasite n’est observable
même pour des petites valeurs de ǫ.
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(a) ǫ= 1
(b) ǫ= 10−2
(c) ǫ= 10−4
FIG. 4.10: Convergence des éléments finis sur unproblèmedominé enmembrane lorsque l’épaisseur
diminue et que l’énergie est intégrée de manière exacte.
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(a) ǫ= 1
(b) ǫ= 10−2
(c) ǫ= 10−4
FIG. 4.11: Absence de modes parasites sur un problème dominé en membrane lorsque l’épaisseur
diminue et que le terme d’énergie de membrane est sous-intégré en utilisant le coefficient de sous-
intégration donné par l’expression 4.34.
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Fibres inclinées par rapport au maillage
Nous avons vérifié avec le test précédent qu’ancun mode parasite n’apparaît sur un problème à
flexion pure inhibée dans lequel les fibres sont alignées avec le maillage. Mais cette situation semble
particulière, et il convient d’étudier un cas plus général à flexion pure inhibée.
Pour ce faire, nous considéronsmaintenant une nappe fibrée carrée, dans laquelle les fibres forment
un angle α= 5π12 avec e2 et ne sont donc plus alignées avec le maillage (cf figure 4.12).
e1
e2
α= 5π12
FIG. 4.12: Nappe plane supportée aux bords avec fibres inclinées.
Les dimensions caractéristiques de la nappe de référence sont :

L1 = L2 = 100mm
t0 = 1.8mm
e0 = 2.25mm
r 0 = 0.42mm
La nappe est supportée à ses quatre bords et soumise à une densité de force transverse sinusoïdale :
f
ǫ
= ǫ f0 sin
(
2π
X2
L2
)
e3
Nous discrétisons cette nappe avec les éléments finis Q2 décrits dans la section 4.1, avec NE élé-
ments dans les deux directions du plan, alors qu’on ne prend que NE3 = 1 élément dans l’épaisseur.
La solution de ce problème est approchée sur la figure 4.13, qui correspond au résultat obtenu sur
unmaillage très fin sans sous-intégration de l’énergie de câble.
4.3. COMPORTEMENT ASYMPTOTIQUE : TESTS NUMÉRIQUES 103
FIG. 4.13: Solution approchée du problème de nappe supportée aux bords avec fibres inclinées.
Sur ce problème, on observe qu’une sous-intégration exagérée de l’énergie de membrane peut en-
gendrer deux types de modes parasites :
– des modes en forme de sablier à l’échelle des éléments finis (cf figure 4.14(a)) ;
– des modes en forme de lignes parallèles aux fibres (cf figure 4.14(b)).
(a) ǫ= 10−2, ρ = 10−3 (b) ǫ= 10−3, ρ = 10−3
FIG. 4.14: Formes de modes parasites pouvant apparaître avec une sous-intégration trop forte.
Dans notre cas, on reprend un coefficient de sous-intégration ρ défini par l’expression 4.34, et on
vérifie sur la figure 4.15 qu’aucunmode parasite n’apparaît en allant jusqu’à des rapports r
L
de l’ordre
de 10−4. Même si quelques légers modes sont visibles devient extrèmement fine (cf figure 4.16), ce
résultat est très satisfaisant puisqu’il couvre les ordres de grandeur considérés dans notre cas.
104 CHAPITRE 4. MÉTHODE DE RÉSOLUTION ET APPLICATIONS NUMÉRIQUES
(a) NE = 10 (b) NE = 20
FIG. 4.15: Résultats obtenus avec notre modèle pour ǫ= 10−4.
(a) NE = 10 (b) NE = 20
FIG. 4.16: Résultats obtenus avec notre modèle pour ǫ= 10−5.
Les trois tests présentés dans cette section ont prouvé que la sous-intégration du terme de mem-
brane permet d’obtenir une bonne convergence à la fois sur les problèmes dominés en flexion et
dominés en membrane. Nous utiliserons donc le coefficient de sous-intégration 4.34 dans tous les
autres tests numériques de ce mémoire.
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4.4 Validation du modèle sur des tests analytiques
Les tests qui sont présentés dans la section 4.3 avaient pour but de vérifier la bonne gestion numé-
rique de l’énergie des câbles lorsque l’épaisseur de la nappe tend vers 0. La valeur des coefficients
dans l’énergie de gomme et l’épaisseur de gomme autour des fibres y ont un rôle négligeable. Pour
valider la modélisation numérique d’une nappe composite dans son intégralité, nous considérons
alors une autre catégorie du problème :
Le problème mécanique étudié ici concerne une nappe fibrée cylindrique, dans laquelle les câbles
sont parallèles à l’axe du cylindre. La longueur du cylindre est notée L1 et son rayon R. Nous sup-
posons que l’épaisseur de la nappe t , le rayon des fibres r et l’écartement entre elles, noté e, sont
constants sur toute la surface de la nappe. Nous résumons ces notations sur la figure 4.17.
e1
e2
e3
er
eθ
ez
R
L
h
FIG. 4.17: Notations utilisées dans les tests sur une nappe cylindrique.
La gommecomposant cette nappe estmodélisée par unmodèle deMooney-Rivlin quasi-incompressible.
Sa densité volumique d’énergie est choisie de la forme
wg =C1
(
I1−3− ln(I3)
)
+C2∗
(
I2−3−2 ln(I3)
)
+ 1
2
κ
(
J −1
)2
Les câbles sont quant à eux représentés par le modèle de densité de poutres décrit dans le chapitre
2. Leur densité surfacique d’énergie correspondante s’écrit donc :
wc (v ,u)=
1
2e
[
EcA (v1−1)2 + GcA (v22 + v23) + Ec I (u22+u23) + Gc J u21
]
Ceproblèmedenappe cylindrique est très intéressant, car ilmet à contribution tous les termes appa-
raissant dans notre énergie, et nous avons prouvé dans une annexe non publique de cette thèse que
la solution peut être approchée par les expressions analytiques établies dans (Boussetta and Caillard,
Michelin).
Nous présentons dans cette section les résultats obtenus avec deux types de sollicitation :
– La sous-section 4.4.1 s’intéresse à la flexion hors-plan des fibres sous un effort tranchant ;
– Nous étudions dans la sous section 4.4.2 si notre modèle reproduit les instabilités de type type
flambement hors plan sous une compression axiale.
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4.4.1 Flexion sous effort tranchant
On sonsidère ici une nappe cylindrique telle que décrite précédemment. On encastre ce cylindre à
l’une des extrémités, et on applique un effort tranchant f = f er à l’autre extrémité, en y laissant tous
les déplacements libres. Ce chargement est représenté sur la figure 4.18.
FIG. 4.18: Effort tranchant sur une nappe cylindrique encastrée.
On peut remarquer que ce problème est axisymétrique autour de ez = e1. Il n’est donc pas néces-
saire demodéliser la totalité de la structure pour calculer numériquement sa solution. Nous choisis-
sons ici de réaliser nos calculs sur un tranche de la nappe correspondant à un petit angle dθ dans
le cylindre, comme représenté sur la figure 4.19, en imposant des conditions de périodicité sur les
déplacements radiaux u ·er , latéraux u ·eθ et axiaux u ·ez entre les faces S+ et S−.
er er
eθ
eθ
R
dθ
S+
S−
FIG. 4.19: Tranche de nappe considérée dans nos calculs, utilisée avec conditions de périodicité.
Les calculs numériques réalisés pour simuler ce problème mécanique sont réalisés avec des élé-
ments finis Q2 comme décrit dans la section 4.1 de ce chapitre. L’angle dθ de la tranche étant choisi
petit et la nappe étant fine, nous choisissons de ne prendre qu’un seul élément fini à la fois dans
l’épaisseur de la nappe et perpendiculairement aux fibres :{
NEr = 1
NEθ = 1
4.4. VALIDATION DUMODÈLE SUR DES TESTS ANALYTIQUES 107
Nous utilisons NEz = 20 éléments finis dans le sens des fibres. Le maillage correspondant de la
tranche de nappe cylindrique est représenté sur la figure 4.20.
e1
e2
e3
(a) Coupe transverse du maillage
e1 e2
e3
(b) Maillage complet
FIG. 4.20: Maillage d’une tranche de nappe cylindrique d’épaisseur très petite.
Tous les tests numériques présentés dans cette sous-section ont été réalisés avec les paramètres géo-
métriques suivants : 
L = 100mm
R = 100mm
dθ = 0,07r ad
e = 2.25mm
r = 0.42mm
Par ailleurs, nous avons choisi les coefficients matériaux

C1 = 0.539 MPa
C2 = 1.062 MPa
κ= 1000. MPa

A =π r 2 = 0.56mm2
I = π4 r 4 = 0.025mm4
J = π2 r 4 = 0.05mm4
et
{
Ec = 100 GPa
νc = 0.3
⇒ Gc =
Ec
2(1+νc )
= 38.5 GPa
Pour mettre en évidence l’influence de la gomme sur ce problème, nous faisons varier l’épaisseur
t de la nappe et nous comparons les résultats obtenus. Nous montrons trois exemples de résultats
correspondant à undéplacement en bout de nappe deumaxr = 1mm sur la figure 4.21 pour les valeurs
t = 0.86mm
t = 1.8mm
t = 3.mm
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(a) t = 0.86mm
(b) t = 1.8mm
(c) t = 3.mm
FIG. 4.21: Déplacements transverses ur sur un problème de nappe cylindrique sous effort tranchant.
4.4. VALIDATION DUMODÈLE SUR DES TESTS ANALYTIQUES 109
Nous remarquons que le changement de l’épaisseur t modifie significativement l’allure de la solu-
tion. Cela montre que la gomme a une influence importante sur le comportement en flexion des
fibres dans le cas d’une nappe cylindrique.
Dans les trois situations présentées ici, les résultats obtenus avec notre modèle numérique coîn-
cident parfaitement avec la solution analytique donnée par (Boussetta and Caillard, Michelin). Cela
nous permet donc de valider le calcul de l’énergie de gomme dans notre modèle.
4.4.2 Flambement sous compression axiale
Les tests numériques présentés dans la section 4.3 et dans la sous-section 4.4 nous ont permis de va-
lider le calcul des énergie de gomme et de câble sur des problèmes stables, dans lesquels la solution
est régulière.
Mais une caractéristique importante des nappes fibrées est qu’elles deviennent rapidement instables
lorsqu’elles subissent une compression axiale. Il est indispensable que le modèle numérique utilisé
pour simuler leur comportement reproduise correctement ces instabilités. Ainsi, l’objectif de cette
sous-section est de vérifier que notre modèle est capable de reproduire les instabilités prédites par
les solutions analytiques décrites dans (Boussetta and Caillard, Michelin).
Nous considérons une nappe cylindrique dont la géométrie est identique à celle décrite dans la sous
section 4.4.1. Nous bloquons les déplacements des fibres à une extrémité du cylindre, et nous impo-
sons un déplacement axial selon er à l’autre extrémité, en y bloquant les déplacements selon er et
eθ, de manière à placer les fibres en compression axiale. Ce chargement est représenté sur la figure
4.22.
FIG. 4.22: Compression axiale d’une nappe cylindrique
Ici encore, le problème est axisymétrique autour de ez = e1. Nous réduisons donc les calculs à une
petite tranche telle que celle représentée sur la figure 4.19, en imposant des conditions de périodicité
sur les déplacements radiaux u ·er , latéraux u ·eθ et axiaux u ·ez entre les facesS+ etS−. Lemaillage
utilisé est le même que pour l’étude de la nappe sous effort tranchant, représenté sur la figure 4.20.
Dans ce maillage, nous imposons les déplacements des 2 NNθ noeuds se trouvant à l’intersection
entre la surface moyenne de la nappe et les extrémités du cylindre, mais leurs rotations sont laisées
libres.
110 CHAPITRE 4. MÉTHODE DE RÉSOLUTION ET APPLICATIONS NUMÉRIQUES
La compression axiale est imposée en contrôlant uniquement les déplacements des noeuds situés
à l’intersection entre les extrémités et la surface moyenne de la nappe. Les rotations à ces noeuds,
ainsi que les déplacements des noeuds situés sur les faces supérieure et inférieure sont quant à eux
laissés libres.
On souhaite alors vérifier que notremodèle peut reproduire les instabilités calculées analytiquement
dans (Boussetta and Caillard, Michelin). Dans cette analyse, l’épaisseur de la nappe a été supposée
très faible, ce qui a permis de négliger les variations de
∂x
∂ξ1
et
∂x
∂ξ2
dans l’épaisseur. Malheureuse-
ment en pratique, cette hypothèse n’est plus vérifiée dès que l’épaisseur devient modérée du fait de
nos conditions aux limites : nous pouvons voir sur les figures 4.23 et 4.24 que la solution principale
calculée numériquement avec notre modèle est différente de la solution analytique dès que l’épais-
seur est trop importante. Ce phénomène est dû au fait que les déplacements sont contrôlés unique-
ment sur le plan médian et que des effets 3D peuvent apparaître lorsque l’épaisseur augmente.
(a) Déplacements transverses théoriques
(b) Déplacements transverses numériques
FIG. 4.23: Solutions principales analytique et numérique identiques pour une épaisseur t = 0.1mm
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(a) Déplacements transverses théoriques
(b) Déplacements transverses numériques
FIG. 4.24: Solutions principales analytique et numérique différentes pour une épaisseur t = 1.8mm
Pour vérifier que notre modèle prédit correctement les phénomènes d’instabilité sur ce problème,
nous allons donc le valider par rapport à la théorie sur des problèmes dans lesquels l’épaisseur est
très petite. Nous choisissons ainsi les dimensions géométriques suivantes :
L = 100mm
R = 100mm
dθ = 0,07r ad
e = 2.25mm
t = 0.1mm
Pour étudier l’influence de chacun des coefficients matériaux, nous considérons alors 4 règlages
suivants :
Règlage A : Règlage B :

C1 = 0.54MPa
C2 = 1.06MPa
EA = 6194MPa.mm2
EI = 2037MPa.mm4

C1 = 5.39MPa
C2 = 10.62MPa
EA = 6194MPa.mm2
EI = 2037MPa.mm4
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Règlage C : Règlage D :

C1 = 5.39MPa
C2 = 10.62MPa
EA = 6194MPa.mm2
EI = 118MPa.mm4

C1 = 5.39MPa
C2 = 10.62MPa
EA = 6194MPa.mm2
EI = 1MPa.mm4
Lorsque la compression reste petite, l’équilibre principal est stable et peut être calculé numérique-
ment en quelques incréments de chargement. Nous pouvons vérifier sur la figure 9.1 que les so-
lutions principales analytiques (données par (Boussetta and Caillard, Michelin))et calculées numé-
riques sont identiques dans ce cas.
Remarque : Pour tous les résultats numériques donnés ici, la convergence très rapide : le modèle
converge en seulement 3 itérations pour chaque incrément de charge.
(a) Règlage A , δ= 0.01mm
(b) Règlage B , δ= 0.01mm
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(c) Règlage C , δ= 0.01mm
(d) Règlage D , δ= 0.001mm
FIG. 4.25: Comparaison des solutions principales calculées analytiquement et numériquement.
Lorsque la compression axiale des fibres augmente, l’équilibre devient instable et les fibres ont ten-
dance à flamber dans la direction er normale au plan tangent de la nappe. La théorie décrite dans
(Boussetta and Caillard, Michelin) prédit que ce flambement apparaît pour les déplacements axiaux
en bouts de nappe valant respectivement :
δc
A
= 0.0222mm
δc
B
= 0.0723mm
δc
C
= 0.0169mm
δc
D
= 0.0016mm
Nous vérifions que notre modèle reproduit correctement ces instabilités en imposant les déplace-
ments axiaux suivants en bouts de nappes :
δmax
A
= 0.04mm
δmax
B
= 0.1mm
δmax
C
= 0.028mm
δmax
D
= 0.0022mm
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Ces déplacements sont imposés en Nincr = 30 incréments de chargement. Nous pouvons voir la
solution post-bifurquée obtenue numériquement sur la figure 4.26.
(a) Règlage A - δmax
A
= 0.04mm
(b) Règlage B - δmax
B
= 0.1mm
(c) Règlage C - δmax
C
= 0.028mm
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(d) Règlage D - δmax
D
= 0.0022mm
FIG. 4.26: Solution post-bifurquée calculée numériquement sur le problème parfait.
Nous souhaitons alors déterminer si l’apparition du flambement coïncide avec la compression cri-
tique prédite par la théorie. Commenous l’expliquerons dans le chapitre 9 de ce rapport, l’apparition
du flambement correspond à une bifurcation vers une autre branche d’équilibre, qui se caractérise
souvent par un brusque changement de pente dans la courbe d’équilibre. Nous mesurons alors l’ef-
fort axial correspondant à la compression imposée à chcun des 30 incréments de chargement, et
nous traçons les courbes obtenues sur la figure 4.27.
(a) Règlage A
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(b) Règlage B
(c) Règlage C
(d) Règlage D
FIG. 4.27: Apparition duflambement sur le problèmeparfait : seuil de flambement théorique en vert ;
seuil de flambement observé numériquement en rouge.
Nous pouvons observer sur la figure 4.27 que le flambement obtenu numériquement débute plus
tard que la compression critique prédite par la théorie. Pour expliquer ce phénomène, nous traçons
sur la figure 4.28 la valeur analytique du jacobien du système en fonction de la compression axiale
exercée. La courbure critique calculée analytiquement correspond au premier zéro de cette courbe,
représenté en vert sur cette figure. Nous remarquons alors que la courbure critique pour laquelle le
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flambement débute avec notre modèle numérique correspond également à un zéro de la courbe,
mais pas premier. Cela signifie que notre modèle ne "voit pas" la première branche de bifurcation,
et dévie plus tard vers un autre mode d’instabiltié.
(a) Règlage A
(b) Règlage B
(c) Règlage C
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(d) Règlage D
FIG. 4.28: Valeur analytique du jacobien du système en fonction de la compression axiale exercée,
comparée aux seuils de flambement théorique (en vert) et numérique (en rouge)
Le fait que notremodèle ne dévie pas vers la première branche de bifurcation s’explique en fait par la
symétrie du problème parfait. Pour corriger ceci, nous introduisons des petites imperfections géo-
métrique à notre problème initial. On vérifie sur quelques cas que le modèle global bifurcation alors
exactement pour la valeur de chargement théorique. Nous pouvons voir sur la figure 4.29(b) que
ces perturbations permettent de modéliser numériquement des modes de flambement antisymé-
triques.
Nous pouvons alors vérifier sur la figure 4.30 que les imperfections permettent à notre modèle nu-
mérique de modéliser un flambement qui débute exactement pour la compression critique prédite
théoriquement.
Pour résumer, les résultats numériques présentées dans les sous-sections 4.4.1 et 4.4.2 nous ont per-
mis de vérifier que notre modèle modélise correctement les phénomènes de flexion et de flambe-
ment dans la direction normale au plan tangent de la nappe.
(a) Règlage C
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(b) Règlage D
FIG. 4.29: Modes de flambement sur le problème perturbé
(a) Règlage C
(b) Règlage D
FIG. 4.30: Apparition du flambement sur le problème perturbé : seuil de flambement théorique en
vert ; seuil de flambement observé numériquement en rouge
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4.5 Compression d’une nappe sour flexion circulaire
Commenous l’avons expliqué dans la section 2.2, une caractéristique importante de noter problème
de nappe fibrée est que la flexion des fibres doit être correctement prise en compte dans la direction
normal au plan de la nappe, mais aussi dans le plan de la nappe.
L’objectif de cette section est donc de vérifier que les instabilités de type flambement dans le plan
de la nappe sont correctement modélisées par notre modèle, de manière à compléter les résultats
présentés dans la section 4.4.
Nous reprenons pour cela le problème mécanique présenté dans la sous-section 1.1.2, et qui sera
analysé plus en détails dans le chapitre 10 de ce mémoire :
On considère une éprouvette initialement plane, de dimensions L1 et L2 dans le plan (e1,e2), alors
que son épaisseur selon e3 est notée h. Ce solide est composé de trois matériaux :
– Une fine lame métallique, appelée clinquant, sur la partie supérieure. Cette lame est supposée
avoir une rigidité en extension très élevée, de telle sorte qu’elle sera supposée inextensible dans la
suite ;
– Des câbles de renforts à section circulaire, de rayon r , situés dans la partie inférieure de la nappe.
Au repos, ces câbles sont supposés rectilignes et parallèles à e1, et leur écartement e est supposé
constant ;
– Une gomme hyperélastique pouvant subir de très grandes déformations.
e1
e2
e2
e3
e3
Ωe
Ωe
Ω
Gomme
Lamemétallique
Câble
L1
L2
e
h
FIG. 4.31: Géométrie de l’éprouvette
Cette éprouvette est soumise à une flexion circulaire sur sa face supérieure, de manière à créer un
compression axiale des câbles dans la partie inférieure, comme illustré sur la figure 4.32.
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e1
e3
e t eθ
Flexion circulaire sans extension
Compression axiale des câbles
ρ∗L1
R = 1ρ
x0
FIG. 4.32: Chargement sur l’éprouvette
Dans toute cette section, nous travaillons sur une éprouvette dont les dimensions géométriques sont
les suivantes :
– Epaisseur du clinquant : Hcl i = 1.1mm ;
– Epaisseur de gomme : Hgom = 12.5mm ;
→ Epaisseur totale : H = 13.6mm ;
– Hauteur de la ligne moyenne des câbles : h = 1.425mm ;
– Rayon d’un câble cylindrique : r = 0.42mm ;
– Ecartement entre deux câbles : e = 2.25mm.
Le clinquant est constitué d’un métal très rigide ne subissant que de petites déformations. Nous le
modélisaons par unmatériau de Saint-Venant Kirchhoff, de densité volumique d’énergie
wcl i (e)=
νcl iEcl i
(1+νcl i )(1−2νcl i )
[
Tr (e)
]2
+ Ecl i
2(1+νcl i )
Tr
(
e2
)
en choissant les coefficient suivants : {
Ecl i = 200 GPa
νcl i = 0.33
La gomme pouvant subir de grandes déformations, il est indispensable de la modéliser avec une
énergie polyconvexe. Nous utilisons unmodèle de Mooney-Rivlin quasi-incompressible :
w =C1
(
I1−3− ln(I3)
)
+C2∗
(
I2−3−2 ln(I3)
)
+ 1
2ǫ
(
J −1
)2
en choisissant les coefficients 
C1 = 0.539 MPa
C2 = 1.062 MPa
ǫ−1 = 1000. MPa
Enfin, la couche renforcée centrée autour des fibres est modélisée par des éléments finis enrichis
comme décrits dans la section 4.1. Nous choisissons ici prendre ces éléments finis enrichis d’épais-
seur
hnap = 1.45mm
Nous noterons que le choix de cette épaisseur hnap n’influence pas les résultats numériques obte-
nus. Les câbles y sont représentés par le modèle de densité de poutres décrit dans le chapitre 2. Leur
densité surfacique d’énergie correspondante s’écrit donc :
wc (v ,u)=
1
2e
[
EcA (v1−1)2 + GcA (v22 + v23) + Ec I (u22+u23) + Gc J u21
]
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en choisissant les coefficients
A =π r 2 = 0.56mm2
I = π4 r 4 = 0.025mm4
J = π2 r 4 = 0.05mm4
et
{
Ecab = 100 GPa
νcab = 0.30
⇒ Gcab =
Ecab
2(1+νcab)
= 38.5 GPa
Choix des conditions aux limites
Pour imposer numériquement la flexion circulaire sur l’éprouvette, nous choisissons d’imposer les
conditions aux limites suivantes :
– Conditions de Dirichlet sur la surface supérieure, pour y imposer une flexion circulaire sans ex-
tension ;
– Périodicité des déplacements entre les faces latérales ;
– Les déplacements aux extrémités de l’éprouvette restent dans le plan normal à eθ(ρ X1).
Si on se contente d’utiliser les conditions aux limites sur les déplacements décrites précédemment,
en laissant libre les rotations des directeurs aux extrémités, alors des effets de bords indésirables
apparaissent (cf figure 4.33). Par conséquent, en plus de ces conditions aux limites, nous imposons
les directeurs aux extrémités : 
d1 = eθ
d2 = e2
d3 = er
Nous vérifions sur la figure 4.34 que les effets de bords ont disparu avec ces conditions aux limites.
FIG. 4.33: Présence d’effets de bord en flexion circulaire lorsque les rotations ne sont pas contrôlées
aux limites
FIG. 4.34: Absence d’effets de bord en flexion circulaire lorsque les rotations sont imposées aux ex-
trémités
Perturbation géométrique
Pour pousser notre modèle numérique vers la première branche de bifurcation, nous insérons une
pertubation géométrique de forme sinusoïdale à la géométrie parfaite de l’éprouvette, comme repré-
senté sur la figure 4.35. La longueur d’onde de cette imperfection est calculée d’après les résultats de
l’analyse de stabilité réalisée dans le chapitre 10 de ce mémoire.
Remarque : Notre choix d’imposer complètement les rotations des directeurs aux extrémités des
fibres rend difficile tout changement de mode. La forme de la perturbation ne doit donc pas être
choisie de manière aléatoire.
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e1
e2
e3
(a) Géométrique parfaite
e1
e2
e3
(b) Géométrique perturbée
FIG. 4.35: Pertubation géométrique du problème de flexion circulaire (perturbation ×100)
Modélisation du flambement
Nous augmentons progressivement la courbure en utilisant uneméthode incrémentale, et nousme-
surons les déplacements calculés à chaque incrément de chargement. Nous observons alors que les
déplacements latéraux croissent rapidement au delà d’une certaine courbure, illustrant un flambe-
ment de la nappe dans le plan de la nappe (cf figure 4.36).
Par contre, nous observons sur la figure 4.37 que le flambement des fibres se situe uniquement dans
le plan de la nappe, et que les déplacements transverses restent quant à eux assez réguliers.
Pour déterminer la courbure à partir de laquelle le flambement apparaît, nous procédons comme
pour le problème de nappe cylindrique décrit dans la sous-section 4.4.2 : nous traçons la courbe re-
présentant l’évolution de l’amplitude des déplacements transverses lorsque la courbure augmente.
Un exemple de courbe d’équilibre obtenue est donnée sur la figure 4.38.
Nous y observons que les déplacements transverses augmentent brusquement aux alentours de la
courbure ρ = 2.∗ 10−4 r ad .mm−1, ce qui caractérise la bifurcation de la solution vers une autre
branche d’équilibre.
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(a) ρ = 1∗10−4 r ad .mm−1 (b) ρ = 3∗10−4 r ad .mm−1 (c) ρ = 8∗10−4 r ad .mm−1 (d) ρ = 1.6∗10−3 r ad .mm−1
FIG. 4.36: Flambement dans le plan de la nappe lorsque la courbure augmente
FIG. 4.37: Absence de flambement hors plan (pour une courbure ρ = 1.6∗10−3 r ad .mm−1)
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FIG. 4.38: Augmentation de l’amplitude des déplacements latéraux en fonction de la courbure
Convergence en maillage
Enfin, si nous raffinons le maillage utilisé pour la résolution numérique de ce problème, alors nous
pouvons vérifier que le seuil de flambement observé numériquement converge clairement vers une
valeur finie (cf figure 4.39).
FIG. 4.39: Convergence en maillage sur le problème de nappe en flexion circulaire
Ce test de compression sous flexion circulaire nous a permis de vérifier que notre modèle de nappe
renforcée est capable de modélisé des instabilités de type flambement dans le plan de la nappe.
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Cependant, nous noterons que la valeur de la courbure à partir de laquelle le flambement apparaît
n’a pu être comparée à aucun résultat théorique. Nous réaliserons dans le chapitre 10 de cemémoire
une analyse de stabilité permettant de vérifier que ce seuil de flambement est correcte.
Conclusions
Nous avons décrit dans la section 4.1 la discrétisation d’un problème de nappe fibrée par des élé-
ments finis quadratiques pour les déplacements et les rotations, utilisés avec une méthode de sous-
intégration de l’énergie membranaire des câbles. La résolution du problème discret est alors effec-
tuée par une méthode de Newton projetée permettant d’assurer l’orthonormalité des directeurs ca-
ractérisant les rotations des sections de câbles, présentée dans le section 4.2.
Le modèle de nappe décrit dans le chapitre 2 et résolu par cette méthode a été validé par rapport à
deux critères principaux :
– Nous avons prouvé dans la section 4.3 que la méthode de sous-intégration du terme d’énergie de
membrane, introduite dans le chapitre 3, supprime correctement les phénomènes de verrouillage
numérique sur des problèmes dominés en flexion, et qu’elle n’engendre pas pour autant demodes
parasites sur des problèmes dominés en membrane ;
– Nous avons vérifié dans les section 4.4 et 4.5 que notre modèle est capable de reproduire des in-
stabilités de type flambement, les modes d’instabilité pouvant être hors plan ou dans le plan de la
nappe.
Cependant, l’énergie de gomme reste assez grossière dans ce modèle, en utilisant une pondération
et un terme de couplage gomme/câbles justifiables uniquement pour des énergies quadratiques.
L’objectif de la deusième partie de ce mémoire sera donc de proposer une méthode multi-échelles
permettant de gagner un degré de précision dans la modélisation de la gomme.
Deuxième partie
Modélisation multi-échelles
d’une nappe renforcée
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Modélisation multi-échelles
des composites élastomères fibrés
Introduction
La partie I a permis de construire un premier modèle de nappe renforcée purement macroscopique.
Les résultats numériques du chapitre 4 ont montré que cette modélisation macroscopique donne
de bons résultats sur des cas où les déformations de la gomme restent modérées. Mais le couplage
entre les câbles et la gomme fait l’hyopthèse de faibles déformations, et il semble trop grossier pour
pouvoir modéliser correctement des situations à fort gradient. Il nous faut donc gagner un degré
supplémentaire de précision, et prendre en compte les déformations locales à l’échelle mésosco-
pique. A terme, l’objectif de cette partie est donc d’élaborer une stratégie multi-échelles, de manière
à calculer localement la densité surfacique de gomme wmgom(ξ1,ξ2), et ainsi remplacer l’estimation
macroscopique définie par l’expression 2.42.
Dans ce chapitre, le but est de dresser un état de l’art des méthodes d’homogénéisation existantes,
de manière à déterminer si l’une d’entre elles pourrait être adéquate dans notre cas. Pour cela, nous
avons divisé ce chapitre en quatre sections :
• La première section est très générale, et présente le principe d’une méthode d’homogénéisation ;
• Nous étudions ensuite dans la section 5.2 les méthodes d’homogénéisation dites "analytiques" (cf
(Nemat-Nasser and Hori, 1993)), qui établissent des approximations du tenseur de contrainte en
fonction du tenseur de déformation moyen sous forme explicite. On commence par rappeler les
méthodes classiques établies en élasticité linéaire, puis on décrit brièvement les résultats récents
en homogénéisation analytique non linéaire ;
• La section 5.3 présente lesméthodes d’homogénéisation "numériques". Contrairement aux précé-
dentes, cesméthodes n’utilisent pas d’expressions explicites,mais vont calculer la réponsemacro-
scopique en résolvant numériquement un problème à l’échelle locale (voir par exemple
(Feyel et al., 2000)). Ces méthodes n’étaient au départ adaptées qu’à des problèmes dans lesquels
les échelles étaient très séparées. Nous présentons quelques travaux récents qui proposent une
extension desméthodes d’homogénéisation numérique à des cas où les échelles sont couplées (cf
(Kouznetsova et al., 2004)) ;
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• Enfin, nous conlurons cette étude bibliographique dans la section 5.4, où nous analyserons l’ap-
plication de ces méthodes multi-échelles à notre problème de nappe.
5.1 Principe des méthodes d’homogénéisation
De manière générale, les matériaux composites font intervenir plusieurs échelles : celle de la struc-
ture, et celle des hétérogénéités. Leur comportement global dépend souvent des effets locaux, ce qui
rend complexe leur modélisation.
(a) Cartographie EBSD d’un acier
(d’après Dirk Mohr/MIT, 2009)
(b) Mousse polymère (d’après
www.lv-em.com)
(c) Composite epoxy/fibres de
verre (d’après www.bris.ac.uk)
FIG. 5.1: Exemples de microstructures dans des matériaux composites.
Pour prédire le comportement macroscopique de ces matériaux hétérogènes sans directement
prendre en compte le comportement local à une échelle inférieure, nous pouvons utiliser une ap-
proche de type "homogénéisation". Les méthodes d’homogénéisation reposent sur l’hypothèse que
l’on peut considérer le matériau comme homogène à l’échelle macroscopique, et définir en tout
point un "volume élémentaire représentatif" (VER) de la géométrie microscopique du matériau. La
géométrie du VER pourra être exacte dans le cas où la microstructure est périodique, ou statistique
lorsque la microstructure est aléatoire.
On définit alors les variables d’état macroscopiques comme étant des moyennes de variables mi-
croscopiques sur ce VER. Ainsi, si on suppose que les échelles sont très séparées, on peut obtenir la
réponse P
M
= P (F
M
) pour une structure élastique, où P
M
et F
M
sont respectivement les moyennes
de la contrainte et de la déformation locales, calculées à déformationmoyenne imposée. Ce principe
est représenté sur la figure 5.2.
Ce chapitre a uniquement pour but de résumer les principales idées possibles pour modéliser un
matériau composite, et ne se veut en aucun cas exhaustif. Nous n’entrerons pas dans les détails des
méthodes abordées, on réfère le lecteur à la thèse (Gloria, 2007) pour une analyse mathématique
plus détaillée des méthodes numériques multi-échelles appliquées à l’élasticité non linéaire.
5.2 Approches analytiques
5.2.1 Résultats d’homogénéisation en élasticité linéaire
Les premiers résultats d’homogénéisation sont très anciens ((Voigt, 1887)), et correspondent à des
bornes dans le cadre de l’élasticité linéaire. Depuis, de nombreux travaux ont été réalisés pour obte-
nir des approximations plus précises, que nous décrivons dans ce qui suit. La notion d’échelle peut
être introduite de deux manières, ce qui permet de séparer ces méthodes en deux catégories.
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Ω
Ωe
MACRO
MICRO
Contraintes Déformations
moyennes moyennes
FIG. 5.2: Principe des méthodes d’homogénéisation
Théorie du champ moyen
Cette approche a été initialement proposée par les mécaniciens, et un état de l’art en est présenté
dans la revue (Bornert et al., 2001). La théorie du champ moyen considère un milieu hétérogène
dont la microstructure peut être aléatoire (pas nécessairement périodique). On suppose que le mi-
lieu est statistiquement homogène, et qu’il existe un "volume élémentaire représentatif" (VER). Ce
VER doit être statistiquement représentatif du matériau. Par conséquent, il doit contenir plusieurs
micro-hétérogénéités de chaque phase, et sa taille l est beaucoup plus importante que celle de ces
hétérogéités, caractérisée par une grandeur d . La seconde condition est que le VER doit être assez
petit par rapport à la taille caractéristique de la structure globale, notée L, de manière à ce que les
champs de déformations et de contraintes puissent y être supposés constants. On résume ces condi-
tions par la relation : (cf figure 5.3)
d≪ l≪ L
Ω
Ωe
MACRO
MICRO
L
l
d
FIG. 5.3: Théorie du champmoyen sur un composite à microstructure aléatoire
Une fois que le VER a été choisi, on peut l’utiliser pour déterminer les propriétés effectives du ma-
tériau homogénéisé. Pour un comportement élastique linéaire, on calcule ainsi le module effectif
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C e f f défini par
σ
M
=C e f f : ǫ
M
oùσ
M
et ǫ
M
sont respectivement le tenseur des contraintes deCauchy et le tenseur des déformations
linéarisées macroscopiques, définis comme la moyenne sur le VER Ωe des champs microscopiques
σ
m
et ǫ
m
:
σ
M
= 1|Ωe |
∫
Ωe
σ
m
(X )dX
ǫ
M
= 1|Ωe |
∫
Ωe
ǫ
m
(X )dX (5.1)
Une fois que ce tenseur tangent C e f f est connu, il peut alors être utilisé de manière classique pour
la résolution du problèmemacroscopique.
Si on utilise le lemme de Hill (cf (Hill, 1963)), les définitions 5.1 mènent à une propriété essentielle
de la théorie du champ moyen : le travail de déformation est le même dans les représentations mi-
croscopique et macroscopique : (sous certaines conditions aux limites non détaillées ici)
1
|Ωe |
∫
Ωe
σ
m
(X ) : ǫ
m
(X )dX =σ
M
: ǫ
M
(5.2)
Remarque : La relation 5.2 est valable quel que soit le lien entre σ
m
(X ) et ǫ
m
(X ), donc restera vraie
pour toute loi de comportement, y compris non linéaire.
Le but d’un processus d’homogénéisation est de calculer la réponse macroscopique C e f f d’une
structure soumise à un chargement en connaissant le comportement microscopique. Cela se fait
en trois étapes :
1) Déterminer les conditions aux limites liant les déplacements microscopiques um à ǫM
et permet-
tant de satisfaire le lemme de Hill ; (localisation)
2) Résoudre le problème local sous ces conditions aux limites ; (résolution)
3) Calculer σ
M
en moyennant σ
m
sur le VER (homogénéisation), et ainsi construire la relation
σ
M
=C e f f : ǫ
M
.
Remarque : On pourrait réaliser cette démarche dans le sens inverse : on peut piloter le problème en
contraintes en imposant un tenseur de contrainte macroscopique σ
M
pour calculer la déformation
moyenne ǫ
M
. Dans ce cas, les conditions aux limites de l’étape 1 devront lier σ
m
·n à σ
M
.
Le problème local défini dans l’étape 2 est en général très complexe, et ne pourra pas être résolu
analytiquement. On est alors obligé de réaliser des approximations pour le simplifier.
L’approximation la plus simple, et qui est apparue la première historiquement (cf (Voigt, 1887)),
consiste à supposer que la déformation est homogène partout dans le VER : ∀X ∈ Ωe ,ǫ
m
(X ) = ǫ
M
.
Cette approximation est appelée approximation de Voigt, et on a alors :
C e f f ≈CVoig t =
1
|Ωe |
∫
Ωe
C (X )dX
De lamêmemanière, si onpilote le problème en contraintes et qu’on suppose qu’elles sont constantes
dans le VER, on obtient l’approximation de Reuss (cf (Reuss, 1929)) :
C−1e f f ≈C−1Reuss =
1
|Ωe |
∫
Ωe
C−1(X )dX
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Ces deux approximations sont bien sûr grossières, puisqu’elles prennent en compte la fraction vo-
lumique de chaque phase, mais pas leur géométrie. Cependant elles restent très utilisées car elles
représentent des bornes rigoureuses :
CReuss ≤C e f f ≤CVoig t (5.3)
D’autres types d’approximation plus sophistiqués ont été réalisés depuis, en se basant principale-
ment sur la formulation intégrale du problème mécanique standard. Pour tout tenseur du 4e ordre
C0, définissons la polarisation τ comme
τ(X )=
[
C (X )−C0
]
: ǫ
m
(X ) c’est à dire σ
m
(X )=C0 : ǫ
m
(X )+τ(X )
ainsi que sa moyenne
τ= 1|Ωe |
∫
Ωe
τ(X )dX
On considère alors l’équation, dite de Lippman et Schwinger :
∀X ∈Ωe , ǫ
m
(X )−ǫ
M
=−
∫
Ωe
Γ0(X −Y ) :
[
τ(Y )−τ
]
dY (5.4)
où le tenseur Γ0 est l’opérateur de Greenmodifié en déformation, associé aumilieu infini homogène
de moduleC0.
La solution de l’équation 5.4 peut être approximée en supposant que la polarisation τ est constante
par phase. Cette hypothèse est inspirée du travail d’Eshelby (cf (Eshelby, 1957)), où la solution ana-
lytique exacte du problème d’inclusion elliptique dans unmilieu infini est présentée.
Dans cette solution, la déformation dans l’inclusion est homogène. Dans le cas de plusieurs inclu-
sions dans un milieu infini, l’hypothèse de polarisation constante par phase nous donne une ap-
proximation. Sur cette base, on peut établir les bornes de Hashin-Shrikman (cf (Hashin, 1962) et
(Hashin and Shtrikman, 1963)). On peut remarquer que ces bornes prennent en compte la cova-
riance de la distribution des phases, et donc sont du deuxième ordre alors que les bornes de Voigt et
Reuss s’arrêtaient au premier ordre (fraction volumique de chaque phase).
A partir de l’équation 5.4, on peut également obtenir de nombreuses estimations en changeant le
choix du milieu de référence caractérisé par le moduleC0. L’exemple le plus connu est l’approxima-
tion deMori-Tanaka (cf (Mori and Tanaka, 1973)), qui choisitC0 =Cmatr ice dans le cas d’un compo-
site matrice-inclusion.
Homogénéisation asymptotique
Le problème d’homogénéisation de structures hétérogènes peut également être vu d’un point de
vue plusmathématique, comme cela a été initié dans (Benssousan et al., 1978) et (Sanchez-Palencia,
1980).
L’hypothèse fondamentale de l’homogénéisation asymptotique est que la structure possède une géo-
métrie périodique, de telle sorte que les coefficients matériaux se reproduisent d’une cellule infini-
ment petite à une autre. Cette hypothèse est souvent valable pour les milieux hétérogènes fabri-
qués (contreplaqués, composites carbone-epoxy, nids d’abeilles, matériaux cellulaires, ...), mais par
contre le sera très rarement pour des matériaux naturels.
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Remarque : Dans le cas particulier des composites renforcés par des fibres, plusieurs modèles pé-
riodiques 2D sont utilisés dans la littérature : ils peuvent être approchés par des matériaux stratifiés
(cf (Gardin et al., 1998)) si on se place dans le plan (e1,2), ou bien représentés commeun empilement
périodique de renforts cylindriques si on se place dans le plan (e1,3).
(a) Composite stratifié (b) Empilement de fibres
FIG. 5.4: Exemples de modèles périodiques 2D approchant un composite renforcé par des fibres
D’une manière générale, on note X les coordonnées (macroscopiques) du milieu Ω, de dimension
caractéristique L. On suppose que le tenseur d’élasticitéC ǫ est périodique, de période ǫ P :
∀X , C ǫ(X +ǫP )=C ǫ(X )
On introduit alors l’échelle microscopique, caractérisée par des coordonnées Y définies dans une
cellule élémentaireΩe par la relation : (cf figure 5.5)
Y = 1
ǫ
X
Ω
Ωe
× 1ǫ
MACRO
MICRO
FIG. 5.5: Homogénéisation asymptotique sur un composite à microstructure périodique
On introduit aussi le tenseurC P-périodique :
C (
1
ǫ
X )=C ǫ(X )
L’idée principale est alors de rechercher le champ de déplacements sous la forme d’un développe-
ment de la forme :
uǫ(X )=u0(Z ,Y )+ǫu1(Z ,Y )+ǫ2u2(Z ,Y )+ . . .
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où on a posé Z ≡ X et Y = 1ǫX , et où les termes ui sont P-périodiques par rapport à Y .
Le gradient des déplacements s’écrit alors :
∂u
∂X
= ∂u
∂Z
+ 1
ǫ
∂u
∂Y
Dans la suite, par abus de notations, on remplace Z par X :
uǫ = u0(X ,Y )+ǫu1(X ,Y )+ǫ2u2(X ,Y )+ . . . (5.5)
et la dérivée par rapport à X devient :
du
dX
= ∂u
∂X
+ 1
ǫ
∂u
∂Y
(5.6)
De ce fait, le tenseur des déformations linéarisées devient
ǫ
ǫ
= ǫ−1∇sym
Y
u0+
[
∇sym
X
u0+∇symY u1
]
+ǫ
[
∇sym
X
u1+∇symY u2
]
+ . . .
Si on utilise ce développement dans le problème d’équilibre
divX (σ
ǫ
)= 0
avec la loi de comportement
σ
ǫ
(X )=C ǫ(X ) : ǫ
ǫ
(X ) ,
on obtient alors l’équation d’équilibre suivante :
ǫ−2
[
divY
(
C :∇sym
Y
u0
)]
(5.7)
+ǫ−1
[
divX
(
C :∇sym
Y
u0
)
+divY
(
C :
(
∇sym
X
u0+∇symY u1
))]
(5.8)
+
[
divX
(
C :
(
∇sym
X
u0+∇symY u1
))
+divY
(
C :
(
∇sym
X
u1+∇symY u2
))]
(5.9)
+ǫ
[
divX
(
C :
(
∇sym
X
u1+∇symY u2
))
+divY
(
C :
(
∇sym
X
u2+∇symY u3
))]
+ . . .
= 0 (5.10)
L’équation 5.10 est en fait infinie, et on suppose que le paramètre ǫ est suffisamment petit pour né-
gliger les termes au delà de l’ordre n. Cette démarche justifie l’adjectif "asymptotique" dans le nom
de cette théorie, car elle n’est valable que pour ǫ→ 0.
En pratique, on s’arrête le plus souvent à l’ordre n = 0. On ne garde alors que les trois équations
correspondant aux premiers ordres en ǫ, qui peuvent être étudiées de manière séquentielle :
– Ordre -2 : L’équation 5.7 devient satisfaite automatiquement si on fait l’hypothèse que u0 ne varie
qu’à l’échelle globale et est indépendante de Y (cf (Hori and Nemat-Nasser, 1999)) ;
– Ordre -1 : L’équation 5.8 correspond à un problème d’équilibre local, avec pour inconnue le dé-
placement u1, en supposant u0 donné. Il peut être résolu avec des conditions de périodicité aux
limites. Sa solution exige de savoir résoudre analytiquement ou numériquement six problèmes
indépendants d’élasticité linéaire ;
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– Ordre 0 : Une fois que u1 a été calculé en fonction de u0 grâce à l’équation 5.8, on peut moyen-
ner l’équation 5.9 sur une cellule élémentaire, et le résultat nous donnera l’expression du tenseur
élastique homogénéisé ainsi que l’équation d’équilibre macroscopique.
Volontairement, nous ne sommes pas entré dans les détails de cette analyse, le lecteur intéressé
pourra regarder (Le Bris, 2005) et (Sanchez-Hubert and Sanchez-Palencia, 1992). Onnotera que cette
stratégie est efficace et très répandue dans la littérature. Mais elle comporte certaines limites :
– Son application près des bords de la structure nécessite quelques précautions (cf (Dumontet,
1986)) ;
– Cette théorie n’est pas adaptée aux cas où les échelles ne peuvent pas être considérées comme
infiniment séparées ;
– La condition de géométrie périodique limite le type de matériaux sur lesquels on peut l’utiliser.
5.2.2 Homogénéisation analytique en élasticité non linéaire
Le cadre de l’élasticité linéaire n’est valable que pour des problèmes où les déformations restent pe-
tites, comme c’est le cas par exemple pour la plupart des problèmes sur des géomatériaux ou des
métaux. Par contre, les matériaux élastomères peuvent résister à de grandes déformations et leur
comportement est alors fortement non linéaire. Ainsi, l’homogénéisation non linéaire des compo-
sites constitués d’une matrice élastomère, qui sont très utilisés dans l’industrie, a fait l’objet d’une
vaste littérature, que ce soit pour les élastomères poreux ou au contraire renforcés (voir la thèse
(Lopez-Pamies, 2006) et les références qu’elle contient).
La difficulté principale lorsqu’on passe à des problèmes non linéaires est que la forme de la loi de
comportement n’est pas préservée quand on la moyenne. Ainsi, les méthodes analytiques décrites
dans le cadre de l’élasticité linéaire ne sont plus valables (cf (Ponte Castaneda and Suquet, 1998)),
et des modèles analytiques plus élaborés doivent être construits. Ce thème de recherche est assez
récent et comprend un grand nombre de publications ces dernières années. On cite dans cette sec-
tion un petit échantillon de résultats dans le cas particulier des composites élastomères fibrés, sans
entrer dans leurs détails, et cette liste ne se veut pas être exhaustive.
Dans un premier temps, de nombreux modèles phénoménologiques ont été construits. Le premier
résultat est dû à (Spencer, 1972), qui modélisa les fibres comme des lignes matérielles non exten-
sibles. Plus tard, des modèles phénoménologiques plus réalistes furent utilisés, dans lequels la di-
rection des fibres est pénalisée : (Spencer, 1984), (Qiu and Pence, 1997), (Merodio and Ogden, 2005),
(Horgan and Saccomandi, 2005), ...
Cesmodèles présentent l’avantage d’être simples et de pouvoir être calibrés pour faire apparaître des
instabilités macroscopiques à des valeurs de chargement observées expérimentalement (cf
(Triantafyllidis and Abeyaratne, 1983)). Cependant, leur domaine de validité reste souvent assez li-
mité.
En plus de ces modèles phénoménologiques, des modèles théoriques ont été développés. On no-
tera en particulier (He et al., 2006), qui fournit un résultat d’homogénéisation exact sous certaines
conditions sur la microstructure et le chargement, ainsi que les approximations de (deBotton et al.,
2006) et (Guo et al., 2006) pour des matériaux néo-hookéens incompressibles.
Mais l’approche analytique qui semble la plus prometteuse est la théorie d’homogénéisation du se-
cond ordre élaborée par (Castaneda and Tiberio, 2000). Elle a déjà permis de construire un modèle
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tridimensionnel décrivant le comportement homogénéisé de matériaux élastomères fibrés, sous
l’hypothèse que les deuxmatériaux sont isotropes incompressibles, que ce soit pour unemicrostruc-
ture aléatoire ((Lopez-Pamies and Castaneda, 2006a), (Lopez-Pamies and Castaneda, 2006b) ou
(Agoras et al., 2009a)) ou périodique ((Brun et al., 2007)). On notera qu’elle a également été appli-
quée à des composites élastomères poreux ((Lopez-Pamies and Castaneda, 2004) ; (Michel et al., 2007)).
5.3 Approches numériques
Les méthodes élaborées en homogénéisation analytique présentent l’avantage que leur coût de cal-
cul est le même qu’une loi de comportement usuelle lorsqu’elles sont utilisées dans un code d’élé-
ments finis. Cependant, elles ne restent valables que pour une nombre limité de géométries et de
matériaux, et font toujours l’hypothèses d’échelles très séparées.
La complexité croissante des comportements mécaniques couplée au développement des moyens
de calcul ont alors poussé à une utilisation de plus en plus fréquente deméthodes numériques pour
résoudre les problèmemulti-échelles.
L’application la plus simple desméthodes numérique est la "méthode de cellule élémentaire". Celle-
ci consiste à réaliser un grand nombre de calculs sur le VER d’un matériau composite, puis de filtrer
leurs résultats pour approcher les coefficients d’une loi macroscopique. Cependant, cette approche
suppose que l’on connait la forme de la loimacroscopique. Comme l’amontré (Mchugh et al., 1993),
la forme d’une loi de comportement non linéaire n’est pas préservée entre les échelles microsco-
pique et macroscopique. Ainsi, il semble très difficile de postuler la forme d’une loi homogénéisée à
l’avance puis d’en calculer ses coefficients par cette méthode.
La solution est alors de construire uneméthode numérique indépendante des lois de comportement
utilisées, ce qui conduit aux méthodes dites d’homogénéisation numérique.
5.3.1 Homogénéisation numérique du premier ordre
La différence principale entre les homogénéisations numérique et analytique réside dans lamanière
d’approcher la solution à l’échelle locale : alors que les méthodes analytiques cherchent à l’appro-
cher par une expression explicite, les méthodes d’homogénéisation numériques résolvent le pro-
blème aux limites microscopique numériquement.
Ainsi, les trois étapes qui avaient été décrites dans la sous section 5.2.1 restent valables, en les adap-
tant au cadre des grandes déformations, qui utilise le gradient des déformations F et sa variable
conjuguée, le premier tenseur des contraintes de Piola-Kirchhoff P = δw/δF (cf figure 5.6). Il faut :
1) Déterminer les conditions aux limites liant la déformée xm au gradient FM
; (localisation)
2) Résoudre numériquement le problème aux limites correspondant ; (résolution)
3) Calculer P
M
en moyennant P
m
sur le VER. (homogénéisation)
Les idées principales de cette méthode ont été présentées dans (Suquet, 1985).
Par rapport à l’homogénéisation analytique, on suppose toujours que les échelles sont infiniment
séparées, mais par contre aucune hypothèse n’est faite sur la loi de comportement de chaque ma-
tériau. On s’intéresse ici aux matériaux hyperélastiques utilisant une densité d’énergie polyconvexe
w quelconque, mais ces méthodes ont également été utilisées sur des problèmes plus complexes (cf
(Miehe et al., 1999), (van der Sluis et al., 2000), (Mielke, 2003),...).
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M
FIG. 5.6: Homogénéisation numérique du premier ordre
Plusieurs types de conditions aux limites peuvent être utilisés dans le problème local, la seule contrainte
étant qu’elles permettent de satisfaire le lemme de Hill :
P
M
: F
M
= 1|Ωe |
∫
Ωe
P
m
(X ) : F
m
(X )dX (5.11)
Dans la littérature, trois types de conditions aux limites vérifiant la condition 5.11 sont souvent uti-
lisés :
x = F
M
·X sur δΩe (déplacements imposés) (5.12)
t = P
M
·n sur δΩe (efforts imposés) (5.13)
{
x+−x− = F
M
·
(
X+−X−
)
t+ =−t−
(périodicité avec déformation imposée) (5.14)
Il a été observé dans la littérature (cf (van der Sluis et al., 2000), (Terada et al., 2000) ou (Wohlmuth,
2001)) que les conditions de périodicité donnent de meilleures estimations des propriétés macro-
scopiques. On privilégiera donc ce type de conditions aux limites dans le problème local, qui sont
d’ailleurs logiques lorsqu’on se place loin des bords de la structure.
Une fois que le problème local a été défini avec ses conditions aux limites, plusieurs méthodes nu-
mériques de résolution sont possibles :
– Dans la majorité des cas, la méthode des éléments finis classique est choisie (cf (Feyel and Kl,
2003), (Kouznetsova et al., 2001), (Temizer andWriggers, 2007), (Oezdemir et al., 2008),...) ;
– Pour accélérer les calculs, le transformée de Fourier rapide (FFT) est parfois utilisée (cf
(Moulinec and Suquet, 1994), (Moulinec and Suquet, 1998) et (Michel et al., 1999)).
On remarquera que la résolution numérique des problèmes locaux se fait "à la volée", c’est à dire en
même temps que le calcul macroscopique. Une telle méthode est dite concurrentielle, puisque les
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solveurs aux deux échelles sont concurrents pour se partager les ressources de la machine de calcul.
Par opposition, on dit qu’une méthode est séquentielle si les résolutions aux deux échelles se sont
pas simultanées. Par exemple, il est possible de lancer une série de calculs microscopiques, puis de
se servir de ces résultats par interpolation pour approcher la loi de comportement homogénéisée
dans un calcul macroscopique.
Ces méthodes d’homogénéisation numérique sont très utiles, et sont très répandues dans la littéra-
ture pour modéliser le comportement de matériaux composites où les hétérogénéités sont petites.
Cependant elles restent d’un coût élevé, ce qui rend difficile leur utilisation industrielle. Et comme
nous l’avons déjà précisé, elles supposent que les échelles microscopique et macroscopique sont
infiniment séparées. Cette approche n’est donc justifiée que lorsque la taille des hétérogénéités est
très petite, auquel cas le plus souvent on résout un problème local par point d’intégration macro-
scopique.
Cependant dans (Loehnert andWriggers, 2008), il est montré par des tests numériques que l’on peut
obetnir de bons résultats en utilisant une homogénéisation du premier ordre sur certains problèmes
non linéaires où l’épaisseur de la structure est de l’ordre de grandeur de la taille des hétérogénéités.
Mais ce résultat n’est pas général.
Par ailleurs, certains auteurs ont proposé des adaptations pour traiter des problèmes où les échelles
sontmoins séparées, comme (Ibrahimbegovic andMarkovic, 2003) et (Markovic and Ibrahimbegovic,
2004). Une stratégie multi-échelles est proposée, dans laquelle la dimension du VER correspond à la
taille d’un élément fini macroscopique (cf figure 5.7), et les conditions aux limites imposent aux dé-
placement locaux de correspondre exactement aux déplacements globaux :
∀X ∈ δΩe , um(X )= uM (X ) (5.15)
Ce type de méthode présente deux inconvénients :
– Les conditions aux limites de type Dirichlet 5.15 semblent trop fortes pour pouvoir modéliser
toutes les micro-déformations ;
– Cette méthode n’est pas justifiable de manière asymptotique, et ne peut pas être interprétée mé-
caniquement.
Maillage macroscopique
VER
FIG. 5.7: Homogénéisation d’un problème à échelles couplées (de (Markovic, 2004))
Pour dépasser ces limites, une méthode originale a été proposée récemment dans (Kouznetsova,
2002), que l’on décrit dans ce qui suit.
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5.3.2 Homogénéisation numérique du second ordre
Lesméthodes d’homogénéisation numérique classiques (dites "du premier ordre"), présentent deux
inconvénients : Comme nous l’avons dit précédemment, elles supposent que les échelles microsco-
pique et macroscopique sont infiniment séparées, donc ne sont pas adaptées à des structures hété-
rogènes "fines" ; Une autre limite est qu’elles ne prennent pas en compte les dimensions absolues de
la microstructure, ce qui signifie que les effets d’échelle ne sont pas gérés.
Pour dépasser ces limites, une extension de la méthode d’homogénéisation numérique classique a
été introduite récemment dans (Kouznetsova et al., 2002) et (Kouznetsova et al., 2004). On l’appel-
lera "homogénéisation numérique du second ordre", du fait qu’elle prend en compte le gradient du
second ordre des déformations macroscopiques, notéG
M
.
Le couplage entre les deux échelles s’appuie sur le développement en série de Taylor du champ de
déformations macroscopique xM =Φ(X ) :
∀δX , δxM = FM ·δX +δX ·GM
·δX +O(δX 3) (5.16)
Ainsi, la cinématique macroscopique peut être approchée au second ordre à partir du tenseur gra-
dient de déformations F
M
= ∂xM
∂X
et de son gradient G
M
= ∂
∂X
F
M
, alors que l’homogénéisation
classique s’arrête au premier ordre. L’échelle macroscopique transmet à l’échelle microscopique les
gradients F
M
etG
M
, et les déformations dans le VER sont alors recherchées sous la forme :
∀δX , δxm = FM ·δX +δX ·GM
·δX +δw(δX ) (5.17)
où le terme δw représente le champ des fluctuations microscopiques provoquées par les hétérogé-
néités de la microstructure. Le champ w est soumis à un certain nombre de conditions aux limites
permettant de contrôler d’une certaine manière les gradients macroscopiques F
M
etG
M
(le lecteur
intéressé pourra lire (Kouznetsova, 2002) pour plus de détails). Le problème aux limites sur w ainsi
défini peut alors être résolu par la méthode des éléments finis.
En retour, le modèle macroscopique utilise les variables macroscopiques P
M
et Q
M
des gradients
F
M
etG
M
,telles que la condition de Hill-Mandel étendue suivante soit vérifiée :
1
|Ωe |
∫
Ωe
P
m
:∇xmdX = P
M
: F
M
+Q
M
...G
M
(5.18)
On résume ce fonctionnement sur la figure 5.8.
Cetteméthode d’homogénéisation du second ordre semble très intéressante, puisqu’elle permet no-
tamment de "voir" la flexion à l’échelle microscopique. Cela est utile dans les zones de fortes défor-
mations localisées ou pour les structures possédant des dimensions macroscopiques relativement
petites par rapport à la taille du VER. Plusieurs applications de cette méthode ont récemment été
récapitulées dans (Geers et al., 2010).
Dans notre cas, on remarquera surtout l’application décrite dans (Geers et al., 2007) : une méthode
d’homogénéisation numérique y est présentée sur des coques (de Kirchhoff-Love ou de Mindlin-
Reisner) constituées d’un matériau composite, périodique sur la surface moyenne, dans lequel la
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FIG. 5.8: Homogénéisation numérique du second ordre
taille des hétérogénéités est de l’ordre de l’épaisseur de la structure. Le VER utilisé représente toute
l’épaisseur de la coque, et l’énergie est homogénéisée dans le plan tangent, alors qu’elle est intégrée
dans l’épaisseur de la nappe. Les mesures de déformations en membrane, cisaillement transverse
et surtout en courbure sont donnéss aux problème locaux, qui vont calculer les efforts et les mo-
ments correspondants, ainsi que leurs tenseurs tangents. De cettemanière, l’échelle macroscopique
peut utiliser un modèle de coque classique, dont la loi de comportement est calculée en temps réel
à l’échelle locale.
Le type de coques hétérogènes qui est considéré dans (Geers et al., 2007) ressemble en plusieurs
points à notre problème de nappe :
– La structure est fine ;
– La taille des hétérogénéités est de l’ordre de l’épaisseur ;
– Le modèle global utilise des termes de flexion.
Ainsi, cet exemple est très encourageant pour élaborer une méthode d’homogénéisation adaptée à
notre problème.
5.4 Conclusions et application sur notre problème de nappe
Résumons les résultats remarquables décrits dans ce chapitre : la plupart des méthodes analytiques
ne sont pas adaptées aux problèmes non linéaires comme ceux rencontrés dans la modélisation
de matériaux élastomères. Dans le cas de grandes déformations, de très bons résultats ont pu être
obtenus avec des méthodes récentes, notamment les estimations issues de l’homogénéisation du
second ordre introduite dans (Castaneda and Tiberio, 2000),mais cette théorie reste limitée par deux
paramètres : elle n’a été développée que pour certaines lois de comportement, et n’est applicable
qu’à des problèmes dans lesquels les échelles sont infiniment séparées.
La solution est alors souvent d’utiliser desméthodes d’homogénéisation numériques. Lesméthodes
classiques (du premier ordre) présentent l’avantage de pouvoir être utilisées avec n’importe quelle
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loi de comportement non linéaire, mais elles restent limitées par l’hypothèse d’échelles très sépa-
rées. Pour contourner ce problème, uneméthode d’homogénéisation prenant en compte le gradient
du second ordre a été introduite dans (Kouznetsova, 2002). Cette méthode permet de prendre en
compte des phénomènes de flexion à l’échelle locale, et a déjà été appliquée à des problèmes de
structure mince dans (Geers et al., 2007). Elle parait donc la mieux adaptée à notre problème de
nappe.
Cependant, le modèle macroscopique de nappe que nous avons introduit dans la partie I utilise
des degrés de liberté supplémentaires pour modéliser la rotation des sections du câble. En plus des
degrés de liberté utilisés dans (Geers et al., 2007) pour unmodèle de coque, on aimerait pouvoir mo-
déliser le cisaillement de la gomme provoqué par une torsion des câbles à l’échelle microscopique.
La méthode d’homogénéisation décrite dans (Kouznetsova, 2002) ne semble pas assez riche pour
réaliser cela.
En conclusion, lesmodèles existants ne semblent pas adaptés à notre problème de nappe, et l’un des
travaux de cette thèse a été de développer une méthode multi-échelles originale, spécifique au cas
des nappes renforcées. On réalise dans le chapitre 6 une analyse asymptotique formelle du problème
de nappe fibrée. Cette analyse met en évidence les paramètres macroscopiques qui interviennent
au premier ordre à l’échelle locale, ce qui nous permet de construire un modèle mésoscopique de
manière rigoureuse. Ce problème est résolu numériquement par la méthode des éléments finis :
on décrit le problème discret ainsi que le calcul des transitions micro-macro dans le chapitre 7 .
Enfin, la méthode multi-échelles appliquée au cas dematériaux incompressibles est expliquée dans
le chapitre 8, et est validée par quelques tests numériques.
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Construction d’un modèle multi-échelles
par analyse asymptotique
Introduction
La première partie de ce mémoire a présenté un modèle permettant notamment de prendre en
compte la résistance en flexion des fibres dans un matériau polymère renforcé. Cette modélisation
ne considère pas les efforts localisés dans la gomme au voisinage de ces fibres, qui pourraient pour-
tant avoir une importance nonnégligeable dû aux fortes non linéarités enprésence de grandes défor-
mations. Nous avons vu dans le chapitre 5 que les méthodes multi-échelles classiques ne semblent
pas adaptées à notre problème de nappe.
L’objectif de ce chapitre est donc d’étudier une nappe fibrée dans son environnement 3D avec plus
de précision, afin d’élaborer une stratégie multi-échelles qui soit à la fois justifiée et rapide. On pro-
cède pour cela en trois étapes :
• Dans un premier temps, la section 6.1 présente le problème mécanique continu servant de base
à notre étude. Nous y décrivons les hypothèses réalisées sur les grandeurs géométriques et méca-
niques, et en réalisons un adimensionnement ;
• Dans la section 6.2, nous commençons par réaliser undéveloppement asymptotique à deux échelles
des différents champs d’inconnues du problème continu. Nous détaillons une analyse asympto-
tique qui permet de dégager les termes ayant une influence non négligeable sur l’équilibre de la
structure. Cette analyse asymptotique n’est pas classique, dans le sens où elle associe les notions
d’homogénéisation (dans le plan de la nappe) et de couche limite (dans la direction normale) ;
• Finalement, nous récapitulons les éléments formant la base de notre approche multi-échelles
dans la section 6.3. Nous y expliquons la manière dont seront décrites les fibres et la gomme dans
la suite de cette partie.
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6.1 Formulation du problème
6.1.1 Problème mécanique - Décomposition de domaine
Présentation
Nous considèrons dans tout ce chapitre une nappe fibrée noyée dans un milieu 3D, comme illustré
sur la figure 6.1. L’objectif est de déterminer le comportement limite d’une telle structure lorsque la
diamètre des renforts fibrés tend vers 0.
Nous réalisons les deux hypothèses suivantes :
– L’écartement entre les fibres est supposé constant sur toute la surface de la nappe ;
– Les fibres sont modélisées comme des tubes cylindriques, constituées d’unmatériau isotrope très
rigide par rapport à la gomme.
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e
2r
FIG. 6.1: Nappe fibrée d’épaisseurO(ǫ) isolée dans une structure 3D
Ce type de problème n’est pas classique. Habituellement en homogénéisation asymptotique, on
considère des géométries périodiques dans toutes les directions, comme celle représentée sur la
figure 6.2.
Ω
Ωe
× 1ǫ
H
L2
t
e
FIG. 6.2: Homogénéisation d’un composite fibré périodique
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Ce type dematériaux fibrés est étudié par exemple dans (Gardin et al., 1998) (matériaumulti-couches
constitué de matériaux renforcés et d’un matériau de remplissage) ou (Grandidier, 1998) (empile-
ment périodique de fibres).
Dans notre cas, le problème est effectivement périodique dans le plan de la nappe. Par contre, les
fibres sont très rigides et forment une perturbation de taille ǫ dans la direction transverse.
Notations
On se place dans l’espace physique E = R3, dans lequel on choisit un repère global orthonormé
(0,e1,e2,e3). On considère une nappe fibrée infiniment fine de surface moyenne Sm , entourée par
un volume Ω de gomme homogène. Nous supposons pour simplifier que la nappe est plane dans
sa configuration de repos. Pour fixer les idées, on se place alors dans le cas où le plan de la nappe
correspond au plan (O,e1,e2), la direction des câbles étant donnée par le vecteur e1, et le vecteur e2
indiquant la direction perpendiculaire dans le plan de la nappe. La surfaceSm et le plan de référence
P¯ introduits au chapitre 2 sont alors confondus. Toutes les notations géométriques qui suivent sont
récapitulées sur la figure 6.3.
On note respectivementΩU etΩD les volumes de gomme situés au dessus et en dessous de la nappe
fibrée :
Ω=ΩU ∪ΩD
Le contour extérieur ∂Ω du solide est alors décomposé selon ∂Ωext
U
et ∂Ωext
D
:
∂Ω= ∂ΩextU ∪∂ΩextD
Nous faisons l’hypothèse que ces volumes sont d’épaisseur constante selon e3, et qu’ils sont définis
par : {
ΩU =Sm × [0; H2 ]
ΩD =Sm × [−H2 ;0]
(6.1)
Le rayon des fibres étant supposé très petit par rapport aux dimensionsmacroscopiques, nous l’adi-
mensionnons en le divisant par un petit paramètre, noté ǫ, qui caractérise le rapport entre les di-
mensions microscopiques et macroscopiques. L’écartement entre les câbles est supposé dépendre
linéairement de ce même paramètre ǫ. Par ailleurs, on définit également une épaisseur ǫ t autours
des fibres, correspondant à la zone dans laquelle les déformations de gomme peuvent varier rapide-
ment. Pour récapituler, les dimensions locales adimensionnées sont notées :
e : écartement entre deux fibres ;
r : rayon d’une fibre cylindrique ;
t : épaisseur de la couche renforcée.
Ces trois longueurs adimensionées permettent de définir la géométrie 2D de référence d’une cel-
lule élémentaire Ωenap caractéristique de la couche renforcée. Une telle cellule sera aussi appelée
VER (Volume Elémentaire Représentatif). Par rapport à la réalité, elle est dilatée d’un facteur 1ǫ . Elle
comprend une section de fibre, notéeΩec , ainsi qu’un domaine constitué de gomme, notéΩ
e
g :
Ω
e
nap =Ωec ∪Ωeg
Le contour séparantΩec deΩ
e
g est appelé ΓC . Les bords extérieurs du VER sont quant à eux notés :
ΓU : bord supérieur du VER ;
ΓD : bord inférieur du VER ;
ΓR : bord droit du VER ;
ΓL : bord gauche du VER.
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e1
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Ω
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ΓU
ΓD
ΓRΓL
∂Ωext
U
∂Ωext
D
Sm
FIG. 6.3: Notations géométriques utilisées dans l’analyse asymptotique
Remarque : Nous avons supposé que la nappe est plane dans sa configuration de repos et que le
solide considéré est un pavé d’épaisseur constante H . Ces hypothèses ont uniquement été réalisées
pour alléger les écritures formelles de ce chapitre. La méthode élaborée sera tout à fait valable pour
des configurations plus générales.
6.1.2 Forme des déformations
La gomme composant les volumes ΩU et ΩD étant prise homogène, nous pouvons supposer que
ses déformations seront "lentes" par rapport à l’échelle ǫ L. Plus précisément, nous considérons que
les positions déformées des points matériels les constituant (notées xǫ
U
et xǫ
D
) ne dépendent que de
coordonnées macroscopiques
X = (X1,X2,X3)
et que leur gradient en X est petit par rapport à 1ǫ . Par contre, lorsqu’on se place près de la surface
de la nappe Sm , les fibres constituent des hétérogénéités dans la gomme qui engendrent des défor-
mations variant rapidement. Pour modéliser mathématiquement ces variations microscopiques, on
introduit les variables locales {
Y2 = 1ǫ X 2 ∈ [− e2 ; e2 ]
Y3 = 1ǫ X 3 ∈ [− t2 ; t2 ]
Les positions déformées des points de la couche renforcée (xǫc dans les fibres et x
ǫ
g dans la gomme)
dépendent alors des coordonnées (X 2D ,Y )= (X1,X2,Y2,Y3), et sont prises périodiques par rapport à
la variable Y2, de période e. Le gradient de déformation vaut alors :
∇x = ∂x
∂X
= ∂x
∂X 2D
+ 1
ǫ
∂x
∂Y
(6.2)
avec
∂x
∂X 2D
= ∂x
∂X1
⊗e1+
∂x
∂X2
⊗e2 et
∂x
∂Y
= ∂x
∂Y2
⊗e2+
∂x
∂Y3
⊗e3
Contraintes cinématiques
Les transformations xǫ
U
,xǫ
D
,xǫc et x
ǫ
g dans les différents domaines ne sont pas indépendantes. Pour
les relier, nous faisont l’hypothèse que les déplacements sont continus dans le solide. Ceci suppose
notamment qu’il n’y a pas de décollement entre les fibres et la gomme sur le contour Γc .
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Nous imposons donc la condition sur le contour des câbles : :
∀X2D ∈ P¯ ,∀Y ∈ Γc , xǫc (X 2D ,Y )= xǫg (X 2D ,Y ) (6.3)
La condition de continuité entre xǫg et x
ǫ
U
(respectivement xǫ
D
) sur la surface supérieure SU (res-
pectivement SD ) est plus délicate, car elle relie une transformation variant localement à une trans-
formation purement macroscopique. On peut alors remarquer que le multiplicateur de Lagrange
associé à cette condition de continuité correspond à l’effort exercé par le volume ΩU sur la nappe.
Cet effort étant supposé varier lentement, cela signifie que le multiplcateur de Lagrange peut être
pris constant à l’échelle local. Cela nous amène alors à imposer la condition de continuité entre xǫg
et xǫ
U
(respectivement xǫ
D
) uniquement en moyenne à l’échelle locale :
∀X2D ∈ P¯ ,

∫ e
2
− e2
xǫg (X2D ,Y2,
t
2 )dY2 = xǫU (X2D , ǫ t2 )∫ e
2
− e2
xǫg (X2D ,Y2,− t2 )dY2 = xǫD (X2D ,− ǫ t2 )
(6.4)
Dans la suite, nous notons respectivement λǫc (X2D ,Y ), λ
ǫ
U (X2D ) et λ
ǫ
D (X2D ) les multiplicateurs de
Lagrange associés à ces contraintes.
6.1.3 Modèle énergétique
Onmodélise la gomme et chaque fibre comme deuxmatériaux hyperélastiques, caractérisés par des
densités d’énergie wc (F ) et wg (F ).
Energie dans les fibres
Les fibres étant très rigides, nous supposons qu’elles subissent des déformations assez faibles. Nous
choisissons alors de modéliser le matériau isotrope les constituant par unmatériau de Saint-Venant
Kirchhoff :
wc (F )=
1
2
λc
[
Tr (e)
]2
+µc Tr
(
e2
)
(6.5)
où e est le tenseur de déformation de Green Lagrange, et λc et µc sont les coefficient de Lamé. On
rappelle que ces coefficients sont reliés au module de Young Ec et au coefficient de Poisson νc par
les relations :
λc =
νcEc
(1+νc )(1−2νc )
µc =
Ecab
2(1+νcab)
Le premier tenseur des contraintes de Piola-Kirchhoff est alors donné par :
P
c
= ∂wc
∂F
= F · ∂wc
∂e
= F ·
[
λc Tr (e)I +2µc e
]
(6.6)
Energie dans la gomme
L’analyse asymptotique réalisée dans ce chapitre est valable pour toute gommehyperélastique quasi-
incompressible. Nous notons wǫg la densité volumique d’énergie de ce matériau, qui pourra par
exemple être l’une des énergies présentées dans la section 2.1.2.
On rappelle que la gomme est supposée beaucoup moins rigide que les fibres. Ainsi, deux petits
paramètres interviennent dans ce problème :
– Le rapport ǫ entre le rayon d’une fibre et les dimensions macroscopiques ;
– Le rapport η entre la rigidité de la gomme et celle des fibres.
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Nous faisons ici l’hypothèse que ces deux rapports sont dépendants, et que nous avons η ≈ ǫ2 de
manière à ce que le produit par η d’un carré de déformation d’ordre 1ǫ donne une énergie dont la
densité volumique est enO(1).
Nous adimensionnons alors l’énergie de gomme en la divisant par ǫ2 :
wǫg (F )= ǫ2 wg (F ) (6.7)
Energie totale de la structure
L’énergie totale de la structure est égale à la somme de trois énergie :
– L’énergie de gomme dans le volumeΩU , notée EU ;
– L’énergie de la nappe composite sur la surface Sm , notée Enap ;
– L’énergie de gomme dans le volumeΩD ,notée ED .
En tenant compte de l’adimensionnement de l’énergie de gomme 6.7 et de la forme des volumesΩU
etΩD donnés par l’expression 6.1, les énergies EU et ED sont données par les expressions :
EU =
∫∫∫
ΩU
wǫg
(
∇xǫU
)
dX
= ǫ2
∫∫
P¯
∫ H
2
0
wg
(
∇xǫU
)
dX3 dX2D
ED =
∫∫∫
ΩD
wǫg
(
∇xǫD
)
dX
= ǫ2
∫∫
P¯
∫0
− H2
wg
(
∇xǫD
)
dX3 dX2D
L’énergie de la nappe composite nécessite plus de réflexion, du fait des différentes échelles interve-
nant. L’énergie est calculée localement sur une cellule élémentaireΩenap , puis est moyennée dans la
largeur car on homogénéise dans le plan de la nappe, mais par contre est intégrée dans l’épaisseur.
La densité surfacique d’énergie obtenue, notée wnap , est alors intégrée sur la surface Sm :
Enap =
∫∫
Sm
wnap
(
∇xǫ
)
dX2D
=
∫∫
Sm
{
ǫ
e
∫∫
Ω
e
nap
w
(
∇xǫ
)
dY
}
dX2D
=
∫∫
Sm
{
ǫ
e
∫∫
Ω
e
c
wc
(
∇xǫc
)
dY + ǫ
3
e
∫∫
Ω
e
g
wg
(
∇xǫg
)
dY
}
dX2D
Pour résumer, l’énergie totale de la structure s’écrit donc :
E =
∫∫
P¯
{
ǫ2
∫ H
2
0
wg
(
∇xǫU
)
dX3+ǫ2
∫0
− H2
wg
(
∇xǫD
)
dX3+ǫ
1
e
∫∫
Ω
e
c
wc
(
∇xǫc
)
dY +ǫ3 1
e
∫∫
Ω
e
g
wg
(
∇xǫg
)
dY
}
dX2D
(6.8)
où on rappelle que les gradients ∇xǫc et ∇xǫg dans la nappe sont donnés par l’expression 6.2 :

∇xǫc =
∂xǫc
∂X 2D
+ 1ǫ
∂xǫc
∂Y
∇xǫg =
∂xǫg
∂X 2D
+ 1ǫ
∂xǫg
∂Y
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6.1.4 Equations d’équilibre
Chargement
Supposons que la structure est soumise à des densités volumiques de forces, valant respectivement
f ǫ
U
et f ǫ
D
dans les volumes ΩU et ΩD , ainsi qu’à des efforts surfaciques g ǫ
U
et g ǫ
D
sur ses bords exté-
rieurs ∂Ωext
U
et ∂Ωext
D
.
D’après l’adimensionnement 6.7, pour que la gomme puisse résister au chargement imposé, il est
nécessaire que les termes d’ordre 0 et d’ordre 1 de ces efforts soient nuls. Nous supposons alors que
les efforts ont la forme suivante : {
f ǫ
U
= ǫ2 f 2
U
+ǫ3 f 3
U
f ǫ
D
= ǫ2 f 2
D
+ǫ3 f 3
D
(6.9)
{
g ǫ
U
= ǫ2 g 2
U
+ǫ3 g 3
U
g ǫ
D
= ǫ2 g 2
D
+ǫ3 g 3
D
(6.10)
Equations d’Euler-Lagrange
D’après la forme de l’énergie 6.8, les conditions de continuité 6.3 et 6.4, et les expressions des efforts
6.9 et 6.10, l’équation d’Euler-Lagrange correspond à l’équilibre de la structure s’écrit alors
∀xˆg (X2D ,Y ) Y2-périodique, xˆU (X ), xˆD (X ), xˆc (X2D ,Y ),
∫∫
P¯
{
ǫ2
∫ H
2
0
P
g
(
∂xǫ
U
∂X 3D
)
:
∂xˆU
∂X 3D
dX3
+ ǫ2
∫0
− H2
P
g
(
∂xǫ
D
∂X 3D
)
:
∂xˆD
∂X 3D
dX3
+ ǫ1
e
∫∫
Ω
e
c
P
c
(
∂xǫc
∂X 2D
+ 1
ǫ
∂xǫc
∂Y
)
:
(
∂xˆc
∂X 2D
+ 1
ǫ
∂xˆc
∂Y
)
dY
+ ǫ3 1
e
∫∫
Ω
e
g
P
g
(
∂xǫg
∂X 2D
+ 1
ǫ
∂xǫg
∂Y
)
:
(
∂xˆg
∂X 2D
+ 1
ǫ
∂xˆg
∂Y
)
dY
−
[
ǫ2 g 2
U
+ǫ3 g 3
U
]
· xˆU (X2D ,
H
2
)
−
[
ǫ2 g 2
D
+ǫ3 g 3
D
]
· xˆD (X2D ,−
H
2
)
−
∫ H
2
0
[
ǫ2 f 2
U
+ǫ3 f 3
U
]
· xˆU (X2D ,X3)dX3
−
∫0
− H2
[
ǫ2 f 2
D
+ǫ3 f 3
D
]
· xˆD (X2D ,X3)dX3
−
∫
Γc
λǫc (X2D ,Y ) ·
[
xˆc (X2D ,Y )− xˆg (X2D ,Y )
]
dY
− λǫU (X ) ·
[
1
e
∫ e
2
− e2
xˆg (X2D ,Y2,
t
2
)dY2− xˆU (X2D ,0)
]
− λǫD (X ) ·
[
1
e
∫ e
2
− e2
xˆg (X2D ,Y2,−
t
2
)dY2− xˆD (X2D ,0)
] }
dX2D = 0 (6.11)
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6.2 Analyse asymptotique du problème
6.2.1 Développements asymptotiques
Les inconnues intervenant dans l’équation 6.11 sont dépendantes du petit paramètre ǫ. Pour com-
prendre l’influence de ce petit parmètre, on décompose alors les les champs de transformation et les
multiplicateurs de Lagrange sous la forme de développements limités :
xǫc (X2D ,Y )= x0c (X2D )+ǫ x1c (X2D ,Y )+ǫ2 x2c (X2D ,Y )+ . . .
xǫg (X2D ,Y )= x0g (X2D )+ǫ x1g (X2D ,Y )+ǫ2 x2g (X2D ,Y )+ . . .
xǫ
U
(X3D )= x0U (X3D )+ǫ x1U (X3D )+ǫ2 x2U (X3D )+ . . .
xǫ
D
(X3D )= x0D (X3D )+ǫ x1D (X3D )+ǫ2 x2D (X3D )+ . . .
(6.12)

λǫc (X2D ,Y )=λ0c (X2D ,Y )+ǫ λ1c (X2D ,Y )+ǫ2 λ2c (X2D ,Y )+ . . .
λǫU (X2D )=λ0U (X2D )+ǫ λ1U (X2D )+ǫ2 λ2U (X2D )+ . . .
λǫD (X2D )=λ0D (X2D )+ǫ λ1D (X2D )+ǫ2 λ2D (X2D )+ . . .
(6.13)
Dans ces expressions, tous les termes intervenant dans les développement sont alors indépendant
de ǫ. De plus, les fonctions xig sont prises dans l’espace des fonctions Y2 périodiques.
Ce développement fait l’hypothèse que la variable microscopique n’intervient que sur les correc-
teurs. Dans des cas simples, cette hypothèse se vérifie classiquement par analyse à l’ordre −1.
Equation d’Euler-Lagrange
Nous insérons alors les développements asymptotiques 6.12 et 6.13 dans l’équation d’Euler 6.11 :
∀xˆg (X2D ,Y ) Y2-périodique, xˆU (X2D ), xˆD (X2D ), xˆc (X2D ,Y ),∫∫
P¯
{
ǫ2
∫ H
2
0
P
g
(
∂x0U
∂X 3D
+ǫ
∂x1U
∂X 3D
+ . . .
)
:
∂xˆU
∂X 3D
dX3
+ ǫ2
∫0
− H2
P
g
(
∂x0D
∂X 3D
+ǫ
∂x1D
∂X 3D
+ . . .
)
:
∂xˆD
∂X 3D
dX3
+ ǫ1
e
∫∫
Ω
e
c
P
c
([
∂x0c
∂X 2D
+ ∂x
1
c
∂Y
]
+ǫ
[
∂x1c
∂X 2D
+ ∂x
2
c
∂Y
]
+ǫ2
[
∂x2c
∂X 2D
+ ∂x
3
c
∂Y
]
+ . . .
)
:
(
∂xˆc
∂X 2D
+ 1
ǫ
∂xˆc
∂Y
)
dY
+ ǫ3 1
e
∫∫
Ω
e
g
P
g
([
∂x0g
∂X 2D
+
∂x1g
∂Y
]
+ǫ
[
∂x1g
∂X 2D
+
∂x2g
∂Y
]
+ . . .
)
:
(
∂xˆg
∂X 2D
+ 1
ǫ
∂xˆg
∂Y
)
dY
−
[
ǫ2 g 2
U
+ǫ3 g 3
U
]
· xˆU (X2D ,
H
2
)
−
[
ǫ2 g 2
D
+ǫ3 g 3
D
]
· xˆD (X2D ,−
H
2
)
−
∫ H
2
0
[
ǫ2 f 2
U
+ǫ3 f 3
U
]
· xˆU (X2D ,X3)dX3
−
∫0
− H2
[
ǫ2 f 2
D
+ǫ3 f 3
D
]
· xˆD (X2D ,X3)dX3
−
∫
Γc
[
λ0c (X2D ,Y )+ǫλ1c (X2D ,Y )+ǫ2λ2c (X2D ,Y )+ . . .
]
·
[
xˆc (X2D ,Y )− xˆg (X2D ,Y )
]
dY
−
[
λ0U (X2D )+ǫλ1U (X2D )+ǫ2λ2U (X2D )+ . . .
]
·
[
1
e
∫ e
2
− e2
xˆg (X2D ,Y2,
t
2
)dY2− xˆU (X2D ,0)
]
(6.14)
−
[
λ0D (X2D )+ǫλ1D (X2D )+ǫ2λ2D (X2D )+ . . .
]
·
[
1
e
∫ e
2
− e2
xˆg (X2D ,Y2,−
t
2
)dY2− xˆD (X2D ,0)
] }
dX2D = 0
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Conditions aux limites
On reprend les conditions de continuité des déplacements 6.3 et 6.4, et on les réécrit à chaque ordre :
– A l’ordre 0, ces conditions aux limites nous donnent :
∀X ∈ P¯ , x0c (X2D )= x0g (X2D )= x0U (X2D ,0)= x0D (X2D ,0) (6.15)
Dans la suite, on notera cette valeur commune r 0(X2D ).
– A l’ordre 1, les conditions aux limites s’écrivent :
∀X ∈ P¯

∀Y ∈ Γc , x1c (X2D ,Y )= x1g (X2D ,Y )
1
e
∫ e
2
− e2
x1g (X2D ,Y2,
t
2 )dY2 = t2
∂x0U
∂X3
(X2D ,0)+x1U (X2D ,0)
1
e
∫ e
2
− e2
x1g (X2D ,Y2,− t2 )dY2 =− t2
∂x0D
∂X3
(X2D ,0)+x1D (X2D ,0)
(6.16)
A partir de l’équationd’Euler-Lagrange 6.14 et des conditions aux limites quenous venons de décrire,
la suite de ce chapitre a pour but d’étudier les premiers ordres en ǫ, demanière à discerner les termes
ayant un rôle significatif et adapter au mieux notre méthode multi-échelles. Les termes n’ayant pas
d’influence sur nos choix ne seront pas détaillés ici.
6.2.2 Etude de l’ordre 0
Premier terme : Pas d’efforts extérieurs
A l’ordre 0, le premier terme qui intervient dans 6.14 concerne les multiplicateurs de Lagrange :
∀xˆg (X2D ,Y ) Y2-périodique,∫∫
P¯
{ ∫
Γc
λ0c (X2D ,Y ) · xˆg (X2D ,Y )dY
+ λ0U (X2D ) ·
1
e
∫ e
2
− e2
xˆg (X2D ,Y2,
t
2
)dY2
+ λ0D (X2D ) ·
1
e
∫ e
2
− e2
xˆg (X2D ,Y2,−
t
2
)dY2
}
dX2D = 0
En considérant des fonctions tests xˆg (X2D ,Y ) nulles partout sauf au voisinage des bords, on en dé-
duit facilement que :
∀X2D ∈ P¯

∀Y ∈ Γc , λ0c (X2D ,Y )= 0
λ0U (X2D )= 0
λ0D (X2D )= 0
(6.17)
Tous les multiplicateurs de Lagrange sont donc nuls à l’ordre 0. Or les multiplicateurs de Lagrange
correspondent aux efforts exercés entre les différents domaines. On en déduit donc à l’ordre 0 :
– Les volumesΩU etΩD n’exercent pas d’efforts sur la nappe ;
– La gomme de la nappe n’exerce pas d’efforts sur les câbles.
Second terme : Déformation d’une section de câble
Toujours à l’ordre 0, en tenant compte du fait que λ0c (X2D ,Y ) = 0, on obtient l’équation d’Euler La-
grange sur une section de câbleΩec :
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∀X2D ∈ P¯ , ∀xˆc (Y ), ∫∫
Ω
e
c
P
c
(
∂r 0
∂X 2D
+ ∂x
1
c
∂Y
)
:
∂xˆc
∂Y
dY = 0
Ce problème local a comme inconnue le champ x1c en supposant
∂r 0
∂X 2D
connu, ce qui peut être écrit
de manière plus précise :
Pb 6.2.1 Problème local sur une section de câble à l’ordre 0
Etant donnés F 01 =
∂r 0
∂X1
et F 02 =
∂r 0
∂X2
fixés, trouver le champ x1c (Y2,Y3) tel que
∀xˆc (Y2,Y3)∫∫
Ω
e
c
P
c
(
∂r 0
∂X1
⊗e1+
[
∂r 0
∂X2
+ ∂x
1
c
∂Y2
]
⊗e2+
∂x1c
∂Y3
⊗e3
)
:
[
∂xˆc
∂Y2
⊗e2+
∂xˆc
∂Y3
⊗e3
]
dY2dY3 = 0 (6.18)
Ce problème n’est pas bien posé puisque la solution est définie à un mouvement rigide près, mais
nous cherchons à déterminer la forme de l’ensemble des solutions x1c possibles.
Pour simplifier les notations, commençons par introduire le tenseur gradient de déformation F 0
défini par :
F 0(X2D ,Y )=
∂r 0
∂X1
(X2D )⊗e1+
[
∂r 0
∂X2
(X2D )+
∂x1c
∂Y2
(X2D ,Y )
]
⊗e2+
∂x1c
∂Y3
(X2D ,Y )⊗e3
ainsi que le tenseur de déformation de Green Lagrange :
e0(X2D ,Y )=
1
2
(
F 0T (X2D ,Y ) ·F 0(X2D ,Y )− I
)
Nous réalisons l’intégration par parties de l’équation 6.18 s’écrit :∫∫
Ω
e
c
P
c
(F 0) :
[
∂xˆc
∂Y2
⊗e2+
∂xˆc
∂Y3
⊗e3
]
dY2dY3 =
∫
∂Ωec
[
P
c
(F 0) ·n
]
· xˆcdY
−
∫∫
Ω
e
c
[
∂
∂Y2
(
P
c
(F 0) ·e2
)
+ ∂
∂Y3
(
P
c
(F 0) ·e3
)]
· xˆc dY2dY3
où le vecteur n désigne le vecteur normal sortant à la bordure de la section.
On en déduit les équations d’équilibre :
∀(Y2dY3) ∈Ωec ,
∂
∂Y2
(
P
c
(F 0) ·e2
)
+ ∂
∂Y3
(
P
c
(F 0) ·e3
)
= 0 (6.19)
∀Y ∈ ∂Ωec , P c (F
0) ·n = 0 (6.20)
où le tenseur des contraintes P
c
est relié aux tenseurs F 0 et e0 par l’expression 6.6.
Recherchons la solution (que nous supposons unique à un mouvement rigide près) sous la forme
homogène en déformation : le tenseur gradient de déformations F 0 est indépendant de la variable
locale Y . Si on insère l’expression 6.6 dans l’équation 6.20, on obtient les conditions sur les compo-
santes du tenseur de déformation de Green Lagrange :
pour i 6= j , ∀(Y2,Y3) ∈Ωeg , e0i j (Y2,Y3)= 0
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ce qui signifie que la section du câble ne subit pas de cisaillement à l’ordre 0, donc les vecteurs
colonnes du tenseur F 0 sont orthogonaux (mais pas nécessairement normés). Dans la suite, nous
noterons : 
d02(X2D ) = F 0(X2D ) ·e2
= ∂r
0
∂X2
(X2D )+
∂x1c
∂Y2
(X2D ,Y )
d03(X2D ) = F 0(X2D ) ·e3
= ∂x
1
c
∂Y3
(X2D ,Y )
(6.21)
On en déduit que les déformations locales du premier ordre x1c s’écrivent sous la forme de la trans-
formation homogène :
∀X2D ∈Sm ,∀Y ∈Ωec , x1c (X2D ,Y2,Y3)= r 1(X2D )+Y2
[
d02(X2D )−
∂r 0
∂X2
(X2D )
]
+Y3 d03(X2D ) (6.22)
Par ailleurs, l’équation 6.20 implique également les relations :
{
λc (e011+e022+e033)+2µc e022 = 0
λc (e011+e022+e033)+2µc e033 = 0
ce qui est équivalent à
e022 = e033 =−
λc
2(λc +µc )︸ ︷︷ ︸
νc
e011 (6.23)
où e011 =
∥∥∥∥ ∂r 0∂X1
∥∥∥∥2−1 est une donnée du problème.
On en déduit alors que la norme des deux vecteurs d02 et d
0
3, orthogonaux à F
0
1 =
∂r 0
∂X1
, dépend de la
norme de F 01 : ∥∥d02∥∥= ∥∥d03∥∥=√1−νc +νc ∥∥F 01∥∥2 (6.24)
Finalement, l’étude locale à l’ordre 0 nous fournit les informations suivantes :
– La section de câble ne subit pas de cisaillement à l’ordre 0 ;
– Sa transformation est de la forme 6.22 ;
– La norme des vecteurs orthogonaux d02 et d
0
3 est donnée par l’expression 6.24. En particulier, si∥∥F 01∥∥= 1, alors ∥∥d02∥∥= ∥∥d03∥∥= 1 ;
– Les degrés de liberté restant pour le câble à l’ordre 1 au niveau local sont : la translation r 1, et la
rotation des vecteurs orthogonaux d02 et d
0
3 autour de F
0
1 =
∂r 0
∂X1
.
6.2.3 Etude de l’ordre 1
Premier terme : Pas d’efforts extérieurs
A l’ordre 1 dans la gomme, le premier terme qui intervient dans 6.14 concerne les multiplicateurs de
Lagrange :
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∀xˆg (X2D ,Y ) Y2-périodique,∫∫
P¯
{ ∫
Γc
λ1c (X2D ,Y ) · xˆg (X2D ,Y )dY
+ λ1U (X2D ) ·
1
e
∫ e
2
− e2
xˆg (X2D ,Y2,
t
2
)dY2
+ λ1D (X2D ) ·
1
e
∫ e
2
− e2
xˆg (X2D ,Y2,−
t
2
)dY2
}
dX2D = 0
Comme cela a été fait à l’ordre 0 dans la sous section précédente, ceci implique que ces multiplica-
teur sont nuls :
∀X2D ∈ P¯

∀Y ∈ Γc , λ1c (X2D ,Y )= 0
λ1U (X2D )= 0
λ1D (X2D )= 0
On en déduit donc à l’ordre 1 :
– Les volumesΩU etΩD n’exercent pas d’efforts sur la nappe ;
– La gomme de la nappe n’exerce pas d’efforts sur les câbles.
Second terme : Condition globale sur les câbles
Le second terme qui intervient à l’ordre 1 dans l’équation 6.14 fait intervenir les fonctions tests xˆc dé-
pendant uniquement des coordonnées macroscopiques X2D . Par analogie avec la forme de la tran-
formation à l’ordre 0, nous noterons ici ces fonctions tests rˆ :
∀rˆ (X1,X2)∫∫
P¯
P
c
(
∂r 0
∂X1
(X1,X2)⊗e1+d02(X1,X2)⊗e2+d03(X1,X2)⊗e3
)
:
[
∂rˆ
∂X1
⊗e1+
∂rˆ
∂X2
⊗e2
]
dX1dX2 = 0
D’après l’étude locale réalisée à l’ordre 0, on sait que :
∀(X1,X2) ∈ P¯ , P
c
(X1,X2) ·e2 = P c (X1,X2) ·e3 = 0
L’équation précédente s’écrit donc :
∀rˆ (X1,X2)∫∫
P¯
P
c
(
∂r 0
∂X1
(X1,X2)⊗e1+d02(X1,X2)⊗e2+d03(X1,X2)⊗e3
)
:
∂rˆ
∂X1
⊗e1 dX1dX2 = 0
En intégrant par partie, on obtient alors la condition :
∀(X1,X2) ∈ P¯ ,
∂
∂X1
(
P
c
(
∂r 0
∂X1
(X1,X2)⊗e1+d02(X1,X2)⊗e2+d03(X1,X2)⊗e3
))
·e1 = 0
En utilisant l’expression 6.6 du tenseur des contraintes, on en déduit alors que la quantité suivante
est constante le long de chaque fibre :
λc (e
0
11+e022+e033)+2µc e011 = cste
D’après la relation 6.23 reliant e022 et e
0
33 à e
0
11, on en déduit que
Ec e
0
11 = cste
En supposant que les conditions aux limites sont choisies de telle sorte à ne pas imposer de com-
pression/traction aux câbles, on obtient alors e011 = cste = 0. Cela signifie que∥∥∥∥ ∂r 0∂X1
∥∥∥∥= 1 (6.25)
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Nous reprenons alors la relation 6.24, et nous en concluons que les trois vecteurs orthogonaux d01 =
∂r 0
∂X1
, d02 et d
0
3 sont tous normés.
Finalement, l’étude local à l’ordre 0 et l’étude global à l’ordre 1 nous ont permis de montrer que les
sections de câbles restent invariantes à l’ordre 1 et qu’elles ne subissent ni cisaillement, ni exten-
sion/compression. Leur transformation est caractérisée par le tenseur de rotation défini par
R0(X2D )=
∂r 0
∂X1
(X2D )⊗e1+d02(X2D )⊗e2+d03(X2D )⊗e3 (6.26)
Remarque : L’ordre 1 de l’équation 6.14 nous fournit également un problème local linéarisé sur
chaque section de câble. Nous ne le détaillons pas ici car il n’aura pas d’utilité par la suite.
6.2.4 Etude de l’ordre 2
De nombreux termes apparaîssent à l’ordre 2 dans l’équation d’Euler-Lagrange 6.14. On se limite ici
à l’étude du seul terme nous intéressant, à savoir le problème local sur la gomme à l’intérieur de la
nappe :
Pb 6.2.2 Problème local sur la gomme à l’ordre 2 (dans le repère global)
En un point macroscopique X2D ∈Sm donné, on suppose que
∂r 0
∂X 2D
, x1c , x
1
U et x
1
D sont fixés.
Trouver x1g (X2D ,Y ) Y2-périodique, λ
2
c (X2D ,Y ), λ
2
U (X2D ) et λ
2
D (X2D ) tels que :
∀xˆg (Y ) Y2-périodique,
1
e
∫∫
Ω
e
g
P
g
(
∂r 0
∂X 2D
+
∂x1g
∂Y
)
:
∂xˆg
∂Y
dY +
∫
ΓC
λ2c (X2D ,Y ) · xˆg (X2D ,Y )dY
−1
e
λ2U (X2D ) ·
∫ e
2
− e2
xˆg (X2D ,Y2,
t
2
)dY2−
1
e
λ2D (X2D ) ·
∫ e
2
− e2
xˆg (X2D ,Y2,−
t
2
)dY2 = 0
sous les conditions aux limites :
∀Y ∈ Γc , x1g (X2D ,Y )= x1c (X2D ,Y )
1
e
∫ e
2
− e2
x1g (X2D ,Y2,
t
2 )dY2 = x1U (X2D ,0)
1
e
∫ e
2
− e2
x1g (X2D ,Y2,− t2 )dY2 = x1D (X2D ,0)
Dans ce problème local, on pourra tenir compte des résultats obtenus aux ordres précédents, à savoir
l’expression 6.22 des déformations locales d’une section de fibre :
x1c (X2D ,Y )= r 1(X2D )+Y2
[
d02(X2D )−
∂r 0
∂X2
(X2D )
]
+Y3 d03(X2D )
et le fait que le triplet (
∂r 0
∂X1
,d02,d
0
3) forme un repère orthonormé direct.
Ce problème local sera décrit plus en détails dans la sous section 6.3.3, puis dans le chapitre 7.
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6.3 Choix de la stratégie multi-échelles
6.3.1 Déformations microscopiques dans la gomme
Nous avons vu dans l’analyse asymptotique de la section 6.2 que les déformations mésoscopiques
de la gomme peuvent être calculées au premier ordre en résolvant le problème local non linéaire
Pb6.2.2.
Dans ce problème local, il faut tenir compte des informations issues de l’analyse de la partie câbles
aux ordres inférieurs :
– Chaque section de câble est invariante. Sa transformation à l’ordre 1 est donnée par l’expression
6.22, caractérisée par la translation r 1 et les directeurs orthonormés d02 et d
0
3.
– Les fibres ne subissent ni compression/traction ni cisaillement à l’ordre 0, ce qui signifie que
∂r 0
∂X1
= d01 = d02∧d03. On introduit alors le tenseur de rotation défini par l’expression 6.26 :
R0(X2D )= d01(X2D )⊗e1+d02(X2D )⊗e2+d03(X2D )⊗e3;
On peut noter que ce problème local est invariant par translation et par rotation. On se place alors
dans le repère local de la section de câble (d01,d
0
2,d
0
3), en réalisant le changement de variable :
xm(X2D ,Y2,Y3)=R0T (X2D ) ·
[
x1g (X2D ,Y2,Y3)− r 1(X2D )+Y2
∂r 0
∂X2
(X2D )
]
Avec ce changement de variable, le problème local s’écrit :
Pb 6.3.1 Problème local sur la gomme à l’ordre 2 (dans le repère local)
En un point macroscopique X2D ∈Sm donné, on suppose que r 0(X2D ), r 1(X2D ), R0(X2D ), x1U (X2D ) et
x1D (X2D ) sont donnés.
Trouver xm(X2D ,Y ), λ
2
c (X2D ,Y ), λ
2
U (X2D ) et λ
2
D (X2D ) tels que :
∀xˆg (Y ) Y2-périodique,
1
e
∫∫
Ω
e
g
P
g
(
e1⊗e1+
∂xm
∂Y2
⊗e2+
∂xm
∂Y3
⊗e3
)
:
(
∂xˆ
∂Y2
⊗e2+
∂xˆ
∂Y3
⊗e3
)
dY2dY3
+
∫
ΓC
λ2c (X2D ,Y ) · xˆ(X2D ,Y )dY
− 1
e
λ2U (X2D ) ·
∫ e
2
− e2
xˆ(X2D ,Y2,
t
2
)dY2
− 1
e
λ2D (X2D ) ·
∫ e
2
− e2
xˆ(X2D ,Y2,−
t
2
)dY2 = 0
sous les conditions aux limites :
∀(Y2,Y3) ∈ Γc , xm(X2D ,Y )= Y2e2+Y3e3
∀Y3 ∈ [− t2 ; t2 ], xm( e2 ,Y3)= xm(− e2 ,Y3)+e F 2(X2D )
1
e
∫ e
2
− e2
xm(X2D ,Y2,
t
2 )dY2 = t2 ξU (X2D )
1
e
∫ e
2
− e2
xm(X2D ,Y2,− t2 )dY2 =− t2 ξD (X2D )
(6.27)
Grâce au changement de variable effectué, le problème local au point macroscopique (X2D ) dépend
seulement des 9 degrés de liberté macroscopiques suivants :
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– La dérivée dans le plan de la nappe
F 2(X2D )=R0T (X2D ) ·
∂r 0
∂X2
(X2D ) ∈R3;
– Les quantités : (leur interprétation physique sera présentée dans la sous section 6.3.3)
ξ
U
(X2D )=R0T (X2D ) ·
[
∂x0U
∂X3
(X2D ,0)+
2
t
(
x1U (X2D ,0)− r 1(X2D )
)]
∈R3;
ξ
D
(X2D )=R0T (X2D ) ·
[
∂x0D
∂X3
(X2D ,0)+
2
t
(
r 1(X2D )−x1D (X2D ,0)
)]
∈R3;
Nous détaillerons la résolution de ce problème par la méthode des éléments finis dans le chapitre 7
de ce mémoire.
6.3.2 Description macroscopique des câbles
Nous avons montré dans l’analyse asymptotique de la section 6.2 que les sections de fibres ne se
déforment pas à l’ordre 0.
En se basant sur ce résultat, nous négligeons leurs déformations microscopiques aux ordres supé-
rieurs en ǫ, et nous supposons ces sections totalement indéformables. Leur transformation s’écrit
alors sous la forme :
xǫc (X2D ,Y )= r ǫ(X2D )+ǫ Y2dǫ2(X2D )+ǫ Y3dǫ3(X2D )
sous la contrainte
∀X2D ∈ P¯ ,∀i , j = 2,3, dǫi (X2D ) ·dǫj (X2D )= δi j .
Cette simplification permet de calculer le comportement des fibres directement à l’échelle macro-
scopique. Nous les modélisons par des poutres en grandes rotations, comme cela a déjà été réalisé
dans le chapitre 2.
6.3.3 Problème complet à l’échelle globale
Cinématique macroscopique
Pour récapituler, avec l’approche multi-échelles que nous sommes en train de construire, les fonc-
tions variant uniquement à l’échelle macroscopique sont :
– xǫ
U
(X1,X2,X3) : transformation de la gomme située au dessus de la nappe ;
– xǫ
D
(X1,X2,X3) : transformation de la gomme située en dessous de la nappe ;
– r ǫ(X1,X2) : position de la surface moyenne après transformation ;
– (dǫi (X1,X2))i=1,2,3 : directeurs des sections indéformables après transformation, définissant la
rotation Rǫ(X1,X2).
Lorsque l’épaisseur tend vers 0, ces variables sont couplées par la relation
lim
ǫ→0
xǫU (X1,X2,0)= limǫ→0x
ǫ
D (X1,X2,0)= limǫ→0r
ǫ(X1,X2)
et les déformations macroscopiques de la gomme 3D convergent alors vers la transformation
x0M (X1,X2,X3)=

lim
ǫ→0
xǫU (X1,X2,X3) si X3 ≥ 0
lim
ǫ→0
xǫD (X1,X2,X3) si X3 ≤ 0
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Si on le souhaite, on peut également construire une transformation macroscopique moyenne à tra-
vers la nappe par iterpolation quadratique entre r ǫ, xǫ
U
et xǫ
D
. Pour cela, on introduit la transforma-
tion suivante, qui prolonge les estimations précédentes dans l’épaisseur de la nappe par interpola-
tion : (illustré sur la figure 6.4)
xǫM (X1,X2,X3)=

xǫ
U
(X1,X2,X3) si X3 > ǫ t2
L0(
2 X3
ǫh )r
ǫ(X1,X2)+LU (2 X3ǫh )xǫU (X1,X2,ǫ t2 )
+LD (2 X3ǫh )xǫD (X1,X2,−ǫ t2 ) si −ǫ t2 ≤ X3 ≤ ǫ t2
xǫ
D
(X1,X2,X3) si X3 <−ǫ t2
(6.28)
où LD (.), L0(.) et LU (.) sont les trois polynômes de Lagrange associés aux points−1, 0 et 1, définis par
LD (Y3)= 12Y3(Y3−1)
L0(Y3)= 1−Y 23
LU (Y3)= 12Y3(Y3+1)
Sm ǫ t
r ǫ(X2D )
xǫ
U
(X2D ,X3)
xǫ
D
(X2D ,X3)
FIG. 6.4: Transformation lissée xǫ
M
(X2D ,X3).
Cette transformation est bien définie et régulière dans tout le voisinage de la nappe. On retrouve
alors la même cinématique macroscopique que dans la partie I de ce mémoire, puisque les incon-
nues sont alors :
– La transformation xǫ
M
définie dans tout le solide 3D ;
– La position de la fibre moyenne r ǫ et les directeurs (dǫi )i=1,2,3 caractérisant les rotations des sec-
tions indéformables des fibres, définis sur la surface moyenne de la nappe.
Par ailleurs, nous remarquons que cette transformation vérifie :
∀X2D ∈Sm ,
2
ǫ t
[
xǫM (X2D ,
ǫt
2
)−xǫM (X2D ,0)
]
=
∂x0U
∂X3
(X2D ,0)+
2
t
(
x1U (X2D ,0)− r 1(X2D )
)
+O(ǫ)
= R0 ·ξ
U
(X2D )+O(ǫ)
et de la mêmemanière
∀X2D ∈Sm ,
2
ǫ t
[
xǫM (X2D ,0)−xǫM (X2D ,−
ǫt
2
)
]
=
∂x0D
∂X3
(X2D ,0)+
2
t
(
r 1(X2D )−x1D (X2D ,0)
)
+O(ǫ)
= R0 ·ξ
D
(X2D )+O(ǫ)
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Ce qui conduit au résultat :
∀X2D ∈Sm ,

ξ
U
=R0T · lim
ǫ→0
2
ǫ t
[
xǫM (X2D ,
ǫt
2
)−xǫM (X2D ,0)
]
= lim
ǫ→0
ξ
U
(xǫM )
ξ
D
=R0T · lim
ǫ→0
2
ǫ t
[
xǫM (X2D ,0)−xǫM (X2D ,−
ǫt
2
)
]
= lim
ǫ→0
ξ
D
(xǫM )
(6.29)
Avec cette remarque, les déformations ξ
U
(X2D ) et ξD (X2D ) transmise au problème local peuvent être
vues comme des estimations à l’ordre 0 de la dérivée transverse des déformations dans les parties
supérieure et inférieure de la nappe. La dérivée dans le plan de la nappe F 2 est quant à elle définie
par :
∀X2D ∈Sm , F 2 = limǫ→0
∂r ǫ
∂X2
(X2D ) = lim
ǫ→0
∂xǫ
M
∂X2
(X2D ,O) = lim
ǫ→0
F 2(x
ǫ
M ) (6.30)
Remarque : Les déformations ξ
U
(X2D ) et ξD (X2D ) ne devront pas être confondues avec les dérivées
transverses de la transformation limite x0M :
ξ
U
(X2D ) 6= R0T ·
∂x0U
∂X3
(X2D ,O+)
ξ
D
(X2D ) 6= R0T ·
∂x0D
∂X3
(X2D ,O−)
Energie macroscopique
Avec la cinématique qui vient d’être décrite, l’énergie calculée à l’échelle globale de la structure est
composée de trois termes :
• L’énergie de gomme homogène en dehors de la nappe, calculée de manière classique par
Ecouches =
∫∫∫
ΩU
w˜ǫg (∇xǫM )dX +
∫∫∫
ΩD
w˜ǫg (∇xǫM )dX ;
• L’énergie des fibres à section indéformable est donnée par
Ecab =
∫∫
P¯
wcab(ξ1,ξ2)dξ1dξ2 ,
où wcab est la densité surfacique d’énergie des fibres qui était déjà utilisée dans le chapitre 2,
calculée macroscopiquement selon l’expression 2.41 :
wcab(ξ1,ξ2)=
1
e
wǫmb
(
∂r ǫ
∂ξ1
(ξ1,ξ2) ·dǫi (ξ1,ξ2)
)
+ 1
e
wǫf l
(
dǫi (ξ1,ξ2), d
ǫ
j
′(ξ1,ξ2)
)
;
• L’énergie de gomme dans la nappe est quant à elle calculée à l’échelle locale, :
Emgom =
∫∫
Sm
wmgom
(
F 2(x
ǫ
M ),ξU (x
ǫ
M )ξD (x
ǫ
M )
)
dξ1dξ2 , (6.31)
où wmgom est l’énergie locale minimum calculée par résolution du problème Pb6.3.1 et moyennée
dans la largeur :
wmgom
(
F 2(x
ǫ
M ),ξU (x
ǫ
M )ξD (x
ǫ
M )
)
= ǫ
e
inf
xm |CL(F (xM ))
∫∫
Ω
e
g
wǫg (∇xm)dY2dY3 (6.32)
sous les conditions aux limites 6.27.
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Au final l’énergie interne de la nappe, qui était jusque maintenant approchée à l’échelle globale par
l’expression 2.44, est donc calculée par
Enap =
∫∫
P¯
{
wmgom
(
F 2(xM ),ξU (xM )ξD (xM )
)
+ 1
e
wmb(v)+
1
e
w f l (u)
}
dξ1dξ2 (6.33)
Remarque : Cette énergie pourra être augmentée pour être plus robuste de la même manière que
cela a été fait dans l’énergie ?? du chapitre 2.
6.3.4 Coercivité du modèle
Ce modèle multi-échelles de nappe renforcée a été construit sous l’hypothèse que la nappe est
"maintenue" par des couches de gomme homogène supérieureΩU et inférieureΩD .
Les déformations macroscopiques transmises au problème sur la gomme ne correspondent alors
qu’à des termes de membrane et de cisaillement, et nous négligeons les termes de flexion dans la
gomme intervenant à des ordres supérieurs. Ainsi, la nappe se présente comme un "fil" dans la di-
rection a2 perpendiculaire aux fibres, qui résiste en membrane et en cisaillement, mais pas du tout
en flexion.
Mais nous noterons que cemodèle n’est pas directement applicable au cas d’une nappe isolée. L’ab-
sence de résistance en flexion autour de a1 dans la nappe a pour conséquence que l’énergie ainsi
construite n’est pas coercive dans l’espace K définie par l’expression 2.23 :
K =
{
(x,d i ) ∈ (H(Ω¯)×H(P¯ )3)∩CL
}
où H(.)=
{
v : P¯→R3 tels que vi ∈H1(.)
}
.
Concrètement, cela signifie qu’il existe des modes de déformation d’énergie nulle. Par exemple, si
on considère une nappe qui est plane dans sa configuration de repos, alors la configuration repré-
sentée sur la figure 6.5 est également d’énergie nulle : aucun câble n’est déformé et le problème local
Pb6.3.1 n’est soumis qu’à une rotation R fonction de X2.
e2
e3
FIG. 6.5: Mode de déformation d’énergie nulle pour le modèle multi-échelles de nappe fibrée sans
présence de gomme en parties haute et basse.
En conséquence, nous veillerons à toujours utiliser cemodèlemulti-échelles sur des problèmes dans
lesquels la nappe fibrée est entourée par d’autres couches fibrées. A défaut, nous pourrons chercher
à régulariser l’énergie du problème.
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Conclusions
Afin de déterminer l’approche multi-échelles adaptée à l’étude d’une nappe fibrée, nous avons réa-
lisé une analyse asymptotique du problème en l’adimensionnant et en cherchant une estimation des
transformations sous forme d’un développement à deux échelles.
Cette étude asymptotiquenous a apporté deux informations ayant un rôle important dans nos choix :
– La section des fibres ne se déforme pas au premier ordre. Nous avons donc choisi de calculer
les déformations des fibres directement à l’échelle macroscopique, en les modélisant comme des
poutres à section indéformable en grandes rotations, comme cela a déjà été présenté dans le cha-
pitre 2.
– Les fibres ne subissent ni allongement/traction ni cisaillement à l’ordre 1. A partir de ce résultat,
nous avons construit un problème local sur la gomme dépendant de seulement 9 degrés de liberté
macroscopiques. Ce problème local permet de calculer les déformations locales de la gomme au-
tour d’une fibre à l’ordre 0, et remonte la moyenne des efforts à l’échelle globale.
Avec cette approche, nous conservons la même cinématique enrichie que dans la partie I à l’échelle
macroscopique : on calcule une estimation de la transformation xǫ
M
de la gomme dans tout le solide
3D , et les directeurs (d i )i=1,2,3 sur la surface moyenne Sm pour caractériser la rotation des sections
de fibres. Par contre, ce modèle nous donne accès à une description de l’énergie générée dans la
gomme par des microfluctuations induites par le mouvement du câble.
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Description du problème local
Introduction
L’objectif de ce chapitre est de décrire plus en détail la résolution du problème local de gomme in-
troduit par l’étude asymptotique dans le chapitre 6.
Le principe général d’un problème local est le suivant : pour des déformations macroscopique don-
nées, nous calculons l’équilibre local en cherchant les déformations locales vérifiant "en moyenne"
ces paramètres macroscopiques et minimisant l’énergie sur une cellule élémentaire. Une fois cette
résolution accomplie, on remonte à l’échelle macroscopique la moyenne de l’énergie locale, ainsi
que ces dérivées première (contrainte équivalente) et seconde (raideur équivalente) par rapport aux
déformations macroscopiques.
Le chapitre est organisé comme suit :
• Dans une premier temps, nous présentons en détails le problème local continu dans la section
7.1 : sa géométrie et ses conditions aux limites sont rappelées, et nous écrivons sa formulation va-
riationnelle ;
• Ensuite la section 7.2 décrit sa résolution numérique par une méthode d’éléments finis : nous dé-
taillons la forme dumaillage utilisée et présentons les principales étapes de laméthode deNewton
locale ;
• Enfin, nousmontrerons dans le section 7.3 comment peuvent être calculées les dérivées de l’éner-
gie locale par rapport aux paramètres macroscopiques à partir de l’équilibre obtenu par une mé-
thode de Newton.
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7.1 Formulation du problème local continu 2D
Supposons que les déformationsmacroscopiques sont connues localement, définies par la transfor-
mation 3D xM (X2D ,X3), et les directeurs (d i (X2D ))i=1,2,3 caractérisant la rotation d’une section de
câble. Nous noterons R(X2D ) le tenseur de rotation défini par les directeurs (d i (X2D ))i=1,2,3.
On considère la cellule élémentaire se situant enunpointmacroscopique X2D sur la surfacemoyenne
de la nappe, et on cherche à calculer à un mouvement rigide près la transformation de la gomme à
l’échelle mésoscopique, notée xm(X2D ,Y ). Cette transformation locale est liée à la transformation
de gomme
xg (X2D ,Y )= r (X2D )+ǫR(X2D ) ·xm(X2D ,Y )
7.1.1 Géométrie d’une cellule élémentaire 2D
Une cellule élémentaire de gomme (appelée aussi VER), notée Ωeg après adimensionnement par ǫ,
correspond à unpetit échantillon de gomme à l’échelle d’une fibre autour d’un pointmacroscopique
X2D de la surface de la nappe. Cette cellule est décrite en se plaçant dans le repère orthonormé local
(d1,d2,d3) associé à une section de câble, en supposant que :
– d1(X2D ) est la normale à la section du câble ;
– d2(X2D indique la direction perpendiculaire à la fibre dans le plan de la nappe ;
– d3(X2D correspond à la normale au plan de la nappe ;
– r (X2D ) correspond à la position du centre du câble.
La géométrie du VER sont caractérisées par :
– une largeur e selon d02, qui correspond à l’écartement entre deux fibres après division par le para-
mètre d’adimensionnement ǫ ;
– une hauteur t selon d03, qui correspond à l’épaisseur dans laquelle les déformations de la gomme
sont supposées varier rapidement, après division de cette épaisseur par le paramètre d’adimen-
sionnement ǫ ;
– un trou circulaire de rayon r , qui correspond au rayon d’une fibre après division par le paramètre
d’adimensionnement ǫ.
Dans cette cellule 2D, les coordonnées (Y2,Y3) dans le repère (d
0
2,d
0
3) varient alors dans les intervalles
suivants : {
Y2 ∈
[
− e2 ; e2
]
Y3 ∈
[
− t2 ; t2
]
Nous désignons parΩeg le volume du VER, et ses bordures sont notées :
– ΓU : bordure supérieur deΩeg ;
– ΓD : bordure inférieure deΩeg ;
– ΓR : bordure droite deΩeg ;
– ΓL : bordure gauche deΩeg ;
– ΓC : bordure autours du câble, définie par :
ΓC =
{
(Y2,Y3) tels que Y
2
2 +Y 23 = r 2
}
.
Ces dimensions sont récapitulées sur la figure 7.1
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d02
d03
t
e
2r
Ω
e
g
ΓC
ΓU
ΓD
ΓRΓL
FIG. 7.1: Géométrie d’une cellule élémentaire 2D sur la gomme
7.1.2 Contraintes cinématiques
Paramètres macroscopiques
Comme cela a été démontré par l’analyse asymptotique réalisée dans le chapitre 6, la section de la
fibre peut être supposée indéformable à l’échelle locale. La transformation de celle-ci est alors dé-
finie par la position r (X2D ) de sa ligne moyenne et la rotation R(X2D ), envoyant le repère (e1,e2,e3)
sur le trièdre (d1,d2,d3). Ces déformations sont supposées connues à l’échelle locale.
Le problème local étant invariant par translation et par rotation, nous avons alors montré dans la
sous section 6.3.3 que le problème local sur xm dépend seulement de 9 degrés de liberté macrosco-
piques en se plaçant dans le repère de la section de la fibre. Ces degrés de liberté sont :
– La dérivée dans le plan de la nappe
F 2(X2D )=RT (X2D ) ·
∂r
∂ξ2
(X2D )=RT (X2D ) ·
∂xM
∂ξ2
(X2D ,0) ∈R3 ; (7.1)
– La dérivée transverse moyenne dans la partie supérieure de la nappe
ξ
U
(X2D )=
2
ǫt
RT (X2D ) · (xM (X2D ,ǫ
t
2
)−xM (X2D ,0)) ∈R3 ; (7.2)
– La dérivée transverse moyenne dans la partie inférieure de la nappe
ξ
D
(X2D )=
2
ǫt
RT (X2D ) · (xM (X2D ,0)−xM (X2D ,−ǫ
t
2
)) ∈R3 . (7.3)
Dans la suite, ces paramètresmacroscopiques seront souvent rassemblés demanière générique dans
le vecteur de taille nM = 9 :
F (X2D )=
 F 2(X2D )ξ
U
(X2D )
ξ
D
(X2D )
 ∈R9 . (7.4)
En imposant aux déformations locales de respecter en moyenne ces déformations globales, nous
cherchons en fait une correction locale de la transformation macroscopique moyenne :
x˜M (X2D ,Y2,Y3)= xM (X2D ,0)+ǫ Y2 F 2(X2D )+ǫ
Y3
2 t
(2 Y3− t ) ξD (X2D )+ǫ
Y3
2 t
(2 Y3+ t ) ξU (X2D ) . (7.5)
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Conditions aux limites
La section du câble étant supposée rigide et définissant le référentiel utilisé pour caractériser xm , on
impose la condition de Dirichlet suivante sur son contour :
∀(Y2,Y3) ∈ ΓC , xm(X2D ,Y2,Y3)= Y2e2+Y3e3 (7.6)
Dans la suite, on noteKloc l’espace des transformations locale de carré intégrable, et dont le gradient
est de carré intégrable, qui vérifient cette condition aux limites :
Kloc =
{
xm ∈H1(Ωeg ), xm vérifie la condition aux limites 7.6
}
et K 0
loc
l’espace des variations nulles sur ΓC :
K 0loc =
{
xˆm ∈H1(Ωeg ) telles que ∀(Y2,Y3) ∈ ΓC , xˆm(X2D ,Y2,Y3)= 0
}
Par ailleurs, la dérivée dans le plan de la nappe F 2 est imposée par dilatation homogène et correction
périodique entre ΓR et ΓL :
∀Y3 ∈ [−
t
2
;
t
2
], xm(X2D ,
e
2
,Y3)= xm(X2D ,−
e
2
,Y3)+e F 2(X2D ) (7.7)
Les dérivées transverses ξ
U
et ξ
D
sont quant à elles imposées en moyenne sur ΓU et ΓD :
1
e
∫ e
2
− e2
xm(X2D ,Y2,
t
2
)dY2 =
t
2
ξ
U
(X2D ) (7.8)
1
e
∫ e
2
− e2
xm(X2D ,Y2,−
t
2
)dY2 =−
t
2
ξ
D
(X2D ) (7.9)
7.1.3 Formulation variationnelle
Nous avons choisi d’imposer les conditions 7.7, 7.8 et 7.9 avec desmultiplicateurs de Lagrange, notés
respectivement λRL(X2D ,Y3) ∈H1/2(ΓR ), λU (X2D ) ∈R3 et λD (X2D ) ∈R3.
Avec ces choix, le calcul du minimum de l’énergie à l’échelle locale
1
e
∫∫
Ω
e
g
wg dY (7.10)
sous conditions aux limites imposées se ramène alors au problème d’Euler-Lagrange
Pb 7.1.1 Problème local 2D continu
Trouver xm(X2D ,Y2,Y3) ∈K 0loc vérifiant les conditions aux limites 7.7, 7.8 et 7.9, etλRL(X2D ,Y3),λU (X2D )
et λD (X2D ) tels que
∀xˆ(Y2,Y3) ∈K 0loc ,
1
e
∫∫
Ω
e
g
∂wg
∂F
(
e1⊗e1+
∂xm
∂Y2
⊗e2+
∂xm
∂Y3
⊗e3
)
:
(
∂xˆ
∂Y2
⊗e2+
∂xˆ
∂Y3
⊗e3
)
dY2dY3
−
∫ t
2
− t2
λRL(X2D ,Y3) ·
[
xˆ(
e
2
,Y3)− xˆ(−
e
2
,Y3)
]
dY3
− λU (X2D ) ·
[
1
e
∫
ΓU
xˆ(Y2,
t
2
)dY2
]
− λD (X2D ) ·
[
1
e
∫
ΓD
xˆ(Y2,−
t
2
)dY2
]
(7.11)
= 0
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Dans le cas d’une gomme compressible, nous admettons que ce problème de minimisation sous
contraintes est un problème bien posé. Par contre, un problème se pose quand la gomme est modé-
lisée comme unmatériau incompressible, c’est à dire lorsqu’on impose en plus la contrainte
∀(Y2,Y3) ∈Ωeg , det (∇xm)= 1
Dans ce cas limite, le problème est bien posé à condition que les déformationsmacroscopiques n’im-
posent pas une variation de volume. La section du câble étant supposée indéformable, ses rotations
n’engendrent pas de variation de volume. Une condition suffisante assurant l’existence d’une solu-
tion locale incompressible est alors qu’il existe un relèvement des conditions aux limites extérieures
qui respecte le volume global. Si on utilise le relèvement moyen x˜M défini par l’expression 7.5, cette
condition suffisante s’écrit :
1
t e
∫ e
2
− e2
∫ t
2
− t2
det
(
e1⊗e1+
∂x˜M
∂Y2
⊗e2+
∂x˜M
∂Y3
⊗e3
)
dY = 1 .
Par développement du déterminant sous la forme d’un polynôme de degré 1 en Y3 et après intégra-
tion en Y3 qui annule la contribution du terme linéaire en Y3, cette condition s’écrit :
det
(
e1⊗e1+F 2⊗e2+
1
2
(
ξ
U
+ξ
D
)
⊗e3
)
= 1 . (7.12)
Nous supposons dans ce chapitre que cette condition d’admissibilité est bien vérifiée dans le cas où
la gomme est incompressible. Nous décrirons dans le chapitre 8 lamanière d’assurer cette condition.
L’existence et l’unicité de la solution du problème continu 2D Pb7.1.1 étant ainsi supposées, nous
décrivons dans la section qui suit la méthode numérique utilisée pour sa résolution.
7.2 Résolution par la méthode des éléments finis
7.2.1 Discrétisation du problème 3D
Maillage
Le problème 2D continu Pb7.1.1 pourrait directement être résolu par une méthode d’éléments finis
classique. Cependant, la résolution du problème locale est effectué dans un code éléments finis ne
manipulant que des problème 3D. Par conséquent, nous adaptons légèrement la géométrie et le
maillage utilisés :
Au lieu d’utiliser unmaillage 2Ddiscrétisant la celluleΩeg , nous travaillons sur unmaillage 3D consti-
tué d’éléments finis hexaédriques. Pour tenir compte du fait que le problème est 2D, le maillage ne
comporte qu’un seul élément Q1 dans la direction d01, et on impose des conditions de périodicité des
déplacements entre les noeuds des faces avant et arrière (notées respectivement SF et SB ). Dans le
plan (d02,d
0
3), nous choisissons des éléments finisQ2. Un exemple de tel maillage est représenté sur
la figure 7.2. Il comprend des noeuds sur les milieux des arêtes et au centre des faces sur SF et SB ,
et ne comporte aucun noeud interne.
Les conditions aux limites 7.7, 7.8 et 7.9 sont alors imposées uniquement sur les contours de la face
SF . Elles seront automatiquement satisfaites sur la face SB par périodicité.
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d01
d02
d03
ΓU
ΓD
ΓR
ΓL
FIG. 7.2: Exemple de maillage utilisé pour la résolution du problème local
Notations
Lemaillage deΩeg comprendNEloc éléments, de taille moyenne hloc . Nous notonsNNloc le nombre
de noeuds situés sur la face SF . Le maillage local étant constitué de seulement deux rangées de
noeuds dans la direction d01 par construction, il comportera alors 2NNloc noeuds au total.
Pour gérer les conditions aux limites 7.6-7.9, nous introduisons en plus les notations suivantes :
– NUloc : nombre de noeuds sur ΓU ;
– NDloc : nombre de noeuds sur ΓD ;
– NRloc : nombre de noeuds sur ΓR (et sur ΓL(X1)) ;
– NCloc : nombre de noeuds sur ΓC .
Les déplacements étant nuls sur le contour du câble, les degrés de libertés correspondant aux 2NCloc
noeuds de cette surface sont supprimés. Le nombre de degrés de libertés non bloqués est alors noté
ndl = 6(NNloc −NCloc ). Ces degrés de liberté sont répartis en deux catégories :
– Les degrés de liberté dépendant des conditions aux limites (périodicité entreSF etSB , périodicité
entre ΓR et ΓL , déplacement moyen imposé sur ΓU et ΓD ). Ils sont au au nombre de
ndd = 3 (NNloc −NCloc )+3NRloc +6;
– Les degrés de liberté indépendants, au nombre de
ndi = ndl −ndd .
Les vecteurs et les matrices utilisées suivent les notations suivantes :
– U ∈Rndl : vecteur complet des déplacements nodaux ;
– W : Approximation de l’énergie continue 7.10 ;
– F = ∂W
∂U
∈Rndl : vecteur complet des forces nodales
– K = ∂
2W
∂U2
∈Rndl∗ndl : matrice de rigidité complète
Les conditions aux limites 7.7-7.9 sont alors récapitulées sous forme discrète par :
M ·U −N ·Q−C = 0 (7.13)
oùM ∈Rndd×ndl et N ∈Rndd×nM . On note R ∈Rndd le vecteur des multiplicateurs de Lagrange asso-
ciés à ces conditions aux limites. Par construction, dans notre problème, il y a 9 paramètres contrô-
lant les conditions aux limites, donc nM = 9.
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On présente dans ce qui suit une méthode pour résoudre le problème local puis pour calculer les
dérivées globales. Cette méthode n’est pas optimale, puisque plusieurs degrés de libertés pourraient
être supprimés. Mais l’objectif est ici de présenter une manière générique de traiter l’échelle locale,
sans chercher à optimiser les calculs.
Problème discret
On introduit le Lagrangien suivant prenant en compte l’énergie élastique et les conditions aux li-
mites imposées :
L(U ,R,Q)=W (U )−R ·
[
M ·U −N ·Q−C
]
(7.14)
Avec ces notations, le problème local discrétisé se ramène alors au problème d’Euler-Lagrange :
Pb 7.2.1 Problème local 2D discret
TrouverUmin ∈Rndl et Rmin ∈Rndd tels que
∂L
∂U
(Umin ,Rmin ,Q)= 0
∂L
∂R
(Umin ,Rmin ,Q)= 0
(7.15)
7.2.2 Méthode de résolution de Newton
La résolution du problème non-linéaire Pb7.2.1 est réalisée de manière classique avec une méthode
de Newton-Raphson dans un code éléments finis. Les équations intervenant dans cette méthode
étant réutilisées dans la suite de ce chapitre, on les décrit brièvement dans ce qui suit :
L’objectif est d’atteindre l’équation 7.15 :
∂L
∂U
(U ,R,Q)= 0
∂L
∂R
(U ,R,Q)= 0
On rappelle que F = ∂W
∂U
(U ) représente le vecteur des forces nodales associée aux déplacementsU .
En reprenant l’écriture 7.14 du lagrangien, le système d’équations à atteindre s’écrit aussi :{
F −MT ·R = 0
M ·U −N ·Q−C = 0
On procède par itérations pour atteindre ces équations, en recherchant à chaque étape l’incrément
de déplacements δU et les multiplicateurs R permettant de s’en rapprocher au mieux. Pour cela, on
exprime la variation δF des forces nodales en fonction de de déplacements δU grâce à la matrice de
rigidité K du problème : {
F c +K ·δU −MT ·R = 0
−M · (U c +δU )+N ·Q+C = 0
Ceci est équivalent à résoudre le système linéaire :(
K −MT
−M 0
)
︸ ︷︷ ︸
K˜
·
(
δU
R
)
=
(
−F c
M ·U c −N ·Q−C
)
(7.16)
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On considère que la méthode de Newton a convergé lorsque la norme de l’incrément
∥∥δU∥∥ ou celle
du résidu
∥∥∥F c −MT ·R∥∥∥ est suffisament petite.
Lorsque l’équilibre local est atteint par cette méthode, on dispose donc "gratuitement" (c’est à dire
sans faire de calcul supplémentaire) des quantités suivantes :
– Le vecteur des déplacements nodauxU ∈Rndl ;
– Le vecteur des multiplicateurs de Lagrange R ∈Rndd ;
– Le vecteur des forces nodales F = ∂W
∂U
∈Rnn ;
– La matrice de rigidité K = ∂
2W
∂U2
∈Rnn∗nn .
Nous décrivons dans la section suivante comment peuvent être calculées les dérivées globales à par-
tir de ces quantités locales.
7.3 Calcul des dérivées globales
7.3.1 Calcul de la dérivée première
Pour un vecteur de déformations macroscopiquesQ donné, on suppose avoir calculé l’équilibre lo-
cal correspondant par la méthode de Newton décrite dans la sous-section 7.2.2. On souhaite alors
calculer les "contraintes" équivalentes
∂Wmin
∂Q
= ∂L
∂U
· ∂U
∂Q
+ ∂L
∂R
· ∂R
∂Q
+ ∂L
∂Q
Si l’équilibre local a été atteint pour les déplacementsUmin et les multiplicateurs Rmin , cela signifie
que l’équation 7.15 est satisfaite : 
∂L
∂U
(Umin ,Rmin ,Q)= 0
∂L
∂R
(Umin ,Rmin ,Q)= 0
On en déduit donc que la dérivée de l’énergie s’écrit plus simplement sous la forme :
∂Wmin
∂Q
(Q)= ∂L
∂Q
(Umin ,Rmin ,Q) (7.17)
On reprend alors l’écriture du Lagrangien 7.14 :
L(U ,R,Q)=W (U )−R ·
[
M ·U −N ·Q−C
]
La dérivée première de l’énergie 7.17 s’écrit alors :
∂Wmin
∂Q
(Q)=NT ·Rmin (7.18)
7.3.2 Calcul de la dérivée seconde
En plus de la dérivée première calculée précédemment, nous souhaitons calculer la dérivée seconde
de l’énergie locale pour la transmettre à l’échelle macroscopique. Nous verrons dans la sous-section
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?? que cette "raideur" servira dans la résolution du problème global avec une méthode de Newton-
Raphson.
Pour toute variation δQ du vecteur des déformations macroscopiques, on cherche à calculer la va-
leur de
∂2W
∂Q2
·δQ. Supposons que la variation δQ provoque des variations δUmin des déplacements
et δRmin dumultiplicateur de Lagrange. D’après l’expression 7.18 de la dérivée première, on sait que
∂2W
∂Q2
·δQ =NT ·δRmin (7.19)
On déduit alors du système 7.16 les nouvelles relations :(
K −MT
−M 0
)
︸ ︷︷ ︸
K˜
·
(
δUmin
δRmin
)
=
(
0
−N ·δQ
)
(7.20)
On peut remarquer que l’on retrouve lamatrice K˜ qui a déjà été construite dans l’équation 7.16 dans
la méthode de Newton. Ainsi, lorsque la méthode de Newton a convergé, on va réutiliser la matrice
de rigidité calculée à la dernière itération pour calculer notre dérivée seconde.
On résoud donc les nM = 9 systèmes linéaires pour calculer les variations de déplacements asso-
ciées aux variations de chacune des composantes deQ :
K˜ ·
(
δU
min
δR
min
)
=
(
0
−N
m
)
avec (
δU
min
δR
min
)
=
(
δU1 . . . δUnM
min
δR1min . . . δR
nM
min
)
Une fois que l’on a calculé les nM variations des multiplicateurs, on en déduit la dérivée seconde
recherchée par un calcul similaire à celui de la dérivée première :
∂2Wmin
∂Q2
=NT ·δR
min
Conclusions
Nous avons décrit dans ce chapitre la gestion numérique du problème local :
– La résolution du problème local non linéaire par une méthode d’éléments finis a été détaillée ;
– Nous avons également présenter une manière générique permettant de calculer les dérivées pre-
mière et seconde de l’énergie locale, en utilisant notamment la matrice de rigidité utilisée dans la
méthode de Newton locale.
Nous allons maintenant décrire dans le chapitre 8 la manière de coupler les problèmes mésosco-
pique et macroscopique, notamment dans le cas de matériaux incompressibles.
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Méthode multi-échelles
et applications numériques
Introduction
Dans ce chapitre, nous procédons à une étude approfondie de laméthode numériquemulti-échelles
issue de l’analyse asymptotique. Plus précisément, le chapitre 6 nous a permis de distinguer les
quantités macroscopiques ayant un rôle significatif à l’échelle mésoscopique et nous ont conduit
à conserver la cinématique macroscopique utilisée dans la partie I de ce mémoire.
Notre objectif estmaintenant de décrire la stratégie globale de calculmulti-échelles, et de détailler en
particulier la gestion de l’incompressibilité. Pour cela, nous avons divisé le chapitre en trois sections :
• Dans un premier temps, nous présentons dans la section 8.1 les problématiques apparaissant à
l’échelle globale lorsqu’on souhaite calculer l’énergie de gomme à une échelle inférieure par le
problème local décrit dans le chapitre 7. Ces difficultés concernent la gestion de l’incompressi-
bilté aux deux échelles, la coercivité dumodèle et le coût des calculs. Nous décrivons uneméthode
multi-échelles permettant de bien prendre en compte ces éléments ;
• Par la suite, nous réalisons une analyse numérique du modèle multi-échelles construit dans la
8.2, linéarisé autour d’une configuration plane, moyennant une hypothèse de compatibilité entre
éléments finis. Cette étude a pour objectif de vérifier que les problèmes sont bien posés aux deux
échelles, et que la stratégie de discrétisation proposée garantisse que la solution du problème dis-
cret converge correctement vers la solution continue ;
• Enfin, la section 8.3 présente quelques résultats numériques sur des problèmes dans lesquels la
gommepossède un rôle important dans le comportement global de la nappe fibrée. Ces tests nous
permettent de valider la méthode multi-échelles élaborée.
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8.1 Méthode multi-échelles pour une matrice incompressible
8.1.1 Problématique
Notre objectif est ici de modéliser une nappe fibrée de manière multi-échelles. Nous conservons
dans cette section les mêmes notations que celles introduites dans le chapitre 2.
Comme nous l’avons montré dans la section 6.3, la cinématique globale résultant de notre analyse
asymptotique reste la même que celle qui était utilisée pour notre modèle macroscopique (cf cha-
pitre 2). On en rappelle ici les principales caractéristiques :
La nappe est modélisée comme un milieu continu 3D où évolue la gomme, décrit par la position
déformée xM , couplé à une surface sur laquelle le comportement des fibres est décrit par leurs posi-
tions déformées r et leurs directeurs (d i )i=1,2,3.
Avec cette description cinématique, les inconnues continues sont donc :
– La transformation xM (ξi ) dans le volume de référence Ω¯ ;
– La position de la fibre moyenne r (ξα) et les directeurs
{
d i (ξα)
}
i=1,2,3 sur le plan de référence P¯ .
Nous supposons par ailleurs que la position r de la fibre moyenne des câbles est héritée de la défor-
mation globale x dumilieu continu en ce point :
∀(ξ1,ξ2) ∈ P¯ , r (ξ1,ξ2)= xM (ξ1,ξ2,0) , (8.1)
et que les directeurs sont contraints par la relation d’orthogonalité
∀(ξ1,ξ2) ∈ P¯ , d i (ξ1,ξ2) ·d j (ξ1,ξ2)= δi j . (8.2)
Ω¯
P¯
FIG. 8.1: Distribution continue de câbles dans le plan médian de la nappe.
D’après l’analyse réalisée dans le chapitre 6, l’énergie totale de la nappe peut alors être approchée
au premier ordre par l’expression 6.33 :
Enap =
∫∫
P¯
{
wmgom
(
F 2(xM ),ξU (xM )ξD (xM )
)
+ 1
e
Kmbii (vi − v0i )2+
1
e
w f l (u)
}
dξ1dξ2 ,
à laquelle se rajoute l’énergie développée par la déformation de la gomme dans les volumes
inférieursΩU etΩD .
On rappelle que l’énergie de flexion w f l est donnée typiquement par
w f l
(
d i , d
′
j
)
= EI
2e
(u˜22+ u˜23)+
GJ
2e
u˜21+
EI
2e
[(
d i ,1 ·d i
)2
+
(
d i ,2 ·d i
)2]
,
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où les u˜i sont définis par l’expression 2.45 :

u˜21 = 12
(
d ′2 ·d3−d02
′ ·d03
)2
+ 12
(
d ′3 ·d2−d03
′ ·d02
)2
u˜22 = 12
(
d ′1 ·d3−d01
′ ·d03
)2
+ 12
(
d ′3 ·d1−d03
′ ·d01
)2
u˜23 = 12
(
d ′1 ·d2−d01
′ ·d02
)2
+ 12
(
d ′2 ·d1−d02
′ ·d01
)2
.
Le dernier terme de l’énergie est un terme qui s’annule quand la contrainte d’orthogonalité est par-
tout vérifiée, et qui garantit une coercivité globale de l’énergie même si cette contrainte n’est pas
vérifiée.
L’énergie de gomme wmgom est quant à elle calculée localement selon l’expression 6.32 :
wmgom
(
F (xM ),ξU (xM ),ξD (xM )
)
= ǫ
3
e
inf
xm |CL(F (xM ))
∫∫
Ω
e
g
wg (∇xm)dY2dY3 . (8.3)
Pour résoudre numériquement le problèmedeminimisationde l’énergie sous un chargement donné,
on discrétise la géométrie de la nappe avec lesmêmes éléments finis que dans le chapitre 4 : nous uti-
lisons des éléments finis 3DQ2 (hexaèdres à 27 noeuds) pour la transformation xM , et des éléments
finis 2DQ2 pour les directeurs
{
d i
}
i=1,2,3 (cf figure 8.2). Nous devons alors déterminer comment in-
tégrer numériquement l’énergie dans ces éléments finis.
Noeud de déplacements
Noeud de rotations
FIG. 8.2: Eléments finis Q2 utilisés pour discrétiser la nappe fibrée.
⋆ Comme cela était fait dans le chapitre 4, l’énergie des câbles est calculée avec une sous intégration
partielle du terme de membrane. Nous avons démontré dans les chapitres 3 et 4 que cette méthode
d’intégration permet d’éviter les phénomènes de verrouillage numérique en cisaillement ;
⋆ Unmanière intuitive de calculer numériquement l’énergie de gomme 8.3 est de résoudre un pro-
blème local à chaque point de Gauss de la surface moyenne de la nappe, comme représenté sur la
figure 8.3.
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FIG. 8.3: Intégration de l’énergie de gomme : un problème local par point de Gauss 2D.
Mais cette méthode d’intégration de l’énergie de gomme présente trois défauts majeurs :
• La gomme est modélisée dans notre cas comme un matériau quasi-incompressible. Sa densité
volumique d’énergie peut alors être écrite sous la forme : (cf chapitre 2)
wg (F )=winc (F )+
κ
2
(
det (F )−1
)2
.
A la limite quand ǫ tend vers 0, la gomme devient totalement incompressible. Dans ce cas, si les
déformations globales transmises à l’échelle locale ne sont pas isochores, c’est à dire ne respectent
pas le volume global de la celluleΩeg , le problème local pourra êtremal posé et ne posséder aucune
solution.
Inversement, si on impose aux déformations globales xM d’être isochores en tout point de Gauss
de la surface moyenne Sm , il est évident l’on risque de créer un verrouillage numérique au ni-
veau discret global en le rendant trop rigide aux changements de volume. Ces deux considérations
semblent donc contradictoires. Nous allons proposer une solution originale à ce problème dans
la sous-section 8.1.2 ;
• Comme nous l’avons précisé dans le chapitre 6, l’énergie ainsi calculée n’est pas coercive sur l’es-
pace des transformations globales K , car la flexion perpendiculairement aux câbles n’est pas du
tout prise en compte. Nous décrivons dans la sous-section 8.1.4 une légèremodification de l’éner-
gie permettant de la rendre coercive ;
• Enfin, la résolution de 9 problèmes locaux par élément fini macroscopique est très coûteuse dans
le cadre d’une utilisation industrielle, il serait préférable de diminuer le nombre de problèmes
locaux à résoudre. Grâce aux modifications introduites dans les sous-sections 8.1.2 et 8.1.4, nous
présenterons une méthode numérique plus rapide dans la sous-section 8.1.5.
8.1.2 Gestion de l’incompressibilité
Comme nous venons de la préciser, des difficultés apparaîssent dans notre méthode multi-échelles
lorsque la gomme devient incompressible. Pour garantir que le problème est bien posé et une bonne
convergence de notremodèle dans ces cas limites, la prise en compte de l’incompressibilité doit être
gérée à trois niveaux :
– A l’échelle locale ;
– A l’échelle globale ;
– Dans les transitions entre les échelles.
Nous décrivons chacun de ces aspects dans ce qui suit.
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Incompressibilité dans le problème local
Au niveau local, comme cela a été décrit dans le chapitre 7, nous approchons autour de tout point
X2D de la surface moyenne la transformation de la gomme par
xg (X2D ,Y )= r (X2D )+ǫR(X2D ) ·xm(X2D ,Y )
où le champ xm est solution duproblème local Pb6.3.1 deminimisation d’énergie sous les conditions
aux limites 6.27 : 
∀(Y2,Y3) ∈ Γc , xm(X2D ,Y )= Y2e2+Y3e3
∀Y3 ∈ [−
t
2
;
t
2
], xm(
e
2
,Y3)= xm(−
e
2
,Y3)+e F 2(X2D )
1
e
∫ e
2
− e2
xm(X2D ,Y2,
t
2
)dY2 =
t
2
ξ
U
(X2D )
1
e
∫ e
2
− e2
xm(X2D ,Y2,−
t
2
)dY2 =−
t
2
ξ
D
(X2D )
Dans cette expression, nous rappelons que la rotation R est la rotation qui envoie le trièdre des di-
recteurs de sa position initiale à sa position actuelle, et que les quantités F 2(xM ), ξU (xM ) et ξD (xM )
sont définies par :
F 2(xM (X2D )) =RT (X2D ) ·
∂r
∂ξ2
(X2D )=RT (X2D ) ·
∂xM
∂ξ2
(X2D ,0) ∈R3 ;
ξ
U
(xM (X2D )) =
2
ǫ t
RT (X2D ) · (xM (X2D ,
ǫ t
2
)−xM (X2D ,0))
= 2
t
RT (X2D ) ·
∫ t
2
0
∂xM
∂X3
(X2D ,ǫ Y3)dY3 ∈R3 ;
ξ
D
(xM (X2D )) =
2
ǫ t
RT (X2D ) · (xM (X2D ,0)−xM (X2D ,−
ǫ t
2
))
= 2
t
RT (X2D ) ·
∫0
− t2
∂xM
∂X3
(X2D ,ǫ Y3)dY3 ∈R3 .
(8.4)
Ces paramètres sont rassemblés dans le vecteur des déformations macroscopiques
F (xM )=
 F 2(xM )ξ
U
(xM )
ξ
D
(xM )
 .
La gomme estmodélisée comme unmatériau quasi-incompressible homogène classique. Sa densité
d’énergie peut par exemple être choisie parmis celles décrites dans le chapitre 2. Pour fixer les idées,
on note son énergie de la forme :
wg (F )=winc (F )+
κ
2
(
det (F )−1
)2
,
où le gradient 3D F est défini par l’expression
F = e1⊗e1+
∂xm
∂Y2
⊗e2+
∂xm
∂Y3
⊗e3 .
Ce problème local est résolu par une méthode d’éléments finis comme cela a été décrit dans le cha-
pitre 7, dans laquelle le terme de pénalisation de l’incompressibilité est sous-intégré de manière
classique, pour éviter tout verrouillage numérique. Typiquement, pour des éléments quadratiques
Q2 en déplacements, nous choisissons de réaliser une sous-intégration P1 de ce terme d’incompres-
sibilité, à savoir on projette d’abord det (F ) sur l’espace P1 avant de l’intégrer, comme représenté sur
la figure 8.4.
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Noeuds de déplacements
Points d’intégration du terme d’incompressibilité
FIG. 8.4: Sous-intégration P1 du terme d’incompressibilité dans un éléments fini Q2 en déplace-
ments.
Lorsque le module de compressibilité κ tend vers l’infini, la gomme devient totalement incompres-
sible. Dans ce cas limite, il est nécessaire que les conditions aux limites conservent le volume de la
cellule élémentaire pour garantir l’existence d’une solution :
1
t e
∫ e
2
− e2
∫ t
2
− t2
det
(
∇xm
)
dY2dY3 =
1
t e
∫ e
2
− e2
∫ t
2
− t2
det
(
e1⊗e1+
1
ǫ
∂xm
∂Y2
⊗e2+
1
ǫ
∂xm
∂Y3
⊗e3
)
dY2dY3 = 1 .
Comme nous l’avons vu en 7.12, une condition suffisante d’admissibilité sur les déformations glo-
bales s’écrit simplement sous la forme :
ci so(F )= det
(
e1⊗e1+F 2⊗e2+
1
2
(
ξ
U
+ξ
D
)
⊗e3
)
= 1 . (8.5)
Incompressibilité à l’échelle globale
Comme nous venons de le voir, la prise en compte de l’incompressibilité ne peut pas se limiter à
l’échelle locale. Pour garantir l’existence d’une solution locale, les déforations globale xM doivent
satisfaire la condition d’admissibilité locale 8.5 à chaque point de la surfacemoyenne de la nappe où
est résolu un problème local.
Pour satisfaire cette condition, lamanière la plus simple est de pénaliser la condition d’admissibilité,
comme cela serait fait pour une matériau quasi-incompressible homogène classique :
Egom =
∫∫
P¯
wmgom(F (xM ))dξα+
∫∫
P¯
κg
2
(
ci so(F (xM ))−1
)2
dξα , (8.6)
où wmgom représente toujours l’énergie de gomme calculée localement moyennée dans la largeur :
∀(ξ1,ξ2) ∈ P¯ , wmgom
(
F (xM )
)
= ǫ
3
e
inf
xm |CL
∫∫
Ω
e
g
wg (∇xm)dY2dY3 .
Cependant, il est bien connu cette contrainte globale ne peut pas être imposée en tout point de la
nappe, car cela provoquerait un verrouillage numérique lors de la résolution numérique.
Le terme de pénalisation de l’incompressibilité globale doit donc être sous-intégré, ce qui signifie
que implique que les déformations globales transmises à l’échelle locale ne seront pas exactement
isochores. Cette sous-intégration sera spécifiée plus loin.
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Projection dans la transition macro-micro
L’idée originale permettant de traiter localement les matériaux incompressibles malgré une sous-
intégration à l’échelle globale est d’inclure une projection sur l’espace des déformations isochores
dans la transition entre les échelles.
Nous notons P i so :R9→R9 la projectionmoindres carrés sur la variété non linéaire des vecteurs véri-
fiant la contraintes non linéaire 8.5. Le projeté F i so(xM )= P i so
(
F (xM )
)
est défini comme la solution
du problème :
Pour un vecteur F (xM ) ∈R9 donné, trouver F i so ∈R9 qui minimise∣∣∣F i so −F (xM )∣∣∣2
sous la contrainte 8.5
ci so(F
i so)= 1 .
Le problème d’Euler-Lagrange non linéaire correspondant s’écrit :
Pour un vecteur F (xM ) ∈R9 donné, trouver F i so ∈R9 et λi so ∈R tels que F i so −F (xM )−λi so
∂ci so
∂F
(F i so)= 0
ci so(F i so)= 1
(8.7)
Le projeté F i so = P i so
(
F (xM )
)
est ainsi calculé en résolvant ce problème par une méthode de New-
ton.Une fois ce calcul réalisé, nous pouvons calculer ses dérivées premières directionnelles
∂P i so
∂F
(F i so)·
e i et secondes
∂2P i so
∂F 2
(F i so) : (e i ⊗e j ) par résolution des équations linéaires issues de 8.7 :
∀i ∈ [1;9],

[
I −λi so ∂
2ci so
∂F 2
]
·
(
∂P i so
∂F
·e i
)
− ∂ci so
∂F
·
(
∂λi so
∂F
·e i
)
= e i
∂ci so
∂F
· ∂P i so
∂F
·e i = 0
∀i , j ∈ [1;9],

[
I −λi so ∂
2ci so
∂F 2
]
·
(
∂2P i so
∂F 2
: e i ⊗e j
)
− ∂ci so
∂F
·
(
∂2λi so
∂F 2
: e i ⊗e j
)
=
(
∂P i so
∂F
·e j
)
·
[
λi so
∂3ci so
∂F 3
·
(
∂P i so
∂F
·e i
)
+ ∂
2ci so
∂F 2
·
(
∂λi so
∂F
·e i
)]
∂ci so
∂F
· ∂
2P i so
∂F 2
: (e i ⊗e j )+
(
∂P i so
∂F
·e i
)
· ∂
2ci so
∂F 2
·
(
∂P i so
∂F
·e j
)
= 0
Nous résolvons ensuite un problème local dépendant maintenant des paramètres macroscopiques
F i so = P i so
(
F (xM )
)
, qui calcule les quantités (voir chapitre 7) :
wmgom(F
i so) ,
∂wmgom
∂F i so
(F i so) et
∂2wmgom
∂F i so
2 (F
i so) .
Nous en déduisons alors les dérivées de l’énergie locales par rapport aux déformations globales par
une formule de dérivée de fonctions composées classique
∂wmgom
∂F
(
P i so
(
F (xM )
))
=
(
∂P i so
∂F
(
F (xM )
))T
·
∂wmgom
∂F i so
∂2wmgom
∂F 2
(
P i so
(
F (xM )
))
=
(
∂2P i so
∂F 2
(
F (xM )
))T
·
∂wmgom
∂F i so
+
(
∂P i so
∂F
(
F (xM )
))T
·
∂2wmgom
∂F i so
2 ·
(
∂P i so
∂F
(
F (xM )
))
(8.8)
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L’utilisation de la projection P i so est très importante à deux points de vue :
– A l’échelle mésoscopique, elle permet d’assurer que le problème local incompressible est bien
posé ;
– A l’échelle macroscopique, elle permet de ne pas imposer une incompressibilité exacte à chaque
point de la nappe où est appelé un problème local. Cela évite les risques de verrouillage numé-
rique, quelque soit le nombre de problèmes locaux réalisés.
8.1.3 Traitement modifié de la condition d’incompressibilité
Plaçons nous dans le cas de fibres d’un diamètre faible (c’est à dire ǫ≪ 1).
Puisque le déterminant est invariant par rotation, le terme ci so(F ) peut se réécrire :
ci so(F ) = det
(
e1⊗e1+F 2⊗e2+
1
2
(
ξ
U
+ξ
D
)
⊗e3
)
= det
(
R ·e1⊗e1+R ·F 2⊗e2+
1
2
R ·
(
ξ
U
+ξ
D
)
⊗e3
)
Si l’on reprend les définitions 8.4 de F 2, ξU et ξD , nous en déduisons :
ci so(F ) = det
(
d1(ξ2D )⊗e1+
∂xM
∂ξ2
(ξ2D ,0)⊗e2+
(
1
t
∫ t
2
− t2
∂xM
∂ξ3
(ξ2D ,ǫ Y3)dY3
)
⊗e3
)
= 1
t
∫ t
2
− t2
det
(
d1(ξ2D )⊗e1+
∂xM
∂ξ2
(ξ2D ,0)⊗e2+
∂xM
∂ξ3
(ξ2D ,ǫ Y3)⊗e3
)
dY3
Lediamètre des fibres étant supposé très petit, leur résistance au cisaillement est très grande. Comme
nous l’avons vu dans le chapitre 3 de ce mémoire, nous aurons alors d1 très proche de F 1 =
∂r
∂ξ1
=
∂xM
∂ξ1 |ξ3=0
:
∂xM
∂ξ1
(ξ2D ,0)= d1(ξ2D )+O(ǫ)
Par ailleurs, comme cela a été montré dans le chapitre 6, les dérivées
∂xM
∂ξ1
et
∂xM
∂ξ2
sont supposées
varier lentement dans l’épaisseur de la nappe :
∀Y3 ∈ [−
t
2
;
t
2
]

∂xM
∂ξ1
(ξ2D ,ǫ Y3)=
∂xM
∂ξ1
(ξ2D ,0)+O(ǫ)
∂xM
∂ξ2
(ξ2D ,ǫ Y3)=
∂xM
∂ξ2
(ξ2D ,0)+O(ǫ)
Nous déduisons de ces deux approximations le résultat suivant :
ci so(F ) =
1
t
∫ t
2
− t2
det
(
∂xM
∂ξ1
(ξ2D ,0)⊗e1+
∂xM
∂ξ2
(ξ2D ,0)⊗e2+
∂xM
∂ξ3
(ξ2D ,ǫ Y3)⊗e3
)
dY3+O(ǫ)
= 1
t
∫ t
2
− t2
det
(
∂xM
∂ξ1
(ξ2D ,ǫ Y3)⊗e1+
∂xM
∂ξ2
(ξ2D ,ǫ Y3)⊗e2+
∂xM
∂ξ3
(ξ2D ,ǫ Y3)⊗e3
)
dY3+O(ǫ)
= 1
t
∫ t
2
− t2
det
(
∇3DxM
)
dY3+O(ǫ)
= 1
ǫ t
∫ ǫ t
2
− ǫ t2
det
(
∇3DxM
)
dξ3+O(ǫ)
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Ainsi, lorsque l’épaisseur de la nappe est suffisamment faible, le terme de pénalisation de la condi-
tion d’admissibilité présent dans l’expression 8.6 peut être remplacé par l’exigence plus forte :∫∫
P¯
κg
2
(
ci so(F (xM ))−1
)2
dξα =
κg
2 ǫ t
∫∫∫
Ω¯
κg
2
(
det
(
∇3DxM
)
−1
)2
dξ3D +O(ǫ)
Finalement, l’énergie de gomme utilisée à l’échelle globale pénalise l’incompressibilité 3D comme
cela serait fait pour une matériau quasi-incompressible homogène classique :
Egom =
∫∫
P¯
wmgom(F
i so(xM ))dξα+
κg
2 ǫ t
∫∫∫
Ω¯
κg
2
(
det
(
∇3DxM
)
−1
)2
dξ3D , (8.9)
où wmgom représente toujours l’énergie de gomme calculée localement moyennée dans la largeur :
∀(ξ1,ξ2) ∈ P¯ , wmgom
(
F i so(xM )
)
= ǫ
3
e
inf
xm |CL(F i so)
∫∫
Ω
e
g
wg (∇xm)dY2dY3 .
8.1.4 Coercivité de l’énergie globale
La deuxième limite de notre modèle est qu’il n’est pas coercif dans le cas où la nappe n’est pas en-
tourée par d’autres couches de matériaux. Plus précisément, il ne prend pas en compte la flexion de
la nappe perpendiculairement aux câbles, ce qui autorise des modes d’énergie nulle comme repré-
senté sur la figure 8.5.
e2
e3
FIG. 8.5: Mode de déformation d’énergie nulle pour le modèle multi-échelles non coercif
Ce phénomène vient du fait que le gradient dans le plan de la nappe, noté F2, est supposé constant
dans l’épaisseur lorsqu’on calcule l’énergie de gomme à l’échelle locale.
Dans lemodèle global de nappe isolée qui a été présenté dans la partie I de cemémoire, ce problème
n’apparaissait pas car l’énergie de gomme introduite contrôlait les variation de
∂xM
∂ξ2
dans l’épaisseur
de la nappe. Même si la résistance de la gomme en flexion est faible, cela suffisait à rendre le modèle
coercif.
Pour rendre notre modèle plus robuste lorsque l’épaisseur de la structure est petite indépendam-
ment de la présence éventuelle de couches supérieure et inférieure de gomme, nous souhaitons
donc conserver "un peu" d’énergie de gomme calculée à l’échelle globale. Nous rappelons que la
densité surfacique d’énergie de gommeproposée dans une approche purementmacroscopique était
donnée par 2.42 :
wMgom(xM ,d i )=
∫ ǫt
2
− ǫt2
winc (∇xM )dξ3+
1
2
ccoupl
(
d3 ·F 2(xM )
)2 .
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Nous choisissons alors de remplacer la densité la densité surfacique de gommewmgom , calculée loca-
lement selon 8.3, par l’expression équivalente à la limite ǫ→ 0
wmgom
(
F i so(xM )
)
→ αwMgom
(
xM ,d i
)
+wmgom
(
F i so(xM )
)
−αwMgom (F i so(xM )) . (8.10)
Iciα≪ 1 est un petit paramètre, et wMgom correspond à l’énergie calculée à l’échelle globale lorsqu’on
considère que la dérivée dans le plan de la nappe F 2 est constante dans l’épaisseur :
wMgom (F i so(xM ))=∫ ǫt2− ǫt2 winc (F i so(xM ))dξ3+
1
2
ccoupl
(
d3 ·F 2(x˜M )
)2 .
L’utilisation combinée de l’écriture pénalisée 8.9 et de la forme régularisée 8.10 de l’énergie de gomme
locale conduit à notre définition finale de l’énergie multi-échelles de nappe :
Enap =
Emb︷ ︸︸ ︷∫∫
P¯
1
e
Kmbii (vi − v0i )2 dξ2D +
E f l︷ ︸︸ ︷∫∫
P¯
1
e
w f ldξ2D +
κg
2 ǫ t
∫∫∫
Ω¯
κg
2
(
det
(
∇3DxM
)
−1
)2
dξ3D
+
∫∫
P¯
αwMgom
(
xM ,d i
)
+wmgom
(
F i so(xM )
)
−αwMgom (F i so(xM ))dξ2D︸ ︷︷ ︸
Egom
. (8.11)
Dans cette nouvelle énergie, nous pouvons alors remaquer deux choses :
– Le terme α wMgom(xM ) permet de prendre en compte la variation des déformations dans
l’épaisseur, donc assure formellement une coercivité locale ;
– Le paramètreα étant choisi petit, nous pouvons supposer que le termewmgom
(
F i so
)
−αwMgom (F i so)
est toujours positif, ce qui signifie que la contribution de l’énergie microscopique est toujours po-
sitive.
Avec la nouvelle énergie coercive 8.11, calculée localement, le problème multi-échelles continu ré-
duit à l’échelle de la nappe unique s’écrit de la mêmemanière que le problème global Pb2.4.2 :
Pb 8.1.1 Trouver
(
(x,d i );λ
)
∈K ×R33sym tels que
∀(xˆ, dˆ i ) ∈K0 ,
∂Enap
∂(x,d i )
(x,d i ) · (xˆ, dˆ i )+
∫∫
P¯
λ(ξα) :
[
∂G
∂d i
· dˆ i
]
(ξα)dξα = F (xˆ)
∀(ξ1,ξ2) ∈ P¯ , G[d i ](ξ1,ξ2)= 0
(8.12)
Dans le cas d’une nappe noyée dans une structure tridimensionnelle, il convient de rajouter à l’éner-
gie Enap l’énergie tridimensionelle
Ecouches =
∫∫∫
ΩU
wg (∇xM )dξ3D +
∫∫∫
ΩD
wg (∇xM )dξ3D
8.1.5 Problème discret - Diminution du coût des calculs
Reprenons la discrétisation par éléments finis décrite dans le chapitre 4 et rappelée dans la sous-
section 8.1.1.
Nous avons vu dans le chapitre 3 que cette énergie ne doit pas être intégrée de manière exacte avec
des éléments finis standards. Pour éviter le phénomène de verrouillage numérique, il est nécessaire
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de sous-intégrer le terme d’énergie demembrane des câbles. Comme cela a déjà été fait dans le cha-
pitre 4, on introduit un paramètre ρ, appelé coefficient de sous-intégration, et on approche l’énergie
de membrane des câbles par :
ρ
∫∫
P¯
1
e
Kmbii (vi − v0i )2 dξ2D︸ ︷︷ ︸
Emb
+(1−ρ)
NEh∑
e=1
|Ihe |
1
e
Kmbii < vi − v0i >2Ehe︸ ︷︷ ︸
Ehmb
Pour calculer une énergie discrète qui soit à la fois coercive et suffisament précise, nous intégrons
les autres termes de la mêmemanière que dans le chapitre 4 : (récapitulé sur la figure 8.6)
– Le terme d’énergie de gomme 3D αwinc (∇xM ) est intégré de manière exacte aux 27 points de
Gauss 3D de chaque élément fini ;
– Le terme de flexion 1
e
w f l et le terme de couplageα
1
2ccoupl
(
d3 ·F 2(xM )
)2 sont intégrés demanière
exacte aux 9 points de Gauss 2D du plan médian de chaque élément fini de nappe ;
– Le terme de pénalisation
κg
2
(
det (∇xM )−1
)2
est sous-intégré de manière classique, calculé à par-
tir de 4 points de Gauss 3D dans chaque élément fini. Dans des éléments finis 3D Q2 en déplace-
ments, nous choisissons de réaliser une sous-intégration P1, où det (∇xM ) est d’abord projeté par
élément fini sur les polynômes de degré 1 avant d’être intégré, comme illustré sur la figrue 8.6.
Intégration Q2 de l’énergie de gomme
Intégration P1 du terme de pénalisation de l’incompressibilité
Intégration Q2 du terme de flexion des câbles
et du terme de couplage gomme/câble
Intégration P0 du terme de membrane des câbles
FIG. 8.6: Intégration du terme coercif de l’énergie global
Il ne nous reste plus qu’à déterminer la manière d’intégrer le dernier terme∫∫
P¯
wmgom
(
F i so(xM )
)
−αwMgom (F i so(xM ))dξ2D .
Pour cela, nous constatons deux choses :
– Les termes précédemment décrits suffisent à rendre l’énergie coercive. Cela signifie que ce dernier
terme, qui est supposé positif, peut être intégré en un nombre réduit de points ;
– L’utilisation de la projection dans la transition entre les échelles, comme décrit dans la sous-
section 8.1.2, évite les phénomènes de verrouillage numériquemême si on utilise un nombre élevé
de problèmes locaux par élément fini macroscopique.
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En conclusion, cette correction locale peut être intégrée en un nombre quelconque de points. Le
choix de ce nombre de points influe sur deux critères :
1) La précision des calculs pour une taille de maille h donnée ;
2) Le coût des calculs.
Dans notre cas, nous privilégions la vitesse des calculs et nous choisissons de n’appeler qu’un seul
problème local par élément fini macroscopique, comme représenté sur la figure 8.7. L’énergie in-
terne de la nappe sera approché dans le problème discret par
Ehnap = ρ
Emb︷ ︸︸ ︷∫∫
P¯
1
e
Kmbii (vi − v0i )2 dξ2D +(1−ρ)
Ehmb︷ ︸︸ ︷
NEh∑
e=1
|Ihe |
1
e
Kmbii < vi − v0i >2Ehe
+
∫∫
P¯
1
e
w f ldξ1dξ2+
κg
2 ǫ t
∫∫∫
Ω¯
κg
2
(
det
(
∇3DxM
)
−1
)2
dξ3D (8.13)
+
∫∫
P¯
αwMgom
(
xM ,d i
)
dξ2D +
NEh∑
e=1
|Ihe |
[
wmgom
(
< F (xM )>i soEhe
)
−αwMgom (< F (xM )>i soEhe )]︸ ︷︷ ︸
Ehgom
.
Ici < F (xM ) >Ehe représente la moyenne dans le plan de F (xM ) sur l’élément fini E
h
e , avec F défini
en 8.4.
FIG. 8.7: Intégration de l’énergie de gomme : un seul problème local par élément fini global
Le problème discret multi-échelles à résoudre pour la nappe isolée s’écrit alors alors de la même
manière que le problème global Pb4.1.1 :
Pb 8.1.2 Problème discret multi-échelles
Trouver (x,d i ) ∈Kh et λ ∈R6∗NN
h
d tels que, ∀(xˆ, dˆ i ) ∈K 0h , on ait
∂Ehnap
∂(x,d i )
(x,d i ) · (xˆ, dˆ i )+
NNh
d∑
p=1
λ
p
i j
(
dˆ i (Np ) ·d j (Np )+d i (Np ) · dˆ j (Np )
)
= F (xˆ)
∀p ∈ [1,NNh
d
] , ∀1≤ i ≤ j ≤ 3 , d i (Np ) ·d j (Np )= δi j
La résolution de ce problème non-linéaire est réalisée par la méthode de Newton projetée décrite
par l’algorithme 1. L’unique différence est que la matrice de rigidité K et le second membre F sont
calculés grâce à des calculs réalisés à l’échelle mésoscopique en utilisant les dérivées 8.8.
Dans le cas d’une nappe noyée dans une structure tridimensionnelle, il suffit d’ajouter à ceci la dis-
crétisation des couchesΩU etΩD par des éléments finis classiques.
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8.2 Analyse numérique du problème multi-échelles linéarisé
L’objectif de cette section est de vérifier la bonne convergence de la méthode numérique décrite
dans la section 8.1 lorsque la gomme est incompressible et que l’épaisseur de la nappe tend vers 0.
Plus précisément, nous souhaitons démontrer deux choses :
– Les problèmes continus local et global sont bien posés ;
– Avec notre choix de discrétisation et de sous-intégration, la solution discrète converge vers la so-
lution du problème continu.
Dans cette analyse, nous nous limitons au cadre du problème linéarisé autours d’un état de repos
plan. Nous reprenons les hypothèses dimensionnelles réalisées dans les chapitres 3 et 6 de ce mé-
moire, de manière à adimensionner notre problème multi-échelles. Mais par rapport au chapitre 3,
le problème reste ici 3D sur le volume Ω¯ et non dans le plan P¯ .
Par ailleurs, nous considérons ici le cas limite dans lequel la gomme est considérée comme étant to-
talement incompressible. Commenous l’avons expliqué dans la section précédente, cette contrainte
d’incompressibilité devra être prise en compte aux échelles mésoscopiques et macroscopiques.
Notations
⋆ A l’échelle globale, comme cela a été montré dans le chapitre 3, l’hypothèse de nappe plane nous
permet de formuler les problèmes linéaires continu et discret en fonction des déplacements de la
gomme δxM ∈ H1(Ω¯)3, des déplacements de la câbles δr ∈ H1(ω) et des rotations ω ∈ H1(ω)3 à
l’échelle macroscopique. Pour simplifier, nous noterons dans cette section les déplacements ma-
croscopiques généralisés u = (δxM ,δr ,ω), qui évoluent dans l’espace continu
V =
{
(δxM ,δr ,ω) ∈H1(Ω¯)3×H1(P¯ )3×H1(P¯ )3 tels que
∀(ξ1,ξ2) ∈ P¯ , δr (ξ1,ξ2)= δxM (ξ1,ξ2,0)
}
∩ CL0 ,
muni de la norme ∥∥δxM ,δr ,ω∥∥V =√∥∥δxM∥∥21,Ω¯+∥∥δr∥∥21,P¯ +∥∥ω∥∥21,P¯ .
⋆ A l’échelle locale, les déplacements sont notés uloc = δxm et évoluent dans l’espace continu local
Vloc =
{
v ∈H1(Ωeg ) , v = 0 sur ΓC
}
. (8.14)
L’espace des déplacements périodiques admissibles s’écrit alors :
V
per
loc
=
{
v ∈ Vloc , v périodique selon Y2
et v de moyenne nulle sur ΓU et ΓD
}
. (8.15)
Observons que l’espace H10 (Ω
e
g )
3 est inclus dans V
per
loc
.
Enfin, on définit l’espace local V i so
loc
des déplacements préservant le volume d’une cellule élémen-
taire :
V
i so
loc =
{
v ∈ Vloc tels que bloc
(
v ,c
)
= 0 ∀c ∈R
}
,
où bloc
(
v ,q
)
=
∫∫
Ω
e
g
q
(
∂v
∂Y2
+ ∂v
∂Y3
)
dY définit la contrainte d’incompressibilité.
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⋆ Transition entre les échelles : Lorsqu’on linéarise, les déformations globales qui sont imposées à
l’échelle locale peuvent être approchées par :
F 2(u) = e2∧ω+
∂δr
∂ξ2
ξ
U
(u) = e3∧ω+
2
ǫt
(
δxM (ǫt/2)−δxM (0)
)
= e3∧ω+
2
t
∫t/2
0
∂δxM
∂X3
dY3
ξ
D
(u) = e3∧ω+
ǫ2
t
(
δxM (0)−δxM (−ǫt/2)
)
= e3∧ω+
2
t
∫0
−t/2
∂δxM
∂X3
dY3
Ces relations sont récapitulées par l’opérateur de trace ponctuelle
F : V → R9
u 7→ F (u)=
 F 2(u)ξ
U
(u)
ξ
D
(u)
 (8.16)
Cet opérateur est continu au sens suivant :
∀ξα ∈ P¯ ,∀(xM ,r ,ω) ∈ V ,
∣∣F (xM ,r ,ω)(ξα)∣∣2 = ∣∣∣∣e2∧ω+ ∂δr∂ξ2
∣∣∣∣2+ ∣∣∣∣e3∧ω+ 2t
∫t/2
0
∂δxM
∂X3
dY3
∣∣∣∣2
+
∣∣∣∣e3∧ω+ 2t
∫0
−t/2
∂δxM
∂X3
dY3
∣∣∣∣2
≤ C2F
(∣∣ω∣∣2+ ∣∣∣∇2Dr ∣∣∣2+∫t/2
−t/2
∣∣∣∇3DxM ∣∣∣2dY3) ,
de telle sorte que
∀v ∈ V ,
∫∫
P¯
∣∣F (v)∣∣2dξα ≤C2F ‖v‖2V . (8.17)
Par ailleurs, la trace pontuelle F (u) doit respecter la contrainte d’incompressibilité linéarisée sui-
vante pour permettre d’obtenir un problème local bien posé :
ci so
(
F (u)
)
= F 2(u) ·e2+
1
2
(
ξ
U
(u)+ξ
D
(u)
)
·e3 = 0 (8.18)
Nous introduisons aussi l’opérateur de projection orthogonale sur l’espace des vecteurs respectant
cette contrainte, qui s’écrit :
P i so : R9 → Ker (ci so)∩R9
F =
 F 2ξ
U
ξ
D
 7→ F i so =
 F 2ξ
U
ξ
D
− 2
3
ci so(F )
 e212e3
1
2e3

Cet opérateur est également continu :
∀F ∈R9,
∣∣∣P i so(F )∣∣∣≤CP ∣∣F ∣∣ (8.19)
Remarque : Nous noterons souvent (.)i so à la place de P i so(.) pour alléger les expressions.
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8.2.1 Problème local incompressible
Problème continu
A l’échelle locale, l’incompressibilité est imposée par des multiplicateurs de Lagrange, notés ploc ,
correspondant à la pression hydrostatique. L’espace de pressions locales est défini par :
Qloc =
{
qloc ∈ L2(Ωeg )
}
On se place en un point macroscopique (ξ1,ξ2) ∈ P¯ de la surface moyenne de la nappe.
On note F ∈ R9 la trace ponctuelle calculée d’après l’expression 8.16 au point (ξ1,ξ2). On introduit
alors une extension continue régulière
Ext : R9 → H2(Ωeg )∩V i soloc (8.20)
F 7→ Ext (F ) ,
qui définit un déplacement "macroscopique" induit par F (u) sur Ωeg , correspondant à la partie non
périodique du déplacement local.
En introduisant une fonction scalaire ϕ(Y2,Y3), qui vaut 1 sur les bords extérieurs ΓR ∪ΓL ∪ΓU ∪ΓL
et 0 sur le contour du câble ΓC , l’opérateur d’extension peut être défini par
∀F ∈R9, Ext (F )(Y2,Y3)=ϕ(Y2,Y3)
[
Y2 F 2+
1
t
Y3(Y3+
t
2
) ξ
U
− 1
t
Y3(Y3−
t
2
) ξ
D
]
.
On vérifie alors que cette extension préserve le volume de la celluleΩeg si ci so(F )= 0. En effet
∀F ∈R9,∀c ∈R, bloc
(
Ext (F ),c
)
= c
∫∫
Ω
e
g
∂Ext2(F )
∂Y2
+ ∂Ext3(F )
∂Y3
dY
= c
∫
∂Ωeg
Ext2(F )n2+Ext3(F )n3 dY
Par construction, l’extension est nulle sur le contour du câble ΓC , donc
∀F ∈R9,∀c ∈R, bloc
(
Ext (F ),c
)
= c
(∫
ΓR
Ext2(F )dY3−
∫
ΓL
Ext2(F )dY3
+
∫
ΓU
Ext3(F )dY2−
∫
ΓD
Ext3(F )dY2
)
= c
(
t e F 2 ·e2+
t
2
e ξ
U
·e3+
t
2
e ξ
D
·e3
)
= c t e ci so(F ) (8.21)
Dans ce formalisme, le problème local incompressible continu s’écrit alors sous la forme d’un pro-
blèmemixte classique :
Pb 8.2.1 Problème local incompressible continu
Pour un vecteur F ∈R9 fixé, trouver uloc (F ) ∈ V perloc et ploc (F ) ∈Qloc/R tels que{
∀vloc ∈ V perloc , aloc
(
uloc (F )+Ext (F ),vloc
)
+bloc
(
vloc ,ploc (F )
)
= 0
∀qloc ∈Qloc/R, bloc
(
uloc (F )+Ext (F ),qloc
)
= 0
Dans ce problème, les deux formes bilinéaires intervenant sont définies par linéarisation des opéra-
teurs de rigidité et d’incompressibilité locaux :
aloc : Vloc ×Vloc → R(
δxm , xˆm
)
7→
∫∫
Ω
e
g
∇δx
m
:
∂2wg
∂F 2
(I ) :∇xˆ
m
dY2dY3
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bloc : Vloc ×Qloc → R(
δxm ,ploc
)
7→
∫∫
Ω
e
g
ploc
(
∂δxm
∂Y2
·e2+
∂δxm
∂Y3
·e3
)
dY2dY3
Nous faisons l’hypothèse que la forme bilinéaire aloc (., .) est continue :
∀u,v ∈ V , |aloc (u,v)| ≤ ‖aloc‖ ‖u‖V ‖v‖V (8.22)
De plus, aloc (., .) est supposée symétrique et coercive sur l’espace des déplacements admissibles
s’annulant sur le câble :
∃αloc > 0,∀uloc ∈ Vloc , aloc (uloc ,uloc )≥αloc ‖uloc‖2V (8.23)
D’après (Temam, 2001), la forme bilinéaire bloc (., .) est également continue :
∀u ∈ V ,∀q ∈Q,
∣∣bloc (u,q)∣∣≤ ‖bloc‖ ‖u‖V ∥∥q∥∥Q (8.24)
et les espaces locaux H10 (Ω
e
g ) et Qloc vérifient la condition inf-sup continue :
∃β> 0, inf
qloc∈Qloc/R
sup
vloc∈H10 (Ωeg )
bloc
(
vloc ,qloc
)
‖vloc‖1
∥∥qloc∥∥0 ≥β (8.25)
Puisque l’espace H10 (Ω
e
g est inclus dans V
per
loc
, ceci signifie que la condition inf-sup est également
vérifiée sur Qloc/R×V perloc .
Sous ces hypothèses, nous prouvons dans ce qui suit que le problème local continu Pb8.2.1 est
bien posé :
Théorème 8.2.1 Le problème local continu Pb8.2.1 admet une unique solution (uloc (F ),ploc (F )) ∈
Vloc ×Qloc/R (la pression ploc (F ) est défini à une constante près).
De plus, la solution uloc (F ) appartient à l’espace H
2(Ωeg )∩V i soloc et dépend continûment de F . Demême,
ploc (F ) appartient à l’espace H
1(Ωeg ) et dépend continûment de F .
Démonstration :
⋆ Introduisons l’opérateur linéaire continu Aloc : Vloc → V ′loc défini par
∀vloc ∈ Vloc , (Aloc uloc )vloc = aloc (uloc ,vloc )
Nous introduisons également l’opérateur linéaire continu Bloc : Vloc → (Qloc/R)′ défini par
∀qloc ∈Qloc/R, (Bloc uloc )qloc = bloc
(
uloc ,qloc
)
et dont le transposé sera noté BT
loc
: Qloc/R→ V ′loc .
Le problème Pb8.2.1 se réécrit alors sous la forme :
Pour un vecteur F ∈R9 fixé, trouver uloc (F ) ∈ V perloc et ploc (F ) ∈Qloc/R tels que{
∀vloc ∈ V perloc , Aloc uloc (F )+BTloc ploc (F )=−Aloc Ext (F )
Bloc uloc (F )=−Bloc Ext (F )
Ce problèmemixte correspond au cadre étudié par exemple dans (Brezzi and Fortin, 1991). D’après
le théorème II.1.1 de cet ouvrage, la coercivité de la forme bilinéaire aloc (., .) et l’hypothèse 8.25 ga-
rantissent l’existence d’une solution unique (uloc (F ),ploc (F )) au problème Pb8.2.1.
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⋆ Il est également établi dans (Brezzi and Fortin, 1991) que les solutionsuloc (F ) et ploc (F ) dépendent
continuement des seconds membres, à savoir ici −Aloc Ext (F ) et −Bloc Ext (F ). Les continuités
des opérateurs linéaires Aloc et Bloc , ainsi que celle de Ext , permettent d’établir que uloc (F ) et
ploc (F ) dépendent continuement de F .
⋆ Par ailleurs, si ci so(F )= 0, alors cette unique solution vérifie
∀c ∈R, bloc
(
uloc (F )+Ext (F ),c
)
= 0 .
En effet, Ext (F ) ∈ V i so
loc
si ci so(F )= 0 d’après 8.21, donc on vérifie d’abord que
bloc
(
uloc (F )+Ext (F ),c
)
= bloc
(
uloc (F ),c
)
On en déduit donc
bloc
(
uloc (F )+Ext (F ),c
)
= c
∫∫
Ω
e
g
∂uloc (F )
∂Y2
+ ∂uloc (F )
∂Y3
dY
= c
∫
∂Ωeg
uloc (F ) ·e2n2+uloc (F ) ·e3n3 dY
Les déplacements étant nuls sur le contour du câble ΓC , ceci s’écrit
bloc
(
uloc (F )+uloc (F ),c
)
= c
(∫
ΓR
uloc (F ) ·e2dY3−
∫
ΓL
uloc (F ) ·e2dY3
+
∫
ΓU
uloc (F ) ·e3dY2−
∫
ΓD
uloc (F ) ·e3dY2
)
La Y2-périodicité et la moyenne nulle de uloc sur sur ΓU et ΓD nous donnent alors le résultat.
⋆ Enfin, la densité de forces extérieures vues par le problème local vaut
f = div
(
∂2wg
∂F 2
(I ) :∇Ext (F )
)
PuisqueExt (F ) ∈H2(Ωeg ), alors f ∈ L2(Ωeg ). Commecela estmontré par exemple dans (Girault and Raviart,
1981), la régularité du domaine Ωeg assure alors que la solution
(
uloc (F ),ploc (F )
)
est régulière et
appartient à l’espaceH2(Ωeg )×H1(Ωeg ) à condition que les coefficients de la hessienne
∂2wg
∂F 2
soient
réguliers en espace.
Le résultat du théorème 8.2.1 nous permet alors de définir l’opérateur :
Tr−1 : R9 → H2(Ωeg )∩Vloc
F 7→ uloc (F )+Ext (F ) (8.26)
Les continuités de Ext (.) et uloc (.) prouvent alors que l’opérateur Tr
−1 est également continu
∀F ∈R9,
∥∥Tr−1(F )∥∥1 ≤CT ∣∣F ∣∣ ,
et par ailleurs, si ci so(F )= 0, alors Tr−1(F ) vérifie la condition d’incompressibilité globale
∀qloc ∈Qloc , bloc
(
uloc (F )+Ext (F ),qloc
)
= 0
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Discrétisation par éléments finis
On discrétise le problème local continu 8.2.1 en introduisant les espaces d’approximation Vhloc ⊂
Vloc et Qhloc ⊂ Qloc . La taille moyenne d’une maille sera notée hloc . On suppose que les espaces
d’approximation Vhloc et Qhloc vérifient la condition inf-sup discrète
∃γ> 0, inf
qh∈Qhloc/R
sup
vh∈Vhloc∩H10 (Ωeg )
bloc
(
vh ,qh
)
‖vh‖1
∥∥qh∥∥0 ≥ γ (8.27)
Un exemple classique d’espaces dicrets vérifiant cette condition inf-sup est Vhloc =
{
vh ∈H1(Ωeg ) , ∀e ∈ [1;NE ] , vh|Ωe ∈Q2
}
Qhloc =
{
qh ∈ L2(Ωeg ) , ∀e ∈ [1;NE ] , qh|Ωe ∈ P1
}
Le problème discret local s’écrit alors :
Pb 8.2.2 Problème local incompressible discret
Pour un vecteur F ∈R9 fixé, trouver uhloc (F ) ∈ V perhloc = Vhloc ∩V
per
loc
et phloc (F ) ∈Qhloc/R tels que{
∀vhloc ∈ V perhloc , aloc
(
uhloc (F )+Ext (F ),vhloc
)
+bloc
(
vhloc ,phloc (F )
)
= 0
∀qhloc ∈Qhloc/R, bloc
(
uhloc (F )+Ext (F ),qhloc
)
= 0
Grâce à l’hypothèse 8.27, on peut prouver l’existence et l’unicité de la solution (uhloc (F ),phloc ) ∈
Vhloc ×Qhloc/R pour un F donné de la même manière que dans le cas continu. On définit alors
l’opérateur
Tr−1h : R
9 → Vloc
F 7→ uhloc (F )+Ext (F ) , (8.28)
qui vérifie le résultat suivant :
Théorème 8.2.2 L’opérateur Tr−1
h
est continu : il existe une constante C > 0 indépendante de h telle
que :
∀F ∈R9,
∥∥Tr−1h (F )∥∥1 ≤CT ∣∣F ∣∣ . (8.29)
De plus, l’erreur commise en passant de Tr−1(.) à Tr−1
h
(.) est estimée par∥∥Tr−1(F )−Tr−1h (F )∥∥1 ≤C hloc ∣∣F ∣∣ . (8.30)
Enfin, puisque uhloc (F ) ∈ V perloc , on a comme dans le cas continu : si ci so(F )= 0, alors
∀qhloc ∈Qhloc , bloc
(
uhloc (F )+Ext (F ),qhloc
)
= 0
Démonstration :
D’après l’hypothèse 8.27, le théorème 3.4.3 établi dans le chapitre 3 nous donne ici :
∃C > 0, ∥∥Tr−1(F )−Tr−1h (F )∥∥1+∥∥ploc (F )−phloc (F )∥∥0
≤ C inf
vh ∈ V perhloc
qh ∈Qhloc/R
(∥∥uloc (F )− vh∥∥1+∥∥ploc (F )−qh∥∥0 )
Pour des éléments finis d’ordre 1 ou supérieur, étant donnéqueuloc (F ) ∈H2(Ωeg ) et ploc (F ) ∈H1(Ωeg ),
nous en déduisons∥∥Tr−1(F )−Tr−1h (F )∥∥1+∥∥ploc (F )−phloc (F )∥∥0 ≤C hloc (∣∣uloc (F )∣∣2+ ∣∣ploc (F )∣∣1) . (8.31)
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De plus, les continuités de uloc (.) et ploc (.) par rapport à F nous donne :{ ∣∣uloc (F )∣∣2 ≤C ∣∣F ∣∣∣∣ploc (F )∣∣1 ≤C ∣∣F ∣∣ ,
donc l’estimation 8.31 implique∥∥Tr−1(F )−Tr−1h (F )∥∥1+∥∥ploc (F )−phloc (F )∥∥0 ≤C hloc ∣∣F ∣∣ . (8.32)
Nous en déduisons ∥∥Tr−1(F )−Tr−1h (F )∥∥1 ≤C hloc ∣∣F ∣∣ ;
Enfin, la continuité de Tr−1
h
(.) se démontre quant à elle de la même manière que pour le problème
continu.
Par construction du problème local Pb8.2.2, on remarquera aussi que l’opérateur Tr−1 satisfait la
relation suivante :
∀F ,G ∈R9, aloc
(
Tr−1(F ),Tr−1(G)
)
= aloc
(
Tr−1(F ),uloc (G)
)
+aloc
(
Tr−1(F ),Ext (G)
)
= −bloc
(
uloc (G),ploc (F )
)
+aloc
(
Tr−1(F ),Ext (G)
)
= bloc
(
Ext (G),ploc (F )
)
+aloc
(
Tr−1(F ),Ext (G)
)
(8.33)
De la mêmemanière, on montre que l’opérateur Tr−1
h
vérifie :
∀F ,G ∈R9, aloc
(
Tr−1h (F ),Tr
−1
h (G)
)
= bloc
(
Ext (G),phloc (F )
)
+aloc
(
Tr−1h (F ),Ext (G)
)
(8.34)
Ces deux propriétés intéressantes nous seront utiles par la suite.
8.2.2 Problème global continu
A l’échelle globale, nous supposons que le problème linéarisé dérivant du problème continu Pb8.1.1
s’écrit alors sous la forme adimensionnée abstraite
Pb 8.2.3 Problème global continu incompressible adimensionné
Trouver uǫ ∈ V tels que ∀v ∈ V ,
ǫ3 a
(
uǫ,v
)
+ǫ3
∫∫
Sm
aloc
(
Tr−1(F i so(u)),Tr−1(F i so(v))
)
dξα+ǫ amb
(
uǫ,v
)
+ǫ ainc
(
uǫ,v
)
= Lǫ(v)
Ce problème fait intervenir les trois nouvelles formes bilinéaires suivantes :
– La forme bilinéaire principale comprend les termes d’énergie de gommemacroscopique, de cou-
plage et de flexion des fibres. Elle est définie par :
a : V ×V → R(
(δxM ,δr ,ω), (xˆM , rˆ ,ωˆ)
)
7→ α
∫∫∫
Ω¯
∇δxM :
∂2winc
∂F 2
:∇xˆMdX3D
+α
∫∫
P¯
(
∂δr
∂X2
,ω∧e3) ·
∂2wcoupl
∂(F 2,d3)
2
· ( ∂rˆ
∂X2
,ωˆ∧e3)dX2D
+1
e
∫∫
P¯
(ω∧e i ) ·
∂2w f l
∂d2i
· (ωˆ∧e i )dX2D
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– La seconde forme bilinéaire représente le terme de membrane des câbles :
amb : V ×V → R(
(δxM ,δr ,ω), (xˆM , rˆ ,ωˆ)
)
7→
∫∫
P¯
(
∂δri
∂X1
+ (e i ∧e1) ·ω)Kmbii (
∂δrˆi
∂X1
+ (e i ∧e1) · ωˆ)dX2D
– La troisième forme bilinéaire pénalise l’incompressibilité à l’échelles globale :
ainc : V ×V → R(
(δxM ,δr ,ω), (xˆM , rˆ ,ωˆ)
)
7→
∫∫∫
Ω¯
div
(
δxM
)
div
(
xˆM
)
dX3D
Par ailleurs, la forme linéaire L : V →R apparaissant dans le membre de droite représente les efforts
extérieurs exercés sur la nappe, et est supposée continue.
Les formes bilinéaires a(., .) et amb(., .) sont lesmêmes que celles qui ont été utilisées dans le chapitre
3 (modulo le paramètreα et l’intégration de l’énergie de gomme dans l’épaisseur). Comme cela avait
été précisé dans le chapitre 3, ces formes bilinéaires sont continues et symétriques. De plus, ainc (., .)
est positive et a(., .)+amb(., .) est coercive sur l’espace V :
∃αA > 0,∀u ∈ V , a(u,u)+amb(u,u)≥αA ‖u‖2V (8.35)
Dans la suite, nous appellerons par abus de notation
a(., .)= a(., .)+ c0 amb(., .) et amb(., .)= (1−ǫ2 c0)amb(., .) .
Par ailleurs, pour simplifier les écritures, nous introduisons la nouvelle forme bilinéaire
a1 : V ×V → R
(u,v) 7→
∫∫
Sm
aloc
(
Tr−1(F i so(u)),Tr−1(F i so(v))
)
dξα (8.36)
Nous supposons que le problème linéaire est dominé en flexion. De la même manière que ce qui
a été fait dans le chapitre 3 de ce mémoire, nous pouvons alors construire une formulation mixte
équivalente en introduisant les multiplicateurs q
mb
et qinc , définis par
q imb = ǫ−2(
∂δri
∂X1
+ (e i ∧e1) ·ω)Kmbii et qinc = ǫ−2 div
(
δxM
)
,
qui correspondent respectivement aux efforts demembrane et à la pression hydrostatique. Cesmul-
tiplicateurs sont définis dans l’espace
Q =
{
q = (q
mb
,qinc ) ∈ L2(P¯ )3×L2(P¯ )
}
La formulation mixte utilisera les deux nouvelles formes bilinéaires :
b : V ×Q → R(
(δxM ,δr ,ω), (qmb
,qinc )
)
7→
3∑
i=1
∫∫
P¯
q imb
(
∂δri
∂X1
+ (e i ∧e1) ·ω
)
dX1dX2
+
∫∫∫
Ω¯
qinc div
(
δxM
)
dX3D
c : Q×Q → R(
(p
mb
,pinc ), (q
mb
,qinc )
)
7→
3∑
i=1
∫∫
P¯
p imb K
mb
ii
−1
q imb dX1dX2
+
∫∫∫
Ω¯
pinc qinc dX3D
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Ces deux formes bilinéaires sont continues, et c(., .) est symétrique et coercive sur l’espace Q :
∃αC > 0,∀q ∈Q, c(q,q)≥αC
∥∥q∥∥2
Q
(8.37)
Après division par ǫ3, le problèmemixte apparaissant à l’échelle globale s’écrit alors :
Pb 8.2.4 Problèmemixte global continu
Trouver uǫ ∈ V et pǫ ∈Q tels que{
∀v ∈ V , a (uǫ,v)+a1 (uǫ,v)+b
(
v,pǫ
)
= L(v)
∀q ∈Q, b
(
uǫ,q
)
−ǫ2 c
(
pǫ,q
)
= 0 (8.38)
Pour vérifier que ce problème est bien posé, on commence par établir le résultat suivant :
Théorème 8.2.3 La forme bilinéaire a1(., .) est symétrique, positive et continue sur V .
Démonstration :
La symétrie de a1(., .) sur V est évidente par construction, et sa positivité vient simplement de celle
de aloc (., .). Nous démontrons qu’elle est continue :
∀u,v ∈ V ,
∣∣∣a1 (u,v) ∣∣∣ = ∣∣∣∣∫∫
Sm
aloc
(
Tr−1(F i so(u)),Tr−1(F i so(v))
)
dξα
∣∣∣∣
≤
∫∫
Sm
∣∣∣aloc (Tr−1(F i so(u)),Tr−1(F i so(v)))∣∣∣dξα
La forme bilinéaire aloc (., .) et les opérateurs Tr
−1(.) et P i so étant continus, on en déduit :
∀u,v ∈ V ,
|a1 (u,v)| ≤
∫∫
Sm
‖aloc‖
∣∣∣Tr−1(F i so(u))∣∣∣
1,Ωeg
∣∣∣Tr−1(F i so(v))∣∣∣
1,Ωeg
dξα
≤
∫∫
Sm
‖aloc‖ C2T
∣∣∣F i so(u)∣∣∣ ∣∣∣F i so(v)∣∣∣dξα
≤
∫∫
Sm
‖aloc‖ C2T C2P
∣∣F (u)∣∣ ∣∣F (v)∣∣dξα
On déduit alors de l’inégalité de Cauchy-Schwarz :
|a1 (u,v)| ≤ ‖aloc‖ C2T C2P
(∫∫
Sm
∣∣F (u)∣∣2dξα)1/2 (∫∫
Sm
∣∣F (v)∣∣2dξα)1/2
L’inégalité 8.17 sur la trace F (.) nous permet alors de conclure :
∀u,v ∈ V ,
∣∣∣a1 (u,v) ∣∣∣≤ ‖aloc‖ C2T C2P C2F︸ ︷︷ ︸
‖a1‖
‖u‖V ‖v‖V (8.39)
Théorème 8.2.4 Le problème mixte global Pb8.2.4 admet une unique solution (uǫ,pǫ
inc
,pǫ
mb
) dans
l’espace V ×Q×M .
Démonstration :
On introduit la forme bilinéaire :
A :
(
(u,p), (v,q)
)
∈ (V ×Q)2 7−→ a (u,v)+a1 (u,v)+b
(
p,v
)
−b
(
q,u
)
+ǫ2 c
(
p,q
)
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Le problème Pb8.2.4 est alors équivalent à :
Trouver uǫ ∈ V et pǫ ∈Q tels que
A
(
(uǫ,pǫ), (v,q)
)
= Lǫ (u) ∀ (v,q) ∈ V ×Q
La coercivité de a(., .) et c(., . accompagnée de la positivité de a1(., .) permettent d’établir la coercivité
de A(., .) sur V ×Q :
∀(u,p) ∈ V ×Q,
A˜
(
(u,p), (u,p)
)
= a (u,u)+a1 (u,u)+ǫ2 c
(
p,p
)
≥ αA ‖u‖2V +ǫ2αC
∥∥p∥∥2
Q
≥ min(αA ,ǫ2αC )
∥∥u,p∥∥2
avec ∥∥∥U ,p∥∥∥=√∥∥U∥∥2
V˜
+
∥∥∥p∥∥∥2
Q
Le théorème de Lax-Milgram permet alors de démontrer l’existence et l’unicité de la solution du
problème.
8.2.3 Problème global discret
Nous discrétisons le problème global continu Pb8.2.4 par des éléments finis de taille moyenne h,
et nous notons les espaces d’approximation correspondants Vh et Qh . Un choix possible d’espaces
discrets est
Vh =
{
(δxM ,δr ,ω) ∈ V , ∀e ∈ [1;NEh] , δxiM |Ωhe ∈Q2 et ω
i
|Ehe
∈Q1
}
Qh =
{
(q
hmb
,qhinc ) ∈ L2(P¯ )3×L2(Ω¯) , ∀e ∈ [1;NEh] , q ihmb|Ee ∈ P0 et qhinc|Ωe ∈ P0
}
Nous supposons que ces espaces vérifient la condition inf-sup discrète
∃βh > 0, (q
hmb
,qhinc ) ∈Q, sup
vh∈Vh
b
(
vh , (q
hmb
,qhinc )
)
‖vh‖V
≥ γ |||p
mb
,pinc ||| , (8.40)
où la semi-norme sur les multiplicateurs (p
mb
,pinc ) ∈Q est définie par :
|||p
mb
,pinc ||| = sup
v∈V
b
(
(p
mb
,pinc ),v
)
‖v‖V
.
On note < F (v) >e la moyenne de F (v) sur l’élément fini macroscopique Ee . On introduit alors la
forme bilinéaire
a1h : V ×V → R
(uh ,vh) 7→
NEh∑
e=1
∫∫
Ee
aloc
(
Tr−1h (< F (uh)>i soe ),Tr−1h (< F (vh)>i soe )
)
dξα (8.41)
Le problème discret approchant le problème Pb8.2.4 s’écrit alors :
Pb 8.2.5 Problèmemixte global discret
Trouver uǫ
h
∈ Vh et pǫh ∈Qh tels que{
∀vh ∈ Vh , a
(
uǫ
h
,vh
)
+a1h
(
uǫ
h
,vh
)
+b
(
vh ,p
ǫ
h
)
= L(vh)
∀qh ∈Qh , b
(
uǫ
h
,qh
)
−ǫ2 c
(
pǫ
h
,qh
)
= 0 (8.42)
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Pour prouver que ce problème est bien posé, on procède comme dans le cas continu, en commen-
çant par étudier la forme bilinéaire a1h(., .) :
Théorème 8.2.5 La forme bilinéaire a1h(., .) est symétrique, positive et continue sur Vh .
Démonstration :
La symétrie de a1h(., .) et sa positivité sur Vh sont évidentes par construction. Nous démontrons alors
sa continuité :
∀uh ,vh ∈ Vh ,∣∣∣a1h (uh ,vh) ∣∣∣ = ∣∣∣NEh∑
e=1
∫∫
Ee
aloc
(
Tr−1h (< F (uh)>i soe ),Tr−1h (< F (vh)>i soe )
)
dξα
∣∣∣
≤
NEh∑
e=1
∫∫
Ee
∣∣∣aloc (Tr−1h (< F (uh)>i soe ),Tr−1h (< F (vh)>i soe ))∣∣∣dξα
≤
NEh∑
e=1
∫∫
Ee
‖aloc‖ C2T
∣∣∣< F (uh)>i soe ∣∣∣ ∣∣∣< F (vh)>i soe ∣∣∣dξα
≤
NEh∑
e=1
∫∫
Ee
‖aloc‖ C2T C2P
∣∣< F (uh)>e ∣∣ ∣∣< F (vh)>e ∣∣dξα
D’après l’inégalité de Cauchy-Schwarz :∣∣∣a1h (uh ,vh) ∣∣∣ ≤ ‖aloc‖ C2T C2P
(
NEh∑
e=1
∫∫
Ee
∣∣< F (uh)>e ∣∣2dξα
)1/2 (NEh∑
e=1
∫∫
Ee
∣∣< F (vh)>e ∣∣2dξα
)1/2
.
Or pour tout élément e ∈ [1;NEh],∫∫
Ee
∣∣F (vh)∣∣2dξα = ∫∫
Ee
∣∣< F (vh)>e +(F (vh)−< F (vh)>e)∣∣2dξα
=
∫∫
Ee
∣∣< F (vh)>e ∣∣+ ∣∣F (vh)−< F (vh)>e ∣∣2+< F (vh)>e : (F (vh)−< F (vh)>e)dξα
=
∫∫
Ee
∣∣< F (vh)>e ∣∣+ ∣∣F (vh)−< F (vh)>e ∣∣2dξα
≥
∫∫
Ee
∣∣< F (vh)>e ∣∣2dξα .
On en déduit alors l’inégalité :∣∣∣a1h (uh ,vh) ∣∣∣ ≤ ‖aloc‖ C2T C2P
(
NEh∑
e=1
∫∫
Ee
∣∣F (uh)∣∣2dξα
)1/2 (NEh∑
e=1
∫∫
Ee
∣∣F (vh)∣∣2dξα
)1/2
≤ ‖aloc‖ C2T C2P
(∫∫
P¯
∣∣F (uh)∣∣2dξα)1/2 (∫∫
P¯
∣∣F (vh)∣∣2dξα)1/2
L’inégalité 8.17 sur la trace F (.) nous permet alors de conclure :
∀uh ,vh ∈ Vh , |a1h (uh ,vh)| ≤ ‖aloc‖ C2T C2P C2F︸ ︷︷ ︸
‖a1h‖
‖uh‖V ‖vh‖V .
Remarque : La constante de continuité ‖a1h‖ est indépendante de la taille de maille h.
Théorème 8.2.6 Le problème mixte discret Pb8.2.5 admet une unique solution (uh ,p
ǫ
hinc
,pǫ
hmb
) ∈
Vh ×Qh ×Mh .
Démonstration :
Grâce au résultat du théorème 8.2.5, la démonstration est alors identique à celle du théorème 8.2.4
dans le cas continu.
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8.2.4 Convergence de la méthode
Nous venons de prouver que les problèmes continu et discret sont bien posés pour toute valeur de ǫ.
Notre objectif est maintenant de vérifier que la solution du problème discret converge convenable-
ment vers la solution du problème continu. Nous établissons pour cela le théorème suivant :
Théorème 8.2.7 Convergence uniforme
La solution (uǫ
h
,pǫ
h
) ∈ Vh×Qh du problème discret Pb8.2.5 converge vers la solution continue (uǫ,pǫ) ∈
V ×Q du problème Pb8.2.4 lorsque les tailles de maille h et hloc tendent vers 0. De plus, cette conver-
gence est uniforme par rapport au petit paramètre ǫ :
∃C > 0 et C ′ > 0 indépendants de ǫ, h et hloc tels que∥∥uǫh −uǫ∥∥V +|||pǫh −pǫ |||Q +ǫ ∥∥pǫh −pǫ∥∥Q
≤ C inf
v∗ ∈ Vh
q∗ ∈Qh
(∥∥uǫ− v∗∥∥
V
+|||pǫ−q∗ |||Q +ǫ
∥∥pǫ−q∗∥∥
Q
)
+C ′
(
h
∣∣uǫ∣∣2,Ω¯+hloc ∥∥uǫ∥∥V ) (8.43)
La difficulté supplémentaire qui apparaît ici par rapport à l’analyse réalisée dans le chapitre 3 de
ce mémoire est que la forme bilinéaire a1h(., .) utilisée dans le problème discret est différente de la
forme bilinéaire a1(., .) du problème continu, du fait de la résolution approchée du problème local
en un nombre réduit de points d’intégration.
Pour prouver ce résultat, nous nous inspirons alors du premier lemme de Strang (voir par exemple
(Strang, 1972) et (Ciarlet, 1991)) pour décomposer la démonstration en deux parties :
– On commence par estimer l’erreur commise en remplaçant a1(., .) par a1h(., .) ;
– Puis on utilise cette erreur grâce à une extension du lemme de Strang.
Erreur de consistance
Lemme 8.2.1 Estimation de l’erreur de consistance
Notons (u,p) ∈ V ×Q la solution continu du problème global Pb8.2.4.
Alors il existe deux contantes C > 0 et C ′ > 0 indépendantes des tailles de maillage h et hloc telles que
∀vh ,wh ∈ Vh , |a1 (vh ,wh)−a1h (vh),wh)| ≤C ‖vh −u‖V +C ′
(
h
∣∣uǫ∣∣2,Ω¯+hloc ∥∥uǫ∥∥V ) ‖wh‖V .
(8.44)
Démonstration :
Décomposons le terme a1 (vh ,wh)−a1h (vh),wh) :
a1 (vh ,wh)−a1h (vh ,wh) =
a1 (vh −u,wh)−a1h (vh −u,wh) (8.45)
+
∫∫
P¯
aloc
(
Tr−1
(
F i so(u)
)
,Tr−1
(
F i so(wh)
))
dξα
−
∫∫
P¯
aloc
(
Tr−1h
(
F i so(u)
)
,Tr−1h
(
F i so(wh)
))
dξα (8.46)
+
NEh∑
e=1
∫∫
Ee
aloc
(
Tr−1h P
i so
(
F (u)−< F (u)>e
)
,Tr−1h P
i so
(
F (wh)
))
dξα (8.47)
+
NEh∑
e=1
∫∫
Ee
aloc
(
Tr−1h P
i so
(
< F (u)>e
)
,Tr−1h P
i so
(
F (wh)−< F (wh)>e
))
dξα (8.48)
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Nous pouvons commencer par remarquer que les opérateurs étant tous linéaires, le terme 8.48 est
nul. En effet, comme < F (u)>e est constant par élément :
∀e ∈ [1;NEh],
∫∫
Ee
aloc
(
Tr−1h P
i so
(
< F (u)>e
)
,Tr−1h P
i so
(
F (wh)−< F (wh)>e
))
dξα
=
∫∫
Ee
aloc
(
Tr−1h P
i so
(
< F (u)>e
)
,Tr−1h P
i so
(
F (wh)
))
dξα
−|Ee | aloc
(
Tr−1h P
i so
(
< F (u)>e
)
,Tr−1h P
i so
(
< F (wh)>e
))
= aloc
(
Tr−1h P
i so
(
< F (u)>e
)
,
∫∫
Ee
Tr−1h P
i so
(
F (wh)
)
dξα
)
−|Ee | aloc
(
Tr−1h P
i so
(
< F (u)>e
)
,Tr−1h P
i so
(
< F (wh)>e
))
= |Ee | aloc
(
Tr−1h P
i so
(
< F (u)>e
)
,Tr−1h P
i so
(
< F (wh)>e
))
−|Ee | aloc
(
Tr−1h P
i so
(
< F (u)>e
)
,Tr−1h P
i so
(
< F (wh)>e
))
= 0
Nous majorons ensuite séparément la valeur absolue des termes 8.45-8.47 :
⋆ Majoration du terme 8.45 :
D’après les théorèmes 8.2.3 et 8.2.5, les formes bilinéaires a1(., .) et a1h(., .) sont continues, ce qui
permet de majorer facilement ce premier terme :
|a1 (vh −u,wh)−a1h (vh −u,wh)| ≤ |a1 (vh −u,wh)|+ |a1h (vh −u,wh)|
≤ (‖a1‖+‖a1h‖) ‖vh −u‖V ‖wh‖V (8.49)
⋆ Majoration du terme 8.46 :
D’après les relations 8.33 et 8.34, les deux termes de 8.46 peuvent se réécrire sous la forme : :∫∫
P¯
aloc
(
Tr−1
(
F i so(u)
)
,Tr−1
(
F i so(wh)
))
dξα
=
∫∫
Sm
∫∫
P¯
bloc
(
Ext (F i so(wh)),ploc (F
i so(u))
)
+aloc
(
Tr−1(F i so(u)),Ext (F i so(wh))
)
dξα∫∫
P¯
aloc
(
Tr−1h
(
F i so(u)
)
,Tr−1h
(
F i so(wh)
))
dξα
= bloc
(
Ext (F i so(wh)),phloc (F
i so(u))
)
+aloc
(
Tr−1h (F
i so(u)),Ext (F i so(wh))
)
dξα
En soustrayant ces deux expressions, on en déduit que le terme 8.46 vérifie :∣∣∣∣∫∫
P¯
aloc
(
Tr−1
(
F i so(u)
)
,Tr−1
(
F i so(wh)
))
−aloc
(
Tr−1h (F
i so(u)),Tr−1h (F
i so(wh))
)
dξα
∣∣∣∣
≤
∫∫
P¯
∣∣∣aloc (Tr−1(F i so(u))−Tr−1h (F i so(u)),Ext (F i so(wh)))∣∣∣dξα
+
∫∫
P¯
∣∣∣bloc (Ext (F i so(wh)),ploc (F i so(u))−phloc (F i so(u)))∣∣∣dξα
≤
∫∫
P¯
‖aloc‖
∥∥∥Tr−1(F i so(u))−Tr−1h (F i so(u))∥∥∥ ∥∥∥Ext (F i so(wh))∥∥∥dξα
+
∫∫
P¯
‖bloc‖
∥∥∥Ext (F i so(wh))∥∥∥ ∥∥∥ploc (F i so(u))−phloc (F i so(u))∥∥∥dξα
En utilisant l’inégalité 8.32 et la continuité des opérateurs F (.), P i so et Ext (.), on en déduit :∣∣∣∣∫∫
P¯
aloc
(
Tr−1
(
F i so(u)
)
,Tr−1
(
F i so(wh)
))
−aloc
(
Tr−1h (F
i so(u)),Tr−1h (F
i so(wh))
)
dξα
∣∣∣∣
≤ hloc (‖aloc‖ CT +‖bloc‖) C2P ‖Ext‖2
∫∫
P¯
∣∣F (u)∣∣ ∣∣F (wh)∣∣dξα
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D’après l’inégalité de Cauchy-Schwarz,∣∣∣∣∫∫
P¯
aloc
(
Tr−1
(
F i so(u)
)
,Tr−1
(
F i so(wh)
))
−aloc
(
Tr−1h (F
i so(u)),Tr−1h (F
i so(wh))
)
dξα
∣∣∣∣
≤ hloc (‖aloc‖ CT +‖bloc‖) C2P ‖Ext‖2
(∫∫
P¯
∣∣F (u)∣∣2dξα)1/2 (∫∫
P¯
∣∣F (wh)∣∣2dξα)1/2
L’inégalité 8.17 sur la trace F (.) montre finalement :∣∣∣∣∫∫
P¯
aloc
(
Tr−1
(
F i so(u)
)
,Tr−1
(
F i so(wh)
))
−aloc
(
Tr−1h (F
i so(u)),Tr−1h (F
i so(wh))
)
dξα
∣∣∣∣
≤ hloc (‖aloc‖ CT +‖bloc‖) C2P ‖Ext‖2 C2F ‖u‖V ‖wh‖V
≤ hloc C ‖u‖V ‖wh‖V (8.50)
⋆ Majoration du terme 8.47 :
Dans un premier temps, nous considérons un élément fini Ee de dimensions h×h, et nous nous
intéressons à la majoration du terme suivant :∫∫
Ee
∣∣F (u)−< F (u)>e ∣∣2 dξα
D’après la définition 8.16 de F (u), nous établissons l’inégalité :∫∫
Ee
∣∣F (u)−< F (u)>e ∣∣2 dξα = ∫∫
Ee
∣∣∣∣e2∧ω+ ∂δr∂ξ2 −< e2∧ω+ ∂δr∂ξ2 >e
∣∣∣∣2
+
∣∣∣∣e3∧ω+ 2t
∫t/2
0
∂δxM
∂ξ3
dY3−< e3∧ω+
2
t
∫t/2
0
∂δxM
∂ξ3
dY3 >e
∣∣∣∣2
+
∣∣∣∣e3∧ω+ 2t
∫0
−t/2
∂δxM
∂ξ3
dY3−< e3∧ω+
2
t
∫0
−t/2
∂δxM
∂ξ3
dY3 >e
∣∣∣∣2 dξα
=
∫∫
Ee
∣∣∣∣e2∧ (ω−<ω>e)+ ∂δr∂ξ2 −< ∂δr∂ξ2 >e
∣∣∣∣2
+
∣∣∣∣e3∧ (ω−<ω>e)+ 2t
∫t/2
0
∂δxM
∂ξ3
dY3−
2
t
∫t/2
0
< ∂δxM
∂ξ3
>e dY3
∣∣∣∣2
+
∣∣∣∣e3∧ (ω−<ω>e)+ 2t
∫0
−t/2
(
∂δxM
∂ξ3
−< ∂δxM
∂ξ3
>e
)
dY3
∣∣∣∣2 dξα
≤ 2
∫∫
Ee
∣∣ω−<ω>e ∣∣2+ ∣∣∣∣∂δr∂ξ2 −< ∂δr∂ξ2 >e
∣∣∣∣2
+
∣∣ω−<ω>e ∣∣2+ 4
t2
∣∣∣∣∫t/2
0
(
∂δxM
∂ξ3
−< ∂δxM
∂ξ3
>e
)
dY3
∣∣∣∣2
+
∣∣ω−<ω>e ∣∣2+ 4
t2
∣∣∣∣∫0−t/2
(
∂δxM
∂ξ3
−< ∂δxM
∂ξ3
>e
)
dY3
∣∣∣∣2 dξα
≤ 6
∫∫
Ee
∣∣ω−<ω>e ∣∣2 dξ2D
+2
∫∫
Ee
∣∣∣∣∂δr∂ξ2 −< ∂δr∂ξ2 >e
∣∣∣∣2 dξ2D
+ 8
t2
∫t/2
−t/2
∫∫
Ee
∣∣∣∣∂δxM∂ξ3 −< ∂δxM∂ξ3 >e
∣∣∣∣2dξ2DdY3
≤ 6
∫∫
Ee
∣∣ω−<ω>e ∣∣2 dξ2D
+2
∫∫
Ee
∣∣∣∇2Dδr−<∇2Dδr >e ∣∣∣2 dξ2D
+ 8
t2
∫t/2
−t/2
∫∫
Ee
∣∣∣∇3DδxM−<∇3DδxM >e ∣∣∣2dξ2DdY3
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Par résultat d’interpolation (cf (Ciarlet, 1991)), nous avons sur tout élément e ∈ [1;NEh] de taille
moyenne h :

∫∫∫
Ωe
∣∣∣∇3DδxM−<∇3DδxM >e ∣∣∣2 dξ2DdY3 ≤ C h2 ∣∣δxM ∣∣22,Ωe∫∫
Ee
∣∣∣∇2Dδr−<∇2Dδr >e ∣∣∣2 dξ2D ≤ C h2 ∣∣δr ∣∣22,Ee∫∫
Ee
∣∣ω−<ω>e ∣∣2 dξ2D ≤ C h2 ∣∣ω∣∣21,Ee
Nous définissons la semi-norme
∣∣δxM ,δr ,ω∣∣2,Ωe =√∣∣δxM ∣∣22,Ωe + ∣∣δr ∣∣22,Ee + ∣∣ω∣∣21,Ee .
Ces résultats nous permettent alors d’obtenir l’estimation
∀e ∈ [1;NEh],
∫∫
Ee
∣∣F (u)−< F (u)>e ∣∣2 dξα ≤ C h2 |u|22,Ee
On en déduit finalement
(
NEh∑
e=1
∫∫
Ee
∣∣F (u)−< F (u)>e ∣∣2 dξα
)1/2
≤ C h |u|2,Ω¯ (8.51)
Revenons alors à la majoration du terme 8.47 :
∣∣∣∣∣NEh∑
e=1
∫∫
Ee
aloc
(
Tr−1h P
i so
(
F (u)−< F (u)>e
)
,Tr−1h P
i so
(
F (wh)
))
dξα
∣∣∣∣∣
≤
NEh∑
e=1
∫∫
Ee
∣∣∣aloc (Tr−1h P i so (F (u)−< F (u)>e) ,Tr−1h P i so (F (wh)))∣∣∣ dξα
≤ ‖aloc‖ C2T ;C2P
NEh∑
e=1
∫∫
Ee
∣∣F (u)−< F (u)>e ∣∣ ∣∣F (wh)∣∣ dξα
L’inégalité de Cauchy-Schwarz donne alors :
∣∣∣∣∣NEh∑
e=1
∫∫
Ee
aloc
(
Tr−1h P
i so
(
F (u)−< F (u)>e
)
,Tr−1h P
i so
(
F (wh)
))
dξα
∣∣∣∣∣
≤ ‖aloc‖ C2T ;C2P CF
(
NEh∑
e=1
∫∫
Ee
∣∣F (u)−< F (u)>e ∣∣2dξα
)1/2 (∫∫
P¯
∣∣F (wh)∣∣2dξα)1/2
Et finalement, l’inégalité 8.51 jointe à 8.17 nous permet d’obtenir le résultat :
∣∣∣∣∣NEh∑
e=1
∫∫
Ee
aloc
(
Tr−1h P
i so
(
F (u)−< F (u)>e
)
,Tr−1h P
i so
(
F (wh)
))
dξα
∣∣∣∣∣
≤ C h ‖aloc‖ C2T ;C2P CF |u|2,Ω¯ ‖wh‖V (8.52)
Le résultat du lemme est alors obtenu en rassemblant les inégalités 8.49, 8.50 et 8.52.
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Extension du lemme de Strang
Lemme 8.2.2 Extension du lemme de Strang aux formulationxmixtes
Notons (uǫ,pǫ) ∈ V ×Q et (uǫ
h
,pǫ
h
) ∈ Vh×Qh les solutions respectives des problèmes Pb8.2.4 et Pb8.2.5.
L’erreur entre la solution discrète et la solution continue peut être estimée par∥∥uǫh −uǫ∥∥V +|||pǫh −pǫ |||Q +ǫ ∥∥pǫh −pǫ∥∥Q
≤ C inf
v∗ ∈ Vh
q∗ ∈Qh
(∥∥uǫ− v∗∥∥
V
+|||pǫ−q∗ |||Q +ǫ
∥∥pǫ−q∗∥∥
Q
+ sup
w∗∈Vh
|a1 (v∗,w∗)−a1h (v∗,w∗)|
‖w∗‖V
)
(8.53)
Démonstration :
Etant donné que (uǫ,pǫ) et (uǫ
h
,pǫ
h
) satisfont par hypothèse les équations 8.38 et 8.42, on en déduit
qu’ils vérifient en particulier les relations :
∀vh ∈ Vh ,∀qh ∈Qh , 
a
(
uǫ
h
,vh
)
+a1h
(
uǫ
h
,vh
)
+b
(
vh ,p
ǫ
h
)
= a (uǫ,vh)+a1 (uǫ,vh)+b
(
vh ,p
ǫ
)
b
(
uǫ
h
,qh
)
−ǫ2 c
(
pǫ
h
,qh
)
= b
(
uǫ,qh
)
−ǫ2 c
(
pǫ,qh
)
On en déduit :
∀vh ∈ Vh ,∀qh ∈Qh , ∀v∗ ∈ Vh ,∀q∗ ∈Qh ,
a
(
uǫ
h
− v∗,vh
)
+a1h
(
uǫ
h
− v∗,vh
)
+b
(
vh ,p
ǫ
h
−q∗
)
= a (uǫ− v∗,vh)+a1 (uǫ− v∗,vh)+b
(
vh ,p
ǫ−q∗
)
+ [a1 (v∗,vh)−a1h (v∗,vh)]
b
(
uǫ
h
− v∗,qh
)
−ǫ2 c
(
pǫ
h
−q∗,qh
)
= b
(
uǫ− v∗,qh
)
−ǫ2 c
(
pǫ−q∗,qh
) (8.54)
En particulier pour vh = uǫh − v∗ et qh = pǫh −q∗, on obtient :
∀v∗ ∈ Vh ,∀q∗ ∈Qh ,
a
(
uǫ
h
− v∗,uǫ
h
− v∗
)
+a1h
(
uǫ
h
− v∗,uǫ
h
− v∗
)
+b
(
uǫ
h
− v∗,pǫ
h
−q∗
)
= a
(
uǫ− v∗,uǫ
h
− v∗
)
+a1
(
uǫ− v∗,uǫ
h
− v∗
)
+b
(
uǫ
h
− v∗,pǫ−q∗
)
+
[
a1
(
v∗,uǫ
h
− v∗
)
−a1h
(
v∗,uǫ
h
− v∗
)]
b
(
uǫ
h
− v∗,pǫ
h
−q∗
)
−ǫ2 c
(
pǫ
h
−q∗,pǫ
h
−q∗
)
= b
(
uǫ− v∗,pǫ
h
−q∗
)
−ǫ2 c
(
pǫ−q∗,pǫ
h
−q∗
)
Si on soustrait les deuxième et troisième équations à la première, on trouve :
∀v∗ ∈ Vh ,∀q∗ ∈Qh ,
a
(
uǫh − v∗,uǫh − v∗
)
+a1h
(
uǫh − v∗,uǫh − v∗
)
+ǫ2 c
(
pǫh −q∗,pǫh −q∗
)
= a
(
uǫ− v∗,uǫh − v∗
)
+a1
(
uǫ− v∗,uǫh − v∗
)
+b
(
uǫh − v∗,pǫ−q∗
)
−b
(
uǫ− v∗,pǫh −q∗
)
+ǫ2 c
(
pǫ−q∗,pǫh −q∗
)
+
[
a1
(
v∗,uǫh − v∗
)
−a1h
(
v∗,uǫh − v∗
)]
(8.55)
On utilise alors les coercivités dans le premier membre de cette équation :
a
(
uǫh − v∗,uǫh − v∗
)
+a1h
(
uǫh − v∗,uǫh − v∗
)
≥αA
∥∥uǫh − v∗∥∥2V
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c
(
pǫh −q∗,pǫh −q∗
)
≥αC
∥∥pǫh −q∗∥∥2Q
Dans le second membre, en utilisant les continuités des formes bilinéaires, on peut réaliser les
majorations :
a
(
uǫ− v∗,uǫh − v∗
)
+a1
(
uǫ− v∗,uǫh − v∗
)
≤ (‖a‖+‖a1‖)
∥∥uǫ− v∗∥∥
V
∥∥uǫh − v∗∥∥V
b
(
uǫh − v∗,pǫ−q∗
)
≤
∥∥uǫh − v∗∥∥V |||pǫ−q∗ |||Q
ǫ2 c
(
pǫ−q∗,pǫh −q∗
)
≤ ǫ2 ‖c‖
∥∥pǫ−q∗∥∥
Q
∥∥pǫh −q∗∥∥Q
a1
(
v∗,uǫh − v∗
)
−a1h
(
v∗,uǫh − v∗
)
≤
∥∥uǫh − v∗∥∥V
(
sup
w∗∈Vh
|a1 (v∗,w∗)−a1h (v∗,w∗)|
‖w∗‖V
)
Comme cela était le cas dans le chapitre 3, la majoration du dernier terme est plus subtile :
−b
(
uǫ− v∗,pǫh −q∗
)
≤
∥∥uǫ− v∗∥∥
V
|||pǫh −q∗ |||
Par la condition inf-sup 8.40, il existe wh ∈ Vh tel que :
|||pǫh −q∗ ||| ≤
1
γ
b(wh ,p
ǫ
h
−q∗)
‖wh‖V
En utilisant 8.54, on a
b(wh ,p
ǫ
h −q∗) = b
(
wh ,p
ǫ−q∗
)
+a
(
uǫ− v∗,wh
)
−a
(
uǫh − v∗,vh
)
+a1
(
uǫ− v∗,wh
)
−a1h
(
uǫh − v∗,vh
)
≤ ‖wh‖ |||pǫ−q∗ |||+‖a‖ ‖wh‖
(∥∥uǫ− v∗∥∥+∥∥uǫh − v∗∥∥)
+ ‖wh‖
(
sup
w∗∈Vh
∣∣a1 (uǫ− v∗,w∗)−a1h (uǫh − v∗,w∗)∣∣
‖w∗‖V
)
En assemblant ces deux dernière inégalités, on obtient
|||pǫh −q∗ ||| ≤
1
γ
[
|||pǫ−q∗ |||+‖a‖
(∥∥uǫ− v∗∥∥+∥∥uǫh − v∗∥∥)
+
(
sup
w∗∈Vh
∣∣a1 (uǫ− v∗,w∗)−a1h (uǫh − v∗,w∗)∣∣
‖w∗‖V
)]
(8.56)
Nous en déduisons donc la majoration :
−b
(
uǫ− v∗,pǫh −q∗
)
≤ 1
γ
∥∥uǫ− v∗∥∥
V
[
|||pǫ−q∗ |||+‖a‖
(∥∥uǫ− v∗∥∥+∥∥uǫh − v∗∥∥)
+
(
sup
w∗∈Vh
∣∣a1 (uǫ− v∗,w∗)−a1h (uǫh − v∗,w∗)∣∣
‖w∗‖V
)]
202 CHAPITRE 8. MÉTHODEMULTI-ÉCHELLES ET APPLICATIONS NUMÉRIQUES
Si on injecte toutes ces majorations dans la relation 8.55 et que l’on ajoute le terme ‖uǫ− v∗‖2
V
+
|||pǫ−q∗ |||2, on obtient alors l’inagalité :∥∥uǫh − v∗∥∥2V +∥∥uǫ− v∗∥∥2V +|||pǫ−q∗ |||2+ǫ2 ∥∥pǫh −q∗∥∥2Q
≤ C
[∥∥uǫh − v∗∥∥V (∥∥uǫ− v∗∥∥V +|||pǫ−q∗ |||)+ǫ∥∥pǫh −q∗∥∥Q (∥∥uǫ− v∗∥∥V +ǫ∥∥pǫ−q∗∥∥Q )
+
∥∥uǫ− v∗∥∥
V
∥∥uǫ− v∗∥∥
V
+
∥∥uǫ− v∗∥∥
V
|||pǫ−q∗ |||+ |||pǫ−q∗ ||| |||pǫ−q∗ |||
+
∥∥uǫ− v∗∥∥
V
(
sup
w∗∈Vh
∣∣a1 (uǫ− v∗,w∗)−a1h (uǫh − v∗,w∗)∣∣
‖w∗‖V
)]
≤ C
(∥∥uǫh − v∗∥∥V +∥∥pǫh −q∗∥∥Q +∥∥uǫ− v∗∥∥V +|||pǫ−q∗ |||)
∗
(∥∥uǫ− v∗∥∥
V
+|||pǫ−q∗ |||+ǫ
∥∥pǫ−q∗∥∥
Q
+
(
sup
w∗∈Vh
∣∣a1 (uǫ− v∗,w∗)−a1h (uǫh − v∗,w∗)∣∣
‖w∗‖V
))
L’inégalité de Schwarz appliquée au premier membre donne alors :
(∥∥uǫh − v∗∥∥V +∥∥uǫ− v∗∥∥V +|||pǫ−q∗ |||+ǫ ∥∥pǫh −q∗∥∥Q)2
≤ 4C
(∥∥uǫh − v∗∥∥V +∥∥pǫh −q∗∥∥Q +∥∥uǫ− v∗∥∥V +|||pǫ−q∗ |||)
∗
(∥∥uǫ− v∗∥∥
V
+|||pǫ−q∗ |||+ǫ
∥∥pǫ−q∗∥∥
Q
+
(
sup
w∗∈Vh
∣∣a1 (uǫ− v∗,w∗)−a1h (uǫh − v∗,w∗)∣∣
‖w∗‖V
))
Par simplification, nous obtenons∥∥uǫh − v∗∥∥V +∥∥uǫ− v∗∥∥V +|||pǫ−q∗ |||+ǫ ∥∥pǫh −q∗∥∥Q ≤ C(∥∥uǫ− v∗∥∥V +|||pǫ−q∗ |||+ǫ∥∥pǫ−q∗∥∥Q
+
(
sup
w∗∈Vh
∣∣a1 (uǫ− v∗,w∗)−a1h (uǫh − v∗,w∗)∣∣
‖w∗‖V
))
En utilisant l’inégalité 8.56, on trouve finalement :∥∥uǫh − v∗∥∥V +|||pǫ−q∗ |||+ǫ ∥∥pǫh −q∗∥∥Q ≤ C(∥∥uǫ− v∗∥∥V +|||pǫ−q∗ |||+ǫ∥∥pǫ−q∗∥∥Q
+
(
sup
w∗∈Vh
∣∣a1 (uǫ− v∗,w∗)−a1h (uǫh − v∗,w∗)∣∣
‖w∗‖V
))
On en déduit alors le résultat du lemme par inégalité triangulaire.
Démonstration du théorème 8.2.7 :
Le résultat du théorème est alors immédiat en rassemblant les lemmes 8.2.1 et 8.2.2.
Remarque : Ce théorème prouve que la solution discrète converge vers la solution du problème
continu indépendamment de l’épaisseur, malgré l’erreur de consistance introduite par la sous-
intégration et la discrétisation dans a1h(., .). Cependant, il est à noter que cette erreur est linéaire
par rapport à la taille de maille h, ce qui rend la convergence non optimale avec l’utilisation d’élé-
ments finis d’ordre 2.
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8.3 Applications numériques
L’objectif de section est de vérifier que le modèle multi-échelles qui vient d’être construit donne des
résultats numériques corrects, et qu’il est capable demodéliser les instabilités de la nappe sous com-
pression. Nous reprenons pour cela en grande partie les tests numériques réalisés dans le chapitre 4
de ce mémoire.
8.3.1 Tests sur une nappe cylindrique
Flexion sous effort tranchant
Nous commençons par valider notre modèle multi-échelles sur le problème de nappe cylindrique
sous effort tranchant décrit dans la sous-section 4.4.1. Nous reprenons ici exactement les mêmes
valeurs de coefficients que celles qui ont été utilisées dans le chapitre 4.
Nous considérons dans un premier temps le cas d’une nappe d’épaisseur t = 1.8mm, que l’on dis-
crétise avec un seul élément fini dans l’épaisseur. Le maillage utilisé est représenté sur la figure 8.8.
e1
e2
e3
(a) Coupe transverse du maillage
e1 e2
e3
(b) Maillage complet
FIG. 8.8: Maillage d’une nappe fibrée isolée.
Nous comparons alors sur la figure 8.9 les réultats numériques obtenus avec le modèle global et
le modèle multi-échelles par rapport à la solution analytique décrite par (Boussetta and Caillard,
Michelin).
Nous observons qu’il y a unepetite différence entre la solution obtenue avec lemodèlemulti-échelles
et la solution analytique, alors que la solution calculée avec le modèle global coïncide parfaitement
avec la solution analytique. Cette différence s’explique par le fait que le modèle multi-échelles né-
glige les variations de gradient dans l’épaisseur de la gomme, alors que l’extension ou la compression
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de la gomme dans les parties inférieure et supérieure de la nappe ont un rôle important dans la so-
lution analytique proposée.
(a) Modèle global
(b) Modèle multi-échelles
FIG. 8.9: Résultats obtenus sur le problème de nappe cylindrique sous effort tranchant pour une
nappe isolée.
Le modèle multi-échelles fait l’hypothèse que la nappe renforcée est entourée par d’autres couches.
Pour valider notremodèle, nous allons alors entourer la nappe précédente par deux fines couches de
gomme homogène, chacune d’épaisseur 0.6mm, de telle sorte que l’épaisseur totale de la structure
vaut t = 3mm. On discrétise alors cette structure par NEr = 3 éléments finis dans l’épaisseur :
– L’élément fini central, d’épaisseur 1.8mm, utilise notremodèlemulti-échelles pour calculer l’éner-
gie de la couche renforcée composite ;
– les deux éléments fini l’entourant sont standards, modélisant une gomme homogène.
On représente le maillage utilisé sur la figure 8.10.
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e1
e2
e3
(a) Coupe transverse
e1 e2
e3
(b) Maillage complet
FIG. 8.10: Maillage d’une nappe fibrée entourée de deux fines couches de gomme.
Nous vérifions sur la figure 8.11 que ces deux fines couches de gommes suffisent à très bien appro-
cher la solution analytique, de telle sorte que le comportement en flexion transverse de notremodèle
multi-échelles est validé.
(a) Modèle global
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(b) Modèle multi-échelles
FIG. 8.11: Résultats obtenus sur le problème de nappe cylindrique sous effort tranchant pour une
nappe entourée de deux fines couches de gomme.
Flambement sous compression axiale
Pour vérifier que notre modèle multi-échelles modélise correctement les phonomènes de flambe-
ment hors plan, nous reprenons le test de compression axiale d’une nappe cylindrique décrit dans
la sous-section 4.4.2.
Nous reprenons ici exactement les mêmes valeurs de coefficients que celles qui ont été utilisées
dans le chapitre 4, à ceci près que l’épaisseur est choisie plus grande, de manière à pouvoir utiliser
un problème sur une géométrie réaliste.
Comme nous l’avions montré dans le chapitre 4, le fait de choisir une épaisseur relativement grosse
ne permet plus d’utiliser les résultats analytiques présentés dans (Boussetta and Caillard, Michelin).
Le modèle global ayant été totalement validé dans la sous-section 4.4.2, nous allons donc valider
notre modèle multi-échelles en le comparant à celui-ci.
Nous considérons ici une nappe d’épaisseur t = 1.8mm, entourée par deux fines couches de gomme
d’épaisseur 0.6mm. Nous utilisons le même maillage que celui présenté sur la figure 8.10 pour dis-
crétiser le problème. Nous choisissons les autres dimensions géométriques comme précédemment :

L = 100mm
R = 100mm
dθ = 0,07r ad
e = 2.25mm
Pour étudier l’influence de chacun des coefficients matériaux, nous considérons alors 2 règlages
suivants :
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Règlage A : Règlage B :

C1 = 0.54MPa
C2 = 1.06MPa
EA = 18582MPa.mm2
EI = 2037MPa.mm4

C1 = 5.39MPa
C2 = 10.62MPa
EA = 18582MPa.mm2
EI = 1MPa.mm4
On peut remarquer que le rapport entre la rigidité de la gomme et la résistance en flexion des fibres
est beaucoup plus grand dans le règlage B que dans le règlage A. Les tests numériques réalisés sur
ces deux cas extrêmes permettront donc de valider notre modèle multi-échelles quelles que soient
les propriétés des matériaux utilisés.
Lorsque la compression reste petite, l’équilibre principal est stable et peut être calculé numérique-
ment en quelques incréments de chargement. Nous pouvons vérifier sur la figure 8.12 que les solu-
tions principales obtenues avec les deux modèles sont identiques dans ce cas.
Lorsque la compression axiale des fibres augmente, l’équilibre devient instable et les fibres ont ten-
dance à flamber dans la direction er normale au plan tangent de la nappe. Nous vérifions que les
modèle multi-échelles reproduit les mêmes instabilités que le modèle global en imposant les dépla-
cements axiaux suivants en bouts de nappes :
{
δmax
A
= 0.04mm
δmax
B
= 0.0022mm
Ces déplacements sont imposés en Nincr = 30 incréments de chargement. Nous pouvons voir la
solution post-bifurquée obtenue numériquement sur la figure 8.13.
(a) Règlage A
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(b) Règlage B
FIG. 8.12: Comparaison des solutions principales obtenues avec lemodèle global et lemodèlemulti-
échelles sur le problème de nappe cylindrique en compression axiale (pour δ= 0.0005mm).
(a) Règlage A
(b) Règlage B
FIG. 8.13: Comparaison des déplacements transverses post-bifurcation obtenus avec le modèle glo-
bal et le modèle multi-échelles sur le problème de nappe cylindrique en compression axiale.
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Nous souhaitons alors déterminer si le flambement apparaît au même moment avec les deux mo-
dèles. De la même manière que dans le chapitre 4, nous mesurons l’effort axial correspondant à la
compression imposée à chcun des 30 incréments de chargement, et nous traçons les courbes obte-
nues sur la figure 8.14.
Nous vérifions sur ces courbes que les deux modèles détectent l’apprition du flambement pour le
même chargement critique.
(a) Règlage A
(b) Règlage B
FIG. 8.14: Comparaison des seuils de flambement obtenus avec le modèle global et le modèle multi-
échelles sur le problème de nappe cylindrique en compression axiale.
Pour résumer, les résultats numériques présentées dans cette sous-section nous ont permis de véri-
fier que le modèle multi-échelles est capable de modéliser les phénomènes de flexion et de flambe-
ment dans la direction normale au plan tangent de la nappe. De petite différences sont observables
par rapport aux résultats obtenus avec le modèle global, dûes à le diminution de la résistance de la
gomme en flexion. Mais les résultats restent proches, voire quasiment égaux si la nappe renforcée
est entourée par d’autres couches de gomme.
210 CHAPITRE 8. MÉTHODEMULTI-ÉCHELLES ET APPLICATIONS NUMÉRIQUES
8.3.2 Test de flexion circulaire d’une nappe plane
Commenous l’avons expliqué dans la section 2.2, une caractéristique importante de notre problème
de nappe fibrée est que la flexion des fibres doit être correctement prise en compte dans la direction
normal au plan de la nappe, mais aussi dans le plan de la nappe.
L’objectif de cette section est donc de vérifier que les instabilités de type flambement dans le plan
de la nappe sont correctement modélisées par le modèle multi-échelles, de manière à compléter les
résultats présentés dans la section 8.3.1.
e1
e2
e2
e3
e3
Ωe
Ωe
Ω
Gomme
Lamemétallique
Câble
L1
L2
e
h
FIG. 8.15: Géométrie de l’éprouvette.
Nous reprenons pour cela le problème mécanique sur lequel a été validé le modèle global dans la
section 4.5. Nous rappelons que nous considérons une éprouvette telle que celle décrite sur la figure
8.15, soumise à une flexion circulaire comme illustré sur la figure 8.16. Les dimensions géométriques
et les valeurs des coefficients matériaux sont toutes identiques à celles prises dans la section 4.5.
e1
e3
e t eθ
Flexion circulaire sans extension
Compression axiale des câbles
ρ∗L1
R = 1ρ
x0
FIG. 8.16: Chargement sur l’éprouvette.
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De lamêmemanière que dans le chapitre 4, nous ajoutons à la géométrie parfaite de l’éprouvette une
perturbation sinusoïdale d’amplitude 0.001mm, permettant de pousser notre modèle numérique
vers la première branche de bifurcation (voir figure 8.17). Nous augmentons alors progressivement
la courbure en utilisant une méthode incrémentale, et nous mesurons les déplacements calculés à
chaque incrément de chargement.
e1
e2
e3
(a) Géométrique parfaite
e1
e2
e3
(b) Géométrique perturbée
FIG. 8.17: Pertubation géométrique du problème de flexion circulaire (perturbation ×2000).
Comme c’était le cas dans le chapitre 4 avec notre modèle global, nous observons que les déplace-
ments latéraux croissent rapidement au delà d’une certaine courbure, illustrant un flambement de
la nappe dans le plan de la nappe (cf figure 8.18). Nous vérifions sur la figure 8.19 que le flambement
des fibres se situe uniquement dans le plan de la nappe, et que les déplacements transverses restent
quant à eux assez réguliers.
(a) ρ = 1.∗10−4 r ad .mm−1
(b) ρ = 3.∗10−4 r ad .mm−1
212 CHAPITRE 8. MÉTHODEMULTI-ÉCHELLES ET APPLICATIONS NUMÉRIQUES
(c) ρ = 8.∗10−4 r ad .mm−1
(d) ρ = 1.6∗10−3 r ad .mm−1
FIG. 8.18: Flambement dans le plan de la nappe obtenu avec le modèle multi-échelles lorsque la
courbure augmente.
FIG. 8.19: Absence de flambement hors plan avec le modèle multi-échelles (pour ρ = 1.6 ∗
10−3 r ad .mm−1).
Pour déterminer la courbure à partir de laquelle le flambement apparaît, nous traçons la courbe re-
présentant l’évolution de l’amplitude des déplacements transverses lorsque la courbure augmente
pour deux tailles de maillage sur les figures 8.20 et 8.21.
Comme c’était le cas dans le chapitre 4, on peut remarquer sur ces courbes que les déplacements
transverses augmentent brusquement, ce qui caractérise la bifurcation de la solution vers une autre
branche d’équilibre.
Cependant, nous observons sur ces courbes que le flambement de la nappe apparaît légèrement
plus tard avec le modèle multi-échelles, quel que soit le maillage macroscopique utilisé. Nous in-
terpréterons cette petite différence dans la partie III de ce mémoire, grâce à une analyse de stabilité
permettant de prédire le seuil de flambement exact.
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FIG. 8.20: Comparaison des seuils de flambement observés numériquement avec le modèle global
et le modèle multi-échelles pour 30 éléments finis dans la longueur.
FIG. 8.21: Comparaison des seuils de flambement observés numériquement avec le modèle global
et le modèle multi-échelles pour 45 éléments finis dans la longueur.
Conclusions
Nous avons décrit dans la section 8.1 une méthode multi-échelles basée sur le résultat de l’analyse
asymptotique réalisée dans le chapitre 6. Cette méthode utilise une projection dans la transition
entre les échelles permettant de traiter les cas où la gomme est incompressiblé : cette projection
assure que le problème local est bien posé en évitant tout risque de verrouillage lié à l’incompres-
sibilité. De plus, nous avons légèrement modifié la forme de l’énergie de la nappe sans modifier sa
limite asymtotique en y insérant un terme d’énergie macroscopique intégré de manière exacte, de
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manière à la rendre coercive, ce qui nous autorise à réduire le nombre de problèmes locaux à un seul
par élément fini macroscopique.
Dans la section 8.2, nous avons montré par une analyse formelle que le problème linéarisé autour
d’une configuration plane est alors bien posé. Il a également été prouvé par une extension du lemme
de Strang que la solution du problème discret converge uniformément vers la solution continue,
moyennant une condition inf-sup qu’il est légitime de supposer dans notre choix d’éléments finis.
Enfin, nous avons vérifié dans la section 8.3 que le modèle multi-échelles ainsi construit est capable
de reproduire les instabilités hors plan et dans le plan qui avaient été observées dans le chapitre 4.
Cependant, les tests de nappe en flexion circulaire présentés dans la sous-section 8.3.2 ont mon-
tré une petite différence entre les seuils de flambement détectés par les modèles global et multi-
échelles. Ne disposant pas d’expressions analytiques pour ce problème, la question légitime qui se
pose est alors :
Est-ce que l’approchemulti-échelles nous a permis de gagner en précision ?
Ou bien au contraire les approximations réalisées sont-elles trop fortes ?
L’objectif de la dernière partie de cette thèse est d’étudier les phénomènes d’instabilités de solides
élastiques et de développer une méthode permettant de mieux prédire leur apparition. Cela nous
permettra de mieux comprendre les résultats obtenus avec nos deux modèles sur les tests de nappe
en flexion circulaire, de manière à pouvoir interpréter la petite différence entre leurs résultats.
Troisième partie
Analyse de stabilité multi-échelles
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Introduction à la stabilité
des solides élastiques
Introduction
Ce chapitre est consacré à l’analyse de stabilité des structures élastiques. L’objectif principal est d’in-
troduire les outils nécessaires à l’étude de stabilité de nos nappes fibrées en compression. Nous y
détaillons des concepts généraux tels que les courbes d’équilibre, les points de bifurcation, ou les
imperfections, en s’inspirant notamment des ouvrages (Quoc-Son, 2000) et (Stolz, 2003), et nous
présentons les principaux outils numériques permettant l’analyse de stabilité et la modélisation
post-bifurcation des matériaux homogènes et hétérogènes. Nous avons divisé ce chapitre en cinq
sections principales :
• Dans un premier temps, la section 9.1 présente quelques conséquences des phénomènes d’insta-
bilités sur des structures industrielles, de manière à motiver le calcul de leur charge critique ;
• On rappelle dans la section 9.2 les équations d’équilibre d’un solide hyperélastique et la définition
de sa stabilité. Cela nous permet notamment d’introduire le critère de dérivée seconde ;
• Nous définissons les notions importantes de l’analyse de stabilité dans la section 9.3, à savoir :
- les points de bifurcation ;
- les points limites ;
- l’influence des imperfections.
• La section 9.4 s’écarte des définitions mécaniques pour décrire les spécificités de la modélisation
numérique de problèmes post-bifurcation : on commence par expliquer les obstacles rencontrés
lors de l’utilisation de méthodes incrémentales classiques, puis on présente deux alternatives : la
méthode asymptotique numérique et la méthode de contrôle de longueur d’arc.
• Enfin, on précise dans la section 9.5 les difficultés qui apparaissent lorsqu’on veut étudier la stabi-
lité de matériaux composites. Nous y présentons quelques résultats récents dans ce domaine qui
seront utiles à l’analyse de stabilité de nos nappes fibrées réalisée dans le chapitre 10.
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9.1 Motivation : Stabilité de structures industrielles
Stabilité de structures industrielles
Les structures minces (poutres, plaques, coques, ...) sont utilisées dans de nombreux domaines in-
dustriels, en voici quelques exemples :
– Poutres (métalliques ou en béton armé) dans les structures Génie Civil
– Coques cylindriques autour de réservoirs ;
– Coques hémisphériques formant la coupole d’un batiment ;
– Carosseries de véhicules, ...
Ce type de structures présente l’avantage de posséder d’excellentes capacités à transmettre et sup-
porter des chargements très variés, tout en ayant un poids relativement réduit.
Malheureusement, leur comportement devient non linéaire en compression, ce qui les rend souvent
sujettes à des instabilités structurelles. Ces instabilités correspondent à la perte d’unicité de l’équi-
libre : plusieurs champs de déformation peuvent être solution d’un problème aux conditions limites
pour un même état de contrainte. La réponse physique peut alors devenir différente de la réponse
principale attendue (cf figure 9.1).
(a) Flambement de poutres en compression axiale (d’après
http ://fr.wikipedia.org)
(b) Flambement de rails sous dilatation
thermique pendant l’été 2003 (d’après
www.bastison.net)
FIG. 9.1: Exemples de flambement de structures fines.
Des modes de bifurcation de natures différentes sont possibles, pouvant intervenir à différentes
échelles. Des exemples typiques d’une telle perte spontanée d’homogénéité de la déformation de
l’échantillon sont (figure 9.2) : (voir par exemple (Sulem and Vardoulakis, 1990))
– des modes globaux de type "mise en tonneau" ou "flambement", qui correspondent à un type de
bifurcation continue ou diffuse ;
– La formation d’une bande de cisaillement, qui correspond à un type de bifurcation discontinue
ou localisée.
Ces instabilités structurelles peuvent avoir des conséquences "catastrophiques", car une instabilité
globale de type flambement peut initier la rupture d’un matériau et mener à la ruine de la structure
(cf figure 9.3). Le dimensionnement des structures minces requiert donc d’avoir au préalable une
bonne compréhension de ces instabilités, puis de développer des outils fiables permettant de pré-
dire l’apparition de ces instabilités.
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FIG. 9.2: Exemples d’instabilités : (a) Mode global symétrique (mise en tonneau) ; (b) Mode global
antisymétrique (flambement) ; (c) Bande de cisaillement localisée. (Sulem and Vardoulakis, 1990)
(a) Poutre porteuse flambée après un effondrement (b) Ecrasement d’une structure en nid d’abeilles
(d’après N. Triantafyllidis)
FIG. 9.3: Exemples de ruines initiées par une instabilité.
On présente dans ce qui suit les notions principales d’analyse de stabilité dans le cas particulier de
matériaux hyperélastiques sous un chargement statique. On considère dans un premier temps le cas
où les matériaux sont homogènes, avant de s’intéresser à la bifurcation de matériaux composites.
9.2 Stabilité d’un équilibre
9.2.1 Equilibre d’un solide hyperélastique
Considérons un solide S constitué d’un matériau hyperélastique d’énergie de déformation w (par
exemple l’une des énergies décrites dans le chapitre 2). Dans sa configuration de référence C0, ce
solide occupe un volume Ω0 et sa frontière est notée δΩ0. Ce solide est soumis à une densité vo-
lumique de forces, notée f , à des efforts surfaciques g sur la partie de frontière Sg ⊂ δΩ0, et à des
déplacemements imposés ud sur Sd ⊂ δΩ0.
En description lagrangienne, les équations d’équilibre s’écrivent alors sous forme locale :
∀X ∈Ω0, div(P )+ f = 0
P ·n = g sur Sg
x = X +ud sur Sd
(9.1)
où P est le premier tenseur de Piola-Kirchhoff, qui s’exprime en fonction du tenseur gradient de
déformation F = ∂x
∂X
par l’intermédiaire de la loi de comportement non linéaire :
P = ∂w
∂F
= 2 F · ∂w
∂C
. (9.2)
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Dans le cas où les efforts f et g sont indépendants de la déformation, ces équations d’équilibre sont
équivalentes à chercher un point stationnaire pour l’énergie potentielle du système définie par :
E (x)=
∫∫∫
Ω0
w(∇x) dX −
∫∫∫
Ω0
f ·x dX −
∫∫
δΩ0
g ·x ds . (9.3)
Si on note H l’ensemble des configurations cinématiquements admissibles, ce problème d’équilibre
s’écrit donc :
Pb 9.2.1 Trouver xe ∈H tel que
∀δx ∈H0, E e,x [δx]=
∂E
∂x
(xe) ·δx = 0 . (9.4)
Ce problème mathématique est très intéressant, et a été étudié par exemple dans (Ciarlet, 1988).
L’existence d’une solution n’est assurée que si la densité d’énergie possède des propriétés conve-
nables, comme nous l’avons déjà dit dans le chapitre 2 :
– l’énergie de déformation doit tendre vers l’infini lorsque les quantités λi , λi λ j , λ1λ2λ3 tendent
vers 0 ou vers l’infini, de manière à éviter des phénomènes d’écrasement ou d’extension infinie ;
– la densité d’énergie est une fonction polyconvexe et coercive au sens de Ball (voir (Ball, 1977)).
Dans la suite de ce chapitre, nous supposerons donc que l’énergie de déformation w du matériau
hyperélastique considéré vérifie ces conditions, ce qui assure l’existence d’une configuration d’équi-
libre, notée Ce . Cependant, contrairement à l’élasticité linéaire, l’énergie n’étant pas convexe par
rapport à C . Cette solution xe ne correspondra donc pas nécessairement à un minimum de l’éner-
gie, ce qui pourra être la cause d’instabilités.
9.2.2 Définition de la stabilité
Considérons une configuration d’équilibre Ce , solution du problème Pb9.3.1. Cet équilibre dépend
de plusieurs paramètres :
– la configuration initiale C0 ;
– le chargement, correspondant aux efforts f et g ;
– les coefficients de la loi de comportement 9.2.
Les structures parfaites n’existent que dans la théorie. En pratique, elles présenteront toujours des
défauts infimes aléatoires à l’échelle microscopique, non pris en compte dans les calculs. Pour s’as-
surer de la fiabilité des résultats numériques, il est alors capital que ces petites perturbations aient
une influence négligeable sur la configuration d’équilibre, ce qui pousse en particulier à introduire
la notion de stabilité :
La position d’équilibre xe sera dite stable si une petite perturbation de la configuration initiale C0
n’entraine qu’une faible variation de l’équilibre.
Plus précisément, si on considère une configuration initiale perturbée C ∗0 et que l’on note C
∗
e la
configuration d’équilibre qui lui est associée, l’équilibre sera dit stable si et seulement si :
∀ǫ> 0,∃α> 0 tel que
∥∥C ∗0 −C0∥∥<α ⇒ ∥∥C ∗e −Ce∥∥< ǫ (9.5)
où ‖.‖ est une mesure de l’écart entre deux configurations. Autrement dit, on demande à ce que la
configuration finale soit une fonction continue de la configuration initiale.
Nous allons décire dans ce qui suit comment vérifier cette condition en pratique.
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9.2.3 Analyse de stabilité d’un équilibre
Intuitivement, on peut penser que si l’énergie augmente partout autour du point d’équilibre xe ,
toute configuration perturbée serait amenée à rester proche de cet équilibre pour minimiser son
énergie. Cette idée se traduit par le critère de stabilité énergétique suivant :
Théorème 9.2.1 Théorème de Lejeune-Dirichlet
L’équilibre est stable s’il correspond à un minimum local de l’énergie potentielle. Plus précisément, le
point d’équilibre xe doit satisfaire :
∀x ∈ V (xe), si x 6= xe alors E (x)> E (xe)
Malheureusement, la démonstration de ce théorème n’est valable qu’en dimension finie. Néan-
moins, une version généralisée en dimension infinie a pu être établie sous des hypothèses supplé-
mentaires de différentiabilité :
Théorème 9.2.2 Supposons qu’il existe un espace vectoriel H muni de la norme x dans lequel l’énergie
est bien définie. Si au point d’équilibre xe les hypothèses suivantes sont satisfaites :
– L’énerge est différentiable au sens de Fréchet dans H jusqu’au deuxième ordre :
∀x ∈H , E (x)−E (xe)= E e,qq [x−xe ,x−xe ]+o(
∥∥x−xe∥∥2)
– La seconde variation δ2E e est coercive dans H0 :
∃α> 0, ∀δx ∈H0, E e,xx [δx,δx]>α
∥∥δx∥∥2
– Les déplacements des mouvements perturbés appartiennent à l’espace des fonctions C0(H).
alors l’équilibre est stable.
Ce chapitre se limitant à introduire les notions principales de l’analyse de stabilité, la démonstration
formelle de ce théorème est admise. Plus de détails sont disponibles dans (Quoc-Son, 2000).
On peut aussi démontrer le résultat suivant par une étude du problème linéarisé (vori par exemple
()) :
Critère de seconde variation : Si la seconde variation est négative sur une direction, alors l’équilibre
est linéairement instable : il existe une perturbation linéaire avec croissance exponentielle en temps.
Ce critère peut être très utile en pratique : plaçons nous dans la cas d’un problème discret, résolu
par une méthode incrémentale. La dérivée seconde E,xx correspond alors à la matrice de rigidité du
problème linéaire tangent, notée K. Ainsi, la positivité de la dérivée seconde est équivalente à ce
que toutes les valeurs propres de K soient strictement positives. Cette remarque fournit un moyen
simple et rapide pour étudier la stabilité d’un équilibre calculé numériquement.
9.3 Courbes d’équilibre et points de bifurcation
Lors de la conception d’une structure, il est indispensable d’assurer que son comportement restera
contrôlé pour les chargements auxquels elle pourra être soumise, décrits dans un cahier des charges.
Pour cela, on calcule la charge critique du problème, défini comme étant le plus petit chargement
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pour lequel le système devient instable.
Plus généralement, on suppose dans cette section que le chargement dépend d’un paramètre de
contrôle, noté λ. Lorsque ce paramètre est fixé, l’équilibre du système est défini par :
Pb 9.3.1 Problème d’équilibre
A λ fixé, trouver xλ ∈H tel que
∀δx ∈H0, E,x(xλ,λ)[δx]= 0 (9.6)
Lorsque λ varie, compte tenu de la continuité de E,x par rapport à x et λ, on peut représenter l’en-
semble des équilibres xλ sous forme d’une ou plusieurs courbes. On les définit comme étant les
courbes d’équilibre du système.
Pour décrire ces courbes, on peut adopter la représentation paramétrique classique :
x = x(τ) λ=λ(τ)
où τ désigne un paramètre quelconque. Dans la suite, les fonctions x(τ) et λ(τ) sont supposées des
fonctions au moins de classe C 1, de manière à ce que leur tangente soit continue.
On souhaite établir un lien entre ces courbes d’équilibre et la stabilité. Pour cela, considérons un
solide dans sa configuration de référence C0, sur lequel on applique un chargement progressif ca-
ractérisé par le paramètre λ.
Pour des structures réalistes, on peut faire l’hypothèse qu’une unique courbe d’équilibre passera par
le point (x0,0). On appellera cette courbe la branche principale, et l’ensemble des configurations
d’équilibre (x,λ) qui sont sur cette courbe forme la solution principale du problème.
Pour des chargements proches de 0, on peut supposer raisonnablement que la solution principale
est stable, et qu’elle est l’unique équilibre du problème. On définit alors la "charge critique" le para-
mètre λc =λ(τc ) à partir duquel l’équilibre principal devient instable.
Si on augmente le chargement λ d’un incrément infinitésimal δλ, la solution x ∈ H va varier de
δx ∈H0, solution du problème tangent :
On désique par (˙) la dérivée par rapport à l’absisse curviligne τ. Sous cette notation, les variations de
x et de λ par rapport à τ sont solutions du problème en vitesse obtenu en dérivant 9.3.1 par rapport
à τ :
Pb 9.3.2 Problème en vitesses
Soit (x,λ) un point d’équilibre. Trouver (x˙, λ˙) ∈H0×R tel que
∀v ∈H0, E,xx(x,λ)[v , x˙]+E,xλ(x,λ)[v , λ˙]= 0 (9.7)
Si l’équilibre (x,λ) est stable, la dérivée seconde E,xx est régulière (d’après le théorème 9.2.2) et ce
problème linéaire admettra une unique solution. Par analogie, le point (x,λ) correspondant à une
configuration stable sera appelé point régulier. Ce cas est représenté sur la figure 9.4(a).
Mais dans le cas d’une instabilité, la dérivée seconde E,xx peut devenir singulière. Le système précé-
dent pourra alors avoir aucune ou plusieurs solutions, comme représenté sur la figure 9.4(a). Un tel
point (x,λ) est appelé point singulier.
L’unicité de la solution x˙ ∈ H0 de ce problème linéaire dépend alors évidemment de la coercivité de
E,xx .
Lorsqu’on parcourt la courbe principale en partant du point (x0,0), on appelle ainsi le plus petit pa-
ramètre λc correspondant à un point singulier. Cette charge critique sera caractérisée en pratique
9.3. COURBES D’ÉQUILIBRE ET POINTS DE BIFURCATION 223
λ
x
x0 x
λ
(a) Equilibre stable
Instabilité
λ
x
x0
λc
(b) Equilibre instable
FIG. 9.4: Stabilité sur des courbes d’équilibre
par la perte d’unicité de la solution x en fonction du paramètre λ. En terme de problème tangent, il
existe des accroissements de déplacement δx à accroissement de chargement δλ nul.
La recherche de la charge critique se ramène donc au problème aux valeurs propres généralisé :
Pb 9.3.3 Problème aux valeurs propres généralisé
Trouver λc et δxc tels que
∀v ∈H0, E,xx(x,λc )[v ,δxc ]= 0
Ces équations permettent de définir les valeurs propres λc et les modes propres associés δxc .
Nous allons voir dans la suite de cette section que les points singuliers peuvent être séparés en deux
catégories :
- les points de bifurcation ;
- les points limites.
9.3.1 Point de bifurcation
Définition : Un point d’équilibre est un point de bifurcation s’il est le point d’intersection d’au moins
deux courbes d’équilibres.
Dans ce cas, les courbes coupant la branche principale seront appelées "branches bifurquées".
Puisque deux courbes peuvent se couper transversalement ou tangentiellement, on parlera de bi-
furcation angulaire ou de bifurcation tangente selon que les directions des tangents à ces courbes
peuvent être distinctes ou identiques au point d’intersection.
Bifurcation
angulaire
λ
x
x0
λc
(a) Bifurcation angulaire
Bifurcation tangente
λ
x
x0
λc
(b) Bifurcation tangente
FIG. 9.5: Types de bifurcations d’une courbe d’équilibre
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Exemple : Système barre-ressort
L’exemple le plus simple pour illustrer le phénomène de bifurcation est le système "barre-ressort" :
on considère une barre rigide (supposée infiniment rigide en compression et en flexion) de longueur
L, initialement verticale. Son extrémité inférieure est fixée au pointO, mais est articulée. Sa rotation
θ est contrôlée par un ressort spiral élastique, tendant à le maintenir dans sa position verticale. On
souhaite étudier les positions d’équilibre de la barre sous l’action d’une charge verticale descendante
d’amplitude λ> 0. Ces notations sont résumées sur la figure 9.6(a).
L
λ
(a) Configuration initiale
θ
λ
(b) Configuration déformée
FIG. 9.6: Système barre-ressort
On suppose que le moment de rappel C du ressort s’exprime en fonction de l’angle de rotation θ
sous la forme non linéaire :
C (θ)= k1θ+k2θ2+k3θ3
L’énergie potentielle totale du système soumis à la charge λ s’écrit alors :
E (θ,λ)= 1
2
k1θ
2+ 1
3
k2θ
3+ 1
4
k3θ
4+λ L cos(θ)
L’équilibre du système s’exprime par E,θ = 0, c’est à dire :
E,θ(θ,λ)= k1θ+k2θ2+k3θ3−λ L sin(θ)= 0 (9.8)
Une solution triviale de cette équation d’équilibre est θ = 0 (barre verticale). Nous l’appellerons "so-
lution principale". On souhaite déterminer si cette position d’équilibre est stable ou non. Pour cela,
appliquons le critère de seconde variation en utilisant la dérivée seconde de l’énergie :
E,θθ(θ,λ)= k1+2 k2θ+3 k3θ2−λ L cos(θ)
Sur la branche principale θ = 0, cette dérivée seconde s’annule lorsque λ= k1
L
, qui correspond donc
à un point singulier. Ce chargement est appelé "chargement critique", et sera noté λc dans la suite.
Si on reprend l’équation d’équilibre 9.8, on comprend que ce point de bifurcation correspond au
croisement de la branche principale avec la branche bifurquée qui a pour équation :
λ(θ)= k1θ+k2θ
2+k3θ3
L sin(θ)
qui peut être approchée au second ordre :
λ(θ)≈ 1
L
(
k1+k2θ+ (k3+
k1
6
)θ2
)
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Comme représenté sur la figure 9.7, on vérifie bien que cette courbe d’équilibre bifurquée, notéeC ′,
croise la courbe principale C0 au point de bifurcation (0,
k1
L
).
0
λ
θ
C0 C
′
λc = k1L
(a) Bifurcation symétrique (k2 = 0)
0
λ
θ
C0 C
′
λc = k1L
(b) Bifurcation asymétrique (k2 6= 0)
FIG. 9.7: Courbes d’équilibre du système barre-ressort
⊓⊔
9.3.2 Point limite
Définition : Un point d’une courbe d’équilibre est un point limite si les conditions suivantes sont
réunies :
– Il s’agit d’un point à tangente "horizontale", ce qui signifie que la composante de la tangente à la
courbe suivant l’axe λ est nulle (autrement dit, δxc est parallèle à x˙ ;
– Ce n’est pas un point de bifurcation.
Mécaniquement, les points limites correspondent à des charges extrèmes, puisque la structure ne
possède pas d’équilibre élastique pour des chargements plus élevés.
Point limite
λ
x
x0
λc
FIG. 9.8: Point limite d’une courbe d’équilibre
Les définitions et les exemples présentés dans cette section supposaient que la géométrie était par-
faite. Mais en pratique, une structure possède toujours des défauts à une échelle inférieure. Nous
allons donc décrire dans la section qui suit l’influence d’imperfections sur l’équilibre et la stabilité.
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9.3.3 Influence des imperfections sur la bifurcation
Dans cette sous section, l’objectif est d’étudier comment semodifient les courbes d’équilibre au voi-
sinage d’un point de bifurcation lorsque le système est perturbé par la présence d’imperfections.
Pour cela, commençons par reprendre l’exemple de système barre-ressort décrit précédemment :
Exemple : Système barre-ressort perturbé
Reprenons l’exemple de système barre-ressort décrit précédemment, mais en supposant cette fois
que le ressort en spirale utilisé présente un défaut qui tend à le maintenir incliné d’un petit angle
θ∗. Les rotations θ de la barre sontmesurées par rapport à cette configuration de repos perturbée (cf
figure 9.9).
Ce système perturbé est toujours conservatif, et son énergie potentielle totale devient alors :
E (θ,λ)= 1
2
k1θ
2+ 1
3
k2θ
3+ 1
4
k3θ
4+λ L cos(θ∗+θ)
de telle sorte que son équation d’équilibre s’écrit :
E,θ(θ,λ)= k1θ+k2θ2+k3θ3−λ L sin(θ∗+θ)= 0 (9.9)
On peut simplement remarquer que la configuration θ = 0 n’est plus un équilibre dès queλ> 0, donc
il n’existe plus d’équilibre trivial. Ceci est logique, puisqu’une courbe intialement non verticale aura
toujours tendance à s’incliner de plus en plus sous l’application d’une charge verticale.
θ
θ∗
λ
FIG. 9.9: Système barre-ressort perturbé
On ne détaillera pas dans ce rapport l’étude de l’équation d’équilibre perturbé. On pourrait montrer
par un développement asymptotique que les courbes d’équilibre de ce problème perturbé sont de la
forme représentées sur la figure 9.10 : l’équilibre perturbé est proche de l’équilibre parfait principal
pour des chargements petits, mais il dévie ensuite vers une des branches bifurquées sans passer par
un point de bifurcation.
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0
λ
θ
θ∗
(a) Bifurcation symétrique
0
λ
θ
θ∗
Point limite
(b) Bifurcation asymétrique
FIG. 9.10: Courbes d’équilibre du système barre-ressort perturbé
⊓⊔
Le type de résultats observés sur l’exemple précédent peut être étendu à tout type de problème :
– Pour des chargements de faible amplitude, l’équilibre perturbé est très proche de l’équilibre prin-
cipal ;
– Lorsqu’on approche du chargement critique, l’équilibre perturbé s’éloigne de la courbe principale
pour dévier très rapidement vers la courbe bifurquée la plus proche.
Courbes
perturbées
Point limite
λ
x
x0
(a) Bifurcation angulaire
Courbes
perturbées
λ
x
x0
(b) Bifurcation tangente
FIG. 9.11: Influence de perturbations sur les points de bifurcations
Finalement, on peut faire deux remarques intéressantes sur l’impact des imperfections, visibles sur
les courbes de la figure 9.11 :
– La perturbation d’un système parfait va "gommer" ses points de bifurcation et la faire dévier vers
une de ses branches bifurquées ;
– Toutefois, un point de bifurcation peut être remplacé par un point limite (cf figure 9.11(a)).
Nous verrons dans la section suivante que ces remarques sont notamment importantes lorsqu’on
veut calculer numériquement le comportement d’un problème non linéaire présentant des instabi-
lités.
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9.4 Calculs numériques en présence d’instabilités
Les calculs numériques appliqués à un problème présentant des instabilités peuvent avoir deux
objectifs :
– Calculer la charge critique supportée par la structure avant de devenir instable ;
– Modéliser le comportement de la structure post-bifurcation.
Dans tous les cas, il est important de reconstituer l’ensemble de la courbe d’équilibre.
Pour franchir un point critique et étudier la solution après bifurcation, la convergence d’une mé-
thode de résolution classique risque d’être très lente. Cet inconvénient devient plus grave pour les
calculs multi-échelles sur des matériaux hétérogènes, pour lesquels les temps de calculs à chaque
itération peuvent être assez importants. De nouvelles méthodes de résolutions, appelées "méthodes
de continuation", ont récemment été développées pour diminuer les calculs sur ces problèmes pré-
sentant des points singuliers. On présente dans cette section les trois approches principales permet-
tant de suivre efficacement les courbes d’équilibre.
9.4.1 Méthodes incrémentales
Le recours au calcul numérique est souvent nécessaire pour traiter les problèmes de solides rencon-
trés en pratique. En transformations finies, l’apparition de non-linéarités géométriques pousse à uti-
liser desméthodes itératives de type Newton-Raphson. Cependant, la convergence de cesméthodes
est garantie uniquement lorsque la configuration initiale est dans un "voisinage" de la solution. Pour
calculer l’équilibre d’une structure sous une charge λ élevée, il sera donc plus prudent d’augmenter
la charge par incréments, en calculant l’équilibre correspondant à chaque étape par un algorithme
de Newton classique (voir (Oden, 1972) ou plus récemment (Le Tallec, 1994)).
Le principe de ces méthodes incrémentales est donc de suivre les branches d’équilibre de manière
progressive, en augmentant le chargement linéairement. On résume leur fonctionnement par l’algo-
rithme 2.
Input : Configuration initiale x0
Input : Charge totaleΛ= n∗δλ
Initialiser la charge λ à 0 ;
for k=1 à n do
Incrémenter la charge : λ=λ+δλ ;
Initialiser x = xk−1;
while
∥∥∥E ,x(x,λ)∥∥∥> ǫ do
Calculer E
,xx
(x,λ) et E ,x(x,λ) ;
Résoudre le problème linéaire E
,xx
(x,λ) ·δx =−E ,x(x,λ);
Actualiser x = x+δx;
end
Actualiser la configuration courante : xk = x;
end
Output : Configuration xn à l’équilibre sous la chargeΛ
Algorithme 2 : Méthode incrémentale de suivi d’une branche d’équilibre
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Remarque : Chaque incrément est résolu ici par un algorithme de Newton-Raphson classique, ce
qui n’est pas optimal. Le coût de calcul peut être optimisé en utilisant des algorithmes de descente
(cf (Cornuault, 1988)) permettant en particulier de ne pas recalculer la matrice E
,xx
à chaque itéra-
tion. On ne détaillera pas ce point ici.
Ces méthodes incrémentales sont difficilement applicables sur un problème présentant un point de
bifurcation : Au voisinage du point de bifurcation, le déterminant de la matrice de rigidité utlisée
dans l’algorithme de Newton sera très petit, ce qui signifie que cette matrice est mal conditionnée
et que la convergence risque d’être très lente, voire même impossible ! On illustre ce problème sur la
figure 9.12, avec un point de bifurcation où le problème linéaire tangent est mal posé en δx.
Matrice
singulière
λ
x
0
FIG. 9.12: Calcul incrémental sur un problème parfait
Remarque : Dans une méthode incrémentale sur un problème parfait, la charge critique peut ainsi
être déterminée juste en regardant si la plus petite valeur propre de la matrice de rigidité (qui est
donnée lors de la décomposition de CholeskyK = L ·D ·LT lors de la factorisation) est proche de zéro.
On peut alors penser à une solution très simple pour éviter ce genre de problème de convergence
dans une méthode incrémentale : Nous avons vu dans la sous section 9.3.3 que les points de bifur-
cation sont "gommés" lorsqu’on introduit des imperfections dans la configuration initiale. Ainsi, si
on réalise un calcul incrémental à partir d’une configuration perturbée, on peut éviter la zone où
la matrice devient singulière, et obtenir une convergence rapide vers la branche bifurquée (cf figure
9.13(a)).
Cependant, comme nous l’avons vu dans la sous section 9.3.3, un point de bifurcation peut très bien
être remplacé par un point limite lorsqu’on ajoute une perturbation.Cette situation est catastro-
phique pour les méthodes incrémentales : il se peut que la charge dépasse ce point limite pendant
l’incrémentation, auquel cas le calcul va diverger (voir figure 9.13(b)).
Par conséquent, si on ne peut pas garantir l’absence de points limites lorsqu’on introduit une pertu-
bationde l’état initial, l’utilisationdesméthodes incrémentales est dangereuse. Il faut alors construire
des méthodes un peu plus complexes permettant de gérer ce genre de situations (voir par exemple
(Lahman et al., 2002)). C’est le sujet de la suite de cette section.
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λ
x
0
(a) Convergence vers le mode bifurqué
Divergence
λ
x
0
(b) Divergence au delà d’un point limite
FIG. 9.13: Calculs incrémentaux sur un problème perturbé
9.4.2 Méthode asymptotique
On rappelle que l’objectif général est de suivre une branche d’équilibre demanière progressive. Sup-
posons que cette courbe est définie par la représentation paramétrique suivante :{
x = x(τ)
λ=λ(τ) (9.10)
où τ est un paramètre cinématique quelconque. On suppose que l’on connait une position d’équi-
libre x0 à la valeur initiale λ0 = 0, qui peut par exemple être la configuration au repos.
Pour franchir un point limite, la difficulté concerne le contrôle des pas de calcul, car l’incrément de
charge δλ de doit pas être choisi de manière arbitraire et ce contrôle ne doit pas y être monotone.
Une première solution a été développée par (Damil and Potier-Ferry, 1990), basée sur des dévelop-
pements asymptotiques d’ordre supérieur de l’inconnue x et de la charge λ. Cette méthode est au-
jourd’hui appeléeméthode asymptotique numérique (ANM).
Plus précisément : soit (x0,λ0) une configuration d’équilibre régulière, vérifiant l’équation d’équi-
libre :
E,x(x0,λ0)= 0
On cherche à approcher le comportement de x et λ si on suit la branche d’équilibre autour de
(x0,λ0). Si on note toujours τ le paramètre cinématique décrivant l’absisse curviligne le long de la
courbe en partant de (x0,λ0), alors x(τ) et λ(τ) sont recherchés sous la forme de séries entières tron-
quées à l’ordre n : {
x(τ)= x0+τ x1+τ2 x2+·· ·+τn xn
λ(τ)=λ0+τ λ1+τ2 λ2+·· ·+τn λn
Une méthode de perturbation permet alors de calculer tous les (xk )k=1,n et (λk )k=1,n en résolvant
plusieurs problèmes linéaires utilisant la même matrice de rigidité K = E,xx calculée autour d’un
point régulier. Ainsi, un seul calcul de matrice, et une seule factorisation de cette matrice sont réali-
sés à chaque pas, ce qui permet de gagner en temps de calcul. De plus, en choisissant des ordres n
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élevés, on peut espérer que le rayon de convergence permette de choisir de plus grands pas de calcul
pour suivre de proche en proche un trajet de chargement, et le reconstruire sous forme polynomiale
par morceaux par rapport au paramètre τ.
On résume le fonctionnement de cetteméthode par l’algorithme 3. Cetteméthode est décrite plus en
détails dans (Cochelin et al., 2007) et (Cochelin, 1994). Un état de l’art sur sondéveloppement est dis-
ponible dans (Potier-Ferry, 2004), et on notera que plusieurs travaux récents utilisent cette méthode
pour l’étude de bifurcations (voir (Cadou et al., 2006), (Y vonnet et al., 2007),
(Nezamabadi et al., 2009),...).
Input : Configuration au repos x0
Input : Pas du paramètre τ fixé, noté δτ
Initialiser la charge λ0 à 0 ;
for i=1 à N do
Calculer E,xx ;
Factoriser la matrice une fois pour toute ;
for k=1 à n do
Calculer xk et λk par perturbations ;
end
Actualiser la configuration : x0 =
∑n
k=0δτ
k xk ;
Actualiser le chargement : λ0 =
∑n
k=0δτ
k λk ;
end
Output : Configuration x0 à l’équilibre sous la charge λ0
Algorithme 3 : Méthode asymptotique numérique de suivi d’une branche d’équilibre
9.4.3 Contrôle de longueur d’arc
Comme nous l’avons dit dans la sous section précédente, l’objectif est ici de suivre une courbe
d’équilibre caractérisée par les équations 9.10 à partir d’une configuration (x(0),λ(0))= (x0,0) connue.
Au voisinage d’un point critique, le rayon de convergence d’une méthode de Newton-Raphson ou
même du développement asymptotique peut devenir assez limité, voire nul dans une approche in-
crémentale. Ceci a poussé certains auteurs à utiliser un autre type deméthodes, appelées "méthodes
de contrôle par longueur d’arc" ("arc-length methods" en anglais).
L’idée principale de ces méthodes est de considérer le pas δλ comme une inconnue, fixée par un
contrôle de longueur d’arc le long de la courbe d’équilibre :
∀τ> 0,
∥∥∥∥∂x∂τ
∥∥∥∥2+∥∥∥∥∂λ∂τ
∥∥∥∥2 = 1
On va alors résoudre l’équation d’équilibre E,x(x,λ) = 0 sous cette contrainte par une méthode ité-
rative de type Newton-Raphson classique, en résolvant à chaque itération le problème non linéaire :
∂E
∂(x,λ)
(
x+δx,λ+δλ
)
= 0∥∥δx∥∥2+‖δλ‖2 = δτ2 (9.11)
Ce problème est résolu le plus souvent par une méthode de Newton, en partant d’une configuration
(x,λ) satisfaisant l’équation d’équilibre E,x(x,λ)= 0.
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On résume le fonctionnement de ces méthodes par l’algorithme 4. Une description détaillée de ce
type de méthodes est disponible dans (Keller, 1983).
Input : Configuration au repos x0 = x0
Input : Pas du paramètre τ fixé, noté δτ
Initialiser la charge λ0 à 0 ;
for k=1 à n do
Initialiser δx = 0 et δλ= 0 ;
while
∥∥∥Résidu∥∥∥> ǫ do
Calculer
∂2E
∂(x,λ)2
et
∂E
∂(x,λ)
;
Résoudre le problème 9.11 linéarisé ;
Actualiser δx et δλ ;
end
Actualiser la configuration : xk = xk−1+δx;
Actualiser le chargement : λk =λk−1+δλ;
end
Output : Configuration xn à l’équilibre sous la charge λn
Algorithme 4 : Méthode de suivi d’une branche d’équilibre par contrôle de longueur
d’arc
δλ0
λ
x
0
FIG. 9.14: Calcul par contrôle de longueur d’arc
Remarque : Dans tout ce qui précède, on a supposé qu’il existait un seul mode propre aux points
de bifurcation. Il peut arriver que plusieurs modes bifurqués apparaissent, auquel cas on parle de
"point de bifurcation enmodemultiple". Ce cas dépasse le cadre de ce rapport, et nous reportons le
lecteurs aux ouvrages (Koiter, 1945), (Triantafyllidis and Peek, 1992), (Peek and Triantafyllidis, 1992)
ou encore (Casciero et al., 1992).
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9.5 Analyse de stabilité multi-échelles
Les définitions et les exemples donnés dans les sections précédentes de ce chapitre ont supposé
que l’on dispose de l’énergie exacte de la structure. Elles sont bien applicables aux matériaux hy-
perélastiques homogénes, mais posent problème pour les matériaux hétérogènes, pour lesquels on
ne dispose que d’une énergie homogénéisée à l’échelle macroscopique (pouvant être calculée par
les méthodes résumées dans le chapitre 5). Les phénomènes d’instabilité dans les matériaux hété-
rogènes peuvent aussi bien apparaître à l’échelle microscopique qu’à l’échelle macroscopique, ce
qui complique leur étude. On propose dans cette section un état de l’art non exhaustif des résultats
disponibles dans la littérature pour ce genre de matériaux.
L’étude de la stabilité des matériaux hétérogènes est un sujet de recherche assez nouveau (les pre-
miers travaux sont dûs à (Triantafyllidis and Abeyaratne, 1983) et (Abeyaratne and Triantafyllidis,
1984)), mais fait l’objet d’une large littérature depuis quelques années. On ne décrit ici qu’une petite
sélection de travaux. Les matériaux hétérogènes peuvent être classés en deux grandes catégories,
selon le type de structure locale :
– Microstructure périodique : ils correspondent majoritairement à des matériaux utilisés dans l’in-
dustrie, fabriqués de manière connue et reproductible (renforts fibrés, nids d’abeilles, matériaux
cellulaires, ...).
– Microstructure aléatoire : Tous lesmatériaux, qu’ils soient naturels (roches, tissus vivants,...) ou in-
dustriels (métaux, élastomères, ...), ont une structure hétérogène aléatoire à l’échelle de lamatière.
Composites àmicrostructure périodique :
Dans ce cas, la périodicité de ces solides permet des calculs exacts de l’apparition de leur instabilité
sous un chargementmacroscopique arbitraire si on suppose que les dimensionsmacroscopiques de
la structure sont infinies. On suppose que le chargement imposé est choisi de telle sorte que toutes
les cellules élémentaires se déforment de manière identique dans la solution fondamentale.
Les travaux de (Muller, 1987) ont montré que lorsque la fonction d’énergie n’est pas convexe, il est
nécessaire de tenir compte de toutes les tailles de cellules périodiques pour calculer l’énergie de dé-
formation homogénéisée. La charge critique est alors définie comme l’infimumdes charges critiques
calculées sur toutes les tailles de cellules. Laméthodedonnedebons résultats (voir (Abdelmoula et al.,
1993)), mais est très coûteuse en temps de calculs.
Une méthode équivalente beaucoup plus rapide a alors été développé : il a été établi par
(Geymonat et al., 1993) que dans le cas des solides 3D périodiques en grandes déformations, les
modes d’instabilités microscopiques (c’est à dire ayant un longueur d’onde finie par rapport à la
microstructure) peuvent être représentés sous forme d’ondes de Bloch (cf (Bloch, 1928)). Le calcul
de charge critique est alors réalisé à partir d’une cellule élémentaire, et il est démontré que cela est
équivalent aux calculs sur une cellule à période spatiale variable réalisés par (Muller, 1987). De plus,
dans le cas où la longueur d’onde dumode d’instabilité tend vers l’infini par rapport à la taille d’une
cellule élémentaire, il est également prouvé dans (Geymonat et al., 1993) que l’instabilité macrosco-
pique correspondante peut être calculée à partir de la perte de rang-1 convexité du module tangent
homogénéisé. Ce dernier résultat généralise le travail (Triantafyllidis andMaker, 1985), qui avait éta-
bli le lien entre les instabilités apparaissant à l’échelle macroscopique et la perte de rang-1 convexité
dans le cas particulier des matériaux composites stratifiés renforcés par des fibres.
En reprenant les résultats de (Geymonat et al., 1993), (Triantafyllidis and Bardenhagen, 1996) dé-
finit les surfaces de charge en contraintes dans l’espace des déformations pour des solides pério-
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diques infinis. Cette approche a depuis été utilisée pour de nombreux matériaux périodiques : nids
d’abeilles en aluminium dans (Triantafyllidis and Schraad, 1998) et (Michailidis et al., 2009), com-
posites renforcés par des fibres dans (Nestorovic and Triantafyllidis, 2004), mousses de Kelvin dans
(Gong et al., 2005), élastomères poreux dans (Triantafyllidis et al., 2006).
Composites àmicrostructure aléatoire :
Pour ce type dematériaux, onnedispose qued’informations statistiques sur ce qui se passe à l’échelle
microscopique. Il n’existe pas de résultats exacts dans ce cas, ce qui rend leur étude plus difficile.
D’après (Michel et al., 2010), il semble que les instabilités apparaissant à une échelle voisine de
celle d’une cellule élémentaire tendent à disparaitre lorsque la microstructure est perturbée de ma-
nière aléatoire par rapport à son état purement périodique. Cela suggère que les instabilités qui ap-
praissent dans des composites aléatoires sont plutôt "macroscopiques", avec des longueurs d’onde
très grandes par rapport à la taille caractéristique de la microstructure. Ainsi, plusieurs auteurs ont
étudié la stabilité de tels composites aléatoires en utilisant la condition d’ellipticité sur l’énergie ho-
mogénéisée à l’échelle globale. On citera par exemple les travaux récents (Lopez-Pamies and Castaneda,
2006b), (Lopez-Pamies and Castaneda, 2009) ou (Agoras et al., 2009b).
Conclusions
L’étude de la stabilité des structures est fondamentale, en particulier dans les domaines industriels
cherchant à optimiser les caractéristiques desmatériaux utilisés. Elle est donc encore l’objet de nom-
breux travaux scientifiques. Ce chapitre a permis d’introduire les notions de base de la stabilité, à
savoir les points de bifurcation, les points limites et l’influence des perturbations.
Nous avons présenté les principales méthodes numériques permettant de réaliser des calculs post-
bifurcations, ainsi que les résultats récents obtenus sur l’analyse de stabilité des matériaux compo-
sites. Nous allons mettre en oeuvre ces technique de stabilité multi-échelles dans le chapitre 10.
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Etude de flambement d’une nappe
en flexion circulaire
Introduction
L’objectif de ce chapitre est de modéliser le flambement des nappes fibrées lorsque les câbles sont
soumis à une compression axiale. Pour cela, nous avons choisi de nous placer dans le cas particulier
d’une flexion circulaire. Nous réalisons une analyse de stabilité multi-échelles basée sur le résultat
de (Geymonat et al., 1993), qui permet de réduire le problème à une cellule élémentaire 2D et de
modéliser les modes propres sous forme d’ondes de Bloch. Cette étude va nous permettre de mieux
comprendre le mécanisme d’instabilités des nappes, et de valider les résultats de flambement obte-
nus par nos modèles dans les partie I et II. Le chapitre s’organise en cinq sections :
• La section 10.1 présente le problèmemécanique (géométrie et chargement) et explique lamise en
compression axiale des câbles ;
• Nous introduisons la formulation continue du problème dans la section 10.2, en supposant que
la structure est infinie dans le plan de la nappe. On commence par décrire la forme de la solu-
tion principale à l’équilibre, puis nous utilisons le résultat de (Geymonat et al., 1993) pour pouvoir
écrire les modes propres sous la forme d’ondes de Bloch. Le principal résultat est que les calculs
d’équilibre et des modes d’instabilité peuvent être réduits à une cellule élémentaire 2D ;
• La section 10.3 donne les détails du calcul de la courbure critique par ondes de Bloch sur une
cellule élémentaire 2D : nous y présentons la discrétisation et l’algorithme de résolution ;
• Parallèlement à cette analyse de stabilité multi-échelles, nous précisons dans la section 10.4 la
gestion du phénomène de bifurcation dans les calculs 3D macroscopiques, réalisés par une mé-
thode incrémentale associée à uneméthode de Newton-Raphson : une perturbation géométrique
est ajoutée à la configuration de repos parfaite pour pousser le modèle à bifurquer vers la branche
de bifurcation voulue. Une approximation de la courbure critique peut alors être calculée en di-
minuant l’amplitude de l’imperfection ;
• Enfin, nous présentons les résultats numériques obtenus avec les deux méthodes dans la section
10.5 : nous y vérifions que la flambement prédit est latéral dans le plan de la nappe, comme le
montre l’expérience, et que nosmodèles macroscopiques et multi-échelles permettent chacun de
détecter correctement la bifurcation.
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10.1 Présentation du problème
Géométrie
On reprend dans ce chapitre la géométrie de l’éprouvette décrite dans le chapitre 1. On se place
dans l’espace E = R3, dans lequel on choisit un repère orthonormé (e1,e2,e3). On considère une
éprouvette initialement plane, dont le volume est noté Ω. On note L1 et L2 ses dimensions dans le
plan (e1,e2), alors que son épaisseur selon e3 est notée h. Ce solide est composé de trois matériaux :
– Une fine lame métallique, appelée clinquant, sur la partie supérieure. Cette lame est supposée
avoir une rigidité en extension très élevée, de telle sorte qu’elle sera supposée inextensible dans la
suite ;
– Des câbles de renforts à section circulaire, de rayon r , situés dans la partie inférieure de la nappe.
Au repos, ces câbles sont supposés rectilignes et parallèles à e1 ;
– Une gomme hyperélastique pouvant subir de très grandes déformations.
On suppose par ailleurs que l’écartement entre les câbles est constant, noté e, Cette hypothèse per-
met de considérer une géométrie périodique, de telle sorte que le volume 3D de l’éprouvette, noté
Ω, peut être décomposé en cellules élémentaires 2D identiques, notéesΩe .
Toutes ces notations sont résumées sur la figure 10.1.
e1
e2
e2
e3
e3
Ωe
Ωe
Ω
Gomme
Lamemétallique
Câble
L1
L2
e
h
FIG. 10.1: Géométrie de l’éprouvette
Par ailleurs, on va supposer dans la suite que la relation suivante est respectée :
e,h << L1,L2
Cette hypothèse permet de supposer que le solide est de dimension infinie dans les directions e1 et
e2, ce qui permet de négliger les effets de bords. Ainsi, on pourra considérer que toutes les cellules
élémentaireΩe se déforment de la mêmemanière pour un chargement uniforme.
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Chargement
L’idée générale du problème est de soumettre la nappe à une flexion circulaire sur sa face supérieure,
de manière à créer un compression axiale des câbles dans la partie inférieure.
Plus précisément, on souhaite créer une courbure ρ dans l’ensemble de la structure, en supposant
que la lamemétalique supérieure ne subit pas d’extension. On choisit pour cela d’imposer les dépla-
cements suivant sur cette face supérieure : (le chargement est résumé sur la figure 10.2)
∀X1 ∈ [0;L1] , ∀X2 ∈ [0;L2] , x(X1,X2,h) = x0+
1
ρ
er (ρX1)+X2e2
= x0+
1
ρ
R(ρX1) ·e3+X2e2 (10.1)
où R(ρX1) est le tenseur de rotation d’angle θ = ρX1 défini par
R(ρX1)= eθ(ρX1)⊗e1+e2⊗e2+er (ρX1)⊗e3 (10.2)
e1
e3
er eθ
Flexion circulaire sans extension
Compression axiale des câbles
ρ∗L1
R = 1ρ
x0
FIG. 10.2: Chargement sur l’éprouvette
Les déplacements sont laissés libres sur la face inférieure de l’éprouvette. De plus, le solide étant
supposé infini dans les directions e1 et e2, on néglige les effets sur les bords latéraux de la nappe. On
ne prendra donc pas la peine de décrire de conditions aux limites à ces extrémités.
Il est bien connu que les structures fines résistent mal à de fortes compressions. La modélisation
du flambement des nappes fibrées sous compression a d’ailleurs déjà été étudiée par exemple par
(Gardin et al., 1998) en l’assimilant à unmilieu stratifié 2D. Si la compression des câbles devient trop
forte, on s’attend à ce que l’équilibre devienne instable, conduisant à un flambement global de la
structure comme illustré sur le schéma 10.3.
Remarque : Avec le chargement imposé expérimentalement, la lame métalique supérieure est en
légère extension, et la ligne d’extension nulle de l’éprouvette se situe juste en dessous de celle-ci.
Nous supposons ici que cette lame ne subit pas d’extension pour simplifier les conditions aux limites
utilisées numériquement, ce qui nemodifie pas signicativement la compression subie par les câbles.
L’objectif de la suite de ce chapitre est d’étudier la stabilité de la structure en fonction du paramètre
de courbure ρ, et de détecter les points de bifurcations de la solution principale. La section 10.2
présente la théorie continue permettant de résoudre ce problèmemulti-échelles.
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e1
e3
FIG. 10.3: Flambement de l’éprouvette en forte flexion circulaire
10.2 Formulation du problème continu
Commençons par définir les espaces mathématiques dans lesquels on travaille. On suppose que
les déplacements ont leurs composantes dans H1
loc
(Ω), c’est à dire de carré localement intégrable et
avec un gradient également de carré localement intégrable sur le volume. On introduit donc l’espace
suivant :
H(Ω)=
{
x :Ω→R3 tels que xi ∈H1loc (Ω)
}
On définit alors l’espace des configurations admissibles par :
Hρ(Ω)=
{
x ∈H(Ω) tels que ∀X1 ∈ [0;L1] , ∀X2 ∈ [0;L2] , x(X1,X2,h)= x0+
1
ρ
R(ρX1) ·e3+X2e2
}
On lui associe l’espace des variations admissibles :
H0(Ω)=
{
x ∈H(Ω) tels que ∀X1 ∈ [0;L1] , ∀X2 ∈ [0;L2] , x(X1,X2,h)= 0
}
10.2.1 Calcul de la solution principale
Comme cela a été rappelé dans le chapitre 9, les configurations d’équilibre x ∈ Hρ(Ω) d’un solide
hyperélastique sont définies comme étant les solutions de l’équation d’Euler-Lagrange suivante :
∀xˆ ∈H0(Ω) ,
∫∫∫
Ω
P (∇x) :∇xˆdX1dX2dX3 = 0 (10.3)
Ce problème est écrit ici sous une forme très générale, et il faut tenir compte des hypothèses qui
ont été réalisées dans la section 10.1. Dans ce qui suit, nous allons donc restreindre l’espace des
configurations admissibles et montrer que ce problème d’équilibre peut être ramené à un problème
sur une unique cellule élémentaireΩe .
Forme de la solution principale
Les effets de bords étant négligés, on peut supposer que toutes les cellules élémentaires se déforment
de la même manière dans la solution fondamentale. Pour que deux cellules voisines dans la direc-
tion e2 se déforment de façon identique (comme sur la figure 10.4), les déplacements doivent être
périodiques, ce qui s’écrit :
∀n ∈Z,∀X1 ∈ [0;L1],∀X2 ∈ [−
e
2
;
e
2
],∀X3 ∈ [0;h], x(X1,X2+n∗e,X3)= x(X1,X2,X3)+n∗e e2 (10.4)
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e2
e3
FIG. 10.4: Solution principale : X2-périodicité des déplacements
Autrement dit, le déplacement se répète en X2 de cellule en cellule. Par ailleurs, on suppose que le
mouvement le long de X1 est une simple rotation. Les configurations déformées de deux cellules élé-
mentaires, initialement parallèles et distantes de dX1, doivent être identiques à une rotation d’angle
dθ = ρdX1 près, comme représenté sur la figure 10.5. Cela se traduit par la relation suivante :
∀dl ∈R,∀X1 ∈ [0;L1],∀X2 ∈ [0;L2],∀X3 ∈ [0;h],
x(X1+dl ,X2,X3)−x0(X2)=R(ρ dl ) ·
(
x(X1,X2,X3)−x0(X2)
)
(10.5)
e1
e3
dX1
dθ = ρ dl
x0
FIG. 10.5: Solution principale : cellules déformées identiques à une rotation près
Les deux propriétés d’invariance 10.4 et 10.5 impliquent que la solution fondamentale x ∈ Hρ(Ω)
doit être cherchée sous la forme :
∀X1 ∈ [0;L1],∀X2 ∈ [0;L2],∀X3 ∈ [0;h] , x(X1,X2,X3)= x0+R(ρX1) ·p(X2,X3)+X2e2 (10.6)
où p est une fonction vecteur exprimée dans le repère local à chaque cellule, indépendante de X1 et
périodique par rapport à X2 :
∀X3 ∈ [0;h] , ∀X2 ∈ [−
e
2
;
e
2
] , ∀n ∈Z , p(X2+n∗e,X3)= p(X2,X3) (10.7)
Par ailleurs, p vérifie la condition aux limites :
∀X2 ∈ [−
e
2
;
e
2
] , p(X2,h)=
1
ρ
e3 (10.8)
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On voit donc que nous sommes ramenés à considérer des fonctions évoluant sur une cellule élé-
mentaireΩe , définies dans l’espace :
K (Ωe)=
{
p :Ωe →R3 tels que xi ∈H1loc (Ω)
}
L’espace des fonctions X2-périodiques surΩe est noté :
Kper (Ωe )=
{
p ∈K (Ωe) tels que ∀X3 ∈ [0;h] , p(−
e
2
,X3)= p(
e
2
,X3)
}
On définit alors l’espace des fonctions p admissibles par :
Kρ(Ωe )=
{
p ∈K (Ωe) tels que ∀X2 ∈ [−
e
2
;
e
2
] , p(X2,h)=
1
ρ
e3
}
On lui associe l’espace des variations admissibles :
K0(Ωe )=
{
p ∈K (Ωe) tels que ∀X2 ∈ [−
e
2
;
e
2
] , p(X2,h)= 0
}
L’espaces des solutions périodiques admissibles est alors défini par K
per
ρ (Ωe)=Kper (Ωe)∩Kρ(Ωe ), et
les variations périodiques admissibles seront prises dans K
per
0 (Ωe)=Kper (Ωe )∩K0(Ωe).
On peut remarquer que pour toute configuration déformée x ∈H(Ω) de la forme 10.6, le gradient de
déformation F = ∂x
∂X
est égal à :
∇x =
∂R
∂X1
·p(X2,X3)⊗e1+R(ρX1) · (e2+
∂p
∂X2
(X2,X3))⊗e2+R(ρX1) ·
∂p
∂X3
(X2,X3)⊗e3
On rappelle que le tenseur de rotation R est défini par l’expression 10.2 :
R(ρX1)= eθ(ρX1)⊗e1+e2⊗e2+er (ρX1)⊗e3
Des dérivées des vecteurs du repère local
∂er
∂X1
(ρX1)=−ρ eθ(ρX1)
∂eθ
∂X1
(ρX1)= ρ er (ρX1)
on déduit le calcul de la dérivée de R par rapport à X1 :
∂R
∂X1
(ρX1) =
∂eθ
∂X1
(ρX1)⊗e1+e2⊗e2+
∂er
∂X1
(ρX1)⊗e3
= ρ er (ρX1)⊗e1+e2⊗e2−ρ eθ(ρX1)⊗e3
= R(ρX1) · A(ρ)
où le tenseur antisymétrique A a été défini par
A(ρ)= ρ(e3⊗e1−e1⊗e3) (10.9)
Ainsi, le tenseur gradient de déformation F = ∂x
∂X
peut être simplifié sous la forme :
∇x(X1,X2,X3)=R(ρX1) ·
[
A(ρ) ·p(X2,X3)⊗e1+ (e2+
∂p
∂X2
(X2,X3))⊗e2+
∂p
∂X3
(X2,X3)⊗e3
]
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Problème 2D associé
Oncherche donc la solutionprincipale xb sous la forme 10.6, satisfaisant l’équationd’Euler-Lagrange
10.3 locale par cellule. Elle doit en particulier satisfaire l’équation :
∀pˆ ∈K per0 (Ωe) ,
∫∫∫
Ω
∂w
∂F
(
A ·p(X2,X3)⊗e1+ (e2+
∂p
∂X2
(X2,X3))⊗e2+
∂p
∂X3
(X2,X3)⊗e3
)
:[
A · pˆ(X2,X3)⊗e1+
∂pˆ
∂X2
(X2,X3)⊗e2+
∂pˆ
∂X3
(X2,X3)⊗e3
]
dX = 0
Dans cette équation, le terme de rotation n’intervient pas, car les équations d’équilibre sont inva-
riantes par changement de référentiel.
En utilisant la périodicité par rapport à X2 et l’indépendance en X1, ceci est équivalent au problème
suivant sur une cellule élémentaire 2D :
Pb 10.2.1 Problème d’équilibre sur une cellule élémentaire
Trouver p ∈K perρ (Ωe ) tel que
∀pˆ ∈K per0 (Ωe) ,
∫∫
Ωe
∂w
∂F
(
A ·p(X2,X3)⊗e1+ (e2+
∂p
∂X2
(X2,X3))⊗e2+
∂p
∂X3
(X2,X3)⊗e3
)
:[
A · pˆ(X2,X3)⊗e1+
∂pˆ
∂X2
(X2,X3)⊗e2+
∂pˆ
∂X3
(X2,X3)⊗e3
]
dX2dX3 = 0
(10.10)
Remarque : On notera que le volume élémentaireΩe apparaissant dans cette analyse de stabilité ne
correspond pas au volume élémentaireΩenap qui a été utilisé dans laméthodemulti-échelles, décrite
dans la deuxième partie de ce rapport. Le premier considère toute l’épaisseur h de la structure, alors
que le second ne représente que la couche renforcée par des câbles, d’épaisseur hnap . On résume
ceci sur la figure 10.6.
e2
e3
Ωe
Ω
e
nap
Cellule élémentaire utilisée pour l’analyse de stabilité
Cellule élémentaire du modèle de nappe multi-échelles
e
h
hnap
FIG. 10.6: Cellules élémentaires utilisées
10.2.2 Analyse de stabilité de l’équilibre
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Critère de seconde variation
On cherche dans cette partie à déterminer si la solution principale décrite précédemment est stable.
On utilise pour cela le critère de seconde variation décrit dans le chapitre 9, qui donne une condition
suffisante pour exclure toute bifurcation le long d’un chemin d’équilibre.
Remarque : Dans le cas dematériaux élasto-plastiques, le critère de seconde variation est remplacé
par une condition analogue, appelée "critère de bifurcation de Hill" (cf (Hill, 1958)). La démarche
décrite ici pourra donc facilement être généralisée à cette classe de matériaux, comme cela est fait
dans (Triantafyllidis et al., 2006).
Etant donnée une courbure ρ, on suppose avoir résolu le problème d’équilibre avec la méthode que
l’on vient de décrire, et on note xb la solution principale périodique. On connait alors le tenseur des
contraintes de Piola-Kirchhoff P ainsi que le tenseur tangent du 4e ordre noté L,tous deux exprimés
dans le repère (e1,e2,e3)⊗ (e1,e2,e3). Les caractérisitiques de notre problème nous assurent qu’ils
sont tous les deux indépendants de X1 et périodiques en X2 :
P (ρ,X2+n∗e,X3)= P (ρ,X2,X3)
L(ρ,X2+n∗e,X3)= L(ρ,X2,X3)
On introduit la fonctionnelle quadratique en δx suivante :
FΩ :R
+×H(Ω) → R
(ρ,δx) 7→
∫∫∫
Ω
∇δx : L(ρ,X2,X3) :∇δxdΩ (10.11)
où l’espaceH(Ω) est défini par
H(Ω)=
{
z :Ω→C3 tels que ∃(x, y) ∈H(Ω)2, z = x+ i y
}
De la mêmemanière, on introduit l’espace de fonctions complexes définies sur une cellule élémen-
taire :
K(Ωe )=
{
z :Ωe →C3 tels que ∃(x, y) ∈K (Ωe)2, z = x+ i y
}
Par analogie, on utilisera également les notationsH0(Ω) etK0(Ωe) pour les espaces de fonctions res-
pectant les conditions aux limites homogènes.
Remarque : Le tenseur tangent L est réel symétrique, ce qui implique que ∇δx : L(ρ,X2,X3) : ∇δx
est bien dans R pour toute fonction δx ∈H(Ω).
Le critère de seconde variation est basé sur la définie-positivité de la fonctionnelle FΩ sur le sous
espace H0(Ω). Par conséquent, l’équilibre principal est stable si sa plus petite valeur propre β(ρ)
définie ci-dessous est strictement positive :
β(ρ)= min
δx∈H0(Ω)
{
1∥∥δx∥∥2
H
FΩ(ρ,δx)
}
(10.12)
Il est linéairement instable si β(ρ)< 0.
On a introduit ici la semi-norme ‖.‖H sur l’espaceH(Ω), définie par :∥∥δx∥∥2
H
=
∫∫∫
Ω
∇δx :∇δxdΩ (10.13)
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Modes propres
Notre structure étant supposée parfaitement périodique, on utilise le résultat de (Geymonat et al.,
1993), selon lequel les modes propres de bifurcation δx ∈H0(Ω) peuvent être exprimés sous la forme
d’ondes de Bloch (cf (Bloch, 1928)) :
δx[ω1,ω2,δp](X1,X2,X3)= exp(iω1X1+ iω2X2)R(ρX1) ·δp(X2,X3) (10.14)
où (ω1,ω2) ∈ R+×
[
0;
2π
e
]
sont les nombres d’ondes du mode propre dans les directions des coor-
données X1 et X2 respectivement, alors que δp appartient à l’espaceK0(Ωe) et est X2-périodique :
∀n ∈Z,∀X2 ∈ [−
e
2
;
e
2
],∀X3 ∈ [0;h], δp(X2+n∗e,X3)= δp(X2,X3)
Introduisons la nouvelle variable δq ∈K0(Ωe ) définie par :
∀X2 ∈ [−
e
2
;
e
2
],∀X3 ∈ [0;h], δq(X2,X3)= exp(iω2X2)δp(X2,X3)
et vérifiant donc les conditions aux limites :
∀X2 ∈ [−
e
2
;
e
2
],∀X3 ∈ [0;h], δq(X2+e,X3)= exp(−iω2e)δq(X2,X3) (10.15)
L’expression des modes propres 10.14 peut alors être réécrite sous la forme :
δx
[
ω1,δq(ω2)
]
(X1,X2,X3)=R(ρX1) ·δq(X2,X3)exp(iω1X1) (10.16)
avec (ω1,ω2) ∈
[
0;
2π
e
]
∗R+ et δq ∈K0(Ωe) vérifiant la condition 10.15.
Remarque : Le nombre d’ondesω2 n’apparait plus explicitement dans l’écriture des modes propres
10.16, mais il intervient bel et bien, caché dans les conditions aux limites 10.15 sur δq .
Pour toute fonction δx s’écrivant sous la forme 10.16, le gradient de déformations 3D s’écrit :
∇δx = exp(iω1X1)R(ρX1)·
[(
A ·δq(X2,X3)+ iω1δq(X2,X3)
)
⊗e1+
∂δq
∂X2
(X2,X3)⊗e2+
∂δq
∂X3
(X2,X3)⊗e3
]
(10.17)
où le tenseur A est toujours défini par l’expression 10.9.
Par conséquent, pour trouver la plus petite valeur propre β(ρ) de FΩ, il n’est pas nécessaire de scan-
ner toutes les fonctions de H0(Ωe). Il est suffisant de parcourir tous les nombres d’ondes (ω1,ω2)
dans R+×
[
0; 2π
e
]
et toutes les fonctions δq ∈K0(Ωe ) vérifiant la condition 10.15 pour construire :
β(ρ)= min
ω1,ω2,δq
 1∥∥∥δx[ω1,δq(ω2)]∥∥∥2
Ω
FΩ
(
ρ,δx
[
ω1,δq(ω2)
])
Son calcul peut être décomposé en introduisant la quantité suivante, correspondant à la plus petite
valeur propre pour un nombre d’ondes (ω1,ω2) fixé :
γ(ρ,ω1,ω2)= min
δq(ω2)
 1∥∥∥δx[ω1,δq(ω2)]∥∥∥2
Ω
FΩ
(
ρ,δx
[
ω1,δq(ω2)
]) (10.18)
244 CHAPITRE 10. ETUDE DE FLAMBEMENT D’UNE NAPPE EN FLEXION CIRCULAIRE
de telle sorte que β(ρ) est égal à
β(ρ)= inf
ω1,ω2
{
γ(ρ,ω1,ω2)
}
(10.19)
Reprenons alors l’expression 10.11 de FΩ en remplaçant ∇δx par 10.17, et en utilisant le principe
d’indifférence matérielle pour éliminer R. La fonctionnelle FΩ se réduit à :
FΩ
(
ρ,δx
[
ω1,δq(ω2)
])
=
∫∫∫
Ω
[
(
A ·δq(X2,X3)− iω1δq(X2,X3)
)
⊗e1
+
∂δq
∂X2
(X2,X3)⊗e2+
∂δq
∂X3
(X2,X3)⊗e3]
: L(ρ,X2,X3) :[
(
A ·δq(X2,X3)+ iω1δq(X2,X3)
)
⊗e1
+
∂δq
∂X2
(X2,X3)⊗e2+
∂δq
∂X3
(X2,X3)⊗e3]dX2dX3
En utilisant l’indépendance par rapport à X1 et la périodicité en X2, le calcul de FΩ peut être ramené
à une intégrale sur le volume élémentaire 2DΩe :
FΩ
(
ρ,δx
[
ω1,δq(ω2)
])
= n∗L∗
∫∫
Ωe
[
(
A ·δq(X2,X3)− iω1δq(X2,X3)
)
⊗e1
+
∂δq
∂X2
(X2,X3)⊗e2+
∂δq
∂X3
(X2,X3)⊗e3]
: L(ρ,X2,X3) :[
(
A ·δq(X2,X3)+ iω1δq(X2,X3)
)
⊗e1
+
∂δq
∂X2
(X2,X3)⊗e2+
∂δq
∂X3
(X2,X3)⊗e3]dX2dX3
= n∗L∗FΩe (ρ,ω1,δq(ω2))
(10.20)
De la même manière, le calcul de norme 10.13 peut être ramené à une intégrale sur le volume élé-
mentaire 2D :
∥∥∥δx[ω1,δq(ω2)]∥∥∥2
Ω
=n∗L∗
∫∫
Ωe
(
A ·δq(X2,X3)− iω1δq(X2,X3)
)
·
(
A ·δq(X2,X3)+ iω1δq(X2,X3)
)
+
∂δq
∂X2
(X2,X3) ·
∂δq
∂X2
(X2,X3)
+
∂δq
∂X3
(X2,X3) ·
∂δq
∂X3
(X2,X3)
= n∗L∗
∥∥∥ω1,δq(ω2)∥∥∥2
Ωe
(10.21)
Par ailleurs, le tenseur tangent étant symétrique, les parties imaginaires de toutes nos expressions
sont nulles. Il est donc possible de travailler avec des fonctions à valeurs réelles :
Notons δq = δu+ iδv , avec δu ∈ K0(Ωe ) et δv ∈ K0(Ωe ). Les expressions 10.20 et 10.21 deviennent
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alors :
FΩe (ρ,ω1,δu(ω2),δv(ω2))=
∫∫
Ωe
[
(
A ·δu(X2,X3)−ω1δv(X2,X3)
)
⊗e1
+∂δu
∂X2
(X2,X3)⊗e2+
∂δu
∂X3
(X2,X3)⊗e3]
: L(ρ,X2,X3) :[
(
A ·δu(X2,X3)−ω1δv(X2,X3)
)
⊗e1
+∂δu
∂X2
(X2,X3)⊗e2+
∂δu
∂X3
(X2,X3)⊗e3]
+[
(
A ·δv(X2,X3)+ω1δu(X2,X3)
)
⊗e1
+∂δv
∂X2
(X2,X3)⊗e2+
∂δv
∂X3
(X2,X3)⊗e3]
: L(ρ,X2,X3) :[
(
A ·δv(X2,X3)+ω1δu(X2,X3)
)
⊗e1
+∂δv
∂X2
(X2,X3)⊗e2+
∂δv
∂X3
(X2,X3)⊗e3]dX2dX3
(10.22)
et∥∥ω1,δu(ω2),δv(ω2)∥∥2Ωe =
∫∫
Ωe
(
A ·δu(X2,X3)−ω1δv(X2,X3)
)
·
(
A ·δu(X2,X3)−ω1δv(X2,X3)
)
+
∫∫
Ωe
(
A ·δv(X2,X3)+ω1δu(X2,X3)
)
·
(
A ·δv(X2,X3)+ω1δu(X2,X3)
)
+∂δu
∂X2
(X2,X3) ·
∂δu
∂X2
(X2,X3)+
∂δv
∂X2
(X2,X3) ·
∂δu
∂X2
(X2,X3)
+∂δu
∂X3
(X2,X3) ·
∂δu
∂X3
(X2,X3)+
∂δv
∂X3
(X2,X3) ·
∂δv
∂X3
(X2,X3)dX2dX3
(10.23)
Les conditions aux limites 10.15 se traduisent quant à elles par un couplage entre δu et δv :
∀X3 ∈ [0;h] ,
{
δu( e2 ,X3)= cos(ω2e)δu(− e2 ,X3)+ sin(ω2e)δv(− e2 ,X3)
δv( e2 ,X3)= cos(ω2e)δv(− e2 ,X3)− sin(ω2e)δu(− e2 ,X3)
(10.24)
On en déduit donc que la plus petite valeur propre γ(ρ,ω1,ω2) à (ω1,ω2) fixé, dont l’expression était
donnée par 10.18, peut être calculée à partir d’un seul calcul sur un volume élémentaire 2D Ωe :
γ(ρ,ω1,ω2)= min
δu(ω2),δv(ω2)
 1∥∥ω1,δu(ω2),δv(ω2)∥∥2Ωe FΩe (ρ,ω1,δu(ω2),δv(ω2))
 (10.25)
sous les conditions aux limites 10.24.
Courbure critique
On suppose que le solide considéré est en équilibre stable dans sa configuration non déformée sans
chargement (c’est le cas pour un problèmemécanique bien posé). La plus petite valeur propre β est
strictement positive pour une courbure nulle :
β(0)> 0
Lorsqu’on augmente la courbure ρ, cette plus petite valeur propre va diminuer. Tant qu’elle reste
strictement positive, la solution fondamentale périodique calculée précédement sera le seul équi-
libre du système, et cet équilibre sera stable. Par contre, lorsque β(ρ)< 0, alors la courbe d’équilibre
rencontre un point singulier. La solution perd son unicité et devient linéairement instable.
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La première instabilité est donc détectée par la plus petite racine de β(ρ), qui est appelé "courbure
critique microscopique" et sera noté ρc .
Autrement dit, on peut définir la courbure critique ρc par rapport à γ(ρ,ω1,ω2) : ρc correspond à la
valeur infimumdes courburesρm pour lesquelles il existe des nombres d’ondes (ωc1,ω
c
2) ∈
[
0;
2π
e
]
∗R+
satisfaisant :
ρc = in f (ρm) tels que γ(ρm ,ωc1,ωc2)< 0 (10.26)
On décrit dans ce qui suit la discrétisation de ce problème de stabilité, et la méthode numérique
permettant de calculer cette courbure critique et le premier mode de flambement correspondant.
10.3 Méthode de résolution à l’échelle locale
L’intégralité des calculs effectués dans ce chapitre pour étudier la stabilité microscopique ont été
réalisés dans le logiciel libre Freefem++. Ce logiciel permet de résoudre des problèmes non linéaires
2D ou 3D par la méthode des éléments finis. Ses principales caractéristiques sont :
– L’utilisateur programme dans un langage haut niveau propre à Freefem++ (proche du C++) ;
– Le logiciel contient un générateur de maillage automatique basé sur l’algorithme de Delaunay-
Voronoi ;
– La description du problème est donnée directement sous forme variationnelle, ce qui permet de
retranscrire de manière simple et intuitive une formulation mathématique.
On notera que la méthode de résolution de systèmes non linéaires (algorithme de Newton-Raphson
classique dans notre cas) et les lois de comportement sont programmées par l’utilisateur. Pour plus
de détails, le lecteur pourra consulter le site internet http ://www.freefem.org/ff++/.
10.3.1 Calcul de la solution principale
Reprenons le problème d’équilibre continu Pb10.2.1 sur une cellule élémentaire 2D :
Trouver p ∈Kper (Ωe ) tel que
∀pˆ ∈Kper (Ωe ) ,
∫∫
Ωe
P
(
A(ρ) ·p(X2,X3)⊗e1+ (e2+
∂p
∂X2
(X2,X3))⊗e2+
∂p
∂X3
(X2,X3)⊗e3
)
:[
A(ρ) · pˆ(X2,X3)⊗e1+
∂pˆ
∂X2
(X2,X3)⊗e2+
∂pˆ
∂X3
(X2,X3)⊗e3
]
dX2dX3 = 0
sous la contrainte
∀X2 ∈ [−
e
2
;
e
2
] , p(X2,h)=
1
ρ
e3
Pour construire ce problème sur une cellule 2D , nous avions utilisé l’hypothèse que la solution fon-
damentale correspond à une flexion circulaire autour du vecteur e2. Ce problème étant 2D , il utilise
uniquement le gradient 2D de la variable p.
Ainsi, si l’on discrétisait directement ce problème 2D , nous ne disposerions pas à l’équilibre d’une
matrice de rigidité dépendant de la dérivée
∂x
∂X1
. Cela nous obligerait à reconstruire une matrice
pour chaque nombre d’ondeω1 lors de l’analyse de stabilité. Le calcul de lois de comportement non
linéaires dans Freefem++ nécessite un nombre d’opérations non optimisées relativement grand, ce
qui rend assez coûteux le calcul d’une matrice de rigidité. Nous proposons donc ici une stratégie
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permettant de ne pas recalculer la matrice de rigidité pendant la phase d’analyse de stabilité, une
fois qu’un équilibre est atteint.
Pour optimiser les temps de calcul pour le solveur qui a été choisi, l’idée de base est de faire dépendre
l’énergie d’un gradient 3D , tout en conservant un problème sur une cellule 2D . On introduit pour
cela une variable auxiliaire, notée d , représentant la dérivée normale
∂x
∂X1
dans le repère local. La
fonction vecteur d va évoluer dans les espaces suivants :
L(Ωe)=
{
d :Ωe →R3 tels que xi ∈ L2(Ω)
}
L’espace des fonctions X2-périodiques est noté :
Lper (Ωe )=
{
d ∈ L(Ωe) telles que ∀X3 ∈ [0;h] , d(−
e
2
,X3)= d(
e
2
,X3)
}
On construit ainsi le problème 2D à deux inconnues :
Pb 10.3.1 Problème d’équilibre sur une cellule élémentaire avec variable auxiliaire
Trouver (p,d) ∈Kper (Ωe )×Lper (Ωe ) tel que ∀pˆ ∈Kper (Ωe)×Lper (Ωe)∫∫
Ωe
P
(
δd(X2,X3)⊗e1+ (e2+
∂p
∂X2
(X2,X3))⊗e2+
∂p
∂X3
(X2,X3)⊗e3
)
:[
dˆ(X2,X3)⊗e1+
∂pˆ
∂X2
(X2,X3)⊗e2+
∂pˆ
∂X3
(X2,X3)⊗e3
]
dX2dX3 = 0
(10.27)
sous les contraintes :
∀X2 ∈ [−
e
2
;
e
2
] , p(X2,h)=
1
ρ
e3 (10.28)
∀X2 ∈ [−
e
2
;
e
2
],∀X3 ∈ [0;h], d = A(ρ) ·p (10.29)
On dicrétise le problème Pb10.3.1 par la méthode des éléments finis dans le logiciel Freefem++, en
utilisant des éléments triangulaires P2. On utilise pour cela unmaillage 2D comme celui représenté
sur la figure 10.7, constitué d’éléments triangulaires P2.
Afin de faciliter les conditions de périodicité, que ce soit dans le calcul de la solution principale ou
dans l’analyse de stabilité par ondes de Bloch, on construit le maillage de telle sorte que les noeuds
situés sur les faces de gauche et de droite aient lamêmeordonnée dans la configuration de référence.
Le maillage comporte N noeuds, en chacun desquels on définit 6 degrés de liberté :
- 3 ddl pour interpoler l’inconnue p ∈Kper (Ωe ) : ∀n ∈ [1;N ],Pn ∈R3 ;
- 3 ddl pour interpoler la dérivée d ∈ Lper (Ωe ) : ∀n ∈ [1;N ],Dn ∈R3.
Les vecteurs globaux des inconnues discrètes sont notés P ∈ R3N et D ∈ R3N , et on appelle U =
(P ,D) ∈ R6N le vecteur complet des inconnues globales. On note NL = NR , NU et ND les nombres
de noeuds respectivement sur les faces latérales ΓL et ΓR , sur ΓU et sur ΓD .
On suppose que pour une configurationU = (P ,D) donnée, on est capable de calculer l’énergie de
déformation totale dans la cellule, notéeW (P ,D), ainsi que ses dérivées première et seconde :
F = ∂W
∂U
=
(
F p
Fd
)
∈R6N K = ∂
2W
∂U2
=
 K pp K pd
K
dp
K
dd
 ∈R6N×6N
La condition aux limites 10.28 ainsi que la X2-périodicité de la fonction p sont résumées sous forme
matricielle par :
M ·P =C (10.30)
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e2
e3
ΓU
ΓRΓL
ΓD
FIG. 10.7: Maillage utilisé pour le problème 2D
LamatriceM utilisée est de dimension 3Nd ×3N , oùNd =NR+NU −1 désigne le nombre de noeuds
dépendants. Cette condition sera imposée avec un multiplicateur de Lagrange λ ∈ R3∗Nd .On note
alors Ni =N −Nd le nombre de noeuds indépendants des conditions aux limites.
Pour ailleurs, la relation 10.29 reliant d à p est supposée satisfaite dans la solution fondamentale
continue. Au niveau discret, on l’impose en chaque noeud :
∀n ∈ [1;N ], Dn = A(ρ) ·Pn avec A(ρ)=
 0 0 −ρ0 0 0
ρ 0 0

On résume ces relations nodales sous la formematricielle globale :
U =
(
P
D
)
=N (ρ) ·P (10.31)
La matrice N introduite est de dimension 6N ×3N .
Si on récapitule, pour une courbure ρ donnée, on cherche la solution (P ,λ) ∈ R3N ×R3Nd des équa-
tions d’Euler-Lagrange suivantes :{
NT (ρ) ·F
(
N (ρ) ·P
)
+MT ·λ= 0
M ·P −C (ρ)= 0 (10.32)
On résout ce système d’équations non linéaires par une méthode itérative de Newton-Raphson, qui
utilise la matrice tangente :
K=
(
NT (ρ) ·K
(
N (ρ) ·P
)
·N (ρ) M
MT 0
)
∈R3(N+Nd )×3(N+Nd ) (10.33)
La méthode de Newton utilisée pour résoudre ce problème est décrite plus précisément par l’algo-
rithme 5.
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Input : Courbure ρ
Initialiser P0 pour une nappe plane au repos ;
while
∥∥dP∥∥> ǫ do
Affecter
(
P
D
)
=N ·P ;
Calculer K (P ,D)=
(
K
xx
K
xd
K
dx
K
dd
)
;
Calculer F (P ,D)=
(
F x
Fd
)
;
Faire K˜ =
(
NT ·K ·N M
MT 0
)
;
Faire F˜ =
(
NT ·F
C −MT ·P
)
;
Résoudre
(
dP
λ
)
= K˜−1 · F˜ ;
Actualiser P = P +dP ;
end
Output : Configuration à l’équilibre P eq (ρ)
Output : Matrice de rigidité à l’équilibre K
eq
(ρ)=
 K eqpp (ρ) K eqpd (ρ)
K eq
dp
(ρ) K eq
dd
(ρ)

Algorithme 5 : Algorithme de Newton pour calculer l’équilibre principal à ρ fixé
10.3.2 Calcul numérique des modes propres
Dans cette sous-section, on fixe une courbure ρ, et on suppose que l’algorithme 5 a convergé vers
la configuration d’équilibreU eq . OnnoteK eq
(ρ) ∈R6N∗6N lamatrice de rigidité calculée à l’équilibre.
Fonctionnelle étudiée :
Pour étudier la stabilité de l’équilibre, on rappelle qu’on étudie le signe de la plus petite valeur propre
β(ρ) de la fonctionnelle quadratique FΩe définie par 10.20. Par conséquent, dans la version discréti-
sée du problème, on introduit la forme quadratique F (ρ,δU ) :
F (ρ,δU )= δU ·K
eq
(ρ) ·δU
avec la condition aux limites sur ΓU :
∀i ∈ [1;NU ], δU iU = 0 (10.34)
La matrice de rigidité K
eq
(ρ) étant symétrique, il est possible de travailler sur des vecteurs à compo-
santes réelles en décomposant δU sous sa forme complexe :
δU = δU1+ i δU2
On définit alors la matriceK(ρ) ∈R12N×12N par
K(ρ)=
 K eq (ρ) 0
0 K
eq
(ρ)
 (10.35)
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de telle sorte que la fonctionnelle F s’écrit alors :
F (ρ,δU1+ i δU2) = δU1 ·K eq (ρ) ·δU 1+δU2 ·K eq (ρ) ·δU 2
=
(
δUT1 δU
T
2
)
·K(ρ) ·
(
δU1
δU2
)
Si on tient compte de la représentation desmodes propres sous forme d’ondes de Bloch (cf équation
10.16), on va étudier la fonctionnelle sur un sous espace de variations δU = (δP ,δD) respectant la
relation en chaque noeud :
∀n ∈ [1;N ], δDn = A(ρ) ·δPn + i ω1 δPn (10.36)
ainsi que les conditions aux limites 10.15 :
∀i ∈ [1;NR ], δP iR = exp(−iω2e)δP iL (10.37)
Si on travaille avec des vecteurs à composantes réelles, en décomposant
δU =
(
δP
δD
)
=
(
δP1
δD1
)
+ i
(
δP2
δD2
)
Les relations 10.36 et 10.37 donnent les relations suivantes sur les vecteurs δP1, δD1, δP2 et δD2 :
∀n ∈ [1;N ],
{
δDn1 = A(ρ) ·δPn1 −ω1δPn2
δDn2 = A(ρ) ·δPn2 +ω1δPn1
(10.38)
∀i ∈ [1;NR ],
{
δP i1R = cos(ω2e)δP i1L + sin(ω2e)δP i2L
δP i2R = cos(ω2e)δP i2L − sin(ω2e)δP i1L
(10.39)
La relation nodale 10.36 s’écrit sous formematricielle au niveau global :
δP1
δD1
δP2
δD2
= N˜ (ρ,ω1) ·
(
δP1
δP2
)
Par ailleurs, en tenant compte des conditions aux limites 10.39, on réduit le nombre de degrés de li-
berté en éliminant les noeuds situés à droite dans notre système, ainsi que ceux situés sur la frontière
supérieure grâce à la condition 10.34 :(
δP1
δP2
)
= M˜(ω2) ·
(
δR1
δR2
)
avec M˜(ω2) ∈R6N×6(N−Nd) et δR1,δR2 ∈R3(N−Nd).
Remarque : Dans (Triantafyllidis et al., 2006), la matrice de rigidité Kˆ utilisée dans l’analyse par
ondes de Bloch est beaucoup plus petite du fait que les degrés de liberté correspondant aux noeuds
intérieurs ont été supprimés. Ceci n’est pas possible dans notre cas, la courbure ρ est imposée à
chaque noeud par l’intermédiaire de la relation Dn = A(ρ) ·Pn , ce qui crée des forces nodales qui
seront non nulles à l’équilibre.
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Les restrictions que nous venons d’écrire sur la forme des modes propres étudiés nous amène à
étudier la nouvelle fonctionnelle quadratique :
F˜ (ρ,ω1,ω2,δR1,δR2) =
(
δUT1 δU
T
2
)
·K(ρ) ·
(
δU1
δU2
)
=
(
δRT1 δR
T
2
)
· M˜T (ω2) · N˜T (ρ,ω1) ·K(ρ) · N˜ (ρ,ω1) · M˜(ω2) ·
(
δR1
δR2
)
=
(
δRT1 δR
T
2
)
· K˜ (ρ,ω1,ω2) ·
(
δR1
δR2
)
(10.40)
avec
K˜ (ρ,ω1,ω2)= M˜T (ω2) · N˜T (ρ,ω1) ·K(ρ) · N˜ (ρ,ω1) · M˜(ω2) (10.41)
Calcul de la plus petite valeur propre
Avec ce choix de paramétrisation, notre problème aux valeurs propres 10.18 se réduit à
γ(ρ,ω1,ω2)= inf
δR1,δR2
{
1∥∥δR1,δR2∥∥F˜ (ρ,ω1,ω2,δR1,δR2)
}
Mais il nous faut déterminer une norme discrète ‖.‖ adéquate, de la même manière que la norme
continue 10.23 avait été construite dans la section précédente.
Partons de la semi-norme continue sur le gradient 3D des déformations :∥∥∥p,d∥∥∥2
Ωe
=
∫∫
Ωe
∇3Dx :∇3DxdX2dX3
=
∫∫
Ωe
d(X2,X3) ·d(X2,X3)
+
∂p
∂X2
(X2,X3) ·
∂p
∂X2
(X2,X3)
+
∂p
∂X3
(X2,X3) ·
∂p
∂X3
(X2,X3)dX2dX3
(10.42)
On définit alors L ∈R6N×6N la matrice intervenant dans la norme discrète correspondante :
∥∥∥∥∥
(
P
D
)∥∥∥∥∥
2
=
∥∥U∥∥2 = (P D) ·L ·( P
D
)
(10.43)
On construit alors la matrice de taille 12N ×12N :
L=
(
L 0
0 L
)
∈R12N×12N
de telle sorte que ∥∥U1+ i U2∥∥2 = (U1 U2) ·L ·
(
U1
U2
)
(10.44)
Lorsqu’on élimine les degrés de liberté comme cela a été fait pour aboutir à la forme quadratique
10.40, nous sommes alors amenés à définir la norme suivante sur le vecteur réduit R :
∥∥R1+ i R2∥∥2 = (R1 R2) · L˜(ρ,ω1,ω2) ·
(
R1
R2
)
(10.45)
avec
L˜(ρ,ω1,ω2)= M˜T (ω2) · N˜T (ρ,ω1) ·L(ρ) · N˜ (ρ,ω1) · M˜(ω2) (10.46)
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Pour toute courbure ρ, et tout nombre d’onde (ω1,ω2), l’approchemicroscopique nous amène donc
à étudier la plus petite valeur propre γ(ρ,ω1,ω2) définie par :
γ(ρ,ω1,ω2)= inf
δR
{
R · K˜ (ρ,ω1,ω2) ·R
R · L˜(ρ,ω1,ω2) ·R
}
(10.47)
Cela est équivalent à rechercher le plus petit nombre réel γmin ∈ R tel qu’il existe un vecteur Pγ
vérifiant :
K˜ ·Pγ−γmin L˜ ·Pγ = 0
Le calcul de γ(ρ,ω1,ω2) est réalisé à l’intérieur du logiciel Freefem++ par la routine "Eigenvalue",
qui utilise laméthode des puissances. Cette méthode permet de calculer rapidement la valeur propre
de plus petite valeur absolue. On rappelle brièvement son fonctionnement dans ce qui suit.
Partons d’un vecteur P0 aléatoire et construisons la suite
∀n ∈N, K˜ ·Pn+1 = L˜ ·Pn
Il peut alors être démontré qu’après un nombre suffisant d’itérations, on a en moyenne
Pn+1 ≈
1
λmin
Pn
où λmin est la valeur propre dont la valeur absolue est la plus petite, et donc la suite (Pn) converge
vers le vecteur propre associé Pmin .
Donc en réalisant quelques itérations pour plusieurs vecteurs initiaux P0 aléatoires, on obtient une
approximation de la valeur propre λmin de plus petite valeur absolue, ainsi que le mode propre as-
socié Pmin .
Dans notre cas, on souhaite calculer la plus petite valeur propre (qui peut être négative), et non celle
qui a la plus petite valeur absolue. Cependant, on sait que toutes les valeurs propres sont initialement
positives, et on souhaite détecter le moment où la plus petite d’entre elles devient négative ou nulle.
Pour cela, il est suffisant de calculer la valeur propre la plus proche de σ=−1 en réalisant à chaque
itération :
∀n ∈N, (K˜ −σL˜) ·Pn+1 = L˜ ·Pn
La méthode pour calculer γ(ρ,ω1,ω2) est résumée par l’algorithme 6.
Input : Courbure ρ, nombres d’onde ω1 et ω2
Input : Matrices L ∈R12N×12N etK(ρ) ∈R12N×12N
Calculer N˜ (ρ,ω1) et M˜(ω2);
Construire K˜ (ρ,ω1,ω2) selon 10.41 ;
Construire L˜(ρ,ω1,ω2) selon 10.46 ;
Calculer γ(ρ,ω1,ω2) défini par 10.47 avec la méthode des puissances avec un shift
de −1;
Output : Valeur de γ(ρ,ω1,ω2)
Algorithme 6 : Algorithme de calcul de la plus petite valeur propre γ(ρ,ω1,ω2)
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10.3.3 Estimation du chargement critique
On rappelle la définition de la courbure critique introduite dans la sous section 10.2.2 : ρc corres-
pond à la plus petite courbure pour laquelle il existe des nombres d’ondes (ωc1,ω
c
2) ∈
[
0;
2π
e
]
∗R+
satisfaisant :
γ(ρc ,ω
c
1,ω
c
2)≤ 0
Son calcul se fait alors de manière intuitive, en augmentant progressivement la courbure ρ depuis 0
jusqu’à voir apparaître une instabilité caractérisée par des nombres d’ondes (ωc1,ω
c
2).
De manière plus précise, pour tout nombre d’onde (ω1,ω2) fixé, on définit ρm(ω1,ω2) comme étant
la plus petite racine de γ(ρ,ω1,ω2), c’est à dire
γ(ρm(ω1,ω2),ω1,ω2)= 0 et ∀ρ < ρm(ω1,ω2), γ(ρ,ω1,ω2)> 0 (10.48)
Pour calculer la surface ρm en fonction des nombres d’onde (ω1,ω2), la méthode intuitive serait de
parcourir une grille de valeurs (ωk1 ,ω
k
2 ), puis de calculer ρm en partant d’une courbure nulle et en
l’incrémentant jusqu’à obtenir γ(ρ,ωk1 ,ω
k
2 ) ≤ 0. Mais il faut garder en mémoire que la résolution
d’un problème d’équilibre pour une courbure donnée a un coût de calcul élevé, et donc on préférera
une stratégie minimisant le nombre de résolutions. La méthode utilisée pour calculer ρm est décrite
par l’algorithme 7.
Calculer la matrice L correspondant à la norme 10.45 ;
Initialiser tous les éléments du tableau ρm(:, :) à ρmax +1 ;
for ρ de 0 à ρmax do
Calculer l’équilibre par l’algorithme 5⇒ K
eq
(ρ) ;
ConstruireK(ρ) avec l’expression 10.35 ;
for ω1 de 0 à ωmax1 do
for ω2 de 0 à
2π
e
do
if ρm(ω1,ω2)> ρ then
Calculer γ(ρ,ω1,ω2) par l’algorithme 6 ;
if γ(ρ,ω1,ω2)≤ 0 then
ρm(ω1,ω2)= ρ ;
end
end
else
Instabilite déjà trouvée
end
end
end
end
Output : Tableau ρm(:, :)
Algorithme 7 : Algorithme de calcul de la surface ρm
Remarque : Une fois que la surface ρm est calculée, la courbure critique ρc correspond à sa borne
inférieure. On peut en effet la définir par :
ρc = inf
ω1,ω2
{
ρm(ω1,ω2)
}
(10.49)
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10.3.4 Description du flambement
Une fois que l’on a calculé le chargement à partir duquel le comportement d’une structure devient
instable, il est également important de modéliser le mode de bifurcation qui apparait, de manière à
mieux comprendre son origine.
Dans notre cas, nous avons décrit dans la sous section précédente la méthode de calcul de la cour-
bure critique ρc (cf algorithme 7). Notons (ωc1,ω
c
2) ∈
[
0;
2π
e
]
∗R+ les nombres d’ondes correspondant
à l’infimum 10.49 :
γ(ρc ,ω
c
1,ω
c
2)≤ 0
On rappelle que γ(ρc ,ωc1,ω
c
2) est définie par 10.47, et a été calculée avec la méthode des puissances.
Cette méthode calcule également une approximation du vecteur propre δRc correspondant à la va-
leur propre de plus petite valeur absolue, qui caractérise dans notre cas le mode propre associé à la
première bifurcation. On peut alors reconstruire les variables complètes décrivant le mode de flam-
bement : 
δP c1
δDc1
δP c2
δDc2
 = N˜ (ρ,ω1) · M˜(ω2) ·δRc
Ainsi, les nombres d’ondes (ωc1,ω
c
2) ∈
[
0;
2π
e
]
∗R+ vérifiant 10.26 nous donnent la longueur d’onde
du flambement correspondant :
Lcα =
2π
ωα
De plus la forme des oscillations est donnée par le mode propre δP c1. On peut ainsi vérifier si la
première instabilité correspond à un flambement dans le plan de la nappe ou bien hors plan.
10.4 Méthode de résolution à l’échelle globale
On décrit dans ce qui suit une méthode permettant de modéliser les instabilités macroscopiques
apparaissant dans ce même problème. Ces résultats seront comparés dans la section 10.5 avec ceux
de la stratégie microscopique que l’on vient de décrire.
10.4.1 Calcul de la solution principale périodique
Le calcul de la solution principale par unmodèlemacroscopique est réalisé sur la géométrie parfaite
de l’éprouvette 3D, discrétisée par des éléments finis. Un exemple de maillage global est représenté
sur la figure 10.8(a). Plus précisément, la répartition des éléments finis dans l’épaisseur de la nappe
respecte la forme illustrée sur la figure 10.8(b) :
– Une couche d’éléments finis Q2 standards est utilisée pour modéliser le clinquant sur la partie
supérieur de l’éprouvette ;
– Une couche d’éléments finis Q2 enrichis (décrits dans les chapitres 4 et 8 de ce mémoire) d’épais-
seur hnap , centrée sur les câbles, est utilisée pour discrétiser la couche renforcée de l’éprouvette ;
– Des éléments finis Q2 standards sont utilisés pour discrétiser le reste de la gomme constituant la
structure.
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e1
e2
e3
(a) Maillage 3D
Elément fini standard
Eléments finis standards
Elément fini enrichi
(métal homogène)
(gomme homogène)
(nappe fibrée)
(b) Discrétisation dans l’épaisseur
FIG. 10.8: Maillage de la géométrie parfaite de l’éprouvette
Pour imposer numériquement la flexion circulaire sur l’éprouvette sans créer d’effets de bords (in-
désirables si on souhaite approcher le cas d’une nappe de dimension infinie), nous reprenons les
conditions aux limites décrites dans le chapitre 4 de ce mémoire :
– Une flexion circulaire sans extension est imposée sur la surface supérieure par des conditions de
Dirichlet ;
– Les déplacements aux extrémités de l’éprouvette restent dans le plan normal à eθ(ρ X1), ce qui
peut être représenté mécaniquement par l’utilisation de mors aux paroies parfaitement lisses ;
– Les déplacements sont périodiques dans la direction perpendiculaire aux fibres ;
– La rotation des directeurs est imposée aux extrémités :

d1 = eθ
d2 = e2
d3 = er
e1
e3
Encastrement imposant la flexion circulaire
Faces lisses laissant libres les déplacements dans le plan
ρ∗L1
FIG. 10.9: Chargement sur l’éprouvette
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10.4.2 Détection de l’apparition du flambement
Etude de la matrice de rigidité
Lamanière la plus simple pour analyser la stabilité macroscopique de la structure parfaite est d’étu-
dier la plus petite valeur propre de la matrice de rigidité du système discret. Le changement de signe
de cette valeur propre à l’équilibre lorsque le chargement augmente caractérise l’apparition d’un
point singulier.
Nous décrivons dans la sous section suivante une autre méthode simple permettant de détecter une
bifurcation, basée sur la théorie des imperfections décrite dans la section 9.3.3.
Méthode de perturbations
Pour garantir une bonne convergence avec uneméthode incrémentale lors de calculs post-flambement,
nous avons vu dans la sous-section 9.4.1 qu’il est nécessaire d’ajouter des imperfections au système
parfait considéré pour le faire dévier vers une branche de bifurcation. Nous utilisons ce principe
pour détecter numériquement l’apparition d’un flambement lors de calculs globaux :
Nous insérons une pertubation géométrique de forme sinusoïdale à la géométrie parfaite de l’éprou-
vette, comme représenté sur la figure 10.10. La longueur d’ondede cette imperfection sera prise égale
à la longueur d’onde du flambement correspondant à la première bifurcation détectée par l’analyse
de stabilité locale.
Nous mesurons alors la distance entre la configuration perturbée déformée et la configuration par-
faite déformée lorsque la courbure augmente. La bifurcation vers la branche voulue se traduit alors
par un accroissement brutal de cette distance. Pour calculer le seuil de flambement apparaissant à
l’échelle macroscopique, il suffira d’observer à quel moment a lieu cette bifurcation lrosque la taille
de l’imperfection tend vers 0.
e1
e2
e3
FIG. 10.10: Maillage perturbé pour le problème global 3D (perturbation ×100)
Remarque : Notre choix d’imposer complètement les rotations des directeurs aux extrémités des
fibres rend difficile tout changement de mode. La forme de la perturbation ne doit donc pas être
choisie de manière aléatoire.
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10.5 Applications numériques
Nous présentons dans cette section quelques résultats numériques obtenus avec les approches dé-
crites dans les sections 10.3 et 10.4. L’objectif principal est de comparer l’apparition du flambement
observée à l’échelle macroscopique avec les deux modèles construits dans les parties I et II de ce
mémoire, de manière à valider leur aptitude à correctement modéliser les flambement dans le plan
d’une nappe fibrée.
10.5.1 Description des modèles
Modèle local
Dans toute cette section, nous travaillons sur une éprouvette dont les dimensions locales sont les
suivantes :
– Epaisseur du clinquant : Hcl i = 1.1mm ;
– Epaisseur de gomme : Hgom = 12.5mm ;
→ Epaisseur totale : H = 13.6mm ;
– Hauteur de la ligne moyenne des câbles : h = 1.425mm ;
– Rayon d’un câble cylindrique : r = 0.42mm ;
– Ecartement entre deux câbles : e = 2.25mm.
Le clinquant est constitué d’un métal très rigide ne subissant que de petites déformations. Nous le
modélisaons par unmatériau de Saint-Venant Kirchhoff, de densité volumique d’énergie
wcl i (e)=
νcl iEcl i
(1+νcl i )(1−2νcl i )
[
Tr (e)
]2
+ Ecl i
2(1+νcl i )
Tr
(
e2
)
en choissant les coefficient suivants : {
Ecl i = 200 GPa
νcl i = 0.33
De la même manière, le métal constituant les fibres cylindriques est modélisé par un matériau de
Saint-Venant Kirchhoff, de densité volumique d’énergie
wcab(e)=
νcabEcab
(1+νcab)(1−2νcab)
[
Tr (e)
]2
+ Ecab
2(1+νcab)
Tr
(
e2
)
en choissant les coefficient suivants : {
Ecab = 100 GPa
νcab = 0.30
Enfin, la gomme pouvant subir de grandes déformations, il est indispensable de la modéliser avec
une énergie polyconvexe. Nous utilisons unmodèle de Mooney-Rivlin quasi-incompressible :
w =C1
(
I1−3− ln(I3)
)
+C2∗
(
I2−3−2 ln(I3)
)
+ 1
2ǫ
(
J −1
)2
en choissant les coefficient suivants : 
C1 = 0.539 MPa
C2 = 1.062 MPa
ǫ−1 = 1000. MPa
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Modèle macroscopique
Géométrie
Nous choisissons de considérer une éprouvette 3D dont les dimensions globales sont les suivantes :
– Longueur (dans le sens des câbles) : L1 = 300mm ;
– Largeur : L2 = 30mm ;
– Epaisseur de l’élément correspondant à la couche renforcée, centrée sur les câbles :hnap = 1.45mm.
Remarque : Avec notre choix de conditions aux limites, nous approchons le cas d’une nappe infi-
nie. Nous vérifierons que le choix de ces dimensions globales n’a aucune influence sur les résultats
numériques obtenus.
Dans la couche d’éléments correspondant à la nappe renforcée, on utilise la modélisation décrite
dans les deux premières aprties de ce rapport :
– L’énergie de gomme est approchée macroscopiquement comme décrit dans le chapitre 2, ou cal-
culée localement comme décrit dans le chapitre 8 ;
– Les câbles sont représentés par un modèle de densité de poutres, comme décrit dans le chapitre
2. La densité surfacique d’énergie correspondante s’écrit :
wcab(v ,u)=
1
2e
[
EcabA (v1−1)2 + GcabA (v22 + v23) + Ecab I (u22+u23) + Gcab J u21
]
avec
A =π r 2 = 0.56mm2
I = π4 r 4 = 0.025mm4
J = π2 r 4 = 0.05mm4
et
{
Ecab = 100 GPa
νcab = 0.30
⇒ Gcab =
Ecab
2(1+νcab)
= 38.5 GPa
En dehors de cette couche renforcée, les modèles utilisés pour la gomme et la lame métalique (cli-
quant) sont les mêmes que ceux utilisés à l’échelle mésoscopique. Cependant, contrairement à ce
qui est fait dans lemodèlemésoscopique, le termedepénalisationde l’incompressibilité de la gomme
est sous intégré.
10.5.2 Solution principale
L’objectif de cette sous-section est de vérifier que les solutions principales calculées à l’échelle locale
et à l’échelle globale sont identiques.
Calculs locaux
Nous représentons sur la figure 10.11 les déplacements locaux dans une cellule élémentaire pour
une courbure ρ = 1.∗10−4 r ad .mm−1, calculés en utilisant l’algorithme 5.
Nous pouvons voir sur la figure 10.11(b) que la surface inférieure descend, le déplacement vertical
moyen valant −0.010435mm. Ce phénomène est logique, puisque la gomme quasi-incompressible
a tendance à gonfler transversalement lorsqu’elle est soumise à une compression axiale.
Par ailleurs, nous observons sur la figure 10.11(a) les déformations microscopiques de la gomme
engendrées par le câble, qui joue un rôle de gêne géométrique.
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IsoValue
-0.000199882
-0.000170777
-0.000151374
-0.000131971
-0.000112569
-9.31655e-005
-7.37626e-005
-5.43596e-005
-3.49567e-005
-1.55537e-005
3.84923e-006
2.32522e-005
4.26551e-005
6.20581e-005
8.14611e-005
0.000100864
0.000120267
0.00013967
0.000159073
0.00020758
deplacements selon Y
(a) Déplacements latéraux (selon ez )
IsoValue
-0.0109972
-0.0101724
-0.00962256
-0.0090727
-0.00852284
-0.00797298
-0.00742312
-0.00687326
-0.0063234
-0.00577354
-0.00522368
-0.00467381
-0.00412395
-0.00357409
-0.00302423
-0.00247437
-0.00192451
-0.00137465
-0.000824791
0.000549861
deplacements selon Z
(b) Déplacements transverses (selon er )
FIG. 10.11: Solution principale calculée par le modèle local pour ρ = 1.∗10−4 r ad .mm−1.
Calculs à l’échelle de la nappe
La solution principale calculée avec le modèle global sur une géométrie parfaite est illustrée sur
la figure 10.12 : nous pouvons y vérifier que cette solution respecte les hypothèses réalisées pour
l’analyse de stabilité multi-échelles, en approchant très bien le cas d’une nappe infinie :
– Les déplacements longitudinaux selon eθ sont très petits, ce qui signifie que chaque section reste
plane ;
– Les déplacements latéraux selon e2 sont nuls, ce qui implique que la X2-périodicité est vérifiée ;
– Les déplacements transverses sont uniformes sur toute la surface de l’éprouvette.
(a) Déplacements longitudinaux (selon eθ)
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(b) Déplacements latéraux (selon e2)
(c) Déplacements transverses (selon er )
FIG. 10.12: Solution principale calculée par le modèle global pour ρ = 1.∗10−4 r ad .mm−1.
Plus précisément, si on considère la coupe transverse de l’éprouvette représentée sur la figure 10.13 :
nosu mesurons que les déplacements transverses sur la surface inférieure valent −0.010539mm, ce
qui est très proche de la valeur prédite par l’étude locale.
FIG. 10.13: Déplacements transverses calculés par le modèle global.
10.5. APPLICATIONS NUMÉRIQUES 261
Nous pouvons donc en déduire que les solutions principales calculées à l’échelle locale et à l’échelle
globale sont identiques (à 1% près).
10.5.3 Calcul de la première branche de bifurcation
La solution principale ayant été validée dans la sous-section précédente, notre objectif est mainte-
nant de déterminer si nosmodèles 3D détectent sa perte de stabilité poru lamême courbure critique
que celle prédite par l’analyse de stabilité locale.
Calculs locaux
Nous appliquons l’algorithme 7 permettant de calculer la surface ρm décrivant les plus petite cour-
bure pour lesquelles un flambement de longueur d’onde donnée peut apparaître. Nous représentons
cette surface sur la figure 10.14.
ρcana(ω
c
1,ω
c
2)
FIG. 10.14: Courbe ρm(ω1,ω2) calculée d’après l’analyse de stabilité locale.
Si nous reprenons la formule 10.49, nous pouvons lire sur cette figure que la courbure critique cor-
respondant à l’infimum de la surface ρm vaut
ρcana = 1.95∗10−4 r ad .mm−1
Le nombre d’ondes du flambement correspondant à cette courbure critique peut également être lu
sur cette figure : {
ωc1 = 0.135 r ad .mm−1
ωc2 = 0 r ad .mm−1
Le fait queωc2 = 0 signifie que le système reste périodique par rapport à la variable X2, et que le flam-
bement, de longueur d’onde Lc1 = 2πωc1 ne se produit que dans la direction des fibres, ce qui est logique.
Une fois la courbure critique ρcana et les nombres d’ondes correspondants (ω
c
1,ω
c
2) calculés, nous
disposons du mode propre solution du problème aux valeurs propres 10.25. Nous représentons les
composantes de la partie réelle de ce mode sur la figure 10.15.
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IsoValue
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
Partie reelle du mode propre selon X pour rho=0.0002, w1=0.135, w2=0 (bornes : 0, 0)
(a) Partie réelle du mode de flambement selon eθ
IsoValue
-0.0771017
0.0385508
0.115653
0.192754
0.269856
0.346958
0.424059
0.501161
0.578263
0.655364
0.732466
0.809568
0.886669
0.963771
1.04087
1.11797
1.19508
1.27218
1.34928
1.54203
Partie reelle du mode propre selon Y pour rho=0.0002, w1=0.135, w2=0 (bornes : 0, 1.46493)
(b) Partie réelle du mode de flambement selon ez
IsoValue
-0.0167796
-0.0142487
-0.0125614
-0.0108741
-0.00918684
-0.00749956
-0.00581227
-0.00412499
-0.00243771
-0.000750429
0.000936853
0.00262413
0.00431142
0.0059987
0.00768598
0.00937326
0.0110605
0.0127478
0.0144351
0.0186533
Partie reelle du mode propre selon Z pour rho=0.0002, w1=0.135, w2=0 (bornes : -0.0149293, 0.0171936)
(c) Partie réelle du mode de flambement selon er
FIG. 10.15: Composantes du mode de flambement obtenu avec l’analyse locale lors d’une flexion
circulaire.
Nous observons sur ces résultats que seule lamoyenne de sa composante selon e2 est non nulle. Cela
signifie que la première instabilité qui apparaît correspond à un flambement latéral dans la plan de
la nappe.
Ce résultat est validé expérimentalement, puisque nous vérifions sur la figure 10.16 que les fibres se
mettent effectivement à flamber dans la plan de la nappe en pratique.
FIG. 10.16: Flambement sous flexion circulaire observé expérimentalement (d’après (Caillard, Mi-
chelin)).
Calculs à l’échelle de la nappe
Nous souhaitons vérifier que le flambement prédit par l’analyse de stabilité locale, de longueur
d’onde Lc1 = 2πωc1 , peut être détecter par les deux modèles de nappes renforcées décrits dans les par-
ties I et II de ce mémoire. Pour cela, nous poussons les modèles vers cette branche de bifurcation en
10.5. APPLICATIONS NUMÉRIQUES 263
perturbant légèrement la géométrie de l’éprouvette 3D : nous ajoutons une imperfection de forme
sinusoïdale dans le sens des câbles, dont la longueur d’onde est égale à Lc1 = 2πωc1 (cf figure 10.10).
D’après la convergence en maillage présentée dans le chapitre 4 de ce mémoire, les résultats numé-
riques ne sont pas signicativement améliorés pour des maillages plus fins que 45 éléments dans la
longueur. Par conséquent, nous choisissons cette taille de maillage pour tous les résultats présentés
ici.
Nous vérifions sur la figure 10.17 que le mode de flambement qui apparaît avec le modèle global
(décrit dans la partie I) lorsque la courbure augmente correspond bien au flambement voulu dans le
plan de la nappe. De petits déplacements sont visibles le long des vecteurs eθ et er . Ils sont dûs aux
conditions aux limites choisies, qui limitent l’amplitude du flambement près des bords, ce qui crée
une plus forte compression axiale dans ces zones.
(a) Déplacements longitudinaux (selon eθ)
(b) Déplacements latéraux (selon ez )
(c) Déplacements transverses (selon er )
FIG. 10.17: Composantes du mode de flambement obtenu avec le modèle global lors d’une flexion
circulaire (pour une courbure ρ = 2.1∗10−4 r ad .mm−1).
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Comme nous l’avons vu dans le chapitre 4, l’amplitude de ce flambement latéral continue à croître
lorsque la courbure augmente (cf figure 10.18).
(a) ρ = 1∗10−4 r ad .mm−1 (b) ρ = 3∗10−4 r ad .mm−1 (c) ρ = 8∗10−4 r ad .mm−1 (d) ρ = 1.6∗10−3 r ad .mm−1
FIG. 10.18: Flambement dans le plan de la nappe lorsque la courbure augmente.
Pour déterminer la courbure à partir de laquelle le flambement apparaît, nous traçons sur la fi-
gure 10.19 la courbe représentant l’évolution de l’amplitude des déplacements transverses lorsque la
courbure augmente. Nous y observons que les déplacements transverses augmentent brusquement
aux alentours de la courbure ρ = 2.∗10−4 r ad .mm−1, ce qui caractérise la bifurcation de la solution
vers une autre branche d’équilibre.
L’amplitude de l’imperfection initiale joue un rôle important dans ce problème : nous pouvons voir
sur la figure 10.20 que la rupture de pente devient plus brutale lorsque la perturbation diminue. A
la limite quand les imperfections tendent vers zéro, le seuil de flambement observé avec le modèle
global vaut environs
ρcg lobal = 1.85∗10−4 r ad .mm−1
On observe donc une différence d’environs 5% par rapport à la courbure critique prédite par l’ana-
lyse de stabilité locale.
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FIG. 10.19: Augmentation de l’amplitude des déplacements latéraux en fonction de la courbure.
FIG. 10.20: Seuil de flambement observé numériquement avec le modèle global lorsque l’amplitude
de l’imperfection diminue.
Remarque : En observant les petits modes parasites près des bords sur la figure 10.17(a), nous pour-
rions penser que l’erreur de 5% sur le calcul de la courbure critique est dû à l’influence de nos condi-
tions aux limites. Mais la figure 10.21 montre que le seuil de flambement calculé est indépendant de
la longueur de l’éprouvette. Nous en déduisons que l’erreur est dû à notre modèle.
Nous comparons alors ces résultats obtenus avec lemodèle global avec ceux obtenus avec lemodèle
multi-échelles (décrit dans la partie II de ce mémoire) sur la figure 10.22.
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FIG. 10.21: Influence nulle de la longueur de l’éprouvette modélisée.
FIG. 10.22: Seuil de flambement observé numériquement avec les modèles global et multi-échelles.
Nous observons que le seuil de flambement observé avec le modèle multi-échelles à la limite quand
les imperfections tendent vers zéro vaut environs
ρcmul ti = 1.88∗10−4 r ad .mm−1 .
Ce résultat prouve que le prise en compte des efforts locaux dans la gomme permet de se rapprocher
de la théorie, et montre l’apport de notre approche multi-échelles.
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Remarque : Nous noterons qu’il subsiste une petite différence entre l’analyse locale et les résultats
obtenus avec notre modèle multi-échelles. Il semble que cette différence soit dûe au fait que les
sections de câbles sont supposées indéformables dans nosmodèles alors que ce n’est pas le cas dans
l’analyse de stabilité. Le faible gonflement de la section de câble (de l’ordre de 1.∗ 10−4mm) est
suffisant pour retarder légèrement l’apparition du flambement dans l’analyse locale.
Conclusions
Les sections 10.2 et 10.3 ont décrit une méthode d’analyse de stabilité de notre structure 3D , basée
sur les résultats de (Geymonat et al., 1993) et reprenant en grande partie la démarche décrite dans
(Triantafyllidis et al., 2006), en recherchant les modes d’instabilité sous forme d’ondes de Bloch.
Cette démarche s’avère rapide et précise, et peut facilement être adapté à tout problème pour le-
quel une cellule élémentaire 2D peut être identifiée et où la solution fondamentale est périodique.
Elle permet de calculer la courbure critique à partir de laquelle l’équilibre principal devient instable,
et de prédire la forme du mode d’instabilité correspondant. Les résultats numériques obtenus par
cette méthode ont été présentés dans la section 10.5 et comparés avec les résultats obtenus avec nos
deux modèles sur la géométrie 3D globale. Cela a prouvé que ces modèles de nappe fibrée repro-
duisent correctement les instabilités de type flambement, même lorsque ceux-ci sont dans le plan
de la nappe. Ces deux modèles sont donc complètement validés.
Enfin, ces résultats ont montré que notre modèle multi-échelles permet demodéliser les instabilités
dans le plan de la nappe de manière plus précise, grâce à la prise en compte des micro-fluctuations
dans la gomme.
Conclusion générale
L’enjeu initial de ce travail de thèse était de proposer une méthode multi-échelles originale per-
mettant de modéliser les nappes fibrées renforçant une structure 3D. Il s’agissait en particulier de
répondre à une problématique triple :
• Prendre en compte la flexion des câbles à l’échelle globale pour détecter des instabilités avec les
bons modes de flambement ;
• Calculer à une échelle inférieure les déformations de la gomme localisées autour des fibres ;
• Garantir une bonne convergence en évitant les phénomènes de verrouillage numérique liés à l’in-
compressibilité de la gomme ou aux termes membranaires des câbles.
Un premier modèle de nappe fibrée a été proposé dans le chapitre 2 en négligeant les déformations
microscopiques de la gomme. Ce modèle est basé sur une densité surfacique de câbles à section
indéformable sur la surface moyenne de la nappe, permettant de prendre en compte à la fois les
flexions hors plan, mais aussi la flexion des câbles dans le plan de la nappe, ce qui le différencie des
modèles de coques habituels.
L’analyse formelle réalisée dans le chapitre 3 a étudié la convergence de ce modèle lorsque l’épais-
seur diminue par une formulation mixte, ce qui nous a permis de justifier une méthode de sous-
intégration partielle sélective. Les tests numériques réalisés dans le chapitre 4 ont vérifié que la
sous-intégration de l’énergie membranaire des câbles rend possible la convergence même lorsque
la structure est très fine. De plus, les exemples montrés dans ce chapitre ont prouvé que ce premier
modèle est capable de reproduire correctement des instabilités de type flambement, même lorsque
le mode de flambement est dans le plan de la nappe.
L’objectif de la seconde partie de cette thèse était d’ajouter un degré de précision au premiermodèle
en prenant en compte les déformations se situant à une échelle inférieure. Mais l’étude bibliogra-
phique réalisée dans le chapitre 5 a montré que les méthodes d’homogénéisation classiques ne sont
pas applicables dans notre cas à cause des spécificités de notre problème (comportement non li-
néaire, échelles non découplées, cinématique globale enrichie).
Nous avons alors réalisé une étude asymptotique dans le chapitre 6 pour mieux comprendre les ap-
proximations pouvant être réalisées au premier ordre et ainsi construire un modèle multi-échelles
adapté. Cette analyse nous a conduit à conserver l’hypothèse de section indéformable pour les câbles,
de telle sorte que leur comportement est entièrement modélisé à l’échelle globale. Les déformations
microscopiques de la gomme peuvent quant à elles être calculées dans un problème local dépen-
dant de 9 degrés de liberté macroscopique, qui a été décrit dans le chapitre 7. L’application directe
du modèle multi-échelles ainsi construit comporte deux inconvénients majeurs :
– L’énergie de la nappe est non coercive du fait que la flexion perpendiculairement aux câbles n’est
plus du tout prise en compte ;
– Dans le cas où la gomme est incompressible, le problème local risque d’être mal posé et le pro-
blème global présente un risque de verrouillage numérique.
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Nous avons alors décrit dans le chapitre 8 une méthode multi-échelles permettant d’éliminer ces
deux limites en utilisant un projection dans la transition entre les échelles et en ajoutant un terme
coercif d’énergiemacroscopique. Il a alors été prouvé dans cemême chapitre que la solution du pro-
blème discret converge uniformément vers la solution continue, et des tests numériques ont vérifié
que les phénomènes d’instabilités en compression axiale sont correctement reproduits. Il s’agit là de
premiers calculs opérationnels non linéaires à deux échelles appliqués à des problèmes de flambe-
ment.
Enfin, nous avons proposé dans le chapitre 10 une méthode de stabilité multi-échelles basée sur le
résultat de (Geymonat et al., 1993) pour modéliser les modes instables comme des ondes de Bloch.
Cette méthode se révèle être très précise et relativement peu coûteuse puisqu’elle ramène les cal-
culs à une unique cellule élémentaire périodique. La comparaison des résultats donnés par cette
méthode avec ceux obtenus avec nos deux modèles (global et multi-échelles) sur un problème de
compression sous flexion circulaire nous a permis de complètement valider nos modèles.
Perspectives
Certains des tests réalisés avec notre modèle multi-échelles dans le chapitre 8 ont mis en évidence
le rôle de termes apparaissant à un ordre supérieur. Pour compléter notre modèle et améliorer la
précision des résultats, il semble donc judicieux de chercher à inclure des termes de flexion glo-
bale dans le problème local. On pourra par exemple s’inspirer de (Geers et al., 2007), qui prend en
compte la flexion de coques au niveau local en appliquant une technique d’homogénéisation numé-
rique du second ordre. Par ailleurs, une autre piste permettant de gagner en précision serait d’ajouter
dans notre modèle un problème local sur les fibres, de manière à gérer des géométries locales plus
complexes.
Par ailleurs, l’application directe de la stratégie multi-échelles décrite dans la partie II représente
un coût de calculs beaucoup plus élevé que les méthodes basées sur des approximations macro-
scopiques. Par conséquent, son objectif actuel n’est pas de concurencer les méthodes globales, mais
plutôt de les compléter en apportant unemeilleure précisions dans les zones de fortes déformations.
Pour pouvoir l’utiliser plus généralement dans un contexte industriel, un travail important doit être
consacré à l’accélération des calculs. Plusieurs pistes sont exploitables pour rédurie les temps de cal-
culs : la technique la plus répandue est de résoudre tous les problèmes locaux en parallèle (et non
de manière séquentielle comme cela est fait pour le moment), comme cela est décrit par exemple
dans (Feyel et al., 2000). Par ailleurs, une autre piste est l’utilisation de bases réduites, qui font ac-
tuellement l’objet de nombreux travaux de recherches (cf (Y vonnet and He, 2006), (Y vonnet et al.,
2007) et (Monteiro et al., 2008)). Enfin, d’autres méthodes d’autres méthodes pourront être envisa-
gées, telles que les méthodes d’interpolation après avoir construit une base de donnée à partir de
calculs préliminaires (cf (Temizer andWriggers, 2007) et (Y vonnet et al., 2009)).
A
N
N
E
X
E
Approximations en petites déformations
A.1 Approximation générale
On rappelle que l’énergie d’un matériaux isotrope hyperélastique dépend uniquement des inva-
riants du tenseur de Cauchy-Green droitC :
w =w(I1, I2, I3)
avec 
I1 = Tr (C )
I2 = 12
(
Tr (C )2−Tr (C2)
)
I3 = det (C )
Ces invériants peuvent également être écrits en fonction du tenseur e :

I1 = 3+2Tr (e)
I2 = 3+4Tr (e)+2
(
Tr (e)2−Tr (e2)
)
I3 = 1+2Tr (e)+2
(
Tr (e)2−Tr (e2)
)
+det (e)
Le jacobien J = det (F )=pI3 peut quant à lui être approché au second ordre :
J =
√
I3
=
[
1+2Tr (e)+2
(
Tr (e)2−Tr (e2)
)
+det (e)
]1/2
≈ 1+ 1
2
[
2Tr (e)+2
(
Tr (e)2−Tr (e2)
)]
− 1
8
[
2Tr (e)
]2
≈ 1+Tr (e)+ 1
2
Tr (e)2−Tr (e2)
En utilisant ces relations, sous l’hypothèse de petites déformations, toute énergie isotrope hyper-
élastique doit pouvoir être approchée au second ordre par une énergie de type St Venant-Kirchhoff :
w = λ
2
Tr (e)2+µTr (e2)
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Une fois que cette écriture a été obtenu, on peut en déduire le module d’Young et le coefficient de
Poisson dumatériau par les formules classiques :
E = µ(3λ+2µ)
λ+µ et ν=
λ
2(λ+µ)
Ces relations s’inversent en
λ= E ν
(1+ν)(1−2ν) et µ= E
1
2(1+ν)
Remarque : On peut remarquer que cette expression est quadratique par rapport aux coefficients
de e. Toute énergie doit en effet être construire de manière à ne pas avoir de terme linéaire dans son
approximation au second ordre, car le solide est au repos dans sa configuration de référence, ce qui
implique :
∂w
∂e
(0)= 0
A.2 Application à la loi de Mooney-Rivlin
On rappelle que la loi deMooney-Rivlin quasi-incompressible que l’on a utilisée sécrit sous la forme :
w =C1
(
I1−3− ln(I3)
)
+C2∗
(
I2−3−2 ln(I3)
)
+ 1
2ǫ
(
J −1
)2
On réalise alors l’approximation au second ordre du terme ln(I3) :
ln(I3) = ln
[
1+2Tr (e)+2
(
Tr (e)2−Tr (e2)
)
+det (e)
]
≈
[
2Tr (e)+2
(
Tr (e)2−Tr (e2)
)]
− 1
2
[
2Tr (e)
]2
≈ 2Tr (e)−2Tr (e2)
On en déduit alors les approximations de chacun des termes de l’énergie :
I1−3− ln(I3) ≈ 3+2Tr (e)−3−2Tr (e)+2Tr (e2)
≈ 2Tr (e2)
I2−3−2 ln(I3) ≈ 3+4Tr (e)+2
(
Tr (e)2−Tr (e2)
)
−3−4Tr (e)+4Tr (e2)
≈ 2Tr (e)2+2Tr (e2)
(J −1)2 ≈ Tr (e)2
Donc finalement l’approximation au second ordre de notre énergie s’écrit :
w ≈ (2C2+
1
2ǫ
)︸ ︷︷ ︸
λ
2
Tr (e)2+ (2C1+2C2)︸ ︷︷ ︸
µ
Tr (e2)
Remarque : Lorsque le coefficient de pénalisation 1ǫ tend vers l’infini, λ tend vers l’infini et donc
le coefficient de Poisson ν tend vers 0. Cela prouve que la pénalisation approche bien les matériaux
incompressibles.
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Valeurs choisies en pratique pour la gomme dans les tests :{
C1 = 0.539MPa
C2 = 1.062MPa
D’après (Le Tallec, 1994), le coefficient de pénalisation 1ǫ doit respecter l’ordre de grandeur :
102G ≤ 1
ǫ
≤ 106G
oùG = E2(1+ν) est le module de cisaillement.
Pour des valeurs plus petites de 1ǫ , ils y aura une perte de précision car l’incompressibilité sera mal
prise en compte. Pour des valeurs de 1ǫ plus élevées, le conditionnement devient trop élevé.
Dans notre cas, on choisira donc des valeurs de 1ǫ comprises dans l’intervalle :
3.∗102MPa ≤ 1
ǫ
≤ 3.∗106MPa
Avec un coefficient de pénalisation 1ǫ = 103MPa, cela revient à prendre en petites déformations un
module d’Young et un coefficient de Poisson égaux à :{
E = 9,6MPa
ν= 0.498
Si on prend un coefficient de pénalisation 1ǫ = 103MPa, on obtient alors les valeurs{
E = 9,6MPa
ν= 0.4998
Le coefficient de Poisson est très proche de 12 déjà pour
1
ǫ = 103MPa, on choisira donc cette valeur
pas trop élevée pour éviter tout verrouillage numérique.
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