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Abstract: Size constr aints can improve the clust ering perfo rmance of cluster ing methods. H ow ever the differences in
the size of cluster s, i. e. the number of instances contained in each cluster w ill decr ease the cluster ing perfo rmance.
This paper int roduces a new scheme o f size constraints on size o f each clust er and transforms them into linear pr o
g ramming optimization. Exper iments r esult s on UCI benchmark datasets show that the new method outper forms the
random scheme. The clustering performance can be increased even when the size constraints are relaxed to some ex
tent. T he new alg or ithm can increase the clust er ing accuracy efficiently.







景信息,如样本两两之间的 m ust link 或者 cannot
link作为约束条件: 若两样本处在同一组类中,我们





Zhu[ 2] 和 Basu等[ 3] 也在聚类研究中考虑两两样本
约束及样本的基本指标. 国内研究者也在此方面做



















约束和实例 cannot link约束, 并提出一种启发式算
法模型,通过将其转化为整型线性规划最优模型来







给出含有 n个样本的一组数据, 令 A = (A 1 ,
A 2 , , A p ) 为样本的 P 个组类划分,并且令 NumA
= ( na1 , na2 , , nap ) 为各组类的样本数量, 在此,
寻找样本的另一划分B = ( B1 , B 2 , , Bp )使得划分
A、B的一致性达到最大, 然后令 NumB = ( nb 1 ,
nb 2 , , nb p ) 为各组类的规模约束, 其中当nb1 = nb2
= = nb p 时, 被称为1 1模式. A和B能可表达成
一个 n p 的划分矩阵. 矩阵的每一行表示一个样
本,每一列表示一个划分.在划分 A或划分B 中, 当
样本 i属于组类 j 时,则记作 aij = 1或者 bij = 1.
举例如下:
A =
1 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0




a ij = na j , j = 1, , p
p
j = 1























bij = nb j , j = 1, , p
p
j = 1









Da = diag( na1 , na2 , , nap )
以及








, j = 1, , p




aij = na j , j = 1, , p ,
p
j = 1
aij = 1, i = 1, , n.











, j = 1, , p
式中, bij {0, 1}
且有
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n
i = 1
bij = nbj , j = 1, , p ,
p
j = 1
bij = 1, i = 1, , n.
由此,易知 V = B(Db )- 1/ 2 ( 3)





























V = J =
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0






= Da - Db
2
( 6)
其中, B为划分A 的最优近似解, 且满足规模约束.
但是,在实际问题中, 很难找到这样的 V满足 U
T
V









uij v ij ( 7)













bij = nb j , j = 1, , p ,
p
j = 1
bij = 1, i = 1, , n,




















表 1 采用小数据原则、大数据原则与第 1 种方法比较的实验结果
数据集类型 算法 准确度 平均信息量 ARI NM I
I ris 第 1种方法 0. 846 7 0. 255 9 0. 641 6 0. 675 0
小数据原则 0. 846 7 0. 255 9 0. 641 6 0. 675 0
大数据原则 0. 846 7 0. 255 9 0. 641 6 0. 675 0
W ine 第 1种方法 0. 707 9 0. 440 0 0. 386 3 0. 438 3
小数据原则 0. 816 5 0. 327 5 0. 491 9 0. 545 6
大数据原则 0. 853 4 0. 301 3 0. 524 5 0. 572 4
Balance Sca le 第 1种方法 0. 524 8 0. 702 0 0. 138 9 0. 093 1
小数据原则 0. 637 6 0. 581 7 0. 242 1 0. 182 4
大数据原则 0. 661 7 0. 538 6 0. 289 8 0. 210 3
Iono sphere 第 1种方法 0. 803 4 0. 353 4 0. 405 6 0. 292 6
小数据原则 0. 894 9 0. 269 8 0. 515 3 0. 384 7

















数量不超过 75,对数据采用 1: 1模式与随机模式进
行比较结果如表 2所示.
表 2 规模约束放宽后的案例研究结果
数据集类型 算法 准确度 平均信息量 ARI NMI
Win e 规模约束放宽 0. 846 7 0. 255 9 0. 641 6 0. 675 0
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