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a b s t r a c t
The deviation flow refueling location problem is to locate p refueling stations in order to maximize the flow
volume that can be refueled respecting the range limitations of the alternative fuel vehicles and the shortest
path deviation tolerances of the drivers. We first provide an enhanced compact model based on a combination
of existing models in the literature for this relatively new operations research problem. We then extend this
problem and introduce the refueling station location problem which adds the routing aspect of the individual
drivers. Our proposed branch and price algorithm relaxes the simple path assumption generally adopted
in the existing studies and implicitly takes into account deviation tolerances without the pregeneration of
the routes. Therefore, the decrease in solution times with respect to existing models is significant and our
algorithm scales very efficiently to more realistic network dimensions.
© 2015 Elsevier B.V. and Association of European Operational Research Societies (EURO) within the

















































Due to economic, security and environmental concerns associ-
ted with fossil fuels, the penetration of alternative fuel vehicles into
he transportation network is on the rise. Alternative fuel vehicle
AFV) technologies aim at reducing the greenhouse gas emissions, the
ost of transportation and the dependence on export oil. Introduc-
ion of these game-changing technologies bring about several oppor-
unities for different players of the transportation sector. However,
widespread adoption of vehicles by the community is contingent
pon the availability of refueling stations for alternative fuels. Lack of
hese stations is identified as one of the foremost barriers by several
esearchers (Bapna, Thakur, & Nair, 2002; Kuby & Lim, 2005; Melaina
Bremson, 2008; Melaina, 2003; Romm, 2006). On the other hand,
stablishing new refueling stations by the private sector necessitates
large number of vehicles on the road (Kuby & Lim, 2005; Melaina,
003; 2007). This ‘chicken-egg’ problem (Kuby & Lim, 2005; Melaina,
003; Wang & Wang, 2010) led to several studies flourish in the re-
ent literature. Commonly assuming a government participation in
he initial phase of refueling station establishment, the major con-
ern has been to locate a given number of stations in a road network.
In the existing literature, different modeling approaches are used
o locate the refueling stations. Early studies in this area (Goodchild∗ Corresponding author. Tel.: +90 312 290 1409; fax: +90 312 266 4126.
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ll rights reserved.Noronha, 1987; Nicholas, Handy, & Sperling, 2004; Nicholas &
gden, 2006) utilized the p-median model to minimize the sum of
he travel times from the demand sites (i.e. homes) to the nearest re-
ueling facilities. The motivation behind p-median models is that the
ehicle owners usually prefer to refuel close to their homes (Kitamura
Sperling, 1987; Upchurch & Kuby, 2010). The p-median approach
ssumes that the demand is located at nodes. A different approach
o the refueling station location problem considers path-based de-
and. This idea is initially presented in flow capturing location model
FCLM) by Hodgson (1990) and in flow intercepting location model
FILM) independently by Berman, Larson, and Fouska (1992). A path-
ased demand is considered to be ‘captured’ if the path contains a
ode with an open facility. In other words, a single facility is assumed
o be enough to cover the whole flow on the path. The objective is
o locate p facilities while capturing as much path flows as possible.
nfortunately, the single refueling stop assumption of FCLM is too
estrictive to represent the real world cases in which the distance be-
ween an origin–destination (O–D) pair is larger than the range of the
ehicle. This shortcoming of flow capturing approach is more severe
hen it comes to the AFVs which are infamous for their rather limited
anges. To handle this, Kuby and Lim (2005) introduced flow refueling
ocation model (FRLM) that locates p refueling stations to maximize
he total refueled flow volume while making sure that the vehicles
ever run out of fuel. Similar to FCLM, the demand is defined as a
ow on the shortest path between an O–D pair. But this time, rather
han a single facility, a certain set of stations enabling the round trip
f the vehicle between an O–D pair is required. In other words, acombination of facilities’ is needed to serve the demand so that the
EURO) within the International Federation of Operational Research Societies (IFORS).
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vehicles do not run out of fuel while traveling. In the initial phase of
the two-stage solution methodology, feasible minimal combinations
that can refuel the shortest path between each O–D pair are deter-
mined by a preprocessing algorithm. These combinations are given
as input to a mixed integer linear programming (MILP) formulation
in the second stage. In FRLM, at least a half-full tank of fuel is re-
quired at the final destination with no refueling station (Capar, Kuby,
Leon, & Tsai, 2013; Kuby & Lim, 2005, 2007; Kuby, Lines, Schultz, Xie,
Kim, & Lim, 2009; MirHassani & Ebrazi, 2013). This enables the vehi-
cle to have enough fuel to complete a round trip. If a refueling station
is located at the destination node, the half-full tank requirement is
relaxed. This is a very realistic assumption since no AFV driver would
like to reach the destination without enough fuel to visit a refuel-
ing station on the return trip. With the same reasoning, a similar as-
sumption is made for the origin nodes. This basic FRLM formulation
is extended from different aspects and some assumptions are relaxed
in further studies. The objective function is modified to maximize the
total vehicle-miles traveled (Kuby et al., 2009). The feasible set of can-
didate sites for refueling stations is extended from the node set to in-
clude the points on the arcs as possible location points by Kuby and
Lim (2007). A multi-period planning for charging station infrastruc-
ture is proposed by Chung and Kwon (2015).
The FRLM requires the generation of all combinations for all the
path-based demands. Thus, building the model for even medium-
sized networks requires excessive time and memory. In order to over-
come this drawback, Lim and Kuby (2010) propose three heuristic
algorithms: greedy-adding, greedy-adding with substitution and ge-
netic algorithm. In a similar line of efforts, a different refueling logic
is embedded into the MILP model by Capar et al. (2013). The authors
propose a simple, yet powerful formulation that solves the FRLM to
optimality in a reasonable amount of time.
Different approaches such as set covering are also studied in the
recent literature (MirHassani & Ebrazi, 2013; Wang & Lin, 2009, 2013;
Wang & Wang, 2010). Rather than locating p facilities to serve the
demand, a set covering approach finds the minimum-cost combina-
tion of facilities to serve all of the O–D demand pairs. MirHassani and
Ebrazi (2013) approach this problem from a different perspective to
increase the size of the problems that can be solved to optimality. Ini-
tially building an expanded network in which augmented arcs corre-
spond to path segments of the shortest paths through which vehicles
can bypass nodes without refueling, the need for combinations dis-
appears. An effective mixed-integer linear programming (MILP) for-
mulation based on the shortest path problem is provided. They do not
consider flow deviation (driver preferences) and assume a fixed sim-
ple path, namely, the shortest path, between each O–D pair. With the
fixed path assumption, the resulting MILP formulation can be directly
solved by a commercial solver for realistic problem instances.
All of the aforementioned studies consider only a fixed number
of simple paths to connect O–D pairs. Although fixing paths and us-
ing only simple paths make problems computationally tractable, they
unnecessarily restrict the solution space. It is clear that consider-
ing only a small portion of all possible paths can result in a subop-
timal solution. For the simple path case, consider the example de-
picted in Fig. 1. In order to cover both demands between O–D pairs
o1-d1 and o2-d2, two stations located at nodes A and C are required
if we only consider simple paths. However, if non-simple paths are
viable, a single refueling station located at node B would cover both
demands. The presented example oversees capacity issues related to
stations. Capacitated refueling stations are within the scope of recent
studies such as Upchurch, Kuby, and Lim (2009b) and Jung, Chow,
Jayakrishnan, and Park (2014). Though not within our scope, the flexi-
bility provided by non-simple paths might prove useful in capacitated
networks as well.
In the context of AFV routing, several studies flourished in the re-
cent literature (Arslan, Yıldız, & Karaşan, 2014b; Artmeier, Haselmayr,
Leucker, & Sachenbacher, 2010; Bektaş & Laporte, 2011; Erdoğan &iller-Hooks, 2012; Schneider, Stenger, & Goeke, 2014). These stud-
es consider routing of AFVs including electric vehicles. Kuby, Araz,
almer, and Capar (2014) also provide a decision-support tool for
nding the shortest feasible path in a road network given the vehi-
le’s driving range and station locations. However, there are very few
tudies in the refueling station location literature that incorporate the
river preferences into the location decisions. The effects of driver
references such as deviating from the shortest paths is a significant
actor on travel costs (Arslan, Yıldız, & Karaşan, 2014a). In this con-
ext, Kim and Kuby (2012) study simple-path deviations (i.e. cycles
re excluded) from the shortest paths. The deviations are calculated
y a k-shortest path algorithm before the model is solved until a pre-
efined user tolerance deviation is reached. The deviation is defined
s the percentage difference of the selected route and the shortest
ath. Similar to FRLM, the preprocessing time in this deviation flow
efueling location model (DFRLM) is excessive when deviations are
onsidered. Therefore Kim and Kuby (2013) propose a network trans-
ormation heuristic to solve realistic-sized problems. This transfor-
ation does allow for limited non-simple paths in the form of single
ycles either at the start or end of the path. Huang, Li, and Qian (2015)
lso relax the commonly adopted assumption that travelers only take
shortest path between any O–D pair and study the multipath refu-
ling location model, in which multiple deviation paths between O–D
airs can be simultaneously utilized.
In a similar context, routing is considered in a recent study by
ang and Recker (2014). In order to account for the routing decisions
f the drivers, household activity pattern problem (HAPP) (Recker,
995) is used, which is a variation of the pickup and delivery prob-
em with time windows. The authors consider the routing decisions
f the individuals in a metropolitan area and simultaneously optimize
he scheduling and routing decisions of the households as well as the
ocation of the refueling stations. The limited range of the vehicles is
ot considered in this study. Instead, it is presumed that each house-
old visits a refueling station once in a day either on the way to an-
ther activity or as a single trip.
.1. Contribution
In this paper, we study the refueling station location problem with
outing considerations as a generalization of the DFRLM by Kim and
uby (2012) and propose a branch and price algorithm as an exact so-
ution methodology. The methodology combines existing ideas from
he literature such as avoiding the explicit pregeneration of the routes
nd adding the flexibility of the non-simple paths in a novel manner
y incorporating a path-segment based expanded network. Our uni-
ying solution approach can also handle multiple vehicle types. We
onduct extensive numerical experiments to solve this theoretically
hallenging and practically important problem. Our contributions to
he existing literature are as follows:





k Candidate site index
q O–D pair index
r Alternative path index
Sets
A Set of arcs
Aqr Set of arcs on alternative path rth of O–D pair q (considering a round trip)
H Set of all combinations
Hqr Set of combinations that can refuel alternative path rth of O–D pair q (considering a round trip)
K Set of all candidate sites
Kh Set of candidate sites in combination h
Kqr
j,k
Set of candidate sites that can refuel the directional arc (j, k) ∈ Aqr
N Set of nodes
Q Set of O–D pairs
Rq Set of alternative paths between O–D pair q
Parameters
fqr Flow on alternative path rth of O–D pair q
gqr Fraction of drivers traveling between O–D pair q who are willing to take the alternative path rth
p Number of refueling stations to be located
Variables
vh 1 if all of the refueling stations in combination h is located, 0 otherwise
xk 1 if a refueling station is located at candidate site k, 0 otherwise
yqr 1 if flow on alternative path rth of O–D pair q is refueled , 0 otherwise

















































• We bring different state-of-the-art models in the literature to-
gether to enhance the solution of DFRLM and show that the so-
lution times decrease dramatically.
• We introduce the refueling location station problem with rout-
ing (RSLP-R) that generalizes DFRLM to handle the non-simple
path deviations from the shortest path and present its complexity
status.
• We propose a branch and price algorithm for solving the RSLP-R.
The solution time decrease is significant with respect to the orig-
inal DFRLM model. Moreover, because the algorithm does not re-
quire the explicit enumeration of paths, it scales very well to more
realistic network dimensions.
In Section 2, we unify the state-of-the-art models to improve the
olution efficiency of DFRLM. In Section 3, we present RSLP-R, pro-
ide its complexity status and detail our proposed branch and price
ethodology. In Section 4, an extensive computational study is con-
ucted to attest the computational efficiency of the enhanced DFRLM
s well as the proposed branch and price methodology. Section 5 con-
ludes the study.
. Enhancements to deviation flow refueling location model
DFRLM)
In this part, we present two enhancements to improve the solu-
ion time of the DFRLM: the first one in the modeling logic and the
econd one in the data generation algorithm. The parameters and
ariables to be used in the formulations in this section are presented
n Table 1.
.1. Model logic
The original FRLM presented by Kuby and Lim (2005) considers
hortest path trips between each O–D pair. Since there is only one
ath for each O–D pair, the r subscript is dropped from the parame-








vh ≥ yq ∀q ∈ Q (2)k ≥ vh ∀h ∈ H, k ∈ Kh (3)
k∈K
xk = p (4)
k, yq, vh ∈ {0, 1} ∀k ∈ K, q ∈ Q, h ∈ H (5)
The objective function maximizes the total flow refueled. Con-
traints (2) ensure that a path-based demand is satisfied only when
combination that can refuel the demand is selected. Constraints (3)
nsure that whenever a combination is selected all the facilities in it
re opened. Constraint (4) limits the number of facilities to be opened
o p. Constraints (5) are the domain requirements. In FRLM, a shortest
ath for each O–D pair is considered as a demand. In the preprocess-
ng phase, all of the facility combinations that can refuel these paths
re generated. As previously mentioned, generation of these combi-
ations require extensive amount of time, especially when the path
s much longer with respect to the range of the vehicle. Capar et al.
2013) presented a different modeling logic that reduces not only the
reprocessing times but also the model solution times. Without gen-
rating the feasible combinations for each path, this new logic mod-
ls the ‘refuelability’ of the arcs. Instead of the Constraints (2) and (3)
hat enforce the refueling logic in the original model, the following
onstraints are added to the new formulation∑
∈Kq
j,k




is the set of candidate sites that can refuel the direc-
ional arc (j, k) ∈ Aq for the round trip between O–D pair q. This new
et of constraints ensure that each arc on a given path is traversable
y refueling at any of the possible candidate sites. Thus, rather than
enerating all feasible combinations for a given path, each arc on ev-
ry path is processed once to make sure that it is traversable. Even




sets, generation is much faster especially for large networks.
The modeling logic extension to FRLM can also be applied to the
eviation flow refueling location model (DFRLM) of Kim and Kuby


























































yqr ≤ 1 ∀q ∈ Q (8)
∑
h∈Hqr
vh ≥ yqr ∀q ∈ Q, r ∈ Rq (9)
xk ≥ vh ∀h ∈ H, k ∈ Kh (10)
∑
k∈K
xk = p (11)
xk, yqr, vh ∈ {0, 1} ∀k ∈ K, q ∈ Q, h ∈ H, r ∈ Rq (12)
In DFRLM model, the original FRLM model by Kuby and Lim (2005)
is modified to account for the deviations. A new subscript r is intro-
duced to refer to the path alternative of the path-based demand q.
The model incorporates demand decays as a function of deviation
percentage from the shortest path. The parameter gqr in the objec-
tive function is the fraction of drivers traveling between O–D pair q
who are willing to take alternative path r. It equals to 1 for the short-
est paths, and changes in a nondecreasing fashion with respect to in-
creasing deviation distance of the alternative paths. Due to the nature
of the objective function, the shorter alternative is selected among
the possible set of alternative paths between an O–D pair. In other
words, the flow with the highest possible fractional value contributes
to the objective function. Constraints (8) ensure that at most one of
the alternative paths between an O–D pair can be selected to prevent
double-counting.
Observe that, similar to the study by Capar et al. (2013), Con-
straints (9) and (10) can be replaced by the following constraints to
handle the model more efficiently∑
i∈Kqr
j,k
xi ≥ yqr ∀q ∈ Q, ( j, k) ∈ Aq, r ∈ Rq (13)
Next, we deal with the preprocessing part of these models.
2.2. Improving data generation time
The DFRLM model considers an upper-limit on the driver toler-
ance as a fraction of the shortest path distance. Therefore, besides
generating data for combinations, it also generates all of the paths up
to a predefined distance. In order to enumerate these paths, the au-
thors propose to solve k-shortest paths algorithm, starting at k = 1
and increasing it one by one until the path distance exceeds the
driver’s tolerance. Observe that generating these paths requires ex-
cessive amount of time and amounts to a big portion of the data
preparation. However, more efficient algorithms such as ‘algorithm
for loopless paths near shortest path’ (ANSPR0) algorithm by Carlyle
and Wood (2005) exist in the literature to enumerate the paths up to
a predefined distance value. Rather than solving the k-shortest paths
for several times and keeping a sorted list of paths, the ANSPR0 al-
gorithm processes arcs in a depth-first-search fashion and outputs a
path if its length is less than or equal to the predefined distance. As it
will be presented in the computational study section, this approach
effectively reduces the preprocessing time of the model in orders of
magnitude.
2.3. Decay function
Within DFRLM context, it is typically assumed that the demand
decays by increasing deviation from the shortest distance. In their
study, Kim and Kuby (2012) define the decay as a function of the
deviation. In a recent study, Kuby, Kelley, and Schoenemann (2013)
report empirical data for deviation decay in the city of Los Ange-
les. We assume, for each potential deviation path alternative, thate have an associated penalty coefficient originating from an un-
erlying demand decay model. Our proposed RSLP-R model, unlike
urrent DFRLM studies in the literature, does not take as input a
iven set of alternative paths for a specific O–D pair. As such, in or-
er to incorporate the penalty associated with a potential deviation
ath alternative, we transform the input data associated with the
nderlying demand decay model as follows: Consider a specific q ∈
with m potential deviation path alternatives, and let gq1 ≥ gq2 ≥
· · ≥ gqm be the associated penalty coefficients. We can represent
his particular O–D pair with m copies of it, say q1,…, qm originat-
ng from the same source and terminating in the same destination
here fqi = fq × (gqi − gqi+1 ), ∀i < m and fqm = fq × gqm . Observe
hat, with this transformation, the same percentage of flow will be re-
ueled as the original model. In particular, if the alternative path rth
s refueled in the DFRLM model, then with this transformation, de-
ands qr…qm will all be refueled. Thus, the cumulative flow equals
o
∑m
i=r ( fq × (gqi − gqi+1 )) = fq × gqr.
.4. Deviation flow refueling location model - enhanced (DFRLM-E)
With the above enhancements and modifications to the DFRLM
odel, we now propose the following DFRLM-E model that solves the
ame problem as DFRLM more efficiently. Note that the required path
numeration for the DFRLM-E is performed by the ANSPR0 algorithm














xi ≥ yqr ∀q ∈ Q, ( j, k) ∈ Aq, r ∈ Rq (16)
k∈K
xk = p (17)
k, yqr ∈ {0, 1} ∀k ∈ K,∀q ∈ Q, r ∈ Rq (18)
In the computational study section, we present results showing
hat the solution times of the extended model are much faster than
hose of the classical one.
. Mathematical model
In this section we formally define the refueling station location
roblem with routing (RSLP-R).
.1. Problem definition and notation
An AFV trip has three components: vehicle, O–D pair and driver.
or each trip, the fuel range (the maximum distance to be covered
ith a full fuel tank) is a function of vehicle specifications, the O–D
air indicates where the trip starts and ends and the driver preference
etermines how much extra driving can be tolerated by this driver.
rom a macroscopic view, those trips with the same vehicle, O–D
air and driver preference can be considered a single group which we
all as a demand. The flow volume of a demand is given proportional
o the amount of AFV trips. For each demand there is an associated
raffic volume which is a function of the number of AFV trips in the
onsidered time interval. Following the convention established in the
iterature, we assume that all the alternative fuel vehicle trips start
ith half full tank so that the driver can return on the same trip to
he same station the next day with at least half full tank. A path is
onsidered to be feasible for a given demand if it satisfies the follow-
ng three conditions:



































































































• It starts from the origin and ends in the destination node,
• There are enough refueling stations positioned on the path such
that it is possible to travel without running out of fuel and arrive
to the destination with at least half full fuel tank,
• Its length is not more than the threshold value that the AFV driver
can tolerate.
A given demand is considered to be refueled if the designed sta-
ion deployments enable a feasible path for it. In RSLP-R, the objective
s to find the locations of a fixed number of refueling stations in the
etwork such that the total volume of the refueled demand is maxi-
ized.
We now provide some basic notation. We assume the underlying
hysical network is represented by a weighted undirected graph with
ode set N = {1, 2, 3, … n} and edge set E where each edge can be tra-
ersed in either direction and thus the refueling stations to be located
re dual accessible. Corresponding to our physical network instance,
e construct a directed weighted graph G = (N, A) where A = {(i, j)∪(j,
): {i, j} ∈ E} and the length of each arc a ∈ A is l(a) ≥ 0 which is equal
o the length of its corresponding edge.
Let O, W⊆N be the sets of origin and destination nodes, respec-
ively. We define the expanded network G = (N, A) where:
• N contains nodes ī for all i ∈ O and j̄ for all j ∈ W in addition to the
original set of nodes N.
• A consists of all the arcs in A plus the zero-length arcs (ī, i) for all
i ∈ O and ( j, j̄) for all j ∈ W.
Between two nodes s, t ∈ N, the shortest distance in G is denoted
y δs,t .
We define M as the set of vehicle types. The range of a ve-
icle μ ∈ M is denoted by r(μ). A demand q is a five tuple
mq,S(q), T (q), λq, fq〉, where mq ∈ M is the vehicle type and S(q) =
¯ and T (q) = j̄ are the artificial origin and destination nodes associ-
ted with the O–D pair i ∈ O, j ∈ W. λq ≥ 0 represents the maximum
istance that the driver would accept to travel and fq is the flow vol-
me. The set of demands is denoted by Q.
A directed path is an alternating sequence of nodes and arcs (n0,
1, n1, a2, n2, …, aη , nη) with ni ∈ N,∀i = 0, . . . , η and ai = (ni−1, ni) ∈
,∀i = 1, . . . , η. A path is non-simple if it repeats nodes and is simple
therwise. Our formulation depends on the notion of path-segments
ntroduced by Yıldız and Karasan (2014). Note that the idea of gener-
ting an artificial and reduced network among a fixed set of refuel-
ng locations where an edge is induced by a vehicle range dates back
o a sequence of studies (including but perhaps not limited to Adler,
irchandani, Xue, and Xia (2014); Khuller, Malekian, and Mestre
2007); Kim and Kuby (2013); Kuby et al. (2014); Lin, Gertsch, and
ussell (2007); Soedarmadji and McEliece (2007); Suzuki (2008)).
owever, since the refueling locations are not fixed in our case, our
ath-segments are more flexible. In the particular case in which
hey correspond to shortest paths of the original network, they coin-
ide with the MirHassani and Ebrazi (2013) definition given for fixed
aths. In particular, a path-segment π is a directed simple path in G
ith an associated demand d(π ) ∈ Q. We denote the source and des-
ination nodes of a path-segment π as s(π ) and t(π ), respectively. The
ength of a path-segment is the sum of the lengths of the arcs on this
egment and is denoted by l(π ). In our formulations, we only con-
ider path-segments with total length less than the range of the vehi-
le type associated with it and call such path-segments feasible. More
ormally, a path-segment π is feasible if l(π ) ≤ r(md(π )). We define
q as the set of all those feasible-path-segments for a demand q ∈ Q
nd denote the set of all the feasible path segments as , i.e.,  =
q ∈ Qq.
Using the same definitions and notation with Yıldız and Karasan
2014), a trip  = (π1…, π k) is an ordered union of feasible path-
egments π i, i ∈ 1, …, k where t(π i) = s(π i + 1), ∀i = 1, …, k − 1. We
all a trip feasible for a demand q ∈ Q, if s(π1) = S(q), t(π k) = T (q),() = 	i ∈ 1, …, kl(π i) ≤ λq and a refueling station is located at t(π i),
i = 1, …, k − 1. We say an arc a ∈ π if a is an arc on path-segment π .
imilarly for a trip , we say π ∈  if π is a path-segment of .
For a given node set P⊆N, let QP ⊆ Q be the set of demands for
hich there exists a feasible trip in G when a refueling station is
ocated at every node in P. Then, RSLP-R can be formally stated as
ollows:
efinition 1. The refueling station location problem with routing
RSLP-R) is defined as finding a set P∗⊆N with cardinality at most p
uch that the total amount of flow refueled
∑
q∈QP∗ fq is maximized.
roposition 1. RSLP-R is NP-Complete.
roof. Observe that for a given RSLP-R problem instance, the feasibil-
ty can be checked in polynomial time. In order to show that RSLP-R
s NP-Complete, we now provide a transformation from the maximal
overing location problem (MCLP) (Church & ReVelle, 1974) which is
lso NP-Complete (Megiddo, Zemel, & Hakimi, 1983). The MCLP is de-
ned as selecting a combination of candidate facilities, with a cardi-
ality less than or equal to p, such that the maximum demand is cov-
red by the selected facilities. The parameters are the customers, i ∈
, with a demand hi; the facilities, j ∈ J; binary parameters aij to define
he coverage of customer i ∈ I by candidate facility j ∈ J; and a fixed
umber p. For this MCLP instance, we now build a graph as input to
CLP-R using the following polynomial-time transformation. For each
andidate facility j ∈ J, add a node j. For each demand i ∈ I with aij =
, add two nodes io and id that represent an O–D pair q with a flow
f hi. Add the arcs (io, j) and (j, id) to the graph, both with a length of
unit. Consider the corresponding RSLP-R instance with a driver tol-
rance equal to 1, and a vehicle range of 2 units. Observe that solving
his RSLP-R instance is equivalent to solving the corresponding MCLP
nstance. Thus, RSLP-R is NP-Complete. 
.2. Path-segment formulation (PS)
In this subsection we present the path-segment formulation PS for
LSP-R and provide the details of the proposed branch and price al-
orithm to solve it. Recall that refueling a demand q requires to find
trip  = (π1…, π k) such that a refueling station is located at the
nd of each path-segment π ∈ {π k} where t(π k) = T (q). As such,
ur path-segment formulation admits a very natural representation of
ehicle refueling constraints. Since there is no refueling at the inter-
al nodes of a path-segment, it is always best to choose the shortest
ath among all the path segments between two nodes for the RSLP-R
roblem. Thus, we only need to consider the shortest path between
wo nodes as a path-segment. This core property is also considered
y MirHassani and Ebrazi (2013) to represent refueling constraints
or a vehicle traveling on a fixed path. Our methodology generalizes
his approach to the whole network to relax the fixed simple path
ssumption.
We define the following decision variables.
q =
{









1, if demand q ∈ Q uses path-segment π
0, otherwise,
e call yq, q ∈ Q as the cover variables, xi, i ∈ N as the location vari-
bles and vqπ , q ∈ Q, π ∈  as the path-segment variables. With these






















































yq, if i = S(q)
−yq, if i = T (q)
0, otherwise
∀i ∈ N, q ∈ Q,
(20)∑
π∈q




vqπ ≤ xi ∀q ∈ Q, i ∈ N (22)
∑
i∈N
xi ≤ p (23)
yq ∈ {0, 1} ∀q ∈ Q, (24)
xi ∈ {0, 1} ∀i ∈ N, (25)
vqπ ∈ {0, 1} ∀q ∈ Q, π ∈  (26)
The objective function (19) is the total amount of the AFV flow
volume to be captured. Constraints (20) are the flow balance equa-
tions that force a chosen demand to be carried from its source to its
destination (covered) by the concatenation of feasible-path-segments.
Constraints (21) are the maximum deviation constraints which en-
sure that the total length of any AFV trip is not longer than the max-
imum allowed. Constraints (22) enforce fuel range requirements by
ensuring refueling at the end of each feasible path-segment that does
not end in the destination node of the associated demand. Constraint
(23) restricts the number of refueling stations to be at most p. Con-
straints (24)-(26) are the domain restrictions.
In order to strengthen the given formulation we can replace con-
straints (21) with the following constraints:∑
π∈q
l(π )vqπ ≤ λq yq ∀q ∈ Q (27)
This cut is very useful when solving the PS formulation. Indeed, as
we will more formally present below, integrality of the location vari-
ables is sufficient to guarantee the integrality of the cover and path-
segment variables with the inclusion of this cut in the model. A simi-
lar key result is established in FRLM context in Kuby and Lim (2005).
We will call this stronger formulation as PS. We now present our
branch and price algorithm (B&P) to solve PS. During B&P, the column
generation technique is employed to solve the linear relaxation of PS,
say PS-LP and obtain an upper bound for each node of the branch and
bound tree.
3.3. LP solution (Column generation)
3.3.1. Pricing problem:
Let RPS be the restricted PS formulation with a subset of path-
segment variables vqπ . At every iteration we determine whether there
exists a column with positive reduced cost such that including it to
the RPS might improve the objective function. If such columns are de-
tected, we add them to the RPS and repeat the procedure until there
is no column left with a positive reduced cost.
Let ρq
i
represent the unrestricted dual variables associated with
constraints (20), and κq and γ q
i
be the nonnegative dual variables
associated with constraints (21) and (22), respectively. For a path-
segment variable vqπ , the reduced cost c̄
q
















Definition 2. An ordered node pair (i, j) ∈ (N̄ × N) ∪ (N × N̄) is
called a plausible-pair for a demand q if it satisfies the following




r(mq), if i = S(q)and j = T (q)
r(mq)/2, o.w.
(29)
• It is possible to visit nodes i and j without violating driver toler-
ance constraints. i.e.,
δS(q),i + δi, j + δj,T (q) ≤ λq (30)
The set of all the plausible-pairs for a demand q is denoted by q.
In order to identify path-segment variables that price out, it is only
equired to check plausible-pairs for each demand q ∈ Q and see if
here is a pair (i, j) ∈ q such that, the shortest path π ∗
i, j
from node i

















ote that if the shortest path between a plausible pair (i, j) does not
atisfy the above condition, none of the other paths connecting node
to node j can. Thus, for a plausible pair (i, j) ∈ q, it is sufficient to





as a positive reduced cost variable if this is the case.
.3.2. Determining an initial set of columns
Defining variables as the path-segments instead of whole paths
iverts from the widely used path based formulations for which
he column generation technique has been applied very successfully
or a wide range of problems (Lübbecke & Desrosiers, 2005). Path-
egments as variables necessitate a more careful approach to de-
ermine the initial variable pool of path-segment variables (Yıldız &
arasan, 2014).
Let path segment π ∗
i, j
be the shortest path between nodes i, j ∈
. Then we can define the initial variable pool as V0 = {vq{π∗
i, j
}|q ∈
, (i, j) ∈ q, (i, j) ∈ A}. Note that, a solution for the RPS − LP, con-
idering only the path-segment variables in V0 contains enough in-
ormation to derive all the needed dual variable values to properly
onstruct the pricing problem.
.4. IP solution
In PS, all the decision variables are defined as binary. However,
ue to (27), requiring only the location variables as binary is sufficient
o obtain a solution in which both cover and path-segment variables
re also binary. Before proceeding with the formal propositions and
heir proofs, we need the following definition:
efinition 3. For a given solution (y, x, v) of PS-LP, we call G
q
v =
(N, Aqv) as the reduced graph of demand q ∈ Q, where Aqv := {a ∈ A|a ∈
, vqπ > 0}.
roposition 2. Let (ŷ, x̂, v̂) be an optimal solution for the PS-LP where
ocation variables x̂ are all binary. Then, the cover variables ŷ necessarily
ssume integral values.
roof. Let (ŷ, x̂, v̂) be an optimal solution of PS-LP, where x̂i ∈
0, 1},∀i ∈ N and ẑ is the optimal solution value. Assume there exists
ˆ ∈ Q such that 0 < ŷq̂ < 1. Let Uq̂ be the set of trips that connect S(q̂)
o T (q̂) in Gq̂v̂ . Note that U
q̂ is not empty since ŷq̂ > 0 and the solution
(ŷ, x̂, v̂) is feasible. Let u∗ be the shortest trip in Uq̂. Now consider the
olution ȳ, x̂, v̄ where
ȳq =
{




1, if q = q̂ and π ∈ u∗
0, if q = q̂ and π /∈ u∗
v̂qπ , o.w.
(32)










































Fig. 2. 25-node road network.








Observe that this new solution (ȳ, x̂, v̄) is feasible since location
ariables are all integral and u∗ ≤ λq. Let z̄ be the objective function
alue for the solution (ȳ, x̂, v̄). Then, z̄ − ẑ = fq(1 − yq) > 0. This con-
ludes the proof. 
roposition 3. Let ẑ be the optimal solution value for PS-LP obtained
y the solution (ŷ, x̂, v̂), where location variables x̂ and cover variables ŷ
re all binary. Then the optimal solution value for PS is equal to ẑ.
roof. Let (ŷ, x̂, v̂) be the optimal solution for PS-LP where location
ariables x̂ and cover variables ŷ are all binary and assume that there
xists a demand q̂ ∈ Q with a positive cover variable v̂q̂π < 1 (if there is
o such path-segment variable, then the assertion is vacuously true).
q̂ and u∗ definitions are the same as their definitions in the previous
roof. Now consider the solution (ŷ, x̂, v̄) where
¯ qπ =
{
1, if q = q̂ and π ∈ u∗
0, if q = q̂ and π /∈ u∗
v̂qπ , o.w.
(33)
bserve that the integrality of location and cover variables and u∗
eing the shortest trip in Uq̂ ensure that the new solution (ŷ, x̂, v̄)
s feasible with the same objective function value and strictly fewer
ractional path-segment variables than the starting solution (ŷ, x̂, v̂).
ince one can repeat this procedure as much as needed to obtain an
ntegral solution, the proof is complete. 
Due to Propositions 2 and 3, we only need to consider the location
ariables in the branching phase.
ranching on location variables. Comparing the location variables xi,
∈ N by the degrees of the associated node i ∈ N, we sort them in a
escending order and obtain a priory list. Encountering a fractional
olution, we select the fractional location variable highest in the list
s the branching variable. Let xi be the fractional location variable we
hose to branch on.
• Branching-cut-1 xi = 0 : In this case the set of path-segment
variables Vi = {vqπ |q ∈ Q, π ∈ q and t(π ) = i} are implicitly
set to 0. Thus, we must make sure that in the pricing prob-
lem any path-segment vqπ ∈ Vi should not appear as a posi-
tive reduced cost column. This can be easily done by setting
γ q
i
= ∞ ∀q ∈ Q, T (q) = i.
• Branching-cut-2 xi = 1 : In this case the path-segment variables
are not affected by the branching cut and the pricing problem
stays the same except for the possible change in the value of the




Comprehensive numerical experiments are conducted to test the
erformance of the branch and price algorithm (B&P). Two particular
etwork topologies are considered: 25-node road network in Fig. 2
Simchi-Levi & Berman, 1988) and California (CA) road network in
ig. 3 (Arslan et al., 2014a). We implemented all the algorithms using
ava under Linux and CPLEX 12.5 and all experiments are done on the
ame machine: AMD Opteron(tm) Processor 6282 SE with 2GB RAM.
n the following, we first present the data and then the computational
esults in separate sections for each network considered.
.1. Data
Being a commonly used network in the literature (Capar et al.,
013; Hodgson, 1990; Kim & Kuby, 2012; Kuby & Lim, 2005; Lim &
uby, 2010; MirHassani & Ebrazi, 2013; Wang & Wang, 2010), 25-
ode road network constitutes a suitable test bed for us to compare
he performance of B&P with the benchmark studies in the literature.
he CA road network on the other hand is a close representation ofhe actual California State road network and allows us to test B&P in
ealistic large problem instances. The main parameters of these net-
orks are presented in Table 2.
For the 25-node road network experiments, we generated the
ame test problems studied by Kim and Kuby (2012). All 25 nodes
f the network are considered as O–D nodes and all the possible pair-
ngs between them are considered as O–D pairs. Note that we assume
he same level of tolerances for all O–D pairs for a given setting. This
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Table 2
Network and related O–D pair parameters.
Node degree O–D pairs
Network #nodes #edges min max mean Count min.dist max.dist mean.dist
25-node 25 42 1 6 3.36 300 2 38 14.23
CA 339 617 1 7 3.64 1167 30.06 463.50 153.37
Table 3
Solution time comparisons of DFRLM, DFRLM-E and B&P algorithms.
Preprocessing time Solution time in seconds (total)
Range Tol. (%) DFRLM DFRLM-E B&P DFRLM DFRLM-E B&P
4 0 3.85 0.15 0.17 4.14 0.42 1.51
10 5.03 0.17 0.17 5.4 0.43 1.54
50 54.52 0.27 0.20 54.98 1.55 1.88
8 0 3.89 0.15 0.19 4.3 0.5 2.25
10 4.91 0.16 0.20 5.37 0.49 2.22
50 57.68 0.27 0.23 72.22 4.3 3.72
12 0 3.97 0.15 0.21 4.46 0.37 2.51
10 5.12 0.16 0.22 5.77 0.43 2.39










































can be further specified into distributions of tolerance levels by gen-
erating more demand types for the same OD pair. The flow is calcu-
lated by the gravity model proposed by Hodgson (1990). A total of
225 problem instances are obtained by considering
• 3 vehicle ranges: 4, 8 and 12
• 3 levels of driver tolerance: 0 percent, 10 percent and 50 percent
• 25 different refueling station numbers: 1, …, 25
In order to study more realistic problem instances, CA road net-
work with 339 nodes and 617 edges test problems are used. For this
set of experiments, all the urban population centers in the California
are considered as O–D nodes. There are a total of 57 such centers with
population more than 50,000 according to recent reports (U.S. Census
Bureau, 2010). All possible pairings of these population centers that
are not closer than 30 kilometers are considered as O–D pairs (1167 in
total) and the volume of the flow on each pair is calculated using the
gravity model (Hodgson, 1990). Our experimental design contains 64
problem instances
• 2 vehicle ranges: 100 and 150 kilometers,
• 4 levels of driver tolerance: 0 percent, 5 percent, 10 percent and
20 percent,
• 8 different refueling station limits: 1, 5, 10, …, 35.
We consider driver tolerances up to 20 percent in this realistic
case study since higher tolerance values are hard to justify with eco-
nomic or environmental concerns of the drivers.
4.2. 25-Node road network
Table 3 depicts the average CPU times in seconds of 25 runs (p
= 1, …, 25) for different range and tolerance settings. For consis-
tency with the available literature, we assumed a single vehicle type
throughout our runs. The preprocessing time for DFRLM is the time
it takes to generate the paths (by solving consecutive k-shortest path
algorithms) and the minimal combination sets for these paths. The
preprocessing time for DFRLM-E is for generating the paths using
ANSPR0 algorithm and processing of each arc on each path, as ex-
plained in Section 2. The preprocessing time of B&P is for generating
the plausible pairs for each demand. The right-most column, the so-
lution time, shows the respective model solution time combined with
the preprocessing time.
Results show that DFRLM-E runs an order of magnitude faster
than its original version DFRLM in all the instances. Even thoughranch and price algorithms are not as famous for their speed as their
apability to handle large problem instances, it is interesting to ob-
erve that the run times of B&P are comparable to those of DFRLM-
. Apparently, problems with longer vehicle range and higher driver
olerance take longer solution times. In those cases, the number of
lternative feasible paths between O–D pairs increases which makes
hese problems harder to tackle. Notice that the computational per-
ormances of DFRLM and DFRLM-E quickly degrade as problem gets
arder whereas the solution times for B&P are more stable.
All three algorithms: DFRLM, DFRLM-E and B&P are run on all
roblem instances. Table 4 shows the solutions obtained by the B&P
lgorithm. In the table, p stands for the number of refueling stations,
pt.Sol shows the percentage of the flow that could be refueled in
he optimal solution, LP.sol indicates the solution value for the linear
elaxation of the problem, BBN is the number of branch and bound
odes explored by the B&P algorithm, #Col. indicates the total num-
er of columns generated and Time is the solution time in seconds.
able 4 shows that optimal values are quite close to those of the linear
elaxation solutions. This indicates the strength of the path-segment
ormulation which helps to make B&P a competitive alternative to the
tate-of-the-art models in the literature. Our results also show that
he computational performance of the B&P algorithm does not vary
ignificantly across different problem instances.
All solution values for the DFRLM and DFRLM-E are the same with
hose resulting from B&P except for the three cases depicted in bold
n Table 4. For those instances, B&P is able to generate a better so-
ution by utilizing non-simple paths. One example is when range is
2, the tolerance is 50 percent and p = 6. The refueling stations are
ocated at nodes {4, 10, 12, 17, 20, 22} in the optimal solution. Even
hough there does not exist a feasible simple path between nodes 10
nd 11, a non-simple path can connect these two nodes and cover
he flow in between. When traveling from node 11 to node 10 on a
on-simple path, the vehicle first visits node 12, refuels there, and
ravels to node 10 by visiting node 11 again. The travel distance in
otal is 13 which is just less than the tolerable maximum 13.5. This
s an example of a non-simple path occurrence. It is no surprise that
ll these three highlighted cases share the same high range and tol-
rance (range = 12, tolerance = 50 percent) parameters. This is be-
ause, for a non-simple path to be feasible, the range of the vehicle
hould be long enough to traverse two consecutive arcs without refu-
ling and driver tolerance should be high enough to compensate for
he extra mileage of such a detour. Emergence of non-simple paths
ven in a quite aggregate network such as 25-node road network is an
B. Yıldız et al. / European Journal of Operational Research 248 (2016) 815–826 823
Table 4
B&P solutions for the 25-node road network.
No tolerance 10 percent tolerance 50 percent tolerance
Range p Opt.Sol Lp.sol #BBN #Col. Time Opt.Sol Lp.sol #BBN #Col. Time Opt.Sol Lp.sol #BBN #Col. Time
4 1 4.92 5.96 5 368 1.31 4.92 5.96 5 367 1.44 4.92 5.96 5 367 1.63
2 6.31 11.91 35 379 3.08 6.31 11.91 35 377 2.98 6.31 11.91 35 377 3.84
3 12.49 17.87 27 377 2.87 12.49 17.87 27 376 2.61 12.49 17.87 27 376 3.22
4 20.38 23.82 19 372 2.16 20.38 23.82 19 376 2.35 20.38 23.82 19 376 2.68
5 27.54 29.78 9 371 1.59 27.54 29.78 9 369 1.59 27.54 29.78 9 369 1.84
6 34.01 35.73 7 370 1.58 34.01 35.73 7 373 1.52 34.01 35.73 7 373 1.75
7 41.41 41.69 3 375 1.28 41.41 41.69 3 379 1.31 41.41 41.69 3 379 1.47
8 45.26 47.64 9 431 2.12 45.26 47.64 9 403 2.05 45.26 47.64 9 403 2.52
9 53.6 53.6 1 407 1.18 53.6 53.6 1 403 1.22 53.6 53.6 1 403 1.37
10 55.97 56.71 3 473 1.39 55.97 56.71 3 441 1.32 56.08 57.98 3 441 2.47
11 59.82 59.82 1 458 1.31 59.82 59.82 1 453 1.28 62.36 62.36 1 453 1.4
12 61.51 61.84 5 500 1.49 61.69 61.84 5 503 1.55 64.41 64.41 3 503 1.62
13 62.72 63.86 9 476 2.04 62.72 63.86 9 523 1.92 65.26 66.43 11 523 2.4
14 65.12 65.88 5 488 1.62 65.12 65.88 5 502 1.7 67.66 68.45 7 502 2.28
15 67.89 67.89 1 462 1.27 67.89 67.89 1 497 1.14 70.44 70.47 1 497 1.65
16 69.58 69.58 1 481 1.26 69.77 69.77 1 512 1.3 72.48 72.48 1 512 1.44
17 71.12 71.12 1 508 1.15 71.3 71.3 1 474 1.27 74.02 74.02 1 474 1.32
18 71.81 72.23 3 470 1.4 71.99 72.42 3 474 1.44 74.84 74.84 3 474 1.34
19 73.34 73.34 1 523 1.18 73.53 73.53 1 500 1.23 75.47 75.56 1 500 2.01
20 73.98 73.98 1 575 1.08 74.22 74.22 1 581 1.15 76.28 76.28 1 581 1.38
21 73.98 74.21 3 596 1.29 74.22 74.45 3 515 1.44 76.28 76.52 3 515 2.21
22 74.45 74.45 1 598 1.12 74.68 74.68 1 517 1.42 76.75 76.75 1 517 1.41
23 74.54 74.54 1 586 1.12 74.78 74.78 1 586 1.16 76.84 76.84 1 586 1.37
24 74.54 74.54 1 370 1.05 74.78 74.78 1 357 1 76.84 76.84 1 357 1.23
25 74.54 74.54 1 351 0.91 74.78 74.78 1 357 1.03 76.84 76.84 1 357 1.23
8 1 17.13 17.13 1 776 1.2 17.13 17.13 1 823 1.22 17.13 17.13 1 823 1.53
2 32.58 32.58 1 778 1.18 32.58 32.58 1 873 1.3 32.58 32.58 1 873 2.08
3 44.41 44.41 1 845 1.36 44.41 44.41 1 895 1.36 44.41 44.41 1 895 1.74
4 55.97 55.97 1 892 1.38 55.97 55.97 1 958 1.43 56.08 56.08 1 958 2.06
5 63.52 63.52 1 906 1.4 63.52 63.52 1 926 1.49 64.06 64.06 1 926 3.64
6 68.08 68.74 5 1073 2.21 68.08 68.88 5 1093 2.33 71.61 71.61 5 1093 3.49
7 72.32 73.95 9 1094 2.62 72.32 74.24 9 1137 2.69 75.32 79.08 7 1137 7.81
8 75.39 79.16 17 1193 4.25 77.87 79.54 17 1144 2.63 84.56 85.64 5 1144 5.22
9 82.35 84.25 5 1120 2.74 82.77 84.8 5 1245 3.18 92.18 92.18 9 1245 4.12
10 87.58 89.33 9 1216 3.38 90.06 90.06 9 1189 1.88 95.99 95.99 1 1189 2.84
11 94.41 94.41 1 1226 2.01 94.41 94.41 1 1200 1.95 98.25 98.25 1 1200 3.01
12 96.8 96.8 1 1291 2.02 96.8 96.8 1 1318 2.04 98.76 98.76 1 1318 4.33
13 97.78 98.07 7 1406 3.51 97.78 98.1 7 1421 3.41 99.03 99.11 7 1421 5.37
14 98.36 98.57 9 1494 3.04 98.43 98.75 9 1494 3.41 99.45 99.45 9 1494 3.78
15 98.48 98.97 5 1492 3.12 98.74 99.39 5 1512 3.47 99.72 99.76 7 1512 5.74
16 99.17 99.21 3 1465 2.84 99.71 99.75 3 1496 3.05 99.81 99.85 3 1496 6.12
17 99.24 99.29 9 1495 3.58 99.77 99.82 9 1513 3.89 99.87 99.93 15 1513 8.41
18 99.33 99.36 3 1577 2.69 99.86 99.89 3 1463 3.17 99.97 99.98 3 1463 6.77
19 99.39 99.39 2 1533 2.65 99.92 99.92 2 1461 2.7 100 100 2 1461 3.25
20 99.39 99.39 2 1568 1.83 99.92 99.92 2 1424 1.81 100 100 1 1424 2.66
21 99.39 99.39 2 1567 1.75 99.92 99.92 2 1539 1.73 100 100 1 1539 1.91
22 99.39 99.39 1 1689 1.53 99.92 99.92 1 1250 1.4 100 100 1 1250 2.03
23 99.39 99.39 1 1565 1.44 99.92 99.92 1 1604 1.54 100 100 1 1604 1.92
24 99.39 99.39 1 1648 1.49 99.92 99.92 1 1339 1.35 100 100 1 1339 1.93
25 99.39 99.39 1 481 1.01 99.92 99.92 1 619 1.08 100 100 1 619 1.24
12 1 18.23 18.23 1 1342 1.17 18.23 18.23 1 1475 1.27 18.23 18.23 1 1475 1.64
2 34.34 34.75 3 1333 1.5 34.34 34.75 3 1562 1.91 34.34 34.75 3 1562 2.48
3 47.9 47.9 1 1490 1.44 47.9 47.9 1 1618 1.48 49.04 49.04 1 1618 3.03
4 57.47 57.47 1 1572 1.56 58.14 58.14 1 1833 2.16 62.64 62.64 1 1833 3.09
5 66.18 66.18 1 1619 1.72 67.7 67.7 1 1818 1.91 72.46 72.77 1 1818 5.59
6 72.53 74.11 9 1918 4.26 75 76 9 1992 2.83 82.15 82.5 3 1992 5.33
7 80.88 81.57 9 1921 4.36 83.35 83.35 9 1941 2.27 91.78 91.78 1 1941 4.75
8 87.33 87.4 7 1945 4.57 88.83 88.83 7 2009 2.48 95.95 95.95 1 2009 5.06
9 92.71 92.71 1 1834 2.86 92.93 92.98 1 2027 2.85 97.59 97.75 3 2027 6.71
10 96.83 96.83 1 1889 2.84 96.83 96.83 1 2037 2.83 98.97 99.18 1 2037 7.39
11 97.81 98.03 5 1924 3.51 97.81 98.03 5 1994 3.45 99.54 99.55 5 1994 6.7
12 98.66 99.16 13 1928 4.5 98.66 99.16 13 2049 4.71 99.8 99.82 13 2049 6.85
13 99.3 99.57 5 2048 4.22 99.3 99.72 5 2187 4.7 99.89 99.94 13 2187 12.69
14 99.85 99.85 1 1857 2.97 99.85 99.85 1 2096 3.61 99.95 100 3 2096 14.02
15 99.93 99.93 1 1965 3.24 99.93 99.93 1 2163 3.51 100 100 1 2163 4.94
16 100 100 1 2012 2.96 100 100 1 2062 3.07 100 100 1 2062 5.3
17 100 100 1 1951 2.58 100 100 1 2052 2.42 100 100 2 2052 4.22
18 100 100 2 1827 2.04 100 100 2 1901 2.05 100 100 1 1901 4.29
19 100 100 1 1901 2.02 100 100 1 1919 1.88 100 100 1 1919 2.38
20 100 100 4 2006 2.04 100 100 4 1863 1.66 100 100 1 1863 2.41
21 100 100 1 1876 1.54 100 100 1 1863 1.63 100 100 1 1863 2.23
22 100 100 1 1878 1.41 100 100 1 1725 1.37 100 100 1 1725 1.98
23 100 100 1 1866 1.35 100 100 1 1773 1.42 100 100 1 1773 1.63
24 100 100 1 1819 1.18 100 100 1 1669 1.33 100 100 1 1669 1.5
25 100 100 1 640 0.99 100 100 1 984 1.05 100 100 1 984 1.18
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interesting result which indicates that neglecting them could result in
sub-optimal solutions especially in less aggregate and more realistic
network instances.
4.3. CA road network
For the problem instances in CA road network, DFRLM and
DFRLM-E fail to solve the problem for even minor driver tolerances.
These models cannot even keep the problem in the memory in these
problem instances. This is due to the exponential growth in the num-
ber of paths as the driver tolerance level increases. Illustrating this
fact, Fig. 4 shows the total number of alternative paths that connectTable 5
B&P solutions for the CA road network.
Range = 100 kilometers
p λ Sol. %Gap BBN #Col. Time
1 1 30.545 0 1 71403 15
1.05 32.979 0 1 228320 14
1.1 33.285 0 1 372845 18
1.2 36.457 0 1 664187 20
5 1 67.084 0 1 70532 19
1.05 76.002 0 19 265154 81
1.1 79.573 0 3 409219 74
1.2 82.861 0 29 877962 655
10 1 87.98 0 3 74059 23
1.05 91.977 0 7 246228 75
1.1 93.469 0 165 476869 658
1.2 94.609 0.506 19 793718 1080
15 1 95.008 0 1 86957 46
1.05 97.793 0 27 276550 165
1.1 98.885 0 1 449125 91
1.2 99.208 0.124 9 880796 1080
20 1 98.407 0 69 91136 198
1.05 99.525 0 283 293126 1069
1.1 99.82 0 229 499775 988
1.2 99.974 0.01 2 823954 1080
25 1 99.776 0.134 331 91596 1080
1.05 99.936 0.05 475 287709 1080
1.1 99.996 0.004 48 452787 1080
1.2 99.982 0.018 12 783728 1080
30 1 99.964 0.036 1041 91583 1080
1.05 99.991 0.009 579 273906 1080
1.1 99.988 0.011 211 470354 1080
1.2 99.997 0.003 19 762189 1080
35 1 100 0 23 77066 58
1.05 100 0 30 237368 119
1.1 100 0 34 413932 214
1.2 100 0 79 728364 653–D pairs for a given tolerance level. There are more than 3.5 mil-
ion alternative paths for 5 percent driver tolerance and this number
rows almost thirty times larger when the tolerance is increased to
percent. However, the B&P algorithm does not get overwhelmed by
hese large problem instances since it does not require the inclusion
f all those paths, only a tiny fraction of which actually appear in the
ptimal solution.
Table 5 shows the results of the computational experiments with
&P on the CA road network. In the table, p stands for the number
f refueling stations, Sol. is the percentage of the flow that could be
efueled by the B&P algorithm solution, %Gap is the percentage of the
ptimality gap (with a time limit of 3 hours), BBN is the number of
ranch and bound nodes explored by the B&P algorithm and #Col.
ndicates the total number of columns generated and Time is the so-
ution time in seconds. Empty rows indicate that the problem is not
olved because 100 percent coverage is already established for less
umber of refueling stations.
As seen in the table, B&P is able to solve approximately 75 percent
f the problems to optimality. For those instances, where B&P did not
onverge to the optimal solution in the given time limit of 3 hours,
he maximum optimality gap is 0.506 percent and the average is be-
ow 0.007 percent. The results show that problems with small or large
umber of refueling stations are easier to solve and harder problems
rise in between. Also problems with high tolerance values are nat-
rally hard to solve since a higher number of columns are generated
nd considered in the solutions. The same claims and arguments are
bviously true for the higher driving ranges.
Also note that higher driver tolerances make more significant dif-
erences in total flow for the medium values of p. For example con-
ider the problem instances with p = 5, range = 100 kilometers in
able 5. For this set of problems just a 5 percent driver tolerance re-
ults in 9 percent increase in the total refuelable flow percentage.Range = 150 kilometers
Sol. %Gap BBN #Col. Time
5 33.953 0 1 95141 200
6 34.439 0 1 312759 199
3 34.618 0 1 556776 221
2 36.828 0 1 1097566 306
1 79.944 0 1 93654 217
1 84.136 0 3 337780 423
0 85.907 0 11 625782 1142
6 89.078 0 109 1334565 10236
9 92.984 0 15 104253 793
8 95.859 0 7 343821 878
5 97.403 0 1 605160 989
0 98.286 0 7 1270512 7262
2 98.348 0 83 110644 2105
5 99.435 0 37 354104 2204
0 99.793 0 31 633476 2497
0 99.917 0.044 24 1267006 10800
0 99.89 0 619 114941 9165
1 99.982 0.007 435 364327 10800
5 99.969 0.028 193 666414 10800
0 100 0 7 1128846 8820
0 100 0 365 108527 6240
0 100 0 10 315231 1132
0 100 0 131 595547 3620
0 100 – – – –
0 100 – – – –
0 100 – – – –
0 100 – – – –
0 100 – – – –
1 100 – – – –
2 100 – – – –
6 100 – – – –
9 100 – – – –


























































































owever, the gain for the same driver tolerance decreases when p
ncreases or decreases. This is expected since, for small p, driver tol-
rance cannot compensate the scarcity of the refueling stations to
enerate a feasible path whereas in the case where the refueling sta-
ions are widespread, there is not so much need for a long refueling
etour.
. Conclusions
In this paper, we present the refueling station location problem
ith routing (RSLP-R) for locating a given number of refueling sta-
ions for alternative fuel vehicles in a road network so as to maximize
he total flow covered. Driver deviations from the shortest path up to
certain tolerance value are considered as alternative paths includ-
ng non-simple ones. The problem is practically important due to fact
hat the adoption of AFVs strongly depends on the availability of the
efueling infrastructure and the high cost of this initial investment
otivates the efforts for the best use of limited resources. It is theo-
etically challenging because the problem is NP-Complete and previ-
us formulations of similar problems failed to handle large networks
ue to their modeling structures. The most important contribution
f this paper to the literature is extending the size of the solvable
roblems. Rather than pregenerating all the path alternatives before
olving the model, we apply a branch and price solution algorithm
hich enables us to handle problems that were not of manageable
ize by previous works on similar contexts. Our algorithm also de-
reased the solution times with respect to previous studies which is
nother major contribution to the literature. The efficiency of the so-
ution technique is mainly due to the path-segment definition in our
ormulation. Such a formulation enables us to relax the simple path
ssumption and admits a very natural representation of the side con-
traints on the path. Observe that our path-segment formulation is
eneral enough to accommodate a wide array of side constraints on
he vehicle routes other than refueling and total distance. As such, our
ormulation could be quite useful to model more realistic and com-
lex problems as well as problems in completely different contexts
uch as telecommunications and transportation (Yıldız & Karasan,
014).
In its current form, our methodology does not accommodate for
he capacities of the refueling stations which is in the scope of re-
ent works such as Upchurch, Kuby, and Lim (2009a) and Jung et al.
2014). Driver’s different preferences such as stopping tolerance can
lso be accommodated into this framework and the number of refu-
ling stops on a given path might also be limited by a constant. In the
ontext of this study, we also consider only the refuelability of the O–
pairs, but the costs are not taken into account. With the help of effi-
ient solution algorithms for RSLP-R and its variants, future research
n this area might be directed towards handling the node and arc ca-
acities in the network, the stopping tolerance of the drivers, and/or
ifferent nodal pricing between infrastructure setup costs. Each of
hese research directions will bring more realism at the expense of
dditional computational complexity.
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