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The so-called modified block Toeplitz vector approach is used to
connect a class of particular solutions Gw for w ∈ D of a nonde-
generate interpolation problem of the Nevanlinna–Pick type with a
class of particular solutions Fw of a certain matricial Carathéodory
coefficient problem in a transparent way. This will suggest a simple
approach to the minimum w-entropy interpolants and the maxi-
mum determinant completions of the associated block Pick matrix
within the framework of that Nevanlinna–Pick type interpolation
problemby using the known assertions corresponding to Fw . It turns
out that Gw (w ∈ D) is exactly or provides us with the unique solu-
tion to these two extremal problems in a manner.
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1. Introduction
The Nevanlinna–Pick type interpolation problem (Problem (NP)) together with the Carathéodory
coefficient problem (Problem (C)) stands at the source of several major streams in analysis. In the
present paper, we connect them with both the minimum w-entropy interpolants and maximum de-
terminant completions of the associated generalized block Pick matrix P (see (5), (6) for defini-
tion) of Problem (NP) in the nondegenerate case. Here Problem (NP) denotes specially a multiple
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Nevanlinna–Pick interpolation with the data  given in (3) involving zero as one of multiple nodes
for the class Cq(D) of q × q Carathéodory functions in the open unit disk D (see Section 2.1 for the
formulation), while the nondegenerate case means the particular situation that the generalized block
Pickmatrix P mentioned is positive Hermitian. It is well known [1,3,5,7–10,16,18–20,22,23] that the
nondegenerate Problem (NP) and Problem (C) have infinitely many (in a strong sense) solutions, each
of which may be described in terms of special linear fractional transformations which are obtained
using quite different approaches. Problem (NP) takes Problem (C) as a special case, which in turn is,
in essence, a certain truncated trigonometric matrix moment problem (Problem (TM)) on one hand,
and on the other hand, by using the so-called modified block Toeplitz vector approach, Problem (NP)
may be reduced to a certain Problem (C) in the class Cq(D) (or equivalently, a certain Problem (TM)).
In fact, in Section 2, we will introduce the notion of the block Toeplitz vector c = (C0, C1, . . . , Cm−1)
of Problem (NP), where m is the number of interpolation nodes (accounting for multiplicities) in the
data , to unify Problem (NP) and the other two previously mentioned problems based on that block
vector c. Furthermore, we will recall three essential results from [7,8] as follows: (1) the information
blockmatrices of Problem (NP) and Problem (C) are congruent (Theorem 1); (2) there exists an explicit
one-to-one correspondence between the solutions (if any) of these three problems mentioned above
(Theorem 2); and thus (3) these three problems have the same solvability and the same uniqueness of
solution, and the same nondegenerate property (Theorem 3). (The readermight be referred to [7,8] for
the detailed statements and proofs.) Also, we connect a class of the particular solutions Gw of (nonde-
generate) Problem (NP) with a corresponding class of the particular solutions Fw of (nondegenerate)
Problem (C) in a transparent way (see (19) and (20)). Both Gw and Fw for each w ∈ D play a key role
in our analysis. In turn, this will suggest a simple approach, by using the known results correspond-
ing to Fw and the information matrix in the setting of (nondegenerate) Problem (C), to the minimum
w-entropy interpolants and maximum determinant completions of the block Pick matrix P in the
setting of (nondegenerate) Problem (NP), and vice versa.
Section 3 is devoted to the minimum w-entropy interpolants for (nondegenerate) Problem (NP)
and related problems. Letw ∈ D, and let thew-entropy functional ηw(H) be defined in the class Cq(D)
by the formula
ηw(H) = − 1
4π
∫
T
1 − |w|2
|u − w|2 log(det((H(u))))λdu, H ∈ Cq(D),
whereλ is the linear Lebesgue–Borelmeasure on theunit circle T, andH stands for a boundary function
of H. Following the studies of [3,4] and [19, Section 8] together with a basic relation between Gw and
Fw (see (20)), we obtain mainly that for every solution G of either (nondegenerate) Problem (NP) or
related subproblems, the inequality
ηw(G)  ηw(Gw)
holds, with equality if and only if G = Gw , and that for every solution F of either (nondegenerate)
Problem (C) or its related problems, the inequality
ηw(F)  ηw(F˜w)
holds, with equality if and only if F = F˜w , where F˜w is either Fw or the so-called central solution
of some related matricial Carathéodory coefficient problem (see Theorem 5 and Corollaries 1–3). An
explicit formula is also given for the value of thisminimumw-entropyηw(Gw)orηw(F˜w). Furthermore,
matricial generalizations of these entropy inequalities can be presented and proved to be valid as well
(Theorem 7 and Corollaries 4–6). The strategy we adopt here seems to fit particularly well with the
solution of these extremal problems given in Section 3.
Finally, in Section 4we consider themaximumdeterminant completions of themq×mq block Pick
matrixP of (nondegenerate) Problem (NP)with thedata (see (3)). This subjectmatterwasfirst dealt
with in [13] byDymand [14] byDymandGohberg. Let′(D0,τ0), ˆ(Dρ+1,0) and ˘(Dk,τk) (1  k  ρ)
be one-step extensions of the data  each with a single parameter indicated (see (22), (23) and (24)),
which are the only possible one-step extensions of the data with respect to the zero node z0, a new
simple node zρ+1 different from z0, z1, . . . , zρ , and the nonzero node zk (1  k  ρ), respectively,
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and let P′(D0,τ0 ), Pˆ(Dρ+1,0) and P˘(Dk,τk )
(1  k  ρ) be generalized block Pick matrices associated
with the data ′(D0,τ0), ˆ(Dρ+1,0) and ˘(Dk,τk) (1  k  ρ), respectively. Let now
A′ := {D0,τ0 ∈ Cq×q : P′(D0,τ0 )  0},
Aˆ := {Dρ+1,0 ∈ Cq×q : Pˆ(Dρ+1,0)  0},
A˘,k := {Dk,τk ∈ Cq×q : P˘(Dk,τk )  0}, 1  k  ρ.
Based on the modified block Toeplitz vector approach, and the theory of the fundamental matrix
inequalities in [20], we will indicate that the inequalities
detP′(D0,τ0 )  detP′
(
1
τ0 !G
(τ0)
0 (0)
), ∀ D0,τ0 ∈ A′,
detP
ˆ(Dρ+1,0)  detPˆ(Gzρ+1 (zρ+1)), ∀ Dρ+1,0 ∈ Aˆ,
detP˘(Dk,τk )
 detP
˘
(
1
τk !G
(τk)
zk
(zk)
), ∀ Dk,τk ∈ A˘,k
hold each with equality if and only if
D0,τ0 =
1
τ0!G
(τ0)
0 (0), Dρ+1,0 = Gzρ+1(zρ+1),
Dk,τk =
1
τk!G
(τk)
zk
(zk) (1  k  ρ),
respectively (see Theorems 9, 11 and 12). Here and later, the symbol G
(τ0)
0 (0) stands for
dτ0
dzτ0
G0(z)
∣∣
z=0
and so on.
A few words about notation: for Hermitian matrices A and B of the same order, write A  B or
B  A to indicate the matrix A − B is nonnegative Hermitian. Similarly, A > B or B < A means that
A − B is positive Hermitian. If A ∈ Cq×q, then detA stands for the determinant of A, A∗ will be the
Hermitian transpose of A, A and A are the real part and the imaginary part of A, respectively. The
symbol Iq denotes the identity matrix of order q. The symbol T stands for the unit circle and D for its
interior, and D¯ for the unit closed disk, i.e., T := {z ∈ C : |z| = 1}, D := {z ∈ C : |z| < 1} and
D¯ := {z ∈ C : |z|  1}.
2. The unity of Problem (NP) and its related Problem (C)
This section is devoted to the investigation on the unity of Problem (NP) and Problem (C) associated
with the block Toeplitz vector of Problem (NP). Wewill summarize several intrinsic relations between
these two interpolation problems, which are useful later. The contents are taken largely from [7,8] for
Sections 2.1 and 2.2 here and [19, Section 2] for Section 2.3.
A Cq×q-valued function(z)which is holomorphic in Dwith the nonnegative Hermitian real part:
(z) := 1
2
((z)+(z)∗)  0 for each z ∈ D is called q× q Carathéodory function (in D). The set of
all q × q Carathéodory functions in D will be denoted by Cq(D). Each  ∈ Cq(D) permits an integral
representation of the form
(z) =
∫
T
u + z
u − zμ(du) + i(0), z ∈ D, (1)
where μ is a nonnegative Hermitian q × q Borel measure on T, which is uniquely determined by ,
and is called the Riesz–Herglotz measure of . By reflection, we define, for  ∈ Cq(D),
(z) = −∗(z¯−1), z ∈ C \ D¯. (2)
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2.1. Problem (NP) and Problem (C) associated with the block Toeplitz vector
Problem (NP) under consideration is the followingmultiple Nevanlinna–Pick type interpolation for
the class Cq(D):
Problem (NP): Let ρ be a fixed nonnegative integer, let z0, z1, . . . , zρ be pairwise different points
in D, let τ0, τ1, . . . , τρ be positive integers, and let Dik be given in C
q×q for k = 0, . . . , τi − 1 and
i = 0, 1, . . . , ρ . Denote by  such interpolation data:
 :=
{
(zk)
ρ
k=0; (τk)ρk=0; Dik, k = 0, 1, . . . , τi − 1, i = 0, 1, . . . , ρ
}
. (3)
Find necessary and sufficient conditions for the existence of a G ∈ Cq(D) satisfying the conditions
1
k!
dk
dzk
G(z)
∣∣∣∣∣
z=zi
= Dik, k = 0, 1, . . . , τi − 1, i = 0, 1, . . . , ρ. (4)
Furthermore, find a description of the solution set C of Problem (NP) when the solvability conditions
are met.
Note that Problem (NP) can be regarded as a generalization of the same problem in the case of 0 ∈
{z0, . . . , zρ}, ofwhich a complete solution in both nondegenerate and degenerate cases has been given
via the block Toeplitz vector approach (see, e.g., [7]). For the general case (that is, 0 ∈ {z0, z1, . . . , zρ}
or not) we refer to [5,22] and the references therein for the solution of this kind of interpolation
problems for the class Cq(D) or for similar classes of holomorphic matrix functions.
The so-called generalized block Pick matrix P will play an important role by solving Problem (NP).
Let m := ∑ρj=0 τj and let G be a Cq×q-valued function holomorphic in D and subject to (4) (such a
function exists always). We define
P := (Pij)ρi,j=0 ∈ Cmq×mq, (5)
where Pij :=
(
Pklij
)τi−1,τj−1
k=0,l=0 ∈ Cτiq×τjq with entries Pklij ∈ Cq×q determined by
Pklij :=
1
k!l!
∂k+l
∂λk∂μl
(
G(λ) + G(μ¯)∗
1 − λμ
)∣∣∣∣∣
λ=zi,μ=z¯j
. (6)
Note that the entries Pklij (and therefore P itself) can be expressed explicitly by the given data  of
Problem (NP). It is well known that Problem (NP) with the data  is solvable if and only if P  0.
(For an alternative proof see also Theorem 3 below.)
Throughout this paper, we presume that 0 ∈ {z0, z1, . . . , zρ} and z0 = 0. Write Di := D0i, i =
0, 1, . . . , τ0 − 1 for short. Similar to in [7], let
A(z) :=
ρ∏
i=1
(z − zi)τi
(
1
z
− z¯i
)τi =: n∑
i=−n
Aiz
i, (7)
where n := τ1 + τ2 + · · · + τρ = m − τ0, which will be called the annihilating quasi-polynomial
of nonzero interpolation nodes (with their symmetric points with respect to T). Then
A−n = A¯n = (−1)n∏ρi=1 zτii = 0, A(z) = A(z¯−1)∗, ∀ z = 0 and A(z) > 0, ∀ z ∈ T. It is easily
verified that there exists a unique quasi-q × qmatrix polynomial of the form
W˜(z) :=
n−1∑
i=−n
W˜iz
i, W˜i ∈ Cq×q
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satisfying both (4) with i = 0 and the conditions
1
k!
dk
dzk
W˜
(
1
z
)∣∣∣∣∣
z=z¯i
= −D∗ik, k = 0, 1, . . . , τi − 1, i = 1, . . . , ρ. (8)
Let further
W(z) := 1
2
[
W˜(z) − W˜
(
1
z¯
)]
=:
n∑
i=−n

iz
i, 
i ∈ Cq×q. (9)
Then W(z) is also subject to the conditions (4) with i = 0 and (8), W(z) = −W(z¯−1)∗, ∀ z = 0,
and thus its real part vanishes on T: W(z) := 1
2
(W(z) + W(z)∗) = 0, ∀ z ∈ T. We will refer
such W(z) to as the interpolation quasi-matrix polynomial of Problem (NP). Consider the Taylor series
representation at z = 0 of W˜(z)/A(z):
W˜(z)
A(z)
= −2C˜0 − 2C˜1z − · · · − 2C˜nzn + · · · , (z → 0)
and further
W(z)
A(z)
= −C˜0 − 2C˜1z − · · · − 2C˜nzn + · · · , (z → 0)
where C˜j ∈ Cq×q. Then it is not hard to accept that
W˜(z) − W(z) = 1
2
[
W˜(z) + W˜
(
1
z¯
)]
= −C˜0A(z),
in which C˜0 = C˜∗0 . Let C0, C1, . . . , Cm−1 be defined recursively via
Ci := C˜i, i = 0, 1, . . . , n − 1,
Cn := 1
2
A−1−nD0 + C˜n,
Cn+k := A−1−n
⎛
⎝1
2
Dk −
n∑
l=−n+1
AlCk−l
⎞
⎠ , k = 1, . . . , τ0 − 1,
(10)
where C−k = C∗k for k  0. We refer to the block vector c := (C0, C1, . . . , Cm−1) found as the block
Toeplitz vector of Problem (NP), which is uniquely defined by the data  of Problem (NP) given in (3).
With such c = (C0, C1, . . . , Cm−1) we can associate a matricial Carathéodory coefficient problem.
Problem (C): Let c = (C0, C1, . . . , Cm−1) be the block Toeplitz vector of Problem (NP). Find necessary
and sufficient conditions for the existence of an F ∈ Cq(D) satisfying
F(0) = C0, 1
k!
dk
dzk
F(z)
∣∣∣
z=0 = 2Ck, k = 1, 2, . . . ,m − 1, (11)
and describe the solution set Cq[D, c] of Problem (C) when these conditions are met.
Problem (C) can be conceived as an extreme case of Problem (NP) when τ0 = m > 0 and ρ = 0 on
one hand, and on the other hand it, in essence, is nothing other than a certain truncated trigonometric
matrix moment problem. The statement of this moment problem is as follows.
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Problem (TM): Let c = (C0, C1, . . . , Cm−1) be the block Toeplitz vector of Problem (NP). It is required
to find the nonnegative Hermitian Borel measures μ on T such that
Ck =
∫
T
u−kμ(du), k = 0, 1, . . . ,m − 1. (12)
The solution set Cq[D, c] of Problem (C) (or equivalently, the solution set Mc of Problem (TM)) is
nonempty if and only if
Tc := (Cj−i)m−1i,j=0  0, (13)
where C−k = C∗k for k  0 (see, e.g., [1,5,10,20]).
2.2. The unity of Problem (NP) and Problem (C)
We start with a congruence relation of P with Tc . Define 
 ∈ Cm×m via(
row
(
1
zi
B(z)
)1
i=τ0
, row
(
row (Bik(z))
ρ
i=1
)τi−1
k=0
)T
= 

(
row(zi)n−1i=−τ0
)T
, (14)
where
B(z) =
ρ∏
i=1
(z − zi)τi , Bik(z) = B(z)
(z − zi)k+1 , 0  k  τi − 1, 1  i  ρ.
Then 
 ∈ Cm×m is nonsingular, since it is a transition matrix of a pair of bases of the space of all
scalar quasi-polynomials of the form
∑n−1
j=−τ0 bjz
j .
Theorem 1 ([7,8]). Let P be as in (5), (6) and Tc = (Cj−i)m−1i,j=0. Then
P = 2(
 ⊗ Iq)Tc(
 ⊗ Iq)∗, (15)
where the symbol ⊗ stands for the tensor product of two matrices.
Thenext stepconsists of establishingaparticularone-to-onecorrespondencebetween the solutions
C of Problem (NP) and the solutions Cq[D, c] of Problem (C).
Theorem 2 ([7,8]). Problem (NP) is solvable if and only if Problem (C) is solvable. In that case, if G is a
solution to Problem (NP) and permits an integral representation of the form
G(z) = iG(0) +
∫
T
u + z
u − zσ(du), ∀ z ∈ D,
then F defined via
G(z) = W(z) + A(z)F(z) (16)
belongs to Cq(D) and is a solution to Problem (C), which has an integral representation of the form
F(z) =
∫
T
u + z
u − zμ(du), (17)
where for a Borel subset B of the unit circle T,
μ(B) :=
∫
B
A(u)−1σ(du).
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Conversely, if F ∈ Cq(D) is a solution to Problem (C) with the integral representation (17), then G defined
by (16) belongs to Cq(D) and is a solution to Problem (NP), which has an integral representation of the form
G(z) = iD0 +
∫
T
u + z
u − zσ(du),
where D0 = D00 and for a Borel subset B of the unit circle T,
σ(B) :=
∫
B
A(u)μ(du).
As a consequence of Theorems 1 and 2, we have
Theorem 3 ([7,8]). The following are all equivalent:
(1) Problem (NP) is solvable.
(2) Problem (C) associated with c = (C0, C1, . . . , Cm−1) is solvable.
(3) Problem (TM) is solvable.
(4) P  0.
(5) Tc  0.
Moreover, P > 0 if and only if Tc > 0.
Note that P and Tc are often referred to as the information matrices of Problem (NP) with the data
 and Problem (C) with the moment vector c, respectively.
2.3. The particular solutions to Problem (C) and to Problem (NP) in the nondegenerate case
Hereafter, we always assume that the block Toeplitz vector c = (C0, C1, . . . , Cm−1) is such that
Tc = (Cj−i)m−1i,j=0 > 0, where C−k = C∗k for k  0. This means that Problem (C) (and therefore
Problem (NP)) is nondegenerate. Then Tˆc := (Ci−j)m−1i,j=0 > 0 as well, since Tˆc = QmTcQm, where
Qm := (δi,m−1−jIq)m−1i,j=0 in which δij is the Kronecker symbol.
Let T−1c := (νij)m−1i,j=0, where νij ∈ Cq×q. Then T−1c > 0 as well. For w ∈ D, the particular solutions
of special interest here to Problem (C) in the nondegenerate case are those F given in (17) of which the
Riesz–Herglotz measures μ are chosen to be of the form
μw(B) := 1
2π
∫
B
1 − |w|2
|u − w|2 Aw(u)
−∗Aw(w)Aw(u)−1λ(du), (18)
where for z ∈ D¯,
Aw(z) :=
m−1∑
i,j=0
zm−1−iνijw¯m−1−j,
which is invertible in D¯. Let now, for every w ∈ D,
Fw(z) :=
∫
T
u + z
u − zμw(du). (19)
Then Fw belongs to Cq[D, c] (see [19, Proposition 2.4]), and therefore from Theorem 2 we deduce that
Gw defined, for each z ∈ D, by
Gw(z) := W(z) + A(z)Fw(z) (20)
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is a particular solution to (nondegenerate) Problem (NP): Gw ∈ C, where Fw is as in (19), and admits,
for each z ∈ D, the representation
Gw(z) = iD0 +
∫
T
u + z
u − z A(u)μw(du). (21)
Both Fw and Gw mentioned above will play a key role in our analysis later on. It is known [16,
Theorem 16 in Part III] that F0 defined by (18), (19) with w = 0 is exactly the so-called central q × q
Carathéodory function corresponding to c = (C0, C1, . . . , Cm−1), and thereforeG0 defined by (18)–(21)
with w = 0 is, in a sense, the central solution of (nondegenerate) Problem (NP) with the data .
3. Minimumw-entropy
In this section, as usual, we presume that the original Problem (NP) is nondegenerate (i.e., P > 0).
Here we need some further notation, which will later be useful, and are indicated in Section 3.1.
In the second part of this section, an explicit formula of w-entropy functional for each solution of
(nondegenerate) Problem (NP) considered in Section 2 will be formulated (see (29), (26) below) in a
slightly different setting from others (see e.g., [12–14,2]). The extremal value of the w-entropy over
the solution set of each of Problem (NP) and related subproblems, as well as the related problems of
Problem (C) under consideration will be obtained in a simpler way by using the block Toeplitz vector
approach. Note that in this setting, thew-entropy of amatrix-valued function in Cq(D) is defined to be
in the interval (−∞,+∞], so that the extremal valuewill be aminimum. Consequently, the extremal
value will become a maximum whenever the sign in the definition of w-entropy is reversed. In the
third part, we deal with the matricial generalizations of the w-entropy inequalities given in Section
3.2. More information of this subject matter can be found, e.g., in [2–4,6,11–15].
3.1. Some further notation
Besides the underlying data  (see (3)) of Problem (NP), let further
′ := ′(D0,τ0) = {(zk)ρk=0; (τ ′k)ρk=0;Dik, 0  i  ρ, 0  k  τ ′i − 1}, (22)
ˆ := ˆ(Dρ+1,0) = {(zk)ρ+1k=0 ; (τk)ρ+1k=0 ;Dik, 0  i  ρ + 1, 0  k  τi − 1}, (23)
˘s := ˘(Ds,τs) = {(zk)ρk=0; (τ ′k)ρk=0;Dik, 0  i  ρ, 0  k  τ ′i − 1}, 1  s  ρ, (24)
where, in ′: τ ′k = τk for 1  k  ρ and τ ′0 := τ0 + 1, and D0,τ0 is an arbitrary q × q matrix; in ˆ:
zρ+1 ∈ D is given and different from the original z0, z1, . . . , zρ , τρ+1 = 1, and Dρ+1,0 is an arbitrary
q × qmatrix; in ˘s (1  s  ρ): τ ′k = τk for k = s, and τ ′s = τs + 1, and Ds,τρ is an arbitrary q × q
matrix. Observe that ′, ˆ and ˘s (1  s  ρ) form all the possible one-step extensions of the data
. For each w ∈ D and Gw defined by (18)–(21), let specially
′w := ′
(
1
τ0!G
(τ0)
w (0)
)
, ˆw := ˆ(Gw(zρ+1)), ˘s,w := ˘s
(
1
τs!G
(τs)
w (zs)
)
. (25)
The following abbreviations will be used in order to keep the notation simple: Problem (NP)′w =
Problem (NP)with the data′w , Problem (C)c′w = Problem (C) with themoment vector c′w , where c′w is
the block Toeplitz vector of Problem (NP)′w , similarly for the others, and therefore, naturally, Problem
(NP) = the original Problem (NP) and Problem (C)c = the original Problem (C). It is obvious that
C′w ⊆ C, where C′w stands for the solution set of Problem (NP)′w , similarly for the others, so that
all three cases of Problem (NP) type can be viewed as the subproblems of Problem (NP).
Later, we shall indicate that all three cases mentioned and their associated Problem (C) (with the
moment vectors c′w , cˆw and c˘s,w (1  s  ρ), respectively) are nondegenerate under the assumption
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Table 1
Notation of Problem (NP) and the related problems.
Problem Data
Annihilating
quasi-
polynomial
Interpolation
quasi-matrix
polynomial
Information
matrix
Solution
set
Central
solution
(NP)  A(z) W(z) P C G0(z)
(C) c 1 0 Tc Cq[D, c] F0(z)
(NP)′w 
′
w A(z) W(z) P′w C′w Gw(z)
(C)c′w c
′
w 1 0 Tc′w Cq[D, c′w] Fw(z)
(NP)
ˆw
ˆw
A(z)(z − zρ+1)·
(z−1 − z¯ρ+1) 
ˆw (z) Pˆw Cˆw Gw(z)
(C)cˆw cˆw 1 0 Tcˆw Cq[D, cˆw] Fˆw(z)
(NP)˘s,w ˘s,w
A(z)(z − zs)·
(z−1 − z¯s) 
˘s,w (z) P˘s,w C˘s,w Gw(z)
(C)c˘s,w c˘s,w 1 0 Tc˘s,w Cq[D, c˘s,w] F˘s,w(z)
that the original Problem (NP) is nondegenerate, and can treat uniformly theirminimumw-entropy in-
terpolants by using themodified block Toeplitz approach. For the reader’s convenience, we enumerate
the notation which appear in pairs in these problems in Table 1.
3.2. On minimum w-entropy interpolants for (nondegenerate) Problem (NP) and related problems
For a given F ∈ Cq(D) with the Riesz–Herglotz measure μ, following Arov and Kreı˘n [3] we call
ηw(F) := − 1
4π
∫
T
1 − |w|2
|u − w|2 log(det(u))λ(du) ∈ (−∞,+∞]
thew-entropyof Fwith respect to thepointw ∈ D. Hereλ is the linear Lebesgue–Borelmeasuredefined
on the σ -algebra of all Borel subsets of the unit circle T, and  is the Radon–Nikodym derivative of
the locally absolutely continuous part in the Lebesgue decomposition of μ(du) with respect to the
normalized 1
2π
λ on T. It is known ([3, Theorem 1] and [17, Lemma 4]) that(u) = F(u) λ-a.e. on T,
and therefore
ηw(F) = − 1
4π
∫
T
1 − |w|2
|u − w|2 log(det(F(u)))λ(du). (26)
Here for H ∈ Cq(D) the symbol H stands for a boundary function of H such that
lim
s→1−
H(su) = H(u) λ-a.e. on T
(such a H exists always for each H ∈ Cq(D) in view of a well-known theorem of Fatou).
To the eight solution sets stated in Table 1 there correspond eight cases for the extremal problem
being considered. To present and prove the main conclusion mentioned in the setting of Problem
(NP)/Problem (C)c and the pairs of related problems, we begin with two results of Problem (C)c and
Problem (C)c′w , proofs of which are, in essence, given in [19, Section 8].
Let w ∈ D, and let Fw defined by (19) have the Taylor series representation of the form
Fw(z) = C0,w + 2
+∞∑
j=1
Cj,wz
j, z ∈ D, (27)
where Cj,w = Cj, j = 0, 1, . . . ,m − 1. Let now c′w := (C0w, C1w, . . . , Cm−1,w, Cmw) based on (27)
and Tc′w := (Cj−i,w)mi,j=0 in which C−j,w = C∗jw, j = 0, 1, . . . ,m. It follows from [19, Remark 2.9] that
Tc′w > 0. Denote by Cq[D, c′w] the solution set of the associated Problem (C)c′w . Hence Fw ∈ Cq[D, c′w]
as well, and it coincides with the central q × q Carathéodory function corresponding to c′w (see [19,
Corollary 3.5]).
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Lemma 4. Let w ∈ D, and let c = (C0, C1, . . . , Cm−1) be the block Toeplitz vector of Problem (NP)
such that Tc = (Cj−i)m−1i,j=0 > 0. Let T−1c = (νij)m−1i,j=0, where νij ∈ Cq×q. Furthermore, let c′w =
(C0w, . . . , Cm−1,w, Cmw) be defined via (27). Then Problem (C)c′w is nondegenerate. Moreover,
(1) For each F ∈ Cq[D, c], the inequality
ηw(F)  −1
2
log
⎡
⎢⎣det
⎛
⎝(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎞
⎠−1
⎤
⎥⎦ (28)
holds with equality if and only if F coincides with the matrix-valued function Fw : D → Cq×q defined by
(19).
(2) For each F ∈ Cq[D, c′w], the inequality (28) holds as well with equality if and only if F = Fw.
Moreover, for each F ∈ Cq[D, c′w], the inequality
η0(F)  η0(Fw)
holds with equality if and only if F = Fw.
Proof. Observe that Tˆc = (Ci−j)m−1i,j=0 > 0 as well, and
(w¯m−1I, . . . , w¯I, I)Tˆ−1c col(wm−1, . . . ,wI, I)
= (I, w¯I, . . . , w¯m−1I)T−1c col(I,wI, . . . ,wm−1I) =
m−1∑
i,j=0
w¯iνijw
j.
The required assertions are an easy consequence of [19, Theorem 7.4 and Corollary 7.5] in combination
with [16, Corollary 7 in Part IV], which shows that the expression of the right hand side of (28) is also
equal to
−1
2
log
⎡
⎢⎣det
⎛
⎝(1 − |w|2) m−1∑
i,j=0
wm−1−iνijw¯m−1−j
⎞
⎠−1
⎤
⎥⎦ . 
3.2.1. The case of Problem (NP)
Nowwe shall be particularly interested in the extremal problem over the solution set C, which is
applicable to each of the remaining cases. Recall that the Cq×q-valued quasi-polynomialW(z) defined
in (9) is subject to W(u) = 0, ∀ u ∈ T. From Theorem 2 it follows that for each G ∈ C there is
a unique F ∈ Cq[D, c] such that G(z) = W(z) + A(z)F(z), where A(z) is as in (7) such that A(u) =∏ρ
i=1 |1 − z¯iu|2τi > 0,∀ u ∈ T, so that
G(u) = W(u) + A(u)F(u) = A(u)F(u) λ-a.e. on T.
Thus, for w ∈ D, from (26) we derive that
ηw(G) = − 1
4π
∫
T
1 − |w|2
|u − w|2 log[A(u)
qdet(F(u))]λ(du)
= − 1
4π
∫
T
1 − |w|2
|u − w|2 [qlogA(u) + logdet(F(u))]λ(du)
= − q
2π
ρ∑
i=1
τi
∫
T
1 − |w|2
|u − w|2 log|1 − z¯iu|λ(du) + ηw(F)
= −log
ρ∏
i=1
|1 − z¯iw|qτi + ηw(F),
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where the last equality rests on the formula of Poisson–Jensen (see, e.g., [24]): for w ∈ D,
log|1 − z¯iw| = 1
2π
∫
T
1 − |w|2
|u − w|2 log|1 − z¯iu|λ(du).
Hence
ηw(G) = −log
ρ∏
i=1
|1 − z¯iw|qτi + ηw(F). (29)
Theorem 5. Let w ∈ D, and let c = (C0, C1, . . . , Cm−1) and P be the block Toeplitz vector and the
generalized block Pick matrix of (nondegenerate) Problem (NP), respectively. Then for each G ∈ C, the
inequality
ηw(G)  −log
ρ∏
i=1
|1 − z¯iw|qτi − 1
2
log
⎡
⎢⎣det
⎛
⎝(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎞
⎠−1
⎤
⎥⎦
is fulfilled, where equality holds if and only if G coincides with the matrix-valued function Gw : D → Cq×q
defined by (18)–(21).
Proof. Observe that the required inequality is valid by virtue of (28) and (29) for each pair of F ∈
Cq[D, c] and G ∈ C connected by
G(z) = W(z) + A(z)F(z), ∀ z ∈ D,
where equality holds if and only if F coincides with Fw defined by (19), i.e., if and only if G coincides
with Gw defined by (18)–(21). 
3.2.2. The cases of Problem (NP)′w , Problem (NP)ˆw and Problem (NP)˘s,w
The next objective is to discuss theminimumw-entropy interpolants over the solution set of either
Problem (NP)′w , Problem (NP)ˆw or Problem (NP)˘s,w (1  s  ρ), which will be indicated in
Corollaries 1 and 2, respectively.
For each w ∈ D, let ′w be as in (25). Then since Fw(z) =
∫
T
u+z
u−zμw(du) and Gw(z) = iD0 +∫
T
u+z
u−z A(u)μw(du), z ∈ D,
D0,τ0 =
1
τ0!G
(τ0)
w (0) = 2
∫
T
u−τ0A(u)μw(du)
= 2
n∑
l=−n
Al
∫
T
u−τ0+lμw(du) = 2
n∑
l=−n
AlCτ0−l,w,
and therefore
Cmw = A−1−n
⎛
⎝1
2
D0,τ0 −
n∑
l=−n+1
AlCτ0−l,w
⎞
⎠ .
By definition (see (10) and (27)), c′w is exactly the block Toeplitz vector of Problem (NP)′w . The gener-
alized block Pick matrix P′w of Problem (NP)′w is also positive Hermitian: P′w > 0 by using the fact
that Tc′w > 0 and Theorem 3 with  and c replaced by 
′
w and c
′
w , respectively. Denote by C′w the
solution set of Problem (NP)′w . Then C′w ⊆ C and Gw ∈ C′w , obviously.
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Corollary 1. Let c = (C0, C1, . . . , Cm−1) be the block Toeplitz vector of Problem (NP) such that Tc =
(Cj−i)m−1i,j=0 > 0, and let T−1c = (νij)m−1i,j=0, where νij ∈ Cq×q. Furthermore, let w ∈ D, and let G ∈ C′w .
Then the inequality
ηw(G)  −log
ρ∏
i=1
|1 − z¯iw|qτi − 1
2
log
⎡
⎢⎣det
⎛
⎝(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎞
⎠−1
⎤
⎥⎦
holds with equality if and only if G coincides with Gw defined by (18)–(21). Moreover, for each G ∈ C′w ,
the inequality
η0(G)  η0(Gw) = −1
2
log(detν−100 )
holds with equality if and only if G = Gw.
Proof. It is clear that the first result of this corollary is a direct consequence of Theorem 5. For the as-
sertion on the entropy ofGwith respect tow = 0, observe that Problem (NP)′w is also nondegenerate,
since P′w > 0 as indicated above. Furthermore, both Problem (NP) and Problem (NP)′w enjoy the
same A(z) andW(z) defined by (7) and (9). By (29), for G ∈ C′w , η0(G) = η0(F), where F ∈ Cq[D, c′w]
is connected with G by the formula G(z) = W(z) + A(z)F(z), ∀ z ∈ D. From Part (2) of Lemma 4 it
follows that
η0(G) = η0(F)  η0(Fw) = η0(Gw) = −1
2
log(detν−100 ),
where the equality η0(G) = η0(Gw) holds if and only if F = Fw , i.e., if and only if G = Gw . 
The following results will exhibit the connection of Gw with the minimumw-entropy interpolants
of eitherC
ˆw
orC˘s,w (1  s  ρ). It should be noted that Problem (NP)ˆw and Problem (NP)˘s,w (1 
s  ρ) are also nondegenerate. Indeed, it suffices to observe that P
ˆw
 0 and P˘s,w  0 (1  s  ρ)
obviously, and
rankP
ˆw
= rankP˘s,w = rankP′w = (m + 1)q, 1  s  ρ,
in view of the rank invariance of block Pick matrices of functions in Cq(D) (see, e.g., [21, Theorem 2]),
so that
P
ˆw
> 0 and P˘s,w > 0 (1  s  ρ).
Furthermore, it is clear that, for each w ∈ D,
C
ˆw
⊆ C, C˘s,w ⊆ C (1  s  ρ),
and
Gw ∈ Cˆw ∩ C˘s,w (1  s  ρ).
Corollary 2. Let w ∈ D, and let C
ˆw
and C˘s,w (1  s  ρ) be defined as in Table 1. Then the statement
of Corollary 1 remains valid when C′w is replaced by Cˆw and C˘s,w (1  s  ρ), respectively.
Proof. The first assertion of this corollary follows directly from Theorem 5. Taking on w = 0, we in
turn see that the inequality
η0(G)  −1
2
log(ν−100 )
holds for each G ∈ C
ˆw
and each G ∈ C˘s,w (1  s  ρ), respectively, and that there exists
only one member of C
ˆw
and C˘s,w (1  s  ρ), respectively, such that its 0-entropy is equal
to − 1
2
log(ν−100 ), which is exactly Gw defined by (21), since by Corollary 1, η0(Gw) = − 12 log(ν−100 ),
moreover, Gw ∈ Cˆw ∩ C˘s,w (1  s  ρ). 
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3.2.3. The cases of Problem (C)cˆw and Problem (C)c˘s,w
Nowwe turnour attentionback to (nondegenerate) Problem (C)cˆw andProblem (C)c˘s,w (1  s  ρ).
We shall deduce the minimum w-entropy interpolants for each of these two problems.
Corollary 3. Let w ∈ D, and let cˆw and c˘s,w (1  s  ρ) be the block Toeplitz vectors of (nondegenerate)
Problem (NP)
ˆw
and Problem (NP)˘s,w (1  s  ρ), respectively. Then Problem (C)cˆw and Problem
(C)c˘s,w (1  s  ρ) are nondegenerate. Moreover,
(1) For each F ∈ Cq[D, cˆw], the inequality
ηw(F)  log|1 − z¯ρ+1w|q − 1
2
log
⎡
⎢⎣det
⎛
⎝(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎞
⎠−1
⎤
⎥⎦
holds, with equality if and only if F coincides with the matrix-valued function Fˆw : D → Cq×q defined, for
z ∈ D, by
Fˆw(z) :=
∫
T
u + z
u − z
μw(du)
|u − zρ+1|2 , (19
′)
where μw is defined by (18) for w ∈ D.
For each F ∈ Cq[D, c˘s,w] (1  s  ρ), the inequality
ηw(F)  log|1 − z¯sw|q − 1
2
log
⎡
⎢⎣det
⎛
⎝(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎞
⎠−1
⎤
⎥⎦
holds, with equality if and only if F coincides with the matrix-valued function F˘s,w : D → Cq×q (1  s 
ρ) defined, for z ∈ D, by
F˘s,w(z) :=
∫
T
u + z
u − z
μw(du)
|u − zs|2 (1  s  ρ), (19
′′)
where μw is defined by (18) for w ∈ D.
(2) For each F ∈ Cq[D, cˆw], the inequality
η0(F)  η0(Fˆw)
holds with equality if and only if F = Fˆw.
For each F ∈ Cq[D, c˘s,w] (1  s  ρ), the inequality
η0(F)  η0(F˘s,w) (1  s  ρ)
holds with equality if and only if F = F˘s,w (1  s  ρ).
Proof. Observe that, by using Theorem 2, to each F ∈ Cq[D, cˆw] there corresponds a unique G ∈ Cˆw
such that
G(z) = 

ˆw
(z) + A(z)(z − zρ+1)(z−1 − z¯ρ+1)F(z),
where

ˆw
(z) is the counterpart ofW(z) in Problem (NP)
ˆw
, and thus, by (29) with ρ + 1 in place of
ρ ,
ηw(G) = −log
ρ+1∏
i=1
|1 − z¯iw|qτi + ηw(F),
where τρ+1 = 1, and η0(G) = η0(F). In particular, Fˆw , as indicated in (19′), and Gw ∈ Cˆw form a
dual pair of the solution sets Cq[D, cˆw] and Cˆw , so that
ηw(Gw) = −log
ρ+1∏
i=1
|1 − z¯iw|qτi + ηw(Fˆw) and η0(Gw) = η0(Fˆw).
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In turn, for each w ∈ D and each F ∈ Cq[D, cˆw] and corresponding G ∈ Cˆw ⊆ C, it follows from
Theorem 5 that
ηw(F) = log
ρ+1∏
i=1
|1 − z¯iw|qτi + ηw(G)
 log
ρ+1∏
i=1
|1 − z¯iw|qτi − log
ρ∏
i=1
|1 − z¯iw|qτi
−1
2
log
⎡
⎢⎣det
⎛
⎝(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎞
⎠−1
⎤
⎥⎦
= log|1 − z¯ρ+1w|q − 1
2
log
⎡
⎢⎣det
⎛
⎝(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎞
⎠−1
⎤
⎥⎦.
Hence, the first inequality of Part (1) holds with equality if and only if G = Gw , or equivalently, if and
only if F = Fˆw . Similarly, we can prove that the other inequality holds true for F ∈ Cq[D, c˘s,w] (1 
s  ρ) with equality if and only if F = F˘s,w (1  s  ρ).
As for the statement of Part (2), from the result of Part (1) of this corollary it follows that for each
F ∈ Cq[D, cˆw] the inequality
η0(F)  −1
2
log(detν−100 )
holds, and thereexistsonlyonememberofCq[D, cˆw] such that its0-entropy is equal to− 12 log(detν−100 ),
which is exactly Fˆw , since by Corollary 1, η0(Gw) = − 12 log(detν−100 ), and therefore
η0(Fˆw) = η0(Gw) = −1
2
log(detν−100 ).
Similarly, we can prove that the other result for F ∈ Cq[D, c˘s,w] (1  s  ρ) holds true as well. 
It is worth noting that Corollary 3 says actually, for each w ∈ D, Fˆw and F˘s,w (1  s  ρ) coincide
with the so-called central q × q Carathéodory functions corresponding to cˆw and c˘s,w (1  s  ρ),
respectively,whereasGw coincideswith the central solutionof either (nondegenerate) Problem(NP)ˆw
or Problem (NP)˘s,w (1  s  ρ) in a sense. We recall in passing also that for eachw ∈ D, Fw defined
by (19) coincides with the central q × q Carathéodory function corresponding to c′w based on (27),
whereas Gw coincides also with the central solution of (nondegenerate) Problem (NP)′w in a sense.
3.3. Matricial generalizations of the w-entropy inequalities
We now consider the matricial generalizations of the assertions given in Section 3.2 in the setting
of (nondegenerate) Problem (NP) and its related problems. It turns out that for each w ∈ D, either
the Cq×q-valued function Gw defined in D or the central solutions of the associated Problem (C)c and
its related problems is also the unique solution to these matricial generalizations.
Let F ∈ Cq(D) be of finite 0-entropy: η0(F) < +∞. Then by [19, Section 8], ηw(F) < +∞ for each
w ∈ D, and F is Lebesgue integrable on T, F  0 λ-a.e. on T, and thus there exist outer functions
F and F , which belong to [H2(D)]q×q such that
F = F F∗ and F = F∗ F λ-a.e. on T.
Here [H2(D)]q×q denotes the set of all Cq×q-valued functions each entry of which belongs to the scalar
Hardy spaceH2(D). Moreover, the outer functionsF andF are uniquely defined up to constant q×q
unitary right and left factors, respectively.
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The following assertion is, in essence, established in [19, Theorem 7.6], which is related to the
studies of [3,4], and is formulated in terms of the Loewner semi-ordering for Hermitian matrices.
Lemma 6. Let w ∈ D. Let c = (C0, C1, . . . , Cm−1) be the block Toeplitz vector of Problem (NP)
such that Tc = (Cj−i)m−1i,j=0 > 0. Let T−1c = (νij)m−1i,j=0, where νij ∈ Cq×q. Furthermore, let c′w =
(C0w, C1w, . . . , Cmw) be the block Toeplitz vector of Problem (NP)′w .
(1) Let F ∈ Cq[D, c] be of finite 0-entropy η0(F). Then the inequalities
∗F (w)F(w) 
⎡
⎣(1 − |w|2) m−1∑
i,j=0
wm−1−iνijw¯m−1−j
⎤
⎦−1
and
F(w)
∗
F (w) 
⎡
⎣(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎤
⎦−1
hold each with equality if and only if F = Fw.
(2) Let F ∈ Cq[D, c′w] be of finite 0-entropy η0(F). Then the inequalities indicated in Part (1) of this
lemma hold each with equality if and only if F = Fw. Furthermore, the inequalities
∗F (0)F(0)  ∗Fw (0)Fw (0) and F(0)
∗
F (0)  Fw (0)∗Fw (0)
hold as well each with equality if and only if F = Fw.
3.3.1. The matricial generalizations of Theorem 5 and Corollary 1
Let now G ∈ C be of finite 0-entropy: η0(G) < +∞. Then Theorem 2 says that there exists a
unique F ∈ Cq[D, c] such that G(z) = W(z) + A(z)F(z), z ∈ D, and therefore, by (26) and (29),
η0(F) = − 1
4π
∫
T
log(det(F(u)))λ(du) = η0(G) < +∞,
which means the result given in Part (1) of Lemma 6 is applicable. For such G ∈ C, there also exist
two outer functions G and G in [H2(D)]q×q satisfying
G = G G∗ and G = G∗G λ-a.e. on T.
In this connection, the outer functions G and G are uniquely defined by G up to constant q × q
unitary right and left factors, respectively. Let now
α(w) :=
ρ∏
j=1
(1 − z¯jw)τj , ∀ w ∈ C,
so that
A(u) = α(u)α∗(u), ∀ u ∈ T.
Furthermore, since |z¯jw| < 1 for w ∈ D, the scalar function α is outer in H2(D), and in turn, αF
and αF are outer in [H2(D)]q×q. Consequently, from the fact that G(u) = A(u)F(u) λ-a.e. on T,
it follows that G = αFUG and G = VGαF for some pair of constant unitary UG and VG in Cq×q.
Thus
G(u)G
∗(u) = α(u)F(u)F∗(u)α∗(u), λ-a.e. on T,
G
∗(u)G(u) = α∗(u)F∗(u)F(u)α(u), λ-a.e. on T.
By using the results given above together with Lemma 6 we arrive immediately at the matricial
generalizations of Theorem 5 and Corollary 1, respectively.
Theorem 7. Let c = (C0, C1, . . . , Cm−1) be the block Toeplitz vector of Problem (NP) such that Tc =
(Cj−i)m−1i,j=0 > 0, and let T−1c = (νij)m−1i,j=0, where νij ∈ Cq×q. Furthermore, let w ∈ D, and let G ∈ C be
of finite 0-entropy η0(G).
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(1) The inequality
∗G(w)G(w) 
ρ∏
j=1
|1 − z¯jw|2τj
⎡
⎣(1 − |w|2) m−1∑
i,j=0
wm−1−iνijw¯m−1−j
⎤
⎦−1
holds with equality if and only if G = Gw.
(2) The inequality
G(w)
∗
G(w) 
ρ∏
j=1
|1 − z¯jw|2τj
⎡
⎣(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎤
⎦−1
holds with equality if and only if G = Gw.
Corollary 4. Let c = (C0, C1, . . . , Cm−1) be the block Toeplitz vector of Problem (NP) such that Tc =
(Cj−i)m−1i,j=0 > 0, and let T−1c = (νij)m−1i,j=0, where νij ∈ Cq×q. Furthermore, let w ∈ D and let G ∈ C′w be
of finite 0-entropy η0(G), where 
′
w is as in (25).
(1) The inequality
∗G(w)G(w) 
ρ∏
j=1
|1 − z¯jw|2τj
⎡
⎣(1 − |w|2) m−1∑
i,j=0
wm−1−iνijw¯m−1−j
⎤
⎦−1
holds with equality if and only if G = Gw. Moreover, the inequality
∗G(0)G(0)  ∗Gw (0)Gw (0) = ν−1m−1,m−1
holds as well, where equality is fulfilled if and only if G = Gw.
(2) The inequality
G(w)
∗
G(w) 
ρ∏
j=1
|1 − z¯jw|2τj
⎡
⎣(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎤
⎦−1
holds with equality if and only if G = Gw. Moreover, the inequality
G(0)
∗
G(0)  Gw (0)∗Gw (0) = ν−100
holds as well, where equality is fulfilled if and only if G = Gw.
Proof. Thefirst assertion ineither (1) or (2)here is obvious, sinceC′w ⊆ C andGw ∈ C′w . The second
is a direct consequence of Part (2) of Lemma 6, since η0(F) = η0(G) < +∞, where F ∈ Cq[D, c′w]
and G(z) = W(z) + A(z)F(z), ∗Gw (0)Gw (0) = ∗Fw (0)Fw (0) = ν−1m−1,m−1 and Gw (0)∗Gw (0) =
Fw (0)
∗
Fw
(0) = ν−100 . 
3.3.2. The matricial generalizations of Corollaries 2 and 3
The next two results are to construct the matricial generalizations of the statements of Corollar-
ies 2 and 3, respectively, as the integral complements of the assertions of Corollary 4 and Part (2) of
Lemma 6.
Corollary 5. Let w ∈ D. The statement of Corollary 4 remains also valid when the solution set C′w is
replaced by C
ˆw
and C˘s,w (1  s  ρ), respectively.
Proof. Use Theorem 7 in combination with the second assertions of Parts (1) and (2) of Corollary 4,
which show that
∗Gw (0)Gw (0) = ν−1m−1,m−1 and Gw (0)∗Gw (0) = ν−100 . 
Corollary 6. Let w ∈ D and let c = (C0, C1, . . . , Cm−1) be the block Toeplitz vector of Problem (NP)
such that Tc = (Cj−i)m−1i,j=0 > 0. Let T−1c = (νij)m−1i,j=0, where νij ∈ Cq×q.
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(1) Let F ∈ Cq[D, cˆw] be of finite 0-entropy η0(F). Then the inequalities
∗F (w)F(w)  |1 − z¯ρ+1w|−2
⎡
⎣(1 − |w|2) m−1∑
i,j=0
wm−1−iνijw¯m−1−j
⎤
⎦−1
and
F(w)
∗
F (w)  |1 − z¯ρ+1w|−2
⎡
⎣(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎤
⎦−1
hold each with equality if and only if F = Fˆw defined by (19′). Moreover, the inequalities
∗F (0)F(0)  ∗Fˆw (0)Fˆw (0) = ν
−1
m−1,m−1
and
F(0)
∗
F (0)  Fˆw (0)
∗
Fˆw
(0) = ν−100
hold as well each with equality if and only if F = Fˆw.
(2) Let F ∈ Cq[D, c˘s,w] (1  s  ρ) be of finite 0-entropy η0(F). Then the inequalities
∗F (w)F(w)  |1 − z¯sw|−2
⎡
⎣(1 − |w|2) m−1∑
i,j=0
wm−1−iνijw¯m−1−j
⎤
⎦−1 (1  s  ρ)
and
F(w)
∗
F (w)  |1 − z¯sw|−2
⎡
⎣(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎤
⎦−1 (1  s  ρ)
hold each with equality if and only if F = F˘s,w (1  s  ρ) defined as in (19 ′′). Moreover, the inequalities
∗F (0)F(0)   ∗˘Fs,w (0)F˘s,w (0) = ν
−1
m−1,m−1
and
F(0)
∗
F (0)  F˘s,w (0)
∗˘
Fs,w
(0) = ν−100
hold as well each with equality if and only if F = F˘s,w (1  s  ρ).
Proof. In view of Theorem 2, for each F ∈ Cq[D, cˆw]with finite 0-entropy η0(F) there exists a unique
G ∈ C
ˆw
⊆ C such that
G(z) = 

ˆw
(z) + A(z)(z − zρ+1)(z−1 − z¯ρ+1)F(z),
where 

ˆw
is the interpolation quasi-matrix polynomial of Problem (NP)
ˆw
, in particular,
Gw(z) = 
ˆw (z) + A(z)(z − zρ+1)(z−1 − z¯ρ+1)Fˆw(z),
where Fˆw is defined by (19
′). Thus, for each w ∈ D,
η0(Fˆw) = η0(Gw)  η0(G) = η0(F) < +∞
by the argument of the proof of Corollary 3. In turn, it follows that there exist outer functions F , F ,
G and G in [H2(D)]q×q such that
F(u) = F(u)F∗(u), F(u) = F∗(u)F(u) λ-a.e. on T,
and
G(u) = G(u)G∗(u), G(u) = G∗(u)G(u) λ-a.e. on T.
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In this connection,F ,F andG ,G are uniquely determined in some sense as indicated above. We
will use thenotation αˆ for thenumerical polynomial given, for each v ∈ D, by αˆ(v) := ∏ρ+1j=1 (1−z¯jv)τj .
Consequently, since both αˆF and αˆF are outer in [H2(D)]q×q, it follows that
G = αˆFUG, G(w) = αˆVGF
for some pair of constant unitary matrices UG and VG in C
q×q. Thus, Theorem 7 guarantees that
G(w)
∗
G(w) =
ρ+1∏
j=1
|1 − z¯jw|2τjF(w)∗F (w)

ρ∏
j=1
|1 − z¯jw|2τj
⎡
⎣(1 − |w|2) m−1∑
i,j=0
w¯iνijw
j
⎤
⎦−1,
where equality holds if and only if G = Gw , i.e., if and only if F = Fˆw , and that
∗G(w)G(w) =
ρ+1∏
j=1
|1 − z¯jw|2τj∗F (w)F(w)

ρ∏
j=1
|1 − z¯jw|2τj
⎡
⎣(1 − |w|2) m−1∑
i,j=0
wm−1−iνijw¯m−1−j
⎤
⎦−1
where equality holds if and only if G = Gw , i.e., if and only if F = Fˆw . Then, since τρ+1 = 1, it is readily
seen that the first statement of Part (1) follows from the last two inequalities. In turn, we have
F(0)
∗
F (0)  ν−100 and ∗F (0)F(0)  ν−1m−1,m−1,
and there exists a unique member F˜ of Cq[D, cˆw] with η0(F˜) < +∞ such that
F˜(0)
∗˜
F
(0) = ν−100 and  ∗˜F (0)F˜(0) = ν−1m−1,m−1,
which is exactly Fˆw , since, by Corollary 5,

Fˆw
(0)∗
Fˆw
(0) = Gw (0)∗Gw (0) = ν−100
and
∗
Fˆw
(0)
Fˆw
(0) = ∗Gw (0)Gw (0) = ν−1m−1,m−1.
Part (2) of this corollary can be verified analogously. 
4. Maximum determinant completions of P
The problem under consideration in this section is the one-step nonnegative Hermitian extension
problem for the informationmatrixP of (nondegenerate) Problem(NP) in suchawayas tomaximize
the determinants of the specified one-step extensions of the matrix P, over the set of all associated
one-step nonnegative Hermitian completions of Pick type.
4.1. The extension Problem from P to P′
We shall begin with themaximum determinant completions of Tc . Assume that Tc = (Cj−i)m−1i,j=0 >
0 and therefore Tˆc = (Ci−j)m−1i,j=0 > 0 as well. For any Cm ∈ Cq×q, let Tc(Cm) := (Cj−i)mi,j=0 and
Tˆc(Cm) := (Ci−j)mi,j=0, where C−m = C∗m. Find Cm ∈ Cq×q such that detTc(Cm) reaches the maximum
when Cm takes the values in the set
A := {Cm ∈ Cq×q : Tc(Cm)  0}.
Note that detTc(Cm) coincides with detTˆc(Cm) obviously. To this end, we need some further notation,
which can only depend on c = (C0, C1, . . . , Cm−1).
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Let Tˆm−1 := (Ci−j)m−2i,j=0 ifm  2, and Tˆ0 := Iq, and
b :=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
C0 if m = 1⎡
⎢⎢⎢⎢⎣
C1
...
Cm−1
⎤
⎥⎥⎥⎥⎦ if m  2,
c∗ :=
⎧⎪⎨
⎪⎩
C0 if m = 1
[Cm−1, . . . , C1] if m  2,
R :=
⎧⎪⎨
⎪⎩
C0 if m = 1
C0 − b∗Tˆ−1m−1b if m  2,
L :=
⎧⎪⎨
⎪⎩
C0 if m = 1
C0 − c∗Tˆ−1m−1c if m  2,
M :=
⎧⎪⎨
⎪⎩
0 if m = 1
c∗Tˆ−1m−1b if m  2,
E :=
⎡
⎢⎢⎢⎢⎣
Iq 0 0
−Tˆ−1m−1b I(m−1)q −Tˆ−1m−1c
0 0 Iq
⎤
⎥⎥⎥⎥⎦ .
ThenR [resp., L] is the Schur complement of Tˆm−1 [resp.,C0]with respect to Tˆc ifm  2, andR = L = C0
ifm = 1, so that R > 0 and L > 0 form  1.
Lemma 8. Let Tc = (Cj−i)m−1i,j=0 > 0, Tc(Cm) = (Cj−i)mi,j=0 and Tˆc(Cm) = (Ci−j)mi,j=0, ∀ Cm ∈ Cq×q.
Then for each Cm ∈ A,
detTc(Cm) = detTˆc(Cm)  detR · detTˆm−1 · detL
holds, with equality if and only if Cm = 0 if m = 1 and
Cm = M = 1
2(m!)
dm
dzm
F0(z)
∣∣∣
z=0
if m  2, in that case,
detTc(M) = detTˆc(M) = max
Cm∈A
detTˆc(Cm) = detR · detTˆm−1 · detL.
Proof. Observe that if m = 1, then detTˆc(C1)  (detC0)2, and detTˆc(C1) = (detC0)2 if and only if
C1 = 0. Let nowm  2. From [10, Section 3.2] it follows that
E∗Tˆc(Cm)E =
⎡
⎢⎢⎢⎢⎣
R 0 C∗m − M∗
0 Tˆm−1 0
Cm − M 0 L
⎤
⎥⎥⎥⎥⎦ ,
so that the inequality
detTˆc(Cm) = detR · detTˆm−1 · det(L − (Cm − M)R−1(C∗m − M∗))
 detR · detTˆm−1 · detL
holds, with equality if and only if Cm = M. From [10, Theorem 3.4.3 and Remark 3.4.5], we deduce that
M = 1
2(m!)
dm
dzm
F0(z)
∣∣∣
z=0,
and Tˆc(M) > 0, since F0 is the central solution of (nondegenerate) Problem (C)c . 
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As for maximum determinant completions corresponding to the specific one-step block Pick-type
extension problem from P to P′ , where ′ is as in (22) with D0,τ0 as a single parameter, based on
Theorems 1 and 2 in combination with Lemma 8, we have
Theorem 9. Let m  2 and P > 0, let ′ = ′(D0,τ0) be as in (22) with any D0,τ0 ∈ Cq×q, and let
P′ ∈ C(m+1)q×(m+1)q be the generalized block Pick matrix associated with the data ′, and let the set
A′ be defined by
A′ := {D0,τ0 ∈ Cq×q : P′  0}.
Then
max{detP′ : D0,τ0 ∈ A′} > 0
and this maximum value is attained if and only if
D0,τ0 =
1
τ0!
dτ0
dzτ0
G0(z)
∣∣∣
z=0,
where G0 is defined by (18)–(21) with w = 0.
Proof. For any D0,τ0 ∈ A′, let
Cm := A−1−n
⎛
⎝1
2
D0,τ0 −
n∑
l=−n+1
AlCτ0−l
⎞
⎠ ,
wherem = n + τ0, Al (−n  l  n) and Ck (0  k  m − 1) are as in (10). The formula (15) then is
easily verified to be valid if P, Tc and 
 are replaced with P′ , Tc(Cm) and 
′ , respectively, where

′ of orderm+ 1 is nonsingular and of the form similar to
 in (14) but with τ0 + 1 in place of τ0,
and Tc(Cm) = (Cj−i)mi,j=0. This means that P′ = 2(
′ ⊗ Iq)Tc(Cm)(
′ ⊗ Iq)∗. Thus, by Lemma 8,
the inequality
detP′ = 2(m+1)q|det(
′ ⊗ Iq)|2 · detTc(Cm)
 2(m+1)q|det
′ |2 · detR · detL · detTˆm−1
holds with equality if and only if Cm = M = 12(m!) d
m
dzm
F0(z)
∣∣∣
z=0. In that case, Tc(M) > 0 (since
Tˆc(M) > 0).
On the other hand, if F0(z) permits the integral representation of the form (19) with w = 0, then
from Theorem 2 we infer that G0(z) = W(z) + A(z)F0(z) admits the integral representation of the
form (21) with w = 0 and vice versa. Accordingly, if Cm = M = 12(m!) d
m
dzm
F0(z)
∣∣∣
z=0, then
1
τ0!
dτ0
dzτ0
G0(z)
∣∣∣
z=0 = 2
∫
T
u−τ0A(u)μ0(du) = 2
n∑
j=−n
Aj
∫
T
u−τ0+jμ0(du)
= 2
n∑
j=−n
AjCτ0−j = D0,τ0 ,
and vice versa. Hence P
′
(
1
τ0 !G
(τ0)
0 (0)
) > 0 (since Tc(M) > 0) and
0 < max{detP′ : D0,τ0 ∈ A′}
= 2(m+1)q|det
′ |2 · detR · detL · detTˆm−1,
and this maximum value is attained if and only if D0,τ0 = 1τ0! d
τ0
dzτ0
G0(z)
∣∣∣
z=0. 
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Note that the set A′ defined in the statement of Theorem 9 coincides with the set{ 1
τ0!
dτ0
dzτ0
G(z)
∣∣∣
z=0 : G ∈ C
}
.
Indeed, C′ ⊆ C if C = ∅, where C′ is the solution set of Problem (NP)′ .
4.2. The extension problems from P to Pˆ and from P to P˘s
In the remainingpart of this section,we consider the other twomaximumdeterminant completions
corresponding to one-step nonnegative Hermitian extension problems of P to Pˆ, and P to P˘. Here
P
ˆ
and P˘ of order (m + 1)q are the generalized block Pick matrices associated with the data ˆ and
the data ˘ defined by (23) and (24), respectively. Specially, let ˘ := ˘ρ for short. The problem under
consideration is to find a Dρ+1,0 ∈ Cq×q and a Dρ,τρ ∈ Cq×q such that detPˆ and detP˘ associated,
respectively,with suchDρ+1,0 andDρ,τρ attain tomaximumvalueswhenDρ+1,0 andDρ,τρ take values
in the sets
Aˆ := {Dρ+1,0 ∈ Cq×q : Pˆ  0}
and
A˘ := {Dρ,τρ ∈ Cq×q : P˘  0},
respectively. Here both the fundamental matrix inequality FMI(C) in [20] with its transformed matrix
inequality, and the Weyl matrix ball shall play a role in our analysis later on. It is convenient to first
prove a preliminary result. This result is, even by itself, very interesting.
Lemma 10. (1) Let ˆ be as in (23), and let P
ˆ
be the associated generalized block Pick matrix with the
data ˆ. Let further F belong to Cq[D, c]. Then there exists invertible 
ˆ of order m + 1, independent only
of A(z)(z − zρ+1)(z−1 − z¯ρ+1) such that
P
ˆ
= 2(

ˆ

−1B ⊗ Iq)Tˆ(
ˆ
−1B ⊗ Iq)∗, (30)
where
T
ˆ
:=
⎡
⎢⎢⎢⎢⎣
Tc
1
2
(bT (z¯ρ+1)(F(zρ+1))∗ − cT (z¯ρ+1))
∗ 1
2
F(zρ+1) + (F(zρ+1))∗
1 − |zρ+1|2
⎤
⎥⎥⎥⎥⎦ , (31)
in which “∗" stands for the conjugate transpose of the block matrix located at the top right corner of T
ˆ
,
bT (z) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
z−1Iq
z−2Iq
...
z−mIq
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, cT (z) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
C0 0 · · · 0
2C∗1 C0 · · · 0
...
...
...
2C∗m−1 2C∗m−2 · · · C0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
bT (z),
and

B :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−zρ+1 1 0 · · · 0 0
0 −zρ+1 1 · · · 0 0
...
...
...
...
...
0 0 0 · · · −zρ+1 1
1 0 0 · · · 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ C(m+1)×(m+1). (32)
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(2) Let ˘ = ˘ρ = ˘(Dρ, τρ) be as in (24), and let P˘ be the associated generalized block Pick matrix
with the data ˘. Let F belong to Cq[D, c]. Then there exists invertible
˘ of order m+ 1, independent only
of A(z)(z − zρ)(z−1 − z¯ρ), such that
P˘ = 2(
˘
−1D ⊗ Iq)T˘(
˘
−1D ⊗ Iq)∗, (33)
where
T˘ :=
⎡
⎢⎢⎢⎢⎣
Tc
1
2
(bT (z¯ρ)(F(zρ))
∗ − cT (z¯ρ))
∗ 1
2
F(zρ) + (F(zρ))∗
1 − |zρ |2
⎤
⎥⎥⎥⎥⎦ , (34)
in which bT (z) and cT (z) are as in (31), and

D :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−zρ 1 0 · · · 0 0
0 −zρ 1 · · · 0 0
...
...
...
...
...
0 0 0 · · · −zρ 1
1 0 0 · · · 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ C(m+1)×(m+1). (35)
Proof. Consider Problem (NP)
ˆ
and Problem (NP)˘. Then there exist cˆ := (Cˆ0, Cˆ1, . . ., Cˆm), where
each Cˆk ∈ Cq×q and Cˆ0 = Cˆ∗0 , and c˘ := (C˘0, C˘1, . . . , C˘m), where each C˘k ∈ Cq×q and C˘0 = C˘∗0 , as the
block Toeplitz vectors of these two problems, respectively. From Theorem 1 we deduce that
P
ˆ
= 2(

ˆ
⊗ Iq)Tcˆ(
ˆ ⊗ Iq)∗,
P˘ = 2(
˘ ⊗ Iq)Tc˘(
˘ ⊗ Iq)∗,
(36)
where
Tcˆ := (Cˆj−i)mi,j=0 and Tc˘ := (C˘j−i)mi,j=0, (37)
and 

ˆ
and 
˘ are of the form similar to 
 in (14) with B(z), n − 1 and ρ replaced by B(z) :=∏ρ+1
i=1 (z − zi)τi , n and ρ + 1 and with τρ and n− 1 replaced by τρ + 1 and n, respectively. Let now Tˆ
be as in (31). To prove (30), we need only to verify that
T
ˆ
= (
B ⊗ Iq)Tcˆ(
B ⊗ Iq)∗, (38)
in which 
B is as in (32).
Assume that F ∈ Cq[D, c] has an integral representation of the form
F(z) :=
∫
T
u + z
u − z
σ(du)
A(u)
,
where σ is the Riesz–Herglotz measure of G ∈ C, which is connected with F by G(z) = W(z) +
A(z)F(z) (see Theorem 2). Let further Aˆ(z) := A(z)p(z)p(z¯−1), ∀ z = 0, where p(z) = z− zρ+1. Then
a direct calculation leads to
T
ˆ
=
⎡
⎢⎢⎢⎢⎢⎢⎣
(∫
T
ui−j σ(du)
A(u)
)m−1
i,j=0
(∫
T
ui
σ(du)
(u¯ − z¯ρ+1)A(u)
)m−1
i=0
∗ 1
2
F(zρ+1) + (F(zρ+1))∗
1 − |zρ+1|2
⎤
⎥⎥⎥⎥⎥⎥⎦
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=
⎡
⎢⎢⎢⎢⎢⎢⎣
(∫
T
uip(u)
σ (du)
Aˆ(u)
ujp(u)
)m−1
i,j=0
(∫
T
uip(u)
σ (du)
Aˆ(u)
)m−1
i=0
∗
∫
T
σ(du)
Aˆ(u)
⎤
⎥⎥⎥⎥⎥⎥⎦
=
∫
T
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p(u)
up(u)
...
um−1p(u)
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
σ(du)
Aˆ(u)
[
p(u), up(u), . . . , um−1p(u), 1
]
= (
B ⊗ Iq)Tcˆ(
B ⊗ Iq)∗,
where 
B of order m + 1 is the transition matrix of the basis of the space Pm (of the numerical
polynomials of degree at mostm):
B := {p(z), zp(z), . . . , zm−1p(z), 1}
to the standard basis {1, z, . . . , zm}, which is obviously invertible, and of the form (32). Thus, from
(36) and (38) it follows that
P
ˆ
= 2(

ˆ

−1B ⊗ Iq)Tˆ(
ˆ
−1B ⊗ Iq)∗.
As for the proof of the second part of the lemma, similarly, one infers that T˘ defined by (34) is of
the form
T˘ = (
D ⊗ Iq)Tc˘(
D ⊗ Iq)∗, (39)
where 
D is as in (35), so that from the last result in combination with (36) we deduce the formula
(33). 
Theorem 11. Let m = ∑ρi=0 τi  2. Let ˆ = ˆ(Dρ+1,0) be as in (23), and let Pˆ be the associated
generalized block Pick matrix with the data ˆ. Then
0 < max{detP
ˆ
: Dρ+1,0 ∈ Aˆ} = 2mq|det
ˆ|2 · detTc · detEˆ,
where
Eˆ := −(cT (z¯ρ+1))∗(2Tc)−1cT (z¯ρ+1) + LˆKˆ−1Lˆ∗,
Kˆ := (bT (z¯ρ+1))∗(2Tc)−1bT (z¯ρ+1),
Lˆ := Iq
1 − |zρ+1|2 + (cT (z¯ρ+1))
∗(2Tc)−1bT (z¯ρ+1),
(40)
and this maximum value is attained if and only if
Dρ+1,0 = Gzρ+1(zρ+1).
Proof. Observe that thematrix T
ˆ
definedby (31) is such that the inequality T
ˆ
 0 coincideswith the
fundamental matrix inequality FMI(C) of Problem (C)c at z = z¯ρ+1 of Potapov’s interpolation theory
(see, e.g., [20])withC0, C1, . . . , Cm−1, and ζ replaced byC0, 2C∗1 , . . . , 2C∗m−1, and z¯ρ+1, respectively. It
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is well known [20, Theorem 2] that in the nondegenerate case (that is, Tc > 0), a C
q×q-valued function
F holomorphic in D is a solution of Problem (C)c , i.e., F ∈ Cq[D, c], if and only if it satisfies FMI(C).
Thus, for any F ∈ Cq[D, c], Tˆ  0, and therefore, in particular, we have
F(zρ+1) + (F(zρ+1))∗
1 − |zρ+1|2 − [F(zρ+1)(bT (z¯ρ+1))
∗ − (cT (z¯ρ+1))∗]
×(2Tc)−1[bT (z¯ρ+1)(F(zρ+1))∗ − CT (z¯ρ+1)]  0,
where bT (z) and cT (z) are as in (31). Let now x := (F(zρ+1))∗ and Kˆ, Lˆ and Eˆ as in (40). We have that
Kˆ > 0 obviously, and that by (32), (38) and (31)
det(2Tcˆ) = det(2Tˆ)
= det(2Tc) · det
[
x + x∗
1 − |zρ+1|2 − (bT (z¯ρ+1)x − cT (z¯ρ+1))
∗(2Tc)−1
·(bT (z¯ρ+1)x − cT (z¯ρ+1))
]
= det(2Tc) · det[−(cT (z¯ρ+1))∗(2Tc)−1cT (z¯ρ+1) − x∗Kˆx + x∗Lˆ∗ + Lˆx],
where cˆ is the block Toeplitz vector of Problem (NP)
ˆ
. Thus, upon completing the square, we see that
−(cT (z¯ρ+1))∗(2Tc)−1cT (z¯ρ+1) − x∗Kˆx + x∗Lˆ∗ + Lˆx = Eˆ − (x − Kˆ−1Lˆ∗)∗Kˆ(x − Kˆ−1Lˆ∗).
in which Eˆ is as in (40). It is obvious that
Eˆ  Eˆ − (x − Kˆ−1Lˆ∗)∗Kˆ(x − Kˆ−1Lˆ∗),
with equality if and only if
x = Kˆ−1Lˆ∗
=
[
(bT (z¯ρ+1))∗(2Tc)−1bT (z¯ρ+1)
]−1 [ Iq
1 − |zρ+1|2 + (bT (z¯ρ+1))
∗(2Tc)−1cT (z¯ρ+1)
]
.
On the other hand, for an arbitrarily fixed zρ+1 ∈ D, different from the original z0, z1, . . . , zρ , the set
{(zρ+1)∗ :  ∈ Cq[D, c]}
fills the Weyl matrix ball B with center Kˆ−1Lˆ∗, some suitable right radius ρd and some suitable left
radius ρg:
w = Kˆ−1Lˆ∗ + ρ
1
2
g uρ
1
2
d , ∀ u∗u  Iq
(see [20, Section 2, the formulas (52) and (53)]). Moreover, it follows from [19, Section 6] that
Kˆ−1Lˆ∗ = (Fzρ+1(zρ+1))∗.
Due to the rank invariance of block Pickmatrices of functions in Cq[D] given in [21, Theorem 2] and
Theorem 9, we see that
rankP
′
(
1
τ0 !G
(τ0)
0 (0)
) = rankP
ˆ(G0(zρ+1)) = (m + 1)q,
so that P
ˆ(G0(zρ+1)) > 0 as well.
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Summing up what have proved and (30), we derive that
0 < max{detP
ˆ
: Dρ+1,0 ∈ Aˆ} = 2mq|det
ˆ|2 · detTc · detEˆ
and thismaximumvalue is attained if and only if F(zρ+1) := Fzρ+1(zρ+1), or equivalently, if and only if
Dρ+1,0 = W(zρ+1) + A(zρ+1)F(zρ+1)
= W(zρ+1) + A(zρ+1)Fzρ+1(zρ+1) = Gzρ+1(zρ+1). 
Nevertheless, on the basis of the formula (36), the problem of Theorem 11 can be formulated
equivalently in terms of finding the solution of a particular specified extremal problem to maximize
the determinant of the block Toeplitz matrix Tcˆ of order (m + 1)q with a single parameter cˆ which
takes the values in the set Bˆ defined by
Bˆ := {cˆ : cˆ is the block Toeplitz vector of Problem (NP)ˆ such that Tcˆ  0}.
Corollary 7. Let m = ∑ρi=0 τi  2, and let c = (C0, C1, . . . , Cm−1) be the block Toeplitz vector of
Problem (NP) such that Tc = (Cj−i)m−1i,j=0 > 0. Furthermore, let Tcˆ be the information matrix of Problem
(C)cˆ . Then
0 < max{detTcˆ : cˆ ∈ Bˆ} = 2−qdetTc · detEˆ,
where Eˆ is as in (40), and this maxium value is attained if and only if
cˆ = cˆzρ+1 ,
where cˆzρ+1 is the block Toeplitz vector of Problem (NP)ˆzρ+1
, in which ˆzρ+1 is defined by (25) with
w = zρ+1, generated by the Cq×q-valued function Fˆzρ+1 defined by (19 ′) with w = zρ+1, i.e.,
cˆzρ+1 =
(
Fˆzρ+1(0),
1
2
Fˆ ′zρ+1(0), . . . ,
1
2m! Fˆ
(m)
zρ+1(0)
)
.
Proof. Using the formula (36), and noting that the matrix 

ˆ
of order m + 1 is independent of the
choice of Dρ+1,0, we know that
P
ˆzρ+1
= (

ˆ
⊗ Iq)Tcˆzρ+1 (
ˆ ⊗ Iq)∗.
Thus, referring to Theorem 11, we can conclude the required result. 
Theorem 12. Let m = ∑ρi=0 τi  2. Let ˘ = ˘(Dρ,τρ ) be as in (24) with s = ρ , and let P˘ be the
associated generalized block Pick matrix with the data ˘. Then
0 < max{detP˘ : Dρ,τρ ∈ A˘} = 2mq|det
˘|2 · detTc · detE˘,
where
E˘ := −(cT (z¯ρ))∗(2Tc)−1cT (z¯ρ) + L˘K˘−1L˘∗,
K˘ := (bT (z¯ρ))∗(2Tc)−1bT (z¯ρ),
L˘ := Iq
1 − |zρ |2 + (cT (z¯ρ))
∗(2Tc)−1bT (z¯ρ),
(41)
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and this maximum value is attained if and only if
Dρ,τρ =
1
τρ !
dτρ
dzτρ
Gzρ (z)
∣∣∣
z=zρ ,
where Gzρ is as in (18)–(21) with w = zρ .
Proof. Observe that, as indicated in the proof of Theorem 11, the matrix inequality T˘  0 coincides
with the value of the fundamentalmatrix inequality FMI(C) of Problem (C)cwithC0, C1, . . . , Cm−1, and
ζ replaced by C0, 2C
∗
1 , . . . , 2C
∗
m−1 and z¯ρ , respectively. Let E˘, K˘ and L˘ be as in (41), and for F ∈ Cq[D, c]
let x := (F(zρ))∗. Then, for the block Toeplitz vector c˘ of Problem (NP)˘, by (39), (34) and (35),
det(2Tc˘) = det(2T˘) = det(2Tc) · det
[
x + x∗
1 − |zρ |2
− (bT (z¯ρ)x − cT (z¯ρ))∗(2Tc)−1(bT (z¯ρ)x − cT (z¯ρ))
]
= det(2Tc) · det[−(cT (z¯ρ))∗(2Tc)−1cT (z¯ρ) − x∗K˘x + x∗L˘∗ + L˘x]
= det(2Tc) · det[E˘ − (x − K˘−1L˘∗)∗K˘(x − K˘−1L˘∗)]
 2mqdetTc · detE˘,
with equality if and only if x = K˘−1L˘∗. From the previously mentioned rank invariance [21, Theorem
2] it also follows that P
˘
(
1
τρ !G
(τρ )
0 (zρ)
) > 0, since
rankP
′
(
1
τ0 !G
(τ0)
0 (0)
) = rankP
˘
(
1
τρ ! (G0)
(τρ )(zρ)
) = (m + 1)q.
From [20, Section 2, the formulas (52) and (53)] we see that
K˘−1L˘∗ = (Fzρ (zρ))∗.
Thus, we have that
0 < max{detP˘ : Dρ,τρ ∈ A˘} = 2mq|det
˘|2 · detTc · detE˘,
and this maximum value is attained if and only if F(zρ) := Fzρ (zρ), or equivalently, if and only if
Dρ,τρ =
1
τρ !G
(τρ)(zρ) = 1
τρ ! [W(z) + A(z)F(z)]
(τρ)
∣∣∣
z=zρ
= 1
τρ !
[
W(τρ)(zρ) + A(τρ)(zρ)F(zρ)
]
= 1
τρ !
[
W(τρ)(zρ) + A(τρ)(zρ)Fzρ (zρ)
]
= 1
τρ !
[
W(z) + A(z)Fzρ (z)
](τρ) ∣∣∣
z=zρ =
1
τρ !
dτρ
dzτρ
Gzρ (z)
∣∣∣
z=zρ ,
as needed. 
Note that for the sake of definiteness in Theorem 12, we restrict the one-step extension of  with
respect to the data ˘ρ associated with zρ and Dρ,τρ . On the basis of the proof of Theorem 12, we
see that the assertion formulated holds true as well when the data ˘ρ are replaced by some ˘s for
s = 1, . . . , ρ − 1. This also applies to Corollary 8 below.
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The development carried out in the preceding corollary for the maximum determinant of Tcˆ may
be adapted to the maximum determinant of Tc˘ , where c˘ takes the values in the set
B˘ := {c˘ : c˘ is the block Toeplitz vector of Problem (NP)˘ such that Tc˘  0}.
Corollary 8. Let m = ∑ρi=0 τi  2, and let c = (C0, C1, . . . , Cm−1) be the block Toeplitz vector of
Problem (NP) such that Tc = (Cj−i)m−1i,j=0 > 0. Furthermore, let Tc˘ be the information matrix of Problem
(C)c˘ . Then
0 < max{detTc˘ : c˘ ∈ B˘} = 2−qdetTc · detE˘,
where E˘ is as in (41), and this maximum value is attained if and only if
c˘ = c˘ρ,zρ ,
where c˘ρ,zρ is the block Toeplitz vector of Problem (NP)˘ρ,zρ
, in which ˘ρ,zρ is defined by (25) with s = ρ
and w = zρ , generated by the Cq×q-valued function F˘ρ,zρ defined by (19 ′′) with s = ρ and w = zρ , i.e.,
c˘ρ,zρ =
(
F˘ρ,zρ (0),
1
2
F˘ ′ρ,zρ (0), . . . ,
1
2m! F˘
(m)
ρ,zρ
(0)
)
.
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