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Abstract
Alzheimer’s disease is a neurodegenerative disease which leads to symptoms such as loss
of memory and other neurological dysfunctions, ultimately leading to death. Two key
hallmarks of Alzheimer’s disease are abnormally folded Amyloid-β and tau proteins in the
brain. Currently, the diagnosis of Alzheimer’s disease is only confirmed by finding these
hallmarks in the brain after death. Two of the methods that reach a probable diagnosis of
Alzheimer’s disease are positron emission tomography and cerebral spinal fluid analyses.
However, both methods are invasive as positron emission tomography uses radiation and
dyes, and examination of cerebral spinal fluid requires invasive extraction from the pa-
tients’ body. Fortunately, amyloid deposits, which presumed to contain Amyloid-β, have
been found in the retina. In vivo imaging of amyloid deposits using curcumin staining has
been shown in AD patients receiving oral curcumin for several days. Since the retina can
be directly imaged through the pupil and polarimetry does not require a dye, a noninvasive
method of diagnosis could combine polarimetry and a retinal imaging device.
In this thesis, one of the key polarimetric properties of amyloid deposits, linear birefrin-
gence, was studied. The linear birefringence was computed by using the combination of
Mueller Matrix Polarimetry for linear retardance and Confocal Laser Scanning Microscopy
for thickness. These measurements were conducted in retinal deposits as well as a matched
number of pure Amyloid-β deposits with similar thickness grown on glass slides. Between
the two types of deposits, there was no significant difference shown in linear birefringence
fitted to the linear regions of the retardance versus thickness plot. Both types of amyloid
deposits show similar trends at high thickness where linear retardance plateaus and then
decreases with increasing thickness, giving low birefringence value at high thickness. This
result suggests that the retinal deposits are composed primarily of amyloid-β and that
there is only short range order of the fibrils in the retinal deposits. The birefringence of
retinal deposits is also higher than the background retinal nerve fiber layer and the senile
plaques in the brain measured to date. These senile plaques are higher in thickness than
the retinal deposits and have birefringence values similar to the low birefringence values of
pure Amyloid-β deposits of high thickness. The high birefringence of the retinal deposits
demonstrates the feasibility of in vivo imaging of retinal amyloid deposits using a patented
label free method.
In order to calculate the retardance used here to infer the birefringence measurements
and in future clinical applications, the Mueller matrix computed from the acquired images
needs to be decomposed. However, for a large image, the decomposition may take a long
time. Hence, an accelerated implementation of the polar decomposition was developed and
used in this thesis. By implementing the accelerated decomposition on a graphic processing
unit, the speed of decomposition is more than 15 times faster than the original calculation
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before acceleration.
For computing the birefringence of amyloid deposits, image segmentation was conducted
to separate them from the surrounding retina. Automatic segmentation methods including
Otsu’s method, K-means clustering, Gaussian mixture model, and Markov random field
were tested. Gaussian mixture model and Markov random field showed the highest success
rate while both Otsu’s method and K-means clustering performed poorly. It is thus rec-
ommended to use either Gaussian mixture model (faster) or Markov random field (slightly
more accurate) to segment images of amyloid deposits.
The results reported in this thesis show polarization properties of amyloid deposits, such
as strong birefringence values, which are useful in identifying these deposits in the retina.
Coupled with fast decomposition and automatic segmentation of the deposits in the image,
an efficient, noninvasive diagnostic method may be established in living eyes in the future.
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Chapter 1
Introduction
1.1 Introduction of AD
Alzheimer’s disease (AD) is a fatal neural degenerative disease, which is also the most
prevalent cause of dementia [1]. Dementia is manifested in a group of symptoms such as
difficulties in memory, language, and other cognitive impairments [2]. Other diseases also
causing dementia include vascular dementia, Dementia with Lewy bodies (DLB), Parkin-
son’s disease (PD), etc., each having different types of symptoms. Specifically for AD pa-
tients, early signs include difficulties in remembering recent events, depression, and apathy.
With the progression of AD, more severe symptoms, such as impairment in communica-
tion, difficulties in speaking, swallowing and walking, etc., may show up. The percentage
of population above 60 years old affected by AD is 5% to 7% [3]. The global population
impacted by AD was about 35.6 million in 2010, and estimated to triple by 2050 [4]. Risk
factors of AD can be categorized as age, genetic, and environmentally related [5]. The
increased percentage of population with dementia at a higher age indicates that age is a
strong risk factor [4]. Besides age, carriers of Apolipoprotein E4 (APOE4) gene, which
disrupts Amyloid-β (Aβ) clearance from the brain, are several times more likely to develop
AD than noncarriers [6]. In addition, environmental factors, such as physical inactivity,
lack of social engagement, obesity, diabetes, and hypertension, also add to the risk of de-
veloping AD.
AD is characterized by two pathological hallmarks: misfolded Aβ protein in amyloid
plaques and tau protein in neurofibrillary tangles (NFTs). Currently, AD diagnosis is
only confirmed by finding these two hallmarks in the patient’s brain after death. Aβ is
considered as the driver of disease progression. This is known as the amyloid cascade hy-
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pothesis [7]. Evidence has suggested that the soluble Aβ 42 oligomers can cause damage to
the lipid membranes [8]. These oligomers later assemble into fibrils which then form senile
plaques containing these Aβ fibrils. The amyloid cascade hypothesis [7] also suggests that
tau is a downstream mechanism to Aβ while others suggest that tau acts in parallel with
Aβ which amplifies its neurotoxicity [9].
The current probable diagnosis of AD is done with Positron Emission Tomography (PET)
[10] or examination of cerebral spinal fluid (CSF) [11]. However, PET scans are expensive
and use radiation. Analyzing CSF requires invasive extraction of fluid surrounding the pa-
tients’ spine. These two diagnostic methods also usually take place after the patient shows
symptoms of cognitive decline. Currently, no effective treatment has been established.
Some suggest the reason for this lack of successful treatment is that presently diagnosis
does not take place early enough to influence its progression [12]. The two hallmarks of
AD, Aβ and tau, accumulate in the brain before the onset of the symptoms of cognitive
impairment. This symptomless period is called prodromal AD. Therefore, it is important
to establish the methods for early stage diagnosis so that treatments may focus on block-
ing the pathway of Aβ and tau before their neurotoxicity degrades the patient’s cognitive
functions.
1.2 Amyloid beta in the retina and its birefringence
properties
1.2.1 Birefringence of retinal amyloid deposits
An early report [13] has observed evidence of ocular abnormalities in AD patients. Since
retinal tissue includes neural tissue as an outgrowth from the central nervous system, its
structural change in AD has been extensively investigated. These changes include thinning
of the retinal nerve fiber layer (RNFL) [14], reduction of the number of retinal ganglion
cells [15], and vascular changes (decreased blood flow, reduced vessel thickness) [14, 16].
In addition to changes in retinal structure, amyloid deposits, which presumed to contain
Aβ fibrils, have been found in the retina of humans [17, 18] while others do not find them
[19]. The morphology of amyloid deposits has been shown using Atomic Force Microscopy
(AFM) and fluorescence imaging [17]. Koronyo et. al. [20] have shown in vivo detection
of the amyloid deposits in human retina using curcumin staining. However, patients had
to ingest curcumin for 2 to 10 days to achieve binding of the deposits in retina.
Further, the amyloid deposits have shown birefringent properties under Congo Red stain-
ing [21, 22, 23]. Birefringence is the property of the material having different refractive
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index along orthogonal direction. The birefringence of senile plaques related to AD and
other neurodegenerative diseases stained with Congo Red has been shown [24]. The senile
plaques of AD shows radial symmetry in their fast axis and transmission axis (introduced
in Section 1.3.2). Since the amyloid plaques are composed of protein fibrils, it was pos-
tulated by Campbell [25] that it might be naturally birefringent under polarized light. In
fact, the natural birefringence as well as other polarization properties of amyloid deposits
from post mortem retina have been shown in animal model [26] and human [27, 28]. Re-
cently, the birefringence of unstained senile plaques has also been imaged by polarization
sensitive optical coherence tomography (PSOCT) [29]. Hence, the amyloid fibrils, when
forming plaques, can naturally have birefringent properties which can be used for label free
detection in the retina.
The birefringence property can be interpreted as intrinsic birefringence and form bire-
fringence. Intrinsic birefringence is a property independent of the refractive index of the
medium [30]. It is caused by anisotropic arrangement of the atoms in the crystal. Form
birefringence, on the other hand, results from ordered alignment of macromolecules or fib-
rils in the environment. The difference between the refractive index of the fibrils and the
environment gives a different refractive index in parallel and perpendicular directions to the
fibril axis. Since the birefringence of amyloid deposits may results from both the intrinsic
and form birefringence, the theory of these two types of birefringence are introduced here.
1.2.2 Theory of intrinsic birefringence
In electrodynamics, the electric displacement field D is related to the electric field E as
D = ε0εE (1.1)
where ε0 is the vacuum permitivity and ε is the relative permitivity. If the arrangement
of atoms in the crystal is isotropic, the ε can be written as a scalar times an identity
matrix. A representative isotropic crystal structure is the cubic crystal. However, if the
arrangement of atoms is anisotropic, ε becomes a symmetric dielectric tensor ε [31]. Thus,
Eq.1.1 becomes ⎛⎜⎝
Dx
Dy
Dz
⎞⎟⎠ = ε0
⎛⎜⎝
εxx εxy εxz
εyx εyy εyz
εzx εzy εzz
⎞⎟⎠
⎛⎜⎝
Ex
Ey
Ez
⎞⎟⎠ (1.2)
where the off diagonal entries have the relationship
εij = εji (1.3)
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where i ≠ j ∈ {x, y, z}. This matrix ε can be diagonalized using eigenvalue decomposition.
Its diagonlized matrix ε′ is
ε′ = ⎛⎜⎝
ε1 0 0
0 ε2
0 0 ε3
⎞⎟⎠ (1.4)
If ε1 = ε2 = ε3, the crystal is isotropic. However, if only two values in {ε1, ε2, ε3} are
equivalent, the crystal becomes a uniaxial crystal. For example, if ε1 = ε2 ≠ ε3, then the
direction along the corresponding eigenvector of ε3 is the optic axis of the crystal. If the
polarization of the input light is parallel to this axis, the light experiences one refractive
index ne = √ε3. If the polarization of the input light is perpendicular to this axis, it will
experience another refractive index no = √ε1 = √ε2. Then the intrinsic birefringence ∆n
of this uniaxial crystal is
∆n = ne − no (1.5)
Uniaxial crystal systems include trigonal, tetragonal, and hexagonal [31]. Further, if all
three eigenvalues are different, the crystal is a biaxial crystal.
1.2.3 Theory of form birefringence
Form birefringence results from the ordered alignment of molecules or fibrils with similar
dielectric constant inside an environment with another dielectric constant. As shown in
Fig.1.1, the fibrils have a dielectric constant of 1 and width of t1 and the spacing between
fibrils has a dielectric constant of 2 and a width of t2. The form birefringence is then
derived using the boundary condition in electrodynamics [30].
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1
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2
1
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1
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∥
Figure 1.1: Ordered alignment of fibrils with dielectric constant 1 inside an environment
with a dielectric constant of 2. The thickness of the fibrils is t1 and the spacing between
them is t2. ∥ and ⊥ are the dielectric constant parallel and perpendicular to the axis of
the fibrils.
First, assuming there is no surface charge, the normal component of the electric dis-
placement D⊥ is continuous across the boundary. So the normal component of electric field
in the fibrils E⊥1 and the electric field in the spacing between the fibrils E⊥2 are written as
E⊥1 = D⊥1 E⊥2 = D⊥2 (1.6)
So the mean electric field normal to the axis of the fibrils in Fig.1.1 can be computed as
E⊥ =t1E⊥1 + t2E⊥2
t1 + t2= t1
t1 + t2 D⊥1 + t2t1 + t2 D⊥2
(1.7)
Hence, the normal dielectric constant ⊥ is computed using D⊥ and E⊥ as
⊥ =D⊥
E⊥= 12t1(t1+t2)1 + t2(t1+t2)2= 12
f12 + f21
(1.8)
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where f1 and f2 are the volume fraction of the fibrils and the spacing between fibrils written
as
f1 = t1(t1 + t2) f2 = t2(t1 + t2) (1.9)
According to the boundary condition in electrodynamics, the parallel component of the
E∥ is continuous across the boundary. So the parallel component of the displacement field
D∥1 in fibrils and D∥2 are
D∥1 = 1E∥ D∥2 = 2E∥ (1.10)
Then the mean displacement field parallel to the axis of fibrils in Fig.1.1 is computed as
D∥ =t1D∥1 + t2D∥2
t1 + t2=t11E∥ + t22E∥
y=f11E∥ + f22E∥
(1.11)
Thus, the dielectric constant parallel to the fibril axis can be written as
∥ = D∥
E∥= f11 + f22 (1.12)
Hence, the difference between the parallel and perpendicular components of the dielectric
constant ∆ is
∆ =∥ − ⊥=f1f2(1 − 2)2
f12 + f21 ⩾ 0 (1.13)
Since the dielectric constant is the square of refractive index, then
1 = n21 2 = n22 (1.14)
and
∥ = n2∥ ⊥ = n2⊥ (1.15)
So Eq.1.13 can be expressed as
n2∥ − n2⊥ = f1f2(n21 − n22)2f1n22 + f2n21 ⩾ 0 (1.16)
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So the refractive index along the direction parallel to the axis of the fibrils will be larger
than the perpendicular direction. Then the slow axis of this assembly of fibrils will be
aligned with the axis of the fibrils. Hence, the form birefringence ∆n can be expressed as
∆n =n∥ − n⊥
=√f1n21 + f2n22 −
¿ÁÁÀ n21n22
f1n22 + f2n21 (1.17)
Additionally, if there are multiple layers of these ordered alignments along the depth di-
rection in Fig.1.1, the birefringence value is adjusted to ∆n′ by multiplying a filling factor
hl/(hl + hs) as [32]
∆n′ = hl
hl + hs∆n (1.18)
where hl is the thickness of the layer and hs is the spacing between the layers. Hence, if
the fibrils are more closely packed along the depth direction, the measured birefringence
can increase.
1.3 Polarized light and Mueller-Stokes formalism
The birefringence property of amyloid enables polarized light to be a tool for detection.
The birefringence imposes phase retardation between field components of the input polar-
ized light parallel to the extraordinary axis and the ordinary axis of the medium. Hence,
using polarized light to interact with the sample, one can probe its birefringence and other
anisotropic properties. To represent the polarized light and its interaction with the sample,
two mathematical tools are available: the Jones matrix formalism and the Mueller-Stokes
formalism. The instrument used in this thesis is based on the Mueller-Stokes formalism.
Although the Mueller-Stokes formalism requires more images to be taken than the Jones
matrix formalism, it can compute the depolarization effect of the medium imposed on the
input polarized light, which Jones matrix formalism is not able to do.
The introduction of polarized light and derivation of the Mueller-Stokes formalism given
in this subsection is constrained in the following 2 conditions:
1. The light is quasi monochromatic which means the spectral width ∆ν is much lower
than the mean frequency ν¯. Hence, the coherence time 1/∆ν is much longer than the
period 1/ν¯ of the wave. The coherence time is the duration in which the polarization
ellipse (introduced in this subsection) is stable.
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2. The polarization is 2D which means the plane containing the polarization ellipse does
not change over time. For 3D polarization, one can refer to Chapter 2 in Reference
[33].
1.3.1 Polarized light and Stokes vector
First, for a plane wave propagating in the direction of z axis, its component in x axis Ex(t)
and y axis Ey(t) are
Ex(t) =Ax(t) cos[τ(t) + δx(t)]
Ey(t) =Ay(t) cos[τ(t) + δy(t)] (1.19)
where Ax(t), Ay(t) are the amplitude of the wave in x and y directions and δx(t) and δy(t)
are the phase factors of the wave. τ(t) is the propagator term, which in the case of quasi
monochromatic light, can be expressed as
τ(t) = k¯z − ω¯t (1.20)
where k¯ and ω¯ are the mean wave vector and mean angular frequency.
Dividing by amplitudes in Eq.1.19, one gets
Ex(t)
Ax(t) = cos τ(t) cos δx(t) − sin τ(t) sin δx(t)
Ey(t)
Ay(t) = cos τ(t) cos δy(t) − sin τ(t) sin δy(t)
(1.21)
Then by combining δx(t) and δy(t), one gets
Ex(t)
Ax(t) sin δy(t) − Ey(t)Ay(t) sin δx(t) = cos τ(t) sin(δy(t) − δx(t))
Ex(t)
Ax(t) cos δy(t) − Ey(t)Ay(t) cos δx(t) = sin τ(t) sin(δy(t) − δx(t))
(1.22)
Squaring and adding the term in Eq.1.22 to get rid of the term τ gives
(Ex(t)
Ax(t))2 + (Ey(t)Ay(t))2 − 2Ex(t)Ey(t)Ax(t)Ay(t) cos δ(t) = (sin δ(t))2 (1.23)
where δ(t) = δy(t) − δx(t). It is clear that this equation describes a complete ellipse if the
terms Ax(t), Ay(t) and δ(t) are constant in a period of the wave. This ellipse, shown in
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Figure 1.2: Polarization ellipse described by Eq.1.23 with azimuth and ellipticity computed
as Eq.1.24,1.25
Fig.1.2, is called polarization ellipse which is the shape of the evolution of the endpoint of
the vector (Ex(t),Ey(t)) in a period. Azimuth and ellipticity are usually used to describe
the orientation and shape of an ellipse. Here, its azimuth ψ(t) and ellipticity χ(t) are
computed as [30]
ψ(t) = 1
2
arctan [ 2Ax(t)Ay(t)
Ax(t)2 −Ay(t)2 cos δ(t)] (1.24)
χ(t) = 1
2
arcsin [ 2Ax(t)Ay(t)
Ax(t)2 +Ay(t)2 sin δ(t)] (1.25)
For a monochromatic light in vacuum, the amplitudes Ax(t), Ay(t) and the phase δ(t) stay
constant. Hence, the shape and size of the ellipse is constant throughout its propagation.
So, monochromatic light is always completely polarized. However, for quasi monochromatic
light, the amplitudes and phase can fluctuate with time. Thus, over the measurement time
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T , which is usually longer than the coherence time of quasi monochromatic light [34], the
shape of the ellipse could fluctuate. Only if the ratio of Ay(t)/Ax(t) and the phase δ(t)
remain unchanged will the quasi monochromatic light be completely polarized.
Continuing with Eq.1.23, multiplying both sides by 4A2x(t)A2y(t) and taking the time av-
erage yields
4⟨A2y(t)E2x(t)⟩ + 4⟨A2x(t)E2y(t)⟩ − 8⟨Ax(t)Ay(t)Ex(t)Ey(t) cos δ(t)⟩=4⟨(Ax(t)Ay(t) sin δ(t))2⟩ (1.26)
The time average of a term f(t) is computed as
⟨f(t)⟩ = lim
T→∞ 1T ∫ T0 f(t)dt (1.27)
Hence, if the light is monochromatic, each term in Eq.1.26 can be computed by combining
with Eq.1.19,
⟨A2y(t)E2x(t)⟩ =12A2xA2y (1.28)⟨A2x(t)E2y(t)⟩ =12A2xA2y (1.29)
⟨Ax(t)Ay(t)Ex(t)Ey(t) cos δ(t)⟩ = 1
2
A2xA
2
y cos
2 δ (1.30)
Plugging these terms back to Eq.1.26 gets
4A2xA
2
y − 4(AxAy cos δ)2 = (AxAy sin δ)2 (1.31)
which is equivalent to
(A2x +A2y)2 − (A2x −A2y)2 − (2AxAy cos δ)2 = (2AxAy sin δ)2 (1.32)
Then, the Stokes vector for a monochromatic light is defined as each term in the brackets
in Eq.1.32 as
S0 = A2x +A2y
S1 = A2x −A2y
S2 = 2AxAy cos δ
S3 = 2AxAy sin δ
(1.33)
It is clear that for monochromatic light,
S20 − S21 − S22 − S23 = 0 (1.34)
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The light is completely polarized. For a quasi monochromatic light, the general formalism
of Stokes vector in Eq.1.33 is written as measurement of each term
S0 = ⟨Ax(t)2⟩ + ⟨Ay(t)2⟩
S1 = ⟨Ax(t)2⟩ − ⟨Ay(t)2⟩
S2 = 2⟨Ax(t)Ay(t) cos δ(t)⟩
S3 = 2⟨Ax(t)Ay(t) sin δ(t)⟩
(1.35)
which can also be expressed as [30]
S0 = ⟨Ix⟩ + ⟨Iy⟩
S1 = ⟨Ix⟩ − ⟨Iy⟩
S2 = ⟨I+45°⟩ − ⟨I−45°⟩
S3 = ⟨IR⟩ − ⟨IL⟩
(1.36)
where the Ix, Iy, I+45° and I−45° are the intensity of light along x axis, y axis, +45° axis and−45° axis. IR and IL are the intensity of light of right circularly polarized light and left
circularly polarized light. Hence, the 2nd to 4th entry of the Stokes vector can be deemed
as the difference in the intensity of each pair of orthogonal polarization.
For Eq.1.35 to satisfy Eq.1.33, one can arrive at the same condition as Eq.1.24 and 1.25, that
is the ratio of Ay(t)/Ax(t) and the phase δ(t) has to be constant for the quasi monochro-
matic light to be completely polarized. If Eq.1.33 is not satisfied, the light is partially
polarized. The degree of polarization of this partially polarized light is defined as
P = √S21 + S22 + S23
S0
(1.37)
Although the shape of the polarization ellipse fluctuates, partial polarized light maintains
its degree of polarization during measurement.
Using Eq.1.24,1.25, the Stokes vector in Eq.1.35 can be written as
S = S0 ⎛⎜⎜⎜⎝
1
P cos 2ψ cos 2χ
P sin 2ψ cos 2χ
P sin 2χ
⎞⎟⎟⎟⎠ (1.38)
where P , ψ and χ are the degree of polarization, azimuth, and ellipticity of the polarized
light. The elements in Eq.1.38 can form the vector (1, Ps)T where s is
s = (cos 2ψ cos 2χ, sin 2ψ cos 2χ, sin 2χ) (1.39)
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s can be represented by a point on a sphere. This sphere is called the Poincare´ sphere
which describes every possible state of polarization of a completely polarized light [30].
The Poincare´ sphere is drawn in Fig.1.3.
S2
S0
S1
S0
S3
S0
s
Ps
2ϕ
2χ
Figure 1.3: Poincare´ sphere with completely polarized light (1,s)T and partially polarized
light (1, Ps)T
The end point of (1,s)T , which is a completely polarized light, is located on the sphere
while a partially polarized light (1, Ps)T has an end point within the sphere. The vector of
this unpolarized light represents the states with maximum probability during measurement
since in reality it fluctuates with time [35]. The evolution of the vector on the Poincare´
sphere is described by the Mueller matrix introduced in the next subsection. It helps to
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offer a geometrical understanding of the interaction of different optical elements with the
input polarized light. Also, the Poincare´ sphere describes all possible states of polarization
hence its shape can be changed by the Mueller matrices. A visualization of how the shape of
Poincare´ sphere is influenced by different types of Mueller matrices is available in Chapter
10 in [33].
1.3.2 Mueller matrix
The mapping from input Stokes vector Sin to another is described by the Mueller matrix
M. M is a 4 × 4 matrix which gives the output Stokes vector Sout via
Sout = MSin (1.40)
Its general form is given in [36] as
M = ⎛⎜⎝
1 DT
P m
⎞⎟⎠ (1.41)
where DT is a 1 × 3 diattenuation vector and P is a 3 × 1 polarizance vector. The polar-
izance vector describes the degree of polarization of the output light when the input light
is unpolarized. m is the 3×3 submatrix. Polar decomposition [37] decomposes this general
formalism into its basic polarimetric properties is introduced in Chapter 3.2.1.
Besides this general format, the Mueller matrix can be adapted to represent basic optical
elements i.e., diattenuator, retarder, and depolarizer.
For a retarder, its eigen polarization are called the fast axis and slow axis of this retarder.
The polarization of the input light will not change if its polarization direction is parallel to
either the fast or the slow axis. The refractive index is the lowest along the fast axis direc-
tion and largest along the slow axis direction. Hence, the speed of light is the fastest if the
polarization of the light is parallel to the fast axis while it is the slowest if the polarization
is parallel to the slow axis. This speed difference can generate a phase difference between
the phase of components of the input light polarized parallel to the fast axis (δfast) and
parallel to the slow axis (δslow). Then retardance R of the retarder is defined in Eq.1.42 as
the absolute difference between the phase δfast and the phase δslow.
R = ∣δfast − δslow∣ (1.42)
In Mueller-Stokes formalism, the Mueller matrix of a retarder MR is a unitary matrix
which means the output Stokes vector does not change in total intensity and the degree of
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polarization. Its eigenvectors are
MR ( 1±Rˆ) = ( 1±Rˆ) (1.43)
(1,±Rˆ) represents the fast and slow axes of the retarder. The effect of the retardance
matrix on the polarized light is equivalent to a rotation matrix on the Poincare´ sphere. As
shown in Fig.1.4, the retarder rotates the input Stokes vector about the fast axis clockwise
of an angle equivalent to the retardance R of the retarder.
S2
S0
S1
S0
S3
S0
Rˆ
−Rˆ
s′s R
Figure 1.4: A general retarder rotating the Stokes vector (1,s) about the fast axis Rˆ
clockwise at an angle R (same as the retardance value of the retarder) to the final Stokes
vector (1,s). −Rˆ is the slow axis of the retarder
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A general retarder can be seen as a combination of linear retarder and a circular retarder
(also called an optical rotator). For a linear retarder, its fast axis lies in the S1S0 − S2S0 plane.
Hence, the rotation about the fast axis of the linear retarder changes both the azimuth
and ellipticity of the input polarized light. For a circular retarder, its fast axis is the
S3
S0
axis. Rotating about this axis only changes the azimuth while the ellipticity remains
unchanged. Hence, the circular retarder only rotates the light fields without changing the
degree of circular polarization in the input light.
A diattenuator can be deemed as a partial polarizer [38] whose transmission is not equal
along orthogonal directions. It is represented by the diattenuation matrix MD whose
eigenvectors (1±, Dˆ) are along the directions on the Poincare´ sphere with the highest and
lowest transmission.
MD ( 1±Dˆ) = Tu(1 ±D)( 1±Dˆ) (1.44)
where Tu is the transmission of unpolarized light and D is the diattenuation of the matrix
MD. (1, Dˆ) is the transmission axis of MD. As shown in Eq.1.44, the highest transmission
Tmax and lowest transmission Tmin of MD are given as
Tmax = Tu(1 +D) Tmin = Tu(1 −D) (1.45)
These two values are also the eigenvalues of MD. From Eq.1.44, the diattenuation value
can also be written as
D = Tmax − Tmin
Tmax + Tmin (1.46)
Once the Tmin is close to zero, the diattenuator becomes a polarizer that only transmits
light parallel to the transmission axis. If the Stokes vector of the input light is parallel
or perpendicular to the diattenuation axis, the state of polarization of the exiting light
remains unchanged. In other cases, the output polarized light always lies in the same
plane defined by the input polarized light and the transmission axis [37] on the Poincare´
sphere. This output vector will lean towards the transmission axis compared to the input.
The Mueller matrix of a depolarizer M∆ imposes a depolarization effect on the input
polarized light. To quantify the depolarization ability of M∆, the parameter depolarization
in Eq.1.47 is used.
∆ = 1 − ∣tr(M∆) − 1∣
3
(1.47)
The higher ∆, the higher the depolarization ability of the material. Although M∆ rep-
resents a depolarizer, unpolarized light can be polarized after transmitting through this
depolarizer if it has a nonzero polarizance [37].
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1.4 Mueller matrix polarimetry and PSOCT
1.4.1 Basic Mueller matrix polarimeter
To measure the Mueller matrix of the sample, the Mueller matrix polarimeter is used to
conduct the Mueller matrix polarimetry (MMP). A Mueller matrix polarimeter is composed
of a polarization state generator (PSG) and a polarization state analyzer (PSA). The PSG
converts the unpolarized input light to polarized light for interaction with the sample. If
the PSG is composed of a horizontal polarizer followed by a quarter wave plate (QWP)
whose fast axis is at θg, then the Stokes vector generated by this PSG can be written as
SG(θg) = 1
2
(1, cos2(2θg), cos(2θg) sin(2θg), sin(2θg))T (1.48)
This can be computed from consecutive multiplication of the unpolarized light (1,0,0,0)T ,
the Mueller matrix of a horizontal linear polarizer MLP0 and a QWP MQWP . MLP0 and
MQWP at θ are listed as [39]
MLP0 = 1
2
⎛⎜⎜⎜⎝
1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎠ (1.49)
MQWP = ⎛⎜⎜⎜⎝
1 0 0 0
0 cos2(2θ) cos(2θ) sin(2θ) − sin(2θ)
0 cos(2θ) sin(2θ) sin2(2θ) sin(2θ)
0 sin(2θ) − cos(2θ) 0
⎞⎟⎟⎟⎠ (1.50)
The interaction with the sample Mueller matrix Ms yields the output polarized light as
Sout = MsSG(θg) (1.51)
The output polarized light is then measured by the PSA for computing this Stokes vector.
Since the camera can only measure the intensity of the output light, one needs 4 inde-
pendent measurements to determine all the elements in Sout. For a PSA composed of a
QWP whose fast axis is at θa followed by a horizontal polarizer, one can represent one
measurement by a row vector (SA(θa))T as
(SA(θa))T = 1
2
(1, cos2(2θa), cos(2θa) sin(2θa), sin(2θa) (1.52)
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So the 4 measured intensities (I1, I2, I3, I4) are measured by 4 measurements conducted at
4 different angles (θa1 , θa2 , θa3 , θa4) which are the fast axis θa of the QWP. The process can
be written as ⎛⎜⎜⎜⎝
I1
I2
I3
I4
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
(SA(θa1))T(SA(θa2))T(SA(θa3))T(SA(θa4))T
⎞⎟⎟⎟⎠Sout (1.53)
The measurement of one output Stokes vector cannot infer all the elements in the Mueller
matrix. To compute the Mueller matrix, 4 different input polarized light states have to be
generated using four different angles (θg1 , θg2 , θg3 , θg4) in the QWP of the PSG and each
measured fully by the PSA. The measured intensity Igman under a pair of PSG: SG(θgm)
(m ∈ {1,2,3,4}) and PSA: (SA(θan))T (n ∈ 1,2,3,4) is given as
Igman = (SA(an))TMsSG(gm) (1.54)
For simplicity, PSG matrix MG and PSA matrix MA in Eq.1.55,1.56 can be created to
express Eq.1.54 in matrix formalism.
MG = (SG(θg1),SG(θg2),SG(θg3),SG(θg4)) (1.55)
MA = ⎛⎜⎜⎜⎝
(SA(θa1))T(SA(θa2))T(SA(θa3))T(SA(θa4))T
⎞⎟⎟⎟⎠ (1.56)
Then, the intensity Igmga in Eq.1.54 can form an intensity matrix which is equivalent to
⎛⎜⎜⎜⎝
Ig1a1 Ig2a1 Ig3a1 Ig4a1
Ig1a2 Ig2a2 Ig3a2 Ig4a2
Ig1a3 Ig2a3 Ig3a3 Ig4a3
Ig1a4 Ig2a4 Ig3a4 Ig4a4
⎞⎟⎟⎟⎠ = MAMsMG (1.57)
Representing the intensity matrix as I, the Mueller matrix can be computed as
Ms = (MA)−1I(MG)−1 (1.58)
It is clear that MA and MG should be invertible for computing Ms in Eq.1.58. Hence,
columns in MG and rows in MA should be linearly independent. Consider the 4 Stokes
vectors constructing the columns of MG when the QWP in the PSG is replaced by a
variable phase retarder. Since the fast axis of the phase retarder in the PSG is fixed, the
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4 Stokes vectors will share the same plane on the Poincare´ sphere, resulting in 4 linearly
dependent Stokes vectors. The resulting MG is not invertible. Hence, even if the PSG
generates four different Stokes vector, the measurement of the Mueller matrix can still
fail. So the variable phase retarder has to change its fast axis after generating 2 different
Stokes vectors using the same fast axis. Thus, Mueller matrix polarimeters using phase
modulators require at least 2 phase modulators in the PSG and 2 phase modulator in the
PSA. The final 4 Stokes vectors can then form a tetrahedra on the Poincare´ sphere. As
shown in [40, 41], the larger the volume of this tetrahedra, the better the stability of the
measurement result when influenced by system errors.
Rotating the QWP in the PSA to 4 angles can be time consuming. One setup called
division of amplitude polarimeter [42, 43] divides the light into 4 channels so that one can
implement 4 PSAs and 4 cameras to measure the Stokes vector fully at the same instance.
Thus, it can help to reduce the Mueller matrix polarimetry to 4 rotations of the QWP in
the PSG instead of 16 rotations in the PSG and PSA. However, once dividing the light
intensity 4 times, the signal to noise ratio (SNR) of the image will go down. Additionally,
the cost of the device can also be more expensive because of increased number of QWPs
and cameras.
1.4.2 Dual rotating QWP polarimeter
Most Mueller matrix polarimeters are either polarimeters with rotating elements or po-
larimeters with phase modulators [38].
In a rotating elements setup, the rotating elements can be either QWPs or polarizers. The
first setup of the dual rotating QWP polarimeter is given in [44]. A simple illustration of
the dual rotating QWP setup is shown here. First, the setup is given in Fig.1.5.
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Figure 1.5: Experimental setup for dual rotating QWP polarimeter.
As shown in Eq.1.53,1.55, the measured intensity I when the angle of the QWP in PSG
is θg and the angle of the QWP in PSA is θa
I =1
4
(1, cos2(2θa), cos(2θa) sin(2θa),− sin(2θa)⎛⎜⎜⎜⎝
m00 m01 m02 m03
m10 m11 m12 m13
m20 m21 m22 m23
m30 m31 m32 m33
⎞⎟⎟⎟⎠
⋅ ⎛⎜⎜⎜⎝
1
cos2(2θg)
cos(2θg) sin(2θg)
sin(2θg)
⎞⎟⎟⎟⎠
(1.59)
In the frequency modulation given in [44], the angular speed of rotation of the QWP is ω1
in PSG and ω2 in PSA. If the orientation of the fast axes of the QWPs in the PSG and
PSA before rotation is at zero, at time t, the angle of the fast axis of the QWP in the PSA
is ω1t and the fast axis of the QWP in PSA is ω2t. Hence, the intensity in Eq.1.59 can be
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expressed in terms of time as
I(t) =1
4
(m00 + 1
2
m01 + 1
2
m10 + 1
4
m11
+ (m03 + 1
2
m13) sin(2ω1t)
− (m30 + 1
2
m31) sin(2ω2t)
+ (1
2
m02 + 1
4
m12) sin(4ω1t) + (1
2
m01 + 1
4
m11) cos(4ω1t)
+ (1
2
m20 + 1
4
m21) sin(4ω2t) + (1
2
m10 + 1
4
m11) cos(4ω2t)
− 1
2
m33 cos(2ω1t − 2ω2t)
+ 1
2
m33 cos(2ω1t + 2ω2t)
+ 1
4
m13 sin(2ω1 + 4ω2t) − 1
4
m23 cos(2ω1t + 4ω2t)
− 1
4
m31 sin(4ω1t + 2ω2t) + 1
4
m32 cos(4ω1t + 2ω2t)
+ 1
4
m13 sin(2ω1t − 4ω2t) + 1
4
m23 cos(2ω1t − 4ω2t)
+ 1
4
m31 sin(4ω1t − 2ω2t) − 1
4
m32 cos(4ω1t − 2ω2t)
+ 1
8
(m12 −m21) sin(4ω1t − 4ω2t) + 1
8
(m11 +m22) cos(4ω1t − 4ω2t)
+ 1
8
(m12 +m21) sin(4ω1t + 4ω2t) + 1
8
(m11 −m22) cos(4ω1t + 4ω2t))
(1.60)
Hence, the intensity signal is a function of 13 different frequencies (including 0). These
coefficients can be computed using discrete Fourier transform of the signal I(t). Rep-
resenting each coefficient before sine function as a(f(ω)) and coefficient before cosine
function as b(f(ω)), where the f(ω) is the frequency combination of ω1 and ω2. Set
1
4(m00 + 12m01 + 12m10 + 14m11) as a0. Then each element in the Mueller matrix can be
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written as
m00 =a0 − 1
4
[4b(4ω1t) − 4(b(4ω1t − 4ω2t) + b(4ω1t + 4ω2t))]
− 1
4
[4b(4ω2t) − 4(b(4ω1t − 4ω2t) + b(4ω1t + 4ω2t))] − b(4ω1t − 4ω2t) − b(4ω1t + 4ω2t)
m01 =1
2
[4b(4ω1t) − 4(b(4ω1t − 4ω2t) + b(4ω1t + 4ω2t))]
m02 =1
2
[4a(4ω1t) − 4(a(4ω1t + 4ω2t) + a(4ω1t − 4ω2t))]
m03 =1
2
[2a(2ω1t) − 4a(2ω1t + 4ω2t)]
m10 =1
2
[4b(4ω2t) − 4(b(4ω1t − 4ω2t) + b(4ω1t + 4ω2t))]
m11 =4(b(4ω1t − 4ω2t) + b(4ω1t + 4ω2t))
m12 =4(a(4ω1t + 4ω2t) + a(4ω1t − 4ω2t))
m13 =4a(2ω1t + 4ω2t)
m20 =1
2
[4a(4ω2t) − 4(a(4ω1t + 4ω2t) − a(4ω1t − 4ω2t))]
m21 =4(a(4ω1t + 4ω2t) − a(4ω1t − 4ω2t))
m22 =4(b(4ω1t − 4ω2t) − b(4ω1t + 4ω2t))
m23 = − 4b(2ω1t + 4ω2t)
m30 = − 1
2
[−2a(ω2t) + 4a(4ω1t + 2ω2t)]
m31 = − 4a(4ω1t + 2ω2t)
m32 =4b(4ω1t + 2ω2t)
m33 =2b(2ω1t + 2ω2t)
(1.61)
1.4.3 PSOCT
Another type of instrument capable of quantifying the polarization properties of the sample
is PSOCT. It is capable of measuring depth resolved polarimetric properties of the sample.
Application of PSOCT includes measuring birefringence of ex vivo tissue samples for 3D
structural analysis [45, 46, 47, 48], in vivo retinal imaging for thickness measurement and
layer identification [49, 50], and in vivo skin imaging for scar assessment [51].
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PSOCT is built based on optical coherence tomography (OCT) systems. The OCT system
uses the interference of light reflected from different depths with the light reflected from a
reference mirror to probe the depth resolved reflectivity of the sample. The depth resolved
reflectivity is then used to create a 3D model of the sample. There are two types of
OCT imaging modalities. One is the Time Domain OCT (TDOCT) which achieves the
depth information in the sample arm by moving the reference arm. Another is the Fourier
Domain OCT (FDOCT) which is based on the Fourier analysis of the output spectrum
data. PSOCT systems are mostly based on the latter modality which is significantly
faster than the former. FDOCTs are either Spectral Domain OCT (SDOCT) which uses
a broadband light source or Swept Source OCT (SSOCT) which scans across a certain
spectrum.
There are a few different configurations in PSOCT [52]. One is the setup called the Hee-
Hiztenberger type of PSOCT shown in Fig.1.6.
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BS
PBS
HLP
QWP(22.5°)
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QWP(45°)
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LensSample
Detector
Detector
Figure 1.6: Simple diagram of Hee-Hiztenberger PSOCT. BS: beam splitter, PBS: po-
larization beam splitter, HLP: horizontal linear polarizer. Components in reference arm:
QWP (fast axis at 22.5°) and mirror. Components in sample arm: QWP (fast axis at 45°),
scanner, lens, and sample.
This type of system deems the sample as a linear retarder. By measuring the phase
change of the output polarized light, one can estimate the depth resolved linear retardance.
The first system to implement this assumption was presented by Hee, et al. [53] and further
developed in [54, 55]. The input light is first polarized by the polarizer and split into the
reference arm and the sample arm. The sample arm is the light path in Fig.1.6 with a
sample located at the end. The reference arm is the light path with a mirror located in
the end. In each arm, there is a QWP oriented 22.5° to turn the input horizontal linearly
polarized light to elliptical polarized light. The reflected light from the reference arm goes
through the QWP again which returns a polarized light along the −45°. In the sample arm,
the fast axis of the QWP is at 45° to produce circularly polarized light to interact with
sample. If the sample is a mirror, the reflected light after a second path of the QWP is a
23
vertically polarized light. Hence, the returned light from the sample arm will only interfere
with the vertical component of the output light from the sample arm. However, if the
sample is not a mirror but a linear retarder, the returned light from the sample arm will
have components in both horizontal and vertical channels. The interference of the light
from the sample and reference arm is then split into horizontal and vertical channels by
a polarization beam splitter for measuring the spectrum. The depth resolved intensity in
the horizontal channel IH(z) and vertical channel IV (z) are computed by applying inverse
Fourier Transform of the spectrum and their expression can be written as [52]
IH(z)∝ R(z) sin2(δ(z)) (1.62)
IV (z)∝ R(z) cos2(δ(z)) (1.63)
where R(z) is the reflectivity at z and δ(z) is the phase retardation at z. Hence, the depth
resolved linear birefringence ∆n(z) is computed as the gradient of the depth resolved linear
retardance as
∆n(z) = 1
k0
dδ(z)
dz
= 1
k0
d
dz
(arctan√IH
IV
) (1.64)
Hence, compared to a traditional OCT system which only acquires the depth resolved
reflectivity, the Hee-Hiztenberger type PSOCT also acquires the birefringence and its ori-
entation at each depth. However, the price of the device can also increase since it requires
one more spectrometer and camera for simultaneous determination of the horizontal and
vertical component of the output interference signal.
Another method called the Jones matrix OCT has been proposed in [56]. It measures
the depth resolved Jones matrix of the sample. So it provides 3 parameters in diattenu-
ation and the circular retardance in addition to the two parameters acquiring using the
Hee-Hiztenberger’s method. Both the Hee-Hiztenberger’s setup and Jones matrix OCT
are based on simultaneous measurements to infer the polarimetric properties. However,
PSOCT which uses Mueller-Stokes formalism [57, 58] requires multiple numbers of mea-
surements at different times to fully determine the depth resolve Mueller matrix, resulting
in significant difficulties in in vivo measurements. Hence, although providing a more thor-
ough estimate of the polarimetric properties of the sample, most PSOCT systems are not
based on Mueller-Stokes formalism.
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1.5 Decomposition of the Mueller matrix for polari-
metric parameters
The Mueller matrix acquired from Mueller matrix polarimetry requires decomposition to
extract the polarimetric parameters. There are many different methods for decomposing
the Mueller matrix, most of which belong to three major categories of decomposition meth-
ods including serial, parallel, and differential decomposition [33]. The serial decomposition
considers the medium as a sequence of optical elements listed in the light path so that
the input light transmits these elements one after another. On the other hand, parallel
decomposition deems the medium as many independent optical elements listed in paral-
lel so that the input light is split into these independent pathways to and recombined at
the output. Another decomposition method is the differential decomposition. The differ-
ential decomposition decomposes the medium as a continuous homogenous medium with
each infinitesimal slab having the same polarization properties. Since the serial and dif-
ferential decompositions are more widely used than parallel, a general introduction of the
serial and differential decompositions are given in this section. However, only the polar
decomposition, which is a type of the serial decomposition, is used in this thesis.
1.5.1 Serial decomposition
The most notable member of the serial decomposition is the polar decomposition proposed
by Lu and Chipman in [37]. The decomposition deems the medium as an consecutive
multiplication of three matrices introduced in section 1.3.2, the depolarization matrix M∆,
the retardance matrix MR, and diattenuation matrix MD. The Mueller matrix is written
as
M = M∆MRMD (1.65)
The polar decomposition illustrated in the original paper [37] starts from decomposing
MD first, followed by M∆ and MR. The detailed description of the polar decomposition is
illustrated in Chapter 3.2.1.
Another serial decomposition method is the symmetric decomposition [59, 60]. One prob-
lem of the polar decomposition is that it lacks symmetry. These three matrices can be
placed in different orders. For example, instead of M∆MRMD, decomposing it in the or-
der of MRM∆MD is also viable. This will also generate slightly different results. Hence,
symmetrical decomposition provides another way of decomposing the Mueller matrix to
acquire a definite solution. First proposed in [36], a Mueller matrix can be written as
M = MJ2M∆MJ1 (1.66)
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MJ2 and MJ1 are two pure Mueller matrices with no depolarization. M∆d is a diagonal
depolarizer. In [59], this form of decomposition is established as decomposing the Mueller
matrix into a symmetric form as
M = MD2MR2M∆MR1MD1 (1.67)
where on both sides of the depolarizer are one retardance matrix and one diattenuation
matrix. The decomposition first decomposes the outside diattenuation matrices, then the
retardance matrices. Hence, a Mueller matrix decomposed by symmetric decomposition
will have two diattenuation values and two retardance values. However, comparing to the
polar decomposition, the symmetric decomposition requires more computation steps to
fully decompose a Mueller matrix. Additionally, the sample diattenuation and retardance
are represented by a combination of two values which can make the interpretation of these
values difficult.
1.5.2 Differential decomposition
One drawback of the serial decomposition is its arbitrary formalism. The natural sample
is not a simple combination of several optical elements followed by one another. The
assumption in differential decomposition is to treat the sample as a homogeneous medium
where every thickness along the light path is the same in optical properties. Suppose the
Mueller matrix from 0 to z is M(0, z) and from 0 to z +∆z is M(0, z +∆z). The medium
in between point z and z +∆z is M(z, z +∆z), then
M(0, z +∆z) = M(z, z +∆z)M(0, z) (1.68)
Subtracting both sides with M(0, z) and dividing by ∆z gives
M(0, z +∆z) −M(0, z)
∆z
= M(z, z +∆z) − I
∆z
M(0, z) (1.69)
At the limit of ∆z → 0, the above equation is rearranged as
M(0, z)−1 lim
∆z→0 M(0, z +∆z) −M(0, z)∆z = lim∆z→0 M(z, z +∆z) − I∆z (1.70)
The differential Mueller matrix m is then defined as the right hand side of Eq.1.70. This
equation is equivalent to
M(0, z)−1dM(z) = mdz (1.71)
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Integrating from 0 to z gives
lnM(0, z) = ∫ z
0
mdz (1.72)
Hence, the differential Mueller matrix can be written as
mz = lnM(0, z) (1.73)
The specific form of the differential form of the Mueller matrix is given in [61]. The decom-
posed polarimetric properties can be directly retrieved from the entries of the differential
Mueller matrix by separating it into depolarizing matrix mu and non depolarizing matrix
mm as
mm = 1
2
(m −GmTG) mu = 1
2
(m +GmTG) (1.74)
where G is the diagonal matrix with (1,−1,−1,−1) as its diagonal entries. The depolariza-
tion power is solved from the trace of mu while the non depolarization part of the Mueller
matrix mm has the form of
mmz = z ⎛⎜⎜⎜⎝
0 LD LD′ CD
LD 0 CB −LB′
LD′ −CB 0 LB
CD LB′ −LB 0
⎞⎟⎟⎟⎠ (1.75)
The elements LB,LB′ are the linear birefringence along horizontal-vertical and ±45○ axes
while CB is the circular birefringence. Similarly, the elements LD,LD′ are the linear
dichroism along horizontal-vertical, ±45○ axes and CD represents the circular dichroism.
The multiplication of the path length z with each term gives the retardance and diatten-
uation of the medium. Hence, the differential decomposition extracts the retardance and
diattenuation from the Mueller matrix by assuming homogeneous property of the medium.
However, the natural logarithm of a matrix takes a much longer time to process than polar
decomposition which will result in long processing time for computing the properties for
large image.
1.5.3 List of parameters used in this thesis
In this thesis, parameters related to diattenuation, polarizance, depolarization and retar-
dance are used. In addition, other parameters including Depolarizaiton index DI, Q metric
Q, linear anisotropy and circular anisotropy are used in Chapter 3 and 4.
Depolarization index derived in [62] is similar to the depolarization power ∆ introduced in
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section 1.3.2, except the depolarization index is not computed from the polar decomposi-
tion. The Q metric [63] is also dependent on depolarization but it combines information of
diattenuation, polarizance with depolarization. The parameter linear anisotropy AL and
circular anisotropy AC are given in [64]. These quantities remain unchanged under linear
and circular transform. Their computations are listed in here as
AL = 1√
Σ
√(m01 +m10)2 + (m02 +m20)2 + (m23 −m32)2 + (m13 −m31)2 (1.76)
AC = 1√
Σ
√(m03 +m30)2 + (m12 −m21)2 (1.77)
where Σ is
Σ = (3m200 −m211 −m222 −m233)+ 2(m01m10 +m02m20 +m03m30 −m23m32 −m13m31 −m12m21)
(1.78)
All the parameters used are summarized in Table 1.1 with their names, symbols, and
method of computation listed.
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Parameter name Symbol Equation Require
PD
Horizontal-vertical diatten-
uation
DH M01 No
45°-135° diattenuation D45 M02 No
Linear diattenuation DL
√
D2H +D245 No
Circular diattenuation DC M03 No
Orientation of DL Dθ
1
2 arctan(D45DH ) No
Total diattenuation D
√
D2L +D2C No
Horizontal-vertical Polar-
izance
PH M10 No
45°-135° Polarizance P45 M20 No
Linear polarizance PL
√
P 2H + P 245 No
Circular polarizance PC M30 No
Orientation of PL Pθ
1
2 arctan(P45PH ) No
Total polarizance P
√
P 2L + P 2C No
Depolarization index DI
√
1
3m200
(∑3i,j=0m2i,j −m200) No
Q metric Q 3DI
2−D2
1+D2 No
Linear anisotropy AL Eq.1.76 No
Circular anisotropy AC Eq.1.77 No
Polarizance of MD P∆
P−mD
1−D2 No
Depolarization power ∆ 1 − ∣tr(M∆)−1∣3 Yes
Total Retardance R cos−1[ tr(MR)2 − 1] Yes
Horizontal-vertical retar-
dance
RH
1
2 sinR(MR(23) −MR(32) Yes
45°-135° retardance R45 12 sinR(MR(31) −MR(13) Yes
Linear retardance RL
√
R2H +R245 Yes
Circular retardance RC
1
2 sinR(MR(12) −MR(21) Yes
Orientation of RL Rθ
1
2 arctan(R45RH ) Yes
Table 1.1: Table of polarimetric parameters used in this thesis with names, symbols, equa-
tions given. The fourth column ”Require PD” indicates whether this parameter requires
polar decomposition to solve.
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Chapter 2
The birefringence of amyloid deposits
in the retina from subjects with
Alzheimer’s disease
2.1 Introduction
Retinal amyloid deposits, which are presumed to contain Aβ fibrils, possess polarization
properties (including retardance) which are significantly different from the surrounding
retina [26, 27, 65]. Especially, the linear retardance value is directly linked to the bire-
fringent property of the deposits. As introduced in Section 1.2, the birefringence of senile
plaques, which are also presumed to contain Aβ fibrils, have been studied. The birefrin-
gence value of unstained senile plaques was reported in [29] using PSOCT. Thus, it would
be useful to also measure the birefringence value of the retinal amyloid deposits. To com-
pute the birefringence of the deposits, two parameters need to be measured. One is the
linear retardance of the deposit and the other is the thickness of the deposit. Linear retar-
dance can be measured using MMP introduced in Section 1.4. Thickness can be measured
using the Confocal Laser Scanning Microscope (CLSM). By combining the two measure-
ments, one can compute the linear birefringence of the presumed Aβ deposits.
In this chapter, the relationship between linear retardance, thickness and the birefringence
values of the retinal amyloid deposits are reported. The computed birefringence of the
retinal amyloid deposits are then compared with the birefringence values of pure Aβ de-
posits grown on the glass. The birefringence values of retinal amyloid deposits are also
compared with the birefringence of senile plaques [29] and retinal nerve fiber layer (RNFL)
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[66, 50, 67]. The results presented here for the retardance, thickness and birefringence
values of retinal amyloid deposits demonstrate the feasibility of in vivo imaging of the
deposits without a contrast agent.
2.2 Method
2.2.1 Sample preparation
2.2.1.1 Retinal samples
Eyes were donated and collected post-mortem in compliance with the Declaration of
Helsinki from 4 individuals whose brain pathology including amyloid deposits was con-
sistent with Alzheimers disease pathology at an intermediate or high level under NIA-AA
guidelines [68]. Eyes were fixed in 10 % formalin for 24 hours and the retinas are flat
mounted. Samples were then stained with Thioflavin-S for amyloid and DAPI for nuclear
material. In total, 31 deposits from these 4 individuals were studied.
2.2.1.2 Pure amyloid samples
Pure amyloid deposits were prepared for comparison with retinal amyloid deposits. Aβ(1-
42), Ultra pure, NaOH were purchased from rPeptide were used [69]. To mimic the envi-
ronment of human body, 1ml of 10mM HEPES and 150mM NaCl (pH of 7.4) was added to
0.5mg of Aβ(1-42) and incubated at 37 ○C for 89 hours without shaking. After the incu-
bation, 500 µl of filtered 1.25 mM Thioflavin-T in 50 nM PBS were added to the Aβ(1-42)
solution. Taking 100 µl alioquots onto 10 slides and letting it sit for 5 minutes. The slides
were then rinsed with 50 µl of culture grade water (x3) and dried with a gentle stream of
compressed N2. To match the number of deposits in retina, a total of 31 pure deposits
were studied.
2.2.2 Instrument and experiments
2.2.2.1 Confocal fluorescence microscopy
The 3D structure of the samples was examined in a Carl Zeiss LSM 700 confocal laser scan-
ning microscope by using 405 nm and 488 nm wavelengths to excite DAPI and Tioflavin-S
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respectively for the retinal samples. For pure deposits, a 488 nm light source was used to
excite the Thioflavin-T. A sequence of en face images were acquired as a function of depth.
These images were used to create a 3D model for computing thickness (see Section 2.2.4).
2.2.2.2 Mueller matrix polarimetry
A Nikon upright transmission fluorescent microscope was modified by adding a PSG before
the light interacts with the sample and a PSA after the light was transmitted through the
sample. The system setup is illustrated in Fig.2.1.
Figure 2.1: Setup of polarization microscope for Mueller matrix. The PSG is composed of
a linear polarizer (P1) followed by a QWP (λ/4). The PSA is composed of a QWP (λ/4)
followed by another linear polarizer (P2)
This is one of the basic configurations introduced in Chapter 1.4. In this microscope,
the QWP in the PSG was rotated to 4 angles (45°,0°,−60°,−30°) and four different polarized
states of light were generated. The PSA was rotated to the same 4 angles and analyzed the
output light after it interacted with the sample by recording a total of 16 images. After
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image acquisition, registration was conducted to align the images (see section 2.2.3.1). The
recorded 16 images can be written as Eq.2.1 by replacing the two angles in Eq.1.57.
⎛⎜⎜⎜⎝
I45,45 I00,45 I60,45 I30,45
I45,00 I00,00 I60,00 I30,00
I45,60 I00,60 I60,60 I30,60
I45,30 I00,30 I60,30 I60,60
⎞⎟⎟⎟⎠ (2.1)
Then, using Eq.1.58, the Mueller matrix of the sample can be computed.
2.2.2.3 Polar decomposition
The Mueller matrix computed from the measurement described carries information about
the interaction of the medium with polarized light of any states (its polarimetric proper-
ties). These properties can be extracted from the Mueller matrix. Introduced in section
1.5.1, the polar decomposition [37] decomposes the Mueller matrix into a serial multipli-
cation of depolarization matrix M∆, retardance matrix MR, and diattenuation MD. 3
parameters were computed and investigated in this chapter: linear retardance LR, total
diattenuation D, and depolarization power DP. The effectiveness of these polarization prop-
erties in differentiating the deposit and its surrounding background (retina or glass) is give
by the Michelson contrast
Contrast = µdeposit − µbackground
µdeposit + µbackground (2.2)
where µ represents the mean of the polarimetric parameter in the area.
2.2.3 Image processing
2.2.3.1 Image registration
The 16 images taken using Mueller matrix polarimetry were registered before computing
the Mueller matrix from the images. Phase correlation based registration [70] was built
inside the image acquisition system to register the images directly after taking them. The
intensity based registration [71] was used to align the computed LR from MMP and thick-
ness maps from CLSM for computing the linear birefringence of the deposit on each pixel.
Thus, the linear birefringence can be computed by
∆n = λ
2pi
× LR
thickness
(2.3)
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2.2.4 Image segmentation
Image segmentation was performed to separate the deposit from its background in 2D
polarization and 3D and CLSM images so that parameters such as the contrast defined in
Eq.2.2 could be calculated. The Markov random field (MRF) [72] method was used on the
computed Mueller matrix images to separate retinal deposits from background retina and
pure deposits from background glass. Methods based on MRF have been used in either
segmenting the Mueller matrix images [73, 74] or recovering images taken with a Stokes
polarimeter [75, 72]. The advantage of the MRF is that it considers the neighboring pixels
when assigning a pixel to one or the other class and it can be fully automated.
To images taken with 488nm excitation giving thioflavin fluorescence, an active contour
based Chen-Vese level set method [71, 76] for segmenting the 3D voxels was applied. This
method can detect holes inside a 3D volume. After the segmentation, the segmented voxels
were summed along the depth direction to construct the en face thickness. The thickness
map was then registered with the segmented linear retardance images of the deposits.
2.3 Results
2.3.1 Segmentation
The segmentation of the Mueller matrix images of the retinal and pure deposits using MRF
are displayed in Fig.2.2.
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Figure 2.2: Segmentation result of the Mueller matrix images displayed on the normalized
linear retardance image of (a) a retinal deposit and (b) a pure deposit. Red contours in
both images represent the boundary of the segmentation mask. Scale bar: 20 µm.
As shown in Fig.2.2, the contours closely follow the boundary of the retinal and pure
deposits. MRF successfully segmented all 31 retinal and 31 pure deposits.
2.3.2 Thickness and registration
The multiple stacks of images of the retinal and pure deposits generated by the CLSM are
displayed using ZEN 2.3 lite [77] in Fig.2.3,(a),(c). In retinal samples, Thioflavin S binds
the β sheet structure of the amyloid deposits [78] and the DAPI stains the nucleic acid of
the ganglion cells. The thickness maps of the deposits reconstructed form the Thioflavin
signal, as shown in Fig.2.3.(b), (d). The pure deposit in Fig.2.3.(d) has an average thickness
of 4.8 µm while the retinal deposit in Fig.2.3.(b) has an average thickness of 2.5 µm.
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Figure 2.3: (a) 3D view of the 405 nm channel (blue) and 488 nm channel (green). Green
represents the Thioflavin signal while blue represents the DAPI signal. (b) Reconstructed
thickness image from (a). (c) 3D view of a pure deposit stained with Thioflavin-S. (d)
Reconstructed thickness image from (c). Scale bar: 20 µm (e) Boxplot of average thickness
of 31 retinal and pure deposits.
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The average thickness values of the 31 retinal and 31 pure deposits are plotted in
Fig.2.3.(e). The pure deposits (mean ranges from 3.5 µm to 17.8 µm) are generally thicker
than the retinal deposits (mean ranges from 2.0 µm to 11.6 µm). Using an unpaired t test,
the mean thicknesses of 31 retinal deposits differ significantly from the 31 pure deposits
(p< 10−3). Hence, for the rest of the analysis in this chapter, only pure deposits with mean
thickness lower than 11.60 µm will be used to match the thicknesses of the retinal deposits.
This reduces the number of pure deposits from 31 to 28. The mean thickness of the 28
pure deposits are closer to the mean of the 31 retinal deposits but still show a significant
difference (p< 10−3).
For sample retinal and pure deposits, the registration of thickness and linear retardance
are displayed in Fig.2.4. The boundary of the linear retardance and thickness generally
matches after registration with minor differences. The overlapping areas in the two maps
are shown in yellow in Fig.2.4. This is the area over which birefringence was calculated
and analyzed.
Figure 2.4: Comparison of the boundaries of the linear retardance and thickness after
registration of (a) a retinal deposit and (b) a pure deposit. Red contours in both images
are the boundaries of linear retardance. Blue contours in both images are the boundaries
of thickness. Yellow represents the overlap area of edges of the deposit defined by thickness
and retardance. Scale bar: 20 µm.
2.3.3 Polarization properties
Parameters generated from polar decomposition reveal different polarization properties
between amyloid deposits and the surrounding retina and between pure Aβ deposits and
the surrounding glass. Sample images are shown in Fig.2.5.(a). The average and contrast
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of diattenuation, depolarization power and linear retardance are given in Fig.2.5.(b) and
Table.2.1. The linear retardance (Fig.2.5.(c), Table.2.1) has the largest relative difference
between the deposit and the background. Mean DP and LR of the pure deposits are
higher than the retinal deposits while the retina had higher values than the glass. Hence,
the contrast in DP and LR are higher in pure deposits than retinal deposits. For 31
retinal deposits, an unpaired t-test shows significant difference in the mean of LR between
deposits and surrounding retina (p< 10−9). Although no significant differences are found
in D (p= 0.79) and DP (p= 0.09) between the mean of the deposits and retina, the contrast
between retina and surround for these properties was significantly above zero (D(p< 10−5),
DP(p< 10−7)), consistent with the visibility of the deposits. For 28 pure deposits, their
mean in LR, D and DP all show significant difference compared to background glass slides
(LR: p < 10−5, D: p= 0.002, DP: p< 10−7). Comparing the mean of LR and D of 31 retinal
deposits to 28 pure deposits, no significant difference is found using unpaired t test (LR:
p=0.13, D: p=0.73). There is a significant difference in DP between the retinal deposits
and pure deposits (p < 10−4).
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Figure 2.5: (a) Images of LR, D, DP in four deposits and the surrounding retina. The
parameters are displayed in full range which LR is [0°, 180°], D is [0°, 1°] and DP is [0,
1]. Scale bar: 20 µm. (b) Boxplot of the contrast of the three parameters of 31 retinal
deposits. (c) Box plot of the contrast of the same parameters of 28 pure deposits.
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Sample Mean of LR (○) D (0 to 1) DP (0 to 1)
Retinal
Deposit 24 ± 1 0.070 ± 0.002 0.26 ± 0.01
Retina 6.6 ± 0.5 0.067 ± 0.003 0.25 ± 0.01
Contrast 0.56 ± 0.03 0.051 ± 0.009 0.038 ± 0.006
Pure
Deposit 29 ± 4 0.067 ± 0.002 0.34 ± 0.02
Glass 2.3 ± 0.1 0.060 ± 0.001 0.22 ± 0.01
Contrast 0.77 ± 0.03 0.063 ± 0.010 0.21 ± 0.02
Table 2.1: Mean and contrast of LR, D, and DP. All values shown are mean and standard
error across 31 retinal deposits and 28 pure deposits.
2.3.4 Linear birefringence
Linear retardance, shown in Fig.2.6.(a), increases linearly and significantly with thickness
but starts to fluctuate at high thickness giving a fitted linear birefringence of 2.98 ± 0.15○/µm. The map of linear birefringence of one retinal deposit, computed pixel by pixel
from Eq.2.3 is displayed in Fig.2.6.(b) and has an average value of 9.37 ± 4.14 ○/µm. This
average pixel birefringence value is much higher than the fitted linear birefringence. The
thickness and fast axis are shown in Fig.2.6.(c), (d). This deposit has an average thickness
of 2.5 ± 0.9 µm and most region of the deposit has a fast axis of 140°.
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Figure 2.6: (a) Scatter plot and significant linear fit (p < 10−11, R2 = 0.93) of linear
retardance versus thickness of this retinal deposit. The error bar represents the standard
error in linear retardance of pixels with same thickness (b) Pixel by pixel calculation of
the linear birefringence of a retinal deposit. (c) Thickness of the deposit. (d) Fast axis of
the linear retardance displayed in full range [0°, 180°]. (scale bar = 20 µm)
Across the 31 retinal deposits, 27 showed a significant linear correlation between linear
retardance and thickness (p< 0.05) across all thickness regions. A retinal deposit with
no significant linear correlation between linear retardance across all thickness is shown in
Fig.2.7. The linear retardance in higher thickness regions plateaus and begins to gradually
decrease for a thickness between 5 and 6 µm. Below a thickness of 5.30 µm, there is a
significant linear correlation between the linear retardance and thickness, giving a linear
birefringence of 4.56 ± 0.15 ○/µm. The average value from a pixel by pixel calculation is
9.45± 4.23 ○/µm, higher than the fitted linear birefringence. Its thickness and fast axis are
shown in Fig.2.7.(c), (d). The mean thickness of this deposit is 3.9 ± 1.4µm. The lower
right region of this deposit has a high thickness (bright yellow region: above 8 µm) as well
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as a different fast axis (close to 160°) compared to the rest of the deposit (green region:
close to 60°). This region also has a low pixel birefringence close to 2 ○/µm, which is lower
than both the fitted and pixel birefringence. The fitted birefringence in Fig.2.7.(b) avoids
using these high thickness regions.
Figure 2.7: (a) Scatter plot and significant linear fit (p< 10−12, R2 = 0.98) of thickness
versus linear retardance of a retinal deposit for a region thinner than 5.30 µm. The error
bar represents the standard error in linear retardance of pixels with same thickness. (b)
Pixel by pixel calculation of the linear birefringence of a retinal deposit. (c) Thickness of
the deposit. (d) Fast axis of the linear retardance displayed in full range [0°, 180°]. (scale
bar = 20 µm).
For pure amyloid deposits with thicknesses similar to retinal deposits, only 15 out of
28 deposits show significant linear correlation (p< 0.05) between linear retardance and
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thickness across all thickness regions (example Fig.2.8). For the deposit shown in Fig.2.8,
the fitted linear birefringence is 2.26 ± 0.35○/µm. The mean pixel linear birefringence is
6.05±3.18 ○/µm. Its thickness (mean: 4.9±1.7 µm) and fast axis are shown in Fig.2.8.(c),(d).
Most regions of the deposit have a thickness close to 6 µm and a fast axis close to 50°.
In thicker regions, for example the top and bottom of the deposit in Fig.2.8.(c) (bright
yellow: thickness above 8 µm), the fast axis is around 110° (blue regions in the colormap
of the fast axis image in Fig.2.8.(d)).
Figure 2.8: (a) Scatter plot and significant linear fit (p< 10−5, R2 = 0.69) of thickness versus
linear retardance of a pure deposit. A possible area of plateau and decrease occurs beyond
7 µm. The error bars represent the standard error in linear retardance of pixels with same
thickness. (b) Pixel by pixel calculation of the linear birefringence. (c) Thickness of the
deposits. (d) Fast axis of the linear retardance displayed in full range [0°, 180°]. (scale bar
= 20 µm).
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A pure deposit with insignificant linear correlation across all thicknesses is displayed in
Fig.2.9. The high thickness region also shows a decrease and larger standard errors in linear
retardance like the retinal deposit in Fig.2.7. A linear fit to the thickness region lower than
5.80 µm resulted in a fitted linear birefringence of 0.48±0.09 ○/µm. The average pixel linear
birefringence is 3.21 ± 1.75 ○/µm which is also higher than the fitted linear birefringence.
The thickness of the deposit has a mean of 4.8±1.8 µm. The high thickness region (bright
yellow in Fig.2.9.(c)) generally matches the low pixel birefringence region (dark blue in
Fig.2.9.(b)). The fast axis of the tail region on the left of the thickness map also have a
different fast axis (close to 10°) than the fast axis of its surrounding (close to 90°).
Figure 2.9: (a) Scatter plot and significant linear fit (p< 10−12, R2 = 0.98) of thickness
versus linear retardance of a pure deposit for a region thinner than 5.8 µm after which the
linear retardance plateaus and then decreases. The error bar represents the standard error
in linear retardance of pixels with same thickness. (b) Pixel by pixel calculation of the
linear birefringence. (c) Thickness of the deposit. (d) Fast axis of the linear retardance
displayed in full range [0°, 180°]. (scale bar = 20 µm).
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The linear birefringence calculated from the linear fit of retardance to thickness for
lower thickness regions and its pixel by pixel calculation, are compared for the retinal and
pure deposits in Fig.2.10.
Figure 2.10: (a) Boxplot of fitted linear birefringence value of the retinal and pure deposits.
(b) Boxplot of mean pixel by pixel linear birefringence of the retinal and pure deposits.
The linear birefringence of 31 retinal deposits fitted to lower thickness regions, in
Fig.2.10.(a), has a mean of 4.18 ± 2.34 ○/µm. For 28 pure deposits, the linear birefrin-
gence fitted to lower thickness regions, in Fig.2.10.(a), has a mean value of 4.71 ± 5.15○/µm. An unpaired t test shows no significant difference between the fitted linear birefrin-
gence of the retinal and pure deposits (p= 0.70). The mean linear birefringence calculated
pixel by pixel (Fig.2.10.(b)) of the retinal deposits has a mean of 7.48 ± 1.99 ○/µm) and
5.81 ± 3.63 ○/µm for pure deposits (Fig.2.10.(b)). An unpaired t test shows a significant
difference between the pixel linear birefringence of the retinal and pure deposits (p= 0.03).
As shown in Fig.2.6, Fig.2.7, Fig.2.8, Fig.2.9, the linear retardance plateaus and then de-
creases in high thickness regions, indicating a drop in linear birefringence in these regions.
Thus, in Fig.2.11. (a), (b), the linear retardance and thickness across all 31 retinal and 28
pure deposits are shown. Each point in the scatter point is an average of linear retardance
of all the pixels with the same thickness from different deposits. The scatter plot of reti-
nal deposits (Fig.2.11.(a)) cuts off when the points in the scatter plot only contain pixels
from a single deposit (at a thickness of 13.2 µm). To compare with the pure deposits,
the scatter plot of the pure deposits is constrained to the same range of thickness. Both
plots show descending retardance at high thickness. The significant linear fit of the retinal
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deposits (p< 10−37, R2 = 0.96) below a thickness of 7.6 µm and pure deposits (p < 10−8,
R2 = 0.80) below 10.3 µm are plotted. The fitted linear birefringence of these two plots
(retinal: 4.44 ± 0.13 ○/µm, pure: 4.84 ± 0.29 ○/µm) are not significantly different compared
to the mean fitted birefringence value (retinal: 4.18 ± 2.34 ○/µm, pure: 4.71 ± 5.15 ○/µm)
given in Fig.2.10.
The effective birefringence, which is the difference in linear retardance divided by the dif-
ference in thickness between points in the scatter plot (Fig.2.11.(a),(b)) and the point with
the lowest thickness. The birefringence of retinal deposits remains relatively constant until
7 µm, after which the effective birefringence begins to decrease. The effective birefringence
of pure deposits fluctuates at a high birefringence value at low thickness. It also starts to
decrease around 9 µm.
Figure 2.11: Linear retardance versus thickness of (a) retinal and (b) pure deposits. Sig-
nificant linear fit (retinal: p< 10−37, R2 = 0.96, pure: p< 10−24, R2 = 0.80) for each plot are
shown. The effective linear birefringence versus thickness of (c) retinal, computed from
(a), and (d) pure deposits, computed from (b).
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2.4 Discussion
Using Mueller Matrix Polarimetry to measure retardance and CSLM to measure thickness
combined with image processing, birefringence values of a protein within a tissue can be
calculated. However, the accuracy of this method depends on the quality of the image
segmentation and registration. Here, image segmentation was accurate enough to approx-
imately match the boundaries in the linear retardance and thickness images.
The measured mean of the single pass linear retardance values of the retina surrounding
the deposits in the AD subjects ranges from 4.94° to 11.01°. These values are within
the range of single pass linear retardance measured by scanning laser polarimetry (SLP)
[66, 50, 79]. Others have suggested that the RNFL in the retina of AD patients is thinner
[80, 81, 14] than that of age matched normal and thus would be expected to have lower
linear retardance values.
The amyloid deposits are significantly higher in their linear retardance than the surround-
ing retina. The linear retardance also provides the greatest contrast between them. It is
possible that a combination of properties would improve the differentiation of deposit and
surround [65, 82].
The average thickness of the individual retinal deposits (ranges from 1.98 µm to 11.60
µm) are within the range of the thickness of the retinal deposits reported by Koronyo et
al. [20]. The linear retardance tends to drop in higher thickness regions which leads to
lower linear birefringence at higher thickness. Since the pure deposits are much thicker in
average than the retinal deposits, this result of significant difference in pixel birefringence
in retinal and pure deposits could be influenced by the high thickness region. The fitted
linear birefringence are computed from linear fit of the linear retardance and thickness at
low thickness region. This leads to no significant difference in fitted birefringence between
retinal and pure deposits.
The initially increasing retardance at lower thicknesses followed by a decreasing linear re-
tardance at high thickness could be explained by a short range order in the arrangement
of fibrils as they grow combined with a lack of long range correlation in the orientation of
amyloid fibrils. Other fibrillary structures in the eye also show similar short range order
such as crystalline lens fibres [83, 84]. The high intercept of the linear fit in the linear
retardance versus thickness plot may also result from a more ordered alignment of fibrils
in lower layers in the deposit. The retardance may rise rapidly in the first micron of thick-
ness.
Retinal deposits and pure Aβ deposits on glass of similar thickness show similar retar-
dance and birefringence values that are not significantly different. In both, the retardance
plateaus and begins to reduce at higher thicknesses. Thus it may be that the retinal de-
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posits being stained by thioflavin in the retina in association with Alzheimers disease are
composed predominantly of Aβ, and these fibrillary retinal deposits appear similar to the
Aβ cores of neuritic plaques (without the surrounding neuritic material) rather than to
diffuse plaques which are usually Thioflavin negative.
Senile plaques, which are presumed to contain Aβ, have been measured by PSOCT in the
brain [29]. PSOCT computes the linear birefringence by measuring the depth resolved
linear retardance and represents the birefringence as the gradient of the linear retardance
[50], similar to the method here which deduces birefringence from a linear fit of linear
retardance versus thickness. However, it is not clear if the retardance is linear with depth
over the full depth of the measured plaques or whether they show longer range disorder
similar to retinal plaques. For thickness > 20 µm, said to be the minimum thickness of
brain plaques detectable with PSOCT [29], the birefringence of brain plaques is lower than
the measured values for the thinner retinal deposits and is suggestive of the behavior of
pure Aβ deposits of similar thickness (> 30 µm) to the brain plaques in which birefrin-
gence continues to drop with increasing thickness. The lowest fitted linear birefringence
of retinal deposits and pure deposits at thicknesses where it can be deduced from a linear
fit of retardance to thickness is 1.51 ○/µm and 0.16 ○/µm. The pixel by pixel birefringence
of pure deposits measured decreased to 0.22 ○/µm at a thickness of 38.1 µm. Hence, the
difference in birefringence between the senile plaques and retinal deposits could result from
thicker and less ordered senile plaques which could also reduce their measured retardance
and birefringence.
The birefringent properties of both brain and retinal deposits could result from intrinsic
birefringence as well as form birefringence of the fiber bundles. Form birefringence [31], is
determined by the difference of refractive index of the surrounding tissue and the fibrils and
the spacing between the fibrils and their relative orientation. The refractive index of brain
tissue (1.35) [29] and retina (1.36) [67] are close. Even if the senile plaques are composed of
the same type of amyloid fibrils as retinal amyloid deposits, difference in their birefringence
would arise if the retinal deposits were more compact in structure than senile plaques or
the known nonamyloid components in the senile plaques reduced their birefringence. In
each case, form birefringence would be higher in retinal deposits.
The birefringence values measured in this Chapter for retinal amyloid deposits and pure
Aβ deposits are several orders higher than the value given by flow birefringence [85, 86, 87].
This is reasonable because the flow birefringence experiment measures intrinsic and form
birefringence of fibrils in solution and the form birefringence depends on the volume frac-
tion of the molecules and the refractive index of the solvent while measurements in this
Chapter is carried out in tissue and measured retardance as a function of thickness of a
deposit.
The birefringence and retardance values of the deposits reported in this Chapter are much
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higher than previously reported values in the retinal nerve fiber layer (below 0.2 ○/µm and
mean close to 10° in single pass) [50]. These higher values are the basis of a patented
method by one of us for finding these amyloid deposits in vivo using label free polariza-
tion sensitive imaging techniques [88]. In spite of the falloff in average birefringence in
thicker areas of retinal deposits, every thioflavin positive deposit, analyzed here, had a
robust retardance signal much larger on average than that of the optic nerve fiber layer,
However, the retardance and birefringence signals may be lower in thicker deposits found
in the brain.
2.5 Conclusion
In this chapter, a quantitative measurement of polarimetric properties and thickness of
presumed Aβ deposits in the retina and pure Aβ deposits using MMP and CLSM, which
provided the linear birefringence values for the deposits, is presented. The similarity of
linear birefringence in the retinal deposits to that in pure deposits and the similar variation
with thickness gives an insight into the degree of short and long rang order within the
deposits. It also suggests that the polarimetric properties of the presumed Aβ deposits in
the retina found in association with Alzheimers disease are consistent with high Aβ content.
The results also suggest that thicker brain deposits have smaller average birefringence than
thinner retinal deposits analogous to the change in average birefringence with thickness
of pure Aβ deposits. This method could be extended to other protein deposits within
tissue if they can be stained and if the protein’s linear retardance is larger than that of the
surrounding tissue. The retardance and birefringence of retinal amyloid deposits shown in
this paper are higher than values reported for RNFL. These higher values form the basis
of a patented label free technique [88] for imaging amyloid in the retina as a biomarker of
Alzheimers disease.
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Chapter 3
Accelerated polar decomposition of
Mueller matrix using GPU
3.1 Introduction
The Mueller matrix acquired from polarimetry contains various parameters related to re-
tardance, diattenuation, and depolarization. To acquire these parameters, decomposition
of the Mueller matrix is required. Some proposed methods have been introduced in section
1.5.
One method, which is currently the most widely used, is the polar decomposition [37]
proposed by Lu and Chipman in 1996. The method deems the Mueller matrix as a consec-
utive multiplication of the depolarization, retardance, and diattenuation matrices. Using
the properties of each polarimetric matrix, the polar decomposition decomposes the three
matrices from the Mueller matrix for computing corresponding polarimetric parameters.
Since the polar decomposition arbitrarily decomposes the Mueller matrix into 3 indepen-
dent optical elements, the change in the order of the three elements can result in change
in the decomposition algorithm. The influence of the order of the placement of the three
matrices was examined in [89]. It stated that the order of decomposition proposed by
Lu and Chipman [37] as well as 2 other placements, in which the depolarization matrix
is placed on the left side of the diattenuation matrix, would be optimal to use since it
would always result in a physical realizable Mueller matrix. Hence, in this chapter, only
the order proposed by Lu and Chipman is considered. In such an order, parameters such
as diattenuation and polarizance can be computed from the Mueller matrix without per-
forming the decomposition. So, the parameters computed from the polar decomposition
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are the depolarization power from the depolarization matrix, and the retardance from the
retardance matrix.
However, a full polar decomposition requires 3 matrix multiplications, 3 matrix divisions,
and 1 3 × 3 eigenvalue decomposition. Although all of these tasks are easy to conduct
on a 4 × 4 matrix, a typical imaging Mueller matrix polarimetry requires computation of
these parameters at each pixel. A small 100 × 100 image would result in 10000 indepen-
dent decompositions. Looping through each pixel and conducting the same decomposition
procedure would be time consuming. However, decomposition at different pixels are inde-
pendent tasks that require an equal number of steps for each decomposition. Thus, setting
up the problem in parallel and computing a large number of pixels at the same time is
beneficial for accelerating the processing speed. The current day CPU, for example the lat-
est Intel Core i7-8700 processor, enables multiprocessing on 6 cores with 12 threads which
means a maximum of 12 parallel executions at the same time. By distributing the tasks
in these cores, one can boost the decomposition speed significantly. However, a graphic
processing unit (GPU) has far better multiprocessing power. Currently, GPU has been
implemented in large scale to enhance gaming performance, image processing, and deep
learning. Especially in deep learning, thousands of matrix multiplications are required at
every iteration when using back propagation to tune the network. With this large amount
of matrix multiplications, using a GPU can significantly reduce the total training time of
a model compared to using a CPU. This is because of the different computational archi-
tecture of the GPU. A GPU is composed of dozens of streaming multiprocessors (SM),
each containing many streaming processors (SP). In Compute Unified Device Architecture
(CUDA), each SM can have thousands of threads. Coupled with the number of SMs in one
graphics card, the GPU has the ability to run tens of thousands of threads concurrently.
Although each core is not comparable in terms of computation power with respect to a
CPU core, the large number of cores in the GPU enables it to conduct simple task in large
quantities. In decomposing large quantities of 4 × 4 Mueller matrices, the number of tasks
one can process at an instance outweighs the importance of computation speed. Hence,
it is ideal to implement a GPU to boost the speed of computing polarimetric parameters
from a large number of Mueller matrices.
In this chapter, an accelerated implementation of the polar decomposition is presented.
Some steps in the original method were optimized to be less computationally intensive.
Additional efforts were made to replace some iterative steps with analytical solutions which
can result in better performance in parallel computing. The results shown here demon-
strate the power of implementing GPU processing in either large size Mueller matrix images
for instant display or an entire database for statistics.
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3.2 Method
3.2.1 Polar decomposition
To demonstrate the steps taken to accelerate the computation, it is important to first write
out the basic procedure of polar decomposition. Here, a brief walk-through is presented.
A Mueller matrix M can be represented as block form [36]
M = ⎛⎜⎜⎜⎝
m00 m01 m02 m03
m10 m11 m12 m13
m20 m21 m22 m23
m30 m31 m32 m33
⎞⎟⎟⎟⎠
=m00 ( 1 DTP m )
(3.1)
in which m is the sub 3 × 3 matrix from element m11 to m33. DT = (DH ,D45,DC) is the
diattenuation vector where the three entries DH , D45, DC are the magnitude of horizontal-
vertical, 45°-135°, and circular diattenuation. Thus, from the diattenuation vector, one can
directly solve for the linear diattenuation DL and the total magnitude of diattenuation D
as
DL = √D2H +D245 D = √D2L +D2C (3.2)
The vector P = (PH , P45, PC) in the Mueller matrix is called polarizance vector, which
describes the state of polarization of the output polarized light if the input light is not po-
larized. The components of the polarizance vector are the horizontal-vertical, 45°-135°, and
circular polarizance, from which the linear polarizance and total magnitude of polarizance
can be computed as
PL = √P 2H + P 245 P = √P 2L + P 2C (3.3)
Polar decomposition then starts with writing the Mueller matrix as
M = M∆MRMD (3.4)
Each of the three matrices can also be written in block form as
M∆ = ( 1 0TP∆ m∆) MR = (1 0T0 mR) MD =m00 ( 1 DTD mD) (3.5)
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Since the sub matrix mD in MD can be directly computed using diattenuation vector D
and its magnitude D by
mD = √1 −D2 I + 1 −√1 −D2
D2
DDT (3.6)
the rest of the task is essentially trying to solve for the polarizance vector P∆ and the sub
matrix m∆ inside the depolarization matrix, and the sub matrix mR inside the retardance
matrix. All the elements inside the diattenuation matrix are already known, so it can be
decomposed from the Mueller matrix immediately by
MM−1D = M∆MR= M′ (3.7)
where the matrix M′ is the matrix after decomposing the diattenuation matrix from the
Mueller matrix. Since the multiplication of the depolarization matrix and retardance
matrix is
M∆MR = ( 1 0TP∆ m∆)(1 0T0 mR)
= ( 1 0T
P∆ m∆mR
)
= M′
= ( 1 0T
P∆ m′)
(3.8)
the polarizance vector of the depolarization matrix P∆ and multiplication of the two sub
matrices can be extracted from the elements of M′. The sub matrix m′, which is essentially
m∆mR, can be used to extract m∆ by manipulating the unitary matrix property of the
sub retardance matrix mR (which means mTR = m−1R ) and the symmetric property of the
sub depolarization matrix m∆ (which means m∆ = mT∆). First, it is easy to show that
m′m′T = m∆mRmTRmT∆= m∆mRm−1R m∆= m2∆ (3.9)
Then using Cayley-Hamilton theory, which dictates that a square matrix satisfies its own
characteristic polynomial, plugging m∆ into its own characteristic polynomial yields (See
Appendix A)
m∆ = [m2∆ + (λ′1λ′2 + λ′2λ′3 + λ′3λ′1)I]−1[(λ′1 + λ′2 + λ′3)m2∆ + λ′1λ′2λ′3I]= [m′m′T + (λ′1λ′2 + λ′2λ′3 + λ′3λ′1)I]−1[(λ′1 + λ′2 + λ′3)m′m′T + λ′1λ′2λ′3I] (3.10)
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where (λ′1, λ′2, λ′3) are the eigenvalues of m∆, which are equivalent to the square root of
the eigenvalues of m′m′T (See eq.3.9) which is represented by (λ1, λ2, λ3). Then Eq.3.10
becomes
m∆ = ±[m′m′T + (√λ1λ2 +√λ2λ3 +√λ3λ1)I]−1[(√λ1 +√λ2 +√λ3)m′m′T +√λ1λ2λ3I]
(3.11)
where ± is determined by the determinant of m′ . The depolarization power is then com-
puted from the depolarization matrix by
∆ = 1 − ∣tr(m∆)∣
3
(3.12)
Then mR can be easily decomposed as m−1∆ m′. The sub retardance matrix is equivalent
to a 3 × 3 rotation matrix, from which the retardance R and rotation axis R (retardance
vector) can be extracted using
R = cos−1 [tr(mR) − 1
2
] (3.13)
and
R = 1
2 sinR
⎛⎜⎝
(mR)12 − (mR)21(mR)20 − (mR)02(mR)01 − (mR)10
⎞⎟⎠ (3.14)
The components of the retardance vector R are the horizontal-vertical retardance RH ,
45°-135° retardance R45, and circular retardance RC . The linear retardance RL is then
computed as
RL = √(RH)2 + (R45)2 (3.15)
This concludes the polar decomposition with all the parameters, including D, P , ∆, P∆,
and R.
3.2.2 Accelerated implementation
The above process gives the original procedure for polar decomposition of the Mueller
matrix. However, the process involves computations on 4 × 4 matrices, which are much
more computationally intensive than computation on 3× 3. In this section, an accelerated
implementation is used to conduct the whole process on 3 × 3 matrices.
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First, Eq.3.4 can be written as
M = ( 1 0T
P∆ m∆
)(1 0T
0 mR
)( 1 DT
D mD
)
= ⎛⎜⎝
1 DT
P∆ +m∆mRD P∆DT +m∆mRmD
⎞⎟⎠
(3.16)
Hence, matching the elements with 3.4, it is easy to get
P∆ = P −mD
1 −D2 (3.17)
and
m∆mR = (m −P∆DT )m−1D= m′ (3.18)
Once P∆ is computed, it is clear that m′ can be directly solved by getting the inverse of
mD. Since D satisfies
DTD =D2 (3.19)
the inverse of mD can be written in the form of αI + βDDT which matches with the
expression of mD in Eq.3.6 so that the term DDTDDT can be reduced to D2DDT .
Solving α and β, the inverse of mD can be directly written as
m−1D = √1 −D2 − 1√
1 −D2D2 DDT + 1√1 −D2 I (3.20)
Hence, instead of computing the full 4 × 4 diattenuation matrix MD and then inverting
it, one could directly compute the inverse of the mD and use it to decompose m′. This
manipulation reduces the original 4 × 4 matrix division to 3 × 3 matrix multiplication.
Then, the problem is reduced to solving m∆ using Eq.3.11 which requires computing the
eigenvalues of m′(m′)T . For computing the eigenvalues of a matrix, iterative approaches
are used in most cases. However, in this case, a faster approach can be adopted. Since
the product of a matrix with its transpose is a symmetric matrix, m′(m′)T is a symmetric
matrix. For a real symmetric 3 × 3 matrix, one can compute its eigenvalues analytically.
This analytical solution is the largest contributor for improving speed in the polar decom-
position. As shown in [90], in order to express the eigenvalues, three auxiliary parameters
b, p, and q can be created using the elements in m′ as
b = m′00 +m′11 +m′22 (3.21)
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p = 1
2
[(m′00 −m′11)2 + (m′00 −m′22)2 + (m′11 −m′22)2] + 3((m′01)2 + (m′02)2 + (m′12)2) (3.22)
q =18(m′00m′11m′22 + 3m′01m′02m′12) + 2((m′00)3 + (m′11)3 + (m′22)3) + 9(m′00 +m′11+
m′22)((m′01)2 + (m′02)2 + (m′12)2) − 3(m′00 +m′11)(m′00 +m′22)(m′11 +m′22) − 27(
m′00(m′12)2 +m′11(m′02)2 +m′22(m′01)2) (3.23)
Using these three auxiliary parameters, the three eigenvalues λ1, λ2, λ3 in Eq.3.11 are com-
puted as
λ1 = 1
3
[b + 2√p cos (1
3
× arccos ( q
2
√
p3
))] (3.24)
λ2 = 1
3
[b + 2√p cos (1
3
× (arccos ( q
2
√
p3
) + 2pi))] (3.25)
λ2 = 1
3
[b + 2√p cos (1
3
× (arccos ( q
2
√
p3
) − 2pi))] (3.26)
Thus, using the above expression of the eigenvalues analytically, one can directly com-
pute m∆ and ∆ in Eq.3.12. However, computing the sub depolarization matrix for its
depolarization power ∆ and inverting it for computing mR would be redundant. First,
the depolarization power is computed from the trace of the sub depolarization matrix m∆
which is the same as the sum of its eigenvalues. Hence, the depolarization power ∆ is
∆ = 1 − √λ1 +√λ2 +√λ3
3
(3.27)
Second, the sign of the determinant of the sub depolarization matrix is the same as its
inverse. Hence, instead of computing the sub depolarization matrix then inverting it, one
can directly compute its inverse by inverting Eq.3.11
(m∆)−1 = ± [(√λ1 +√λ2 +√λ3)m′m′T +√λ1λ2λ3I]−1× [m′m′T + (√λ1λ2 +√λ2λ3 +√λ3λ1)I] (3.28)
where the ± sign is determined by the sign of the determinant of (m∆)−1. This can save one
more step for matrix division. Finally, the mR is decomposed by multiplying the (m∆)−1
with m′ on the right.
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3.2.3 Implementation on the GPU
The accelerated version of the decomposition was implemented in parallel on the GPU
(NVIDIA GeForce GTX 1050 (2Gb, 1435MHz)) and the CPU (Intel Core i5-4590 @
3.30GHz). The result was compared with the original method implemented also in parallel.
For parallel computing on the GPU and CPU, the MATLAB Parallel Computing toolbox
[91] was used. To implement GPU assisted parallel computing on the GPU, the Mueller
matrix images were stored as tensors and processed using batch matrix multiplication and
division functions in the toolbox. For CPU parallel computing, 4 threads were created to
compute the Mueller matrix stored as a long 3D array. The three methods were bench-
marked on runtime versus different sizes of the images, which means different numbers of
Mueller matrices fed to the code.
The performance of using a GPU in computing the Mueller matrices was also compared
with computing them in parallel on the CPU.
3.3 Results
3.3.1 Results of Mueller matrix computation
The result of performance using GPU and CPU for computing Mueller matrices is shown
in Fig.3.1
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Figure 3.1: Computation time (Runtime) of Mueller matrix compared to number of pixels
of the input image
As shown, the GPU outperformed the CPU in computing the Mueller matrix from the
16 images. As image size went up, the speed advantage of the GPU also became larger.
Even when 16 intensity images are of sizes 2000 × 2000, the GPU can still compute the
Mueller matrices of all pixels in 1.5s.
From the Mueller matrix, as illustrated in section 1.5, a number of parameters can be
directly solved without decomposition. These parameters are depolarization index (DI),
anisotropy (linear: AL, circular: AC), Q metric (Q), diattenuation (DL, DC , angle: Dθ),
and polarizance (PL, PC , angle: Pθ). In Fig.3.2, the runtime of computing these parameters
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(including the time of computing the Mueller matrix in Fig.3.1) is plotted.
Figure 3.2: Computation time for the Mueller matrix and each of DI, Q, AL, AC , Q, DL,
DC , Dθ, PL, PC , Pθ versus the number of pixels of the input image
For up to 4 × 106 pixels, the same number of pixels as a 2000 × 2000 image, all the
parameters except AL and AC can be computed within 2 seconds upon acquiring the 16
intensity images. The computation time for AL and AC are slightly longer as the compu-
tation requires more intermediate steps (shown in section 1.5) than other parameters.
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3.3.2 Result of accelerated implementation of polar decomposi-
tion
As for polar decomposition, a full set of decomposition presented here includes decomposi-
tion of the Mueller matrix to 3 parameters in diattenuation, 3 parameters in polarizance, 3
parameters in retardance, and 1 parameter in depolarization. Strictly speaking, the param-
eters corresponding to diattenuation and polarizance do not require polar decomposition
to solve. However, they are included in the runtime to offer a complete evaluation for the
accelerated implementation. First, the runtime of parallel computing of the decomposition
on the CPU using the original algorithm was compared to the accelerated algorithm also
running on the CPU. The result is shown in Fig.3.3.
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Figure 3.3: Computation time for implementing accelerated polar decomposition and orig-
inal polar implementation of the Mueller matrix on the CPU versus the number of pixels
It is clear that the optimized method significantly decreased the processing time as the
image size became larger and larger. At the image size of 2000 × 2000, the runtime of the
accelerated implementation is more than 5 times faster than the original method. Then,
comparing the implementation of the accelerated method on the CPU to GPU, Fig.3.4 on
runtime can be plotted as
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Figure 3.4: Computation time for accelerated polar decomposition of all the Mueller matrix
parameters on the CPU and GPU versus the number of pixels
As shown, the GPU empowered the accelerated method to decompose all the parameters
of a 2000× 2000 Mueller matrix image, calculating them and transferring back to memory
within 10s. For a 1000 × 1000 image, which is close to the image size acquired by the
instrument used in this thesis, the runtime is about 2s. This is more than 15 times faster
than the original method on the CPU which would take about 30s in Fig.3.3. Since this
runtime figure includes all the parameters from the polar decomposition, the runtime would
be faster for only extracting specific parameters of interest that require polar decomposition
to solve. These parameters are ∆, RL, RC , and Rθ. The runtime for solving these 4
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parameters separately from the polar decomposition, including the time required from
computing Mueller matrix from the 16 intensity images, is plotted in Fig.3.5.
Figure 3.5: Computation time for computing specific parameters, ∆, RL, RC , and Rθ,
following accelerated polar decomposition on the GPU versus the number of pixels
The computation speed is slower than for the parameters shown in Fig.3.2. Only images
smaller than 500 × 500 can be computed for the linear retardance within 1s.
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3.4 Discussion
The result of the accelerated implementation showed significant improvement in computa-
tion speed of the polarimetric properties. It indicated that bringing the full decomposition
from 4 × 4 matrix computation to 3 × 3 computation and using an analytical solution for
eigenvalues can accelerate the full process to several times faster, while still using a CPU.
Then, using the same accelerated implementation, a GPU helped to bring the process even
several times faster than computing on the CPU. In addition to acceleration, using the
3 × 3 notation greatly reduces the memory occupancy of the large number of matrices on
the GPU. This reduced memory requirement for storing the data in the GPU extends the
ability of a memory card for processing large Mueller matrix images.
The key of the computation power lies in the clock frequency of the GPU and the number
of CUDA cores. The computation speed of the GPU is related to the clock frequency of the
GPU and the number of threads the GPU can run concurrently is related to the number
of CUDA cores. The graphics card here, GTX 1050, is an entry level GPU at the current
moment. It has 640 CUDA cores and clock speed of 1455 MHz. In comparison, a relatively
high level graphics card GeForce GTX 1080 has 2560 cores and a base clock speed of 1607
MHz. Hence, if a better GPU were used, it would be possible to further accelerate the full
process.
As shown in the results, the larger the image size, the higher the difference in runtime in
GPU and CPU. Although the GPU has a great advantage in computing large size Mueller
matrix images, the size is limited by the graphic memory, which in this case is 2Gb. 2Gb
of graphic memory is small for current standards; this may result in problems that involve
large numbers of tensor stored in the memory for a series of computations. Especially in
deep learning, training a network with dozens of layers requires moderate graphic memory
to store a small batch of data. In personal experience, even a small batch of 64×64 Mueller
matrix images can result in an out-of-memory problem on a 2Gb graphic card. However,
in computing polarimetric parameters using polar decomposition on the GPU, the tensors
required to be stored in graphic memory are four matrices (M, (mD)−1, m′(m′)T , (m∆)−1)
and 3 vectors (D, P , P∆). Hence, in the result, a Mueller matrix image up to 2000× 2000
pixels can be computed without memory problems by using the 3 × 3 matrix notation.
The runtime of using CPU and original implementation to compute and decompose a
1000 × 1000 Mueller matrix is about 30s. GPU and accelerated implementation brought
the runtime down to within 3s. This boost in performance significantly reduced waiting
time either for analyzing a large database or analyzing for a set of Mueller matrix images
in a clinical imaging device. It may be possible to further accelerate using better graphic
cards and bring the processing time to a scale that is as small as the frame rate of the
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imaging device. If the decomposition time can be reduced to shorter than the image ac-
quisition time of the 16 images, it would be possible to achieve real time display of the
polarimetric properties.
3.5 Conclusion
In this chapter, an accelerated implementation of polar decomposition was shown. This
accelerated implementation decomposed the Mueller matrix in parallel with boosted per-
formance in speed. Combining the power of GPU, one can achieve massive speed improve-
ment over the original implementation. This acceleration has the potential to combine
with a fast Mueller matrix imaging device to accomplish live display of the polarimetric
parameters.
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Chapter 4
Image segmentation of presumed
amyloid deposits in Mueller matrix
images of the retina
4.1 Introduction
For analyzing the properties of the presumed Aβ deposits in the retina from Chapter 2, it
is important to separate deposits from surrounding retina in the Mueller matrix images. A
binary mask needs to be created to extract the deposit region and exclude the surrounding
retina when analyzing the deposit, and vice versa. Along with registration, the quality
of segmentation can impact the accuracy of retardance and birefringence computation.
Certainly, one can segment the image by hand using a good mouse and a great amount
of patience. For a large database of deposits, the process needs to be automated. In
addition, deposits do not have enough contrast in all the areas in just one polarimetric
property. Even for linear retardance which has shown the largest contrast between the
deposit and the surrounding retina, in some regions the contrast may be small. Combined
analysis of multiple parameters or the Mueller matrix, the difference between the deposit
and the retina can be enhanced. Hence, an automated segmentation method that uses
the multidimensional polarimetric properties or Mueller matrix images is needed. In this
chapter, several different segmentation methods including Otsu’s method [92], K-means
[93], Gaussian mixture model (GMM) [94], and Markov random field (MRF) [72] are used
to segment the deposits from the background. In the result, their segmentation abilities
are compared in different deposits with different polarimetric properties.
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4.2 Methods
4.2.1 Segmentation algorithms
4.2.1.1 Otsu’s method
Otsu’s method [92] is an image segmentation method that applies to a single channel
image. Suppose the values of the pixels in the image are normalized to m gray levels
Ij ∈ {I1, I2, I3, ...Im}. For gray level Ij, the percentage of the total number of pixels in the
image at this level is pj. Assuming there is a gray level threshold It (t ∈ {1,2,3, ...,m}) that
classifies the gray levels into two groups, this threshold determines the label Cj ∈ {1,2} of
the all the pixels with gray level Ij in the image by
Cj = {1, Ij > It
0, Ij < It (4.1)
To find the optimum threshold It∗ , Otsu’s method seeks to maximize the ”between class
variance” σ2B(I) defined in Eq.4.2
σ2B(It) = (µGP (It) − µ(It))2P (It)(1 − P (It)) (4.2)
where µG is the average over all the pixels in the image. P (It) and µ(It) are the percentage
and weighted sum of pixels in the class having a value smaller than or equal to It. Thus,
µG is written as
µG = m∑
j=1pjIj (4.3)
And P (It) and µ(It) are given by
P (It) = m∑
j=1{(1{Ij ≤ It}) ∗ pj} (4.4)
µ(It) = m∑
j=1(1{Ij ≤ It}) ∗ Ijpj (4.5)
where 1{ } is the indicator function which equals 1 when the statement inside the bracket
is true. Otherwise it is zero. So the optimum threshold is then
I∗ = arg max
It
σ2B(It) (4.6)
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Otsu’s method automatically finds the best threshold to classify the pixels in a single
channel image (for example a retardance image) into 2 classes. It can also be extended to
classify pixels into more than 2 classes [95]. However, Otsu’s method is defined on a single
channel image. For a multichannel image, the methods of K-means clustering, GMM,
MRF, introduced in the following sections, are used.
4.2.1.2 K-means clustering
Clustering algorithms help to group data into different classes based on their similarities.
One clustering method used in this chapter is called K-means clustering [93]. Assume a
group of data xj = {x1,x2, ...,xm} are required to be separated into k classes. A k classes
K-means clustering aims to find the optimal assignment of the label Cj ∈ {1,2,3..., k} to
each data point xj so that the following objective function is minimized
J = k∑
i=1
m∑
j
∣∣1{Cj = i} ∗ (xj −µi)∣∣22 (4.7)
∣∣ ∣∣2 is called L2 norm which represents the square root of the sum of the square of every
element of the vector enclosed by this sign. µi is the average of all the data points xj
whose label is Cj = i. It is computed as
µi = ∑mj=1 1{Cj = i}xj∑mj=1 1{Cj = i} (4.8)
Hence, Eq.4.7 essentially aims to group the data points into clusters with centroid µi so
that the data points in the same cluster are closer in distance to each other while data
points in different clusters are further in distance from each other. To minimize Eq.4.7, an
iterative approach listed here is used
1. Initialize k mean vectors {µ1,µ2,µ3, ...µk} by randomly selecting k data points from
the data set. In our case, separating a deposit from its background means that k = 2.
2. Repeat until maximum iteration step
(a) For every data point, compute ∣∣xj − µi∣∣22 with every µi ∈ {µ1,µ2,µ3, ...µk}.
Assign the label Cj to data xj using
Cj = arg min
i
∣∣xj −µi∣∣22 (4.9)
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(b) Update the new mean vector µi ∈ {µ1,µ2,µ3, ...µk} using Eq.4.8
Once the maximum iteration step is reached or the mean vectors remain unchanged, com-
pared to the last iteration, the final label for each data point is acquired. It has been
shown in [96] that, when the dimension of the data point is 1, the objective function in
Otsu’s method is equivalent to the one in K-means clustering. Both methods depend on
maximizing between class variance.
4.2.1.3 Gaussian Mixture Model
K-means clustering compares the absolute distance between a data point and the centroid
of a class when assigning the label of this data point. Gaussian Mixture model (GMM)
[94] modifies this ”distance” as the probability in a weighted Gaussian distribution. This
probabilistic approach gives a smoother decision boundary compared to K-means clustering
[97]. A brief introduction of GMM is given in this subsection.
Suppose a k dimensional data set xj = {x1,x2,x3...,xm} with m data points. The Gaussian
Mixture Model (GMM) is based on fitting a mixture of Gaussian distributions onto the
data. First, for a one component Gaussian distribution with mean and covariance of (µ,Σ),
the probability density p(x∣µ,Σ) is written as
p(x∣µ,Σ) = (2pi) k2 ∣Σ∣− 12 exp(−1
2
(x −µ)TΣ−1(x −µ)) (4.10)
where µi and Σi are the mean and covariance of the ith Gaussian distribution. In GMM,
there are n Gaussian components forming the distribution. Each Gaussian component is
described by three parameters, the mean µi, the covariance Σi and a weighting of pii in
the distribution. Then, the probability of xj can be written as the weighted sum of these
n Gaussian components in the following equation
p(xj) = n∑
i=1 piip(xj ∣µi,Σi) (4.11)
Let zj = i ∈ {1,2,3, ...n} represent the ith Gaussian distribution which generates data point
xj. Then the probability of this data point xj generated by ith Gaussian distribution can
be computed as the posterior probability using Bayes theorem in the following equation
p(zj = i∣xj) = p(zj = i)p(xj ∣µi,Σi)
p(xj) (4.12)
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The prior probability p(zj = i) is the weighting pii of the ith Gaussian component. So
Eq.4.12 becomes
p(zj = i∣xj) = piip(xj ∣µi,Σi)∑ni piip(xj ∣µi,Σi) (4.13)
Then if the mean, covariance, and mixing coefficient {(µi,Σi, pii)∣1 ≤ i ≤ n} of the GMM
are known, the inferred label Cj of the data xj is i in {1,2,3...n} that has the maximum
posterior probability as
Cj = arg max
i
p(zj = i∣xj) (4.14)
This determines the label of the data once the three parameters {(µi,Σi, pii)∣1 ≤ i ≤ n}
are known. However, in this case, these parameters are unknown. One needs to infer the
parameters from the data using Maximum Likelihood (ML) estimation. The likelihood
function of the model {(µi,Σi, pii)∣1 ≤ i ≤ n} on the data set {x1,x2,x3...,xm} is
likelihood = m∏
j=1 p(xj) (4.15)
Maximizing this likelihood function is equivalent to maximizing its logarithm `(µ,Σ, pi) as
`(µ,Σ, pi) = log ( m∏
j=1 pxj)= m∑
j
log ( n∑
i
piip(xj ∣µi,Σi)) (4.16)
To maximize `(µ,Σ, pi), one can take the derivative with respect to {(µi,Σi, pii)∣1 ≤ i ≤ n}
and set it to 0. The results are
µi = ∑mj=1 p(zj = i∣xj)xj∑mj=1 p(zj = i∣xj) (4.17)
Σi = ∑mj=1 p(zj = i∣xj)(xj − µi)(xj − µi)T∑mj=1 p(zj = i∣xj) (4.18)
pii = 1
m
m∑
j=1p(zj = i∣xj) (4.19)
Once an initial guess of the labels are assigned to the data, which can be generated using
K-means, the parameters of the model can be computed using Expectation Maximization
method (EM) [98]. It is an iterative method which can be outlined as
1. Generate initial labels C ′j for each data xj using K-means
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2. Compute the initial guess of the parameters{(µi,Σi, pii)∣1 ≤ i ≤ n} for the ith Gaus-
sian component by computing the mean, covariance, and percentage of the data with
the same initial label C ′j = i in the whole data set
3. Repeat until maximum iteration step
(a) Expectation step: compute the posterior probability using Eq.4.13
(b) Maximization step: update model parameters {(µi,Σi, pii)∣1 ≤ i ≤ n} using
Eq.4.17,4.18,4.19
4. Infer the label Cj for data xj using Eq.4.14
More specifically, in segmenting the deposit from the surrounding retina, the number of
Gaussian components are 2 (n = 2). The number of data points m is the number of pixels
in the image.
4.2.1.4 Markov Random Field (MRF)
MRF [72] is based on the assumption that the label of a pixel is influenced by two factors.
First, its likelihood in a distribution created by all the pixels in the image with the same
label. Second, if one label has a bigger population in the pixels surrounding this pixel of
interest, this label will have a larger probability multiplied onto the probability created
by the first factor. Representing the observed image as Y (each pixel having k channels)
and the label image as X (n different labels in total), the posterior probability of the label
image given the observed image can be written using Bayes theorem as
P(X ∣Y )∝ P(Y ∣X)P(X) (4.20)
For a pixel y (a k-dimensional vector), its probability of assignment to a label x ∈ {1,2,3...n}
is written as
P(X = x∣Y = y)∝ P(Y = y∣X = x)P(X = x) (4.21)
where P(Y = y∣X = x) is the likelihood of this pixel y assigned to label x while P(X = x) is
the prior probability of the labels. First, the likelihood measures the probability of y in the
distribution formed by all the pixels with the same label x in the image. The most widely
used distribution representing this likelihood is the Gaussian distribution [99]. Thus, the
likelihood is written as a multidimensional Gaussian distribution whose form is
P(Y = y∣X = x) = (2pi)−k2 ∣Σx∣− 12 exp(−1
2
(y −µx)TΣ−1x (y −µx)) (4.22)
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where µx and Σx are the mean and covariance of the pixels with label x in the image. The
prior distribution P(X = x) is modeled as a conditional distribution with Markov property,
which also gives the name to this method. The Markov property dictates that the label of
a pixel is dependent on the label of its neighboring pixels connecting to it. Representing
the label of these neighboring pixels as Nx, the prior probability P(X = x) becomes
P(X = x) = P(X = x∣Nx) (4.23)
In MRF, this probability is modeled as the probability in a Gibbs distribution. It has been
proven in [100] that label maps with the Markov property follow the Gibbs distribution. If
the labels of the neighboring pixels Nx have a metric U(x) that quantifies its homogeneity,
the Gibbs probability is defined as
P(X = x) = 1
Z
exp(−βU(x)) (4.24)
where Z is the normalizing factor to normalize the probability and β is a constant which
weights the influence of the labels of the neighboring pixels. The metric U(x) for Nx used
here is given by the Potts model [101] which can be written as
U(x) = ∑
x′∈Nx(1 − δ(x,x′)) (4.25)
where δ(x,x′) is the Kronecker delta function so that (1 − δ(x,x′)) is
1 − δ(x,x′) = {0, x = x′
1, x ≠ x′ (4.26)
Hence, rewriting Eq.4.21 using Eq.4.22 and Eq.4.24 gives
P(X = x∣Y = y)∝(2pi)−k2 ∣Σx∣− 12 exp(−1
2
(y −µx)TΣ−1x (y −µx))
exp(−βU(x))/Z (4.27)
To the simplify this expression, one can take the logarithm of the above equation which
results in
log(P(X = x∣Y = y))∝− (k
2
log(2pi) + log(Z)) + [−1
2
(y −µx)TΣ−1x (y −µx)− β ∑
x′∈Nx(1 − δ(x,x′))] (4.28)
72
where the term (k2 log(2pi)+ log(Z)) is constant for all labels. Thus the final log probability
is written as
log(P(X = x∣Y = y))∝ −1
2
(y −µx)TΣ−1x (y −µx) − β ∑
x′∈Nx(1 − δ(x,x′)) (4.29)
Then the segmentation problem is equivalent to finding the label x∗ ∈ {1,2,3...n} with the
maximum posterior probability
x∗ = arg min
x
−1
2
(y −µx)TΣ−1x (y −µx) − β ∑
x′∈Nx(1 − δ(x,x′)) (4.30)
This is done by assigning the label x to the pixel y, where x takes on the values in {1,2,3...n}
and using Eq.4.30 to compute their posterior probability. Then pick the label with the
maximum posterior probability x∗ as the label of this pixel. In particular, the method in
which the MRF is implemented in this Chapter is called the Iterated Conditional Modes
(ICM) [72]. The procedure is outlined as
1. Generate an n level initial mask using K-means clustering
2. Iterate until maximum iteration step
(a) For every pixel, while fixing the labels of all other pixels, compute the log
probability of assigning the label of this pixel to all labels from 1 to n using
Eq.4.29.
(b) Using Eq.4.30, assign the label with the minimum log probability to each pixel.
4.2.2 Image preparation
The images used in testing segmentation methods were acquired from the Mueller matrix
microscope used in Chapter 2. Images of 771 locations with amyloid deposits from 22
subjects all with high likelihood of AD were used in this chapter to test the accuracy of the
methods. For testing Otsu’s method, single channel images (linear retardance RL, depo-
larization power ∆ and linear anisotropy AL) were used. Their derivations are introduced
in Chapter 1, 3. So, Otsu’s method was evaluated on each of the 3 images separately. For
testing K-means, GMM and MRF, multichannel images were used. To form a multichan-
nel image, 15 elements from the normalized Mueller matrix were used (not including the
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M00 intensity image). These 15 elements were first reshaped into a vector IM and then
standardized using Eq.4.31
I ′M = IM − µ(IM)σ(IM) (4.31)
where µ(IM) and σ(IM) are the mean and standard deviation of each channel. The K-
means, GMM and MRF were then evaluated on this standardized 15 channel image I ′M .
The resulting 6 different approaches to segment the deposits from the surrounding retina
are listed in Table.4.1
Algorithm Image analized
Otsu RL
Otsu ∆
Otsu AL
K-means Normalized Mueller matrix (Standardized by Eq.4.31)
GMM Normalized Mueller matrix (Standardized by Eq.4.31)
MRF Normalized Mueller matrix (Standardized by Eq.4.31)
Table 4.1: Table of segmentation methods used in this Chapter listed with algorithm and
image type analized.
The ground truth of the mask of each deposit was created by choosing the best seg-
mentation result and further assisted by fine tuning the parameters of the segmentation
method when necessary. The resulting mask of each of the methods listed in Table.4.1 was
evaluated by comparing to the ground truth.
4.3 Results
4.3.1 Results of Otsu’s method and K-means clustering
The segmentation results of using Otsu’s method on RL, ∆, and AL images, represented
by Otsu(RL), Otsu(∆, Otsu(AL)) respectively, and the result of using K-means clustering
on the multichannel images are shown in Fig.4.1. As shown in Fig.4.1, the segmentation
results on RL image and AL image are similar. Otsu’s method on these two images cut off
at the region with high RL and AL values while some regions, which have lower RL and
AL values which appear by eye to be higher than the surround and part of the deposit, are
ignored. Otsu’s method on the ∆ image incorporates these low RL and AL regions as part
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of the deposit. However, some regions which appear to be part of the upper portion of the
deposits are left out in the segmentation of the ∆ image. As a result, Otsu’s method gives
differing, apparently inaccurate results or each of the 3 images. The result of K-means
clustering shown in the 4th image in Fig.4.1 looks like the combination of the result from
Otsu’s method on the RL, AL and ∆ images. It is the most accurate result among the four
approaches on this deposit. However, it is not an ideal segmentation result since it ignores
some regions towards the top of the image which appear to be part of the deposit.
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50 µm
(a) Otsu(RL)
50 µm
(b) Otsu(∆)
50 µm
(c) Otsu(AL)
50 µm
(d) K-means
Figure 4.1: Segmentation by Otsu’s method on: (a) RL image, (b) ∆ image, and (c)
AL image of one deposit. (d) Segmentation by K-means clustering on the same deposit
displayed on a contrasted RL image. Red contours in all images represent the segmented
mask.
Another example is shown in Fig.4.2. In Fig.4.2, all methods show poor performance
in segmenting the two deposits. Otsu(RL), Otsu(∆) and K-means clustering only segment
the one deposit at the top of the image. Although Otsu(AL) recognizes that there are two
deposits in the image, it also includes a large part of the retina as deposit but excludes the
regions of the deposit with low AL.
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50 µm
(a) Otsu(RL)
50 µm
(b) Otsu(∆)
50 µm
(c) Otsu(AL)
50 µm
(d) K-means
Figure 4.2: Segmentation by Otsu’s method on: (a) RL image, (b) ∆ image, and (c) AL
image of two deposits in one image. (d) Segmentation by K-means clustering on the same
deposits displayed on a contrasted RL image. Red contours in all images represent the
segmented mask.
4.3.2 Results of GMM and MRF
The deposit in Fig.4.1 with the segmentation by K-means clustering compared to that by
GMM and MRF is shown in Fig.4.3.
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50 µm
(a) K-means
50 µm
(b) GMM
50 µm
(c) MRF
50 µm
(d) Fluorescence
Figure 4.3: Segmentation quality of (a) K-means clustering, (b) GMM, (c) MRF on the
same deposit as Fig.4.2. Red contours in all images represent the segmented mask. The
segmentation results are displayed on a contrasted RL image. (d) is the fluorescence image.
Compared to the K-means result shown in Fig.4.3.(a), both the GMM and MRF suc-
cessfully segment the whole deposit which is visible in the contrasted RL image. The
upper right part of the deposit, as shown in the contrasted RL image (background of
Fig.4.3.(a),(b),(c)), appears in this image as well to be part of the deposit which might be
better to be included in the mask. The K-means clustering result in Fig.4.3.(a) fails to
segment this part while both masks in Fig.4.3.(b) and (c) successfully classify this region
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as part of the deposit. The segmented contours in both masks closely follow the boundary
of the deposit which can be considered as an excellent segmentation result.
The results of using GMM and MRF to segment the image in Fig.4.2 are also shown in
Fig.4.4
50 µm
(a) K-means
50 µm
(b) GMM
50 µm
(c) MRF
50 µm
(d) Fluorescence
Figure 4.4: Segmentation by (a) K-means clustering, (b) GMM, (c) MRF on the same
deposit as Fig.4.2. Red contours in all images represent the segmented mask. The segmen-
tation results are displayed on a contrasted RL image. (d) is the fluorescence image.
Compared to K-means clustering, the results of GMM and MRF shown in Fig.4.4.(b),
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(c) indicate that the two methods are capable of detecting the deposit visible to the eye
in the bottom of the image. In Fig.4.4.(d), the fluorescence image further confirmed the
presence of the second deposit. The GMM in Fig.4.4.(b) segments a ”thinner” mask com-
pared to the MRF result. When viewing the fluorescence image in Fig.4.4.(d), the MRF
mask seems to incorporates the full shape of the deposit. Hence, the MRF mask appears
by eye to be more accurate in defining the boundary of the deposit than the GMM mask.
4.3.3 Overall performance
The overall performance of the 6 methods are shown in Table.4.2. The success criterion
for segmentation is defined as over 90% of the pixels in the image are correctly classified
compared to the ground truth. The performance of MRF after 30 iterations achieved the
best success rate of 96.8% among all methods. A slightly lower success rate of 95.1% was
achieved by GMM but it can finish within 10s per image compared to 45 s for the MRF.
Although having the fastest speed in segmentation, both K-means and Otsu’s methods
performed poorly with a success rate lower than 80 %.
Rank Method Success rate Runtime (per image)
1 MRF (30 iterations) 96.8% 45 s
2 GMM 95.1% 9 s
3 K-means 73.8% 2 s
4 Otsu(RL) 59.7% 0.5 s
5 Otsu(AL) 51.8% 0.5 s
6 Otsu(∆) 43.7% 0.5 s
Table 4.2: Table of performance of the 6 methods ranked by success rate.
4.4 Discussion
The result shown in section 4.3 is an evaluation of all the methods listed in Table.4.1. Both
GMM and MRF achieve a success rate of more than 95%. Hence, both methods can be
used for automatic segmentation of a large data base to replace hand crop segmentation.
Note that manually checking the segmentation quality is still required. However, compared
to segmenting 771 deposits by hand, this method is less laborious, while simultaneously
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more time and cost effective. In addition, the structure of the deposit does not show in just
one polarimetric image. Deposits may have regions with low RL which can have high ∆
properties. Hence, manual segmentation requires alternating between several polarimetric
images for a complete understanding of the structure of the deposit. Also, if more than
one person is segmenting a data set, the uncertainty of the segmented mask in the data
set can increase, since manual segmentation is inherently subjective.
Among the 3 images of polarization properties used to test Otsu’s method, the linear
retardance is the most consistent and strongest feature of an amyloid deposit. Hence, the
segmentation accuracy using Otsu’s method achieves the best result when using the linear
retardance image RL as the feature image. The depolarization image ∆ does not have good
contrast between the deposit and the background thus more than half of the segmented
masks using Otsu’s method on these images have poor quality. The K-means clustering,
which uses a multichannel image, achieved much better performance than Otsu’s method
on the single channel image. Since Otsu’s methods and K-means clustering are both based
on maximizing the between class variance [96], the improved performance by K means
clustering indicates that segmenting amyloid deposits using a multichannel image is better
than using single channel image of one polarimetric parameter. However, the K-means
clustering only reaches 70% of success rate which is much lower than GMM which also
uses a multichannel image.
When both methods use the same multichannel image, the high accuracy of the GMM
method vs K-means clustering indicates that the Mueller matrices of the deposit and
background are more likely to be generated by two distinct Gaussian distributions with
different means and covariances. The MRF and GMM both showed great performance in
segmenting the deposits while GMM is much faster than the MRF. The mask produced
by MRF is generally wider than the GMM. Since the MRF uses the information of the
neighboring pixels, the boundary pixels are likely to be incorporated into the mask if
their polarization features are closer to those of the deposit than the retina. Although
MRF achieves the highest accuracy, a slower speed is the main drawback of this method.
However, this could potentially be improved by adopting a Hidden Markov Chains Model
(HMCM) or a Hidden Hierarchical Markov Model (HHMM) which are both non iterative
ways of segmenting the image with faster speed [74] .
All the segmentation methods presented in this chapter are unsupervised methods which
do not depend on any training examples to train the classifier. To further improve the
segmentation result, a supervised approach using training examples to train a classifier
could be applied. This classifier should consider the spatial features of the deposit as
well as the polarization properties to separate the deposit and the retina. One state
of the art segmentation method that uses both the spatial and channel features of the
image is semantic segmentation using a Convolutional Neural Network (CNN). Most CNN
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architectures require a large number of training examples to successfully train the CNN to
make ideal predictions. This is not applicable in this case since a large number of segmented
data is not available. However, one type of CNN architecture called U-net [102] can achieve
great accuracy using only a small number of training examples. Thus, this architecture is
a good method to try on the Mueller matrix images to improve the segmentation accuracy.
4.5 Conclusion
In this Chapter, Otsu’s method, K-means clustering, GMM and MRF were evaluated
in terms of segmentation quality and efficiency in segmenting amyloid deposits from the
background retina using the Mueller matrix images. MRF showed the best overall perfor-
mance in segmenting the deposits accurately, but took a relatively long time to segment
images compared to the GMM method which was almost as accurate. The results showed
the merits of adopting an automated segmentation method which can significantly reduce
labour while achieving good accuracy. Further improvements may perhaps be made by a
supervised approach such as U-net based on CNN.
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Chapter 5
Conclusion and future directions
5.1 Summary of Results
In this thesis, three different but interconnected research projects are presented. First,
in Chapter 2, the birefringence of amyloid deposits in the retinas of subjects with AD
were compared to pure Aβ deposits grown on glass slides. To successfully analyze the
properties of the deposits, the polarization properties were measured using MMP and were
calculated using polar decomposition. To optimize and speed up this process, in Chapter
3, a fast implementation of the polar decomposition as well as fast computation of the
Mueller matrix were achieved using a GPU. To compute the birefringence and analyze the
polarimetric properties of the deposit, image segmentation for separating the deposit from
the surrounding retina or buffer was conducted. So in Chapter 4, several different methods
of automatically segmenting the images of amyloid were used and analyzed. The image
segmentation used in Chapter 2 was the MRF method which achieved the highest accuracy
in Chapter 4.
In Chapter 2, the birefringence of the amyloid deposits, both retinal and pure with similar
thicknesses, were imaged and computed using the combination of MMP, CLSM and im-
age processing techniques (image registration and image segmentation). In both types of
deposits, the linear retardance values increased with thickness in the thinner regions then
plateaued and decreased at higher thickness, resulting in lower birefringence at higher
thickness. The slope of the fit of linear retardance as a function of thickness in the linear
region in retinal and pure deposits showed no significant difference. This result suggests
structural similarity between the retinal and pure deposits which indicates that the reti-
nal deposits are composed predominantly of Aβ fibrils. The result of low birefringence in
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high thickness regions also suggests only short range order of the Aβ fibrils in the deposit.
The measured average linear birefringence and retardance values are much higher than the
reported birefringence of RNFL [50]. This means that retinal deposits are expected to be
visible against the RNFL of the retina. Additionally, the measured birefringence values of
of retinal deposits are also higher than the senile plaques measured by PSOCT [29] even
though senile plaques are much thicker than retinal deposits. The thicker pure deposits
show birefringence values similar to previously measured in senile plaques, likely because
of long range disorder. The high birefringence value of the retinal deposits will be useful
in future clinical detection using a patented label free method [88].
To accelerate the speed of computing, the Mueller matrix and polar decomposition, a GPU
was used and the algorithm was implemented in an optimized way in Chapter 3. When
both were computing on the same CPU, the optimized implementation was more than
5 times faster than the original implementation. The GPU then further accelerated the
optimized implementation to 5 times faster than computing it on the CPU. The decom-
position of an image of size 1000 × 1000 was shortened from more than 30 s to within 2
s. The improvement in speed in computing and decomposing the Mueller matrix assisted
by GPU would greatly reduce both the waiting time in clinical polarization imaging and
processing time of a large database. The result also suggested the possibility of integrating
better GPU with the accelerated polar decomposition into a clinical device to achieve fast
real time display of the polarization properties.
Several segmentation methods including Otsu’s method, K-means clustering, GMM, and
MRF were examined in Chapter 4. Both Otsu’s method and K-means clustering had trou-
ble in segmenting out the full morphology of the deposit. Otsu’s method performed poorer
than K-means clustering while K-means clustering didn’t reach over an 80% success rate.
GMM and MRF both achieved over a 95% of success rate. The MRF showed the highest
success rate in segmenting the deposit from the background retina, however the runtime of
30 times of iterations is around 45 s. GMM also achieved a high success rate of over 95%
while performing much faster than the MRF. Since both GMM and MRF showed good
segmentation result, these two methods are suitable for automatic segmentation of a large
database to replace hand cropping segmentation.
In conclusion, the measured birefringence properties brought insight into the structure of
the retinal amyloid deposits. With the help of GPU, the morphology and polarization
properties of the deposits under polarized light can be acquired at a much faster speed.
Image segmentation for analyzing the polarimetric properties of the deposits and retina can
be conducted automatically in large quantities with high accuracy using GMM or MRF.
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5.2 Future directions
The work presented in this thesis can be extended in several ways.
1. Birefringence of different types of proteins:
The method of measuring birefringence of amyloid deposits from the retina of AD
subjects shown in Chapter 2 can be extended to measuring amyloid and other protein
deposits from other diseases. For example, amyloid is also found in the retina of sub-
jects with cerebral Malaria [103] and other brain trauma, in a different morphology
than in AD. Measuring linear birefringence of these deposits could potentially help
to increase the understanding of their structure.
2. Mueller matrix decomposition on the GPU:
The Mueller matrix decomposition shown in Chapter 3 accelerated on a GPU is the
polar decomposition method. Other decompositions such as symmetric decomposi-
tion and differential decomposition can also be accelerated on the GPU for comparing
their speed to the polar decomposition. For computing on the GPU, the original algo-
rithm is required to be organized in the parallel. In addition, the GPU computation
used in Chapter 3 is conducted using the MATLAB Parallel Computing toolbox [91].
Currently, many machine learning libraries such as Tensorflow [104] and Pytorch [105]
come with good GPU computation functions. These libraries can be used to conduct
the decomposition and compare with the MATLAB parallel computing toolbox.
3. A path towards machine learning:
(a) Improving segmentation results using supervised learning:
The segmentation used in Chapter 4 is an unsupervised approach. It reached its
limit when encountering deposits with low polarization values. To successfully
segment these deposits, a supervised approach could be tested to train a classifier
to have a good ability in recognizing the channel information as well as the
spatial information of these deposits.
(b) Diagnostic model for AD with high accuracy:
Using a database to create a machine learning framework for diagnosing AD by
combining polarimetric properties of deposits, the background retina, number
of deposits, size of the deposits, and other available parameters. Support Vector
Machine (SVM) and simple multilayer feedforward neural networks are two off
the shelf methods to implement at first.
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Appendix A
Cayley-Hamilton theorem for a 3 × 3
matrix
Cayley-Hamilton theory is an important theory in understanding a key step in the polar
decomposition and also one of the steps that the accelerated implementation, shown in
Chapter 3, can manipulate to boost the speed of computation. Here, a derivation of the
Cayley-Hamilton theory applying to a 3 × 3 matrix m∆ in Section 3.10 is shown. This
derivation follows [38].
For simplicity, the m∆ is represented by m in this section. The characteristic polynomial
of m is
det(m − λI) = RRRRRRRRRRRRRR
m00 − λ m01 m02
m10 m11 − λ m12
m21 m21 m22 − λ
RRRRRRRRRRRRRR=λ3 − (m00 +m11 +m22)λ2 + (m00m11 +m11m22 +m00m22−m01m10 −m02m20 −m12m21)λ − (m00m11m22 +m01m12m20+m02m21m10 −m01m10m22 −m02m20m11 −m12m21m00)
(A.1)
To simplify the above equation, one needs to use the properties of the determinant and
the trace of m. The determinant of m is exactly the zeroth order term in Eq.A.1, and it
can be represented by the eigenvalues (λ1, λ2, λ3) of m as
det(m) =∏ eig(m)=λ1λ2λ3 (A.2)
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Second the trace of a matrix equals the sum of its eigenvalues. Hence, tr(m) can be written
as
tr(m) =m00 +m11 +m22=λ1 + λ2 + λ3 (A.3)
So the coefficient of λ2 in A.1 can be replaced by the eigenvalues.
Then, (tr(m))2 and tr(m2) are
(tr(m))2 =m200 +m211 +m222 + 2(m00m11 +m00m22 +m11m22) (A.4)
tr(m2) =m200 +m211 +m222 + 2(m01m10 +m02m20 +m12m21) (A.5)
It is clear that the coefficient of λ in Eq.A.1 is just 12(tr(m))2 − tr(m2). Further, (tr(m))2
and tr(m2) also can be written in terms of (λ1, λ2, λ3) as
(tr(m))2 =(λ1 + λ2 + λ3)2=λ21 + λ22 + λ23 + 2(λ1λ2 + λ2λ3 + λ1λ3) (A.6)
tr(m2) =∑ eig(m2)=λ21 + λ22 + λ23 (A.7)
Then the coefficient of λ in Eq.A.1 becomes (λ1λ2 + λ2λ3 + λ1λ3).
Hence, plugging Eq.A.2, A.6, A.7 into Eq.A.1 will result in
λ3 − (λ1 + λ2 + λ3)λ2 + (λ1λ2 + λ2λ3 + λ1λ3)λ − λ1λ2λ3 = 0 (A.8)
The Cayley-Hamilton theory states that a square matrix satisfies its own characteristic
polynomial. Hence, replacing λ by m in Eq.A.8, one can get
m = [m2 + (λ1λ2 + λ2λ3 + λ1λ3)I]−1[(λ1 + λ2 + λ3)m2 + λ1λ2λ3I] (A.9)
which is the same as Eq.3.10.
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Appendix B
Active contour without edge
In Chapter 2, 3D images acquired by CLSM were segmented from the surrounding retina
using the method called active contour without edge [76]. When applying to 3D images,
MATLAB [71] offers a good function ”activecontour” which was used to segment the de-
posits for creating thickness. However, the source code for this function is not accessible
and it cannot be implemented on 2D multichannel images. To demonstrate the working
principle of this method, a sample code has been written by following the original paper
[76] and used in this Appendix. It also works on multichannel images but its accuracy
requires further comparison with the MRF method in Chapter 4.
For simplicity, this example is given in 2D on one AL image. Suppose the deposit in
Fig.B.1.(a) needs to be segmented and a primary mask was randomly generated using the
20 × 20 checkerboard in Fig.B.1.(b).
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(a) AL
20 µm
(b) Initial checkerboard mask
Figure B.1: (a) Image of AL and (b) initial checkerboard mask
In practice, this checkerboard can be more detailed (for example 100 × 100 instead of
20 × 20) to make sure part of the deposit overlap with the edges of checkerboard. The
active contour method given by [76] aims to find a contour C to minimize the functional in
Eq.B.1 of image f(x). (f(x) is expressed as the intensity of this image which is a function
of spatial coordinates x)
C = argmin
C
µLength(C) + νArea(inside(C)) + λ1∫
inside(C) ∣f(x) − c1∣2dx+
λ2∫
outside(C) ∣f(x) − c2∣2dx (B.1)
where C is the contour and c1, c2 are regional averages inside and outside the contour.
µ, ν, λ1, λ2 are predefined constants. The MATLAB function does not requires user input
of these constants hence it may be that these constants have optimal settings in practice.
The contour C is initialized as the edge of the checkerboard mask in Fig.B.1.(b). To
simplify the minimization problem, this contour C is implicitly represented as the zero
level of a level set ϕ(x). This level set ϕ(x) is defined as the euclidean distance of a point
to the edge of the contour C. In MATLAB, this can be achieved by applying a binary
distance transform both inside and outside the contour. The result of applying the distance
transform on the checkerboard mask in Fig.B.1.(b) is a distance map shown in Fig.B.2.
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Figure B.2: Distance map of the mask in Fig.B.1.(b)
The distance map inside the checkerboard mask is negative while the outside is positive.
Then, the area term and length term in Eq.B.1 can be expressed in terms of the level set
function ϕ(x) as
Area(inside(C)) = ∫ H(ϕ(x))dx (B.2)
Length(C) = ∫ ∣∇H(ϕ(x))∣dx= ∫ δ(ϕ(x))∣∇ϕ(x)∣dx (B.3)
where H(ϕ(x)) is a step function which equals 1 if ϕ(x) is larger than 0. Otherwise it
equals 0. Its gradient is the Dirac delta function δ(ϕ).
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Hence, Eq.B.1 becomes
C = argmin
C
µ∫ δ(ϕ(x))∣∇ϕ(x)∣dx + ν ∫ H(ϕ(x))dx + λ1∫ ∣f(x) − c1∣2H(ϕ(x))dx+ λ2∫ ∣f(x) − c2∣2(1 −H(ϕ(x)))dx
(B.4)
where the regional averages c1 and c2 are
c1 =∫ f(x)H(ϕ(x))dx∫ H(ϕ(x))dx (B.5)
c2 =∫ f(x)(1 −H(ϕ(x)))dx∫ (1 −H(ϕ(x)))dx (B.6)
The minimization of Eq.B.4 can be achieved by applying the Euler-Lagrange equation to
Eq.B.4. The result is an iterative method of
∂ϕ
∂t
= δ(ϕ)[µ∇ ⋅ ( ∇ϕ(x)∣∇ϕ(x)∣ − µ − λ1(f(x) − c1)2 + λ2(f(x) − c2)2] (B.7)
where t is the iteration step. Evolving the level set ϕ can be achieved by the finite difference
method which gives
ϕt+1 = ϕt + ∂ϕ
∂t
(B.8)
After a number of iterations, the final level set is computed. The final mask is computed in
Eq.B.9 as the region in the final level set ϕ(x) that is smaller than 0 based on the definition
of the level set defined in Fig.B.2.
mask = ϕ(x) < 0 (B.9)
The result of applying the iterative method on the AL image in Fig.B.1(a) is shown in
Fig.B.3.(a). This method can also be adjusted to apply to multichannel images. The
result of applying to multichannel image in Chapter 4 is shown in Fig.B.3.(b).
103
20 µm
(a) AL
20 µm
(b) Multichannel image
Figure B.3: (a) Final mask displayed on the AL image after applying the active contour
method to an AL image. (b) Final mask displayed on the AL image after applying the
active contour method to the multichannel image introduced in Chapter 4.
As shown in Fig.B.3, the result of applying the method to the multichannel image is
similar to the result of applying it to AL image. The MATLAB function ”activecontour”
was applied to segmenting the 3D CLSM images in Chapter 2 and was very successful.
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