



BAB 7 PENUTUP 
Bab ini akan membahas mengenai hasil kesimpulan dari sistem yang telah 
dibangun yaitu sistem pengklasifikasian penyakit kucing menggunakan algoritme 
Support Vector Machine dan saran yang akan dipakai untuk mengembangkan 
penelitian ini lebih lanjut lagi.  
7.1 Kesimpulan 
Berdasarkan hasil penelitian dari sistem yang dibangun yaitu sistem 
pengklasifikasian penyakit kucing menggunakan algoritme Support Vector 
Machine maka dapat disimpulkan bahwa:  
1. Metode Support Vector Machine dapat diterapkan pada permasalahan 
klasifikasi penyakit kucing dengan menggunakan dataset yang masih terbatas 
yaitu sebanyak 120 data yang dibagi kedalam 9 kelas. Setiap data memiliki 32 
jenis gejala penyakit. 9 kelas yang ada dalam penelitian ini yaitu Scabies, 
Gastritis, Helminthiasis, Rhinitis, Dermatitis, Dermaphytosis, Otitis, Enteritis 
dan sehat. 
2. Langkah-langkah dalam penelitian ini pertama adalah pemilihan data penyakit 
kucing kemudian langkah kedua memilih data uji dan data latih berdasarkan 
rasio perbandingan data, dan data tersebut dipilih secara random. Langkah 
selanjutnya adalah perhitungan dengan memakai kernel RBF dan dilanjutkan 
dengan perhitungan proses sequential training SVM. Setelah proses tersebut 
dilakukan akan didapatkan nilai alpha dan nilai bias yang akan digunakan pada 
proses testing. Hasil akhir yang diberikan adalah hasil pengklasifikasian 
penyakit kucing berdasarkan dari tiap data uji dan hasil akurasi  yang telah 
dihasilkan oleh sistem.  
3. Untuk melihat hasil akurasi yang didapatkan dari sistem pengklasifikasian 
penyakit kucing dengan menggunakan algoritme Support Vector Machine 
dapat menggunakan dataset dengan perbandingan rasio data 90% : 10%. Nilai 
akurasi terbaik dihasilkan dengan menggunakan nilai parameter iterasi = 500, 
𝜆 = 0.1, σ = 1, C = 10, 𝛾 = 0.01, ε = 1.10-5, sehingga nilai tertinggi dari akurasi 
yang didapatkan adalah 85% dan rerata dari nilai akurasinya adalah 80,2%.  
7.2 Saran 
Berdasarkan dari sistem pengklasifikasian penyakit kucing menggunakan 
algoritme Support Vector Machine ini masih ada beberapa kelemahan didalamnya. 
Maka penulis memberikan saran yang dapat dikembangkan lagi untuk sistem 
pengklasifikasian ini selanjutnya yaitu:  
1. Perlunya penambahan jumlah dataset yang akan digunakan untuk setiap 
kelas penyakit, agar jumlah data di setiap kelas penyakit tidak berbeda 




2. Untuk penelitian selanjutnya dapat menggunakan K-fold Cross Validation 
untuk menggantikan proses pemilihan rasio data sehingga mendapatkan 
akurasi terbaik berdasarkan nilai k yang dimasukkan dalam sistem. 
3. Untuk melakukan penelitian selanjutnya dapat menambahkan 
perbandingan untuk jenis kernel yang akan dipakai untuk melihat hasil 
perbandingan akurasi terbaik dari tiap kernel tersebut, karena jenis kernel 
akan berbeda hasil akurasinya tergantung dari data yang akan digunakan. 
4. Untuk melakukan penelitian selanjutnya dapat menggunakan strategi 
lainya dalam SVM seperti One Againts One atau cara yang lain dalam 
menyelesaikan permasalahan multi-class SVM. 
