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Abstract—For the class of the memoryless binary-input chan-
nels which are not necessarily symmetric, we derive tight bounds
on the capacity in terms of the Bhattacharyya parameter. As
it turns out, the bounds derived under the symmetric channel
assumption in [1] are valid for the general case as well.
KeyWords: Polar Codes, symmetric capacity, binary-input
channels, Bhattacharyya parameter.
I. INTRODUCTION
In [2], Arikan introduced the revolutionary concept of
channel polarization. As a tool to prove the capacity achieving
property of the polar codes, the bounds (1) which relates
the symmetric capacity to the Bhattacharyya parameter are
utilized. In [1], these bounds are improved under the mem-
oryless symmetric binary-input channels context. Specifically,
the bounds presented in [2]
log2
(
2
1 + Z(W )
)
≤ I(W ) ≤
√
1− Z2(W ) (1)
are improved in [1] to
(1− Z(W )) ≤ I(W ) ≤ 1−Hb
(
1−
√
1− Z2(W )
2
)
(2)
The bounds are compared in Figures 1 and 2.
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Fig. 1. Lower bound provided in [2] and the improved version.
In this paper, we derive capacity bounds for the binary-
input memoryless channels that are not necessarily symmetric.
As it turns out, the capacity of an arbitrary binary-input
memoryless channel W , which is achieved by a non-uniform
input distribution in general, lies within the bounds presented
in [1] as well.
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Fig. 2. Upper bound provided in [2] and the improved version.
Since the central idea utilized in [1] technique hinges on
the separability of the symmetric channels, our method of
proof considerably differs from the mentioned work. For the
symmetric channels, as the uniform input density achieves the
capacity, the symmetric capacity is indeed the channel capacity
in the usual sense. Since we do not assume any symmetric
structure on the channel in our treatment, the symmetric
capacity is not the right metric to work on. Moreover, the
derivations in [1] are built around the idea that every binary-
input memoryless symmetric channel admits a decomposition
into subchannels that are binary symmetric channels. Once
the symmetric channel assumption is abandoned, the essential
ingredient of the proof (the subchannel decomposition) is not
available anymore. In other words, although the results of [1]
extends to the asymmetric channel models, the method does
not.
The paper is organized as follows. In Section II we present
the notation followed in the paper along with the definitions
of the parameters of interest. The lower bound derivation is
presented in Section III, and we conclude our treatment with
the upper bound result developed in Section IV.
II. NOTATION
We consider binary input N -ary output discrete channels,
which we denote as W . The transition probabilities are N -ary
vectors P and Q whose components are defined as
pn = W (Y = n | X = 0) (3)
qn = W (Y = n | X = 1). (4)
2Since they are probability mass functions, they satisfy∑
n pn =
∑
n qn = 1. In The source is assumed to produce
bits independently and identically with Pr(Xn = 0) = α, for
all n ∈ N.
Since our treatment involves differential calculus tools, we
prefer to use natural logarithms, i.e., of base e unless stated
otherwise. We state the main results in bits whereas we switch
to nats during the derivations. Therefore, for example, the
binary entropy term appearing in (8) is in terms of bits,
although the definition (5) is given in nats.
The binary entropy function and the binary Bhattacharyya
parameter are defined as
Hb(p) , −p log(p)− (1− p) log(1− p) (5)
Zb(p) ,
√
4p(1− p), (6)
respectively.
The objective of this paper is to derive strong relationships
between two parameters of interest, namely the channel ca-
pacity and the Bhattcharyya parameter.
Definition 1 (Channel Capacity): The capacity of binary-input
memoryless channel W is defined as
C(W ) , max
α∈[0,1]
I(W ;α),
where
I(W ;α) , H(X)−H(X | Y ).
Here the input random variableX is Bernoulli distributed with
Pr(X = 0) = α, and H(·) is the entropy functional.
Simple algebraic manipulations yield the following explicit
form
I(W ;α) = Hb(α)− ER
[
Hb
(
αpn
rn
)]
(7)
Here, the expectation is evaluated over the convex combination
of the densities R , αP+(1−α)Q. Note that, for α = 1/2,
the term I(W ; 1/2) coincides with the symmetric capacity as
defined in [2]. We conclude this section with the definition
of a metric which is associated with the channel reliability.
Definition 2 (Bhattacharyya Parameter): The Bhattacharyya
parameter of the channel W is defined as
Z(W ) ,
N∑
y0=1
√
W (y0 | 0)W (y0 | 1).
In the next section, we generalize the lower bound on the
channel capacity as given in [1].
III. GENERALIZED LOWER BOUND
Our main approach is based on providing relationships
between the binary parameters and then extending them to
the N -point case.
Theorem 1: For any p ∈ [0, 1]
Hb (p) ≤ Zb(p) [bits]. (8)
Proof of Theorem 1. Rather than proving the statement di-
rectly, we prefer to work on an equivalent problem and then
reach the desired conclusion. Formally speaking, we claim, for
any positive numbers x and y such that xy ≤ 1, the following
property holds
(x + y)Hb
(
x
x+ y
)
≤ (2 log 2)√xy. (9)
The equivalence of (8) and (9) is revealed once the correspon-
dence p→ xx+y is substituted in (9).
As for the equivalent setting, let α0 , xy and without loss
of generality, let x ≤ y. Then, the task reduces to show that
the maximum value of the function
f(x) =
(
x+
α0
x
)
Hb
(
x
x+ α0x
)
over the variable x ∈ (0,√α0] is (2 log 2)√α0. We show that
the function f is monotone non-decreasing over the domain
of interest and hence the maximum is attained at the end
point x⋆ =
√
α0. Since the function is continuous and well-
behaving, we use the standard differential calculus approach,
i.e., we show that the first order derivative of f is non-negative
over the interval of interest. The calculations are simple but to
keep the analysis tractable, we define the auxiliary parameters
u , x + α0x and t ,
x
u =
x2
x2+α0
. Both parameters are
implicit functions of x and the first order derivative u′ is to be
understood as dudx , which, incidentally, satisfies u
′ = (2t−1)/t.
Since f(x) = uHb
(
x
u
)
, the first order derivative is given by
f ′(x) = u′Hb
(x
u
)
+ u
(x
u
)′
log
(
u− x
x
)
.
Here, we used the chain rule for derivatives and the fact
that the first order derivative of the binary entropy func-
tion with respect to its argument is given by Hb (x)
′
=
log(1−xx ). Substituting the expressions given for the auxiliary
parameters and applying basic algebraic manipulations yield
f ′(x) = ((1 − t) log(1 − t)− t log t)/t. We need to show that
the function g(t) , (1− t) log(1− t)− t log t is positive over
the interval t ∈ (0, 12 ]. The restriction on t is imposed by
definition and it can be deduced from the monotone behavior
of the function h(x) = x
2
x2+α0
. As for the function g(t), we
see that g(0) = g(1/2) = 0. Therefore, it is sufficient to
show that g(t) is concave on (0, 1/2] and thus stays positive
over the open interval (0, 1/2). To show that the function
g is indeed concave, we inspect the second order derivative
g′′(t) = (2t − 1)/(t − t2). Since t ∈ (0, 12 ], we see that
g′′(t) < 0 over this region and hence g(t) is a concave function
with value 0 at its end points, which proves the fact that g(t)
is non-negative over the interval (0, 1/2], so is f ′(x). Finally,
since f(x) is an non-decreasing function over x ∈ (0,√α0],
we have f(x) ≤ f(√α0) = (2 log 2)√xy, as claimed.
The lower bound on the channel capacity is stated as
corallary to Theorem 1.
Corollary 1: The capacity of the channelW is bounded below
as
C(W ) ≥ 1− Z(W ) [bits]. (10)
3Proof of Corollary 1. By definition
I(W ;α) = Hb(α)− ER
[
Hb
(
αpn
rn
)]
≥ Hb(α)− (log 2)ER
[
Zb
(
αpn
rn
)]
= Hb(α)− (log 2)
N∑
n=1
√
4α(1− α)pnqn
= Hb(α)− (log 2)
√
4α(1 − α)Z(W ). (11)
By definition, C(W ) = maxα I(W ;α) ≥ I(W ; 1/2). There-
fore,
C(W ) ≥ Hb(1/2)− (log 2)Z(W ), (12)
which is equivalent to (10) when converted to bits from nats.
The upper bound is more involved and derived in the next
section.
IV. GENERALIZED UPPER BOUND
In this section, we derive an improved upper bound on the
capacity of an arbitrary binary input memoryless channel. We
first provide a lemma that is central to our arguments.
Lemma 1: The binary entropy is a convex function of the asso-
ciated Bhattacharyya parameter. That is, there exists a convex
bijection F : [0, 1] → [0, log 2] such that Hb(p) = F (Zb(p))
for all p ∈ [0, 1] and it is defined as
F (x) = Hb
(
1−√1− x2
2
)
. (13)
Proof of Lemma 1. We first show the existence of such func-
tion, and then we prove its convexity. In order to avoid
notational confusion, we define
f(p) , −p log p− (1− p) log(1− p) (14)
g(p) ,
√
4p(1− p). (15)
It is clear that Hb(p) = f(p) and Zb(p) = g(p). Now,
since both the binary entropy and the binary Bhattacharyya
parameters are symmetric around p = 1/2, it suffices to prove
our claims for the interval p ∈ [0, 1/2]. Therefore, solving p
in terms of Zb(p), we get
p =
1−
√
1− Zb(x)2
2
, (16)
which is simply the explicit form of p = g−1(Zb(p)). Finally,
substituting p in Hb(p) yields
Hb(p) = f
(
1−√1− Z2b(p)
2
)
, (17)
In other words, Hb(p) = F (Zb(p)) where
F (x) = Hb
(
1−√1− x2
2
)
. (18)
The bijective nature of F is due to the fact that both f and
g are both monotone increasing bijections over the interval of
interest which implies the bijectivity of the function (føg−1).
This completes the proof of the first part.
As for the convex nature of F , we prefer to derive the
property using the parametric form rather than via F directly.
Essentially, we need to show
d2Hb(p)
dZb(p)2
> 0, (19)
for p ∈ [0, 1/2]. Applying the chain rule twice yields
d2Hb(p)
dZ2b(p)
=
f ′′(p)g′(p)− f ′(p)g′′(p)
(g′(p))3
, (20)
where
f ′(p) = log
1− p
p
(21)
f ′′(p) =
−1
p(1− p) (22)
g′(p) =
1− 2p√
p(1− p) (23)
g′′(p) =
−1
2(p(1− p))3/2 . (24)
After simple algebraic manipulations, we get
d2Hb(p)
dZ2b(p)
=
log
(
1−p
p
)
+ 4p− 2
2(1− 2p)3 . (25)
Since the denominator is always positive for p ∈ (0, 1/2),
we show the numerator, t(p) , log
(
1−p
p
)
+ 4p − 2,
is positive as well. Since the first order derivative is
t′(p) = 4− 1p(1−p) = −(2p−1)
2
p(1−p) is negative over the interval
(0, 1/2), we deduce that the function t(p) is monotone de-
creasing, and hence t(p) ≥ t(1/2) = 0. All in all, we have
d2Hb(p)
dZ2b(p)
=
t(p)
2(1− 2p)3 > 0, (26)
as claimed.
We now provide the upper bound on the capacity for the
binary input memoryless channels.
Theorem 2: The capacity of any memoryless binary input
discrete channel has the following upper bound
C(W ) ≤ 1−Hb
(
1−
√
1− Z2(W )
2
)
[bits]. (27)
Proof of Theorem 2. We substitute (13) in the alternative form
as given in (7) to get
I(W ;α) = Hb(α)− ER
[
Hb
(
αpn
rn
)]
= Hb(α)− ER
[
F
(
Zb
(
αpn
rn
))]
≤ Hb(α)− F
(
ER
[
Zb
(
αpn
rn
)])
= Hb(α)− F
(√
4α(1− α)Z(W )
)
= f(α;Z2(W )),
4where
f(α;β) , Hb(α)−Hb
(
1−
√
1− 4α(1− α)β
2
)
(28)
We claim that given any β ∈ [0, 1], the function f(α;β)
is maximized at α = 1/2, regardless of the value of the
parameter β. To begin with, since f(α;β) = f(1− α;β), for
all α ∈ [0, 1] and β ∈ [0, 1], it suffices to prove the claim for
α ∈ [0, 1/2]. In other words, we show
f(α;β) ≤ f(1/2;β), ∀α ∈ [0, 1/2] and ∀β ∈ [0, 1] (29)
We prove a stronger result which implies the above claim.
Specifically, we show f(α;β) is a monotone increasing func-
tion in α ∈ [0, 1/2] for any fixed β ∈ [0, 1]. To this end, we
evaluate the first order derivative function of f , which is given
by
∂f(α;β)
∂α
= g(α; 1)− g(α;β), (30)
where
g(α;β) ,
(1− 2α)β√
1− 4α(1− α)β log
(
1 +
√
1− 4α(1− α)β
1−
√
1− 4α(1− α)β
)
(31)
In order to prove the monotone increasing nature of f(α;β)
over α, we prove a sufficient property which states that that
g(α;β) is a monotone increasing function over β, for any
given α ∈ [0, 1/2]. Once again, we apply the first order
derivative test to prove that claim. In order to keep the
derivations tractable, we define
t ,
√
1− 4α(1− α)β, (32)
which in turn gives β = 1−t
2
4α(1−α) with t ∈ [0, 1]. Then, we
alternatively have
g(α;β) =
(1 − 2α)
4α(1− α)
(
1− t2
t
)
log
(
1 + t
1− t
)
(33)
Using the chain rule and applying algebraic manipulations
yield
∂g(α;β)
∂β
=
∂g(α;β)
∂t
∂t
∂β
(34)
=
(1 − 2α)(1 + t2)
2t3
[
log
(
1 + t
1− t
)
− 2t
1 + t2
]
.
(35)
The first order derivative of the h(t) , log
(
1+t
1−t
)
− 2t1+t2 is
given by h′(t) = 8t
2
(1−t4)(1+t2) which is non-negative for all
t ∈ [0, 1], Therefore, the function h(t) is increasing over this
interval which is equivalent to h(t) ≥ h(0) = 0. This proves
that the partial derivative g(α;β) with respect to β ∈ [0, 1]
is non-negative for any fixed α ∈ [0, 1/2]. In other words,
g(α; 1) ≥ g(α;β) over the admissible intervals defined for
α and β. Therefore, by (30), we have ∂f(α;β)∂α ≥ 0, which in
turn implies f(α;β) ≤ f(1/2;β). Finally, setting β = Z2(W )
and converting the quantities from nats to bits, conclude the
proof.
V. CONCLUSION
In this paper, we derive bounds on the capacity of binary-
input memoryless channels without the symmetry assumption.
As it turns out, the bounds derived under the symmetric
channel assumption in [1] apply to the general case while
their methods are applicable only to the symmetric case.
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