ABSTRACT. We study a unitary analog to Redheffer's matrix. It is first proved that the determinant of this matrix is the unitary analogue to that of Redheffer's matrix. We also show that the coefficients of the characteristic polynomial may be expressed as sums of Stirling numbers of the second kind. This implies in particular that 1 is an eigenvalue with algebraic multiplicity greater than that of Redheffer's matrix.
INTRODUCTION
In 1977, Redheffer [7] introduced the matrix R n = (r i j ) ∈ M n ({0, 1}) defined by where µ is the Möbius function and M is the Mertens function. This determinant is clearly related to two of the most famous problems in number theory, namely the Prime Number Theorem (PNT) and the Riemann Hypothesis (RH) since it is well-known that PNT ⇐⇒ M(n) = o(n) and RH ⇐⇒ M(n) = O ε n 1/2+ε .
These estimates remain unproven, but Vaughan [11] showed that 1 is an eigenvalue of R n with algebraic multiplicity n − log n log 2 − 1, that R n has two "dominant" eigenvalues λ ± such that |λ ± | ≍ n 1/2 , and that the others eigenvalues satisfy λ ≪ (log n) 2/5 . The purpose of this note is to supply an analogous study to the {0, 1}-matrix R * n = ρ i j defined by
Recall that the integer i is said to be a unitary divisor of j , denoted by i ∥ j , whenever i | j and gcd i ,
For instance, when n = 8, we have 
Note that this matrix does not belong to the set of general matrices studied in [2] .
This article is organized as follows: in Section 2, we shall use some elementary properties of unitary divisors to determine a LU-decomposition of the matrix R * n and deduce its determinant. In Section 3, following the ideas of [11] , we shall discuss further on the characteristic polynomial of R * n and the algebraic multiplicity of the eigenvalue 1 of this matrix.
Notation. In what follows, n 2 is a fixed integer and the function µ * is the unitary analog of the Möbius function. We also define
and simply write M * (x) := M * (x, 1) which is the unitary analog of the Mertens function. As usual, let 1(n) = 1 and the unitary convolution product of the two arithmetic functions f and g is defined by
Finally, from [3, Theorem 2.5] it is known that
where ω(n) is the number of distinct prime factors of n, and from [3, Corollary 2.
we have the important convolution identity
We start with the following basic identities involving unitary divisors which will prove to be useful to determine a LU-type decomposition of the matrix R Lemma 1.
(i) Let i , j be positive integers. Then
Proof.
(i) If i ∦ j , then the sum is equal to 0 since
so that using (1) we get
(ii) Using the identity above, we get
The proof is complete.
Let S n = (s i j ) and T n = (t i j ) be the (n × n)-matrices defined by
For instance 
We now are in a position to prove the first result concerning the matrix R * n .
Theorem 2.
Let n ≥ 2 be an integer. Then R * n = S n T n . In particular
Proof. Set S n T n = (x i j ). If j = 1, using Lemma 1 (ii) we get
If j 2, then t 1j = 0 and thus
which is the desired result. The second assertion follows at once from
Corollary 3. The Riemann hypothesis is true if and only if, for each
3. THE CHARACTERISTIC POLYNOMIAL OF R * n 3.1. The 'trivial' eigenvalue 1. Let ℓ = log n log 2
. It is proved in [11] that 1 is an eigenvalue of the Redheffer's matrix R n of algebraic multiplicity equal to n − ℓ − 1. We will show in this section that the algebraic multiplicity m n of the eigenvalue 1 of R * n may be somewhat larger.
To this end, we first note that the method developed in [2, 11] to determine the characteristic polynomial of Redheffer type matrices can readily be adapted to the matrix R * n which yields
and
Note that the arithmetic function D * k is the unitary analogue to the strict divisor function D k which can be found in the coefficients of the characteristic polynomial of R n . Hence, using [10, (14) ] and [1, (4) ] successively, we get for any m, 
In particular n − 1.384 1 logn log log n − 1
Also, for any n 3
Proof. Since m 1 = 1 = 1 − k 1 , we may suppose n 2. We first show by induction that, for any n ∈ Z 2 , there exists a sequence (k n ) of positive integers such that, for any m ∈ {1, . . . , n}, ω(m) < k n , this sequence being given by (2) . Indeed, the assertion is obviously true for n = 2 since k 2 = 2, and if we assume it for some n 2, then, for any m ∈ {1, . . . , n + 1}, either m ∈ {1, . . . , n} and then ω(m) < k n by induction hypothesis, or m = n + 1 and ω(m) < 1 + ω(n + 1), so that, for any m ∈ {1, . . . , n + 1}, we get ω(m) < max(k n , ω(n + 1) + 1) = k n+1 . We now prove that k n is the smallest nonnegative integer satisfying this property, i.e. if there exists h n ∈ Z 0 such that, for all m ∈ {1, . . . , n}, ω(m) < h n , then k n h n . Suppose on the contrary that h n < k n = max(k n−1 , ω(n) + 1). If h n < ω(n)+1, then ω(n) < h n < ω(n)+1 giving a contradiction, and hence h n < k n−1 = max(k n−2 , ω(n − 1) + 1). Again, if h n < ω(n−1)+1, then ω(n−1) < h n < ω(n−1)+1 which is impossible, and hence h n < k n−2 . Continuing this way we finally get h n < k 1 = 1, resulting in a contradiction.
Hence for any m ∈ {1, . . . , n}, we infer that D * k (m) = 0 for any k k n , and thus
completing the proof of the first part of the theorem. For the second part, we first numerically check the inequality for n ∈ {3, . . . , 29} and assume n 30, so that k n 4. Next, for any k ∈ Z 1 , define N k := p 1 · · · p k . It is easy to see that k n is the unique positive integer such that N k n −1 n < N k n (see also [8, p. 380] ), so that, from [8, Theorem 11], we derive
log log N k n −1 1 + 1.384 1 logn log logn .
Furthermore, [8, Theorem 10] yields
log log N k n > log n log log n which proves the inequality. We proceed similarly for the last estimate: first check it for n ∈ {3, . . . , 2 309}, then assume n 2 310 so that k n 6, and use [8, Theorem 12] Now following the argument leading to [11, (18) ], we deduce that R * n has two "dominant" eigenvalues λ ± satisfying the following estimate.
Proposition 5. For all n ∈ Z 3 λ ± = ± n + log n 2ζ(2)
