We consider two operations on the Mittag-Leffler function which cancel the exponential term in the expansion at infinity, and generate a completely monotonic function. The first one is the action of a certain differential-difference operator, and leads to a characterization via some necktie domain. The second one is the subtraction of the exponential term itself multiplied by an incomplete Gamma function. These results extend previous works by various authors.
Introduction
The classical Mittag-Leffler function is the entire function
, z ∈ C, α > 0, and can be viewed as an extension of the exponential function. The generalized Mittag-Leffler function writes
, z ∈ C, α, β > 0.
Introduced for analytical purposes by Mittag-Leffler and Wiman at the beginning of the twentieth century, these functions have been the object of many studies. We refer to Chapter XVIII in [1] and Chapter 3 in [2] for classical properties, and also to the survey [3] for a more recent account. Nowadays these functions play an important rôle in fractional calculus, and find some applications in physics. [4] It has been shown by Pollard [5] that the function for some positive σ -finite measure μ. Pollard's result was improved by Schneider, [7] who showed that E α,β ( − x) is CM if and only if α ∈ (0,1] and β ≥ α. A short proof of this latter result, using an Abelian transformation, has been obtained in [8] . On the other hand, the author observed in [9] that the function
is CM for all α ∈ [1, 2] . In the present paper we pursue these lines of research and display further CM properties of the functions E α and E α,β . For every β > 0, consider the following differentialdifference operator:
For every x > 0, set F α,β (x) = E α,β (x α ), 
Observe that D 1/2,1/2 = 0, as can also be seen from (1.1). In the above result, the rôle of the operator L β is to cancel the leading exponential term in the expansion of E α,β (x α ). More precisely, the asymptotic expansion 18.1(22) p. 210 in [1] shows that for α ∈ (0,2],
and the right-hand side is, up to some function with polynomial decay, annihilated by the action of Id − L β . Other differential-difference operators can be chosen in order to make this cancellation, but L β is the most natural one because L β E 1,β = E 1,β .
In view of the complete expansion 18.1(22) in [1] , one may ask if subtracting from E α,β (x α ) the leading exponential term itself would not lead to a CM function. The following result shows that this is indeed the case for α ∈ (0,2], β ≥ 1, up to a slight multiplicative correction when β > 1. For every u,x > 0, set
for the incomplete Gamma function. 
(b) For every α ∈ (0, 1] and β > 1, the functions
This result shows that when β ≥ 1, the CM functions of Theorem 1.1 are decomposed, in a non-trivial way, into the sum of two CM functions. It seems however difficult to obtain such a decomposition for β < 1, because the underlying Bernstein measures of D α,β or D α,β have then a complicated expression.
It is interesting to interpret the result of Theorem 1.2 in light of the known asymptotic expansions of E α,β (x α ) and γ (β − 1,x) at infinity. Using
we get the expansion
whose leading term is negative for α < 1 and positive for α > 1, in accordance with (b) and (d). Throughout this paper, we will often encounter functions depending on a parameter which become CM when they are positive. Notice also that the coefficients in the expansion all vanish for α = 1, which matches the easily established identity
Proof of Theorem 1.1
Proof of (a)
We begin with the only if part. The necessity of α ∈ (0,1) comes from the fact that if α > 1,
Suppose now α ∈ (0,1). Then
where the equivalence comes from the asymptotic expansion 18.1(22) in [1] . We now show that if α ∈ (0,1) and
We start with the case β = 1, a situation which was already settled in [9] -see Remark 2 (b) therein -with the help of Hankel's contour formula for the reciprocal of the Gamma function. We provide here an alternative argument relying on Stieltjes inversion. Using (1.1), we first compute the Laplace transform
for every s > 0, and denote by F α (s) the function on the right-hand side. This function has an analytic extension on C/(−∞, 0] such that F α (z) → 0 as |z| → ∞ and F α (z) = o(|z| −1 ) as |z| → 0, uniformly in every sector | arg z| ≤ π − ε, ε > 0. Besides, for every r > 0 and θ ∈ ( − π ,π ) one has, setting
From [10, p. 238], we deduce that F α is the Stieltjes transform of some positive measure μ α (dt) on (0, + ∞), namely it writes
Moreover, the Stieltjes inversion formula -see, for example, Theorem VIII.7.a, p. 339 in [6] entails
By uniqueness of the Laplace transform, this yields
and shows that D α,1 is CM. To handle the case β > 1 we appeal to the formula
which can be checked from (1.1). Setting
we deduce from (2.3) and Fubini's theorem
This shows that D α,β is CM for every β > 1.
We now proceed to the case α∨(1 − α) ≤ β < 1 which is more delicate, except in the case α = 1 2 where (1.1) entails
(and the zero function if β = 1 2 ). We must divide the proof according as α > 1 2 or α < A computation based on (1.1) reveals that
is well defined for s ∈ ( − α, α − 1) and a computation similar to Proposition 4 in [11] yields the closed formula
Introduce the B α,1−α random variable with density
and with Mellin transform
The complement and concatenation formulae for the Gamma function entail
for s ∈ ( − α, α − 1). We will now show that the three factors on the right-hand side are Mellin transforms of positive σ -finite measures on (0, + ∞). First, recall for example from Theorem 2.6.3 in [12] that
where Z α is the standard positive α-stable random variable which is defined through the Laplace transform
The following Lemma, which might be well known although we could not locate it in the literature, shows the property for the second factor. Its easy proof can be deduced from the Legendre-Gauss multiplication formula and Helly's selection principle Lemma 2.1 For every α ∈ (0, 1) there exists a positive random variable X α such that
To handle the third factor we rewrite, for every s ∈ ( − α, α − 1),
Setting g α for the integrated function on the right-hand side and putting everything together shows finally that
where
1/α is meant as an independent product and we denote by
the Mellin transform of a positive measurable function on (0, + ∞). Set now for the multiplicative convolution of two positive measurable functions on (0, + ∞):
and recall from Fubini's theorem that
Setting f X for the density of an absolutely continuous random variable X and
for every s ∈ ( − α,α − 1). Inverting these Mellin transforms entails the crucial factorization
which seems difficult to obtain from a direct computation. We can now finish the proof of the case α > 1 2 . On the one hand, it follows from (2.4) with β = 1 that
On the other hand, we deduce from (2.2), (2.5) and Fubini's theorem
which is a CM function, and comparing the two identities, we obtain
This is an identity between certain Abelian transforms for which we did not find any direct inversion formula in the literature. After a change of variable, this identity changes into
The Mellin transform of the left-hand side is well defined on ( − α, α − 1) because
Hence, taking the Mellin transform on both sides and factorizing by that of k α entails finally, after Mellin inversion, that D α,α = H α and the proof is complete. and β ≥ 1 − α.
Another direct computation based on (1.1) yields
for every β > 1 − α, so that it is enough to show that D α,1−α is CM. As before, this fact will follow from a certain multiplicative factorization of the measure μ α . However the Mellin transform of μ α is here everywhere infinite, because α < 1/2. Set n α = [α −1 ] ≥ 2, which is the unique integer such that 1
We will show the stronger result that the functioñ
(with an empty sum if n α = 2) is CM. This result is indeed stronger because the sum on the right-hand side is clearly CM. Observe first from (1.1) thatD α,1−α = 0 if α is the reciprocal of an integer viz. α = 1/n α . From now on we will hence suppose α < 1/n α . Decompose
where U n (cos θ) = sin(n + 1)θ sin θ stands for the nth Chebyshev polynomial of the second kind. Using the notation U α n = U n (cos πα) for every n ≥ 0 and
where using (2.2) and simplifying with the help of the recurrence relations U n+2 + U n = U 1 U n+1 , we computef
· From (2.6) with β = 1 and the fact that
a consequence of Euler's integral of the first kind, we also have
Similarly as in the case α > 1 2 , our next step is now to show that the density of the random variable B 1−α,α is a multiplicative factor off α . The Mellin transform
is finite for every s ∈ ( − α,n α α − 1) which is a non-empty interval. Using sin πα π
for every s ∈ ( − α,α), where the second computation comes from a standard application of the residue theorem, we deducẽ
for every s ∈ ( − α,n α α − 1), where the second equality follows after some trigonometry. This entails, with the above notation,
Using the concatenation formula for the Gamma function and setting U for the uniform random variable on (0,1), we finally decompose
for every s ∈ ( − α,n α α − 1). Settingg α for the integrated function on the right-hand side and
an inversion of the Mellin transform yields the factorizatioñ
Comparing with (2.8), we deduce
whereH α is the CM functioñ
The latter identity transforms intok
The Mellin transform of the left-hand side is well defined on the non-empty interval ( − n α α, α − 1) becausẽ
Similarly as above, we obtain the identificationD α,1−α =H α and the proof is complete.
Proof of (b)
We begin with the only if part, which is analogous to the above. The necessity of α ≤ 2 comes from the fact that if α > 2, then D α,β (0+) = 0 so that D α,β is not CM. Suppose now α ∈ (0,1). Then
and at least one of these expressions is negative if β > α∧(1 − α). Finally, if α ∈ (1,2] then again the expansion 18.1. (22) in [1] entails
which is negative if β < 1. We next show that if α ∈ (1,2] and β ≥ 1, then D α,β is CM. The case β = 1 is stated as Theorem 1 in [9] and can also be handled with exactly the same Stieltjes inversion argument as in the proof of (a). For α < 2 this reads
whereas for α = 2 we simply have D 2,1 (x) = e −x , the prototype of a CM function. The case β > 1 follows from the formula 10) which is again a direct computation relying on (1.1).
We finally show that if α ∈ (0,1) and β ≤ α∧(1 − α), then D α,β is CM. This is the delicate part. After some further computations relying on (1.1), we get
where the last equality comes after an integration by parts in (2.2). We are hence reduced to show that H α,β is CM, in other words that the function
is non-negative. We must divide the proof according as α ≤ and β ≤ α. It is enough to show the non-negativity of h α,α which, after some computations, amounts to that of the function
(ii) The case α > 1 2 and β ≤ 1 − α. Here we need to show the non-negativity of h α,1−α , which is equivalent to that of the function
The non-negativity of these two polynomial functions, which are zero for α = 1 2 , can be observed heuristically with the help of some plotting software. A strict proof is obtained in using the sequence of signs + − + − + for the coefficients, and the following equivalence for all a,b,c,ρ > 0:
Though interesting, the details of this strict proof are lenghty and will be not included here. They have been typesetted and are available upon request.
Proof of Theorem 1.2
Observe first that E 1,1 (x) = e x = E 1,1 (x), so that the assertions (a) and (c) are obvious for α = 1. To handle the case α = 1, β > 1 we appeal to the formulae
and
which can be obtained as for (2.3). Setting α = 1 entails
where the last equality follows from a straightforward change of variable. This shows that all functions in (a)-(d) are zero if α = 1. We now focus on the case α = 1.
Proofs of (a) and (b)
We first notice that (b) is a simple consequence of (a). Indeed, (3.1), (3.2) and the last equality in (3.3) show that
and it is clear that (a) entails that both functions between brackets are CM in x for all t ∈ [0,1]. We hence focus on the case β = 1. We will proceed again via Laplace inversion. Computing the Laplace transforms yields the following identity, which makes sense for every s > 0:
However, to show as in the preceding section that the function F α on the right-hand side satisfies (e ıθ/2 F α (re ıθ )) ≥ 0 for every r > 0 and θ ∈ ( − π, π ), is very tedious. We hence follow a direct approach and compute the Stieltjes transform
, which rewrites
.
Consider the contour R made out of the segment [Re ıπ (1−α) ,Re −ıπα ] oriented downwards, and of the half-circle C R leading anticlockwise from Re −ıπα to Re ıπ(1−α) . Taking s = 1,R > s, and applying the residue theorem shows on the one hand that
On the other hand, the integral on the left-hand side is evaluated as
Letting R → + ∞ and putting everything together entails
Therefore, by Laplace inversion,
is a CM function as required.
Proofs of (c) and (d)
Again, a direct application of (3.1), (3.2) and the last equality in (3.3) show that (d) is a consequence of (c). To show (c), it is possible to use a contour integral analogous to that of (a). However, we will provide yet another, probabilistic, argument which is specific to the case α ∈ (1,2]. It will use the following lemma, which is a simple extension of the stable Bochner subordination [13] to σ -finite measures.
Lemma 3.1 Let α ∈ (0,1) and Referring now to Chapters VII and VIII in [14] for details and further references, let {X t , t ≥ 0} be the spectrally positive Lévy α-stable process, starting from zero and normalized such that
Taking the Laplace transform, for every λ > s α we get
where the second equality follows from Fubini's theorem and the (1/α)-self-similarity of {X t , t ≥ 0}. Differentiating with respect to s and integrating in λ we get
Specifying to λ = 1 and adding the two equalities, we obtain which concludes the proof.
