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1. Introduction
Many interesting problems in physics and engineering are modeled by dissipative dynamical systems in Volterra
functional differential equations (VFDEs). These systems possess a bounded absorbing set so that all trajectories enter in
a finite time and thereafter remain inside [1,2]. When considering the applicability of numerical methods for these systems,
it is important to analyse whether or not numerical methods inherit the dissipativity of the underlying system.
In the past 15 yrs, the dissipativity of numerical methods for some special classes of VFDEs, such as ordinary differential
equations (ODEs), delay differential equations (DDEs), integro-differential equations (IDEs), Volterra delay integro-
differential equations (VDIDEs), has been widely discussed by many authors and a great deal of results have been given.
We refer the reader to the works of Humphries and Stuart [2], Hill [3,4], Huang [5–8], Xiao [9], Tian [10–12], Gan [13–16],
Zhen and Huang [17], Wen et al. [18,19], Wang et al. [20] and Qi [21]. In [22,23], Wen et al. have further discussed the
dissipativity of the true solution of general form VFDEs and the dissipativity results are given. Recently, Wen et al. [24,25]
studied the analytic and numerical dissipativity of neutral delay integro-differential equations (NDIDEs) and the dissipativity
results of the system itself and (k, l)-algebraically stable Runge–Kutta methods are obtained, respectively. In this paper,
we further extend this study to multistep methods. This paper is organized as follows. In Section 2, the descriptions of
the problem class and numerical methods are given. In Section 3, the numerical dissipativity results of one-leg methods
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are established. In Section 4, applying our results to some special cases, several dissipativity results for VDIDEs and NDDEs
are obtained, respectively. Finally, in Section 5, a numerical example is given to confirm the theoretical results presented in
previous sections.
2. The description of the problem class and numerical methods
Consider the following initial value problems (IVPs) of nonlinear NDIDEs
d
dt
[y(t)− Ny(t − τ)] = f (t, y(t), y(t − τ),
∫ t
t−τ
g(t, ξ , y(ξ))dξ), t ≥ 0,
y(t) = ϕ(t), −τ ≤ t ≤ 0,
(2.1)
where τ > 0 is a given constant delay, N ∈ Cd×d stands for a constant matrix with 2‖N‖2 < 1, ϕ : [−τ , 0] → Cd
is a continuous function and f : [0,+∞) × Cd × Cd × Cd → Cd is a locally Lipschitz continuous function, g :
[0,+∞)× [−τ ,+∞)× Cd → Cd is a continuous function, f and g satisfy the following conditions:
Re〈u− Nv, f (t, u, v, w)〉 ≤ γ + α‖u‖2 + β‖v‖2 + ω‖w‖2, ∀t ∈ [0,+∞), u, v, w ∈ Cd, (2.2)
and
‖g(t, θ, s)‖ ≤ λ‖s‖, ∀ t ≥ 0, t − τ ≤ θ ≤ t, s ∈ Cd, (2.3)
where γ ≥ 0, ω ≥ 0, λ > 0 and α, β are real constants, 〈·, ·〉 denotes the inner product and ‖ · ‖ the induced norm in space
Cd, and the matrix norm is subordinated to the vector norm. In order to study the numerical dissipativity of (2.1), we also
assume further that f holds the condition: for any constant M > 0, there exists L > 0 which is only dependent on M such
that ‖f (t, u, v, w)‖ ≤ L holds for any t ≥ 0 and ‖u‖ ≤ M, ‖v‖ ≤ M, ‖w‖ ≤ M .
Throughout this paper, we assume that the problem (2.1) has unique exact solution y(t).
In paper [24], we have given the following definition and results.
Definition 2.1. The problem (2.1) in NDIDEs is said to be dissipative in Cd if there exists a bounded set B ⊂ Cd, such
that for any given bounded set Φ ⊂ Cd, there is a time t∗ = t∗(Φ) such that for any given continuous initial function
ϕ : [−τ , 0] → Cd with ϕ(t) contained inΦ for all t ∈ [−τ , 0], the corresponding solution y(t) of the problem is contained
in B for all t ≥ t∗. Here B is called an absorbing set of the problem.
Theorem 2.2. Suppose that y(t) is a solution of the problem (2.1)where f and g satisfy (2.2)with α < 0 and (2.3), respectively,
and there exists constant 0 < δ < 1 such that
δα + 4
1− 2‖N‖2 (β
+ − α‖N‖2 + ωλ2τ 2) ≤ 0, (2.4)
then,
(i) for any t ≥ 0, we have
‖y(t)‖2 ≤ 4
1− 2‖N‖2
−γ
(1− δ)α +
1− 2‖N‖2
1− 2‖N‖2eµ∗τ φe
−µ∗t ,
where φ = sup−τ≤ξ≤0 ‖ϕ(ξ)‖2 and µ∗ > 0 is defined as
µ∗ + α + (β+ − α‖N‖2 + ωλ2τ 2) 4e
µ∗τ
1− 2‖N‖2eµ∗τ = 0;
(ii) for any given ε > 0, the problem (2.1) is dissipative with an absorbing set
B = B
(
0,
√
4
1− 2‖N‖2
−γ
(1− δ)α + ε
)
,
here and later, we denote that
β+ =
{
β, if β ≥ 0,
0, if β < 0.
In order to solve stiff ODEs, Dahlquist [26] introduced the so-called one-leg methods:
ρ(E)yn = hf (σ (E)tn, σ (E)yn), (2.5)
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where h > 0 is the step size, E denotes the shift operator: Eyn = yn+1 and the polynomials
ρ(ξ) =
k∑
j=0
αjξ
j, σ (ξ) =
k∑
j=0
βjξ
j (2.6)
are assumed to have real coefficients with αk 6= 0, no common divisor and satisfy the consistent conditions: ρ(1) = 0 and
ρ ′(1) = σ(1) = 1. In [26], Dahlquist also introduced the concept of G-stability for one-leg methods. With this concept,
numerical stability research of stiff ODEs was extended to nonlinear situation. Unfortunately, G-stability is only devoted to
implicitmethods andunuseful for explicitmethods. For improving suchdeficiency, Li [27] further extended it and introduced
the concept of G(c, p, q)-algebraic stability. In order to avoid the confusion of notation, throughout this paper we will use
the notation G(c, p, q)-algebraic stability although the third variable is 0.
Definition 2.3 (See Li [27]). LetG be a real k×k symmetric positive definitematrix. An one-legmethod is said to beG(c, p, q)-
algebraically stable, if for all real a0, a1, . . . , ak,
AT1GA1 − cAT0GA0 ≤ 2σ(E)a0ρ(E)a0 − p(σ (E)a0)2 − q(ρ(E)a0)2, (2.7)
where Ai = (ai, ai+1, . . . , ai+k−1)T , i = 0, 1. As an important special case, a G(1, 0, 0)-algebraically stable method is called
G-stable for short [26].
Now we introduce some notations. For a real symmetric positive definite k × k matrix G = [gij], the norm ‖ · ‖G on
Cdk := (Cd)k is defined by
‖U‖G =
(
k∑
i,j=1
gij〈ui, uj〉
) 1
2
, U = (uT1, uT2, . . . , uTk )T ∈ Cdk. (2.8)
An adaptation of the method (2.5) for solving the problem (2.1) leads to
ρ(E)(yn − Nyn−m) = hf (σ (E)tn, σ (E)yn, σ (E)yn−m,Gn), (2.9)
where tn = nh, step size h = τm , m is a given positive integer, yn is an approximation to the exact solution y(tn) with
yn = ϕ(tn) for n ≤ 0 and Gn is an approximation to the integral item∫ σ(E)tn
σ(E)tn−τ
g(σ (E)tn, ξ , y(ξ))dξ
and computed by a convergent, compound quadrature rule
Gn = h
m∑
q=0
νqg(σ (E)tn, σ (E)tn−q, σ (E)yn−q). (2.10)
As for the quadrature rule (2.10), we usually adopt the composite trapezoidal rule, the composite Simpson’s rule or the
composite Newton–Cotes rule, etc., according to the requirement of the convergence of the method.
For studying the dissipativity of method (2.9) and (2.10), for the quadrature rule (2.10), we also assume that there exits
a constant η > 0 which is independence ofm and h such that the coefficients of the quadrature rule (2.10) satisfy
max{|ν0|, |ν1|, . . . , |νm|} ≤ η. (2.11)
Remark 2.4. The condition which is similar to (2.11) also be used in [28], where it is verified that (2.11) can be fulfilled
for most of the common quadrature rules, such as the compound trapezoidal rule, the compound Simpson rule and the
compound Newton–Cotes rule. In fact, for example, the composite trapezoidal rule (cf. [29]),∫ b
a
φ(x)dx ∼= h
[
1
2
φ(a)+
m−1∑
q=1
φ(a+ qh)+ 1
2
φ(b)
]
,
wheremh = b− a, satisfies η = 1. The composite Gregory rule (cf. [29]),∫ b
a
φ(x)dx ∼= h
12
[
5φ(a)+ 13φ(a+ h)+ 12
m−2∑
q=2
φ(a+ qh)+ 13φ(a+ (m− 1)h)+ 5φ(b)
]
,
wheremh = b− a, satisfies η = 1312 . The composite Simpson’s rule (cf. [30]),∫ b
a
φ(x)dx ∼= h
3
[
φ(a)+ 4
m/2∑
q=1
φ(a+ (2q− 1)h)+ 2
m/2−1∑
q=1
φ(a+ 2qh)+ φ(b)
]
,
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wheremh = b− a andm is an even integer, satisfies η = 43 . The composite Newton–Cotes rule (cf. [30]),∫ b
a
φ(x)dx ∼= 2h
45
[
7φ(a)+ 32
m/4∑
q=1
φ(a+ (4q− 3)h)+ 12
m/4∑
q=1
φ(a+ (4q− 2)h)
+ 32
m/4∑
q=1
φ(a+ (4q− 1)h)+ 14
m/4−1∑
q=1
φ(a+ 4qh)+ 7φ(b)
]
,
wheremh = b− a andm is a multiple of four, satisfies η = 6445 .
Definition 2.5. A method (2.9) and (2.10) is said to be dissipative if, whenever the method is applied with a step size h to a
dynamical system of the form (2.1) subject to (2.2) and (2.3), there exists a constant r such that, for any function ϕ(t), there
exists an n0, dependent only on ϕ(t) and initial values y0, y1, . . . , yk−1, such that
‖yn‖ ≤ r, n ≥ n0 (2.12)
holds.
3. Numerical dissipativity of the methods
In this section, we focus on the dissipativity analysis of G(c, p, 0)-algebraically stable one-leg methods with respect to
nonlinear NDIDEs (2.1).
Lemma 3.1 (See [5]). Suppose {ξi(x)}qi=1 are a basis of polynomials for Pq−1, the space of polynomials of degree strictly less than
q. Then, there is always a unique solution yn, . . . , yn+q−1 to the system of equations
ξi(E)yn = Mi, Mi ∈ Cd, i = 1, . . . , q,
and there exist a constant ς , independent of the Mi, such that
max
0≤i≤q−1
‖yn+i‖ ≤ ς max
1≤i≤q
‖Mi ‖.
Now we state and prove the main results in this section.
Theorem 3.2. Assume that the one-leg method (2.5) is G(c, p, 0)-algebraically stable with c ≤ 1 and that the problem (2.1)
satisfies (2.2)–(2.4). Then when h(α + β+ + 4ωτ 2λ2η2) < p−(1 + ‖N‖2), the method (2.9) and (2.10) for NDIDEs (2.1) is
dissipative, where
p− =
{
p, if p ≤ 0,
0, if p > 0.
Proof. We denote wn = yn − Nyn−m,Wn = (wTn , wTn+1, . . . , wTn+k−1)T . Let {eµ}dµ=1 be a normal orthogonal basis of space
Cd. We may assumewn =∑dµ=1 xµn eµ and denote zµn = [xµn , xµn+1, . . . , xµn+k−1]T . We can obtain that
‖Wn+1‖2G − c‖Wn‖2G =
d∑
µ=1
((
zµn+1
)T Gzµn+1 − c (zµn )T Gzµn ) . (3.1)
Write Re(xµn ) = aµn , Im(xµn ) = bµn and
Aµi =
[
aµn+i, a
µ
n+i+1, . . . , a
µ
n+i+k−1
]T
, Bµi =
[
bµn+i, b
µ
n+i+1, . . . , b
µ
n+i+k−1
]T
, i = 0, 1.
Therefore, we can obtain further that(
zµn+1
)T Gzµn+1 = (Aµ1 )T GAµ1 + (Bµ1 )T GBµ1 , (zµn )T Gzµn = (Aµ0 )T GAµ0 + (Bµ0 )TGBµ0
and
‖Wn+1‖2G − c‖Wn‖2G =
d∑
µ=1
[((
Aµ1
)T GAµ1 − c (Aµ0 )T GAµ0 )+ ((Bµ1 )T GBµ1 − c (Bµ0 )T GBµ0 )]
≤ 2Re〈σ(E)wn, ρ(E)wn〉 − p‖σ(E)wn‖2
= 2hRe〈σ(E)wn, f (σ (E)tn, σ (E)yn, σ (E)yn−m,Gn)〉 − p‖σ(E)wn‖2. (3.2)
Considering (2.2) and c ≤ 1, we have
‖Wn+1‖2G ≤ ‖Wn‖2G + 2h
(
γ + α‖σ(E)yn‖2 + β‖σ(E)yn−m‖2 + ω‖Gn‖2
)− p‖σ(E)wn‖2. (3.3)
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It follows from (2.10), (2.11) and (2.3) and the Cauchy inequality that
‖Gn‖2 ≤
[
h
m∑
q=0
|νq|‖g
(
σ(E)tn, σ (E)tn−q, σ (E)yn−q
) ‖]2
≤
[
hλ
m∑
q=0
|νq|‖σ(E)yn−q‖
]2
≤ (m+ 1)h2λ2η2
m∑
q=0
‖σ(E)yn−q‖2, (3.4)
which on substitution into (3.3) gives
‖Wn+1‖2G ≤ ‖Wn‖2G + 2h
(
γ + α‖σ(E)yn‖2 + β‖σ(E)yn−m‖2 + ω(m+ 1)h2λ2η2
m∑
q=0
‖σ(E)yn−q‖2
)
− p‖σ(E)wn‖2
≤ ‖W0‖2G + 2h(n+ 1)γ + 2h
n∑
j=0
[
α‖σ(E)yj‖2 + β‖σ(E)yj−m‖2
+ ω(m+ 1)h2λ2η2
m∑
q=0
‖σ(E)yj−q‖2
]
− p
n∑
j=0
‖σ(E)wj‖2
≤ ‖W0‖2G + 2h(n+ 1)γ + 2h
n∑
j=0
(
α + 4ωτ 2λ2η2) ‖σ(E)yj‖2 + 2hβ n∑
j=0
‖σ(E)yj−m‖2
+ 4ωτ 3λ2η2 max
−m≤j≤−1
‖σ(E)yj‖2 − p
n∑
j=0
‖σ(E)wj‖2. (3.5)
Noting that
‖σ(E)wi‖2 ≤ 2(‖σ(E)yi‖2 + ‖Nσ(E)yi−m‖2),
from (3.5) we have
‖Wn+1‖2G ≤ ‖W0‖2G +
(
4ωτ 3λ2η2 + 2τβ+ − 2mp−‖N‖2) max
−m≤j≤−1
‖σ(E)yj‖2
+ 2h(n+ 1)γ + 2 [h (α + β+ + 4ωτ 2λ2η2)− p− (1+ ‖N‖2)] n∑
j=0
‖σ(E)yj‖2
≤ kλ1 max
0≤j≤k−1
‖yj − Nyj−m‖2 +
(
4ωτ 3λ2η2 + 2τβ+ − 2mp−‖N‖2) max
−m≤j≤−1
‖σ(E)yj‖2
+ 2h(n+ 1)γ + 2 [h (α + β+ + 4ωτ 2λ2η2)− p− (1+ ‖N‖2)] n∑
j=0
‖σ(E)yj‖2, (3.6)
where λ1 denotes the maximum eigenvalue of the matrix G.
Let
µ = 2(p−(1+ ‖N‖2)− h(α + β+ + 4ωτ 2λ2η2)),
R1 = max
{
max
0≤j≤k−1
‖yj − Nyj−m‖2, max−m≤j≤−1 ‖σ(E)yj‖
2
}
,
R0 = kλ1 + 4ωτ 3λ2η2 + 2τβ+ − 2mp−‖N‖2.
If h(α + β+ + 4ωτ 2λ2η2) < p−(1+ ‖N‖2), then we have µ > 0 and
‖Wn+1‖2G + µ
n∑
j=0
‖σ(E)yj‖2 ≤ R0R1 + 2h(n+ 1)γ . (3.7)
When γ = 0, it follows from (3.7) and µ > 0 that
λ2‖yn − Nyn−m‖2 ≤ λ2
k−1∑
j=0
‖yn+j − Nyn+j−m‖2 ≤ ‖Wn‖2G ≤ R0R1, n ≥ k,
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which gives
‖yn − Nyn−m‖ ≤
√
R0R1
λ2
, n ≥ k, (3.8)
where λ2 denotes the minimum eigenvalue of the matrix G.
When γ > 0, using the techniques similar to those presented in [5], we can conclude that for all j ∈ [l − m, l + k − 1],
we have
‖σ(E)yj‖2 ≤ d1, (3.9)
where
d1 = 8(m+ k)hγ
µ
, l = (m+ k)s+m, s ∈ [q, 2q− 1], q =
⌊
R0R1
4(m+ k)hγ
⌋
+ 1,
and the notation bxc denotes the maximum integer not greater than x.
Therefore, by (3.4), (2.9) and (3.9), for all j ∈ [l, l+ k− 1],
‖σ(E)yj−m‖ ≤
√
d1, ‖Gn‖ ≤ 2τλµ
√
d1, (3.10)
‖σ(E) (yj − Nyj−m) ‖ ≤ (1+ ‖N‖)√d1, (3.11)
‖ρ(E) (yj − Nyj−m) ‖ ≤ hL, (3.12)
where
L = sup
‖u‖≤√d1
‖v‖≤√d1
‖w‖≤2τλµ√d1
‖f (t, u, v, w)‖, t ∈ [0,+∞), u, v, w ∈ Cd.
From (3.11) and (3.12) and Lemma 3.1, we have
‖yj − Nyj−m‖2 ≤ d2, j ∈ [l, l+ k− 1],
where d2 = ς2max(h2L2, (1 + ‖N‖)2d1) (here ς is given by Lemma 3.1). Let R2 = max(d1, d2). A repetition of the above
analysis implies that there exists an l′,
l′ ∈ [l+ (m+ k)q′ +m, l+ (2q′ − 1)(m+ k)+m], q′ =
⌊
R0R2
4(m+ k)hγ
⌋
+ 1,
such that
‖σ(E)yj‖2 ≤ d1, j ∈ [l′ −m, l′ + k− 1], ‖yj − Nyj−m‖2 ≤ d2, j ∈ [l′, l′ + k− 1].
Similarly to (3.6), for n ∈ [l, l′]we can obtain
‖Wn‖2G ≤ ‖Wl‖2G + (4ωτ 3λ2η2 + 2τβ+ − 2mp−‖N‖2)d1 + 2h(n− l)γ ≤ 2R0R2 + 2(2m+ k)hγ .
Hence, by induction, we have
‖Wn‖2G ≤ 2R0R2 + 2(2m+ k)hγ , for n ≥
R0R1
2hγ
+ 2m+ k
which shows that there exist r1 > 0 and positive integer n1 such that
‖yn − Nyn−m‖2 ≤ r1 for n ≥ n1, (3.13)
A combination of (3.8) and (3.13) shows that there exists a constant R such that, for any function ϕ(t), there exists an n0,
such that
‖yn − Nyn−m‖ ≤ R, n ≥ n0. (3.14)
Noting that ‖N‖ < 1, from (3.14) we can prove easily that (2.12) holds, which completes the proof of Theorem 3.2.
Since A-stability is equivalent to G-stability (for one-leg methods), we have the following result. 
Corollary 3.3. Assume that the one-leg method (2.5) is A-stable and that the problem (2.1) satisfies (2.2)–(2.4). Then when
α + β+ + 4ωτ 2λ2η2 < 0, the method (2.9) and (2.10) for NDIDEs (2.1) is dissipative.
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4. Comparison with existing results
Volterra functional differential equations (VFDEs) provide a powerful model of many phenomena in applied sciences,
such as physics, biology, medicine, economics and so on [31]. Since their theoretical solutions can be obtained only in very
restricted cases, we have to use numerical methods for solving VFDEs. In the last decades, the theories of computational
methods for DDEs and delay integro-differential equations (DIDEs), which are two important special cases of VFDEs, have
been studied by many authors and a significant number of important results have been given, as reflected in the recent
monographs in [32,33] and as in the papers Hu and Mitsui [34], Koto [35], Zhang and Vandewalle [29,30]. However, as an
important case of VFDEs, the study of numerical methods for NDIDEs is more difficult. There are only a few papers dealing
with numerical methods for NDIDEs such as [36–39].
In the following, we consider some special cases of NDIDEs.
(1) When N = 0, the problem (2.1) degenerates into an IVP of DIDEsy′(t) = f (t, y(t), y(t − τ),
∫ t
t−τ
g(t, ξ , y(ξ))dξ), t ≥ 0,
y(t) = ϕ(t), −τ ≤ t ≤ 0,
(4.1)
The conditions (2.2) and (2.3) degenerate into
Re〈u, f (t, u, v, w)〉 ≤ γ + α‖u‖2 + β‖v‖2 + ω‖w‖2, t ∈ 0, (+∞) u, v, w ∈ Cd, (4.2)
‖g(t, θ, s)‖ ≤ λ‖s‖, ∀t ≥ 0, t − τ ≤ θ ≤ t, s ∈ Cd, (4.3)
and the method (2.9) degenerates into
ρ(E)yn = hf (σ (E)tn, σ (E)yn, σ (E)yn−m,Gn). (4.4)
Gan [14] studies the dissipativity of θ-methods for DIDEs (4.1). But the Theorem 3.2 and Corollary 3.3 presented in this paper
can be applied to this class of problem directly as long as to make minor changes of the proof (Note that N = 0 and β ≥ 0
in this case) and we can obtain the following results.
Corollary 4.1. Assume that the one-leg method (2.5) is G(c, p, 0)-algebraically stable with c ≤ 1 and that the problem (4.1) sat-
isfies (4.2), (4.3) and (2.4) (with N = 0). Then when h(α + β + 4ωτ 2λ2η2) < p, the method (4.4) and (2.10) for DIDEs (4.1) is
dissipative.
Corollary 4.2. Assume that the one-leg method (2.5) is A-stable and that the problem (4.1) satisfies (4.2), (4.3) and (2.4) (with
N = 0). Then when α + β + 4ωτ 2λ2η2 < 0, the method (4.4)–(2.10) for DIDEs (4.1) is dissipative.
(2)When the right-hand side function of the problem (2.1) does not possess the integral term, the problem (2.1) degenerates
into an IVP of NDDEs{ d
dt
[y(t)− Ny(t − τ)] = f (t, y(t), y(t − τ)), t ≥ 0,
y(t) = ϕ(t), −τ ≤ t ≤ 0,
(4.5)
and thus (2.2) degenerates into
Re〈u− Nv, f (t, u, v)〉 ≤ γ + α‖u‖2 + β‖v‖2, t ∈ [0,+∞), u, v ∈ Cd, (4.6)
and the method (2.9) degenerates into
ρ(E)(yn − Nyn−m) = hf (σ (E)tn, σ (E)yn, σ (E)yn−m). (4.7)
Therefore, applying Theorem 3.2 to (4.5) directly one obtains the following results.
Corollary 4.3. Assume that the one-leg method (2.5) is G(c, p, 0)-algebraically stable with c ≤ 1 and that the
problem (4.5) satisfies (4.6) and (2.4) (with ω = 0). Then when h(α + β) < p−(1+ ‖N‖2), the method (4.7) for NDDEs (4.1) is
dissipative.
Corollary 4.4. Assume that the one-legmethod (2.5) is A-stable and that the problem (4.5) satisfies (2.4) and (4.6) (whereω = 0)
with α + β < 0. Then the method (4.7) for NDDEs (4.5) is dissipative.
Recently, Cheng and Huang [17],Wen et al. [19] have given numerical dissipativity results for θ-methods applied to (4.5).
Besides these, we have not seen more numerical dissipativity results which is similar to that of Corollaries 4.3 and 4.4 for
NDDEs.
(3) When N = 0 and the right-hand side function of the problem (2.1) does not possess the integral term, the problem
(2.1) degenerates into an IVP of DDEs. Therefore, the results of Theorem 3.2 in this paper cover the numerical dissipativity
of one-leg methods for DDEs which is given in [5].
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Fig. 1. The numerical solutions of (5.1) with h = 0.001.
Fig. 2. The numerical solutions of (5.1) with h = 0.001 in phase space.
5. Numerical experiment
Consider the following nonlinear system:
d
dt
(y1(t)− 0.1y2(t − 1)) = −6y1(t)+ sin(y2(t)) sin(y1(t − 1))+ 0.2
∫ t
t−1
sin ty1(θ)dθ + sin(2t), t ≥ 0,
d
dt
(y2(t)− 0.02y1(t − 1)) = −5.2y2(t)− cos(y1(t)) cos(y2(t − 1))
+ 0.1
∫ t
t−1
cos ty2(θ)dθ + cos(3t), t ≥ 0,
y1(t) = sin(t), y2(t) = cos(t), −1 ≤ t ≤ 0.
(5.1)
For this system N =
(
0 0.1
0.02 0
)
, with a standard inner product and the corresponding norm we have ‖N‖ = 0.1, and we
can choose δ = 0.51, γ = 2.11, α = −4.6, β = 0.41, ω = 0.11, λ = 1 and τ = 1, then all conditions of Theorem 2.2 hold.
According to Theorem 2.2, the system (5.1) is dissipative and B = B(0, 2) is an absorbing set.
Now we apply the second order BDF method
3
2
yn+2 − 2yn+1 + 12yn = hf (tn+2, yn+2) (5.2)
with the composite trapezoidal rule (2.11) (here η = 1) to solve the problem (5.1). Because thatmethod (5.2) is second order,
so we use the composite trapezoidal rule to approach the integral terms which will be no order reduction. The method (5.2)
is A-stable, so it is also G-stable. From Corollary 3.3 the numerical solution will preserve the dissipativity.
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The numerical results obtained are pictured in Figs. 1 and 2. In Fig. 1, the datum plotted are obtained by running from
t = 0 to t = 50. In Fig. 2, the datum plotted in phase space are obtained by running from t = 5 to t = 50. From Figs. 1 and
2 we see that the problem (5.1) is dissipative. therefore, this numerical example confirm our theoretical results.
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