We study the dynamic regret of a new class of online learning problems, in which the gradient of the loss function changes continuously across rounds with respect to the learner's decisions. This setup is motivated by the use of online learning as a tool to analyze the performance of iterative algorithms. Our goal is to identify interpretable dynamic regret rates that explicitly consider the loss variations as consequences of the learner's decisions as opposed to external constraints. We show that achieving sublinear dynamic regret in general is equivalent to solving certain variational inequalities, equilibrium problems, and fixed-point problems. Leveraging this identification, we present necessary and sufficient conditions for the existence of efficient algorithms that achieve sublinear dynamic regret. Furthermore, we show a reduction from dynamic regret to both static regret and convergence rate to equilibriums in the aforementioned problems, which allows us to analyze the dynamic regret of many existing learning algorithms in few steps.
Introduction
An online learning problem (Zinkevich, 2003) is an iterative process between a learner (i.e. an algorithm) and an environment. It repeats the following steps: in round n, the learner plays a decision x n from a decision set X , the environment chooses a per-round loss function l n : X → R, and then some information about l n is revealed to the learner (e.g. its gradient ∇l n (x n )) for making the next decision. This sequential problem setup makes online learning an ideal theoretical framework for analyzing online decision making and iterative algorithms; particularly, the use of per-round loss functions naturally captures the uncertainty in decision making under limited information.
However, there is a disconnect between the properties desired in theoretical setups and practical scenarios. The abstract setup of online learning (Shalev-Shwartz et al., 2012; Hazan et al., 2016) often studies the adversarial setting, where the per-round loss function can be almost arbitrarily chosen except for minor restrictions like convexity, and concerns performance measure like static regret,
(1) By contrast, the performance measure of online decision making (modeled by the per-round loss) is not fully adversarial but user-specified, and the goal is to make decisions that are (close to) optimal with respect to the performance measure on-the-fly. This notion of optimality is more appropriately described by dynamic regret
where x Recently, many researchers have started to study dynamic regret (Zinkevich, 2003; Mokhtari et al., 2016; Yang et al., 2016; Dixit et al., 2018; Besbes et al., 2015; Jadbabaie et al., 2015; Zhang et al., 2017) . Because dynamic regret grows in Ω(N ) in the adversarial setting, most papers are interested in how dynamic regret depends on certain variations of the loss sequence across rounds. Tight bounds have been established, e.g., Yang et al. (2016) show that the dynamic regret at best varies linearly with these variations. However, their results do not directly translate into conditions for achieving sublinear dynamic regret because these variations are difficult to interpret and verify in practice. Furthermore, naively assuming sublinear variation budgets would make the problem degenerate, as the dynamic regret for such problem is asymptotically equivalent to its static regret.
Motivated by this, we study a new class of online learning problems in an effort to establish a theoretical setting that better suits analyzing iterative algorithms in practice. We wish to establish interpretable conditions for achieving sublinear dynamic regret: we do not impose external budgets on the loss variation, but explicitly treat them as consequences of the learner's decisions. In particular, we are interested in analyzing iterative algorithms that seek to solve a single optimization problem where the loss function may be infeasible to evaluate or optimize directly. These algorithms typically proceed in an online framework by fixing the current decision in order to simplify the loss and, in turn, inform the next decision.
We suppose there is a bifunction f : (x, x ′ ) → f x ′ (x) ∈ R, for x ′ , x ∈ X , that is unknown to the learner. This bifunction is used by the environment to determine the perround losses: in round n, if the learner chooses x n , then the environment responds with
and the learner suffers l n (x n ). Intuitively, for f x ′ (x), we can treat x ′ as the query argument that proposes a question (i.e. an optimization objective f x ′ (·)), and treat x as the decision argument whose performance is evaluated. We note that in general the bifunction f can be defined online as it is queried, with only a limitation that the same loss function f x (·) must be selected by the environment when the learner plays the same decision x.
However, it turns out that the problem above does not have sufficient structure to yield sublinear dynamic regret. Because the environment can define f x (·) pointwisely for each x, it can make l n (x n ) − l n (x * n ) always constant. To exclude these cases, we introduce regularity into f to relate loss functions in different rounds. Definition 1. We say an online learning problem is continuous if the per-round loss is generated according to (3) for some unknown bifunction f satisfying, ∀x ∈ X , 1. f x (·) is a convex function.
2. ∇f · (x) is a continuous map. 1 This continuity rules out the pathological cases above, so sublinear dynamic regret becomes possible.
The goal of this paper is to study conditions and efficient algorithms for achieving sublinear dynamic regret in continuous online learning problems. Interestingly, we find that this amounts to solving certain variational inequalities (VI) (Facchinei & Pang, 2007) , equilibrium problems (EP) (Bianchi & Schaible, 1996) , and fixed-point problems (FP), which are known to be PPADcomplete 2 (Daskalakis et al., 2009) . In other words, achieving sublinear dynamic regret that is polynomial in the dimension of the decision set can be extremely difficult.
Nevertheless, based on the solution concept of the VI, EP, and FP, we present necessary and sufficient conditions for achieving sublinear dynamic regrets with polynomial dependency. In addition, we show that there is a reduction from sublinear dynamic regret to sublinear static regret and sublinear convergence to the solution of the VI/EP/FP. This reduction technique allows us to quickly derive nonasymptotic dynamic regret bounds of popular online learning algorithms. At the end of the paper, we discuss generalizations of continuous online learning and some open questions.
Related Work
Motivation The study of continuous online learning problems is motivated by the use of online learning to analyze the performance of certain iterative algorithms. While not all iterative algorithms admit a reduction to this form, the continuous online learning framework encompasses a number of important problems in learning and optimization. In particular, the true objective function f in these problems may be either difficult or expensive to optimize directly. To combat this, algorithms often fix the current round's decision x n such that f xn (·) is easier to optimize directly, motivating the separation of query and decision arguments. A natural example is the well-studied iterative linear-quadratic regulator (Li & Todorov, 2004) , which attempts to find an optimal control law via repeated linearization of a nonlinear system. The true objective is a constrained nonconvex optimization problem, but the algorithm proceeds at each round by presenting the current control law x n and then locally linearizing on the trajectory induced by x n . Then, x n+1 is determined by minimizing f xn (·), which, given the linearized system, is simply a quadratic program. The continuity of ∇f · (x) is thus dependent on the dynamics of the nonlinear system. A similar class of algorithms is employed for imitation learning. While the original analysis is framed using the adversarial online learning setup (Ross et al., 2011) , recently the results are refined through the use of a bifunction to underlie the online learning loss sequence (Cheng & Boots, 2018; Lee et al., 2018) . A policy is represented by x n and induces a sampling distribution for the supervised learning loss function f xn (·). Separation of query and decision arguments is necessary here, because sampling entails deploying a policy on an unknown MDP environment and querying an expert policy. Despite being framed as online problems, the examples above are not necessarily adversarial. This observation raises the question of under what conditions sublinear dynamic regret can be guaranteed for these algorithms.
Online Learning Much work in the dynamic regret literature has focused on improving rates with respect to various measures of the loss sequence's variation. Zinkevich (2003) initially showed that the dynamic regret of online gradient descent with convex losses has an upper bound of
is the path variation. When the losses are strongly convex, Mokhtari et al. (2016) showed that this bound becomes O(1 + V N ). Other measures of variation such as functional variation (Besbes et al., 2015) and squared path variation (Zhang et al., 2017) have also been studied. However, without knowing the order of the variation a priori, these rates can be difficult to interpret.
Our work is also closely related to that of Rakhlin & Sridharan (2013) and Hall & Willett (2013) , which consider regret analysis of predictable loss sequences, i.e., sequences that are presumed to be nonadversarial and admit improved regret rates. The former considers static regret analysis for both full and partial information cases, and the latter considers a similar problem setting but for the dynamic regret case. These analyses, however, still require a known variation quantity in order to be interpretable, but this quantity in practice is dependent on the online decisions of the learner.
In contrast to prior work, the continuous online learning framework does not impose a priori constraints on the variation. Instead we leverage additional structure to provide interpretable dynamic regret rates. That is, our rates are internally governed by the algorithms, rather than externally dictated by a variation budget. Our problem setup in some sense is more difficult than the previous problems, because achieving sublinear dynamic regret here requires that the per-round losses and the loss variation, as a function of the learner's decisions, are simultaneously small. Nonetheless, leveraging the fact that the loss sequence in continuous online learning, like that in (Rakhlin & Sridharan, 2013; Hall & Willett, 2013) , is not completely adversarial, we are able to show conditions for sublinear dynamic regret.
Preliminaries
We review some mathematical background, in particular VIs and EPs, for completeness.
Please refer to (Facchinei & Pang, 2007; Bianchi & Schaible, 1996; Konnov & Laitinen, 2002) and therein for details and extensions.
Notation
Throughout the paper, we reserve the notation f to denote the bifunction that defines continuous online learning problems, and we assume X ⊂ R d is compact and convex, where d ∈ N + is finite. We equip X with norm · , which is not necessary Euclidean, and write · * to denote its dual norm. We denote its diameter by
For simplicity, we will assume all functions are continuously differentiable, except for f · (x) as a function over the querying argument, where x ∈ X . We will use ∇ to denote gradients. In particular, for the bifunction f , we use ∇f to denote ∇f · (·) (i.e. ∇f : x → ∇f x (x)) and we recall, in the context of f , ∇ is always with respect to the decision argument. Likewise, given x ′ ∈ X , we use ∇f x ′ to denote ∇f x ′ (·). Note that the continuous differentiability off x ′ (·) together with the continuity of ∇f · (x) implies ∇f is continuous; the analyses below can be extended to the case where ∇f x ′ (·) is a subdifferential.
3 Finally, we will assume, ∀x ∈ X , ∇f x (x) * ≤ G for some G < ∞.
Convexity and Fixed-Point Problems
. These definitions have a natural inclusion: strongly convex functions are convex; convex functions are pseudoconvex. We say h is L-smooth if ∇h is L-Lipschitz continuous, i.e., there is
Finally, we will use Bregman divergence
′ − x as a way to measure the difference between x ∈ X and x ′ ∈ X , where R : X → R is an α-strongly convex function with α > 0; by definition B R (·||x) is also α-strongly convex.
We will also use the concept of strongly convex sets.
When α X = 0, the definition reduces to usual convexity. Also, we see that this definition implies α X ≤ 4 DX . In other words, larger sets are less strongly convex. This can also be seen from the lemma below. -strongly convex.
and its dual DVI(X , F ) aims to find x ⋆ ∈ X such that
VIs and DVIs are also known as Stampacchia and Minty VIs, respectively (Facchinei & Pang, 2007) .
The difficulty of solving VIs depends on the property of F .
If F satisfies (6) with µ = 0, F is called monotone; and
It is known that the gradient of a (strongly/pseudo) convex function is a (strongly/pseudo) monotone map.
We note that VIs are generalizations of FPs. For a pointto-point map T : X → X , FP(X , T ) is equivalent to VI(X , I − T ), where I is the identity map. If T is λ-contractive, then F is (1 − λ)-strongly monotone.
Equilibrium Problems
EPs further generalize VIs (Bianchi & Schaible, 1996) 
and its dual DEP(X , Φ) aims to find x ⋆ ∈ X such that
By definition, we have VI(X , F ) = EP(X , Φ) if we define
We can also define monotonicity properties for EPs. For
It is called monotone, if it satisfies the above with µ = 0.
It is easy to verify that these definitions are consistent with the ones for VIs.
Primal and Dual Solutions
We establish some basics of the solution concepts of EPs. As VIs are a special case of EPs, these results can be directly applied to characterize the solutions of VIs too.
First, we have a basic relationship between the solution sets, X ⋆ and X ⋆ , of an EP and its dual, respectively.
The proposition states that a dual solution is always a primal solution when the problem is continuous, and a primal solution is a dual solution when the problem is pseudomonotone. Intuitively, we can think of the primal solutions X ⋆ as local solutions, and the dual solutions X ⋆ as global solutions. In particular for VIs, if F is a gradient of some, even nonconvex, function, any solution in X ⋆ is a global minimum; any local minimum of a pseudo-convex function is a global minimum (Konnov & Laitinen, 2002) .
We note, however, that Proposition 1 does not directly ensure that the solution sets are non-empty. The existence of primal solutions X ⋆ has been extensively studied. Here we include a basic result, which is sufficient for the scope of our online learning problems with compact and convex X .
Analogous results have been established for VIs and FPs as well. If F and T are continuous then solutions exist for both VI(X , F ) and FP(X , T ), respectively (Facchinei & Pang, 2007) . On the contrary, the existence of dual solutions X ⋆ is mostly based on assumptions. For example, by Proposition 1, X ⋆ is non-empty when the problem is pseudo-monotone and X ⋆ is non-empty.
Possibility of Sublinear Dynamic Regret
Before presenting bounds for dynamic regret, we first ask whether sublinear dynamic regret with polynomial dependency on d is even possible for continuous online learning problems in Definition 1. It turns out that in general this is difficult, as least as hard as a set of difficult problems which are known to be PPAD-complete (Daskalakis et al., 2009 is well defined: since X is compact and F = ∇f is continuous, Proposition 2 shows X ⋆ is non-empty.
Below we first prove Theorem 1 and then, based on this equivalence, discuss some necessary and sufficient conditions for designing efficient algorithms that achieve sublinear dynamic regret in continuous online learning problems. The missing proofs in this section are in Appendix A.
Proof of Theorem 1
The key idea to proving Theorem 1 is that the gap function
can be used as a residue function for the above VI/EP/FP in Theorem 1. That is, ρ(x) is non-negative, computable in polynomial time (it is a convex program), and ρ(x) = 0 if and only if x ∈ X ⋆ (because f x (·) is convex ∀x ∈ X ). Therefore, to show Theorem 1, we only need to prove solving one of these problems is equivalent to achieving sublinear dynamic regret.
Proof Sketch of Theorem 1. First, suppose an algorithm generates a sequence {x n ∈ X } such that lim n→∞ x n = x ⋆ , for some x ⋆ ∈ X ⋆ . To show this implies {x n ∈ X } has sublinear dynamic regret, we need a continuity lemma.
Define ρ n = ρ(x n ). By Lemma 4, we know lim n→∞ ρ n = 0, and therefore Regret
Next, we prove the opposite direction. Suppose an algorithm generates a sequence {x n ∈ X } with sublinear dynamic regret. This implies thatρ N := min n ρ n ≤ 1 N N n=1 ρ n is in o(N ) and non-increasing.
Thus, lim N →∞ρN = 0. As ρ is a proper residue, the algorithm solves the VI/EP/FP problem by returning the decision associated withρ N .
The proof of PPAD-completeness is based on converting the residue of a Brouwer's fixed-point problem (which is known to be PPAD-complete (Daskalakis et al., 2009) ) to a bifunction, and use the solution along withρ N above as the approximate solution.
While the gap function in (10) is inspired by dynamic regret, it is also the natural gap function max x ′ ∈X −Φ(x, x ′ ) used in the EP literature, showing again a close connection between the dynamic regret and the EP in Theorem 1. Nonetheless, ρ(x) in (10) is not conventional for VIs and FPs. Below we relate ρ(x) to some standard residues of VIs and FPs under a stronger assumption on f . Proposition 3. Let ǫ > 0 and letx ∈ X such that ρ(x) ≤ ǫ. If fx(·) is strongly convex , lim ǫ→0 ∇fx(x), x −x ≥ 0, ∀x ∈ X , and lim ǫ→0 x − T (x) = 0.
Toward Efficient Algorithms
In practice, we are interested in efficient algorithms whose dynamic regret is sublinear and is a polynomial function of the dimension d. We note that the requirement of polynomial dependency in important to well define the problem. Without it, sublinear dynamic regret can be achieved already, e.g., by simply discretizing X (as X is compact and ∇f is continuous) albeit with an exponentially large constant.
Here we provide sufficient conditions on f so that the EP/VI/FP in Theorem 1 becomes better structured and hence allows efficient algorithms. By Theorem 1, when the conditions are met, we can use these algorithms to achieve sublinear dynamic regret with polynomial dependency, as we later show in Section 5.2.
VI AND EP PERSPECTIVES
We first discuss some structures on f so that the VI/EP in Theorem 1 can be efficiently solved. From the literature, we learn that the existence of dual solutions is almost necessary to design efficient algorithms (Konnov, 2007; Dang & Lan, 2015; Burachik & Millán, 2016; Lin et al., 2018) . We recall by Proposition 1 and Definition 1 that the dual solutions are also in X ⋆ in our case. Here we show some sufficient conditions for the existence of dual solutions.
By Proposition 1, a sufficient condition for non-empty dual solution is pseudo-monotonicity of F or Φ. For our problem, the dual solutions of the EP and the VI in Theorem 1 are different, though their primal solutions are the same.
Proposition 4. Let X ⋆ and X ⋆⋆ be the solutions to DVI(X , F ) and DEP(X , Φ), respectively, where F and Φ are defined in Theorem 1. Then
Proposition 4 shows that, for our problem, pseudomonotonicity of Φ is stronger than that of F . This is intuitive: as the pseudo-monotonicity of Φ implies that there is x ⋆ such that f x (x ⋆ ) ≤ f x (x), i.e., a decision argument that is consistently better than the querying argument under its own question. On the other hand, the pseudo-monotonicity of F merely requires the intersection of the half spaces of X cut by ∇f x (x) to be non-empty.
Another sufficient assumption for non-empty dual solution X ⋆ of VIs is that X is sufficiently strongly convex. This condition has recently been used to show fast convergence of mirror descent and conditional gradient de-scent (Garber & Hazan, 2014; Veliov & Vuong, 2017) .
The above assumptions, however, are rather optimistic for continuous online learning, as they are hard to verify beforehand. To this end, we define a subclass of continuous learning problems and provide some stronger but more constructive conditions. Definition 3. We say a continuous online leaning problem is (α, β)-regular if its bifunction f satisfies for some α, β ∈ [0, ∞), ∀x ∈ X ,
We call β the regularity constant; for short, we will also say ∇f is β-regular and f is (α, β)-regular. We note that β is different from the Lipschitz constant of ∇f x (·). The constant β defines the degree of online components; in particular, when β = 0 the learning problem becomes offline convex optimization. Based on (α, β)-regularity, we have a sufficient condition to monotonicity.
Proposition 6 shows that if ∇f x (·) does not change too fast with x (i.e. the variation ∇l n is sufficiently slow across rounds compared with its strong convexity modulus) then ∇f is strongly monotone, implying that the primal and dual solution sets are both equal to the same singleton. This in turn implies fast linear convergence is possible. On the critical condition when α = β, it implies at least monotonicity by which we know X ⋆ is non-empty.
Finally, we emphasize that Proposition 6 is only a sufficient condition. The monotonicity condition of ∇f more precisely results from the monotonicity of two maps ∇f · (x ′ ) and ∇f x (·), because, for x, x ′ ∈ X ,
From this decomposition, we can observe that as long as the sum of ∇f · (x ′ ) and ∇f x (·) is monotone for any x, x ′ ∈ X , then ∇f is monotone. In the definition of (α, β)-regular problems, we do not impose monotone conditions on ∇f · (x), so we need α ≥ β in Proposition 6.
FIXED-POINT PERSPECTIVE
We can also study the feasibility of achieving sublinear dynamic regret from the perspective of the FP in Theorem 1. Here again we consider (α, β)-regular problems. This immediately implies the following.
We see again that the ratio β α plays an important role in determining the difficulty of the problem. When α > β, an efficient algorithm for obtaining the the fixed point solution is readily available (i.e. by contraction) if full information of l n is given in every round.
Reduction from Dynamic Regret to Static Regret and Convergence to Equilibrium
Inspired by Theorem 1, we present a reduction from minimizing dynamic regret to minimizing static regret and converging to some x ⋆ ∈ X ⋆ . Intuitively, this is possible, because as suggested by Theorem 1, achieving sublinear dynamic regret should not be harder than finding x ⋆ . In other words, when x ⋆ exists, it provides a stabilizing effect to the problem, so the dynamic regret behaves almost like the static regret when the decisions are around x ⋆ .
Theorem 2. Suppose f is (α, β)-regular and let
Theorem 2 is a powerful reduction for understanding the dynamic regret of existing algorithms designed for VIs, EPs, and FPs. These include, e.g., mirror descent (Beck & Teboulle, 2003) , mirror-prox (Nemirovski, 2004; Juditsky et al., 2011) , conditional gradient descent (Jaggi, 2013), Mann iteration (Mann, 1953) , etc. Interestingly, many of those are also standard tools in online learning, with static regret bounds that are well known (Hazan et al., 2016) .
We can apply Theorem 2 in different ways, depending on the known convergence of an algorithm. For algorithms whose convergence rate of ∆ n to zero is known, Theorem 2 essentially shows that their dynamic regret is at most O( N n=1 ∆ n ). For the algorithms with only known static regret bounds, we can use a corollary of Theorem 2. 
The purpose of Corollary 1 is not to give a tight dynamic regret bound, but to show that for nicer problems with α > β, achieving sublinear dynamic regret is not harder than achieving sublinear static regret. For tighter bounds, we still refer to Theorem 2 so we can fully leverage the convergence property to the equilibrium.
Finally, we remark that the results in this section are directly applicable to expected dynamic regret (e.g. the righthand side of Theorem 2 will be replaced by its expectation) when the learner only has access to stochastic feedback because the online learning setup in non-anticipating. Similarly, high-probability bounds on dynamic regret can be obtained based on martingale convergence theorems, like the online-to-batch technique (Cesa-Bianchi et al., 2004) .
Proof of Theorem 2
The main idea is based on the decomposition that
For the first term,
For the second term, we derive
in which the second inequality is due to that x ⋆ ∈ X ⋆ and the fourth inequality is due to β-regularity. Combining the two terms gives the upper bound. For the lower bound, we notice that when x ⋆ ∈ X ⋆ , we have f xn (x n ) − f xn (x ⋆ ) ≥ 0. Since by Proposition 1 x ⋆ ∈ X ⋆ is also true, we can use (11) and the fact that f xn (
2 to derive the lower bound.
Example Algorithms
We showcase some applications of Theorem 2 for dynamic regret bounds. Note that these bounds are non-asymptotic and depend polynomially on d. The proofs of this section are included in Appendix B.
FULL-INFORMATION FEEDBACK
We first consider the case where l n (·) is revealed in each round. Let us begin with a simple algorithm, greedy update:
By Proposition 7 and Theorem 2, we have the following.
We can relax the assumption to α = β, as we know there are algorithms that solve non-expansive fixed-point problems.
Proposition 9. For α = β, there is an algorithm that achieves sublinear dynamic regret in poly(d).
FIRST-ORDER FEEDBACK
We use the reduction in Theorem 2 to derive dynamic regret bounds for a classical online learning algorithm, mirror descent, under deterministic and stochastic first-order feedback. We recall that the update rule of mirror descent with step size η n is given by
where B R is a Bregman divergence with respect to some 1-strongly convex function R. Online gradient descent is a special case when B R (x x n ) = 1 2 x − x n 2 . In this section we will assume additionally that f x (·) is γ-smooth with γ > 0 for all x ∈ X . Proposition 10. Let f be (α, β)-regular and f x (·) be γ-smooth, ∀x ∈ X . Let R be 1-strongly convex and Lsmooth. If α > β and η n <
We also consider the online mirror descent algorithm with stochastic gradient feedback. Suppose that feedback is given by g n = ∇l n (x n ) + ǫ n , where ǫ n ∈ R d are i.i.d., zero-mean noise vectors with E ǫ n 2 * ≤ σ 2 for some σ < ∞. We will use g n to replace ∇l n (x n ) in (13) and consider the dynamic regret in expectation E[Regret
. By reduction of the dynamic regret problem to static regret in Corollary 1, we have the following proposition. 
Extensions: Predictable Online Learning
The framework of continuous online learning reveals some core properties of dynamic regret. However, it is simplified due to the assumption that the same loss functionf x (·) must be returned by the environment for the same query argument x ∈ X . Therefore, it does not capture some time-varying situations, in which the environment's strategy can change across rounds. Also, this constraint allows the learner to enumerate the environment. That is, if we do not concern the requirement of polynomial dependency on d (e.g. when d is small), then we can always use a grid search algorithm to achieve sublinear dynamic regret (see Section 4.2).
Here we relax this assumption and define a generalization of continuous online learning. The proofs of this section are included in Appendix C.
Definition 4. We say an online learning problem is (α, β)-predictable if it satisfies ∀x ∈ X , 1. l n (·) is a α-strongly convex function.
2. ∇l n (x) − ∇l n−1 (x) * ≤ β x n − x n−1 + a n 3.
N n=1 a n = A N = o(N ) for some α, β, a n ∈ [0, ∞).
These problems generalize the continuous problems along two directions: 1) it makes the problem truly online 2) it allows adversarial components (i.e. a n ) within a sublinear budget. Below we discuss commonalities and differences between (α, β)-predictable and (α, β)-regular problems. Proposition 12 shows that when full-information feedback is available and β α < 1, sublinear dynamic regret can be achieved, e.g., by a greedy update.
However, one fundamental difference between predictable problems and continuous problems is the lack of equilibria X * , which is the foundation of the reduction in Theorem 2. This makes achieving sublinear dynamic regret in the predictable problem much harder when full-information feedback is unavailable or when α = β. Using Proposition 12, we establish some preliminary results.
is γ-smooth and R is 1-strongly convex and L-smooth, then mirror descent with deterministic first-oder feedback and step size η = α 2Lγ 2 achieves Regret
We find that, to achieve sublinear dynamic regret in predictable problems, mirror descent must maintain a sufficiently large step size, unlike the regular problems which allow for decaying step sizes. Therefore, we do not know whether mirror descent can achieve sublinear dynamic regret in expectation for general predictable problems with β α < 1 when only stochastic first-order feedback is available. Nonetheless, we note that, under a stronger assumption that x * n ∈ int(X ), it is possible (Lee et al., 2018). When α = β, we can show that sublinear dynamic regret is possible under full-information feedback.
Theorem 4. For α = β, if A ∞ < ∞ and · is the Euclidean norm, then there is an algorithm with full information, deterministic feedback achieving sublinear dynamic regret. For d = 1 and a n = 0 for all n, sublinear dynamic regret is possible regardless of α, β.
Proof Sketch. We prove that x n − x * n converges to zero. We reduce this problem into a discrete-time pursuit-evasion game with variable speeds, such that the speed of the evader is at most the speed of the pursuer (Alexander et al., 2006) . For the pursuer, we define a constrained version of the greedy algorithm, which takes half steps:
We show that if lim n→∞ x n − x * n > 0, then x n and x * n travel in a unbounded in a straight line, contradicting the compactness of X .
We do not know, however, whether sublinear dynamic regret is feasible when α = β and A ∞ = ∞. We conjecture sublinear dynamic regret is infeasible when the feedback is only first-order, as mirror descent is insufficient to solve monotone problems (Facchinei & Pang, 2007) which contain continuous online learning with α = β (a simpler case than predictable online learning with α = β).
Discussion
We present continuous online learning, a new class of problems where the gradient varies continuously across rounds with respect to the learner's decisions. We show that this setting can be equated with certain variational inequalities, equilibrium problems, and fixed-point problems. Leveraging this insight, we present necessary and sufficient conditions for achieving sublinear dynamic regret with polynomial dependency on the problem's dimension. Furthermore, we show a reduction from dynamic regret to static regret and the convergence to equilibrium points in these problems.
These results reveal some core difficulties in achieving sublinear dynamic regret when there is no external constraint on the loss variation. Essentially, our finding indicates that the feasibility of sublinear dynamic regret is related to the dynamical system nature of the problem. It shows, e.g., that the difficulty of the problem depends largely on the ratio β α when there is no other directional information about ∇f · (x) (e.g. monotonicity). We have shown that when β α < 1, the problem is strongly monotone/contractive, re-sulting in a natural form of stability. When β α = 1, it becomes only marginally stable, although efficient algorithms are still available. When β α > 1, we are not aware of any efficient algorithm. If such an algorithm exists, it would solve all (α, β)-regular problems efficiently, which, in turn, would efficiently solve all EP/VI/FP problems as we can formulate them into the problem of solving continuous online learning problems with sublinear dynamic regret by Theorem 1.
There are several directions for future research on this topic. Our current analyses focus on some classical algorithms in online learning. We suspect that the use of adaptive or optimistic methods can accelerate convergence to equilibria if some coarse model is known or can be estimated. We also introduced the predictable online learning setting, which generalizes the continuous problem to incorporate adversarial components. Although we present some preliminary results showing the possibility for interpretable dynamic regret rates, refinement of these results and further understanding the corresponding lower bounds remain important future work.
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, where · 2 is Euclidean. Obviously, this f satisfies Definition 1, and its gap function (10) is zero at x ⋆ if and only x ⋆ is a solution to the Brouwer's problem. Suppose we have an algorithm that achieves sublinear dynamic regret for continuous online learning. We can use the definitionρ N in the proof above to return a solution whose gap function is less than 1 2 ǫ 2 , which implies an ǫ-approximate solution to Brouwer's problem (i.e. x −T (x) ≤ ǫ). If the dynamic regret depends polynomially on d, we have such an N in poly(d), which implies solving any Brouwer's problem in polynomial time.
A.2. Proof of Proposition 3
For the VI problem, letx * = T (x) and notice that
for some α > 0. Therefore, for any x ∈ X ,
α , by continuity of ∇fx, it satisfies that lim ǫ→0 ∇fx(x), x −x ≥ 0, ∀x ∈ X . For the fixed-point problem, similarly by (14), we see that lim ǫ→0 x − T (x) = 0
Since we are free to choose λ and v, we can set λ = 0 and v = arg max v: v ≤1 g, v , which yields the inequality in the statement.
A.4. Proof of Proposition 6
Because ∇f x is α-strongly monotone, we can derive
∀x, y ∈ X , where the last step is due to β-regularity.
A.5. Proof of Lemma 3
Let x * = T (x) and y * = T (y) for some x, y ∈ X . By strong convexity, x * and y * are unique, and ∇f x (·) is α-strongly monotone; therefore it holds that
The third inequality results from the Cauchy-Scwharz inequality followed by maximizing over x n+1 − x n and then applying Lemma 5. The last inequality uses the fact that R is 1-strongly convex and L-smooth.
If α > β and η is chosen such that η <
L(γ+β) 2 , we can see that the online mirror descent algorithm guarantees linear convergence of B R (x ⋆ x n ) to zero with rate
2 ) ∈ (0, 1). By strong convexity, we have,
The proposition follows immediately from combining this result and Theorem 2.
B.4. Proof of Proposition 11
Recall that g n = ∇l n (x n ) + ǫ n . The stochastic mirror descent update rule is given by
We use Corollary 1 along with known results for the static regret to bound the dynamic regret in the stochastic case. The main idea of the proof is to show the result for the linearized losses. By convexity, this can be used to bound both terms in Corollary 1.
Let u be any vector in X . The first-order condition for optimality of (16) yields η n g n , x n+1 − u ≤ u − x n+1 , ∇R(x n+1 ) − ∇R(x n ) . We use this condition to bound the linearized losses as in the proof of Proposition 10. We can bound the linearized losses by the magnitude of the stochastic gradients and Bregman divergences between u and the learner's decisions:
The first inequality follows from adding g n , x n − x n+1 to both sides of the inequality from the first-order condition for optimality. The equality uses the three-point equality of the Bregman divergence. The second inequality follows from the Cauchy-Schwarz inequality and the fact that 1 2 x n − x n+1 2 ≤ B R (x n+1 x n ) due to the 1-strong convexity of R. The last inequality maximizes over x n − x n+1 .
Note that E g n 2 * ≤ 2(G 2 + σ 2 ). Therefore, summing from n = 1 to N ,
. By convexity and the fact that this holds for the linearized losses, we may apply Corollary 1 to obtain the result. Note that there is no requirement that R is smooth.
C. Missing Proof of Section 6 C.1. Proof of Proposition 12
Because ∇l n (·) is α-strongly monotone, it holds
Since y * satisfies ∇l n−1 (x * n−1 ), x * n − x * n−1 ≥ 0, the above inequality implies that
Rearranging the inequality gives the statement.
C.2. Proof of Theorem 3
For convenience, define λ := β α . Recall that, by the mirror descent update rule, the first-order conditions for optimality of both x x+1 and x * n yield, for all x ∈ X ,
The proof requires many intermediate steps, which we arrange in a series of lemmas that typically follow from each other in order. Ultimately, we aim to achieve a result that resembles a contraction as done in Proposition 10 but with additional terms due to the adversarial component of the predictable problem. We begin with general bounds on the Bregman divergence beteween the learner's decisions and the optimal decisions.
Lemma 7. At round n, for an (α, β)-predictable problem under the mirror descent algorithm, if l n is γ-smooth and R is 1-strongly convex and L-smooth, then it holds that
and, in the next round,
Proof. The first result uses the basic three-point equality of the Bregman divergence followed by the Cauchy-Schwarz inequality and Proposition 12. Note that this first part of the lemma does not require that x n is generated from a mirror descent algorithm:
For the second part of the lemma, we require using the first-order conditions of optimality of both x n+1 for the mirror descent update and x * n for l n :
The first line again applies the three-point equality of the Bregman divergence. The second line combines both firstorder optimality conditions to bound the inner product. The last inequality uses the strong convexity of l n to bound η ∇l n (x * n ) − ∇l n (x n ), x n − x * n ≤ −αη x n − x * n 2 and the Cauchy-Schwarz inequality along with the smoothness of l n to bound the other inner product.
The second result also leads to a natural corollary that will be useful later in the full proof.
Corollary 2. Under the same conditions as Lemma 7, it holds that
Proof. We start with the first inequality of Lemma 7 and then maximize over x n+1 − x n 2 . Finally, we applying the strong convexity and smoothness of R to achieve the result:
We can combine both results of Lemma 7 in order to show
Some of the terms in the above inequality can be grouped and bounded above. By L-smoothness of R, we have
Because, R is 1-strongly convex, L ≥ 1; therefore, the previous inequality can be bounded from above using L 2 instead of L. While this artificially worsens the bound, it will be useful for simplifying the conditions sufficient for sublinear dynamic regret. 1-strong convexity of R also gives us −B R (x n+1 , x n ) ≤ − 1 2 x n+1 − x n 2 . Applying these upper bounds and then aggregating terms yields
where ζ n = anLDX α
The third inequality follows from maximizing over x n − x n+1 and then applying (a + b) 2 ≤ 2a 2 + 2b 2 for any a, b ∈ R. For this operation, we require that L 2 λ 2 < 1. The fourth inequality uses Lsmoothness of R. The last inequality uses the fact that R is 1-strongly convex to bound the squared normed differences by the Bregman divergence.
We then use Corollary 2 to bound this result on B R (x * n+1 x n+1 ) in terms of only B R (x * n x n ) and the appropriate constants:
Thus, we have arrived at an inequality that resembles a contraction. However, the stepsize η > 0 may be chosen such that it minimizes the factor in front of the Bregman divergence. This can be achieved, but it requires that additional constraints are put on the value of λ.
Proof. By optimizing over choices of η, it can be seen that
where η is chosen to be α 2Lγ 2 . Therefore, in order to realize a contraction, we must have
Alternatively,
The quantity on the right hand size of the above inequality is in fact smaller than 2L 2 λ 2 − α 2 2L 2 γ 2 , meaning that it is sufficient to have the condition for a contraction be:
Note that
α 2L 2 γ < 1 since L ≥ 1 and γ ≥ α by the definitions of smoothness of R and l n , respectively. Thus, this condition required to guarantee the contraction is stricter than requiring that λ < 1. If this condition is satisfied and if we set η = α 2Lγ 2 , then we can further examine the contraction in terms of constants that depend only on the properties of l n and R:
It is easily verified that the factor in front of the Bregman divergence on the right side is less than 1 and greater than The last inequality upper bounds the finite geometric series with the value of the infinite geometric series since again √ ρ < 1 for each k. Recall that ζ n was defined as
Therefore, the over the square roots can be bounded:
While the right-hand summation is simply the definition of A N −1 , the left-hand summation yields N −1 n=1 √ a n ≤ (N − 1)A N −1 .
Then the total dynamic regret has order Regret Lemma 10. Let (a n ) n∈N ⊂ R and (b n ) n∈N ⊂ R be two sequences satisfying b n ≥ 0 and n k=1 a k < ∞ ∀n ∈ N. If b n+1 ≤ b n + a n , then the sequence b n converges.
Proof. Define u 1 := b 1 and u n := b n − n−1 k=1 a k . Note that u 1 = b 1 ≥ b 2 − a 1 = u 2 . Recursively, b n − a n−1 ≤ b n−1 =⇒ b n − n−1 k=1 a k ≤ b n−1 − n−2 k=1 . Therefore, u n ≤ u n+1 . Note that (u n ) n∈N ) is bounded below because b n ≥ 0 and n k=1 a k < ∞. This implies that (u n ) n∈N converges. Because ( n k=1 a k ) n∈N , also converges, (b n ) n∈N must converge.
The majority of the proof follows a similar line of reasoning as a standard result in the field of discrete-time pursuitevasion games (Alexander et al., 2006) . Let · denote the Euclidean norm. We aim to show that if the distance between the learner's decision x n and the optimal decision x
x n − x * n Since x N − x * N → 0, we know lim N →∞ 1 N N n=1 x n − x * n = 0. Therefore, the dynamic regret is sublinear. Note that this result does not reveal a rate of convergence, only that x n − x * n converges to zero, which is enough for sublinear dynamic regret.
C.3.2. ONE-DIMENSIONAL SPACE WITH ARBITRARY β α
In the case where d = 1 and a n = 0 for all n, we aim to prove sublinear dynamic regret regardless of α and β by showing that x n essentially traps x * n by taking conservative steps as before. Rather than the constraint being |x n − x n+1 | ≤ 1 2 |x n − x * n |, we choose x n+1 in the direction of x * n subject to |x n − x n+1 | ≤ 1 1+λ |x n − x * n |. Specifically, we will use the following update rule:
Recall that sublinear dynamic regret is implied by c n := |x n − x * n | converging to zero as n → ∞. Therefore, below we will prove the above update rule results in lim n→∞ c n = 0. Like our discussions above, this implies achieving sublinear dynamic regret but not directly its rate.
Suppose at any time |x n − x * n | = 0. Then we are done since the learner can repeated play the same decision without x * n changing. When |x n − x * n | = 0, we prove convergence by contradiction. First we observe that the update in (17) makes sure that, at any round, x * n+1 cannot switch to the opposite side of x * n with respect to x n+1 and x n ; namely it is guaranteed that (x * n+1 − x n+1 )(x * n − x n+1 ) ≥ 0 and (x * n+1 − x n )(x * n − x n ) ≥ 0. Towards a contradiction, suppose that there is some C > 0 such that |x n − x * n | ≥ C for infinitely many n. Then x n at every round moves a distance of at least C 1+λ in the same direction infinitely since x * n+1 always lies the same side of x n+1 as x * n . This contradicts the compactness of X . Therefore |x n − x * n | must converge to zero.
