Abstract-This paper proposes an original data-driven intelligent control solution to the cooperative output regulation problem of discrete-time multi-agent systems. Based on the combination of internal model principle and reinforcement learning, a distributed suboptimal controller is learned realtime via online input-state data collected from system trajectories. Rigorous theoretical analysis guarantees the convergence of the proposed algorithm and the asymptotic stability of the closed-loop system. Numerical results validate the effectiveness of the proposed control methodology.
I. INTRODUCTION
Output regulation problems focus on developing feedback controllers to achieve asymptotic tracking and disturbance rejection [1] , [2] . It is a general mathematical framework which can describe numerous control problems in realworld applications. Recently, cooperative output regulation problems of multi-agent systems have attracted considerable attention [3] - [7] . There are usually two groups of agents in cooperative output regulation problems: the agents in the first group can directly access the leader information for feedback control, while the agents in the second group have no such access. The leader-follower consensus problems can be treated as special cases.
There are two major strategies for addressing the cooperative output regulation problem: feedback-feedforward and internal model principle. In terms of the internal model principle, one can convert an output regulation problem into a stabilization problem of an incorporated system composed of the control plant and a dynamic compensator designated as an internal model. By taking parameter uncertainties into account, a distributed adaptive control design approach for the cooperative output regulation of a class of multi-agent dynamical systems is proposed in [8] . However, the adaptive and optimal controller design for the cooperative output regulation of multi-agent systems with unknown dynamics remains to be studied.
Over the last decade, reinforcement learning (RL) [9] has been employed for design adaptive optimal control of dynamical systems. In particular, RL-based control methods have been proposed to stabilize discrete-time systems via state-feedback [10] - [12] and output-feedback [13] . In our previous works [14] , [15] , we propose output-feedback adaptive optimal control design approaches for continuous-time systems by means of sampled-data system theory. Recently, the extension from stabilization to adaptive optimal tracking control is studied in [16] - [20] . The RL has also been employed for achieving model-free optimal stabilization of large-scale or multi-agent systems [21] , [22] , however, none of these RL applications are formulated to solve cooperative output regulation problems for discrete-time multi-agent systems.
The main objective of this paper is to address the cooperative optimal output regulation problems of discrete-time multi-agent linear systems. To be more specific, we develop a novel data-driven distributed control policy to ensure that each follower with uncertain models can achieve disturbance rejection and asymptotic tracking in an optimal sense. This control approach is developed with the combination of value iteration (VI) and internal model principle, which is independent of an initial stabilizing control policy.
The remainder of this paper is organized as follows. The problem formulation and basic results regarding cooperative output regulation, optimal control, and internal model principle are presented in Section II. A novel datadriven control approach to cooperative output regulation is presented in Section III. The convergence of the proposed algorithm and the stability of the closed-loop multi-agent systems are also rigorously analyzed therein. An example to validate the proposed design is provided in Section IV. Finally, concluding remarks are discussed in Section V.
Notations. Throughout this paper, | · | represents the Euclidean norm for vectors and the induced norm for matrices. ⊗ indicates the Kronecker product.
II. PROBLEM FORMULATION AND PRELIMINARIES
In this paper, the following class of discrete-time linear multi-agent systems is considered.
where x i (k) ∈ R ni , u i (k) ∈ R and e i (k) ∈ R are the state, input and tracking error of the ith subsystem. v(k) ∈ V is the exostate with V ⊂ R q a compact and invariant set with respect to the exosystem (1). All the eigenvalues of E are simple with modulus equal to 1. The exosystem is supposed to generate both the disturbance D i v(k) and the reference signal y 0 (k) = −F v(k) (to be tracked by the output y i (k) = C i x i (k)) of each subsystem. Given the exosystem (1) and the plant (2), define a digraph G = {V, E}. The node set is V = {0, 1, · · · , N}, where the node 0 denotes the leader modeled via the exosystem (1) and the remaining N nodes are followers described by (2) . E ⊂ V × V is the edge set. Denote N i the set of all the nodes j such that (j, i) ∈ E.
Several standard assumptions for the solvability of (cooperative) output regulation problem are made on the multiagent system (described in equations (1)- (2)). Similar assumptions can be found in [3] , [4] , [23] .
Assumption 1:
Assumption 3: The node 0 of the acyclic digraph G is globally reachable.
The cooperative output regulation problem for discretetime multi-agent linear systems (1)- (2) is defined as follows.
Problem 1: Given the plant (2) with exosystem (1), find a controller such that 1) The system matrix of the overall closed-loop system is Schur, which means all the eigenvalues are with modulus less than 1. 2) For any initial conditions
Under Assumptions 1-2, the Problem 1 can be solved via a decentralized controller
where the characteristic polynomial of G 1 is the equivalent to the minimal polynomial of E, and the pair (G 1 , G 2 ) is required controllable. In this setting, the pair (G 1 , G 2 ) incorporates an internal model of E, and (4) forms an internal model of the ith subsystem. Moreover, for all
which implies the existence of a
The following Lemma shows that the decentralized controller (4)- (5) can be used to solve Problem 1.
Lemma 2.1: Under the condition of Assumptions 1-2, if, for i = 1, 2, · · · , N, agent i can directly communicate with the leader (1), then the multi-agent systems (1)- (2) with (4)-(5) will achieve cooperative output regulation.
Proof: Under the condition of Assumptions 1-2, for all i = 1, 2, · · · , N, there exist uniquely matrices X i , U i solving the following regulator equations [24] :
By [1] , equations (7) with
have a unique solutionX i and Z i . Then, it is checkable that X i =X i , and In order to improve the transient performance, we develop an optimal control policy such that the closed-loop system achieves cooperative output regulation. Moreover, the developed decentralized controller minimizes the following cost function
for the open-loop system written in a compact form
where, for all
T , and matrices arē
By optimal control theory and Lemma 2.1, the optimal control policy is (4) with
By optimal control theory, the optimal control gains are obtained by
where P * i is the unique solution to the following Riccati equation
The following Algorithm 1 is provided to find the decentralized optimal control policy based on the accurate knowledge of system dynamics. Instead of solving (16), we employ the VI technique [25] to successively approximate the solution to (16 
The control policy (14) with z i defined in (4) is implementable under the condition that each follower can directly communicate with the leader. However, due to the communication constraint among the agents, it is not realistic to presume that all the followers instantly get information from the leader, i.e., e i (k) = y i (k) − y 0 (k). A more reasonable assumption, Assumption 3, presumes that only neighbors of the leader can use e i as the measurement feedback, while others cannot. A distributed control policy under Assumptions 1-3 will be designed.
To achieve this goal, the internal model (4) is replaced by a distributed version (19) where
Interestingly, the system in closed-loop with the modified distributed internal model can achieve cooperative output regulation as demonstrated next.
Lemma 2.2: Under Assumptions 1-3, Problem 1 is solved by developing a distributed control policy (14) with (19) for multi-agent systems (1)-(2).
Proof: For i = 1, 2, · · · , N, we havẽ
where
. By Assumption 3, one can always label subsystems of (2) such that i < j if (i, j) ∈ E. Then, we observẽ
where A c is a block lower-triangular matrix with sub-
We can further verify that A c is a Schur matrix. The rest of the proof is similar to that of Lemma 2.1.
III. DATA-DRIVEN CONTROLLER DESIGN
In this section, a data-driven controller design approach is developed via RL. With the designed approach, we can approximate the control gains K * i for each follower without relying on the knowledge of system matrices A i , B i , C i , D i and F .
To begin with, we write the ith subsystem with the internal model (19) by
By (17) and (18), we have
On the other side, by (22) , we have
Define the following matrix
Then, equations (23) and (24) may be combined as follows
By Kronecker product representation and operators vec, vecs, and vecv, we obtain
i (k + 1) ∈ R represents the right side of (26) , which implies the following linear equation (27) A data-driven RL algorithm 2 will be presented which is able to learn the optimal control gain K * i based on online data. 
Compute Θ i .
7:
repeat 8:
from (27) 11:
The learned controller is (19) and
14:
Remark 2: Similar to [13] , [26] - [28] , we add an exploration noise during the learning phase to meet the full rank condition of matrix Θ. This condition ensures H We will analyze the convergence of the data-driven RL Algorithm 2 in the following theorem. 
Due to the limited space, the proof of Theorem 1 is omitted. Notice that the sketch of proof is similar to Theorem 3.1 in [14] .
Theorem 2: Under Assumptions 1-3, Problem 1 is solved by developing a data-driven distributed control policy (19)-(28) for multi-agent systems (1)- (2) .
) is a Schur matrix for small threshold > 0. Based on Lemma 2.2, we observe that the multi-agent systems (1)-(2) achieve cooperative output regulation if the learned controller (19) - (28) is applied. The proof is completed. 
IV. EXAMPLE
In this section, we consider the multi-agent system (1)- (2) with N = 3 and for i = 1, 2, 3,
The system topology is shown in Fig. 1 with the node 0 as the leader. It is easily checkable that Assumptions 1-3 are satisfied. For the purpose of data-driven algorithm validation, we assume the system matrices 
V. CONCLUSIONS
The cooperative output regulation problem is studied for discrete-time multi-agent systems via a combination internal model principle and value iteration. An internal-model-based distributed control policy is learned using input and state data without the dependence on exact knowledge of the system dynamics or an initial stabilizing control policy. It is ensured that the closed-loop multi-agent systems are able to achieve both disturbance rejection and asymptotic tracking. Simulation results confirm that the proposed approach serves as an effective tool to deal with cooperative output regulation problems. 
