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TRANSITIVE SPACES OF OPERATORS
KENNETH R. DAVIDSON, LAURENT W. MARCOUX,
AND HEYDAR RADJAVI
Abstract. We investigate algebraic and topological transitivity
and, more generally, k-transitivity for linear spaces of operators. In
finite dimensions, we determine minimal dimensions of k-transitive
spaces for every k, and find relations between the degree of tran-
sitivity of a product or tensor product on the one hand and those
of the factors on the other. We present counterexamples to some
natural conjectures. Some infinite dimensional analogues are dis-
cussed. A simple proof is given of Arveson’s result on the weak-
operator density of transitive spaces that are masa bimodules.
A collection E of operators from a vector space X to another vector
space Y is said to be transitive if, given nonzero x ∈ X and y ∈ Y ,
there is an element A ∈ E such that Ax = y. If E has some addi-
tional structure imposed on it, for example, if it is a ring or an algebra
with X = Y , then a great deal is implied by the transitivity assump-
tion. This paper represents an effort to extract as much information
as possible from transitivity (and its strengthening given below) from
the linear structure on E alone.
Let H and K be Hilbert spaces. A subspace L of B(H,K) is k-
transitive provided that for every choice of k linearly independent vec-
tors x1, . . . , xk in H and arbitrary vectors y1, . . . , yk in K, there is an
A ∈ M so that Axi = yi for 1 ≤ i ≤ k. Thus transitivity coincides
with 1-transitivity. L is topologically k-transitive if this can be done
approximately; that is, for each ε > 0 there exists A ∈ L such that
‖Axi − yi‖ < ε, 1 ≤ i ≤ k. In the finite dimensional setting, the two
notions coincide. As with transitivity, if k = 1, we shall abbreviate the
notation and refer to a space as being topologically transitive.
Starting with finite dimensions, we present a number of positive re-
sults and a lot of counterexamples to natural conjectures. Among other
things, we determine the minimal dimension of k-transitive subspaces
of B(H,K) in terms of the dimensions of H and K. We consider spans
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of products as well as tensor products of spaces, and study the rela-
tions between their degree of transitivity and those of their constituent
spaces. We investigate the relations between the minimal and maxi-
mal ranks present in a transitive subspace of Mn. In particular, we
show that such a subspace must contain invertible elements. In the
infinite dimensional setting, there are fewer positive results and more
counterexamples. We are able to extend some of the finite dimensional
results. We provide a simple proof of a result of Arveson [1] that a
topologically transitive subspace of B(H,K) which is a masa bimodule
is wot-dense in B(H,K).
Any transitive subalgebra of Mn = B(Hn), the space of n× n com-
plex matrices, is equal to all of Mn by Burnside’s Theorem. The
situation is completely different for subspaces. For every 0 ≤ k <
min{m,n}, there are k-transitive subspaces of Mmn which are not
(k + 1)-transitive (see Example 1.4). In infinite dimensions, a topo-
logically transitive operator algebra has no proper invariant subspaces.
Whether it is wot-dense in B(H) is the famous Transitive Algebra
Problem, a generalization of the Invariant Subspace Problem. Again, if
we consider subspaces, there are many proper k-transitive wot-closed
subspaces.
It is a well-known result of Azoff [2] that a subspace L of Mmn =
B(Hn,Hm) is k-transitive if and only if the pre-annihilator L⊥ contains
no non-zero elements of rank at most k. Here (Mmn)∗ is identified with
Mnm equipped with the trace norm via the bilinear pairing 〈A, T 〉 =
Tr(AT ).
Indeed suppose that 0 6= T = ∑ki=1 xiy∗i belongs to L⊥, where the
vectors xi are linearly independent. Then the k-tuple (Ax1, . . . , Axk)
is orthogonal to (y1, . . . , yk) for all A ∈ L. Thus L is not k-transitive.
Conversely, if L is not k-transitive, then for some linearly independent
set x1, . . . , xn, the k-tuples (Ax1, . . . , Axk) span a proper subspace of
Hkm, and thus is orthogonal to a non-zero vector (y1, . . . , yk). Reversing
the argument shows that T =
∑k
i=1 xiy
∗
i belongs to L⊥.
In the infinite-dimensional setting, we identify (B(H,K))∗ with the
space C1(K,H) of trace class operators from K to H via the same bi-
linear pairing. The above Theorem of Azoff then applies to topological
k-transitivity, and shows that a subspace L of B(H,K) is topologi-
cally k-transitive if and only if the pre-annihilator L⊥ of L contains no
non-zero elements of rank less than or equal to k.
We end this introduction with a simple but handy observation which
will be used implicitly throughout this paper, namely: if L ⊆ B(H,K)
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is topologically k-transitive, and if P ∈ B(H) and Q ∈ B(K) are pro-
jections with min(rankP, rankQ) ≥ k, then QLP ⊆ B(PH, QK) is
also topologically k-transitive. (This follows immediately from Azoff’s
Theorem.) If, furthermore, P and Q are finite rank, then QLP is in
fact k-transitive.
1. Dimension
In this section, we find the minimal dimension of a k-transitive sub-
space ofMmn. By Azoff’s Theorem as outlined above, if k ≥ min(m,n),
then L⊥ = 0 and hence L = Mmn. As such, we always assume that
k < min(m,n).
Lemma 1.1. For every p ≥ 1 and every 0 ≤ k ≤ p, the diagonal
subalgebra Dp of Mp contains a subspace of dimension p−k containing
no non-zero element of rank at most k.
Proof. It suffices to choose p−k diagonal operators with the property
that when restricted to any p − k diagonal entries, they are linearly
independent. For then a linear combination which has p−k zeros must
be zero. An example of such a sequence is Dj = diag(1
j, 2j, . . . , pj) for
0 ≤ j < p− k.
The special case of the following result for k = 1 was established by
Azoff [2].
Theorem 1.2. The minimal dimension of a k-transitive subspace of
Mmn is k(m+ n− k).
Proof. Using Azoff’s Theorem, we search instead for the maximal di-
mension of the pre-annihilator of a k-transitive subspace L. This sub-
space L⊥ cannot intersect the closed variety Rk of matrices of rank
at most k except in {0}. This variety has dimension k(m + n − k)
(see [5, Prop. 12.2]). It follows that dimL⊥ + dimRk ≤ mn. Hence
dimL ≥ dimRk = k(m+ n− k).
On the other hand, consider the subspace N of Mnm which has zeros
on diagonals of length p ≤ k and has dimension p− k on the diagonals
with p > k entries such that the rank of any non-zero element on one
such diagonal is always at least k + 1. This is possible by Lemma 1.2.
There are m+ n− 1 diagonals, and 2k of them have length at most k.
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So the dimension of N is
mn− (m+n−1−2k)k − 2
k∑
p=1
p = mn− (m+n−1−2k)k − (k+1)k
= mn− k(m+ n− k)
Thus L = N⊥, the annihilator of N , has dimension k(m+ n− k).
Consider a non-zero element N of N . It must be non-zero on some
diagonal. Let p0 be the shortest non-zero diagonal. Consider the square
submatrix containing the p0th diagonal as its main diagonal. This
submatrix is triangular, and hence its rank is at least as great as the
rank of the diagonal, which is at least k + 1. Hence N contains no
non-zero elements of rank at most k. Therefore L is k-transitive.
Example 1.3. By the above theorem, any (n− 1)-transitive subspace
L of Mn necessarily has dimension n2 − 1. It is then not hard to see
that we can find invertible elements S, T ∈ Mn so that SLT = sln, the
space of trace zero matrices in Mn.
Since multiplying a k-transitive subspace M of B(H,K) by invert-
ibles S ∈ B(K,K′) and T ∈ B(H′,H) yields a k-transitive subspace of
B(H′,K′), we shall think of M and SMT as being equivalent insofar
as transitivity is concerned.
A similar statement holds for topologically k-transitive spaces.
Example 1.4. As mentioned in the introduction, there are k-transitive
subspaces of B(H,K) which are not (k + 1)-transitive provided that
k < min{dimH, dimK}. For example, if H = Hn and K = Hm, then
it suffices to consider R ∈ Mnm of rank k + 1. With M = span{R},
L =M⊥ ⊆Mmn is such an example.
This example can easily be adapted to the infinite-dimensional set-
ting to produce subspaces L ⊆ B(H,K) which are topologically k-
transitive but not topologically (k + 1)-transitive.
Example 1.5. The space Tn of all Toeplitz matrices T =
[
ti−j
]
in Mn
is a transitive subspace of dimension 2n−1. It is routine to verify that
the pre-annihilator of Tn consists of those matrices in Mn whose entries
along any diagonal sum to zero. The rank of such a matrix is at least
as big as the length of the smallest non-zero diagonal, which is at least
two if the matrix is non-zero.
By Theorem 1.2, this is the minimal possible dimension of a transi-
tive subspace of Mn.
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2. Dually Transitive
In finite dimensions, we can consider both L and L⊥ as spaces of
matrices. So we can ask whether both can be k-transitive. Dimension
arguments show that this requires the space to be sufficiently large.
Proposition 2.1. There is a subspace L of M4 such that both L and
L⊥ are transitive.
Proof. It suffices to exhibit a transitive subspace L so that neither
L nor L⊥ contains a rank one element. Let Φ be a linear bijection
of M2 onto itself with four distinct eigenvalues whose corresponding
eigenvectors all have rank 2. Define
L =
{[
A Φ(B)
B A
]
: A,B ∈M2
}
.
Suppose that L contains a rank 1 element
[
xu∗ xv∗
yu∗ yv∗
]
, where x, y,
u, v are vectors in C2. Then comparing the diagonal entries shows that
xu∗ = yv∗, so that xv∗ is a multiple of yu∗, say xv∗ = λyu∗. So now
a comparison of the off-diagonal entries shows that Φ(yu∗) = λyu∗,
contrary to fact. Therefore L contains no rank 1 elements.
The analysis of L⊥ is similar since Φt has the same eigenvector prop-
erty.
Example 2.2. For example, let Φ
([
a b
c d
])
=
[
d 2c
b a
]
. Then
L =


a b h 2g
c d f e
e f a b
g h c d

 and L⊥ =


a b −h −g
c d −f −e
e f −a −b
g/2 h −c −d


Here is a general technique modelled on the previous example.
Theorem 2.3. If 1 ≤ k < n/(2 +√2), then M2n contains a subspace
L such that both L and L⊥ are k-transitive.
Proof. The proof of Theorem 1.2 shows that there is a subspace N of
Mn with dimension (n−k)2 which contains no non-zero elements of rank
k or less. Since n > (2+
√
2)k, it is easy to check that (n−k)2 ≥ n2/2.
Thus there is an injective linear map T : Mn/N → N . Let Φ = JTQ,
where Q is the quotient map of Mn onto Mn/N and J is the injection
of N into Mn.
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Observe that for A ∈Mn,
rankA ≥ k + 1 or rankΦ(A) ≥ k + 1.
Indeed, if Φ(A) 6= 0, then it has rank at least k + 1. If Φ(A) = 0, then
A ∈ N ; so it has rank at least k + 1.
Define a subspace L of M2n consisting of all elements of the form[
A B
Φ(B) Φ(A)
]
where A,B ∈ Mn are arbitrary. A non-zero element of
L has either A or B non-zero. So at least one of the four matrix entries
has rank at least k + 1. In particular, L⊥ is k transitive.
Note that L⊥ consists of all matrices of the form
[
Φt(X) −Y
Φt(Y ) −X
]
where X, Y ∈ Mn are arbitrary. So the same argument shows that
L⊥ contains no non-zero elements of rank at most k. Therefore L is
k-transitive.
3. Tensor Products
In this section, we consider tensor products of k-transitive subspaces.
The first lemma is well known, but is included for the convenience of
the reader.
Lemma 3.1. Let L and M be subspaces of Mlp and Mmn respectively.
Then (L⊗M)⊥ = L⊥ ⊗Mnm +Mpl ⊗M⊥.
Proof. Clearly L⊥⊗Mnm+Mpl⊗M⊥ is contained in (L⊗M)⊥. The
other containment follows from a simple dimension argument. Indeed,
let dimL = d1 and dimM = d2. Then dimL⊗M = d1d2, from which
we deduce that
dim(L ⊗M)⊥ = lpmn− d1d2.
Now dim(L⊥⊗Mnm) = (lp−d1)mn and dim(Mpl⊗M⊥) = lp(mn−d2).
Since
L⊥ ⊗Mnm ∩Mpl ⊗M⊥ = L⊥ ⊗M⊥
has dimension (lp− d1)(mn− d2), it follows that
dim(L⊥ ⊗Mnm +Mpl ⊗M⊥) = (lp− d1)mn + lp(mn− d2)
− (lp− d1)(mn− d2)
= lpmn− d1d2.
From this the result follows easily.
The main theorem of this section shows that under additional hy-
potheses, tensoring preserves some level of transitivity.
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Theorem 3.2. Suppose that a subspace L ⊂ Mlp is k-transitive and
is spanned by its rank r elements. If a subspace M ⊂ Mmn is rk-
transitive, then L ⊗M is k-transitive.
Proof. By Lemma 3.1, (L⊗M)⊥ = L⊥⊗Mnm+Mpl⊗M⊥. Consider
T ∈ (L ⊗M)⊥ as a p × l matrix T =
[
Tji
]
with coefficients in Mnm.
Thus we may decompose Tji = Rji+Sji where R =
[
Rji
] ∈ L⊥⊗Mnm
and S =
[
Sji
] ∈ Mpl ⊗M⊥. The latter condition just says that each
Sji is in M⊥. One detects that R is in L⊥ ⊗Mnm by the fact that it
satisfies
p∑
i=1
l∑
j=1
lijRji = 0 for all L =
[
lij
] ∈ L.
For L =
[
lij
] ∈ L, consider
p∑
i=1
l∑
j=1
lijTji =
p∑
i=1
l∑
j=1
lij(Rji + Sji) =
p∑
i=1
l∑
j=1
lijSji ∈M⊥.(1)
Suppose that rankT = 1. Then there are vectors uj and vi for 1 ≤ j ≤
p and 1 ≤ i ≤ l so that Tji = ujv∗i . Now if L is rank one, then there
are scalars xi and yj so that lij = xiyj. In this case,
p∑
i=1
l∑
j=1
lijTji =
p∑
i=1
l∑
j=1
xiyjujv
∗
i =
( l∑
j=1
yjuj
)( p∑
i=1
xivi
)∗
is a rank one matrix. It is then easy to see that if rankT ≤ k and
rankL ≤ r, then this sum has rank at most rk.
Clearly it suffices to satisfy equation (1) for a spanning subset of
L. So we may suppose that each L has rank at most r. Consider
an element T ∈ (L ⊗M)⊥ with rank at most k. The analysis of the
previous paragraph yields an element ofM⊥ with rank at most rk. As
M is rk-transitive, this means that these sums are all zero:
p∑
i=1
l∑
j=1
lijSji = 0 for all L =
[
lij
] ∈ L.
Consequently, S ∈ L⊥ ⊗Mnm. Since R is also in this set, we conclude
that T ∈ L⊥ ⊗Mnm.
But L⊥ admits no non-zero operators of rank at most k, and thus
neither does L⊥ ⊗Mnm. To see this, think of such matrices as n ×m
matrices with coefficients in L⊥. Any non-zero coefficient results in
rank at least k+1. Hence (L⊗M)⊥ contains no non-zero elements of
rank at most k, and therefore L ⊗M is k-transitive.
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Definition 3.3. A subspace L ⊂Mmn is fully k-transitive if L⊗M is
k-transitive whenever M is k-transitive.
The following corollary yields a large class of fully k-transitive sub-
spaces. This is an immediate application of Theorem 3.2 taking r = 1.
Corollary 3.4. If L ⊂Mlp is a k-transitive subspace which is spanned
by its rank one elements, then L is fully k-transitive.
Corollary 3.5. If L and M are both k-transitive spaces spanned by
their rank one elements, then L ⊗M is fully k-transitive.
Proof. L⊗M is k-transitive by Corollary 3.4. The tensor product of
rank one elements is rank one, and so L⊗M is spanned by rank ones.
Hence it is fully k-transitive by the same corollary.
Another easy consequence uses the fact that L ⊂ Mlp is always
spanned by elements of rank at most min{l, p}.
Corollary 3.6. If L ⊂ Mlp is a k-transitive subspace and M ⊂ Mmn
is min{kl, kp}-transitive, then L⊗M is k-transitive.
Fully k-transitive spaces have a certain permanence.
Proposition 3.7. If L ⊂Mlp is fully k-transitive, and P,Q are idem-
potents in Ml and Mp respectively, then PLQ ⊂ B(QHp, PHl) is fully
k-transitive.
Proof. Let M ⊂ Mmn be a k-transitive space. If A ∈ (PLQ)⊥,
then 0 = Tr(PLQA) = Tr(LQAP ) for all L ∈ L. So QAP ∈ L⊥,
where QAP is just A considered as an element of Mlp rather than
B(PHl, QHp). Therefore
(PLQ⊗M)⊥ = (PLQ)⊥ ⊗Mnm +QMplP ⊗M⊥
⊂ L⊥ ⊗Mnm +Mpl ⊗M⊥ = (L ⊗M)⊥
The right hand side contains no rank k matrices, and so neither does
the left side. Therefore PLQ is fully k-transitive.
Example 3.8. The space of Toeplitz matrices Tm is fully transitive
because the rank one matrices
[
ai−j
]
for a ∈ C span Tm. To see this,
just observe that the entries on the first row and column determine
T , and that this may be any vector in C2m−1. The rank one matrices
mentioned above correspond to the vectors (ak)|k|<m. Any choice of
2m− 1 distinct non-zero values of a yields a basis.
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Example 3.9. The space sld ⊂Md from Example 1.3 is fully (d− 1)-
transitive since it is spanned by the rank one matrices {Eij : i 6= j}
and {E11 + E1j − Ej1 − Ejj : 2 ≤ j ≤ m}.
Example 3.10. Consider L = sld ⊗ Mm ⊂ Mdm. We may think of
this space as those d × d matrices A = [Aij] with coefficients in Mm
such that
∑d
i=1Aii = 0. Then L⊥ = (sld)⊥ ⊗Mm = CId ⊗Mm. Thus
the minimum rank of a non-zero element of L⊥ is d. Therefore L is
(d−1)-transitive. It is spanned by its rank one elements since both sld
and Mm are. Hence L is fully (d− 1)-transitive.
Example 3.11. There are transitive spaces which are not fully transi-
tive. Consider the space L from Example 2.2. Evidently, the smallest
rank of a non-zero element of L is 2. We will show that (L⊥ ⊗ L⊥)⊥
contains a rank one. By symmetry, it follows that neither L ⊗ L nor
L⊥ ⊗ L⊥ is transitive. By Lemma 3.1,
(L⊥ ⊗ L⊥)⊥ = L ⊗M4 +M4 ⊗ L.
To find a rank 1 in this space, we look for matrices A, . . . , H in M4,
Xij ∈ L and vectors ui, vj ∈ C4 for 1 ≤ i, j ≤ 4 so that

A B H 2G
C D F E
E F A B
G H C D

 =

 Xij + uiv
∗
j


This is equivalent to solving the system
u1v
∗
1 − u3v∗3 = X33 −X11 ∈ L u2v∗4 − u3v∗1 = X31 −X24 ∈ L
u1v
∗
2 − u3v∗4 = X34 −X12 ∈ L u2v∗3 − u3v∗2 = X32 −X23 ∈ L
u2v
∗
1 − u4v∗3 = X43 −X21 ∈ L u1v∗3 − u4v∗2 = X42 −X13 ∈ L
u2v
∗
2 − u4v∗4 = X44 −X22 ∈ L u1v∗4 − 2u4v∗1 = 2X41 −X14 ∈ L
Let e1, . . . , e4 be the standard basis for C
4. One can check that

u1
u2
u3
u4

 =


e4
e3
e2
e1

 and


v1
v2
v3
v4

 =


e4
e3
−e2
−e1


is a non-trivial solution.
4. Spans of products
While transitive subspaces are not algebras, an algebra can be ob-
tained by taking spans of products. Thus in the matrix case, one
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eventually obtains Mn. In many cases, this happens very quickly. In
particular, the order of transitivity increases quickly.
Proposition 4.1. If L ⊂ Ml is a transitive subspace which is spanned
by its rank one elements, then spanL2 = Ml.
Proof. L has no kernel; so we may select l non-zero rank one elements
Ri = xiy
∗
i in L such that {y1, . . . , yl} forms a basis for Hl. Every
matrix in Ml may be written as T =
∑l
i=1 uiy
∗
i . Choose Ai ∈ L so that
Aixi = ui. Then T =
∑l
i=1AiRi belongs to spanL2.
Example 4.2. Consider the space L from Example 2.2. Let
X =


a1 b1 h1 2g1
c1 d1 f1 e1
e1 f1 a1 b1
g1 h1 c1 d1

 and Y =


a2 b2 h2 2g2
c2 d2 f2 e2
e2 f2 a2 b2
g2 h2 c2 d2


be arbitrary elements of L. Let Z = XY , and consider the diagonal
elements zii of Z, 1 ≤ i ≤ 4. Then
z11 = a1a2 + b1c2 + h1e2 + 2g1g2
z22 = c1b2 + d1d2 + f1f2 + e1h2
z33 = e1h2 + f1f2 + a1a2 + b1c2
z44 = 2g1g2 + h1e2 + c1b2 + d1d2.
It follows that the expectation E from the space span{L,L2} onto
the diagonal has range spanned by the three diagonal matrices
D1 = diag(1, 0, 1, 0), D2 = diag(1, 0, 0, 1) and D3 = diag(0, 1, 0, 1),
which is only three dimensional. Indeed, with X and Z as above, E(X)
is spanned by D1 and D3, while
E(Z) = (a1a2 + b1c2)D1 + (h1e2 + 2g1g2)D2
+ (c1b2 + d1d2)D3 + (f1f2 + e1h2)(D1 +D3 −D2).
In particular, span{L,L2} 6= M4. Note that span{L,L2,L3} = M4.
The following concept is a substantial weakening of the notion of
k-transitivity.
Definition 4.3. A subspace L ⊂ B(H,K) is k-separating if for every
set x1, . . . , xk of independent vectors in H, there is an L ∈ L so that
Lxi = 0 for 1 ≤ i ≤ k − 1 and Lxk 6= 0.
The simple result below shows why the property of being k-separating
is nice to have when considering products of spaces.
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Lemma 4.4. Suppose that L1,L2 are subspaces of Mn with L1 transi-
tive and L2 k-separating. Then spanL1L2 is k-transitive.
Proof. Let x1, . . . , xk be independent vectors, and let vectors y1, . . . , yk
be given. Use the k-separating property to select elements B1, . . . , Bk
in L2 such that Bixj = δijzi, where zi are non-zero vectors. By the
transitivity of L1, select elements A1, . . . , Ak in L1 so that Aizi = yi.
Then
∑k
i=1AiBi belongs to spanL1L2 and takes xi to yi for 1 ≤ i ≤ k.
Therefore this space is k-transitive.
Since Mn is the unique n-transitive subspace of itself, we obtain:
Corollary 4.5. Suppose that L1,L2 are subspaces of Mn with L1 tran-
sitive and L2 n-separating. Then spanL1L2 = Mn.
Lemma 4.6. Let 1 ≤ k < min{m,n}. Then a k-transitive subspace L
of Mmn is (k + 1)-separating.
Proof. Let x1, . . . , xk+1 be linearly independent in C
n; and set X =
span{x1, . . . , xk+1}. Then the restriction M = L|X ⊂ Mm,k+1 is k-
transitive. By Theorem 1.2, dimM ≥ k(m + 1). The subspace of M
which vanishes on span{x1, . . . , xk} has km linear conditions imposed,
and hence it has dimension at least k. Thus there are elements of M
which annihilate x1, . . . , xk and are non-zero on xk+1.
Example 4.7. The set Tn of n × n Toeplitz matrices (n ≥ 3) is an
example of a space which is 2-separating but not 3-separating. Indeed,
the fact that Tn is 1-transitive implies that it is 2-separating by the
above result. On the other hand, if the first and last columns of a
matrix T in Tn are both zero, then all entries of T are zero, so that Tn
is not 3-separating.
Example 4.8. The converse of Lemma 4.6 is false.
If M is a k-transitive but not (k + 1)-transitive subspace of Mmn,
consider the subspace L of Mm+1,n of the form L =
[
x
M
]
where x is an
arbitrary row vector in Cn and M ∈ M. Then this is an n-separating
space which is k-transitive but not (k + 1)-transitive.
In particular, if we take M = {0}, then L is n-separating but is not
even 1-transitive.
Theorem 4.9. Suppose that subspaces K ⊂ Mmn and L ⊂ Mnp are
k-transitive and l-transitive respectively. Then the product spanKL is
min{k + l, m, p}-transitive.
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Proof. We know that K⊥ contains no non-zero element of rank at most
k; and L⊥ contains no non-zero element of rank at most l.
Assume first that l < min{n, p}. Suppose that A ∈ (KL)⊥ satisfies
1 ≤ rankA ≤ k + l. Then 0 = Tr(KLA) for all K ∈ K and L ∈ L.
Hence LA ∈ K⊥ for all L ∈ L. As L is (l+1)-separating by Lemma 4.6,
select L ∈ L which is non-zero on some vector in the range of A and
annihilates min{l, rankA − 1} independent vectors in the range of A.
Then
1 ≤ rankLA ≤ (k + l)− l = k.
This contradicts the k-transitivity of K. Thus spanKL is (k + l)-
transitive if k+l < min{m, p}. But if k+l ≥ min{m, p}, then this shows
that (KL)⊥ = {0}. Hence spanKL = Mmp is min{m, p}-transitive.
We obtain a similar conclusion if k < min{m,n}. If k = min{m,n}
and l = min{n, p}, then K = Mmn and L = Mnp. Thus spanKL =
Mmp is min{m, p} transitive.
For M a subspace of Mn, let M∗ = {M∗ : M ∈ M}, again consid-
ered as a subspace of Mn.
Proposition 4.10. If L ⊂ Mn is transitive and spanned by its rank r
elements and M∗ ⊂Mn is r-separating, then spanLM = Mn.
Proof. If L ∈ L has rank at most r, then for any vector u ∈ LH
and 0 6= x ∈ H, we will show that ux∗ ∈ LM. Indeed, we may
write L =
∑s
i=1 uiv
∗
i where u1 = u, s ≤ r and {v1, . . . , vs} are linearly
independent. Select M ∈ M so that M∗v1 = x and M∗vi = 0 for
2 ≤ i ≤ s. Then
LM =
s∑
i=1
uiv
∗
iM =
s∑
i=1
ui(M
∗vi)
∗ = ux∗.
As the ranges of elements (of rank at most r) of L span H, the result
follows.
If M ⊆ Mn is r-transitive for some r ≥ 1, then so is M∗. This is
easily seen by considering Azoff’s characterisation of r-transitivity in
terms of the preannihilator ofM. It then follows from Lemma 4.6 that
M∗ is (r + 1)-separating. When r = 0, no such statement holds. So
we obtain:
Corollary 4.11. If L ⊂ Mn is transitive and spanned by its rank r
elements and M ⊂ Mn is max{r − 1, 1}-transitive, then spanLM =
Mn.
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This allows an extension of Proposition 4.1 and Example 4.2.
Corollary 4.12. If L ⊂ Mn is transitive and is spanned by its rank r
elements, then spanLr+1 = Mn.
Proof. By Theorem 4.9, spanLr is r-transitive. So by the previous
lemma, spanLr+1 = Mn.
5. Invertibles
Proposition 5.1. If L ⊂ Mn is a subspace consisting of singular
matrices, then L is not transitive.
Proof. Let k be the largest rank of an element of L, and fix A ∈ L
with rankA = k. Transitivity is unchanged if L is multiplied on either
side by invertible operators. So after such a change, we may suppose
that A = A2 = A∗ is a projection.
Decompose H = AH⊕(I−A)H. With this decomposition, each ele-
ment L ∈ L has the form L ≃
[
L0 E
F L1
]
. Since L+tA =
[
L0 + tIk E
F L1
]
,
the 1, 1 entry is invertible for large t, and so it factors as[
L0+tIk 0
F In−k
] [
Ik 0
0 L1−F (L0+tIk)−1E
] [
Ik (L0+tIk)
−1E
0 In−k
]
.
From this, it follows that
k ≥ rank(L+ tA) = k + rank(L1 − F (L0 + tIk)−1E).
Therefore L1 = F (L0+ tIk)
−1E. As the right side tends to 0 as t→∞,
L1 = 0 for all L ∈ L.
This shows that (I − A)L(I −A) = 0 and so L is not transitive.
Proposition 5.2. If L ⊂Mn is transitive, let r be the minimal rank of
non-zero elements of L and let s be the largest rank of singular elements
of L. Then r + s ≥ n.
Proof. Let F ∈ L with rankF = r. Suppose first that there is an
invertible element A ∈ L such that 0 6= λ ∈ σ(A−1F ). Then
0 = det(λI − A−1F ) = det(A−1) det(λA− F ).
As det(A−1) 6= 0, λA−F is singular and thus has rank at most s. But
clearly it has rank at least n− r. So r + s ≥ n.
Otherwise, for every invertible A in L, A−1F is nilpotent. By our
Proposition 5.1, L contains invertible elements. Select an invertible
B ∈ L so that among the elements of the form A−1F for invertible A
14 K.R.DAVIDSON, L.W.MARCOUX, AND H.RADJAVI
in L, the operator F0 = B−1F is nilpotent of the greatest index, say
m+1. That is, Fm0 6= 0 = Fm+10 = (A−1F )m+1 for all A ∈ L which are
invertible.
For any L ∈ L, and sufficiently small µ, the operator B − µL is
invertible. So
0 =
(
(B − µL)−1F0
)m+1
= (I − µB−1L)−1F0
(
(I − µB−1L)−1F0
)m
Therefore expanding (I − µB−1L)−1 =∑k≥0 µk(B−1L)k,
0 = F0
(
(I − µB−1L)−1F0
)m
=
∑
k≥0
µkXk.
All coefficients of this power series must vanish, and in particular
0 = X1 = F0B
−1LFm0 + F
2
0B
−1LFm−10 + · · ·+ Fm0 B−1LF0.
Multiply on the left by Fm−10 to obtain F
m
0 B
−1LFm0 = 0 for all L ∈
L. This means that LRanFm0 ⊂ kerFm0 B−1. Both RanFm0 and
kerFm0 B
−1 = B kerFm0 are proper subspaces, so this contradicts the
transitivity of L. This contradiction establishes the result.
6. Infinite dimensional results
In this section we examine to what degree the results of the previous
sections extend to the infinite dimensional setting. As we shall see,
there are more negative results than positive results. We begin with
an infinite dimensional version of Proposition 5.1.
Recall that if T ∈ B(H), then an element λ of the spectrum σ(T )
of T is called a Riesz point if λ is an isolated point of σ(T ), and if∨
k≥1 ker(λI − T )k is finite dimensional. In particular, λ is not an
element of the essential spectrum σe(T ) of T .
Theorem 6.1. Let L be a subspace of B(H) consisting of singular
operators. If L contains an operator A with 0 as a Riesz point of its
spectrum, then L is not topologically transitive.
Proof. After a similarity, A ≃
[
A0 0
0 A1
]
where H = M⊕M⊥ and
M is the spectral subspace kerAp for all sufficiently large p. So A1 is
invertible in B(M⊥), and Ap ≃
[
0 0
0 Ap1
]
.
Any L ∈ L has the form L ≃
[
L0 E
F L1
]
. As in the proof of Proposi-
tion 5.1, the 2, 2 entry of Lt := L+ tA
p is invertible for all t sufficiently
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large. Thus Lt is Fredholm of index 0. Since 0 ∈ σ(Lt), it must have
non-trivial kernel. However, Lt factors as above as[
IM E(L1+tA
p
1)
−1
0 IM⊥
] [
L0−E(L1+tAp1)−1F 0
0 IM⊥
] [
IM 0
F L1+tA
p
1
]
.
The middle factor must have kernel. Letting t → ∞ shows that L0 is
singular.
This shows that PMLPM consists of singular matrices. Hence it is
not transitive by Proposition 5.1. Since the rank of PM is finite, L is
not topologically transitive, as observed in the last paragraph of the
introduction.
Example 6.2. The set K of compact operators is transitive and sin-
gular.
To get even closer to the hypotheses of Theorem 6.1, consider the
set L = CS∗ + K, where S∗ is the backward shift. Every element
is singular, and there are elements A ∈ L such that 0 6∈ σe(A) and
kerA 6= 0. Nevertheless, this is a transitive space.
The spaces T and H of Toeplitz and of Hankel operators appear
frequently as counterexamples to possible extensions of our finite di-
mensional results. Let dm denote normalized Lebesgue measure on
the unit circle T = {z ∈ C : |z| = 1}. The set {en = einθ}n∈Z forms
an orthonormal basis for the Hilbert space L2(T) = L2(T, dm). Let
us denote by M∞(T) the space {Mf : f ∈ L∞(T, dm)} of multiplica-
tion operators on L2(T). It is well-known and routine to verify that
T = [tij ] ∈ M∞(T) if and only if T ∈ B(L2(T)) and tij = ti+k j+k for
all i, j, k ∈ Z.
We denote by H2(T) the Hardy space span{en}∞n=0 of analytic func-
tions in L2(T). If P denotes the orthogonal projection of L2(T) onto
H2(T), then the Toeplitz operators are the elements of T = PM∞|H2(T),
and with Q = (I −P ), the set of Hankel operators is H = QM∞|H2(T).
Example 6.3. The spaces H and T of Hankel and Toeplitz operators
are topologically transitive.
We show that the space M∞P is topologically transitive. Since T
and H are compressions ofM∞P , it immediately follows that they too
are topologically transitive.
Consider A ∈ (M∞P )⊥ with rankA = 1. Then A = fg∗ for some
f ∈ H2(T) and g ∈ L2(T). Since A 6= 0, neither f nor g is zero.
The condition A ∈ (M∞P )⊥ implies that tr(MhPA) = tr(Mhfg∗) =
〈hf, g〉 = 0 for all h ∈ L∞(T). That is, ∫
T
hfg = 0 for all h ∈ L∞(T).
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Since fg ∈ L1(T) = (L∞(T))⊥, it follows that fg = 0 a.e.. The
classical F. and M. Riesz Theorem (see [4, Theorem 6.13]) asserts that
as 0 6= f ∈ H2(T), the set {z ∈ T : f(z) = 0} has measure 0. From this
it follows that g = 0 a.e., a contradiciton. Thus M∞P is topologically
transitive.
We observe that an analogous argument may be used to establish
the fact that QM∞ is also topologically transitive.
Note also that Te0 = {The0 = Ph : h ∈ L∞(T)} is dense in H2(T),
but is not everything. Thus T is an example of a topologically transitive
space which is not transitive.
Definition 6.4. A subspace L ⊆ B(H1,H2) is said to be totally sepa-
rating if L is k-separating for all k ≥ 2.
There is no point in defining totally topologically transitive in the
analogous way, because this would just say that L is sot-dense in B(H).
A natural modification of Example 4.8 shows that for each k ≥ 1 there
are totally separating spaces which are topologically k-transitive but
not topologically (k + 1)-transitive.
Proposition 6.5. Let L1 and L2 be subspaces of B(H), and suppose
that L1 is topologically transitive.
(a) If L2 is k-separating for some k ≥ 1, then spanL1L2 is topo-
logically k-transitive.
(b) If L2 is totally separating, then spanL1L2 is dense in the strong
operator topology on B(H).
Proof. (a) Choose x1, x2, ..., xk ∈ H linearly independent. Let ε > 0,
and choose y1, y2, ..., yk ∈ H arbitrary. Since L2 is k-separating, we can
find operators L1, L2, ..., Lk ∈ L2 so that Lixi 6= 0, but Lixj = 0 for
all 1 ≤ i 6= j ≤ k. Since L1 is topologically transitive, we can find
K1, K2, ..., Kk ∈ L1 with ‖Kj(Ljxj)− yj‖ < ε/k, 1 ≤ j ≤ k.
Let T =
∑k
j=1KjLj ∈ L1L2. Then
‖Txj − yj‖ = ‖(
n∑
i=1
KiLi)xj − yj‖ = ‖KjLjxj − yj‖ < ε/k,
for each 1 ≤ j ≤ k. Since {xj}kj=1 linearly independent and {yj}kj=1 are
arbitrary, spanL1L2 is topologically k-transitive.
(b) By part (a), spanL1L2 is topologically k-transitive for all k ≥ 1.
By the comments preceding the proposition, this says that spanL1L2
is dense in the strong operator topology in B(H).
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Example 6.6. The Hankel operators H and the Toeplitz operators T
are products of two topologically 1-transitive spaces, but they are not
topologically 2-transitive nor even 2-separating.
Indeed, H = (QM∞)(M∞P ) and T = (PM∞)(M∞P ). In finite
dimensions, we have seen that the product of two transitive spaces is
2-transitive. We have also seen that in the finite dimensional setting,
1-transitive spaces are automatically 2-separating.
A typical operator in H admits an infinite matrix representation of
the form
H =


a1 a2 a3 ...
a2 a3 ...
a3 ... ... ...
...


relative to the bases {en}∞n=0 for H2(T) and {en}∞n=−1 for (H2(T))⊥.
Therefore He0 = 0 implies H = 0, and hence H is neither 2-separating
nor topologically 2-transitive.
Similarly, if T ∈ T and Ten = 0, then Tei = 0 for 0 ≤ i < n. So T
is also neither 2-separating nor topologically 2-transitive. This can be
contrasted with Example 4.7 where it is shown that Tn is 2-separating
but not 3-separating.
The following technical result will be used in the proof of Proposi-
tion 6.8.
Lemma 6.7. Suppose L2 ⊆ B(H) contains a sequence (Fm)∞m=1 of
operators with
1) rankFm = m, m ≥ 1;
2) kerFm+1 ⊆ kerFm for all m ≥ 1; and
3)
⋂
m≥1 kerFm = {0}.
If L1 is topologically transitive, then spanL1L2 is dense in the weak
operator topology on B(H).
Proof. Choose a sequence (Fm)
∞
m=1 ⊆ L2 as in the statement of the
Lemma. For each m ≥ 1, let Hm = (kerFm)⊥, so that Hm ⊆ Hm+1,
and dimHm = m for all m. Fix e1 ∈ H1 with ‖e1‖ = 1, and for m ≥ 2,
choose em ∈ Hm ⊖ Hm−1 with ‖em‖ = 1. The third hypothesis above
guarantees that {em}∞m=1 spansH, and thus forms an orthonormal basis
for H. Our goal is to show that if Pm is the orthogonal projection of
H onto Hm, then spanL1L2wot contains B(H)Pm for all m ≥ 1. Since
the latter set is clearly dense in the weak operator topology, so is the
former.
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Let T ∈ B(H) be arbitrary, and set ε > 0. Now em ∈ Hm, so
zm := Fmem 6= 0. Fix Rm ∈ L1 so that ‖RmFmem − Tem‖ < ε/m.
Next, em−1 ∈ Hm−1, so Fm−1em−1 6= 0. Fix Rm−1 ∈ L so that
‖Rm−1zm−1 − (Tem−1 −RmFmem−1)‖ < ε/m.
Observe that Rm−1Fm−1em = 0, so that
‖(Rm−1Fm−1 +RmFm)em − Tem‖ < ε/m.
More generally, having chosen Rm, Rm−1, ..., Rm−k, we can choose
Rm−(k+1) in L1 so that
∥∥Rm−(k+1)Fm−(k+1)em−(k+1) − (T −
m∑
j=m−k
RjFj
)
em−(k+1)
∥∥ < ε/m.
It follows that Qm =
∑m
j=1RjFj satisfies ‖Qmer − Ter‖ < ε/m for
1 ≤ r ≤ m. Since Qm = QmPm, ‖Qm − TPm‖ < ε. Finally, since Qm
belongs to spanL1L2 and ε > 0 is arbitrary, B(H)Pm ⊂ spanL1L2.
Therefore spanL1L2wot = B(H).
Proposition 6.8. Suppose that L ⊆ B(H) is topologically transitive,
and let H ⊆ B(H) denote the space of Hankel operators. Then
spanLHwot = spanHLwot = B(H).
In particular, spanH2 is weak operator dense in B(H).
Proof. For each n ≥ 1, the rank n operators
Fn =


1 1 1 ... 1 0 0 ...
1 1 ... 1 0 0 ... ...
... ...
1 1 ...
1 0
0 ...


lie in H and satisfy the conditions of Lemma 6.7. Thus we may conclude
that spanLHwot = B(H).
Now L topologically transitive implies that Lt is topologically tran-
sitive. Since H = Ht, it follows that (HL)t = LtH is weak operator
dense in B(H), whence spanHLwot = B(H).
Let us next consider spanT2. Let Eij = eie
∗
j , i, j ≥ 0 denote the
matrix units of B(H2(T)). Letting S = PMz|H2(T) ∈ T, S is unitarily
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equivalent to the unilateral forward shift, and a routine calculation
reveals that for i, j ≥ 0,
Ei,j = S
i(I − SS∗)(S∗)j = Si(S∗)j − Si+1(S∗)j+1.
Since Sk, (S∗)l ∈ T for all k, l ≥ 0, Eij ∈ spanT2 for all i, j ≥ 0.
Thus the norm closure of spanT2 contains all compact operators, and
is therefore transitive.
So far we have not been able to determine whether L ⊆ B(H2(T))
topologically transitive implies that spanLTwot = B(H).
As we have seen in Section 4, if L ⊆Mn is transitive, then spanLr =
Mn for some 1 ≤ r ≤ n. It would be interesting to find estimates for
κn := min{1 ≤ r ≤ n : spanLr = Mn for all L ⊆ Mn transitive}.
In particular, is (κn)
∞
n=1 bounded? In the infinite dimensional setting,
does there always exist some r ≥ 1 so that L ⊆ B(H) topologically
transitive implies that spanLrwot = B(H)? More generally, does there
exist s ≥ 1 so that if L1,L2, ...,Ls are topologically transitive subspaces
of B(H), then spanL1L2 · · · Lswot = B(H)? By Example 6.6, if such
an s exists, then s ≥ 3.
Example 6.9. A subspace of B(H) can be topologically (n − 1)-
transitive, but not n-separating.
Let {en = zn : n ∈ Z} be the standard orthonormal basis for
L2(T), and set Wn = span{e1, e2, ..., en}. Consider the space Ln ⊆
B(Wn, L2(T)) of operators of the form A = [aij ] where
∑n
k=1 ai+k,k = 0,
i ∈ Z. To see that Ln is not n-separating, it suffices to observe that if
the first (n− 1) columns of Ln are zero, then the last column of Ln is
necessarily zero as well.
The proof that Ln is topologically (n− 1)-transitive relies upon the
structure of (Ln)⊥. We may, in a manner analogous to that used in
our analysis of the finite dimensional setting, identify (Ln)⊥ with the
set of trace class operators B = [bij ] ⊆ B(Wn, L2(T)) which satisfy∑n
i=1
∑
j∈Z aijbji = 0 for all A = [aij] ∈ Ln. A routine calculation then
shows that B ∈ (Ln)⊥ implies that bk,i+k = b1,i+1 for all 2 ≤ k ≤ n.
If we think of the rows of B as vectors in L2(T), then this says
that B ∈ (Ln)⊥ if and only if Bt =
[
f zf z2f ... zn−1f
]
for some
f ∈ L2(T). If Ln were not topologically (n − 1)-transitive, then we
could find such a B 6= 0 with rankB ≤ n− 1. In particular, rankBt =
rankB ≤ n − 1 and so kerBt 6= 0. Choose a vector 0 6= ∑ni=1 αiei ∈
kerBt. Then (
∑n
i=1 αiz
i−1)f = 0 a.e. Since
∑n
i=1 αiz
i−1 is a non-trivial
polynomial, it has at most finitely many zeroes. Therefore f = 0 a.e.,
contradicting B 6= 0. Hence Ln is topologically (n− 1)-transitive.
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Example 6.10. The intersection of a descending sequence of wot-
closed transitive spaces need not be topologically transitive.
As before, we let {en : n ∈ Z} be the standard basis for L2(T). Let
Rn denote the orthogonal projection of L
2(T) onto span{ek : |k| ≤ n}.
Then RnM∞|RnL2(T) ⊆ B(RnL2(T)) is clearly unitarily equivalent to
the Toeplitz matrices on H2n+1, and so it is transitive (see Exam-
ple 1.5).
Let Rn = {X ∈ B(L2(T)) : RnXRn ∈ RnM∞Rn}. Then Rn is
transitive and wot-closed. Indeed, with respect to the decomposition
L2(T) = RnL
2(T)⊕(RnL2(T))⊥, an element ofRn looks like
[
X1 X2
X3 X4
]
where X1 ∈ RnM∞|RnL2(T) and the other entries are arbitrary. As the
matrix entries are independent and each corner is transitive, it follows
easily that Rn is transitive.
Observe, however, that
⋂∞
n=1Rn =M∞(T). SinceM∞(T) has many
proper closed invariant subspaces, it is not topologically transitive. So
the intersection of a descending sequence of transitive spaces need not
be topologically transitive.
Note that there are limits to the decreasing intersection of transitive
spaces L = ⋂n≥1 Ln. For if P andQ are rank n projections, then PLnQ
is a transitive subspace of B(QH, PH) for all n, and so has dimension
at least 2n − 1. Thus the same is true for the intersection. Moreover
since a decreasing sequence of subspaces of a finite dimensional space is
eventually constant, we see that PLQ is transitive whenever P and Q
are finite rank. Our example shows that this estimate is sharp because
the compression using PH = QH = span{ei : 0 ≤ i < n} yields Tn as
the intersection; and it has dimension exactly 2n− 1.
Theorem 6.11. Suppose that L,M ⊂ B(H) are topologically transi-
tive. If L is contained in the wot-closed span of its rank one elements,
then the norm closure of spanLM is transitive.
Proof. For each rank one element uv∗ ∈ L, LM contains uv∗M =
u(M∗v)∗ for all M ∈ M. By the topological transitivity of M, the
norm closure of LM contains ue∗j where {ej} is an orthonormal basis
for H. As L is topologically transitive and wot-spanned by rank ones,
the collection of such vectors u densely spans H, from which it follows
that the norm closure of spanLM contains the compact operators.
Theorem 6.12. Suppose that L ⊂ B(H1,H2) and M ⊂ B(K1,K2)
are topologically transitive. If L is contained in the wot-closed span
of its rank one elements, then the spatial tensor product L ⊗ M is
topologically transitive.
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Proof. Fix 0 6= x ∈ H1 ⊗ K1 and y ∈ H2 ⊗ K2. If L = uv∗ is a rank
one element of L, then (L ⊗ IK1)x = u ⊗ zL for some zL ∈ K1. We
claim that
span{u ∈ H2 : uv∗ ∈ L and (uv∗ ⊗ IK1)x 6= 0} = H2.
Indeed, if 0 6= w ∈ H2 is a vector orthogonal to this span, then for all
z ∈ K1 and all rank one L ∈ L,
0 = 〈(L⊗ IK1)x, w ⊗ z〉 = 〈x, (L∗ ⊗ IK1)(w ⊗ z)〉 = 〈x, L∗w ⊗ z〉.
Since the span of the rank one elements is wot-dense in L, we deduce
that span{L∗w : L ∈ L, rankL = 1} = L∗w = H1. Since z is arbitrary
in K1, it follows that the vectors of the form L∗w ⊗ z span H1 ⊗ K1,
implying that x = 0.
Approximate y by a finite sum
∑N
i=1 ui ⊗ yi where Li = uiv∗i ∈ L
and (uiv
∗
i ⊗ IK1)x = ui ⊗ zi 6= 0. Choose Mi ∈ M so that Mizi ≈ yi.
Then L ⊗M contains A =∑Ni=1 Li ⊗Mi and
Ax =
N∑
i=1
(IH2 ⊗Mi)(Li ⊗ IK1)x =
N∑
i=1
(IH2 ⊗Mi)ui ⊗ zi ≈
N∑
i=1
ui ⊗ yi.
Take appropriate limits to complete the proof.
If the subspace has additional structure, such as being a module over
a masa, then stronger results may hold. For example, a non-trivial
result of Arveson [1] (see also [3, Theorem 15.9]) shows:
Theorem 6.13. Let Di be masas in B(Hi). A topologically transitive
subspace L of B(H1,H2) which is a D2–D1 bimodule is wot-dense in
B(H1,H2).
We provide a new, more elementary proof. Actually Arveson’s proof
works for the weak-∗ topology, whereas this proof is only valid for the
wot-topology.
Lemma 6.14. Let (Xi, µi) be regular Borel measures. Let k(x, y) =∑m
i=1 αi(x)βi(y) ∈ L2(µ1×µ2) where αi ∈ L2(µ1) and βi ∈ L2(µ2). For
any a in the essential range of k and any ε > 0, there is a measurable
rectangle A1 × A2 with 0 < µi(Ai) <∞ such that |k(x, y)− a| < ε for
all (x, y) ∈ A1 ×A2.
Proof. Choose a measurable rectangle Y1×Y2 of finite positive measure
on which k is bounded and still has a in its essential range. It is a
standard argument to approximate each αi and βi uniformly (and in
L2) by simple functions on Y1 and Y2 respectively. Combining these
simple functions allows us to approximate kχY1×Y2 uniformly by a finite
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linear combination of characteristic functions of measurable rectangles.
We may then pick a rectangle on which k takes values close to a.
Remark 6.15. The lemma fails for arbitrary functions in L2(µ1×µ2).
For example. take µ1 = µ2 to be Lebesgue measure on [0, 1]. Let A be
a compact nowhere dense subset of [0, 1] with positive measure. Then
k(x, y) = χA(x − y) has 1 in its essential range. However if k = 1 on
a measurable rectangle A1 × A2, then A1 − A2 ⊂ A is nowhere dense.
It is a well known fact that the difference of two measurable sets of
positive measure has interior. So A1 ×A2 has measure 0.
Proof of Theorem 6.13. By the spectral theorem for masas, we may
suppose that there are regular Borel spaces (Xi, µi) so that Di are
unitarily equivalent to L∞(µi) acting by multiplication onHi = L2(µi).
If L is not wot-dense, then there is a finite rank operator F ∈ L⊥.
Moreover, it is evident that L⊥ is a D1–D2 bimodule. Our goal is to
show that using F and the bimodule property, we may find a rank one
element of L⊥. This will contradict topological transitivity.
Observe that F may be written as an integral operator with kernel
k(x, y) =
∑m
i=1 αi(x)βi(y) where αi ∈ L2(µ1) and βi ∈ L2(µ2). Since
F 6= 0, there is a non-zero value a in the essential range of k. By
Lemma 6.14, there is a measurable rectangle A1×A2 of finite non-zero
measure so that |k(x, y)− a| < |a|/2 for all (x, y) ∈ A1 × A2.
Let h(x, y) = χA1×A2k(x, y)
−1. Then h ∈ L∞(µ1 × µ2). Hence h is
a limit in L∞(µ1 × µ2) of a sequence of simple functions of the form
hk =
∑mk
j=1 fkj(x)gkj(y). It follows by routine calculations that
mk∑
j=1
MfkjχA1FMgkjχA2 has kernel
mk∑
j=1
fkj(x)kχA1×A2gkj(y).
This converges in L2(µ1 × µ2) to χA1×A2, and thus the corresponding
operators converge in norm to the rank one integral operator with
kernel χA1×A2 . This produces a rank one element of L⊥.
The following result is very easy. Recall that a masa is atomic if
it consist of all diagonal operators with respect to some orthonormal
basis.
Proposition 6.16. Suppose that a topologically transitive subspace
L ⊆ B(H) is a left or right module over an atomic masa D. Then
Lwot = B(H).
Proof. First we suppose that L is a right D-module. Let D be di-
agonal with respect to {en : n ≥ 1}; and let Pn = ene∗n. Since L
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is topologically transitive, LPn = B(H)Pn. Summing over n yields a
wot-dense subspace.
By considering Lt which is also topologically transitive, we obtain
the left D-module case.
Example 6.17. A right or left module over a non-atomic masa need
not be wot-dense.
Example 6.3 showed that M∞P ⊂ B(H2, L2(T)) is topologically
transitive. It is evidently a leftM∞ module, and a proper wot-closed
subspace. The adjoint PM∞ ⊂ B(L2(T), H2) is similarly a right M∞
module, and a proper wot-closed subspace.
Proposition 6.18. Suppose that L is a left module over a masa D, and
that L is topologically transitive. Then spanLDwot = spanL2wot =
B(H).
Proof. Evidently spanLD is a D-bimodule. So it is wot-dense by
Arveson’s Theorem. Therefore
spanL2wot = spanLDLwot = spanB(H)Lwot = B(H).
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