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THE MINIMALLY ANISOTROPIC METRIC OPERATOR IN
QUASI-HERMITIAN QUANTUM MECHANICS
DAVID KREJCˇIRˇÍK, VLADIMIR LOTOREICHIK, AND MILOSLAV ZNOJIL
ABSTRACT. We propose a unique way how to choose a new inner product in a
Hilbert space with respect to which an originally non-self-adjoint operator simi-
lar to a self-adjoint operator becomes self-adjoint. Our construction is based on
minimising a ’Hilbert-Schmidt distance’ to the original inner product among the
entire class of admissible inner products. We prove that either the minimiser ex-
ists and is unique, or it does not exist at all. In the former case we derive a system
of Euler-Lagrange equations by which the optimal inner product is determined.
A sufficient condition for the existence of the unique minimally anisotropic met-
ric is obtained. The abstract results are supplied by examples in which the opti-
mal inner product does not coincide with the most popular choice fixed through
a charge-like symmetry.
1. Introduction
Quantum mechanics is a fundamental theory of modern science. In addition to
its enormous success in describing physical phenomena and important technological
impact, it is also mathematically exquisite through the coherent implementation of
functional analysis of operators in Hilbert spaces. It is intrinsically linear and self-
adjoint: physical observables are represented by linear self-adjoint operators and the
time evolution is governed by unitary groups.
The self-adjointness of quantum theory does not mean that one need not deal with
an analysis of non-self-adjoint operators when it comes to applications. The descrip-
tion of quantum scattering by means of a complex effective potential due to H. FESH-
BACH in 1958 [7] is just an early example. However, the non-self-adjointness arises in
such approaches as a result of a technical method or a useful approximation to attack
a concrete physical problem involving observables still represented by self-adjoint op-
erators.
A conceptually new point of view in this respect was suggested by nuclear physi-
cists F. G. SCHOLTZ, H. B. GEYER, and F. J. W. HAHNE in 1992 [15]: physical observables
in quantummechanics can be represented by non-self-adjoint operators provided that
they are quasi-self-adjoint. They actually use the term quasi-Hermitian, which was also
previously used by the mathematician J. DIEUDONNÉ in 1961 [6], but we have decided
to use a more modern mathematically terminology in this paper. An operator H in
the Hilbert space H equipped with the inner product 〈·, ·〉 is called quasi-self-adjoint
if it is densely defined and there exists a bounded, non-negative self-adjoint operator
1
2 DAVID KREJCˇIRˇÍK, VLADIMIR LOTOREICHIK, ANDMILOSLAV ZNOJIL
Θ: H→ H having a bounded inverse such that
(1.1) H∗ = ΘHΘ−1 .
Here H∗ denotes the adjoint of H inH with respect to the inner product 〈·, ·〉.
A quasi-self-adjoint H is self-adjoint with respect to a modified (but topologically
equivalent) inner product 〈·,Θ ·〉 in H. For this reason, the operator Θ is often called
metric. Let us also remark that the quasi-self-adjointness of H is equivalent to the fact
that H is similar to a self-adjoint operator inH with respect to the original inner prod-
uct 〈·, ·〉. Consequently, the spectrum of a quasi-self-adjoint operator H is purely real
and H generates a unitary time evolution when considered in the Hilbert space with
the modified inner product. In summary, by considering the larger class of quasi-self-
adjoint operators, one gets a useful flexibility (overlooked for almost one century) in
the mathematical description of physical observables in quantummechanics. We refer
to the recent book [2] for more information on this new concept in quantummechanics
and many references.
It is well known and easy to check that the choice of the metric operatorΘ in (1.1) is
inevitably non-unique. In fact, this diversity occurs already in the self-adjoint situation
H∗ = H when one has a one-parametric sub-family of metrics Θα := αI with α > 0. A
meaningful way of picking up a ‘good’ metric operator for a given quasi-self-adjoint
operator is the subject of active ongoing research. This issue is addressed already in
the pioneering work [15], where the uniqueness is partially settled by considering an
irreducible set of quasi-self-adjoint operators. For just one operator, however, there is
no canonical way how to choose the metric operator and the existing procedures are
typically motivated by simplicity of calculation (see, e.g., [13, 12, 10]) or extra physical-
like symmetries (see, e.g., [3, 1]).
The goal of this paper is to present a new promising way of selecting the metric,
which relies on a certain minimality condition. We focus on quasi-self-adjoint opera-
tors having purely real simple discrete spectra. Moreover, we assume that the eigen-
functions constitute a basis quadratically close to an orthonormal one [8, §VI.2]. For
a quasi-self-adjoint operator H in the Hilbert space H satisfying these hypotheses, it
follows from [14, §2.3] and Lemma 1 below that H possesses a sub-family of metrics
of the form Θ = I + K, where K is a Hilbert-Schmidt operator in H of a specific struc-
ture. The metric in this sub-family with the smallest Hilbert-Schmidt norm of K will
be called minimally anisotropic.
Our main result formulated in Theorem 3 shows that either there exists a unique
minimally anisotropic metric, or there is no such metric at all. In the former case
we derive a system of Euler-Lagrange equations, by which the minimally anisotropic
metric is uniquely determined. Furthermore, we provide in Proposition 4 a condition
on the eigenfuctions of H∗ which is sufficient for the existence of the unique minimally
anisotropic metric for H.
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The abstract results are supported by finite- and infinite-dimensional examples.
These examples illuminate the mechanism behind existence/non-existence of the min-
imally anisotropic metric. They show that the minimally anisotropic metric need not
coincide with the metric constructed by means of the charge-symmetry operator.
Instead of minimising the Hilbert-Schmidt norm of K, it is also possible to consider
the analogousminimisation problems in other Schatten classes (including the operator
norm of the Hilbert spaceH). The distinction of our choice is that the class of Hilbert-
Schmidt operators forms a Hilbert-space structure.
2. Admissible class of quasi-self-adjoint operators
In what follows (H, 〈·, ·〉) is a separable Hilbert space of dimensionN ∈ N∪{∞}. We
adopt the physical convention that the inner product is linear in the second entry. The
norm inH, induced by the inner product 〈·, ·〉, will be denoted by ‖ · ‖. We assume that
the reader is familiar with the basics of the Hilbert space theory. Nevertheless, we pro-
vide definitions for some selected important concepts and recall their key properties.
For the sake of convenience, we define the set
K :=
{
{1, 2, . . . , N}, N <∞,
N, N =∞.
A sequence of vectors {φn}Nn=1 in H is called a basis if any φ ∈ H admits a unique
expansion into the series φ =
∑N
n=1 cnφn with the complex coefficients {cn}Nn=1. This
series is assumed to be norm-convergent if N =∞.
Let {χn}Nn=1 be an orthonormal basis in H and let A be a bounded and boundedly
invertible operator in H. By [8, §VI.2], the set of vectors φn := Aχn, n ∈ K, is also a
basis in H, called a Riesz basis. Let X = {χn}Nn=1 be an orthonormal basis inH and the
family Ψ = {ψn}Nn=1 be a basis such that
∑N
n=1 ‖ψn − χn‖2 < ∞. Such a basis is called
quadratically close to an orthonormal alias Bari basis. By [8, §VI.2, Thm. 2.3], the Bari basis
Ψ is also a Riesz basis with respect to X. For N < ∞, any basis is a Riesz as well as a
Bari basis.
Now we introduce a class of quasi-self-adjoint operators.
Hypothesis 1. Let H be a quasi-self-adjoint operator in H with purely real simple discrete
spectrum and assume that the set of its eigenfunctions Ψ = {ψn}Nn=1 is a basis in H. Addi-
tionally, assume that Ψ is quadratically close to an orthonormal basis X = {χn}Nn=1.
Recall that an operator is said to have a purely discrete spectrum if its resolvent is
compact. The spectrum is said to be simple if the geometric and the algebraic multi-
plicities of all the eigenvalues are equal to one. While the condition on basis properties
is automatically satisfied only in finite-dimensional Hilbert spaces, it also holds for a
class of Schrödinger operators on a bounded interval with complex Robin boundary
conditions [14]. On the other hand, there exist quasi-self-adjoint operators without the
Bari property [11].
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Clearly, the operator H∗ has the same simple discrete spectrum as H. Let Φ =
{φn}Nn=1 be the set of the eigenfunctions of H∗. We adopt the normalisation for the
families Ψ and Φ such that:
(i) 〈ψm, φn〉 = δnm for n,m ∈ K;
(ii) ‖φn‖ = 1 for n ∈ K.
The normalisation condition (i) implies convenient resolution-of-identity decomposi-
tions
I =
N∑
n=1
ψn〈φn, ·〉 =
N∑
n=1
φn〈ψn, ·〉.
According to [8, §VI.3], the family Φ is also a Bari basis inH, being quadratically close
to X. Moreover, there exists a bounded and boundedly invertible operator A inH such
that χn = A∗φn = A−1ψn for all n ∈ K.
In view of the construction in [14, Sec. 2.3], any metric operatorΘ for the quasi-self-
adjoint operator H as in Hypothesis 1 admits the following representation:
(2.1) Θ =
N∑
n=1
Cn〈φn, ·〉φn,
where C− ≤ Cn ≤ C+ for all n ∈ K with some C−, C+ ∈ (0,∞), C− ≤ C+. Note
that the sum in (2.1) should be understood as the strong limit in the case that N = ∞.
Evident ambiguity in the choice of the constants Cn in the representation (2.1) reflects
the non-uniqueness of the metric.
3. The Hilbert-Schmidt and the trace classes
We assume that the reader is familiar with the concept of the compact linear oper-
ator in a Hilbert space [4, §2.6]. For a compact linear operator T : H → H we define
its module by |T| := (T∗T)1/2. The eigenvalues sk(T), k ∈ K, of |T| ordered non-
increasingly and with multiplicities taken into account are called the singular values
of T.
A compact operator T : H → H is Hilbert-Schmidt (respectively, of trace class) if, and
only if,
∑N
k=1(sk(T))
2 < ∞ (respectively,∑Nk=1 sk(T) < ∞). We denote by S2(H) and
by S1(H) the families of all Hilbert-Schmidt and of all trace class operators over H,
respectively. In particular, the inclusion S1(H) ( S2(H) holds. Note that in a finite-
dimensional Hilbert space (N <∞) any liner operator is Hilbert-Schmidt as well as of
trace class.
For any operator T ∈ S1(H) we denote by λk(T), k ∈ K, its eigenvalues repeated
with the algebraic multiplicities taken into account. The trace mapping
S1(H) ∋ T 7→ TrT :=
N∑
k=1
λk(T)
is well defined and the sum on the right-hand side converges absolutely. Let Ω ⊂ Rd,
d ≥ 1, be an open set. The trace of an integral operator T ∈ S1(L2(Ω)) with the
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integral kernel t : Ω × Ω → R satisfying t ∈ C(Ω× Ω) can be computed as follows
(cf. [9, Ex. X.1.18] and [5, Cor. 3.2])
TrT =
∫
Ω
t(x, x) dx.
The class S2(H) of Hilbert-Schmidt operators overH viewed as a linear space and
endowed with the conventional inner product 〈S,K〉2 := Tr (S∗K) turns out to be a
Hilbert space; cf. [8, §III.9]. The norm on S2(H) induced by the inner product 〈·, ·〉2
will be denoted by ‖ · ‖2.
4. The main result
In this section we prove the main result of this paper. To this aim we need an
auxiliary lemma on metric operators that can be represented as the sum of the identity
and a Hilbert-Schmidt operator.
Lemma 1. Let N = ∞ and let H be a quasi-self-adjoint operator as in Hypothesis 1. Let Θ be
a metric operator for H represented as in (2.1). Then I − Θ is Hilbert-Schmidt if, and only if,
Cn = 1 + αn with α = {αn}∞n=1 ∈ ℓ2(N).
Proof. Define the following auxiliary operators
U := A∗
(
I−Θ)A, V := ∞∑
n=1
αnχn〈χn, ·〉, and W :=
∞∑
n=1
χn
〈
A
∗(ψn − φn), ·
〉
.
The operator U can be represented as
U =
∞∑
n=1
[
A
∗φn〈A∗ψn, ·〉 −
[
1 + αn
]
A
∗φn〈A∗φn, ·〉
]
=
∞∑
n=1
[
χn〈χn, ·〉+ χn〈A∗(ψn − φn), ·〉 −
[
1 + αn
]
χn〈χn, ·〉
]
= W − V.
The Hilbert-Schmidt norm of V is given by ‖V‖2 = ‖α‖ℓ2(N). For the operatorWwe can
estimate the square of the Hilbert-Schmidt norm as follows
‖W‖22 =
∞∑
n=1
∞∑
m=1
∣∣〈A∗(ψn−φn), χm〉∣∣2 = ∞∑
n=1
∥∥A∗(ψn−φn)∥∥2 ≤ ‖A‖2 ∞∑
n=1
‖ψn−φn‖2 <∞.
Suppose that I − Θ is a Hilbert-Schmidt operator. Then the operator U is Hilbert-
Schmidt as well and we have
‖α‖2ℓ2(N) = ‖V‖22 ≤ 2‖U‖22 + 2‖W‖22 ≤ 2‖U‖22 + 2‖A‖2
∞∑
n=1
‖ψn − φn‖2 <∞.
Second, suppose that Θ is as in (2.1) with Cn = 1 + αn where α ∈ ℓ2(N). Then
‖I−Θ‖22 ≤ ‖A−1‖4‖U‖22 ≤ 2‖A−1‖4
(‖W‖22 + ‖V‖22)
≤ 2‖A−1‖4‖A‖2
∞∑
n=1
‖ψn − φn‖2 + 2‖A−1‖4‖α‖2ℓ2(N) <∞. 
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Next, we introduce the cone of operators
C :=
{
N∑
n=1
[
1 + αn
]〈φn, ·〉φn : α ∈ ℓ2(K; I)
}
, where I = [−1,∞).
For Θ ∈ C, we call α = α(Θ) ∈ ℓ2(K; I) its characteristic vector. It is straightforward to
see that for any ω ∈ [0, 1] and Θ1,Θ2 ∈ Cwe have ωΘ1 + (1 − ω)Θ2 ∈ C. The boundary
∂C and the interior C◦ of C are defined by
∂C :=
{
Θ ∈ C : minα(Θ) = −1} and C◦ := {Θ ∈ C : minα(Θ) > −1}.
In view of Lemma 1 any metric for H, which can be represented as Θ = I + K with a
Hilbert-Schmidt K, belongs to C◦. Now, we consider the minimisation problem:
(4.1) inf
Θ∈C
‖Θ− I‖2 .
Proposition 2. Under Hypothesis 1, the minimisation problem (4.1) has a unique minimiser
Θ⋆ ∈ C.
Proof. We split the proof into two steps. First, we show existence of a minimiser, then
we prove its uniqueness.
Step 1 (existence). Suppose that the infimum in (4.1) equalsM ≥ 0. Let (Θm)m ⊂ C be
a minimising sequence that is δm := ‖Θm − I‖22 −M2 → 0+ as m→∞. Employing the
parallelogram identity in the Hilbert space S2(H), we find
‖Θk −Θl‖22 = 2‖Θk − I‖22 + 2‖Θl − I‖22 − 4
∥∥Θk+Θl
2 − I
∥∥2
2
≤ 2δk + 2δl → 0+, k, l→∞.
Hence, I − Θm is a Cauchy sequence in S2(H). Thus, I − Θm converges in the norm
‖ · ‖2 to some Hilbert-Schmidt operator K⋆. Moreover, by continuity we infer that
‖K⋆‖2 = M .
Next, we show that Θ⋆ = I + K⋆ ∈ C. Indeed, for every n ∈ K we have Θ⋆ψn =
limm→∞Θmψn ∈ span {φn}. Thus, we conclude that
Θ⋆ =
N∑
n=1
[
1 + αn(Θ⋆)
]〈φn, ·〉φn,
and it only remains to show that α(Θ⋆) ∈ ℓ2(K; I). Since Θ⋆ − I is Hilbert-Schmidt,
‖α(Θ⋆)‖2ℓ2(K) =
N∑
n=1
|〈ψn, (Θ⋆ − I)ψn〉|2 =
N∑
n=1
|〈χn,A∗(Θ⋆ − I)Aχn〉|2
≤
∥∥A∗(Θ⋆ − I)A∥∥22 ≤ ‖A‖4‖Θ⋆ − I‖22 <∞.
Finally, we check that αn(Θ⋆) ∈ I. Indeed, we have
1 + αn(Θ⋆) = 〈φn,Θ⋆ψn〉 = lim
m→∞
〈φn,Θmψn〉 = lim
m→∞
(1 + αn(Θm)) ≥ 0.
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Step 2 (uniqueness). Suppose that for someΘ1,Θ2 ∈ Cwe have ‖Θ1− I‖2 = ‖Θ2− I‖2 =
M . For the arithmetic mean Θ3 := 12 (Θ1 +Θ2) ∈ C, the parallelogram identity yields
‖Θ3 − I‖22 +
1
4
‖Θ1 −Θ2‖22 =
1
2
(‖Θ1 − I‖22 + ‖Θ2 − I‖22) = M2.
Hence, using thatM = infΘ∈C ‖Θ− I‖2 we get
‖Θ1 −Θ2‖22 = 4
(
M2 − ‖Θ3 − I‖22
) ≤ 0.
Therefore, we conclude that Θ1 = Θ2. 
Now we have all the tools to formulate and prove the main result of this paper.
Theorem 3. Let H be an operator as in Hypothesis 1 and let Θ⋆ ∈ C be the unique minimiser
for the problem (4.1). Then the following hold.
(i) IfΘ⋆ ∈ C◦, thenΘ⋆ is the minimally anisotropic metric forH and its characteristic vector
α = α(Θ⋆) satisfies the Euler-Lagrange equations
(4.2)
N∑
m=1
|〈φm, φn〉|2αm +
∑
m 6=n
|〈φm, φn〉|2 = 0, ∀n ∈ K.
(ii) If the system of equations (4.2) has a solution α ∈ ℓ2(K; (−1,∞)), then such solution
is unique in ℓ2(K; (−1,∞)) and the operator Θ ∈ C◦ with the characteristic vector
α(Θ) = α coincides with Θ⋆.
(iii) If Θ⋆ ∈ ∂C, then the minimally anisotropic metric operator for H does not exist.
Proof. (i) Clearly, Θ⋆ is a metric operator for H by (2.1). By Lemma 1 it can be rep-
resented as Θ⋆ = I + K with a Hilbert-Schmidt K. Moreover, Proposition 2 implies
‖Θ⋆ − I‖2 < ‖Θ− I‖2 for any Θ ∈ C◦. Thus, Θ⋆ is minimally anisotropic.
Now we derive the Euler-Lagrange equations in (4.2). The condition of minimality
‖I−Θ⋆‖2 implies that the functions
(4.3) fn(ε) :=
∥∥I−Θ⋆ + ε〈φn, ·〉φn∥∥22, ∀n ∈ K,
satisfy f˙n(0) = 0. That is we have
f˙n(0) =
d
dε
(
‖I−Θ⋆‖22 + 2εTr
[
(I−Θ⋆)φn〈φn, ·〉
]
+ ε2‖φn〈φn, ·〉‖22
)∣∣∣
ε=0
= 2Tr
[
(I−Θ⋆)φn〈φn, ·〉
]
= 0, ∀n ∈ K.
(4.4)
Hence, using the shorthand notation αk = αk(Θ⋆) we get
0 = − f˙n(0)
2
= Tr
(
N∑
k=1
(
φk + αkφk − ψk
)〈φk, φn〉〈φn, ·〉
)
=
N∑
k=1
Tr
((
αkφk + φk − ψk
)〈φk, φn〉〈φn, ·〉) = N∑
k=1
〈
φn, αkφk + φk − ψk
〉〈φk, φn〉
=
N∑
k=1
|〈φk, φn〉|2 +
N∑
k=1
αk|〈φk, φn〉|2 − ‖φn‖2 =
∑
k 6=n
|〈φk, φn〉|2 +
N∑
k=1
αk|〈φk, φn〉|2.
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(ii) Let α′ ∈ ℓ2(K; (−1,∞)) be a solution of (4.2). Consider the operatorΘ1 ∈ C◦with the
characteristic vector α(Θ1) = α′. As in the proof of (i), one has Tr ((I−Θ1)φn〈φn, ·〉) = 0
for all n ∈ K. Let Θ2 ∈ C◦ be such that Θ2 6= Θ1. Hence, we obtain
‖I−Θ2‖22 = ‖I−Θ1 +Θ1 −Θ2‖22 = ‖I−Θ1‖22 + ‖Θ1 −Θ2‖22 > ‖I−Θ1‖22.
Thus, Θ1 is indeed the minimally anisotropic metric. Existence of another solution
α′′ ∈ ℓ2(K; (−1,∞)) for (4.2) contradicts uniqueness of the minimally anisotropic met-
ric.
(iii) By (2.1) we infer that Θ⋆ is not a metric for H. Proposition 2 yields that any metric
Θ ∈ C◦ for H satisfies the inequalityM := ‖Θ⋆− I‖2 < ‖Θ− I‖2. IfN <∞, then it is easy
to construct a sequence of metrics Θm ∈ C◦, m ∈ N, which converges in the Hilbert-
Schmidt norm to Θ⋆, and we omit this construction. If N = ∞, then we consider the
following sequence of operators
Θm :=
m∑
n=1
[
1 + αn(Θ⋆) + e
−m
]
φn〈φn, ·〉+
∞∑
n=m+1
φn〈φn, ·〉.
It is easy to check that Θm ∈ C◦. Moreover, we get
M ≤ lim
m→∞
‖Θm − I‖2 ≤ ‖Θ⋆ − I‖2 + lim
m→∞
‖Θm −Θ⋆‖2
= M + ‖A−1‖2 lim
m→∞
‖A∗(Θm −Θ⋆)A‖2
= M + ‖A−1‖2 lim
m→∞
(
me−2m +
∑∞
n=m+1|αn(Θ⋆)|2
) 1
2
= M.
Hence, we conclude that limm→∞ ‖Θm − I‖2 = ‖Θ⋆ − I‖2 and thus the minimally
anisotropic metric does not exist. 
Finally, we provide a sufficient condition for the unique minimiser Θ⋆ ∈ C of (4.1)
to be indeed a metric for H, that is for Θ⋆ ∈ C◦ to hold.
Proposition 4. Let H be an operator as in Hypothesis 1. In addition, assume that
(4.5)
N∑
n=1
∑
m 6=n
|〈φn, φm〉|2 < 1 .
Then the unique minimiser Θ⋆ of (4.1) satisfies Θ⋆ ∈ C◦, thus, being a metric for H.
Proof. Clearly, the decomposition C = ∂C∪C◦ with ∂C∩C◦ = ∅ holds. For any Θ ∈ ∂C
there exists n0 ∈ K such that αn0(Θ) = −1 and we get
‖Θ− I‖2 ≥ ‖Θ− I‖ ≥
∣∣〈ψn0 , (Θ − I)ψn0〉∣∣
‖ψn0‖2
=
‖ψn0‖2
‖ψn0‖2
= 1 .
For the constant-coefficient metric operator Θ0 =
∑N
n=1 φn〈φn, ·〉 ∈ C◦ we compute
(I−Θ0)2 =
N∑
n=1
N∑
m=1
(ψn − φn)〈φn, ψm − φm〉〈φm, ·〉 .
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Hence, we obtain
‖I−Θ0‖22 = Tr (I−Θ0)2 =
N∑
n=1
N∑
m=1
〈φn, ψm − φm〉〈φm, ψn − φn〉
≤
N∑
n=1
N∑
m=1
|δnm − 〈φn, φm〉||δnm − 〈φm, φn〉|
=
N∑
n=1
N∑
m=1
|δnm − 〈φn, φm〉|2 =
N∑
n=1
∑
m 6=n
|〈φn, φm〉|2 < 1 .
Therefore, we have ‖I−Θ⋆‖2 ≤ ‖I−Θ0‖2 < 1 and infer thatΘ⋆ /∈ ∂C. Thus, we conclude
Θ⋆ ∈ C◦. 
Remark 5. The sum in (4.5) can be interpreted as squared Hilbert-Schmidt norm of the
linear operator in the Hilbert space ℓ2(K) induced by the matrix {δnm−〈φn, φm〉}n,m∈K.
We point out that the same matrix appears in [8, §VI.3]. In particular, for K = N,
finiteness of its Hilbert-Schmidt is necessary and sufficient for Φ = {φn}∞n=1 to be a
Bari basis, provided that Φ is ω-linearly independent.
5. Finite-dimensional examples
In this section we provide a couple of toy examples in two- and four-dimensional
Hilbert spaces. The example in C4 is very special and its aim is to show that the
minimally anisotropic metric indeed does not always exist.
5.1. 2× 2 example
Let the vectors φ1, φ2 ∈ C2 be linearly independent and normalised as ‖φ1‖C2 =
‖φ2‖C2 = 1. We select the vectors ψ1, ψ2 ∈ C2 so that 〈ψn, φm〉C2 = δnm, n,m ∈ {1, 2}.
Any matrix
H = λ1ψ1〈φ1, ·〉+ λ2ψ2〈φ2, ·〉, −∞ < λ1 < λ2 +∞,
can be viewed as a quasi-self-adjoint operator in the Hilbert space C2 satisfying Hy-
pothesis 1. According to (2.1), any metric for H can be decomposed as
Θ =
[
1 + α1
]
φ1〈φ1, ·〉+
[
1 + α2
]
φ2〈φ2, ·〉,
with α1, α2 ∈ (−1,∞). Using the shorthand notation γ := |〈φ1, φ2〉C2 |2 we can write the
system of Euler-Lagrange equations (4.2) as follows
{
γα1 + α2 = −γ,
α1 + γα2 = −γ.
Solving the above linear system, we find
(5.1) α1 = α2 = − γ
1 + γ
> −1.
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Hence, by Theorem 3 (ii) the minimally anisotropic metric always exists and is given
by
Θ⋆ =
φ1〈φ1, ·〉
1 + γ
+
φ2〈φ2, ·〉
1 + γ
.
In the special case
φ1 =
(
1
0
)
, φ2 =
1√
2
(
1
1
)
and λ1 = 1, λ2 = 2,
we have
ψ1 =
(
1
−1
)
and ψ2 =
(
0√
2
)
.
Thus, the quasi-self-adjoint Hamiltonian H is given by
H = ψ1〈φ1, ·〉+ 2ψ2〈φ2, ·〉 =
(
1 0
−1 0
)
+
(
0 0
2 2
)
=
(
1 0
1 2
)
.
The definition of γ and the formula (5.1) yield γ = 12 , α1 = α2 = − 13 . Thus, the
minimally anisotropic metric is explicitly given by
Θ⋆ =
2
3
φ1〈φ1, ·〉+ 2
3
φ2〈φ2, ·〉 = 2
3
(
1 0
0 0
)
+
1
3
(
1 1
1 1
)
=
(
1 13
1
3
1
3
)
.
5.2. 4× 4 example
Let us fix x ∈ (0, 1), set y := √1− x2, and consider the following normalised vectors
in C4
φ1 = (1, 0, 0, 0)
⊤, φ2 =
(
y, x, 0, 0
)⊤
, φ3 =
(
y, 0, x, 0
)⊤
, φ4 =
(
y, 0, 0, x
)⊤
.
We will show that for all sufficiently small x ∈ (0, 1) the minimally anisotropic metric
for any quasi-self-adjoint Hamiltonian H =
∑4
j=1 λjφj〈φj , ·〉 with λj ∈ R (λi 6= λj for
i 6= j) does not exist. Suppose that the minimally anisotropic metric Θ⋆ ∈ C◦ with the
characteristic vector α = (α1, α2, α3, α4)⊤ exists. Taking the symmetries into account,
we conclude that α2 = α3 = α4. By Theorem 3 we can write the system of Euler-
Lagrange equations (4.2) with the notation a := α1 and b := α2 = α3 = α4 as follows{
a+ 3y2b = −3y2,
y2a+
(
1 + 2y4
)
b = −y2 − 2y4.
The system can be simplified as{
a+ 3y2b = −3y2,
a+ 1+2y
4
y2 b = −1− 2y2.
Hence, we derive an equation on b
y4 − 1
y2
b = 1− y2.
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Finally, we get
a = − 3y
2
y2 + 1
and b = − y
2
y2 + 1
For a sufficiently small x ∈ (0, 1), the difference 1 − y is arbitrarily small, we have
a < −1 and therefore the minimally anisotropic metric does not exist.
6. An∞-dimensional example: PT-symmetric Robin Laplacian
The feasibility of the construction of the minimally anisotropic metric for quantum
systems with N = ∞ may be illustrated via the PT-symmetric Robin Laplacian on an
interval. For this purpose, let us set J := (−π2 , π2 ) and define the conjugation and parity
operators on the Hilbert space (L2(J), 〈·, ·〉J) as
(6.1) (Tψ)(x) := ψ(x) and (Pψ)(x) := ψ(−x).
Introduce the m-sectorial operator Hβ , β ∈ R, on L2(J) as
Hβψ := −ψ′′, domHβ :=
{
ψ ∈ H2(J) : ψ′ (±π2 )+ iβψ (±π2 ) = 0}.
The spectral theory of Hβ is developed in [13, 12, 14]. Below we recall basic spectral
properties of this operator.
Proposition 6 ([13],[14, Prop. 2.4]). Let the operator Hβ, β ∈ R, be as in (6). Let P and T be
as in (6.1). Then the following hold.
(i) H∗β = H−β , Hβ = PH
∗
βP, PTHβ ⊆ HβPT. In particular, Hβ is P-self-adjoint.
(ii) σ(Hβ) = ∪n∈N0{λn} ⊂ R, where λ0 = β2 and λn = n2, n ∈ N.
(iii) If β /∈ Z\{0}, then Hβ satisfies Hypothesis 1. The eigenfunctions {ψβn}∞n=0 and {φβn}∞n=0
of Hβ and H∗β, respectively, corresponding to {λn}n∈N0 read as
ψβ0 (x) = A0e
−iβ(x+a), ψβn(x) = An
[
cos(n(x + a))− iβ
n
sin(n(x + a))
]
, n ∈ N ,
φβ0 (x) = B0e
iβ(x+a), φβn(x) = Bn
[
cos(n(x+ a)) +
iβ
n
sin(n(x+ a))
]
, n ∈ N ,
where a = π2 and the real positive constants {An}∞n=0 and {Bn}∞n=0 are chosen so that
(ψβn , φ
β
n) = δnm and ‖φβn‖ = 1. In particular,
B0 =
1√
π
and Bn =
√
2
π
n√
n2 + β2
, n ∈ N .
(iv) If β ∈ Z \ {0}, then the eigenvalue λ0 of Hβ has the geometric multiplicity one and the
algebraic multiplicity two, and all the other eigenvalues are simple.
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Proposition 6 (iii), representation (2.1), and Lemma 1 imply that for β /∈ Z \ {0} all
the metrics for Hβ , that admit the representation I + K with a Hilbert-Schmidt K, can
be written as
Θ =
∞∑
n=0
[
1 + αn
]
φβn〈φβn, ·〉J, α ∈ ℓ2(N0; I), minα > −1.
The coefficients anm := 〈φβn, φβm〉 can be explicitly computed. Clearly, ann = 1 holds for
all n ∈ N0 and for n,m ≥ 1, n 6= m we have
anm =
BnBm
nm
∫ π
0
[
n cos(nx)− iβ sin(nx)][m cos(mx) + iβ sin(mx)]dx
=
BnBmiβ
2nm
∫ π
0
[
(n−m) sin((n+m)x) − (n+m) sin((n−m)x)]dx
=
BnBm(1− eiπ(n+m))iβ
2nm
(n−m
n+m
− n+m
n−m
)
=
BnBm(1− eiπ(n+m))iβ
2nm
−4mn
n2 −m2 =
2BnBmiβ(1 − eiπ(n+m))
m2 − n2 .
For n ≥ 1 we get
an0 =
BnB0
n
∫ π
0
[
n cos(nx)− iβ sin(nx)]eiβxdx
=
BnB0
n
(
2(−1)nnβ sin(πβ)
β2 − n2 +
2i(−1)nnβ[(−1)n − cos(πβ)]
β2 − n2
)
=
2BnB0iβ
(
1− eiπ(β+n))
β2 − n2 .
The remaining coefficients can be recovered via the relation anm = amn. The Euler-
Lagrange system in (4.2) reduces to
(6.2)
∞∑
m=0
|anm|2αm(Θ⋆) +
∑
m 6=n
|anm|2 = 0, n ∈ N0.
It seems however that this system can not be explicitly solved.
On the other hand, using the above expressions for anm and the formulae for Bn in
Proposition 6 (iii) we obtain the following bounds on the coefficients in (6.2):
|anm|2 ≤ 64β
2
π2(m2 − n2)2 , |an0|
2 ≤ 64β
2
π2(β2 − n2)2 , n,m ∈ N, n 6= m.
Using these bounds we get for any β ∈ (0, 12 )
∞∑
n=0
∑
m 6=n
|anm|2 ≤ 64β
2
π2
(
∞∑
n=1
2
(β2 − n2)2 +
∞∑
n=1
∑
m>n
2
(m2 − n2)2
)
<
64β2
π2
(
∞∑
n=1
2
(n2 − 1/4)2 +
∞∑
d=1
∞∑
n=1
2
((n+ d)2 − n2)2
)
≤ 64β
2
π2
(
2π2 − 16 + 1
2
∞∑
d=1
1
d2
∞∑
n=1
1
n2
)
=
64β2
π2
(
2π2 − 16 + π
4
72
)
.
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Hence, for all β ∈ (0, 12 ) small enough we have
∑∞
n=0
∑
m 6=n |anm|2 < 1 and Proposi-
tion 4 yields that the unique minimizer of (4.1) in this particular setting is indeed a
metric operator for Hβ.
Another possibility to select a metric operator relies on the concept of the C-symmetry.
Definition 7 (Charge operator C). Assume that H in L2(J) is P-self-adjoint. We say that H
possesses the property of C-symmetry, if there exists a bounded linear operator C in L2(J) such
that [H,C] = 0, C2 = I, and PC is a metric for H.
By [14, Sec. 4.3] the operator Hβ with β /∈ Z \ {0} possesses a C-symmetry with the
uniquely determined charge operator C : L2(J) → L2(J) through the identities C2 = I
and C = PΘ with a metric operator Θ as in (2.1). The metric for Hβ induced by the
charge operator C is given by ΘC := PC = I + KC, where KC is an integral operator in
L2(J) with the kernel
kC(x, y) = βe
−iβ(y−x)
[
tan
(
πβ
2
)− i sign (y − x)] .
It is easy to see that ‖KC‖2 <∞. Consider the function
R ∋ ε→ f0(ε) =
∥∥KC + εφβ0 〈φβ0 , ·〉∥∥22.
To show that ΘC is not the minimiser for (4.1) it suffices to check that f˙0(0) 6= 0. Differ-
entiating f0(·) at the point ε = 0 we find
f˙0(0) = 2Tr
(
KCφ
β
0 〈φβ0 , ·〉
)
= 2
〈
φβ0 ,KCφ
β
0
〉
J
= 2
∫
J
∫
J
kC(x, y)φ
β
0 (x)φ
β
0 (y)dxdy
=
2β
π
∫
J
∫
J
[
tan
(
πβ
2
)− i sign (y − x)] dxdy = 2βπ tan (πβ2 ) 6= 0.
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