Based on an average-derivative method, we developed a new nine-point numerical scheme for a frequency-domain elastic-wave equation. Compared with the classic nine-point scheme, this scheme reduces the required number of grid points per wavelength for equal and unequal directional spacings. The reduction in the number of grid points increases as the Poisson's ratio becomes larger. In particular, as the Poisson's ratio reaches 0.5, the numerical S-wave phase velocity of this new scheme becomes zero, whereas the classical scheme produces spurious numerical S-wave phase velocity. Numerical examples demonstrate that this new scheme produces more accurate results than the classical scheme at approximately the same computational cost.
INTRODUCTION
Frequency-domain numerical modeling of seismic-wave equations was pioneered by Lysmer and Drake (1972) to describe the wave propagation in the earth. In analyzing the accuracy of finite-difference and finite-element modeling of the scalar-and elastic-wave equations, Marfurt (1984) further examines frequency-domain numerical modeling. One of Marfurt's important research results is that frequency-domain finite-element solutions using a weighted average of consistent and lumped masses lead to accurate results. Pratt and Worthington (1990) present in detail the implementation of the classical five-point scheme for frequency-domain 2D acoustic-wave equation and apply it to multisource crosshole tomography. Based on the spatial approximations in Kelly et al. (1976) , Pratt (1990) develops a classic nine-point scheme for frequency-domain 2D elasticwave equation. Because of its small bandwidth in the resulting impedance matrix, this scheme is very efficient. To reduce numerical dispersion, however, this classical scheme requires a large number of grid points per wavelength.
Based on a rotated coordinates system and averaging mass acceleration terms, Jo et al. (1996) develop an optimal nine-point scheme for 2D scalar-wave equation. The optimization coefficients are obtained by minimizing the phase velocity errors. This scheme reduces the number of grid points per wavelength from 13 to 4 in comparison with the classical five-point scheme. For frequencydomain numerical modeling, Jo et al.'s (1996) method is an important optimization approach. This approach is then generalized to a variable-density case (Hustedt et al., 2004 ) and a 3D case (Operto et al., 2007) . Schemes involving more grid points have also been developed (Shin and Sohn, 1998; Min et al., 2000; Gu et al., 2013) . These schemes have higher accuracy but lower efficiency.
For frequency-domain elastic-wave modeling, Štekl and Pratt (1998) propose an optimal nine-point scheme for frequency-domain 2D elastic-wave equation. The construction of the optimal scheme incorporates Jo et al.'s (1996) method and staggered-grid technique. This optimal nine-point scheme is particularly desirable because it not only reduces the number of grid points per wavelength but also remains approximately the same in terms of computational cost. However, this optimal scheme suffers from two limitations: (1) It requires equal directional grid intervals and (2) when generalized to the 3D case, it becomes very complicated and requires a lot of transformations (Operto et al., 2007) .
To address these two limitations, we will develop an averagederivative optimal method for the frequency-domain elastic-wave equation. This method is a generalization of the corresponding approach for the acoustic-wave equation (Chen, 2012 (Chen, , 2014 and results in an average-derivative optimal nine-point scheme for frequency-domain 2D elastic-wave equation. This new averagederivative optimal nine-point scheme not only preserves the advantages of the optimal scheme proposed by Štekl and Pratt (1998) but also accommodates arbitrary directional grid intervals. In addition, this average-derivative optimal nine-point scheme can be easily w m;n−1 i þ 1 4ΔxΔz ½μ mþ1;n ðu mþ1;nþ1 −u mþ1;n−1 Þ −μ m−1;n ðu m−1;nþ1 −u m−1;n−1 Þ þ 1 4ΔxΔz ½λ m;nþ1 ðu mþ1;nþ1 −u m−1;nþ1 Þ −λ m;n−1 ðu mþ1;n−1 −u m−1;n−1 Þ þρ m;n ω 2 w m;n ¼0:
The average-derivative nine-point scheme 10 and 11 can be easily generalized to an average-derivative 27-point scheme for the 3D frequency-domain elastic-wave equation (Appendix A).
NUMERICAL DISPERSION ANALYSIS
We will now perform numerical dispersion analysis for the average-derivative nine-point scheme 10 and 11. Set u v ¼ u 0 v 0 e iðk x xþk z zÞ ;
where u 0 and v 0 are the constants that are not equal to zero simultaneously and k x and k z are the horizontal and vertical wavenumbers, respectively. Substituting equation 14 into the scheme 10 and 11 and setting the determinant of the resulting matrix to be zero, we obtain the P-and S-wave dispersion relations:
where α and β are the P-and S-wave velocities, respectively, and
where r ¼ Δx∕Δz. Here without loss of generality, we suppose that Δx⩾Δz. Let α ph and β ph denote the compressional and shear phase velocities, respectively. They are defined as
where k p and k s are the compressional and shear wavenumbers, respectively. From equations 15-21, we can obtain the normalized compressional and shear phase velocities:
where 
and for the normalized S-wave phase velocity (equation 23), the expressions k x Δx and k z Δz should be replaced by
where θ is the propagation angle. The integration in equation 26 is usually used to simplify the optimization process (Jo et al., 1996) . The ranges ofk and θ are taken as ½0; 0.25 and ½0; π∕2, respectively. We use a constrained nonlinear optimization program fmincon in MATLAB to determine the optimization coefficients. This program consists of three kinds of algorithms: trust region reflective, active set, and interior point. The program fmincon is widely used in constrained nonlinear optimizations. The optimization coefficients for different σ with r ¼ Δx∕Δz ¼ 1, r ¼ Δx∕Δz ¼ 1.25, and r ¼ Δx∕Δz ¼ 2 are listed in Tables 1, 2, igure 3. Normalized compressional and shear phase velocity of the classical nine-point scheme and the average-derivative optimal nine-point scheme for different propagation angles θ. Here, σ ¼ 0.4 and r ¼ Δx∕Δz ¼ 1. Now, we make a numerical dispersion analysis and we first consider the case in which r ¼ Δx∕Δz ¼ 1. Figure 2 shows normalized compressional and shear phase velocity of the classical nine-point scheme and the average-derivative optimal nine-point scheme for different propagation angles θ and for σ ¼ 0.25. Compared with the classical nine-point scheme, the average-derivative optimal nine-point scheme reduces the phase velocity errors, particularly for the shear phase velocity. This difference in errors reduction between compressional and shear phase velocity probably results from the optimization method. Within the phase errors of 2%, the aver- igure 4. Normalized compressional and shear phase velocity of the classical nine-point scheme and the average-derivative optimal nine-point scheme for different propagation angles θ. Here, σ ¼ 0.5 and r ¼ Δx∕Δz ¼ 1.
age-derivative optimal nine-point scheme requires four grid points per shear wavelength, whereas for the classical nine-point scheme, it requires 10 grid points per shear wavelength. Figure 3 shows normalized compressional and shear phase velocity of the classical nine-point scheme and the average-derivative optimal nine-point scheme for different propagation angles θ and for σ ¼ 0.4. We can see that as σ increases, the shear phase velocity errors become larger for the classical nine-point scheme. In this case, within the phase errors of 2%, the average-derivative optimal nine-point scheme still requires four grid points per shear wavelength, whereas for the classical nine-point scheme, it requires 20 grid points per shear wavelength. 
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In Figure 4 , we show the case in which σ ¼ 0.5. In this case, the theoretical shear phase velocity should be zero. For the classical nine-point scheme, it produces spurious shear waves and cannot be used in this case as a result. For the average-derivative optimal nine-point scheme, the S-wave phase velocity is zero. Within the phase errors of 5%, the average-derivative optimal nine-point scheme requires four grid points per compressional wavelength. Figures 5, 6 , and 7 show the situation in which r ¼ Δx∕Δz ¼ 2. Because of the relatively smaller Δz, the corresponding phase errors are all smaller.
In our research, we are only concerned with phase velocity errors. For completeness, however, we have derived the normalized compressional group velocity α gr ∕α and shear group velocity β gr ∕β: Compared with the phase velocity, the group velocity has larger errors. The average-derivative optimal nine-point scheme still has smaller errors in comparison with the classical nine-point scheme. Because we mainly deal with the phase velocity, we have not shown the results here.
NUMERICAL EXAMPLES
In this section, numerical examples are presented to make comparisons between the average-derivative optimal nine-point scheme and the classic nine-point scheme.
A homogeneous model
We first consider a homogeneous velocity model for which an analytical solution is available. The P-wave velocity is 3500 m∕s. We . For the Poisson's ratio, we take σ ¼ 0.25 and 0.4, respectively. The corresponding S-wave velocities are 2021 and 1429 m∕s, respectively. The numbers of horizontal and vertical grid points are both 101. To make a comparison with the analytical solution in the full space, perfectly matched layer (PML) boundary conditions are used on the four sides of the computational domain (Appendix B). Figure 8 shows the schematic of the homogeneous model.
We compute the frequency-domain numerical solutions and compare them with the analytical solution (Min et al., 2000) . First, we take the circular frequency ω to be 30π. According to the criterion of four grid points per shear wavelength, the sampling intervals for σ ¼ 0.25 and 0.4 are 32 and 22 m, respectively. A single vertical force is applied at the center of the model with a Ricker wavelet time history, and a receiver array is placed at the 17th layer in the z-direction. Second, the circular frequency ω is taken to be 60π. According to the criterion of four grid points per shear wavelength, the sampling intervals for σ ¼ 0.25 and 0.4 are 16 and 11 m, respectively. A receiver array is placed at the 34th layer in the zdirection.
Figures 9 and 10 show frequency-domain seismograms (u and w) computed with the analytic formula, the classical nine-point scheme, and the average-derivative optimal nine-point scheme for ω ¼ 30π and 60π, respectively, where r ¼ Δx∕Δz ¼ 1. The relative errors of the two nine-point schemes in comparison with the analytical solution are also displayed. Figures 11 and 12 show the correspond- 
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ing results for the case in which r ¼ Δx∕Δz ¼ 2. From these figures, we can see that the results of the average-derivative optimal nine-point scheme are in relatively good agreement with the analytical results. The results of the classic nine-point scheme exhibit large errors due to numerical dispersion. It should be noted that the computational cost of the classic nine-point scheme and the average-derivative optimal nine-point scheme is approximately the same.
Lamb's problem
To address Lamb's problem, a proper numerical treatment of the free-surface boundary condition is essential. In our example, we use Chen and Cao an improved free-surface expression presented in Cao et al. (2016) . This improved free-surface expression is based on the parametermodified expression for the free surface (Mittet, 2002; Xu et al., 2007) . The analytical solution is calculated with the Cagniard-de Hoop method (Aki and Richards, 1980) .
A finite-size model of 1200 × 240 m is considered in our computation. We take two Poisson's ratios σ ¼ 0.25 and 0.4. The corresponding grid intervals are Δx ¼ 6 m, Δz ¼ 6 m and Δx ¼ 4 m, Δz ¼ 4 m, respectively. To simulate wave propagation in the halfspace, PML boundary conditions are used on the other three sides of the model (Figure 13) . A single vertical force is applied at the depth of 48 m. Figure 14 shows the time-domain seismograms (u and w) computed with the analytic solution, the classical nine-point scheme, and the average-derivative optimal nine-point scheme at the free-surface with an offset of 660 m. In comparison with the classical nine-point scheme, the average-derivative optimal ninepoint scheme agrees with the analytical solution better. The remaining errors are probably due to the inaccuracies in numerical treatment of the free-surface boundary condition.
Overthrust model
We now consider part of the overthrust model with a Poisson's ratio of 0.25 and a constant density of 2300 kg∕m 3 (Figure 15 ). On the top side, we use a centered finite-difference free-surface boundary condition (Alterman and Karal, 1968) . For the remaining three sides, PML boundary conditions are applied. The numbers of horizontal and vertical grid points are nx ¼ 275 and nz ¼ 75, respectively. We take Δx ¼ 10 m and Δz ¼ 5 m. A single vertical force with a Ricker wavelet time history is applied at (x ¼ 1370 m and z ¼ 50 m). Two receiver lines are set at the depth of 30 and 180 m. The circular frequency ω is taken to be 60π.
For this model, an analytic solution is not available. To make comparisons, we use a method of finer grids. Figure 16 shows frequency-domain seismograms (u and w) at receiver line 1 computed with the classic nine-point scheme with Δx ¼ 10 m and Δz ¼ 5 m, the classic nine-point scheme with Δx ¼ 5 m and Δz ¼ 2.5 m, and the average-derivative optimal nine-point scheme with Δx ¼ 10 m and Δz ¼ 5 m. Figure 17 shows the corresponding results at receiver line 2. We can see that the results of the average-derivative optimal nine-point scheme on a coarse grid are closer to those of the classic nine-point scheme on a fine grid. This demonstrates that the average-derivative optimal nine-point scheme is more accurate than the classical nine-point scheme when these two schemes are computed on the grid with the same grid intervals. 
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Salt model
We now consider a salt model that contains various Poisson's ratios including σ ¼ 0.5. Figure 18 shows the P-wave velocity, S-wave velocity, density, and Poisson's ratio of the model (House et al., 2000) . The parameters of this salt model are nx ¼ nz ¼ 251, Δx ¼ 5 m, and Δz ¼ 4 m. The optimization coefficients for this directional grid interval are listed in Table 2 . For a Poisson's ratio that is not covered in Table 2 , we use linear interpolation to obtain the corresponding optimization coefficients. An explosive Ricker source with peak frequency of 15 Hz is applied at (x ¼ 625 m and z ¼ 120 m), and a receiver array is set at the depth of 40 m. Figure 19 shows monochromatic wavefields of 15 and 30 Hz computed with the classic nine-point scheme and the averagederivative optimal nine-point scheme. Due to the spurious S-waves generated by the classical nine-point scheme, the wavefields computed with the classical nine-point scheme exhibit badly contaminated results in the water, particularly for the wavefield of 15 Hz. These spurious S-waves are a kind of artifacts produced by numerical discretizations. The reason why we call them spurious S-waves is because these artifacts stem from the S-wave numerical dispersion relation of the classical nine-point scheme when the Poisson's ratio is 0.5. On the other hand, the wavefields computed with the average-derivative optimal nine-point scheme show clean results in the water. This is because the numerical S-wave phase velocity of the average-derivative optimal nine-point scheme becomes zero in the water. We show the time-domain seismograms computed with the classic nine-point scheme and the average-derivative optimal nine-point scheme in Figure 20 . These time-domain seismograms are obtained by temporal Fourier transform of frequency-domain wavefields. In comparison with the seismogram computed with the average-derivative optimal nine-point scheme, the seismogram computed with the classical nine-point scheme is dominated by low-velocity spurious S-waves and thus become unacceptable. 
CONCLUSIONS
We have developed an average-derivative optimal nine-point scheme for frequency domain 2D elastic-wave equation. Compared with the classical nine-point scheme, this new nine-point scheme reduces the number of grid points per shear wavelength from 10 or 20 to 4 for σ ¼ 0.25 or 0.4. For σ ¼ 0.5, the S-wave phase velocity of the new nine-point scheme is zero, whereas the classical ninepoint scheme produces spurious S-waves. These conclusions apply to arbitrary directional grid intervals. Numerical examples demonstrate that the new nine-point scheme produces more accurate modeling results in comparison with the classical nine-point scheme at approximately the same computational cost. This new nine-point scheme is also generalized to an average-derivative 27-point scheme for frequency-domain 3D elastic-wave equation.
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APPENDIX A 3D CASE
We consider the 3D elastic-wave equation in the frequency domain
where u, v, and w are the particle displacements in the x-, y-, and z-directions, respectively. Using the same approach as the 2D case, an average-derivative 27-point scheme for equations A-1-A-3 can be obtained as follows: Frequency-domain elastic modeling (A-6) wherē p mþj;l;n ¼ α 1 ðp mþj;lþ1;n þp mþj;l;nþ1 þp mþj;l−1;n þp mþj;l;n−1 Þ þα 2 ðp mþj;lþ1;nþ1 þp mþj;l−1;nþ1 þp mþj;lþ1;n−1 þp mþj;l−1;n−1 Þ þð1−4α 1 −4α 2 Þp mþj;l;n ; j¼ −1;0;1; p m;lþj;n ¼ β 1 ðp mþ1;lþj;n þp m;lþj;nþ1 þp m−1;lþj;n þp m;lþj;n−1 Þ þβ 2 ðp mþ1;lþj;nþ1 þp mþ1;lþj;n−1 þp m−1;lþj;nþ1 þp m−1;lþj;n−1 Þ þð1−4β 1 −4β 2 Þp m;lþj;n ; j¼ −1;0;1; p m;l;nþj ¼ γ 1 ðp mþ1;l;nþj þp m;lþ1;nþj þp m−1;l;nþj þp m;l−1;nþj Þ þγ 2 ðp mþ1;lþ1;nþj þp mþ1;l−1;nþj þp m−1;lþ1;nþj þp m−1;l−1;nþj Þ þð1−4γ 1 −4γ 2 Þp m;l;nþj ; j¼ −1;0;1;
A ¼ðp m;lþ1;n þp m;l;nþ1 þp m;l−1;n þp m;l;n−1 þp mþ1;l;n þp m−1;l;n Þ;
B ¼ðp mþ1;lþ1;n þp mþ1;l;nþ1 þp mþ1;l−1;n þp mþ1;l;n−1 þp m−1;lþ1;n þp m−1;l;nþ1 þp m−1;l−1;n þp m−1;l;n−1 þp m;lþ1;nþ1 þp m;l−1;nþ1 þp m;lþ1;n−1 þp m;l−1;n−1 Þ;
C ¼ðp mþ1;lþ1;nþ1 þp mþ1;l−1;nþ1 þp mþ1;lþ1;n−1 þp mþ1;l−1;n−1 þp m−1;lþ1;nþ1 þp m−1;l−1;nþ1 þp m−1;lþ1;n−1 þp m−1;l−1;n−1 Þ;
(A-7)
where p represents u, v, or w, and α 1 , α 2 , β 1 , β 2 , γ 1 , γ 2 , c, d, and e are coefficients. Here, f ¼ ð1 − c − 6d − 12eÞ∕8.
