The process by which visual information is incorporated into the brain's spatial framework 9
Introduction 23
Spatial navigation requires the constant integration of sensory information, motor 24 feedback, and prior knowledge of the environment ( Even in situations where the immediate surroundings may not be informative, distal 31 landmarks can provide critical orientation cues to find goal locations (Morris, 1981; 32 Tolman, 1948) . Their importance is further underlined by the fact that salient visuo-spatial 33 cues anchor almost every type of spatially-tuned cells observed in the mammalian brain 34
to date, including head direction cells (Jacob et hallmarks of cognitive decline in AD patients (Vann et al., 2009) . Lesion studies in rodents 56
indicate that RSC is also important for navigating based on self-motion cues alone 57 (Elduayen & Save, 2014) . Together, these findings are congruent with known RSC 58 anatomy: situated at the intersection of areas that encode visual information, motor 59 feedback, higher-order decision making, and the hippocampal formation ( & Cappaert, 2011), RSC is ideally positioned to integrate these inputs to guide ongoing 62 behavior. Electrophysiological recordings in freely moving rats have shown that individual 63 RSC neurons conjunctively encode space in egocentric and allocentric spatial reference 64 frames (Alexander & Nitz, 2015) . When placed in a one-dimensional environment, RSC 65 neurons exhibit single, spatially tuned receptive fields (Mao, Kandler, McNaughton, & 66 Bonin, 2017), while in two-dimensional environments (Alexander & Nitz, 2017 ) they were 67 found to express multiple receptive fields. RSC neurons have further been shown to 68 encode context as well as task-related cues such as goal location ( RSC and visual cortex. Finally, a subset of cells in RSC encode head direction in a way 73 that is particularly sensitive to local environmental cues (Jacob et al., 2017) . A common 74 theme across these studies is the importance of visual inputs for RSC function. While the 75 role of proximal, non-visual cues, such as whisker stimulation, has not been thoroughly 76 evaluated, it is clear that visual cues alone are sufficient to guide behavior. Together, 77 these converging results strongly implicate RSC as an important neural substrate for 78 landmark encoding. 79 We set out to identify how visual cues within a virtual environment that inform an 80 animal about a goal location are represented in RSC. To this end, we developed a task 81
in which animals are required to learn the spatial relationship between a salient visual cue 82 in the virtual environment and a rewarded zone, therefore making the cue a landmark. 83
Studies investigating how spatial tuning is influenced by the environment generally use a 84 single orienting cue (Hafting et requires mice to use allocentric inputs as reference points, and combine them with self-91 motion feedback to successfully execute trials. We found the majority of task-active 92 neurons, as well as the population response, to be anchored by landmarks, though this 93 differed between layers 2/3 and 5. Showing the same visual stimuli at a static flow speed 94 while animals were not engaged in the task resulted in significantly degraded responses, 95
suggesting that active navigation plays a crucial role in RSC. Further analysis showed 96 that landmark responses were the result of supralinear integration of visual and motor 97 components. To understand how visual information is translated into behaviorally relevant 98
representations in RSC, we recorded the activity of axons from the primary visual cortex 99 (V1) during task execution. V1 sends strong projections to RSC (Oh et al., 2014) which, 100
in turn, sends a top-down projection back to V1 (Makino & Komiyama, 2015) , creating a 101 poorly understood cortico-cortical feedback loop between a primary sensory and 102 associative cortex. Understanding this circuit could provide key insights into how sensory 103 and contextual information combine to guide behavior. We found strikingly similar 104 receptive fields as those expressed by RSC neurons, suggesting that V1 inputs may be 105 key in shaping their receptive fields. Importantly, their activity was less modulated by 106 active navigation, illuminating a key difference between primary sensory and associative 107 cortex. 108
Results

110
An RSC-dependent visual landmark navigation task 111
We developed a behavioral task that requires mice to use landmarks to locate hidden 112 rewards along a virtual linear corridor ( Fig. 1A and 1B ). Each trial began at a randomized 113 distance (50 -150 cm) from one of two salient visual cues with a vertical or diagonal stripe 114 pattern respectively. Along the rest of the corridor, a gray-and-black dot uniform pattern 115 provided optic flow feedback but no spatial information. An unmarked 20 cm wide reward 116
zone was located at fixed distances (80 or 140 cm, respectively) from the visual 117 landmarks. A trial ended when an animal either triggered a reward by licking within the 118 reward zone or received a 'default reward' when it passed through the reward zone 119
without licking (at 100 cm or 160 cm distance from the landmark). Default reward was 120 present throughout the experiment but constituted only a small fraction of trials in trained 121
animals (mean ± SEM: 14.24 ± 2.65 % of trials, n = 13 sessions, 7 mice). The visual 122 appearance of the hallway was infinitely long so that animals could not use the end of the 123 track as a spatial cue. This task design forced animals to use the visual cue as a spatial 124 reference point that informs them about the location of the reward. At the end of each 125 trial, the animal was 'teleported' into a 'black box' for at least 3 seconds. The 3 second 126 black box timeout was included in the task to give the animals a salient signal for the end 127
and start of trials. It further ensured that GCaMP6f signals underlying different aspects of 128 behavior (reward delivery and consumption versus the initiation of a new trial and 129 changes in locomotion) could be disambiguated. Mice learned to use the visual cues to 130 locate the reward zones along the corridor (Fig. 1C , mean 32.3 ± 3.6 training sessions for 131 n = 10 mice). In theory, animals could achieve a high fraction of successful trials by licking 132 frequently but randomly, or in a uniform pattern. We tested if we could use licking as a 133 behavioral assay for an animal's understanding of the spatial relationship between visual 134 cue and reward location by calculating a spatial modulation index using a bootstrap 135
shuffle test (supp. Fig. 1E and 1F, methods).
136
We then quantified an animal's ability to use landmarks for navigation by 137
calculating the difference between the median location of first licks on short and long 138 trials, expressed as a "task score" (mean ± SEM of recording sessions: 34.92 ± 4.96 cm).
139
Location of first licks as opposed to mean lick location or lick frequency was used as it 140
provided the most conservative measure of where animals anticipated rewards. This task 141 structure inherently minimizes the ability of mice using alternative strategies such as time 142
or an internal odometer to locate rewards. We tested whether animals used the start of 143 the trial and a fixed distance, time, or number of steps before they started probing for 144 rewards (Fig. 1E ). For each trial in one session, we plotted the location of the start vs. the 145 location of the first lick and evaluated the linear regression coefficient showing no 146 The two landmarks were interleaved within a session, either randomly or in blocks of 5. After each trial animals were placed in a 'black box' (screens turn black) for at least 3 seconds. The randomized starting location ranged from 50 -150 cm before the landmark. (C) Licking behavior of the same animal at novice and expert stage. Expert animals (bottom) lick close to the reward zones once they have learned the spatial relationship between the visual cue and reward location. (D) How well mice were able to use landmarks to locate rewards was quantified by calculating the difference of the median location of licking onset for each landmark per session. (E) Relationship between trial start and first lick locations for one example session. Experimental design ensured that alternative strategies, such as using an internal odometer, could not be used to accurately find rewards. (F) RSC inactivation experiment. VGAT-Cre mice were injected with flexed Channelrhodopsin-2 (left). Stimulation light was delivered through skull-mounted ferrules on a random subset of trials (middle). During inactivation trials, task score was reduced significantly (right). dependence of first lick on trial start location (mean ± SEM of slope: 0.14 ± 0.042, n = 13 148 sessions).
149
To test if RSC was involved in task performance, we bilaterally injected an AAV 150 expressing a Cre-dependent channelrhodopsin-2 (ChR2) construct in multiple locations 151 along the anterior-posterior axis of RSC (2-3 injections per hemisphere) in VGAT-Cre 152
mice. This restricted ChR2 expression to GABAergic neurons in RSC and allowed us to 153 rapidly and reversibly inhibit local neural activity (Lewis et al., 2015; Liu et al., 2014) . 154
Ferrules were implanted on the surface of the skull over RSC to deliver light during 155
behavior. Stimulation was delivered by a 470 nm fiber-coupled LED on a randomized 50% 156 subset of trials. The stimulation light was turned on at the beginning of a given trial and 157
lasted until the end of the trial or the maximum pulse duration of 10 seconds was reached.
158
A masking light was shown throughout the session. Task score on trials with stimulation 159 was significantly lower compared to trials where only the masking light was shown within 160 the same session (43.7 ± 7.41 cm vs. 24.3 ± 6.2 cm, n = 5 mice, paired t-test: p = 0.003, 161 Fig. 1F ), indicating that RSC activity contributes to successful execution of this behavior. 162 163
Trial onset, landmark, and reward encoding neurons in RSC 164
We sought to understand which task features were represented by neurons in RSC. Mice 165 injected with AAV expressing the genetically encoded calcium indicator GCaMP6f were 166 trained until they reliably used landmarks to locate rewards. On average, we recorded 167 from 121.0 ± 27.3 RSC neurons per mouse (n = 7 mice). GCaMP signals of all active 168 neurons (> 0.5 transients/min, n = 1026) were tested for significant peaks of their mean 169 response above a shuffled distribution (z-score of mean trace > 3, see methods) and for 170 transients on at least 25% of trials. Neurons that met these criteria (n = 509) were then 171 aligned to each of three points: trial onset, landmark, and reward ( Fig. 2A , right; Fig. 2B ).
172
The peak activity of the mean GCaMP trace of each neuron with significant task 173 modulation was then compared across alignment points and classified based on which 174 task feature resulted in the largest mean response (Fig. 2B ). The vast majority of neurons 175
showed a single peak of activity in our task. Previous studies have found multiple peaks 176 or sustained firing in RSC neurons (Alexander & Nitz, 2015 . However, in contrast 177
to these studies, our task did not contain repeating sections found in a W-shaped or plus-178 shaped maze. A peak response did not necessarily need to happen directly at a given 179 alignment point, but could also occur at some distance from it. A landmark-aligned 180 neuron, for example, did not have to exhibit its peak response at the landmark (Fig. 2F ).
181
This analysis was carried out for short trials and long trials independently. Our results 182
show that the majority of RSC neurons found to be task engaged were aligned to the 183 visual landmark (Fig. 2C , n = 61 short trial onset and 63 long trial onset, 217 and 253 184 landmark, 99 and 118 reward neurons, respectively; 7 mice; mean ± SEM fractions of 185 aligned neurons: trial onset: 5.5 ± 0.1%, landmark: 22.2 ± 1.7%, reward: 11.5 ± 0.9%; one 186 
187
way ANOVAshort: p = 0.0028; ANOVAlong: p < 0.001, Tukey's HSD post-hoc pairwise 188 comparison with Bonferroni correction). A smaller but sizeable fraction of RSC neurons 189
were aligned to the reward point, suggesting that RSC encodes behavioral goals as well. 190
We further found neurons that reliably encoded the onset of a trial, regardless of where 191
an animal was placed on the track relative to the visual landmark. Consistent with 192 previous findings (Alexander & Nitz, 2015) , these data indicate that egocentric (trial onset) 193
as well as allocentric (landmark and reward) variables are encoded in RSC during 194 landmark-based navigation. We employed a template matching decoder (Montijn, Vinck, 195 & Pennartz, 2014) to analyze how well trial type could be decoded from neural activity 196 alone ( Fig. 2E ). While trial onset neurons provided only chance level decoding (mean 197 45.6 ± 5.6% correct), trial type decoding by landmark neurons was significantly higher 198 (77.4 ± 6.2%, Kruskal-Wallis test p = 0.0118; post-hoc Mann-Whitney U pairwise testing 199
with Bonferroni correction for multiple comparisons). Decoding based on reward-aligned 200 neurons was poor, but above chance (62.3 ± 5.6%), suggesting that landmark neurons 201 carry most information about which type of trial the animal is currently executing. 202
We asked whether the subpopulation of landmark encoding neurons showed a 203
preference for visual cue identity, in which case we expected a bimodal distribution. 204
Alternatively, a unimodal distribution would provide evidence for the encoding of 205 landmarks as an environmental feature informing the animal about a goal location. We 206 calculated a landmark modulation index as the difference between peak activity divided 207
by the sum of their activity [LMI = (LMshort -LMlong)/(LMshort + LMlong)]. Peak activity for 208 each trial type was calculated separately such that shifts in relative distance to the 209 landmark are taken into account. The distribution shows that most neurons do not show 210 a specific preference for landmark identity, though there are a small number of neurons 211
that are tuned to landmark identity ( Fig. 2H ). In contrast, trial onset neurons showed less 212 trial type selectivity (Supp. Fig. 5E ). Together these results show that neurons encode a 213 mix of task variables with a strong preference for visual cues informing the animal about 214 goal locations. 215
Landmarks anchor the representation of space in RSC 216
We tested how well an animal's location is represented in RSC using population vector 217
cross-correlation for all task active neurons (n = 509, K. M. Gothard, Skaggs, and 218
McNaughton 1996; Alexander and Nitz 2015, 2017; Mao, Kandler, McNaughton, and 219
Bonin 2017). The vectors were constructed by randomly drawing half of the trials for a 220
given neuron to create one vector and the other half for the second vector. Activity was 221 binned into 5 cm wide bins and the mean across all included trials was calculated and 222 normalized to 1. In this task, trial start provided the animal with information on trial only 223 fixed reference points to locate rewards along the virtual corridor. We therefore tested 224
how well the population was anchored by trial start or landmarks by measuring local 225 population vector cross-correlation aligned to those two points ( Fig would indicate that allocentric cues, in combination with self-motion feedback, are the 230 principal drivers of activity. We found largely even tiling of space from the trial onset until 231 reward ( Fig. 3A and 3D ). To test the spatial specificity of the population code, we 232 calculated a population vector cross-correlation matrix using the Pearson cross-233 correlation coefficient ( Fig. 3B and 3E) for each spatial bin. To ensure that randomly 234 splitting data into halves didn't lead to spurious results, we calculated the mean of 100 235 cross-correlation maps, each randomly drawing a different subset of trials. Slices of the 236 cross-correlation matrix ( Fig. 3C and F, taken at the dashed lines indicated in 3B and 3E), 237
reveal that the spatial code is sharpest at the landmark. The cross-correlation at the 238 animal's true location (i.e. along the diagonal from top left to bottom right) significantly 239 increases as the animal approaches the landmark and remains elevated until it reaches 240 the reward (Fig. 3G ). We tested how well we could reconstruct the animal's location from 241 the neural code by calculating how far the pixel with the highest cross-correlation was 242 from the actual location for each row in the cross-correlation matrix. We observed a 243 significantly lower location reconstruction error when neural activity was aligned to 244 landmarks, rather than trial onset (mean ± SEM: 3.26 ± 0.63 vs. 4.78 ± 0.43 short trials; 245
3.87 ± 0.42 vs. 5.93 ± 0.38, unpaired, 2-tailed t-test: p < 0.05 (short), p < 0.001 (long)).
246
Finally, we analyzed how well we could reconstruct animal location based on the neural 247 population activity on the short track when animals were on the long track and vice versa 248 (Supp. Fig. 5A and 5B). Consistent with our finding that most neurons are active on both 249 trials ( Fig. 2H , Supp. Fig. 5C ), we found a small, not significant increase in reconstruction 250 error (Supp. Fig. 5D ). These results provide evidence for a spatial code in RSC that is 251 strongly modulated by environmental cues to inform the animal about the location of its 252 goal. 253 
Active task execution sharpens spatial tuning and increases robustness of 255 responses in RSC 256
To determine if goal directed navigation, as opposed to visual input alone, was required 257
to explain RSC activity, we recorded neurons while animals were shown the same virtual 258 corridor without actively executing the behavior. During this decoupled stimulus 259 presentation paradigm (DC), the virtual corridor moved past the animals at two speeds: 260 10 cm/sec and 30 cm/sec ( Fig. 4A , see Supp. Fig. 1 for speed profiles during virtual 261 navigation). Both trial types were interleaved in the same way as during virtual navigation, 262 but no rewards were dispensed when animals reached reward locations. We found a 263 significant decrease in neuronal responses in this condition ( Fig. 4B and 4C, mean ± SEM 264 VR: 0.163 ± 0.004, mean decoupled: 0.0511 ± 0.004, paired, two-tailed t-test: p<0.0001).
265
This was true for neurons of all three categories: trial onset, landmark, and reward ( Fig.  266 4D, median values VR: trial onset = 0.1, landmark = 0.18, reward: 0.13; decoupled: trial 267 onset = 0.02, landmark = 0.03, reward = 0.02). This result suggests that activity in RSC 268
is strongly dependent on active task engagement. Congruent with this, population activity 269
showed significantly less spatial specificity during decoupled stimulus presentation (Fig.  270 4E-H, mean reconstruction error ± SEM: 3.26 ± 0.62 vs. 7.44 ± 0.81 short trials; 3.02 ± 271 0.39 vs. 9.66 ± 0.96, unpaired, two-tailed t-test: p = 0.0001 (short), p < 0.0001 (long)).
272
This indicates that encoding of behaviorally-relevant variables in RSC is dependent on 273 ongoing behavior, rather than being driven solely by sensory inputs. Not providing a 274 reward and decoupling the stimulus presentation from animal locomotion constitute 275 simultaneous changes that may both influence neural activity. However, if reward 276
anticipation was a key driver in the change in neural activity we would expect neurons 277 anchored by trial onset or landmark to be less affected than reward driven neurons. We 278
find that all neuron types are similarly affected ( Fig. 4D ), suggesting that reward 279 anticipation is not the major cause for the change in activity we observed. A second 280 potential factor modulating neuronal responses is whether the animal is attending to the 281 cue or not. We have addressed this issue by analyzing responses during quiet 282 wakefulness and locomotion in the next section ( Fig. 5 ).
283
We sought to gain further insight into potential mechanisms underlying the 284 reduction in activity during decoupled stimulus presentation by comparing the patterns of 285
GCaMP6f signals observed during virtual navigation and passive viewing. Individual 286 events were detected when ∆F/F exceeded 6 standard deviations of a neuron's baseline 287 activity for at least 2 spatial bins (bin size: 2 cm) and lay within ±60 cm of the peak mean 288 response ( Fig. 4I ). We found that the standard error of the distance of individual transients 289
to the peak of the mean trace ( Fig. 4J , median jitter (cm): shortVR = 4.81, shortDC = 8.8; 290 longVR = 5.5, longDC = 9.0) was lower during virtual navigation compared to decoupled 291 stimulus presentation. In other words, transients were more tightly clustered around that 292 293 neuron's peak response when the animal was actively engaged in the task. Furthermore, 295
we saw a significant reduction in the number of transients per trial during decoupled 296 stimulus presentation ( Fig. 4K presentation, mice were free to spontaneously locomote on the treadmill or watch 316
passively. We analyzed the activity of landmark neurons during periods when animals 317
were locomoting (running speed > 3 cm/sec in a ±2 sec. window) versus when they were 318 stationary (running speed < 3 cm/sec) as they passed through their receptive field, 319
defined as the location of their peak mean activity during virtual navigation ( Fig. 5A and 320 5B). We found that when landmark presentation occurred during locomotion, RSC 321 landmark neuron activity was significantly increased (Fig. 5C, Bonferroni correction: p < 0.001 for all shown comparisons). However, we found that 326 visual inputs alone or visual inputs plus locomotion did not elicit the same response as 327 virtual navigation (Fig. 5D , Kruskal-Wallis test: p < 0.0001; post-hoc Mann-Whitney-U and 328
Bonferroni correction: p < 0.0001 for all shown comparisons). We then evaluated the 329 responses while animals were locomoting or stationary while in the 'black box' between 330
trials to obtain estimates of population activity in 'no input' (neither visual nor motor inputs) 331
and 'motor only' conditions ( Fig. 5D , ∆F/F +/-SEM blackbox + motor: 0.14 ± 0.03, 332
blackbox, no motor: -0.04 ± 0.02). Finally, we added 'motor only' and 'landmark, no motor' 333 to calculate the linear sum of these inputs ( Fig. 5D and 5E) and found that it was lower 335 than 'landmark + motor'. Analysis of transient patterns during 'no motor' and '+ motor' 336 conditions revealed that neurons show significantly more transients while locomoting ( Fig.  337 5H, median values (transients/trial): no motor = 0.09, + motor = 0.29; VR = 0.46), however, 338 transient amplitude and jitter were broadly similar ( Fig. 5G confirmed post-hoc with histological sections in a subset of animals. RSC does not 359 contain a layer 4; L5 was separated from L2/3 by a small volume with low GCaMP-positive 360 cell body density (Fig. 6A ). Mean recording depth for L2/3 was 130.0 ± 4.0 µm and 327.0 361 ± 15.2 µm for L5 (likely corresponding to L5a). We found that superficial as well as deep 362 layers contained trial onset, landmark, and reward neurons. However, L5 contained 363 substantially fewer landmark neurons ( Fig. 6B and 6C ). Both layers were similarly 364 modulated by virtual navigation, compared to decoupled stimulus presentation (Fig. 6D) .
365
These results are congruent with findings in Mao what information it receives from primary visual cortex (V1), a major input source to RSC 390 (Vogt & Miller, 1983) . To this end, we injected GCaMP6f into V1 in a separate group of 391 trained animals and recorded the responses of axonal boutons in RSC ( Fig. 7A and 7B) . 392
Use of a passive pulse splitter (N. Ji, Magee, & Betzig, 2008) in the laser path allowed us 393 to image axons continuously during self-paced behavioral sessions with no 394 photobleaching or toxicity. To prevent overrepresentation of axons with multiple boutons 395 in a given FOV, highly cross-correlated boutons were collapsed and represented as a 396 single data point (see methods and Supp. Fig. 4 ). In total, we found unique, task-related 397 77 axons in 4 animals. Unexpectedly, we found receptive fields that were strikingly similar 398
to those we observed in RSC neurons ( Fig. 7C and 7D ). These boutons also tiled space 399 along the virtual linear track in a parallel manner to RSC neurons ( Fig. 7E and 7F) . 400
Furthermore, we found a similar preference of V1 boutons to be anchored by landmarks 401 (Fig. 7G ). However, when we quantified how active task engagement modulates activity 402
in RSC neurons versus V1 boutons, we found that the former were significantly more 403 modulated compared to the latter ( Fig. 7 H and cues to a previously unknown extent. Despite their specificity, however, they represent 409 
Discussion
415
In this study, we introduce a novel behavioral paradigm in which mice learned the spatial 416 relationships between salient environmental cues and goal locations (Fig. 1) . The task 417 required animals to discriminate visual cues, use them to localize themselves in space, 418
and navigate to a rewarded zone based on self-motion feedback. Using this paradigm, 419
we found that landmarks anchored the majority of neurons with task related responses 420 ( Fig. 2C and 2D ) and significantly sharpened the representation of the animal's current 421 location in the population code (Fig. 3) . These responses were not the result of simple 422 visual and/or motor drive: showing the same visual stimuli while the animals were not 423 engaged in the task elicited significantly attenuated responses (Fig. 4) . Further dissection 424 of neuronal activity provided evidence for supralinear integration of visual and motor 425 information in RSC. Coinciding visual input and motor feedback during decoupled 426 stimulus presentation did not elicit the same response amplitudes as observed during 427 active navigation (Fig. 5 ). Interestingly, we found receptive fields expressed by V1 axonal 428 boutons in animals executing the same behavior that were strikingly similar to those 429 recorded from RSC neurons (Fig. 7) . However, they were less modulated by active task 430 engagement ( Fig. 7H and 7I) , indicating a hierarchy of sequential processing.
431
A major challenge in understanding how computations in RSC contribute to 432 behavior is the diversity and complexity of functions attributed to this area ( Elduayen & Save, 2014). We describe a task that combines both of these navigational 438 strategies: animals are required to use visual landmarks for self-localization, followed by 439 path integration to successfully find rewards. Using optogenetic inactivation on a 440
randomized subset of trials we found a deficit in the animal's ability to use landmarks to 441 guide localizing rewards (Fig. 1F ). This could potentially be explained by a pure path 442
integration deficit. However, if this was the case, RSC should exhibit a purely ego-centric 443 representation of space, i.e. aligned to the start of a given trial. In contrast, we find that 444 spatial representations in RSC are anchored by allocentric (landmark) cues and 445 maintained by self-motion feedback after the animal has passed the visual cue (Fig. 3) , 1987 ), yet the mechanisms that combine inputs from different modalities to 451 represent landmarks remain poorly understood. We found that simple linear summation 452 of visual and motor inputs was insufficient to explain landmark encoding in RSC. Instead, 453 a nonlinear mechanism, or multiple mechanisms, underlie the integration of these 454 variables to produce robust visuo-spatial responses during navigation. Active navigation 455
(in virtual reality) sharpened spatial tuning and increased robustness of encoding in RSC 456 compared to viewing the movie without being engaged in the task. Interestingly, the 457 amplitude of recorded transients was unchanged, suggesting the presence of a 458 thresholding process in the circuit (Fig. 4I-L) . Locomotion during decoupled stimulus 459 presentation significantly increased the robustness of encoding while having very little 460 effect on the fidelity of spatial tuning or transient amplitude. This indicates that motor input 461 broadly pushes neurons towards spiking but does not contribute to its spatial tuning ( Fig.  462 5F-I). Furthermore, our data shows that visual input alone is insufficient to explain the 463 fidelity of spatial tuning we observed during virtual navigation (Fig. 5D ). Our results 464
indicate that the most likely mechanism underlying supralinear integration in RSC is the 465 result of the multiplicative effects of significantly improved fidelity of spatial tuning and 466 increased robustness of emitting transients within a neurons receptive field. While the 467 latter seems to be mediated by motor inputs, the nature and source of an anchoring signal 468
is unclear but may originate in the hippocampal formation where landmarks have been 469
found to sharpen spatial tuning of neurons (Campbell et al., 2018; Gothard & Skaggs, 470 1996; Knierim et al., 1995) . 471
The spatial tuning we observed in task active neurons in RSC appears similar to 472 those of place cells (see Fig. 2B and Fig. 3A and 3D ). This is consistent with findings in 473
Mao et.al. 2017, who report spatial tuning in RSC that is somewhat degraded when 474 tactile/visual cues are removed from a belted treadmill. However, RSC may not exhibit 475 spatial representations that differ from CA1 when sensory information regarding goals is 476 absent. Consistent with this, we find that RSC is strongly biased to encode behaviorally 477 relevant visual cues that inform the animal about the location of a reward. These findings 478 are complementary to previous studies showing that RSC conjunctively encodes 479 information in egocentric and allocentric reference frames (Alexander & Nitz, 2015 as well as other variables (Smith et al., 2012; Vedder et al., 2016) . However, in contrast 481
to neurons expressing multiple receptive fields, as reported in Alexander and Nitz, 2015 482
and 2017, we found that most cells only had a single, stable receptive field. A possible 483 explanation for this divergence is the design of our virtual environment, which did not have 484 multiple discrete sections separated by turns.
485
RSC's bias to encode behaviorally relevant stimuli is particularly interesting in light 486 of its relationship with axonal inputs from V1 (Fig. 7) . Using the same landmark-487 dependent navigation task, we found that V1 axons exhibited comparable receptive field 488 tunings as RSC neurons. However, these responses were substantially less modulated 489 by task engagement (Fig. 7I ), suggesting that V1 axons encode visual features more 490
faithfully. The modulation we did observe may be the result of strong top down inputs 491 from RSC (Makino & Komiyama, 2015) or from other regions . This is 492 congruent with a recent study showing that activity in RSC is more correlated with V1 493
during locomotion compared to quiescent periods (Clancy et al., 2019 Leveraging RSC to unravel how multiple input streams are integrated during higher level 516 associative processes like navigation may in the future provide novel insights into the 517 mechanisms of cognition and its dysfunction in Alzheimer's disease and other currently 518 intractable brain disorders. 519 Methods 521 522
Animals and surgeries 523
All animal procedures were carried out in accordance with NIH and Massachusetts 524
Institute of Technology Committee on Animal care guidelines. Male and female mice were 525 singly housed on a 12/12 h (lights on at 7 am) cycle. 526 C57BL/6 mice were implanted with a cranial window and headpost at 7-10 weeks 527 of age. First, the dorsal surface of the skull was exposed and cleaned of residual 528 connective tissue. This was followed by a 3 mm wide round craniotomy centered 529 approximately 2.5 mm caudal of the bregma. To minimize bleeding, particularly from the 530 central sinus, the skull was thinned along the midline until it could be removed in two 531 pieces. AAV1.Syn.GCaMP6f.WPRE.SV40 was injected at 2-6 injection sites, 350-600 µm 532 lateral of the midline in boluses of 50-100 nl at a slow injection rate (max. 50 nl/min) to 533 prevent tissue damage. Following injections, a cranial window was placed over the 534 craniotomy and fixed with cyanoacrylate glue (Krazy Glue, High Point, NC, USA). The 535 windows consisted of two 3 mm diameter windows and one 5 mm diameter window 536
stacked on top of each other (Warner instruments CS-3R and CS-5R, Hamden, CT, 537 USA). The windows were glued together with optical glue (Norland Optical Adhesive #71, 538
Edmund Optics, Barrington, NJ, USA). Cranial windows consisted of 3 (instead of 2) 539 stacked windows to account for increased bone thickness around the midline and 540 minimize brain motion during behavior. Subsequently, the headplate was attached using 541 cyanoacrylate glue and Meatbond® (Parkell Inc. NY, USA) mixed with black ink to avoid 542 light leaking into the objective during recordings. 543
Mice prepared for imaging of V1 boutons in RSC had GCaMP6f injected into V1 544 (~2.49 mm lateral, 3.57 caudal) through small burr holes at a depth of 600 µm to target 545 primarily layer 5 neurons. For the rest of the procedure, the same steps as for imaging of 546 RSC neurons were followed. 547
For the optogenetic inactivation during behavior experiment, VGAT-Ires-Cre mice 548
knock-in on a C57BL/6 background (The Jackson Laboratory) were injected with flexed 549 channelrhodopsin-2 (ChR2, AAV5.ef1a.DIO.ChR2.eYFP, University of Pennsylvania 550
Vector Core) in 2 -3 locations along the AP axis of RSC (50 -100 nl per injection). Prior 551
to injection the location of the central sinus was identified by placing saline on the skull 552 and waiting until it was translucent. This was done because the overlying sagittal suture 553
can be inaccurate in identifying the midline of the brain. One ferrule was placed centrally 554 on each hemisphere over RSC. Each ferrule was calibrated prior to implantation to ensure 555 the same light intensity was provided into each hemisphere. 556 557
Virtual Reality Setup 558
Head-fixed mice were trained to run down a virtual linear corridor by locomoting on a 559 polystyrene cylinder measuring 8 cm in width and 20 cm in diameter (Graham Sweet  560 Studios, Cardiff, UK). The cylinder was attached to a stainless-steel axle mounted on a 561 low-friction ball bearing (McMaster-Carr #8828T112, Princeton, NJ, USA). Angular 562 displacement of the treadmill was recorded with an optical encoder (US Digital E6-2500, 563
Vancouver, WA, USA). A custom designed head-restraint system was placed such that 564 animals were comfortably located on the apex of the treadmill. Rewards were provided 565 through a lick spout (Harvard Apparatus #598636) placed within reaching distance of the 566 mice's mouth. Timing and amount were controlled using a pinch valve (NResearch 567 225PNC1-21, West Caldwell, NJ, USA). Licking behavior was recorded using a capacitive 568 touch sensor (SparkFun #AT42QT1010, CO, USA) connected to the lick spout. The 569
virtual environment was created and rendered in real time in Matlab® using the software 570
package ViRMeN (Aronov & Tank, 2014) as well as custom written code. Two 23.8" 571
computer screens (U2414H, Dell, TX, USA) were placed in a wedge configuration to 572 cover the majority of the mice's field of view. 573 574
Behavioral task design and training 575
After mice had undergone preparatory surgery, they were given at least one week to 576 recover before water scheduling began. Initially, mice received 3 ml of water per day in 577 the form of 3 g of HydroGel® (ClearH2O, Watertown, MA, USA), which was gradually 578
reduced to 1.0-1.5 g per day. During this period, mice were handled by experimenters 579
and habituated to being head restrained as well as running on a cue-less version of the 580 virtual corridor. During habituation, mice were given small water rewards to allow them to 581 acclimate to receiving 10% sugar-water rewards through a spout during head-restraint. 582
Behavioral training began once mice were locomoting comfortably, as assessed by 583 posture and gait. Initially, mice were trained on one trial type alone (short track). Each 584 trial started at a randomized distance from the landmark (150-50 cm, drawn from a 585 uniform distribution). The wall pattern consisted of a uniform pattern of black dots against 586 a dark grey background to provide generic optic flow information. The view-distance down 587 the corridor was not limited. 588
The landmark cues were 40 cm wide and extended above the walls of the corridor 589 (see Fig. 1B ). After passing the landmark, mice were able to trigger rewards by licking a 590
fixed distance from the landmark. The reward zone was 20 cm long but not indicated in 591
any way so that the animals had to use self-motion cues and the location of the landmark 592 to locate it. If an animal passed through the reward zone without licking, an automatic 593 'reminder' reward was dispensed. Each reward bolus consisted of 4 -6 µl of 10% sucrose 594
water. Sucrose was added to maximize training success (Guo et al., 2014) . Reward 595 delivery marked the end of a trial and animals were "teleported" into a 'black box' for at 596 least 3 seconds. In some training and recording sessions, animals were required to not 597 lick or run for 3 seconds, however that requirement was later removed. Training using 598 only one trial type was carried out daily in 30 to 60 minute sessions until licking behavior 599
was reliably constrained to after the landmark. At that point, the second trial type (long 600 track) was introduced. Training using two tracks was carried out until the licking behavior 601 of mice indicated that they used landmark information to locate the reward ('experts', 602
typically 2-4 weeks). An empirical bootstrap shuffle test was used to calculate confidence 603 intervals and evaluate whether or not mean first lick locations where significantly different.
604
At that point, mice were transferred to the 2-photon imaging rig. In some instances, a 605 small number of training sessions with the recording hardware running were carried out 606 on the imaging setup to acclimatize animals. 607
The spatial modulation z-score (SMZ) was calculated by randomly rotating the 608 location of licks within each trial by a random amount. The fraction of correctly triggered 609 trials within this new, shuffled session was calculated by evaluating whether at least one 610 lick was within the rewarded zone. This process was repeated 1000 times and a null 611 distribution of fraction successful from random licking was calculated. 612 613
Optogenetic Inactivation Experiment 614
Optogenetic inactivation was carried out on mice that had been trained to expert level. 615
Once they reached proficiency at using landmarks to locate rewards, the masking light 616 was introduced. Animals were allowed a small number of sessions to habituate to the 617 masking light before inactivation trials were introduced. The masking stimulus was 618 provided by two 465 nm wavelength LEDs mounted on top of the computer screens facing 619 the animal (Thorlabs LED465E, Thorlabs, NJ, USA). Optogenetic stimulation light was 620 provided by a 470 nm fiber coupled LED (Thorlabs M470F3) powered by a Cyclops LED 621 driver (Newman et al., 2015) . Stimulation consisted of a solid light pulse with a maximum 622 duration of 10 seconds (Lewis et al., 2015) . Stimulation was provided on half of the trials 623 in a random order, with the only exception that no two consecutive trials could be 624 stimulation trials. Light intensity ranged from 1 -10 mW and was calibrated individually 625
for each animal. Each animal was observed during stimulation trials and checked for no 626 visible effects on behavior such as change in posture or gait. No difference was found in 627 mean running speed or licks per trial when the stimulation light on compared to when only 628 the masking stimulus was shown (Supp. Fig. 1 ). The task scores on mask only trials were 629
compared to the task scores on mask + stimulation trials to assess deficits in the mice's 630 ability to use the landmark as a cue to locate rewards. 631 632
Two-photon imaging 633
A Neurolabware 2-photon microscope coupled to a SpectraPhysics® Insight DeepSee II 634
were used for GCaMP6f imaging. To prevent photodamage or bleaching during extended 635 recording periods, a 4x pulse splitter was placed in the light path (N. Ji et al., 2008) . The 636
virtual reality software ran on a separate computer that was connected to the image 637 acquisition system. Start and end of recording sessions were controlled by the virtual 638 reality software to ensure synchrony of behavior and imaging data. Animals were placed 639 in the head restraint and had a custom-designed 3D printed opaque sleeve placed over 640 their cranial window to block light from the VR screens from leaking into the objective. 641
The scope was lowered and suitable FOV identified before recordings began. Neurons in 642
RSC were recorded at a wavelength of 980 nm. During V1 bouton recordings, the 643
wavelength was switched to 920 nm. This was done to minimize autofluorescence from 644 the dura mater, which is more pronounced at 980 nm excitation, especially during 645 superficial recordings. Images were acquired at a rate of either 15.5 Hz or 31 Hz. In a 646 subset of recordings, an electronically tunable lens was used to record from multiple 647
FOVs in the same animal and session. In all but one cases, dual-plane imaging was used 648
at a rate of 31 Hz, resulting in 15.5 Hz per plane acquisition. In a single recording session, 649 6 planes were acquired at 5.1 Hz. The two planes with most somas where included in this 650 study. Recordings were acquired continuously throughout each session as opposed to 651 epoch-based on trials. 652 653
Image processing, segmentation, and signal extraction 654
Custom written Mathworks Matlab code was used for image registration, segmentation 655 and signal extraction. Each recording session was stabilized using an FFT based rigid 656 algorithm to register each frame to a template created from a subset of frames drawn at 657 random from the whole session. This was followed by creating a pixel-by-pixel local cross-658 correlation and global cross-correlation maps. Regions of interest were drawn semi-659 automatically based on local cross-correlation from an experimenter defined seed-point. 660
In addition to cross-correlation, global PCA, mean intensity, and other maps were created 661 to aid identification of neurons and axonal boutons. time course was manually inspected prior to inclusion into analysis. ROIs were excluded 671 if they had few transients (< 0.5/min). Transients were identified as detected whenever 672
the ∆F/F signal was above 6 standard deviations for at least 500 ms. The ROI time course 673
was then aligned and re-sampled to match behavioral data frame-by-frame using the 674
Scipy signal processing toolbox (Jones, Oliphant, & Peterson, 2001) . To test for long term 675
imaging side effects despite using a pulse splitter, we tested for baseline drift of mean 676 frame brightness for each included recording session (Supp. Fig. 2) . 677 678
Neuron and axonal bouton classification 679
The time course of each neuron was split into individual trials and aligned to one of three 680
anchor points: trial onset, landmark, and reward. For the neuron to be considered task 681
engaged it had to fulfill the following criteria: 1) ∆F/F had to exceed 3 standard deviations 682 of the ROI's overall activity on at least 25% of all trials; 2) the mean ∆F/F across trials had 683
to exceed a peak z-score of 3 at its peak. The z-score for each ROI was determined by 684 randomly rotating its ∆F/F time course with respect to its behavior 500 times and the peak 685 value of the mean trace was then used to calculate the peak z-score; 3) the minimum of 686 the mean trace amplitude (i.e. highest -lowest value) had to exceed 0.2 ∆F/F. Criteria 687
for axonal boutons were the same with the exception that the minimum mean trace 688 amplitude was 0.1 ∆F/F. For the neurons that passed these criteria, the alignment point 689 that resulted in the largest mean response was determined. To avoid edge-cases at the 690 beginning and end of the track, the mean trace was only calculated for bins where at least 691 50% of trials were present. For the comparison of peak amplitude in Fig. 4C and 4D , the 692 peak amplitude as a function of space, rather than time, was used. The landmark 693 selectivity index was calculated for all neurons that were classified as landmark aligned 694 on at least one trial type as LMI = (LMshort -LMlong)/(LMshort + LMlong), where LMx refers to 695 the peak response to the respective landmark. Only neurons that were classified as 696 landmark-aligned neurons were included in that analysis. The fraction of neurons 697 classified as trial onset, landmark, or reward were calculated from the total number of 698 neurons with a baseline activity of at least 0.5 transients/min. 699 700
Template matching decoder 701
A template matching decoder was used to assess the accuracy by which the trial type 702 could be identified based on the activity of the different categories of neurons (trial onset, 703 landmark, reward). First, template vectors were constructed for each trial type by 704 calculating the mean response across trials within a session. The responses of the same 705 neurons in individual trials were then compared to the template vectors, resulting in a 706 similarity index for each trial type: 707
Here, Θ is the similarity index for trial type (short or long).
is the template vector for 709 trial type , is a vector of the responses of all neurons in a given trial, and i…N are the 710 indices of all neurons of a given category. Whichever similarity index was higher for a 711
given trial was considered the decoded trial type and compared to the trial type the animal 712 was actually on. 713 714
Population plot and population vector analysis 715
Population plots were created by binning the activity of each neuron as a function of 716 space. Each bin was 5 cm wide and all data points falling within a bin were averaged to 717 calculate the mean activity at that location. The first bin started at 100 cm distance from 718 the landmark such that it contained data from at least 50% of trials on average. The 719 activity in each bin was normalized to the bin with peak activity of the same neuron such 720 that all data ranged from 0 to 1. To plot the mean activity of all neurons in this study, the 721 data was split. Half the trials were randomly drawn to calculate the bin with peak activity. 722
The other half of the trials was used to calculate activity to be plotted. The population 723
vector cross-correlation was calculated similarly by randomly drawing half of the trials to 724 construct one vector and using the other 50% trials to construct the other vector. For each 725 spatial bin, the Pearson correlation coefficient was calculated. The location reconstruction 726 error was calculated as the distance between the spatial bin with the highest cross-727 correlation value to the animals' actual location. As randomly splitting trials into halves 728
can lead to spurious cross-correlation maps, this process was repeated 100 times and 729 the mean cross-correlation coefficient and position reconstruction error for each spatial 730 bin was calculated. 731 732
Activity during decoupled stimulus presentation 733
The peak response during decoupled stimulus presentation was evaluated by aligning 734 each neuron or bouton to its preferred alignment point during virtual navigation. The 735 response was then measured at the same point relative to that alignment point (in space) 736
where it showed its peak response during virtual navigation. To allow for small shifts in 737 peak activity during decoupled stimulus presentation, a window of ±20 cm was introduced 738 and the peak value within that window was used for analysis. Transients were identified 739 whenever ∆F/F in a given trial (binned into 2 cm spatial bins) rose above 6 standard 740 deviations of that neurons baseline activity (70 th percentile of data points) for at least 2 741 consecutive bins. Transients located outside ±60 cm of the mean peak during virtual 742 navigation were excluded. Jitter was calculated as the standard error of the difference 743 between mean peak and transient peak locations. 744 745
Motor vs. no motor analysis 746
The effect of concurrent motor and visual inputs during decoupled stimulus presentation 747 was assessed by grouping trials based on whether the animal was running or stationary.
748
A trial was considered a 'running' trial if its average speed exceeded 3 cm/sec in a ±50 749 cm time window around its peak response relative to the landmark during virtual 750 navigation. To allow for slight mismatches between a neuron's peak response during 751 virtual navigation and decoupled stimulus presentation, the peak within 20 cm of the VR 752 peak was used. Activity in the black box was calculated as a neuron's response 1.5 753 seconds after onset of showing black screens with a movement time window of ±1 754
second. The relative response amplitudes were calculated by normalizing the activity of 755 each neuron to its activity during virtual navigation. Only sessions in which a given animal 756 ran and was stationary were included in this analysis. 757 758
Laminar analysis 759
To assess differences in neuronal responses of superficial vs deep neurons in RSC, the 760 depth of the recordings was used to determine which layer neurons belonged to. RSC 761
does not possess a layer 4, and layers 2/3 and 5 are separated by a section of relatively 762 few cell bodies. In addition, layer 5 is comparatively superficial, starting at only 300 µm 763 below the pia (Lein et al., 2007) . This made identification of cortical layers during in vivo 764 2-photon imaging possible. We split recordings into layer 2/3 and layer 5 recordings 765 based on depth below the pia. In one recording, a Rbp4-Cre positive animal, which 766
expresses Cre in many layer 5 cells, was used in conjunction with a flexed GCaMP6f 767 construct. The recording depth for this animal was congruent with other recordings in 768 which we located layer 5 based on recording depth alone.
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