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This work extends the game-based framework of μ-calculus model checking to the multi-
valued setting. In multi-valued model checking a formula is interpreted over a Kripke
structure deﬁned over a lattice. The value of the formula is also an element of the
lattice. This problem has many applications in veriﬁcation, such as handling abstract or
partial models, analyzing systems in the presence of inconsistent views, and performing
temporal logic query checking. We deﬁne a new game for the multi-valued model checking
problem of the full μ-calculus, and demonstrate how to derive from it a direct model
checking algorithm for its alternation-free fragment. The algorithm handles the multi-
valued structure without any reduction. We investigate the properties of the new game,
both independently, and in comparison to the automata-based approach. We show that
the usual resemblance between the automata-based and the game-based approach does
not hold in the multi-valued setting and show how it can be regained by changing the
nature of the game.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Model checking [2] is a successful approach for verifying whether a system model M satisﬁes a speciﬁcation ϕ , written
as a temporal logic formula. In multi-valued model checking the system is deﬁned over a lattice L. Both the labeling of
states and the transitions of the system are interpreted as elements from the lattice. The meaning of a formula in the model
is then also given by an element of the lattice.
Multi-valued model checking has many important applications within the veriﬁcation framework. For example, 3-valued
model checking, where the logic is based on the lattice L3 (see Fig. 1), has been used to reason about abstract structures
or structures with partial information [3–5]. In this context, the value U is used to model uncertainty, with the meaning
that the value can either be  or ⊥. Another useful lattice is the lattice L2,2, with the values ⊥ and ⊥ representing
disagreement (see Fig. 1). Model checking using this lattice (or its generalizations) has been used to handle inconsistent
views of a system [6,7]. Temporal logic query checking [8–10] can also be reduced to multi-valued model checking, where
the elements of the lattice are sets of propositional formulas.
One way of handling the multi-valued model checking problem is the reduction approach, where the problem is reduced
to several traditional 2-valued problems [11,7,12–14] or 3-valued problems [15].
As opposed to the reduction approach, the direct approach checks the property on the multi-valued structure directly.
Thus, it has the advantage of a more “on-the-ﬂy” nature. Furthermore, a direct model checker can provide auxiliary infor-
mation that explains its result. Such information can help analyzing the result. For example, in [4,5] the result of a direct
✩ A preliminary version of this paper appeared in Shoham and Grumberg (2005) [1].
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model checking is used to suggest reﬁnement of a 3-valued abstract structure. The same information cannot be retrieved
from the model checking of two 2-valued structures [16].
Several direct model checking algorithms for various multi-valued logics have been suggested in the literature. [3–5]
studied the 3-valued case of CTL [3,4] and the μ-calculus [5]. In [17] the logic LTL was considered over ﬁnite linear orders.
The general multi-valued version of CTL was handled in [18]. Finally, an almost direct automata-based algorithm for the
multi-valued μ-calculus was suggested in [14]. Their approach handles the multi-valued labeling directly, but still uses a
reduction to handle multi-valued transitions.
In this paper, we suggest a fully direct model checking for the multi-valued μ-calculus, where both the multi-valued label-
ing and the multi-valued transitions are handled directly. μ-calculus [19] is a powerful formalism for expressing properties
of transition systems using ﬁxpoint operators. It contains, for example, both CTL and LTL as its fragments. Our approach
uses its multi-valued semantics based on any ﬁnite distributive De Morgan lattice.
We base our algorithm on the game-theoretic approach [20] and thus gain all of its advantages. For example, the game-
based approach combines the system model and the checked formula into one structure (the game-graph), thus it enables
local model checking, where only the parts of the model that are relevant to the satisfaction of the formula are explored [21].
This combined structure can be computed on-the-ﬂy, limited to the reachable states of the model, which carries another
advantage. Moreover, strategies of the players in the model checking game can be used as witnesses (or counterexamples) to
support the model checking result. More examples are the works of [4,5], where game-based methods are used to produce
counterexamples and to reﬁne an abstract model when reﬁnement is needed.
In the traditional game-based approach to model checking two players, the veriﬁer (called ∃loise) and the refuter (called
∀belard), try to win a game. A formula ϕ is true in a model M iff the veriﬁer has a winning strategy, meaning that the
veriﬁer can win any play, no matter what the refuter does. We adapt this approach for the multi-valued case. In particular,
we now talk about the value of strategies and of the game. It turns out that in the multi-valued case there does not
necessarily exist a best strategy for ∃loise. Instead, strategies may be incomparable and the value of the game is determined
by their combination.
We suggest two deﬁnitions of a multi-valued game for μ-calculus and prove their relation to the multi-valued model
checking problem. The proof turns out to be interesting in itself, as it uses similar techniques to those used in the re-
duction approach of [14]. This is in spite of the fact that our approach handles the multi-valued structure directly and
uses no reductions. In this sense, the proof establishes a connection between our direct approach and the reduction-based
approaches.
To demonstrate the applicability of our work, we show how to derive from the game a direct multi-valued model check-
ing algorithm that handles the multi-valued structure without any reduction. Since game-based model checking algorithms
for the full μ-calculus are complicated even in the 2-valued case, we demonstrate this for the alternation-free fragment of
the μ-calculus, where no nesting of ﬁxpoints is allowed.
When comparing our multi-valued game to the work of [14], a surprising property is revealed. The direct algorithm
of [14] is based on automata [22]. Usually, the game-based and the automata-based approaches to model checking have a
strong resemblance [23]. Namely, a winning strategy of ∃loise in the model checking game corresponds to an accepting run
of the automaton describing the product of the formula and the model, and vice versa. Yet, in the multi-valued setting, we
ﬁnd that our deﬁnition of the multi-valued game is different in essence from the automata-based approach of [14]. There,
an accepting run of the automaton has a value and the multi-valued model checking result is the maximum value among
all accepting runs, where a maximum value always exists. This demonstrates the discrepancy between the two approaches,
as in the multi-valued game ∃loise does not necessarily have a best strategy (one with a maximum value). We discuss
this difference and suggest an alternative multi-valued game that regains the similarity to automata. More importantly, our
resulting framework in fact generalizes the work of [14], as it handles directly not only the multi-valued labeling, but also
the multi-valued transitions.
The game-based approach to model checking was already generalized to the 3-valued case [4,5]. However, it turns out
that handling a general lattice, where there is more than one intermediate value and the elements are only partially ordered,
is substantially more complex (see Section 7).
The rest of the paper is organized as follows. In Section 2, we give some background on lattice theory, multi-valued
μ-calculus and model checking games. In Section 3, we provide our main deﬁnition of the multi-valued model checking
game and prove its correctness. A model checking algorithm, based on the game, is then described in Section 5. In Section 4,
we suggest an alternative deﬁnition for the game. We then discuss the relation to the automata-theoretic approach, which
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much simpler 3-valued case in Section 7. We conclude in Section 8.
2. Preliminaries
Lattices. A lattice is a partially ordered set (L,) where for each ﬁnite subset of elements there exist a unique greatest
lower bound (glb) and least upper bound (lub). The glb is also called meet and is denoted by x ∧ y or ∧ A (for x, y ∈ L,
A ⊆ L). The lub is also called join and is denoted x∨ y or ∨ A (see Fig. 1 for examples).
A lattice is complete if every subset of elements (not necessarily ﬁnite) has a glb and a lub. In particular, a complete
lattice has a greatest element, called top, denoted , and a least element, called bottom, denoted ⊥.
Throughout this paper we refer to ﬁnite distributive De Morgan lattices. Every ﬁnite lattice is complete, which ensures
that it has a top element and a bottom element. In a distributive lattice x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z) and x ∨ (y ∧ z) =
(x∨ y)∧ (x∨ z) for all lattice elements x, y, z. In a De Morgan lattice every element x ∈ L has a unique complement ¬x ∈ L
such that ¬¬x= x, De Morgan’s laws hold, and x y implies ¬y ¬x.
A join-irreducible element x of a distributive lattice L is an element = ⊥ s.t. x = y ∨ z implies x = y or x = z for every
y, z ∈ L. We denote the set of join-irreducible elements of L by J (L). For example ⊥ ∈ J (L2,2), but  /∈ J (L2,2) (see
Fig. 1).
The height of a lattice L, denoted h(L), is the maximum length of a sequence of elements x1, x2, . . . from L such that
x1 < x2 < · · · . If L is ﬁnite then its height is also ﬁnite, and bounded by |L|. For example, h(L2,2) = 3, since the longest
strictly increasing sequences of elements from L2,2 are either ⊥,⊥, or ⊥,⊥,, both of which are of length 3.
μ-calculus. (See [19].) Let P be a ﬁnite set of atomic propositions and V a set of propositional variables. We consider the
logic μ-calculus in negation normal form, deﬁned as follows:
ϕ ::= q | ¬q | Z | ϕ ∨ ϕ | ϕ ∧ ϕ | ♦ϕ |ϕ | μZ .ϕ | ν Z .ϕ
where q ∈ P and Z ∈ V . Let Lμ denote the set of closed formulas generated by the above grammar, where the ﬁxpoint
quantiﬁers μ and ν are variable binders. We write η for either μ or ν . We assume that formulas are well-named, i.e. no
variable is bound more than once in any formula. Thus, every variable Z identiﬁes a unique subformula fp(Z) = ηZ .ψ of ϕ ,
where the set Sub(ϕ) of subformulas of ϕ is deﬁned as usual.
A μ-calculus formula ϕ is alternation-free if for every subformula ηZ .ψ ∈ Sub(ϕ), no variable other than Z occurs freely
in ψ . This means that there is no nesting of ﬁxpoints.
Throughout this paper, unless explicitly stated otherwise, we refer to the full μ-calculus. Only Section 5 refers to the
alternation-free fragment of the μ-calculus.
Semantics. The concrete semantics of a μ-calculus formula is given with respect to a Kripke structure. A (ﬁnite) Kripke
structure is a tuple M = (S,R,Θ), where S is a ﬁnite set of states, R ⊆ S × S is a transition relation, which must be
total,1 and Θ : S → 2P is a labeling function [2].
In this work we consider the multi-valued μ-calculus [14], where formulas are interpreted with respect to a Kripke
structure deﬁned over a lattice (also called χKripke structure). In a Kripke structure over a lattice L, both the labeling
and the transition relation have a multi-valued nature: Θ maps a state to a mapping from P to elements of L, that is
Θ : S → (P → L). Furthermore, R maps pairs of states to lattice elements, that is R : S × S → L (see Example 2 in
Section 3). The totality requirement of R is now given by the requirement that for each s ∈ S there exists some state s′ ∈ S
with R(s, s′) = ⊥.
The semantics ϕMρ of an Lμ formula ϕ w.r.t. a Kripke structure M = (S,R,Θ) over a lattice L and an environment
ρ : V → (S → L), where ρ explains the meaning of free variables in ϕ , is a mapping from S to L.
We assume M to be ﬁxed and do not mention it explicitly anymore. For g : S → L, we denote with ρ[Z → g] the
environment that maps Z to g and agrees with ρ on all other arguments. Later, when only closed formulas are considered,
we will also drop the environment from the semantic brackets. In the following deﬁnition f = λg.ϕρ[Z →g] is an element
of (S → L) → (S → L) and gfp( f ), lfp( f ) stand for the greatest and least ﬁxpoints of f . These ﬁxpoints exist according
to [24], since the functions in S → L form a complete lattice under pointwise ordering and the functional f is monotone
w.r.t. this ordering.
qρ := λs.Θ(s)(q)
¬qρ := λs.¬Θ(s)(q)
ϕ1 ∨ ϕ2ρ := λs.
(
ϕ1ρ(s) ∨ ϕ2ρ(s)
)
1 Since the totality assumption of the transition relation in a concrete Kripke structure is quite standard, we continue with this assumption in the multi-
valued case as well. However, as we explain in Section 3 (see Remark 20), our results can easily by adapted to the case where the transition relation is not
total.
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s  ϕi ∃: i ∈ {0,1}
s  ϕ0 ∧ ϕ1
s  ϕi ∀: i ∈ {0,1}
s  ηZ .ϕ
s  Z ∃/∀
s  Z
s  ϕ ∃/∀: if fp(Z) = ηZ .ϕ
s  ♦ϕ
t  ϕ ∃: R(s, t) = ⊥
s ϕ
t  ϕ ∀: R(s, t) = ⊥
Fig. 2. The 2-valued model checking game rules for Lμ .
ϕ1 ∧ ϕ2ρ := λs.
(
ϕ1ρ(s) ∧ ϕ2ρ(s)
)
Zρ := ρ(Z)
μZ .ϕρ := lfp
(
λg.ϕρ[Z →g]
)
ν Z .ϕρ := gfp
(
λg.ϕρ[Z →g]
)
♦ϕρ := λs.
∨{R(s, s′)∧ ϕρ(s′) ∣∣R(s, s′) = ⊥}
ϕρ := λs.∧{¬R(s, s′)∨ ϕρ(s′) ∣∣R(s, s′) = ⊥}
Intuitively, in the multi-valued case, the value of a formula ϕ in a state s measures how close the formula is to being
satisﬁed by s. This is a generalization of the concrete case, where a state either satisﬁes a formula ϕ or falsiﬁes it. For
example, in the concrete case, the ♦ and  operators stand for “exists a successor” and “all successors”, respectively. In the
multi-valued case, their semantics takes into account the values of the transitions. For example, ♦ϕρ(s) =
∨{R(s, s′) ∧
ϕρ(s
′) | R(s, s′) = ⊥}. This means that rather than determining whether there exists a successor of s that satisﬁes ϕ ,
the value of ♦ϕ determines how close s is to having such a successor. Namely, each successor s′ contributes the value
of the transition that leads to it, met with the value measuring the extent to which s′ satisﬁes ϕ . This means that if the
value of the transition leading to s′ is “low”, then the contribution of the successor s′ decreases. The lub of these values,
which generalizes the boolean notion of existence, determines the value of ♦ϕ in s. Dually, the value of ϕ in a state s
determines how close s is to having all of its successors satisfy ϕ . In this case, the contribution of each successor is the lub
of the negated value of the transition leading to it and the value of ϕ in it. This means that a transition with a “low” value
increases the value that the successor contributes, or, in other words, decreases the extent to which it interferes with the
satisfaction of ϕ in s. Finally, the value of ϕ in s is determined by the glb of these values, which generalizes the boolean
notion of universality.
Note that removing the restriction R(s, s′) = ⊥ in the deﬁnitions of ♦ϕρ and ϕρ yields an equivalent deﬁnition.
We keep the restriction to emphasize that such transitions do not affect the semantics of formulas of the form ♦ϕ and ϕ ,
and need not be considered when evaluating them.
Given ϕ , (M, s) and L, computing the value of ϕM(s) is called the multi-valued model checking problem. A regular
Kripke structure M can be viewed as a Kripke structure over lattice L2 (see Fig. 1), by referring to the set of transitions
and the set of atomic propositions that label a state by their characteristic functions. In this case we write (M, s) | ϕ for
ϕM(s) =  and (M, s) | ϕ for ϕM(s) = ⊥.
Model checking games. The 2-valued model checking game ΓM(s0,ϕ0) on a (regular) Kripke structure M = (S,R,Θ) with
s0 ∈ S and a formula ϕ0 ∈ Lμ is played by players ∃loise (the prover) and ∀belard (the refuter) in order to determine the
truth value of ϕ0 in s0, cf. [20]. Conﬁgurations are elements of C ⊆ S × Sub(ϕ0), and written t  ψ . Each play of ΓM(s0,ϕ0)
is a maximal sequence of conﬁgurations that starts with s0  ϕ0. The game rules are presented in Fig. 2. Each rule is marked
by ∃ / ∀ to indicate which player makes the move. A rule is applied when the player is in conﬁguration Ci , which is of
the form of the upper part of the rule. Ci+1 is then the conﬁguration in the lower part of the rule. The rules shown in
the ﬁrst and third lines present a choice which the player can make. Since no choice is possible when applying the rules
in the second line, both players can apply them. If no rule can be applied the play terminates. This happens in terminal
conﬁgurations of the form t  p or t  ¬p.
Winning criteria: Player ∃ wins a play C0,C1, . . . iff
(1) the play terminates in t  q with Θ(t)(q) =  or t  ¬q with Θ(t)(q) = ⊥, or
(2) the outermost variable that occurs inﬁnitely often is of type ν .
Player ∀ wins a play C0,C1, . . . iff
(3) the play terminates in t  q with Θ(t)(q) = ⊥ or t  ¬q with Θ(t)(q) = , or
(4) the outermost variable that occurs inﬁnitely often is of type μ.
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A (memoryless) strategy for player Q is a partial function σ : C → C , such that its domain is the set of conﬁgurations
where player Q moves. Player Q plays a game according to a strategy σ if all his choices agree with σ . A strategy for
player Q is called a winning strategy if player Q wins every play where he plays according to this strategy.
We have the following relation between the game and the semantics.
Theorem 1. (See [20].) For a regular Kripke structure M = (S,R,Θ), s ∈ S , and μ-calculus formula ϕ ∈ Lμ:
(a) ϕM(s) =  iff player ∃ has a winning strategy for ΓM(s,ϕ),
(b) ϕM(s) = ⊥ iff player ∀ has a winning strategy for ΓM(s,ϕ).
3. A multi-valued game for the μ-calculus
In this section we investigate the multi-valued model checking problem from the game-theoretic point of view. For the
rest of the section let M be a Kripke structure over lattice L, s0 a state in M and ϕ0 a μ-calculus formula. We suggest a
multi-valued model checking game, Γ mM(s0,ϕ0), for evaluating ϕ0 in state s0 of M.
The new game is still played by two players, ∃loise and ∀belard, and the moves of the players are deﬁned as in the
2-valued game (see Fig. 2). In particular, in the rules of the third line the players can make a move along any transition
whose value is not ⊥. However, the concept of winning needs to be adapted. In fact, to capture the multi-valued nature
of the problem, we no longer talk about winning a play versus losing it. Instead, we now associate with each play a value
which is an element from the lattice.
In our deﬁnitions, we take the point of view of ∃loise (we could dually describe the game from the point of view of
∀belard). Intuitively, we think of the value of a play as a measure for how close ∃loise is to winning. Winning of ∃loise in
the 2-valued case now corresponds to the top value. Winning of ∀belard corresponds to the bottom value, but more values
are possible. In these terms, the goal of the players is no longer to win the play. Instead, the goal of ∃loise is to maximize
the resulting value, whereas the goal of ∀belard is to minimize this value.
Notation. We refer to the conﬁgurations of Γ mM(s0,ϕ0) as nodes in a game-graph, divided to ∨-nodes, where ∃loise plays,
versus ∧-nodes, where ∀belard plays. Moves between conﬁgurations are edges in the graph. Each edge (move) has a value
from the lattice: moves that use a transition of the model get its value. The rest get the  value. We abuse the notation of
the transition relation and denote the value of an edge from n to n′ by R(n,n′). We refer to edges with values = ,⊥ as
indeﬁnite edges.
Example 2. Consider the Kripke structure M of Fig. 3 over lattice L, s.t. x, y, z,w ∈ L. The labels of the transitions deﬁne
their values. Unlabeled transitions have value . The states labeling denotes that Θ(s0)(r) = z, Θ(s0)(h) = w and Θ(s1)(q) =
Θ(s2)(q) = , where q, r, h are atomic propositions. Fig. 3 also shows the game-graph of Γ mM(s0,ϕ0), where ϕ0 = (♦q) ∧
(r ∨ h). Again, the edges are labeled by their values. The labeling of the terminal nodes will become clear later on.
3.1. Plays and their values
A play in Γ mM(s0,ϕ0) is deﬁned as before. To understand how we determine the value of a multi-valued play, consider
again a 2-valued play. As explained above, if the winner is ∃loise, then, in the multi-valued context, we view its value as .
Similarly, if the winner is ∀belard, then we view the value as ⊥. However, in the multi-valued case, we have two extensions,
which introduce more values. First, the terminal nodes (t  q, t  ¬q) are no longer classiﬁed as winning or losing, but they
have a value which results from the value of q in the state t . This affects the values of ﬁnite plays.
Furthermore, the moves are also multi-valued, due to the multi-valued nature of the model’s transitions. The value that
a player gains in the play also depends on the values of the transitions that were used. Intuitively, one can think of the
moves of ∃loise as attempts at proving the formula and the moves of ∀belard as attempts at refuting it. In this context, the
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player).
Recall that we think of the value of the play as a measure for how close ∃loise is to winning. Therefore, when evaluating
a play we take the point of view of ∃loise. Conceptually, we ﬁrst give the play a base value, while ignoring the values of
edges used. We then update the resulting value based on the edges.
In an inﬁnite play, the base value is  if ∃loise wins it by the 2-valued conditions, and ⊥ if ∀belard wins it. In a ﬁnite
play, the base value is given by the value of the terminal node where the play ended.
Deﬁnition 3. For a terminal node n = t  q, we deﬁne val(n) to be Θ(t)(q). For n = t  ¬q, we deﬁne val(n) to be ¬Θ(t)(q).
Deﬁnition 4. For a play p in the game, we deﬁne its base value, base(p), as follows. If p is ﬁnite, base(p) = val(n), where n is
the terminal node in which p ends. If p is inﬁnite, then base(p) =  if p is won by ∃loise in the 2-valued game. Otherwise
base(p) = ⊥.
We update the base value by taking into consideration the values of the edges used by both players in the play. Intuitively,
when ∃loise plays, she tries to show an evidence for truth. For her evidence to be “convincing”, she needs to both continue
to a position which is good for her (meaning that the certainty of her veriﬁcation from it is high), and also use an edge
with a high value (which corresponds in a way to high certainty). Consequently, the value of the play is given by the glb of
the value of the edge and the value of the rest of the play. On the other hand, when ∀belard plays, he tries to refute. When
looking at the situation from the point of view of ∃loise, she succeeds in her goal better if ∀belard either reaches a position
that is good for her, or if he uses an edge of low value (alternatively: high negated value), in which case the certainty of his
refutation is low. Therefore, the value of the play in this case is given by the lub of the negation of the value of the edge
and the value of the rest of the play. This intuition leads to a bottom-up computation of the value of a play. In order to
formally deﬁne it, we need the following deﬁnitions.
Deﬁnition 5. Let pk = n0,n1, . . . ,nk be a ﬁnite preﬁx of a play, and let x ∈ L be a base value. We deﬁne update(pk, x) by
reverse induction. Initially, valk = x. Given vali , we deﬁne vali−1 depending on the player that made the move from ni−1
to ni . If it is ∃loise, then vali−1 = R(ni−1,ni) ∧ vali . If the player is ∀belard, then vali−1 = ¬R(ni−1,ni) ∨ vali . Finally, we let
update(pk, x) = val0.
Note that edges with value  do not change the base value since  ∧ x = x and ¬ ∨ x = x for all x ∈ L (since in a
De Morgan lattice ¬ = ⊥).
Deﬁnition 5 is directly applicable to deﬁning the value of a ﬁnite play by taking x to be the base of p. Unfortunately, it
is not suitable for inﬁnite plays.
To handle inﬁnite plays, we use the following key observations. We say that a preﬁx pi of a play p is total if for each
player, the set of values of edges used by the player in pi is equal to the set of values used by the same player in p. Since
the underlying lattice is ﬁnite, the set of values of edges used in the play by each player is ﬁnite. Thus, there always exists a
ﬁnite total preﬁx of the (possibly inﬁnite) play. Furthermore, it turns out that computing the value of the play by considering
only such a (ﬁnite) preﬁx is suﬃcient, in the following sense. We deﬁne the value val(pi) of a preﬁx pi of a play p similarly
to the deﬁnition of the value of a ﬁnite play, except that the base value is set to the base value of the entire play p. That is,
val(pi) = update(pi,base(p)). We now have the property that the value of any total preﬁx of p is the same.
Lemma 6. Let pi, p j be two ﬁnite total preﬁxes of a play p. Then val(pi) = val(p j).
Proof. Given a ﬁnite total preﬁx pi of p as above, it suﬃces to show that if the value of its last edge appears earlier in the
preﬁx in the use of the same player, then removing it will not change the value. This will show that the values of all such
preﬁxes are equal to the value of the minimal one, and in particular are equal to each other.
Let val1 = x j ∗ j (x j+1 ∗ j+1 (. . . (xi−1 ∗i−1 (xi ∗i base(p))) . . .)) and val2 = x j ∗ j (x j+1 ∗ j+1 (. . . (xi−1 ∗i−1 base(p)) . . .)), where
x j, . . . , xi ∈ L and ∗ j, . . . ,∗i ∈ {∨,∧}. Since val(pi) = update(pi,base(p)), and due to the deﬁnition of update, it suﬃces
to show that if x j = xi and ∗ j = ∗i then val1 = val2. This will imply that val(pi) = val(pi−1), where pi−1 is the result of
removing the last edge from pi .
We proceed by induction on the distance d = i − j that represents the distance of the last edge from the previous
instance of the same value when used by the same player. The base case is when d = 1, meaning that j = i+1. In this case,
the claim holds by associativity and the idempotence property: xi ∗i (xi ∗i base(p)) = xi ∗i base(p).
For the induction step, we claim that val1 = (x j ∗ j x j+1) ∗ j+1 (x j ∗ j (x j+2 ∗ j+2 (. . . (xi−1 ∗i−1 (xi ∗i base(p))) . . .))) and
val2 = (x j ∗ j x j+1)∗ j+1 (x j ∗ j (x j+2 ∗ j+2 (. . . (xi−1 ∗i−1 base(p)) . . .))) (by either distributivity, if ∗ j = ∗ j+1, or associativity and
idempotence, if ∗ j = ∗ j+1). By the induction hypothesis, x j ∗ j (x j+2 ∗ j+2 (. . . ∗i−1 (xi−1, (xi ∗i base(p))) . . .)) = x j ∗ j (x j+2 ∗ j+2
(. . . ∗i−1 (xi−1,base(p)) . . .)), thus val1 = val2. 
In other words, the play has a limit value. This property is surprising since the sequence of values of increasingly longer
preﬁxes is not necessarily monotonic. Lemma 6 also implies that any ﬁnite total preﬁx of the play is a good representative
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initial node, “absorbs” the effect of a further instance of the same value when used by the same player. We therefore deﬁne
the value of a play as follows.
Deﬁnition 7. For a play p, val(p) = update(pi,base(p)), where pi is the minimal total preﬁx of p.
Note that Deﬁnition 7 applies to both ﬁnite and inﬁnite plays. For a ﬁnite play p, it results in the same value as
update(p,base(p)).
Example 8. Consider again the game described in Fig. 3. Terminal nodes in the game-graph are labeled by their values. For
example, n5 = s0  r is labeled by s0  r : z to indicate that val(s0  r) = z. One possible play in the game is 〈n0,n1,n3〉. Its
value is ¬ ∨ (x∧ ) = x. Another example is the play 〈n0,n2,n5〉 whose value is ¬ ∨ ( ∧ z) = z. More plays exist.
In this example, all the plays are ﬁnite. However, to demonstrate the value of an inﬁnite play, suppose that the node n3
is a ∧-node that has an outgoing edge to n1 with value x. This results in an inﬁnite play 〈n0,n1,n3,n1, . . .〉. Note that such
an inﬁnite play cannot occur in a real model checking game, since it does not contain any ﬁxpoint variable. We only use it
for demonstration purposes. Then, the preﬁx 〈n0,n1,n3,n1〉 is a minimal total preﬁx of the inﬁnite play 〈n0,n1,n3,n1, . . .〉.
Note that 〈n0,n1,n3〉 is not a total preﬁx since it does not contain an edge with value x which is used by ∀belard. Therefore,
the value of the inﬁnite play is ¬ ∨ (x ∧ (¬x ∨ b)), where b is the base value that depends on the winner of the inﬁnite
play in the 2-valued game. If the winner is ∃loise then b =  and the value of the play is ¬ ∨ (x ∧ (¬x ∨ )) = x. If the
winner is ∀belard then b = ⊥ and the value of the play is ¬∨ (x∧ (¬x∨⊥)) = x∧¬x. Note that x∧¬x is not necessarily
equal to ⊥ (e.g., in L3, U ∧ ¬U = U ).
3.2. Strategies and their values
As always, to relate the game to model checking, we need to talk about strategies, rather than a single play. In the 2-
valued game, we talked about winning strategies, which ensure winning of the player, and we were guaranteed that exactly
one player had one. In the multi-valued case, we no longer talk about winning. Instead, we talk about the gain of each
player in the game. We, therefore, need to replace the notion of winning strategies by strategies for gaining a value.
Consider again the 2-valued game. A winning strategy for ∃loise in the 2-valued game guarantees that every play, where
∃loise plays by the strategy is winning for ∃loise (or has value ). On the other hand, a non-winning strategy for ∃loise is
such that there exists a play where ∃loise plays by the strategy, but the play is winning for ∀belard (has value ⊥). Thus,
we can say that a winning strategy for ∃loise ensures the value , whereas a non-winning strategy ensures only ⊥ (as it
ensures a value ⊥, but not better than that). Furthermore, each strategy is either winning for ∃loise (ensures value ) or
non-winning (ensures only ⊥). Thus, strategies are comparable, and there always exists a strategy which is best. The best
strategy is a winning strategy if one exists, or a non-winning one otherwise.
When we move to the general multi-valued case, a strategy for ∃loise is deﬁned as usual. However, unlike the 2-valued
case, here plays can have many values, which may be incomparable to one another. Given a strategy σ∃ for ∃loise, the value
that will be achieved in a given play depends on the choices of ∀belard. Since we take the point of view of ∃loise and her
goal is to achieve a high value, we want the value of σ∃ to be a lower bound on the set of all possible values that can be
achieved in plays where ∃loise plays by σ∃ , with the meaning that the strategy ensures a value which is greater or equal
than that value. We choose the greatest possible lower bound, which characterizes the strategy as precisely as possible.
Deﬁnition 9. For a strategy σ∃ for ∃loise,
val(σ∃) =
∧{
val(p)
∣∣ p is a play by σ∃}
This deﬁnition implies that ∃loise can always achieve a value  val(σ∃) in any play where she plays by the strategy σ∃ .
Note that since val(σ∃) is given by the glb of possibly incomparable values, it is possible that there does not exist a play
with value val(σ∃) by this strategy, but instead every such play has a strictly greater value. Still, the strategy cannot ensure
a strictly better (greater) value.
Similarly to the phenomenon of several values achieved by a single strategy, it may be the case that ∃loise has several
different strategies, with incomparable values. ∃loise chooses which strategy to use, and her goal is to maximize the result-
ing value. We therefore deﬁne the value that she achieves in the game to be the least upper bound on the values of all her
strategies. It implies that ∀belard cannot enforce any value which is strictly lower than that value. Thus, it characterizes
most precisely the value that ∃loise can enforce in the game. This value is deﬁned to be the value of the game.
Deﬁnition 10. Let Γ mM(s0,ϕ0) be a multi-valued game. Then
val
(
Γ mM(s0,ϕ0)
)=∨{α ∣∣ ∃loise has a strategy σ∃ with value val(σ∃) = α}
Note that in the general case, ∃loise does not necessarily have a best strategy that achieves the lub. However, if the lattice
has a total order then such a best strategy exists.
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has four possible (memoryless) strategies – one for each combination. Consider for example the strategy σ1 in which ∃loise
always proceeds to the left successor. The choice in n0 is of ∀belard, therefore, there are two possible plays by this strategy:
〈n0,n1,n3〉 (when ∀belard chooses the left successor of n0) and 〈n0,n2,n5〉 (when ∀belard chooses the right successor of n0)
whose values are x and z respectively (see Example 8). Since the choice between the plays is of ∀belard, the value of the
strategy is the glb of their values. That is, val(σ1) = x ∧ z. This means that by σ1, ∃loise can only ensure a value which is
 x∧ z, where possibly x∧ z is strictly smaller than both x and z (see for example ⊥ and ⊥ in L2,2).
Similarly, we get val(σ2) = x ∧ w , val(σ3) = y ∧ z and val(σ4) = y ∧ w . Since ∃loise chooses which strategy to use, the
value of the game is then val(Γ mM(s0,ϕ0)) = val(σ1) ∨ val(σ2) ∨ val(σ3) ∨ val(σ4) = (x ∧ z) ∨ (x ∧ w) ∨ (y ∧ z) ∨ (y ∧ w). If
all the latter values are incomparable, then ∃loise does not have a unique best strategy. By distributivity, val(Γ mM(s0,ϕ0)) =
(x ∧ (z ∨ w)) ∨ (y ∧ (z ∨ w)) = (x ∨ y) ∧ (z ∨ w). An inspection of the model shows that this is the value of ϕ0M(s0),
which demonstrates the correctness of the game (see Theorem 14 in the following section).
Remark 12. One can think of the value of the game in the regular 2-valued case (from the point of view of ∃loise), as
deﬁned by the following formula
∃σ∃∀σ∀: val
(
outcome(σ∃,σ∀)
)= 
where σ∀ denotes a strategy for ∀belard and outcome(σ∃, σ∀) is the unique play deﬁned by the combination of σ∃ and σ∀ .
This formula describes the condition for a game to be won by ∃loise: it requires that ∃loise has a winning strategy σ∃ ,
meaning that for each possible strategy σ∀ of ∀belard, the resulting play is winning for ∃loise (has value ).
Similarly, in the multi-valued case, the deﬁnition of val(σ∃) can be rephrased as val(σ∃) =∧σ∀ {val(outcome(σ∃, σ∀))}.
This makes
val
(
Γ mM(s0,ϕ0)
)=∨
σ∃
{∧
σ∀
{
val
(
outcome(σ∃,σ∀)
)}}
That is, we replace the ∃ and ∀ quantiﬁers by the lub and glb operators respectively, since there are no longer best strategies
for ∃loise and ∀belard. A similar phenomenon happens when considering probabilistic games [25], where it is possible that
the limit probability in which ∃loise wins is 1, but there is no strategy that achieves probability 1. Instead, for every
probability, as close to 1 as we want, there is a strategy that achieves it. There also, the ∃ and ∀ quantiﬁers are replaced by
supremum and inﬁmum respectively.
Remark 13. The discussion so far was from the point of view of ∃loise. We talked about strategies for ∃loise, their values
and the value that ∃loise achieves in a game. We can deﬁne the dual notions for ∀belard. Unlike ∃loise, who is the veriﬁer
and whose goal is to gain as high a value as possible, the goal of ∀belard is the opposite. Therefore, all the deﬁnitions are
dual. The value val(σ∀) of a strategy σ∀ for ∀belard is the lub of the set of values of plays by the strategy, with the meaning
that it ensures a value  val(σ∀) (instead of  val(σ∃) for ∃loise). The value val∀(Γ mM(s0,ϕ0)) of the game from ∀belard’s
point of view is the glb of the set of values that ∀belard has strategies for, with the meaning that ∃loise cannot enforce
a value which is strictly greater than val∀(Γ mM(s0,ϕ0)). By the distributivity of the underlying lattice of M, we have the
desirable property that both deﬁnitions result in the same value for the game. That is, val∃(Γ mM(s0,ϕ0)) = val∀(Γ mM(s0,ϕ0)),
where val∃(Γ mM(s0,ϕ0)) denotes the value of the game as deﬁned in Deﬁnition 10, from ∃loise’s point of view.
3.3. Correctness
Theorem 14. Let M be a Kripke structure over lattice L, s0 a state in M and ϕ0 a μ-calculus formula. Then val(Γ mM(s0,ϕ0)) =
ϕ0
M
(s0).
To prove Theorem 14, we ﬁrst give an alternative characterization for val(Γ mM(s0,ϕ0)), which mainly results from
Birkhoff’s representation theorem for ﬁnite distributive lattices, implying that every element of L can be described as
the lub of join-irreducible elements [26].
Lemma 15. Let Γ mM(s0,ϕ0) be a multi-valued game. Then
val
(
Γ mM(s0,ϕ0)
)=∨{α ∣∣ ∃loise has a strategy σ∃ with val(σ∃) α}
=
∨{
α ∈ J (L) ∣∣ ∃loise has a strategy σ∃ with val(σ∃) α}
Proof. Consider the ﬁrst equality. Recall that val(Γ mM(s0,ϕ0)) =
∨{α | ∃loise has a strategy σ∃ with value val(σ∃) = α} (see
Deﬁnition 10). Clearly we can only increase this value when considering the expression in the right-hand side since there
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right-hand side, we also consider α’s such that ∃loise has a strategy σ∃ with value val(σ∃) > α. On the other hand, when
such an α is considered in the right-hand side, it means that α′ = val(σ∃) > α was already considered in val(Γ mM(s0,ϕ0)).
Thus, every α that we add in the right-hand side is smaller than some α′ that was already considered in val(Γ mM(s0,ϕ0)),
thus the value of the lub does not increase when using the expression on the right-hand side.
As for the second equality: in this case the value can only decrease from the left-hand side to the right-hand side since
we add a limitation on the α’s. Namely, we restrict to join-irreducible α’s. However, by Birkhoff’s representation theorem
every value α can be described as the lub of join-irreducible elements. In particular, let α be some element that was
considered in the left-hand side. That is, ∃loise has a strategy σ∃ with value val(σ∃)  α. Then each αi which belongs to
the join-irreducible elements of α is such that val(σ∃)  α  αi , thus αi fulﬁlls the condition of the right-hand side. This
ensures that all the join-irreducible elements of α are considered in the right-hand side and their lub gives us α. Thus the
value does not decrease when using the expression on the right-hand side. 
We now use similar techniques to those used in the reduction approach of [14]. There, the multi-valued model checking
problem of M is reduced to several 2-valued model checking problems. Namely, they deﬁne a reduced model Mα for each
join-irreducible element α ∈ J (L), such that the multi-valued model checking result can be deduced from the 2-valued
model checking of the reduced models. We consider the 2-valued model checking games over these reduced models Mα
and show a correspondence between winning strategies in these games and strategies in the multi-valued game (see the
proof of Lemma 18 below). This enables us to relate the multi-valued model checking result to the value of the multi-valued
game, via the reduced models and their 2-valued model checking games. Note, however, that the reductions are only part
of the proof scheme, and are not used in the game deﬁnition.
In [14], in order to avoid a technical problem with negated atomic propositions, the formula is ﬁrst transformed to a
formula with no negation symbols, by replacing each negated proposition ¬q by a new atomic proposition q′ . The labeling
function Θ of M is extended to Θ ′ by setting Θ ′(s)(q′) = ¬Θ(s)(q). Then, the Kripke structure M over L is reduced to
several Kripke Modal Transition Systems (KMTSs).
Deﬁnition 16. (See [27].) A Kripke Modal Transition System (KMTS) is a tuple M˜ = (S˜, R+, R−, Θ˜) with a must-transition
relation R+ ⊆ S × S and a may-transition relation R− ⊆ S × S . The labeling is given by Θ˜ : S˜ → (P → L3).
Speciﬁcally, given an element α ∈ J (L), a reduced KMTS Mα is deﬁned by setting
Θα(s)(q) = Θ(s)(q) α
R+α
(
s, s′
)= R(s, s′) α
R−α
(
s, s′
)= (¬R(s, s′)) α
Note that in this deﬁnition of the KMTS Mα the value of Θα(s)(q) is in fact deﬁned over L2. The formula is then interpreted
over the KMTS Mα w.r.t. a 2-valued semantics, rather than a 3-valued semantics, with the main difference being that
♦ϕMαρ := λs.
∨{
R+α
(
s, s′
)∧ ϕMαρ (s′) ∣∣ all s′}
ϕMαρ := λs.∧{¬R−α (s, s′)∨ ϕMαρ (s′) ∣∣ all s′}
It then holds that (Mα, s0) | ϕ0 ⇔ ϕ0M(s0) α [14], and the following is implied.
Lemma 17. (See [14].) ϕ0
M
(s0) =∨{α ∈ J (L) | (Mα, s0) | ϕ0}.
Now, to prove the correctness of our multi-valued game we combine Lemmas 15 and 17 with the following lemma.
Together they imply val(Γ mM(s0,ϕ0)) = ϕ0M(s0).
Lemma 18.
∨{α ∈ J (L) | ∃loise has a strategy σ∃ with val(σ∃) α} =∨{α ∈ J (L) | (Mα, s0) | ϕ0}.
Proof. We refer to the 2-valued game for KMTSs, deﬁned in [16]. This game is similar to the 2-valued game for Kripke
structures. The difference is that ∃loise uses only must-transitions, whereas ∀belard uses may-transitions. The winning
conditions are as before, with the exception that a player can get stuck (if R+ or R− is not total), in which case he loses.
Theorem 1 holds for this case as well. In our case this means that ∃loise has a winning strategy in the 2-valued game over
Mα iff (Mα, s0) | ϕ0.
To prove Lemma 18 we show a 1–1 correspondence between strategies of ∃loise with value  α in the multi-valued
game over M and winning strategies for ∃loise in the 2-valued game over Mα , for α ∈ J (L). We use the following
property of join-irreducible elements of a distributive lattice.
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Now, for α ∈ J (L), we show that ∃loise has a strategy with value  α in the multi-valued game over M iff she has a
winning strategy in the 2-valued game over Mα .
(⇒) Let σ be a strategy for ∃loise with val(σ ) α. We show that the same strategy is winning in the 2-valued game.
Consider a play played by σ in the 2-valued case. We show that ∃loise wins it. We know that in the multi-valued game its
value is  α.
First, if the play is inﬁnite (in the 2-valued case) then the value y of each edge used by ∀belard is such that ¬y  α
(otherwise it does not exist as a may-edge). Thus for the value of the play to be  α, its base value has to be . This is
because only edges of ∀belard can increase the value and by Lemma 19 they cannot increase a base value of ⊥ to be  α,
since α is a join-irreducible element. Since the base value is , we conclude that the play fulﬁlls the winning criteria of
∃loise in the 2-valued game.
If the play is ﬁnite (in the 2-valued case), we ﬁrst rule out the possibility that ∃loise is stuck. If ∃loise is stuck it means
that the strategy deﬁnes for her to use an edge with value y  α (that does not exist as a must-edge in the 2-valued case).
The same reasoning as before shows that for the value of the play to be  α, there had to be an earlier edge of ∀belard
with value y s.t. ¬y  α, but such an edge does not exist as a may-edge in the 2-valued play, which leads to contradiction.
Thus, either ∀belard gets stuck, in which case ∃loise wins, or the play ends in a terminal node of the form n = s  q. In the
latter case, we again conclude by the same reasoning that val(n) α, thus Θ(s)(q) α and in the KMTS Mα this implies
Θα(s)(q) =  and ∃loise wins.
(⇐) For the other direction, let σ be a winning strategy for ∃loise in the 2-valued game. Once again, we show that the
same strategy has a value  α in the multi-valued game, with the exception that if σ does not deﬁne a move from some
conﬁguration, we extend it arbitrarily. To prove that val(σ ) α we show that the value of every play where ∃loise plays by
(the extended) σ in the multi-valued game has value  α.
Consider such a play. First, if the same play exists in the 2-valued game, then it is winning for ∃loise, making its base
value  if it is inﬁnite, and some value  α if it is ﬁnite (due to the winning conditions in the 2-valued game and the
deﬁnition of the labeling function Θα of Mα ). Furthermore, all the edges used by ∃loise are must-edges, with values  α.
Since only edges of ∃loise can decrease the value of the play, this ensures that the value of the play is  α.
If the play does not exist in the 2-valued game, it means that one of two possibilities occurred. The ﬁrst is that ∀belard
used an edge that does not exist as a may-edge in the 2-valued game, meaning that its value y fulﬁlls ¬y  α. But this
immediately increases the value of the suﬃx of the play from that point to be  α. By the same reasons as before the preﬁx
of the play does not decrease the value below α, and thus it remains  α. The second possibility is that ∃loise used an edge
that does not exist in the 2-valued game. This could only happen if the play reached a conﬁguration where σ was extended.
This means that originally, in the 2-valued game, this conﬁguration was not reachable by σ . But this implies that in order
to reach it ∀belard made a move that was not possible in the 2-valued game, and we return to the ﬁrst possibility. 
Remark 20. We assumed that the transition relation of M is total, in the sense that for each s ∈ S there exists some state
s′ ∈ S with R(s, s′) = ⊥. If this assumption is removed, then the game requires simple adaptations. Namely, if a state s has
no successor state s′ ∈ S with R(s, s′) = ⊥, then nodes of the form s  ♦ϕ and s  ϕ become terminal nodes, meaning
that a ﬁnite play can now end in such a node. Therefore, to handle transition relations which are not total, we extend
Deﬁnition 3 to such terminal nodes. For a terminal node n = s  ♦ϕ , we deﬁne val(n) to be ⊥. For n = s  ϕ , we deﬁne
val(n) to be . This is consistent with the semantics, which collapses in this case to ♦ϕρ(s) =
∨{R(s, s′) ∧ ϕρ(s′) |
R(s, s′) = ⊥} =∨∅ = ⊥, and ϕρ(s) =∧{¬R(s, s′) ∨ ϕρ(s′) | R(s, s′) = ⊥} =∧∅ =  (for any environment ρ). No
further adaptation is required to the deﬁnitions of the values of plays, strategies and the game. Moreover, the relation of
the game to the multi-valued model checking problem, as formalized by Theorem 14, is maintained.
4. Avoiding multi-valued edges in the game
Recall that the multi-valued edges used in the game posed a problem when we wanted to deﬁne the value of an inﬁnite
play. Our treatment of such plays relied on the ﬁnite nature of the lattice. In this section, we suggest a different way of
overcoming the problem. The new deﬁnition makes the value of a play much simpler to deﬁne.
The idea is to split each move along a multi-valued transition (of the model) into two moves: ﬁrst the player who is
supposed to play chooses a transition. Then, the opponent chooses whether he wants to examine the value of the transition
or to continue in the play. If he chooses the value of the transition, the play ends with this value. This means that there are
no longer multi-valued edges in the game. We only have multi-valued terminal nodes. That is, we reduce the multi-valued
edges into more multi-valued terminal nodes. We emphasize that the reduction is performed in the game level, rather than
the model level. The underlying Kripke structure still has multi-valued transitions.
Formally, given a Kripke structure M over lattice L, a state s0 and a μ-calculus formula ϕ0, we deﬁne Γ dM(s0,ϕ0)
(where d stands for deﬁnite edges) as follows. The conﬁgurations of the game are as before, with additional conﬁgurations
of the form (s, t)  ♦ϕ , (s, t) ϕ , (s, t)   and (s, t)  ⊥ that act as intermediate conﬁgurations for the new rules of the
game. The rules are given by Fig. 2, where the rules in the third line are replaced by the rules in Fig. 4.
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(s, t)  ♦ϕ ∃: R(s, t) = ⊥
s ϕ
(s, t) ϕ ∀: R(s, t) = ⊥
(s, t)  ♦ϕ
(s, t)   ∀
(s, t) ϕ
(s, t)  ⊥ ∃
(s, t)  ♦ϕ
t  ϕ ∀
(s, t) ϕ
t  ϕ ∃
Fig. 4. New rules for Γ dM(s0,ϕ0).
For example, in a conﬁguration of the form s  ♦ϕ , ∃loise chooses, as usual, a transition (s, t) that is supposed to show
evidence for ♦ϕ , and proceeds to the conﬁguration (s, t)  ♦ϕ . Since it is a move of ∃loise, we have the meaning of the
lub of all possibilities. However, the next move is a move of ∀belard, with the meaning of the glb between the two options:
(s, t)  , which stands for examining the value of the transition (see below), or t  ϕ , which stands for continuing the play
as usual. This means that for each possibility of ∃loise we examine the glb of both the value of the transition and the value
of the rest of the play. Conﬁgurations of the form s ϕ are handled dually.
Conﬁgurations of the form (s, t)   and (s, t)  ⊥ are (new) terminal conﬁgurations. A conﬁguration of the form (s, t) 
 is reached when ∀belard challenges the transition that ∃loise chose from s  ♦ϕ . It expresses the fact that we are
interested in the value of R(s, t) that determines the certainty in which ∃loise tries to prove the existential property. Dually,
a conﬁguration of the form (s, t)  ⊥ is reached when ∃loise challenges the transition that ∀belard chose from s  ϕ . In
this case, we are interested in the value of ¬R(s, t), since from the point of view of ∃loise, her chances of proving are better
as the value of R(s, t) used by ∀belard for refutation is lower (alternatively: ¬R(s, t) is higher). Following this intuition, we
add the following deﬁnition.
Deﬁnition 21. For a terminal node n = (s, t)  , we deﬁne val(n) to be R(s, t). For n = (s, t)  ⊥ we deﬁne val(n) to be
¬R(s, t).
Since there are no longer multi-valued edges in the game, the value of a play is now determined to be the base value,
as deﬁned earlier (see Deﬁnition 4) – no update is needed. The rest of the deﬁnitions of strategies, their values and the
value of the game remain unchanged. Theorem 22 ensures that we get the same value in the new game, thus Theorem 14
regarding the correctness of the game is maintained.
Theorem 22. Let M be a Kripke structure over lattice L, with a state s0 and let ϕ0 be a μ-calculus formula. Then val(Γ dM(s0,ϕ0)) =
val(Γ mM(s0,ϕ0)).
Proof. We use the alternative deﬁnition of the value of the game, as given in Lemma 15, and show a 1–1 correspondence
between strategies of ∃loise with value  α in both games, for α which is a join-irreducible element of L. This implies that
the value of the game in both versions, computed by the join of all these α’s, is equal.
(⇒) From a strategy σ for ∃loise in Γ mM(s0,ϕ0) with value  α we construct a strategy σ ′ with value  α in the second
version. The strategy σ ′ for Γ dM(s0,ϕ0) is the same as σ with the following addition. In Γ
d
M(s0,ϕ0), when ∀belard moves
from some conﬁguration of the form s  ϕ to (s, t)  ϕ , ∃loise now has to choose whether she challenges the value of
the transition (s, t) or the rest of the play. If ¬R(s, t)  α, she will choose the transition. Otherwise, she will choose to
continue the play.
We now show that the value of σ ′ in Γ dM(s0,ϕ0) is  α. It suﬃces to show that the value of every play in the game
where ∃loise plays by σ ′ is  α. Suppose to the contrary that there exists a play p with value  α in Γ dM(s0,ϕ0) where∃loise plays by σ ′ .
If p is inﬁnite, then its value in Γ dM(s0,ϕ0) is either  or ⊥. Thus for the value to be  α, it has to be ⊥. Furthermore,
we know that in every conﬁguration of the form (s, t)  ϕ along the play, ∃loise chose to challenge the rest of the play
(otherwise the play would be ﬁnite). By the deﬁnition of σ ′ this implies that ¬R(s, t)  α. When looking at the same
play in Γ mM(s0,ϕ0) (where the moves are no longer split), this means that its value is  α. This is because the base value
is ⊥ and it can only be increased by edges of ∀belard. However, as explained above their values are  α and thus cannot
increase the value of the play to be  α (recall that α is join-irreducible, thus by Lemma 19 a value  α cannot be achieved
if all values are  α).
If p is ﬁnite, then it ends in a terminal node with value val  α. Clearly, it is not one of the new terminal nodes of
the form (s, t)  ⊥ because σ ′ only deﬁnes to use them when their value is  α. If the terminal node is of the form
(s, t)  , then in the game Γ mM(s0,ϕ0), p is a preﬁx of a longer play whose suﬃx has value  val and thus  α. By the
same reasoning as before its preﬁx cannot increase the value of the play to be  α. The last possibility is that p ends in a
terminal node which is not one of the new ones and has value  α. When looking at p in Γ mM(s0,ϕ0), this makes its base
value  α and again, this value cannot be increased to become  α.
In any case, we get a play in Γ m (s0,ϕ0), where ∃loise plays by σ and the value is  α, in contradiction.M
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version, when disregarding the decisions that no longer exist in this version and adding arbitrary choices when needed.
Consider a play p in Γ mM(s0,ϕ0) where ∃loise plays by (the adapted) σ . If the same play exists in Γ dM(s0,ϕ0) by σ
then its value there is  α (we know that val(σ )  α), which makes its base value in Γ mM(s0,ϕ0) also  α. Furthermore,
all the edges used by ∃loise along the play have values  α: otherwise, in Γ dM(s0,ϕ0), ∀belard could challenge the value
of the corresponding transition, resulting in a play with value  α, in contradiction. Since only edges of ∃loise can decrease
the value of the play, we conclude that the value of p in Γ mM(s0,ϕ0) is  α.
If p does not exist in Γ dM(s0,ϕ0) by σ , it has to be the case that ∀belard used an edge for which in Γ dM(s0,ϕ0) ∃loise
challenges the value of the transition. This means that the transition (which determines the value of the play in this case)
has a value y such that ¬y  α. But this immediately increases the value of the suﬃx of the play from that point to be  α.
By the same reasons as before, the preﬁx of the play does not decrease the value below that, and thus it remains  α. 
While the multi-valued game presented in this section is equivalent to the one presented in Section 3 in terms of their
relation to the multi-valued model checking problem, we ﬁnd that each of the games has its advantages. We therefore
present both of them. On the one hand, the deﬁnition presented in this section has the advantage that the value of a play
is deﬁned more easily. This deﬁnition also gives more insight to the effect of the multi-valued transitions, as the players
can explicitly challenge their values. On the other hand, the deﬁnition presented in Section 3 has the advantage that the
size of the game-graph is smaller. Moreover, the treatment of the multi-valued transitions is more direct than in the game
presented in this section, where the value of a transition is “separated” from the transition itself: the play either proceeds
along the transition, or proceeds to a node that reﬂects its value. The last two advantages of the game presented in Section 3
make it more suitable for the design of a direct model checking algorithm.
5. Solving the multi-valued game
In this section, we discuss how to solve the multi-valued model checking game. We consider the game presented in
Section 3, since its treatment of the multi-valued transitions is more direct and results in a smaller game-graph. We also
explain how to adapt the algorithm in order to solve the game from Section 4.
Given a game Γ mM(s0,ϕ0) our purpose is to compute its value. By Theorem 14 this gives us the result of the multi-valued
model checking problem for M, s0 and ϕ0. Since the game is deﬁned directly on the multi-valued Kripke structure, we get
a direct model checking algorithm for the multi-valued problem, that has all the advantages of the game-theoretic approach
as detailed in Section 1.
As usual, we solve the game by processing the game-graph and evaluating each node in it. The difference as opposed
to the 2-valued case is that we need to propagate values from the lattice. Since game-based model checking algorithms for
the full μ-calculus are complicated even in the 2-valued case, we demonstrate this change for the alternation-free fragment
of the μ-calculus, where no nesting of ﬁxpoints is allowed.
We partition the game-graph to Maximal Strongly Connected Components (MSCCs) and determine a (total) order on them,
reﬂected by their numbers: Q 1, . . . , Qk . The order fulﬁlls the rule that if i < j then there are no edges from Q i to Q j . Such
an order exists because the MSCCs of the game-graph form a directed acyclic graph (DAG).
The components are handled bottom-up. Consider a single Q i . We label each node n ∈ Q i with a value, denoted res(n),
as follows. For a terminal node n, res(n) = val(n). For a ∨-node n we set res(n) to be ∨{R(n,n′) ∧ res(n′) | R(n,n′) = ⊥}.
Similarly, if n is a ∧-node then res(n) =∧{¬R(n,n′) ∨ res(n′) | R(n,n′) = ⊥}.
To handle Q i ’s that form a non-trivial MSCC (i.e., contain cycles), we use the following observation: when dealing with
the alternation-free fragment of the μ-calculus, an inﬁnite play has exactly one variable that occurs inﬁnitely often [20].
This variable is called a witness, as it determines the winner of the play. Therefore, if Q i is a non-trivial MSCC then it
contains exactly one ﬁxpoint variable Z . In this case we ﬁrst label the nodes in Q i with temporary values, temp(n), that are
updated iteratively. For nodes of the form nw = t  Z we initialize temp(nw) to  if Z is of type ν , or to ⊥ if Z is of type μ
(the rest of the nodes remain uninitialized). We then apply the rules described above (for ∨-nodes and ∧-nodes) until the
temporary values do not change anymore. Finally, we set res(n) = temp(n) for every node n in Q i . Intuitively, this algorithm
imitates the iterative computation of the ﬁxpoint, where the initialization is based on the witness.
Several optimizations can be made on this computation. For example, consider a ∨-node n with a successor n′ for
which res(n′) is already computed. Furthermore, suppose that the values of edges leading to the rest of the successors of
n have values R(n,n′) ∧ res(n′). This means that the rest of the successors cannot increase the result of the lub over
all successors of n and we can immediately set res(n) to be R(n,n′) ∧ res(n′), regardless of whether or not the rest of
its successors were handled. Such optimizations can spare us the need to process big subgraphs. They thus improve the
eﬃciency of the algorithm.
Theorem 23. Let M be a Kripke structure over L. Then for every state s0 in M and every closed alternation-free μ-calculus for-
mula ϕ0 , we have that val(Γ mM(s0,ϕ0)) = res(s0  ϕ0). We conclude that ϕ0M0 (s0) = res(s0  ϕ0).
Proof [sketch]. The proof is by induction on the structure of ϕ0. The interesting case is when ϕ0 = ηZ .ψ . There, the
correctness of the algorithm holds since the algorithm imitates the ﬁxpoint computation of the formula. 
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M(s0,ϕ0) from Section 4. In fact, since all the
edges in the game-graph of Γ dM(s0,ϕ0) have value , the labeling rules of the algorithm can be simpliﬁed. Namely, instead
of updating the value of a ∨-node n to res(n) = ∨{R(n,n′) ∧ res(n′) | R(n,n′) = ⊥}, its value is simply updated to the
equivalent expression res(n) =∨{res(n′) | R(n,n′) = ⊥}. Similarly, if n is a ∧-node then res(n) =∧{res(n′) | R(n,n′) = ⊥}
(instead of res(n) =∧{¬R(n,n′) ∨ res(n′) | R(n,n′) = ⊥}). A similar simpliﬁcation is applicable for the temporary values as
well.
Complexity. In a trivial MSCC, the value of a node is set exactly once. Thus in such MSCCs the algorithm that labels nodes by
res(n) traverses each edge at most once, making the running time of the algorithm in such MSCCs linear with respect to the
size of the game-graph of Γ mM(s0,ϕ0). However, in a non-trivial MSCC, the temporary value of a node might change multiple
times. Each update of a temporary value temp(n) requires to re-traverse the ingoing edges of n. Thus, in such MSCCs the
running time is bounded by the size of the MSCC multiplied by the number of times the temporary value temp(n) of some
node n can change. It is easy to verify that the temporary values are updated monotonically: in an MSCC with a ν-witness
the values are monotonically decreasing, whereas in an MSCC with a μ-witness the values are monotonically increasing. In
particular, the temporary value of a node never changes to some value which is incomparable to its previous value. These
arguments can be proved by induction on the updates of the temporary values. The monotonicity property ensures that the
temporary value of each node can be updated at most h(L) times, where h(L) is the height of the lattice. Therefore, the
total running time of the algorithm is linear with respect to the size of the game-graph of Γ mM(s0,ϕ0), and with respect to
the height of the lattice. The size of the game-graph is bounded by the size of the underlying Kripke structure times the
length of the formula, thus the overall complexity is O (|M| · |ϕ0| · h(L)).
The resulting complexity is comparable to the complexity of other multi-valued model checking algorithms for the
alternation-free μ-calculus. For example, the direct algorithm of [14], which is based on extended alternating automata, has
the same complexity. The reduction approach of [14] yields an algorithm which is linear in the number of join-irreducible
elements of the lattice, |J (L)|, rather than in h(L). Similarly, the complexity of the symbolic algorithm of [18] for CTL is
O (|S| · |M| · |ϕ0| · |J (L)|).
Strategies. As explained in Section 3, ∃loise does not always have a best strategy in the multi-valued game. However, if
the underlying lattice of M has a total order, then such a best strategy exists. In this case, the algorithm for solving the
game can also be used to generate such a strategy for ∃loise.2 For each ∨-node n, the algorithm will keep track of the
successor of n which “determined” res(n). For this purpose, whenever the value of n (either res(n) or temp(n)) is updated,
the algorithm will update strategy(n) to the node n′ such that R(n,n′) ∧ res(n′) =∨{R(n,n′) ∧ res(n′) | R(n,n′) = ⊥} or
R(n,n′) ∧ temp(n′) = ∨{R(n,n′) ∧ temp(n′) | R(n,n′) = ⊥}, resp. Note that if the lattice has a total order, then such n′
always exists. The ﬁnal values of strategy(n) for all ∨-nodes deﬁne the best strategy for ∃loise.
6. Discussion: games versus automata
In this paper, we have investigated the multi-valued model checking problem from the game-theoretic point of view.
In [14], the same problem was considered from the automata-theoretic point of view. In this section, we discuss the essential
difference between the two approaches in the multi-valued case.
In the automata-theoretic approach, model checking is performed by checking nonemptiness of a (word) automaton that
represents the product of the model and the checked formula. Similarly to the nodes of the model checking game-graph,
each state of the automaton represents a state of the model and a subformula. It is well known that the game-based and the
automata-based approaches are closely related in the 2-valued setting: an accepting run corresponds to a winning strategy
for ∃loise and vice versa [23]. Surprisingly, the same relation does not hold anymore in the multi-valued case.
More speciﬁcally, in [14], extended alternating automata (EAAs) were used as the basis for multi-valued model checking.
We brieﬂy describe their approach in order to set a basis for comparison. The formal deﬁnitions appear in [14].
Recall that in a (word) alternating automaton the transition relation δ deﬁnes for each automaton state a and each input
letter l a positive boolean formula over the states of the automaton. It has the following meaning. Assume that in a run of
the automaton on an input word w , the automaton is in the state a and reads the position n of w , labeled by l(n). Then
the automaton has to send copies to the successor of n in w , each copy with some automaton state, such that the chosen
successor automaton states satisfy the formula δ(a, l(n)). A run of the alternating automaton on an input word w is then a
tree, where each node is associated with a state a of the automaton and a position n of the input word w , with the meaning
that the node (a,n) represents a copy of the automaton that reads the position n of w in the state a of the automaton. The
successors of a node (a,n) in the run tree represent the copies that the automaton sent to the successor of n in w . As such,
the automaton states that appear in the successors of the node (a,n) in the run tree need to satisfy the formula δ(a, l(n))
deﬁning the transition relation of a when it reads n. If all the branches of the run tree satisfy the acceptance conditions,
then the run is accepting.
2 The algorithm for solving the multi-valued game can also be used to generate strategies for ∀belard, by keeping track of the updates of ∧-nodes.
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can contain constants which are elements from a lattice L. In addition, to capture the multi-valued nature, [14] associated
each run of an EAA, and in particular an accepting run, with a value, which is an element from L.
Namely, a run r of an EAA on an input word w is a tree in which each node (a,n) is also labeled by a value x from L,
where now the values of the successors of a node (a,n, x) in the run tree must yield the value x when they substitute the
corresponding automaton states in the formula δ(a, l(n)). In this sense, the values of the nodes in the run must obey the
transition relation. The value of the run, val(r), is the value associated with its root.
[14] showed that there always exists an accepting run of the EAA with a maximum value. This maximum value deﬁnes
the value of the emptiness of the automaton. When the EAA represents the product of the checked formula with a Kripke
structure M over L, this value deﬁnes the multi-valued model checking result.
In the multi-valued game, on the other hand, it is not necessarily the case that there exists a strategy of ∃loise with a
maximum value. Instead, the value of the game, which determines the model checking result, is a combination of incompa-
rable strategies.
Intuitively speaking, the difference between strategies and runs results from the fact that a strategy deﬁnes for each
node in the game-graph a single node that the player should proceed to. This is as opposed to a run of the automaton,
where from an automaton state (which corresponds to a node in the game-graph) the automaton can proceed with several
automaton states simultaneously by using several copies of the automaton. In a regular alternating automaton, an accepting
run can always be translated into an accepting run where the automaton proceeds with a single copy in ∨-choices (which
correspond to ∨-nodes in the game-graph). This ensures the 1–1 correspondence between strategies of ∃loise and accepting
runs in the 2-valued case. However, such a translation that maintains the value of the run does not exist in the multi-valued
case.
Still, the value of the multi-valued model checking game is equal to the emptiness value of the EAA, given by val(rmax),
where rmax is an accepting run of the EAA with the maximum value. This is because both values are equal to the model
checking result. By Lemma 15, this ensures that ∃loise has a strategy with value  α for each join-irreducible element
α  val(rmax). More generally, it can be shown that an accepting run r of the EAA with value val(r) corresponds to a
collection of strategies for ∃loise: a strategy with value  α for each join-irreducible element α  val(r). Furthermore, these
strategies can be extracted from the run r. However, the 1–1 correspondence between runs and strategies that existed in
the 2-valued setting no longer exists. This demonstrates the discrepancy between automata and games in the multi-valued
setting.
It is possible to regain the relation between the game-theoretic approach and the automata-theoretic approach by deﬁn-
ing the game differently. The alternative game is still played over the same game-graph, but the moves are different. Initially,
∃loise makes a statement with respect to the value of the initial node n0, denoted bet(n0). In each node n with bet(n) = ⊥
she proceeds by associating (possibly a subset) of its successors with a bet (a value from the lattice) in a consistent way
based on the type of the node: in a ∨-node n the values have to fulﬁll the rule bet(n) =∨{R(n,n′)∧ bet(n′) | R(n,n′) = ⊥}.
In a ∧-node the values have to fulﬁll the rule bet(n) =∧{¬R(n,n′) ∨ bet(n′) | R(n,n′) = ⊥}. Note that the bets of ∃loise
can be any value from the lattice, including ⊥. If ∃loise cannot proceed while fulﬁlling the rules, then the play terminates.
Otherwise, the role of ∀belard is to choose one successor n′ for which ∃loise needs to continue and prove the value bet(n′).
Intuitively, ∀belard will try to choose a successor for which the value is incorrect, and will try to make ∃loise contradict
herself.
In this deﬁnition we return to talking about winning versus losing. Intuitively, ∃loise wins if she manages to proceed
without contradictions. Formally, if the play terminates since ∃loise cannot proceed while fulﬁlling the above rules, then
she loses. If a node with bet(n) = ⊥ is reached then ∃loise wins (as there is nothing left to prove). If the play ends in a
terminal node of the form s  q or s  ¬q, then ∃loise wins iff the value she gave the node matches its real value (Θ(s)(q)
or ¬Θ(s)(q) resp.). In an inﬁnite play the winner is determined by the 2-valued winning conditions.
Note that here ∃loise moves in both types of nodes, which changes the basic nature of the game. However, we now have
the desired property that the game is equivalent to the deﬁnition used in the context of EAA. It now holds that an accepting
run of the automaton with value α corresponds to a winning strategy for ∃loise with an initial bet of value α, and vice
versa. Thus, there exists a maximum value for which ∃loise has a winning strategy and this value is the multi-valued model
checking result.
Our deﬁnition of the game is in fact more general than the automaton used in [14] as it handles the multi-valued
transitions of the Kripke structure directly.
7. Comparison to the 3-valued game
One of the most useful applications of multi-valued model checking is the 3-valued case. In [4,5] the regular model
checking game has been generalized to a 3-valued game over a KMTS (see Deﬁnition 16). A KMTS M can be viewed as a
Kripke structure over lattice L3 by giving the must-transitions in R+ value , the may-transitions in R− \ R+ value U and
3 [14] deﬁned EAAs over trees. We describe only the case of a word EAA since for the purpose of model checking a word automaton is constructed.
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main differences that make the 3-valued game much simpler.
When considering the 3-valued case, it is possible to give the indeﬁnite value U an intuitive meaning of a tie. We can
thus still talk about the notion of winning in a way that corresponds to the three possible values {,U ,⊥} in the logic (see
L3 in Fig. 1) [5]. This is unlike the multi-valued case where we need to talk about the general notion of a value of a play or
a game. The correspondence between the value of the game and the formula is then given by a variant of Theorem 1, with
an additional possibility [5]:
(c) ϕM(s) = U iff no player has a winning strategy for ΓM(s,ϕ).
Another major difference arises from the fact that the lattice L3 has a total order, meaning that all values are comparable.
As a result, the value of a strategy in the 3-valued case is determined by the value of the “worst” play (rather than a lower
bound), as such a play always exists, and the same holds for the game. That is, strategies are comparable and there always
exists a best strategy (either winning or non-winning) that determines the value of the game.
The combination of these differences results in another interesting property of the 3-valued game. As in the general
multi-valued case, the result of the play in the 3-valued case also depends on the values of the edges that were used.
However, in [5] this effect is captured by a consistency requirement that says that in order to win, the winner has to use
only must-edges (with value ). The surprising part is that the opponent can use either type. Recall that in the general
multi-valued case, on the other hand, we need to consider not only the edges that one player uses, but also those used by
the opponent.
This results from the fact that in the 3-valued case only one intermediate result is possible. Furthermore, because of the
total order on the elements of the lattice, a value cannot be achieved by a combination of values that are all different from
it. Thus the values of the edges that the opponent uses in the 3-valued game cannot improve the result for the other player
beyond a tie (or U ). They are therefore irrelevant when we determine a winner in the play – recall that in the 3-valued case
we are interested in the winner of the play. This is no longer the case in the multi-valued case, where we are interested in
the (more general notion of a) value that each player achieves and this value can be achieved by a combination of several
values, possibly incomparable ones.
8. Conclusion
This work suggests a characterization of the multi-valued model checking problem of the μ-calculus in terms of two
players games: a veriﬁer and a falsiﬁer. We suggest two multi-valued games in which the players hold on to their traditional
roles, as in the 2-valued case. However, the concept of winning is replaced by the value of the game: the model checking
result is determined by the value of the game rather than by the winner. The two games differ in their treatment of the
multi-valued transitions of the Kripke structure.
We also suggest a third game, of a different nature, where the roles of the players are altered. In this game, the concept of
winning is reintroduced, but it is still accompanied with a value. The model checking result is determined by the maximum
value for which the veriﬁer has a winning strategy in the game. This game, while not being a natural generalization of the
2-valued case as the other two games, regains the resemblance to the automata-based approach, which does not exist for
the ﬁrst two.
To demonstrate the applicability of our work, we derive from the game-based characterization a direct multi-valued
model checking algorithm for the alternation-free fragment of the μ-calculus, that handles the multi-valued structure with-
out any reduction. Such an algorithm can be used as a basis for exploiting many of the advantages of the game-based
approach to model checking.
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