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Abstract
Corresponding to Hayashi’s R-matrix, we first follow Woronowicz’s method to construct
an other concrete compact quantum group Uq(2), q ∈ C \ {0}; then we discuss its *-irreduc-
ible representations, and we show that these representations correspond to those of irrational
algebras Bθ , and in the final, we also give the formula of Haar measure of Uq(2).
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1. Introduction
It is well known [1] that for a linear space V with a basis {v1, v2, . . . , vn} and a
linear map R : V ⊗ V → V ⊗ V :
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R : vi ⊗ vj →
n∑
k,l=1
Rij,klvk ⊗ vl,
there exists a bialgebra AR (Faddeev–Reshetikhin–Takhtajan (FRT) construction)
whose definition is as follows.
AR is a bialgebra generated by the generators T = (tij )1i,jn and T satisfies the
following relations:
RT1T2 = T2T1R,
(T ) = T⊗, T ,
(T ) = In×n,
where T1 = T ⊗ I with matrix entries (T1)ij,kl = tikδjl and T2 = I ⊗ T with mat-
rix entries (T2)ij,kl = δiktj l and (T⊗, T )ij :=∑nk=1 tik ⊗ tkj . Here ,  denote the
coproduct and the counit of AR respectively.
For special matrix R-Hayashi’s R-matrix [2],
R =
n∑
i=1
piieii ⊗ eii +
∑
i =j
(pij eii ⊗ ejj + (1 − p2)eij ⊗ eji), (1.1)
where eij denotes matrix unit and pijpji = p2 ∈ C\{0} and pii = 1 for i = 1,
2, . . . , n, one also obtains a bialgebra. In this paper, we consider Hayashi’s R-matrix
special case n = 2, and show that the bialgebra AR has a *-structure. Then we shall
follow Woronowicz’s method to construct the compact quantum group Uq(2) in the
second section, where q ∈ C \ {0}. In the third section, we shall discuss the *-rep-
resentations of Uq(2) and irreducible *-representations of Uq(2), and we show that
its irreducible *-representation corresponds to the *-representation of the irrational
algebra Bθ . We will also compute the Haar measure in the final section.
Remark 1. The quantum group Uq(2), when q is a non-zero real number, has been
studied by many people such as Aref’eva, Arutyunov [3], Bichon [4] et al. Recently,
Connes and Dobois-Violette [5] construct the compact quantum group Uθ ; we has
discussed some properties of Uθ in other papers. One also can show that the above
quantum groups are the special cases of the quantum group Uq(2) in this paper.
2. Construction of the compact quantum group Uq(2)
Let n = 2 in Eq. (1.1), then
R = e11 ⊗ e11 + e22 ⊗ e22 + p12e11 ⊗ e22 + p21e22 ⊗ e11
+ (1 − p2)e12 ⊗ e21 + (1 − p2)e21 ⊗ e12. (2.1)
Change p21 to q and p2 to p−1 respectively in (2.1), we have
R = e11 ⊗ e11 + e22 ⊗ e22 + (qp)−1e11 ⊗ e22
+ qe22 ⊗ e11 + (1 − p−1)e21 ⊗ e12 + (1 − p−1)e12 ⊗ e21.
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From [1] we get the structure of the quantum matrix algebra AR corresponding to
the above R.
Theorem 2.1. The quantum matrix algebra AR = C〈a, b, c, d〉\〈RT1T2 − T2T1R〉,
where T =
(
a b
c d
)
, is generated by a, b, c and d which are subject to the rela-
tions:
ba = qab, ca = q−1p−1ac, db = q−1p−1bd,
dc = qcd, bc = pq2cd, ad − da = q(p − 1)cd.
D = ad − q−1bc is a group-like element in AR such that
aD = Da, bD = pq2Db, cD = q−2p−1Dc, Dd = dD.
Define GLR = AR[D−1], then(
a b
c d
)−1
=
(
D−1d −q−1p−1b
−pqD−1c D−1a
)
.
Following the general theory of [6] to derive the compact quantum groups in the
above case, we set(
a b
c d
)−1

(
a∗ c∗
b∗ d∗
)
.
In other word, we take
a∗ = D−1d, b∗ = −qpD−1c, c∗ = −(qp)−1D−1b, d∗ = D−1a,
then we can derive the following relations which are consistent for p = |q|−2:
ba = qab, a∗b = qba∗, bb∗ = b∗b, aa∗ + bb∗ = 1,
aD = Da, bD = q2|q|−2Db, D∗D = DD∗ = 1,
a∗a + |q|2b∗b = 1.
(2.2)
Lemma 2.1. If DD∗ = D∗D = 1, the following are equivalent:
10.(
a b
−q¯b∗ a∗
)
is unitary;
20. a, b and their involutions satisfy the following relations:{
ba = qab, a∗b = qba∗, bb∗ = b∗b;
aa∗ + bb∗ = 1, a∗a + |q|2b∗b = 1; (2.3)
30.
u =
(
a b
−q¯Db∗ Da∗
)
is a unitary matrix, i.e. uu∗ = u∗u = 1.
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Proof. Let us prove that 20 is equivalent to 30. We have
uu∗ =
(
aa∗ + bb∗ −qabD∗ + baD∗
−q¯Db∗a∗ +Da∗b∗ |q|2Dbb∗D∗ +Da∗aD∗
)
=
(
1 0
0 1
)
.
The equation is equivalent to{
aa∗ + bb∗ = 1, ba = qab,
a∗b∗ = q¯b∗a∗, a∗a + |q|2b∗b = 1.
From the equation u∗u = 1, we get{
a∗a + |q|2bb∗ = 1, a∗b = qba∗,
b∗a = q¯ab∗, b∗b + a∗a = 1.
Clearly these two sets of relations are just the same as relations (2.3). 
We will follow Woronowicz [7] to construct the compact quantum group gener-
ated by a, b, D and their involutions. We will denote this compact quantum group
by Uq(2). To define Uq(2) precisely, we let C〈a, b,D, a∗, b∗,D∗〉 be the free non-
commutative *-algebra with unity generated by a, b and D. A *-representation π
of the non-commutative algebra on a Hilbert space H is said to be admissible if
operators a′ = π(a), b′ = π(b) and D′ = π(D) satisfy the commutation relations
(2.2). For any x ∈ 〈a, b,D, a∗, b∗,D∗〉we set ‖x‖ = sup ‖π(x)‖, where π runs over
the set of all admissible representations of C〈a, b,D, a∗, b∗,D〉. According to the
relations (2.2), we have
‖π(a)‖  1, ‖π(b)‖  1, and ‖π(D)‖  1.
This implies that ‖ · ‖ is a well-defined C∗-seminorm. Therefore the set
N = {x ∈ C〈a, b,D, a∗, b∗,D∗〉 : ‖x‖ = 0} (2.4)
is a two-side ideal in C〈a, b,D, a∗, b∗,D∗〉 and the seminorm produces a C∗-norm
on the quotient algebra
Aq = C〈a, b,D, a∗, b∗,D∗〉 \N.
Let Uq(2) be the completion of Aq with respect to this norm. To follow Wor-
onowicz’s construction, the following theorem is crucial.
Theorem 2.2. The set of elements of the form
〈n,m, k, l〉 :=
{
a∗−nbmb∗kDl if n < 0,
anbmb∗kDl if n  0,
where n, l ∈ Z (all integers) and m, k ∈ Z+ (all non-negative integers) forms a
basis of Aq .
Proof. To prove the theorem we use the following representations.
For |q|  1, let H be a separable Hilbert space with an orthonormal basis {ψn,m,k:
n ∈ Z+and m, k ∈ Z}. Define
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π ′(a)ψn,m,k =
√
1 − |q|−2nψn−1,m,k, n /= 0,
π ′(a)ψ0,m,k = 0,
π ′(b)ψn,m,k = q−n|q|−1ψn,m+1,k,
π ′(D)ψn,m,k = e−2imθψn,m,k+1.
(2.5)
For |q| < 1, we can define a similar representation on the same H as follows:
π ′(a)ψn,m,k =
√
1 − |q|(2n+1)ψn+1,m,k,
π ′(b)ψn,m,k = qnψn,m+1,k,
π ′(D)ψn,m,k = e−2π imθψn,m,k+1.
(2.6)
For |q| = 1, let H be a separable Hilbert space with an orthonormal basis {ψn,m,k:
n,m, k ∈ Z}. Define
π ′ϕ(a)ψn,m,k = cos(ϕ)ψn+1,m,k,
π ′ϕ(b)ψn,m,k = qn sin(ϕ)ψn,m−1,k,
π ′ϕ(D)ψn,m,k = q2mψn,m,k+1,
(2.7)
where ϕ is a real number.
The proofs of the cases |q| > 1 and |q| < 1 are exactly the same as [7]. Let us
carry out the proof of the case |q| = 1. Clearly this set of elements spans the whole
spaceAq . We just need to prove that they are linearly independent. Suppose we have
a finite sum such that∑
nmkl
cnmkl〈n,m, k, l〉 = 0.
Applying π ′ of (2.7) to this sum and apply the result to ψ0,0,0, we have∑
nmkl
cnmklπ
′
ϕ(a)
nπ ′ϕ(b∗)kπ ′ϕ(D)lψ0,0,0 = 0,
i.e. ∑
nmkl
cnmkl cos
|n|(ϕ) sinn+k(ϕ)ψn,k−m,l = 0.
This implies that for fixed n, i = k −m and l and an arbitrary ϕ /= jπ or j+ 2 ,∑
m
cn,m,i+m,l sin2m(ϕ) = 0.
Since ϕ can be chosen infinite real numbers, this is equivalent to saying that the
above polynomial
∑
m cn,m,i+m,lx2m has many zeros and so all of its coefficients
vanish. In this way we can prove cn,m,k,l = 0, for all n,m, k and l, i.e., {〈n,m, k, l〉 :
n,m, k ∈ Z} is linearly independent. 
Once we have the basis theorem, we can determine the two-sided ideal N of
C〈a, b,D, a∗, b∗,D∗〉.
Theorem 2.3. The two-sided ideal N (2.4) is generated by the following elements of
C〈a, b,D, a∗, b∗,D∗〉 satisfying:
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ba − qab, a∗b − qba∗, bb∗ − b∗b,
bD − e2π iθDb, D∗D − 1, DD∗ − 1,
b∗a − q¯ab∗, aa∗ + bb∗ − 1, D∗a∗ − a∗D∗,
a∗b∗ − q¯b∗a∗, b∗D − e−2iθDb∗,
aD −Da, a∗a + |q|2b∗b − 1,
where θ satisfies q = |q|eiθ .
Proof. We can use Woronowicz’s argument [7] to prove this exactly as he did for his
twisted SU(2). We leave it to the reader. 
We also follow Woronowicz’s method and get the following theorem.
Theorem 2.4. 10. There is a C∗-algebra homomorphism  : Uq(2) → Uq(2)⊗
Uq(2) such that
(a) = a ⊗ a − q¯b ⊗Db∗,
(b) = a ⊗ b + b ⊗Da∗,
(D) = D ⊗D,
(2.8)
where the tensor product of two C∗-algebras is the spatial product.
20. There is an antipode S on Aq defined on generators as follows:
S(a) = a∗, S(b) = −qbD∗, S(D) = D∗, S(a∗) = a,
S(b∗) = −q¯−1b∗D.
30. There is a C∗-homomorphism ε : Uq(2) → C such that ε(a) = 1, ε(b) = 0
and ε(D) = 1.
40. With the above operations and multiplication, Uq(2) is a compact matrix
quantum group ( for the definition of compact matrix quantum group, see [8]).
Remark 2. Our case includes Woronowicz’s twisted SU(2) [7] as a special case.
Notice that for q real, we can take a quotient with respect to the ideal generated by
D − 1 to get the compact quantum group SUq(2). However, if q is not real, there is
no SU version of Uq(2).
3. Representations of Uq(2)
In this section, we discuss the irreducible *-representations of Uq(2) and build
the relation between Uq(2) and the irrational algebra Bθ .
In the following we assume |q| > 1 and q = |q|eπ iθ . The case |q| < 1 is similar.
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Theorem 3.1. Let π be a *-representation of Uq(2) on a separable Hilbert space H.
Then either π(b) = 0 or kerπ(a) /= 0.
Proof. In the following, we omit π , i.e. write x for π(x). Suppose ker(a) = {0} and
b /= 0. From a∗a + |q|2b∗b = 1, we have b∗b  |q|−21. Then using aa∗ + bb∗ = 1,
we have
aa∗ = 1 − bb∗  (1 − |q|−2)1.
Therefore
‖a∗x‖2 = (aa∗x, x)  (1 − |q|−2)(x, x) = (1 − |q|−2)‖x‖2
for all x ∈ H , i.e. ‖a∗x‖  √1 − |q|−2‖x‖, for all x ∈ H . This implies that
range(a∗) is closed and a∗ is one-to-one. Since range(a∗)⊥ = ker(a) = {0}, hence
range(a∗) = H . This implies that a∗ is invertible. So is a.
Let λ ∈ sp(b)\{0}, where sp(b) is the spectrum of b. Since b is normal, λ ∈ sp(b)
is equivalent to the existence of a sequence {xn} with xn /= 0 such that
‖bxn − λxn‖
‖xn‖ → 0, as n → ∞.
Since a is invertible, axn /= 0 and we have
‖baxn − qλaxn‖
‖axn‖ 
‖qabxn − qλaxn‖‖a−1‖
‖xn‖
 |q| ‖bxn − λxn‖‖xn‖ → 0, as n → ∞.
Hence qλ ∈ sp(b). Continuing this process, we have qnλ ∈ sp(b) for any non-neg-
ative integer n. This implies that the radius of the spectrum of b is infinite, which
contradicts the fact the radius of the bounded operator b is less or equal to ‖b‖. Thus
we have proved that either ker(a) /= {0} or b = 0. 
Before we discuss the irreducible *-representations of Uq(2), we have the follow-
ing lemmas.
Lemma 3.1. For the above *-representation π, if H0 = ker(a) /= {0}.
10. The restriction of π to H0 gives a *-representation of the *-algebra generated
by b and D and we have π(bb∗) = |q|−21.
20. Let U = |q|π(b) and V = π(D) restricted to H0. Then we have a *-represen-
tation of non-commutative torus Bθ on H0.
Proof. It is obvious using the relation of generators of Uq(2) and the above theorem.

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Lemma 3.2. Notations as above and we also omit the symbol π . For x, y, z ∈ H0.
Then we have the following:
10. x /= 0 if and only if a∗nx /= 0 for any non-negative integer n;
20. if x /= 0, bb∗a∗n = |q|−2(n+1)a∗nx and aa∗n+1x = [1 − |q|−2(n+1)]a∗nx;
30. if (x, y) = 0, then (a∗nx, a∗my) = 0 for every non-negative integers m and n
and (a∗mx, a∗nz) = 0 for m /= n.
Proof. 10. Since aa∗ + bb∗ = 1, so ‖a‖ = ‖a∗‖  1, and from the proof of The-
orem 3.1, we have
√
1 − |q|−2‖x‖  ‖a∗x‖ ≤ ‖a∗‖ · ‖x‖ = ‖x‖ for all x ∈ H0.
Therefore a∗x = 0 if and only if x = 0.
20. Since ba∗ = q−1a∗b and b∗a∗ = q¯−1a∗b∗, we have
bb∗a∗n = |q|−2na∗nbb∗.
From Lemma 3.1, we know bb∗x = |q|−2x for all x ∈ H0. Therefore
bb∗a∗nx = |q|−2(n+1)a∗nx
for x ∈ H0. By aa∗ = 1 − bb∗, we have
aa∗(n+1)x = (1 − bb∗)a∗nx = (1 − |q|−2(n+1))a∗nx
for x ∈ H0.
30. Suppose m  n. By 20 we have
ama∗nx = λ2nam−nx
for x ∈ H0, where
λn =
n∏
i=1
√
1 − |q|−2i .
Now by the assumption ax = 0 and (x, y) = 0 we have
(a∗nx, a∗my) = (amz∗nx, y) = λ2n(am−nx, y) = 0.
This argument also implies that (a∗mx, a∗nz) = 0 for m /= n. 
Theorem 3.2. Let notations be as above and suppose π is irreducible. Then
10. π(b) = 0 is equivalent to the representation π being one dimensional;
20. π(b) /= 0 is equivalent to the representation π being infinite dimensional and
is equivalent to the representation of Bθ induced on H0 being irreducible.
By this theorem, we know all irreducible representations of Uq(2) on separable
Hilbert spaces once we know all irreducible representations of the non-commutative
torus Bθ on separable Hilbert spaces.
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Proof. 10. This is very straightforward.
20. By Theorem 3.1, π(b) /= 0 implies that ker(π(a)) /= {0}. By Lemma 3.2, we
know that {a∗nx}∞n=1 is a linearly independent set for any non-zero x ∈ ker(π(a)).
Combining with 10, we clearly see that π(b) /= 0 is equivalent to the representation
πbeing infinite dimensional.
If the induced representation of Bθ on H0 is reducible, by Lemma 3.2 we can ge
a π-invariant proper closed subspace of H , but this contradicts the assumption that
π is irreducible. 
Theorem 3.3. Suppose π0 is an irreducible *-representation of Bθ on a separable
Hilbert space H0 which has an othornormal basis {ψn0}, then we can define a
*-representation π of Uq(2) on the Hilbert space spanned by the orthonormal
basis {ψnj }∞j=0 as follows:
π(a)ψnj =
√
1 − |q|−2jψn j−1 for j  1;
π(a)ψn0 = 0;
π(b)ψnj = λjq−j a∗jπ0(U)ψn0;
π(D)ψnj = λja∗jπ0(V )ψ0,
(3.1)
where
λj =
j∏
k=1
(1 − |q|−2j )− 12 .
This representation π of Uq(2) on H is irreducible.
Proof. First of all , we check that π is a *-representation of Uq(2). Since
(π(a∗)ψnj , ψmk)= (ψnj , π(a)ψmk)
=
√
1 − |q|−2k(ψnj , ψm,k−1)
=
√
1 − |q|−2(j+1)(ψn,j+1, ψm,k),
it follows that
π(a∗)ψnj =
√
1 − |q|−2(j+1)ψn,j+1.
In the following, we write x for π(x). This implies ψnj = λja∗jψn0. It easy to
see ψn0 = λjajψnj . Since
(b∗ψnj , ψmk)= (ψnj , bψmk)
= λkq¯−k|q|−1(ψnj , a∗kUψm0)
= λkq¯−k|q|−1(akψnj , Uψm0)
= δkj q¯−k|q|−1(ψn0, Uψm0)
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= δkj q¯−k|q|−1(U∗ψn0, ψm0)
= λj δkj q¯−k|q|−1(U∗ψn0, akψm0)
= λj q¯−k|q|−1(a∗jU∗ψn0, ψmk),
we have
b∗ψnj = λj q¯−j |q|−1a∗jU∗ψn0.
Similarly, we have D∗a∗j x = a∗jV ∗x for all x ∈ H0. We can summarize the actions
of a, b, b∗, D and D∗ as follows:
aa∗j x = (1 − |q|−2j )a∗j−1x,
ba∗j x = q−j |q|−1a∗jUx,
b∗a∗j x = q¯−j |q|−1a∗jU∗x,
Da∗j x = a∗jV x,
D∗a∗j = a∗jV ∗x
for x ∈ H0. Now we can check that all the relations are satisfied. Let us just check
bb∗ = b∗b.
bb∗a∗j x = q−j |q|−1b∗a∗jUx = |q|−2(j+1)a∗j x
for all x ∈ H0. Similarly b∗ba∗j = |q|−2(j+1)a∗j x. Hence bb∗ = b∗b. To check π
is irreducible, suppose there is an operator A commuting with π . Then clearly H0
is A invariant since H0 = ker(a). It is easy to see that the restriction of A on H0
commutes with π0. Hence A|H0 = α1, where α is a constant. Since
Aa∗j x = a∗jAx = αa∗j x
for x ∈ H0. This implies that A is a constant operator on H0. In this way, we prove
that the representation π is irreducible. 
In the following, we consider the case for |q| = 1.
Lemma 3.3. Let |q| = 1, then
10. a, b and D are subject to the following relations:
ba = qab a∗b = qba∗ bb∗ = b∗b aa∗ + bb∗ = 1,
aD = Da aa∗ = a∗a bD = q2Db D∗D = DD∗ = 1.
20. bb∗, aa∗ and a2D−1 ∈ Z(Uq(2)), the center of Uq(2).
Proof. 10. This is obvious once we plug |q| = 1 into the relations (2.2) which a, b
and D are subject to.
20. Applying the *-operation to bD = q2Db, we get Db∗ = q2b∗D. The rela-
tions in (3.3) imply that bb∗ = 1 − aa∗ = 1 − a∗a; and then a(or a∗) and bb∗ are
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commutative, so are D and bb∗. bb∗ is a central element. Similarly we can prove that
aa∗ and a2D−1 are in the center of Uq(2). 
Theorem 3.4. Let π be an irreducible C∗-representation of Uq(2) on a separable
Hilbert space H. Then
10. if π(b) = 0, the representation is one-dimensional;
20. if π(a) = 0, π(b) and π(D) are unitary and π(b)π(D) = q2π(D)π(b), giv-
ing an irreducible representation of Bθ ;
30. if π(a) /= 0 and π(b) /= 0, then A = π(a)‖π(a)‖ and B = π(b)‖π(b)‖ are unitary,
π(D) = eiϕA2 for some real number ϕ and BA = qAB, giving an irreducible
representation of Bθ
2
.
The proof of Theorem 3.4 is very straightforward once we use the Lemma 3.3 and
Schur’s lemma.
Remark 3. Conversely we can define irreducible representations of Uq(2) using
irreducible representations of the non-commutative toruses. For the irreducible rep-
resentations of Bθ , see [9].
4. Haar measure on Uq(2)
In the following, we denote Haar measure for Uq(2) by h. First of all, we can
follow [7] exactly for the case |q| /= 1 to get the following.
Theorem 4.1. 10.
h(< n,m, k, l >) =
{
1−|q|2
1−|q|2(m+1) m = k, n = l = 0
0 otherwise
20. For |q| < 1,
h(x) = (1 − |q|2)
∞∑
n=0
|q|2n(π ′(x)ψn,0,0, ψn,0,0)
for x ∈ Uq(2).
30. For |q| > 1
h(x) = (1 − |q|−2)
∞∑
n=0
|q|−2n(π ′(x)ψn,0,0, ψn,0,0)
for x ∈ Uq(2).
Here the representations π ′ are defined as in (2.5) and (2.6) respectively.
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The proof can be given by imitating Woronowicz’s method in [7] and by using
some methods of proof we are going to use for the case |q| = 1.
Lemma 4.1. For the case |q| = 1, we have
h(〈n,m, k, l〉) = 0 if n /= 0 or l /= 0 or m /= k.
Proof. Let J be the two-sided ideal of Aq(2) generated by b and b∗. Obviously, J
is a *-ideal. Since
(a ⊗ a)(b ⊗Db∗)= ab ⊗ aDb∗ = q−1ba ⊗ q¯−1Db∗a
= (b ⊗Db∗)(a ⊗ a),
(a ⊗ b)(b ⊗Da∗)= ab ⊗ bDa∗ = q−1q2q−1ba ⊗Da∗b
= (b ⊗Da∗)(a ⊗ b),
using (2.8), we have
(bn) = an ⊗ bn + bn ⊗ (Da∗)n + J ⊗ J
(ak) = ak ⊗ ak + J ⊗ J,
(b∗n) = a∗n ⊗ b∗n + b∗n ⊗ (D∗a)n + J ⊗ J,
(a∗k) = a∗k ⊗ a∗k + J ⊗ J.
Hence
(〈n,m, k, l〉)
= (an ⊗ an)(am ⊗⊗bm + bm ⊗ (Da∗)m)(a∗k ⊗ b∗k + b∗k ⊗ (aD∗)k)
⊗ (Dl ⊗Dl)+ J ⊗ J
= anama∗kDl ⊗ anbmb∗kDl + anbmb∗kDl
⊗ an(Da∗)m(aD∗)kDl + J ⊗ J
= anama∗kDl ⊗ 〈n, k, k, l〉 + 〈n,m, k, l〉
⊗ ana∗makDm−k+l + J ⊗ J,
where we use the convention
an =
{
an if n  0,
a∗n if n < 0
and J ⊗ J represents a finite sum in J ⊗ J . By properties of Haar measure h, we
have
h(〈n,m, k, l〉)1
= h(〈n,m, k, l〉)anama∗kDl + h(ana∗makDm−k+l )〈n,m, k, l〉 + J,
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or
h(〈n,m, k, l〉)1
= h(anama∗kDl)〈n,m, k, l〉 + h(〈n,m, k, l〉)ana∗makDm−k+l + J,
where J in the sum represents a finite of elements in J . In order to have
h(< n,m, k, l >) /= 0, we must require from the first equality that l = 0.
Now the second equation reduces to
h(〈n,m, k, 0〉)1
= h(anama∗k)〈n,m, k, 0〉 + h(〈n,m, k, 0〉)ana∗makDm−k + J.
Using Theorem 2.2, we have to require m = k, and we have
h(〈n,m,m, 0〉)1
= h(anama∗m)〈n,m,m, 0〉 + h(〈n,m,m, 0〉)an + J.
Using Theorem 2.2 again, in order to have h(〈n,m,m, 0〉) /= 0 we also have to take
n = 0. This way gives the proof of the lemma. 
Let x = bb∗, now we just need to find h(xm) for m  1.
Theorem 4.2. For |q| = 1, we have
10. h(yz) = h(zy) for y, z ∈ Uq(2).
20. h(1) = 1 and
h(xm) = 1∑m
i=0
(
m
i
)2
m∑
i=1
(
m∑
i=k
(
m
i
)2 (
i
k
))
(−1)k+1h(xm−k) = 1
m+ 1 .
Proof. 10. Since S2 = 1, using Woronowicz’s general theory [8], this is clear.
20. Since
6bm =
m∑
i=0
(
m
i
)
aibm−i ⊗ bi(Da∗)m−i ,
6b∗m =
m∑
i=0
(
m
i
)
b∗m−ia∗i ⊗ (D∗a)m−ib∗i ,
hence, we have
6xm =
m∑
i=0
m∑
j=0
(
m
i
)(
m
j
)
aibm−j a∗j ⊗ bi(Da∗)m−i (D∗a)m−j b∗j
=
m∑
i=0
(
m
i
)2
(1 − x)ixm−i ⊗ (1 − x)m−ixi +
∑
xk ⊗ yk,
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where
∑
xk ⊗ yk is a finite sum, xk contains some power of a or a∗ and yk contains
some power of D. Hence using Lemma 4.1, we have
h(xm)1 =
m∑
i=0
(
m
i
)2
h((1 − x)ixm−i )(1 − x)m−ixi
=
m∑
i=0
(
m
i
)2
h((1 − x)ixm−i )
m−i∑
j=0
(−1)m−i−j
(
m− i
j
)
xm−j
=
m∑
j=0

m−j∑
i=0
(
m
i
)2 (
m− i
j
)
(−1)m−i−j h((1 − x)ixm−i )

 xm−j .
For m = 0, we just have h(1) = 1. For m  1, since 1, x, x2,. . . , xm are linearly
independent, so that if j /= m implies
m−j∑
i=0
(
m
i
)2 (
m− i
j
)
(−1)ih((1 − x)ixm−i ) = 0.
Taking j = 0, we get
m∑
i=0
(
m
i
)2
(−1)ih
(
i∑
k=0
(
i
k
)
(−1)i−kxm−k
)
= 0,
i.e.
m∑
i=0
i∑
k=0
(
m
i
)2 (
i
k
)
(−1)kh(xm−k) = 0.
Switching the order of summation, we have
m∑
k=0
m∑
i=k
(
m
i
)2 (
i
k
)
(−1)kh(xm−k) = 0.
Therefore
m∑
i=0
(
m
i
)2
h(xm) =
m∑
k=1
m∑
i=k
(
m
i
)2 (
i
k
)
(−1)k+1h(xm−k),
i.e.
h(xm) = 1∑m
i=0
(
m
i
)2
m∑
i=1
(
m∑
i=k
(
m
i
)2 (
i
k
))
(−1)k+1h(xm−k).
The last step h(xm) = 1
m
is easy to check by using calculus. 
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