Change detection in multiple images of the same scene taken at different times is of significant interest because of its relevance in a number of applications, such as video surveillance, medical diagnosis, and remote sensing [1] .
Video surveillance is the most important application among those mentioned above. Video surveillance is useful for security enhancement in places such as airports, museums, and shopping malls, which require continuous monitoring. This is an extremely computational intensive task, due to the amount of information that must be processed and transferred within the network. Hence, an automated video surveillance system in commercial and defence applications is greatly needed. Several processes in a full-fledged surveillance system include change detection, coding and communication of image data, local and global decision-making, all related to the significance of events taking place at the scene, decision fusion, and object or target recognition.
Distributed Signal Processing, Distributed Networks, and Distributed Detection
Distributed signal processing in a network has several advantages, such as reducing the amount of communication in the network, reducing the risk for node failures, and helping the fusion center from becoming overwhelmed with large quantities of raw data from the nodes. Typically, distributed or collaborative signal processing can be classified into two areas: distributed detection and distributed estimation. This thesis mainly deals with the principles of distributed detection. A distributed network consists of intelligent nodes, which can make local decisions independently and forward them to the fusion center. Since sensors are intelligent devices, the concept of distributed signal processing can be applied to wireless sensor networks. In recent years, more research is being done in decentralized or distributed detection. The best application for distributed detection can be seen in the field of sensor networks.
Distributed detection can be performed using three major topologies: parallel, serial or tandem, and tree configurations [2] . Distributed detection in a network consisting of several nodes deals with local processing at each node followed by global processing at the fusion center. Local and global processing gives rise to local and global decisions, which in turn can be made by using Neyman Pearson criterion, Mini-max criterion, or Bayesian criterion. An automated video surveillance system can replace the traditional video surveillance system, which requires a large amount of resources and continuous human monitoring.
Distributed Image Change Detection and Its Applications

Visual Sensor Networks
A visual sensor network consists of low-cost and low-energy image sensors, which are deployed in a region of interest to observe a phenomenon and send those observations to a fusion center or base station, which makes a global assessment. As with any sensor network, a visual sensor network also suffers from constraints on resources, such as computational power, bandwidth, and energy. As new applications emerge, it is important to know the fundamental limits of information processing, encoding, fusion, communication, control, and decision-making processes in a visual sensor network. From this perspective, the information theoretic aspects play an important role in visual sensor networks. It is probably due to the feasibility of deploying sensor network platforms, that the theoretical aspects of sensor networks have recently come to the forefront of research.
One of the best examples of a visual sensor is a Cyclops camera. A Cyclops camera, depicted in Figure 1 .1, is a small low-power color camera designed jointly by Agilent Laboratories and the Center for Embedded Network Sensing at UCLA [3] .
Two test images taken from this camera are depicted in Figure 1 .2. The camera can be connected to the Crossbow's wireless motes [4] . Crossbow motes (for example, MICA2) are small wireless sensor boards that can be connected to sensors capable of sensing environmental parameters such as temperature, light, and humidity, and transmitting the measured data to other motes or a base station, which are located within their radio transmission range. Motes run the code developed in NesC language
[5] on a TinyOS operating system [6] . This combination can be used to develop several applications over a wireless sensor network. Connecting Cyclops cameras to wireless motes allows the sensor network to acquire images at regular intervals and transmit them to the desktop/laptop over a wireless channel. Such a visual sensor network can be used to extract meaningful information that can be used for object detection, recognition, motion detection, video surveillance, and monitoring applications. Due to limitation on its memory, a Cyclops camera can acquire images of resolution 64x64 pixels only, as opposed to very high-resolution images that normally are obtained by high-end cameras.
Problem Description
This thesis investigated distributed image change detection using a wireless image sensor network. A wireless image sensor network consists of image sensors or cameras as nodes. These image sensors capture images at fixed intervals of time and relay them to the base station. The main objective of the sensors is to monitor and detect changes in a given region and report these changes to the fusion center. A wireless sensor network typically operates under severe resource constraints (bandwidth, energy, etc).
Hence, it is essential to limit the communication between sensors and the fusion center as much as possible. One way to accomplish this is to allow the cameras to perform simple computations and make local decisions. These local decisions are of the form of "1" or "0," indicating change and no change, respectively. These local decisions can be relayed to a fusion center, which makes a global decision by aggregation. The process of aggregating local decisions and global decision-making is called as decision fusion [7] [8].
Several algorithms have been developed for detecting changes in images. The most simple and effective algorithm is image differencing. Image differencing is performed by taking the difference between two images of the same scene at different instances. This leads to the formation of a difference image, which can depict the regions of change in the scene being monitored. Image change can be caused by significant changes such as appearance and disappearance of objects as well as motion of objects, and insignificant changes such as sensor noise, camera motion, atmospheric absorption, and so on [1] . The challenge lies in distinguishing between significant changes and insignificant changes. This is achieved by appropriate selection of four thresholds in such a way that significant changes can be distinguished, which in turn helps to improve the system performance. Also, sending raw image data from the sensors to the fusion center increases the use of system resources such as energy and bandwidth. The challenge here lies in reducing the amount of communication between the sensors and the fusion center.
Contributions in this thesis
This thesis investigated the underlying theoretical problems of distributed image change detection in a wireless image sensor network. The system made use of four thresholds to detect local and global changes in the area being monitored. Two thresholds defined at the sensor level helped the sensor make a local decision and the remaining two thresholds were defined at the system level to help the fusion center make a global decision. Transmission of local decisions in the form of binary data, as opposed to directly sending raw image data to a fusion center, may significantly save system resources such as bandwidth, energy, and so on.
Local Change Detection
In a distributed wireless image sensor network, sensors were deployed in a random fashion to observe a particular scene or region of interest. Each sensor made its own decision without any communication from its neighboring sensor nodes. The image sensors acquired images at regular intervals and computed image difference. Each pixel in the difference image was compared to the first local threshold say T 1 . The pixels whose intensity exceeded the defined threshold were called active pixels, and those pixels whose intensity did not exceed the threshold were called inactive pixels.
The second threshold, say T 2 , helped in making a decision for change detection at the sensor level. This decision rule counted the number of active pixels and compared it with the threshold T 2 . If the count exceeded T 2 , then the image was called an active image and a decision was made for a change, otherwise the image was called an inactive image and a decision was made for no change in the scene being monitored.
In this way, a change was detected locally at the sensor level, which formed a local decision at the sensor. These local decisions were of the form of "1" for a change and "0" for no change and were relayed to the fusion center through a wireless channel.
Global Change Detection
The detected. This was the final decision in the system, which alerted the system when a change was detected.
Thesis Organization
This thesis is divided into five chapters. Chapter 1 provides an introduction to image change detection, distributed detection, distributed image change detection, and their applications, such as video surveillance. It also discusses visual sensor networks and finally describes the significance and contribution of this thesis.
Chapter 2 provides a literature survey in the fields of image change detection, distributed detection, and visual sensor networks.
In Chapter 3, processing at the sensor followed by processing at the fusion center are explained in detail.
In Chapter 4, the experimental setup followed by the results of the proposed system are presented.
Finally, the conclusion and scope of future work are presented in Chapter 5.
Chapter 2
Literature Review
Change Detection
Change detection is the process of identifying differences in the state of an object or phenomenon by observing it at different times. Change detection in images deals with identifying the set of pixels that is significantly different between two consecutive images of the same scene [1] . This identification provides the information about the existence of change and its location. Changes can be caused by appearance and disappearance of objects, movement of objects relative to the background, and shape changes of objects.
Image Change Detection and its Importance
In the literature, image change detection has been investigated in centralized systems [1] . However, decentralized image change detection is a new topic and has not been investigated. After identifying changes in two consecutive images the next step is to determine if the changes are significant or insignificant. Thresholding is an important step in distinguishing significant changes from insignificant changes.
A framework for testing and evaluating eight different thresholding algorithms for change detection in surveillance environment has been presented by Rosin and Ioannidis [9] . A change detection algorithm that uses image difference with two thresholds (one low and one high) has been developed by Bruzzone and Prieto [10] . If the pixel intensity in the corresponding difference image is greater than the higher threshold, then the corresponding pixel is categorized in a change class. However, if the difference pixel intensity is lower than the lower threshold, then the corresponding pixel is categorized in an unchanged class. The remaining pixels whose difference intensity levels lie between these two thresholds are allowed for further processing, where the spatial-contextual information based on Markov random field model is considered. It is known that intensity levels of neighboring pixels of images have significant correlation, and changes most likely can occur in connected regions rather than disjointed pixels. Using this fact, a more accurate change detection algorithm is built by considering Markov random fields, which exploits the statistical correlation of intensity levels among neighboring pixels [11] .
Applications of Image Change Detection
Image change detection has several applications, such as video surveillance, remote sensing, medical diagnosis, and under-water sensing. Video surveillance is one of the important applications of image change detection [12] , [13] . The main objective of any video surveillance system is to check for an unusual event in the scene al. [14] .
A heterogenous video surveillance system consists of fixed and mobile cameras.
The combination of cheaper and faster computing hardware with efficient and versatile sensors creates a complex system architecture leading to the development of multicamera or multi-tier systems. Change detection methods in a heterogenous video surveillance system have been presented by Foresti et al. [15] .
Automatic change detection also plays an important role in medical applications.
An intelligent framework for automatic change detection in serial MRI's has been presented by Bosc et al. [16] . Once a disease is diagnosed, long-term monitoring of disease evolution is essential. By directly comparing successively scanned images, manual detection sometimes turns out to be erroneous because small artifacts might go unnoticeable by the human eye. Hence, this framework of image change detection would help in monitoring and noticing the disease evolution.
Distributed Detection and Decision Fusion
A sensor network that makes use of distributed detection principles must combine data or decisions from all sensors at the fusion center which in turn makes a final global decision. Data fusion deals with the processing of raw data relayed by sensors at the fusion center, whereas decision fusion deals with processing of local decisions relayed by sensors at the fusion center. Thus, decision fusion can be viewed as a special case of data fusion [17] .
Decision fusion allows efficient utilization of energy and bandwidth in the network.
A decision fusion rule that fuses the local decisions from the sensors has been proposed [7] , [8] . The fact that power received at the sensors is inversely proportional to the square of the distance between the target and the sensors has been used to derive the equations for probability of detection, false alarm, and miss in [7] , [8] . The local decisions and fusion rule are derived based on a binary hypothesis testing model.
The fusion rule is derived using the total number of detections from local sensors in a wireless sensor network consisting of a large number of sensors.
In real-time applications, there is always a chance that some sensors are out of communication range of the fusion center or run out of battery power. Thus, it makes sense to consider the number of sensors in a wireless sensor network as a random variable. A Poisson random variable has been considered to represent the number of sensors in a network [8] .
A distributed sensor network that is subjected to power constraint has been considered [18] , [19] . In this model, local processing at the sensors involves amplifying and forwarding the data or observations to the fusion center. The decision rule at the fusion center is derived using Neyman-Pearson and Bayesian criteria. Decentralized detection under conditionally independent observations has been studied [18] as well as decentralized detection under independent observations [19] .
Decision fusion using hierarchial models has been presented by Niu and Varshney [8] , Chen and Varshney [20] . In large sensor networks, the sensors are deployed randomly, and some sensors might be far away from the target. Since the power received at the sensors is inversely proportional to the distance between the target and the sensors, the sensors that are far away from the target receive noisy observations.
A hierarchial model is a suitable choice for modeling such situations. In a hierarchial sensor network model, sensors that are close to each other form a cluster, and each cluster has a cluster head. These cluster heads receive data from the clustered nodes and make local decisions, which are then forwarded to the fusion center. Hence, by forming clusters in large sensor networks, noisy transmissions from the sensors can be avoided to some extent.
Three major topologies used for distributed signal processing are parallel, serial or tandem, and tree configurations [2] . It is known that decision rules can be derived by using either Neyman-Pearson, Mini-max, or Bayesian criterion. The distributed detection problem under parallel and serial topologies is tested using Neyman-Pearson and Bayesian criterion.
Typically, distributed detectors are categorized into two types, namely fixedsample size detectors and sequential detectors [21] . Fixed-sample size detectors are those that operate with a fixed number of observations that are predetermined at the time the detector is designed. On the other hand, a sequential detector is one in which the number of observations used in deciding between null or alternate hypothesis is a random variable.
Quickest change detection is one type of sequential detection that has been studied extensively in the literature [21] , [22] . The quickest change detection problem is also called a disorder problem. This problem deals with the detection of an abrupt change in distribution as soon as possible, with some constraints on rate or probability of false alarms. In the first stage, the difference at each pixel in two different images of the same scene is computed and compared with a threshold T 1 . If the difference is greater than T 1 1 is generated; otherwise 0 is generated. The next step is to count the number of "1"s or active pixels and compare it with another threshold T 2 . If the count is greater than the T 2 , 1 is generated signifying an active image; otherwise, 0 is generated which signifies an inactive image. These local decisions S i in the form of 1/0 are transmitted via a wireless channel to the base station.
Visual Sensors and Visual Sensor Networks
Suppose δ(D(x i )) represents the decision at pixel x i . Then the decision rule can be expressed as
Let p(D(x i )|H 0 ) and p(D(x i )|H 1 ) represent the class conditional density functions of inactive pixels(H 0 ) and active pixels(H 1 ), respectively. Assume that both densities follow Gaussian distributions, which are defined as
where µ 0 , µ 1 , σ 2 0 , and σ 2 1 denote the means and variances for the corresponding density functions, respectively.
Based on equations (3.1.2) and (3.1.3), the likelihood ratio can be defined as
assuming that σ 2 0 = σ 2 1 = σ 2 . Now, the likelihood ratio needs to be compared with a threshold T 1 to decide whether the change at a given pixel is significant or not. The threshold can be fixed using Bayesian criterion, Neyman-Pearson criterion, or Mini-max criterion. In this thesis, the Bayesian criterion was used to compute the threshold T 1 which is defined as
where p(H 0 ) and p(H 1 ) are the a priori probabilities that are independent of the observations. The elements C 10 , C 00 , C 01 and C 11 form a cost matrix. 
The decision statistic (D(x i )) takes the value 1 when the pixel at location x i is active and the value 0 when the pixel is inactive.
The next step is to count the number of active pixels within the difference image and compare it with another threshold T 2 . The selection of the threshold T 2 decides whether a change has occurred locally. If the number of active pixels is greater than the threshold T 2 , then the difference image is considered as an active image; otherwise it is considered as an inactive image.
Assume that the size of the image is n, and define a statistic λ 1 , which describes the sum of active pixels in the difference image as [7] [8]:
Assume the probabilities for active image or detection as P ai , probability of inactive image or rejection as P ii , probability of false alarm as P f a , and probability of miss as P miss .
The above-mentioned probabilities can be written as, [26] 
It can be shown that λ 1 follows a Binomial distribution. Let the probabilities of active pixels and inactive pixels in a difference image be represented as p ap and p ip , respectively, which are calculated as
Therefore, for a given threshold T 2 , the probabilities can be calculated as
When n is large enough, the probabilities in equations (3.1.13) to (3.1.16) can be calculated by using the Laplace-Demoivre approximation [27] as
The threshold T 2 can be fixed in the same way as that of T 1 , based on the Bayesian criterion, as
where p(H 0 ) and p(H 1 ) are the a priori probabilities for inactive and active images, respectively, and C 00 and C 11 represent the costs incurred by making correct decisions, i.e, stating active and inactive images as active and inactive images, respectively.
The elements C 10 and C 01 of the cost matrix represent the costs incurred by making wrong decisions, i.e, stating active and inactive images as inactive and active images, respectively.
Based on these calculations, if the number of active pixels exceeds the threshold 
where N i ∼ N (0, σ 2 n ) and i = {1, 2, ...m}. In order to detect incoming bits at the base station, a hypothesis test similar to the one used at the sensor level can be used at the base station also.
Let p(Y i |H 0 ) and p(Y i |H 1 ) represent the class conditional density functions of receiving bit "0"(H 0 ) and receiving bit "1"(H 1 ), respectively. In this thesis, we assume that both densities follow Gaussian distributions [28] , which are defined as
If p(H 0 |Y i ) and p(H 1 |Y i ) denote the a posteriori probabilities, the decision rule that maximizes the probability of correct decision, can be defined and stated as Figure 3 .2: Information processing flow at fusion center. Local decisions from sensors S i are relayed to the base station via a wireless channel, which is prone to additive white gaussian noise N i . The noisy versions of the local decisions are represented by Y i . Before the fusion center makes a global decision, the MAP rule is used to detect the incoming bits. With these detected bits, a fusion rule is computed to make a global decision as to whether a change has taken place or not.
Based on equations (3.2.2) and (3.2.3), the likelihood ratio can be computed as
where L(Y i ) is called the likelihood statistic. The MAP decision rule consists of comparing this ratio with the constant p(H 0 )/p(H 1 ), which is called the decision threshold.
Equations ( 
Once local decisions are detected at the fusion center, a fusion rule can be derived, which decides whether a global change has occurred or not. This is the final decision that is made at the system level. A statistic λ 2 that counts the number of "1"s received at the fusion center is defined as
Assume the probabilities for change or detection are represented as P c and for no change or rejection as P nc . At the fusion center, the probability of false alarm, denoted as P f f a and probability of miss denoted as P f miss are also calculated.
The probabilities for no change, change occurrence, false alarm, and miss can be written as [26] 
It can be shown that the sum follows Binomial distributions [7] . Let the probabilities of receiving bit "1" and bit "0" at the fusion center be represented as p 1 and p 0 respectively and are calculated as
Therefore, for a given threshold T 4 , probabilities can be calculated as
When m is large enough, the probabilities in equations (3.2.16) to (3.2.19) can be calculated by using the Laplace-Demoivre approximation [27] as
The threshold T 4 is also fixed using the Bayesian criterion as 
Performance Analysis at the Sensor
Five image sensors were placed randomly to monitor a particular region of interest consisting of several objects. Each sensor was allowed to monitor the same region in different directions. Also, each sensor took two consecutive images to detect changes. These sets of images were used for further processing. First, the difference between two consecutive images was found. The new image formed was called as the difference image. Processing at the sensor level mainly involved making two decisions. The first decision was to decide whether a pixel in the difference image is active or inactive.
For this purpose a threshold T 1 was defined. After conducting several experiments, the threshold T 1 was set to 75. The next step involved counting the number of active pixels in the difference image. Using this number, the probabilities for active pixels and inactive pixels were computed. The second decision was to decide whether the difference image is active or inactive. This was the final decision that is made at the sensor level. In order to make this decision, a second threshold T 2 was defined.
The performance at the sensor level was analyzed using ROC curves. ROC curves were generated at the sensor level by fixing the first threshold T 1 and varying the threshold T 2 between 1 and 100. Different ROC curves were generated by using different thresholds. As shown, the lock was removed before taking the second picture. The first set of images were taken from a camera that is a small distance from the monitored area as opposed to the second set of images which were taken at a closer proximity. The ROC curves for each set of images are shown in Figures 4.3 and 4 .5. The plots indicate that each choice of the threshold led to a pair of detection and false alarm rates somewhere on the ROC curve. Also, for any choice of the threshold, the detection rate was always higher than the false alarm rate, so the ROC curve is bowed upward.
Another observation was that the change was significant for the second set of images, which were taken by the sensor closer to the region of interest. It can be implied that the closer the image sensor is to the region of interest, the better the resolution, resulting in a greater number of active pixels. Hence, λ 1 was higher in the second set of images compared to the first set of images. This resulted in improved change detection at the second sensor. 
Performance Analysis at the Fusion Center
The sensors send their local decisions in a binary form to the base station through an additive white Gaussian (AWGN) channel. Processing at the fusion center involved two steps. The first step was to detect the local decisions transmitted over the noisy channel. For this purpose, a threshold T 3 was defined at the fusion center to detect the binary local decisions transmitted from each sensor. After conducting several experiments, the threshold T 3 was set to 1.5.
The second processing step involved making a global decision for change detection.
For this purpose, the fourth threshold T 4 was defined. The performance of the system at the fusion center was evaluated by using ROC curve. This ROC curve is generated by fixing the third threshold T 3 and varying the fourth threshold T 4 from 1 to 5.
Three different types of curves were generated by considering two, three and four out of five local detections, respectively. The plots for these three cases are illustrated in 
Chapter 5
Conclusion and Future Work
Conclusion
In this thesis, a solution to a distributed image change detection problem in a wireless image sensor network was proposed. The system made use of four thresholds in order to make local and global decisions in the area being monitored. Two thresholds defined at the sensor level helped in making local decisions at the sensor level, and two thresholds defined at the fusion center helped in making global decisions about change in the scene that was being monitored.
Future Work
In this thesis, it was assumed that an additive white Gaussian noise channel corrupts local decisions transmitted from sensors. In the future, a system could be developed for real-world applications with more realistic models of channel noise. In this application, it was assumed that five sensors observed the region of interest, and the sensors did not communicate with their neighbors during local decision making.
This work could be extended in the future by using more sensors, and also a system which considers the sensors communicating with their neighbors could be developed.
