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Riassunto 
L’obiettivo del presente lavoro di tesi consiste nel constatare la capacità del Ground 
Penetrating Radar (Georadar, GPR) nelle prospezioni geoarcheologiche nell’identificare la 
presenza di possibili targets riconducibili a strutture d’interesse. 
Quanto detto è stato raggiunto seguendo un percorso ragionato che ha previsto, in primo 
luogo, la costruzione di un’efficace sequenza processing del dato, cercando di giustificare 
sotto un’ottica critica quanto più possibile ogni singolo step e analizzando al contempo quei 
passaggi spesso non convenzionali nel mondo dell’elaborazione dati GPR. 
Il dato elaborato è stato quindi sfruttato per la realizzazione di determinati sets di time slices 
da cui poter osservare la presenza, al variare della profondità temporale, di aree 
particolarmente riflettive da connettere a probabili strutture antropiche sepolte. 
Un’ultima fase lavorativa, consequenziale alle precedenti, è  infine rivolta all’interpretazione 
dei radargrammi soggetti a processing mediante l’analisi di un numero campione di profili 
interessanti i targets individuati. 
Si è dunque cercato di fornire una probabile origine alle riflessioni maggiormente 
caratterizzanti i radargrammi. 
Nello specifico l’oggetto del presente studio ha previsto l’acquisizione, l’elaborazione e la 
restituzione dei dati rilevati nel corso del progetto di ricerca geoarcheologica svolta nel 
contesto del sito archeologico dell’abbazia medievale di Badia Pozzeveri (Altopascio – LU, 
figura 1) la cui struttura doveva probabilmente occupare un’area più ampia rispetto a quella 
odierna. 
L’ipotesi animatrice dell’indagine non sembra essere frutto di semplici speculazioni: una 
maggiore estensione della struttura ecclesiastica, oggi non più visibile, sembra infatti 
confermata dalla letteratura in materia ed inoltre la stessa forma in pianta attuale denuncia di 
per se geometrie anomale nei confronti dei canoni di costruzione delle “colleghe” la cui 
origine è contemporanea. 
In particolare due sono state le prospezioni interessanti l’area immediatamente prospiciente la 
facciata dell’abbazia, ad un primo survey realizzato mediante strumentazione monocanale 
(avente frequenza nominale pari a 400 MHz) ne è seguito un secondo tramite tecnologia 
multicanale denominata STREAM X (7 canali, frequenza nominale 200 MHz). 
La motivazione che ha spinto all’esecuzione di due indagini è da ricondurre alla volontà di 
confermare quanto deducibile dal primo sondaggio, sfruttando le capacità del GPR 
multicanale il cui uso consente, in tempi di lavoro ragionevoli, una maggiore copertura della 
zona interessata. 
L’elaborazione dei dati è stata realizzata mediante GPR Slice, uno dei software più completi e 
diffusi per il trattamento dei dati radar. 
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Nei riguardi della tesi in oggetto essa può essere pensata come articolata in parti quali: 
1. Inquadramento dell’area indagata 
2. Aspetti teorici 
3. Breve analisi della strumentazione utilizzata e processing del dato 
4. Restituzione del dato attraverso la costruzione e la visualizzazione di time slices 
5. Interpretazioni delle principali riflessioni caratterizzanti i radargrammi soggetti ad 
elaborazione  
Ad un breve inquadramento dell’area indagata segue quindi una seconda fase che abbraccia 
ciò che concerne la teoria della fisica delle onde elettromagnetiche e del GPR, includendo 
inoltre gli aspetti base relativi alle proprietà di un’antenna. 
Nella terza fase l’attenzione è rivolta in primo luogo sulla strumentazione impiegata e sui 
parametri d’acquisizione (polarizzazione antenna, frequenza nominale, time window, 
campionamento spaziale, temporale e risoluzione) ed in secondo luogo al processing del dato. 
In particolare i dati grezzi, sia mono che multicanale, dopo essere stati sottoposti al pre-
processing (detrendizzazione del dato e ricerca di un T0 comune) vengono soggetti ad 
elaborazione seguendo, per quanto riguarda i dati multicanale, due diversi approcci, un primo 
sviluppato attraverso gli steps ritenuti necessari ed un secondo caratterizzato da passaggi 
rientranti in ciò che spesso viene definito over processing. 
Ciò al fine di valutare se l’applicazione di quest’ultimi al dato possa portare reali benefici 
nella visualizzazione del target d’interesse. 
Il primo processing flow prevede dunque quei passaggi comuni nell’elaborazione dati GPR 
quali: filtraggio passa banda, recupero delle ampiezze e rimozione del background. 
Il secondo processing flow include gli steps appena citati arrichendo il tutto con: spectral 
whitening, deconvoluzione spiking, deconvoluzione omomorfa e filtraggio boxcar, passaggi 
questi spesso non applicati in ambiente georadar per la natura stessa dell’onda 
elettromagnetica. 
La fase in questione è stata chiaramente svolta con un’ottica critica per una valutazione 
dell’effettiva efficacia dei singoli passaggi e di come questi si riflettano nell’elaborazione e 
nella restituzione del dato. 
Dopo un’attenta comprensione dei parametri di costruzione, alle tre elaborazioni (monocanale 
+ multicanale minima ed “avanzata”) è seguita la realizzazione di time slices, al fine di poter 
osservare le variazioni d’ampiezza al variare della profondità e di comprendere, se possibile, 
gli effettivi vantaggi e svantaggi in termini qualitativi (e di tempistica di lavoro) apportati 
dalle diverse sequenze d’elaborazione seguite. 
Un metro di paragone per le time slices è stato in particolare offerto dall’elaborazione eseguita 
direttamente in sito nell’immediato post acquisizione tramite software GREED che ha 
prodotto l’immagine di figura 2. Si tratta comunque di un’elaborazione semplicistica (date 
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anche le ridotte soluzioni offerte dal software) i cui risultati tendono ad offrire geometrie dallo 
stampo “ideale” il cui compito consiste esclusivamente nel fornire un punto di partenza per lo 
studio del volume indagato. 
L’ultima fase include infine l’analisi dei radargrammi, attraverso il quale si cerca di fornire 
una possibile origine alle riflessioni più evidenti e/o caratteristiche; un aiuto è stato qui fornito 
dal software il quale prevede la possibilità di effettuare incroci tra i profili e le time slices. 
L’esito dell’intera operazione può essere reputato più che positivo, l’indagine monocanale 
sembra infatti rilevare corpi riconducibili a strutture sepolte (figura 3) e ciò sembra essere 
confermato dall’indagine multicanale (capace per altro d’individuare ampiezze d’onda riflesse 
non riscontrate dal monocanale); malgrado l’area coinvolta da quest’ultima sia in realtà meno 
estesa dal settore investigato dal GPR monocanale, evidenti sono i targets comuni individuati 
(figura 4).  
Tali oggetti sembrano dunque confermare l’ipotesi della modifica strutturale dell’abbazia nel 
corso nei secoli, la quale in passato doveva vantare un’estensione decisamente più ampia 
rispetto a quella oggi visibile. 
Inoltre l’applicazione di passaggi del processing non convenzionali al dato grezzo ha 
permesso di ottenere, al contrario di quanto talvolta accade (overprocessing), immagini 
migliori rispetto a quelle ottenute attraverso un’elaborazione base. 
 
 
 
 
0 10 m 
Nord 
Figura 1 – Abbazia di Badia Pozzeveri. In rosso l’area soggetta ad in indagine GPR 
monocanale, in giallo area soggetta ad indagine GPR multicanale. 
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Figura 3 – Time slice 12 – 13 ns relativa al dato monocanale, evidenti le ampiezze 
riconducibili a strutture murarie sepolte. Il settore delimitato in blu identifica l’area 
interessata da indagine multicanale.  
Figura 2 – Pianta dell’abbazia di Badia Pozzeveri contornata dai settori interessati da prospezione GPR. Le aree 
sono elaborate mediante il software GREED il quale permette solamente un processing del dato di massima ed 
una restituzione di time slices i cui targets assumono direzioni fortemente ideali; tale elaborazione è 
solitamente eseguita nell’immediato post acquisizione al fine di ricavare un punto di partenza per un’analisi 
maggiormente accurata e studiata. Le zone laterali (frecce in nero) non sono trattate nel presente lavoro. 
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Figura 4 – (a) e (b) Time slices, rispettivamente relative ad una profondità temporale di 10 – 14 e    
23 – 27 ns, costruite a partire dal dato multicanale soggetto a processing “avanzato”. Le linee 
indicano la struttura non rilevata dall’indagine monocanale. 
(a) 
(b) 
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Introduzione 
Nell’ambito della salvaguardia dei beni archeologici i metodi non invasivi di analisi del 
sottosuolo ormai ricoprono un ruolo fondamentale. 
La limitatezza delle risorse finanziarie non permette, in molti casi, di realizzare scavi su aree 
molto estese e per questo motivo la strategia degli scavi archeologici è cambiata 
drasticamente negli ultimi decenni. 
In molti siti, la spesa e il tempo necessario per effettuare scavi a larga scala impedisce la 
raccolta d’informazioni sulle risorse culturali sepolte; spesso non è assolutamente possibile 
scavare e ciò impedisce all’archeologo di ottenere informazioni. 
Gli studi recenti legati ai metodi d’esplorazione geofisica e alle tecniche d’acquisizione ed 
elaborazione dei dati per l’individuazione di superfici e strutture sepolte hanno dimostrato le 
grandi potenzialità della geofisica che è diventata strategica per la progettazione di un 
eventuale scavo futuro. 
Uno dei più recenti metodi di esplorazione geofisica, che ha ricevuto ampi consensi tra gli 
archeologi, è il Ground Penetrating Radar (GPR, Georadar), in grado di definire, in maniera 
veloce ed accurata, i lineamenti di corpi sepolti d’interesse archeologico e le stratigrafie in tre 
dimensioni, consentendo un notevole risparmio di tempo e denaro. 
Nello specifico, raramente l’intera area d’interesse viene completamente scavata; in questo 
caso le informazioni ottenute da un rilievo GPR relative all’estensione e distribuzione delle 
strutture d’interesse archeologico possono permettere di estrapolare i risultati ottenuti in 
corrispondenza di piccoli saggi di scavo. 
Tipicamente, il GPR è usato per “mappare” le strutture d’interesse archeologico a profondità 
che vanno da poche decine di centimetri a qualche metro; un rilievo radar, i cui risultati 
possono identificare eventuali strutture sepolte d’interesse, può quindi fungere da guida per un 
possibile scavo futuro. 
In passato, i primi sistemi GPR registravano i dati in forma analogica (su carta) e questo 
limitava notevolmente l’elaborazione dei dati. 
Sebbene questi sistemi radar potevano consentire di ottenere preziose informazioni 
riguardanti il sottosuolo, con il progresso tecnologico, i moderni sistemi GPR acquisiscono i 
dati in forma digitale direttamente sul disco fisso, consentendo così l’elaborazione dei dati 
grezzi immediatamente dopo l’acquisizione. 
Il potenziamento dei nuovi computer e lo sviluppo di nuovi software ha portato un rapido 
miglioramento nell’interpretazione dei dati, permettendo una migliore risoluzione del 
sottosuolo. 
Il presente lavoro si colloca all’interno delle indagini geoarcheologiche in corso nel contesto 
dell’abbazia di Badia Pozzeveri (LU), basate sull’ipotesi della presenza nel sottosuolo 
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adiacente all’abbazia di resti sepolti relativi a strutture murarie, indice di una maggiore 
estensione della struttura ecclesiastica oggi non più visibile. 
Sfruttando quest’ipotesi, l’obiettivo della Tesi di Laurea consiste nel constatare l’efficacia del 
GPR, mono e multicanale, nei survey archeologici, verificando la presenza di possibili targets 
d’interesse coerenti con quanto ipotizzato dagli archeologi. Per raggiungere questo scopo è 
stato necessario realizzare un’efficace sequenza di elaborazione del dato radar ed una 
restituzione di quest’ultimo in forma di time slice, arrivando a fornire, nelle parti conclusive 
del lavoro, un’interpretazione delle ampiezze delle riflessioni GPR rilevate.  
Nella fattispecie una prima indagine GPR monocanale a 400 MHz, eseguita nell’estate del 
2011, ha in effetti rivelato la presenza di probabili strutture sepolte riconducibili a quanto 
sopra detto; un primo scavo preliminare ha confermato tutto ciò. 
Visti i risultati positivi, è dunque seguita l’anno successivo un’indagine multicanale (200 
MHz, 7 canali) in grado di svolgere, in tempi ridotti, una raccolta del dato decisamente più 
densa i cui risultati hanno convalidato quanto già visto con il monocanale incoraggiando 
nuovi scavi. 
Lo studio in esame si apre con un breve inquadramento del contesto operativo, sia sotto un 
punto di vista geologico – geomorfologico che storico. 
Il capitolo 2  vede analizzata la natura fisica dei principi del GPR discutendo in primo luogo 
di come i parametri elettromagnetici di un mezzo possano influenzare la propagazione del 
segnale GPR ed in secondo luogo della natura dell’onda elettromagnetica e dei suoi principali 
parametri di attenuazione non strettamente legati ai parametri del mezzo attraversato. 
Le caratteristiche del GPR sono dunque le protagoniste del capitolo 3, dove vengono 
esaminati i fattori regolanti la performance di un georadar e l’acquisizione del dato, 
procedendo poi con ciò che riguarda la visualizzazione di quest’ultimo: il radargramma ed i 
suoi fenomeni caratterizzanti. 
Il capitolo 4 è dedicato a ciò che concerne uno degli elementi chiave del GPR, le antenne, con 
un excursus sulla natura fisica dell’energia da esse irradiata, i parametri base, i pattern di 
radiazione e la polarizzazione del segnale trasmesso. A conclusione del capitolo è presente 
una breve trattazione riguardante le antenne multicanale. 
Il capitolo 5 è dedicato alla trattazione teorica dell’analisi cepstrale e della deconvoluzione 
omomorfa, un metodo volto alla rimozione delle multiple esaminato in sede di processing del 
dato, poco conosciuto e necessitante di un breve approfondimento. 
Il capitolo 6 è quello che può essere considerato come il cuore dell’intero lavoro, viene infatti 
descritta l’acquisizione, la strumentazione adoperata ed i vari steps processing adoperati allo 
scopo di elaborare il dato grezzo.  
Nel capitolo 7 viene esposta la sequenza dei passaggi volti alla costruzione delle time slices 
presentandone, a conclusione, le più significative in cui risultano evidenti i targets di 
possibile interesse archeologico. 
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Infine, con il capitolo 8, si procede con l’interpretazione delle riflessioni rilevate nei 
radargrammi elaborati, fornendo una chiave di lettura dei dati radar utile per la progettazione 
di scavi mirati e l’allargamento di quelli già esistenti 
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Capitolo 1 
Inquadramento dell’area di Badia Pozzeveri 
 
1.1 Sintesi degli aspetti geologico - geomorfologici  
La frazione di Badia Pozzeveri, precedentemente parte del Comune di Capannori, è accorpata 
al Comune di Altopascio (LU) dal 1925. 
Essa è ubicata nella parte più orientale del comune ed è territorialmente inserita nel contesto 
della Piana Lucchese. 
Il territorio comunale è in larga parte pianeggiante, ad eccezione della parte più settentrionale 
dove iniziano i modesti rilievi collinari di Montecarlo e Porcari. 
La pianura a sua volta si può distinguere in una “pianura alta” costituente la maggior parte del 
territorio orientale ed una “pianura bassa” sita nella parte sud-occidentale dell’area comunale 
e comprendente le terre bonificate nel corso del XIX secolo. 
Il Comune di Altopascio ha un’estensione di circa 29     e fa parte dei terreni leggermente 
rialzati sul livello del mare (circa 19 s.l.m) costituenti lo spartiacque tra i paduli di Fucecchio 
e di Bientina. 
I depositi affioranti nel territorio comunale di Altopascio sono tutti di tipo sedimentario 
continentale pleistocenici (1.800.000÷120.000 anni fa). 
L’area compresa tra Lucca, Montecarlo e Vinci fu infatti occupata da un vasto bacino 
lacustre, del quale sono testimonianza i sedimenti argillosi, talvolta lignitiferi, che affiorano in 
vari punti del territorio. 
Verso l’alto questo deposito passa gradualmente a conglomerati e sabbie che indicano un 
ambiente di deposizione fluviale e che rappresenta la chiusura del ciclo di sedimentazione. 
Movimenti tettonici successivi di sollevamento favoriscono l’instaurarsi di un nuovo processo 
de posizionale su base erosiva, che va a formare la spianata morfologica delle Cerbaie. 
Il substrato roccioso che affiora sui rilievi circostanti (M. Pisano, Pizzorne, M. Albano) viene 
invece segnalato, sulla base d’indagini geofisiche, ad una profondità di circa 1000 m. 
Le formazioni individuabili sono quindi le seguenti: 
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- Depositi fluviali e lacustri di bacino 
Argille di Marginone (Età: Villafranchiano medio – sup, Pleistocene inf.) 
Argille azzurre e grigie con lignite, resti di vertebrati, faune a gasteropodi dulcicoli e 
associazioni polliniche; nella parte alta della formazione le argille assumono colorazioni dal 
bianco al grigio al rosso ocra. 
Sono inoltre presenti livelli di ghiaie arrossate in matrice argillosa e sabbiosa. 
Ciottoli di Montecarlo (Età: Villafranchiano sup.) 
Conglomerato debolmente cementato in matrice sabbiosa, di colore variabile dal beige al 
rosso ocra; presenti anche livelli di spessore variabile di sabbie monogranulari fini ed argille 
grigio-azzurre. 
I litici hanno dimensioni variabili fino a 20 cm e sono costituiti prevalentemente da quarziti ed 
in subordine da materiali della Successione Toscana. 
- Depositi fluviali e lacustri del ciclo delle Cerbaie 
Formazione delle Cerbaie (Età: Pleistocene medio) 
Argille, sabbie e ghiaie di colore variabile dal beige al rosso ocra, di spessore compreso da  
pochi ad alcune decine di m. 
Frammenti litici sono riconducibili derivanti dai M. Pisani (quarziti) ed altri di derivazione 
appenninica; è presumibile che nella zona nord gli affioramenti siano rimaneggiamenti di 
elementi della formazione dei “Ciottoli di Montecarlo”. 
Si trovano in discordanza stratigrafica sui sedimenti del precedente ciclo. 
- Depositi olocenici 
Alluvioni recenti ed attuali (Età: Olocene) 
Sono costituite da ghiaie, sabbie, limi ed argille in rapporti variabili; nelle valli della zona 
nord prevale il ciottolame, mentre nelle aree di pianura sono predominanti limi ed argille.  
Depositi palustri (Età: Olocene) 
 
Costituiti essenzialmente da argille e torbe, sono presenti nella zona depressa del lago di 
Sibolla. 
 
Terreni di riporto (Età: Olocene) 
 
Rappresentano i riporti di terreno effettuati per la realizzazione del piano di imposta di edifici 
ed infrastrutture.  
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1.1.1 Condizioni tettoniche 
 
L’evoluzione tettonica della zona centrale del bacino di Lucca – Montecarlo – Vinci ha 
guidato le fasi deposizionali succedutesi a partire dal tardo Pliocene. 
Infatti nella depressione pleistocenica che va dal M. Pisano al M. Albano si instaura, come 
visto, un ambiente di sedimentazione lacustre che con il diminuire della componente negativa 
(subsidenza) tende a divenire fluviale. 
Alla fine del Pleistocene inferiore i movimenti di subsidenza subirono un’interruzione a causa 
dei movimenti positivi responsabili del brusco sollevamento dei rilievi circostanti  probabile 
tilting verso SE dei depositi lacustri. 
Alla fine del Pleistocene medio, un altro evento tettonico fu responsabile del basculamento 
verso NW dei depositi delle Cerbaie, delimitato a sud da una faglia trasversale alle direttrici 
tettoniche dell’Appennino settentrionale. 
 
1.1.2  Geomorfologia 
 
I fattori evolutivi di maggior rilievo sono legati all’azione gravitativa lungo i versanti e 
all’azione delle acque correnti superficiali.  
Entrambi questi processi sono però controllati dall’energia del rilievo ovvero dall’acclività dei 
versanti: dato che queste sono complessivamente modeste anche l’attività morfoevolutiva 
risulta particolarmente limitata. 
I principali processi si sviluppano quindi nella zona nord del territorio comunale e lungo le 
scarpate di raccordo tra il pianalto (terrazzo fluviale pleistocenico) e le pianure laterali. 
 
1.2 Inquadramento storico – archeologico  
La chiesa di San Pietro di Pozzeveri, già abbazia del monastero camaldolese di San Pietro e 
sita nell’omonima località del comune di Altopascio (LU), insieme al suo campanile 
rappresenta ad oggi l’unico edificio superstite dell’antico cenobio1. 
L’ubicazione dell’abbazia era particolarmente felice, costruita su una leggera prominenza di 
circa 20 m s.l.m., grazie a cui era possibile dominare la distesa lacustre e gli acquitrini 
circostanti il settore nord orientale del lago di Sesto, era infatti posta a breve distanza del 
tratto principale della via Francigena, la quale rivestiva il ruolo di uno dei principali 
collegamenti stradali dell’area a cavallo dell’anno mille, collegante Lucca con Altopascio. 
La prima menzione della località di Pozzeveri si ha intorno alla metà del X secolo con la 
concessione ad alcuni coloni di terreni destinati ad uso agricolo in affitto da parte del 
marchese di Tuscia Umberto. 
                                                          
1
 Complesso strutturale rappresentante la residenza di un ordine monacale cenobita 
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Nel 1039 la località è nuovamente nominata nelle carte lucchesi dell’epoca come un borgo 
comprendente due edifici ecclesiastici: la chiesa di Santo Stefano, mai più citata già a partire 
dal 1044  e, per l’appunto, la chiesa di San Pietro. 
Nel 1056 quest’ultima diviene sede di una comunità sacerdotale, la nuova canonica, costruita 
secondo i costumi della riforma clericale in atto in quegli anni, è la terza ad essere istituita 
nella diocesi lucchese dopo la canonica di Santa Maria a Monte (1025) e la canonica della 
cattedrale di San Martino (1048); con la fine del secolo la canonica di San Pietro diviene un 
monastero. 
Tale trasformazione è riconosciuta nel privilegio di Papa Urbano II (1 febbraio 1095), con il 
quale è sancito il diritto di libera sepoltura. 
Contemporaneamente a queste vicende si ha inoltre notizia di un ospedale annesso al 
monastero, cosa che testimonia il forte legame tra l’istituzione monastica e la viabilità 
francigena. 
L’abbazia, finanziata dai nobili locali, riceve ulteriori donazioni nel corso del XII e XIII 
secolo, ampliando così il proprio patrimonio immobiliare, il quale, stando ad una stima del 
1260, arriverà addirittura a raggiungere il valore di 2800 lire (cifra che è tra le più alte della 
diocesi dell’epoca). 
Con l’avvento del XIV secolo la situazione cambia radicalmente, le continue guerre che si 
succedono nel territorio toscano coinvolgono in prima linea l’area dell’abbazia con il 
conseguente danneggiamento e degrado dell’istituzione. 
Quest’ultima si avvia così ad una decadenza continua fino alla definitiva soppressione 
dell’ente, unito, a seguito della bolla pontificia del 3 luglio 1408, al capitolo della cattedrale 
lucchese. 
Con l’età moderna l’abbazia di San Pietro diviene infine parrocchia dell’insediamento sparso 
di Pozzeveri, delimitato a nord dalla già citata via Francigena ed a sud dalle paludi del lago di 
Sesto. 
La chiesa e la torre campanaria hanno subito, nel corso del XIX secolo, innumerevoli 
interventi di ristrutturazione che ne hanno alterato la veste originaria di stampo romanico, 
malgrado ciò la pianta della chiesa, il suo transetto e la sua tribuna, così come la porzione 
inferiore della torre, risultano ancor’oggi ben leggibili. 
Dell’abbazia medievale si conservano in alto dunque le strutture della torre campanaria, fino 
al terzo superiore, e della chiesa (figura 1.1) 
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I resti della stessa abbazia, ovvero il refettorio, il chiostro e gli ambienti abitativi del 
monastero, risultano essere completamente sepolti. 
La presenza di un pozzo, a sud della chiesa, forse compreso nel chiostro del monastero, 
testimonia comunque lo sviluppo delle strutture abbaziali a sud dell’edificio sacro, l’area 
adiacente al fianco nord doveva essere invece adibita, almeno nella sua gran parte, a spazio 
cimiteriale. 
Un muro di cinta, infine, cingeva gli spazi monastici. 
Nei riguardi delle strutture abitative, più volte citate in letteratura e poste all’esterno del 
complesso in esame, essendo costruite con materiale deperibile e/o in muratura, ad oggi non 
vi è alcuna traccia apprezzabile. 
 
 
 
 
 
 
 
 
 
 
Figura 1.1 – La chiesa, il campanile, gli edifici della canonica e gli altri annessi 
di San Pietro di Pozzeveri come appaiono oggi. 
Nord 
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Capitolo 2 
Principi elettromagnetici del Ground Penetrating Radar 
La natura fisica del GPR è fortemente legata alle caratteristiche del materiale attraversato.  In 
questo capitolo verranno quindi espressi i termini elementari interessanti la natura dell’onda 
elettromagnetica discutendo, dopo una breve introduzione sulle proprietà di un materiale, 
come queste possano influenzare la propagazione dell’onda in termini di velocità ed 
attenuazione.  
A complemento verranno inoltre trattati altri fattori d’attenuazione non legati intimamente ai 
parametri dei materiali. 
 
2.1 Il campo elettromagnetico 
La radiazione elettromagnetica è la forma d’energia associata all’interazione elettromagnetica  
ed è responsabile della propagazione, nello spazio e nel tempo, del campo elettromagnetico 
sottoforma di onde elettromagnetiche. 
Tale radiazione è un fenomeno a carattere ondulatorio dato dalla propagazione in fase di un 
campo elettrico ed un campo magnetico, oscillanti in piani ortogonali tra loro e perpendicolari 
alla direzione di propagazione dell’onda. 
La radiazione elettromagnetica è descritta matematicamente come soluzione dell’equazione 
delle onde, ottenuta a partire dalle equazioni di Maxwell come definito 
dall’elettromagnetismo classico (Mencuccini e Silvestrini, Elettromagnetismo-ottica, 1988). 
L’esistenza delle onde elettromagnetiche fu prevista da Maxwell, il quale elaborò la prima 
teoria moderna dell’elettromagnetismo, raggruppando in un’unica teoria tutte le precedenti 
osservazioni, esperimenti ed equazioni non correlate. 
Egli dimostrò, infatti, in una serie di quattro equazioni differenziali (derivanti dalle rispettive 
integrali) la descrizione del campo elettrico e di quello magnetico nello spazio vuoto (tabella 
2.1) e in un mezzo (tabella 2.2), e le loro interazioni con la materia. 
La prova sperimentale dell’esistenza delle onde elettromagnetiche è dovuta però ad Hertz 
(1888) il quale per generarle usò sorgenti elettriche, ovvero dispositivi in cui le cariche 
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elettriche di un conduttore venivano poste in rapida oscillazione (accelerate), costituente un 
dipolo elettrico oscillante. 
Un dipolo, eccitato da una differenza di potenziale ad alta frequenza, genera un campo 
elettrico parallelo al dipolo. Le cariche elettriche in moto all’interno di quest’ultimo campo 
generano a loro volta un campo magnetico perpendicolare al dipolo stesso 
Al fine di rappresentare le proprietà totali di un campo magnetico nello spazio vuoto, privo di 
cariche e di correnti (q ed i = 0) si utilizzano due vettori, definiti rispettivamente    (intensità 
del campo elettrico [V/m] ) e     (induzione magnetica [T]). 
Tabella 2.1  
 Forma differenziale 
Legge di Gauss       
Legge di Faraday 
       
  
  
 
Legge di Gauss       
Legge di Ampère-Maxwell 
      
 
  
  
  
 
 
Nel caso in cui la perturbazione elettromagnetica si propaghi all’interno di un mezzo è 
necessario introdurre due nuove quantità vettoriali:     (induzione elettrica [    ] )  e     
(campo magnetico [    ] ). A causa dell’interazione con il campo elettromagnetico la 
materia manifesta inoltre delle proprietà elettriche rappresentabili mediante uno scalare   
(densità di carica) e dal vettore    (densità di corrente [    ] ) definito come la somma di 
due componenti, rispettivamente   s (corrente di spostamento) e   c (corrente di conduzione):  
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Nel caso di corrente di conduzione, le cariche libere attratte da un campo elettrico fluiranno 
attraverso il mezzo. La quantità di carica passante attraverso quest’ultimo è quantificata 
appunto da     .  
Il termine corrente di spostamento, coniato da Maxwell, non deve trarre in inganno, in quanto 
esso non è collegato a nessun moto di carica (si pensi alla corrente circolante in un circuito in 
cui è presente un condensatore, tra le sue armature passerà infatti la corrente di spostamento 
mentre attraverso il filo conduttore circolerà corrente di conduzione). 
Tabella 2.2 
 Forma differenziale 
Legge di Gauss     
 
  
 
Legge di Faraday 
       
  
  
 
 
Legge di Gauss       
Legge di Ampère-Maxwell 
            
  
  
  
 
Fissata quindi una qualsiasi distribuzione di cariche, tramite le equazione sopradescritte è 
possibile calcolare, in funzione del tempo e dello spazio, il campo dell’onda elettromagnetica. 
I vettori utilizzati per la rappresentazione dei campi non sono tra loro indipendenti, esistono 
infatti dei legami caratterizzati dalle proprietà intrinseche del materiale considerato, tali 
legami sono di tipo lineare (ad eccezione di alcuni mezzi particolari come i ferromagnetici, 
dalla nota curva di isteresi) e vengono espressi attraverso le seguenti equazioni, dette 
equazioni costitutive: 
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Con   costante dielettrica o permettività elettrica,   permeabilità magnetica e   conducibilità 
elettrica. 
Queste tre grandezze, più avanti approfonditamente descritte, sono spesso espresse in termini 
adimensionali: 
1) permettività elettrica relativa        , con    permettività elettrica del vuoto  
       (                 ) 
2) permeabilità magnetica relativa        , con    permeabilità magnetica del vuoto 
(           ) 
3) conducibilità elettrica relativa        , con    conducibilità elettrica del rame 
       (          
     . 
In questo modo è possibile caratterizzare ogni materiale in funzione delle sue grandezze 
relative (Tabella 2.3). 
La permeabilità magnetica è il parametro meno suscettibile a variazione e quasi sempre ha 
valore unitario, al contrario la permeabilità elettrica relativa è il parametro con la più alta 
variazione ed influisce maggiormente sulla velocità dell’onda. 
Tabella 2.3 
Spazio vuoto                
Dielettrico                
Conduttore                
Magnetico                
 
E’ importante osservare che le relazioni costitutive prima elencate, pur avendo una forma 
estremamente semplice, derivano in realtà da ragionamenti piuttosto complessi. Senza 
scendere nei dettagli, possiamo dare dei cenni alle situazioni in cui ci si può imbattere: 
1) Mezzo lineare, omogeneo ed isotropo: i parametri costitutivi           sono delle costanti 
di valore noto. 
2) Mezzo non lineare: materiali ferromagnetici sono esempi di mezzi non lineari, in cui il 
modulo di     è legato al modulo di     tramite la nota curva di isteresi, che è tipicamente 
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una curva non lineare. In termini di parametri caratteristici del mezzo, un mezzo è non 
lineare quando risulta                        dunque i vettori    ,     e    
dipendono dall’ampiezza dei campi         . 
3) Mezzo non omogeneo e anisotropo: quando i parametri del mezzo sono funzione della 
posizione; si ha cioè:           ,           ,           . 
Come vedremo in seguito le proprietà elettriche e magnetiche dei materiali naturali 
controllano la velocità di propagazione delle onde radar. Nel caso del GPR le proprietà 
elettriche sono molto più importanti delle proprietà magnetiche. 
 
2.2 Equazione delle onde elettromagnetiche 
Le onde possono essere distinte in due specifiche classi
2
: elastiche, necessitanti di un mezzo 
materiale affinché esse possano propagarsi, ed elettromagnetiche, le quali non richiedono 
necessariamente un mezzo di propagazione. Quest’ultime sono generate da un sistema di 
cariche accelerate le quali producono un campo elettrico E(x,y,z,t) ed un campo magnetico 
B(x,y,z,t) tra loro ortogonali e si propagano in una terza direzione (data dal prodotto vettoriale 
      ) ortogonale a sua volta ai piani di oscillazione,. 
Con riferimento alla terminologia utilizzata nella descrizione dei fenomeni ondulatori, si dice 
che E(x,y,z,t) e B(x,y,z,t) costituiscono le funzioni d’onda descriventi un’onda EM. 
Una situazione particolare è costituita dalle cosiddette onde piane, descritte ad esempio dalla 
funzione E(z,t), spazialmente unidimensionale, dipendente dalla sola coordinata spaziale z 
oltre che dal tempo t. 
Un tipo particolare, ma molto importante, di onda piana è l’onda piana armonica, la cui 
funzione d’onda, sempre riferita al campo elettrico è: 
                    
Il nome di onda piana deriva dal fatto che la perturbazione, in un certo istante t0, assume lo 
stesso valore E (z0,t0) in tutti i punti del piano d’equazione z = z0 ortogonale all’asse di 
propagazione z (figura 2.1). 
                                                          
2
 In generale si definisce come onda una qualsiasi perturbazione, impulsiva o periodica, che si propaga con una 
velocità ben definita. 
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Tutte le funzioni d’onda piane soddisfano all’equazione differenziale, detta appunto 
equazione delle onde piane o equazione di d’Alembert: 
   
   
 
  
  
   
   
 
Dove, per semplicità, il mezzo è considerato non dissipativo, omogeneo (      indipendenti 
dalle coordinate spaziali) e con velocità di propagazione costante. 
Le soluzioni generali dell’equazione di d’Alembert (nello spazio vuoto, senza cariche nè 
correnti, nell’ipotesi che i campi dipendano solo dalla coordinata z), scritte in forma 
complessa sono funzioni del tipo: 
                                                                            
     2.1 
In cui il modulo di     rappresenta l’ampiezza dell’onda, i è la parte immaginaria,    versore 
indicante la direzione di propagazione,   la lunghezza d’onda e k il modulo del vettore 
numero d’onda con     
  
 
.  
In altri termini, il numero d’onda k indica il numero di cicli per unità di lunghezza (  
  
 
). 
Si deduce che k è uguale al numero di lunghezze d’onda che stanno su una distanza di 2  
metri e da questa proprietà deriva il suo nome. 
Il significato fisico delle due funzioni sta nel fatto che esse rappresentano, per via della loro 
struttura, un fenomeno di propagazione lungo l’asse z con velocità V: 
   
 
        
 
Figura 2.1 – Propagazione di un’onda EM piana armonica con    campo elettrico,     campo magnetico,   
   lunghezza d’onda e     direzione di propagazione (Wikipedia, modificata). 
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Essendo  c  la velocità di un’onda elettromagnetica nel vuoto, pari a: 
   
 
    
 
E considerando le assunzioni fatte a proposito della permeabilità magnetica, l’equazione della 
velocità può essere semplificata come: 
  
 
   
  
2.2 
In realtà le sorgenti d’onda EM emettono onde sferiche, le quali si propagano in tutte le 
direzioni e non, come finora visto, in un’unica direzione. 
Si consideri dunque una sorgente puntiforme emittente onde elettromagnetiche armoniche in 
tutte le direzioni isotropicamente, con distanza dal centro del dipolo r: 
       
  
 
           
       
  
  
           
Con intensità dell’onda3: 
  
 
 
   
  
 
  
 
Nel caso in cui la propagazione avvenga in un mezzo che assorbe energia elettromagnetica 
l’intensità può ulteriormente diminuire, decremento tanto più forte quanto più grande è la 
distanza r dalla sorgente. 
 
 
 
 
 
                                                          
3
 Per l’onda piana l’intensità è invece pari a:   
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2.2.1 Proprietà delle onde elettromagnetiche 
Le proprietà di un’onda EM sono direttamente deducibili dalle equazioni di Maxwell: 
1) Le onde EM si muovono nel vuoto con una velocità limite della luce pari a      
       (in ambito radar essa è espressa come         ). 
2) Un’onda EM è detta essere trasversale considerando che i campi    e     sono infatti 
sempre perpendicolari alla direzione di propagazione. 
3) I vettori    e     sono sempre ortogonali fra loro. 
Un’onda elettromagnetica costituisce un fenomeno di propagazione ondulatorio, i parametri 
tipici caratterizzanti l’onda sono quindi: lunghezza d’onda, frequenza d’onda, vettore d’onda, 
velocità di propagazione ed energia associata all’onda; inoltre l’onda EM è soggetta a 
fenomeni ondulatori quali attenuazione, riflessione, rifrazione, dispersione, diffrazione e 
scattering. 
Le onde elettromagnetiche hanno un range di frequenza   molto ampio, dai pochi Hz delle 
onde radio alle radiazioni gamma con frequenze superiori ai       , che dà luogo al 
cosiddetto spettro elettromagnetico (figura 2.2).  
 
 
 
Figura 2.2 – Spettro delle onde elettromagnetiche, la banda di frequenze evidenziate in giallo 
rappresentano le frequenze  operative tipiche di un GPR, (Kraus, 1992, modificata). 
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2.3 Proprietà dei materiali 
I materiali componenti il sottosuolo sono spesso descritti come dielettrici, con i loro parametri 
genericamente chiamati proprietà dielettriche. 
In realtà il termine dielettrico descrive una classe di materiali non conducenti, ovvero 
contenenti solo cariche elettriche confinate (solidi cristallini).
4
 
Nel caso in cui, nel materiale, siano presenti alcune cariche libere, sotto l’azione di un campo 
elettromagnetico, queste fluiranno attraverso il materiale producendo attenuazione e perdita di 
energia. 
Tutti i materiali del sottosuolo possiedono alcune forme di cariche libere e mostrano alcuni 
gradi di attenuazione elettromagnetica; questi sono meglio descritti come dielettrici 
dissipativi. 
In casi estremi, in un materiale contenente un alto grado di cariche libere (materiali 
conduttori) la maggior parte di energia elettromagnetica è persa nel processo di conduzione e 
dissipata come calore. 
Quest’ultimo punto evidenzia la ragione per cui il GPR, in ambienti altamente conduttivi (ad 
esempio soluzioni saline o alto contenuto di argilla), è inefficace. 
Come già accennato, la risposta di un mezzo ad un’onda elettromagnetica è dettata da alcuni 
parametri e grandezze, sostanzialmente i principali parametri di carattere elettromagnetico 
sono: 
1) Permettività elettrica (ε) 
2) Conduttività elettrica ( ) 
3) Permeabilità magnetica ( ) 
 
 
 
 
                                                          
4
 I termini “isolante” e “dielettrico” sono considerati sinonimi, tuttavia mentre il primo definisce semplicemente 
l’impossibilità di un materiale di condurre corrente a causa dell’assenza di cariche libere, il secondo è 
generalmente usato per gli isolanti le cui molecole possono essere polarizzate se soggette ad un campo 
elettrico. 
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2.3.1 Permettività elettrica  
Esprime la capacità di un materiale di immagazzinare e rilasciare energia elettromagnetica 
sotto forma di cariche elettriche o, alternativamente, come il grado di polarizzazione [F/m] 
esibito da un materiale sottoposto all’influenza di un campo elettrico esterno. 
Generalmente la permettività di un materiale viene espressa, in termini adimensionali, come 
permettività elettrica relativa (εr), pari al rapporto: 
   
 
  
 
con    indicante la permettività elettrica del vuoto, di poco differente da quella dell’aria. 
Al fine di illustrare la risposta di un mezzo sottoposto ad un campo elettromagnetico è utile 
considerare il tutto secondo il punto di vista offerto da un classico approccio atomico 
semplificato immaginando il mezzo (uniforme) come un insieme di particelle confinate. 
In assenza di campo esterno  applicato, la carica netta attraverso il materiale, è nulla. 
Applicando il campo, un impulso elettromagnetico incidente viaggia attraverso il mezzo, le 
particelle risponderanno con uno spostamento rispetto alla loro posizione d’equilibrio; tale 
fenomeno è detto polarizzazione.
5
 
La concentrazione di cariche avviene sia alla scala atomica locale,
6
 sia ai capi del mezzo 
coinvolto dove non sono presenti cariche vicine a bilanciare l’effetto. 
Con il propagarsi dell’impulso elettromagnetico attraverso il mezzo, parte dell’energia è 
“trasferita” alle particelle sotto forma di separazione di carica (immagazzinamento di energia) 
e rilasciata una volta che l’impulso è trascorso: un momento dipolare è indotto nel materiale e 
una densità di momento dipolare è generata attraverso le cariche polarizzate (figura 2.3). 
                                                          
5
 La polarizzazione di un dielettrico è la formazione di un dipolo orientato in modo tale da contrastare il campo 
elettrico esterno: tale dipolo è dato dalle deformazioni della struttura elettronica microscopica degli atomi 
attorno alla posizione di equilibrio, oppure dal loro orientamento. Questo rende possibile la distinzione di due 
tipi di polarizzazione: la polarizzazione per deformazione e la polarizzazione per orientamento. 
 
6
 Nel momento in cui un campo esterno separa spazialmente il nucleo dalla nuvola elettronica di un atomo, da 
un oggetto neutro si genera un dipolo, costituito da due cariche uguali in modulo ed opposte in segno. 
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In un materiale ideale
7
 la densità di momento dipolare è proporzionale all’intensità del campo 
elettrico applicato mediante una costante di proporzionalità, propria del mezzo, che è appunto 
la permettività. 
Se nel mezzo interessato dal campo esterno sono presenti cariche libere di muoversi e 
fisicamente dotate della possibilità di interagire, il processo di polarizzazione prevede una 
dissipazione di energia sotto forma di calore, dovuta proprio all’interazione tra le particelle  
Ne consegue l’introduzione di una componente dissipativa nel processo di polarizzazione che 
agisce fuori fase con i meccanismi di immagazzinamento e rilascio energetico. 
La permettività viene dunque comunemente descritta come una quantità complessa, con la 
componente reale (  ) rappresentante i meccanismi di immagazzinamento e rilascio istantaneo 
di energia ed una componente immaginaria (   ) rappresentante l’energia dissipata: 
      
       
        
 
                                                          
7
 Ovvero lineare, omogeneo ed isotropo. Se il materiale non è omogeneo, lineare ed isotropo, allora   dipende 
da fattori come la posizione all'interno del mezzo, la temperatura o la frequenza del campo applicato. 
In assenza di campo EM applicato le cariche elettriche non 
saranno polarizzate e la carica totale del materiale sarà nulla. 
Con l’incidenza dell’impulso EM sul materiale, le cariche 
risulteranno fisicamente dislocate in relazione alla loro 
posizione originaria. La separazione di cariche genera un 
momento di dipolo (energia immagazzinata). 
Le particelle sottoposte al campo, al procedere dell’ impulso 
EM, verranno polarizzate.  
  
Figura 2.3 – Effetto della polarizzazione: interazione campo esterno/cariche del mezzo coinvolto 
(Jol, Ground Penetrating Radar theory and application, 2009).  
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Entrambe le componenti sono tipicamente dipendenti dalla frequenza. Tale dipendenza, in un 
processo di polarizzazione, è un manifesto del fenomeno di rilassamento, dove i meccanismi 
di separazione di carica (tempo-dipendenti) avvengono a differenti velocità rispetto alle 
variazioni del campo elettrico applicato.  
La risposta temporale di questi processi è descritta dal tempo di rilassamento, legato a sua 
volta alla frequenza di rilassamento: applicando al dato materiale un campo avente frequenza 
minore della frequenza di rilassamento, le particelle saranno in grado di reagire in fase alle 
variazioni del campo esterno; viceversa, al di sopra della frequenza di rilassamento, le 
variazioni del campo risulteranno troppo “rapide” per le particelle, risultando in un lag 
temporale tra le variazioni del campo ed i meccanismi di polarizzazione, i quali risulteranno 
poco sviluppati.  
Le molecole, in questa situazione, spenderanno gran parte del loro tempo “agitandosi”, 
dissipando una quantità significativa di energia sotto forma di calore a causa degli urti con le 
particelle adiacenti. 
I differenti meccanismi di polarizzazione (Maxwell-Wagner, dipolare, atomico ed elettronico) 
forniscono, se combinati, la risposta generale di un materiale sottoposto ad un campo esterno 
(figura 2.4). 
Tale risposta può ricadere in due gruppi: 
1) effetti di carica confinata, legati alla risposta individuale di atomi o molecole, include 
polarizzazione dipolare, atomica ed elettronica; 
2) effetti di carica libera, relativi ai fenomeni di assorbimento di cariche ioniche libere presenti 
in acqua o in contatto alle superficie dei grani ed include gli effetti di polarizzazione    
Maxwell-Wagner. 
In linea di massima, per il GPR, la risposta più importante è dovuta alla polarizzazione 
dipolare di cariche libere (si parla di polarizzazione per orientamento), comune nel caso in cui 
la molecola presenta un dipolo elettrico permanente (i.e. molecola d’acqua, cristalli con difetti 
reticolari, ecc..) le altre risposte cadono generalmente al di fuori del range operativo di 
frequenza proprie del GPR. 
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Il processo interessa particolarmente le molecole d’acqua (classico esempio di liquido polare) 
ed è quindi un fenomeno importante e di notevole considerazione per l’ambiente georadar. 
Strettamente parlando, questo comportamento è tipico per le molecole esibenti un dipolo 
elettrico che sono libere di ruotare ( “free” water) non costrette per cui a mantenere una 
determinata posizione, assunta in seguito a fenomeni di natura elettrostatica tra queste e il 
materiale circostante ( “bound” water). 
 
- Materiali dipolari semplici: acqua “libera” 
Liquidi polari possono essere immaginati come un insieme di molecole isolate con momento 
di dipolo individuale. In assenza di un campo elettrico, questi dipoli cambieranno casualmente 
orientazione per azione dell’agitazione termica delle molecole vicine, risultando in uno stato 
di equilibrio con densità netta di polarizzazione uguale a zero. 
Quando un campo elettrico è applicato, un momento torcente orienterà i dipoli in direzione 
parallela alla direzione del campo applicato. L’agitazione termica, l’inerzia molecolare e la 
resistenza alla rottura offerta dai deboli legami a idrogeno (forze di van der Waals), 
ritarderanno il raggiungimento di una polarizzazione netta estesa a tutto il materiale.  
Figura 2.4 – Meccanismi di polarizzazione per un mezzo dielettrico dissipativo.  Si noti come il grado di 
polarizzazione (componente reale) si riduce quando l’ oscillazione del campo è più rapida della velocità 
di riorientazione delle molecole (Jol, Ground Penetrating Radar theory and application, 2009).  
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Quando invece il campo è rimosso, le orientazioni forzate dei dipoli si “rilasseranno” 
determinando così il passaggio da uno stato ad alta energia ad uno stato di equilibrio, 
energeticamente minore.  
Come accennato in precedenza, questi fenomeni agiscono in fase o fuori fase in relazione alla 
frequenza del campo applicato. In generale, come mostrato in figura 2.5, si può assumere che 
all’aumentare della frequenza del campo, meno energia è trasferita alle molecole in quanto i 
processi di polarizzazione saranno sottosviluppati e quindi il valore reale della permettività 
subirà un decremento; inoltre le molecole spenderanno gran parte del loro tempo cercando di 
allinearsi alla rapide variazioni del campo, ciò si traduce in un movimento “isterico” delle 
particelle e dunque in una successione di urti tra esse e/o con le particelle costituenti la 
matrice. L’energia verrà dissipata sotto forma di calore e la componente immaginaria della 
permettività mostrerà un graduale innalzamento fino al raggiungimento di un valore di picco 
ad una determinata frequenza (le perdite energetiche risulteranno essere massime in 
corrispondenza di questo valore). 
 
 
A frequenze ancora maggiori, le variazioni del campo risulteranno troppo veloci per 
consentire un ri-orientamento molecolare determinando uno stato di polarizzazione nulla (la 
componente reale tenderà a zero). Entrambe le componenti si stabilizzeranno ad un valore 
detto valore molecolare ottico.  
Questo fenomeno è stato descritto da Debye (1929), studiando il comportamento della 
permettività di una soluzione di molecole polari diluite in un liquido non polare. 
Figura 2.5 – Spettro della permettività dell’acqua pura e non confinata a temperatura ambiente 
(Jol, Ground Penetrating Radar theory and application, 2009).  
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Misure di laboratorio
8
 (Kaatze, 2000; Arkhipov, 2002) dimostrano che per l’acqua pura, a 25 
   la risposta della permettività è governata da frequenza di picco 19 GHz o tempo di 
rilassamento                ,      ,       .  
Esiste inoltre una forte dipendenza tra permettività e temperatura. In linea di massima si trova 
che lo spettro di permettività, all’aumentare della temperatura, presenterà un valore di picco a 
frequenze minori (Daniels, 2004).  
Ad esempio per l’acqua, a 0 , non ancora allo stato solido, il valore di permettività statica è 
circa 88 e la frequenza critica si riduce a 9 GHz (King and Smith, 1981).  
L’acqua allo stato solido previene i fenomeni di polarizzazione in quanto le molecole non 
sono più in grado di ruotare liberamente ma rimangono vincolate a formare reticoli cristallini. 
I processi dissipativi ricadono nel range dei kilohertz, rendendo le perdite GPR insignificanti 
(Arcone and Delaney,1984; Delaney and Arcone, 1984).  Questa è la ragione per cui il GPR 
funziona molto bene nel ghiaccio raggiungendo penetrazioni elevate (Arcone, 2002). 
Può essere assunto che la presenza di ghiaccio nel suolo influenzerà la permettività dell’intero 
corpo roccioso, la quale risulterà essere costante e non dipendente dalla frequenza, 
impostandosi ad un valore approssimativo di 3-5, sempre in riferimento alla permettività 
statica; le perdite relative al segnale GPR saranno insignificanti (King and Smith, 1981). 
 
- Acqua confinata 
La classica risposta di rilassamento dipolare dell’acqua è appropriata per volumi di acqua 
“libera” (ad esempio l’acqua saturante i pori, distante abbastanza dalle pareti dei granuli 
costituenti la matrice, da non sentire le forze di attrazione elettrostatiche). Nei suoli e nelle 
rocce, una porzione di acqua intergranulare risente di queste forze attrattive generanti una 
sottile pellicola di acqua adsorbita con rotazione molecolare ristretta (Saarenketo, 1998). 
Questo fenomeno porta il valore di picco a frequenze molto più basse rispetto a quello relativo 
dell’acqua libera. 
                                                          
8
 Con    e   rappresentanti rispettivamente la permettività statica (very low frequency of 
permittivity) e la permettività ottica (very high frequency value of permittivity). I valori riportati 
nelle tabelle sono riferiti a    in quanto più facili da ricavare. 
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È stato osservato, per suoli, argille o rocce, che lo spettro di permettività è altamente sensibile 
alla presenza acqua confinata (Hoekstra and Doyle, 1971; Dobson et al., 1985; Hallikainen et 
al., 1985, Fam and Dusseault, 1988; Friedman, 1988; Escorihuela et al., 2007), e dipende dal 
grado di saturazione, forma e distribuzione dei granuli della fase mineralogica, percentuale di 
vuoti e conduttività ionica. 
In generale, comunque, si può assumere che per le frequenze operative di un GPR, in suoli 
anidri e con scarso contenuto di argilla, il valore di picco della frequenza di rilassamento sarà 
shiftata a frequenze minori (<200 MHz). 
Bassi contenuti d’argilla producono alte variazioni di permettività.  
 
2.3.2 Conduttività elettrica 
La conduttività elettrica [S/m] quantifica la capacità di movimento elettronico (o di trasporto 
di carica) caratterizzante un materiale soggetto ad un campo esterno.  
Nei metalli queste cariche sono legate agli elettroni liberi degli atomici metallici mentre nei 
fluidi esse sono rappresentate da cationi ed anioni disciolti (es.                 
  ); il 
movimento di tali cariche da vita ad una corrente di conduzione elettrica nel primo caso ed 
elettrolitica nel secondo. 
La corrente elettrolitica è il processo dominante nel sottosuolo in mezzi porosi ed è descritta 
dalla legge di Archie: 
                          
Dove 
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In seguito al movimento le cariche collideranno tra loro, con la conseguente dissipazione 
energetica sotto forma di calore (figura 2.6). 
 
 
Il GPR può essere efficace al di sotto della falda nel caso in cui la concentrazione dei sali 
disciolti, e quindi la conducibilità del fluido, risulti bassa. 
Nello specifico, la conducibilità elettrica dell’acqua è determinata dall’approssimazione di   
Mc Neil: 
      
 
    
             
Con: 
TDS = total dissolved solids [ppm]. 
Sussiste inoltre una relazione tra conduttività e componente immaginaria della permettività: 
      
  
 
 
Anche questo fenomeno è governato dalla frequenza. A basse frequenze GPR la risposta delle 
cariche è istantanea e la corrente di conduzione prodotta appare in fase con il campo elettrico 
Figura 2.6 – Dissipazione energetica dell’onda incidente (Jol, Ground Penetrating Radar 
theory and application, 2009).  
 
Nel movimento le particelle cariche collidono/interagiscono e 
convertono parte dell’energia in calore, con una risultante perdita 
energetica. 
In assenza di campo EM applicato le particelle ioniche libere sono 
statiche e non interagiscono. 
Con la propagazione dell’impulso EM, l’energia è trasferita alle 
cariche ioniche che rapidamente accelerano in corrispondenza della 
parte crescente dell’impulso. 
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applicato  (Turner e Siggins, 1994); in questo caso la conduttività può essere rappresentata da 
una componente reale (statica, σs) che è quella comunemente riportata in letteratura. 
In condizioni di alte frequenze, l’effetto d’inerzia delle particelle (in maggior misura per 
anioni e cationi “pesanti” ) produce un ritardo e la corrente viene ad essere fuori fase con le 
variazioni del campo esterno: entra dunque in gioco la componente immaginaria di σ che 
tipicamente aumenta all’incrementare della frequenza.  
La componente sopra descritta e spesso considerata piccola o trascurabile per le frequenze 
normalmente in uso con il georadar (Turner and Siggins, 1994) ed è comunemente ignorata. 
 
2.3.3 Permeabilità magnetica 
La permeabilità magnetica è essenzialmente l’equivalente magnetico della permeabilità 
elettrica e misura l’energia di campo magnetico immagazzinata e persa a seguito di una 
magnetizzazione indotta. 
In molte circostanze, gli effetti magnetici dei materiali (diamagnetici, paramagnetici,..) hanno 
piccoli effetti sulla propagazione delle onde GPR (Olhoeft,1998) e la loro permeabilità 
magnetica è spesso semplificata al valore della permeabilità magnetica del vuoto (   1.26 
       ). 
Ad ogni modo, minerali ferromagnetici (ferro, nickel e loro ossidi/solfuri) possono però avere 
rilevanti effetti sulla propagazione dell’onda e attenuazione del segnale con meccanismi legati 
allo sviluppo e riorientazione del momento magnetico di spin elettronico e la redistribuzione 
dei domini magnetici (Von Hippel,1954; Olhoeft,1998). 
Comunemente, la presenza di minerali ferromagnetici in materiali naturali è considerata non 
importante (<2%), ma un apprezzabile quantità di magnetite, maghemite ed ematite può 
ritrovarsi in rocce ignee e/o in suoli ricchi in ferro, generando effetti dissipativi simili a quelli 
prodotti dalla permettività (Olhoeft and Capron,1993,Cassidy,2008).  
Come per la permettività, la permeabilità magnetica è dipendente dalla frequenza con una 
parte reale rappresentante gli effetti di accumulo e rilascio energetico ed una parte 
immaginaria rappresentante gli effetti di perdita (Cassidy,2008), dipendenti quest’ultimi 
soprattutto dalla presenza in percentuale di materiali magneticamente dissipativi. 
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Per la maggior parte dei materiali geologici (ad esclusione dei ferromagnetici) il valore di μ 
solitamente approssimato al valore di μ0 (e dunque μr ≈ 1) . 
 
2.4 Propagazione delle onde elettromagnetiche  
In merito a quanto precedentemente detto, considerando la propagazione attraverso un mezzo 
dissipativo, k risulterà essere un numero complesso. Risolvendo l’equazione 2.1, esplicitando 
il numero d’onda, troviamo: 
                          
 
 
Con     , noto come tangente di perdita, rappresentante la capacità di un materiale di perdere 
energia (figura 2.7) definita dalla relazione: 
     
   
  
 
 
     
  
 
 
 
 
 
I parametri   e   indicano rispettivamente il termine di attenuazione e la costante di fase ed 
entrambe dipendono dalla frequenza e dalle proprietà del mezzo (       ), nello specifico: 
     
   
 
              
     
   
 
              
 
Figura 2.7 – Tangente di perdita, valori compresi tra 0 ÷ ∞ (Ribolini, Geomorfologia radar, 2011).  
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L’equazione 2.1, può essere riscritta quindi nella forma :  
       
             
La prima funzione esponenziale riguarda il fattore di attenuazione mentre la seconda funzione 
esponenziale rappresenta il termine di propagazione.  
Dalla prima funzione esponenziale può essere visto che ad una distanza       
l’attenuazione è    . Questa distanza è conosciuta come skin depth e fornisce un indicazione 
della profondità di penetrazione di un sistema radar (paragrafo 2.5). 
La velocità di propagazione in materiali dissipativi è determinata come: 
  
 
 
  
   
               
 
 
 
Per avere apprezzabili effetti sulla velocità di propagazione      deve comunque essere 
molto più grande di 1. Nel caso in cui      < 1, è ragionevole considerare l’equazione in 2.2. 
 
2.5 Fenomeni di attenuazione dell’onda elettromagnetica 
L’utilizzo delle onde elettromagnetiche come strumento d'indagine nei suoli è limitato dalla 
profondità di penetrazione all’interno del suolo stesso. 
Questo limite, quantificato in termini di profondità massima di esplorazione, non è dovuto 
solo alle potenzialità dello strumento che nel caso in esame si identificano con il tipo di GPR 
utilizzato, ma è governata in primo luogo dalla dissipazione di energia nel terreno. 
I parametri elettromagnetici permettono di quantificare la costante di attenuazione ( ) del 
segnale GPR attraversante un mezzo: 
   
 
 
 
    
    
             
L’inverso di α definisce la skindepth, stima della profondità alla quale l’ampiezza di un 
segnale elettromagnetico è ridotto di     o del 37%. 
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L’attenuazione di un segnale GPR può anche essere definita mediante la tangente di perdita o 
loss factor (            ): 
    
    
 
                
   
             
La costante di attenuazione è inoltre legata al fattore di attenuazione, corrispondente alla 
misura della decrescita dell’ampiezza dell’onda elettromagnetica propagatasi ad una certa 
distanza Z all’interno del mezzo:  
       
    
 
 
 
Per materiali con basse perdite energetiche la costante di attenuazione è indipendente dalla 
frequenza. 
Una panoramica dei valori medi di attenuazione tipica dei materiali, ad una frequenza di     
100 MHz, è mostrata in tabella 2.4. 
 
 
 
 
 
Figura 2.8 – Attenuazione dell’onda trasmessa in funzione della profondità (materiale con 
    
  
 
       usando un’ antenna di 200 MHz, Ribolini, Geomorfologia radar, 2011).  
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Tabella 2.4 
Material       
  
 
     
 
  
     
  
 
  
Air 1 0 0.30 0 
Distilled water 80 0.01 0.033        
Fresh water 80 0.5 0.033 0.1 
Salt water 80       0.001 1000 
Dry sand 3 – 5 0.01 0.15 0.01 
Satured sand 20 – 30 0.1 – 1.0 0.06 0.03 – 0.3 
Limestone 4 – 8 0.5 – 2 0.12 0.4 – 1 
Shale 5 – 15 1 – 100 0.09 1 – 100 
Silt 5 – 30 1 – 100 0.07 1 – 100 
Clay 5 – 40 2 – 1000 0.06 1 – 300 
Granite 4 – 6 0.01 – 1 0.13 0.01 – 1 
Dried salt 5 – 6 0.01 – 1 0.13 0.01 – 1 
Ice 3 – 4 0.01 0.16 0.01 
 
Assumendo un mezzo con resistività infinita (       ) è possibile riscontrare differenti 
situazioni: 
1) La parte immaginaria della permettività è nulla (dielettrico perfetto) 
      
    
Di conseguenza l’attenuazione sarà nulla e le onde EM saranno affette solo da 
decadimento d’ampiezza causata da divergenza sferica. 
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2) La parte immaginaria della permettività è piccola ma non trascurabile (non perfettamente 
dielettrico) 
       
       
   
   
 
L’attenuazione non sarà nulla ma proporzionale a    : l’onda subirà un decadimento 
d’ampiezza sia per decadimento che per divergenza sferica. 
Nelle applicazioni GPR si considera di lavorare tipicamente in mezzi a bassa conduttività e 
parte immaginaria della permettività trascurabile: 
             
       
 
    
 
Come risultato il segnale risulterà soggetto ad assorbimento in questo caso proporzionale a  . 
In conclusione     e   determinano i principali fenomeni di assorbimento. 
Dall’espressione trovata per   si nota che in entrambi i casi l’attenuazione è proporzionale 
alla frequenza dunque per alte frequenze l’onda EM avrà una bassa penetrazione in materiali 
dispersivi quali materiali non perfettamente dielettrici o scarsamente conduttivi. 
Per materiali altamente conduttivi l’assorbimento potrebbe essere così alto da causare 
un’assenza di penetrazione del segnale radar.   
Altri fenomeni di attenuazione concorrono a diminuire l’ampiezza dell’onda incidente nel suo 
tragitto e possono essere così schematizzati: 
1) Attenuazione per propagazione: spreading geometrico e scattering 
2) Attenuazione per propagazione in mezzi multi layers 
3) Perdite di natura strumentale 
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2.5.1 Attenuazione per propagazione 
La propagazione di un’onda elettromagnetica comporta una distribuzione di energia secondo 
fronti d’onda sferici. 
Conseguenza di quanto sopra detto è una diminuzione energetica causata puramente da fattori 
geometrici: l’energia dell’onda viene infatti distribuita, con il procedere della propagazione, 
su un’area (fronte d’onda) sempre maggiore.  
Se il mezzo è omogeneo (velocità costante), la densità d'energia decresce inversamente al 
quadrato della distanza (     , dove r è la distanza dalla sorgente) e l’ampiezza del segnale 
decresce proporzionalmente all’inverso della distanza.  
Nel caso in cui il mezzo risulti essere invece anisotropo (velocità non costante lungo una data 
direzione), la divergenza non è uniforme e l’energia può decadere in modo più o meno rapido.  
Prendendo in considerazione la composizione granulometrica del suolo, questo è, nei casi 
reali, indubbiamente costituito da materiali più o meno grossolani. 
L’interazione di un fronte d’onda incidente su una particella di piccola scala decreta una 
dispersione dell’energia dovuta a scattering (figura 2.9).  
Il coefficiente di attenuazione per scattering (  ) fornisce una misura dell’attenuazione 
dell’onda dovuta a tale fenomeno e dipende dalla quantità di elementi scatteratori per unità di 
volume (N) e della loro dimensione spaziale (A):  
          
l’ampiezza dell’onda, tenendo in considerazione l’attenuazione per scattering, diventa così:  
       
     
 Figura 2.9 – Fenomeno di scattering interessante il segnale, dispersione dell’energia in più 
direzioni (Jol, Ground Penatreating Radar theory and application, 2009). 
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2.5.2 Perdite per trasmissioni in mezzi multistrato 
Il metodo GPR consiste nella trasmissione e ricezione di segnali percorrenti, parte del loro 
tragitto, l’interno di un mezzo eterogeneo e stratificato. 
Assumendo, per semplicità, un modello del sottosuolo costituito da confini piano-paralleli tra 
i diversi strati, possiamo vedere come, qualitativamente, si comporterà l’onda in 
corrispondenza di tali interfacce (figura 2.10): 
 
La relazione che lega l’energia dell’onda incidente, trasmessa e riflessa, è data dall’equazione:  
          
Dividendo entrambi i membri per I: 
 
      
I coefficienti R e T, adimensionali, prendono il nome di  coefficienti di riflessione e 
trasmissione. 
Il problema si differenzia in relazione alla polarizzazione della perturbazione (Mencuccini & 
Silvestrini, Elettromagnetismo-ottica, 1988). 
Viene definita incidenza parallela (TM) il caso in cui l’onda EM presenta il vettore campo 
elettrico contenuto nel piano d’incidenza; se il campo elettrico è invece normale al piano 
d’incidenza si parla d’incidenza perpendicolare (TE). 
I coefficienti di riflessione     ed     rappresentano l’energia riflessa nel caso d’incidenza 
del campo elettrico parallela e perpendicolare al piano d’incidenza e sono funzione 
dell’angolo d’incidenza   . 
Figura 2.10 - Onda elettromagnetica incidente sull'interfaccia tra 
due mezzi con indici di rifrazione n1 e n2. Parte dell’onda viene 
riflessa come raggio OQ e parte viene rifratta seguendo la 
traiettoria OS. L’angolo di incidenza    è equivalente all’angolo 
di riflessione, l’angolo di rifrazione è   . La relazione che 
sussiste tra l’angolo di riflessione e rifrazione è dettata dalla 
legge di Snell:                    , con n indice di rifrazione 
del mezzo. 
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L’energia non riflessa viene trasmessa, si definiscono così, in corrispondenza a     ed    , i 
due coefficienti di trasmissione     ed    . 
Per il principio di conservazione dell’energia: 
          
          
Considerando un’onda EM incidente su una superficie separante due mezzi dalle differenti 
proprietà elettromagnetiche, con piano d’oscillazione del campo elettrico parallelo al piano 
d’incidenza (    dunque perpendicolare al piano d’incidenza), si ha una polarizzazione 
denominata polarizzazione TM  (transverse magnetic) o EH mode. 
Nel caso in cui la componente elettrica è invece perpendicolare al piano d’incidenza si ha per 
contro una polarizzazione definita polarizzazione TE (transverse electric) o EV mode. 
È interessante analizzare ora la diversità dei due coefficienti     e     (figura 2.12), 
entrambi i coefficienti, per incidenze tangenziali alla superficie (  
 
 
), tendono ad 1, il 
segnale viene dunque totalmente riflesso mentre per incidenze normali i due coefficienti 
risulteranno essere uguali a: 
   
      
      
          
   
      
 
Definendo Z impedenza d’onda elettromagnetica: 
   
    
      
            
La maggiore diversità è data dalla possibilità del solo coefficiente parallelo di assumere il 
valore nullo, producendo così la totale trasmissione, per      , con: 
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Nel caso in cui       la componente parallela è totalmente trasmessa e il raggio riflesso è 
polarizzato TE. 
Questo angolo prende il nome di angolo di Brewster ed il fenomeno ad esso associato è 
definito rifrazione totale. 
L’equazione di Brewster mostra l’esistenza di un angolo sopra il quale non si verifica alcuna 
riflessione e si hanno solo onde rifratte. 
Per un angolo d’incidenza maggiore di un dato valore, noto come angolo critico e nel caso in 
cui       tutta la radiazione elettromagnetica viene riflessa e          , si ha così 
una riflessione totale. 
In generale, affinché si possa generare una riflessione, è necessario avere un contrasto 
principalmente  in       (in quanto   è assunto non variabile) tra due differenti materiali. 
In relazione ai valori di      , alcuni materiali sono sostanzialmente trasparenti alle onde 
radar, mentre altri materiali assorbono o riflettono una grande frazione della radiazione e 
questo contrasto viene misurato dalla strumentazione del GPR. 
 
 
Figura 2.12 – Rappresentazione del coefficiente di riflessione per entrambe le tipologie di polarizzazione 
(interfaccia aria/acqua). L’ampiezza del segnale riflesso dipende dalla polarità e dall’angolo d’incidenza 
della radiazione (Wikipedia). N.B. Rs ed Rp indicano rispettivamente RTE ed RTM . 
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Considerando nuovamente le tre differenti situazioni esposte nel paragrafo 2.5, si ha: 
1)            
    
 
  
      
2)             
    
  
  
     
   
   
      
3)              
    
  
  
     
 
    
       
Il coefficiente di riflessione R, assumerà dunque valori positivi quando        ovvero 
quando       e valori negativi nel caso opposto. 
 
2.5.3 Perdite di natura strumentale 
Altre perdite energetiche interessanti il segnale generato sono strettamente di carattere 
strumentale: 
1) Perdite per il misfit tra le antenne. 
2) Perdite di accoppiamento (coupling effects) antenna – terreno, nel caso di segnale 
trasmesso e ricevuto. 
Appare dunque chiaro che la potenza del segnale ricevuto sarà pari ad una porzione 
infinitesima di quella generata, ciò impone l’utilizzo di strumentazioni sofisticate e 
un’accurata acquisizione in campagna per limitare l’introduzione di quella componente 
rumorosa occultante l’informazione ricevuta dal segnale stesso. 
Davis e Annan (1999) considerano tutti i possibili fattori d’attenuazione di un segnale radar 
trasmesso nel terreno riassunti attraverso il fattore di performance (Q), questo è un parametro 
fondamentale usato per caratterizzare un sistema radar. 
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Il fattore Q indica la misura, espressa in dB, del rapporto tra la potenza del segnale sorgente e 
la potenza del segnale ricevuto . 
 
           
             
                    
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Potenza totale 
irradiata 
Potenza della 
sorgente 
Potenza irradiata 
nella direzione del 
bersaglio 
Potenza trasmessa 
attraverso 
l’interfaccia aria/suolo 
Potenza 
raggiungente il 
bersaglio 
Potenza riflessa dal 
bersaglio 
Potenza riflessa nella 
direzione del 
ricevitore 
Potenza trasmessa 
attraverso 
l’interfaccia aria/suolo 
Potenza captata dal 
ricevitore 
Potenza totale 
ricevuta 
Potenza ricevuta dai 
circuiti elettronici 
Bilancio energetico 
La somma di tutte le perdite 
energetiche non deve superare 
il fattore di performance, 
altrimenti il bersaglio non sarà 
rilevabile. 
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Capitolo 3 
Il sistema GPR, acquisizione e visualizzazione del dato 
Malgrado il GPR risulti un sistema concettualmente semplice diversi risultano essere i 
parametri relativi alle sue prestazioni. 
In questo capitolo, dopo una breve descrizione delle principali componenti costituenti un 
sistema georadar, verranno descritti i parametri chiave regolanti le performance di 
quest’ultimo e la qualità di un’acquisizione dati. A seguire è presente un approfondimento 
riguardante la visualizzazione del dato mediante radargramma insieme ad i suoi principali 
fenomeni caratterizzanti. 
 
3.1 Il sistema GPR  
Un sistema GPR è concettualmente semplice, l’obiettivo consiste nel misurare l’ampiezza di 
un campo, rispetto al tempo, dopo un’eccitazione. 
Le componenti elettroniche di un GPR che controllano l’operatività del sistema sono: 
- Timing Unit 
Rappresenta il cuore del sistema il cui compito è controllare la trasmissione degli impulsi al 
transmitter e la ricezione dei segnali al receiver. 
- Transmitter  
Genera un impulso a corto periodo ed alto voltaggio che verrà trasformato, amplificato ed 
irradiato dall’antenna trasmittente (TX) nel sottosuolo secondo la direzione di investigazione. 
- Receiver  
L’energia elettromagnetica che è stata registrata dall’antenna ricevente (RX) dopo i fenomeni 
di trasmissione e riflessione, viene mandata al receiver, filtrata e in seguito convertita in un 
dato numerico (conversione A/D). 
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3.2 Acquisizione dati: settaggio preliminare 
Affinché un indagine GPR risulti efficace è necessaria un’attenta analisi del target e delle 
condizioni del suolo su cui si andrà ad operare. Il risultato dell’indagine dipenderà dalla 
profondità, geometria e dal contrasto delle proprietà elettromagnetiche tra il target e il 
materiale circostante. Risulta dunque importante l’attenta analisi di queste condizioni e il 
successivo settaggio strumentale consentirà di ottimizzare l’indagine in corso.      
L’esito di un’indagine dipende dal corretto uso di fattori strumentali, alcuni dei quali qui 
esposti: risoluzione, larghezza di banda, campionamento e time window. 
 
3.2.1 Risoluzione di un GPR 
La risoluzione esprime il limite d’incertezza nel determinare la posizione e gli attributi 
geometrici (dimensione, forma e spessore) di un determinato oggetto. 
Consideriamo un sistema in grado di generare e ricevere un impulso. 
L’arrivo di più echi non avviene in modo univoco, essi possono infatti arrivare 
simultaneamente, sovrapposti o separati nel tempo.  
Nel caso in cui il responso presenti due echi, è dunque di fondamentale importanza stimare la 
distanza temporale minima necessaria affinché questi possano essere considerati come due 
eventi distinti e non come un unico evento frutto dell’interazione dei due impulsi. 
Chiaramente due impulsi coincidenti nel tempo daranno luogo ad un unico evento avente 
ampiezza pari alla sovrapposizione dei due, appare comunque necessario analizzare situazioni 
più generali. 
La figura sottostante mostra due impulsi; caratterizzando un impulso con la sua larghezza a 
mezza altezza W, due impulsi, secondo un’opinione largamente accettata, potranno essere 
considerati come due singoli eventi se separati da una distanza maggiore o uguale a W/2. 
In caso contrario sarà molto probabile che i due impulsi saranno interpretati come un singolo 
evento (figura 3.1).  
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Il concetto di separazione temporale degli impulsi può essere approfondito alla luce di quanto 
dettato dalla teoria riguardante la sismica a riflessione, secondo quest’ultima, due risultano 
essere le definizioni comuni di risoluzione (figura 3.2), esse possono essere applicate anche 
alla teoria radar. 
 
 
La prima è relativa alla capacità di determinare la posizione di più oggetti riflettori lungo la 
verticale al piano di survey, ed è detta risoluzione verticale (figura 3.3), funzione, in termini 
generici, delle caratteristiche impulsive dell’onda sorgente. 
Figura 3.1 – Coppia di impulsi caratterizzati da larghezza a mezz’altezza W. (a) Impulsi chiaramente 
separati quando T >> W; (b)  Impulsi parzialmente sovrapposti ma ancora distinguibili per T ≈ W; (c) 
Impulsi sovrapposti e non distinguibili per T << W  (Jol, Ground Penatreating Radar theory and 
application, 2009). 
 
Figura 3.2 – Risoluzione di un GPR suddivisa come risoluzione laterale e verticale (Jol, Ground 
Penetrating Radar theory and application, 2009) . 
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La risoluzione verticale è quindi funzione della frequenza, nello specifico, a frequenze 
maggiori corrisponderanno risoluzioni migliori. 
La figura 3.4, rappresentante due  A-scan
9 ottenuti nella medesima indagine con l’uso di 
frequenze diverse, conferma quanto detto. 
 
 
 
 
                                                          
9
 Rappresentazione di una singola forma d’onda, funzione soltanto della profondità (asse z). Altre 
rappresentazioni, es. tipo B-scan, vengono solitamente utilizzate per visualizzare più forme d’onda. Queste 
sono quindi funzioni di x e di z.  
Figura 3.3 – Risoluzione verticale ed equazioni ad essa relative. Affinchè i due oggetti possano essere 
registrati come eventi distinti  la loro distanza deve essere maggiore di  λ/4 (Ribolini, Geomorfologia radar, 
2011). 
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Il mezzo indagato generalmente agisce come una sorta di filtro passa basso, modificando lo 
spettro del segnale sorgente trasmesso nel terreno. 
Considerando F come la frequenza centrale della banda di frequenza emessa dall’antenna, alla 
luce di quanto appena detto, la frequenza centrale di ritorno recepita dall’antenna ricevente 
sarà dunque sicuramente minore di quella trasmessa; ciò si traduce in un allargamento del 
segnale nel dominio temporale a scapito della risoluzione (figura 3.5). 
Figura 3.4 – Sopra: A-scan post acquisizione 100 MHZ, sotto: A-scan post acquisizione 750 MHz 
(Daniel, Ground Penetrating Radar, 2004). 
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Analogamente, l’effetto di riduzione della banda per propagazione del segnale può essere 
visualizzato nel dominio dei tempi (figura 3.6) 
Figura 3.5 – Effetto del filtro terreno sulle frequenze di ritorno e relativi radar grammi (Neal, GPR and its use in 
sedimentology:principles, problems and progress, 2004). 
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Figura 3.6 – La perdita delle frequenze, e dunque una riduzione della banda, comporta 
un allargamento temporale dell’ondina (Daniels, Ground Penetrating Radar, 2004) . 
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Risulta quindi chiaro che il potere risolutivo del segnale trasmesso decresce in qualità con 
l’evolversi della propagazione (figura 3.7).  
 
 
Di conseguenza, stime di risoluzione verticale (che ricordiamo essere dipendente da F) più 
realistiche sono ottenute utilizzando la frequenza (o banda) di ritorno anzichè quella 
trasmessa. 
Secondo una regola empirica la risoluzione verticale, o meglio, la migliore ottenibile, è pari a 
λ/4. 
Seconda definizione è quella di risoluzione orizzontale, legata alla capacità di distinguere, 
come oggetti separati, due targets spazialmente vicini. 
La risoluzione orizzontale è governata dalla lunghezza d’onda della sorgente immessa (λ), 
definita dal rapporto: 
   
 
 
            
Poiché ogni antenna trasmette in un range di frequenze e le alte frequenze, con il propagarsi 
dell’onda, sono attenuate maggiormente rispetto alle basse, la λ ricevuta risulterà mediamente 
più grande.  
Figura 3.7 – Riduzione del potere risolutivo del segnale in funzione della propagazione (Daniels, 
Ground Penetrating Radar, 2004) . 
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La risoluzione orizzontale, considerando ancora una volta le assunzioni derivanti dalla 
sismica a riflessione, è  governata dal raggio della prima zona di Fresnel. 
Questa costituisce la zona all’interno della quale due riflettori adiacenti risultano 
indistinguibili poiché le riflessioni interferiranno costruttivamente a formare una singola 
riflessione (figura 3.8). 
 
 
 
La zona di Fresnel a  sua volta è funzione di λ e della profondità del particolare riflettore; 
nello specifico, la profondità occupa un ruolo importante dal momento che l’energia irradiata 
si espande lateralmente man mano che l’onda si propaga verso il basso (con un 
Figura 3.8 – (a) Le onde elettromagnetiche si propagano attraverso il terreno descrivendo un cono 
divergente con la propagazione. (b) Ampiezza d’interferenza costruttiva degli impulsi all’interno della zona 
di Fresnel. (c) Relazione frequenza/raggio della prima zona di Fresnel (Emery e Myers, modificata, 1996). 
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consequenziale aumento della larghezza della zona di Fresnel), ne consegue che la risoluzione 
orizzontale decresce all’incrementare della profondità (figura 3.9). 
  
 
A parità di profondità, in termini di dipendenza dalla frequenza, maggiore sarà la frequenza 
(minore sarà λ) migliore risulterà essere la risoluzione orizzontale. 
L’energia irradiata dall’antenna all’interno del terreno illumina esclusivamente una 
determinata area stabilendo così una “impronta d’illuminazione” detta footprint. 
L’effetto del footprint sulla risoluzione può essere visto in figura 3.10, in cui è evidenziata la 
proiezione dell’energia nel terreno ad una determinata distanza. Si noti come la risoluzione 
planare degradi all’aumentare della profondità D.  
 
 
      
 
 
          
  
  
 
  
 
    
   
  
  
 
  
 
   
  
 
           
   
  
 
   
  
  
  
 
Figura 3.9 – Zona di Fresnel in relazione alla profondità, 
l’equazioni a lato descrivono le relazioni esistenti tra la velocità 
dell’onda (V), la profondità (z) e la frequenza centrale (F) (Ribolini, 
Geomorfologia radar, 2011). 
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3.2.2 Frequenza nominale e larghezza di banda 
La frequenza operativa di un georadar non è definita dalla larghezza di banda (B) ma dalla 
frequenza nominale (F) di quest’ultima. 
I segnali GPR sono caratterizzati dal rapporto fra le due grandezze sopra indicate: 
         
l’obiettivo sta nel massimizzare B e minimizzare F, limitando praticamente R ad un valore 
circa unitario (ad esempio, F = 100 MHz, B = 50 ÷ 150 MHz). 
La durata temporale dell’impulso trasmesso varia inversamente con la larghezza di banda (B), 
questa è a sua volta legata alla risoluzione verticale (Δr) dalla relazione: 
          
 
 
Figura 3.10 – Dipendenza del Footprint dalla frequenza centrale del segnale trasmesso, 
profondità del riflettore e costante dielettrica del mezzo (Conyers, Goodman e Annan, 2002). 
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La scelta della frequenza da utilizzare in un’indagine è molto importante poiché molti fattori 
sono intimamente legati a questa decisione: 
1) Dimensioni dell’antenna, crescono al diminuire della frequenza utilizzata. 
2) Risoluzione, alte frequenze assicurano risoluzioni migliori. 
3) Effetti di scattering, aumentano al crescere della frequenza in uso. 
4) Penetrazione, in generale aumenta al diminuire della frequenza in uso 
Si giunge così ad una situazione ambigua: l’uso di frequenze maggiori comporta una migliore 
risoluzione nello stesso tempo però la profondità d’indagine raggiungibile decresce. 
Al giorno d’oggi molti sistemi commerciali utilizzano frequenze comprese in un range                    
25 MHz – 1 GHz. Nella tabella 3.1 vengono riportati alcuni valori di frequenza con una stima 
approssimata della penetrazione attesa, in condizione di propagazione favorevole. 
Ne consegue che in un’indagine GPR occorre scendere a compromessi tra risoluzione cercata 
e profondità investigata, tutto chiaramente dipende, in primo luogo, dalle condizioni dell’area 
in cui si opera e dagli obiettivi dell’indagine. 
 
Tabella 3.1 
Penetrazione [m] Frequenza [MHz] 
0.5 1000 
1.0 500 
2.0 200 
5.0 100 
10 50 
30 25 
50 10 
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 3.2.3 Time window 
Occorre prestare notevole attenzione nel settare la durata desiderata della traccia registrata. 
Tale durata è determinata dall’impostazione della finestra temporale, rappresentante il tempo 
d’apertura di acquisizione del segnale. 
Il calcolo di quest’ultima richiede la conoscenza, almeno approssimativa, della profondità del 
bersaglio; rapportando la profondità alla velocità più bassa tra quelle degli strati coinvolti si 
ottiene quindi un valore temporale il quale, considerando un contesto di TWT, deve essere 
almeno raddoppiato. 
Si osserva come non sia opportuno aumentare in modo esagerato la time window poiché in tal 
caso si rischia di introdurre una notevole quantità di rumore e di altri disturbi che potrebbero 
compromettere l’esito del rilievo nelle successive fasi di interpretazione dei risultati. 
 
3.2.4 Criteri di campionamento  
Il segnale GPR, essendo una funzione dello spazio e del tempo, deve essere campionato prima 
di un’eventuale registrazione; il design del survey deve dunque considerare i principi 
fondamentali del campionamento al fine di evitare fenomeni d’alias. 
La frequenza di campionamento deve essere scelta in relazione alla frequenza più alta emessa 
dal sistema GPR. La massima frequenza correttamente campionabile (considerando un passo 
di campionamento   )  detta frequenza di Nyquist   , è pari a: 
   
  
 
 
 
   
 
Nel caso in cui il segnale da campionare è provvisto di banda limitata (B), è possibile trovare 
una condizione che garantisce assenza di aliasing: 
       
               
Dove   indica la frequenza centrale della banda B. 
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Se il passo di campionamento non è sufficientemente piccolo si ha sovrapposizione degli 
spettri, con ribaltamento all’indietro (folding back) delle frequenze maggiori della frequenza 
di Nyquist e la comparsa di frequenze apparenti (foldover distorsion) pari a: 
            
Per evitare l’alias, se non è possibile aumentare la frequenza di campionamento, è comunque 
possibile operare con un filtro la cui frequenza di taglio è pari a   . 
Il teorema di Nyquist ha anche una valenza spaziale, esso impone che la distanza lungo il 
profilo (along line) e tra profili (across line) non superi un quarto della lunghezza d’onda 
minima      , associata alla frequenza massima (pari a     ) del segnale: 
   
    
 
 
    
     
 
    
  
 
Nel caso in cui tale condizione non fosse adeguatamente rispettata si incorrerebbe in una 
situazione di aliasing spaziale dei dati acquisiti: riflettori pendenti o iperboli di diffrazione 
potrebbero essere aliasate. 
Ne consegue che la massima frequenza spaziale campionabile correttamente (KN) vale: 
    
 
   
   
Le frequenze spaziali maggiori di KN appariranno come frequenze ribaltate nello spettro a 
valori minori lungo l’asse dei numeri d’onda. 
 
Figura 3.11 - Maglia regolare di dati. Ogni circolo corrisponde ad una traccia; le linee tratteggiate 
rappresentano i profili di acquisizione, con origine in x = 0 (Ribolini, Geomorfologia radar, 2011). 
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 3.3  Visualizzazione dati: il radargramma 
Un’indagine georadar sfrutta l’interazione che viene a scaturire tra un’onda elettromagnetica 
ed un oggetto ubicato all’interno del mezzo indagato (generalmente una data porzione del 
sottosuolo). 
La presenza di oggetti all’interno del mezzo, aventi differenti caratteristiche 
elettromagnetiche, e la loro interazione con l’onda incidente favorirà fenomeni di scattering 
(riflessione, rifrazione, diffrazione o risonanza) dell’onda incidente provocando una 
variazione nella direzione di propagazione di quest’ultima. 
Con lo svolgimento dell’indagine lungo una determinata direzione di acquisizione vengono ad 
essere registrati diversi arrivi di onde riflesse dando luogo ad un profilo georadar. 
Le riflessioni dovute alle discontinuità caratterizzanti il sottosuolo indagato non sono 
purtroppo i soli segnali registrati in un profilo georadar. 
Nello specifico, in ambito temporale, i primi arrivi sono rappresentati dall’onda diretta in aria 
(airwave), la quale viaggia alla velocità della luce dall’antenna trasmittente alla ricevente; 
seconda a questa è l’onda diretta superficialmente (groundwave), viaggiante direttamente 
attraverso la superficie presente fra le antenne (figura 3.12 e 3.13). 
  
 
 
Figura 3.12 – Segnali ricevuti dall’antenna RX (Fisher et al.,1996). 
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I dati GPR, una volta acquisiti, vengono visualizzati mediante radargramma. 
Diverse sono le tipologie di visualizzazione ma la più comune è sicuramente la 
WiggleVariable Area, rappresentante un insieme di tracce adiacenti in bianco e nero in 
relazione alla polarità dei campioni. 
A loro volta, i dati GPR possono essere visualizzati come: 
1) A-scan   
2) B-scan 
3) C-scan 
L’A-Scan è un'immagine in cui è rappresentata su un piano cartesiano x-t una singola traccia 
acquisita. 
Questo tipo di visualizzazione permette di analizzare dettagliatamente l’impulso in forma di 
wavelet rilevato al ricevitore (figura 3.14 (a) e (b)).  
Figura 3.13 – In alto modalità d’acquisizione (common offset), in basso 
rappresentazione schematica dei principali eventi rilevati (Ribolini Geomorfologia 
radar, 2011). 
64 
 
 
 
 
 
In (b) è possibile notare più impulsi, i primi dei quali ben definiti intorno ai 2 e ai 5 ns. 
Il primo è rappresentato dall’ airwave, associata all’accoppiamento diretto in aria tra antenna 
trasmittente e ricevente ed è privo d’informazione. 
Il fenomeno è dovuto all’utilizzo di antenne poco direttive che inviano segnali non solo sulla 
verticale ma anche in direzioni differenti; nel caso in cui la distanza tra le due antenne 
rimanga fissa tale impulso è sempre caratterizzato da valori di ampiezza e ritardo costanti. 
Il secondo impulso evidente è relativo alla groundwave, la quale indica una riflessione 
all’interfaccia aria-terreno. 
Figura 3.14 – In (a) impulso trasmesso, in (b) A-scan relativa. Il sistema GPR è bistatico e sospeso (non 
accoppiato con il terreno), si noti come l’air wave replichi “fedelmente” l’impulso trasmesso. La distanza 
antenna-terreno può essere calcolata tramite semplici passaggi matematici (Lahouar, Development of Data 
Analysis Algorithms for Interpretation of Ground Penetrating Radar Data, 2003 ). 
(a) 
(b) 
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È importante sottolineare come anche questa riflessione sia sempre presente: l’antenna è 
infatti sempre posta al di sopra del livello del terreno e quindi non è possibile eliminare 
l’interfaccia tra il terreno stesso e l’aria. 
Se l’altezza delle antenne da terra è costante anche tale impulso presenterà valori di ritardo 
costanti mentre la sua ampiezza dipenderà dalle caratteristiche del terreno. 
La frazione d’onda non riflessa dall’interfaccia aria-terreno continuerà a propagarsi in 
profondità incontrando così ulteriori discontinuità, come ad esempio il target oggetto 
dell’indagine. 
Si hanno dunque altre riflessioni, determinanti i picchi poco definiti posteriori alla 
groundwave. 
Le ampiezze di quest’ultimi sono molto più piccole rispetto ai primi due seppur essi siano 
portatori d’informazione. 
La visualizzazione A-scan in realtà è troppo semplicistica,  il segnale acquisito può essere 
infatti molto complesso. 
Nelle situazioni pratiche il sottosuolo è difficilmente isotropo, la presenza di materiali 
differenti genera effetti che tendono a sovrapporsi tra loro ed inoltre fattori di disturbo e 
rumori contribuiscono a degradare il segnale acquisito. 
 
L’estrazione di informazioni utili all’indagine del sottosuolo analizzando una singola traccia 
risulta dunque molto difficoltosa, è allora necessario acquisire un numero di tracce 
sufficientemente elevato, ognuna associata ad una posizione diversa delle antenne poste in 
superficie.  
 
Con il termine B-Scan si intende un'immagine formata da un insieme di A-Scan e identifica 
ciò che nella pratica viene denominato radargramma, ovvero una rappresentazione in 2D delle 
discontinuità elettromagnetiche del terreno lungo l’intero profilo percorso con lo strumento in 
acquisizione. 
La B-Scan può essere presentata sia in formato classico, Wiggle mode, sia in formato gray 
tones in grado di mettere in risalto i diversi valori di ampiezza (figura 3.15). 
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La rappresentazione mediante B-scan permette di ottenere un’immagine con un significato 
fisico di rilievo. 
Si ricordi infatti come il segnale acquisito presenti valori di’ampiezza più elevati in 
corrispondenza degli echi provenienti dal sottosuolo associati alla presenza di discontinuità 
dielettriche. 
La comparsa all’interno dell’immagine di aree aventi valori elevati d’ampiezza corrisponde 
alla presenza nel terreno di discontinuità che possono essere indicative della presenza del 
target cercato. 
Tale analisi potrebbe essere svolta considerando anche una singola traccia ma è chiaro come 
un’analisi in dominio B-scan consenta di realizzare considerazioni più ampie e complete. 
L’immagine così ottenuta può essere vista come una pseudo sezione verticale del terreno, 
nello specifico, nel caso in cui la velocità di propagazione dell’onda sia nota, è possibile 
convertire l’asse delle ordinate dal dominio temporale al dominio spaziale. 
La combinazione di più immagini 2D, caratterizzate dal fatto di essere associate a sezioni 
verticali adiacenti, consente di ottenere una rappresentazione volumetrica dell’intero 
sottosuolo investigato.  
La C-Scan identifica quindi l'immagine 3D del GPR come un cubo di dati su cui è possibile 
visualizzare diversi piani, la sua costruzione avviene attraverso l’affiancamento di più profili         
B-Scan paralleli ed altri perpendicolari. 
Figura 3.15 - B-SCAN GPR post rimozione primi arrivi: a)in formato Wiggle 
mode. b) Formato gray tones (Ribolini, Geomorfologia Radar, 2011).  
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In realtà la C-Scan non rappresenta un vero 3D, tuttavia, permette di seguire l’andamento 
spaziale delle strutture, fattore determinate in queste proiezioni è l'interpolazione tra i 
campioni e tra le sezioni, operazione necessaria ma che può portare ad interpretare artefatti. 
 
 
 
3.4 Pattern iperbolici all’interno di un radargramma 
Nei paragrafi precedenti sono state illustrate le caratteristiche generali delle immagini GPR, 
mettendo in luce, in particolar modo, quei processi mediante il quale a partire da una serie di 
singole tracce di un profilo di acquisizione è possibile generare tali immagini. 
Un particolare fenomeno caratterizzante spesso un radargramma è il pattern iperbolico. 
Occorre dunque focalizzare l’attenzione agli eventi causanti tale pattern e ciò che può 
scaturire, come contenuto informativo, da un’approfondita analisi di quest’ultimo. 
 
3.4.1 Configurazione monostatica con target puntiforme 
Consideriamo un semplice caso caratterizzato da un radar monostatico a contatto con il suolo 
volto all’analisi di oggetti di forma cilindrica (figura 3.17).  
Essendo le dimensioni del target inferiori alla lunghezza d’onda del segnale GPR, l’oggetto 
può essere considerato puntiforme. 
Figura 3.16 – esempio di C-Scan incrociato con un radargramma (Ribolini, 
Geomorfologia radar, 2012). 
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Nel caso in cui l’antenna  risulti essere ubicata sulla verticale al target, si ha: 
 p  profondità dell’oggetto nel sottosuolo 
d distanza target-antenna (qui coincidente con p). 
La profondità dell’oggetto dalla superficie è stimabile, noto il tempo di ritardo t1 e quello di 
invio dell’impulso t0, dall’equazione: 
  
        
 
 
        
    
 
In generale l’antenna GPR irradia e riceve energia all’interno di un cono 3D, qualsiasi punto 
riflettore ricadente all’interno di quest’area verrà comunque posizionato sotto l’antenna 
(figura 3.18) 
 
 
 
Figura 3.17 – Antenna traslata di una quantità dx rispetto alla verticale al target. 
Figura 3.18  – L’insieme degli oggetti ricadenti all’interno del cono verranno 
posizionati in un punto sottostante l’antenna (Keary e Brooks, modificata, 1991).  
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Per contro, prendendo in considerazione l’eventualità in cui l’antenna non si trovi esattamente 
al di sopra del target, l’equazione relativa alla profondità di quest’ultimo differisce dalla 
precedente, in particolare, osservando la figura 4.11, la distanza d è maggiore della profondità 
dell’oggetto p. 
Tale profondità può comunque essere determinata tramite una semplice relazione geometrica. 
Il tempo di ritardo di ricezione dell’eco t1 – t0 è legato alla distanza d: 
      
  
 
 
        
 
  
La ricezione del segnale avviene con un ritardo maggiore dato il contributo dovuto allo 
spostamento orizzontale dell’antenna dx. 
Si considera a questo punto l’immagine GPR data dalla combinazione delle i-esime tracce 
acquisite composte dai j-esimi campioni.  
Nota la frequenza di campionamento    e il passo di discretizzazione Δx supposto costante, 
una traccia qualsiasi i, corrisponde ad una distanza orizzontale xi (Shihab et al., 2004), pari a: 
xi = (i - 1) Δx 
Analogamente un campione j corrisponde ad un istante temporale        , la coppia (j;i) 
individua quindi un preciso punto dell’immagine, corrispondente alla traccia acquisita in 
posizione xi e campionata all’istante temporale ti.  
Per ciascuna traccia è allora possibile individuare un campione    , tale valore è variabile in 
funzione della traccia considerata ed è tanto maggiore quanto maggiore è la distanza 
orizzontale dell’antenna dal target. 
Quindi, il valore    è minimo quando la traccia i considerata corrisponde al caso in cui 
l’antenna si trova esattamente al di sopra dell’oggetto rilevato. 
La traccia relativa alla distanza minore viene definita con il termine γ,    indica invece il 
campione associato alla ricezione dell’eco corrispondente: 
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Supponendo t0 = 0, l’espressione precedente si riduce a: 
  
     
 
  
 
Si osserva che il parametro   dipende dalla profondità p, dalla frequenza fc e dalla velocità di 
propagazione dell’onda nel suolo v. Dopo aver determinato il valore di   associato alla 
specifica traccia γ, a partire da quest’ultima equazione, considerando una traccia qualsiasi i, 
con una distanza orizzontale antenna/target pari a dx e   = 0 è possibile ricavare j
2
: 
      
        
 
      
  
  
 
  
   
    
    
 
 
L’espressione può essere riscritta come: 
             
Con b coefficiente relativo ai parametri d’input caratteristici dell’indagine. 
Concludendo, la presenza nel sottosuolo di un oggetto dalle dimensioni finite porta alla 
generazione all’interno dell’immagine GPR di un’iperbole, i cui parametri sono strettamente 
legati alle caratteristiche dell’oggetto stesso oltre a quelle del mezzo investigato (figura 3.19). 
 
Figura 3.19  - Esempio di iperbole di 
diffrazione. Avendo un oggetto di 
dimensioni confrontabili con la lunghezza 
d'onda principale del segnale radar, tale 
oggetto si comporta come una sorgente 
puntiforme che riemette il segnale in tutte 
le direzioni. Queste onde sferiche 
vengono registrate dal sistema di misura e 
sono visibili nella sezione GPR nella 
forma di iperboli. 
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Considerando una traccia i, si può notare che il valore j corrispondente è determinabile una 
volta noti i parametri  , b, γ, i quali dipendono dalla distanza orizzontale dx antenna-target e 
dalla profondità p. 
L’iperbole corrispondente è data dal luogo dei punti rappresentato dall’equazione j2, come 
raffigurato in figura 3.20: 
 
 
 
È evidente la simmetria della curva rispetto all’asse i=γ, questo aspetto rispecchia uno 
scenario fisico a sua volta simmetrico.  
Gli asintoti, disegnati con linee puntinate, sono centrati nel punto [0,γ], quest’ultimi, per 
valori elevati di j, coincidono con l’iperbole. 
E’ possibile assegnare ai parametri dell’equazione dell’iperbole ( , b, γ) un preciso significato 
fisico: il parametro γ consente di determinare la posizione orizzontale dell’oggetto sepolto, x, 
rispetto all’origine del sistema di riferimento 
      
Il parametro   è strettamente legato alla profondità a cui è collocato il target e dal quale essa 
può essere calcolata; al crescere di   la profondità aumenta: 
  
   
   
 
Figura 3.20- Pattern iperbolici presenti all’interno di un’immagine GPR generati da un oggetto 
puntiforme in funzione della profondità del target, dell’offset assunto e della velocità di propagazione 
caratteristica di ogni mezzo investigato. 
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Il parametro b è invece associato alle caratteristiche dielettriche del terreno, noto b è possibile 
calcolare la velocità media di propagazione dell’onda nel mezzo e quindi risalire alla 
corrispondente costante dielettrica: 
   
       
 
 
Si osservi infine come lo scenario qui in esame sia in realtà “ideale” poiché associato alla 
presenza di un singolo oggetto nel sottosuolo. 
Nella realtà gli scenari coinvolti appaiono più complessi data la presenza di un maggior 
numero di oggetti nel terreno sottoposto a survey. Inoltre si è supposto di rilevare un oggetto 
  
 
3.4.2 Target non puntiforme 
Come sopra detto i risultati ottenuti si basano su un’ipotesi forte, cioè che il target presente 
nel mezzo d’indagine sia puntiforme.  
In realtà, nell’analisi con GPR, un oggetto può essere considerato puntiforme solo se le sue 
dimensioni sono inferiori alla lunghezza d’onda del segnale utilizzato, in ambito applicativo, 
infatti, sono numerose le situazioni in cui l’oggetto d’indagine ha dimensioni dello stesso 
ordine di grandezza o minore della lunghezza d’onda del segnale.  
Inoltre, oggetti piccoli danno origine a riflessioni deboli che molto spesso sono annichilite da 
segnali provenienti di riflesso dagli oggetti più grandi.  
Figura 3.21 – Pattern iperbolico, Badia 
Pozzeveri, acquisizione monocanale 400 
MHz.  
 
dalle dimensioni finite, assimilabile 
ad un punto, tuttavia i diversi targets 
rilevati nella casistica reale possono 
essere caratterizzati dalle dimensioni 
più disparate (figura 3.21). 
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Da prove sperimentali (Windsor et al., 2005) risulta che in presenza di oggetti di forma 
cilindrica, la modifica del valore di curvatura dell’iperbole è molto limitato rispetto al caso 
puntiforme in quanto dettata dal raggio del target. 
Nel caso di oggetti assimilabili ad una forma “quadrata”, invece, si ha una modifica più 
consistente del pattern in funzione delle dimensioni, tuttavia, oggetti sufficientemente piccoli 
possono essere ricondotti al caso puntiforme, indipendentemente dalla forma.  
In conclusione, il caso limite è rappresentato da un target avente estensione infinita, in tale 
caso l’immagine GPR riproduce una forma lineare con orientamento e direzione che 
dipendono dalla superficie di discontinuità rilevata.  
I riflettori fin qui visti sono caratterizzati da superfici lisce, in realtà in natura tutte le superfici 
presentano delle anomalie più o meno accentuate. L’approssimazione a riflettore liscio è 
realizzabile per strutture vaste e distanti rispetto alla lunghezza d’onda. 
 
3.5  Rumore presente nei dati 
I sistemi GPR sono essenzialmente ricevitori ad ampia banda e dunque suscettibili 
all’interferenza di varie sorgenti antropiche come i trasmettitori radio e televisivi, telefonia 
mobile, walkie – talkies e altri tipi di radio comunicazioni. 
Tali sorgenti, quando presenti, costituiscono fonte di rumore ambientale. 
La figura sottostante mostra una sezione GPR acquisita nelle vicinanze di una base aerea 
militare, evidenti sono le interferenze (comunicazioni radio) interessanti le singole tracce 
(figura 3.22) 
 
 
Figura 3.22 – Sezione georadar interessata rumore ambientale, evidenti le interferenze causate da 
comunicazioni radio (Neal, GPR and its use in sedimentology: principles, problems and progress, 2004).  
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In alcuni casi il rumore ambientale può essere ridotto mediante stacking o tramite la scelta di 
antenna operante a frequenze significativamente differenti da quelle caratterizzanti il rumore, 
questo porterebbe però ad un incremento dei dati da raccogliere, nel primo caso, e ad una 
possibile compromissione degli obiettivi dell’indagine nel secondo. 
Una seconda tipologia di rumore eventualmente influenzante una sezione radar è il rumore 
sistematico il più comune del quale è rappresentato dalle multiple ringing, spesso oscuranti le 
riflessioni primarie. 
L’origine di quest’ultime può essere di vario genere e la loro presenza è caratterizzata da 
bande orizzontali a corto periodo (Young et al., 1995, Geophysical Survey Systems, 1996, 
Conyers & Goodman, 1997) (figura 3.23). 
 
 
Il ringing è molto comune quando le antenne sono collegate alla console mediante cavi i quali 
agiscono da sorgenti secondarie, l’effetto può essere significativamente ridotto utilizzando 
cavi a fibra ottica (Annan & Davis, 1992). 
Un'altra situazione che favorisce la formazione del ringing è il “rimbalzo” del segnale radar 
tra antenna ricevente ed un oggetto altamente riflettente. 
In generale le antenne dirigono molta della loro energia elettromagnetica nel sottosuolo 
oggetto d’indagine, una frazione di tale energia arriva però a perdersi nell’aria. 
Così come avviene nel sottosuolo, quando le onde radar in aria colpiscono un corpo o una 
superficie planare con alto contrasto elettromagnetico, parte del segnale è riflesso e captato 
Figura 3.23 – Sezione radar affetta da multiple ringing, spesso occultanti le 
riflessioni d’interesse, soprattutto a tempi maggiori. 
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dall’antenna ricevente, di conseguenza, non tutte le riflessioni presenti in sezione sono 
necessariamente riconducibili a targets sepolti, ciò avviene specialmente con l’utilizzo di 
antenne non schermate. 
Per un successo della schermatura, lo “scudo” deve essere tre o quattro volte più grande 
dell’antenna e dunque quest’ultima, per ragioni puramente pratiche, deve necessariamente 
essere piccola; solitamente le antenne schermate sono quindi antenne ad alta frequenza. 
La schermatura delle antenne viene dunque realizzata al fine di: 
 Massimizzare l’energia lungo il percorso Tx – target – Rx. 
 Minimizzare l’energia diretta Tx – Rx. 
 Minimizzare l’energia riflessa da targets esterni all’area indagata. 
 Minimizzare i rumori ambientali EM e sistematici. 
Le cause più comuni di una riflessione superficiale sono legate alla presenza di linee di 
trasmissione, alberi, recinzioni metalliche, estese costruzioni, mura e topografia irregolare. 
Con il procedere dell’acquisizione lungo la linea di survey, i dati acquisiti potrebbero dunque 
includere scattering superficiale che potrebbe oscurare o confondere le riflessioni primarie      
(figura 3.24 (a) ,(b)). 
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La natura della risposta della riflessione superficiale registrata, dipenderà dalla frequenza 
dell’antenna, dalla dimensione, forma e orientazione dell’oggetto superficiale e 
dall’ubicazione di quest’ultimo rispetto all’orientazione della linea di survey. 
L’accoppiamento tra antenna trasmittente e terreno, unito alle condizioni elettriche del terreno 
stesso, influenzano non solo l’intensità ed il pattern dell’energia immessa nel terreno ma 
anche quella dispersa in aria. 
Secondo Van der Kruk e Slob (2000) quanto appena detto influisce notevolmente 
sull’intensità delle riflessioni superficiali, essi hanno inoltre dimostrato che la natura di una 
riflessione superficiale è altamente dipendente dall’orientazione della linea di survey, a causa 
della natura polarizzata delle onde elettromagnetiche. 
(a) 
(b) 
Figura 3.24 – (a) Possibili cause di rumore (Jol, Ground Penetrating Radar theory and application, 2009).               
(b) Sezione GPR 100 MHz non migrata mostrante una larga diffrazione (oltre i 100 ns) risultante da scattering 
superficiale. La diffrazione nasconde alcune riflessioni primarie ed è causata da una collinetta appartenente ad un golf 
club adiacente all’area di survey (Neal, GPR and it’s use in sedimentology, 2004).  
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Al fini di ridurre tali riflessioni, Van der Kruk e Slob raccomandano una polarizzazione del 
campo emesso perpendicolare al corpo superficiale; vincoli sull’orientazione della linea di 
survey possono però compromettere gli obiettivi dell’indagine e dunque, se non è possibile 
intervenire preliminarmente, eventuali riflessioni superficiali dovranno essere identificate 
successivamente e tenute in considerazione durante l’interpretazione. 
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Capitolo 4 
Antenne GPR  
Le antenne, con i loro parametri altamente influenzanti l’esito di un’indagine, possono essere 
considerate come l’interfaccia del mezzo di trasmissione.  
In questo capitolo, oltre ad un excursus di natura fisica, verranno discussi: 1) i parametri base 
di un antenna, 2) le possibili configurazioni da adottare in campagna al fine di ottenere 
migliori ricezioni del segnale. Verrà infine data una breve introduzione al sistema 
multicanale, un moderno metodo di acquisizione. 
 
4.1 Energia trasferita dalle antenne 
Un’antenna è un dispositivo che trasmette e/o riceve energia nell’ambiente circostante, nella 
banda di frequenze delle onde radio per il GPR, avente determinate caratteristiche. 
Esse rappresentano, in parole povere, l’interfaccia con il mezzo di propagazione: l’antenna 
trasmittente (TX) trasforma una tensione applicata ai suoi capi in un campo elettromagnetico 
provvedendo così ad irradiarlo nel mezzo interessato; l’antenna ricevente (RX) deve quindi 
essere in grado di estrarre energia dall’onda incidente e dunque captare variazioni di una 
componente vettoriale del campo per poi trasdurre essa in un segnale registrabile. 
Nel secondo capitolo è stato già accennato come uno dei meccanismi fondamentali 
responsabili della produzione delle onde elettromagnetiche sia l’accelerazione di una 
particella carica. 
Ogni qualvolta una particella carica subisce un’accelerazione questa irradia energia 
elettromagnetica sotto forma di onde elettromagnetiche. 
Dal punta di vista elettrico, il sistema viene schematizzato come un dipolo elettrico oscillante. 
Le cariche q sono concentrate ai capi dell’antenna ed un opportuno generatore le fa variare 
sinusoidalmente: 
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dando così luogo ad un momento di dipolo elettrico oscillante,    , parallelo all’asse 
dell’antenna ovvero l’asse z di figura 4.1: 
                          
A lunghe distanze dal dipolo,    , fissata una direzione r, che parte dal centro del dipolo 
formante un angolo θ con δ, lungo questa si propagherà  un’onda elettromagnetica trasversale. 
Il campo elettrico E, ortogonale ad r, interesserà un piano meridiano mentre il campo 
magnetico giacerà in un piano parallelo. 
In ogni istante      fornisce la direzione e il verso di propagazione dell’onda.  
.  
 
I rispettivi moduli dei campi sono dati da: 
  
      
      
 
  
 
             
       
  
 
 
   
               
  
 
 
    
Tali valori dipendono, oltre che dalla distanza r, dall’angolo θ e sono nulli in particolare per   
θ = 0 e    , cioè lungo l’ asse del dipolo. 
Per distanze    , le componenti del campo tenderanno a decrescere come      (campo 
magnetico) ed       (per le componenti          del vettore campo elettrico   ). 
Per una discussione qualitativa riguardante la formazione delle onde elettromagnetiche si 
riporta in figura 4.2 la configurazione delle linee di campo elettrico del dipolo, assumendo 
come istante iniziale t quello in cui il momento di dipolo vale        (1) 
Figura 4.1 - Rappresentazione schematica del dipolo elettrico oscillante. 
 
.oscillante. 
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All’istante t + T/4 (2) il momento di dipolo è nullo per cui non esistono linee di campo aventi 
estremi sul dipolo. In particolare le linee create nell’intervallo T/4 si sono allontanate dal 
dipolo con velocità c, chiudendosi su se stesse e continuando ad allontanarsi. 
Successivamente nuove linee di campo si formano (3)  con  verso opposto (istante t + T/2,           
        ) e all’istante t + 3T/4 (4), quando il momento di dipolo è di nuovo nullo, anche 
questo sistema di linee si chiude e si allontana, deformando le linee di campo formate in 
precedenza. 
 
 
Ad una distanza         tutti i termini sono uguali e rappresenta il confine tra near field e 
far field. Oltre tale distanza l’onda generata tende ad assumere le caratteristiche di un’onda 
piana.  
Esiste dunque una classificazione generale del campo emanato dall’antenna : 
1) Near field, regione di campo più vicino all’antenna trasmittente, ragion per cui il campo 
reattivo domina su quello radiante. 
2) Far field o zona di Fraunhofer, regione in cui il pattern di radiazione è indipendente dalla 
distanza dell’antenna trasmittente, il fronte d’onda sferico è qui approssimato ad un 
piano. 
Quest’ultima è descritta come la risposta all’irraggiamento presente ad una distanza maggiore 
del valore di     , con L rappresentante la lunghezza dell’antenna (figura 4.3) 
Figura 4.2 – Configurazione linee campo elettrico del dipolo. 
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4.2 Parametri base di un’antenna 
In generale, l’antenna trasmittente è caratterizzata da due parametri, denominati 
rispettivamente direttività e guadagno mentre l’antenna ricevente dall’apertura o area 
equivalente. 
Sulla base della direzione di emissione le antenne possono essere suddivise in due classi 
principali: omni-direzionali e direzionali. 
Le prime irradiano energia in tutte le direzioni simultaneamente mentre le seconde irradiano 
energia secondo fasci dotati di direzione ben specifica, legata alla posizione dell’antenna 
(figura 4.4).  
Un utile esempio alla comprensione delle principali differenze tra le due classi di antenne 
sopra citate è fornito dall’effetto d’illuminazione prodotta,  in uno spazio privo di luce, da una 
lampadina e dal fanale di un’auto. Quest’ultimo, senza dubbio, risulta avere la caratteristica di 
direttività mentre la prima illumina l’ambiente isotropicamente (stessa intensità in ogni 
direzione). 
 
 
Figura 4.4 – Pattern di radiazione, a sinistra tipico di 
una sorgente isotropica (omnidirezionale) mentre a 
destra sorgente dotata di una certa direttività 
(direzionale) (Jol, Ground Penetrating Radar theory 
and application, 2009). 
Figura 4.3 – Esempio di determinazione della distanza di inizio del far field. 
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Il guadagno direttivo è dato dal rapporto tra l’intensità di radiazione10 (o intensità di potenza) 
nella data direzione e l’intensità media di radiazione11 da un’antenna isotropa alimentata con 
la stessa potenza. 
        
      
      
 
        
    
 
Il guadagno è massimo nella direzione di massima radiazione ed è pari a:  
     
           
      
 
             
    
  
tale valore massimo del guadagno direttivo prende il nome di direttività dell’antenna. 
Il guadagno direttivo è funzione della modalità con cui un’antenna irradia la potenza in 
ingresso (mostrato nel cosiddetto pattern di radiazione), esiste però un altro parametro, detto 
guadagno di potenza, tenente conto delle perdite dell’antenna. 
Consideriamo ad esempio un’antenna alimentata da una potenza complessiva      (trattasi 
della potenza erogata dalla sorgente), irradiante una potenza     , frazione di      . 
La differenza             è dissipata sia per effetto delle inevitabili perdite ohmiche 
dell’antenna sia per altri tipi di perdite, non costanti e relativi alla tipologia di antenna in uso. 
Il rapporto tra potenza totale irradiata e potenza totale alimentante l’antenna è definito fattore 
di efficienza (o rendimento), pari al rapporto: 
  
     
     
 
E’ definito, infine, guadagno di potenza il prodotto tra fattore di efficienza e guadagno 
direttivo dell’antenna: 
                
 
 
 
                                                          
10
 L’intensità di radiazione rappresenta una potenza per unità di angolo solido, misurata in W/sterad. 
11
 Definisce il rapporto tra la potenza totale irradiata e 4  steradianti. 
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4.2.1 Pattern di radiazione 
Le caratteristiche direzionali di un’antenna dipolare sono controllate dal terreno; anche se 
l’analisi di questo fenomeno è complessa le caratteristiche di base possono comunque essere 
spiegate. 
Un piccolo dipolo elettrico e il relativo campo elettrico sono mostrati in figura 4.5; evidente è 
la forma caratteristica a “ciambella” del campo. 
 
L’energia è esclusivamente irradiata uniformemente nel piano perpendicolare all’asse 
dipolare, la figura sottostante mostra le cross section ortogonali relativi alla “ciambella” 
comunemente riferiti come pattern TE e pattern TM (figura 4.6). 
 
 
 
Quando il dipolo è posizionato sulla superficie del terreno, il pattern di radiazione subisce 
drastiche variazioni causate dalla rifrazione associata all’interfaccia aria-terreno (figura 4.7).  
Tale pattern rappresenta la componente del campo far field, in vicinanza all’antenna il campo 
è infatti molto più complesso e richiede simulazioni numeriche. 
Figura 4.5 – Antenna dipolare 
e rappresentazione 3D del 
pattern di radiazione nello 
spazio vuoto (Jol, Ground 
Penetrating Radar theory and 
application, 2009). 
. 
Figura 4.6 – Sezioni trasversali relative al pattern di figura 3.8 
(Jol, Ground Penetrating Radar theory and application, 2009). 
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Per la descrizione del pattern d’irraggiamento è previsto l’utilizzo di appositi diagrammi 
azimutali o lineari, con misura in dB, differenziati a seconda del pattern considerato.  
Nel caso di TE, la massima intensità di radiazione è ottenuta in corrispondenza dell’angolo 
critico. 
Per il pattern TM la massima intensità di radiazione è presente nella direzione di incidenza 
normale, mentre il punto di irraggiamento nullo è sito nell’angolo di Brewster. 
 
 
 
Evidente è la maggiore ampiezza dell’impronta orizzontale sul piano TE (vettore    
ortogonale al dipolo) rispetto a quella sul piano TM (vettore    parallelo al dipolo), ciò è 
indice di una maggiore entità dell’area illuminata nel piano normale al dipolo  rispetto a 
quella nel piano parallelo al dipolo. 
Quanto detto spiega come la scelta dell’orientazione dell’antenna influenzi notevolmente i 
risultati ottenibili da un’indagine: nel caso in cui la trasmittente e la ricevente siano poste 
perpendicolarmente alla direzione d’investigazione, la sovrapposizione delle loro impronte 
risulterà maggiore, questo garantirà che oggetti e/o riflettori, potranno essere osservati a 
profondità e ad offset più ampi (figura 4.8). 
Figura 4.7 – Sx: pattern di radiazione nel piano TE. Dx: pattern di radiazione nel piano TM, per un 
terreno con permittività dielettrica 3.2 (Jol, Ground Penetrating Radar theory and application, 
2009). 
. 
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4.2.2 Polarizzazione del segnale e configurazioni delle antenne 
La polarizzazione dell’onda elettromagnetica indica la direzione di oscillazione del campo 
elettrico lungo la direzione di propagazione, mantenendosi sempre su un piano perpendicolare 
a quest’ultima. 
I GPR più comuni generano onde EM polarizzate linearmente
12
, dove    ed     sono contenuti 
in un piano e variano d’intensità nel tempo. 
Due risultano essere le comuni tipologie di polarizzazione dell’antenna (figura 4.9), entrambe 
classificate alla luce dell’orientazione del vettore campo elettrico (  ) rispetto alla direzione di 
propagazione dell’onda: 
1) polarizzazione EH, il campo elettrico oscilla su un piano orizzontale rispetto alla 
direzione di propagazione dell’onda. 
2) polarizzazione EV, il campo elettrico oscilla su un piano verticale rispetto alla direzione 
di propagazione dell’onda. 
                                                          
12
 La direzione lungo cui si dispone il vettore campo elettrico di un’onda elettromagnetica definisce il tipo di 
polarizzazione dell’onda stessa. Se questa direzione è costante durante la propagazione dell’onda si parlerà di 
polarizzazione lineare. 
Esistono anche polarizzazioni circolari ed ellittiche, ma restano poco sfruttate nelle metodologie GPR. 
 
Figura 4.8 – Footprint delle antenne perpendicolare e parallelo alla direzione d’indagine (rispettivamente a 
sinistra e a destra). Si noti come per il primo caso vengano rilevati oggetti principalmente lungo la linea di 
acquisizione al contrario del secondo caso (Conte, 2004). 
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La polarizzazione determina inoltre la capacità di un’antenna di investigare oggetti lineari: 
l’ampiezza delle riflessioni varia in funzione della sua polarizzazione e dall’orientamento 
degli oggetti rispetto ad essa. 
Tale dipendenza determina l’eventualità di una mancata visione di oggetti in un’indagine 
GPR, causata da un orientamento “svantaggioso” di questi rispetto alla posizione dei dipoli 
(TX e RX) dell’antenna e di quest’ultima rispetto alla direzione del survey (figure 4.10 e 
4.11). 
 
 
 
Figura 4.9 – A sinistra, polarizzazione EV; a destra, polarizzazione EH 
(Amaldi, L’Amaldi Zanichelli, 2010). 
Figura 4.10 – Direzione survey/grado di detezione. La direzione di oscillazione 
del campo elettrico è indicata dalla linea nera (Ribolini, Geomorfologia radar, 
2011). 
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L’ampiezza del segnale riflesso dipenderà dunque dalle particolari combinazioni scaturenti tra 
orientazione del target, polarizzazione del fascio e disposizione delle antenne rispetto alla 
direzione di acquisizione. 
 
4.3 Array di antenne 
In generale si parla di sorgente o di ricevitore come se i dispositivi di emissione e di ricezione 
fossero costituiti da elementi singoli. 
In effetti questo spesso accade quando l’indagine è svolta in aree a piccola scala o non 
necessita di particolari gradi risolutivi. 
Uno dei maggiori limiti della tecnica georadar è costituito dall’incapacità di esplorare in modo 
completo tutto il volume di indagine, in effetti il sensore viene condotto lungo linee parallele 
sensibilmente distanziate, consentendo l’acquisizione di informazioni dal volume sottostante 
ogni profilo. 
Figura 4.11 – Disposizione antenne rispetto alla direzione di avanzamento del survey (Ribolini, 
Geomorfologia radar, 2011). 
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Recenti sviluppi nella tecnologia e dei software (oggi in grado di elaborare una quantità 
maggiore di dati) hanno permesso di superare questi limiti sfruttando l’impiego di  schiere di 
antenne operanti simultaneamente; questi gruppi formano i cosiddetti array. 
Ciò consente di effettuare, in tempi rapidi, l'indagine completa di tutto il volume di studio 
fornendo informazioni più complete ed affidabili dei comuni sistemi monocanali. 
In figura 4.12 viene data una rappresentazione schematica di un sistema monocanale e 
multicanale mentre in figura 4.13 è fornito un esempio di acquisizione impiegando entrambi i 
sistemi al fine di chiarire le differenze sostanziali relative ad una tipologia di acquisizione 
piuttosto che un’altra. 
Nello specifico il sistema array in figura 4.13 si compone di 14 dipoli (13 canali) orientati 
parallelamente alla direzione del survey.  
Il sistema di riferimento, rappresentato dalle linee in verde, è dato dall’incrocio tra l’asse x 
(orizzontale) e l’asse y  (verticale) con origine in 0 (zero), il passo di campionamento in-line e 
cross-line viene indicato rispettivamente con        . 
La linea in rosso rappresenta il profilo acquisito lungo il baricentro del sistema, nel caso 
dell’array corrispondente al settimo canale mentre le frecce in nero (solo per il caso 
multicanale) rappresentano i profili acquisiti lungo gli altri canali. 
La struttura in giallo (dotata di un certo spessore lungo x e lungo y) raffigura un probabile 
target quale potrebbe essere una struttura muraria. Questa si compone di una parte centrale 
orizzontale con le estremità che si estroflettono con una certa inclinazione rispetto agli assi di 
riferimento.  
Si supponga che l’obiettivo dell’acquisizione consista nel determinare l’esistenza e 
l’orientazione spaziale di tale struttura.   
Come è possibile verificare dall’immagine, la ricezione del segnale da parte del target (croci 
in rosso) porterà ad un’errata interpretazione nel primo caso e ad una migliore interpretazione 
nel secondo caso (in entrambi linea spessa nera tratto-punto). La parte centrale della struttura, 
inoltre, non verrà ricostruita a causa del campionamento poco restrittivo lungo la direzione y. 
Un incremento del passo di campionamento porterebbe comunque ad un’esagerazione dei 
tempi di lavoro in campagna. 
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Possono quindi essere fatte, palesemente, le seguenti considerazioni. La prima, più ovvia 
riguarda i tempi di lavoro, minori nel caso in cui venga impiegato un sistema multicanale.   
In effetti si nota come per l’acquisizione monocanale sia necessario effettuare  più “strisciate” 
per coprire la zona di studio al contrario del sistema multicanale in cui, con una singola 
strisciata si è arrivati a coprire la stessa area con maggior dettaglio e con tempi minori. 
Intimamente legato al passo di campionamento lungo le coordinate spaziali ricade il concetto 
di aliasing spaziale il quale, ad ogni modo, è ridotto utilizzando questi moderni sistemi, 
acquisendo dunque un dato fertile per lo sviluppo di ulteriori processi di elaborazione.  
In ultimo, altri fattori da considerare determinanti l’effettiva ricezione del segnale riflesso dal 
bersaglio, riguardano l’orientazione del fascio rispetto alla direzione del target, la profondità 
di questo rispetto al suolo (se troppo superficiale potrebbe non essere investito dal cono 
d’irradiazione) e naturalmente dal contrasto di riflettività con il mezzo circostante. 
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Figura 4.12 – Rappresentazione schematica di un sistema monocanale e multicanale. La distanza 
tra i canali, nel caso del multicanale, fornisce il passo di campionamento in y mentre nel sistema 
monocanale corrisponde alla distanza adottata in campagna tra un profilo ed il successivo. 
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Figura 4.13 – In alto, acquisizione monocanale con direzione di prosecuzione del survey indicata dalla freccia nera 
in tratteggio. In basso, acquisizione multicanale. I colori dei dipoli rispecchiano quelli  presentati in figura 
precedente. Differenza sostanziale tra i due metodi è la discretizzazione lungo la verticale la quale rende i dati 
acquisiti con metodo array più risoluti. 
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Capitolo 5 
Analisi Cepstrale e Deconvoluzione Omomorfa 
Uno dei metodi finalizzati alla rimozione di segnali periodici, esaminato in sede di processing, 
è rappresentato dall’analisi cepstrale e dalla deconvoluzione omomorfa. 
Essendo le sopracitate meno conosciute rispetto alle varie tecniche dalle medesime finalità si 
vuole qui offrire una breve panoramica teorica allo scopo di rendere più familiari tali 
argomenti. 
 
5.1 Introduzione all’analisi cepstrale 
Nel 1963, Bogert, Healy e Tukey pubblicarono un articolo dall’inusuale titolo: “the Quefrency 
Analysis of Time series for Echoes: Cepstrum, Pseudoautocovariance, Cross-Cepstrum and 
Saphe Cracking” (si veda Bogert, Healy e Tukey,1963). 
Gli autori osservarono che il logaritmo dello spettro di potenza di un segnale contenente 
un’eco presenta una componente periodica aggiuntiva dovuta all’eco stesso e quindi, la 
trasformata inversa del logaritmo dello spettro di potenza dovrebbe esibire un picco al ritardo 
dell’eco. 
Essi definirono tale funzione cepstrum, il cui nome deriva dall’interscambio delle prime 
quattro lettere della parola spectrum. 
Quasi contemporaneamente Oppenheim (1964, 1967, 1969) propose una nuova classe di 
sistemi chiamati sistemi omomorfi. 
Anche se non lineari nel senso classico, questi sistemi soddisfano una forma generalizzata del 
principio di sovrapposizione: segnali d’ingresso e le loro corrispondenti risposte sono 
combinate da un operatore avente le stesse proprietà algebriche di un’addizione (si veda in 
seguito). 
La trasformazione di un segnale nel suo cesptrum è una trasformazione omomorfa la quale 
converte una convoluzione in un’addizione. 
Sin dalla loro introduzione, i concetti di cepstrum e dei sistemi omomorfi sono risultati validi 
nell’analisi dei segnali ed applicati con pieno successo in campi quali processing dei segnali 
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vocali (Oppenheim, 1969, Oppenheim e Schafer, 1968 e Schafer e Rabiner, 1970) e dei 
segnali sismici (Ulrich , 1971 e Tribolet, 1979). 
Più recentemente il cepstrum è stato proposto per le analisi spettrali (Stoica e Moises, 2005). 
 
5.2 Il cepstrum complesso 
Come base per generalizzare il concetto di cepstrum, si prenda in considerazione una 
sequenza stabile x[n] la cui trasformata z: 
          
 
    
    
espressa in forma polare, è: 
                  
Dove        e       denotano rispettivamente ampiezza e fase della funzione complessa 
    . 
Essendo x[n] stabile, la regione di convergenza (region of convergence, ROC)
13
 per      
include il cerchio unitario: la trasformata discreta di Fourier esiste ed è uguale a     . 
Il cepstrum complesso associato a x[n] è una sequenza stabile      avente trasformata z: 
                
Anche se ogni base può essere usata per il logaritmo, quella naturale (base e) è tipicamente 
utilizzata e sarà assunta tale nei riguardi del resto della discussione. 
Il logaritmo della quantità complessa      è definito come:  
                                              
                                                          
13
 L’espressione della trasformata z rappresenta una serie di potenze (o serie di Taylor-Laurent) di variabile 
complessa          . La ROC è determinata dall’insieme dei valori di z per i quali la sequenza          è 
assolutamente sommabile.  La convergenza della serie di potenze per una data sequenza dipende solo da |z| 
quindi |X(z)|< . 
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Essendo la fase modulo 2π, la parte immaginaria non è ben definita; quest’ultimo punto sarà 
discusso successivamente, al momento si assuma che una definizione appropriata è possibile 
ed è stata utilizzata. 
Il cepstrum complesso esiste se il           ha una rappresentazione in serie di potenze 
convergente: 
                     
 
    
      
                deve dunque possedere tutte le proprietà della trasformata z di una 
sequenza stabile
14
; nello specifico, la ROC dovrà assumere la forma: 
           
Dove  
           
 
Nel caso in cui tali condizioni siano verificate,      è ciò che viene definito cepstrum 
complesso. 
Essendo      stabile, la ROC di        includerà il cerchio unitario ed il cepstrum complesso 
potrà essere rappresentato mediante trasformata discreta inversa di Fourier (   ): 
                                           
Nel cepstrum complesso, l’uso della parola complesso indica esclusivamente l’utilizzo del 
logaritmo complesso in quest’ultima definizione e non implica che il cepstrum complesso sia 
una sequenza di valori complessi. 
L’operazione con la quale una sequenza x[n] viene “mappata” nel suo cepstrum complesso 
     può essere denotata come un operatore tempo discreto      , allo stesso modo viene 
definito, tramite una funzione esponenziale, il sistema inverso  
      grazie a cui è possibile 
recuperare x[n] da     ,  come descritto in figura 5.1: 
 
                                                          
14
 La serie di Laurent, quindi la trasformata z, rappresenta una funzione continua in ogni punto all’interno della 
ROC; questo implica che se la ROC include il cerchio unitario la trasformata di Fourier esiste. 
94 
 
 
 
 
 
 
Il cepstrum,        di un segnale
15
 è definito invece come la trasformata discreta inversa del 
logaritmo dello spettro di ampiezza: 
       
              
Confrontando le ultime due equazioni, relative a     e      , è possibile notare che       è la 
trasformata inversa della parte reale di      (i.e. è una funzione pari) di conseguenza       è 
uguale a: 
      
          
 
 
Il cepstrum è utile in molte applicazioni ed essendo indipendente dalla fase di      risulta più 
semplice da calcolare rispetto al cepstrum complesso, non è però invertibile, x[n]  non può 
essere infatti recuperato da       . 
Viceversa, il cepstrum complesso, malgrado risulti più difficile da calcolare, è invertibile. 
 
 
 
 
 
 
 
                                                          
15
 Anche noto come cepstrum reale per enfatizzare la sola corrispondenza con la parte reale del logaritmo 
complesso. 
            
 
      
 
Fig. 5.1 – Sistema denotante il mappamento ed il mappamento inverso di un segnale ed il suo cepstrum 
(Oppenheim, Schafer, Discrete time signal processing, 2010, modificata). 
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5.3 Proprietà del logaritmo complesso 
Come già esposto il logaritmo complesso gioca un ruolo chiave nella definizione del cepstrum 
complesso, appare dunque importante comprenderne le sue proprietà. 
È utile ricordare che x[n] ha un cepstrum complesso se       possiede tutte le proprietà della 
trasformata z di una sequenza stabile. 
Questo significa che la trasformata di Fourier 
                       
deve essere una funzione continua di   e di conseguenza, sia           che       sono 
funzioni continue di  . 
Verificato che      non abbia zeri nel cerchio unitario16, la continuità di           è 
garantita, quindi      è assunto essere analitico (continuo) nel cerchio unitario. 
Malgrado quanto detto, la componente di fase       è in generale ambigua in quanto, per 
qualsiasi  , ogni multiplo intero di    può essere aggiunto. La continuità di       dipende 
dunque da come l’ambiguità è risolta. 
È necessario allora specificare       come una curva di fase “srotolata” (unwrapped = 
arg       ) quindi continua, rispetto alla curva wrapped (ARG       ). 
È importante inoltre notare che se                , 
si ha: 
arg       = arg        + arg        
che non è verificata nel caso di ARG      : 
ARG       ≠ ARG        + ARG        
Affinché        sia continuo e disponga della proprietà per cui                 e quindi: 
                     
 
                                                          
16
 La trasformata z può essere espressa in forma ristretta (               ) con P(z) e Q(z) polinomi in z. 
In generale, i valori di z per cui X(z)=0 sono gli zeri di X(z) mentre i valori per cui X(z)=  sono i poli di X(z). 
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Bisogna allora definire       come: 
                            
Con x[n] reale, arg       può essere sempre specificata e risulta essere una funzione dispari 
di   mentre           è una funzione pari;  ne consegue che      sarà reale. 
 
5.4 Cepstrum complesso per sequenze esponenziali, a fase minima e a fase massima 
Se una sequenza x[n] consiste in una somma di sequenze esponenziali la sua trasformata z è 
una funzione razionale di z. 
Si consideri il cepstrum complesso di una sequenza stabile x [n] la cui      è della forma: 
     
          
           
  
   
  
   
                  
  
   
  
   
 
Con                      , tale che       
    e       
    corrispondono    zeri ed 
   poli all’interno del cerchio unitario mentre i fattori         e         corrispondono 
agli    zeri ed    poli, esterni al cerchio unitario. 
Tale trasformata è caratteristica di sequenze composte da una somma di sequenze 
esponenziali stabili (per esempio la sequenza esponenziale             con    ). 
Attraverso le proprietà del logaritmo complesso, il prodotto dei termini dell’equazione 
relativa a      diventa una somma di termini logaritmici: 
                       
                
  
   
  
   
  
           
               
  
   
  
   
 
Le proprietà di      dipendono dalle proprietà specifiche delle trasformate inverse di ogni 
termine. 
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Per sequenze reali A è reale e contribuisce, in modulo, solo per     , nello specifico: 
            
Ad eccezione di quest’ultimo termine i restanti sono della forma          e       , 
ricordando che questi fattori rappresentano la trasformata z con ROC includente il cerchio 
unitario, è possibile realizzare un espansione in serie di potenza
17
 : 
              
  
 
 
   
            
             
  
 
 
   
             
Sfruttando queste espressioni, per segnali con trasformata z razionale,      assume la forma 
generale: 
    18  
 
 
 
 
 
 
 
                                
  
  
 
 
  
   
  
  
 
 
  
   
    
 
  
  
 
  
   
  
  
  
 
  
   
    
  
Queste tre equazioni suggeriscono le seguenti proprietà del cepstrum complesso: 
1. Il cepstrum complesso decade almeno come 1/|n|. 
2.      ha durata infinita anche se x[n] ha durata finita. 
3. Se x[n] è reale anche      lo è. 
La terza proprietà è stata suggerita nel precedente paragrafo nel quale, per un x[n] reale, si era 
accennato alla funzione di           e alla funzione di         , rispettivamente pari e 
dispari. 
 
                                                          
17
  Forma generica dell’espansione in serie di Taylor: 
           
  
 
 
   
       
 
18
 Ritornando alla nostra sequenza esponenziale,            , questa risulterà avere poli e zeri all’interno 
del cerchio unitario. Ne consegue che è una sequenza stabile e destra dunque il suo      sarà nullo per valori 
negativi. 
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Alla luce di quanto sopra detto, la trasformata inversa di  
                            
è reale. 
La stessa proprietà, in tale contesto, può essere vista diversamente: se x[n] è reale, poli e zeri 
di      appaiono in coppie coniugate e complesse. 
Sequenze a fase minima sono sequenze reali, stabili e causali con tutti i poli e zeri compresi 
nel cerchio unitario ed inoltre risultano essere sequenze destre. 
In base a ciò è possibile derivare una quarta proprietà: 
4.       = 0, n < 0 se e solo se x[n] è a fase minima (     presenta tutti i poli e zeri all’interno 
del cerchio unitario). 
La causalità del cepstrum complesso di una sequenza a fase minima corrisponde dunque ad un 
sistema a minimo ritardo energetico e minimo ritardo di fase, caratteristiche per l’appunto 
riferibili ad una sequenza a fase minima. 
Sequenze a fase massima mantengono la stabilità ma per contro presentano punti di 
singolarità (poli e zeri) esterni al cerchio unitario, tali sequenze sono quindi sequenze sinistre 
così come il corrispettivo cepstrum complesso; scaturisce dunque l’ulteriore proprietà: 
5.       = 0, n > 0 se e solo se x[n] è a fase massima (     presenta tutti i poli e zeri all’esterno 
del cerchio unitario). 
 
5.5 Cepstrum complesso di un sistema di echi a fase minima e a fase massima 
Il concetto di cepstrum nasce per il trattamento degli echi presenti in un segnale. 
Un segnale con un eco è rappresentato da una convoluzione del tipo: 
               
Dove: 
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Se |   | < 1, tutti gli zeri di      risiederanno all’interno del cerchio unitario, in tal caso  
     è un sistema a fase minima. 
Per ricavare il cepstrum complesso,      , è possibile utilizzare l’espansione in serie di 
potenze di Taylor: 
                     
     
 
 
   
       
Dal quale segue: 
              
  
 
 
   
         
Per sistemi periodici, con |α| > 1, gli zeri della funzione      giaceranno all’esterno del 
cerchio unitario, in questo caso si ha un sistema a fase massima avente cepstrum complesso: 
              
  
 
 
   
         
Si noti come i cepstrum complessi relativi alle due sequenze periodiche in esame siano, 
rispettivamente, sequenze lato destro (        per n < 0) e sequenze lato sinistro (             
per n > 0). 
 
5.6 Relazioni tra cepstrum reale e cepstrum complesso 
Come precedentemente osservato, la trasformata di Fourier del cepstrum reale       è la parte 
reale della trasformata di Fourier del cepstrum complesso      ed in modo equivalente,       
corrisponde alla parte pari di     : 
      
          
 
 
Se      è causale, dunque x[n] è a fase minima, l’equazione precedente è reversibile ovvero 
     può essere recuperato da      : 
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Con 
         
     
     
     
  
Quanto appena detto indica la possibilità, per una sequenza  x[n] a fase minima, di ottenere il 
cepstrum complesso a partire dal cepstrum reale (figura 5.2) 
 
 
 
5.7 Deconvoluzione mediante cepstrum complesso 
L’operatore       gioca un ruolo chiave nella teoria dei sistemi omomorfi, basata su una 
generalizzazione del principio di sovrapposizione (Oppenheim, 1964, 1967, 1969, Schafer, 
1969 e Oppenheim, Schafer e Stockham, 1968). 
Nel filtraggio omomorfo di segnali convoluti, l’operatore       è chiamato sistema 
caratteristico per la convoluzione, in quanto permette di trasformare una convoluzione in 
un’addizione. 
Per analizzare quanto sopra descritto, si supponga: 
                 
E dunque, applicando la trasformata z: 
                
 
Fig. 5.2 – Determinazione del cepstrum complesso per segnali a fase  minima (Oppenheim, Schafer, 
Discrete time signal processing, 2010, modificata). 
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Se il logaritmo complesso è calcolato come descritto in sede di definizione del cepstrum 
complesso: 
                                                    
Si ha: 
                                 
Similmente, se 
                 
Ne segue che: 
  
             
                              
Nel caso in cui le componenti cepstrali       e       occupano differenti ranges di quefrency, 
un filtraggio lineare può essere applicato a      al fine di rimuovere una delle due 
componenti. 
Se questo è seguito dall’applicazione di un sistema inverso   
      si arriva quindi ad ottenere 
l’uscita deconvoluta desiderata. Questo processo volto alla separazione di segnali convoluti 
(deconvoluzione) è descritto in figura 5.3 
 
 
 
 
 
 
Dove il blocco centrale rappresenta un sistema lineare tempo invariante (LTI). 
La figura identifica una rappresentazione generale di una classe di sistemi obbedienti al 
principio generalizzato di sovrapposizione. 
Tutti i membri di questa classe differiscono esclusivamente nella parte lineare L[ ]. 
* 
          
+ + + 
          
Fig.5.3  – Forma canonica di un sistema omomorfo dove l’ingresso e la corrispondente uscita sono 
legati da una convoluzione (Oppenheim, Schafer, Discrete time signal processing, 2010, modificata). 
        
 
       
 
  
        
 
+ 
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5.8 Deconvoluzione omomorfa 
Un modello altamente semplificato di riverberazione presenta un segnale ricevuto derivante 
dalla convoluzione del segnale trasmesso w[n] con un treno d’impulsi m[n], (figura 5.4): 
               
Il modello è una versione semplificata dei modelli comunemente utilizzati nell’analisi e 
processing dei segnali in una grande varietà di contesti, tra i quali l’analisi di dati sismici, 
sonar e di riconoscimento vocale. 
Anche se il modello in oggetto è una rappresentazione semplificata di ciò normalmente 
incontrato in applicazioni tipiche, è conveniente dal punto di vista qualitativo. 
Nei riguardi del cepstrum complesso dei segnali e del rispettivo z plane complessivo (figure 
5.5 e 5.6)  il caso in esame presenta, come evidente da una rapida analisi,  due distinti ranges 
di quefrency: una low-quefrency dovuta principalmente a w[n] ed una high-quefrency dovuta 
principalmente a m[n]. 
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Fig. 5.4 – (a) segnale trasmesso, (b) treno d’impulsi 
rappresentante una traccia di multiple e (c) segnale 
ricevuto (Oppenheim, Schafer, Discrete time signal 
processing, 2010). 
Fig.5.5 -  Grafico poli-zeri (z-plane) della trasformata z 
del segnale di figura 5.4 (c) (Oppenheim, Schafer, 
Discrete time signal processing, 2010). 
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Ne consegue che le componenti convolute di x[n] possono essere separate applicando un 
windowing al cepstrum complesso. 
Sulla base dell’uscita desiderata basterà quindi applicare un’apposita finestratura (figura      
5.7 b). 
Fig. 5.6 – Sequenze      (a),       (b) ed 
     (c) (Oppenheim, Schafer, Discrete time 
signal processing, 2010). 
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Nello specifico, al fine di preservare la componente w[n] sarà richiesta una finestra 
comprendente i soli valori d’interesse (low-quefrency), viceversa, se l’obiettivo prevede la 
conservazione della componente eco si dovrà applicare una finestra high-quefrency (figura 
5.8). 
 
 
 
Fig. 5.7 – Sistema per una deconvoluzione omomorfa (a) e filtraggio nel dominio del tempo (b) 
dove l[n] costituisce la finestra temporale (Oppenheim, Schafer, Discrete time signal processing, 
2010). 
Fig. 5.8 (a) – Parte reale della trasformata di Fourier dell’input (linea continua)  e 
dell’output (linea tratteggiata) di figura 5.6 (b). Si noti la diversa velocità di variazione 
(Oppenheim, Schafer, Discrete time signal processing, 2010). 
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In figura 5.9 è rappresenta l’uscita del sistema   
      dopo il filtraggio.  
 
 
 
A complemento di tutto la figura 5.10 mostra un filtraggio highpass. 
Fig. 5.8 (b) – Parte immaginaria della trasformata di Fourier dell’input (linea continua)  e 
dell’output (linea tratteggiata) di figura 5.6 (b). Si noti la diversa velocità di variazione 
(Oppenheim, Schafer, Discrete time signal processing, 2010). 
 
Fig. 5.9 – Sequenza in uscita post deconvoluzione omomorfa. Si confronti con la sequenza di figura 5.6 (c) 
(Oppenheim, Schafer, Discrete time signal processing, 2010). 
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Fig. 5.10 – Filtraggio highpass del sistema di figura 7.9 (b).  Parte reale (a) ed 
immaginaria (b) dell’output del filtro. In (c) output del filtro (Oppenheim, Schafer, 
Discrete time signal processing, 2010). 
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Capitolo 6 
Acquisizione ed elaborazione dati 
Questo capitolo può essere considerato come il cuore dell’intero lavoro, dopo una descrizione 
della zona d’indagine, in cui vengono rivelati i motivi animatori dell’acquisizione svolta con 
GPR sia mono che multicanale, ed una presentazione della strumentazione adoperata vengono 
infatti esposti i passaggi eseguiti per elaborare il dato acquisito. 
 
6.1 La zona d’indagine: l’abbazia di Badia Pozzeveri 
Il lavoro in oggetto ha previsto due fasi d’acquisizione GPR interessanti l’abbazia di Badia 
Pozzeveri (Altopascio, LU, figura 6.1) 
 
 
Nello specifico, tra i mesi di luglio ed agosto 2011 e 2012, l’abbazia e l’area ad essa adiacente 
sono state interessate da analisi ed acquisizioni multidisciplinari destinate alla messa in luce 
delle testimonianze sepolte della stessa abbazia ed i reperti di natura biologica relativi 
all’intenso uso cimiteriale del sito. 
Nei riguardi del lavoro qui esposto, una campagna geofisica GPR, operata in due fasi distinte 
e mirata all’individuazione di eventuali strutture sepolte ha comportato l’esecuzione di profili 
nello spazio immediatamente ad ovest dell’abbazia (figura 6.2) 
Figura 6.1 – Inquadramento geografico dell’abbazia di Badia Pozzeveri 
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Uno dei fattori chiave che ha spinto all’indagine GPR è stato fornito in primo luogo dalla 
letteratura storica in materia, che riporta più volte informazioni riguardanti l’abbazia e di 
come questa in passato occupasse un’area più vasta nei confronti dell’attuale. 
Inoltre, una semplice osservazione della struttura odierna, troppo sviluppata in larghezza 
(nord-sud) rispetto alla sua lunghezza (est-ovest), ha fornito diversi spunti favorevoli 
all’indagine in esame.   
Una prima indagine GPR, eseguita mediante strumentazione monocanale, ha per l’appunto 
rilevato come la chiesa abbaziale fosse in origine più sviluppata in lunghezza verso ovest 
rispetto all’attuale facciata settecentesca ad oggi visibile. Scavi “test”, eseguiti a monte 
dell’indagine, hanno per l’appunto confermato i risultati del survey rivelando la presenza di 
strutture sepolte. 
All’indagine monocanale, visti i risultati positivi, è dunque seguita una seconda acquisizione  
multicanale tramite tecnologia STREAM X, finalizzata ad un definitivo avvaloramento delle 
ipotesi sopracitate; tale strumentazione grazie alle sue caratteristiche ha garantito una raccolta 
del dato più densa con tempi di lavoro decisamente contenuti. 
I risultati, una volta elaborati, sembrano confermare ancora una volta la presenza di targets 
d’interesse tant’è che nel prossimo futuro l’abbazia sarà interessata da ulteriori scavi. 
 
 
 
 
 
Figura 6.2 – Area oggetto di survey STREAM X (in giallo). L’area in rosso indica la zona 
protagonista delle precedenti indagini monocanale. 
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6.2 Strumentazione adoperata 
In questo studio l’indagine è stata condotta mediante l’impiego di un sistema GPR 
monocanale  e multicanale, entrambi prodotti dall’IDS Company ©. 
Nello specifico, il GPR monocanale è caratterizzato da antenne di frequenza nominale di 400 
MHz e polarizzate EH mentre nei riguardi dei parametri d’acquisizione è stata impostata una 
griglia ortogonale per un totale di 114 profili (suddivisi in 41 longitudinali e 73 trasversali) 
aventi spaziatura di 25 cm cross line e 1.2 cm in line, una time window di 80 ns ed una 
registrazione di 1024 campioni per scan. 
Conoscendo tali parametri è possibile ricavare in primo luogo il passo di campionamento 
temporale    dello strumento: 
   
          
                    
 
  
    
          
Avendo calcolato    è dunque possibile quantificare la frequenza di Nyquist del segnale da 
campionare: 
   
 
   
 
 
    
          
 
Quest’ultima frequenza sarà dunque la massima frequenza campionabile correttamente, le 
frequenze superiori a tale limite dovranno dunque essere eliminate mediante filtraggio, pena 
la presenza di alias temporale. 
Ricordando che la banda del segnale inviato è (circa) pari a                  , la frequenza 
massima dello spettro utile dovrebbe assestarsi intorno ai 600 MHz la quale è molto inferiore 
alla frequenza di Nyquist, il rischio d’incorrere in alias temporale quindi non sussiste. 
Considerando inoltre una velocità minima del segnale stimata pari a circa 0.08 m/ns è inoltre 
possibile verificare le condizioni di Nyquist dal punto di vista spaziale: 
      
    
  
 
    
    
        
Al fine di non incorrere in alias spaziale dovremmo quindi avere passi di campionamento 
spaziale, sia lungo x che lungo y, inferiori a 3.3 cm; quanto detto è pienamente rispettato in x 
ma non in y. 
Per il calcolo della risoluzione verticale ed orizzontale si usano l’equazioni esposte in sede 
teorica (si veda il capitolo 3); esse valgono rispettivamente 6.25 cm e 
 
  
  
            
 
 
                         . 
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Il sistema GPR multicanale, denominato STREAM X (Subsurface Tomography Radar 
Equipment Assets Mapping, figura 6.3) prevede l’utilizzo di 8 antenne dipolari ( polarizzate 
EV), dotate di medesima frequenza nominale (200 MHz), ospitate da un modulo la cui 
lunghezza raggiunge gli 84 cm che garantiscono 7 canali d’acquisizione con spaziatura di 12 
cm cross line e 6 cm in line. 
Per tale acquisizione si è scelto di eseguire esclusivamente profili longitudinali. 
Riguardo ai parametri di campionamento è stata impostata una finestra temporale di 128 ns ed 
una registrazione di 512 campioni per scan; 10 strisciate dello strumento hanno inoltre 
permesso la rapida acquisizione di 77 B-scan. 
Come già fatto per la strumentazione monocanale è anche qui possibile verificare le 
condizioni di Nyquist temporali e spaziali e ricavare la risoluzione della strumentazione: 
 
   
   
   
         
   
 
     
       
ne consegue che, al fine di scongiurare il rischio di alias temporale, 2     sarà la massima 
frequenza campionabile. 
Con una banda del segnale inviato caratterizzata da una frequenza massima pari a circa 300 
MHz l’alias temporale non dovrebbe influenzare l’acquisizione. 
Per l’alias spaziale, ipotizzando una velocità minima di 0.08 m/ns: 
 
      
    
    
        
 
Considerando una spaziatura in line di 6 cm il rischio di alias spaziale in x non sussiste, 
malgrado ciò, pur avendo una spaziatura cross line minore rispetto al caso monocanale (12 cm 
contro 25) anche in questa occasione è nuovamente possibile il rischio di alias spaziale in y. 
 
Nei confronti della risoluzione verticale ed orizzontale la prima vale 12.5 cm mentre la 
seconda                          
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Lo schema sottostante riporta, a titolo esemplificativo, le geometrie relative all’acquisizione 
dei profili multicanale. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 6.3 – A sinistra sistema STREAM X in azione, l’utente può controllare in tempo reale l’acquisizione 
e al contempo proseguire l’avanzamento lungo il profilo. A destra STREAM X a riposo, si notino le ruote del 
supporto, l’alloggio (arancione) delle antenne ed il pc adibito al display del dato. 
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6.3  Introduzione al processing 
Il processing racchiude tutte le operazioni di elaborazione, modelling e analisi dei dati raccolti 
nell’indagine. 
Di tutti gli argomenti associati al GPR, il processing è inequivocabilmente l’argomento che 
genera più controversie tra gli utenti, il suo svolgimento non è infatti univoco e può assumere 
un carattere soggettivo. 
Per quanto il processing possa risultare valido, al fine di una buona interpretazione dei dati è 
importante la bontà con cui il dato viene raccolto; acquisendo dei dati di scarsa qualità, 
qualunque sia il processing svolto, il risultato finale non potrà mai essere soddisfacente. 
Le tecniche di processing GPR derivano in larga parte dal processing utilizzato 
nell’elaborazione di dati sismici, in effetti, i dati derivanti da tali metodologie si presentano 
come un set discreto di impulsi (o ondine) spazialmente distribuito in time – domain; di 
conseguenza, gli steps base di entrambi i processing sono gli stessi e diverse soluzioni, di 
origine sismica, possono essere applicate ai dati georadar (Yilmaz, 2001). 
Sussistono però differenze tra le due tecniche, differenze che diventano importanti per la 
validità dei metodi di processing più avanzato. 
In primo luogo una delle principali differenze è rivestita dalla natura dell’onda trasmessa, gli 
effetti di attenuazione e dispersione sono più marcate nel georadar, ed inoltre, la frequenza del 
segnale può variare fortemente in una registrazione con il progredire del tempo. 
Svariate tecniche avanzate efficaci in ambito sismico hanno spesso, per l’appunto, minore 
successo nella controparte GPR. 
Dunque come si evince da quanto detto, il processing, e ciò che comporta, è una materia 
complessa e per questo, allo scopo di realizzare un processing coerente, efficiente e realistico, 
è opportuno seguire alcune linee guida. 
1) Keep it simple (mantenere le cose semplici): spesso i dati necessitano normalmente di un 
processing base. 
2) Keep it real (mantenere le cose reali): evitare l’over-processing. 
3) Understand what you’re doing (capire cosa si sta facendo): valutare l’effetto di ogni 
operazione applicata. 
4) Be systematic and consistent (essere sistematici e coerenti): utilizzo degli stessi parametri su 
datasets equivalenti e registrazione dei dettagli relativi ad ogni step in un diario; molto 
importante nell’eventualità di processare un gran numero di sezioni GPR simili. 
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6.4 Elaborazione dati 
Il dato acquisito, nella sua forma grezza, malgrado includa in se le informazioni desiderate è 
spesso caratterizzato da un alto contenuto in rumore. 
Quest’ultimo preclude un’efficace lettura del dato il quale deve quindi necessariamente essere 
sottoposto ad una serie di passaggi di elaborazione allo scopo di migliorare il rapporto 
segnale/rumore ed aumentare la risoluzione dell’immagine in modo da riflettere le condizioni 
del sottosuolo indagato. 
 Il tutto deve essere svolto seguendo un percorso ragionato, eventualmente completato da una 
successiva costruzione di time-slices, le quali possono costituire un ausilio all’interpretazione 
del dato. Il processing dei dati in oggetto, e ciò che ne è seguito, è stato svolto mediante il 
software GPR slice. 
Nello specifico un primo processing riguardante i dati monocanale ha previsto, dopo un    
pre-processing caratterizzato dalla detrendizzazione del dato e una ricerca dei   , l’utilizzo di 
passaggi quali: 
1. Band pass filtering (rimozione frequenze non d’interesse) 
2. Gain (recupero delle ampiezze) 
3. Background removal (rimozione delle componenti del rumore coerente) 
4. Analisi di velocità (ricostruzione del profilo di velocità tramite hyperbolic shape analysis) 
5. Migrazione (ridistribuzione dell’energia diffratta nelle reali posizioni geometriche)  
6. Boxar filtering (radargram smoothing) 
Nei riguardi del dato multicanale l’idea base consiste nell’applicare due diversi approcci al 
processing: un primo di natura minimale ed un secondo caratterizzato dall’utilizzo di alcuni 
steps più avanzati, al fine di evidenziare vantaggi e/o limiti di un over-processing.  
I passi di pre-processing sono un fattore comune ad entrambi gli approcci. 
Pre-processing: 
1. Dewow (detrendizzazione del dato) 
2.    search (ricerca e sincronizzazione dei primi arrivi) 
Minimal Processing: 
1. Band pass filtering  
2. Gain  
3. Background removal  
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Advanced Processing: 
1. Band pass filtering  
2. Gain  
3. Background removal  
4. Spectral whitening (equalizzazione frequenziale dello spettro) 
5. Deconvoluzione spiking (aumento della risoluzione temporale) 
6. Bandpass filtering 
7. Homomorphic deconvolution (rimozione delle multiple) 
8. Boxcar filtering 
 
6.5 Pre-processing del dato 
Il pre-processing include in sé tutte quelle operazioni preliminari all’elaborazione (vera e 
propria) del dato. 
In tale sede due sono le operazioni rientranti in suddetta categoria applicati ai dati sia mono 
che multicanale: detrendizzazione del dato e ricerca dei   , a tal pro segue un’unica 
discussione valevole per ambedue le acquisizioni. 
 
6.5.1 Dewow filter 
Il dewow ha l’obiettivo di rimuovere l’effetto del trend a bassa frequenza (wow) presenti nei 
dati causato dalla saturazione del segnale registrato a seguito dei primi arrivi (air/ground 
wave) e/o da effetti induttivi scaturiti dall’interazione antenna trasmittente – ricevente. 
Il dewow si esplica attraverso la sottrazione, alla traccia registrata, della componente DC (DC 
bias) e all’applicazione di un Wobble filter. 
Tale filtro calcola una media dei valori di ampiezza, sulla base di una finestra di campioni 
definita dall’utente (wobble length), e la sottrae ad ogni valore (Daniels, Ground Penetrating 
Radar 2nd edition, 2004) : 
  
            
 
 
   
 
 
    
dove  
      = campione non processato 
  
     = campione processato 
N = wobble length 
n = numero campione 
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L’intera traccia viene quindi suddivisa in più finestre per oguna delle quali è calcolato un 
valore medio che tenderà ad aumentare in profondità. 
Supponendo, per assurdo, di impostare una finestra del filtro pari al numero di campioni della 
traccia troveremo un unico valore medio da sottrarre ad ogni campione. 
In tale situazione l’unico valore medio trovato non rispecchierà la reale natura del drift il 
quale, come visibile anche in figura 6.4, aumenta a tempi maggiori. 
Altro caso limite si ha con la scelta di un filtro dalla lunghezza unitaria, ciò porta infatti a 
valori medi coincidenti con gli i-esimi valori dei campioni e dunque ad annullamento 
dell’intera traccia a seguito del filtraggio. 
Per questo motivo è opportuno definire una lunghezza del filtro  non troppo lunga o non 
troppo corta in modo da ottenere un risultato accettabile. 
Un valore ragionevole per il setting della lunghezza in campioni del filtro è 1/10 della 
lunghezza in campioni dell’intera traccia (figura 6.4). 
 
 
 
 
La figura 6.5 mostra un esempio di traccia detrendizzata in modo non corretto. 
Figura 6.4 – Acquisizione multicanale: le due scans mostrano il fenomeno del drift pre e post 
filtraggio (linee blu e verdi). La lunghezza del filtro è stata impostata a 52 campioni (circa 1/10 della 
traccia) in tal modo la traccia filtrata mostra un’equa distribuzione delle ampiezze nei domini  positivi 
e negativi. 
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L’operazione qui descritta ha quindi lo scopo di garantire che la funzione di distribuzione di 
probabilità delle ampiezze sia simmetrica rispetto al valore centrale e che tale valore risulti 
costante per tutta la durata della A-scan (valore medio circa nullo). 
 
 6.5.2 Ricerca del T0 
È una tipica operazione per l’elaborazione del dato GPR nel caso in cui, durante lo 
svolgimento del survey, l’altezza dell’antenna dal terreno vari a causa, ad esempio, della 
rugosità del terreno provocando un disallineamento delle tracce registrate. 
La ricerca di un T0 comune a tutte le tracce è dunque un passaggio indispensabile, se non 
applicata il successo delle successive operazioni potrebbe non essere garantito. 
Lo step in questione può essere svolto mediante due diversi approcci: sulla base di un valore 
di soglia pre impostato (threshold) d’ampiezza del primo picco del segnale grezzo o mediante 
la ricerca del picco massimo. 
In entrambi i casi il valore di    può essere anticipato arretrando di un dato numero di 
campioni la precedente stima (figura 6.6). 
 
  Figura 6.6 – Modalità di ricerca del   . Metodo 1 basato su un valore di soglia 
rispetto al picco massimo, metodo 2 basato sulla ricerca del valore di picco.  
Figura 6.5 – A sinistra e a destra medesima traccia soggetta a wobble filter, rispettivamente di lunghezza 4 e 
200 campioni. I due casi si avvicinano ai casi limite descritti in sede teorica i quali portano, rispettivamente, 
ad una traccia quasi azzerata e ad una traccia ancora soggetta a trend.  
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Ciò viene svolto per ogni singola A-scan contenuta in un radargramma; i campioni presenti a  
t <    verranno eliminati troncando così il radargramma (figura 6.7). 
Ai dati oggetto di studio è stato applicato il primo metodo. 
 
 
 
 
Ne consegue che, con la scelta di un t0, la finestra temporale d’acquisizione effettiva risulterà 
minore  di quella originale e sarà pari a: 
effective time window [ns] = T – t0 =  
(nc-1) dt – (nc0-1) dt = dt [(nc-1) - (nc0-1)] 
dove 
T = finestra temporale originale 
nc = numero campioni della finestra temporale originale 
nc0 = campione alla posizione del t0 
dt = passo di campionamento temporale 
 
 
 
Figura 6.7 – Acquisizione multicanale: particolare pre e post “T0 search and truncate”. Evidente è il 
troncamento dei primi tempi privi d’informazione e l’anticipo dei primi arrivi ( da 15 a circa 2 ns, freccia 
azzurra). 
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6.6 Elaborazione dati monocanale 
Come precedentemente indicato il set di dati monocanale acquisito è stato soggetto ad un 
unico processing flow, le cui fasi sono di seguito analizzate singolarmente. 
6.6.1 Band pass filtering 
Essendo la banda del segnale registrato maggiore di quella del segnale effettivamente utile, i 
radargrammi devono essere filtrati allo scopo di rimuovere le componenti frequenziali non 
d’interesse (costituenti rumore) al fine di aumentare il rapporto S/N.  
Osservando lo spettro di ampiezza del segnale acquisito è quindi possibile denotare i limiti di 
banda “utili” ed impostare quelle date frequenze di taglio finalizzate a quanto sopradetto. 
Una regola empirica, spesso utilizzata, prevede che la regione passante sia simmetrica rispetto 
al picco della frequenza del segnale ed ampia 1.5 quest’ultimo valore (ad esempio in questo 
caso, picco pari a 400 MHz, banda 200 – 600 MHz), naturalmente è necessario considerare 
ogni situazione a se, in modo da non incorrere in errori ed effettuare un filtraggio errato, 
ricordando inoltre che la frequenza centrale del segnale registrato è generalmente minore 
dell’omologa del segnale inviato. 
Un ulteriore aspetto del filtraggio passa banda riguarda la forma del suo spettro di ampiezza: è 
preferibile una forma “trapezoidale”  ad una “rettangolare” la quale causerebbe un taglio netto 
delle alte e basse frequenze provocando fenomeni pronunciati di ripple del segnale (fenomeno 
di Gibbs). 
In figura 6.8 è mostrato lo spettro del segnale acquisito sottoposto a filtraggio passa banda. 
 
 
Figura 6.8 – Sopra: spettro d’ampiezza di un radargramma grezzo (curva rossa in basso) pre filtraggio e filtro 
passa-banda (in blu), sotto:  porzione di radargramma grezzo in cui è evidente la presenza del background (air 
wave e ground wave in ordine di apparizione) nei primi arrivi. Le frequenze di taglio del filtro (in verde) sono 
impostate considerando in primo luogo la forma dello spettro ed in secondo luogo, seguendo approssimativamente 
il criterio empirico per cui  la banda del filtro deve essere pari a:         .  
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6.6.2 Gain 
Le funzioni di guadagno sono fondamentalmente applicate per aumentare l’ampiezza degli 
arrivi tardivi, indeboliti dagli effetti dell’attenuazione del segnale (figura 6.8) dovute alle 
proprietà intrinseche del materiale attraversato (componente esponenziale) e dalle perdite per 
spreading geometrico (componente lineare). 
La tipologia di una funzione di guadagno applicata alle ampiezze può essere di tipo standard 
(lineare, esponenziale o una combinazione di queste) o personalizzabile, settando un valore 
limite di massimo guadagno richiesto, un’influenza soggettiva è comunque inevitabile. 
Il gain è applicato al dato tramite una curva di guadagno completamente personalizzabile 
dall’utente, è raccomandabile applicare un fattore di guadagno sia esponenziale che lineare in 
modo da sopperire, rispettivamente, all’assorbimento dell’onda ad opera del mezzo e allo 
spreading geometrico. 
Una caratteristica della curva di guadagno è inoltre rappresentata dalla possibilità di scelta 
dello starting point che da inizio al guadagno applicato (figura 6.9). 
È infatti inutile applicare il guadagno all’immediato inizio della traccia essendo tale settore 
interessato da background. 
Come detto precedentemente l’applicazione di un guadagno al dato parallelamente ad un 
recupero delle ampiezze utili causa amplificazione del rumore (figura 6.10, 6.11 e 6.12) 
 
Figura 6.9 – Radargramma pre recupero delle ampiezze, oltre al background (onda d’aria + onda di terra, freccia 
nera) appaiono scarsamente visibili solo alcune riflessioni nei primi tempi (freccia rossa). 
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Figura 6.10 – A sinistra (in verde) curva di guadagno applicata al dato, a destra particolare del radargramma post 
recupero delle ampiezze, evidente oltre al recupero di ampiezze prima non visibili l’amplificazione del rumore 
coerente caratterizzante il radargramma. 
Figura 6.11 – Spettro del segnale post gain, oltre al segnale utile notevole è l’amplificazione del rumore, 
specialmente a basse frequenze (imputabile al ringing). Malgrado sia stato precedentemente applicato un 
filtraggio passa banda appaiono ampiezze occupanti frequenze già azzerate, è quindi supponibile un 
funzionamento non ottimale del filtro passa banda ad opera del software. 
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6.6.3 Background removal 
L’operazione di background removal viene esplicata attraverso un filtro spaziale finalizzato 
alla rimozione delle componenti rumorose coerenti
19
 denominate, per l’appunto, background 
noise. 
Tale processo assume fondamentale importanza soprattutto nel caso in cui il dato sia 
interessato da fenomeni di ringing delle antenne. 
L’algoritmo opera calcolando una media delle ampiezze all’interno di una finestra mobile, 
contenente un numero di tracce definito dall’operatore, sottraendola traccia per traccia. 
Tale filtro è quindi particolarmente utile ai fini della rimozione di rumori coerenti i quali  
occupano, nel contempo, anche le medesime frequenze del segnale utile e dunque non sono 
rimovibili con filtraggio passa-banda. La sua applicazione consente di mettere inoltre in 
risalto pattern iperbolici o riflessioni precedentemente nascoste dal rumore. 
Da un punto di vista pratico, occorre in primo luogo selezionare i campioni d’inizio e fine su 
cui fare agire il filtro, in relazione all’estensione temporale del rumore, ed inoltre definire la 
modalità d’azione del filtro stesso. 
Risulta necessario porre particolare attenzione alla scelta della lunghezza della finestra 
operativa in quanto se troppo piccola, rispetto al numero di tracce (in ascissa), potremmo 
eliminare segnale utile mentre una finestra troppo grande, in termini di campioni (in ordinata), 
potrebbe rimuovere riflessioni isocrone d’interesse. 
Essendo il dato in esame interessato da ringing sia a tempi minori che maggiori si è scelto 
d’impostare un filtraggio che interessasse tutti i campioni occupanti la finestra temporale, 
chiaramente eventuali riflessioni orizzontali (ad esempio il livello della falda) estese a tutto 
l’asse spaziale, se presenti, saranno cancellate. 
                                                          
19
 Rumori caratterizzati da valori d’ampiezza costanti nello spazio ad un dato istante temporale. 
Figura 6.12 – Radargramma post recupero delle ampiezze, evidente il background (da 0 a circa 10 ns), il 
ringing caratterizzante l’intera finestra temporale (ed in particolare dai 50 ai 70 ns) e le prime riflessioni 
d’interesse (dai 10 a circa 20 ns). 
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In termini matematici, il background removal genera la seguente traccia filtrata: 
    
              
 
  
     
  
   
    
Dove 
n = da 1 a N, con N = numero di campioni 
a = da 1 ad    , con    = numero di A-scan 
    
     = A-scan processata 
        = A-scan non processata 
Le figure 6.13 e 6.14 mostrano la rimozione dal dato soggetto ad elaborazione, delle bande 
orizzontali di rumore coerente ad opera del background removal. 
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6.6.4 Filtro boxcar 
 
 
 
 
 
 
Figura 6.13 – Spettro e particolare del radargramma pre e post rimozione del background (rispettivamente 
sopra e sotto). Si noti l’abbattimento delle ampiezze spettrali alle basse frequenze. 
 
 
 
 
 
Figura 6.14 – Radargramma prima e dopo la rimozione del background, si nota la scomparsa delle 
bande rumorose orizzontali. Permane il rumore non coerente (riquadro rosso). 
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6.6.4 Boxcar filtering 
Per limitare l’influenza di rumore non coerente, presente nei radargrammi in esame e avente 
frequenza compresa nella banda utile, è possibile utilizzare un filtro boxcar. 
L’altezza e la larghezza del boxcar definiscono le dimensioni di tale filtro; considerando un 
filtro avente dimensioni N x M (rispettivamente righe e colonne), l’effetto filtrante interesserà 
2M +1 A-scan ed N campioni in verticale di ogni A-scan, svolgendo una media mobile 
(aritmetica) e sostituendo quest’ultima al valore centrale interessato. 
Il processo è iterativo, la finestra viene traslata orizzontalmente traccia per traccia, dalla prima 
all’ultima A-scan, per poi essere shiftata verticalmente di una campione. 
Agli estremi della sezione, la mancanza di tracce viene colmata ripiegando l’intervallo, 
estendendolo specularmente oltre gli estremi dei dati. 
Per evitare un eccessivo smussamento del dato si è scelto di settare il filtro boxcar come una 
matrice 2x1, ciò vale anche nei confronti dell’elaborazione dei dati multicanale. 
L’effetto complessivo del boxcar filter comporterà dunque uno smussamento del 
radargramma senza alterarne le informazioni utili (figura 6.15). 
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6.6.5 Analisi di velocità e migrazione 
L’analisi di velocità comprende quell’insieme di procedure finalizzate alla ricostruzione 
dell’andamento di velocità delle onde EM nel sottosuolo, ciò è indispensabile ai fini della 
migrazione. 
L’unica metodologia possibile in sede di questo lavoro per la stima delle velocità nel 
sottosuolo è costituita dall’analisi delle iperboli di diffrazione mediante fitting di quest’ultime. 
L’hyperbolic shape analysis consiste nel sovrapporre un’iperbole sintetica ad un’iperbole di 
diffrazione reale presente nello spazio dei dati cercando di ottenere un best fitting tra le due. 
Maggiore è il numero di iperboli su cui è applicabile tale analisi, migliore risulterà la stima 
del campo di velocità, in particolar modo se nei dati sono presenti iperboli a profondità 
diverse. 
Più l’iperbole è aperta, maggiore è la velocità di propagazione dell’onda attraverso il mezzo, 
viceversa, ad un’iperbole più stretta corrisponderà una velocità minore. 
Identificando il vertice dell’iperbole reale si cerca di sistemare l’iperbole sintetica fino alla 
perfetta sovrapposizione delle due curve, tale operazione si traduce in un aumento o una 
diminuzione della velocità media inizialmente ipotizzata. 
Una delle condizioni restrittive per lo svolgimento di tale procedura prevede variazioni di 
velocità soltanto lungo la direzione z, condizione difficilmente riscontrabile nei casi reali, 
soprattutto nelle immediato sottosuolo generalmente molto eterogeneo. 
I dati in oggetto presentano uno scarso contenuto in iperboli soprattutto a profondità diverse. 
Risulta quindi complesso ottenere un campo di velocità dettagliato dell’intero contesto 
indagato. 
Figura 6.15 – Sopra e sotto: particolare di un radargramma soggetto ad elaborazione pre e post boxcar 
filtering, osservando le zone interne ai riquadri rossi si nota come il rumore non coerente sia stato smussato. 
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Nonostante quanto detto l’analisi di velocità è stata realizzata sfruttando le poche iperboli 
presenti a tempi minori (figura 6.16). 
 
 
Il processo di migrazione utilizzato (migrazione di Kirchhoff) ha l’obiettivo di focalizzare 
l’energia delle iperboli di diffrazione nell’intorno della posizione della sorgente puntiforme; 
quest’ultima, in una sezione GPR, giace idealmente nel vertice delle iperboli (figura 6.17). 
Tale processo necessita come input il profilo di velocità sopra determinato, nel caso in cui il 
profilo risulta essere corretto, le iperboli saranno focalizzate in un punto o, in realtà, in una 
zona sufficientemente ristretta. 
Essendo il contenuto in iperboli scarso, soprattutto a tempi maggiori, la migrazione è stata 
applicata soltanto a tempi minori dove una stima del profilo di velocità era possibile. 
 
 
Figura 6.16 – Costruzione del profilo di velocità mediante analisi delle iperboli di diffrazione. 
Figura 6.17 – Sopra: particolare di un radargramma caratterizzato da iperboli, sotto: medesime 
iperboli migrate. 
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6.7 Elaborazione dati multicanale 
Considerando quanto già detto per il processing monocanale, al fine di evitare inutili 
ripetizioni, vengono qui approfonditamente esposti esclusivamente i passaggi inediti, 
ovviamente gli steps riportati, così come le figure correlate, sono relativi ai dati acquisiti a 
seguito dell’indagine multicanale.  
 
 6.7.1 Bandpass filtering 
Come per il dato monocanale anche il dato multicanale necessita per prima cosa di essere 
sottoposto ad un filtraggio passa banda in modo da rimuovere quelle componenti frequenziali 
esterne alla banda utile.  
In figura 6.18 è mostrato lo spettro del segnale ricevuto prima e dopo il filtraggio passa banda; 
per il filtraggio valgono i criteri già esposti in sede di processing monocanale mostrando 
particolare attenzione all’arretramento della frequenza centrale, stavolta più accentuato, del 
segnale ricevuto (intorno ai 150 MHz) rispetto a quella del segnale inviato (200 MHz). 
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 6.7.2 Gain 
Secondo indispensabile step processing è nuovamente il gain da applicare al dato grezzo che, 
come mostrato in figura 6.19, appare totalmente smorzato ad eccezione del background. 
In figura 6.20 è mostrato il dato sottoposto a gain. 
 
 
 
Figura 6.18 – Sopra: spettro d’ampiezza di un radargramma grezzo (curva rossa in basso) pre filtraggio e 
fitro passa-banda (in blu), sotto: spettro d’ampiezza post filtraggio. Le frequenze di taglio del filtro (in verde) 
sono anche qui impostate considerando in primo luogo la forma dello spettro ed in secondo luogo, seguendo 
approssimativamente il criterio empirico per cui  la banda del filtro deve essere pari a:         .  
Figura 6.19 – Radargramma pre applicazione del guadagno. L’attenuazione del segnale 
ricevuto e tale che non è visibile nessuna informazione.  
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6.7.3 Background removal 
Il dato multicanale, oltre che dalla classica presenza del background, appare ampiamente 
influenzato da rumore coerente il quale maschera, completamente, tutte le informazioni utili; 
ne consegue la necessità dello step in oggetto. 
Le figure 6.21 e 6.22 mostrano la rimozione delle bande orizzontali di rumore coerente ad 
opera del background removal. 
Figura 6.20 – Gain delle ampiezze, la curva in verde mostra il guadagno (esponenziale + lineare) 
applicato al dato. Evidenti le bande orizzontali rumorose caratterizzanti il radargramma che mascherano 
ogni contenuto informativo. 
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6.7.4 Spectral whitening 
Processo di filtraggio volto allo “sbiancamento” di tutte le componenti spettrali all’interno di 
una data banda filtrando al contempo, nuovamente, le frequenze esterne a quest’ultima. 
Ciò determina un parziale recupero delle alte frequenze fortemente attenuate in seguito alla 
propagazione del segnale (figura 6.23 (a) e (b)). 
Figura 6.21 – Particolare di un radargramma prima e dopo l’operazione di background removal (rispettivamente a sinistra e 
a destra). Il radargramma (a cui è stato applicato un guadagno per meglio apprezzare le ampiezze), specialmente a tempi 
maggiori, appare contaminato da rumore non coerente avente frequenze comuni a quelle del segnale utile, malgrado ciò 
cominciano ad essere visibili informazioni utili (vedi riflessioni contenute nel riquadro rosso). 
Figura 6.22 – Sopra e sotto: radargramma precedente e successivo alla rimozione del 
background, il dato, se pur privo di rumore coerente, è caratterizzato da una forte componente 
rumorosa, in particolar modo dai 50 ns in poi (frecce rosse). 
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Tale operazione viene realizzata al fine di rispettare il principio di stazionarietà
20
, assunzione 
base del modello convoluzionale (indispensabile per il successivo passaggio della 
deconvoluzione spiking). 
 
 
 
 
 
 
 
6.7.5 Deconvoluzione spiking 
La deconvoluzione spiking, da un punto di vista ideale, è un processo volto alla produzione di 
una sezione ad alta risoluzione temporale della traccia acquisita, a seguito di una 
compressione temporale della forma d'onda (corrispondente nel dominio della frequenza ad 
un allargamento di banda), eliminando l’effetto dovuto all’onda sorgente e dunque lasciando 
come risultato la traccia di riflettività (Yilmaz, 2001) 
                                                          
20
 Sono esclusi i fenomeni di attenuazione dell'ampiezza, dovuti alla divergenza del fronte d'onda, e le perdite 
delle alte frequenze assorbite, durante la propagazione, dai mezzi attraversati costituenti il sottosuolo 
(principio di stazionarietà). 
Figura 6.23 – (a) Spettro d’ampiezza pre spectral whitening. In alto si distingue la banda di 
frequenza su cui operare. (b) Spettro d’ampiezza sbiancato. Evidente il parziale livellamento 
dello spettro. 
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In ambito GPR le assunzioni base del modello convoluzionale sono molto restrittive: l’ondina 
GPR è difficilmente a fase minima ed è soggetta a forti perdite energetiche che portano, 
velocemente nel tempo, ad un restringimento della banda di frequenza (quest’ultimo concetto 
sembra essere confermato dall’osservazione dello spettro del segnale acquisito). 
Ciò ha portato a lunghi dibattiti relativi all’utilità delle tecniche di deconvoluzione nel 
processing GPR, sostenuta da autori quali Annan (1993), Conyers & Goodman (1997) e non 
da altri (Daniels, 1996). 
La deconvoluzione può comunque essere utile nel caso in cui sia possibile determinare 
accuratamente la forma dell’onda sorgente, ad esempio dall’analisi dell’airwave 
(Malagodi,1996; Neves, 1996). 
Le possibilità offerte dal software per lo svolgimento della deconvoluzione spiking sono 
limitate ad un approccio deterministico, risulta dunque necessaria la conoscenza della 
signature della sorgente. 
Quanto detto costituisce un problema, non è infatti possibile determinare correttamente la 
quest’ultima. 
L’approccio scelto consiste nel supporre la riflessione del background rilevata dal 
radargramma grezzo, immediatamente dopo la correzione del drift, come un’approssimazione 
dell’onda sorgente, frutto di una combinazione dell’airwave e della groundwave (figura 6.24). 
In tale sede questa è comunque l’unica strada percorribile. 
 
 
 
L’inverso dello spettro dell’ondina così ricavata costituisce l’operatore deconvoluzionale ed il 
suo spettro, moltiplicato per lo spettro d’ampiezza del radargramma grezzo, restituirà in uscita 
lo spettro d’ampiezza della traccia deconvoluta approssimativamente bianco (figura 6.25).  
Figura 6.24 – Onda del background da cui ricavare, finestrando, l’approssimazione dell’ondina 
sorgente. Le due frecce nere delimitano l’impulso selezionato come ondina sorgente. 
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Un ulteriore problema è rappresentato dalla non stazionarietà dell’onda la quale durante la sua 
propagazione, perdendo le alte frequenze, restringe la sua banda. 
La mutazione in forma ed in ampiezza dell’ondina, durante la sua propagazione, può essere 
definita come una caratteristica tempo variante; ne consegue che la migliore deconvoluzione 
(ai sensi del risultato ottenuto) da applicare al dato, tenente quindi in considerazione le 
proprietà di non stazionarietà, è ottenuta tramite suddivisione in più finestre temporali 
dell'intera traccia, trovando così diversi operatori deconvoluzionali da applicare ai 
corrispondenti gates temporali. 
Sarebbe stato allora più idoneo suddividere l’intera traccia in più gates temporali, ricavando 
da ognuna di queste uno specifico operatore deconvoluzionale; non potendo effettuare tale 
scelta si è tentato di recuperare frequenze anticipando alla deconvoluzione lo spectral 
whitening. 
Quest’ultima operazione non è però stata sviluppata per un recupero delle frequenze “perse”, 
essa infatti opera livellando le ampiezze delle frequenze incluse nell’intera banda; in tal modo 
si avrà un parallelo recupero delle alte frequenze ed un’attenuazione delle medie e basse. 
In figura 6.26 è riportato il risultato della deconvoluzione. 
 
 
 
 
Figura 6.25 – Spettro radargramma deconvoluto. 
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6.7.6 Deconvoluzione omomorfa 
Una delle possibilità volte alla rimozione delle multiple è rappresentata dalla deconvoluzione 
omomorfa la cui efficacia (costituente una vera e propria incognita) è stata valutata in sede di 
processing. 
Come visto brevemente in sede teorica (capitolo 5), l’analisi cepstrale è volta ad un 
riconoscimento delle multiple le quali si manifestano come picchi siti in un dato range 
temporale (quefrency). 
Tali picchi possono anche ricadere all’interno dei ranges relativi all’onda sorgente o ai 
coefficienti di riflessione, in questa situazione quindi un filtraggio risulterebbe pericoloso in 
quanto possibili informazioni utili potrebbero essere rimosse a seguito della deconvoluzione. 
Purtroppo non è disponibile nessuna informazione visiva relativa al plot del cepstrum 
complesso in base al quale impostare i limiti di taglio del filtro (supposto passa basso). 
Sembrerebbe dunque un processo da attuare alla “cieca” e quindi, malgrado le sue potenzialità 
e anche se testata, la deconvoluzione omomorfa non è stata applicata per l’elaborazione finale 
dei dati. 
La figura 6.27, mostra un risultato ottenuto a seguito del test 
 
Figura 6.26  – Confronto fra i primi 40 ns di un radargramma pre e post deconvoluzione. Si nota la 
maggiore risoluzione delle ampiezze a seguito della deconvoluzione. 
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6.7.7 Boxcar filtering 
L’ultimo passaggio a cui sottoporre il dato in esame è rappresentato dal filtro boxcar allo 
scopo di smorzare il rumore coerente fortemente caratterizzante i radargrammi. 
Le figure 6.28 e 6.29 mostrano l’effetto complessivo del boxcar filter. 
 
 
Figura 6.27 – Effetto della deconvoluzione omomorfa su dati reali. Le frecce in nero evidenziano il 
pattern di multiple filtrato dalla deconvoluzione cepstrale. 
Figura 6.28 – Smorzamento del rumore coerente ad opera del filtro boxcar. 
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L’analisi di velocità e la migrazione, al contrario di quanto fatto nei confronti dei dati 
monocanale, non sono qui applicate a causa dello scarsissimo contenuto in iperboli nei 
radargrammi. 
Quest’ultima caratteristica è probabilmente da imputare, oltre che alle caratteristiche del 
terreno indagato, alla diversa penetrazione del segnale multicanale rispetto all’omologo 
monocanale, date le differenti frequenze caratterizzanti quest’ultimi,  alla maggiore spaziatura 
in line (rispettivamente 6 e 1.2 cm) dei dati multicanale rispetto ai mono e, per ultimo, alle 
differenti condizioni di saturazione del suolo interessato dalle prospezioni (l’acquisizione 
monoconale è stata svolta in estate, la multicanale in autunno). 
 
 
 
 
 
 
 
 
 
Figura 6.29 – Effetto del filtro boxcar. A destra e a sinistra: particolare di un radargramma 
prima e dopo il filtraggio, evidente lo smussamento del rumore non coerente. 
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Capitolo 7 
TIME SLICES 
 
7.1 Costruzione delle time slices 
Passaggio successivo all’elaborazione del dato è la costruzione delle time slices la cui 
visualizzazione consente una più semplice analisi delle anomalie da ricondurre ai targets 
oggetto di studio. 
Nello specifico, una time slice rappresenta una ricostruzione delle ampiezze, caratterizzanti il 
sottosuolo indagato, mediante sezioni isotemporali derivanti dall’interpolazione dei valori 
d’ampiezza dei radargrammi ricadenti all’interno di specifiche finestre temporali.  
Come introdotto nel capitolo 6 i dati acquisiti con tecnologia multicanale sono stati trattati 
seguendo due linee di processing differenti, al fine di poter verificare la validità degli steps 
processing più avanzati e come questi migliorino, o meno, la visualizzazione delle anomalie 
nelle time slices. 
Ciò che ne consegue è dunque la produzione di due sets di time slices derivanti dalle due 
elaborazioni dati eseguite. 
Nei riguardi dell’acquisizione monocanale, vista l’applicazione di un unico processing flow il 
set di time slices costruite è anch’esso unico.  
Per tutti i casi sopra elencati, la realizzazione di una time slice prevede fasi quali: 
1. Set markers/unit 
2. Set amplitude parameters 
3. Set cuts per mark 
4. Gridding 
 
 
- Set markers/unit 
Il primo step per la creazione delle time slices consiste nel posizionare lungo ogni singolo 
profilo dei punti di riferimento detti markers. 
Per l’acquisizione multicanale si posizionano markers di riferimento ogni 10 A-scan che, 
considerando un campionamento lungo il profilo di 6 cm, si traduce in un marker ogni 60 cm 
(figura 7.1). 
Nel caso monocanale è stato invece posizionato un marker al m (quindi, ad esempio, per una 
linea di 18 m viene impostato un numero di markers pari a 19), avendo un campionamento di 
1.2 cm tra due markers saranno contenute dunque circa 80 tracce. 
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Occorre allora decidere il numero di tagli orizzontali nel quale suddividere il radargramma, 
specificandone lo spessore in numero di campioni ed il grado di sovrapposizione in 
percentuale, se desiderato, tra una fetta e l’altra (figura 7.2 e 7.4, freccia verde). 
La sovrapposizione sopra specificata permette di seguire con continuità eventuali anomalie, 
particolarmente utile in alcuni contesti d’indagine. 
 
 
 
 
 
 
Figura 7.1 – Esempio visualizzazione markers. 
Marker  
A-scan 
Figura 7.2 – Esempio: In alto, sezione tagliata da 10 time slices nulla; in basso, medesima sezione tagliata da 
10 time slices con sovrapposizione del 50 %. 
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- Set amplitude parameters 
La tipologia d’informazione mostrata nella time slice è riferita ad una media dei valori 
d’ampiezza, ricadenti all’interno della fetta temporale impostata, contenute nelle singole      
A-scans. 
Tale media può essere riferita a: 
- Medie di ampiezze al quadrato 
- Medie di ampiezze assolute 
- Medie di ampiezze reali 
Le prime due riportano valori d’ampiezza esclusivamente positive, con la prima che ne altera 
modulo e segno al contrario della seconda che ne altera esclusivamente il segno. 
Una media tra ampiezze al quadrato andrà ad accentuare, in maniera maggiore rispetto alle 
altre due metodologie, le riflessioni più intense riconducibili con ogni probabilità alle 
superfici di contatto tra target d’interesse ed ambiente ospitante. 
Per contro le ampiezze minori, quali ad esempio rumori superstiti, saranno attenuate; tale 
media restituirà dunque time slices caratterizzate da un forte “dislivello” d’ampiezza che 
comporterà un’esaltazione delle riflessioni d’interesse rispetto alle restanti. 
Il terzo caso, sebbene il più fedele in relazione ai valori registrati, potrebbe risultare 
sconveniente per situazioni in cui i valori delle ampiezze risultano equamente (o quasi) 
distribuite nei domini +/- , in tali condizioni le medie potranno avvicinarsi ad un valore nullo 
(o ad esso vicino), vanificando così gli sforzi svolti a monte dello step in questione. 
Nel lavoro in oggetto si è ragionevolmente scelto di operare con medie di ampiezze al 
quadrato.  
 
- Set cuts per mark 
La successiva operazione consiste nel definire quanto spesso mediare i valori tra i markers 
precedentemente posizionati nei profili. 
Le tracce su cui effettuare le medie devono infatti essere “selezionate” mediante la 
collocazione di ulteriori punti di riferimento, detti cuts; l’operazione, nell’insieme, prende per 
l’appunto il nome di cuts per mark. 
Non esiste un metodo universalmente corretto per il posizionamento dei cuts, non 
necessariamente tale ubicazione deve coinvolgere tutte le tracce acquisite durante un 
rilevamento (un maggior numero di cuts comporterà chiaramente maggiori tempi 
computazionali per la costruzione delle time slices, il caso opposto chiaramente determinerà 
minori tempi computazionali a scapito di una perdita d’informazioni), ciò dipende in primo 
luogo dalla tipologia di targets d’interesse (o, nello specifico, dalle caratteristiche spaziali di 
questi) che si presuppone caratterizzino il sottosuolo indagato. 
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Il posizionamento dei cuts concorre a creare delle maglie (figura 7.3) su cui, successivamente, 
verranno ad essere definite le celle i cui vertici costituiranno i punti a cui associare valori 
d’ampiezza estrapolati tramite interpolazione (si veda il successivo paragrafo). 
Al fine di ottenere maglie quadrate si è scelto d’impostare un valore di 5 cuts/markers per il 
caso multicanale (ottenendo maglie di 12 x 12 cm) e di 4 cuts/markers per il monocanale 
(maglie 25x 25 cm), chiaramente quanto appena detto è dettato dalla spaziatura cross line 
caratterizzante le acquisizioni oggetto di studio. 
 
 
 
 
  
 
La figura 7.4 mostra un settaggio esplicativo, a fine riepilogativo, relativo ai parametri 
necessari per la costruzione delle time slices. 
  
 
 
 
 
 
Figura 7.4 – Settaggio esplicativo time slices, le frecce colorate contraddistinguono: in verde, numero di time 
slice per B-scan; in rosso, spessore in numero di campioni; in celeste, campione di partenza; in nero, 
cuts/marker e tipologia del calcolo ampiezza media; in blu, sovrapposizione in percentuale tra time slices 
(immagine da manuale). Le linee gialle verticali riportano i cuts sui quali posizionare le medie calcolate. 
 
Cut 
A-scan 
Figura 7.3 – setting cut, vista dall’alto. 
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Grid the time slice  
Un grid è una regione spaziale costituita da un insieme di righe e di colonne, l’intersezione tra 
queste genera delle celle ai cui vertici sono definiti dei nodi (figura 7.5). La dimensione delle 
celle (e di conseguenza il numero di righe e colonne) è determinata dal parametro grid cell 
size. 
 
 
Il processo del gridding produce un insieme di valori regolarmente spaziati a partire da dati 
acquisiti in campo. 
Tale operazione, a seguito dell’interpolazione, riempie i “buchi” presenti tra i dati (in line e 
cross line) sfruttando i valori d’ampiezza ricadenti sui cuts. 
Il gridding genera quindi valori della variabile in esame (le ampiezze riflesse) ad ogni nodo 
del grid, effettuando una ricerca centrata sul nodo e diretta verso i punti noti (cuts). La ricerca 
è delimitata da una raggio in X ed in Y (search radii). 
Per una copertura totale del grid, al fine di garantire un valore anche ai nodi più distanti dai 
punti noti, è necessario calcolare un raggio minimo di ricerca (figura 7.6). 
Il tipo di ricerca definisce i punti “vicini” da considerare ai fini dell’interpolazione rivolta ai 
nodi del grid, i punti al di fuori dell’area spazzata dai raggi di ricerca non sono evidenti 
considerati durante l’interpolazione ; il settaggio dei parametri di ricerca può determinare 
quindi la presenza nel grid di aree non interpolate. 
Chiaramente, settando un raggio di ricerca X,Y uguale in entrambe le direzioni, la ricerca 
ellittica coinvolgerà aree circolari. Nel caso in cui l’area indagata sia interessata da particolari 
anisotropie, con anomalie dunque caratterizzate da una direzione preferenziale, un ricerca di 
tipo ellittica può essere in maggior misura indicata, con l’asse maggiore dell’ellisse diretto 
lungo l’asse dell’anomalia. 
Figura 7.5 – Grid 5 x 5, l’intersezione tra le righe e le colonne definisce una cella ai cui vertici 
giacciono i nodi del grid. Si noti come cuts e nodi possano coincidere. 
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In figura 7.7 è indicato un settaggio esplicativo per il processo di gridding. 
Raggi di ricerca maggiori prenderanno in considerazione, ai fini del calcolo, valori distanti dal 
nodo considerato, al contrario, raggi di ricerca minori prenderanno in considerazione valori 
ricadenti nei vicini punti noti. 
 
 
 
 
 
 
 
Figura 7.7 – Esempio, in evidenza: tipologia di ricerca (freccia bordeaux), raggi di ricerca 
lungo X ed Y (frecce nere) e grid cell size (freccia verde).  
Figura 7.6 – Esempio di ricerca effettuata per l’interpolazione dei valori ai nodi del grid. La freccia in rosso 
rappresenta il raggio di ricerca minimo mentre in nero le sue componenti. Il nodo del grid verrà così 
interpolato sfruttando i valori ricadenti all’interno dell’area circolare di raggio Rmin.   
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7.2 Gridding methods 
L’attribuzione di valori ai nodi del grid prevede l’utilizzo di un algoritmo d’interpolazione. La 
scelta, tra quelle disponibili, è ricaduta sull’algoritmo IDW (Inverse distance weighted) in 
grado di restituire un risultato accettabile con tempi di calcolo brevi. 
 
7.2.1 Inverse distance weighted 
Prevede una stima dei valori d’ampiezza tra punti vicini, il cui peso è legato alla distanza, da 
associare ad un determinato nodo del grid: 
         
 
   
          
Dove   , rappresentante il peso per i punti vicini i, è dato dalla relazione: 
         
 
         
 
 
         
 
   
  
Con 
      = valore interpolato al nodo    del grid 
      = valore osservato all’i-esimo punto del grid 
        = distanza tra nodo e l’i-esimo punto vicino 
  = parametro di smoothing 
Dunque i dati sono “pesati” in fase d’interpolazione, cosi che l’influenza di un punto relativo 
ad un altro diminuisca all’aumentare della distanza dal nodo del grid in esame. 
Il parametro di smoothing determina per l’appunto l’importanza della distanza nel determinare 
un valore ad un dato nodo del grid: ad un incremento di   corrisponderà quindi una minore 
influenza dei punti lontani, viceversa una maggiore importanza ai punti lontani sarà attribuita 
considerando   minori.    
Generalmente l’IDW è un metodo d’interpolazione esatto (se   = 0) o smoothed (   ), nel 
calcolo del valore di un nodo i pesi assegnati ai dati sono in forma di frazioni e la somma 
complessiva di tutti i pesi è uguale ad 1. 
Quando una particolare osservazione coincide con un nodo, la distanza nodo – punto 
osservato è nulla e a quella particolare osservazione è dato un peso pari ad 1 mentre a tutte le 
restanti, incluse nel raggio di ricerca, il peso è pari a 0. 
Ne consegue che al nodo in questione sarà assegnato il valore della coincidente osservazione. 
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7.2.2 Kriging 
Una seconda scelta riguardante l’algoritmo d’interpolazione è data dal Kriging, qui non 
perseguita a causa dei notevoli tempi computazionali richiesti e dalle scarse migliorie 
apportate al risultato non giustificanti la sua preferenza (figura 7.8) 
 
 
 
 
 
Un ulteriore punto a sfavore è dato dall’impossibilità, da parte del software in uso, di una 
visione del semivariogramma sperimentale (si veda in seguito, figura 7.10), concedendo 
esclusivamente la visione dello stesso a “nuvola” (figura 7.9)  impedendo così un diretto 
controllo nei riguardi dell’impostazione dei parametri di calcolo. 
Figura 7.8 – In alto time slice realizzata mediante interpolazione Kriging, in basso medesima time slice 
realizzata tramite IDW. Il maggior tempo computazionale necessario ai fini della costruzione  e la mancanza di 
significative differenze tra i due risultati non giustificano la preferenza dell’algoritmo Kriging nei confronti 
dell’IDW. 
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Il tutto ha quindi dirottato l’attenzione dello scrivente nel preferire, ai fini dell’interpolazione, 
l’algoritmo IDW, malgrado ciò si è ritenuto opportuno offrire una breve descrizione 
riguardante l’algoritmo in oggetto.  
Il Kriging è un sinonimo d’interpolazione geostatistica basato sull’assunzione per cui punti 
vicini abbiamo valori simili fra loro mentre punti lontani non hanno alcun legame ovvero non 
sono fra loro correlabili. 
Una versione standard di tale metodologia è definita ordinary kriging (OK), il quale calcola i 
valori incogniti effettuando un’interpolazione basata sulla media pesata di un numero 
appropriato di valori noti. 
Per calcolare il valore incognito della variabile Z in un punto x0 è possibile fare una stima del 
valore        utilizzando una combinazione lineare dei valori rilevati nei punti noti secondo 
l’equazione:  
               
 
   
           
 
   
   
I coefficienti moltiplicativi    dipendono dalla struttura statistica della variabile Z e si 
ricavano dal suo semivariogramma il quale riporta sull’asse delle ascisse la distanza fra le 
coppie dei punti noti, mentre sull’asse delle ordinate riporta la metà dello scarto quadratico fra 
i valori misurati per ogni coppia di punti considerata. 
Figura 7.9 – Semivariogramma a “nuvola”, l’asse x riporta le distanze tra le coppie di punti, 
l’asse y le semivarianze; come si evince è impossibile una visione dei parametri caratteristici 
del semivariogramma (si veda in seguito). 
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Nel kriging, a differenza dell’IDW, i pesi sono attribuiti in modo da riflettere la struttura di 
autocorrelazione spaziale; secondo Matheron (1962) una stima delle differenze tra valori 
vicini può essere data dalle semivarianze       : 
      
 
 
                    
   
Dove       valore della variabile al punto    mentre        è il valore del punto vicino a 
distanza       
Rappresentando tutte le semivarianze rispetto alla loro distanza di separazione otteniamo 
quello che viene definito semivariogramma a nuvola 
Una descrizione visiva del sopracitato risulta essere difficoltosa, per far fronte al problema i 
valori delle semivarianze sono dunque mediati rispetto ad una distanza standard, detta lag, 
ottenendo così un semivariogramma sperimentale. 
In generale le semivarianze saranno più piccole a brevi distanze per poi stabilizzarsi ad una 
data distanza all’interno dell’area di studio, i valori della variabile in oggetto saranno quindi 
più simili a corte distanze mentre aumenteranno all’incremento di quest’ultime dove le 
differenze tra le coppie saranno più o meno uguali alla varianza globale dell’area. 
Una volta calcolato il semivariogramma sperimentale esso può essere fittato attraverso una 
stima ai minimi quadrati iterativamente ripesati (IRLS).  
Il semivariogramma misura quanto velocemente i valori in esame variano in media; il 
principio fondamentale prevede una maggiore somiglianza tra due misurazioni vicine 
piuttosto che tra due distanti. 
Poiché, spesso, vi si riscontra un andamento preferenziale nell’andamento delle ampiezze 
osservate (anisotropia), i valori cambieranno più rapidamente in una direzione che in un’altra, 
il semivariogramma è dunque funzione della direzione. 
Nello specifico tre sono le variabili caratterizzanti un semivariogramma, due hanno carattere 
indipendente (distanza di separazione    e direzione   ) ed una dipendente (       ). 
Come si evince dalla figura 7.10, il semivariogramma sperimentale è definito da quattro 
parametri fondamentali, i cui valori sono necessari per una corretta procedura 
d’interpolazione essendo sfruttati ai fini del calcolo dei pesi kriging:  
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- Nugget 
Indica una stima del residuo degli errori di misurazione con le variazioni spaziali che si 
verificano su distanze minori del passo di campionamento. 
- Sill 
Conosciuto anche come altezza del variogramma, il sill individua il valore di      in 
corrispondenza del quale la semivarianza non mostra più apprezzabili variazioni con la 
distanza. 
Fornisce una precisa indicazione riguardo alla distanza di massima correlazione delle misure 
sperimentali oltre la quale esse possono considerarsi statisticamente indipendenti. 
- Range 
Distanza presso la quale il variogramma raggiunge il sill oltre il quale       diventa pressoché 
costante. 
- Scale 
È pari alla differenza: sill – nugget effect, se quest’ultimo è nullo, scale e sill coincideranno. 
Una volta stimato il modello del semivariogramma è possibile derivare da esso i pesi Kriging 
rendendo possibile la stima del valore del nodo         . 
 
 
 
 
 
 
Figura 7.10 – Variogramma sperimentale. In evidenza i parametri fondamentali. 
150 
 
7.3 Presentazione e confronto time slices 
Come già annunciato all’inizio del capitolo sono stati prodotti tre sets di time slices, uno 
relativo al dato monocanale e due per il dato multicanale.  
Queste seguono ad una prima elaborazione svolta, tramite il software GREED, direttamente in 
sito nell’immediato post-acquisizione, i cui risultati sono mostrati in figura 7.11 
 
 
 
È importante denotare che quest’ultimo software rispetto al GPR SLICE è caratterizzato da 
una natura più semplicistica nei confronti dell’elaborazione del dato ed inoltre tende a 
restituire, quasi “forzatamente”, oggetti dall’aspetto lineare, i cui aspetti possono non 
rispettare le geometrie reali dei targets sepolti. 
Un processing più articolato è dunque se non obbligato, fortemente raccomandato 
L’elaborazione via GREED malgrado la sua natura può comunque rappresentare un buon 
punto di partenza, gli oggetti derivanti dall’elaborazione maggiormente sofisticata, descritta in 
maniera esaustiva nel capitolo precedente, dovranno a grandi linee rispecchiare quanto 
osservabile in figura 7.11. 
Il numero di slices in cui suddividere i nostri radargrammi non è frutto del caso ma deriva da 
ragionamenti di seguito brevemente esposti. 
Figura 7.11 – Pianta dell’abbazia accompagnata dalle aree adiacenti ad essa elaborate con il software 
GREED. Le zone costeggianti i fianchi della chiesa non sono contemplate nel presente studio. 
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Al fine di illustrare il percorso critico in oggetto è utile valutare due casi limite, il primo 
relativo alla costruzione di un’unica fetta temporale interessante il radargramma ed un 
secondo riguardante la costruzione di un numero di time slices pari al numero di campioni 
costituenti le tracce. 
Nel primo caso il prodotto derivante mostrerebbe un unico valore medio calcolato 
considerante tutti i valori d’ampiezza dei campioni costituenti le tracce. 
In tal modo nessuna informazione relativa alla variazione del segnale con la profondità può 
essere ricavata rendendo così inutile il processo di costruzione della fetta temporale a causa 
dell’impossibilità di una caratterizzazione delle ampiezze in base alla profondità temporale.  
Nel secondo caso, opposto al primo, l’operazione di media tra le ampiezze costituirebbe un 
passaggio superfluo essendo trattati singoli campioni per volta. 
L’operazione sopracitata persegue l’obiettivo di sfumare le riflessioni non d’interesse 
enfatizzando, per contro, le altre riflessioni rispetto al sottofondo. 
Tornando al caso in esame l’immagine prodotta risulterà caratterizzata da un insieme di picchi 
scarsamente correlabili tra loro, sia in profondità che lungo lo stesso piano; in questa 
situazione non avrebbe dunque senso parlare di ampiezze anomale ma solo di time slices 
rumorose. 
Tale modalità di visualizzazione dei dati dovrebbe offrire la possibilità di poter osservare 
anomalie d’ampiezza riconducibili ai targets sepolti; allo scopo di soddisfare tutto ciò è stata 
perseguita l’idea di costruire fette temporali aventi spessore, in numero di campioni, 
paragonabile alla durata dell’impulso inviato dall’antenna. 
In altri termini, la risoluzione mostrata nelle time slices deve essere circa uguale alla 
risoluzione dell’impulso inviato. 
Nei confronti del dato multicanale, non essendo disponibili i dati tecnici della strumentazione 
indicanti la durata impulsiva del segnale trasmesso un’approssimazione di quest’ultima è stata 
ricavata dalla misura temporale dell’onda di background (4 ns circa), corrispondente a 17 
campioni. 
Sono state quindi prodotte, considerando sempre il dato multicanale, delle slices dallo 
spessore pari a 15 campioni. 
Suddividendo l’intera traccia (dotata di 463 campioni in seguito al processo di troncamento) 
in fette di 15 campioni si arriva così ad ottenere un numero di 30 time slices disposte una 
affianco ad un'altra. 
Desiderando un grado di sovrapposizione del 50 % tra una fetta e la successiva, al fine di 
ottenere fette temporali caratterizzate da un uguale numero di campioni, il numero di time 
slices ottenute arriva così a 60. 
Per il set di dati monocanale il ragionamento seguito è il medesimo, ricavando dall’air wave 
una durata impulsiva del segnale trasmesso corrispondente a circa 13 campioni e dividendo 
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l’intera traccia (945 campioni in seguito al troncamento) in fette di 15 campioni si arriva ad 
ottenere un numero di 60 time slices. 
Desiderando nuovamente un grado di sovrapposizione del 50 % il numero di fette temporali 
arriva dunque a 120.   
Non conoscendo l’orientazione dei targets d’interesse si è inoltre scelto di operare con una 
ricerca dei valori da interpolare di tipo circolare, al fine di non valorizzare una determinata 
direzione preferenziale; quanto appena detto vale sia per il dato mono che multicanale. 
Ovviamente il raggio di ricerca impostato è superiore al raggio di ricerca minimo 
La tabella 7.1 riassume i parametri ed i valori selezionati per la costruzione delle time slices. 
Tabella 7.1 
 Dato monocanale Dato multicanale 
Parametro Valore Valore 
Cuts/markers 4 5 
Amplitude average Square amplitude Square amplitude 
Slicing overlap 50 % 50 % 
Gridding method IDW IDW 
Cell grid size 4 x 4 cm 6 x 6 cm 
Search radius 40 cm 35 cm 
Smoothing factor 2 2 
 
Ricordiamo che l’area soggetta alle due acquisizioni non è perfettamente corrispondente, solo 
un determinato settore è stato infatti interessato da entrambe le indagini (figura 7.12), ne 
consegue che i targets rilevati saranno coincidenti solo in parte. 
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- Acquisizione monocanale: time slices rappresentative 
L’area adiacente all’abbazia, stando ai risultati dell’indagine, risulta ricca di strutture 
riconducibili a mura (o porzioni di esse) sepolte il cui rilevamento costituisce il principale 
obiettivo del survey GPR. 
Una prima struttura d’interesse, dalla particolare forma ad “L” inclinata e compresa in x tra 
l’origine ed i 6 m circa, comincia a delinearsi ad una profondità temporale di 9 ns (figura 
7.13). 
 
Figura 7.12 – Abbazia di Badia Pozzeveri ed area interessata da survey GPR. I perimetri in rosso ed 
in giallo indicano rispettivamente l’area soggetta ad indagine monocanale e multicanale.  
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Diverse probabili strutture d’interesse appaiono intorno ai 10 ns raggiungendo la loro piena 
continuità verso i 12 – 16 ns (figura 7.14). 
A partire da una profondità temporale di 18 ns le ampiezze cominciano a disperdersi (figura 
7.15) per poi gradualmente scomparire del tutto. 
 
  
 
Figura 7.13 – Time slice 9 – 11 ns (circa). le ampiezze risultano ancora sparse 
ad eccezione di una struttura ad “L” inclinata (frecce nere). 
Figura 7.14 – Time slice 12 – 13 ns (circa). Oltre alla struttura ad “L” risultano evidenti 
ampiezze riconducibili a delle camere (linee nere). 
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- Acquisizione multicanale: time slices significative 
Essendo state prodotte due elaborazioni del dato multicanale, due sono i sets di time slices 
prodotti a riguardo, inoltre si ribadisce, nuovamente, che la zona indagata mediante GPR 
multicanale copre solo un settore dell’area investigata con il GPR monocanale. 
Ciò vuol dire che gli oggetti d’interesse evidenziati dalle time slices non saranno del tutto 
equivalenti; la figura 7.16 mostra i targets rilevati dal monocanale rientranti nell’area oggetto 
di survey multicanale. 
 
 
Un ultimo appunto riguardante le differenze tra le due acquisizioni è relativo alla minore 
spaziatura cross line dell’indagine multicanale rispetto all’omologa del caso monocanale (12 
Figura 7.15 – Time slice 18 – 19 ns (circa), permane parte del corpo centrale e porzione della 
struttura ad “L”. 
Figura 7.16 – Time slice monocanale 12 – 13 ns (circa), l’area in viola delimita il settore comune 
indagato sia con strumentazione monocanale che multicanale. 
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contro 25 cm); diretta conseguenza è sicuramente una maggiore densità di raccolta dati in y ed 
è dunque presumibile la presenza di oggetti nelle time slices multicanale non presenti (o 
erroneamente interpolati) nelle corrispondenti monocanale. 
Nei riguardi delle time slices prodotte a seguito del processing minimo del dato esse appaiono 
poco enfatizzate in ampiezza, tuttavia oggetti riconducibili ai targets già visualizzati nel 
precedente caso sono visibili alle stesse profondità temporali.  
Caratteristica di tali rappresentazioni è la presenza di rumore che si manifesta come dei 
“pallini”, la loro origine è probabilmente legata a rumore di carattere strumentale. 
Altro rumore che sembra accomunare tali rappresentazioni è presente in corrispondenza del 
profilo più esterno e potrebbe essere connesso a riflessioni esterne, dovute al filare di alberi o 
al marciapiede, all’area indagata (si osservi nuovamente la figura 7.12)  
La figura 7.17 mostra una time slice significativa del dato elaborato tramite processing 
minimo. 
Le ampiezze, rispetto al caso monocanale, sono visibili per tempi più lunghi, la loro 
dispersione comincia per l’appunto intorno ai 30 ns (figura 7.18). 
 
 
 
 
 
 
 
 
 
 
Figura 7.17 – Time slice multicanale 20 – 23 ns prodotta a partire dal dato elaborato con un processing minimo, 
le linee e la freccia nera evidenziano oggetti precedentemente visualizzati nelle time slices monocanale, la 
freccia rossa denota un muretto (scarsamente visibile) non rilevato dal monocanale. I pallini rossi costituiscono 
rumore di origine strumentale mentre il rumore caratterizzante il bordo (freccia verde) è relativo a riflessioni 
esterne all’area oggetto d’acquisizione. 
Figura 7.18 – Time slice multicanale 27 – 31 ns prodotta a partire dal dato elaborato con un processing minimo. 
Le ampiezze precedentemente osservabili cominciano a disperdersi (il corpo indicato dalla freccia nera in figura 
7.16 non è più visibile), permane la parte centrale della struttura tra i 10 ed i 20 m circa (in x, linee nere). 
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Per quanto riguarda le time slices frutto del processing “avanzato” gli oggetti visibili 
presentano ampiezze più risolute e maggiormente apprezzabili mentre il rumore d’origine 
strumentale, parallelamente a quello generato da riflessioni esterne, sembra essere scomparso. 
Ricondurre ad un singolo passaggio processing quanto detto potrebbe risultare difficoltoso, i 
rumori potrebbero essere stati smorzati a seguito dell’equalizzazione delle ampiezze ad opera 
dello spectral whitening mentre la maggiore enfatizzazione delle ampiezze potrebbe derivare 
dal boxcar il cui utilizzo contribuisce a smorzare il rumore di fondo producendo così, 
nell’immagine finale un’ “esaltazione” delle riflessioni utili. 
Ritornando all’acquisizione, data la maggiore estensione in x dell’area interessata 
dall’indagine multicanale è stato possibile rilevare una struttura inclinata, più superficiale 
rispetto alle camere precedentemente descritte, prima non visibile (figura 7.19) dall’aspetto 
frastagliato e parallela ad una seconda struttura. 
 
 
 
 
 
 
Alle stesse profondità temporali compaiono, come detto più enfatizzate, le strutture già 
messe in luce dalle time slices costruite a partire dal processing minimo (figura 7.20 a 7.22). 
 
 
 
 
 
Figura 7.19 – Time slices multicanale 9 – 12 ns prodotta a partire dal dato elaborato con un processing 
“avanzato”. La linea nera evidenzia una struttura visualizzata grazie alla maggiore ampiezza dell’area 
investigata via multicanale rispetto al caso monocanale. Tale struttura è parallela ad un secondo oggetto (linea 
rossa) già visualizzato con il monocanale. 
Figura 7.20 – Time slice multicanale 10 – 14 ns prodotta a partire dal dato elaborato con un processing 
“avanzato”. La struttura inedita sopradescritta comincia a disperdersi, parallelamente inizia a delinearsi il 
corpo centrale (freccia rossa). 
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In conclusione, come d’altronde si evince dalle immagini sopra riportate, i risultati delle due 
acquisizioni possono essere definiti soddisfacenti. 
Le time slices generate dai dati processati visualizzano pienamente ciò che costituiva 
l’obiettivo dell’indagine GPR, oggetti riconducibili a strutture murarie (o porzioni di esse) 
sono perfettamente visibili. 
Malgrado le aree interessate dalle prospezioni mono e multicanale non siano perfettamente 
coincidenti, confrontando i settori coinvolti da entrambe le indagini evidenti sembrano i 
risultati comuni. 
L’utilizzo della strumentazione multicanale ha inoltre permesso d’individuare ampiezze non 
riscontrate dal GPR monocanale; l’idea di effettuare un secondo survey al fine di confermare 
quanto già rilevato dalla prima indagine monocanale può dunque essere ritenuta positiva. 
Confrontando infine i targets frutto della nostra elaborazione con quelli scaturiti 
dall’elaborazione di massima realizzata con il software GREED, nell’immediato post 
acquisizione, è visibile una forte somiglianza con una maggior caratterizzazione delle 
geometrie delle strutture da parte di ciò che deriva dall’elaborazione protagonista del lavoro 
qui presente la quale, pertanto, può essere ritenuta maggiormente rappresentativa del 
sottosuolo indagato.  
 
Figura 7.21 – Time slice multicanale 12 – 16 ns prodotta a partire dal dato elaborato con un processing 
“avanzato”. Continua la dispersione dei due corpi inclinati e paralleli, maggiore continuità delle ampiezze 
relative al corpo centrale.  
Figura 7.22 – Time slice multicanale 23 - 27 ns prodotta a partire dal dato elaborato con un processing 
“avanzato”. Inizia a delinearsi una nuova struttura (precedentemente discussa nel caso derivante dal 
processing minimo non visibile nelle time slices monocanale) intorno ai 16 m (freccia nera). 
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Capitolo 8 
Interpretazione radargrammi 
L’interpretazione delle anomalie caratterizzanti il dato acquisito è in primo luogo legata ai 
limiti e alle incertezze del metodo d’indagine, funzione delle caratteristiche del segnale 
inviato e della qualità del dato ricevuto.  
È inoltre utile ricordare che tale operazione include in se la componente soggettiva 
dell’interpretatore, sicuramente influenzato dalle ipotesi base che hanno portato allo 
svolgimento dell’indagine e dai dati già a disposizione i quali concorrono tuttavia a fornire un 
contesto di partenza. 
Nello specifico l’acquisizione GPR protagonista del presente lavoro è stata svolta allo scopo 
d’individuare possibili targets che potessero essere ricondotte a strutture murarie in grado di 
denunciare una maggiore estensione spaziale dell’abbazia di Badia Pozzeveri oggi non più 
visibile. 
In effetti le time slices, costruite mediante i radargrammi elaborati, derivanti dai dati sia mono 
che multicanale, sembrano confermare tutto ciò. 
L’obiettivo del capitolo in questione consiste dunque nel giustificare l’origine delle riflessioni 
caratterizzanti i radargrammi soggetti a processing e soprattutto ricondurre queste ai targets 
sopradescritti. 
In particolare, ai fini dell’operazione dell’interpretazione ci si è avvalsi delle possibilità 
offerte dal software utilizzato in tale sede, il quale permette la costruzione di volumi 3D 
dell’area indagata. 
Tale costruzione prevede una discretizzazione del volume in fette temporali realizzata tramite 
interpolazione delle time slices in modo da disporre di una visualizzazione, quasi 
perfettamente continua, delle ampiezze isocrone (z-scan, figura 8.1). 
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Quanto appena detto, nello specifico, è stato concretizzato realizzando tra due time slices 
consecutive, quattro ulteriori fette temporali riportanti le ampiezze isocrone ivi ricadenti; ciò 
consente l’incrocio tra i radargrammi e le z-scan, rendendo decisamente più agevole (o 
offrendo una giustificazione più o meno plausibile) alcuni aspetti dell’interpretazione.  
Essendo più ampia l’area investigata mediante strumentazione monocanale, inglobante per 
altro l’area successivamente soggetta ad indagine multicanale (finalizzata ad una conferma, in 
tale occasione positiva, di quanto rilevato nel primo survey), in questo capitolo verrà riportata 
un’analisi del data set  monocanale. 
 
8.1 Interpretazione dati monocanale 
L’osservazione delle z-scan permette di rilevare alcune ampiezze riconducibili a strutture 
murarie sepolte (figura 8.2), le quali cominciano ad essere visualizzabili con una continuità 
accettabile a partire da una profondità temporale di circa 10 ns; ciò può costituire un punto di 
partenza per l’interpretazione dei radargrammi. 
Figura 8.1 – Z-scan relativa alla profondità temporale di 10.9 ns ottenuta attraverso l’interpolazione delle 
time slices. In evidenza le ampiezze isocrone. 
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Ossevando la figura 8.2, proseguendo da nord a sud, è possibile notare alcune strutture più o 
meno definite che a scopi pratici saranno denominati come A, B e C più alcune ampiezze 
sparse, quest’ultime concentrate per lo più nel settore sud dell’area.  
L’idea è quella di esaminare dei radargrammi campione interessanti le zone occupate dai tre 
corpi e provare a caratterizzare le riflessioni presenti. 
Il corpo A (0 – 9 m lungo l’asse x, figura 8.3) può essere descritto come una struttura ad “L” 
inclinata inglobante, verso il basso, quella che può ricordare una camera dall’aspetto 
quadrangolare. 
La particolare orientazione si discosta da quella preferenziale caratterizzante le altre strutture, 
ciò dà adito a diverse possibilità interpretative; visualizzando il corpo nella sua totalità appare 
azzardato ricollegare questo ad una tubazione vista la presenza della “camera quadrangolare”. 
Probabilmente, parere del sottoscritto, il corpo A poteva costituire una cinta muraria 
delimitante una zona esterna dell’abbazia. 
 
A 
B 
Figura 8.2 – Z-scan rappresentativa delle anomalie rivelate dall’indagine GPR monocanale. Le 
linee in nero evidenziano i targets d’interesse. 
Nord 
C 
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Nei riguardi dell’area in cui ricade il corpo A vengono esaminati i radargrammi TID 
(trasversali) 001,  005, 010 e  015 più i radargrammi LID (longitudinali) 074, 82, 100 e 107, 
raffigurati rispettivamente nelle figure 8.4 a 8.7 e 8.10 a 8.13. 
Questi verranno mostrati mettendo in risalto le riflessioni più significative con l’ausilio di una 
semplice simbologia 
Tutti i radargrammi evidenziano forti riflessioni, dall’aspetto caotico dovuto probabilmente 
alla disgregazione del materiale sepolto, nell’arco temporale compreso tra i 5 ed i 20 ns; 
considerando, inoltre, il manto stradale costituente la copertura  dell’area oggetto del survey la 
prima riflessione potrebbe essere imputabile all’interfaccia asfalto/fondazione stradale. 
Riflessioni focali da individuare sono invece quelle relative ai targets d’interesse, 
quest’ultime possono presentarsi in diversi modi a seconda di come il radargramma intercetti 
l’oggetto. 
Tali riflessioni possono essere collegate a quanto esposto nel capitolo 3 nei riguardi dei 
pattern iperbolici, nel caso in cui un muro venga intercettato perpendicolarmente o quasi, 
questo si comporterà in effetti in modo simile ad un punto difrattore. 
Possono poi costituire punti diffrattori anche i bordi di un muro captato parallelamente o 
oggetti isolati (mattoni, ecc..) la cui particolare posizione potrebbe essere legata a crolli o 
rimaneggiamenti di strutture presistenti. 
Le immagini 8.8, 8.9 e 8.14 a 8.16 mostrano i radargrammi, trasversali e longitudinali, 
incrociati con z-scan evidenzianti le strutture sopracitate,  allo scopo di giustificare quanto 
detto nei riguardi delle riflessioni riconducibili alle strutture murarie. 
Figura 8.3 -  Z-scan ad una profondità temporale di 11.84 ns, le frecce evidenziano il 
corpo A di figura 8.2 compresa in x tra l’origine e circa 9 m. 
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Figura 8.4 – Radargramma TID 001 
Ovest 
Est 
Oggetti sparsi non riconducibili ai targets d’interesse 
Interfaccia asfalto/fondazione stradale 
Intersezione perpendicolare radargramma/struttura muraria corpo A 
Intersezione perpendicolare radargramma/struttura muraria corpo B o C 
Intersezione parallela radargramma/struttura muraria corpo B o C 
Intersezione parallela radargramma/struttura muraria corpo A 
Rumore derivante da riflessioni esterne al sottosuolo in oggetto 
0 18 
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Figura 8.5 – Radargramma TID 005 
Figura 8.6 – Radargramma TID 010 
Ovest 
Est 
0 18 
18  0 
Ovest 
Est 
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TID 001 
TID 010 
TID 015 
Figura 8.7 – Radargramma TID 015 
Figura 8.8 – Incroci radargrammi trasversali 001, 010 e 015 intersecanti il corpo A 
con z-scan.  
0 17 
Ovest 
Est 
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Figura 8.10 – Radargramma LID 074 
Nord Sud 
Figura 8.9 – Zoom (sotto una diversa angolazione) incroci radargrammi TID 001 e 015/corpo A 
di figura 8.8.  
0 36 
TID 001 
TID 015 
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Figura 8.11 – Radargramma LID 082 
Figura 8.12 – Radargramma LID 100 
Nord 
Nord 
Sud 
Sud 
0 
36 0 
34 
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LID 074 
LID 082 
Figura 8.13 – Radargramma LID 107 
Figura 8.14 – Incroci radargrammi longitudinali 074 e 082 intersecanti il corpo A con    
z-scan. Si noti come i due radargrammi incrocino anche il corpo B.  
Nord Sud 
0 
0 20  
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La seconda struttura d’interesse, compresa tra i 10 ed i 24 m in x (figura 8.15), è 
principalmente caratterizzata da un corpo centrale in cui è possibile riconoscere una piccola 
camera nella parte superiore, una camera più ampia al centro, un muretto inclinato collegante 
il corpo B con il corpo A ed un muro in basso avente direzione perpendicolare ad x. 
In tale occasione i radargrammi presi in considerazione  sono i TID 028, 031, 44 (figura 8.18 
a 8.20) ed i LID 78, 88, 103 e 109 (figura 8.25, 8.26, 8.29, 8.30). 
Le figure 8.21 a 8.24, 8.27, 8.28, 8.31 e 8.32 mostrano quest’ultimi incrociati con le z-scan. 
LID 100 
LID 107 
Figura 8.16 – Incroci radargrammi longitudinali 100 e 107 intersecanti il corpo A con    
z-scan. Si noti come i due radargrammi incrocino anche il corpo B.  
Figura 8.15 – Zoom Incroci radargrammi longitudinali 074 e 082 intersecanti il corpo A.  
LID 074 LID 082 
LID 074 
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Figura 8.17 – Z-scan alla profondità temporale di 11.84 ns, le frecce evidenziano le 
componenti strutturali del corpo B.  
Oggetti sparsi non riconducibili ai targets d’interesse 
Interfaccia asfalto/fondazione stradale 
 Intersezione perpendicolare radargramma/struttura muraria corpo B 
Intersezione perpendicolare radargramma/struttura muraria corpo A o C 
Intersezione parallela radargramma/struttura muraria corpo A o C 
Intersezione parallela radargramma/struttura muraria corpo B 
Rumore derivante da riflessioni esterne al sottosuolo in oggetto 
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Figura 8.18 – Radargramma TID 028 
Figura 8.19 – Radargramma TID 031 
Ovest 
Est 
Ovest 
Est 
0 
0 17 
17 
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TID 028 
TID 044 
Figura 8.20 – Radargramma TID 044 
Figura 8.21 – Incroci radargrammi trasversali 028 e 044 intersecanti il corpo B con   z-scan.  
Ovest 
Est 
0 15 
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TID 031 
Figura 8.23 – Incrocio radargramma trasversale 031 intersecante il corpo B con z-scan.  
Figura 8.22 – Zoom (diversa angolazione) incroci radargrammi/z-scan di figura 8.21. 
TID 028 
TID 044 
174 
 
  
 
 
 
 
 
 
 
 
 
 
 
Figura 8.25 – Radargramma LID 078 
Nord Sud 
Figura 8.24 – Zoom (diversa angolazione) incrocio radargramma/z-scan di figura 8.23. 
0 36 
TID 031 
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Figura 8.26 – Radargramma LID 103 
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0 20  
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LID 103 
LID 078 
Figura 8.27 – Incroci radargrammi longitudinali 078 e 103 intersecanti il corpo B con    
z-scan. Si noti come i due radargrammi incrocino anche il corpo A.  
Figura 8.28 – Zoom (diversa angolazione) incroci radargrammi di figura 8.27 intersecanti il corpo B con z-scan. 
LID 103 
LID 078 
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Figura 8.29 – Radargramma LID 088 
Figura 8.30 – Radargramma LID 109 
Nord Sud 
Nord Sud 
0 
0 
38  
20  
178 
 
 
 
 
 
 
LID 088 
LID 109 
Figura 8.31 – Incroci radargrammi longitudinali 088 e 109 intersecanti il corpo B con   
z-scan. Si noti come i due radargrammi incrocino anche il corpo A.  
Figura 8.32 – Zoom (diversa angolazione) incroci radargrammi longitudinali 088 e 109 
intersecanti il corpo A e B con   z-scan.  
LID 088 
LID 109 
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Il terzo settore dell’area indagata (figura 8.31) è caratterizzato da uno scarso contenuto di 
oggetti dalla forma coerente con l’eccezione di alcune ampiezze perpendicolari fra di loro la 
cui orientazione risulta coerente con la struttura maggiore del corpo B. 
Tali ampiezze potrebbero essere dunque ricondotte ad una camera. 
I radargrammi qui considerati sono i TID 050, 052 e 059 (figura 8.34, 8.35 e 8.37) ed i LID 
091 e 097 (figura 8.40 e 8.43). 
Gli incroci dei radargrammi con le z-scan sono invece mostrati, per quanto riguarda i TID, in 
figura 8.36, 8.38 e 8.39,  ed in figura 8.41, 8.42,8.44 e 8.45 per i LID. 
 
 
- Legenda  
 
 
 
 
 
 
 
Figura 8.33 – Z-scan ad una profondità temporale di 12.15 ns, le frecce mettono in 
risalto le ampiezze riconducibili alle componenti strutturali caratterizzanti il corpo C.  
Oggetti sparsi non riconducibili ai targets d’interesse 
Interfaccia asfalto/fondazione stradale 
 Intersezione perpendicolare radargramma/struttura muraria corpo C 
Intersezione perpendicolare radargramma/struttura muraria corpo A o B 
Intersezione parallela radargramma/struttura muraria corpo A o B 
Intersezione parallela radargramma/struttura muraria corpo C 
Rumore derivante da riflessioni esterne al sottosuolo in oggetto 
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Figura 8.34 – Radargramma TID 050 
Figura 8.35 – Radargramma TID 052 
Ovest Est 
Ovest Est 
0 
0 14  
14  
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TID 052 
TID 050 
Figura 8.36 – Incroci radargrammi trasversali 050 e 052 intersecanti il corpo C con   z-scan.  
Figura 8.37 – Radargramma TID 059 
Ovest Est 
0 15  
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TID 059 
Figura 8.38 – Incrocio radargramma trasversale 059 intersecante il corpo C con   z-scan.  
Figura 8.39 – Zoom incrocio radargramma trasversale 059 intersecante il corpo C con   z-scan.  
TID 059 
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LID 091 
Figura 8.40 – Radargramma LID 091 
Figura 8.41 – Incrocio radargramma longitudinale 091 intersecante il corpo C con z-scan. Si 
noti come il radar gamma intersechi anche i corpi A e B.  
Nord Sud 
0 36 m 
0 36 
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Figura 8.43 – Radargramma LID 097 
Nord 
Sud 
0 34  
Figura 8.42 – Zoom (diversa angolazione) incroci LID 091/corpo B 
di figura 8.38. 
LID 091 
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I radargrammi qui considerati presentano dunque peculiarità comuni, oltre alle riflessioni 
relative alle strutture d’interesse, caratterizzate da estensione diversificata in relazione alla 
direzione d’incidenza con il target e dalla presenza di un numero maggiore o minore di 
iperboli di diffrazione. 
Tali riflessioni non sono comunque esclusivamente imputabili alle strutture sopracitate, in 
effetti alcuni radargrammi mostrano, a profondità temporali spesso equivalenti, pattern 
relativi a quelle che nelle z-scan appaiono come ampiezze sparse; quest’ultime potrebbero 
essere ricondotte a porzioni di strutture murarie soggette a crollo o rimaneggiate nel corso dei 
secoli, dunque a corpi che dovrebbero essersi distaccati dalla loro posizione originaria. 
Oltre al rumore spesso presente nei tempi maggiori dei radargrammi (tra i 60 ed i 70 ns dove i 
targets d’interesse sono quasi sicuramente assenti) riflessioni quasi sempre osservabili sono 
quelle generate da corpi esterni, ma prossimi, al volume indagato (figura 8.46) 
Quest’ultime riflessioni dovrebbero pertanto derivare, per la maggioranza dei casi, dalla 
facciata dell’abbazia, data la vicinanza dell’area investigata ad essa (si osservi nuovamente la 
LID 097 
Figura 8.44 – Incrocio radargramma longitudinale 097 intersecante il corpo C con   
z-scan. Si noti come il radargramma interessi inoltre i corpi A e B. 
Figura 8.45 – Zoom (diversa angolazione) incrocio LID 097/corpo C. 
LID 097 
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figura 7.10); un’altra fonte di riflessioni esterne dovrebbe poi essere rappresentata dalla 
presenza di pali della luce e dal filare di alberi posto sul ciglio della strada. 
 
 
 
 
 
8.2 Verifica diretta  
Nell’agosto 2013, visti i promettenti esiti delle due indagini GPR, sono stati avviati gli scavi 
interessanti l’area oggetto di studio. 
I risultati sono ancora lontani dal poter essere ritenuti definitivi dato che, nello specifico, gli 
scavi coinvolgono ad oggi solo una porzione dell’area sopracitata, tuttavia sono già 
riscontrabili alcuni targets individuati. 
Ciò conferma nuovamente, se ancora ce ne fosse bisogno, la valenza del georadar nei contesti 
archeologici. 
La figura 8.47 mostra per l’appunto la messa in luce di una prima struttura sepolta confrontata 
con una time slice 
Figura 8.46 - particolare del radargramma TID 028, si noti il rumore caratterizzante i tempi maggiori 
(freccia nera) ed il pattern riflessivo tipico di sorgenti, naturali o antropiche, esterne al volume 
indagato (freccia rossa). 
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a) 
b) 
Figura 8.47 – a) Struttura muraria messa in luce. b) time slice 12 – 14 ns, le linee in nero contornano il 
corpo sepolto messo in luce dallo scavo. 
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Conclusioni 
 
Il presente lavoro ricade nel contesto delle indagini geoarcheologiche interessanti l’abbazia 
medievale di Badia Pozzeveri. 
In particolare la tesi poggia le sue fondamenta sulle due indagini GPR, eseguite nella zona 
prospiciente la facciata della struttura ecclesiastica, mirate al rilevamento di possibili 
anomalie riconducibili a strutture murarie sepolte che potessero denunciare una maggiore 
estensione areale dell’abbazia oggi non più visibile. 
I risultati delle prospezioni possono pienamente essere definiti positivi, un primo sondaggio 
monocanale ha infatti mostrato come nel volume investigato fossero presenti probabili targets 
d’interesse la cui presenza è stata poi avvalorata da un secondo sondaggio, stavolta 
multicanale. Inoltre con il recente avvio degli scavi alcuni dei corpi individuati sono già stati 
messi in luce. 
Questo malgrado l’area in esame sia caratterizzata da una copertura stradale, la cui 
realizzazione, associata naturalmente agli interventi antropici di varia natura succedutisi nei 
secoli, potrebbe aver contribuito nel peggiorare lo stato conservativo delle strutture 
sopracitate. 
Ciò conferma la validità del GPR in tali contesti così come le potenzialità delle moderne 
strumentazioni multicanale STREAM X il cui uso ha permesso, in tempi lavorativi assai 
brevi, un’alta densità del dato raccolto e una visualizzazione di ampiezze inedite nei confronti 
del monocanale. 
La scelta di operare con lo STREAM X nei siti archeologici può dunque essere reputata 
vincente e, visti i risultati, se ne augura un crescente uso in tali contesti.  
Inoltre l’evoluzione dei software dedicati all’ambiente GPR permette oggi il trattamento di 
una notevole quantità di dati e la restituzione di immagini tridimensionali la quale costituisce 
un ottimo complemento all’acquisizione multicanale. 
La possibilità di affiancare diversi profili in un volume 3D consente, nello specifico, di 
analizzare e/o osservare eventuali legami presenti tra anomalie comuni, rendendo così 
l’interpretazioni delle anomalie caratterizzanti il sottosuolo indagato più efficace; svolgendo 
in secondo luogo incroci radargrammi/time slices e mostrando nel medesimo volume 
l’orientazione, l’estensione e la profondità dei corpi in oggetto, si arriva ad una migliore 
descrizione delle anomalie evidenziate  
È necessario comunque precisare che tutte le informazioni principali (presenza del target 
sepolto, estensione, profondità, ecc…) sono già contenute nelle immagini 2D ma una 
restituzione del dato in forma tridimensionale semplifica la lettura di tali informazioni agli 
utenti, esperti e non.  
L’esecuzione di una sequenza processing caratterizzata da passaggi generalmente considerati 
superflui, come ad esempio la deconvoluzione, ha inoltre garantito la costruzione di time 
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slices le cui anomalie emergono con notevole chiarezza rispetto all’ambiente circostante, 
permettendo così un’immediata visualizzazione degli oggetti che potessero essere ricondotti a 
strutture d’interesse archeologico. 
Nei riguardi del processing è però utile ricordare l’esclusione dello step della migrazione dalla 
sequenza d’elaborazione sia dei dati monocanale (dove in realtà è stata applicata solo per i 
primi campioni) che multicanale, dato lo scarso contenuto di riflessioni iperboliche. 
Data l’impossibilità di realizzare un campo di velocità, l’operazione della migrazione risulta 
infatti inopportuna e si correrebbe il rischio d’introdurre artefatti nel set di dati soggetti ad 
elaborazione. 
La geometria dei corpi d’interesse individuati potrebbe dunque non essere del tutto fedele alla 
realtà ma questa rappresenta una scelta consapevole 
Ulteriore considerazione merita la deconvoluzione spiking, effettuata in sede di processing 
mediante approccio deterministico, sicuramente valido nel caso in cui si disponga di una 
buona conoscenza dell’andamento temporale della forma d’onda sorgente. 
Quest’ultima è stata qui determinata finestrando la supposta onda di background; tale 
approccio potrebbe sembrare non corretto, in realtà considerando l’attenuazione, ad opera 
della strumentazione, dell’onda diretta al fine di evitare sovraccarichi nell’elettronica del 
sistema e che la discontinuità aria – terreno (viste le differenze di carattere elettromagnetico) 
riflette buona parte dell’energia senza modificare la banda del segnale (propagazione in aria, 
considerato un mezzo dissipativo) possiamo ritenere questo approccio plausibile allo scopo di 
ricavare, dai dati registrati, una buona approssimazione del segnale inviato. 
La conoscenza del segnale inviato non è comunque del tutto sufficiente per garantire un 
efficace processo di deconvoluzione. 
Le forti attenuazioni subite dall’onda lungo il suo percorso causano una perdita precoce delle 
alte frequenze determinando, in tal modo, l’allargamento temporale del segnale. 
L’onda inviata, osservata attraverso diverse finestre temporali, mostrerà dunque un aspetto 
sempre diverso, ragion per cui un operatore deconvoluzionale unico non basterebbe a rendere 
una sezione risoluta nella sua totalità. 
Un approccio statistico alla deconvoluzione rappresenterebbe forse una strada più sicura data 
la mole di dati interessati e le capacità di calcolo raggiunte oggi dai più diffusi software di 
elaborazione dati, comunque sia, i risultati ottenuti sembrano essere soddisfacenti. 
Il secondo passaggio di deconvoluzione affrontato (deconvoluzione omomorfa) volto alla 
rimozione delle multiple rappresenta, per lo scrivente, una possibilità inedita ma al contempo 
interessante. 
Sebbene non sia stata applicata, vista l’impossibilità di settare qualsiasi parametro di taglio, i 
risultati ottenuti attraverso i test effettuati possono essere reputati soddisfacenti anche se non 
del tutto efficaci se paragonati a quelli ottenuti attraverso le classiche metodologie applicate in 
ambiente sismico. 
190 
 
Una maggiore apertura da parte del software nei confronti del utente avrebbe forse favorito un 
maggiore approfondimento del comportamento di tale deconvoluzione nei riguardi dei casi 
reali. 
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persona di addentrarmi nell’affascinante mondo della Geoarcheologia. 
Inoltre si ricorda il supporto strumentale e tecnico di Geostudi Astier (www.geostudiastier.it) 
e di SO.GE.T snc (www.soget.eu), che hanno reso possibile l’acquisizione multicanale 
STREAM X. Si ringraziano in particolar modo l’Ing. G. Morelli (Geostudi Astier) ed il Dott. 
G. Catanzariti (GPR Imaging) per il notevole aiuto offerto, malgrado la distanza tra le nostre 
persone, durante l’elaborazione dei dati con GPRSlice; un ulteriore ringraziamento è rivolto al 
Dott. A. Novo (IDS North America, www.idscorporation.com/na, e GPRSlice community, 
www.gpr-survey.com) il quale ha supportato “a distanza” la nostra attività, risolvendo alcuni 
dubbi. 
Il lavoro è stato svolto nell’ambito del progetto di ricerca finanziato dalla Fondazione Cassa 
di Risparmio di Lucca (www.fondazionecarilucca.it) sotto la responsabilità del Dott. A. 
Ribolini. 
Si ringrazia il Dott. A. Fornaciari per tutte le informazioni archeologiche inerenti il sito di 
Badia Pozzeveri. 
 
