The theory of conditional Markov processes, where recursive equations are derived for the conditional distribution of the state of an incompletely observed Markov process, was initiated by Stratonovich [I], see also [2] . Using a terminology common in control theory we shall refer to the computation of the conditional distribution of the state as state estimation. The main cases studied in [l] are discrete time Markov chains and continuous time processes of the diffusion type. State estimation for diffusion processes have also been studied by Kushner [3]. Discrete time chains including controlled chains were treated by Astrom [4] . Continuous time Markov chains affecting an observed diffusion process were studied by Wonham [5] and Shiryaev [6]. This short list of works on state estimation is far from complete and only points out some of the earlier contributions. Furthermore papers treating Gaussian processes, that is Kalman-Bucy filtering, have not been mentioned.
IN-I-REDUCTION
The theory of conditional Markov processes, where recursive equations are derived for the conditional distribution of the state of an incompletely observed Markov process, was initiated by Stratonovich [I] , see also [2] . Using a terminology common in control theory we shall refer to the computation of the conditional distribution of the state as state estimation. The main cases studied in [l] are discrete time Markov chains and continuous time processes of the diffusion type. State estimation for diffusion processes have also been studied by Kushner [3] . Discrete time chains including controlled chains were treated by Astrom [4] . Continuous time Markov chains affecting an observed diffusion process were studied by Wonham [5] and Shiryaev [6] . This short list of works on state estimation is far from complete and only points out some of the earlier contributions. Furthermore papers treating Gaussian processes, that is Kalman-Bucy filtering, have not been mentioned.
The case with continuous time and discrete state space for the observations has not received much attention in the literature, at least until recently. In [7j Yashin discusses state estimation for a continuous time Markov chain with two components, of which the first forms a Markov chain itself. The second component is observed. Let {It} and {(tt, ft)} be Markov chains with finite state spaces S, and S, x S, , and with right-continuous sample functions.
581 RUDEMO The transition intensities (see Sections 3 and 7 below for definitions) of {&} are qri , K, i E S, , and given that tt = K the transition intensities of {tt} are h,,(K), a, b E Ss . Define $k@) = q5t = k I 5s , 0 < s < 0, ( The proof in [7] is given for the case when S, and Sa consist of two states each, and is based on the theories of stochastic differential equations and derivatives of measures on function spaces. Representations with stochastic differential equations are also used by Galchuk [8] for more general Markov jump processes. Detailed results are given in a special case of a doubly stochastic Poisson process by Galchuk and Rozovskii [9] . State estimation for doubly stochastic Poisson processes, with an intensity which is a vector Markov process, is discussed by Snyder [lo] . A basic result in [lo] is a differential equation for the characteristic function of the conditional distribution of the state of the Markov process, given observations of the doubly stochastic Poisson process. In [ll] a more general observation process is considered. A related approach to conditional distribution computation is also given in an example on prediction of point processes in Jowett and Vere-Jones [12, Section 51. If {tt} in the model above is a doubly stochastic Poisson process with intensity hk if tt = K, it follows from Eq. (1.2) that, in intervals between events, Sk(t), K E S, , satisfy the system of ordinary differential equations A short derivation of (1.5)-( 1.7) is g iven in [13] . To conform with the notation used later in this paper the Markov chains and $k(t) have been defined to make jk(t) right-continuous instead of left-continuous as in [13] . There it is also shown that the solution of (1.5) may be obtained from an associated linear system of differential equations. Specifically if no events of the point process occur in (s, t] we have $k(t) = pk*+ f%*(+ where &*(t), k E S, , satisfy the linear system of differential equations dPk* --&-= Ti%*@) !?ikhkPk*(t), (1.8) with the initial value Pk*b) = $k@
Loosely speaking the relation between the Eqs. (1.5) and (1.9) may be interpreted as follows. To give the correct conditional probabilities the solution of (1.9) must be normalized, see (1.8) . The Eqs. (1.5) may be viewed as equations obtained from (1.9) by instant normalization. In this paper the problem of computing the conditional probabilities of the states of a Markov chain is considered for the following model. The Markov chain qt is allowed to have countably many states but no discontinuities other than jumps, and the observed process is a function St = g(qt) of the Markov chain. We shall show that the row vector $(t) with components may be computed recursively by post-multiplication of matrix operators of two kinds. One kind corresponds to intervals between jumps and the other to jumps. The former operators satisfy Kolmogorov's forward and backward differential equations. The forward equations give the generalization of (1.9) and from these equations we derive the generalization of (1.5).
In Section 2 Markov chains with discrete time are considered. The results obtained resemble the results obtained later for continuous time. They are however simpler both in proof and formulation. For instance only one kind of matrix operators is involved in the recursive formula for j(t).
The continuous time model is described in Section 3. The transition intensities are supposed to be constant in time. In order to include such examples as birth and death processes with linear birth and death rates, they are not required to be bounded. The chains are, however, supposed to have sample functions which are step functions with a finite number of jumps in every finite time interval. Relevent references on the theory of Markov chains are [14] and [ 151, and for a more elementary treatment [16, Chap. 171 . Several of the proofs below would be simpler if the transition intensities were supposed to be bounded. Further, most of the results can be modified to hold for time-dependent transition intensities {qi5(t)} if these are bounded and satisfy suitable continuity conditions ensuring that Kolmogorov's forward and backward equations remain valid, see for instance [17, p. 3161 .
The recursive matrix formula, with two kinds of matrix operators, is derived in Section 4. This formula forms the starting point in Section 6 for the derivation of differential equations for the conditional state probabilities. Further a result given in an appendix, on Kolmogorov's forward equation for the absolute state probabilities, is used. In the appendix it is shown that the integrated version of this equation always holds true under the conditions of this paper. (For bounded transition intensities the equation is valid in the usual sense.) Hence the general equations corresponding to (1.5) and (1.9) are given in integrated form.
In Section 5 it is shown that the state estimates themselves, form a Markov process {j(t)}. If the chain {Q} has infinitely many states, the state space of {j(t)} is infinite-dimensional.
The model with 7t = (& , tt), w h ere the second component is observed, is treated in Section 7. In particular a generalization of (1.2) is obtained for the case with countably infinite state space. Further the transition intensities of the first component may depend on the values of the second, and hence we do not require that {&) is a Markov chain. We note that if we allow & and lt to jump simultaneously, then the models with tt =g(vt) and qt = (It, It) are equivalent. A discussion of the equivalence of Markovian models, where the observations are either deterministic functions of a system with large state space, or stochastic functions of a system with smaller state space, is given for discrete time in [18] .
Two examples in Section 7 concern the doubly stochastic Poisson process of [13] and Markov chains with a random time. The last model is a special case of a model of semi-Markov processes with a random time, see [19] .
In Section 8 the problem of approximating a semi-Markov process with a partially observed Markov chain is discussed.
Statistical inference for continuous time Markov chains is discussed by Albert [20] and for a more general model with Markov processes of jump type by Billingsley [21] . Let us consider a right-continuous Markov chain {T$} with transition intensities q,(i) and e(i, k), i, k E S, j = 0, 1, corresponding to two probability measures P, and P1. Let N, be the number of jumps in (0, t] and let or < +-a < ... be the successive jump epochs. Suppose that PI is absolutely continuous with respect to P,, when the measures are considered on the u-algebra generated by {Q: 0 < s < t}. Then the Radon-Nikodym derivative of PI with respect to PO is given by where pi(i) = Pj(v,, = i), j = 0, 1, (Y,, = Q and IY~ = 7lx , k > 1. The formula may be obtained from Theorem 3.2 in [20, p. 7321 or by specialization to a Markov chain in (7.7) in [21, p. 381 . In Section 9 of the present paper a formula similar to (1.10) is derived for a partially observed Markov chain.
DISCRETE TIME MARKOV CHAINS
Let vt , t = 0, l,..., be a discrete time Markov chain with discrete (finite or countably infinite) state space S and stationary transition probabilities Pij = P(q,+, = j 1 vt = i).
Suppose we observe
Et =g(rlt), (24 which in general is a non-Markovian process. The state space of tt is
and if ft = a we know that qt belongs to the set
Given the observations of &, , fi ,..., ft the conditional probability of qt =k is j&(t) = P(rlt = k I 5, , s < 4. (2.4)
A recursive formula for jk(t + 1) may be obtained from Bayes formula, see [l] or [4] . Suppose 5, = a, , s < t + 1. Then P(rl t+l = k I E, = a, , s < t) ba(t + ') = P((t+l = at+l 1 & = a,, s < t) ' k E sat+l 2 (2.5) and $,(t + 1) = 0 else. Further and the denominator in (2.5) may be obtained by summation of the right members of (2.6) for all k such that g(k) = a,,, .
To simplify the formula obtained for j&(t + l), let P(u, b), where a, b E B, be the substochastic matrix on S x S with elements Pik(4 b) = Pik , iES,, kESt,, (2.7) and Pilc(a, 6) = 0 if (i, k) $ S, x S, . Further if p is a row vector with elements p, , k E S, such that O<CPk--b k we let pN be the row vector with elements
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The nonlinear operator N will be referred to as the normalizer. We then have the following lemma, the proof of which is given by a straightforward computation. LEMMA 1. Let P be a matrix with nonnegative elements and p a row vector such that p and pP satisfy (2.8). Then (PP> iv = KPN) P> N.
The lemma may be interpreted in the following way. If we normalize a vector matrix product, we may also normalize the vector before matrix multiplication if we wish. Using the convention that all operations should proceed from the left to the right, we may write the assertion of Lemma 1 as pPN = pNPN.
Using Lemma 1 we obtain from (2.5)-(2.7) the following theorem. exist, see [14] or [15] . We shall assume that the qr's are finite and that the chain is conservative in the sense that for all i E S. We shall further assume that {qt} has right-continuous paths, that it is the minimal chain corresponding to {qSj}, see [14, p. 2511 , and that if xn denotes the state after the n-th jump, then This implies, see [14, p. 2601 , that the sample functions a.s. are step functions with a finite number of jumps in every finite time interval. Further the backward and forward Kolmogorov equations Let us suppose that we observe a function for t > 0, and define B and S, , a E B, by (2.2) and (2.3). Put P~j(u,t)=P(rl,+t=j,77UES,,S~U\<S+tI7)g=i), (3.4) for t > 0 and i, j E S. Obviously Pij(a, t) = 0, if i or j does not belong to S, . Let P(a, t) be the matrix with elements Pr3(a, t). Sometimes we shall use the same notation for the submatrix of P(a, t) with element indices in S, x S, . Like the matrix P(t) with elements Pij(t), the matrix P(a, t) satisfies the Chapman-Kolmogorov equation
and further, when regarded on S, x S,
where I is the unit matrix and the convergence considered for matrices in this paper is element-wise. The matrix P(t) is stochastic, that is the row sums are equal to one, but the matrix P(u, t) is substochastic, and in general we have strict inequality for all t > 0. Further the backward and forward Kolmogorov equations and Kk(U, 0 = c %Pjk(U, 4,
are satisfied. Equations (3.6) and (3.7) follow from the fact that Pi,(u, t) are taboo transition probabilities, see [14, p. 1871 , with the taboo set S\S, . Alternatively (3.6) and (3. 
THE CONDITIONAL STATE DISTRIBUTION
Let us consider the partially observed Markov chain {TV: 0 < t < a~} described in the previous section. We recall that (~~1 and hence also (et} is supposed to have sample functions which are right-continuous step functions.
Let N, be the number of jumps of {&: 0 < s < t) and let j(t) be the row vector with components
We note that j(t) is uniquely defined up to changes on sets of probability zero. Hence relations involving j(t) may only be expected to hold almost surely. We shall usually omit that qualifier. where 01 = [,-,, and /? = 5,. Some care has to be exercised in the interpretation of (4.4). The problem is similar to the problem of a rigorous interpretation of Palm probabilities in the theory of point process, see [23, p. 3531 . Note however that if we want to compute j(t), we can use (4.4) at the jump epochs and (4.3) in the intervals between. Compare also Remark 4 below.
The proof of Theorem 2 will be based on two Lemmas which also have some independent interest. We note that 7% , n > 1, are stopping times with respect to (et}, that is (7, < t) E * where & is the o-algebra generated by (5,: 0 < s < t}, compare [22, p. 2681 . The following lemma specifies the distribution of the stopping time rr .
LEMMA 2. .Suppose that i, j E S, , k $ S, and that 0 < u < w. Then
Proof. Let A be the event in the left member of (4.5). Put We note that the sets in the union are disjoint. As B(s, h) implies that s < r1 < s + h we find that B(r) tends to A as r + co. Hence 
Using Kolmogorov's forward Eq. (3.7) we may reduce this to a formula which may be deduced in a more direct way.
Let us introduce the matrices P(n, a0 , . . . . a, , 5 ,... , s, , t) = P(ao ,sl> Q(ao ,4 % , s2 -4 --* Qhl ,a,> p(a, , t -4,
,..., n,O<s,<...<s,<t,withP(O,a,t) =P(a,t), and the vectors P(% a, se.-, a, , Sl >***, s, , t) = p(0) P(n, a, ,..., a, , Sl ,..., s, , t), (4.7) n 3 0. In the following lemma the joint distribution of Nt , to, T, and &;, , v = l,..., N, , and rlt is specified.
LEMMA 3. Suppose that Then
O~u,<v,~u,<...,<u,<v,~t. Proof. By induction we shall prove that P(N, = n, 7. = i, co = a, , [,, = a, , u, < T, < v, , v = l,..., n, rlt = K) = pi(O) juI *-* juy Pik(n, a0 ,..., a, , s1 ,..., s, , t) ds, **. ds, . subject to (4.8), n > 0, and a, E B, v = 0 ,..., n. We note that '& generates fl* and that G$ is closed under finite intersections. Suppose we can show that the sure event CJ is a countable union of disjoint events of the form (4.11).
Then it follows that two finite measures on Fr , that coincide on V$ , are identical, see for instance [15, p. 3351 .
To express D as a countable union of sets of the form (4.11) we first note that 0 = (J {Nt = n, fo = a, , f," = a, , v = l,..., n}, where the countable union is extended over n = 0, I,..., and a, E B, v = o,..., n. Hence it is sufficient to show that the following subset of n-space, T,(t)={xER(n):O<xl<xz<...<x,~t}, can be expressed as a countable union of disjoint subsets of Z',(t) of the form A solution for n = 2 is easy to visualize and some reflection shows that this geometric problem has a solution for arbitrary n. We shall however refrain from giving a formal construction.
For the rest of the proof, let $(t) d enote the right member of (4.2). It follows that if we can show that P(Q = k, A) = I jr(t) dP (4.12)
A for A E %t , then the theorem follows. Let A be the set in (4.11). Then the left hand side of (4.12) is given by .2), (4.6), and (4.7). Then it follows from Lemma 3 that s i&(t) dp A is given by the right member of (4.9). Hence (4.12) is satisfied. 1
Remark 4. Let us put <,, = q,, and 5, = 717, > that is we regard the Markov process (TV} at the epochs of jump of (5,) . From the strong Markov property of (~7~) it follows that {In} is a discrete time Markov chain. Let us derive its transition probabilities P(t;, = k 1 [n-l = i) = P(T,~ = k 1 rlo = i).
Let i E S, and k E S, . From 
THE MARKOV PROCESS FORMED BY THE STATE ESTIMATES
Let b(t) be the row vector of state estimates, discussed in the previous section. As the following theorem shows {d(t)} is a Markov process. A similar result for discrete time chains is given in [4 Proof. Let A C [0, llS be a set in the u-algebra generated by the cylinder sets corresponding to finite-dimensional Bore1 sets. We shall show that for t>s %Yt) E A I $(4, 24 < 4 = ww E A I $W) (5.1) with probability one. From Theorem 2 we see that j(t) is uniquely determined by j(s) and {TV: s < u < t}. Using also the Markovian property of (qt}, we find that W(t) 6 A I B(u), u < s) = 1 P(vs = k I $(u>, u < 4 W(t) E A I b(s), rls = 4. Remark 5. In a similar way it may be shown that the joint process ((71~ ,$(t)): 0 < t < m} is a Markov process.
As mentioned in Section 10 below, prediction and smoothing will be treated elsewhere. Let us here only give a corollary of Theorem 3, which shows that for prediction of {tt), all information in {&: u < s} is summed up in j(s). where x and f are at most countably infinite-dimensional deterministic or stochastic functions, is here interpreted in the following way for each component xlc , We have now proved the following theorem. ThenforkES,,wherear=&, $k@) = Pk*@)/ 1 f%*tt), its, (6.13) where pk*, k E S, , satisfy the equations &c*(t) = MS) + j t 1 P<*(U) qik du. du, * &S, (6.15) where i(t) is given by (6.12) .
Remark 6. Note that the differential equation system dp," = i; Pi*%k From (6.15) we see that fi is integrable. This is stated in the next theorem which also gives an interpretation of A(t). THEOREM 
With probability one A is integrable over all finite time intervals. Further if no jumps occur in (s, t), s < t, then exp[-ri(u)du]
=P(N,-NN,=O U, u<s), (6.19) and if A is continuous at t, (4.111.
MARKOV CHAINS WITH AN UNOBSERVED COMPONENT
In this section we shall suppose that the Markov chain (TV} has the form rlt = (L-t > 6th
where {<J is an unobserved component with state space S, and {et} is the observed component with state space S, . Slightly changing the notation used earlier, we shall for i, k E S, , i # k, and a, b E S, , a # b, let qrci(a) and h&k) denote the transition intensities from the state qt = (k, a) to the states (i, u) and (k, b) respectively. The probability of a simultaneous change of {&} and {tt} is supposed to be zero. We set 4&d = --4?&) = 1 4d4 i#k and U4 = --ha,(k) = c Mk).
b#a If ~~~(a), k, i E S, , and hence also ~Ju), k E S, , are independent of a, we shall use the notations qri and qk . In this case the unobserved component forms a Markov chain itself.
Further we now let P(u, t) denote the matrix on S, x S, with elements P&, t) = P(5s+t = i, L = a, 0 < u < t 1 5, = k, & = u) (7.1) and Q(u, b) the diagonal matrix on S, x S, with diagonal elements !&& 6) = &z,(k). The general Eq. (6.18), valid over arbitrary time intervals becomes
where 01 = tt-,, , P = 5t and
Specializing to the case where &a), i, k E S, , are independent of a we get a formula equivalent to (1.2) .
From Theorem 3 it follows that for the model considered in this section with j(t) defined by (7. 3), the process {(j(t), ft): t E [0, co)) is a Markov process. In general {j(t)} is not a Markov process. For the doubly stochastic Poisson process discussed in the introduction and in the following example the process (j(t)} is however Markovian. EXAMPLE 
(A doubly stochastic Poisson process).
Let {tt} be a doubly stochastic Poisson process of the type mentioned in the introduction in connection with (lSE (1.9) .
The Markov chain {[,} controlling the intensity of {ft} is now allowed to have infinitely many states. Then Eqs. (1.5), (1.7) and (1.9) are easily seen to be special cases of (7.6), (7.4) and (7. Note that the model in this example includes the doubly stochastic Poisson process in Example 1 as a special case.
APPROXIMATIONS OF SEMI-MARKOV PROCESSES
A restriction of the applicability of Markov chain models is that the time spent in a state is required to be exponentially distributed. Dropping this requirement we get a semi-Markov process. However, then some powerful analytical tools, as for instance Kolmogorov's differential equations, are no longer available. The object of this section is to sketch a method of approximating a semi-Markov process with a function of a Markov chain. If then the Markov chain model is used, the state of the chain will not be directly observable. Hence the methods of the present paper should be useful. The method of approximating a semi-Markov process with a function of a Markov chain may be conceived as a generalization of the methods in queueing theory of service in phases and arrivals in stages, see [25, pp. 24-321 .
Let {lt} be the semi-Markov process corresponding to a Markov renewal process ((0, , T,)}, that is L=&l,
see [26] . Note that {e,} is a discrete time Markov chain. The sojourn time Proof. We first note that F can be approximated arbitrarily closely in Levy metric by a finite linear combination g1 PiW -ti), p, > 0, Cp, = 1, of one-point distributions at t, > 0, i = l,..., n, that is H(t) = 0 for t < 0 and H(t) = 1 for t 3 0. To see this, think for instance of the graph of the empirical distribution of a sample of independent random variables with distribution F. Further a one-point distribution at ti > 0 can be approximated arbitrarily closely in Levy metric by the distribution of a sum of ni exponentially distributed variables with expectation ti/ni . Just choose ni large enough.
The approximating Markov chain is constructed in the following way. The state space consists of 0 and the pairs (i,j), i = l,..., .,j = l,..., ni . The chain starts in state (i, I) with probability pi . The only possible transitions are (i, j) --f (i, j + 1) if j < ni and (i, j) -+ 0 if j = ni . The corresponding transition intensities depend only on i and equal ni/ti , i = I,..., n. The verification that the Markov chain has the properties claimed in the lemma is straightforward. i
The approximation method in the proof above is constructive, but definitely not the most effective one. Think of the case when the original distribution is exponential! The lemma will now be used to prove the following theorem. (ii) Given two successive states, the distributions of the sojourn times of (lt} and {ft} d@r at most by E in Levy distance.
Proof.
Let S be the state space of (tt}. Let S, contain the state spaces of all the approximating Markov chains of Lemma 4 corresponding to the distribution functions Fii , i, j E S, and the given E. The absorbing state of such a chain we denote by 0 as in proof of the lemma. Hence 0 E S, . Further for fixed (i, j), we let p,(i, j), k E 52, , denote the initial distribution, and q&, j), k 2 E Sl , the transition intensities of the chain in the lemma.
The Markov chain {TV} which we shall define has state space S x S x S, . Let Pij denote the transition probabilities of the discrete time Markov chain (8,) corresponding to {[t}, see (8.1) . Then the transition intensity from (i, j, k) E S x S x S, with k # 0, to a state of the type (i, j, 1) is q&E', j), and no other transitions are possible. From a state of the type (i, j, 0) transition is immediate, and it leads with probability Pdk(j, j'> to the state (j, j', k). Further we set g((i, j, 4) = i.
It follows from Lemma 4 that {It} and {Q> h ave the properties described in the theorem.
We note that the constructed chain {Q} does not satisfy the conditions of Section 3 as the states of the type (i, j, 0) are instantaneous. We can however eliminate these states by replacing a transition sequence (i,i, 4 + (6 j, 0) -+ (j, j', 2) by the direct transition (i,j, 4 + (j, j', 0. I Above we have only regarded approximation of the distributions of the times between jumps. A more thorough study of the approximation problem might include approximation of the distribution of the whole process with an appropriate topology. This topology could be chosen similar to the topology on the space D in [28, Chap. 31 . However, as we have processes with discrete state spaces some modification is suitable.
Let us conclude this section by remarking that if a function h(&) of the semi-Markov process is observed, the approximation method above leads us to consider the Markov chain {TV} and the observed function h(g(qJ). This problem is still of the type studied in this paper and computation of the conditional state probabilities leads to a system of ordinary differential equations.
On the other hand, a direct approach to computation of the conditional distribution of the state of the semi-Markov process leads to a system of partial differential equations. To get a conditional distribution which forms a Markov process, we namely have to consider not only the unknown state variable, but also the unknown time 7 which has elapsed since the last transition. Hence we have to derive equations for 112 E S, t > 0, which in general leads to a system of partial differential equations.
COMPUTATION OF LIKELIHOOD RATIOS
Let {Q} be a right-continuous Markov chain of the type described in Section 3 and 4 with ft = g(qt). We have, see (6.12 --0, a, 6 ) denote the right member of (9.2) with jk(t) replaced by &(T -0). THEOREM 7. Let P, and PI be two probability measures such that PI is absolutely continuous with respect to P,, on the a-akebra St generated by & =g(rls) for 0 < s < t, and let &(t) and &(t, a, b) be defzned by (9.1) and (9.2) with respect to Pj, j = 0, 1. Let N, be the number of jumps of {~s:O<s<t),andZet~1<~2<~~~ be the epochs of jump. Then the RadonNikodym derivative of PI with respect to P,, is given by dp, pl ( Proof. We shall use a method of proof similar to the one used in the proof of Theorem 3.2 in [20] . We note that there is a natural mapping from the set 4% Qo ,*a., a,) = {N, = n, to = a, , f,, = ak , k = I,..., ?z} (9.4) to the subset of Euclidean n-space Tn = ((~1 ,..., Sn):O<S1<..'<S,<t}, (9.5) such that S$ n A(n, a, ,..., a,) corresponds to the u-algebra J?@'~ of Bore1 subsets of T,. From (4.9) we see that the corresponding measure on GYn is absolutely continuous with respect to Lebesgue measure with density ;pk( n, a0 ,..., a, , 5 ,..., s, , 6
As the sure event is a countable union of disjoint events of the type (9.4) the theorem follows if we can show that for N, = n, 01~ = ak , k = 0, I,..., n, and 7k = sk , k = l,..., n, we have We shall give the details of the proof of (9.6) for n = 0 and rz = 1. The arguments for n = 1 can in a straightforward way be transformed into a formal induction proof of (9.6).
Let us start with n = 0. We shall show that for .$, = a and Nt = 0 we have
which gives (9.6) for n = 0. For 0 < s < u < t, put p*(u) = j(s) P(u, u -s).
From (6.10) and (6.21), it follows that
If we set s = 0 in (9.9) and observe that
for kE S,, we get (9.7). Let us now consider la = 1. We shall show that The members of (9.7) are continuous element-wise in t. Hence (n, a, ,..., a,) of sets of the type (9.4). Further, for each of these sets there is a finite measure corresponding to Lebesgue measure on (T, , g!,) in (9.5). Let c denote the a-finite measure thus obtained on (Sz, FJ. Then the Radon-Nikodym derivative of a probability measure P with respect to 0 is given by Remark 11. There is a striking similarity between (1.10) and (9.3). Results showing, that we for some purpose, for instance detection or control, may treat a partially observed process as a completely observed process, if we replace the process values with their estimates, are sometimes called separation theorems. See for instance [29] for detection in Wiener noise, or [IO] for detection of doubly stochastic Poisson processes.
EXTENSIONS AND RELATED PROBLEMS
In Section 5 we have briefly touched upon prediction of ft given observations of 5, , u < s, where s < t. A more systematic study of prediction and smoothing, based on the methods and results of the present paper will be given elsewhere.
In Section 5, Theorem 3 and Remark 6, it is ascertained that {j(t)> and {(qt , j(t))} are Markov processes. In [13, Section 71 integrodifferential equations are derived for the state distributions of these processes. Those results could be generalized at least to partially observed chains with finite state space. Alternatively the Markov processes {j(t)} and {(vt , j(t))> could be characterized by their characteristic operators, see [9, Corollary of Theorem 31 for a special case. One reason for studying the properties of {j(t)} is that j(s), s < t, and & = g(ns), s < t, generate the same u-algebras. Hence by introduction of {j(t)} an optimal stopping problem for {tt} may be transformed into an optimal stopping problem for a Markov process, for which general methods exist, see for instance [30] .
The results in Section 9 could be made a starting point for a study of statistical methods, in particular likelihood methods, for partially observed Markov chains, compare the results in [20] for completely observed Markov chains. A problem related to statistical problems is the approximation problem shortly discussed in Section 8.
The doubly stochastic Poisson process in [13] is a point process. The methods of the present paper can be used to study point processes generated by transitions of Markov chains in a systematic way, see [31] .
A problem which is at least of some theoretical interest is to extend the considered class of Markov chains {TV} to include also chains with sample functions that are more complicated than step functions.
Finally the process {g(vJ} may b e re ar e as an approximation of {rlt} g d d and it might be of interest to regard sequences {g,} of approximations that are more and more informative in the sense that, for all K E S, g,'({g,(K)}), n = 1, 2,..., decreases to the one point set {k} as n tends to infinity. This type of approximation may be compared with the Markovian approximation in [32] , where also the conditional distribution of the original process, given the trajectory of the approximation is considered, see [32, p. compare Section 6. In the sum all terms except one are nonnegative. Hence we may exchange summation and integration in (A.4). Let us now give an example showing that the right member of (A.3) may be infinite. We note that this is easy for t = 0. Just choose a chain with supj qjk = 00 and choose p,(O) such that
In the following example the right member of (A.3) is infinite for t = 1. The construction is based on the fact that the distribution of the sum of n independent exponentially distributed variables with expectation l/n tends to a onepoint distribution at 1 as n tends to infinity. The state 0 is absorbing and the transition intensity from the state (n, m) is n. Further from (n, m) the only possible transition is to (n, m + 1) if m < n and to 0 if m = n. The chain starts in the state (n, 0) with probability I,, z:n Y, = 1. For instance from the properties of the Poisson process it follows that the probability of a transition from (n, 0) at time zero to (n, n) at time t is Hence F,(t) = ((nt)"/n!) cnt.
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