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a singular distribution. In particular, if the input signal is predictable, it
was shown that the output of the filter is simply a discrete random vari-
able. Computer experiments in order to verify the theoretical results
have been realized and discussed. For this purpose, a specific model
of linear Markovian signal of order one was introduced, and the exper-
imental results are in complete agreement with the theory. Finally, a
model of Bernoulli input ensuring that the output contains a discrete
and a singular part was introduced, and here also the experimental re-
sults are in perfect agreement with the theory.
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Statistical Properties of the Estimated
Degree of Polarization
T. Medkour and A. T. Walden, Member, IEEE
Abstract—We derive important and useful new statistical properties of
the estimated degree of polarization in the two-dimensional case. We find its
distribution function and show how it may be used to construct confidence
intervals. We also find an expression for any moment of the distribution,
and derive an exact unbiasing formula for the estimator of the squared co-
efficient. Further we discuss a test for partial polarization. Our statistical
analyses enable identification of elliptical polarization for an ultra low fre-
quency wave in the solar magnetic field.
Index Terms—Confidence intervals, cumulative distribution, degree of
polarization, moments, spectrum estimation.
I. INTRODUCTION
Studies of the polarization states of vector processes have been, and
continue to be, very widely carried out and discussed in radar research
[24], atmospheric science [11], geophysics [18], [19], oceanography
[5], and optics [3], [4], [9], [12], [21]. A key quantity in these studies is
the degree of polarization (DoP), definitions of which vary for dimen-
sionality exceeding two [21].
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In studies of planar wave fields propagating in the z direction with
the wave field oscillating in the x–y plane, the DoP—the ratio of the
power of the polarized part of the wave to its total power—may be
readily and unambiguously defined [4].
In this correspondence, we concentrate on this two-dimensional case
and consider the statistical properties of the estimated DoP found from
a sample Hermitian covariance matrix of the form
^ =
1
K
K 1
k=0
Z1;kZ

1;k Z1;kZ

2;k
Z1;kZ2;k Z2;kZ

2;k
= (1=K)
K 1
k=0
ZkZ
H
k ; (1)
where the averaging is over K independent bivariate samples
Zk = [Z1;k; Z2;k]
T derived from the wavefield, “” denotes complex
conjugate, and the samples have the proper complex bivariate Gaussian
distribution with zero-mean and positive-definite covariance matrix
EfZkZ
H
k g = . Of course, as K ! 1; so ^ ! . If &1 and &2
are the eigenvalues of ; (&2  &1), then the true DoP, P , can be
written as P = (&1  &2)=(&1+ &2) [4], [9]. Partial polarization occurs
for 0 < P < 1: Imf12g = 0 (where Im denotes imaginary part)
corresponds to rectilinear polarization. Imf12g 6= 0 corresponds
to elliptical polarization and if 11 = 22 also, the polarization is
circular [11].
Synthetic aperture radar (SAR) measurements of the Earth’s surface
provide important insights into the nature of backscattering from nat-
ural targets. The data are subject to speckle, and some form of aver-
aging is needed. The multi-look SAR covariance matrix has the form
^; with K being the number of looks [24].
Seismic waveforms are typically superpositions of direct, refracted,
reflected, and scattered waves, and polarization is unlikely to be con-
stant with frequency, but a well-defined polarization structure can nev-
ertheless arise by the coherent addition of scattered waves within the
crustal waveguide [16]. Samson [18] gives a method of estimating po-
larization as a function of frequency; ^ takes the form of an esti-
mated Hermitian spectral matrix computed with K complex degrees
of freedom from two jointly-stationary real-valued processes fUtg and
fVtg; details are given in Section V.
In practice, K will be finite, and consequently P must be estimated
as P^ via the eigenvalues of the estimated covariance matrix, ^; in (1).
In this correspondence, we study the statistical properties of the esti-
mated DoP P^ . A statistical study of a different quantity, the estimated
degree of linear polarization was given in [23] (see, e.g., [12] for defi-
nitions of terms such as the degree of linear polarization and the degree
of circular polarization).
Given the statistical structure assumed for the components of ^
in (1), the random matrix has the complex Wishart distribution (see
Section II). We derive a finite sum expression for the statistical distri-
bution function of P^ in Section II and show how this enables us to set
confidence intervals for the true DoP P . Moments of order r are found,
and the resulting mean and standard deviation are confirmed by simu-
lation. Since bias is such an important factor, in Section III we derive an
exactly unbiased estimator for P 2 and compare our estimator with that
of Samson [18] via simulation. A statistical test for partial polarization
is given in Section IV and related to sphericity tests. A case-study using
our techniques is provided in Section V based on solar magnetic field
data. Concluding comments are provided in Section VI.
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II. STATISTICAL FRAMEWORK
A. The Eigenvalues
If Z0 = [Z1;0; Z2;0]T has the proper complex bivariate Gaussian
distribution with zero mean and covariance matrix EfZ0ZH0 g = ,
then it has probability density function (PDF)
fZ (z) = 
 2det 1() exp( zH 1z); z 2 C2 (2)
where “H” denotes Hermitian transpose. We assume detfg > 0 in
order that the PDF exists. So the statistical development is valid for
a DoP strictly less than unity. Suppose Z0; . . . ; ZK 1 are a random
sample of K such vectors.
LetZ = [Z0; Z1; . . . ; ZK 1] and consider the random 2 2 matrix
ZZH = K 1k=0 ZkZ
H
k . When K  2, the matrix is full-rank and
W = K 1k=0 ZkZ
H
k has the nonsingular 2-D complex central Wishart
distribution with K complex degrees of freedom and mean K, [8].
Let !1 and !2 denote the eigenvalues of W , where !2 < !1. ^ =
W=K given in (1) is the maximum-likelihood estimator of the true
covariance matrix  and has eigenvalues !1=K and !2=K.
B. Distribution of the Degree of Polarization
The estimated DoP is
P^ =
(!1=K)  (!2=K)
(!1=K) + (!2=K)
=
!1   !2
!1 + !2
(3)
0 < !2  !1 < 1. So P^ = (!1   !2)=(!1 + !2) = P^W , say,
the DoP corresponding to the random matrix W , and so the statistical
properties of P^ and P^W are identical.
The joint distribution of (!1; !2); 0 < !2  !1 <1 was given by
Sikaneta and Chouinard [22]
f(!1; !2) =
!K 11 !
K 2
2   !
K 2
1 !
K 1
2
 (K) (K   1)(&1   &2)(&1&2)K 1
[e ! =&  ! =&   e ! =&  ! =& ]: (4)
Given (4), we first find the joint distribution f(p; d) of P^ (i.e., P^W )
and D^ = !1   !2. For this transformation, jJ j = d=(2p2), where J
denotes the Jacobian. We find
f(p; d) = C 1(1  p2)K 2(d=p)2K 2 e (g h)d   e (g+h)d
where C = 2(2K 3) (K) (K   1)(&1   &2)(&1&2)K 1; and
g =
&1 + &2
2&1&2
1
p
> 0;
h =
&1 + &2
2&1&2
P > 0:
We can simplify f(p; d) to
f(p; d) = 2C 1(1  p2)K 2(d=p)2K 2e gd sinh(hd):
Integration over d from 0 to 1 using [10, 3.5.51], and use of
(&1&2)
K=(&1 + &2)
2K = [(1  P 2)=4]K ; yields
f(p) =
41 K(1  P 2)Kp(1  p2)K 2
B(K;K   1)P
[(1  pP )1 2K   (1 + pP )1 2K]; (5)
0  p < 1; whereB(a; b) is the beta function. The PDF (5) is the only
analytical result on the DoP given recently in [20], where it was derived
using a very different approach. The key step we take in obtaining more
powerful analytical results such as confidence intervals comes from
Fig. 1. (a) PDF f(p) and (b) CDF F (p), for K = 5 and for P = 0; 0:5; 0:8,
shown as solid, dashed, and dotted lines, respectively.
expanding the terms in the square brackets [1, 15.1.10] so that the PDF
can be rewritten as (with dependence on K and P shown explicitly)
f(p;K;P ) =
2
B K   1; 3
2
(1  P 2)Kp2
(1  p2)K 22F1 K;K +
1
2
;
3
2
;P 2p2 (6)
where 2F1(1; 2; 1; z) is the hypergeometric function,
a special case of the generalized hypergeometric series
pFq(1; . . . ; p; 1; . . . ; q; z) defined by [10, p. 1045]
1
m=0
(1)m . . . (p)m
(1)m . . . (q)m
zm
m!
(7)
where (y)m is defined in terms of the Gamma function (  ) as (y)m =
y(y+1) . . . (y+m 1) =  (y+m)= (y): f(p) is plotted in Fig. 1(a)
for K = 5 and true DoP values of P = 0; 0:5; 0:8.
In Appendix A, we find the very useful result that the cumulative
distribution function (CDF) F (p) = Pr(P^  p) may be written as a
finite sum of hypergeometric functions. It takes the form (again with
dependence on K and P shown explicitly)
F (p;K;P ) = (1  P 2)Kp3
K 2
m=0
  m+ 3
2
 (3
2
)m!
(1  p2)m
2F 1 K;m+
3
2
;
3
2
;P 2p2 : (8)
Knowledge of the CDF enables the setting of confidence intervals for
P: F (p) is plotted in Fig. 1(b).
C. Confidence Intervals for P
If we define points a=2(P ) and a1 =2(P ) such that
F (a=2(P )) = =2 and F (a1 =2(P )) = 1   =2, then
Pr[a=2(P )  P^  a1 =2(P )] = 1   : Examples of 90%
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Fig. 2. 90% confidence regions for DoP when (a) K = 10 and (b) K = 50.
The horizontal lines mark p = 0:7 and the intervals defined by the vertical
dashed lines are the 90% confidence intervals for P .
intervals ( = 0:1) are given in Fig. 2(a) and (b) for K = 10 and
K = 50, respectively. Also graphically illustrated is a (1   )100%
confidence interval for P given an estimate p. This can be found
by drawing a line across the plot at p; the intersection of this line
with a1 =2 at P1 say, and with a=2(P )) at P2 say, defines a
(1   )100% confidence interval for P as [P1; P2]; which depends
on the K used. In the examples, p = 0:7 and the resulting 90%
confidence intervals for P are [0.35, 0.83] for K = 10 and [0.60,
0.77] for K = 50. Interval widths narrow with increasing averaging
K , as expected. In practice, given an estimate p of P , the right end of
the interval P2 is the value of P such that F (p;K;P )   =2 = 0;
which can be found simply using any standard zero-finding algorithm.
P1 is likewise found by solving F (p;K;P )  (1  =2) = 0.
D. Moments of the Distribution
The rth moment of P^ is given by EfP^ rg = 1
0
prf(p)dp; i.e.,
EfP^ rg =
2
B K   1; 3
2
(1  P 2)K
1
0
 pr+2(1  p2)K 22F1 K;K +
1
2
;
3
2
;P 2p2 dp
which, using [10, 3.251(1)], may be reduced to
EfP^ rg =
B K   1; r+3
2
B K   1; 3
2
(1  P 2)K
3F2 K;K +
1
2
;
r + 3
2
;
3
2
; K +
r + 1
2
;P 2 : (9)
(The generalized hypergeometric series is defined in (7).) Two impor-
tant properties of P^ , namely the bias, EfP^g   P; and mean-squared
error Ef(P^   P )2g (variance plus squared bias), are shown in Fig. 3
for K = 5; 10, and 50. Both decrease in a similar way with increasing
P .
E. Simulation Results
For our simulations, we used
 =
10  1 + 2i
 1  2i 3
for which P = 0:639. We simulated ^ = (1=K) K 1k=0 ZkZ
H
k
by simulating bivariate complex Gaussian Z using the method in [13,
Sec. V]. ForK = 3, 6, 10, and 50, we independently simulated 1000 re-
alizations of ^; and consequently 1000 realizations of (!1; !2). Com-
Fig. 3. (a) Bias and (b) mean-squared error of P^ as a function of the true value
P for K = 5; 10, and 50, shown as solid, dashed and dotted lines, respectively.
TABLE I
RESULTS OF THE SIMULATION STUDY. P = 0:639 AND P = 0:408.
SEE TEXT OF SECTIONS II-E AND III-B AND FOR NOTATION DETAILS
pared in the left part of Table I are the sample averages P and sample
standard deviation sfPg of P^ over the realizations, with the theoretical
meanEfP^g and standard deviation fP^g. The agreement is excellent,
supporting (9).
III. UNBIASED ESTIMATION OF P 2
A. Exactly Unbiased Estimator
While most researchers (e.g., [9] and [12]) considerP to be the basic
quantity of interest, others define P 2 to be “the degree of polarization”
[18], [19]. Indeed, Samson [18] produced approximate corrections for
the sample bias in P^ 2 as an estimator ofP 2. In this section, we consider
an exactly unbiased estimator Q^ for P 2 such that EfQ^g = P 2.
Let G(P^ ) be the unbiased estimator such that EfG(P^ )g = 1 P 2.
We first find the unbiased estimator for 1   P 2, then the unbiased
estimator we want is Q^ = 1   G(P^ ); [15] since EfQ^g = 1  
EfG(P^ )g = 1   (1   P 2) = P 2. We show in Appendix B that
G(P^ ) = (1   P^ 2)2F1(3=2;1;K; 1   P^
2); so our exactly unbiased
estimator for P 2 is given by
Q^ = 1  (1  P^ 2)2F1
3
2
; 1;K; 1  P^ 2 : (10)
(It does not appear possible to find an exactly unbiased estimator for
P rather than P 2.) Samson [18, eq. 39] used a Taylor series expansion
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Fig. 4. Critical value C as a function of K for  = 0:05 (solid) and 0.01
(dashed).
to derive an approximately—to first order in 1=K—unbiased estimator
for P 2; as
R^ = P^ 2 + (2=K) 4
!31 + !
3
2
(!1 + !2)3
  3
!21 + !
2
2
2
(!1 + !2)4
  1 : (11)
Both the estimators Q^ and R^ can produce negative estimates. Hence,
in practice maxf0; Q^g and maxf0; R^g would be used.
B. Simulation Results
The sample averages Q and R of Q^ and R^ over the realizations gen-
erated as in Section II-E are given on the right side of Table I. For this
model, P 2 = 0:408. It is verified that whereas Q^ performs equally
well for all K; R^ is poor for small K but improves as K increases. It is
important that the estimator works well for small K since in the con-
text of (1), a small value of K is quite common in practice.
IV. TESTING FOR PARTIAL POLARIZATION
A. Test Statistic and Its Distribution
Suppose we wish to test the hypothesis H0 : P = 0 versus H1 :
0 < P . When P = 0; the PDF of P^ , (6) takes the simple form f(p) =
[2=B(K  1; 3=2)]p2(1  p2)K 2. This PDF is shown in Fig. 1(a) by
the solid line for K = 5. The PDF of A = P^ 2 is then given by
f(a) =
1
B K   1; 3
2
a1=2(1  a)K 2 (12)
so thatA = P^ 2 has a beta distribution with parameters 3=2 andK 1.
Therefore
Pr(P^ 2  x) =
x
0
1
B K   1; 3
2
a1=2(1  a)K 2da
= Ix(3=2;K   1) = Pr(P^  x
1=2)
where Ix(b; c) is the incomplete beta function. Hence, Pr(P^  x) =
Ix (3=2;K 1) and if  = Pr(P^ > C), then  = 1 IC (3=2;K 
1) so that C : fIC (3=2;K   1) = 1   g is the critical value for
the hypothesis test of size . These critical values are plotted in Fig. 4
for K = 2 to 100, and for  = 0:05 and 0:01. It is sobering to see
how large P^ should be before we reject P = 0 when K is small. For
example, for K = 5, the critical value is 0.78, which is consistent with
Fig. 1(a) which shows the distribution of P^ , when P = 0, stretches
across from 0 to 1.
B. Relationship to Sphericity Testing
Since P = 0 corresponds to 11 = 22 = 2, say, and 12 =
21 = 0, the test for partial polarization is the same as a statistical
test for sphericity under the null hypothesis  = 2I . Under this null
hypothesis, the distribution of T  4detfg=tr2fg was derived in
[14]. But another way of writing P is as [4]
P = 1 
4detfg
tr2fg
1=2
(13)
so that A = 1 T , and indeed the distributions of A in (12) and 1 T
are the same, as required.
Under more general assumptions about, such as considered in this
correspondence, the distribution of T , and hence by implication A =
P^ 2, was determined in [17], but the distribution is there given in terms
of zonal polynomials and Meijer’s G-function.
V. EXAMPLE: FREQUENCY-DEPENDENT POLARIZATION
In the Introduction it was pointed out that in geophysical applications
^ can take the form of an estimated spectral matrix at a frequency f
say. Consider jointly stationary real-valued time series fUtg and fVtg
in the x and y directions, respectively.
As aK-sample estimator of the spectral matrixS(f) for these series,
we take the multitaper estimator [25]
S(f) =
1
K
K 1
k=0
Jk(f)J
H
k (f)
=
SUU (f) SUV (f)
SUV (f) SV V (f)
(14)
where JU;k(f)  (t)1=2 N 1t=0 hk;tUte
 i2ftt; and likewise for
JV;k(f), and Jk(f) = [JU;k(f); JV;k(f)]T . Here, t is the sample
interval, and fhk;tg is the kth-order orthonormal taper, where, by con-
vention, k = 0; . . . ; K 1. Then (e.g., [25]), asymptotically,Jk(f) has
a complex bivariate Gaussian distribution with mean 0 and covariance
matrix S(f) for 0 < jf j < fN , where fN = 1=(2t). Multitapering
has two benefits. The tapering reduces sidelobe leakage when there is a
high dynamic range to the spectrum around the frequency of interest (as
in the application here) and the orthogonal tapers provide K random
vectors Jk(f) having the same (large-sample) statistical properties as
Zk in (1).
Then, (14) is the statistical equivalent of (1) and the results derived
for P^ will apply for P^ (f) = [^1(f)  ^2(f)]=[^1(f)+ ^2(f)], where
^1(f) and ^2(f) are the eigenvalues of the estimated spectral matrix
S^(f).
We shall examine solar magnetic field data recorded by one of the
spacecraft in the Cluster mission in February 2003. This mission is
an international solar physics experiment to collect data on various
aspects of the Sun. Fig. 5 shows two time series resulting from the
presence of an ultra-low-frequency (ULF) wave in the solar magnetic
field [2]. The measurement unit is nanoTeslas (nT), and the sample in-
terval is t = 2s, giving a Nyquist frequency of 1=(2t) = 0:25 Hz.
The solid line is the component fUtg, measured parallel to the ecliptic
plane, and the dotted line is the component fVtg, measured perpendic-
ular to the ecliptic plane. Fig. 6(a) gives the estimated spectra S^UU (f)
and S^V V (f) computed using six Slepian tapers with an effective anal-
ysis bandwidth of 0.028 Hz [26]. Fig. 6(b) shows ImfS^UV (f)g 6= 0,
where S^UU (f) and S^V V (f) are nonzero, consistent with an elliptical
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Fig. 5. Analysis of ULF wave in solar magnetic field February 2003. Com-
ponent fU g recorded parallel to ecliptic plane (solid) and component fV g
recorded perpendicular to ecliptic (dashed).
Fig. 6. Analysis of ULF wave. Components of S^(f). (a) S^ (f) (solid) and
S^ (f) (dotted). (b) RefS^ (f)g (solid) and ImfS^ (f)g (dotted).
Fig. 7. Analysis of ULF wave in solar magnetic field. (a) Squared estimated
DoP P^ (f), and corresponding critical value C (dashed). (b) Unbiased
squared DoP maxf0; Q^(f)g, with Q^ defined in (10).
polarization component [11]. There is no effective power in the signal
beyond about 0.1 Hz. In view of this, the squared estimated DoP P^ 2(f)
is shown in Fig. 7(a) for f  0:1, along with the corresponding critical
value C2 when  = 0:01. The frequency band for which P^ 2(f) > C2
is only a little larger than the effective analysis bandwidth of 0.028
Hz, suggesting a very narrow band signal centred at about 0.035 Hz.
Finally, the unbiased squared DoP maxf0; Q^(f)g, with Q^ defined in
(10), is shown in Fig. 7(b), and the effect of the unbiasing is mainly
to “clean-up” the plot— smaller polarization values are reduced much
more than larger values.
Fig. 8. Analysis of ULF wave in solar magnetic field February 2003. (a) Time
evolution of U versus V . (b) Time evolution of U versus V after bandpass
filtering to the interval [0.033, 0.037] Hz.
The time evolution of the series Ut and Vt of Fig. 5 is shown in
Fig. 8(a). If these series are bandpass filtered to the narrow band
[0.033, 0.037] Hz centered about the apparent carrier frequency of
0.035 Hz, the time evolution becomes the almost perfect ellipse shown
in Fig. 8(b), confirming that the true ULF wave is elliptically polarized
in this band.
VI. CONCLUDING COMMENTS
We have derived important and useful new statistical properties of
the estimated DoP in the 2-D case. Formulas for the CDF, confidence
intervals for P , and moments of P^ are provided and are readily com-
putable. An exactly unbiased estimator of P 2 was also derived. Our
statistical analyses identified elliptical polarization in a ULF wave in
the solar magnetic field.
APPENDIX A
DISTRIBUTION FUNCTION OF P^
Let c = 2(1  P 2)K=B(K   1; 3=2). The cumulative distribution
function of P^ is given by
F (p) = c
p
0
x2(1  x2)K 2
 2F1 K;K +
1
2
;
3
2
;P 2x2 dx
= c
p
0
x2(1  x2)K 2

1
n=0
(K)n K +
1
2 n
(Px)2n
3
2 n
n!
dx
= c
1
n=0
(K)n K +
1
2 n
P 2n
3
2 n
n!

p
0
x2n+2(1  x2)K 2dx
=
c
2
1
n=0
(K)n K +
1
2 n
P 2n
3
2 n
n!

p
0
yn+ (1  y)K 2dy:
From [7, p. 666]
p
0
yb 1(1  y)a 1dy =
 (a)p2b
 (a+ b)
a 1
m=0
 (b+m)
m!
(1  p2)m
if a  1 is an integer. Taking a = K   1 and b = n + 3=2, we get
F (p) =
c
2
1
n=0
K 2
m=0
(K)n K +
1
2 n
 (K   1)  m+ n+ 3
2
3
2 n
  K + n+ 1
2
n!m!
 P 2np2n+3 1  p2
m
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=
c
2
K 2
m=0
 (K   1)  m+ 3
2
  K + 1
2
m!
p3(1  p2)m

1
n=0
 (K + n)  m+ n+ 3
2
  3
2
 (k)  m+ 3
2
 (n+ 3
2
)n!
P 2p2
n
=
c
2
K 2
m=0
 (K   1)  m+ 3
2
  K + 1
2
m!
p3 1  p2
m
2F1 K;m+
3
2
;
3
2
;P 2p2 :
Restoring the form of c we obtain, for K  2 (with dependence on K
and P shown explicitly)
F (p;K;P ) = (1  P 2)Kp3
K 2
m=0
  m+ 3
2
  3
2
m!
(1  p2)m2F1 K;m+
3
2
;
3
2
;P 2p2 :
APPENDIX B
EXACTLY UNBIASED ESTIMATOR FOR P 2
Using (7) the PDF f(p), given in (6), can be rewritten as
f(p) =
2
B K   1; 3
2
 (1  P 2)Kp2(1  p2)K 2

1
n=0
(K)n K +
1
2 n
(Pp)2n
3
2 n
n!
:
Then, the unbiased estimator must satisfy
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Rearranging, we see (1  P 2) K+1 can be written as
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(15)
But by the negative binomial expansion
(1  P 2) K+1 =
1
n=0
P 2n
 (K + n  1)
 (K   1)n!
: (16)
Equating the coefficients of P 2n in (15) and (16), using (y)n =  (y+
n)= (y) and substituting p = e y=2, we get
1
0
G(e y=2)(1  e y)K 2e 3y=2e nydy
=
 (K + n  1) (K)  n+ 3
2
 (K + n)  K + n+ 1
2
:
The left side is the Laplace transform of G(e y=2)(1  
e y)K 2e 3y=2 while the right side is the Laplace transform of
(1  e y)K 1e 3y=22F1(
3
2
; 1;K; 1  e y) [6, p. 262, eq. (7)] so that
G(P^ ) = (1  P^ 2)2F1
3
2
; 1;K; 1  P^ 2 :
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Enumeration of Downsampling Lattices in
Two-Dimensional Multirate Systems
Zhang Lei, Student Member, IEEE, and
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Abstract—Lattices are essential for resampling in two-dimensional mul-
tirate systems. However, the resampling matrix for a given lattice is not
unique. For a given resampling ratio, how many different lattices exist and
how to parameterize them have not been addressed before. In this corre-
spondence, such enumeration and parametrization are presented for the
cases where the resampling ratio is prime or a composite number. The
set of nonseparable resamplers is also studied. Examples and an applica-
tion of the proposed enumeration and parametrization are included for
demonstration.
Index Terms—Downsampling matrix, lattice, two-dimensional multirate
system, unimodular matrix.
I. INTRODUCTION
Resampling, i.e., downsampling or upsampling, is essential to mul-
tirate systems. In a 1-D multirate system, resampling of a given ratio
is usually performed in a unique pattern. This has been well studied
[1]. However, for 2-D or higher dimension, the situation is more com-
plicated. Even under the same (integer) resampling ratio, there may
exist various ways or patterns to resample since samples are distributed
along more than one axis. Many meaningful results have been pre-
sented in literature. Some are specifically focused on interchangeability
of downsampler and upsampler [2]–[6]. Some have a more comprehen-
sive scope [7]–[9]. According to these results, the nature of resamplers
has been well understood.
Systems of the same resampling pattern may share many properties
in common [1], [10]. For example, the filter bank that is alias free for
a downsampling matrix is also alias free for other downsampling ma-
trices of the same pattern after necessarily rearranging samples [1]. Ex-
ploration of seemingly infinite number of downsampling matrices can
be reduced to exploration of a few distinct patterns. It is interesting to
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Fig. 1. Three possible lattices for jdetMj = 2.
ask how to enumerate and parameterize these distinct resampling pat-
terns for a given resampling ratio. However, these questions have not
been addressed in previous papers. This is precisely the scope of this
work. Since upsampling is the dual of downsampling, in the following
we limit our study to downsampling matrices without loss of gener-
ality. In this correspondence, we only focus on 2-D systems, which is
of most practical importance and is a natural starting point for multidi-
mensional system. In the literature, downsampling patterns are widely
referred as lattices. Hence, we also stick to this notation.
Mathematically, given integer vectors k and l, a lattice is a set of
points L generated by a nonsingular integer matrix M according to
L = fl j l =M  k for all k 2 Ig
where I is the set of all integer vectors. The downsampling ratio is cor-
respondingly defined as the ratio of sample densities before and after
downsampling. As an example, three possible lattices with downsam-
pling ratio m = 2 are shown in Fig. 1. In 2-D systems, the down-
sampler is represented by a 2 2 nonsingular integer matrix, denoted
as M =
m00 m01
m10 m11
. According to [1], the corresponding down-
sampling lattice can be obtained by repeating vectors [m00;m10]T and
[m01;m11]
T
. The downsampling procedure retains only the samples
that are on the generated lattice. Different lattices are represented by
different downsampling matrices. In this example, the generating ma-
trices might be M = 1 0
0 2
;M =
1 1
 1 1
;M =
2 0
0 1
,
respectively. However, the reverse of above argument is not true. In
fact, different matrices may generate the same lattice. A given lattice
may be obtained from an infinite number of resampling matrices. These
matrices are actually related by right multiplication of a unimodular
matrix [1], which equivalently rearranges the samples before the orig-
inal downsampling. In matrix language, downsampling matrices M
and M0 represent the same lattice if there exists a unimodular integer
matrix V s.t. M = M0V. Note that the unimodular matrix V is de-
fined as a square matrix satisfying j detVj = 1. The aforementioned
equivalence is denoted as M $ M0 in the following. However, left
multiplication means rearrangement of samples afterwards, which will
change the lattice.
We can enumerate different lattices by using downsampling matrices
whose equivalence has been eliminated. Meanwhile, the obtained ma-
trices without equivalence can be used for parametrization of lattices.
Basically, the above principle is followed in this correspondence.
II. ENUMERATION AND PARAMETRIZATION OF LATTICES
A. Lattices With Prime Downsampling Ratio
A downsampling matrix is given by M = m00 m01
m10 m11
with
m = j detMj. The following equivalence is always obtainable.
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