In this paper, a new type of anticipating synchronization, called time-varying anticipating synchronization, is defined firstly. Then novel adaptive schemes for time-varying anticipating synchronization of certain or uncertain chaotic dynamical systems are designed based on the Lyapunov function and invariance principle. The update gain of coupling strength can be automatically adapted to a suitable strength depending on the initial values and can be properly chosen to adjust the speed of achieving synchronization, so these schemes are analytical and simple to implement in practice. A classical chaotic dynamical system is used to demonstrate the effectiveness of the proposed adaptive schemes with or without parameter uncertainties.
Introduction
Synchronization of chaotic systems is a fascinating subject that has been extensively studied on a large variety of physical, chemical, neural networks and biological systems since the pioneering work of Pecora and Carroll [1] . Many different synchronization regimes have been studied in the past decade, for instance, complete (or identical) synchronization (CS) [1] , phase synchronization (PS) [2, 3] , lag synchronization (LS) [4] [5] [6] [7] , generalized synchronization (GS) [8] [9] [10] [11] [12] , intermittent lag synchronization (ILS) [4, 12] , imperfect phase synchronization (IPS) [13] , and almost synchronization (AS) [14] and so on.
Recently, a novel synchronization regime, called anticipating synchronization, was proposed firstly by Voss in [15] via introducing bitemporal synchronization manifolds which comprise two different time points of unidirectionally coupled chaotic systems with or without time delay [16] . In this regime counterintuitive phenomena occur, since a response (receiver) system may be synchronized with the future state of a drive (transmitter) system i.e., the drive system's state is replicated not instantaneously but anticipated by the response system [15] , without affecting the drive system again. Since Voss's pioneering work, the regime of anticipating synchronization and its stability has received much attention. For example, numerical investigations are employed to study the intriguing phenomena of anticipating synchronization [17] [18] [19] . In [20, 21] , Masoller et al. studied the regime of anticipating synchronization in unidirectionally coupled chaotic maps. And anticipating synchronization was further studied by experiment, for instance, using diode lasers [22] [23] [24] [25] [26] . However, as pointed by Voss himself in [27] , the maximum stably attainable anticipation time turned out to be much shorter than the characteristic time scales of the system's dynamics (for example, the characteristic time scales of chaotic Lorenz system is t = 1/λ = 1.11 when the parameter values are chosen as σ = 10, b = 8/3 and r = 28, where λ is the largest Lyapunov exponent) for chaotic systems without an intrinsic time delay. This shortcoming limits the application of anticipating synchronization to prediction of the dynamics of chaotic systems. Theoretically, an arbitrary large anticipation time can be obtained via a chain of anticipating synchronized exact replicas of the original system [26, 28] . Nevertheless, it has recently been shown in [29] that this scheme is unstable to propagating perturbations since the spatiotemporal character of the coupled chain introduces a convective-like instability into the synchronization manifold.
The recent burst of work is motivated by the following reasons: (i) many constraints are required to the anticipation time of anticipating synchronization for chaotic systems without an intrinsic time delay, which implies that the anticipation time is not adjustable or controllable in "traditional" anticipating synchronization (i.e., anticipating synchronization proposed in the published papers, for example, in [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] ), and (ii) the "traditional" anticipating synchronization regime is only suitable when the anticipation time is constant, what about time-varying anticipation time? (iii) there have been no previous reports of an adaptive scheme being designed for anticipating synchronization in nonlinear dynamical systems. The present paper aims at the above questions and designs novel adaptive schemes for time-varying anticipating synchronization of certain or uncertain chaotic dynamical systems. Our main contributions are as follows: first, a new type of anticipating synchronization, that is, time-varying anticipating synchronization, is proposed in this paper, which is the generalization of the "traditional" anticipating synchronization; second, two novel adaptive schemes are designed for time-varying anticipating synchronization where the update gain of coupling strength will be automatically adapted to a suitable strength depending on the initial values; finally, the anticipation time of the new synchronization regime can be an arbitrary function of time (constant is just the special example) except for one very loose constraint.
The paper is organized as follows: in Section 2, some problem statements and preliminary knowledge, including one lemma and two assumptions, are introduced and the definition of time-varying anticipating synchronization is also given here; then in Section 2.1, the problem of time-varying anticipating synchronization between the drive and response systems is studied and a novel adaptive algorithm is design when all parameters are known; furthermore, in Section 2.2, we study the time-varying anticipating synchronization again when parameters are not known and an adaptive scheme is designed for this case. The proposed adaptive schemes are further demonstrated by a classical nonlinear system in Section 3. Finally, conclusions and remarks are drawn in Section 4.
Main results
Consider the following general nonlinear dynamical systeṁ
where x ∈ (x 1 , x 2 , . . . , x n ) T ∈ R n is the state vector, A = (a i j ) n×n is (known or unknown) constant matrix representing the linear parts of the system; B = (b i j ) n×n is (known or unknown) constant matrix denoting the nonlinear parts of the system, and f (x) = ( f 1 (x), f 2 (x), . . . , f n (x)) T : R n → R n is a nonlinear vector function. Without loss of generality, we assume that the structure of the nonlinear dynamical system (1) , that is, f (x) = ( f 1 (x), f 2 (x), . . . , f n (x)) T , is known and, furthermore, time series for all variables are available as output of system (1). Let Ω ∈ R n be a chaotic bounded set of Eq. (1) .
Throughout the paper, we have the following assumption for the nonlinear vector function f (x):
We call the above condition as the uniform Lipschitz condition and
. . , n) refer to the uniform Lipschitz constant. One can easily check that a wide variety of nonlinear dynamical systems in the form of Eq. (1) satisfy the above condition, for example, condition (2) will hold as long as the partial differential ∂ f i /∂ x j (i, j = 1, 2, . . . , n) are bounded in Ω ∈ R n . Therefore, the class of systems in the form of Eq. (1) includes almost all wellknown chaotic systems.
We refer to system (1) as the drive system, and the response system is given bẏ
Defining the error system on an anticipating manifold, that is, e(t) = x(t + τ (t)) − y(t), we give the following definition at first:
Definition 1 (Time-Varying Anticipating Synchronization). It is said that the response system (3) time-varying anticipating synchronizes the drive system (1) if the trajectory of response system (3) y(t) can synchronize the future state of drive system (1) with the anticipating time τ (t), i.e., y(t) = x(t + τ (t)).
Therefore the task of this paper is to design a suitable controller u(t) and an adaptive scheme such that y(t) can track x(t + τ (t)), that is, e(t) → 0 as t → ∞.
In order to establish our main results, it is necessary to give the following assumption and lemma [30] :
Assumption 2 (A2). τ (t) ≥ 0 is the continuous smooth function of time t, and its derivative is bounded, i.e., there exists some positive number M > 0 such that |τ (t)| ≤ M.
Lemma 1. For any vectors x 1 , x 2 ∈ R n and any positive definite matrix Q ∈ R n×n , the following inequality holds:
Synchronization scheme without parameter uncertainties
The problem of time-varying anticipating synchronization between the drive system (1) and response system (3) is studied in this subsection when all the parameters of system (1) are known, therefore, A =Ā, B =B. The error system can be derived aṡ
The main result is described as follows:
Under the assumptions (A1) and (A2), the time-varying anticipating synchronization can be achieved between the response system (3) and the drive system (1) if controller u(t) is designed as
with the feedback strength
where γ i , i = 1, 2 . . . , n are arbitrary positive constants.
Proof. According to (5) and (6), the error system (4) can be rewritten as
Construct a Lyapunov function of the following form
The differential of the Lyapunov function along the trajectory of error system iṡ
Recalling assumption (A1), we have the following inequality:
where l = max{l 1 , l 2 , . . . , l n }. Substituting inequality (7) into the right-hand side of the above inequality yieldṡ
.
t)e(t).
It is clear thatV (e(t)) = 0 if and only if e(t) = 0. This completes the proof.
Synchronization scheme with parameter uncertainties
The system parameters A = (a i j ) n×n and B = (b i j ) n×n are required for implementing the previously proposed adaptive scheme of time-varying anticipating synchronization. In other words, we must know exactly the drive's equations and all parameters. However, in most practical situations these parameters are not available and what we know is only a time series of the system dynamics. Therefore, how to design an adaptive synchronization algorithm for time-varying anticipating synchronization when partial or all these model parameters are unknown is still an important yet difficult problem. This subsection deals with this challenging problem. The task is to design an adaptive scheme u = u(x, y,Ā,B, t),˙Ā =Ā(x, y,Ā,B, t) and˙B =B(x, y,Ā,B, t), whereĀ,B are the counterparts of A, B, whereas to evaluate the unknown parameters A, B, they will be set arbitrary initial values and adapted through appropriate evolution equations. Our target in this subsection is to design u,Ā and B to force the trajectory of response system (3) to time-varying anticipating synchronization of the state of the drive system (1).
Under the assumptions (A1) and (A2), the time-varying anticipating synchronization can be achieved between the response system (3) and the drive system (1) if one designs u,Ā andB as
where γ i , α i j and β i j (i, j = 1, 2, . . . , n) are arbitrary positive constants.
Proof. According to Eqs. (8)- (11), the error system (4) can be rewritten as
We construct a Lyapunov function with the following form
Differentiating V with respect to time along the solution of error system, one obtainṡ
t)(1 +τ (t))Ax(t + τ (t)) + e T (t)(1 +τ (t))B f (x(t + τ (t))) − e T (t)Āy(t) − e T (t)B f (y(t)) − e T (t)u(t) + (1 +τ (t))e T (t)(Ā − A)y(t) + (1 +τ (t))e T (t)(B − B) f (y(t)) − e T (t)K e(t) − e T (t)Le(t) = e T (t)(1 +τ (t))Ae(t) + e T (t)(1 +τ (t))B F(e(t))
Applying Eq. (8) to the right-hand side of above equality, we havė V = e T (t)(1 +τ (t))Ae(t) + e T (t)(1 +τ (t))B F(e(t)) − e T (t)Le(t)
t)e(t).
Clearly,V (e(t)) = 0 if and only if e(t) = 0. The largest invariant set E = {e = 0,
According to the well-known invariant principle, the trajectory of error system (4) converges asymptotically to the largest invariant set E starting from any initial value as time tends to infinity. This completes the proof.
Illustrative examples
One classical nonlinear dynamical system, Rössler model, is employed to show the effectiveness of the proposed schemes in this section. In Section 3.1, the Rössler system without parameter uncertainties is considered firstly, the adaptive algorithm is designed for time-varying anticipating synchronization following the result proposed in Section 2.1; in Section 3.2, we consider the Rössler system with parameter uncertainties, the adaptive scheme is constructed for time-varying anticipating synchronization following the result proposed in Section 2.2. Throughout the paper, the fourth-order Runge-Kutta method is utilized to solve the nonlinear dynamical system with the adaptive step-size algorithm. 2 . Numerically simulated error e(t) between x 1 (t + τ ), y 1 (t + τ ), z 1 (t + τ ) and x 2 (t), y 2 (t), z 2 (t) with τ = 10.
Rössler system without parameter uncertainties
Two cases, anticipating synchronization with fixed anticipating time and time-varying anticipating time, are particularly studied in Sections 3.1.1 and 3.1.2 respectively. In fact, "traditional" anticipating synchronization (that is to say, anticipating synchronization with a fixed anticipating time) is the special example of the new synchronization proposed in this paper, i.e., time-varying anticipating synchronization.
A drive system with the subscript 1 and a response system with the subscript 2 are described by the following differential equations: 
where u(t) = [u 1 (t), u 2 (t), u 3 (t)] T is the controller to be determined for the purpose of time-varying anticipating synchronization between the drive system (12) and response system (13) . It is well known that when a = 0.15, b = 10 and c = 0.2, the Rössler system is chaotic.
Following the adaptive algorithm proposed in Section 2.1, we definite the time-varying anticipating manifold as 6 . Numerically simulated error e(t) between x 1 (t + τ (t)), y 1 (t + τ (t)), z 1 (t + τ (t)) and x 2 (t), y 2 (t), z 2 (t) with a time-varying anticipating time (14) .
and construct the controller as
with the feedback strength 
Fixed anticipating time
The anticipating time is chosen as τ = 10 firstly to test the effectiveness of the proposed scheme and the results are depicted in Figs. 1-4. 
Time-varying anticipating time
The proposed adaptive algorithm for time-varying anticipating synchronization is further verified in this subsection. Without loss of the generality, the time-varying anticipating time is chosen as the periodic modulation namely a sinusoidal one of the form
Here the parameters are fixed at τ 0 = 10, A = 1 and ω = 1. The results are shown in Figs. 5-8. Fig . 10 . Numerically simulated error e(t) between x 1 (t + τ (t)), y 1 (t + τ (t)), z 1 (t + τ (t)) and x 2 (t), y 2 (t), z 2 (t) with an anticipating time τ = 10.
Rössler system with parameter uncertainties
This subsection verifies the effectiveness of the scheme proposed in Section 2.2 by means of Rössler system with parameter uncertainties. Suppose what we know about the Rössler system (12) is only a time series of system dynamics. Simplifying, we rewrite system (12) as
where a, b and c are parameters to be determined. We refer to system (15) as drive system. According to the adaptive scheme proposed in Section 2.2 the response system can be constructed in the following form
Defining the error system in the time-varying anticipating manifold, that is, The parameter evolution is adjusted by the equations
and the controller Fig. 15 . Numerically simulated error e(t) between x 1 (t + τ (t)), y 1 (t + τ (t)), z 1 (t + τ (t)) and x 2 (t), y 2 (t), z 2 (t) with a time-varying anticipating time (14) . with the feedback strength
where α 22 , α 33 , β 32 and γ i (i = 1, 2, 3) are arbitrary positive constants.
Fixed anticipating time
Here, the anticipating time is chosen as τ = 10 and the results are depicted in Figs. 9-13. 
Time-varying anticipating time
In this subsection the time-varying anticipating time is chosen as the periodic modulation namely a sinusoidal one of the form (the same as Eq. (14)) τ (t) = τ 0 + A sin(ωt).
The parameters are fixed at τ 0 = 10, A = 1 and ω = 1. The results are shown in Figs. 14-18.
Conclusions and remarks
In this paper, novel adaptive time-varying anticipating synchronization for certain or uncertain chaotic dynamical systems have been considered based on Lyapunov function and invariance principle. The new type of anticipating synchronization, that is to say, time-varying anticipating synchronization, is defined firstly in Section 2, and two novel adaptive schemes are designed for time-varying anticipating synchronization in Sections 2.1 and 2.2 with parameter certainties and parameter uncertainties, respectively. In these adaptive schemes, the response system (3) can be synchronized with the future state of the drive system (1) with an arbitrary time-varying anticipation time τ (t). The classical chaotic system, Rössler model, is used as the illustrative example to demonstrate the effectiveness of the proposed adaptive schemes with or without parameter uncertainties and good performance can be observed.
Clearly, the proposed time-varying anticipating synchronization will collapse to the "traditional" anticipating synchronization if the time-varying anticipation time τ (t) ≡ constant, which means that the "traditional" anticipating synchronization is just a special example of time-varying anticipating synchronization.
