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Abstract 
Traditionally, network reliability is often measured by the connectivity of the underlying graph. 
Recently, a finer measure which counts the number of pairs whose communication is blocked by 
faulty components, the so-called cutting number, has attracted much attention. Masuyama, and 
Masuyama and lchimori computed the cutting numbers for the popular forward loop backward 
hop computer network for a small number of faulty nodes. Unfortunately, their results contain many 
errors. In this paper we give a complete analysis for the cutting numbers with double-node and 
triple-node failures. 
1. Introduction 
A network can be modeled as a graph or a digraph where each node or each edge 
can fail independently with probability p. A usual measure of reliability is the 
probability that the graph remains connected given that nodes or edges can be faulty. 
In some applications, it is not enough to know whether the graph is disconnected, but 
also the number of node pairs being disconnected. This number is known as the 
cutting number in the literature and has been studied by Deo [8], Harary and Ostrand 
[lo, 111, Clark, Neufeld and Colbourn [S], Harary and Slater [12] and Van Slyke and 
Frank [23]. A related notion is network resilience which was defined by Colbourn 
[6, 71 as the expected number of connected node pairs. Mata-Montero [19, 201 also 
studied network resilience. Divide the network resilience by the total number of node 
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pairs, then we obtain the pair-connected reliability as defined and studied by Amin, 
Siegrist and Slater [l-4]. It was shown [4,6] that computing network resilience or 
pair-connected reliability for general graphs is an NP-hard problem. 
The FLBH (forward loop backward hop) network is a class of network topology 
proposed for implementing local area networks. Let G(n, h) denote the graph of an 
FLBH network with n nodes and a hop parameter h. Then G(n, h) is a digraph with 
n nodes, labeled by the residues modulo n, and 2n links of the form i + i + 1 and 
i + i + h, i = 0, 1 , , n - 1. Thus G(n, h) is a 2-regular digraph with a very simple 
structure and contains a hamiltonian circuit. It has also been shown [9, 15, 16, 21, 221 
that the FLBH network has good delay and reliability performance, yet preserves the 
simplicity of control. 
The determination of network resilience for the FLBH network is a difficult 
problem. However, for n of moderate size, an FLBH network should not contain too 
many faulty nodes. Therefore, it is of practical importance to determine the cutting 
numbers of G(pl, h) for a small number of faulty nodes. In this spirit Masuyama [ 173 
studied the cutting number of G(n, h) with double-node failures, and later, Masuyama 
and Ichimori [1X] studied the case of triple-node failures. Unfortunately, their results 
contain numerous errors. While it is straightforward to correct the errors for the 
double-node failure case, the triple-node failure case is complicate and requires a new 
approach. In this paper we give a complete analysis of both cases. 
2. Some preliminary results 
The FLBH network has n nodes labeled by 0, 1, . , n - 1 and 2n links i-+ i + 1, 
i + i + h for i = 0, 1 , , n - 1, where the addition is modulo n. For a digraph, the 
cutting number is defined as the number of ordered pairs (i,.j) such that i has no path 
to j. We will also call the subgraph of G(n, h) induced by the surviving nodes the 
survival digraph. A digraph is strong/J> connected if every node has a path to every 
other node. 
G(n, h) and G(n, h’) are said to be isomorphic if one can be obtained from the other 
by relabeling the nodes. The following lemma is a special case of a result proved by 
Hwang and Li [14]. 
Lemma 2.1. Suppose that h-l h = 1 (mod n). Then G(n, h) and G(n, h- ‘) are iso- 
morphic. 
An important notion in determining the strong connectivity of G(n, h), as well as 
computing the cutting numbers of G(n, h), is the notion of siblings. Two nodes of 
G(n, h) are siblings if they have either a same predecessor node or a same successor 
node. Clearly, if the set of faulty nodes contains a sibling pair, then the survival 
digraph is not strongly connected. We will call such a set a nonisolated cutset. An 
isolated cutset is then a set of faulty nodes containing at most one node from each 
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sibling pair. Recall that the girth of a digraph is the minimum size of a circuit. Hu and 
Hwang [13] proved 
Lemma 2.2. The minimum size of an isolated cutset of G(n, h) is its girth. 
In the rest of this section we will compute the cutting numbers for some special 
digraphs which will be needed to compute the same for G(n, h). 
A digraph F(m, k) is called a k-fence for some -(m - 1) I k I m - 1, k # 0, 1, if 
the m nodes can be arranged into a chain zj, + u2 + ... -+ u,,, and all other links are of 
the form ui + trick and there is such a link for every pair of (Vi, Ui+k) in F(m, k). 
Lemma 2.3. (i) The cutting number in F(m, k) is (‘$)for k positive and zero for negatiue 
k. (ii) If node vi or u,+ , _i is .@lty, 1 I i I (m + 1)/2, then the cutting number ,for 
positive k is 
+ (2k - i - 2)(i - 1) 
2 ’ 
for 1 <ilk- 1, 
(“; ‘)+(“; l)> otherwise. 
and ,for negative k 
(i - l)(m - i), ijmin(i,m-i+ 1) > 1 -k, 
(i - l)(m - i) + (‘;I) + (“2’) + (“Gli), ifmax{i,m-i+l}<l-k, 
(i - l)(m - i) + (‘;I), ifi<l-k<m-i+l, 
(i - l)(m - i) + (“y’), {fm-i-l<l-k<i, 
i(m - i) + (i,‘), ziji=l-k<m-i+l, 
(i - I)(m - i + 1) + (“y’), ifm-i+l=l-k<i. 
Proof. It is straightforward to verify (i). Consider (ii). For positive k, the failure of 0; 
reduces F(m, k) to F(m - 1, k) with some missing links which contribute to the second 
term in the cutting number. For negative k, the failure of ui breaks F(m, k) to 
F(i - 1, k) and F(m - i, k), while the fence is reduced to a chain if it contains less than 
1 - k nodes. Furthermore, all nodes in F(m - i, k) can reach every node in F(i - 1, k) 
except when i = 1 - k, then node 1 cannot be reached, and when m - i + 1 = 1 - k, 
then node m cannot reach any other node. When both fences are chains, then a node 
jinF(m-i,k)canonlyreachnodesin{j-k,...,i-1). 0 
A digraph is called a k-fence with feedback, and denoted by FB(m, k), if it consists of 
an F(m, k) for some positive k and a node m + 1 with two links m + m + 1, m + 1 + 1. 
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Lemma 2.4. (i) FB(m, k) contuins a hamiltonian circuit. (ii) FB(m, k) becomes F(m, k) if 
node m + 1 isfaulty. (iii) The cutting number is (‘;) if node 1 or m isfaulty. (iv) Zfnode vi 
or L’ m+l-i, 1 I i I (m + 1)/2, is,fuulty, then the cutting number in FB(m, k) is 
0 ,for i 2 k, 
(m - k + i)(k - i) + (k;‘) ,for 2 I i I k - 1 
Proof. Again we only need to verify (iv). Consider the chain of k - i nodes 
(i+ l,i+2,..., k). Then the only pairs blocked are from a node not in the chain to 
a node in the chain, and from a node in the chain to a node preceding it in the chain. 
For i I k - 1, the first term and the second term represent the respective numbers for 
these two blocking patterns. For i 2 k, the chain is vacuous, hence no pair is 
blocked. 0 
A digraph is called a stuck if its nodes can be partitioned into disjoint subsets 
S,,...,S,,suchthateverynodeinSihasalinktoeverynodeinSi+l,i= l,...,t- 1, 
but no other links. Let Si denote the cardinality of Si. 
Lemma 2.5. The cutting number in the stuck S,, . , S, is ci, j sisj + I:= 1 Bi, where Bi 
is the number of blocked pairs in S,. 
Proof. The number of blocked pairs from nodes in subset Si is si ~~~~ sj + Bi. The 
lemma follows immediately. 0 
Corollary. If nodes are deletedftiom Si hut Si is still nonempty, then the resultant digruph 
remains a stuck. 
When si = k for all i, we will denote the stack by S(t, k). A variation of S(t, k), 
denoted by S’(t, k), is that each Si is a k-circuit and each node in Si has only one link 
which goes to a distinct node in S, + 1. Note that the equation in Lemma 2.5 also 
applies to S’(t, k) since every node in Si can still reach every node in Si+ 1. If we delete 
less than k nodes from an Si with Si_ 1 and Si+ 1 intact, then the reachability between 
subsets is not affected. But if we delete nodes in Si_ 1 and Si simultaneously, then some 
nodes in Sip 1 may no longer be able to reach some nodes in Si. 
3. The case of single-node failures and double-node failures 
Since G(n, h) is node symmetric we may assume that node 0 is faulty if a faulty node 
exists. Consider the case of a single-node failurt. Then the survival digraph contains 
afenceF(n - 1, - h). By Lemma 2.3(i), its cutting number is zero, i.e., G(n, h) remains 
connected with a single-node failure. 
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Now consider the case of a double-node failure. Let gh(x) denote the cutting number 
for G(n, k) when the two faulty nodes are 0 and x. Clearly, the only two G(n, k)s with 
a girth of length two are G(n, n/2) and G(n, n - 1). For G(n, n/2), (0, k} is an isolated 
cutset and the survival digraph is a stack S’(k - 1,2) with Si = {i, k + i}, 
i = 1, . . , k - 1. Since Bi = 0 for all i, we have from Lemma 2.5, 
g,,,*(k) = 4(“;‘) = n2/2 - 3n + 4. 
For G(n, n - l), {0, x), n - 3 2 x 2 3, is an isolated cutset and the survival digraph 
consists of two disjoint fences F(x - 1, - 1) on the node sequence 1, 2, ,x - 1, and 
F(n - x - 1, - 1) on the node sequence x + 1, x + 2, . . . ,n - 1. Since the cutting 
number is zero for either fence, 
gn_ 1(x) = (x - l)(n - x - 1). 
Other than the above two sets, all cutsets of size two are nonisolated by Lemma 2.2. 
We may assume that the two faulty nodes are the pair {0, n - k + l}. In the proof of 
Theorem 4.1 in the next section, we will show that for n - 1 2 k 2 (n + 3)/2 and 
(n - 2)/2 2 k 2 3, node n - k + 2 can reach all surviving nodes except node 1, and 
can be reached from all surviving nodes except node n - k. Since the sibling pair (0, 
n - k + 1) blocks nodes 1 and n - k, it is also clear that no node can reach 1, and 
n - k can reach no node. Hence g,,(n - k + 1) = 2n - 7 except when k = n - 1, i.e., 
1 and n - k are the same node, then gn_ 1 (2) = 2n - 6. 
We will have five special cases to study the effect of nonisolated cutsets. 
(i) k=n/2+1 and x=k-1. Each pair of nodes {i,i+k-1}, i=O, 
1, . . , k - 1, has the same pair of predecessor nodes and the same pair of successor 
nodes. The survivai digraph is a stack S(k - 2,2) with Si = (i, i + k - lf, 
i=l , . . , k - 2. Since Bi = 2 for all i, we have from Lemma 2.5, 
gcn_2j,2(k - 1) = 4(h;2) + 2(k - 2) = n2/2 - 2n + 2. 
(ii) k=n/2andx=k+1.Eachpairofnodes{i,k+i~,i=0,1,...,k-1,form 
a 2-circuit. The survival digraph is a stack S’,, , SL_ 1, S;, where Si = {i, k + i}, 
i = 2,... , k - 1, Yr = { 1 } and Sb = {k}. Since Bi = 0 for all i, we have from Lemma 2.5, 
gn,2(k + 1) = 4(i) - 2(k - 2) - 3 = d/2 - 3~1 + 5. 
(iii) k = (n - 1)/2 and x = k + 2. Since G(n, (n - 1)/2) is isomorphic to G(n, n - 2) 
by Lemma 2.1, 
gemr)12(k + 2) = gnm2(3) = 2k - 7. 
(iv) k = (n + 1)/2 and x = k. The survival digraph is a fence F(n - 2,2) on the node 
sequence 1, k + 1, 2, k + 2, . . . , k - 1. By Lemma 2.3(i), 
gc+i),z(k) = (“T2). 
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(v) h = 2 and x = n - 1. Since G(n, 2) is isomorphic to G(n, (n + 1)/2) by 
Lemma 2.1. 
92(n - 1) = S(n+l),z(h) = (“T2). 
To summarize, we have 
Theorem 3.1. 
S2b - 1) = S(n+l),z(N = (“i2h 
gcn- 2jj2(h - 1) = n2/2 - 2n + 2, 
gn12(h + 1) = n2/2 - 3n + 5, 
g,,,(h) = n2/2 - 3n + 4, 
gn_i(2) = 2n - 6, 
gh(n - h + 1) = 2n - 7 for all other h, 
gh(h - 1) = gh(n - h + 1X 
g,,(x) = 0 for x # h - 1 and n - h + 1 except, 
g,-1(X)=(x-l)(n-x-l) jtirn-32x23. 
4. The case of triple-node failures 
We consider the case where the three faulty nodes contain one or two pairs of 
siblings. Since an FLBH (h) network is node symmetric, we may assume that the two 
siblings are nodes 0 and n - h + 1. Let x denote the third faulty node. If x = h - 1 or 
n - 2h + 2, then we have two sibling pairs (three when n = 3h - 3 or (3h - 3)/2). Let 
J,(x) denote the cutting number with the triple-node failure {0, n - h + 1, x}. Let F’ 
denote FLBH (h) with nodes 0, n - h + 1 and their links deleted. In the following all 
statements about h are not applicable if h is not an integer. 
Theorem 4.1. Assume that the three faulty nodes contain one or two pairs of siblings. 
For h = 2 (isomorphic to h = (n + 1)/2), 
“Mx) = (“i3). 
For h = 3 (isomorphic to h = (n + 1)/3 or (2n + 1)/3), 
fh(x) = 
(“T3)> x=n-1, 
(n2 - 7n + 16)/2, x=2 or n-4. 
The forward loop backward hop network 
Forh=n-1, 
fh(x) = iin - 4) + 2(x - 3)(n - 1 - ) i x, ZZLise. 
For h = n - 2 (isomorphic to h = (n - 1)/2), 
1 
n - 4, x = 1 or 2, 
3n - 14, x=n-1 or 4, 
Al(x) = 6n - 34, x = n - 3 or 6 (n 2 lo), 
(x - 4)(n - x - 1) + 2n - 9, otherwise (except for 
x = n - 2 or 5). 
For h = n/2 + 1, 
J,(x) = (n - 2)(n - 4)/2. 
For h = n/2, 
fh(x) = 
i 
(n’ - 6n + lo)/2 x = n/2 - 1 or 2, 
(n2 - 8n + 16)/2, x = 1 or n/2, 
(r? - 8n + 18)/2, otherwise. 
For h = (n + 3)/2, h = (n + 2)/3 and h = (2n + 2)/3, 
fh(x) = (n2 - 5n + 4)/2, x = h - 1 or n - 1. 
For h = n/2 - 1, 
J,(x) = 6n - 36, x = h - 1 or 4. 
For h = n/3 (isomorphic to 2n/3), 
fh(x) = 
(n2 - 9n + 24)/2, x = h or h + 1, 
(n2 - 9n + 34)/2, x = h - 1 or h + 2. 
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For all other cases of h and 
[ 6n - 37, 
h(x) = ;,-_“i5 
i 2n - 9,’ 
x=h-1 or n-2h 
x=1 or n-h, 
x=n- 1, h, n-2h 
otherwise. 
Note that if h and n satisfy more than one relation, 
presentation should be used. 
X, 
+ 2, 
tl or n-h+2, 
thejirst relation in the order of 
Proof. Since the two cases x = h - 1 and x = n - 2h + 2 are symmetric, we will 
assume x # n - 2h + 2 throughout the proof. 
(i) h = 2. F’ is a 2-fence with nodes 1, . . . , n - 2. Use Lemma 2.3(ii). 
(ii) h = 3. F’ consists of a 3-fence with nodes 1, . . . , n - 3 and two links 
n - 4 -+ n - 1, n - 1 -+ 2. Use Lemmas 2.3 and 2.4. 
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(iii) h = n - 1. F’ consists of a ( - 1)-fence on nodes 3, 4, . , n - 1 with node 
1 being separated. By Lemma 2.3(i), 
fh(1) = 0. 
For x # 1, then we have three separated groups of nodes of sizes 1, x - 3 and 
n - 1 - x (zero allowed). Thef-value is easily verified. 
(iv) h = n - 2. F’ consists of a ( - 2)-fence on nodes 4 + 5 + ... + n - 1 if n 2 7, 
andthreelinksl+n-1,4+2andl -+ 2. The failure of node n - 1 (or node 4) cuts 
off the paths from (or to) the pair (1, 2). Thef-values are computed by noting this fact 
and using Lemma 2.3(ii). It is also easily verified that for n = 6,fh(x) = 4. 
(v) h = n/2 + 1. F’ is S(n/2 - 1, 2) with Si = {w: u’ = i (mod n/2)}, i = 1, . , 
n/2 - 1. The deletion of any x subtracts 1 from one of the doubletons. From Lemma 2.5, 
fh(X) = C SiSj + C Bi 
i>j I 
= (n - 2)(n - 4)/2. 
(vi) h = n/2. F’ is S’(n/2,2) with Si = {w: w = i (mod n/2)} except that So is missing 
node 0 and S1 is missing node n/2 + 1. If x = 1 or n/2, then one of the singletons 
disappears and we have S’(n/2 - 1, 2) with one node missing. From Lemma 2.5, 
ho4 = c .w, 
i>j 
= (n2 - 8n + 16)/2. 
If x = h - 1 (or 2), then node h (or 1) is completely isolated and other working nodes 
form an S’(n/2 - 1,2) stack again with a singleton in both the first and last subset. By 
Lemma 2.5, 
n2 -6n+ 10 
= 7 
For all other x, S’(q’2, 2) now contains three singletons but preserves the stack 
property. Hence 
/;(~)=[~‘Z,‘](2~2)+3(-;-3)(lnZ)+(;)(lxl) 
= (n’ - 8n + 18)/2. 
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(vii) h = (n + 3)/2 and x = h - 1. It can be easily verified that node i cannot reach 
2i - 1 nodes for 1 I i I h - 3, 2(i - h) + 2 nodes for h I i I 2h - 5, and node 
2h - 4 cannot reach 2h - 7 nodes. Thus 
n-4 
,fh(h - 1) = 1 i + n - 4 = (n2 - 5n + 4)/2. 
i=l 
The cases h = (n + 2)/3 and h = (2n + 2)/3 are similar. 
(viii) h = n/3. G’ is a S’(n/3, 3) with Si = {l, h + 1 1, Si={W: WEE (modh) 11 
i = 2, . . . ,h- l,S,,= {h,2h}.H owever, the stack is cyclic in the sense that S,, can reach 
Si through the link h + h + 1. It is easily verified that except that node 2h cannot 
reach any other node and node 1 cannot be reached, all other nodes lie on a hamil- 
tonian circuit h + h + 1 -+ S2 -+ S3 + ... -+ &_ I 4 h where h + 1 -+ S2 through the 
linkh+ 1+h+2andS,i,_1+hthroughthelinkh- l+h.Ifx=h(orh+ l),the 
cyclic stack breaks into a regular S’(n/3,3) with a doubleton and a singleton in S, and 
S,,, respectively. From Lemma 2.5, 
fh(X) = C SiSj + B, 
i>j 
= 
[ I 
n’32p 2 (3 x 3) + (n/3 - 2)(3 x 2) + (n/3 - 2)(3 x 1) + l(2 x 1) + 1 
= (n’ - 9n + 24)/2. 
If x = h - 1, the cyclic stack again breaks into S’(n/3,3) with three doubleton subsets 
except that node 2h in Sh cannot reach any node but can be reached by all nodes 
excluding n - 1, and that node h in S,, cannot reach node 1 in S,. Thus 
h(x) = (n/3 - 3)(3 x 3) + 
0 
: (2x2)+3(n/3-3)(2x3)+3+2 
= (n’ - 9n + 34)/2. 
To prove the general case, we will select a node as the piuotal node. Let Tdenote the set 
of nodes the pivotal node can reach and S the set of nodes which can reach the pivotal 
nodes. Then every node in S can reach every node in T. Let A and B be two sets of 
nodes. A -+ B (A t B) means that every working node of A has a link to (from) some 
node of B. A c S (or T) means that all working nodes in A are in S (or T). 
For x # 2 or n - h + 2, select node n - h + 2 to be the pivotal node. We will show 
that every working node but node 1 is in T except: 
(l)ifx=h-l,thennodeshandh+larenotinT. 
(2) If x = h (or n - h + 2) then node h + 1 (or 2) is not in T. 
We will also show that every working node but node n - h is in S except: 
(1) If x = h - 1, then nodes n - 1 and n - h - 1 are not in S. 
(2) Ifx=n-l(orn-2h+l)thennoden-h-l(orn-2h)isnotinS. 
From these, we can construct partial orders of the n - 3 nodes and compute J,(x) 
easily (see Fig. 1 for illustration). 
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1 
1 
L h+l 
SnT h + 1 1 1 
L 
1 SnT SnT 
n-h SnT 1 1 
L n-h-l 
J\ 
n-h 
n-h 
n-h n-l 
(a)x = 1 (b)x = h (c)x = h - 1 (d) general x 
Fig. 1. Some partial orders. 
Consider the set T. First suppose that x$(n - k + 3, . . , n - l}. Then 
{n-k+2,...,n-1) cT,Since2~Tand2+3+ . ..-+.x-1.{2 ,..., x-l}cT.If 
x<k-2, then x+1-kE{n-k++,...,n-l}. Hence x+l~T. Ifx>k+l, 
thenx+l-kE{2,...,x-1 i_.Againx+ lET.Sincex+ l-+x+2+ ... +n-k, 
ineithercasewehave{x+ l,...,n-kj cT,Ifx=k,thenx+2-k=2~T.Hence 
(x + 3, . ..) n-k}cT. If x=k-1, then x+3-k=2ET. Hence {x+3,..., 
n - k} c T. These results verify our statement about T. 
Next suppose that xE{n-k++,...,n- 1). Since n-k+242+3+ ...+ 
n-k, {2,...,n - k} c T. Furthermore, since (k + 2, , n - 1) + {2, , n - k - 11, 
{k+2,...,n- 1) cT.Ifk+21n-k+l,thenwehaveshown{2,...,n-l}cT. 
Otherwise, {k+2,...,n-1)cTimplies {2k+2-n,...,k-l$ET. So only the 
two nodes k and k + 1 are in doubt. The analysis and conclusion on these two nodes 
are same as the case 1 I x I n - k. 
Consider now the set S. Suppose n 2 2k + 2. Then n - 2k + 2 E (4,. . . , n - k}. First 
assume x${2, . , n - 2k + 1). For y I n - 1 define A, = (n - k + 2, . . . , y} and for 
z I n - k - 1 define B, = { 1, . . . , z} (see Fig. 2). 
From n--2k+2+n-k+2, we have Bn-Zh+Z~S. Also from n-k+4-4, 
we have Anpht4 --f Bn-2h+Z and An-h+4 c S. In general, suppose A, _h+k c S for 
some2~k~k-2.Thenfromn-2k+k-1+n-k+k-’andn-2k+k--+ 
n - k + k, we have Bn_Zh+k c S. Now n - 2k + k 2 k + 2, hti.:e An_h+k+2 c S. 
Using this inductive argument, eventually we have A,_ i c S and Bneh- 1 c S. We 
now study the impact of the third faulty node x on the above proc Y. We assume that 
x < n - 1 since x = n - 1 will have no impact on the expansion o: fl,. By assumption 
x # n - 2k + 2. Suppose in expanding An_h+k to AnmhfkfZ, x = n - k + k + 1, then 
IL Zh+k still expands to B, 2h fk + 2 since node n - 2k + k + 1 can reach A, through 
node n - 2k + k + 2. If x = n - k + k + 2, then BnPZh+k expands to &-2t,+k+i. 
From then on, A, and B, expand one node at a time. But since there is no more faulty 
node, the final expansion still reaches A,_ 1. If x E B, _ h _ 1, then the worst impact on 
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(b)xc (2....,n-2h+ 1) 
Fig. 2. n 2 2h + 2. 
the expansion of A, is to expand one node at a time. Finally, since 
{n-2h+2,...,n-h-1}~A,_1,A,~,cSimpliesB,_,_,cS. 
Nextassumethatx~{2,...,n-2h+l).Forz~x+ldefineB,=~x+l,...,z>. 
Then the above argument still shows A,_ I c S and Bndh- 1 c S. The node x - 1 can 
reachnodex-I+h.Ifx<n-2hfl,thenx-lfhEjxfI,...,n-h-12~S. 
Hence { 1, . . . , x-l}cS.Ifx=n-2h+l,thenx-2+h~{x+l,...,n-h-1)~ 
Sand{l,...,x-2)cS. 
Note that x being h - I, n - 1 or n - 2h + 1 has no consequence on the arguments 
excoi% C+PC~ $WW, +r, +reti CXCC~W*C~~. WWCPZ, , ~w~e~n a = 2h f 2 wad x = 4, - I, mxk 
h + 1 and node n - h - 1 are the same node, which is neither in S nor in T. The 
consequence of this identification is that there is one more node in S n T. Since this 
additional node and node h + 1 induce two blocked pairs to replace the one blocked 
pair from node n - h + 2 to node h + 1, the number of blocked pair is increased by 
one. The case x = 4 is similar. 
Now suppose n I 2h - 3. Then h - 1 > n - h + 2 and the induced subgraph of the 
set (n - h + 2, . . . , n - 1) is a ( - n + h)-fence. First consider the case that 
h - 1 I x I 2n - 2h + 1 does not hold (including the case that 2n - 2h + 1 < h - 1). 
From Lemma 2.3, {trr - 1, . . . ,n - I] can reach node n - k -+ 2, hence the set is in S. 
Since {l,..., n-h-l}+{h+l,..., n-l}, (l,..., n-h-1)cSexcept perhaps 
node x-h if xe(2n-2h+2,...,n-I]. However, ifxfn-1, then x-h-+ 
x - h + 1 --f x + 1 implies x - h E S. Hence n - h is the only node not in S except 
when x = n - 1, ihen no& n - )1- 1 can reach only no& n - h. 
Next consider the case h - 1 I x < 2n - 2h + 1. That implies 2n 2 3h - 2. If 
2n = 3k - 2, then x = k - 1. This 3s a s*al case slnbied b&m Fnr&mm3re, the 
cases 2n = 3h - 1 and 3h have also been studied before. Therefore, we assume 
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Fig. 3. (3h + 1)/2 2 TV I 2h + I. 
2n>3k+l. Define ,4,=(x+1 ,..., y} for y<n-1, B,={l,..., z} for 
z~n-k-1andC~,={n-k+2,...,w}forw~x-1(seeFig.3). 
Clearly A2n_2h+2 c S. Since node 2n-3k+2 is in Bn-h_, and 
2n-3k+2+2n-2k+2, B2n_3h+Z cS. Define m=min{3n-4k+2, x- 1). 
Since {n-k+2,...,3n-4k+2}+B,,_,,+,, C, c S. If m = x - 1 2 k - 2, then 
since n-2+k-2, AnmZcS. If m=3n-4k+2, then since 4n-.5k+2+ 
3n-4k+2 and 4n-%+2>2n-2k+2, we expand Am_2h+2~S to either 
.bn-5hi2 cS, or AnpI cS if 4n-5k+2<0 (then node 4n-.5k+2 becomes 
5n - 5k + 2). This expansion of A,, triggers the expansions of B, and C, until 
eventually A,_1 c S, Bn-,,_, c S and CZnP2+i c S. Note that if x = 2n - 2k, then 
node 2n - 2k + 1 c S since 2n - 2k + 1 +2n-2k+2,butifx=2n-2k+l,then 
node 2n - 2k can only reach node n - k. Furthermore, if x - k E A,, and 
x-k#n-l,orifx-kEC,, then x - k + x - k + 1 + x + 1 implies x - k E S. 
Finally, if x = k - 1 (this implies n # 2k - 3 for otherwise k - 1 = n - k + 2 is 
assumed to be not faulty), then nodes n - 1 and n - k - 1 are not in S. 
If x = n - k + 2, then we select node n - k + 3 as the pivotal node with a similar 
analysis except that both nodes 1 and 2 are not in T. Consequently, no node other 
than node 1 can reach node 2 andfj(n - k + 2) = n - 4 + n - 5 + n - 6 = 3n - 15. 
In the case n = 2k - 3, node k - 1 and node n - k + 2 are the same node, this is 
a special case studied before. If x = 2, again we select node n - k + 3 as the pivotal 
node. It is easily checked that every node except node 1 is in T. Furthermore, the 
previous argument that every working node except node n - k can reach node 
n - k + 2 is not affected by the assumption x = 2 (node 1 can reach via node k + 1). 
Since n - k + 2 -+ n - k + 3, every working node except node n - k is in S. Hence 
fh(2) = 2n - 9. The proof is complete. 0 
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Table 1 
h Isomorphic h’ n # sibling 
pairs 
Pattern Cutting # # triples in 
this case 
n 
J 
p+1 
;+1 
n 
-- 1 
2 
n 
n 
j+1 
n+3 
2 
n-2 
n-l 
n+l 
2 
n+l2n+l 
3’3 
2n 
3 
n+2 2nf2 
3’3 
n-1 
2 
1, 2 
28 2 
1 
29 3 
2 
1 
>9 3 
212 3 
214 2 
28 2 
1 
0, 1 
24 1 
21 2 
28 2 
28 1 
29 1 
(i- l,i,i+ 1) 
(i - h, i, i + h) 
(i-h+l,i,i+h 
ori+h+l) 
(i - h + 1, i, 
ifh- 1) 
(i - h + 1, i, 
i+h-1) 
(i - h + 1, i, i + x: 
x#l,2,h-1,h) 
(i, i + h, 
any x) 
(i - 3, i, i + 3) 
(i - 3, i, i + x: 
x= l,n-4) 
(i - 3, i, i + x: 
x#l,n-4, 
n-2,n-1) 
27 Oorl (i - 1, h, i + x: 
x = 3, n - 4) 
0, 1,2 (i - x, i, i + y) 
n-3 
i > 2 
n*-7n+ 18 
2 
n-3 
( 1 2 
n2 - 9n + 18 
2 
nz - 9n + 34 
2 
n2 - 9n + 24 
2 
n2 - 3n - 6 
2 
n= ~ 3n - 6 
2 
6n ~ 36 n 
nz - 6n + 10 
2 
n2-8n+ 18 
2 
nz - 8n + 16 
2 
nz - 6n + 8 
L 
n2 - 5n + 4 
2 
6n - 34 
3n- 14 
x(n - .x ~ 3) + n - 5 
(x - 1)(3 - x - 2) 
2(x- l)(y- l)$ 
2(n-x-y- 1) 
(x + Y - 2) 
(n - 3)n 
n 
n 
n 
5 
n 
2n 
n 
3 
n 
(n - 6)n 
(n - 2)n 
2 
(n - 2jn 
2 
n 
n 
2n 
n 
n 
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Table 2 
# sibling pairs Pattern Cutting # # triples 
6n-37 n 
(i, i - h + 1, i + 1, or i - h) n-4 2n 
(i,i-h+l,i+x:x= -1,h,h+2, -2h+l) 3n-15 4n 
(i,i-h+l,i+x: 2n - 9 (n - 10)n 
xfl,..., h-l,h,h+2, -2h+l,h-1, -2h+2) 
0 n(n - 4)(n - 5)/6 
5. A table for triple-node failures 
For easy reference we summarize all available information on the cutting number 
into Tables 1 and 2. The cases are divided according to the number of sibling pairs in 
the triple and the special pattern required, if any. The last column counts the number 
of triple-node failures for each distinct h even if the heading may list two values. We 
give the special cases in Table 1. 
For all other cases and n 2 10, we have Table 2. 
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