We explore a general truncation scheme for the approximation of (possibly unstable) optimal filters. In particular, let S = (π 0 , κ t , g t ) be a state space model defined by a prior distribution π 0 , Markov kernels {κ t } t≥1 and potential functions {g t } t≥1 , and let c = {C t } t≥1 be a sequence of compact subsets of the state space. In the first part of the manuscript, we describe a systematic procedure to construct a system
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State space models and optimal filters
fully characterised by the probability distribution of the state at time t = 0, denoted π 0 , the Markov kernel that determines the probabilistic dynamics of the state sequence X t , denoted κ t , and a potential function g t that relates the observation Y t with the state X t . The latter potential coincides (up to a proportionality constant) with the probability density function (pdf) of Y t conditional on X t . We refer to the system S described by π 0 , κ t and g t as a state space model.
For a fixed sequence of observations Y 1 = y 1 , . . . , Y t = y t , . . ., the model S yields a deterministic sequence of probability measures π 1 , . . . , π t , . . ., where π t describes the probability distribution of X t conditional on the subsequence y 1 , . . . , y t (and the model S itself). If the sequence of observations Y 1 , . . . , Y t , . . . is assumed random, then the system S generates an associated sequence of random probability measures. Either deterministic or random, the sequence π 1 , . . . , π t , . . . is the solution to the optimal filtering problem. Hence, the probability measure π t is often referred to as the optimal filter [1] .
Optimal filtering algorithms are procedures for the recursive computation, either exact or approximate, of the sequence {π t } t≥1 . Well known examples include the Kalman filter [20] and its many variants [1, 13, 19] , the Beneš filter [4] or particle filters [15, 12, 6, 2] . They have found practical applications in a multitude of scientific and engineering problems, including navigation and tracking [16, 24] , geophysics [22] , biomedical engineering [23] and many others.
Stability of the optimal filter
For a given a priori distribution π 0 , the sequence of optimal filters {π t } t≥1 depends on the Markov kernels and the potential functions of the state space model. Indeed, for a given model and a given sequence of observations, it is possible to describe a filtering operator that maps the prior π 0 to the optimal filter [7, 6] . Let us denote this operator as Φ t|0 , in such a way that π t = Φ t|0 (π 0 ) is the optimal filter at time t when the initial distribution is π 0 andπ t = Φ t|0 (π 0 ) is the optimal filter when the a priori distribution is π 0 = π 0 (with the Markov kernels κ t , the potentials g t and the observations y 1 , . . . , y t being the same in both cases). It is said that the optimal filter is stable when, for some properly defined metric function 1 1 Most often the total variation distance [7, 5] . Let us note that stability is actually a property of the map Φ t|0 , i.e., a property of the combination of the kernels κ t with the potential functions g t and the observations y 1 , . . . , y t . It would be therefore more accurate to refer to the stability of the filtering operator Φ t|0 rather than the stability of the filter itself.
D(·,
Stability is important both theoretically (as a fundamental property of the system dynamics) and for practical reasons: stable filters can, in principle, be approximated numerically with error rates that hold uniformly over time for a fixed computational effort [7, 18] , while unstable filters demand that the computational complexity of the numerical approximation be increased over time in order to prevent the approximation error from growing. The reason is that stable filters forget their initial conditions and their numerical implementations inherit this property and also progressively forget past errors, preventing their accumulation.
The analysis of the stability of a filtering operator is not an easy task. Quoting [5] "stability of the nonlinear filter stems from a delicate interplay of the signal ergodic properties and the observations 'quality'. If one of these ingredients is removed, the other should be strengthened in order to keep the filter stable". The authors of [5] use martingale convergence results to prove almost sure stability for sequences of integrals f dπ t , where f is a test function of a particular class whose definition involves both the potentials g t and the kernels κ t in the model [5] . Other authors resort to the analysis of the total variation distance between optimal filters obtained from different initial distributions [21, 11, 17] and relate stability to other properties of the dynamical system, often related to the ergodicity of the state process [21, 11] or its observability and controllability (see [17] for the analysis of the continuous-time optimal filter). A recent analysis that builds upon [21, 11] but employs a different metric (which enables the inspection of integrals f dπ t for f unbounded) can be found in [14] .
The main issue with the methods in [5, 21, 11, 17, 14] is that stability is related to sets of conditions which are often hard to verify from the standard description of the filtering operator in terms of the kernels κ t and the potentials g t . In contrast, the authors of [18] provide a set of relatively simple-to-verify conditions for the stability of Φ t|0 ; however, their analysis reduces to a relatively narrow class of state space models (with additive noise and exponential-family pdf's). A more general study can be found in [7, 6] , where Dobrushin contraction coefficients [9, 10] are used as the key tool to obtain conditions on κ t and g t which are sufficient for stability.
To our best knowledge, there as been no attempt to construct a topological characterisation of stable filters. Rather natural questions, such as whether stable filters are "many" or "few" for a given class of state space models have not been investigated to this day.
Contributions
We propose and investigate a general scheme for the approximation of (possibly unstable) optimal filters that involves the truncation of the potential functions g t and the "reshaping" of the Markov kernels κ t , both related to a prescribed sequence of compact sets c = {C t } t≥1 . In particular, let S be the state space model described by the prior distribution π 0 and an operator Φ t|0 . Recall that Φ t|0 depends on κ t , g t and the observations y 1 , . . . , y t . We construct an approximation which:
• maintains the same prior measure π 0 ,
• truncates the potentials, to yield new functions g c t which are null outside the subset C t ⊂ X , and
• reshapes the Markov kernels κ t , in a manner depends on the consecutive subsets C t−1 and C t .
The operator generated by the approximate model (and the same observations) is denoted Φ . If the compact subsets C t are sufficiently large (in a manner to be made precise), then we prove that for any bounded real test function f the approximation error can be bounded uniformly over time, i.e., f dπ t − f dπ c t < ǫ sup |f |, for arbitrarily small ǫ > 0.
In the second part of the manuscript we adapt some results from [7, 6] in order to investigate the stability of the sequence of approximate filters π c t . Specifically, we identify sufficient conditions to guarantee that the truncated operator Φ c t|0 (generated by the reshaped kernels and truncated potentials)
generates a sequence of stable filters while keeping the approximation error bounded for the intended prior distribution π 0 . Let us remark that, if the original model yields unstable sequences of filters, then it is not possible to construct an approximate model that yields time-uniform small errors and stability.
If it were possible, then the original model would yield stable filters itself. Our approach, therefore, is to construct a truncated model, with operator Φ c t|0 , such that:
• It generates sufficiently good approximations when the prior is the prescribed one, i.e.,
t|0 (π 0 ) < ǫ sup |f | for any real and bounded f , although these approximations may deteriorate if we change the prior to someπ 0 = π 0 .
• The truncated operator is stable, i.e., lim t→∞ f dΦ
Besides the design of approximate filters, the methods and results obtained in this paper can be applied to determine whether a prescribed system S yields a sequence of stable filters (or not) and to investigate topological properties of classes of optimal filters. As an example of the latter, we explicitly construct a metric space (S, D q ), where S is a class of state space models and D q is a proper metric on S, which contains a dense subset S 0 ⊂ S such that every element S 0 ∈ S 0 is a state space model yielding a stable sequence of optimal filters.
Organisation of the paper.
We complete this introduction, in Section 1.5, with a brief summary of the notation used through the manuscript. Then, Section 2 is devoted to a detailed statement of the optimal filtering problem for state space Markov models and a formal definition of the notion of stability for sequences of optimal filters. In Section 3 we introduce the proposed approximation method. The approximation scheme by itself does not directly guarantee stability. In Section 4 we introduce a probabilistic characterisation of the normalisation constants of the (random) optimal filters that can be used to ease the stability analysis of the filters (both optimal and approximate). Using these new results, in Section 5 we provide different sets of regularity conditions which are sufficient to guarantee the stability of the approximate filters. Section 6 is devoted to some brief concluding remarks.
Notation
We briefly summarise, for reference and roughly organised by topics, the notation used throughout the manuscript.
Sets, measures and integrals:
• B(S) is the σ-algebra of Borel subsets of S ⊆ R d .
• P(S) := {µ : B(S) → [0, 1] and µ(S) = 1} is the set of probability measures over B(S).
• (f, µ) f dµ is the integral of a function f : S → R with respect to a measure µ ∈ P(S).
• Given a set S ∈ R d , the indicator function on S is
Given a measure µ and a measurable set S we equivalently denote µ(S) := (½ S , µ).
• Let A be a subset of a reference space X ⊂ R d . The complement of A with respect to X is denoted A := X \A.
Functions and sequences:
• B(S) is the set of bounded real functions over S. Given a sequence {f t ∈ B(S)} t≥1 , we denote
• We use a subscript notation for subsequences, namely x t1:t2 {x t1 , . . . , x t2 }.
Random variables:
• Random variables (r.v.'s) are denoted by capital letters (e.g., Z) and their realisations using lower case letters (e.g., Z(ω) = z or, simply, Z = z).
• E[·] denotes expectation w.r.t. a prescribed probability distribution.
• If Z is a r.v. taking values in S ⊆ R d , with associated probability measure
2 State space models and optimal filters 2.1 Markov state-space models in discrete time
Let {Ω, B(Ω), P Ω } be a probability space, where Ω is the sample space, B(Ω) is the associated Borel σ-algebra and P is a probability measure. A d-dimensional discrete random sequence Z = {Z t } t≥0 on the space {Ω, B(Ω), P Ω } is a function Z : Ω → Z ∞ , for some range Z ⊆ R d , i.e., for each ω we obtain a
We specifically consider two random sequences,
• the signal or state process {X t } t≥0 , taking values on the state space X ⊂ R dx ,
• and the observation or measurement process {Y t } t≥1 , taking values on the observation space Y ⊆ R dy .
All probabilities related to the state and observation processes can be constructed from the measure P Ω .
For notational conciseness, however, we introduce the probability measure P :
for some integer k and A ∈ B(X ), then
We assume that the state process evolves over time according to the family of Markov kernels
where A ∈ B(X ) and x t−1 ∈ X . The probability distribution of X 0 is characterised by a normalised measure that we indistinctly denote as κ 0 or π 0 .
The observation process is described by the conditional distribution of the observation Y t given the state X t . Specifically, we assume that the random variable (r.v.) Y t taking values in Y has a conditional probability density function (pdf) g t (y t |x t ) w.r.t. a reference measure λ (usually, but not necessarily, the Lebesgue measure), given the state X t = x t . The observations are assumed to be conditionally independent given the states and Y 0 = 0 independently of X t (i.e., Y 0 does not bear any information on the state process or the rest of the observation process, Y 1:∞ , and we ignore it in the sequel).
If the sequence {Y t = y t } t≥1 is fixed, then we write g t (x t ) := g t (y t |x t ) for conciseness and to emphasise that g t is a function of the state x t , i.e., we use g t (x) as the likelihood of x ∈ X given the observation y t .
When the observation sequence is random, we write g
The prior measure κ 0 , the family of Markov kernels κ t (·|·) and the family of conditional pdf's (or likelihoods) g t (·|·) describe a Markov state space model.
The optimal filter
The filtering problem consists in the computation of the posterior probability measure of the state X t given a sequence of observations up to time t. Specifically, we aim at computing the sequence of probability
where A ∈ B(X ) and π 0 = κ 0 . The measure π t is commonly called the optimal filter at time t and we are typically interested in the computation of integrals of the form (f,
Usually, π t is computed from π t−1 in two steps. First, we obtain the predictive probability measure
and then we compute π t from ξ t . To be precise, we have ξ t = κ t π t−1 , meaning that
,
The definitions above are given for a fixed (but arbitrary, unless otherwise stated) sequence of observations Y 1:∞ = y 1:∞ . In this case, the state space model described by the triple (π 0 , κ t , g t ) yields deterministic sequences of filtering, π t , and predictive, ξ t , probability measures. If the observations are random, then the model (π 0 , κ t , g , t ≥ 1 (note the superscript in the notation).
The prediction-update operator
The transformation of the filter π t−1 into π t can be represented by the composition of two P(X ) → P(X ) maps:
• The prediction (P) operator Ψ t (µ) := κ t µ, where µ ∈ P(X )
By composing the maps Ψ t and Υ t we obtain the prediction-update (PU) operator
such that
which obviously implies π t = Φ t (π t−1 ). If we additionally define the composition of PU operators
then we can compactly represent the evolution of the filter over k consecutive steps as π t = Φ t|k (π k ).
Note that the map Φ t depends on the Markov kernel κ t and the likelihood g t alone (and not on the prior measure π 0 ).
When the observations are random, the PU operator depends on the function-valued r.v. g
Yt t
and is itself a random map (that we denote as Φ 
Stability of the optimal filter
Given a sequence of Markov kernels and likelihood functions {κ t , g t } t>0 , we say that "the optimal filter is stable" when the sequences of measures
converge even if π 0 =π 0 , i.e., when lim t→∞ |(f, π t )− (f,π t )| = 0 for any f ∈ B(X ) and any π 0 ,π 0 ∈ P(X ).
The expression "stability of the filter" may turn out misleading sometimes because stability is a property of the PU operator Φ t (i.e., a property of the pair (κ t , g t )). Indeed, we have stability if, and
for any pair of measures α, β ∈ P(X ) and any function f ∈ B(X ). In the sequel, we often refer to the stability of the map Φ t instead of the stability of the filter π t .
When the observations are random, we say that the PU operator Φ Yt t is stable P-a.s. when there exists a set Ω ′ ⊆ Ω such that P Ω (Ω ′ ) = 1 and, for every ω ∈ Ω ′ , the sequence of observations
yields a stable PU operator Φ t .
3 Truncated filters
Truncation state space models
We are going to use truncated filters as building blocks. For a fixed but arbitrary sequence of observations
be a state space model yielding the sequence of filters π t = g t · κ t π t−1 .
We can construct a truncated version of the model (and, hence, a sequence of filters for the truncated model) by (i) choosing a sequence of compact subsets of the state space, denoted c := {C t ⊆ X } t≥1 , and
(ii) defining the truncated likelihoods
where ½ Ct (x) is the indicator function, i.e., g c t (x) = g t (x) for x ∈ C t and g c t (x) = 0 otherwise.
The truncated model is S c = (π 0 , κ t , g
Approximation error
Let Φ t be an unstable PU operator. It is not possible to obtain a stable mapΦ t such that, for any t > 0,
for an arbitrary initial measure π 0 , an arbitrary test function f ∈ B(X ), an arbitrarily small ǫ > 0 and a finite constant K < ∞ (otherwise the operator Φ t would be stable itself).
However, if we fix the prior measure π 0 , i.e., we specify a complete state space model
it is possible to define a truncated state space modelS c = (π 0 ,κ Since Φ t is determined by the pair (κ t , g t ), let us denote the state space model with prior measure π 0 , Markov kernel κ t and likelihood g t as S = (π 0 , Φ t ) t>0 . We aim at constructing a truncated state space
, yielding the sequence of filters π c t and predictors ξ c t , such that
for every t > 0, even if Φ t is possibly unstable. It turns out that truncated state space models S c,ǫ can be constructed in a systematic way. The key ingredient is the choice of a reshaped kernel that can be obtained from any given κ t .
Definition 1 Let S = (π 0 , κ t , g t ) be a state space model and let c = {C t } t≥1 be a sequence of compact subsets of X . We define the reshaped Markov kernelκ c t asκ
for t ≥ 2, where
The two lemmas stated (and proved) below guarantee that the inequality (4) can be satisfied by the filters generated by the state space model with reshaped kernels and truncated likelihoods provided the compact subsets C t have sufficiently large probability mass. 
where Eq. (9) follows from Bayes' theorem, we obtain Eq. For the induction step, let us assume that
for any f ∈ B(X ). We evaluate the difference
We recall that ξ t = κ t π t−1 and
Furthermore, if we note that, for any integrable function h, (h,
and recall thatκ
However, we note that
and substituting (16) into (15) yields
Taking (14) and (17) together, we have the identity
Let us now compare the first and third terms in Eq. (18) . If we define the function
then it is straightforward to see that the first term on the r.h.s. of (18) can be rewritten as
while, for the third term,
However, using the induction hypothesis (13),
hence putting Eqs. (20)- (22) together yields
We are now left with the comparison of the second and fourth terms in (15) . For the second term, it is straightforward to see that
The calculation for the fourth term is also straightforward. From the definition of ρ t (dx) in Eq. (5),
where the last equality is obtained from the definition of f t in Eq. (19) . If we combine Eqs. (24) and (25) we arrive at
which, together with (23) and (18), yields the equality
To conclude the proof, we repeat the argument of time t = 1 for the filter π t , namely,
where (26) follows from the identity (6) and g c t = ½ Ct g t . The last equality results from π
✷ Lemma 2 Let S = (π 0 , κ t , g t ) be a state space model and let c = {C t } t≥1 be a sequence of compact subsets of X . Assume every C t is large enough to ensure that
for some prescribed ǫ ∈ (0, 1). Then, the truncated state space model
t|0 (π 0 ) such that, for every f ∈ B(X ) and every t ≥ 1,
Proof: Using Bayes' theorem, and the definition g c t = ½ Ct g t , the approximation error can be written as
Let us consider the first term on the right-hand side of (29). From Lemma 1, we have (f ½ Ct g t , ξ c t ) = (f ½ Ct g t , ξ t ) and, therefore,
where the inequality follows from the assumption in (28).
As for the second term on the right-hand side of (29), it is straightforward to rewrite it as
where the last equality is obtained because π
Moreover, assumption (28) yields
and taking the inequalities (31) and (32) together we arrive at
We conclude the proof simply substituting (30) and (33) into (29). 
Stability of truncated prediction-update operators
Lemma 2 provides the means for the approximation of an arbitrary sequence of filters {π t } t≥0 , generated by a PU operator Φ t , by another sequence, {π
Unfortunately, truncation by itself does not guarantee that the new sequence of filters is stable. Below, we provide a stability theorem for sequences of truncated filters. It adapts arguments from [7] and [6] to truncated operators Φ c t .
Theorem 1 Let c = {C t ⊆ X } t>0 be a sequence of compact subsets of the state space X and let Φ . If the Markov kernels κ t have positive probability densities k t with respect to a reference probability measure λ,
for every µ 0 ,μ 0 ∈ P(X ) and every f ∈ B(X ). 
In the rest of this paper, we investigate classes of state space models and conditions on the choice of the compact subsets {C t } t≥1 for which the stability condition of Theorem 1 can be guaranteed to hold.
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Let S = (π 0 , κ t , g Yt t ) be a general state space model. We now adopt the point of view that the sequence of observations {Y t } t≥1 is random and generated by model S. At time t, having observed the subsequence Y 1:t−1 , we can construct the predictive probability measure ξ t = ξ Y1:t−1 t (recall the use the superscript to remark the dependence on the observation record) which, together with the conditional pdf g t (y|x), enables us to construct the function
where we have used the notation g . This constant is a r.v. itself and its conditional expectation given G t−1 can be written in terms of the pdf p t (·). In particular,
We make the following assumption regarding the conditional expectation of g Yt t , ξ
Remark 1 It is possible to identify different sets of conditions which are sufficient for assumption A.1 to be satisfied. All of them, however, require that the predictive measures ξ t fulfil some sort of probability concentration property. If the sequence of measures ξ t "spread out" too quickly over X (for example, if ξ t has a pdf p t = dξt dλ and lim t→∞ sup x∈X p t (x) = 0) then A.1 cannot be expected to hold. Below we provide, as an example, a specific set of conditions that imply A.1. We also show that the A.1 holds for 1-dimensional linear-Gaussian models.
Proposition 1 Assume that λ is the Lebesgue measure and the three conditions below are satisfied:
(c1) The conditional pdf g t (y|x) is Lipschitz w.r.t. both x and y; specifically, there exist constants
(c2) There existsm > 0 independent of t such that, for every x ∈ X , sup y∈Y g y t (x) ≥m.
(c3) There exists ǫ 0 > 0, arbitrarily small, such that inf t≥1 max x∈X ξ
Proof: We first note that (c1) implies that p t (y) is Lipschitz with constant L 1 independent of t, since
Conditions (c2) and (c3) imply that sup y∈Y p t (y) is bounded away from zero. To see this, use (c3) to choosē
, then use (c2) to selectȳ t such that gȳ 
Moreover, we can choose ε sufficiently small to guarantee thatc 0 − L 1 ε > 0. As a consequence,
where V ε is the Lebesgue measure of the ball B(y t , ε), which depends on ε alone and, therefore, is independent of t. 
wherex t|t−1 = E[X t |G t−1 ] and the varianceσ 2 t|t−1 is independent of the observations Y 1:t−1 and can be computed through the recursion
Given (40), the expected value of p t (Y t ) = (g 
Therefore,σ 2 t|t−1 is bounded by some number C < ∞ and
Given assumption A.1, we have the following results for the (random) sequence of normalisation constants
Lemma 3 If assumption A.1 holds and g ∞ < ∞, then
for every t ≥ 1.
Proof: Let us construct the set A t, 
where (42) follows from (36) and (43) is a consequence of the definition (35). However, it is straightforward to see that
and 
which, together with the assumption E g Yt t , ξ Y1:t−1 t G t−1 > γ, yields the desired inequality (41).
✷
Remark 2 Let us note that, assuming A.1 holds and g ∞ < ∞, we have lower and upper bounds for the conditional expectation of the normalisation constant of the form
Theorem 2 Choose a state space model S = (π 0 , κ t , g Yt t ). If assumption A.1 holds and g ∞ < ∞, then P-a.s. there exists an infinite sequence of positive integers {t n } n≥1 such that
and
for some ǫ 2 > 0.
Proof: Let {E t } t≥1 be the sequence of G t -measurable sets
Then, from Lemma 3,
which yields
However, Eq. (51) implies, via Levy's extension of the Borel-Cantelli Lemmas (see, e.g., Theorem 12.15
in [25] ), that (P-a.s.) there is an infinite sequence of positive integers {t
) be the σ-algebra generated by Y 1:t ′
k+1
. We construct the sequence of sets {E ′ k } k≥1 , where each set
Then, since Lemma 3 holds for every t (in particular, for every
Again, we use Eq. (51) together with Levy's extension of the Borel-Cantelli Lemmas to obtain an infinite subsequence of positive integers {t
If we now we simply choose {t n } n≥1 = {t ′ ki } i≥1 we complete the proof of the inequality (48).
To prove (49), we note that Levy's extension also yields, P-a.s.,
Let T K denote the value of T such that
Then, from (55) and denoting
which, combined with (54) yields However, such models are relatively uninteresting from the point of view of most applications. If lim t→∞ sup y∈Y p t (y) = 0 P-a.s. then the mean square error of any estimator (one-step-ahead predictor)
of the upcoming observation Y t , conditional on Y 1:t−1 , increases without bound as t → ∞. In engineering and scientific applications, dynamical models are assessed in terms of their ability to produce predictions of the upcoming observations with a bounded (sufficiently small) error [8] .
Theorem 2 implies that there exists a set Ω o ∈ B(Ω) such that P Ω (Ω o ) = 1 and, for every
there is a sequence {t n } n≥1 that satisfies the inequalities (48) and (49).
In the sequel, we investigate sequences of filters which are generated by models S = (π 0 , κ t , g yt t ), where the sequence of observations y 1:∞ is precisely contained in the set {Y 1:∞ (ω) : ω ∈ Ω o } and, hence, it yields a sequence of normalisation constants which are bounded away from zero infinitely often.
5 Approximate filters for additive state-space models
Additive state space models
In this section we aim at the study of state space models of the form
where U t and V t are independent white noise sequences, with E[ U t 2 ] < ∞ and E[ V t 2 ] < ∞ for every t ≥ 1, while a t : X → X is the transition function and b t : X → Y is the observation function. We assume that the noise variables U t and V t have pdf's p u t and p v t , respectively, relative to the reference measure λ.
We impose three basic assumptions on the additive model:
MA. 1 Functions a t : X → X , t = 1, 2, ..., are uniformly Lipschitz, i.e., there exists a constant L a < ∞ such that
for every pair (x, x ′ ) ∈ X 2 and every t > 0.
MA. 2
For every pdf p u t , t ≥ 1, there exists and invertible decreasing function
and lim r→∞ s t (r) = 0.
MA. 3
The pdf 's p u t are uniformly upper bounded. Specifically, there exists a constant C u < ∞ such that
Stable approximation via compact spheres of increasing radius
Sequence of compact subsets and stability of the approximate filters
For a given constant M < ∞, choose a sequence of closed balls
where ℓ t ∈ X and r t ∈ [0, ∞), such that
for some constant L < ∞ and the sequence {r t } t≥1 is strictly increasing and satisfies
for the functions s t in assumption MA.2. Intuitively, the sequence of radii {r t } t≥1 increases at a sufficiently slow rate compared to the sequence {s
Lemma 4 For any given constant M < ∞, if assumptions MA.1 and MA.2 hold then there exists t
Proof: From MA.2 we have,
In particular, for any (59) together with a simple triangular inequality yields
where x − ℓ t ≤ M r t (since x ∈ B M t ), ℓ t − a t (ℓ t−1 ) < M Lr t by construction of the sequence {ℓ t } t≥0 and
with L a < ∞ independent of t, as a result of the Lipschitz assumption MA.1 and the fact that
Therefore, (60) implies
where the inequality (61) holds because, by construction, r t > r t−1 and s t is strictly decreasing.
However, the sequence {r t } t≥0 is chosen to increase "slowly enough" relative to the sequence
Specifically, from the inequality (58) we deduce that there exists t
no matter the constants M, L, L a < ∞. The inequalities (61) and (62) together imply that
which is readily obtained by applying the decreasing function s t on both sides of (62). As a result, we obtain the state space model S 
then the PU operator Φ c,M t is stable, i.e.,
for any M < ∞ independent of t, every f ∈ B(X ) and any pair of probability measures α, β ∈ P(X ).
Proof: From Lemma 4 we know there is t M < ∞ such that, for every t > t M , we obtain
Moreover, Definition 1 states that
where r t = dρt dλ is the pdf associated to the measure ρ t . Taking (64) and (65) together yields
for every t > t M , with the last inequality following from the assumption (63).
If we note that assumption MA.3 readily implies that
then it is straightforward to combine the inequality above with expression (63) in order to to apply Theorem 1 and show that Φ c,M t is stable.
✷
Approximation within a finite time horizon
The results above imply that, for any additive state space model S = (π 0 , κ t , g 
for every f ∈ B(X ) and every M ≥ M ǫ,T . Moreover, the PU operatorΦ c,M t is stable.
Proof: Since lim M→∞ B M t = X it is obvious that lim M→∞ π t (B M t ) = 1 for every t ≥ 0. As a consequence, for any given T < ∞ and ǫ > 0 it is possible to select M ǫ,T < ∞ such that
Choose now any finite M ≥ M ǫ,T . Sinceκ
(as specified in Definition 1) for t ≤ T , inequality (67) enables us to apply Lemma 2 in order to prove that
for any f ∈ B(X ). Moreover, since both T and M ≥ M ǫ,T are finite and
for every t > T , then Lemma 5 guarantees thatΦ c,M t is stable. 
A topological interpretation
Theorem 3 can be put to work in order to obtain a topological result regarding (sufficiently regular)
additive state space models. To be specific, let S denote the set of state space models S = (π 0 , κ t , g yt t )
that satisfy assumptions MA.1, MA.2 and MA.3. We can endow the space S with a proper metric
where q > 1, {π t } t≥0 is the sequence of filters generated by the model S, {π ′ t } t≥0 is the sequence of filters generated by the model S ′ and D tv (α, β) := sup A∈B(X ) |α(A) − β(A)| denotes the total variation distance between probability measures α, β ∈ P(X ) as defined, e.g., in [7] . This distance trivially satisfies that
The following topological result on the metric space (S, D q ) is a rather straightforward corollary of Theorem 3.
Theorem 4
The subset S 0 := {S ∈ S : Φ t is stable} is dense in the metric space (S, D q ).
) ∈ S as in Section 5.2.2. Then, for any T < ∞ we have
where (68) holds because D tv (π t , π ′ t ) ≤ 1 and
1−q using the classical formula for a geometric series. Now, let us choose ǫ > 0 arbitrarily small. On one hand, we can select T 0 large enough to ensure that
On the other hand, Theorem 3 guarantees that we can choose T > T 0 and M ǫ 2 ,T < ∞ such that, for any
since ½ A ∞ = 1 for all A ∈ B(X ). Substituting (70) and (69) Indeed, it is straightforward to see that if MA.2 and MA.3 hold for κ t then they hold forκ c,M t as well. As for MA.1, we note that a t (x ′ ) = X xκ t (dx|x ′ ). Hence, given that a t is uniformly Lipschitz it is sufficient to prove thatã t (
is uniformly Lipschitz as well. However, this follows readily by
where the second term on the right hand side is independent of x ′ and, as a consequence,
A uniform approximation result
Recall that we have constructed the increasing sequence r t satisfying the inequality lim t→∞
Moreover, assuming A.1 holds, Theorem 2 guarantees that P-a.s. there is an infinite sequence {t n } n≥1 such that
for some γ > 0. We now introduce the following assumption related to the likelihood function.
A. 2 For anyǭ > 0, arbitrarily small, there is some tǭ and some Mǭ such that for every t ≥ tǭ and every M ≥ Mǭ we can find a sequence ℓ Y1:t t ∈ X t satisfying the inequality
Example 2 Assumption A.2 is readily satisfied for additive state space models where the observations function b t : X → Y is invertible and p( u ) ≤ p u t (u) ≤ p( u ) for some strictly decreasing functions
Theorem 5 Let S = (π 0 , κ t , g is P-a.s.
stable and
, for every t ≥ 1 and any f ∈ B(X ).
Proof: Theorem 2 guarantees that, P-a.s., there is an infinite sequence {t n } n≥1 such that the inequality (71) holds for every n. Choose an arbitrarily smallǭ and let ǫ = 4ǭ γ , where γ > 0 is the constant in A.1 (note that ǫ can be made as small as needed). Using assumption A.2, we construct the sequence of compact sets c = {C t } t≥1 , where
• we use the constants Mǭ in A.2 and M ǫ,tǭ obtained from Theorem 3 to compute M ′ ≥ Mǭ ∨ M ǫ,tǭ ,
• and R t is chosen as large as needed to ensure that
Using assumption A.2 again, we readily deduce that
where (73) If we combine (72) and (74) then we can resort to Lemma 2 in order to guarantee that
Moreover, we can write
where
is guaranteed by Lemma 4 whenever t ≥ t M ′ , for some t M ′ < ∞ (note that π Y1:t n tn (C tn ) > 1 − ǫ for all t n by construction). Substituting (76) into (75) yields
where the last equality holds because Theorem 2 guarantees that there exists ǫ 2 > 0 such that
The inequality (77) enables us to apply Theorem 1 and ensure that the PU operator Φ c,Yt t is P-a.s. stable 2 , which concludes the proof. to denote the predictive pdf, both at time t.
We make the fundamental assumption that, at each time step, the tails of the predictive pdf p
can be upper bounded by a finite sum of bounded functions with polynomial decay.
A. 3 Let {r t } t≥0 be a positive real sequence with r inf := inf t≥0 r t > 0. If r inf > 0 is sufficiently large, then there exist at most N < ∞ sequences, {ℓ i,Y1:t−1 t ∈ X } t≥0 , i = 1, ..., N , and constants
and α > 0, such that, P-a.s.,
Remark 5 If, for every t, all the local maxima of p = ∞ in general.
Let us construct a sequence of compacts c = {C t } t≥0 , where
, r t ).
We will investigate sequences of filters {π A. 4 The family of likelihood functions {g y t (x) : x ∈ X , y ∈ Y} are integrable w.r.t the reference measure λ and there exists G * < ∞ such that, for every y ∈ Y,
Remark 6 Assumption 4 implies that lim x →∞ g y t (x) = 0 for every t and all y ∈ Y. Moreover, the decay of g y t (x), for every t, is fast enough for the function to be integrable.
All the results to be presented in this Section rely on the characterisation of the normalisation sequence (g We recall that the probability π t (C t ) can be expanded as π t (C t ) = (½C t g t , ξ t )(g 
where the last identity holds because of the definition of S 
where the second inequality follows from the integrability assumption A.4. Recall that α > 0 and
Let us choose ǫ > 0, arbitrarily small. From (79) we have
When t / ∈ {t n } n≥1 , we still have (g t , ξ t ) > 0 and we guarantee that π t (C t ) < ǫ 2 by choosing r t large enough, namely,
When t ∈ {t n } n≥1 , we have (g t , ξ t ) > γ 2 > 0 hence, by the same argument, we guarantee that
by choosing r t = r ǫ < ∞, where r ǫ is any constant (w.r.t. time t) that satifies 
there is a constant L < ∞ and a infinite subsequence {t n } n≥1 such that
Proof: The same as in the proof of Lemma 6 we choose an arbitrary sequence of observations Recall that for every y 1:∞ ∈ {Y 1:∞ (ω) : ω ∈ Ω o } there is at least one sequence {t n } n≥1 that satisfies the inequalities (48) and (49).
Choose any ǫ > 0, applying Lemma 6 we have C tn = B(ℓ tn , r tn ) and C tn−1 = B(ℓ tn−1 , r tn−1 ), where r tn ∨ r tn−1 ≤ r ǫ , and
Since (g tn , ξ tn ) > γ 2 , we readily obtain that
In the sequel we show that there is a constant L < ∞ independent of t n such that whenever ℓ tn − a tn (ℓ tn−1 ) > L there is a contradiction with the inequality (80).
Since (g tn ½ Ct n , ξ tn ) = (g tn ½ Ct n , ξ c tn ) (see Lemma 1), the latter integral can be explicitly written as
where (82) follows from r tn ≤ r ǫ and assumption MA.1 and (83) is readily obtained because r tn−1 ≤ r ǫ as well. As a consequence,
The latter inequality implies that whenever
which, in turn, implies that the sets C tn = B(ℓ tn , r tn ) and a tn (C tn−1 ) are disjoint. Moreover, since
is a uniformly upper bounded proper pdf 3 , we can find a sufficiently small β > 0 and a sufficiently largeC (both constant w.r.t. t n ) such that
Therefore, assuming ℓ tn − a tn (ℓ tn−1 ) is large enough, we can substitute (85) into (81) to arrive at
where the inequality (86) follows from (84) and (87) follows from assumption A.4.
Finally, putting together (87) and (80) we observe that there is a contradiction whenever the norm ℓ tn − a tn (ℓ tn−1 ) is too large. To be specific, if
then (g tn ½ Ct n , ξ tn ) < 
where the first inequality follows from Definition 1. Because of the finite upper bound in (88), Theorem 1 indicates that we only need to prove that s( x − a t (x ′ ) ).
However, by iterating the triangle inequality we obtain
x − a t (x ′ ) ≤ x − ℓ t + ℓ t − a t (ℓ t−1 ) + a t (ℓ t−1 ) − a t (x ′ ) ,
where (91) results from x ∈ C t = B(ℓ t , r t ), Lemma 7 (which yields ℓ t − a t (ℓ t−1 ) < L) and the Lipschitz assumption MA.1, which yields a t (ℓ t−1 ) − a t (x ′ ) ≤ L a r t−1 , since x ′ ∈ C t−1 = B(ℓ t−1 , r t−1 ).
Substituting (91) into (90), we arrive at the inequality inf (x,x ′ )∈Ct×Ct−1
To conclude, let us recall that, for every t n , r tn = r tn−1 = r ǫ , as shown in the proof 4 of Lemma 6.
Therefore,
where the second inequality follows from (92) (with r tn = r tn−1 = r ǫ ) and the final equality is obtained because |{t n } n≥1 | = ∞ and s(r ǫ (1 + L a ) + L) > 0 is a (possibly very small, yet) positive constant independent of n.
✷
Conclusions
We have investigated a general scheme for the stable approximation of optimal filters generated by state space Markov models. In the first part of the paper we have described a truncation method that guarantees the time-uniform approximation (with arbitrarily small error) of the original filter for a prescribed prior.
In the second part of the paper we have identified sufficient conditions to ensure that the approximation is stable.
Besides the design of approximate filters, our approach can be exploited to assess the stability of filtering operators and to investigate topological properties of families of optimal filters. As an example of the latter, we have explicitly constructed a metric space of dynamical models (each one defined by a prior distribution, a sequence of Markov kernels and a sequence of potentials) where the models generating stable filters are dense. Even if admittedly restricted to a relatively small class of systems, this is, to our best knowledge, the first result regarding the topology of optimal filters.
A Proof of Theorem 1
Proof: The total variation distance between two probability measures µ,μ ∈ P(X ), defined as [7] D tv (µ,μ) = sup 
From (94) it is easy to see that
hence, if β(κ) → 0, then D tv (κµ, κμ) → 0.
where C 0 ≡ X . Note that ε k+1 ≥ 0 for all k. Finally, if we recall that β(·) = 1 − α(·) (see (94) 
