A new method called Pepsi-SAXS is presented that calculates small-angle X-ray scattering profiles from atomistic models. The method is based on the multipole expansion scheme and is significantly faster compared with other tested methods. In particular, using the Nyquist-Shannon-Kotelnikov sampling theorem, the multipole expansion order is adapted to the size of the model and the resolution of the experimental data. It is argued that by using the adaptive expansion order, this method has the same quadratic dependence on the number of atoms in the model as the Debye-based approach, but with a much smaller prefactor in the computational complexity. The method has been systematically validated on a large set of over 50 models collected from the BioIsis and SASBDB databases. Using a laptop, it was demonstrated that Pepsi-SAXS is about seven, 29 and 36 times faster compared with CRYSOL, FoXS and the three-dimensional Zernike method in SAStbx, respectively, when tested on data from the BioIsis database, and is about five, 21 and 25 times faster compared with CRYSOL, FoXS and SAStbx, respectively, when tested on data from SASBDB. On average, Pepsi-SAXS demonstrates comparable accuracy in terms of 2 to CRYSOL and FoXS when tested on BioIsis and SASBDB profiles. Together with a small allowed variation of adjustable parameters, this demonstrates the effectiveness of the method. Pepsi-SAXS is available at http:// team.inria.fr/nano-d/software/pepsi-saxs.
Introduction
Small-angle scattering is one of the fundamental techniques for the structural study of biological systems. Small-angle X-ray scattering (SAXS) is a type of small-angle scattering in which X-rays are scattered elastically from the sample and are then collected at very small angles. Compared with other structure-determination methods, SAXS experiments are very simple conceptually, and thanks to advances in instrumentation (Spilotros & Svergun, 2014) , the SAXS technique, particularly solution-state SAXS, has become very popular in recent years as a complement to other methods in structural biology (Graewert & Svergun, 2013; Putnam et al., 2007) . SAXS also allows some of the restrictions of other experimental techniques to be overcome; for example, it is applicable to systems of all sizes, it allows the study of particles in solution, it is very fast and it destroys the sample only marginally. On the downside, SAXS can only determine the distance distribution function of the electron density at a resolution above nanometres; however, it can distinguish conformations of a protein at subnanometre resolution (Zheng & Tekpinar, 2011) .
Over the years, a number of computational tools have been developed for the analysis of solution-state SAXS curves, calculation of theoretical profiles and low-resolution reconstruction of model shapes. The most prominent of them is the ATSAS package developed at EMBL Hamburg (Petoukhov et al., 2012) . To test a structural hypothesis or to construct a model system based on a SAXS experiment, an accurate and rapid calculation of a model SAXS profile is required. The running time of a computational method depends, among other things, on the number of atoms in the model N and the number of points in the scattering curve M. Tools that directly use the Debye equation have a cost of O(N 2 ), whereas tools that use a linear approximation to the scattering equation have a cost of O(N). Generally speaking, the same type of calculation should be repeated for each point in the scattering curve, which determines the worst-case performance as O(N 2 M). Keeping in mind that the typical values of M and N are several thousand, this running time usually prohibits the performance of any kind of multiple model assessment. Thus, much effort has been devoted in recent years to reducing the running time of SAXS computational tools without degrading the quality of their approximations. Below, we give a brief overview of the most notable computational methods for the calculation of theoretical SAXS profiles given an atomic model as input. A deeper discussion of different computational techniques can be found elsewhere (Rambo & Tainer, 2013b) .
The most popular method is the CRYSOL program developed by Svergun and coworkers (Svergun et al., 1995) . This method uses the theory of multipole expansions of scattering intensity initially developed by Stuhrmann (Stuhrmann, 1970b) . The running time of the initial implementation of the method had a linear dependence on both the number of atoms in the molecule N and the number of points in the scattering curve M as O(NM). A more recent version of the program, however, maps experimental scattering intensities and associated errors onto a sparser grid (Petoukhov et al., 2012) , thus reducing the computational cost to O(N + M). The method is generally very fast, but has the major disadvantage of a simplistic representation of the hydration shell of the sample using a two-dimensional angular function (Stuhrmann, 1970a) . The SASSIM method is very similar to CRYSOL, but the hydration shell is defined in terms of spherical harmonics and is calculated using a Lebedev grid (Merzel & Smith, 2002) .
Another popular program, FoXS, uses a linear approximation to the Debye scattering equation, which decouples the dependency of the running time on the number of atoms N in a model and the number of points in the scattering curve M as O(N 2 + MN) (Schneidman-Duhovny et al., 2010 . When created, the program was notably faster compared with the initial implementation of CRYSOL when tested on experimental curves with several thousands of points. However, the later development of CRYSOL, as we demonstrate below, outperforms FoXS for nearly all test cases.
A logical extension of the multipole expansion method is a computational scheme that uses three-dimensional Zernike polynomials for the representation of the electron density (Liu, Poon et al., 2012) . Here, the angular dependence of the scattering amplitudes on the scattering vector is described, similarly to that in CRYSOL, using spherical harmonics, but the radial dependence is expanded using a set of orthogonal functions. The computational complexity of this method is O(N + M); however, the hidden time-limiting step is the computation of the three-dimensional Zernike moments. In order to calculate them, atomic models are mapped onto a three-dimensional grid, the size of which can be adjusted according to the resolution of the data.
Recently, some other linear scaling schemes have been proposed. The golden-ratio scheme described by Watson & Curtis (2013) uses Euler's formula to compute the rotationally averaged scattering intensity I(q) by evaluating I(q) in several scattering directions using the exact expression for I(q) at a given wavevector q. The orientations of the q vectors are taken from a quasi-uniform spherical grid generated by the golden ratio. The hierarchical algorithm for fast summation of the Debye equation by Gumerov et al. (2012) is similar to the fast multipole method (FMM) and is based on a hierarchical spatial decomposition of electron density using local harmonic expansions and translation operators for these expansions. Its computational cost is O(N logN).
Some efforts have been made to obtain a more precise description of solvation. The AXES method uses explicit water molecules equilibrated in a water box using moleculardynamics (MD) simulations to accurately model the scattering amplitudes of the surface and displaced solvent (Grishaev et al., 2010) . Another method calculates hydration-shell intensities from MD trajectories of water molecules around a fixed protein . The AquaSAXS method models the non-uniform hydration shell of a protein by taking advantage of recently developed methods that compute the solvent distribution around a given solute on a three-dimensional grid, such as the Poisson-Boltzmann-Langevin formalism or the three-dimensional reference interaction-site model (Poitevin et al., 2011) .
Finally, to increase the speed of calculations, several coarsegrained schemes have been proposed. For example, one recent method is based on the Debye formula and a set of scattering form factors for dummy-atom representations of amino acids (Stovgaard et al., 2010) . The Fast-SAXS-pro algorithm uses the Debye-based approach and coarse-grained residue-level and nucleotide-level structure factors. The method explicitly takes into account the nonhomogeneous distribution within the hydration layer by assigning a different scaling factor for dummy water molecules according to their proximity to protein and DNA/RNA. Finally, the method of Zheng & Tekpinar (2011) uses a one-bead-per-residue coarsegrained protein representation coupled with the elastic network model. The hydration shell is modelled implicitly by combining each residue and its nearby implicit water molecules into a composite representation.
Here, we present Pepsi-SAXS (where 'Pepsi' stands for 'polynomial expansions of protein structures and interactions'), a new implementation of the multipole-based scheme proposed by Stuhrmann (Stuhrmann, 1970b) . Overall, our method is significantly faster compared with CRYSOL, FoXS and the three-dimensional Zernike implementation in the SAStbx package (Liu, Hexemer et al., 2012) , as we demonstrate below using a large number of test cases. Our method has the following features. Firstly, we use a very fast model for computation of the hydration shell based on a uniform grid of points. Secondly, we use the adaptive order of the multipole expansion. More precisely, according to the Nyquist-Shannon-Kotelnikov sampling theorem (Marks, 2008) , we determine the required expansion order using the radius of gyration of the model's hydration shell and the value of the maximum scattering vector q max . Thirdly, we represent the scattering intensity curve using a cubic spline interpolation, which allows us to significantly speed up the running time of our method. Finally, we introduce partial scattering intensities to rapidly fit the theoretical curve to the experimental curve using an exhaustive search in two adjustable parameters. We should also mention that we pay particular attention when deriving parameters for the form factors, especially those for charged and resonance groups.
Theory
Here, we follow the scattering theory initially described by H. B. Stuhrmann and later revised by D. Svergun (Stuhrmann, 1970b; Svergun, 1991; Svergun et al., 1995) . The spherically averaged scattering intensity I(q) from a single molecule immersed in a solvent with bulk scattering density can be written as
where A a (q) is the scattering amplitude from the molecule in vacuum, A c (q) is the scattering amplitude from the excluded volume and A b (q) is that from the hydration shell, which is assumed to have a scattering density that differs from the bulk value by (Svergun et al., 1995) . We should mention that throughout the paper we use the following definition of the scattering vector q: q = 4 sin /, where 2 is the scattering angle and is the wavelength. Owing to the spherical averaging of the intensity, it is very convenient to introduce the multipole expansion of the scattering intensities and amplitudes in the spherical coordinates system (Stuhrmann, 1970b) . Using this expansion up to the maximum expansion order L, we can rewrite the intensity as
where A lm (q), B lm (q) and C lm (q) are the expansion coefficients of the amplitudes A a (q), A b (q) and A c (q), respectively (Svergun et al., 1995) . Given the atomic coordinates of a molecule consisting of N atoms expressed in the spherical coordinate system r i (r i , ! i ) and the corresponding form factors f i (q), we can write the vacuum scattering-amplitude expansion coefficients as
where j l (qr i ) are the spherical Bessel functions and Y Ã lm ð! i Þ are the complex-conjugated spherical harmonics. Similarly, given the coordinates of the hydration shell of the molecule sampled at N hs points, its expansion coefficients can be written as
where h(q) is the form factor of a water molecule scaled with the ratio of the bulk water density to the density of the sampling points in the hydration shell. Finally, the excluded volume contribution can be written as
where g i (q) are the form factors of the dummy atoms centred at the positions of molecular atoms r i .
Form factors and unified atomic groups
Computation of the expansion coefficients A lm (q), B lm (q) and C lm (q) requires knowledge of the form factors f i (q), g i (q) and h i (q). For the calculation of form factors for the individual atoms, we use the five-Gaussian approximation with coefficients taken from Waasmaier & Kirfel (1995) :
However, structural databases such as the Protein Data Bank (PDB; Berman et al., 2000) typically provide the coordinates of only non-H atoms. Therefore, it is useful to introduce unified atomic groups with the positions located at the centres of the nuclei of heavy atoms and the corresponding scattering parameters computed for the heavy atoms with covalently bonded H atoms. For example, the form factor for such a group f CH n , with n H atoms attached to a C heavy atom, can be computed using the Debye equation as follows,
where f C and f H are the atomic form factors for C and H atoms given by the five-Gaussian approximation (6), and r H is the distance between C and H atoms. The distances r H between the heavy atom and H atoms in various atomic groups typical for biological molecules are taken from Allen et al. (2004) and are listed in Table 1 . We should note that a simpler Table 1 Crystallographic distances between heavy atoms and their attached H atoms (Allen et al., 2004) .
Various atomic groups typical for biological molecules are listed. 
which can also be derived from spherical averaging of the scattering amplitudes instead of the scattering intensities. We explicitly introduced individual form factors for the charged groups carboxylate, phosphate, guanidine and ammonium. Form factors for NH + , NH 2 + and NH 3 + from guanidine and ammonium groups were approximated according to the model of the electron distribution in the ammonium ion (Banyard & March, 1961) . More specifically, we modelled the central spherical charge cloud with six electrons around the N nucleus with unperturbed H electron distributions centred not on the protons but inwards along the N-H bonds at 0.76 of the N-H separation distance. We also paid particular attention to the resonance forms of the charged groups carboxylate, phosphate and guanidine. More precisely, we modelled the form factors of the resonance groups as a linear combination of the nonresonance form factors. Given the analytic form of the atomic form factors for unified atomic groups (8), we computed their five-Gaussian approximations, which were tabulated for later use. Table 2 lists the obtained coefficients.
Form factors for dummy atoms
Following Fraser et al. (1978) , we express the form factors of the dummy atoms through the observed displaced solvent volumes V i as
Following Svergun et al. (1995) , we introduce the effective atomic radius r 0 , an adjustable parameter that scales the observed displaced solvent volumes according to
where r i are the tabulated actual values of atomic group radii and r m are the actual average radii of atomic groups. Changing the adjustable parameter to r r 0 À r m , we can expand the previous expression to the first order in r using the Maclaurin series as
This equation can be further simplified to the form of expressions (12) and (13) from Svergun et al. (1995) as
with the term independent of r being the reference dummyatoms form factor g i (q) and the term in the curly brackets being the adjustable overall expansion factor G(q, r). We can even simplify the second term further, dropping the dependence on q. Using the last expression, the excluded volume research papers Table 2 Coefficients of the five-Gaussian approximation as given by (6) for different unified atomic groups.
The approximation was calculated according to (8) 
where the reference amplitudes C lm (q) are computed only once using the reference dummy-atoms form factors g i (q). To compute the excluded volumes and radii of the unified atomic groups, we used the parameters provided in Svergun et al. (1995) .
Hydration shell
To compute the scattering contribution of the hydration shell of the molecule (2), we first constructed its grid approximation using the linked-cell approach (Artemova et al., 2011) . More precisely, we constructed a grid with a cell size of 3-4 Å padded by at least 12 Å in each direction, and associated each atom of the molecule with a cell in the grid. We then removed those grid cells whose centres were closer than 3 Å to any atom within the corresponding cell and its 26 direct neighbours or further than 3 Å plus the width of the shell from all of these atoms. Finally, we used the centres of the remaining cells as a grid approximation of the hydration shell. For the width of the shell, we adopted a value of 3 Å for molecules with a radius of gyration smaller than 15 Å and a value of 5 Å for molecules with a radius of gyration larger than 20 Å , and we used a linear interpolation between these values. The width value of 5 Å is somewhat larger compared with what is usually assumed to be the width of the hydration shell. However, our numerical experiments demonstrated the least overfitting of the experimental data with this value. We should mention that the actual effect of the hydration shell depends not only on its width but also on its contrast. Thus, the critical parameter that defines the potential overfitting is the product of the width of the hydration shell with its maximum contrast. In our case, this parameter equals 0.167 e Å À2 , which is smaller than, for example, the value of 0.180 e Å À2 used in CRYSOL. We have also experimented with a lower resolution of the grid representation by decreasing the linear density of grid points by a factor of two. This did not demonstrate any significant change in the quality of fitting of the modelled profiles to the experimental data; however, the execution time improved by about 10% on average and we thus optionally provide this possibility to the user with the -fast flag. Fig. 1 shows an example of our hydration-shell model.
Adaptivity
We adapt the maximum expansion order L of the multipole expansion according to the radius of gyration of the hydration shell R g and the maximum scattering vector of the experimental curve q max . More precisely, we can estimate the value of L from the Nyquist-Shannon-Kotelnikov sampling theorem (Marks, 2008) , which defines the angular resolution of encoding with complex spherical harmonics of order L to be 2/L. On the other hand, the spatial resolution of the experimental data is R = 2/q max ; thus, we can relate the two resolutions using the radius of gyration R g as
This expression provides the default value of the maximum expansion order for our method. We use the same idea to approximate the radial functions in (3), (4) and (5). There, the radial basis set is given by the spherical Bessel functions of maximum order L. Therefore, we sample expansion coefficients A lm (q), B lm (q) and C lm (q) at 2L equidistant points and then use the cubic spline interpolation (Press et al., 2007) to reconstruct the values of the expansion coefficients at any point q.
Fitting
If the experimental curve I exp (q) is provided, we adjust the two parameters r and such that the goodness of fit 2 is minimized,
where N is the number of points in the experimental curve, (q) are the experimental errors, I theor (q) is the theoretical intensity calculated according to (2) and c is the scaling factor given as in Svergun et al. (1995) ,
If the errors are not provided, we model them as (q) = 0.01 Â I exp (q). To speed up the calculation of the theoretical scattering-intensity curve at different values of r and , we rewrite it as a sum of partial intensities, as shown in the Supporting Information. This allows us to reduce the computational cost of the theoretical scattering-intensity curve by a factor of O(L 2 ). We assume the bulk scattering density to be constant and equal to 334 e nm À3 . We then exhaustively search for the optimal values of the r and parameters on a grid of size 100 Â 100. The values of r are searched in the range À0.05 r/r m 0.05. This effectively means 0.95r m r 0 1.05r m , with a mean r m value over our data set of 1.64 Å . The range of values of is Grid representation of the hydration shell with a resolution of 4 Å for the SASDAW3 model from the SASBDB database. Red dots represent the positions of the sampled points in the hydration shell. The effective width of the shell in this case is 5 Å . 0 33.4 e nm À3 . We should note that upon request from the user we allow the contrast of the hydration shell to be slightly negative up to À15 e nm À3 . Indeed, as has been demonstrated by X-ray diffraction, neutron and, more recently, X-ray reflectivity studies of water-hydrophobic interfaces, there is an unambiguous and distinguishable density-depleted interfacial region near hydrophobic interfaces (Iiyama et al., 1995; Mezger et al., 2011; Chattopadhyay et al., 2010; Uysal et al., 2013) . At these interfaces, the water density drops below the bulk value. There is, however, a certain controversy about the width and the density of this depletion region (Uysal et al., 2013) . We should admit that protein surfaces are never fully hydrophobic. Nonetheless, we allow negative values upon request from the user. Below, we report the results for the two cases. We should also note that some experimental measurements have a systematic error in the determination of the intensity values. To account for this error, we can optionally introduce the offset constant and rewrite the goodness of fit as shown in the Supporting Information.
Benchmarks
We tested our methods using two benchmarks constructed from structural models with corresponding experimental SAXS profiles. We collected experimental data from two large databases dedicated to the study of biological molecules using SAXS experiments. The first database is BioIsis, which was designed by Dr Robert P. Rambo at the Lawrence Berkeley National Laboratory (Hura et al., 2009) . It currently contains 99 SAXS scattering profiles of biological molecules and their complexes with both known and unknown structure. The first entry in BioIsis is dated 2009. The second database is the Small Angle Scattering Biological Data Bank (SASBDB), powered by the Biological Small Angle Scattering Group at European Molecular Biology Laboratory Hamburg Outstation (Valentini et al., 2015) . This database contains 125 scattering profiles. The first data for SASBDB were collected in 1998. For our tests, we collected all of the experimental scattering profiles from the two databases that had corresponding atomic models. Overall, we use 28 entries from BioIsis and 23 entries from SASBDB. The models from BioIsis range from 424 to 23 149 atoms, with an average of 6676 atoms. The models from SASBDB range from 602 to 25 761 atoms, with an average of 6443 atoms.
Details of implementation
The presented method was implemented using the C++ programming language and compiled with the gcc-4.8 Table 3 Comparison of four methods, CRYSOL, FoXS, SAStbx (using the three-dimensional Zernike technique and data-reduction option) and Pepsi-SAXS, when fitting modelled intensity profiles to experimental data collected from the BioIsis database.
For each method, we provide the value of and the running time measured in seconds for each of the scattering profiles. We also list the number of atoms in the models along with the average values of and running time. (3), (4) and (5), we use single instruction-multiple data (SIMD) instructions when possible. We also use multi-threaded computations for the evaluation of the expansion coefficients, as well as for the fitting procedure, if multiple CPU cores are available.
CRYSOL
The test benchmarks were run on a MacBook Pro Mid 2015 laptop with a 2.8 GHz Intel Core i7 processor and 16 GB 1600 MHz DDR3 RAM. Pepsi-SAXS can optionally provide the output formatted using JSON, and change the initially guessed angular units of the experimental profile. On demand from the user, we allow negative contrast of the hydration shell using the -neg flag. We also provide a coarser representation of the hydration shell with the -fast flag, which also improves the execution time by about 10%. By default, the maximum scattering angle is set to 0.5 Å À1 . The user can change it using the -ms flag. Finally, the user can optionally require fitting of the experimental profile with constant background noise using the -cst flag.
Results
To demonstrate the speed and accuracy of the present method, we conducted seven numerical experiments using large amounts of experimental data. In the experiments, we compared the performance of Pepsi-SAXS with those of three widely used methods: CRYSOL v.2.8.2 (Svergun et al., 1995; Petoukhov et al., 2012) , FoXS (Schneidman-Duhovny et al., 2010) and SAStbx (Liu, Hexemer et al., 2012) . We should note that SAStbx provides implementations of three different methods, but we have specifically chosen the novel threedimensional Zernike technique, with the 'data_reduct' and 'solvent_scale' options set to 'true'. We did not use more computational methods for the comparison because a recent study of the FoXS method (Schneidman-Duhovny et al., 2013) demonstrated an advantage in speed and accuracy of FoXS and CRYSOL over other tested programs.
In the first series of tests, we aimed to compare the four methods using the data from the BioIsis database. More precisely, we measured the goodness of fit for the modelled intensities to the experimental SAXS profiles (15) and the corresponding timings. larger, and the difference between Pepsi-SAXS and FoXS becomes smaller. For large molecules, however, FoXS is significantly slower compared with CRYSOL and Pepsi-SAXS. For example, Pepsi-SAXS computes the scattering profile for the BID_MnmGEP model about 62 times faster compared with FoXS. We should mention that the reported speedup critically depends on the number of available CPU cores. Thus, we performed an additional artificial test and executed Pepsi-SAXS on a single CPU core. The average running time over the BioIsis data set in this case was 0.36 s, which was still several times smaller compared with CRYSOL and other methods.
Regarding the accuracy of the modelled profiles, on average Pepsi-SAXS produces scattering curves that are very similar to those computed by CRYSOL and FoXS, with approximately the same values, if these are computed for the same range of scattering angles. We should specifically mention that in all of the tests we have restricted the maximum scattering angles of Pepsi-SAXS to the default value of 0.5 Å À1 . This was performed for the rigorous comparison of the values with the results of CRYSOL and FoXS. We should also mention that in some cases of noisy experimental data FoXS restricts the maximum scattering angles even further, thus producing values that are higher on average. This, however, does not necessarily mean that the quality of the computed profiles is worse compared with the results from Pepsi-SAXS and CRYSOL. SAStbx generally provides a significantly worse quality of fit and is thus excluded from the detailed comparison. Figs. 2(b) , 2(c) and 2(d) show three examples of modelled scattering profiles from the BioIsis database. More plots, together with the residuals of the scattering profiles, can be found in Supplementary Fig. S1 . Generally, we can conclude that Pepsi-SAXS computes scattering profiles that are comparable to the other two methods. Below, we will also study the effect of the adaptive resolution in comparison with CRYSOL in more detail.
We should also mention that a smaller value achieved using a certain method for a scattering profile does not necessarily mean a better quality of the computed profile. Generally, one should be concerned about possible flexibility and conformational heterogeneity of the modelled proteins. Also, some of the models from the two benchmarks are not crystallographic structures but were produced with moleculardynamics simulations or MODELLER (Webb & Sali, 2014) , for example. Therefore, small values of for some of the models indicate potential overfitting of the experimental profiles rather than demonstrating the superiority of the fitting method. Finally, we should add that different methods use Table 4 Comparison of three methods, CRYSOL, FoXS and Pepsi-SAXS, when fitting modelled intensity profiles to experimental data with constant background noise collected from the BioIsis database.
The constant systematic error was subtracted from each of the profiles. For each method, we provide the value of and the running time measured in seconds for each of the scattering profiles. We also list the number of atoms in the models along with the average values of and running time.
CRYSOL
FoXS Pepsi-SAXS different ranges of fitting parameters, and also different models for the hydration shell, which consequently contribute differently to the potential overfitting of experimental data. Ideally, a reference data set of native structures supplemented with experimental SAXS profiles along with nonnative decoys should be established for the evaluation of SAXS algorithms. Different methods can then be tested on this data set by scoring the non-native decoys. The absence of overfitting in a SAXS method can be confirmed, for example, if the native structures have the lowest values among all of the scored decoys. To support our method, we should say that we use a small range of adjustable parameters compared with other methods such as CRYSOL and FoXS. Thus, we believe that Pepsi-SAXS does not have any significant overfitting of experimental data.
In the second series of tests, we compared the three methods, excluding SAStbx, on the same data from BioIsis, but this time measuring the goodness of fit for the modelled intensities to the experimental SAXS profiles and the corresponding timings for data with a constant systematic error (see equation 3 in the Supporting Information). Table 4 lists the detailed results of the tests. For all three of the methods, the running time became only marginally larger. Regarding the accuracy of the models, both Pepsi-SAXS and CRYSOL improved the value of by about 9% on average, while FoXS unexpectedly worsened the averaged value of . Fig. 2(d) shows an example of fitting for two profiles calculated by Pepsi-SAXS with and without the constant systematic error in the experimental curve. We can see a drastic improvement in the model when subtracting the constant noise from the experimental data.
In the third series of tests, we compared the four methods on the data from SASBDB. Here, we again first measured the goodness of fit for the modelled intensities to the experimental SAXS profiles (15) and the corresponding timings. Table 5 lists the detailed results of the tests. Similarly to the previous tests, Pepsi-SAXS significantly outperforms the other methods in running time. Here, on average, Pepsi-SAXS is about five times faster compared with CRYSOL, and 21 and 25 times faster compared with FoXS and SAStbx, respectively. The speedup in the running time of Pepsi-SAXS compared with the other methods is somewhat smaller compared with the previous tests owing to the on average higher expansion orders used here. More precisely, for SASBDB Pepsi-SAXS uses an average expansion order of 19, while for BioIsis it uses an order of 14. Regarding the accuracy of the modelled profiles, on average Pepsi-SAXS, CRYSOL and FoXS achieve the same values of if these are computed using the same range of scattering angles. SAStbx was not able to process half of the scattering profiles. It was again the slowest method among the four. Fig. 2(a) shows an example of modelled scattering profiles from this database. The model (SASDAW3) has a complex shape, thus we expected the quality of the CRYSOL modelled profile to be lower compared with profiles built with FoXS and Pepsi-SAXS. Supplementary Fig. S1 shows all of the scattering plots for SASBDB for the three methods together with the residuals of the scattering profiles. Table 5 Comparison of four methods, CRYSOL, FoXS, SAStbx (using the three-dimensional Zernike technique and data-reduction option) and Pepsi-SAXS, when fitting modelled intensity profiles to experimental data collected from the SASBDB database.
For each method, we provide the value of and the running time measured in seconds for each of the scattering profiles. We also list the number of atoms in the models along with the average values of and running time. SAStbx failed for some of the profiles; the corresponding values for and time are marked with a dash. In the fourth series of tests, we again compared the three methods, excluding SAStbx, on the data from SASBDB and measured the goodness of fit with a constant systematic error (see equation 3 in the Supporting Information) and the corresponding timings. Table 6 lists the detailed results of the tests. As before, the running time becomes only marginally larger. Regarding the accuracy of the models, Pepsi-SAXS improves the value of by 8% on average, CRYSOL improves it by 6% and FoXS again shows no improvement in fit.
For the fifth test, we decided to compare the running time of the four methods if a user computes a scattering profile without fitting it to the experimental data. Here, we considered two scenarios: a profile with 51 points, as used to be the default option in CRYSOL, and a profile with 512 points, which better corresponds to modern experimental measurements. Table 7 lists the timings for all four methods run on atomic models from the BioIsis and SASBDB databases. For the 51-point profile, Pepsi-SAXS is on average about three times faster compared with CRYSOL, and 19 and 27 times faster compared with FoXS and SAStbx, respectively. With the 512-point profile, Pepsi-SAXS, FoXs and SAStbx increase the timings only marginally. However, the running time of CRYSOL depends linearly on the number of points in the scattering profile. Therefore, its timing increases about ten times.
In the sixth series of tests, we compared the effect of the adaptive choice of the multipole expansion order using data from the BioIsis and SASBDB databases. To do so, we first fixed the expansion order to the value of 15, which is used by default in CRYSOL, and ran Pepsi-SAXS in comparison with CRYSOL. We then chose the value of the expansion order adaptively according to (14) and ran the two programs again. Table 8 lists the details of the comparisons. As we can see from this table, using the default expansion order of 15, Pepsi-SAXS demonstrates a very similar quality of models compared with CRYSOL, with a slightly smaller value of . Adaptive resolution lowers the value of for the two methods: by about 1% for CRYSOL and about 2% for Pepsi-SAXS. We attribute the more pronounced effect of the adaptive resolution in Pepsi-SAXS to the different model of the hydration shell in our method. Fig. 2(c) shows an example of scattering profiles plotted at a different expansion order in comparison with the experimental curve for a large molecule (BID_GISRUP). We can see a pronounced difference between the curves at large values of q, which corresponds to a fine resolution in real space that is not well encoded using low-multipole expansion orders. All scattering profiles for experimental data collected from the BioIsis and SASBDB databases and computed using Pepsi-SAXS, CRYSOL and FoXS can be found in Supplementary  Fig. S1 .
Finally, in the seventh series of tests, we compared the values of two adjustable parameters, r 0 and , for the three methods, excluding SAStbx, on data from the BioIsis and SASBDB databases. In the case of FoXS, we computed the values of r 0 and by rescaling its internal fitting parameters c 1 and c 2 as suggested by the authors (Schneidman-Duhovny et al., 2010). Table 6 Comparison of three methods, CRYSOL, FoXS and Pepsi-SAXS, when fitting modelled intensity profiles to experimental data with constant background noise collected from the SASBDB database.
FoXS Pepsi-SAXS methods. We can see that all of the methods agree on an average value of the effective atomic radius r 0 of 1.64 Å . However, the standard deviation of this parameter in FoXS and Pepsi-SAXS is only 0.05 Å , which constitutes 3% of the average value and is several times smaller compared with the standard deviation of 0.18 Å in CRYSOL. We should note that if we double the width of the search window for the r 0 parameter to make it more comparable with the CRYSOL settings, the quality of fit to the experimental data improves only marginally (see Supplementary Table S2 ). Regarding the second adjustable parameter, the contrast of the hydration shell , all of the methods provide different Table 7 Comparison of four methods, CRYSOL, FoXS, SAStbx (using the three-dimensional Zernike technique) and Pepsi-SAXS, when calculating intensity profiles for models collected from the BioIsis and SASBDB databases.
No fitting to experimental data was performed. For each method, we provide two running times measured in seconds when calculating the intensity profile with 512 points and with 51 points, correspondingly. We also list the number of atoms in the models along with the average values of running times. SAStbx failed for some of the profiles; the corresponding values of timings are marked with dashes. Table 8 Comparison of CRYSOL with Pepsi-SAXS when using adaptive multipole expansion orders.
Experimental data were collected from the BioIsis and SASBDB databases. For each method, we provide the value of and the running time measured in seconds when using the default expansion order of 15 and the adaptive expansion order. We also list the number of atoms in the models and the order of the adaptive multipole expansion, along with the average values of and running time. hydration shell lies between those computed by CRYSOL and FoXS; however, the standard deviation is significantly lower, = 18.4 AE 11.2 e nm À3 . Supplementary Table S1 demonstrates that allowing a negative contrast of the hydration shell or a larger width of the search window in the parameter provides slightly better fits to the experimental Table 9 Comparison of three methods, CRYSOL, FoXS and Pepsi-SAXS, when fitting modelled intensity profiles to experimental data for models collected from the BioIsis and SASBDB databases.
For each method, we provide the value of , the fitted value of the r 0 parameter and the fitted value of the contrast of the hydration shell parameter . We also list the average values of along with the average values and the standard deviations of the fitting parameters. 
Discussion
In this section, we will first discuss the general considerations that affect the performance of our method, and we will then also examine the particular details of the implementation. Given the number of atoms in a model N, and the number of points in the scattering profile M, our Pepsi-SAXS approach achieves the asymptotically best performance, in terms of N and M, of O(N + M). Methods with such a performance are generally considered as a class of linear scaling methods. However, when speaking about asymptotic complexity, we should also take into account the effect of the expansion order L, such that the complexity of our method becomes O(L 3 N + M). In principle, according to (14), the optimal expansion order L is proportional to the linear size of the molecular model, and thus L 3 is proportional to the number of atoms in the model N. Therefore, effectively, the asymptotic complexity of the Pepsi-SAXS method, as well as the threedimensional Zernike and some other multipole expansionbased approaches, reads O(N 2 + M), with the same leading term O(N 2 ) as in the complexity of the binning techniques for the Debye equation, for example that implemented in FoXS.
We should also note that the complexity of the recent version of CRYSOL for typical values of L and M is higher compared with the complexity of Pepsi-SAXS and the three-dimensional Zernike approach, since CRYSOL computes scattering amplitudes at a fixed number of scattering points. Regardless of the O(N 2 ) asymptotic complexity of our method, it has a very low prefactor compared with Debye-based techniques, and thus it is much faster in practice. Also, Pepsi-SAXS and other multipole expansion-based approaches do not require the single-Gaussian approximation of the form factors, which increases the accuracy of these methods.
One of the factors that strongly affects the quality of the scattering model is the description of the hydration shell. Our method (see Fig. 1 ) uses a grid-based approximation, with the effective width varying from 3 to 5 Å depending on the size of the modelled molecule. The maximum allowed width of 5 Å is somewhat larger compared with the value used in CRYSOL and some other methods. However, we use a smaller search window for the value of the relative contrast of the hydration shell compared with CRYSOL and FoXS, for example. Also, this value agrees with more recent developments, for example, with the hydration-shell intensities computed from MD trajectories , where a width of 7 Å or larger is suggested. Finally, a recent X-ray reflectivity study suggests a hydration-gap width of up to 9 Å (Chattopadhyay et al., 2010) . Our representation of the hydration shell describes internal water cavities and surface pockets more accurately compared with the models built using a two-dimensional angular envelope function, for example that in CRYSOL. Figs. 2(a) and 2(b) demonstrate the overall superior quality of modelled scattering profiles built with Pepsi-SAXS for models with complex shapes. On the other hand, our hydration model is more prone to overfitting. We should mention that the shortcomings of the simplified two-dimensional angular representation of the hydration layer were discussed in the original CRYSOL paper (Svergun et al., 1995) , where it was claimed that it still correctly describes the outer hydration shell.
Another factor that influences the quality of the scattering model is the description of the excluded solvent. Our model of the excluded solvent is derived from the approximation introduced by Fraser et al. (1978) and closely follows the model used in CRYSOL. More precisely, we use the first-order Maclaurin expansion in the scaling parameter (12) of the model of Fraser and coworkers. We have also run tests using a more detailed second-order expansion approximation; however, it did not provide any notable improvement in the model quality. The zero-order q-independent approximation, surprisingly, does not change the goodness of fit either. We attribute these marginal differences between the models of the excluded solvent to a relatively high level of noise of the current profiles at large scattering angles.
The goodness of fit between the modelled intensities and the experimental profiles is influenced by the number of fitting parameters in the modelled scattering profile. The Aqua-SAXS, FoXS and SAStbx methods effectively use the same adjustable parameters as Pepsi-SAXS and CRYSOL. The method of Zheng & Tekpinar (2011) uses a single adjustable parameter: the relative contrast of the hydration shell. The AXES procedure replaces the atomic radii multiplier and the total excluded volume, which are applied to the model data, by the solvent/buffer rescaling factor and the constant offset applied to the measured data. Thanks to the partial scattering intensities (see equations 1 and 2 in the Supporting Information), the computation of the scattering profile in Pepsi-SAXS takes only a constant time. Thus, we are able to search for the optimal values of the adjustable parameters exhaustively on a regular grid. Some other methods, however, use minimization techniques for this purpose, such as the least-square minimization with boundaries (Petoukhov et al., 2012) , the Powell minimization (Grishaev et al., 2010) etc.
We should mention that the optimization of the free parameters is very important for the quality of the resulting fit. For example, if we decrease the difference in the density of the hydration shell with respect to the bulk water, the resulting mean for the two benchmarks increases by more than a factor of two (see Supplementary Table S1 ). Alternatively, if we assume a constant difference in the density of the hydration shell, d = 18 e nm À1 , the obtained mean increases by about one third (see Supplementary Table S1 ). Searching for the fitting parameters less exhaustively on a grid of 10 Â 10 gives a reasonably good fit, with a mean that is higher by about 4% compared with the reference value (see Supplementary Table S2 ). However, if we perform the search more exhaustively using a ten times denser grid of 1000 Â 1000 (see Supplementary Table S2 ), the mean value does not change.
Regarding the adaptive choice of the multipole expansion order, Table 8 clearly demonstrates the advantage of our adaptive technique in terms of model quality. We should also research papers mention that, on average, the timing of Pepsi-SAXS with the adaptive expansion order increases only marginally with respect to the timing with the fixed order of 15 used by default in CRYSOL. Fig. 2(c) shows an example when the adaptivity significantly improves the quality of the model. It is important to mention that the the use of the cubic spline makes computations much faster, but does not affect the overall quality of fit, as can be seen from Supplementary Table S1 .
We should note that the sampling theorem has been widely used in scattering studies for model-quality estimation and data reduction (Rambo & Tainer, 2013a; Feigin et al., 1987) . Thorough studies of the analysis of information content in small-angle scattering curves using the sampling theorem have been conducted by Moore (1980) and Taupin & Luzzati (1982) . The sampling theorem states that the scatteringintensity profile I(q) can be fully defined by its values at d max q max / points, where d max is the maximum extension of the atomistic model. In our case, however, we use the sampling theorem to estimate the maximum expansion order of the spherical harmonics basis, L max = d max q max /2, and thus our estimation differs from that stated above by a factor of /2. Strictly speaking, the estimation of the maximum expansion order has to be related to the maximum extension d max rather than R g , as is stated in (14). However, we discovered that we can relax this estimation to a typically smaller number using the radius of gyration of the solvation shell instead of the maximum extension, such that the quality of fit does not degrade, whereas the running time of Pepsi-SAXS becomes about three times smaller.
We have also discovered a drastic effect of form factors for the charged groups on the quality of the scattering model. For example, introducing the explicit form factors for the charged resonance guanidine groups decreased the mean value of by about 3%. Other form factors for the charged groups also affect the model quality favourably, although not as much as those of guanidine (see Supplementary Table S2 ). It is also very important to correctly account for the H atoms, which are rarely present in PDB models. Supplementary Table S2 lists the results of the modelled scattering profiles computed with the approximation that no H atoms are present in the model. As one can see, such a rude approximation leads to a resulting mean that is increased by about 13%.
Finally, we would like to mention that small values of do not necessarily indicate a good scattering model. This is because proteins in solution can be flexible or conformationally heterogeneous, their structural models can be imprecise, different fitting methods use different ranges of adjustable parameters and different models of the hydration shell etc. As Rambo & Tainer (2013b) recently suggested, a reference data set should be established for the evaluation and development of SAXS algorithms. This will allow a thorough evaluation of existing computational methods, which falls outside the scope of the current work. Nonetheless, Pepsi-SAXS has already been successfully applied to select putative near-native conformations of the Tb b VSP1 complex (Jamwal et al., 2015) from 10 000 models generated with the Ensemble Optimization Method (Tria et al., 2015) . The best selected conformation overlaid well with the ab initio model calculated using DAMAVER (Volkov & Svergun, 2003) .
Conclusion
We present a new method called Pepsi-SAXS that calculates small-angle X-ray scattering profiles from atomistic models. Our method is based on the multipole expansion scheme and has the following distinct features. Firstly, we use a very fast model for the scattering contribution from the hydration shell based on a uniform grid of points. Secondly, we use the adaptive resolution of the multipole expansion estimated according to the Nyquist-Shannon-Kotelnikov sampling theorem. Thirdly, we represent the scattering-intensity curve using a cubic spline interpolation, which allows us to significantly speed up the running time of our method. Fourthly, we introduce partial scattering intensities to rapidly fit the modelled profiles to the experimental data using an exhaustive search in two adjustable parameters. Finally, we introduce individual form factors for charges and resonance groups, which increase the quality of the modelled scattering profiles.
To demonstrate the accuracy and efficiency of the Pepsi-SAXS method, we systematically validated it with seven series of tests using a large number (more than 50) of experimental profiles collected from the BioIsis and SASBDB databases. Overall, the Pepsi-SAXS method is significantly faster compared with the CRYSOL, FoXS and SAStbx (with the three-dimensional Zernike option) methods with scattering profiles that are of the same quality on average. Using a laptop, we demonstrated that Pepsi-SAXS is about seven, 29 and 36 times faster compared with CRYSOL, FoXS and SAStbx, respectively, when tested on data from the BioIsis database, and is about five, 21 and 25 times faster compared with CRYSOL, FoXS and SAStbx, respectively, when tested on data from SASBDB. We claim that we avoid overfitting of experimental profiles owing to a very much smaller allowed variation of the adjustable parameters.
Notably, we argue that the multipole expansion-based schemes (such as Pepsi-SAXS, CRYSOL and the threedimensional Zernike approach) have the same quadratic dependence on the number of atoms in the model as the Debye approach when using the adaptive resolution of the multipole expansion. Thus, these schemes are only more efficient owing to a much smaller prefactor in the complexity of these methods. Pepsi-SAXS is available at http://team.inria.fr/ nano-d/software/pepsi-saxs. We have also developed a GUI interface for Pepsi-SAXS that will be distributed as a plugin for the modular software platform SAMSON at https:// www.samson-connect.net.
