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Abstract
The maximum entropy problem for autocovariances given over a class
of subsets of N is solved. A more general problem when prediction coef-
ficients and prediction error variances are given instead of covariances is
considered and solved, as well. Two notions about maximum entropy in
time series context are introduced and some misconceptions in the literature
are discussed.
Keywords: maximum entropy, time series, non-Gaussian
1 Introduction
The maximum entropy principle provides one of the bases for specification of
complete models from partial information. It was introduced to time series by
the influential work of Burg in the late 60’s and early 70’s (Burg 1975). In time
series context the principle postulates that among all models consistent with the
prior information one with the highest entropy rate should be chosen. The prior
information usually consists of the values of the autocovariance function (acvf) for
some lags or, more generally, pairs of times .t; s/ 2 I where I is a subset of N2.
The aim is to find a model with maximum entropy rate whose autocovariance
function has the given values on I . The full problem thus consists of specifying
values of the autocovariance function for all pairs .t; s/ 2 N2 (i.e. completing or
extending it) and a probabilistic structure such that the entropy rate is maximal.
In second order estimation the distribution part is often ignored.
What can be said about the solution of the problem depends very much on the
pattern of the set I on which the autocovariances are given. It also depends on
patterns of the values of the autocovariance function imposed by stationarity or
other assumptions.
Given a contiguous set of autocovariances of a stationary process (univariate
or multivariate) for lags 0; : : : ; p, the maximum entropy solution is an autore-
gressive process of order p with those autocovariances (Burg 1975). Alpay et al.
(2001), Castro and Girardin (2002) and Lambert-Lacroix (2005) have extended
this result to periodically correlated processes. The most complete solution has
been obtained by Lambert-Lacroix (2005) who, using a method based on partial
autocorrelations (Dégerine 1994), shows that given a contiguous set of autoco-
variances the maximum entropy solution is periodic autoregression of order equal
to or larger than the one suggested by the given lags, see Section 4 for the precise
formulation and the paper of Lambert-Lacroix for discussion of related results.
For stationary processes (univariate or multivariate) and autocovariances given
at contiguous lags (starting from zero), the problem is linear and the solution
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can be obtained by solving the Yule-Walker equations with the Levinson-Durbin
algorithm or their periodic analogues, respectively. If the lags are not contiguous
the problem is, in general, non-linear and requires numerical solution. In the
multivariate case this is so also when some of the autocovariance matrices are not
specified completely. In the periodically correlated case even contiguous sets of
autocovariances may lead to non-linear formulations if the conditions of Lambert-
Lacroix (2005) on the orders are not met. In such situations autoregressions still
provide maximum entropy solutions but the existence and actual computation of
such solutions are tackled differently, see Boshnakov and Lambert-Lacroix (2009)
and the references therein.
In this paper we consider a general class of patterns for the given lags (the
set I ) which contains as special cases the ones discussed above. For this class
of patterns we obtain a transparent and elegant solution of the maximum entropy
problem. We believe that our approach throws additional light even on the classi-
cal case studied by Burg (1975) and by many others thereafter. We work entirely
in the time domain and allow for arbitrary autocovariance structures. In particular,
the treatment of the non-stationary case is as transparent and no different from the
stationary case and is maybe even easier to grasp.
We give a constructive description of all processes that have the specified auto-
covariances in Theorem 5. We then show (Theorem 6) that the maximum entropy
property holds in a far wider class of processes. We achieve this by replacing
the requirement that the autocovariances are fixed on I with a weaker condition
involving the prediction coefficients.
The belief that “the” maximum entropy solutions are Gaussian and, if the
given autocovariances are stationary, stationary, seems to be part of this subject’s
folklore. We show that the entropy rate is maximised not only by a Gaussian au-
toregression but also by a whole class of non-Gaussian processes, see Section 4.3
for further discussion and references.
The maximum entropy problems for time series and finite dimensional vectors
are similar but not identical. In the latter the solution is unique, Gaussian, can be
formulated as a determinant maximization problem of the covariance matrix of
the vector, and is treated effectively using graph-theoretic methods (see Johnson
(1990) and Barrett et al. (1989)). For time series, a determinant formulation is
possible via limits of ratios of determinants. In time series the entropy rate seems
the more relevant quantity to maximise but for some problems the difference be-
tween maximising it and the entropy of a finite stretch of the time series is small
and one may choose whichever is more convenient or efficient.
3
2 Notation
We consider zero-mean processes fXtg with time index t 2 N. So, the autocovari-
ance function of fXtg, X.t; s/ D EXtXs, is a function defined for .t; s/ 2 N2.
n.fXtg/ denotes the n  n covariance matrix of the vector .X1; : : : ; Xn/T . In
formulae involving sums we use the convention that
P
i2K D 0 when the index
set K is empty.
If  is a set of autocovariance functions, then we denote by S the set of all
processes whose autocovariance functions belong to  . If  is a partially specified
autocovariance function,
 D f .t; s/ j .t; s/ 2 I g ;
defined on a subset I of N2, then S is the set of all processes whose autocovari-
ance functions coincide with  on I . In particular, if  is a completely specified
autocovariance function, then S is the set of processes with acvf  .
If a process fXtg 2 S , then we will say that it is consistent with  on its
domain I . Similarly, a finite dimensional vectorX D .X1; : : : ; Xn/T is consistent
with  on I if EXtXs D .t; s/ for those t; s D 1; : : : ; n, that are such that
.t; s/ 2 I .
The (differential) entropy of a r.v. X with pdf f is defined by
H.X/ D E.  logf / D  
Z
f .x/ logf .x/dx;
where the integral is over the relevant domain. The entropy is measured in bits or
nats depending on whether the base of the logarithm is 2 or e.
The entropy rate of a process is defined by
h.X/ D lim
n!1
1
n
H.X1; : : : ; Xn/;
provided that the limit exists.
We formulate the following well known results for reference.
Lemma 1 (Cover and Thomas (1991), Theorem 9.6.5). If X  Nn .;V /, then
H.X/ D n
2
log.2e/C 1
2
log detV :
The entropy of X is larger than that of any non-Gaussian vector having the same
mean  and covariance matrix V .
Lemma 2 (Cover and Thomas (1991), p. 234). Let X be a random vector and A
be a non-random matrix. Then
H.AX/ D H.X/C logjdetAj:
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Lemma 3. Let f"tg be Gaussian white noise and "t  N.0; vt/. Then
H."1; : : : ; "n/ D n
2
log.2e/C
nX
iD1
log vi
and
h.f"tg/ D 1
2
log.2e/C lim
n!1
1
n
nX
iD1
log vi ;
provided that the limit exists.
Notice that the limit in Lemma 3 is a limit of logarithms of determinants of
covariance matrices (see Section 4.2). These lemmas show that maximisation of
entropy is closely related to maximisation of determinants of covariance matrices
or limits of such determinants, a feature alluded to in the introduction, as well.
3 Maximum entropy properties of Gaussian processes
In this section we present some maximum entropy properties of Gaussian pro-
cesses. To make it easier to compare various “maximum entropy” claims we in-
troduce two notions of maximum entropy with the following definitions.
Let  be a set of autocovariance functions and S be the set of processes
whose autocovariance functions belong to  , a notation introduced in Section 1.
We will say that a process has the maximum entropy property in  if its entropy
rate is maximal. If a process satisfies the stronger requirement that the entropy of
any finite trajectory is maximal, then we will say that it has the strong maximum
entropy property. We formally define these concepts below.
Definition 1. A process fXtg has the maximum entropy property in  if fXtg 2 S
and h.fXtg/  h.fYtg/ for any other process fYtg 2 S .
Definition 2. A process fXtg has the strong maximum entropy property in  if
fXtg 2 S and
H.X1; : : : ; Xn/  H.Y1; : : : ; Yn/; (1)
for any process fYtg 2 S and any n  1.
So, the maximum entropy property compares entropy rates while the strong
maximum entropy property compares entropies of finite trajectories.
Processes with the strong maximum entropy property do not necessarily exist.
The next two statements show that when they do they are Gaussian and inequal-
ities similar to (1) hold for all finite dimensional distributions. The proofs are
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based on the maximum entropy property of the Gaussian distribution for vectors
(see Lemma 1).
Lemma 4. Any process having the strong maximum entropy property is Gaussian.
Lemma 5. Let fXtg have the strong maximum entropy property in  . Let fYtg be
a non-Gaussian process with the same autocovariance function as fXtg. Then,
1. If n0 is the smallest integer for which the distribution of the vector .Y1; : : : ; Yn0/
is not Gaussian, then H.X1; : : : ; Xn/ > H.Y1; : : : ; Yn/ for n  n0, and
H.X1; : : : ; Xn/ D H.Y1; : : : ; Yn/ for 1  n < n0.
2. H.Xm1; : : : ; Xmk/  H.Ym1; : : : ; Ymk/, for arbitrary positive integers k
,m1; : : : ; mk , with equality if and only if .Ym1; : : : ; Ymk/ is Gaussian.
The number n0 is finite since otherwise all finite dimensional distributions of
fYtg, and hence the process itself, would be Gaussian.
Lemma 5 shows that if a process with the maximum entropy property exists,
then it is Gaussian and unique, in the sense that any other process with this prop-
erty has the same finite dimensional distributions.
The following result can be deduced from the definitions of the strong maxi-
mum entropy property and entropy rate.
Theorem 1. Let fXtg be a Gaussian process with autocovariance function  . If
the entropy rate of fXtg exists, then it is maximal among all processes whose
autocovariance function is  , i.e. fXtg has the maximum entropy property.
The term maximum entropy in relation to time series normally refers to the
maximum entropy property, not the strong maximum entropy property. Lemma 5
establishes that a process with the strong maximum entropy property is necessarily
Gaussian but we will see below that the maximum entropy property obtains for
non-Gaussian processes as well.
4 Partially specified autocovariance functions
To motivate our approach let us look at the classical cases from a more general
perspective. We assume Gaussianity here in order to concentrate on the second
order properties. For a discussion of the distributional issues see Section 4.3.
In the maximum entropy setting of Burg (1975) we are given the first few
autocovariances, 0; 1; : : : ; p, of a Gaussian stationary process and wish to find
values for the remaining lags that give a process with maximum entropy. The
solution (Burg 1975) is an autoregression process of order p.
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By writing the autocovariances as .t; s/ D EXtXs D jt sj, with two time
indices, rather than a lag, we may write the set on which the autocovariances are
specified as
I1 D f .t; s/ W jt   sj  p g :
It turns out that the increased complexity of working with the infinite set I1 in-
stead of the finite one f 0; 1; : : : ; p g, is more than compensated by other factors.
Most notably, the stationarity property is not crucial—our approach works for any
autocovariances specified on I1, stationary or non-stationary.
As a second example consider the maximum entropy problem for a periodi-
cally correlated process. The autocovariance function of such a process depends
on the season as well as the lag. Namely, if d > 1 is the number of seasons, then
.t; s/ D .t   d; s   d/ for all .t; s/. By repeated application of this property
we can see that the complete set of autocovariances is
.t; t   k/; t D 1; : : : ; d; k D 0; 1; 2; : : : :
In the maximum entropy problem considered by Lambert-Lacroix (2005) the vari-
ance of Xt and its covariance with the most recent observations, Xt 1; : : : ; Xt pt ,
are given for each season t D 1; : : : ; d , where p1; : : : ; pd , are non-negative inte-
gers satisfying p1  pd C 1 and pi  pi 1 C 1 for i D 2; : : : ; d , i.e. the given
information is
.t; t   k/; t D 1; : : : ; d; k D 0; 1; : : : ; pt :
The maximum entropy solution is a periodic autoregression process of order
.p1; : : : ; pd /, see Lambert-Lacroix (2005) for details. The corresponding subset
of N2 is
Id D f .t; s/ j 0  t   s  pt ; t D 1; : : : ; d g :
Notice that when we refer to Id we assume that p1; : : : ; pd satisfy the inequalities
given above.
4.1 A class of patterns for the set I
We propose an approach which generalises the results mentioned above in two
ways. Firstly, for stationary and periodic stationary processes it solves the problem
for patterns other than I1 and Id . Secondly, it is not necessary to assume any kind
of stationarity at all.
Before going into the details, here is an outline of what we are going to do. We
notice that by Lemmas 2-3 larger prediction errors correspond to larger entropy.
For each t we determine a linear predictor of Xt in terms of past values Xs, but
only those whose covariances with Xt are given, and obtain the variance of the
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error of this predictor. These quantities are the same for all extentions of the
autocovariance sequence since they depend on the given autocovariances only.
We then observe that for any extention the variance of the best linear predictor of
Xt given the whole past is smaller or equal to the one based on only some of the
past observations. So, for each t we have an upper bound for the prediction error.
To obtain the maximum entropy solution we then show how to fill the gaps in the
autocovariance function so that the prediction errors achieve the upper bounds for
all t .
Let  be a partially specified autocovariance function
 D f .t; s/ j .t; s/ 2 I g ;
defined on a set I of pairs of positive integers. For each t , let
.t/ D f s j .t; s/ 2 I and t > s g ;
and let m.t/ be the number of elements of .t/. Depending on the context .t/
and f t g[.t/will be considered either sets or vectors, in the latter case assuming
(for definiteness) that their elements are sorted in decreasing order.
For our method we require that for every t the covariance matrix of fXi ; i 2
f t g [ .t/g is specified completely. In other words, I is such that for every t the
set f .u; v/ j u; v 2 f t g [ .t/ g is entirely in I . Equivalently, we will require that
the set I satisfies the following assumptions.
Assumption A. .t; t/ 2 I for all t .
Assumption B. For each t 2 N, if k 2 .t/ and l 2 .t/, then .k; l/ 2 I .
Assumption A is necessary since without it the entropy has no upper bound.
Assumption B may be weakened if needed, for example by requiring only that it
is satisfied for some permutation of the time series.
It can be verified directly that the sets I1 and Id introduced previously satisfy
Assumptions A–B. For periodically correlated processes the set of possible pat-
terns is sufficiently rich since we can obtain many more examples by allowing for
non-contiguous patterns. The same applies to multivariate time series since they
can be represented as periodically correlated ones.
In the stationary case the choice of the set I is limited since, for example,
specifying the lag k autocovariance sets .t; t   k/ for all t . It can be shown that
only sets of lags forming arithmetic progressions kh for some positive integer h
and k D 0; 1; : : : satisfy Assumptions A–B. Maximisation of entropy on such sets
has been studied by Politis (1993). The absence of richness of the class of “nice”
sets in the stationary case is inherent to this class of processes and is not due to
our assumptions.
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4.2 A simplifying linear transformation
If  is given on I , then in order for it to be completable to a positive definite
autocovariance function the following restriction is necessary. From the following
exposition it will become apparent that this condition is also sufficient.
Assumption C. For every t 2 N them.t/m.t/matrix ..i; j //, i; j 2 f t g[.t/
is positive definite.
Assumptions A-B ensure that the covariances needed to determine the predic-
tion coefficients below are available while Assumption C guarantees their unique-
ness and the positiveness of the variances of the prediction errors.
Let fXtg 2 S and EXt D 0. Denote by X ./t the best linear predictor of Xt
in terms of fXi ; i 2 .t/g, i.e.
X
./
t D
X
i2.t/

./
t;i Xi :
Let also X ./t D 0 when .t/ is empty, in particular when t D 1. Define
et D Xt  X ./t ; t  1:
Let vt D Var et , Xn D .X1; : : : ; Xn/T , en D .e1; : : : ; en/T , Vn D E eneTn ,
 n D EXnXTn , Then en D LnXn, where Ln is a lower triangular matrix with 1’s
one the diagonal, .t; i/th element equal to  ./t;i for i 2 .t/, and 0 elsewhere.
We have Vn D E eneTn D Ln nLTn ,  n D L 1n VnL Tn , and det. n/ D det.Vn/.
The matrix Ln and the diagonal of Vn are determined completely by the given
set of autocovariances .t; s/ for .t; s/ 2 I , see the remark after Assumption C
above. In other words, these matrices are the same for all processes whose au-
tocovariances coincide with  on I . The off-diagonal elements of Vn vary for
different choices of the non-specified autocovariances but by the Hadamard’s in-
equality (Magnus and Neudecker 1999) among all positive definite matrices with
the same diagonal as Vn the unique positive definite matrix that maximises the
determinant is the diagonal matrixDn D diag.v1; : : : ; vn/.
For any n, the matrix Rn D L 1n DnL Tn has the required values at the spec-
ified positions (i.e. Rn.t; s/ D .t; s/ when .t; s/ 2 I ) and, by the previous re-
mark, its determinant is the largest possible consistent with the given conditions.
We have
detRn D detDn D
nY
iD1
vi ;
and
ln detRn D ln detDn D
nX
iD1
ln vi :
9
We denote by R the autocovariance function corresponding toRn, i.e. R is such
that Rn.t; s/ D R.t; s/ for each n and t; s 2 f 1; : : : ; n g.
From the above discussion we get the following result.
Theorem 2. If fXtg 2 S then for each n det. n.fXtg//  det.Rn/ with equality
for all n if and only if the autocovariance function of fXtg coincides with R
(equivalently, iff  n.fXtg/ D Rn for all n).
4.3 Maximum entropy processes
The discussion in the previous section leads to the following strong maximum
entropy property of Gaussian processes.
Theorem 3. Let  be a sequence specified on a set I and assume that Assump-
tions A–C hold. Let also ./t;i and vt be as defined in Section 4.2 for t D 1; : : : ; d
and i 2 .t/. Let X1; "t ; t  2, be a sequence of independent random variables,
such that X1  N.0; .1; 1// and "t  N.0; vt/ for t  2. Define Xt recursively
by the formula
Xt D "t C
X
i2.t/

./
t;i Xi ; t  2: (2)
Then the process fXtg has the strong maximum entropy property in S .
If limn!1 1n
Pn
iD1 ln vi exists, then fXtg has also the maximum entropy prop-
erty, i.e. the entropy rate of fXtg exists and is maximal in S .
The stochastic structure of fXtg in Theorem 3 is completely determined by the
second order properties of the process since it is Gaussian. Therefore, this theorem
combined with Lemma 5 shows that the process with the strong maximum entropy
property is (effectively) unique. However, the uniqueness does not extend to the
entropy rate. The following result gives a class of processes that also maximise
the entropy rate.
Theorem 4. Let  be a sequence specified on a set I and assume that Assump-
tions A–C hold. Let also ./t;i and vt be as defined in Section 4.2 for t D 1; : : : ; d
and i 2 .t/. Let k be a positive integer and X D .X1; : : : ; Xk/T be a random
vector consistent with  on I and having finite entropy. Define a process fXtg
recursively by the equations
Xt D "t C
X
i2.t/

./
t;i Xi ; t  k C 1;
where "t ; t  kC 1, is a sequence of independent random variables, independent
of X1; : : : ; Xk, and such that "t  N.0; vt/ for t  k C 1.
If the entropy rate of fXtg exists, then fXtg has the maximum entropy property
in S .
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Note that the process fXtg is not Gaussian whenever the initial vectorX is not
Gaussian.
For the particular case when I D I1 and the given autocovariances are that
of a stationary process, Choi and Cover (1984) state, (see also Cover and Thomas
(1988) and Cover and Thomas (1991), Theorem 11.6.1), that the maximum en-
tropy solution is a stationary process and it is Gaussian. The formulation of their
theorem and the remarks after it suggest uniqueness. Theorem 4 shows that both
non-Gaussian and non-stationary processes with the maximum entropy property
exist even if the given autocovariances are stationary.
4.4 Generalisation
Theorem 4 does not give all processes in S with the maximum entropy prop-
erty. It can be further generalised by relaxing the independence property of the
sequence f"tg and letting it “gradually become independent”. We will not pursue
this further here. Instead, we use equation (2) as a basis to describe all processes
in S .
Theorem 5. Let ./t;i and vt be as defined in Section 4.2. A process fXtg is in S
if and only if it can be written as
Xt D et C
X
i2.t/

./
t;i Xi ; t  1; (3)
where fetg; t  1, is a sequence of random variables with variances Var.e1/ D
.1; 1/, Var.et/ D vt for t  2, and such that, for each t , et is uncorrelated with
Xs for s 2 .t/.
Note that the sequence fetg is not required to be uncorrelated (but it may be of
course).
The “if” part of the theorem can be obtained by checking that its conditions
ensure that the autocovariances of the process fXtg defined by Equation (3) coin-
cide with  on I . The “only if” part was effectively shown in Section 4.2.
Combining Theorem 5 with the previous results we can see that a process
maximising the entropy in S may be obtained by choosing the sequenceX1; f"tg,
t  2, to be uncorrelated.
What happens if the class of processes S is extended by keeping 
./
t;i and vt ,
t  1, the same but allowing for "t to be correlated with Xs for s 2 .t/? Recall
that in the results so far there is a one-to-one correspondence between ./t;i ; vt ,
t  1 and the given autocovariances  . The connection is not so strong in the
extended class where the autocovariances may take on other values as well.
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A closer examination of Equation (3) reveals that more correlation of the et ’s
with the past can only reduce the entropy. In fact, using the same technique as
before we can prove a far stronger result.
Theorem 6. Let the following quantities be given for each t 2 N:
 .t/ — a set of positive integers smaller than t ,
 f./t;i j i 2 .t/ g— a set of coefficients (real numbers),
 vt > 0.
Let S be the class of processes fXtg, t  1, that can be represented as
Xt D "t C
X
i2.t/

./
t;i Xi ; t  1; (4)
for some sequence of random variables, f"tg, with Var."t/ D vt , and well defined
entropy H."t/. Then
 fXtg has the strong maximum entropy property in S if and only if f"tg is an
uncorrelated Gaussian sequence.
 If f"tg is an uncorrelated Gaussian sequence and
lim
n!1
1
n
H.X1; : : : ; Xn/
exists, then fXtg has the maximum entropy property in S (i.e. its entropy
rate is maximal).
Informally, the last theorem states that given some predictors and their predic-
tion errors, the maximum entropy is obtained by formula (4) with an independent
Gaussian sequence, a natural result in hindsight.
5 Conclusion
We have given a solution of the maximum entropy problem by imposing a restric-
tion on the set I of the specified values of the autocovariances. The method is
transparent and leads to constructive description of the admissible solutions. This
in turn reveals that the maximal entropy property of the solution holds in an wider
class of processes specified by prediction coefficients and error variances rather
than covariances. The construction is natural and in the spirit of second order
estimation.
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We have also shown that there are non-Gaussian processes with the maximum
entropy property and that even if the specified autocovariances are stationary, there
are non-stationary non-Gaussian processes with the maximum entropy property.
We presented the results for the case when the time index is the set of the
positive integers. The results remain similar for the set of all integers.
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