is shown in Figure 1 . The ROS topics transmitted in ROS network through WiFi or data networks 109 enable the communication between ROS nodes. Specifically, first, the perception client uses an image 110 sensor to extract an image from the image stream and sends it over to the server. The server uses two 111 steps to detect and localize staircases. The first step involves detection of staircases. This includes 112 extracting features from an RGB image using the MobileNet architectures. We then classify and 113 predict a bounding box using the SSD architecture. These rely on the CNN architecture, which is 114 explained below. The second step has two components. First, we detect the first step of the staircase.
115
The first step information is then used to detect the target point p x,y , a point close to the center of the 116 first step. The angle of approach θ is also computed in this step. We then send this information to the 117 portion of client responsible for movement. Based on our angle of approach, we decide a movement 118 strategy which is executed by the onboard Micro-controller with the help of a motor. While this 119 happens, the perception client updates the server on the new data. This is repeated until the target 120 point is reached. 
where w represents the filter (weights), b represents the bias and x represents the input. convolutions first apply a depth-wise convolution on the input. This filters the input data. This is 161 followed by 1 × 1 convolutions which combine these filters into features. These depth-wise separable
162
layers approximately mimic the function of typical convolution layers but with much faster speed.
163
Another optimization done was to use ReLU6 instead of ReLU, which applies an upper limit of 6 on 164 the activation function. Equation 3 is used to compute the activation function f (x).
where x is the input. Structure of MobileNet v1 is shown in Figure 3 . objects. Generally, faster R-CNN is the preferred method for object localization due to best accuracy.
180
However, SSDs have been shown to perform better in most scenarios for large objects, which is the case 181 for staircases [33] . SSD is also extremely fast since it requires only one forward pass for computation 182 of all bounding boxes. Due to these reasons, SSD is highly appropriate for the current scenario. to be very minimal. However, due to this, the performance is drastically increased. 
Loss in SSD training

191
Since SSD involves predicting a bounding box along with the class for an object, typical loss 192 computation cannot be followed. Loss in SSD training is a weighted sum of loss due to two aspects -193 confidence and localization. Equation 4 is used for computing total loss L.
where N is the number of matching boxes, α is the weight term which balances the confidence loss not need to detect all the contours in the image, as we require only the first step in our calculations.
213
The proposed method for first step of staircase detection can be divided into two parts. First, we 214 detect edges using Canny edge detection, which is followed by contour detection. To be able to detect the first step in the image, we first need to detect edges present in the image.
217
For this, we use the Canny Edge detection algorithm [38] .to enhance the accuracy of detected edges, only if its horizontal length is greater than a certain threshold, thres f ilter . We set this to 60% of the 233 width of the staircase during experiments. This is done using getBounds(), which gets the difference 234 between horizontal bounds of the contour. we compute y coord , which is the next possible location of the edge. We push this onto an array arr. this element exists the bound, computed using an angle threshold thres, the element is removed from 246 the array. number, the one which is closest to the slope will be evaluated first. 
Results Discussion
292
In this section, we discuss about the results obtained on the staircase data-set used. We divide 293 this section into two categories: Staircase detection and First step detection. This section discusses results pertaining to detection of bounding boxes over staircases. Some features similar to a staircase, which causes the model to detect it as a staircase. The model also
317
does not detect ladders as staircases. This is shown in Figure 9d . In Figure 9e , the combination of 318 table and chair is also not recognized as staircases, although they have similar features. However,
319
when combined with lines on the floor, the model detects them as a staircase, as shown in Figure   320 9f. However, if we put a constraint on the height of steps i.e a constraint on distance between two 321 contour lines, this false detection may be avoided. The overall results are given in Table 1 . noise generated during Canny Edge detection. The edges detected for this image is shown in Figure   333 10a. Optimal edge detection results are shown in Figures 10b and 10c . applications, the running time of the algorithm is also crucial. This is given in 
Conclusion
349
In this paper, we described an approach to staircase recognition and localization. We first used 350 a deep learning model to recognize a staircase in the environment. This was done using an object 351 detection network consisting of MobileNet and SSD architectures. We then used canny edge detector 352 followed by our own contour detection algorithm for first step detection of staircase. Through this,
353
we identified the target point, a point close to the center of the first step and the angle of approach,
354
which is used to determine the direction to staircase. This scheme allows to align the robot to the 355 staircase, so that it can start traversing the staircase. We trained and tested our proposed model 356 using our own data-set consisting of images of 11 different staircases captured with sTetro robot from 357 different viewpoints. We also tested our model against images that have features similar to staircases.
found that it can be used in slow moving platforms like sTetro. 
