We determine all Riemannian manifolds for which the tangent sphere bundles, equipped with the Sasaki metric, are local or global Riemannian product manifolds.
Introduction
When studying the geometry of a Riemannian manifold (M, g), it is often useful to relate it to the properties of its unit tangent sphere bundle T 1 M . In earlier work, we have been primarily interested in the geometric properties of T 1 M when equipped with the Sasaki metric g S . This is probably the simplest possible Riemannian metric on T 1 M and it is completely determined by the metric g on the base manifold M . In this way, we have obtained a number of interesting characterizations of specific classes of Riemannian manifolds. We refer to [2] , [5] , [6] , [7] and the references therein for examples of this. Also tangent sphere bundles T r M with radius r different from 1 and equipped with the Sasaki metric have been studied recently ( [9] , [10] ). The geometric properties of these Riemannian manifolds may change with the radius. See [9] for an example of this. Of course, other Riemannian metrics on the tangent bundle and on the tangent sphere bundles are possible. Of these, the Cheeger-Gromoll metric g CG may be the best known. However, for tangent sphere bundles, this specific metric yields nothing new, since (T r M, g CG ) is isometric to (T r/ √ 1+r 2 M, g S ). The isometry is given explicitly by φ : T r M → T r/ √ 1+r 2 M : (x, u) → (x, u/ √ 1 + r 2 ). It is an interesting geometric problem to determine when a tangent sphere bundle, which we always consider with the Sasaki metric in this paper, is reducible, i.e., when it is locally or globally isometric to a Riemannian product manifold. To our surprise, we could not find any results in the literature concerning this question. Nevertheless, knowledge about reducibility could help to deal with geometric questions about tangent sphere bundles. In [4] for instance, we use it in an essential way to determine all unit tangent sphere bundles that are semi-symmetric, i.e., for which the curvature tensor at each point is algebraically the same as that of some symmetric space. Actually, that problem was the inspiration for the present article. As concerns the local reducibility of tangent sphere bundles, we prove here the following.
In view of the comments above, these results remain valid if we consider the tangent sphere bundles equipped with the Cheeger-Gromoll metric.
This article is organized as follows. After giving the necessary definitions and formulas concerning tangent sphere bundles, we show in Section 3 that only two types of decomposition for T r M are possible: a vertical and a diagonal one. The special form of the curvature of (T r M, g S ) for vertical vectors is crucial here. In particular, the same procedure does not go through for the tangent bundle T M. Section 4 deals with the diagonal case. We find that a diagonal decomposition gives rise to a Clifford representation via specific curvature operators. As a result, only base manifolds with dimension 2, 3, 4, 7 or 8 could possibly admit diagonal decompositions. The different dimensions are then handled separately. It turns out that diagonal decompositions can only be realized for a flat surface as base space. The general situation with a vertical decomposition is treated in Section 5 and leads to the Local Theorem above. The final section is devoted to global considerations.
Tangent sphere bundles
We first recall a few of the basic facts and formulas about the tangent sphere bundles of a Riemannian manifold. A more elaborate exposition and further references can be found in [5] and [9] .
The tangent bundle T M of a Riemannian manifold (M, g) consists of pairs (x, u) where x is a point in M and u is a tangent vector to M at x. The mapping π : T M → M : (x, u) → x is the natural projection from T M onto M . It is well known that the tangent space to T M at a point (x, u) splits into the direct sum of the vertical subspace V T M (x,u) = ker π * |(x,u) and the horizontal subspace HT M (x,u) with respect to the Levi-Civita connection ∇ of (M, g):
For w ∈ T x M , there exists a unique horizontal vector w h ∈ HT M (x,u) for which π * (w h ) = w. It is called the horizontal lift of w to (x, u). There is also a unique vertical vector w v ∈ V T M (x,u) for which w v (df ) = w(f ) for all functions f on M . It is called the vertical lift of w to (x, u). These lifts define isomorphisms between T x M and HT M (x,u) and V T M (x,u) , respectively. Hence, every tangent vector to T M at (x, u) can be written as the sum of a horizontal and a vertical lift of uniquely defined tangent vectors to M at x. The horizontal (respectively vertical ) lift of a vector field X on M to T M is defined in the same way by lifting X pointwise. Further, if T is a tensor field of type (1, s) on M and X 1 , . . . , X s−1 are vector fields on M , then we denote by T (X 1 , . . . , u, . . . , X s−1 ) v the vertical vector field on T M which at (x, w) takes the value T (X 1x , . . . , w, . . . , X s−1 x ) v , and similarly for the horizontal lift. In general, these are not the vertical or horizontal lifts of a vector field on M .
The Sasaki metric g S on T M is completely determined by
for vector fields X and Y on M . Our interest lies in the tangent sphere bundle T r M of some positive radius r, which is a hypersurface of T M consisting of all tangent vectors to (M, g) of length r. It is given implicitly by the equation g x (u, u) = r 2 . A unit normal vector field N to T r M is given by the vertical vector field u v /r. We see that horizontal lifts to (x, u) ∈ T r M are tangent to T r M , but vertical lifts in general are not. For that reason, we define the tangential lift
Clearly, the tangent space to T r M at (x, u) is spanned by horizontal and tangential lifts of tangent vectors to M at x. One defines the tangential lift of a vector field X on M in the obvious way. For the sake of notational clarity, we will useX as a shorthand for X − 1
If we consider T r M with the metric induced from the Sasaki metric g S of T M, also denoted by g S , we turn T r M into a Riemannian manifold. Its Levi-Civita connection∇ is described completely bȳ
for vector fields X and Y on M . Its Riemann curvature tensorR is given bȳ
for vector fields X, Y and Z on M . (See [9] .)
Two types of decomposition
Let (M n , g) be a Riemannian manifold of dimension n ≥ 2 and suppose that its tangent sphere bundle T r M is (locally) reducible, i.e., (
In the sequel, we will write T (x,u) M 1 and T (x,u) M 2 for T p M 1 and T q M 2 , considered as subspaces of T (x,u) T r M , in order not to make the notation too cumbersome.
Suppose first that, at a point (x, u) of T r M , the tangent space to one of the factors, say to M 1 , contains a nonzero vertical vector X t , X ∈ T x M and X ⊥ u. Since we have a Riemannian product, the curvature operatorR(U, V) preserves the tangent spaces to both factors for all vectors U and V tangent to T r M . In particular, it follows that
at a point of T r M one of the factors contains a nonzero vertical vector, it contains the complete vertical distribution at that point.
We call the decomposition vertical at (x, u) in such a situation. Note that this is the case as soon as max{dim
So, the only possibility for the decomposition not to be vertical at (x, u) is that dim M 1 = n, dim M 2 = n − 1 (or conversely) and neither factor is tangent to a vertical vector. We call this a diagonal decomposition at (x, u). The major part of the sequel will be devoted to the diagonal case. Using a purely infinitesimal (i.e., pointwise) approach, we show that a diagonal decomposition is only possible in one specific situation. Afterwards, we study the case of a vertical decomposition.
Diagonal decomposition

A suitable basis.
In this section, we consider a diagonal decomposition
Let X n ∈ T x M be a unit vector such that X n h is tangent to M 1 at (x, u) and extend it to an orthonormal basis {X 1 , . . . , X n } of T x M . If π * (x,u) (T (x,u) M 1 ) = T x M , then there must be a vertical vector tangent to M 1 at (x, u), contrary to the hypothesis. Hence, there exist well-defined vectors
. Clearly, they form a basis for T (x,u) M 1 , though not in general an orthonormal one. Moreover, {Y 1 , . . . , Y n−1 , u} is a basis for T x M too. Otherwise, there would exist a nonzero vector Y ∈ T x M , orthogonal to u and to Y i , i = 1, . . . , n − 1. But then Y t would be orthogonal to X n h and to X i h + Y i t , i = 1, . . . , n − 1, and hence would belong to (T (x,u) M 1 ) ⊥ = T (x,u) M 2 , contrary to the hypothesis that M 2 has no vertical tangent vector. Next, consider the (n − 1)
Since this matrix is symmetric and positive definite, it can be diagonalized by a suitable orthogonal transformation:
together with X n h span the tangent space to M 1 at (x, u) and these vectors are pairwise orthogonal. The tangent space to M 2 at (x, u) is then spanned by the orthogonal vectors
Finally, we show that all the numbers λ i are equal. To do this, we use that g S (R(U, V)W, T) = 0 at (x, u) as soon as one of the vectors involved is tangent to M 1 and another one is tangent to M 2 . In particular, for all i, j, k, l = 1, . . . , n−1, it follows that
Using the expressions (2) for the curvature tensorR of (T r M, g S ), this leads to the condition
. Switching the indices i and j, as well as k and l, we find
Using the symmetries of the curvature tensor, it then easily follows that
and an orthogonal basis for T (x,u) M 2 is given by
The number λ has a clear geometric meaning. Take a nonzero vertical vector U at (x, u):
The angle between the two vectors has cosine given by
By the Cauchy-Schwarz inequality, we have
1 + λ 2 with equality if and only if (α 1 , . . . , α n−1 ) and (β 1 , . . . , β n−1 ) are proportional. We conclude that the angle θ between V T r M (x,u) and T (x,u) M 2 is such that cos θ = 1/ √ 1 + λ 2 or tan θ = λ. So, λ determines the angle between V T r M and M 2 at (x, u) (and hence also between V T r M and M 1 at that point).
Remark 2. Actually, we can give a stronger formulation of the lemma. To see this, consider the mapping π 1 :
Clearly, this mapping is linear and one-to-one on (X n h ) ⊥ . We restrict π 1 to (X n h ) ⊥ ∩ T (x,u) M 1 and define the linear mapping
where, as before, π : T r M → M is the natural projection map. Since
the map A is an isometry from u ⊥ to X n ⊥ . It associates to a vector X, orthogonal to X n , the unique vector Y , orthogonal to u, such that X h + λY t is tangent to M 1 at (x, u) (or such that λX h − Y t is tangent to M 2 at (x, u)). So, in the lemma, we can actually choose an arbitrary orthonormal basis {X 1 , . . . , X n−1 } of X n ⊥ (or, alternatively, an arbitrary orthonormal basis {Y 1 , . . . , Y n−1 } of u ⊥ ). We will use this possibility in the subsequent subsections. The vectors X n (up to sign) and u, on the other hand, are determined geometrically. 4.2. Curvature conditions. Since (T r M, g S ) is a (local) Riemannian product, all the expressions of the formR(U, V)W are zero when U is tangent to M 1 and W is tangent to M 2 at (x, u). Using the curvature formulas (2) , this leads to a number of curvature conditions for the manifold M . We list some of these now. From now on, indices i, j, k and l belong to {1, . . . , n − 1} unless stated otherwise.
The tangential and horizontal components ofR
These conditions can be rewritten in an easier form. To start, we take the inner product of (3) with Y l . This gives
This is equivalent to
By interchanging the indices j and l in this expression and adding both formulas, respectively subtracting them, we get
Substituting (11) in (4), we find the simpler form
Next, we substitute (3) in (5) to obtain
Taking the inner product with Y l , we get
Substituting (14) and (15) in (6), we find 1
In order to rewrite (7), we proceed as with (3): we take the inner product with Y l , and we use curvature properties to obtain
. (Note that we also need (11) to know that the left-hand side in (17) is orthogonal to X n .) Again switching the indices j and l and adding and subtracting the two formulas, we get
Substituting (17) and (19) in (8), this reduces to
or equivalently, via (15), to
It is now easily verified that (9) is a consequence of the above formulas. As to (10), using (17) and (20), it simplifies to
In the rest of this section, we will only need the formulas (12), (13), (16), (18), (19) and (22).
Clifford structures.
Putting j = l in (12) and (18), we see that
Since R(u, Y j ) is a skew-symmetric operator, the nonzero eigenvalues of R(u, Y j ) 2 must have even multiplicity. Hence,
• if n is even, the eigenvalue −4/r 2 has even multiplicity n − 2 on {X j , X n } ⊥ . Hence, the eigenvalue corresponding to X n must be zero. This implies that R(u, Y j )X n = 0 for j = 1, . . . , n − 1. By (13), also R(Y j , Y k )X n = 0 for j, k = 1, . . . , n − 1. We conclude that X n belongs to the nullity distribution of the curvature tensor R x . In this case, the conditions (12), (13) and (16) are trivially satisfied; • if n is odd, the eigenvalue −4/r 2 has odd multiplicity n − 2 on {X j , X n } ⊥ .
So, the eigenvalue corresponding to X n must be −4/r 2 as well. Hence, it follows that |R(u, Y j )X n | 2 = 4/r 2 for j = 1, . . . , n − 1. By Remark 2, we even have |R(u, Y )X n | 2 = 4/r 2 for every unit vector Y orthogonal to u. Polarizing this identity, we obtain g(R(u, Y )X n , R(u, Z)X n ) = (4/r 2 ) g(Y, Z) for all vectors Y and Z orthogonal to u. In particular, the right-hand side of (12) equals −(8δ jl /r 2 )X n . In this case, conditions (12) and (13) are included in (18) and (19) if we allow the index i to be n.
Next, we put i = j = l in (18). Since R(u, Y j )X j = 0 (this follows from
Since the right-hand side of this expression vanishes both when n is odd and when n is even, we conclude
for j, l = 1, . . . , n − 1.
We are now ready to discover Clifford representations in our formulas, in particular in (12) and (18). First, consider the case when n is even. For j = 1, . . . , n − 1, define the operators R i acting on V n = T x M by
where ·, = g x . In particular, it follows that R i X i = X n , R i X n = −X i and R i X j = (r/2)R(u, Y i )X j , j = i. Clearly, R i is a skew-symmetric operator and R i 2 = −id.
For i = j = k = i, we calculate: (18) and (23)).
So, for i, j = 1, . . . , n − 1, the operators R i satisfy
and they correspond to a Clifford representation of an (n − 1)-dimensional Clifford algebra on an n-dimensional vector space. It is well known (see, e.g., [1] or [3] ) that a given real Clifford algebra, say of dimension m, has only one (if m ≡ 3 (mod 4)) or two (if m ≡ 3 (mod 4)) irreducible representations and that the dimension n 0 of the corresponding irreducible Clifford module is completely determined by m. This relationship is given in the following table.
m 8p 8p + 1 8p + 2 8p + 3 8p + 4 8p + 5 8p + 6 8p + 7
For a reducible Clifford module, the dimension is a multiple kn 0 of the number n 0 corresponding to the appropriate Clifford algebra.
In the present situation, we have m = n − 1 and kn 0 = n for even n. Therefore:
• if n = 8p: 8p = k2 4p−1 and hence p = 1, k = 1 and n = 8;
• if n = 8p + 2: 8p + 2 = k2 4p+1 and hence p = 0, k = 1 and n = 2;
• if n = 8p + 4: 8p + 4 = k2 4p+2 and hence p = 0, k = 1 and n = 4;
• if n = 8p + 6: 8p + 6 = k2 4p+3 , which has no solutions.
Next, suppose that n is odd. Now, we define operators R i , i = 1, . . . , n − 1,
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. . , n − 1. So, we have again a Clifford representation, this time with m = n − 1 and kn 0 = n + 1 for odd n. Therefore, by the table above:
• if n = 8p + 1: 8p + 2 = k2 4p and hence p = 0, k = 2 and n = 1;
• if n = 8p + 3: 8p + 4 = k2 4p+2 and hence p = 0, k = 1 and n = 3;
• if n = 8p + 5: 8p + 6 = k2 4p+3 , which has no solutions;
• if n = 8p + 7: 8p + 8 = k2 4p+3 and hence p = 0, k = 1 and n = 7. We conclude from this subsection that diagonal decompositions can only occur when the base manifold has dimension 2, 3, 4, 7 or 8. (The case n = 1 is irrelevant, since then T r M has dimension equal to one and no decompositions exist.)
The remaining dimensions.
Case n = 2. In this situation, we have a two-dimensional manifold for which the nullity vector space of the curvature tensor is non-trivial. This implies that the curvature tensor is identically zero and the space is flat.
Conversely, since any tangent sphere bundle of a flat surface M 2 (0) is a flat threedimensional space, a diagonal decomposition actually exists around each point (x, u) of T r M 2 (0). Note, however, that we also have T r M 2 (0)
. So, T r M 2 (0) also admits a vertical decomposition.
Case n = 3. Let X 3 be the unique unit vector (up to sign) such that X 3 h is tangent to M 1 at (x, u). Pick a unit vector X 1 orthogonal to X 3 and let Y 1 be the corresponding unit vector orthogonal to u (i.e., X 1 h + λY 1 t is tangent to M 1 ). From the comments at the beginning of Subsection 4.3, we know that (r/2)R(u, Y 1 )X 3 is a unit vector, which is moreover orthogonal to X 1 and X 3 . So, we obtain an orthonormal basis {X 1 , X 2 , X 3 } by defining X 2 to be X 2 := (r/2)R(u, Y 1 )X 3 . Let Y 2 be the corresponding unit vector orthogonal to u and Y 1 . (Since each Y i is fixed together with its corresponding X i , we will not mention this explicitly anymore in what follows.)
Using the properties of the operators R(u, Y 1 ) and R(u, Y 2 ), we then deduce that (13) and (19) it follows that 2, 3 , from the equalities (16) and (22), writing R(u, R(X i , X j )u)X k as g(R(u, Y l )X i , X j ) R(u, Y l )X k and using (24) and (25). This gives (26)
where A = (λ 4 − λ 2 + 1)/λ 2 and C = (3λ 2 + 1)/λ 2 .
Since both {X 1 , X 2 , X 3 } and {Y 1 , Y 2 , u/r} are orthonormal bases for T x M , there is an orthogonal matrix
Changing X 3 to −X 3 if necessary, we may even suppose that Q ∈ SO (3) . Then
If we let both sides act on X 1 , X 2 and X 3 and if we use (24), (25) and (26), we find that
Since Q ∈ SO(3), it follows that q 21 2 + q 22 2 + q 23 2 = 1 and hence 1 = (3λ 2 + 1)/2λ 2 or λ 2 + 1 = 0, which is a contradiction. Hence, no three-dimensional manifold admits a diagonal decomposition of its tangent sphere bundles at any point.
Case n = 4. Let X 4 be the unique unit vector (up to sign) in the nullity distribution of R x . Take two mutually orthogonal unit vectors X 1 and X 2 perpendicular to X 4 . Since (r/2)R(u, Y 1 )X 2 is a unit vector and orthogonal to X 1 , X 2 and X 4 , we can define X 3 := (r/2)R(u, Y 1 )X 2 . From the properties of the operators R(u, Y i ), i = 1, 2, 3, it follows that
Next, we decompose X 4 with respect to the basis {Y 1 , Y 2 , Y 3 , u/r}:
Then R(u,
. Since X 4 belongs to the nullity distribution of R, this operator vanishes identically. By (27), we must have q 1 = q 2 = q 3 = 0. Hence, X 4 = ±u/r. But this is impossible, since u clearly does not belong to the nullity distribution. So, also for four-dimensional manifolds, a diagonal decomposition of its tangent sphere bundles does not exist at any point.
Case n = 7. The argument for n = 7 goes along the same lines as that for n = 3, but it is more involved technically. Again we start with the unit vector X 7 , uniquely determined up to sign, such that X 7 h is tangent to M 1 , and with an arbitrary unit vector X 1 orthogonal to X 7 . The unit vector X 2 := (r/2)R(u, Y 1 )X 7 is orthogonal to both X 1 and X 7 . Then it follows that
Note that R(u, Y 1 ) and R(u, Y 2 ) preserve span{X 1 , X 2 , X 7 }, hence by skew-symmetry also its orthogonal complement. Next, take a unit vector X 4 orthogonal to X 1 , X 2 , X 7 and define the unit vectors X 5 := (r/2)R(u, Y 2 )X 4 and X 6 := (r/2)R(u, Y 1 )X 4 . Then X 5 and X 6 are already orthogonal to X 1 , X 2 , X 4 and X 7 . Further,
and X 5 and X 6 are mutually orthogonal as well. Finally, since R(u, Y 1 )X 5 is orthogonal to X 1 , X 2 , X 5 , X 7 and
we may define X 3 := (r/2)R(u, Y 1 )X 5 . In this way, we have defined an orthonormal basis {X 1 , . . . , X 7 }, and the actions of the operators R(u, Y i ), i = 1, . . . , 6, can be computed explicitly in this basis using the properties (12), (18) and (23) above. We obtain (13) and (19):
Using (16) and (22), we can now compute the curvature components R(X i , X j )X k for i, j, k = 1, . . . , 7:
where A = (λ 4 − λ 2 + 1)λ 2 , B = (λ 2 + 1) 2 /λ 2 and C = (3λ 2 + 1)/λ 2 . We now show that the tables above are incompatible. To see this, we relate the two orthonormal bases {X 1 , . . . , X 7 } and {Y 1 , . . . , Y 6 , u/r} by an orthogonal transformation. Let Q = (q ij ) ∈ O (7) be such that
Putting Q ij kl := q ik q jl − q il q jk , we then have the equality
So,
= 2(Q 12 12 − Q 12 34 + Q 12 56 ) and 2 = r 2 g(R(X 1 , X 2 )X 5 , X 6 ) = 2(Q 12 12 + Q 12 34 − Q 12 56 ). This implies that Q 12 12 = 1. Now, using the Cauchy-Schwarz inequality and the fact that Q is orthogonal, we find that 1 = Q 12 12 = q 11 q 22 − q 12 q 21 = (q 11 , q 12 ) · (q 22 , −q 21 ) ≤ q 11 2 + q 12 2 q 21 2 + q 22 2 ≤ q 11 2 + · · · + q 17 2 q 21 2 + · · · + q 27 2 = 1.
Hence, all the inequalities must be equalities. In particular, we have q 13 = · · · = q 17 = q 23 = · · · = q 27 = 0 and consequently
where 1 = ±1 and θ 1 is some real number. In a similar way, we can show that Q 34 34 = Q 56 56 = 1 and that
As a consequence, we also have X 7 = u/r, = ±1. Using the tables above, we find that
which gives a contradiction. So, also seven-dimensional manifolds cannot have a diagonal decomposition for their tangent sphere bundles at any point.
Case n = 8. This case is treated as the case n = 4, but the appropriate choice for the basis {X 1 , . . . , X 8 } requires a little more care. Let X 8 be the unique unit vector (up to sign) in the nullity distribution of R x and take two arbitrary unit vectors X 1 and X 2 that are mutually orthogonal and perpendicular to X 8 . As before, we
Vertical decomposition
Now, we suppose that we have a vertical decomposition {q}) ). So, the leaves M 1 × {q}, corresponding to the product, project under π to a foliation L 1 on (M, g) and π −1 (L 1 ) = {M 1 × {q}, q ∈ M 2 }. Let L 1 be the distribution on M tangent to L 1 . Define the distribution L 2 to be the orthogonal distribution to L 1 on M . Then
where h denotes the horizontal lift.
If X and Y are vector fields on M tangent to L 1 and U , V are tangent to L 2 , then X h , Y h are tangent to M 1 and U h , V h are tangent to M 2 . Because of the product structure, we have that∇ X h Y h and∇ U h X h are tangent to M 1 and∇ U h V h and∇ X h U h are tangent to M 2 . Using the expressions (1) for∇, this means that • ∇ X Y and ∇ U X are sections of L 1 : so, L 1 is totally geodesic and even totally parallel; • ∇ U V and ∇ X U are sections of L 2 : so, also L 2 is totally geodesic and totally parallel (in particular, L 2 is integrable with associated foliation L 2 ); • R(U, V )u = R(X, U )u = 0: so, L 2 is contained in the nullity distribution of the curvature. The leaves of L 2 are therefore flat. These properties imply that L 1 and L 2 consist of the leaves of a local Riemannian product M M × R k where k = dim L 2 ≤ n (see [8] ).
Suppose conversely that M n is locally isometric to M × R k for 1 ≤ k ≤ n. This gives rise to two foliations on M n : L 1 = {M ×{v}, v ∈ R k } and L 2 = {{p}×R k , p ∈ M }. Define two complementary distributionsL 1 andL 2 on T r M bỹ
It is easily checked using (1) thatL 1 andL 2 are totally geodesic and totally parallel complementary distributions. Hence, the leaves of their corresponding foliationsL 1 andL 2 are actually the leaves of a local Riemannian product. In particular, note thatL 1 = {π −1 (M × {v}), v ∈ R k }. So, T r M is indeed locally reducible.
Global results
We continue with the notation of the previous section. In order to derive results concerning the global reducibility of (T r M, g S ), we will exploit the relationship between the foliations L 1 and L 2 of (M, g) and the foliationsL 1 andL 2 of (T r M, g S ) in the case of a vertical decomposition. We have already remarked that L 1 andL 1 determine each other reciprocally by L 1 = π(L 1 ) andL 1 = π −1 L 1 . The relationship between the foliations L 2 andL 2 is not so straightforward. We still have L 2 = π(L 2 ), but determiningL 2 from L 2 requires a little more care. To construct the leafS ofL 2 through a point (x, u) ∈ T r M , consider all the curves in the leaf S of L 2 starting at x ∈ M . Then,S consists of all end-points of the horizontal lifts of these curves starting at (x, u). We callS the horizontal lift of S through (x, u). SinceS is everywhere horizontal, the map π :S → S is a local isometry andS is a Riemannian covering of S. When S is simply connected,S and S are globally isometric and, in particular, one-to-one. Remark 4. The proof of the Global Theorem continues to hold when n = 2 for the case of a vertical global decomposition of (T r M, g S ). Clearly, the base manifold is then flat. That we need the simply connectedness of the flat factor can be seen from the example of a two-dimensional flat cone C. The vertical and horizontal distributions on T r C are both integrable, and locally their integral manifolds are the leaves of the local product foliation on T r C. If it were a global decomposition, every maximal integral manifold of the horizontal distribution would intersect every vertical fiber exactly once and it would be isometric to C under the natural projection π. This would define a global parallelization of C, contrary to the fact that its full holonomy group is non-trivial.
