, it fits into a unique niche among forages. Extensive efforts have been made to test its nutritional responses and management (Overman et al., 1990; Franzluebbers et al., 2001) .
The evaluation of the biomass production of bermudagrass usually takes multiple harvests that are traditionally considered time consuming and labor intensive, requiring additional drying facility resources as an additional expense. To assess the nutritional values of bermudagrass, the forage nutritive value analysis has been the traditional choice, which involves evaluations performed through wet and ignition laboratory (Kellems and Church, 2009) and near-infrared reflectance spectroscope (NIRS) laboratory analysis (Norris et al., 1976) . Although the test results were considered accurate and reliable, the analysis process could take weeks to complete, leading to high turnaround time (Pittman et al., 2016) .
To solve the drawbacks of traditional labor-and timeconsuming bermudagrass harvests and nutritive value evaluation, mainly two approaches-advanced machinery and sensor technology-have been proposed (Stoll and Kutzbach, 2001; Srivastava et al., 2006) . Since sensor technology has significant advantages over the machinery upgrade in terms of cost expenses and land-scale flexibility, there are many studies focused on applications of various types of remote sensors on bermudagrass evaluation (Pittman et al., 2015 (Pittman et al., , 2016 . Remote sensing technologies are mainly based on spectral sensors. Plant canopies absorb, reflect, or transmit energy differentially depending on incident radiation and canopy structure and photosynthetic characteristics. In this sense, canopy spectral signature indirectly measures both agronomic and physiological performance (Peñuelas and Filella, 1998) . Spectral sensors have been successfully used to estimate plant biomass (Fricke and Wachendorf, 2013; Pittman et al., 2015; Inostroza et al., 2016) , chlorophyll content (Araus and Cairns, 2014) , plant water content (Ceccato et al., 2002) , canopy photosynthetic metabolism (Serbin et al., 2012) , and the lignin and N concentrations (Martin and Aber, 1997) of several crops including bermudagrass (Pittman et al., 2015 (Pittman et al., , 2016 .
Additionally, ultrasonic and laser sensors have been proposed to estimate canopy structure. Ultrasonic proximity sensors reflect the approximate distance to target by calculating the time interval between the signal sending and receiving (Aziz et al., 2004; Escolà et al., 2011) . Laser proximity sensors work either through the phase-shift method, which compares the reflection of beams, with the time-of-flight method, which is based on calculation of the time taken to capture the reflected optical pulse. In forage species, ultrasonic and laser sensors have been mainly used to predict plant height. For instance, using a 540-MHz ultrasonic sensor, Pittman et al. (2015) were able to predict the plant height of bermudagrass with a high level of accuracy.
Similar results were obtained predicting plant height of a grass-legume mixed sward with an 18-kHz ultrasonic sensor (Fricke and Wachendorf, 2013) .
Utilization of remote sensing strategies for prediction of the forage nutritive values and biomass could potentially allow efficient adjustment of grazing management and rapid decision making on the inclusion of feed supplements (Pittman et al., 2016) . The sensor combinations (ultrasonic, laser, and spectral sensors) were expected to outperform the traditional remote sensing approach, as various sources of data could provide more relevant information and complement each other.
Historically, prediction models have been fitted with linear regression techniques that use multivariate inputs (Hernandez et al., 2015; Inostroza et al., 2017) . Partial least square (PLS) regression is a widely used methodology to regress predictor data against target prediction traits based on the assumption that the response variables are from a process generated by unobserved latent variables (Rosipal and Krämer, 2006) . It is a competitive prediction model, both due to its light computational requirements and superior performance when collinearity exists in the dataset (Wold et al., 1984) . Although PLS regression initially gained popularity in chemometric studies for its superior prediction performance (Sjöström et al., 1983; Geladi and Kowalski, 1986; Frank, 1987; Tobias, 1995) , its application has now been expanded to various research fields, such as genetics and ecological studies (Nguyen and Rocke, 2002; Carrascal et al., 2009) .
In spectral sensor data analysis, PLS regression was almost used as the default statistical methodology to predict various interests (e.g., estimation of grass biomass and measurement of N status) (Hansen and Schjoerring, 2003; Cho et al., 2007) . However, other prediction methodologies, such as ridge regression and random forest (RF), have been used in other applications and showed competitive performance that could potentially outperform PLS regression (Abdel-Rahman et al., 2013; Hernandez et al., 2015) . Additionally, there are some other nonlinear, competitive prediction methods that have not been explored, such as support vector machine (SVM).
Ridge regression is a methodology initially proposed by Hoerl and Kennard (1970) to address the potential instability in the least square estimations by adding a small constant value to the diagonal entries of the matrix X T X before taking its inverse. Even though the ridge regression estimators are biased, the prediction performance of this methodology is quite competitive. Because of the small noise added to the diagonal entries of the matrix X T X, the ridge regression can handle the multicollinearity neatly, which is especially helpful in the sensor data, as the collinearity is not uncommon (Mahajan et al., 1977; Rook et al., 1990) . Support vector machine regression was based on the classification algorithm that projected the data into vegetative index (IRVI), normalized difference red edge index (NDRE), NDVI from a Crop Circle ACS-430 active canopy sensor (HSNDVI) (Holland Scientific), leaf area index proxy index (LAIVI), chlorophyll content index (CCCVI), red-edge reflectance (RE), near-infrared reflectance (NIR), red reflectance, vegetation temperature, incident photosynthetically active radiation (iPAR), reflected photosynthetic active radiation (rPAR), and reflectance at 532, 550, and 700 nm.
The agronomically important traits were DMY and concentrations of crude protein (CP), Ca, P, K, Mg, acid detergent fiber (ADF), neutral detergent fiber (NDF), total digestible nutrients (TDN), lignin, in vitro true dry matter digestibility (IVTDMD), ash, 48-h-digestible NDF (dNDF48), fructan, sugars, and water-soluble carbohydrates (WSC). All these traits, with the exception of DMY, are indicators of forage feeding quality (National Research Council, 2001) . The DMY and forage nutritive value analyses were estimated by hand clipping two 0.11-m 2 quadrats per plot to a 2.5-cm stubble height. Samples were dried in a forceddraft oven at 50°C for 5 d, weighed, ground in a Wiley mill (Thomas Scientific) to pass a 1-mm screen, and submitted for nutritive value analysis. All nutritive value analyses were conducted using the Foss 6500 NIRS instrument. The samples were scanned using Foss ISIScan software (Infrasoft, 2003) , and nutritive values were estimated using prediction equations for grass hay developed by the NIRS Forage and Feed Testing Consortium (Hillsboro, WI).
Missing values of sensor measurements were handled in two ways. If the missing values for a single observation were found in more than three sensor variables, the observation was removed. If the missing values were in less than three sensor variable measurements, then they were filled with imputation from a linear model. To impute the missing values, all the sensor variables without missing values on the target imputation rows were fitted on a linear model, then a stepwise Akaike's information criterion was used to reach the final model. Thereafter, the prediction values from the final models were used to fill in the missing values in the target rows. In this study, five ultrasonic data points were imputed.
Feature Engineering Given the variables in dataset, the canopy temperature depression (CTD) index and fraction intercepted photosynthetically active radiation (FIPAR) were calculated as
where airTemp is the air temperature and VegTemp is the vegetation temperature.
The calculated CTD and FIPAR were incorporated into the dataset and at the same time, and variables of air temperature, vegetation temperature, iPAR, and rPAR were removed before further analysis.
Criteria of Model Performance
To evaluate the performance of models to predict a target trait, the RMSE was proposed. However, because there are multiple traits with different measurement units in the dataset and comparison among the performance of different traits were also hyperplanes for differentiation and has been adapted to regression problems through a fixed feature-space transformation (Bishop, 2007) . Considering the flexibility of kernel functions to capture the nonlinearity relationships, it has been widely adapted for various uses (e.g., prediction of corporate financial distress, exchange rate prediction, wind speed prediction, and remote sensing) (Mohandes et al., 2004; Pai et al., 2006; Hua et al., 2007; Mountrakis et al., 2011) . Random forest is an ensemble learning method based on constructing multiple decision trees and obtaining the regression prediction by the mean of each tree's prediction (Liaw and Wiener, 2002) . The combination of random selection of variables at each tree node split, full tree length growth, and multiple tree copies gives RF superior performance in multiple problems and effectively avoids overfitting issues.
There is limited information regarding the performance of the nonlinear prediction methodologies (i.e., ridge regression, SVM regression, and RF) in the forage context. Thus, our objectives were twofold: (i) to evaluate the performance of prediction methodologies in agronomically important bermudagrass traits; and (ii) to evaluate the impact of sensor variables on predictive model performance.
MATERIALS AND METHODS

Experiment Description
The experiment was performed on a 15-yr-old, well-estab- , respectively, and a pH of 6.3. Soil was amended with 178 kg K ha −1 (0-0-60, muriate of potash) (Pittman et al., 2015) .
The trial was setup as a randomized complete block design with seven levels of N treatments (0, 28, 56, 84, 112, 168, and 224 kg N ha −1 ) and four blocks (3.0-m ´ 6.0-m plot size). The treatment design was structured to ensure maximum variability in responses (dry matter yield [DMY] and nutritive value), which is needed for model construction. The N treatments were initially applied on 1 May 2015 and reapplied on 15 June 2015 (Pittman et al., 2015) .
Measurements
Data were collected in 2015 using both standard physical methods and sensor measurements with a multisensor array including ultrasonic, laser, and spectral sensors described by Pittman et al. (2015) . Seven harvests occurred across the summer, with the first harvest on 18 May and the last harvest on 18 August with an average of 14-d harvest intervals. The total number of measurements was 532, with 17 predictors and 16 response variables. The measurement variables include lasers (Pittman et al., 2015) , ultrasonic, normalized difference vegetation index (NDVI) from GreenSeeker (Trimble), infrared reflectance of interest, the normalized RMSE (NRMSE) was used. The RMSE and NRMSE were calculated as
where Y i denoted the observed value and  i Y denoted the predicted value of corresponding observation, and y is the mean of the observations in the test dataset.
Although the usage of NRMSE makes the model performance across all the traits comparable, the accuracy of the prediction was not very well characterized. Therefore, the predictability (the correlation between predicted and observed values) was also calculated.
Evaluation of the Prediction Methodologies
In this study, PLS regression was used as the benchmark, and other statistical methodologies need to surpass its performance to be considered as alternatives. The methodologies tested included ridge regression, SVM, and RF. The tuning of the model parameters was determined with the inner loop of the nested cross-validation, and their performance was evaluated with the hold-out dataset in outer loop (Fig. 1) . For the PLS regression and RF, the tuning parameters tested were 'ncomp' (1-15) and 'mtry' (1-10), respectively. Additional tuning parameters such as number of trees were determined by internal algorithms used in the 'caret' package (in R version 3.3.2; R Core Team, 2016) and were combined with predefined testing parameters to form the tuning grids. For ridge regression and SVM, the number of parameters tested and selected by the 'caret' package was set to 20, which is a compromise between the computing time and reliability of parameter selections. The tuning parameter of ridge regression was weight decay (l), whereas SVM had two parameters (s and cost) to tune. After the determination of model parameters, the models could be potentially used to predict future harvests with upcoming sensor data measurements.
The estimation of model performance with cross-validation could be biased (Varma and Simon, 2006) . Therefore, to have a solid evaluation of the performance of predictive models in this study, the nest cross-validation was used (Krstajic et al., 2014) . In the nest cross-validation setup, the data were split into k-fold, and each time onefold was retained for testing and the remaining k − 1 folds were used for training and validation (Fig. 1) . Different from k-fold cross-validation, the hold-out sets do not have an impact on the parameter tuning and selections, only providing performance measurements of models.
Evaluation of Predictor Variables
Since biomass is the most important agronomic trait in this study, it was used as a prediction target to illustrate the model performance after the removal of variables. The deterioration of performance after removal of a variable was used to measure the importance of the removed variable. The importance of variables was determined with a step-by-step elimination. The NRMSE was recorded for each removed variable, and after each variable had been eliminated, the one with the lowest NRMSE was removed. In each round, only one variable was removed and the rest were used for model training and prediction testing. The assumption of removing the variable with the lowest NRMSE is that if the variable is important, by removing it, the performance of model should deteriorate quickly, resulting in high NRMSE. By repeating the process until only two variables remained, the importance of each sensor variable was determined. Statistical analysis was done using R (version 3.3.2) packages 'caret,' 'e1071,' 'ggplot2,' and 'MASS' (R Core Team, 2016).
RESULTS
Predictability, which is the correlation between predicted and test dataset values, of the four methodologies was compared (Fig. 2) . The RF and SVM with radial kernels were consistently better in prediction accuracy than PLS regression and ridge regression. In all the traits except DMY, SVM predicted better than RF with higher predictability values. Both PLS regression and ridge regression had similar performance and were not statistically different in all traits. By the criteria of the predictability of traits >0.85 for the best performance model, CP, DMY, dNDF48, IVTDMD, TDN, K, Mg, P, ADF, fructan, and NDF could be reliably predicted by sensor data (Fig. 2) .
Although the predictability reflects the overall trends of relative model performance, it does not provide a good measurement of total missing prediction loss and bias, which are the magnitude of prediction deviations from the real measured values. Therefore, the NRMSE of the models were also reported to reflect the absolute missed prediction. It was apparent that model prediction performances of RF and SVM with radial kernel were more accurate than those for PLS and ridge regression (Fig. 3) . Between RF and SVM, the performance greatly depended on the traits in the study. For example, for ash and TDN, the methods RF and SVM have similar performance. The RF method had a more accurate prediction performance for the DMY trait, whereas the SVM was slightly better in CP, sugars, WSC, dNDF48, IVTDMD, Ca, K, Mg, Fig. 1 . An example of nested cross-validation with outer and inner loops both set as five folds. Fig. 2 . Predictability (correlation between predicted and test dataset values) of 16 agronomically important traits with four statistical methods; partial least square regression (pls), ridge regression (ridge), support vector machine (svmRadial), and random forest (rf). The whisker bar represents the SE of the mean. DMY, dry matter yield; WSC, water-soluble carbohydrates; dNDF48, 48-h-digestible neutral detergent fiber; IVTDMD, in vitro true dry matter digestibility; TDN, total digestible nutrients; ADF, acid detergent fiber; NDF, neutral detergent fiber. Fig. 3 . Normalized RMSE (NRMSE) of 16 agriculturally important traits with four statistical methods; partial least square regression (pls), ridge regression (ridge), support vector machine (svmRadial), and random forest (rf). The whisker bar represents the SE of the mean. DMY, dry matter yield; WSC, water-soluble carbohydrates; dNDF48, 48-h-digestible neutral detergent fiber; IVTDMD, in vitro true dry matter digestibility; TDN, total digestible nutrients; ADF, acid detergent fiber; NDF, neutral detergent fiber. P, ADF, fructan, lignin, and NDF (Fig. 3) . Comparisons among the traits indicate that CP, DMY, sugars, and WSC are more difficult to predict than the other traits in terms of the total prediction loss. Out of all the traits, DMY is the most difficult trait to predict, whereas TDN, dNDF48, ADF, and NDF do not have much bias in predictions and are the traits most easily predicted. The results from NRMSE and predictability were not perfectly matched, as some of the traits, such as DMY and CP, had decent predictability but high values of NRMSE.
The DMY and TDN traits were selected based on largest and smallest NRMSE and to represent biomass and forage quality for further detailed investigation on the prediction performance (Fig. 4) . For DMY, most of the values clustered between 0 and 2500 kg ha −1 , in which the prediction values in PLS regression and ridge regression had greater variance than SVM and RF. At observations of high DMY, the prediction of all the methodologies tended to underestimate the observed value (Fig. 4) . The prediction patterns between SVM and RF were similar, and the Fig. 4 . Predicted vs. observed values of dry matter yield (left panels) and total digestible nutrient traits (right panels) with four different statistical methods; partial least square regression (PLS), ridge regression (ridge), support vector machine (svmRadial), and random forest (RF). The 1:1 line was used to illustrate a perfect match for the predictions and observations. predictability of RF (0.887) and SVM (0.883) were almost the same (Fig. 4) . Conversely, the overall value distribution of TDN was relatively uniform across the value range. The SVM and RF had more accurate predictions of TDN compared with PLS regression and ridge regression, which reflected as data points were closer to the 1:1 perfect prediction line (Fig. 4) . There was no obvious bias found in the SVM model, and its correlation was 0.934, indicating that it could be reliably used for future predictions (Fig. 4) .
After the performance of the models was compared in different traits, the importance of sensor variables was studied as well. As DMY is the most important trait, it was used to represent the impact of removing variables on the model prediction performance. In this study, the interval between harvests was ~14 d. The average DMY of seven harvests across the summer from the first to last were 1757, 2408, 2857, 2062, 2621, 1893, 1746 kg ha −1 , respectively. The greatest yield occurred at the third harvest (22 June), and lesser yields were measured in early and late summer. Since NRMSE could reflect the performance of models on both the prediction and bias aspects, it was used to study the impact of removed variables on model performance. The removal of the first eight predictor variables (NDRE, RE, LAIVI, FIPAR, HSNDVI, CCCVI, CTD, and IRVI) did not have much impact on the prediction of DMY, and the performance of all predictive methods was stable (Fig. 5) . For PLS regression and ridge regression, after removal of the ninth variable (IRVI), the prediction performance exhibited a steep drop, and a similar situation occurred again when the 14th variable (red reflectance) was removed, at which point the NRMSE for PLS and ridge regression increased at least 40% compared with the starting point, reaching the largest value observed. On the other hand, after the removal of the 10th variable (NDVI) and the remaining variables, RF prediction performance gradually decreased while NRMSE increased ~21% compare with its initial value for all variables. Moreover, the NRMSE of SVM started at a greater value than RF but was stable in the variable reduction process, resulting in only a 9% increase in NRMSE. Overall, RF and SVM were more stable than PLS regression and ridge regression when there was variable information missing in the dataset.
DISCUSSION
Dry matter yield and its nutritive value are key traits for any grazing-based livestock system (Barrett et al., 2015; Inostroza et al., 2016) . Conventional methodologies to estimate them are time consuming and expensive (Nie et al., 2009; Pittman et al., 2015) . In the last decades, NIR spectroscopy under laboratory conditions has reduced the time and cost required to estimate these traits. However, NIR spectroscopy analysis still takes at least 1 wk to complete, leading to high turnaround time (Nie et al., 2009) , and it still requires processing of the samples. Remote sensing technology offers instantaneous and reliable estimation of DMY and some nutritive value traits under field conditions (Cobb et al., 2013; Araus and Cairns, 2014; Inostroza et al., 2016) . In this work, using a multisensor device was possible to fit a model that predicted, with a high level of accuracy and low error, DMY and some nutritive value traits in a bermudagrass sward (Fig. 2 and 4) . Fricke and Wachendorf (2013) predicted DMY in mixed and Fig. 5 . Normalized RMSE (NRMSE) performance of dry matter yield after removing sequentially predictor variables one by one (x axis) with four statistical methods: partial least square regression (pls), ridge regression (ridge), support vector machine (svmRadial), and random forest (rf). The whisker bar represents the SE of the mean. NDRE, normalized difference red edge index; RE, red-edge reflectance; LaiVI, leaf area index proxy index; FIPAR, fraction intercepted photosynthetically active radiation; HSNDVI, normalized difference vegetation index from Crop Circle ACS-430 active canopy sensor; CCCVI, chlorophyll content index; CTD, canopy temperature depression index; IRVI, infrared reflectance vegetative index; NIR, near-infrared reflectance; RED, red reflectance; nm700, nm550, and nm532, reflectance at 700, 550, and 532 nm, respectively. pure-species swards using a combination of spectral and ultrasonic sensors. With traditional PLS regression, they fitted a model with a similar level of accuracy as obtained in the present work (r 2 values ranging 0.83-0.90). Regarding forage quality traits, our analysis showed high prediction performance. Zhao et al. (2007) studied the prediction of forage biomass and quality parameters of bermudagrass with canopy reflectance measurements in which NDF, ADF, CP, and biomass had predictability around 0.72, 0.45, 0.85, and 0.74, respectively. In comparison, by analyzing the combined sensor data with the SVM model, NDF, ADF, CP, and DMY in our study had predictability around 0.94, 0.93, 0.94, and 0.88, respectively. Knox et al. (2011) reported that the total variance explained by regression for fiber and P traits was 65 and 57%, respectively, when the hyperspectral Carnegie Airborne Observatory sensor was used to predict African savanna forage quality. In our study, the predictability of fiber and P was 90 and 87%, respectively, which could be considered an improvement compared with previous studies. Additionally, Zhao et al. (2007) reported bermudagrass r 2 values of NDF, ADF, and CP of 0.23, 0.21, 0.51, respectively, with two-band reflectance ratios (NIR/red). However, in our study, the same three traits had r 2 values >0.87 (Fig. 2) . Similarly, Lee et al. (2005) reported an r 2 value of 0.85 when predicting P concentration with multispectral image analysis on bahiagrass (Paspalum notatum Flugge), which was lower than our measurement of r 2 = 0.90. Additionally, in their evaluation of prediction performance, neither any form of cross-validation nor a hold-out dataset was used, which is known to lead to overestimation of the prediction ability and overfitting of the prediction models. Moreover, compared with the cross-validation used by Pittman et al. (2016) to evaluate the model prediction, nested cross-validation in this study provided more reliable estimation, as the testing set is not encountered by the model construction, even by indirect manners (Cawley and Talbot, 2010) . Although the prediction capacity for a trait may change depending on the experimental field condition and amount of data used in the construction of the prediction models, our results consistently showed an improvement over the results reported in the literature when using traditional methods.
This work explored alternative statistical methods to improve predictability and outperform the traditional PLS-regression model. To describe model performance, two criteria, predictability and NRMSE, were used ( Fig. 2 and 4) . Some traits (e.g., CP) were high in terms of predictability, but not as good as expected in terms of NRMSE, which could result from the bias of the prediction. Some of the predictions at high values may be underpredicted by the models (e.g., DMY); however, they are still higher in value than the predictions with lower observation values, which would be reflected in NRMSE but would not be covered by the correlations (Barnston, 1992) . Regardless of criteria used to represent model performance, SVM always performed better than PLS regression and ridge regression with higher predictability and lower NRMSE values. In other words, the prediction accuracy of nonlinear models is better than the linear models, which could be caused by some nonlinear trend in the mixed sensor dataset (Fan et al., 2009) . In our study, we did not find a significant difference between PLS and ridge regression; however, Hernandez et al. (2015) better predicted grain yield of wheat using ridge regression models than when using PLS regression.
This study provided evidence that some nonlinear models had superior performance, and they were more robust when there was limited information available. Although the removal of variables may have had some impact on the prediction performance, the degree of prediction accuracy change was quite different. The removal of the first eight variables (NDRE, RE, LAIVI, FIPAR, HSNDVI, CCCVI, CTD, and IRVI) had little impact on prediction performance, which may be interesting information for engineers in future product development to consider. Moreover, SVM and RF had a more robust prediction performance than PLS regression and ridge regression, showing superior prediction accuracy even with reduced information. In summary, by observing 11 out of 16 the traits in this study that could be reliably predicted by the sensor data (with the correlation between observation and prediction >0.85), the application of combined sensor systems to predict forage yield and quality seems very promising.
