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The paper provides an overview of the s-semantic approach to the semantics of logic
programs which had been developed about twenty years ago. The aim of such an approach
was that of providing a suitable base for program analysis by means of a semantics
which really captures the operational behavior of logic programs, and thus offers useful
notions of observable program equivalences. The semantics is given in terms of extended
interpretations, which are more expressive than Herbrand interpretations, extends the
standard Herbrand semantics, and can be obtained as a result of both top-down and
bottom-up constructions. The approach has been applied to several extensions of positive
logic programs and used to develop semantic-based techniques for program analysis,
verification and transformation.
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1. Introduction
In the springtime of 1990 Giorgio Levi visited my Department in Padova. We met many times before, but never worked
together. We were sitting in my room when I started saying: ‘‘I am working on the definition of an OR-compositional
semantics for logic programs. It turns out to be an extension of your s-semantics, all the results can be easily . . . ’’. I could not
finish the sentence. ‘‘I know exactly what you are doing’’, he said immediately, ‘‘yes, I like it’’. That was the beginning of a
productive and very stimulating collaboration on the s-semantic approach to the semantics of logic programs.
This terminology had been coined in [8] to identify many different semantics for logic programs developed between the
end of 1980s and the beginning of 1990s. All these proposals are ruled by the same convincements: a semantics should help
understanding the meaning of programs by providing useful notions of observable program equivalences. Each semantics
in the approach captures some observable properties of logic programs and allows us to detect when two programs cannot
be distinguished by observing their behaviors. That provides a suitable base for program analysis and transformation.
The first example of a semantic construction in this class is the s-semantics introduced by Falaschi, Levi, Martelli and
Palamidessi in [26] to model the computed answer observational equivalence. According to this observable two programs
are equivalent if for any goal G they return the same (up to renaming) computed answers. That does not hold for the least
Herbrandmodel semantics, namely, there exist programswhich have the same least Herbrandmodel, yet compute different
answer substitutions.
There exists another problemwith the least Herbrandmodel semantics: it is not compositional with respect to the union
operation. More specifically, we cannot obtain the semantics of the (syntactic) union of two programs by (semantically)
composing the least Herbrand models of the two components. The compositional semantics for positive logic programs
introduced in [9,10] extends the s-semantics and provides a refined notion of observational equivalence which takes into
account both computed answers and program composition, i.e., two programs P1 and P2 are equivalent if for any goal G and
any program Q , the programs P1 ∪ Q and P2 ∪ Q return the same (up to renaming) computed answers. Other observable
properties can be considered like call patterns [34] or resultants [32], as well as different composition operators. Observable
and composition are the two dimensions which establish different equivalences and different semantics.
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All these semantics are built on syntactic domains consisting of (equivalence classes of) syntactic objects. Syntactic
domains make it possible to define a unique denotation also when there exists no unique representative Herbrand model.
These program denotations capture various computational aspects in a goal independent way. Goal independence is a key
issue. It means that denotations are defined by collecting the observable properties starting with the most general atomic
goals and that they give a complete characterization of the program behavior for any goal.
The paper is organized as follows. In the next section we recall the basic notions, introduce the terminology used in the
paper, and describe the general approach. In Section 3, we introduce its more significant instances: the original s-semantics
[26,27], its compositional extension [9] and the collecting semantics of resultants [34,32] which gives themaximum amount
of information on computations. Finally, Section 5 shows some applications of the approach in the areas of semantics-based
analysis and program transformation.
2. A general overview
Similarly towhat happens for standardHerbrandmodel semantics [23], all the semantics in the s-semantics approach ad-
mit three equivalent constructions: operational, fixpoint andmodel-theoretic. In this sectionwe present these constructions
in a general language independent way. First we recall some basic notions of logic languages and introduce the terminology
used in the paper.
2.1. Basic notions
The reader is assumed to be familiar with the terminology of and the main results in the semantics of logic programs
[47,1]. We briefly recall here few basic notions.
LetL be a first order languagewhose signature consists of a set C of data constructors, a finite setP of predicate symbols,
a denumerable set V of variable symbols. Let T be the set of terms built on C and V . Variable-free terms are called ground.
A substitution is a mapping ϑ : V → T such that the set D(ϑ) = {X | ϑ(X) 6= X} (domain of ϑ) is finite; ε denotes the
empty substitution:D(ε) = ∅. IfW is a set of variables, we denote by ϑ|W the restriction ofD(ϑ) to the variables inW , i.e.,
ϑ|W (X) = ϑ(X) if X ∈ W , and ϑ|W (X) = X if X 6∈ W . Moreover if E is any syntactic object, Var(E) denotes the set of variables
occurring in E and we use the abbreviation ϑ|E to denote ϑ|Var(E). The composition ϑγ of the substitutions ϑ and γ is defined
as the functional composition. Therefore a substitution ϑ is idempotent if ϑϑ = ϑ . A renaming is a substitution ρ for which
there exists the inverse ρ−1 such that ρρ−1 = ρ−1ρ = ε. The pre-ordering 4 (more general than) on substitutions is such
that ϑ 4 σ iff there exists γ such that ϑγ = σ . The result of the application of the substitution ϑ to a term t is an instance
of t denoted by tϑ . We define t 4 t ′ (t is more general than t ′) iff there exists ϑ such that tϑ = t ′. A substitution ϑ is a
grounding for t if tϑ is ground. The relation4 is a pre-order and≈ denotes the associated equivalence relation (variance). A
substitution θ is a unifier of terms t1 and t2 if t1θ = t2θ .mgu(t1, t2) denotes any idempotent most general unifier of t1 and
t2. All the above definitions can be extended to other syntactic objects in the obvious way.
A literal L is an object of the form p(t1, . . . , tn) (atom or positive literal) or¬p(t1, . . . , tn)(negative literal), where p ∈ P ,
t1, . . . tn ∈ T and ¬ denotes negation. A clause is a formula of the form H : −L1, . . . , Ln with n ≥ 0, where H (the head)
is an atom and L1, . . . , Ln (the body) are literals. A definite clause is a clause whose body contains atoms only. If the body
is empty the clause is a unit clause. A normal program is a finite set of clauses. A positive program is a finite set of definite
clauses. A normal (positive) goal is a formula L1, . . . , Lm, where each Li is a literal (atom). If the signature is not specified,
we assume the one defined by the symbols occurring in the program P and denote by pred(P) the set of predicate symbols
occurring in P . The Herbrand baseBP of a program P is the set of all ground atoms whose predicate symbols are in pred(P).
An Herbrand interpretation I for a program P is any subset of the Herbrand baseBP . For ground atoms, the satisfiability
relation is defined as I |H A if and only if A ∈ I . An Herbrand model for a program P is any Herbrand interpretation M
which satisfies all the clauses of P . The intersectionM(P) of all the Herbrand models of a positive program P is a model
(least Herbrand model).M(P) is also the least fixpoint TP ↑ ω of a continuous transformation TP (immediate consequences
operator) on Herbrand interpretations. The ordinal powers of a generic monotonic operator TP on a complete lattice (D,≤)
with bottom ⊥ are defined as usual, namely TP ↑ 0 =⊥, TP ↑ (α + 1) = TP(TP ↑ α), for α successor ordinal and
TP ↑ α = lub({TP ↑ β | β ≤ α}) if α is a limit ordinal. If G is a positive goal, G θ P,R B1, . . . , Bn denotes an SLD-derivation of
B1, . . . , Bn from the goal G in the program P which uses the selection rule R and such that θ is the composition of themgu’s
used in the derivation.G
θ−→P 2 denotes the SLD-refutation ofG in the program P with computed answer substitution θ and
computed instance Gθ . A computed answer substitution is always restricted to the variables occurring in G. We will denote
by X˜ and t˜ a tuple of distinct variables and a tuple of terms respectively, while B˜will denote a (possibly empty) conjunction
of atoms.
2.2. Operational semantics
The s-semantics approach is based on the idea of choosing (equivalence classes of) sets of clauses as semantic domains.
The denotations are defined by syntactic objects, as in the case of Herbrand interpretations, and are calledpi-interpretations.
It is worth noting that the aim of the approach is not defining a new notion of model and that pi-interpretations are not
4694 A. Bossi / Theoretical Computer Science 410 (2009) 4692–4703
interpretations in the conventional sense. The aim is that of providing new notions of program denotations useful from the
programming point of view. The amount of syntax which is needed in the semantic domains depends on the observable
property and on the composition operator we are considering. Consider for example positive logic programs and computed
answer substitutions as observables. Since variables are essential in the description of these observables, the syntactic
construct of variables is added to the Herbrand domain. Thus, the denotation of a program is a set of non-ground atoms,
which can be viewed as a possibly infinite program. This is just an instance of a more general property of denotations within
the approach. Namely denotations are possibly infinite programs and semantic domains are made of syntactic objects.
When we consider also union of programs, non-ground unit clauses are no longer sufficient to describe different status,
and thus denotations are formed by general clauses. Since we have syntactic objects in the semantic domain, we need an
equivalence relation in order to abstract from irrelevant syntactic differences. For instance, in the case of computed answer
substitutions, this relation is variance.
The operational semantics of a program P is then a pi-interpretation I , which has the following property. P and I are
observationally equivalent with respect to any goal G. This is the property which allows us to state that the semantics does
indeed capture the observable behavior. If the equivalence is accurate enough the semantics is fully abstract.
2.3. Fixpoint semantics and unfolding
Similarly to what happens for least Herbrand model semantics [23] the semantics built on pi-interpretations is a
mathematical object which is defined in model-theoretic terms and which can be computed both by a top-down and a
bottom-up construction. The link between the top-down and the bottom-up constructions is given by an unfolding operator
[44]. The equivalence proofs can be stated in terms of simple properties of the unfolding and immediate consequences
operators [21].
Given an operational semantics, the following steps are usually needed in order to define a fixpoint semantics equivalent
to it. First, it is necessary to organize the set of pi-interpretations in a lattice (I,v) based on a suitable partial order relation
v. Second, an immediate consequences operator TpiP is defined and provedmonotonic and continuous on (I,v). This allows
us to define the fixpoint semanticsF (P) for P asF (P) = TpiP ↑ ω. Finally, the fixpoint semanticsF is proved equivalent to the
operational semantics. If this equivalence holds, the immediate consequences operator TpiP models the observable properties
and may be used for bottom-up program analysis.
An intermediate notion of unfolding semanticsU(P) [44] helps in the construction of the equivalence proofs. Unfolding
is a well-known program transformation operationwhich allows us to partially evaluate a program by expanding procedure
definitions at the calling point. If the language syntax is powerful enough to express its own semantics, we can repetitively
apply the unfolding operator and construct a collection of programs and an associate collection of pi-interpretations. The
unfolding semanticsU(P) is obtained as the limit of this process. It is strongly related to the operational semantics, since
they are based on the same inference rule. Indeed, if the unfolding rule preserves the observable properties, then U(P) is
equivalent to the operational semantics O(P). Moreover, the definition of the immediate consequences operator TpiP can be
based on that of the unfolding operator, which is easier to define because of its strong relation to the operational semantics,
and the equivalence proofs can exploit this relation.
2.4. pi-models
As already noticed, a pi-interpretation I is not an interpretation in the conventional sense. It has to be seen as just
a syntactic notation for a set H(I) of Herbrand interpretations.1 For instance, when computer answer substitutions and
positive logic programs are considered, the operational semantics O(P) is a set of non-ground atoms and H(O(P)) is the
set containing only one interpretation: the least Herbrandmodel of P . The following relation holds in all the instances of the
s-semantics approach.
A pi-interpretation I is a pi-model of a program P if and only if every Herbrand interpretation inH(I) is a model of P.
A partial order  is usually defined on pi-interpretations so that I1  I2 means that I1 conveys more information than
I2 and that (I,) is a complete lattice. Indeed, it is worth noticing that the information of a pi-interpretation I1 may be
contained in I2 without I1 being a subset of I2. In the lattice (I,) the greatest lower bound of a set of pi-models is a pi-
model and there exists a least pi-model, which is the least Herbrand model. It is worth noting that the most expressive
pi-model is a non-minimal pi-model.
3. The principal instances
In this section we consider the three principal instances of the s-semantics approach, namely the original computed
answer semantics (s-semantics) for positive programs [26,27], its compositional extension [9] and the collecting semantics
of resultants [34,32] which gives the maximum amount of information on computations.
1 This view, first introduced in [27], prevails that based on the original notions of s-truth and s-model of [26].
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3.1. The computed answer semantics
In the seminal paper [26], the authors motivate their proposal by showing that the standard declarative semantics is
not correct w.r.t. to the observational equivalence based on computed answer substitutions. Namely, there exist programs
which have the same least Herbrandmodel, yet compute different answer substitutions. Consider for instance the following
two programs:
P1 = { r(a). P2 = { r(a).
p(a). p(X).}
p(X).}
They have the same least Herbrand model but different computational behavior since the goal p(X) produces different
answers if queried in P1 or P2.
The problem is that the equivalence based on the logical view considers two programs P1 and P2 equivalent if and only
if any goal G is refutable in P1 if and only if it is refutable in P2. But the equivalence induced by this view is definitely too
abstract to capture the essence of logic programming, i.e. the ability to compute answers. If we observe computed answers
two programs are equivalent if and only if any positive goal G has the same computed instances (up to renaming) in the two
programs. Recall that≈ denotes the variance relation on terms.
Let P1 and P2 be positive logic programs. Then, P1 ' P2 if for every positive goal G, G ϑ−→P1 2 ⇐⇒ G ϑ
′−→P2 2 and
Gϑ ≈ Gϑ ′.
Before defining the operational semantics which captures such equivalence we have to introduce the suitable pi-
interpretations. They are subsets of the quotient set of all the (possibly non-ground) atoms w.r.t. variance.
LetA/≈ the quotient set of all the atoms w.r.t the variance relation≈. A pi-interpretations is any subset ofA/≈.
Wedenote byIpi the set of allpi-interpretations. The equivalence class containing all the variants of the atom A is denoted
by A≈ or by A itself [26], if no ambiguity arises. The operational semantics O(P) is defined as follows.
O(P) = {A≈ | ∃p of arity n ≥ 0, ∃X1, . . . , Xn distinct variables,
∃ϑ such that p(X1, . . . , Xn) ϑ−→P 2,
A = p(X1, . . . , Xn)ϑ}.
Notice that we can associate a program ℘(I) to any pi-interpretation I as follows: ℘(I) = {A | A≈ ∈ I}. Therefore O(P)
can be seen as a (possibly infinite) program containing only facts.
In [26,27]many important results onO(P) are proved. First of all the fact that it correctlymodels the equivalence relation
' on programs, i.e., if two programs have the same semantics then they are equivalent, and that it is fully abstract, i.e., two
equivalent programs have the same operational semantics.
Let P1 and P2 be two positive logic programs. Then, P1 ' P2 if and only if O(P1) = O(P2).
The previous result derives from the fact that the semantics, even if operational, is goal independent, and that it is AND-
compositional, i.e., compositional with respect to the conjunction of atoms.
Let P be a positive programandG = G1 . . .Gn be a positive goal. ThenG ϑ−→P 2 if and only if there exist A1, . . . , An ∈ O(P)
and γ such that γ = mgu((A1, . . . , An), (G1, . . . ,Gn)), Gθ ≈ Gγ and A1, . . . , An are renamed apart w.r.t. G1, . . . ,Gn.
Similar results hold for all the semantics defined according to the s-semantics style. This is also the key property which
allows us to use abstractions of the semantics for goal independent abstract interpretation. The semantics O(P) can be
viewed as a (possibly infinite) program containing only facts and the answer substitutions for a goal G can be determined
by executing G in O(P).
Since the existence of computed answers and successes are strongly related, there must exist a relation between O(P)
and the standard least Herbrand model semanticsM(P). Given a pi-interpretation I we denote by [I] the set of all possible
ground instances of the atoms in (the equivalent classes of) I; [I] is clearly an Herbrand interpretation. The correspondence
between the two semantics is the following.
Let P be a positive program, thenM(P) = [O(P)].
Another useful property of the s-semantics is its independence from the language [52,46]. More precisely, if we extend
the languageLP (whose signature is the one defined by the symbols occurring in the program P), we do not obtain a different
denotation, even if the setA/≈ changes. It is worth noticing that there are other proposals of semantics which contain also
non-ground atoms (e.g. in [14,28,35]) but they are not correct w.r.t the equivalence ' and language independent. Indeed,
in [46] it is showed that language independence is a key property to correctly model the computed answers.
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The computed answer substitutions semantics can be obtained both by a bottom-up and a top-down construction.
The first one is obtained as a fixpoint of an immediate consequences operator TpiP on the complete lattice, (Ipi ,⊆), of pi-
interpretations ordered by set inclusion. Let P be a positive program and I be a pi-interpretation.
TpiP (I) = {A≈ ∈ A/≈ | ∃ a clause c : H :−B1, . . . , Bn ∈ P,∃ C≈1 , . . . , C≈n ∈ I, where C1, . . . , Cn
are renamed apart w.r.t. the clause c,
∃ϑ = mgu((B1, . . . , Bn), (C1, . . . , Cn)),
A = Hϑ }.
Note that TpiP is different from the standard TP operator [23] in that it derives instances of the clause heads by unifying
the clause bodies with atoms in the current pi-interpretation, rather than by taking all the possible ground instances.
In [26] we find the proof that the TpiP operator is continuous on (I,⊆) and the following definition.
The fixpoint semantics of a positive program P is defined as F (P) = TpiP ↑ ω.
It is worth noticing that all the finite approximations TpiP ↑ i are finite, since any program P is a finite set of clauses. The
TpiP operator can then effectively be used for the construction of bottom-up proofs.
The equivalence between F (P) and O(P ) was first given in [26]. An alternative proof is given in [21], based on the
following unfolding operator unfP [44]. Let P and Q be positive programs. Then the unfolding of P w.r.t. Q is defined as:
unfP(Q ) = {(A :−D˜1, . . . , D˜n)ϑ | ∃ a clause A :−B1, .., Bn ∈ P,∃ n renamed apart clauses :
C1 :−D˜1 ∈ Q ,
...
Cn :−D˜n ∈ Q ,
∃ ϑ, mgu of :
(B1, .., Bn) = (C1, .., Cn) }.
Since the language is closed under unfolding, i.e., if P and Q are programs also unfP(Q ) is a program, it is possible to
define a collection of programs.
P0 = P
Pi = unfP(Pi−1), i = 1, 2, . . . .
The unfolding semanticsU(P) of the positive program P is defined as
U(P) =
⋃
i=0,1,...
Ppii
where Ppii = {A≈ | A ∈ Pi} is the collection of pi-interpretations associated to the unfoldings of P . We can prove [8] that:
Let P be a positive program. Then F (P) = U(P) = O(P).
In [27], in order to introduce the notion of pi-model, a functionH from pi-interpretations to sets of Herbrand interpre-
tations is first defined.
Let I be a pi-interpretations, then H(I) = [I] where [I] is the set containing all the ground instances of all the atoms A
such that A≈ ∈ I . Then, I is a pi-model of P ifH(I) is an Herbrand model of P.
ThusH(I) contains just oneHerbrand interpretation [I] the set of ground instances of the atoms in (the equivalent classes
of) I . Notice that it is exactly the least Herbrand model of the associated program ℘(I). On the other hand, every Herbrand
model of P can be seen as a pi-model of P . Therefore one could wonder if the least Herbrand model of P is also the least pi-
model of P . This is not true since the intersection property does not hold on pi-models. Consider for instance the following
two programs:
P1 = { p(a). P2 = { p(X).
p(X). q(b).}
q(b).}
They have the same least Herbrand model which is a pi-model of both programs. It is easy to check that also {q(b), p(X)}
is a pi-model of P2, but {q(b)} = {q(b), p(a), p(b)} ∩ {q(b), p(X)} is not a pi-model of P2.
This is not surprising, sincepi-interpretations represent sets of non-ground atoms. Amore adequate partial order relation
v on pi-interpretations is defined in [27]. Let I1 , I2 be pi-interpretations. We define:
I1  I2 if and only if ∀A≈1 ∈ I1 ∃A≈2 ∈ I2 such that A2  A1.
I1 v I2 if and only if I1  I2 and (I2  I1 implies I1 ⊆ I2).
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We can prove that (Ipi ,v) is a complete lattice; A/≈ is the top element and ∅ is the bottom element. Moreover, the
greatest lower bound of any set of pi-models is a pi-model and:
The least Herbrand modelM(P) of a positive program P is the least pi-model of P in the lattice (Ipi ,v).
It is worth noticing that the semantics of computed answer substitutionsO(P) is simply a non-ground representation of
the least Herbrand model of P . From the Herbrand models viewpoint the two semantics are therefore equivalent. However
O(P) contains more useful information.
3.2. The ∪-compositional computed answer substitutions semantics
In this section we consider an extension of the computed answer substitutions semantics which models a finer observa-
tional equality on positive logic programs.
Let P1 and P2 be two positive logic programs. Then, P1 '∪ P2 if for every positive goal G and positive program Q ,
G
ϑ−→P1∪Q 2 ⇐⇒ G ϑ
′−→P2∪Q 2 and Gϑ ≈ Gϑ ′.
It is easy to see that both the least Herbrand model semantics and the computed answer substitutions semantics do not
model such an observable. Consider for instance the following two programs:
P1 = { p(a). P2 = { p(a).}
q(b) :−p(b).}
They have the same least Herbrand model semantics which is also the same computed answer substitutions semantics
but when we consider their union with the program Q = {p(b).} and the goal ?- q(X).we obtain different computed
answers.
We say that a semantics S is ∪-compositional w.r.t. computed answer substitutions if it correctly models the observa-
tional equivalence'∪ and if for any pair of programs P1, P2, S(P1 ∪ P2) can be obtained from S(P1) and S(P2).
In the literature we find different proposals of semantics which are correct with respect to '∪ and compositional (e.g.
[35,43,36]) but we consider here the Ω-semantics defined in [10,9] according to the general s-semantics approach. It was
originally defined for a more general composition operator ∪Ω , defined onΩ-open programs. AnΩ-open program [9] P is
a positive program in which the predicate symbols belonging to the set Ω are considered partially defined in P . P can be
composed with another program Q which may further specify the predicates in Ω . Such a composition is denoted by ∪Ω
and P1 ∪Ω P2 is defined only if the predicate symbols occurring in both P1 and P2 are contained inΩ . WhenΩ contains all
the predicate symbols of P1 and P2 we get the standard ∪-composition. The equivalence'∪Ω is defined as:
Let P1 and P2 be two positive logic programs. Then, P1 '∪Ω P2 if for every positive goal G and positive program Q , such
that both P1 ∪Ω Q and P2 ∪Ω Q are defined: G ϑ−→P1∪ΩQ 2 ⇐⇒ G ϑ
′−→P2∪ΩQ 2 and Gϑ ≈ Gϑ ′.
Similarly towhatwe did for the semanticsO, before defining the operational semantics which captures such equivalence
we have to introduce the suitable pi-interpretations. First we define the following equivalence relation on clauses.
Let c1 = A1 :−B1, . . . , Bn and c2 = A2 :−D1, . . . ,Dn be two clauses. Then, c1 'c c2 if there exists a permutation
Di1 , . . . ,Din of D1, . . . ,Dn such that (A1, B1, . . . , Bn) ≈ (A2,Di1 , . . . ,Din).
The piΩ-interpretations for Ω-programs are equivalence classes of sets of clauses whose body contains only predicates
inΩ .
Let CΩ be the quotient set of all the clauses whose body contains only predicates in Ω . w.r.t the relation 'c . A piΩ-
interpretation is any subset of CΩ .
Since there is a 1–1 correspondence between piΩ-interpretations and sets of (renamed apart) syntactic clauses, we use
the same notation for programs and piΩ-interpretations.
Let IdΩ be the set of clauses {p(X˜) :−p(X˜) | p ∈ Ω}. The operational semantics which models '∪Ω is then define as
follows. Recall that we consider bodies of clauses as multisets.
Let P be a positive program, Ω be a set of predicate symbols, P+ be the augmented program P ∪ IdΩ and R be a fair
selection rule. Then,
OΩ(P) = {c | ∃p of arity n ≥ 0, ∃X1, . . . , Xn distinct variables,
∃γ , ϑ such that p(X1, . . . , Xn) γ P,R D1, . . . ,Dm
and D1, . . . ,Dm
ϑ P+,R B1, . . . , Bs,
the predicate symbols of B1, . . . , Bs are all inΩ,
c = p(X1, . . . , Xn)γ ϑ :−B1, . . . , Bs }.
In the above definition, the set of tautologies IdΩ is used to delay the evaluation of open atoms. This is a trick which
allows us to obtain a denotation which is independent from the (fair) selection rule.
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As an example consider the followingΩ-open program withΩ = {q}.
P = { p1(X) :−q(X). p2(X) :−r(X).
q(a). r(b).}
Then, OΩ(P) = {p1(X) :−q(X), p1(a), p2(b), r(b), q(a)}
In [9] we find the proof that OΩ actually models computed answer substitutions in a compositional way.
Let P1, P2 be programs and Pred(P1) ∩ Pred(P2) ⊆ Ω . Then,
OΩ(OΩ(P1) ∪Ω OΩ(P2)) = OΩ(P1 ∪Ω P2).
The semantics OΩ(P) can be obtained also by a fixpoint construction. The suitable immediate consequences operator
can be defined in terms of the unfolding operator, defined in the previous section. Actually, we are considering here its
‘‘semantic’’ version, which is well defined since clauses are always renamed apart and logical conjunction is commutative.
Let P be a positiveΩ-program and I ⊆ CΩ . Then TpiΩP (I) = unf P(I ∪ IdΩ).
Since TpiΩP is continuous on (I,⊆), there exists its least fixpoint which is the fixpoint semantics F Ωpi (P) of P: F Ωpi (P) =
TpiΩP ↑ ω. The equivalence between the operational and the fixpoint semantics can also be proved [10,9].
Let P be anΩ-program. Then F Ωpi (P) = OΩ(P).
To introduce the notion of piΩ-models we can associate to the piΩ-interpretation I the set of the least Herbrand models
of all the programs which can be obtained by ‘‘completing’’ the denotation I , considered as a program. This completion has
to be formed in all the possible ways that we consider as a possible definition of theΩ-predicates.
Let I be a piΩ-interpretation. Then HΩ(I) = {M(I ∪Ω J) | J ⊆ [open(I)]}, where open(I) is the set of all atoms in the
body of a clause in I .
Consider for instance the previous program P whoseΩ-semantics isOΩ(P) = {p1(X) :−q(X), p1(a), p2(b), r(b),
q(a)}. We have:
HΩ(OΩ(P)) = { {p1(a), p2(b), r(b), q(a)},
{p1(b), p1(a), p2(b), r(b), q(a), q(b)} }
Then, according to the general schema of the s-semantics approach, a piΩ-interpretation I is a piΩ-model if all the
Herbrand interpretations inHΩ(I) are Herbrand models of P . We can prove [9] that
 Every Herbrand model of P is a piΩ-model of P;
 OΩ(P) is a piΩ-model of P
The main idea behind the compositional semantics is the use of sets of clauses as semantic domain. This is the
syntactic device which allows us to obtain a unique representation for a possibly infinite set of Herbrand models when
a unique representative Herbrand model does not exist. Similar domains consisting of clauses have been used to model
other non-standard observable properties like partial computed answer substitutions, call patterns or resultants and to
characterize logic programswith negation [42,33,22], with the aim of delaying the evaluation of negative literals. Moreover,
by modifyingOΩ(P)we can obtain semantics compositional w.r.t. other composition operators, as for example inheritance
mechanisms [6].
3.3. The resultants semantics and its abstractions
There are tasks, such as program analysis and optimization, where we are forced to observe and take into account more
concrete observable properties which make visible internal computation details, like the sequences of goals, most general
unifiers and variants of clauses involved in a computation. The basic notion which allows us to capture these properties
is that of resultants, introduced in [49] in the framework of partial evaluation. They are a compact representation of the
relation between the initial goal and the current (goal,mgu) pair and are useful (see [1]) to formalize the properties of
SLD-resolution. They are the basic observables used by Gabbrielli, Levi and Meo in [32,34] to introduce a semantics which
collects information on SLD-derivations. In [8] they are extended by collecting also sequences of clause identifiers to obtain
the maximum amount of information on computations so to observe all the internal details of SLD-derivations.
Let P be a positive program, G be a goal and R be a selection rule. If there exists an SLD-derivation G ϑ P,R B1, . . . , Bn
obtained by using the sequence of clauses c1, . . . , ck, k ≥ 0, then the pair 〈Gϑ ← B1, . . . , Bn, (c1, . . . , ck)〉 is the
associated resultant with clauses.
Note that if we take into account the selection rule, then the order of atoms is relevant; hence both G and B1, . . . , Bn has
to be considered as ordered sequences. If the initial goal G is atomic then the resultants for G are a definite clause, with the
body viewed as a sequence of atoms. Resultants which are variants of each other are equivalent. We denote by RG(P,R) the
set of all the (equivalence classes of) resultants with clauses for the goal G in P via R.
Several semantics useful for program analysis can be obtained by abstraction from RG(P,R). The basic equivalence is the
following.
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Let P1, P2 be positive programs and R be a selection rule. Then P1 ≈R P2 if for every goal G,RG(P1,R) = RG(P2,R).
The s-semantics technique can be used to obtain the top-down definition of a semantics ORR(P) correct w.r.t. ≈R . The
first step is the definition of piR-interpretations.
Let GP = {p(X˜) | p ∈ pred(P)} be the set of all most general atomic goals for the program P. A piR-interpretation is any
subset of
⋃
G∈GP R
G
(P,R).
Since we are considering atomic goals, any element of a piR-interpretation is a pair 〈c, cs〉 composed of a clause (up to
variance) and a sequence of clause identifiers.
Let P be a positive program and R be a selection rule. Then,
ORR(P) = {〈c, cs〉 | ∃p ∈ pred(P), ∃X˜ distinct variables,
∃ the derivation p(X˜) ϑ P,R B˜
obtained by using the clauses c1, . . . , ck,
c = p(X˜)ϑ ← B˜,
cs = (c1, . . . , ck) }.
A bottom-up definition equivalent to the top-down one can be derived only for local selection rules. These are rules
which always selects one of the most recently introduced atoms in the derivation from the initial goal. An example is the
leftmost rule of PROLOG. The fixpoint semantics equivalent to ORR(P) specialized to the leftmost rule is the least fixpoint of
the following operator defined in [8].
Let P be a positive program and left the leftmost selection rule. Then,
T leftR (I) = IdP ∪ {〈res, cs〉 | ∃c = A :−B1, .., Bk, .., Bn ∈ P,∃〈B′1, cs1〉, . . . , 〈B′k−1, csk−1〉 ∈ I,∃〈B′k :−D1, ..,Dm, csk〉 ∈ I ∪ IdP ,∃ϑ = mgu((B1, .., Bk), (B′1, .., B′k)),
res = (A :−D1, ..,Dm, Bk+1, .., Bn)ϑ,
cs = (c ◦ cs1 ◦ cs2 . . . ◦ csk) },
where IdP = {〈p(X˜) :−p(X˜), 〉 | p ∈ pred(P)} and ◦ denotes the concatenation of sequences.
As an example consider the following program P.
c1 = p(X,Y) :−q(X), r(X,Y). c2 = r(a,b).
c3 = q(a). c4 = q(b).
Let  denotes the empty sequence, the semantics OleftR (P) contains the pairs:
〈p(X,Y) :−p(X,Y), 〉. 〈r(X,Y) :−r(X,Y), 〉
〈q(X) :−q(X), 〉
〈p(X,Y) :−q(X),r(X,Y), (c1)〉 〈r(a,b), (c2)〉
〈q(a), (c3)〉 〈q(b), (c4)〉
〈p(a,Y) :−r(a,Y), (c1, c3)〉. 〈p(b,Y) :−r(b,Y), (c1, c4)〉
〈p(a,b), (c1, c3, c2)〉.
and T leftR applied to {〈q(a), (c3)〉, 〈r(a,b), (c2)〉} returns:
{ 〈p(X,Y) :−p(X,Y), 〉. 〈r(X,Y) :−r(X,Y), 〉.
〈q(X) :−q(X), 〉
〈p(X,Y) :−q(X),r(X,Y), (c1)〉 〈r(a,b), (c2)〉
〈q(a), (c3)〉 〈q(b), (c4)〉
〈p(a,Y) :−r(a,Y), (c1, c3)〉. 〈p(a,b), (c1, c3, c2)〉}.
We refer to [34] for the proofs of the equivalence between the top-down and bottom-up semantics, as well as the proof
that this denotation allows us to determine the observable for any goal, according to the s-semantics approach.
From the model theory point of view, one can define the following function from piR-interpretations to Herbrand
interpretations.
Let I be a piR-interpretation. ThenHR(I) is the set consisting of the set of ground instances of the unit resultants in I.
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It is easy to see that the set ofpiR-interpretations contains the set ofpi-interpretations and that (see [34])M(P) (the least
Herbrand model of P),O(P) (the computed answers semantics of P), as well asORR(P) (the resultants semantics of P) are all
piR-models of P .
The semantics ORR(P) yields a lot of information on the computational behavior of P , possibly more than demanded. In
this case we can derive new semantics just by abstracting from the redundant details. Following this idea we obtain many
different abstractions of ORR(P)which correctly model different observable properties. We recall here few of them.
• The finite success semantics [20], where unit resultants (representing successful derivations) are taken distinct from the
non-unit ones (representing possible non-terminating computations).
• The resultants semantics with depth [3], where a sequence of clauses is abstracted by its length.
• The partial answers semantics [32,34], where we only keep the heads of the resultants.
• The (leftmost) call patterns semantics [32,34], where we delete all the atoms in the clause bodies but the first.
4. Applications
The main motivation of the s-semantics approach is to provide semantics useful in the development of semantics-based
methods for program analysis, verification and transformation. We recall here the principal results obtained by using the
s-semantics approach.
Static program analysis
Static program analysis aims at determining properties of the behavior of a programwithout actually executing it. Static
analysis is founded on the theory of abstract interpretation ([19]) for showing the correctness of analysis with respect to a
given semantics. Thus, it is essentially a semantic-based technique and different semantic definition styles lead to different
approaches to program analysis. In the field of logic programs we find two main approaches which correspond to the two
main possible constructions of the semantics: top-down and bottom-up. Themain difference between them is related to goal
dependency. In particular, a top-down analysis starts with an abstract goal (see [12,41]), while the bottom-up approach (see
[50,51]) determines an approximation of the success set which is goal independent. It propagates the information ‘‘bottom-
up’’ as in the computation of the least fixpoint of the immediate consequences operator TP .
Thanks to the equivalence between top-down and bottom-up constructions of the concrete semantics, with the s-
semantics approach we get a goal independent top-down and bottom-up construction of the abstract model. This was
the leading principle in the development of the framework for bottom-up abstract interpretation proposed by Barbuti,
Giacobazzi and Levi in [4]. An instance of the framework consists in the specialization of a set of basic abstract operators
like abstract unification, abstract substitution application and abstract union. By means of these abstract operators we get
a bottom-up definition of an abstract model, i.e. a goal independent approximation of the concrete denotation. Different
instances produce different analysis.
The concrete semantics considered in [4] is the semantics of computed answer substitutions and thus the bottom-up
construction is based on the operator T piP introduced in Section 3.1. It is worth noticing that previous attempts [50,51], based
on concrete semanticswhich do not contain enough information on the programbehavior, failed on non-trivial analysis (like
mode analysis). The problem was that they are too abstract to be useful to capture program properties like variable sharing
or ground dependencies.
The ability to determine call patterns was also usually associated to goal dependent top-down methods. Again, the s-
semantics approach showed that the choice of an adequate (concrete) semantics allows us to determine goal independent
information on the call patterns and that this information can be computed both top-down and bottom-up. In [13] the
bottom-up approach is extended to provide approximations of both partial answer substitutions and call patterns. This
facilitates the analysis of concurrent logic programs (ignoring synchronization) and provides a collecting semantics which
characterizes both successes and call patterns. Many other analysis had been defined based on a ‘‘non-ground Tp’’ semantics
like groundness dependency analysis, depth-k analysis, and a ‘‘pattern’’ analysis to establishmost specific generalizations of
calls and success sets (see [15]). A similar methodology has been applied also to CLP programs [37], leading to a framework
where abstraction simply means abstraction of the constraint system.
The overall abstract interpretationmethodology based on the s-semantic approach consists of the following three steps.
1. Select an observable o such that the property to be considered by the analysis is an abstraction α(o) of it.
2. Select a concrete semanticsO correct w.r.t. the observable o and a fixpoint construction, either top-down or bottom-up.
3. Define a suitable abstractionOα(o) ofO, by providing the abstract versions of the operator used to construct the concrete
semantics.
If the abstraction satisfies suitable properties [40,37], the analysis is correct. Note that theAND-compositionality property
of all the semantics defined by the s-semantics approach, including their abstract versions, allows us to proceed in a goal
independent way since we can obtain the result for any specific goal G just by executing G in Oα(o)(P).
Clearly, if we are interested in properties of the answer substitutions (such as aliasing and sharing) we have to choose
a concrete semantics correct w.r.t. answer substitutions. Thus a semantics at least as detailed as the computed answer
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substitution semantics (which is fully abstract with respect to that observable), has to be considered. On the other hand, if
we want to perform analysis of program components in a modular way, we need a semantics compositional w.r.t. program
union (see [14]). AS a matter of fact, OΩ(P) can be considered as the semantic basis for modular program analysis, since
by using suitable abstractions we can analyze program components and then combine the results to obtain the analysis of
the whole program. Thus, a semantics at least as detailed as the compositional computed answer substitutions semantics
has to be considered. Similarly, if we want to determine abstract properties of the procedure calls we should use a concrete
semantics which gives more information on the computation than just the computed answers. In [30] the call patterns
semantics, as defined in [34,32], is considered.
The s-semantics approach had been successfully applied also to (declarative) debugging [53,48]. The combination of the
s-semantics approach, algorithmic (declarative) debugging and abstract interpretation produced a very powerful technique
for the error diagnosis of logic programs called abstract debugging [18,16,17]. The main advantages of this method over
the previous ones derive from the relation between concrete and abstract semantics in the s-semantics approach. In fact,
declarative debugging systems compare the results of sub-computations with what the programmer intended. This is
expressed by an intended semantics which is an abstraction of the concrete semantics, usually represented by an oracle
[53] which tells us whether a given object belongs to the semantics. It is an abstraction of the concrete semantics. Since
abstract denotations are finite, they can explicitly be used as oracles. Then we can test a program in a uniform way w.r.t.
different specifications of the program properties.
Program transformation
Any transformation technique like partial evaluation [49] or unfold/fold transformation [54] is defined so as to preserve
semantic properties while improving some computational behavior. To prove that the process does not alter the semantics
of the initial program is never an easy task; but it becomes rather complex when we are not just interested in preserving
the least Herbrand model semantics but other observational equivalences which are not captured by such a semantics,
like computed answer substitutions or finite failures or the compositional program equivalence. In these cases we need
a reference semantics which correctly models the considered observables, so that the proof can be based on general
results of the considered semantics and its associated immediate consequences operators. For instance, the semantics
modeling computed answer substitutions of Section 3.1 has been the reference semantics used in [7] to prove that some
basic transformation operations used in unfold/fold transformations and in partial deduction preserve computed answer
substitutions of logic programs. A suitable abstract version of the immediate consequence operator TpiΩP introduced in
Section 3.2 is instead at the basis of the specialization process used in the partial deduction framework described in [57]
(see also [56]).
Indeed, both the resultants semantics and the compositional computed answer substitution semantics are strongly
related to partial evaluation. The compositional semantics OΩ is essentially the result of the partial evaluation, where
derivations terminate at open predicates (i.e. predicates inΩ). Similar reasoning had been applied in the context of normal
logic programs by Aravindan and Dung in [2], where the proofs are based on the properties of the semantic kernel defined
in [42]. The idea of the semantic kernel construction is to evaluate all the positive atoms in the clause bodies by unfolding
them until there are no more positive atoms left. The semantic kernel is then a (possibly infinite) program consisting of
clauses in the form A :−¬B1, . . . ,¬Bn. which can be viewed as a pi-interpretation (called quasi-interpretation in [42]). Its
semantics can be derived by a fixpoint construction similar to the one used for the compositional semantics. In [22] it has
been proved that every Herbrand model of the completion of the semantic kernel is a stable model of P and in [2] we find
a very elegant proof of the correctness of unfold/fold w.r.t. several non-monotonic semantics (as, for example, the stable
model and the well-founded model semantics), by showing that it preserves the semantic kernel. A resultants semantics
for Constraint Logic Programming (CLP) is instead the reference semantics used to prove that by using the transformation
system proposed in [24], the original and the transformed programs have the same computational behavior, in terms of
answer constraints, also when they are composed with other modules.
5. Conclusions
Several semantics for logic programs had been developed according to the samemethodology known as ‘‘the s-semantics
approach’’. In this paper we briefly recall the main characteristics of the approach and the properties which are common
to all the semantics developed following it, namely: AND-compositionality, correctness w.r.t. the considered observable
property, equivalence of the top-down and the bottom-up two definitions. As shown in [32,29], the various semantics are
mutually related by means of abstractions.
We focused our attention on the three basic proposals: the semantics for computed answers substitutions [26,27], its
compositional extension [9] and the collecting semantics of resultants with clauses [8,34,32]. They have been successfully
applied to solve real problems, mainly in the field of program analysis and transformations. We have reported the main
characteristics of the semantic-based frameworks for bottom-up abstract interpretation and bottom-up partial deduction
of logic programs.
Many other observable properties for positive logic programs had been considered and suitable semantics proposed.
The approach has also been applied to several extensions of positive logic programs, including concurrent constraint logic
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programs [31] and normal constraint logic programs [25], constructive negation [55,33,11], structured logic programs with
inheritance [6] and Prolog programs [5].
More difficult is the problem of modeling finite failures. In fact, even if the non-ground finite failure set defined in [45]
is indeed correct w.r.t. this observable, and-compositionality, one of the basic properties of the s-semantics approach, does
not hold. For many years the problem of verifying a program w.r.t. the observational equivalence based on finite failure
had remained an open, challenging problem. Finally, in [38], a new fixpoint semantics, based on a co-continuous operator,
which correctly models finite failure and is compositional w.r.t. the syntactic operators had been defined. Based on this
fixpoint semantics a first inductive method able to verify a program w.r.t, the property of finite failure had been proposed.
The method was not effective, but Gori and Levi in [39] show how top-down and bottom-up finite approximations can be
used to make the method effective for the verification of program equivalence w.r.t. finite failures.
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