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Jackknlfe und Bootstrap:
Resampling-Yerfahren zur Genauigkeitsschätzung 
von Parameterschätzungen
Günter Rothe
1.Vorbemerkungen
In den letzten zehn Jahren hat die “Mathematlslerung" der empirischen So- 
zialwlssenschaften ln erheblichem Maße zugenomnen: Nachdem seit längerem 
Strukturen nicht nur verbal beschrieben, sondern auch 1n geeigneten mathema­
tischen Modellen formalisiert werden, hat die Entwicklung auf dem Conputer- 
sektor es nun ermöglicht gemacht, Schätzverfahren für die 1n abstrakten Mo­
delten auftretenden unbekannten Parameter nicht nur theoretisch zu untersu­
chen, sondern auch explizit zu berechnen. Man denke nur an die Iterations­
verfahren zur Lösung von Max1mum-L1ke11hood-Gle1chungen, deren Rechenaufwand 
früher die technischen Möglichkeiten der Anwender oft überschritt.
Die Komplexität der zugrundeliegenden Modelle Jedoch bewirkt, daß die durch 
derartige Verfahren gewonnenen Schätzwerte hinsichtlich Ihrer Qualität häu­
fig gar nicht hinterfragt werden; z.B. Ist weder die Existenz einer Maxlmum- 
L1kelIhood-Lösung stets gesichert, noch steht fest, ob der vom Computer ge­
fundene Schätzer tatsächlich die einzige oder überhaupt eine Lfisung des 
Gleichungssystems darstellt - hier spielen neben der Eindeutigkeit der Lö­
sung auch die Eindeutigkeit der Schätzung etwa ln Abhängigkeit vom Startwert 
der Iteration eine wesentliche Rolle. Selbst wenn Jedoch die vom Rechner 
produzierte Schätzung "die richtige* ist, wird k a m  Wert gelegt auf eine 
Quantifizierung der Genauigkeit der Schätzung: Ein NL-Sch&tzer Ist ln der 
Regel verzerrt und das Ausmaß der Verzerrung 1a Einzel fall nicht abziischät- 
zen. Auch die Angabe von Konfldenzberelchen kann nicht explizit «rfolgen: 
Entweder nan verzichtet auf sie oder «an benutzt Aussagen Über die Asyvpto- 
tlk des Verfahrens. Dabei wird oft nicht berücksichtigt, daß der verwendete 
Stichprobenumfang ln Verhältnis zur Zahl der unbekannten Paraaetef eine der­
artige Übertragung auf eine finite Situation ggf. gar nicht erlaubt. Asym­
ptotischen Verfahren nutzen ln der Regel Aussagen Über die asymptotische
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Normalität des verwendeten Schätzers. Hierbei Ist aber oft noch die asympto­
tische (bzw. ersatzweise die exakte) Varianz der Schätzers aus den Daten zu 
schätzen; derartige Schätzer Hegen 1n vielen Fällen Jedoch ebenfalls nicht 
vor.
In den letzten Jahren sind 1n der mathematischen Statistik Konzepte ent­
wickelt worden, die ln dieser Hinsicht eine Verbesserung versprechen und 
dabei ebenfalls Intensiv die Möglichkeiten des Rechners nutzen: ResamplIng- 
Verfahren wie Bootstrap und Jackknlfe wecken die Hoffnung, daß mit ihnen 
zumindest eine deutliche Erhöhung der Aussagequalität erreicht werden kann: 
Ihre Begründer preisen sie als Verfahren, mit denen sich die Verzerrungen 
von Schätzern korrigieren, die mittleren quadratischen Fehler der Schätzer 
abschätzen und sich Konf1denzbere1che sowie statistische Tests konstruieren 
lassen, die den 'klassischen", auf der Asymptotlk beruhenden Verfahren deut­
lich überlegen sind und Modell Überprüfungen erlauben. In der Tat stimmen die 
ersten mathematisch-statistischen Arbeiten auf diesem Gebiet ausgesprochen 
optimistisch. Sie zeigen Jedoch auch, daß 1n sehr vielen Einzelfällen Pro­
bleme auftauchen können, sodaß bei Jeder Anwendung der Verfahren 1n einem 
neuen Bereich erneut Vorsicht angebracht Ist.
Das Ziel der vorliegenden Arbeit Ist es, die ResampHng-Prozeduren 'Jack­
knlfe“ und "Bootstrap" zu beschreiben und zu erläutern, 1n welcher Welse sie 
zur Bestlnvnung von Verzerrungskorrekturen und Varianzschätzern sowie zur 
Konstruktion von Konfldenzberelchen herangezogen werden können. Die konkrete 
Durchführung der Verfahren wird anhand eines Beispiels erläutert, das ln der 
Arbeit wiederholt aufgegriffen wird und das bewußt möglichst elementar ge­
halten Ist, um den Leser bei der Einarbeitung auf diesem Gebiet nicht unnö­
tig zu verwirren. In Kapitel 2 wird zunächst das Jackknife-Verfahren be­
schrieben, Kap.3 befaßt sich mit der Bootstrap-Prozedur. In Kap. 4 werden 
dann die verschiedenen Verfahren zur Konstruktion von Konfidenzintervallen 
vorgestern. Das bis dahin bereits mehrfach angesprochene Beispiel ist 
schließlich ln Kap. 5 Grundlage für einige kleine Simulationsstudien, die 
dem Leser einen ersten Einblick ln die unterschiedliche Wirkungsweise der 
verschiedenen Verfahren vermitteln sollen.
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2.Das Jackknife-Verfahren
2.1.Blaskorrektur
Das Jackknife-Verfahren wurde erstmalig 1n einer Arbeit von Quenollle (1949) 
vorgeschlagen (vgl. auch Quenollle (1956)). Es wurde vorgestellt als ein 
Ansatz zur Korrektur der Verzerrung von Schätzungen. Wir werden diese Über­
legungen ln diesem Abschnitt skizzieren und dabei Inner von folgender Daten­
situation ausgehen:
Modell: Es seien Xj,...,Xn unabhängige, identisch verteilte Zufallsvarla- 
blen, die eine Verteilung mit einer unbekannten Verteilungsfunktion F besit­
zen. Es sollen nun verschiedene Parameter dieser Verteilung geschätzt wer­
den, die sich als Funktion von F beschreiben lassen, d.h. Parameter der Form 
e-6(F). Mögliche Beispiele hierfür wären spezielle Quantlle oder Fraktlle 
von F - z.B. der Median - oder Momente von F, also etwa der Erwartungwert 
von (das erste Moment von F) oder die Varianz von X2 (das zweite zentrale 
Moment von F).
Ferner werden wir uns wiederholt speziell mit folgendem Schätzproblem befas­
sen:
Beispiel: Wir nehmen zunächst an, daß die ZufallsgrBßen gewis­
se endliche Momente besitzen:
E( Xi ) < - für >1,2,3 und 4.
Damit existieren automatisch ihr Erwartungswert und Ihre Va­
rianz:
EiX^ - ii ; - e2^ )  . V a ^ )  . J(x-y)2 dF(x) <■-.
Die Größen y und lassen sich nun "klassisch” durch das em­
pirische Mittel und die empirische Varianz der beobachteten 
Daten Xj.... Xfl schätzen:
hiUo  X1 und
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In dieser einfachen Situation rechnet man sofort nach» daß 
zwar
ef(m) - y.
dagegen jedoch
JK
* m2® (n-l)/n
gilt, d.h. der Varianzschätzer nicht mehr erwartungstreu ist.
A A A
Beide beschriebenen Schätzer sind von der Form 0 - 0(FJ, wobei F„ die empl-n ' n' ’ n
rische Verteilungsfunktion der Daten Ist. Die Abweichung des Erwartungswer­
tes eines Schätzers von dem Parameter, den er schätzen soll (also die Größe 
E(0n- 6) ). wird als Verzerrung bzw. als BIAS des Schätzers bezeichnet. Wenn 
sich 1m obigen Beispiel die Verzerrung auch leicht korrigieren läßt (Indem 
man den Schätzer mit n/(n-l) multipliziert), so sind (unkorrlgierbare) Ab- 
welchungen dieser Art jedoch bei Schätzern der Form B(Fn) grundsätzlich an 
der Tagesordnung.
Ähnlich sieht es bei anderen Schätzverfahren aus: Nlnvnt man als Verteilung 
der X, eine Normal Verteilung mit unbekanntem Mittelwert und unbekannter Va-
1 A A
rlanz an, so sind y und m^ die Max1mum-L1kelIhood-Schätzer; das Problem ist 
dabei von ganz allgemeiner Natur: Max1mum-L1kelIhood-Schätzer sind ebenfalls 
ln der Regel verzerrt.
Es stellt sich dabei nun heraus, daß ln den nelsten Fällen (speziell beim 
tyax1mum-L1ke11hood-Schätzer, aber nicht nur dort) die Verzerrung von der 
Ördnung 1/n ist, d.h.
E(6n) - 8 + c(B)/n bzw. 
l1mn - n#E ( V  B) * c(0),
m2 - S2 - n-1«£. (X1 - X J Z
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wobei c(6) eine unbekannte Größe Ist. Das Jackknlfe-Verfahren, so wie es 
1949 vorgeschlagen wurde, Ist nun ein Verfahren, das ■automatisch" zur Ver­
zerrungskorrektur angewandt werden kann, sobald eine Situation vorllegt, wie 
sie bisher beschrieben wurde. Die Idee des Konzepts läßt sich folgendermaßen 
elnsehen:
Entfernen wir aus Xlt...,Xn eine der Beobachtungen - sagen wir, die 1-te -, 
so können wir eine Schätzung von 0 nach dem gleichen Verfahren unter Verwen­
dung von Xj,...,Xj_jtX1+l,...fXn auf der Basis von n-1 Beobachtungen 
durchführen. Der auf diese Welse gewonnene Schätzer Bn_]^ für 6 hat nun die 
Verzerrung der Größenordnung c(0)/(n-1)- Damit gilt für die sogenannten 
■Pseudo-Werte*
in(1) »•«„ - <»-l)-9„_n i
die Beziehung
E(0nt1) ) - n0 + c - (n-l)0 - c - 6;
der ■Jackknlfe-Schätzer"
V  ■ l'lIMS. 5.l1) 
besitzt somit die Eigenschaften
E(6nJ) - 6 und 11mn . n-E(0nJ- 0) - 0, 
die Verzerrung der Ordnung l/n Ist also verschwunden.
Beispiel (Fortsetzung): Führt nan die Jackknife-Prozedur für 
u durch, so zeigt sich schnell, daß hierdurch der Schätzer
A A  1
nicht verändert wird, d.h. es gilt |in - ii . Bein Schätzer für
a  j n *
die Varianz ergibt sich automatisch <*•*>' es
ergibt sich die richtige "Bias-Korrektur".
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Das vorgestellte Konzept zur Verzerrungskorrektur läßt sich erweitern. In 
der Tat läßt sich die Verzerrung meist 1n der Form
bn(6) . E(6n- e )
“El-l c1*e* 1 °1
darstellen. Modifikationen bei der Konstruktion komplexerer ‘Pseudowerte0 
erlauben dann auch eine Elimination von Verzerrungskomponenten höherer Ord­
nung (vgl. Schucany, Gray und Owen, 1971).
2.2.Varianzschätzung
Wir kehren nun wieder zu den “Pseudowerten" zurück, die 1m vorigen Abschnitt 
definiert wurden. Durch eine kurze Notiz von Tukey (1958) wurde für das 
Jackknife-Konzept eine völlig neue Richtung eröffnet. Diese Notiz Ist eine 
Kurzfassung eines Vortrages; sie enthält vier Thesen, die sich für die For­
schung auf diesem Gebiet als außerordentlich richtungsweisend herausstell­
ten. Tukey blieb Jedoch eine mathematische Rechtfertigung seiner Thesen 
schuldig. Der Versuch anderer Autoren, festzustellen, was Tukey wirklich 
gemeint haben könnte (d.h. unter welchen ModellAnnahmen man den Tukeyschen 
Vorschlag wirklich übernehmen kann), dauert auch heute,30 Jahre nach dieser 
Notiz, noch an. Im vorliegenden Abschnitt zitieren wir kurz Tukeys Behaup­
tungen und fügen jeweils einige kurze Anmerkungen hierzu an.
(1) Man behandle die Pseudowerte wie unabhängige, Identisch verteilte Zu­
fall sgrößen! Insbesondere Ist dann
s 2 .. -L  . t r e w  - e *z s (0) * i n  Milin 1 ®n n '
t
^ fu a j 2
ein vernünftiger Schätzer für Var($n* J) bzw. Ojjj- S^j / n t1n Schät­
zer für Var (8n^ ) .
Dies Ist sicherlich der "härteste Brocken". Es kann an dieser Stelle für 
diese "Idee" nur eine (natürlich von mathematischen Standpunkt her absolut
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unakzeptable) Plausibilitätserklärung herhalten: Schaut man sich die Defini­
tion des 1-ten Pseudowertes an, so könnte man ihn beschreiben als den Teil
A
des Schätzers 8 , der diejenigen Informationen enthalt, die man nicht be-
n a
reits aus der Schätzung durch gewonnen hätte - also unter Verzicht
auf die 1-te Beobachtung. Damit wäre aber Sn^  e1ne vorwiegend nur von X^, 
nicht aber den anderen Beobachtungen abhängige Größe. Dies läßt einen 'hohen 
Grad an Unabhängigkeit” zwischen den Pseudowerten vermuten (wobei Unabhän­
gigkeit Ja eigentlich keine skalierte Größe ist: aE1n bißchen unabhängig" 
geht genausowenig wie 'ein bißchen schwanger'). Daß sie zusätzlich identisch 
verteilt sind, ist dagegen unproblematisch - aufgrund der syimtetrl sehen De­
finition der Pseudowerte und der Indentischen Verteilungen der X^.
(2) Der Jackknlfe-Schätzer hat fast die gleiche Varianz wie der ursprüngll-
a 2
che Schätzer. Damit Ist o,,7 auch automatisch ein geeigneter Schätzer
für die Varianz von 6„ selbst.n
Führt man die Plaus1b1lItätsüberlegung zur letzten 'These* konsequent fort, 
so Ist 8n(J) tatsächlich nicht anderes als die “Meder-Zusanraenführung" der
n * (U
“Teil-Informationen" 0n » lilSn. Tukeys Behauptung "lebt und stirbt“ aber
natürlich mit der Gültigkeit von These 1. In der Tat läßt sich feststellen,
daß ln vielen Fällen der Jackknlfe-Schätzer die Varianz von 6„ eher über-n
schätzt (vgl. Efron und Stein (1981), Efron (1982)); so etwa auch 1n unserem 
Beispiel - wir werden dies 1n einem späteren Abschnitt noch sehen.
(3) Verwende - bei vorgegeben a>0 - als zweiseitiges Konfidenzintervall für
6 das Intervall
T r a (J) t . fl 2 ft (J) 4. t . fl 2 1a  ^ n " a/2,n-1 °J ’ ®n + ta/2,n-l CJ
*a/2 n-1 ist *'ierbe1 das «/2-Fraktll der t-Verteilung Bit (n-1) Frei­
heitsgraden.
*
Wären die Pseudowerte unabhängig und Identisch n o m l  verteilt, hÄtte das 
Intervall ln der Tat genau das Niveau a. Unter Berücksichtigung der Thesen
(1) und (2) Ist dann - aufgrund des zentralen Grenzwertsatzes - 3^ »Mindest 
als asymptotisches Konfidenzintervall zu rechtfertigen. Dann allerdings be­
steht kein Grund, warum unbedingt ein t-Fraktll und nicht das (durch die
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Asymptotik vorgegebene) Fraktll der Standardnormalvertellung Verwendung fin­
den sollte. Allerdings macht das t-Frakt11 das Intervall etwas größer und 
die Konstruktion des Konfidenzintervalls wird auf diese Welse "konservati­
ver".
(4) Das hier beschriebene Verfahren zur Schätzung der Varianz eines Schät­
zers und zur Konstruktion von Konf1denzbere1chen Ist universell ersetz­
bar, Insbesondere auch dann, wenn komplexe Modellparameter zu schätzen 
sind, für deren Varianzschätzung keine akzeptable Theorie zur Verfügung 
steht. Das Verfahren stellt also ein Universalwerkzeug dar, es Ist quasi 
das "Taschenmesser" (dt. für "Jackknlfe") des Statistikers.
Eben diese Universalität Ist aber derzeit noch nicht vollständig erforscht. 
Zunächst muß festgestellt werden, daß alle Aussagen vorwiegend asymptotische 
Aussagen sind, d.h. man befaßt sich vorwiegend mit der Konsistenz des Jack- 
kn1fe-Var1anzschätzers. Oarüberhlnaus muß die Klasse der Verteilungen F und 
die parametrischen Funktionen B(F) Identifiziert werden, für die zunlndest 
die Konsistenz des Jackknlfe-Varlanzschätzers gegeben ist. Selbst dann Ist 
der Wert derartiger Konsistenzaussagen für die Qualität der Schätzung bei 
kleinen Stichproben zweifelhaft, Insbeosndere bei einem derartigen "Univer­
salverfahren".
Der Begriff "Jackknlfe" wurde von Tukey - mit der obigen Begründung - ln die 
Literatur eingeführt. Dieser Name hat der Popularität des Verfahrens sicher­
lich nicht geschadet.
2.3. Weitere Entwicklungen
In der Literatur finden sich viele Modifikationen des Jackknife-Ansatzes mit 
zum Teil leicht unterschiedlichen Eigenschaften. Hier sind etwa Ansätze zu 
nennen derart, daß nicht genau eine, sondern gleichzeitig Mehrere Beobach­
tungen Jeweils ausgelassen werden bzw. "Bruchteile" einer Beobachtung; dies 
führt dann weiter zun Infinites Ina len Jackknlfe von Jaeckel (1972). Eine 
Übersicht Ober die wichtigsten Entwicklungen 1a Bereich des Jackknlfe ln den 
ersten 25 Jahren findet der Interessierte Leser bei Miller (1974).
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Beran (1984b) untersucht Modifikationen, bei denen eine oder mehrere Beob­
achtungen dupliziert werden und leitet hieraus Jackknife-Schätzungen nicht 
nur für die Varianz, sondern auch für höhere Momente wie etwa die Kurtosis 
ab. Schließlich sind derzeit auch Möglichkeiten zur Jackknife-Korrektur von 
Schätzungen in linearen Modellen von großem Interesse (vgl. hierzu Wu 
(1986)).
3. Bootstrap
3.1.Das Grundprinzip
Das Bootstrap-Verfahren wurde erstmals von Efron (1979) vorgestellt. Selten 
hat sich eine Prozedur so schnell etabliert wie diese: Die theoretische Un­
tersuchung Ihrer Eigenschaften ist aufgrund der Komplexität der hierfür er­
forderlichen Techniken für Mathematiker bzw. mathematische Statistiker aus­
gesprochen reizvoll, andererseits gibt sie aber auch dem Anwender Mög­
lichkeiten in die Hand, die noch wesentlich vielversprechender - und univer­
saler - sind als es zwanzig Jahre zuvor Tukey vom Jackknlfe-Verfahren be­
hauptet hat.
Auch bei der Beschreibung dieses Konzepts werden wir uns auf den "Standard­
fall* unabhängiger, Identisch verteilter Zufallsgrößen Xlt...,Xn konzentrie­
ren. Man beachte, daß Xlt...,Xn unabhängige Zufallsvektortn sein dürfen - 
damit sind etwa die Modelle der Linearen Strukturgleichungen (LISREL, vgl. 
«Jöreskog und Sörbom (1988)) ebenfalls enthalten. Für andere Situationen, wie 
etwa für Lineare Modelle, Generalisierte Lineare Nodelle, Stichprobenverfah­
ren etc. müssen Modifikationen des Verfahrens gefunden und untersucht wer­
den; dies Ist 1n vielen Fällen bereits gelungen (vgl. z.B. Bickel und Freed- 
man (1984), Rothe(1989), Freedman(1984)).
SJnd die Größen X^ unabhängig und Identisch nach einer unbekannten Vertei­
lung mit Verteilungsfunktion F verteilt, so stellt F den Parameter dar» der 
das statistische Modell (zusannen Bit der Unabhänglgkeltsannahme) vollstän­
dig beschreibt. Wieder Interessiert uns zunächst eine paranetrlscbe Funktion 
von F, d.h. eine Größe B-e(F), die geschätzt «erden soll, und wiederum, wie 
bereits Im vorigen Abschnitt, möge ein Schätzer 0n für 8 vorgegeben sein. 
Wir betrachten nun den Schätzfehler
11
B(X1.... Xn;F) - 0n- 0(F)
Diese Größe Ist natürlich 1m konkreten Fall nicht bekannt (sonst brauchte 
man 6 Ja nicht zu schätzen). Grundsätzlich von Interesse wäre aber auch ein­
fach die Verteilung oder die Verteilungsfunktion von B(X,F) unter F, d.h. 
die Größe
Ge(F;x) - PF ( B(X;F) i x )
Würde man diese Größe kennen, so hätte man eine Vielzahl zusätzlicher Infor- 
matlonen über die Qualität des Schätzers 6n:
• Das erste Moment von Gß(F;*) ist der Erwartungswert des Schätzfehlers und 
damit die Verzerrung des Schätzers,
• das zweite Moment von Gß(F,*) Ist der mittlere quadratische Fehler der
Schätzung 0 von 6,n a
• das zweite zentrale Moment von 6B(F,*) ist die Varianz von 6n,
• weitere höhere Moment können Aufschluß geben über die Form der Dichte der 
Verteilung von 6n,
• Fraktlle und Quantile der Verteilung würden die Konstruktion exakter Kon­
fidenzintervalle für 8 ermöglichen.
In der Tat Ist eine solche Verteilung nur ln selten bekannt: Wenn wir etwa
2als sicher annehmen könnten, daß X, - N(y,o ), also die X,'s normalverteilt
2sind mit bekannter Varianz o und unbekanntem Erwartungswert y, so wSre 1m 
Falle 6-y und 8 - X# - i^n X1,n niiml1ch <»B(N(|i,o2);•) die Verteilungs­
funktion der N(0,o /n)-Verte1lung - also unabhängig vom unbekannten Parame­
ter y. Leider Ist dies aber auch schon fast der einzige Sonderfall.
Die Bootstrap-Idee besteht nun ganz einfach darin, die unbekannte Verteilung 
- bzw. die Verteilungsfunktion ^(F,*) - zu schStzen. Prinzipiell Ist das 
hierdurch gestellte Problem gar nicht neu: Auch Gg(F.») ist nichts anderes 
dis eine parametrisehe Funktion von F. Die einzige ln Moment offensichtliche 
Schwierigkeit besteht nur darin, daß der Wertebereich dieser paranetrtsehen 
Funktion die Menge der Verteilungsfunktionen Istund nicht - arte ln allen 
bisher diskutierten Beispielen - die Menge der reellen Zahlen oder besten­
falls ein endllchdimenslonaler Vektorraim Ober den reellen Zahlen.
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Hat man sich aber an diesen Gedanken erst einmal gewöhnt, Hegt ein Schätzer 
für GB(F,•) direkt auf der Hand: Man suche zunächst einen Schätzer für F,
D A A
nenne diesen etwa F und schätze dann Gg(F,*) durch Gg(F,*). Und auch ein 
geeigneter Schätzer für F liegt vor - zimlndest 1n der Situation, die wir in 
diesem Papier ausschließlich behandeln: Han verwende die empirische Vertei­
lungsfunktion der Daten, also
Fn (Xx....Xn;t) #{Un | t } /n ,1
die wir Im folgenden kurz mit Ffl bezeichnen werden (obwohl sie stets von 
Xlt...,Xn abhängt).
Damit Ist die wesentliche Idee des Bootstrap bereits beschrieben; nur eine 
kleine Erweiterung werden wir noch hinzufügen - Im Hinblick auf weitere 
Überlegungen 1n den nächsten Abschnitten: Wir haben bisher einen Ansatz be­
schrieben, der dazu dienen soll, die Verteilung des Schätzfehlers B(X,F) zu 
schätzen. Allerdings sind wir nicht gezwungen, uns auf diesen Fall zu be­
schränken: Die Idee Ist prinzipiell 1 inner anwendbar, solange es un die 
Schätzung der Verteilung einer Funktion geht, die sowohl von den Beobachtun­
gen X •(X1,...,Xn) als auch dem unbekannten Parameter F abhängt. Offen ist 
jedoch inner noch, ob die Vorgehenswelse überhaupt sinnvoll Ist - auch wenn 
sie 1m ersten Moment sehr einleuchtend erscheint. Dies soll ln späteren Ab­
schnitten noch diskutiert werden. Zunächst wird das Konzept nochmals allge­
mein definiert:
Def.: Sei R(X,F) eine Funktion der Daten X und des unbekannten Parameters F 
sowie
GR(F; t) PF( R(X.F) i t)
Ihre Verteilungsfunktion. Dann ist die Verteilungsfunktion 
£(t) GR(Fn; t)
1 Das Zeichen I bezeichnet die Anzahl der Elmnente der dem 
Zeichen folgenden Nenge.
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der Bootstrap-Schätzer von GR(F; •).
Damit haben wir nun einen Schätzer für die Verteilung von R definiert- Oben 
haben wir angesprochen, daß - etwa bei der Schätzfehlervertellung - Insbe­
sondere Jedoch wieder reellwertige parametrische Funktionen dieser Vertei­
lung zur Beurteilung der Schätzung von Interesse sind. Es Ist nun wiederum 
naheliegend, die Interessierende parametrische Funktion der Verteilungsfunk­
tion zu schätzen durch die parametrische Funktion der entsprechenden Boot- 
strap-Schätzung, d.h. das erste, zweite, zweite zentrale oder dritte Moment 
bzw. ein a-Fraktll von GR(F; •) wird schlicht und einfach geschätzt durch 
das erste, zweite, zweite zentrale oder dritte Moment bzw. ein a-Frakt1l von
6* < v  ■>■
Man kann sich das Konzept auch an folgender Situation bildlich klarmachen: 
Man stelle sich vor, daß man die 'reale Welt" künstlich generiere - nur mit 
dem Unterschied, daß die wahre Verteilung der beobachteten X, nun bekannt
A *
sei - nämlich F.. Um die "künstlichen" X. nun von den "realen" X. zu unter- n 1 * 1
scheiden, werden wir sie 1m folgenden mit X1 bezeichnen. Man stelle sich 
nun ferner vor, ln dieser "künstlichen" Welt müsse ein "künstlicher" Stati­
stiker den ihm unbekannten Parameter 6 schätzen. (Wir kennen diesen unbe­
kannten Parameter, denn 1n der künstlichen Welt Ist dieser identisch mit
A
6(F_)1) Führt dieser Statistiker nun eine Schätzung aufgrund eines Experl- 
n * * 
mentes durch, das Ihm die Daten Xj .•••.*„ geliefert hat - genau wie wir 
mit unseren Daten Xj,...,Xn - so macht er ebenfalls einen Schätzfehler. Im 
Gegensatz zu Ihm kennen wir aber nun seine Schätzfehlervertellung - denn wir
A
kennen auch den wahren Parameter (nämlich Fn), der die künstliche Welt voll­
ständig beschreibt. Das Bootstrap-Verfahren macht dann nichts anderes, als 
daß es die Schätzfehlervertellung des "künstlichen" Statistikers als Schätz-
?
fehlervertellung unserer realen Situation verwendet .
Wir weisen an dieser Stelle noch einmal darauf hin, daß zunächst noch über­
haupt keine Überlegungen dahingehend angestellt wurden, ob dieses Verfahren
2 Sclence-Flctlon-Kenner werden sich hier möglicherweise an den 
Roman aWelt am Draht" von Daniel F. Galouye erinnern, ln den eine 
solche "künstliche Welt" im Computer ganz naturgetreu simuliert 
wurde - mit einem ähnlichen Ziel. Man beachte: Oie Hauptperson des 
Romans stellt Im Lauf der Zelt fest, daB sie selber nur Teil eines 
ähnlichen Slmulatlonsprogramm einer noch Mheren Ebene Ist.
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(so intuitiv einleuchtend es 1m Moment sein mag) überhaupt statistisch sinn­
voll ist. Diese Untersuchung Ist 1n der Tat auch nicht trivial: Wir haben es 
zum Beispiel unter anderem mit den Problem zu tun, daß der Bootstrap-Schät- 
zer Werte in der Menge der Verteilungsfunktionen annlmnt, also eine funk­
tionswertige Zufallsgröße darstellt. Zumindest Ist also für eine mathemati­
sche Würdigung die Theorie stochastischer Prozesse erforderlich. Da die 
Bootstrap-Schätzer bestlnmter reller Funktionen der Verteilungen ebenfalls 
über den Umweg dieser Verteilungsschätzer gewonnen wurden, bleibt hierfür 
das Problem ebenfalls bestehen, auch wenn diese Bootstrap-Schätzer Ihrer­
seits nun wieder ■bloß" reellwertig sind.
Zun Abschluß diese Abschnittes sei noch vermerkt, daß natürlich die Verwen­
dung der empirischen Verteilung bei der Konstruktion einer Bootstrapschät- 
zung einer Verteilung kein "Muß" Ist: Man könnte sich etwa auch eine "ge- 
glättete" Version von Fn vorstellen (die dann eine Dichte besitzt), die dann 
eine andere Schätzung von GR(F,*) * mit 1n der Regel auch anderen Eigen­
schaften - liefern würde. Hat man ein eingeschränktes Modell, d.h. reduziert 
man die Klasse der grundsätzlich zur Diskussion stehenden Verteilungen F für
die Größen X,, so sind ggf. ■vernünftigere* Schätzer sinnvoller. Betrachten2wir die weiter oben kurz angesprochene Situation, 1n den X, - N(y,o ), so
— 1 o
würde als Schätzung für die Verteilung von X^  sicher N( X#,o ) sinnvoller 
sein als die empirische Verteilung, die ja Ihrerseits diskret und damit 
nicht einmal eine Normal Verteilung ist.
3.2.Berechnung der Bootstrap-Vertellung
Eigentlich Ist die Idee des Bootstrap ja so naheliegend, daB nan sich fragt, 
warum man sich nicht eher mit diesem Verfahren auseinandergesetzt hat. Ge- 
naugenonvnen ist dies auch längst geschehen, wenn auch unbewu8t und ohne eine 
korrekte Würdigung - und zwar 1n der folgenden Situation:
Gehen wir zunächst wieder davon aus, daB ein Modell n1t der Restriktion X1 - 
N(y,o2) vorllege, wobei nun neben y auch o2 unbekannt sei« Eine geeignete 
Schätzung für die Verteilung von Xj Ist dann die Verteilung M(X#,'S2) alt
s2- I i m n i W 2'«"-1)
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Nun betrachten wir die parametrische Funktion 0(F) - p und Interessieren uns 
für die Verteilung G des Schätzfehlers X - y. Der Bootstrap-Schätzer hierfür 
Ist offensichtlich die Verteilung N(0,S2/n). Das a-Frakt1l dieser Verteilung 
ist dann ufl*S//n, wobei uQ * t_1(l-a) das a-Frakt1l der StandardnormalVer­
teilung N(0,1) Ist. W111 man nun ein zweiseitiges Konfidenzintervall für y 
konstruieren, so wäre dieses gegeben durch
I(l-a) - [ X.- G_1(l- a/2). X.- G_1(a/2) ].
falls diese Quantlle G_1(t) bekannt wSren. Die Bootstrap-Schätzung dieser 
Größen wären dann die entsprechenden Quantlle der Bootstrap-Schätzung von G, 
d.h. das zweiseitiges (1-a)-Bootstrap-Konf1denz1ntervall für y Ist dann
IB(l-a) - [ X# - ua/2-S/,/n , X# + ua/2^ n  ].
Dies ist natürlich kein Konfidenzintervall vom exakten Niveau (1-a) mehr: 
ua/2 m“ßtc durch *a/2 n-1 ersetzt A*>er hat man für normal-
verteilte Stichproben Konfidenzintervalle für den Mittelwert Im vorigen 
Jahrhundert berechnet, bis Student (1908) auf diesen Fehler aufmerksam 
machte.
Dieses einfache Beispiel zeigt bereits, daß durch Bootstrap mit Sicherheit 
nicht stets exakte Ergebnisse zu erwarten sind, sondern daB es sich dabei um 
Approximationen an die Wirklichkeit handelt, bei denen die Abweichungen 
theoretisch analysiert und quantifiziert werden müssen. Dies ist aber, wie 
wir sofort sehen werden, nicht der Grund für die späte “Wiedergeburt* des 
Bootstrap. Un den wesentlichen "Teufel im Detail* zu erkennen, betrachten 
wir nun wieder unser Beispiel der Schätzung des zweiten zentralen Moments 
von F und versuchen, mittels Bootstrap die Verteilung des ScliMtzfehlers zu 
schätzen:
Beispiel (Fortsetzung): Der zu schätzenden unbekannte Parame­
ter Ist hier eiFJnn^F), also das zweite zentrale Moment von F 
bzw. die Varianz von Xj. Oer SchKtzfehlet Ist damit
B(X,F) - if1»!, (X, - X.)2 - «g.
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Wollen wir nun die Bootstrap-Schätzuuy für dessen Verteilung 
bestinvnen, so betrachten wir die Größe
* * A -1 „ * *“* 2 _1 _ “ 7
B (X ,Fn) - n ^  (X, - X.)* - n (X, - X.)^ .
Deren Verteilung Ist nun zu bestlimen unter der Annahme, das
*
die X, feste Zahlen und die X, ZufallsgröBen mit Verteilung 
Fn sind.
Was das bedeutet, kann man sich wieder am besten vergegenwärtigen am B11d 
des künstlichen Statistikers” aus dem vorigen Abschnitt. Dieser Statistiker
* a 
gewinnt seine Daten X, aus der Verteilung mit Verteilungsfunktion F , d.h.
*  1 
X4 ninmt, jeweils mit WahrscheInkelt 1/n, einen der Werte X.,...,X an.' * * * l n
Damit erhält er als Tupel X - (Xj ,...,Xn ) ein beliebiges n-Tupel mit ICom- 
ponenten aus Xj,...,Xn. Prinzipiell sind für diesen "künstlichen" Statisti­
ker also nn verschiedene Versuchsausgänge möglich (es sei denn, daß zufällig 
Xj» Xj für ein 1#j gilt - diesen Fall wollen wir der Einfachheit halber 1m
folgenden Ignorieren); um die Verteilung von B explizit zu berechnen, muß
* n 3somit B für quasi jeden dieser n Versuchsausgänge ausgerechnet werden .
Dies Ist bereits bei recht kleinem n auch mit den schnellsten Rechnern noch
nicht mit vertretbarem Zeitaufwand zu meistern.
Die Folge Ist, daß 1n den meisten Fällen der Bootstrap-Schätzer der Vertei­
lung gar nicht explizit ausgerechnet werden kann. Damit ist aber auch die 
Bootstrap-Schätzung von Momenten oder Fraktilen dieser Verteilung nicht mehr 
möglich.
Es gibt jedoch einen "Ausweg", der allerdings erst ln den letzten Jahren ln 
zunehmendem Maße praktikabel wurde: Mit Hilfe einer Nonte-Carlo-Studie ist 
es nämlich nöglich, die Bootstrap-Schätzung Ihrerseits alt beliebiger Ge­
nauigkeit zu schätzen, wobei die Genauigkeit ausschließlich von der Kapazi­
tät des verfügbaren Rechners (bzw. die akzeptierte Rechenzelt) vorgegeben 
ist. Gerade dieses Konzept Jedoch, das ln folgenden beschrieben werden soll,
3 Genaugenoinnen sind es weniger, da jede Penmitation von X zum 
gleichen Wert von B führt. Die Zahl der erforderlichen Rechnungen 
bleibt allerdings nach wie vor unangenehm groß.
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Ist erst durch die Entwicklung auf dem Computersektor 1n den letzten Jahren 
praktikabel geworden und hat auf diese Weise den "Siegeszug" (?!) des Boot- 
strapverfahrens erst ermöglicht.
Das Monte-Carlo-Verfahren besteht darin, daß tatsächlich das Experiment des 
■künstlichen Statistikers" wiederholt durchgeführt wird und die auf diese 
Welse realisierten 'Schätzfehler1 gesanmelt und zur Schätzung der Bootstrap- 
Verteilung herangezogen werden. Zunächst muß hierzu der Umfang Nboot der 
S1mulat1onsstud1e festgelegt werden. Zur Schätzung der Verteilungsfunktion 
GR(Fn,x) sind dann folgende Schritte erforderlich:
(1) Ziehe eine Stichprobe (Xj*,...,Xn*) mit Zurückleqen aus der Menge 
( X .... X }.
1 n *  *  *  *
(2) Berechne R - R(Xj ....Xfl ; Ffl) und speichere den Wert.
(3) Wiederhole (1) und (2) Nb00j-*ral I bezeichne die auf diese Welse gewonnen
Werte für R mit R. ,...,RU
1 boot
(4) Bilde die empirische Verteilungsfunktion der ResampHng-Schätzungen 
R. t••■•Ry » ®1SO
1 boot
K  1 Nboot I » 1 ' “boot
A A A
und verwende diese als Schätzung Gg(Fn.*) von GR(Fn,*)*
Dieses Konzept der Schätzung eines Schätzers Ist übrigens für den Namen 
"Bootstrap1 verantwortlich: Im ersten Moment sieht es so aus, als wolle man 
dadurch, daß man aus seinen Daten wiederholt Stichproben ohne Zurücklegen 
zieht, zusätzliche Informationen gewinnen - eine Idee, die an Münchhausen 
erinnert, der sich Ja auch an seinen Haaren aus dem Sunpf ziehen konnte. Die 
Redensart "sich an den eigenen Haaren aus dem Surpf ziehen" gibt es 1a Eng­
lischen auch, nur daß man dort nicht an den Haaren, sondern an der Stiefel- 
•chlaufe (engl.: bootstrap) zieht. Aus diesem Grunde Ist das beschriebene 
Verfahren 1n deutschsprachigen Arbeiten gelegentlich ult "Münchhausen-Ver­
fahren" übersetzt worden (vgl. etwa Dlaconls und Efron (1983)).
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3.3.Einige Anmerkungen zur Qualität
Bei der beschriebenen Schätzung der Verteilung von R überlagern sich zwei 
Arten von Fehlern: Zunächst erfolgt ein Schätzfehler bei der Schätzung von 
Gd (F.•) durch GD{F_,•). danach zusätzlich aber noch ein Fehler bei der
« ” ~n a  a
Schätzung von GRÍfn'*) durch GR(Fn,»). Die zweite Approximation Ist 
schlicht eine Approximation einer Verteilungsfunktion durch eine empirische 
Verteilungsfunktion, die ln der mathematischen Statistik recht eingehend 
erforscht Ist; Probleme entstehen hierbei Jedoch bei der Auswahl des Zu-
*
fallsgenerators, der zur Gewinnung der Sub-Stlchproben X 1m obigen Algo­
rithmus unter (1) erforderlich Ist: Die 1n den Computerprogranmen letztlich 
Implementierten Zufallsgeneratoren sind nur "Pseudo-Zufallszahlen-Generato- 
ren", d.h. sie generieren deterministisch Zahlen, aber derart, daB die auf 
diese Welse gewonnen Zahlenfolgen möglichst vielen Tests auf ■Nlcht-Zufäl- 
Hgkelt" wiederstehen können. Die Qualität solcher Generatoren ist oft sehr 
fragwürdig, Insbesondere wenn wie beim Bootstrap eine große Zahl von Zu­
fall szahlen gezogen wird und so leicht die Gefahr besteht, daß unerwünschte 
periodische Effekte auftreten. Wir verweisen an dieser Stelle hierzu nur auf 
die unfangreiche Monographie von Knuth (1981) über die Konstruktion effekti­
ver Zufal Iszahlengeneratoren.
Die Untersuchungen über theoretische Eigenschaften des Bootstrap-Schätzers 
ln der mathematisch-statistischen Fachliteratur befassen sich hingegen vor­
wiegend mit der Größenordnung des anderen der beiden oben angesprochenen 
“Schätzfehler". Ein elementares Konzept Ist hierbei der Begriff der Konsi­
stenz. Bevor wir skizzieren, was hierunter zu verstehen Ist, betrachten wir 
die Situation noch einmal für den Fall des Schätzfehlers B(X,F). Ist der 
Schätzer 0R für 6 halbwegs avernünftiga, so wird er stark (oder zunlndest 
schwach) konsistent sein, d.h. es wird gelten
S - e — > 0 Pr-fast sicher n r
1
oder zunlndest nach P^-Wahrschelnllchkelt; ferner wird der Schltzfehler nach 
geeigneter Standardisierung asymptotisch normalverteilt sein, d.h. es gibt 
für jedes F ein o02(F) > 0 derart. daB
/n* (Bn - 6) — » H(0,oB2(F)) nach P^-Vertellung.
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Wir nehmen nun grundsätzlich allgemein an, daß die Verteilung von R(X,F) 
unter F - ggf. nach einer geeigneten Standardisierung - für n — > - gegen 
eine nichtentartete Normal Verteilung (d.h. mit positiver Varianz) konvergie­
re. Es Ist sicherlich eine Minimalforderung an die Funktionsfähigkeit des 
Bootstrap-Verfahrens, daß dann (ggf. nach der gleichen Standardisierung)
^ A A
auch die Verteilung von R(X ,FR) unter Fn den gleichen Grenzwert besitzt. 
Eine mathematisch präzise Formulierung dieser Forderung sieht etwas verwlr-
f A A
rend aus, da es sich bei der Verteilung von R(X ,Fn) unter FR im eine Zu­
fall sgröße handelt. Der Konvergenzbegriff muß sich darauf beziehen, es muß 
sich z.B. um eine Konvergenz *Pp-fast sicher* oder "nach ^-Wahrschein­
lichkeit” handeln. Im Falle der Verteilung des standardisierten Schätzfeh­
lers bedeutet also die (starke bzw. schwache) Konsistenz ihres Bootstrap- 
Schätzers:
Es gelte
M F .  oB2(F)*t/yn ) *(t) für alle t e R.
Dann Ist der Bootstrap-Schätzer schwach bzw. stark konsistent, 
falls
GB(Fn, oß2(F)*t/^n ) —  > t(t) für alle teil 
nach Pf-Wahrsche1n11chke1t bzw. Pp-fast sicher.
Tatsächlich Ist das 1n dieser Arbeit beschriebene statistische Modell das 
hinsichtlich dieser Fragestellung am umfangreichsten untersuchte; die Klasse 
der parametrischen Funktionen 6(F), für die die Bootstrap-Konsistenz für den 
standardisierten Schätzfehler nachgewiesen werden konnte, Ist Inzwischen 
recht groB. Exemplarisch sei hierzu auf die Arbeiten von Slngh (1981)v 
Bickel und Freedman (1961), Beran (1964a), Lohse (1984) «der Klenk und Stute 
(1966) hingewiesen.
Konsistenz allein wäre allerdings kein Krlterlun zugunsten des Sootstrap; 
sie bedeutet ja nur, daß die Bootstrap-Schätzung die wahre Verteilung von R 
asymptotisch ebensogut approx1n1ert wie deren asymptotische Verteilung. Dann 
aber gäbe es nur ln dem Fall einen Grund för die Anwendung des Bootstrap, 
wenn sich die asymptotische Verteilung von R einem klassischen Zugang (etwa 
unter Verwendung einer konsistenten Schätzung der asymptotischen Varianz)
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entzieht. In anderen Fällen wie etwa unserem Beispiel wäre Bootstrap wegen 
des erheblich größeren Rechenaufwandes 1m Nachteil.
Bemerkenswert beim Bootstrap ist jedoch die Tatsache, daß es 1n der Regel 
gegenüber der asymptotischen Verteilung einen erheblichen Vorteil besitzt: 
Es zeigt sich nämlich, daß 'unter schönen Bedingungen1 (wir werden uns mit 
diesen Regularitätsbedingungen hier 1m Detail nicht befassen) die Approxima­
tion der Verteilung von R durch Bootstrap besser Ist als durch die asyn^Jto- 
tlsche Verteilung: Die Bootstrap-Schätzung ist aso gut1 wie die erste Edge- 
worth-Approx1mat1on (vgl. z.B. Beran (1982)). Dieses Im Prinzip zun&chst 
ausschließlich theoretische Ergebnis (auch diese Aussage Ist "nur" eine 
asymptotische Aussage) Ist jedoch Hauptursache für die 'Euphorie* über Boot­
strap 1n den letzten Jahren; sieht es doch so aus, als würden mit Bootstrap 
bessere Approximationen z. B. an die Schätzfehlervertellung und damit sta­
tistisch genauere Aussagen über die Genauigkeit von Schätzungen möglich - 
und dies sogar noch mit einem "automatisierbaren” Konzept, das wenig Ein­
blick 1n die Insgesamt ablaufenden technischen Rechenvorgänge bei der Be­
stimmung des Schätzers erforderlich macht.
4.Konstruktion von Konfidenzintervallen
4.1. "Klassische" Asymptotlk: Normalapproxlmatlon
In diesem Abschnitt befassen wir uns mit einer Vielzahl von Ansätzen zur 
Konstruktion eines Konfldenzberelchs für den zu schützenden Parameter 
6*6(F). Dabei werden wir uns zunächst konzentrieren auf solche Schätzer, die 
die KAN-Bed1ngung erfüllen, d.h. die konsistent und asymptotisch normalver­
teilt sind, also die bereits Im vorangegangen Abschnitt angesprochenen Ei­
genschaften
0 - 6 — » 0 Pr-fast sichern r .
bzw. nach P^-Wahrschelnllchkelt sowie
^n« (0n - 0) — > N(0,oB2(F)) nach P^-Vertellung 
für ein oß2(F) > 0 besitzen. WSre oß2(F) bekannt» so würe
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l'iS> (1-0) • [ i„- ua/2.oB(F)Vn , Bn+ ua/2*°ß(F) I V" 3
ein asymptotisches (l-a)-Konfldenzintervall, für das gilt
PF{ 6 e I*as)(l-<i) ) 1-a .
Hierbei bezeichnet - I“1(1-t) das t-Frakt1l der Standardnormalvertellung. 
In der Regel Ist aber auch o0(F) nicht bekannt; es mu8 also geschätzt wer­
den. Oft Hegt die asynptotIsche Varianz aber 1n einer funktionalen Form 
vor, sodaO oß(F) durch og(FN) konsistent gesch&tzt werden kann.
Beispiel (Fortsetzung): Wir betrachten nun 1m folgenden gleich 
die 'erwartungstreue" Version des Schützers für n^, d.h. die
Größe
S„2 -tn-l)-l*Zli1in (Xr i.)2
und wollen ein Konfidenzintervall für konstruieren. In die­
sem speziellen Beispiel sind die oben angesprochenen Voraus­
setzungen gegeben, d.h. es handelt sich um einen konsistenten 
Schätzer für m2> darüberhlnaus Ist er asymptotisch normal; es 
gilt konkret
>  (Sn2- n^) — > N( 0, m4 - o^2),
hierbei ist m^ - Ep( X^- y)4 das vierte zentrale Moment von F. 
Eine geeignete Schätzung für die asymptotische Varianz Ist 
dann der klassische Momentenschfitzer
V  ■ H l  ' s„4-
1
Damit ergibt sich als klassisches” asynptotlsches Konfidenz­
intervall für Ü2
'i*0 «1-“) - c s„2 - i ^ J . ,  IJn. s„2 ♦ Un  ].
Meist 18Bt sich die asymptotische Nonulltft auch darstellen Inder Form
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(6n- e) / oF(en) - >  «(0.1),
n A A
wobei or (B„) - Varc(6„) die exakte Varianz des Schätzers Ist. Besitzt man r n r n Ä
einen Schätzer für die Varianz von 8n, so Ist 1n der Regel
A A A A
l ‘ '(1-0) - E V  V  ua/2*v 3
ebenfalls ein asymptotisches Konfidenzintervall, hier auf der Basis eines 
Schätzers für die exakte Varianz.
Beispiel (Fortsetzung): Im Falle des Schätzers für gibt es 
einen geschlossenen Ausdruck für die Varianz von SR^ direkt, 
nämlich (vgl. z.B. SerfUng (I960))
Var Sn2 - (m^ - ir^J/n + 2 » m ( n ( n - l ) ) .
Damit unterscheiden sich die wahre und die asymptotische Va-
2
rianz von yn*S_ um einen additiven Term der Ordnung 1/n. Bel
2der Verwendung der Momentenschätzung von Vn*Sfl wird diese 
Abweichung korrigiert:
V  ■ i*Il <Xr*->4 - s„4 ♦
ist etwas größer als vM  ; damit deckt das Konfidenzintervall
i‘f1n)(1-0) - £ S„2 - /V". Sn2 ♦ «a/2 * V  «n ]
einen größeren Bereich ab, das tatsächliche Niveau Ist also 
höher als bei Wir werden später, sahen, daß das Niveau
1n der Regel Inner noch wesentlich kleiner Ist als das noalna- 
1e Niveau 1-a.
ln vielen Fällen kann weder die exakte noch die asymptotische Varianz von £n 
1n einer Form dargestellt werden, die ad hoc eine "gute* Schätzung dieser 
Größe aus den vorliegenden Daten ermöglicht. Für solche Fälle Ist der Jack- 
knlfe-Varlanzschätzer konzipiert; hier wird ln der Schätzer o ^  für
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die Varianz von 6n verwendet, so wie es ja bereits 1m Abschnitt 2.2 ange­
sprochen wurde- Analog kann auch das Bootstrap-Verfahren zur Schätzung der 
Varianz herangezogen werden: Man bestimme die Bootstrap-Schätzung der Ver-
a ä 2
teilung von Bn- B und berechne deren zweites zentrales Moment o^ot*
Beispiel (Fortsetzung): Aus den ersten Blick scheint eine 
Jackknife- oder Bootstrap-Schätzung der Varianz grundsätzlich 
eigentlich nicht erforderlich, da ja eine gute Schätzung für 
die Varianz mit der Nomentenmethode zur Verfügung steht. In
A.
der Tat Ist aber die oben beschriebene Varianzschätzung v  
genau der Bootstrap-Schätzer für die Varianz; eine Slmula-
4
tlonsstudle wäre hier also überhaupt nicht erforderlich 1 
Oer Jackknife-Schatzer ist ein wenig anders, prinzipiell läßt 
er sich jedenfalls auch berechnen.
4.2. Die Perzentll-Methode
Der Ansatz zur Konstruktion eines Konfidenzintervalls 1m letzten Abschnitt 
zieht seine Berechtigung vorwiegend aus der asymptotischen Normalität der 
Schätzer. Ein derartiges Intervall ist nur dann effektiv, wenn die tat­
sächliche Verteilung des Schätzfehlers bestimmte Eigenschaften der Normal - 
Verteilung erfüllt, wie etwas Unlmodal1tät, Synvnetrle etc.; Insbesondere 
wird jedoch die Anpassung unso schlechter sein, Je größer die "Schwänze" der 
Verteilung sind. Je weniger "normal" die Verteilung der Verzerrung ist, de­
sto stärker wird ihr a/2-Frakt1l von dem der Grenzverteilung abweichen.
Der "Idealfall" wäre der, daß die wahre Verteilung des Schitzfehlers be­
kannt wäre. In diesem Fall ließe sich ein zweiseitiges Konfidenzintervall
a  _i
für en exakt angeben unter Verwendung der Fraktlle c(B,F;a) ■ s  4(F. l-a): 
Es ist
1
PF ( c(B,F, 1- a/2 ) < en- 8 < c(B,F, a/2 )) l 1-a
4 Ein Beispiel dafür, daß vor Inbetriebnahme des Rechners Inner 
noch das Gehirn eingeschaltet werden sollte.
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und damit
In(B)d-a) - C V  Gb“1(F* q/2> - V  V 1(F- a/2) ]
ein Konfidenzberelch mit exaktem Niveau (l-o). Die PerzentHmethode schätzt 
die unbekannten Fraktlle 1n diesem Ausdruck unter Verwendung der Bootstrap- 
Methode; formal also durch
in(B)(l-o) . [ V  Sg-1^ .  0/2) , en- G6-‘(Fn, 1- o/2) ]
Beispiel (Fortsetzung): Bei der konkreten Durchführung der 
Bootstrap-Schätzung des Fraktlls einer Verteilung Ist zu be­
rücksichtigen, daß die Bootstrap-Vertellung in der Regel eben­
falls nicht zur Verfügung steht, sondern durch eine Monte-Car- 
lo-Stud1e geschätzt wird. Die Schätzung des Fraktlls der Boot­
strap-Vertellung Ist dann das Fraktll der empirischen Vertei­
lungsfunktion, durch die die Bootstrap-Vertellung approximiert 
wird. U111 man Im unserem Beispiel z.B. ein zweiseitiges 90%- 
Konf1denz1ntevall für ir^ fF) auf diese Heise konstruieren, Ist 
etwa folgende Vorgehenswelse denkbar: Man führe 1000 Boot- 
strap-ReplIkatlonen durch so, wie sie ln Abschnitt 3.2 zur
A.
Konstruktion der Schätzung G„ beschrieben wurden. Das a/2-n Ä
Fraktll Ist dann die Stelle, an der die Verteilungsfunktion Gn 
den Wert l-a/2 überschreitet. Dies ist genau der N ^ ^ a / 2  - 
gröBte Wert ( also 1000*0.05 - 50) der durch die Bootstrap- 
Replikationen gewonnene Wert. Bezeichnen wir diesen Wert mit 
Cg und den 50-klelnsten Wert mit Cg, so Ist das Intervall [ 
CB* e1n Honte“C*rlo_$ch&tzer für
[ c(B,F, 1- tt/2 ) , c(B,F, aJZ ) ],
d.h. das entsprechende Konfidenzintervall für ^(F) würde dann 
lauten
- t \ 2 - cB , SnZ - fg]
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Simulationsstudien haben gezeigt, daß die Konstruktion von Konfidenzinter­
vallen mittels Bootstrap die am Ende von Abschnitt 3 angesprochene Euphorie 
nicht unbedingt gerechtfertigt hat (Schenker, 1986). Dies hat zu einer Viel­
zahl von Versuchen geführt, die Bootstrap-Schätzung der Fraktlle zu modifi­
zieren und zu korrigieren (Efron 1979,1981,1982, 1985, 1987). Einen Über­
blick über diese Ansitze und eine auch theoretisch zufriedenstellende Erklä­
rung der Zusammenhänge zwischen diesen Ansätzen wurde erst ln jüngster Zelt 
präsentiert (Hall (1988)), obwohl bereits früher viele Anzeichen dafür spra­
chen, daß insbesondere eine der "Alternativen" vielversprechend Ist (vgl. 
etwa Abramovitch und S1ngh (1985)). Dieses "Alternatlv-Konzept" .soll 1m fol­
genden Abschnitt beschrieben werden.
4.3.Student1s1erter Bootstrap
Die Schwäche der Perzentll-Methode besteht darin, daß die Schätzungen der 
Perzentlle bzw. der Fraktlle 1n der Regel relativ schlecht sind. Den wesent­
lichen Faktor bei dieser Ungenauigkeit stellt dabei nicht die Schätzung der 
Bootstrap-Vertellung durch die Monte-Carlo-Studle dar, sondern die Abwei­
chung der Bootstrap-Vertellung von der wahren Verteilung. Im folgenden be­
fassen wir uns mit einem Ansatz, mit dem man dieses unangenehme Phänomen 
abmildern kann. Hierzu sei folgende “Plaus1b111tätsüberlegung" vorange­
stellt:
Warum weicht die Bootstrap-Schätzung einer Verteilung überhaupt von der wah­
ren Verteilung ab? In der Tat ist die Abbildung
F Gr (F;*)
schlicht eine Funktion mit der Menge der Verteilungsfunktionen (F) als Defi­
nitionsbereich und den Verteilungsfunktionen als Wertebereich. Da diese Ab­
bildung als Funktion von F nicht konstant ist, Ist selbstverständlich, daß 
1n der Regel die Funktionswerte GR(F;*) und GR(Fn;•J verschieden sind. Geht
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man davon aus, daß GR ln der Umgebung von F hinreichend "glatt“ Ist, so 
hängt der Grad der Abweichung Insbesondere davon ab, wie gut die Schätzung
A A
Fn von F ist (also wie “nahe" FR an F Hegt); ändert sich aber GR relativ 
wenig, so könnte diese Schätzung auch eine etwas größere Schätzungenaulgkeit 
"vertragen".
Ferner Ist leicht einzusehen, dafl nicht allein die Kenntnis der Schätzfeh­
lerverteil ung die Konstruktion eines Konfidenzintervalls für 0(F) ermög­
licht: Ist i(X) > 0, so wäre ebenso die Verteilung von
R(F;X) - B(F;X) / x(X)
hierzu geeignet;
In(S)(l-a)-[ 6n-GR-1(F;l-a/2).t(X). 0n-GR_1(F;a/2)*t(X)]
1 st ebenfalls ein (l-<x)-Konf1denz1ntervall - allerdings in der Regel ein 
•schlechteres": Seine Länge ist zufällig (nämlich t(X)*(GR“1(F;l-a/2) - 
GR_1(F;a/2)), also von t(X) abhängig) und in der Regel länger als Ifl aus 
Abschnitt 4.2.
Allerdings kann man sich vorstellen, daß eine geeignete Wahl von x die Ver­
teilung GR(F;•) "glatter“ macht als die von Gß: Bel beiden Verteilungen 
liegt (zisnindest bei "vernünftigen" Schätzern für 6) Ihr erstes Moment 1n 
der Nähe von 0. Del Gß schwankt das zweite Moment so, wie sich Varp(6n) als 
Funktion von F verhält. Hat man nun jedoch einen "vernünftigen" Schätzer für 
Varf(6n) und verwenden dessen Wurzel als Größe t(X), so liegt das zweite 
Moment von GR stets ln der Größenordnung von 1. Damit sind die ersten beiden 
Momente von GR relativ stabil gegen Abweichungen von FR von F. Zinlndest 
kann dann vermutet werden, daB sich dies auch auf die Genauigkeit auswirkt, 
mit der sich GR vom Bootstrap schätzen liBt.
5
S Diese "Glattheit" läßt sich quantifizieren; hierzu Ist ein 
D1fferentat1onska1ku1 für Funktionale erforderlich, wie es Bit den 
Begriffen der Gateau- oder Frechet-Differenzlerbarkelt zur 
Verfügung steht (vgl. z.B. Serfllng (1980, sec. 6.2)) und wie es 
darüberhinaus auch bei der Untersuchung der oben angesprochenen 
Bootstrap-Konslstenz verwendet wird (Parr (1963), Lohse (1984)).
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Das soeben beschriebene Verfahren Ist natürlich bereits seit Jahrzehnten 
bekannt: Haben wir eine Stichproben von unabhängigen, Identisch normalver-
tellten Zufallsgrößen mit unbekannten Mittelwert m und unbekannter Varianz
2o , so laßt sich ein exaktes Konfidenzintervall für m unter Verwendung der 
Tatsache konstruieren, daß
R(m,oZ; X) «yn*(X#- m) / S - tR l
also t-vertellt mit n-1 Freiheitsgraden ist. In diesem Fall Ist der "studen- 
tlslerte Schützfehler" sogar völlig unabhängig von den unbekannten Parame­
tern (und damit einer der Spezialfälle, 1n denen Gg tatsächlich als Funktion 
des unbekannten Parameters konstant Ist). Eine derartige Statistik wird 1n 
der Regel als "Pivot" bezeichnet.
Im der allgemeineren Situation, mit der wir uns ln dieser Arbeit befassen, 
Ist die student1s1erte Größe zwar 1n der Regel kein Pivot, aber eine Größe, 
die "näher an einem Pivot" ist als der Schätzfehler selbst.
Die Konstruktion eines Konfidenzintervalls mittels Bootstrap unter Verwen­
dung des studentlslerten Schätzfehlers Ist dann technisch nicht mehr proble­
matisch: Man führe auf die inzwischen bekannte Welse eine Bootstrap-Schät- 
zung GR(Fn;•) von GR(F;•) durch und verwende das Intervall
i„(S)(l-a) • [in-Sj1(Fn;l-<i/2).t(X)>en-C‘I(Fn;a/2).T(X)].
Hierbei Ist t2(X) ein Schützer für Vaiy(3 ). Problematisch wird dieses Ver- 
fahren allerdings dann, wenn es einen Schätzer für diese Varianz ln "natür­
licher" und damit leicht berechenbarer Form nicht gibt: NuB nan diese erst 
selbst mit einem Jackknife- oder gar einem Bootstrap-Verfahren bestirnten, so 
wird der Rechenaufwand "erheblich" (Bel Bootstrap fGhrt dies zu Mnelnander- 
geschachtelten" Nonte-Carlo-Studlen: In Jedem MC-Schrltt zur Bestlnung von 
i(Fn;X*) Ist eine MC-Studle zur Bestinnung von Varp(Bn) erforderlich!). Der 
"studentlslerte" Bootstrap kann 1n solchen Fällen in der Tat nicht sehr 
praktikabel sein (wobei dies natürlich von der Rechengeschwindigkeit der zu 
Verfügungen stehenden Rechner und den dafür erforderlichen Kosten abhängen 
nag).
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Beispiel (Fotsetzung): In Abschnitt 4.1 haben wir einen Schät-
2zer für die Varianz von 5 angegeben:
V  * H\  (V *.)4 - sn4 + 2*SB4'<"-»>
Damit Ist ein "student1s1erter Schätzfehler" die Größe 
R(F.X) - (Sn2- oF2) / vmf.
W111 man nun die Bootstrap-Verteilung bestlnmen, so nuB sie 
wieder durch eine Monte-Carlo-Studie geschätzt werden (in un­
serem konkreten Beispiel sind wir oben jeweils von einem Un­
fang von Nboo^-1000 ausgegangen). In jedem MC-Schrltt wird
wiederum eine Stichprobe X. mit Zurücklegen aus
1 n* 2 Ä * gezogen, hieraus die Größen Sfl und vm^ berechnet
und schließlich der Wert
R(Fn.x‘) . <§„2 - Sn2) / v
abgespeichert. Die auf diese Welse gewonnen 1000 Werte werden 
geordnet und der 50-kle1nste (cs) und der 50-gr5Bte (cs) be­
st 1nmt. Das studentislerte zweiseitige 90%-Bootstrap-Konfi- 
denzintervall ist dann
I„(S)(1-«) - [ Sn2- V v .  s„2- V V 3 -
4*4. Kürzeste Bootstrap-Konfidenzintervalle
Bei der Konstruktion des zweiseitigen Konfidenzintervalls ln Abschnitt 4.2 
wie auch ln 4.3 wurden das (1- a/2)- und das o/2-Fraktll der «ootstrap-Ver­
teilung herangezogen. Dies ist noch ein "Relikt* aus der Nervalverteilungs- 
theorle: Die Noraal Verteilung ist symmetrisch und untaodal, daalt Ist das 
auf diesen beiden Fraktllen basierende Intervall das kürzeste alt Niveau
1-4. Bel der Bootstrap-Vertellung, die Ja 1n der tegel «ine bessere Anpas­
sung an die tatsächliche Fehlerverteilung darstellen soll als die Grenzver­
teilung, auB dies nicht aehr gelten* Damit besteht aber auch kein Grund
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mehr, auf beiden Selten des Konfidenzintervalls möglichst genau die "Vertei- 
lungsmasse" a/2 abzuschneiden, sondern es wäre sinnvoll, auf der einen Seite 
dj und auf der anderen Seite so ■abzuschneiden", daß noch 0 ^ 2  * a 
und das daraus resultierende Intervall möglichst kurz Ist.
Beispiel (Fortsetzung): Das Prinzip der Konstruktion läßt sich
am einfachsten anhand der konkreten Situation erläutern, wie
sie ln 4.2 beschrieben wurde. Vir betrachten hierzu nur die
Monte-Carlo-Schätzung der Bootstrap-Vertellung: Selen
* 2
b1Pb,....bu die Werte, die bei der Bestimmung von S_ -
%  2 boot n
S in der Simulationstudie entstanden sind. Wir ordnen nunn
diese Werte zunächst der Größe nach an und erhalten Werte
b(l).... b(Nb00t> m U  b(l) i b(2)S •"
In unserem Fall war NbOOt"l00°* D1e empirische Verteilungs­
funktion GR hat dann an den Stellen b^j jeweils einen Sprung 
der Höhe 1/1000. (Prinzipiell kann es Ausnahmen geben: Wenn 
ein Wert unter b1....biooo mehriach Auftritt, Ist die Sprung­
höhe das entsprechende Mehrfache von 1/1000. Dieser 'Ausnahme­
fair macht Jedoch wenig Schwierigkeiten, wir werden ihn 1.f. 
Ignorieren.) Damit hat die zu Gn gehörige Verteilung Jeweils 
an den Punkten b1 die 'Hasse* 1/1000. 900 Punkte haben damit 
die "Masse” 1-a (wenn a-0.1 vorgegeben ist). Ein Intervall I. 
■ Cb(i)> b(i+B99)^ hat dann d1e Gn-Wahrsche1nl1chke1t 1-a - 
vorausgesetzt, daß 1^  ein 'vernünftiger* Ausdruck Ist (es muß 
lililOl gelten). Damit hat das Intervall Ij die Länge
b(1+B99)_ b(1)‘
Schließlich suchen wir das lg, für das die Lftnge von «inl- 
nal Ist. Die Bootstrap-Schätzung für das kürzeste 90%-Konfl- 
denzlntervall Ist dann
fJB.mlnJ^j . £ sn2 - b(1ö4899)i Sfl2 -
Fürhre wir das gleiche Konzept für den studentlslerten Boot­
strap aus Abschnitt 4.3 durch, so sind b1,....bN^  die Wer­
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te, die sich als Werte von R(?n,X*) » (§n2 - SR2) / v^* erge­
ben. Analog wie oben Ist ein b^  zu bestimmen, für das die
'0
I sl
slerte Bootstrap-Konfidenzlntervall 1st dann
Differenz b ^ +8ggj- minimal 1 t. Das kürzeste studentl-
C(S ;m1 n),, r c 2 A t e 2 A t -,ln (l-a) - [ Sn - vmf*b(1o+eg9j, Sn - vmf»b(1^j].
4.5.Vorp1vot1s1erung
Ein Ansatz von Beran (1985, 1987 und 1988) treibt das Konzept der "Studentl- 
slerung" auf die Spitze. An dieser Stelle soll nur die Idee kurz skizziert 
werden, die vollständigen Eigenschaften dieses 'Tricks* sind derzeit noch 
nicht vollständig erforscht.
Im Abschnitt 4.3 haben wir festgestellt, daß die Konstruktion eines exakten 
Konfldenzintervalles nicht nur bei der Kenntnis der Verteilung des Schätz­
fehlers möglich ist. Die Student1s1erung stellt hierbei eine (zufällige, 
d.h. von den Beobachtungen X abhängige) Transformation des Schätzfehlers 
dar, die dafür sorgt, daß die Verteilung der transformierten Größe mittels 
Bootstrap genauer zu schätzen Ist. Ein Konstruktion von Konfidenzintervallen 
Ist möglich, da es sich bei der Transformation un die Multiplikation des 
Schätzfehlers mit einer positiven (zufälligen) Konstante handelt. Grundsätz­
lich wäre eine solche Konstruktion auch Immer stets dann möglich, wenn der 
Schätzfehler auf eine andere, nachvollziehbare Welse streng aonoton trans­
formiert würde, d.h. wenn
R(F;X) - g(X;9n-8 ),
wobei g(X;•) für (Pp-fast sicher) Jede Realisation von X eine nonotone Funk­
tion Ist. Im Fall der Studentlslerung Ist
g(X,t) t/t(X)
2 * ' wobei t (X) ein Schätzer für die Varianz von 9fl Ist. Wie Ist nun g(X,*) zu
wählen, damit die Verteilung von R(F;X) ln den Ungebung von F »6gliehst we­
nig schwankt?
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Beran's Ansatz basiert auf den bekannten Tatsache, daß für eine Zufallsva­
riable Z mit stetiger Verteilungsfunktion H die Größe H(Z) stets eine 
Gleichverteilung auf dem Elnheitslnterval1 besitzt. Eine Transformation von
B(F;x) . en- e
R0(F;X) * V F; B(F;X))
würde - vorausgesetzt, Gß wäre stetig - eine Gleichverteilung von RQ (unab­
hängig von F) zur Folge haben, d.h. würde B(F;X) "plvotlsleren". Aufgrund 
dieser Überlegung Hegt es nun nahe, als Transformation g(X;•) die Boot- 
strap-Schätzung der Verteilungsfunktion von B(F;X) zu verwenden, d.h. die 
Größe
R(F;X) - Gß( Fn; B(F;X) ).
Damit Ist R(F;X) "ungefähr* rechteckverteilt, die exakte Verteilung (und 
damit die wesentlichen Abweichungen von eben dieser Rechteckverteilung) las­
sen sich dann wieder mittels Bootstrap schätzen.
Diese PlauslbHltätserklärung hat noch einen kleinen Haken: die Transforma-
tlon mit Gd (Fm,*) Ist nur schwach, nicht aber streng monoton; dies Ist Je- D n
doch nicht allzu problematisch: Entweder man verwendet statt der hier be­
schriebenen Bootstrap-Schätzung von Gg eine "geglättete* Version, oder man 
gibt sich mit der Tatsache zufrieden, daß bei nicht allzu kleinem Stlchpro- 
benumfang bereits Gß(Fn,*) "nahezu” stetig ist (d.h. nur noch Sprünge von 
sehr geringer Höhe hat) und gibt sich mit einer konservativen" Abschätzung 
des Konfidenzintervalls, die dieser Tatsache Rechnung trägt, zufrieden.
»
Bel der Berechnung der Bootstrap-Vertellung von R(F;X) tritt dann allerdings 
ein gravierendes Problem auf, das beim Konzept des studentlslerten Boot­
straps am Rande bereits erwähnt wurde: Hier müssen zwei loelntnderge- 
schachtelte Honte-Carlo-Schlelfen durchgeführt «erden, der Rechenaufwand 
potenziert sich alsol
32
Was diese "Vorplvotlslerung" bedeutet, läßt sich wiederum an dem 1n Ab­
schnitt 3.1 zur Motivation herangezogenen 'künstlichen Statistiker* erläu­
tern: Das Verfahren ist eine Operationalisierung der Überlegung, was pas­
siert. wenn man den "künstlichen Statistiker" selbst einen Bootstrap 
durchführen läßt, damit der seine Schätzung verbessert.
Solange Rechenzeltproblerne den nicht ln Hege stehen, kann dieses Konzept der 
"Vorp1vot1s1erungB noch Iterlert werden: Man führe auch noch eine P1vot1s1e- 
rung von R(F;X) durch usw... Es Ist derzeit nicht klar, ob ein solcher Ite- 
rlerter Bootstrap überhaupt noch eine Verbesserung der Genauigkeit zur Folge 
haben kann - außer ln einigen künstlich konstruierten Spezlalffillen (vgl. 
Beran (19B6)).
4.6.Qualität der Konstruktionsverfahren für Konfidenzintervalle
Bisher wurden 1n diesem Kapitel nur verschieden Verfahren beschrieben, mit 
denen sich Konfidenzintervalle konstruieren lassen und bestenfalls Plauslbl- 
Utitsargumente geliefert, warum das eine Verfahren besser als das andere 
Ist oder nicht. Präzise Qualitätsaussagen wurden bisher nicht prfsentlert.
Zunächst Ist festzustellen, daß unter relativ schwachen Regularitätsbedin­
gungen alle ln Kap. 4 beschriebenen Konstruktionsverfahren tatsächlich asym­
ptotisch das angestrebte Niveau elnhalten, d.h. die tatsächliche über- 
deckungswahrschelnllchkelt konvergiert gegen das nominale Niveau für n — ► - 
( vgl. Beran (1984a)). Damit ist aber zunächst nur sichergestellt, daß die 
Bootstrap-Verfahren asymptotisch nicht schlechter sind als die klassische 
Methode, der Ausnutzung der asymptotischen Normalität.
Es würde den Rahnen dieser Arbeit überschreiten, die verschiedenen Ansitze 
hierzu zu diskutieren. Einen guten Oberbllck stellt hier die Arbeit von Hall 
(1968) dar, auf die wir an dieser Stelle verweisen wollen and die vir Im 
folgenden zimlndest skizzieren. Dennoch sind die dort prlsentlerten Ergeb­
nisse vom praktischen Standpunkt her recht unbefriedigend, da sie - wie alle 
aiathamtlsehen Qualltitsaussagen 1b  Zusaaatnhang alt Bootstrap - grandsltz- 
llch asymptotischer Natur sind: Sie sagen etwas darüber aus, wie schnell die
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Bootstrap-Schätzung den wahren Wert approximiert bei wachsendem Stichproben­
umfang, aber nichts darüber, wie groß die Abweichungen beim "Start*, also 
kleinen Umfängen, bereits sind.
Die Aussagen beziehen sich ln der Regel auf die Ordnung der Approximations­
geschwindigkeit 1n Abhängigkeit vom Stichprobenumfang n. Schätzt nan etwa 
ein Fraktll eines studentlslerten Schätzfehlers durch das Fraktll der Stan­
dardnormal Verteilung, so Ist die Abweichung von der Ordnung l//n.® Bel der 
Verwendung des Bootstraps zur Schätzung der Verteilung und damit auch des 
Fraktlls von B(F;•) (vgl. Hall (1966), dieses Verfahren wird dort als "Hy­
bridmethode* bezeichnet) ergibt sich eine Abweichung von der Ordnung 1/n» 
also ln diesem Sinne eine Verbesserung. Bei der Verwendung des studentlsler-
ten Bootstraps schließlich liegt sogar nur eine Abweichung zwischen "theore-
-3/2tlschem“ und *geschätzteml< Fraktll der Größenordnung n vor.
Bemerkenswerterwelse wirken sich diese Approximationsgeschwindigkeiten bei 
der überdeckungswahrschelnllchkelt zweiseitiger Konfidenzintervalle unter­
schiedlich aus (1m Gegensatz zu einseitigen Konfidenzintervallen): Hier eli­
minieren sich Terme zweiter Ordnung, sodaß alle beschriebenen Verfahren das 
Niveau bis auf eine Größenordnung von n”1 approximieren; dies gilt sowohl 
für die ”equa1-ta1led"-Ansätze, die 1n den Abschnitten 4.2 und 4.3 beschrie­
ben wurden als auch für den Fall des 'kürzesten* Intervalls (vgl. Abschn. 
4.4). In den Simulationsstudien des nächsten Kapitels wird sich allerdings 
zeigen, daß dennoch erhebliche Unterschiede vorliegend
6 Eine Folge (a } von reellen Zahlen bzw. von Zufallsvarlablen 
ist von der Ordnung c(n), wenn die Folge {a /c(n)} beschränkt bzw. 
stochastisch beschränkt ist.
7 Die Aussage *(a } Ist von der Ordnung c(n)* sagt eben noch 
nichts Gber die beschränkenden Konstante nax {a/c(n)) aus.
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5. Numerische Beispiele
5.1. Einfache Zahlenbeispiele
Im letzen Kapitel dieser Arbeit werden wir nun ausschließlich das bisher 
wiederholt als Beispiel herangezogene Problem der Schätzung des zweiten Mo­
ments einer Verteilung betrachten. Zunächst erläutern wir noch einmal anhand 
konkreter Zahlenbeispiele die Vorgehenswelse bei der Durchführung der bisher 
beschriebenen Prozeduren.
Mit Hilfe der Programmiersprache GAUSS wurden einige Prozeduren erstellt, 
die einfach die Berechnung von Jackknife-B1askorrekturen und -Varianzschät­
zern von Schätzern sowie Bootstrap-Vertellungsschätzern reellwertiger para- 
metrischer Statistiken der Form R(F;X) auf dem PC erlauben.
Wir beginnen mit folgendem Zahlenbeispiel: Gegeben sei die Stichprobe vom 
Umfang n-10, wie sie ln Tab.l vorgegeben sel. Als Schätzung für das zweite 
zentrale Moment der diesen Daten zugrundeliegende Verteilung ergibt sich
Sn2 - 1.160
und als finiter Momentenschätzer für die Varianz dieser Schätzung
y  - 0.3232 - 0.104
Da Sn2 unverzerrt ist, ist der Jackknife-Schätzer für Hg identisch mit Sfl2. 
Als Schätzung für die Jackknife-Var1anz ergibt sich
Vj2 - 0.4162,
die Bootstrap-Schätzung der Varianz aufgrund einer Monte-Carlo-Studle vom 
tjnfang Nboot-1000 war
vB2- 0.337.
\
Zur Berechnung dieser Werte wurde ebenfalls ein kurzes Gauss-Program er­
stellt. Man beachte, daB die tatsächliche Bootstrap-Schätzung der Varianz im 
vorliegenden Beispiel m H  vn2 Identisch Ist und die Abweichung zwischen vß2
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a 2 . . . .  
und v ‘ ausschließlich auf den ’Zufall" der Monte-Carlo-Studle zuruckzufuh- mr
ren ist.
Die Ergebnisse bei der Verwendung der verschiedenen Ansätze zur Konstruktion
von Konfidenzintervallen zum Niveau 90% (also a-0.05) sind ln Tab. 2 vleder-
* 2
gegeben. Wo erforderlich, wurde grundsätzlich die Größe vmi zur Varianz­
schätzung herangezogen.
Bei der vorliegenden Stichprobe handelt es sich un 10 mit einem Zufallszah- 
lengenerator erzeugte unabhängige Realisationen aus einer N(0,l)-Verte11ung 
(d.h. es gilt oig-l). Ein zweites Zahlenbeispiel, wieder mit Zufallszahlen 
aus der gleichen Verteilung, findet sich 1n Tab. 3.
Han sieht sofort, daß die auf der Basis des studentlslerten Bootstraps ge­
wonnenen Konfidenzintervalle erheblich größer sind als die anderen. Tatsäch- 
Uch wird auch die Varianz von S erheblich unterschätzt (diese Ist Im Bei­
spiel 2/9 - 0.2222 - (0.471)2). Für eine konkrete Aussage über die Qualitäta
des Verfahrens liefern solche Rechenbeispiele allerdings wenig .
5.2.Simulationsstudien
Un einen Einblick ln die Wirkungsweise der Verfahren zu gewinnen, sind 
grundsätzlich theoretische Aussagen über ihre Eigenschaften erforderlich. 
Stehen diese ln der erforderlichen Allgemeinheit nicht zur Verfügung, so 
gibt es keinen anderen Weg, als zu versuchen, sich anhand einiger konkreter 
Beispiele zu vergewissern, mit welchen Problemen man gegebenenfalls zu rech­
nen hat. Die Resultate einer Slmualtlonsstudle ersetzen natürlich nie eine 
"theoretische" Analyse, nan kann alt Ihnen bestenfalls "Erfahrungen1' über 
die Wirkungsweise der Prozeduren samneln. Aus diesem Grund sind natürlich 
bei einer SlmulatlonsStudie grundsätzlich die verschiedenen denkbaren "Para- 
metersltuatlonen* möglichst breit einzubeziehen.
8 Dies gilt natürlich insbesondere, wenn man die Verfahren 
'anhand konkreter Daten* vergleicht: Es fehlt das 
Val1d1erungskr1ter1unl
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In der 1n dieser Arbeit beschriebener^ Problematik Ist dies besonders 
■schwierig": Grundsätzlich müßten die verschiedensten Verteilungsparameter 
F, parametrische Funktionen 6(F), Schätzer 0n, Stichprobenumfänge n und Ni­
veaus a berücksichtigt werden. Eine solche unfangreiche Untersuchung würde - 
sofern sie überhaupt denkbar Ist - sicherlich den Rahmen dieser Arbeit 
sprengen. Wir werden uns daher ausschließlich mit dem bereits mehrfach an­
gesprochenen Beispiel auseinandersetzen: Schätzung des zweiten zentralen 
Moments einer Verteilung durch die empirische Varianz einer Stichprobe.
Die Wahl dieses Beispiels hat seine Ursache ln einer Arbeit von Schenker 
(1986), der es dazu heranzieht, um aufzuzeigen, daß das Bootstrap-Verfahren 
nicht unbedingt die hervorragenden Eigenschaften besitzt, die es aufgrund 
der theoretischen Resultate verspricht. Allerdings wird "Bootstrap” dort 
relativ "unfair” behandelt. Der "naive” Bootstrap, also die Perzentilmetho- 
de, wird gegenübergestellt dem tatsächlichen Niveau, das sich erreichen lie­
ße, wenn die tatsächliche Verteilung wirklich bekannt wäre: es werden stan- 
dardnormalvertellte Daten generiert und die Konfidenzintervalle mit denen 
durch "klassische" Verfahren (die nur unter Kenntnis der Normalität exakt 
sind) verglichen. Dies war der Anlaß einer etwas extensiveren Untersuchung 
(Rothe 1986), die wir hier kurz beschreiben.
Wir untersuchen wieder das 1n dieser Arbeit durchgehend als Beispiel heran­
gezogenen Probien: Gegeben sei eine Stichprobe vom lAnfang n aus einer unbe­
kannten Verteilung mit Verteilungsfunktion F; geschätzt wird das zweite zen­
trale Moment dieser Verteilung unter Verwendung der tnplrischen Varianz der 
Stichprobe. Ziel sei die Angabe eines Konfidenzintervalls für dieses Moment. 
Verglichen werden
(1) die "klassische" asymptotische Methode unter Verwendung eines Momenten- 
schätzers für die Varianz des Schätzers (Konfidenzintervall In^ 1n (^l-<x) 
ln Abschnitt 4.1);
(2) der "naive" Bootstrap, also die Verwendung der Perzentllnethode (Konfl- 
, denzlntervall In^(l-e) ln Abschnitt 4.2);
(3) das Konzept des "studentlslerten" Bootstraps (Konfidenzintervall 
IniS)(l-fl) ln Abschnitt 4.3).
'v
In (2) und (3) wurde der "equal-talles-Ansatz" verwendet. Als nominales N1-
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veau für das Konfidenzintervall wurde grundsätzlich 90%, also a-Q.l ange­
setzt. Die Bootstrap-Schätzungen der jeweiligen Verteilungen basierten je­
weils auf einer Monte-Carlo-Studle vom Umfang N^^-1000.
Als datengenerierende Verteilung mit Verteilungsfunktion F wurden drei ver­
schiedene Verteilungen herangezogen: Zunächst die (bereits von Schenker ver­
wendete) N(0,l)-Verte1lung, darüberhlnaus die Glelchvertellung auf dem In­
tervall [0,^12 ], U(0,yi2),sowie schließlich die Standard-Exponent1alVertei­
lung E(l) mit der Dichte
f(t) - t e~* fürt t>0, 0 sonst.
Alle diese Verteilungen haben das zweite zentrale Moment 1. Für jede Vertei­
lung wurde das Verhalten der Schätzungen unter StlchprobenumfSngen von 
n-10,20,35 sowie 100 untersucht.
Für jede Kombination Verteilung/Stichprobenumfang wurde eine Monte-Carlo- 
Studle zur Schätzung der wahren Uberdeckungswahrscheinlichkeit des wahren 
Parameters durchgeführt. Der Umfang dieser Monte-Carlo-Studle betrug jeweils 
(wie bei Schenker) NMC-1600. Damit besitzt die MC-Schätzung der Uber­
deckungswahrscheinlichkeit eine Standardabweichung von unter 
0.012.
Die Simulationsstudie wurde Anfang 1986 am Rechner des Hochschulrechenzen- 
trums der Universität Dortmund unter Verwendung diverser Fortran-Progranvne 
durchgeführt.
Eine Untersuchung der Vorpivotislerungsmethode Ist nun in der Tat sehr auf­
wendig: Waren bereits bei den soeben beschriebenen Studien jeweils Monte- 
Carlo-Studlen von Nonte-Carlo-Studien erforderlich, so werden hier drei In­
einandergeschachtelte NC-Studlen benötigt. Bei der damals durchgeführten 
Studie wurde dieses Verfahren daher nur für den Fall der M(0,l)-Verte1lung 
und für den Stichprobenumfang n-10 untersucht. Ferner wurden die beiden NC- 
Studlen zur Bestlomung des Bootstrap-SchKtzers auf 300 reduziert; 1^-1600 
dagegen wurde beibehalten. Weitere Berechnungen wurden nicht durchgeführt; 
allein die Bestimnung des einen Schätzwertes für das exakte Niveau des vor- 
pivotislerten Bootstrap-Konfidenzintervall nachte die Erzeugung und Ver-Q
rechnung von ca. 1,44*10 Zufallszahlen erforderlich; auf dem Großrechner
38
der Universität Dortmund bedeutete dies bereits eine CPU-Rechenze1t von über 
sechs Stunden!
Die Ergebnisse der MC-Stud1e 1n Tab.4 zeigen, daß das klassische asymptoti­
sche Verfahren und die Perzentll-Methode 1n der Tat Insbesondere bei kleinen 
Stichproben sehr schlecht sind, d.h. die nominale Uberdeckung von 90% bei 
weitem nicht erreichen; beide Verfahren unterscheiden sich 1n Ihren reali­
sierten Überdeckungen nur geringfügig. Anders Ist die Situation beim studen- 
tlslerten Bootstrap. Hier Ist gegenüber den anderen Methoden eine deutliche 
Verbesserung der Uberdeckung festzustellen; die Verwendung des student1s1er- 
ten Bootstraps und der damit verbundene Zusatzaufwand scheint also Insbeson­
dere bei kleinen Stichproben durchaus gerechtfertigt! Bemerkenswert Ist bei 
diesem Vergleich die schlechte Überdeckung Im Falle des klassischen Ansatzes 
bei einer zugrundeliegenden Exponent1alverte11ung; hier Ist die Verbesserung 
durch den studentlslerten Bootstrap besonders auffällig.
Die Vorplvotlslertung führt 1n dem einen untersuchten Fäll zu einem ge­
schätzten Niveau von 0.874, Ist also dem studentlslerten Bootstraps ebenbür­
tig. Der Vorteil der “Vorplvotlslerung" scheint sich wohl ohnehin vorwiegend 
1n Situationen zu zeigen, bei der eine Studentlslerung nicht direkt ge­
rechtfertigt Ist, etwa wenn die Schätzfehlervertellung nicht asymptotisch 
normalverteilt Ist. In der vorliegenden Situation Ist Vorp1vot1s1eren tat­
sächlich überflüssiger Aufwand.
In einer zweiten, bisher unveröffentlichten Simulationsstudie wurden ferner 
für den SUchprobenunfang n-10 Untersuchungen über die Lage der Konfidenzin­
tervalle angestellt. Die Berechnungen hierfür wurden an einen PC unter Ver­
wendung von GAUSS durchgeführt; im den Rechenaufwand zeitlich 1n akzeptablen 
Grenzen zu halten, haben wir uns auf IC-Stlchprobenunffinge von 500 sowohl 
für Nb00t als auch für eingeschränkt. Verglichen wurden die klassische 
Asymptotlk, die Verwendung des Jackknlfe-Konfldenzlntervalls sowie van stu­
dentlslerten Bootstrap sowohl der "equal-talled-Ansatz" als auch der Ansatz 
■
des kleinsten Konfidenzintervalls; wiederum wurden die bereits oben verwen­
deten Verteilungen slnullert.
Berechnet wurden die durchschnittlichen linken und rechten Endpunkte der 
Konfidenzintervalle sowie Ihre durchschnittlichen Lfngen. Die Ergebnisse
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sind 1n Tab. 5 wiedergegeben. Han beachte, daß die Schätzungen für die exak­
ten Niveaus aufgrund des geringeren MC-Umfanges (NMC-500 statt wie oben 
NMC-1600) ungenauer sind als die Schätzungen 1n Tab. 4.
Zunächst fällt auf, daß das Jackknife-Verfahren offenbar zunlndest etwas 
besser zu sein scheint als der "naive* Ansatz. Tatsächlich Ist dies aber 
eine "Scheinverbesserung": Wir haben weiter oben bereits vermerkt, daß 1m 
vorliegenden Fall Jackknlfe die Varianz des Schätzers überschätzt; hier 
überlagern sich also zwei Fehler: Schätzung des Schätzfehlers mit der Nor­
malverteilung (schlecht) unter Verwendung des Jackknife-Varlanzschätzers 
(auch schlecht); diese "Fehler" schwächen sich hier gegenseitig ab; dennoch 
kann dies nicht als geeignetes Verfahren empfohlen werden. Belm Vergleich 
der Intervallgrenzen und -längen zeigt sich auch, wo die Schwäche der klas­
sischen Asymptotlk Hegt: Durch sie werden die Interval längen gravierend 
unterschätzt. Dies kann 1n praktischen Situationen zu ganz erheblich fal­
schen Einschätzungen der Sachlage, Ja möglicherweise zu schweren Fehlent­
scheidungen führen (indem Hypothesen über Parameterkonstellationen "signifi­
kant" zurückgewiesen werden, die tatsächlich nicht hätten abgelehnt werden 
dürfen). Besonders auffällig Ist dies Im Falle der ExponentlalVerteilung, 
die ja ln praktischen Anwendungen keine unbedeutende Rolle spielt (ln der 
Ereignisanalyse ist sie zum Beispiel der elementarste Verteilungsansatz für 
eine Wartezeit - entsprechend einem konstanten Risiko).
Der Ansatz des "kürzesten Konfidenzintervalls" liefert dagegen ohne Genauig­
keitsverlust ein deutlich kleineres Intervall, ln den hier analysierten Si­
tuationen ergeben sich um 20-30% kürzere Intervalle, ohne daB sich dies ln 
irgendeiner Welse auf die Qualität des Intervalls, also sein exaktes Niveau, 
auswirktl
fc. Abschließende Bemerkungen
Es ist sicherlich Illusorisch, aus einer so kleinen%Untersuchung vle der aus 
Kap. 5 Rückschlüsse Ober Eigenschaften der verschiedenen Resaapling-Verfäh­
ren zur Konstruktion von Konfidenzintervallen ziehen zu wollen« Dennoch sind 
die Unterschiede in der Wirkungsweise dieser Verfahren ln den untersuchten 
Modellen beeindruckend.
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Einige sehr allgemeine Ratschläge, die vor der Verwendung der Verfahren be­
achtet werden sollten, lassen sich aber wohl formulieren:
Die klassische Normalapprox1mat1on Ist - sofern theoretisch abgesichert - 
Iraner noch das Mittel der Wahl, solange der zugrundeliegende Stichprobenum­
fang hinreichend groß Ist. In diesen Situationen sind Bootstrap ohnehin, 
aber auch Jackknife zu aufwendig im Verhältnis zu dem dabei erzielten Gewinn 
an Genauigkeit. Problematisch ist dabei allerdings sicherlich die Frage, ab 
wann ein Stichprobenumfang 1n dieser Hinsicht als "hinreichend groß" angese­
hen werden kann; dies hängt ja nicht zuletzt auch von der (nicht bekannten) 
zugrundeliegenden Verteilung ab.
Das Jackknife-Verfahren sollte als ein Verfahren gesehen werden, das die 
Verzerrung eines Schätzers schätzt. Als Varianzschätzung ist es eher eine 
ad-hoc-Prozedur und sollte nach den derzeitigen Stand der Forschung nur he­
rangezogen werden, wenn andere Verfahren nicht zu Verfügung stehen.
Besteht Anlaß zur Befürchtung, daß asymptotische Verfahren * etwa aufgrund 
zu geringen Stichprobenumfangs - bei der Konstruktion von Konfldenzbereichen 
keine Verwendung finden können, so bietet sich eine Bootstrap-Schätzung an. 
Hier hat sich - sowohl aus theoretischen Überlegungen als auch aufgrund obi­
ger S1mulat1onsStudien - das Verfahren des StudentIslerten Bootstraps (und 
des darauf basierenden kürzesten Konfidenzintervalls) als das mit Abstand 
effektivste herausgestellt. Erfahrungen mit dem vorplvotisierten Bootstrap 
liegen dabei allerdings bisher kaum vor, da seine Berechnung derzeit noch zu 
zeitaufwendig Ist. Es ist jedoch nach wie vor zu berücksichtigen, daß die 
Verwendung des studentislerten Bootstraps die Verfügbarkeit eines geeigneten 
Varianzschätzers für die Schätzstatistik voraussetzt. Aufgrund der Konzep­
tion und der oben diskutierten PIausibl11titsuberlegungen zur Motivierung 
des Verfahrens kann an dieser Stelle jedoch durchaus ein Jackkntfe-Schgtzer 
herangezogen werden. Die Verwendung eines "naiven” Bootstraps (also der Per- 
xentllmethode) erscheint nur dann sinnvoll, wenn mn auf eine Yarlanzsch&t- 
zung verzichten will (bei einer Jackknife-SchStzung der Varianz wQrde ein 
studentlslerter Bootstrap Im Vergleich zur einfachen Parzent1lnethode ein 
Vielfaches an Zelt benötigen, der Faktor liegt etwa%1n der Größenordnung des 
vorl1egenden Stlchprobenumfangs)•
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Tab.l: Zahlenbelspiel zu Abschn.5.1
Xi
1 0.203
2 0.B11
3 0.758
4 1.214
5 -1.131
6 1.032
7 0.956
8 -0.502
9 -1.882 
10 -0.828
Tab.2: zweiseitige Konfidenzintervalle für m2(F) zum nominalen Niveau von 1-
a-90% zu Datensatz gem. Tab.l
Konstruktions- Intervall-Endpunkte Länge
prlnzIp Unks rechts
I iftn) 0.629 1.691 1.062n
T (J) 0.475 1.845 1.370n
I.1 0.726 1.833 1.106n
i (B) 
1 . 0 . 7 4 7  1.835 1.088n
I (S) 0.685 2.596 1.911, n
0.534 2.333 1.799
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Tab.3: Zweites Zahlenbeispiel:
1 0.336
2 0.828
3 0.512 m2{F)-S2-0.663
4 -0.232
5 1.451 -0.2672 - 0.071
6 0.509
7 -0.504
» 9 9
Vj - 0.348
8 0.945
9 -1.371
* 9 2
Vg »0.348
10 0.669
Konstruktions- Intervall-Endpunkte Länge
pr1nz1p links rechts
Inifin) 0.224 1.101 0.877
IniJ) 0.091 1.235 1.144
I * B) 0.246 1.140 0.893n
TntB;min) 0.337 1.217 0.880
i <S> 0.229 2.670 2.440n
~ (S;m1n) 0>151 2123 1 972
n
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Tab.4: MC-Schätzungen des exakten Niveaus einiger asymptotischer 
Konfidenzintervalle
n C (f1n) n
1 (B) 
n
I (S) 
n
10 0.713 0.736 0.871
20 0.799 0.803 0.882
N(0.1)
35 0.654 0.835 0.898
100 0.847 0.681 0.689
10 0.769 0.783 0.889
20 0.659 0.847 0.903
U(0,/12)
35 0.876 0.683 0.905
100 0.695 0.885 0.907
10 0.557 0.554 0.805
20 0.648 0.625 0.619
EU)
* 35
i
0.740 0.709 0.851
100 0.814 0.791 0.867
48
Tab.5: MC-Schätzungen durchschnittlicher Intervallendpunkte und -längen 
verschiedener Konstruktionskonzepte für Konfidenzintervalle
(n-10, Nß00T« NMC ‘ 500 • a - 0.1)
Konstruktions­- mlttl. mlttl. mlttl. exaktes Verteilung
konzept 1Inker 
Endpunkt
rechter
Endpunkt
Länge Niveau
I (fln)
f(J)
f(S)
in(S;m1n)
n
0.4239
0.2669
0.5007
0.2956
1.4796
1.6367
3.8031
3.0129
1.0557
1.3699
3.3024
2.7171
0.702
0.778
0.850
0.870
N(0,1)
1 (fin) 
i"(J) 
i"(S) 
jn(S;m1n) 
n
0.5442
0.4167
0.6466
0.5589
1.4330
1.5605
2.5619
2.0582
0.B888
1.1438
1.9153
1.4993
0.792
0.682
0.860
0.874
U(0,/12)
1 (fin) 
f  (J) 
in(S) 
Cn(S;m1n) 
n
0.2557
0.0261
0.1B06
-0.3097
1.7447
1.9723
16.9565
12.2521
1.48B9
1.9443
16.7759
12.5616
0.570
0.628
0.800
0.788
E(l)
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