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1. INTRODUCTION 
In this paper we investigate the asymptotic behavior, for small E, of solu- 
tions of two-point boundary value problems for autonomous systems of the 
form 
EW’ = f(U, z,), (l.la) 
,I” = g(u, z,), (l.lb) 
and (as a particular case), single equations of the form 
EW’ = f(U, x). (1.4 
Such systems arise, for example, in the study of steady-state configurations 
of a mixture of chemically reacting and diffusing substances. 
Principal attention will be given to layer-type qualitative features of the 
solution; that is, to the fact that families of solutions with E as parameter 
commonly exist which approach discontinuous functions of x as E --) 0. The 
solution when E is small but nonzero, being smooth, exhibits an abrupt but 
continuouslv differentiable transition at the location of the limit disconti- 
nuity. An interval where such an abrupt change takes place is loosel! 
called a “layer’‘-a “boundary layer” when it is adjacent to the boundary. 
It is possible for internal layers also to exist, and we give particular attention 
to such in Sections 4-6. 
If a family (u, , 21,) of solutions exists with a limit in some sense as l + 0, 
then one expects the limiting pair (L’, I/) to be a solution of the reduced 
problem .f( CT, I’) = 0; I;” == g( CT, F), with boundary conditions imposed 
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upon I-. In a V-interval in which the first equation may be solved for 
U = h(V), the single equation 
vi” - g(h( V), V) = 0 (1.3) 
results. If this equation, together with the boundary conditions for V, has 
a solution V(X), then the pair (U(X), V(X)), where U(X) = h( V(x)), serves 
as a likely candidate for a limiting configuration of exact solutions. That is to 
say, there may exist a family (11,) VJ with u, -+ U, z.1, + V, as E -+ 0, for x 
in the interior of the interval under consideration. On the other hand, there 
may exist a second solution U = h,(V) of (U, I’) = 0, in which case there 
may be a second family (u. , a,) approaching a different limit. Uniqueness is 
certainly not to be expected. 
In some cases, however, it is not possible to solve f( CT, l’) = 0 for 
U = h(V) with h continuous and defined in a V-interval large enough for 
(1.3) to be solvable, with the required boundary conditions. Consider the 
examplef(U, V) = -V-- 3U + U3. Th e zero contour f = 0 is a cubic in 
the U-V plane (Fig. 1) which has one solution branch U = h,( F’) defined for 
V 
FIG. 1. The dashed line represents the discontinuous function U = L( I’) used 
in constructing the initial approximation. 
L’ < 2, and another: Lr = h,(V) defined for V > -2. (Also, of course, a 
third defined for -2 < V < 2, which will not be used.) If the boundary 
conditions imposed upon V are V(0) = &, < -2 and V(1) = p, > 2, then 
no single function h(V) may be used in (1.3) for the entire range of V, since 
that range must include at least the interval [&, , ,!?r]. In this case, if g satisfies 
suitable conditions, it is possible to piece the two functions hi together at an 
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appropriate value of Ir (it turns out to be I’ = 0) and obtain a family (tlB , ~1~) 
such that u, approaches the discontinuous function 
U(x) EE h,(V(x)), V(x) < 0 
EE h,( V(x)), I’(x) > 0, 
where the function r is a solution of the boundary value problem 
1 -Is =- \ 
g(h,(L'), I'), I- < 01 
(g(h,(l'), I'), 1' > 0\; 
I-(o) == p"; IV(l) == p1 
Thus, an internal transition layer is formed. 
Finally, in some cases there are solution families with internal layers, and 
other solution families for the same problem without internal layers. Or, there 
may be families with many internal layers. These possibilities are explored 
for a particular example in Sect. 6. 
Two-point boundary value problems for systems including those treated 
here were studied by Hoppensteadt [5], V ’ asil’eva and Butuzov [9], and others, 
but internal layers for such systems have not been previously studied. 
Single equations of the type (1.2) were treated in [l-3, 7-101. In particular, 
when the equation is autonomous, the possible layer (internal and boundary) 
structure of the solutions was brought out clearly in [7, IO]. When the 
equation is nonautonomous, theories were given in [I, 3, 8,9]. In [4], internal 
transition layers were studied for a partial differential equation of the form 
EPAU ==f(U, x). 
The present paper uses an implicit function argument akin to that in [2], 
and a patching argument as in [8]. However, the fact that we work with a 
system necessitates obtaining a stronger estimate for the inverse of the 
appropriate Frechet derivative than has been obtained previously. This 
estimate, which in fact yields results for the single equation under weaker 
differentiability requirements than those known before (see Section 3), is 
given in Section 2. The patching argument used for the transition layer is 
dependent upon another implicit function theorem for a pair of equations in 
three real variables. The lemma we develop for the purpose (Theorem 4.3) 
is interesting in its own right in that it does not require differentiability, and 
when the functions are differentiable, does not require their Jacobian to be 
invertible. (See the note added in proof at the end of this paper.) 
2. A USEFIJL LEMMA 
Here we consider the boundary value problem 
EW =f(u, x), 0 <“V < 1, 
U(O) = %J , U(1) = LX1 . 
(2.1) 
(2.2) 
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This problem is a particular case of (3.1) treated later (namely, g = 0; 
z’ = x). Furthermore, it has been treated in previous papers [l, 2, 7-101. 
Therefore the existence theory will not be given. Nevertheless, we need 
certain results connected with the problem which are stronger in some sense 
than those obtained before, for later use in Section 3. 
We assume that there exists a continuous function h satisfying 
f@(x), x) == 0, O<x<l (2.3) 
fU(4”$,4 > 0, (2.4) 
and also that for i = 0, 1, 
.t 
J h(i) f(% 9 fiu > 0 for k # h(i) in the closed interval between h(i) 
and (Y~ . (2.5) 
We also assume f to be continuously differentiable for N E [0, I] and for all u. 
In the following we restrict E so that 0 < E < 1. 
A first approximation U,, to the solution may be constructed as follows. 
Let Z,,(T) be the unique monotone solution of 
2;; -f@(O) + f, , q, o<r]<m; (2.6a) 
iq0) = a0 - h(0); 2?o(co) = 0. (2.6b) 
Such a unique solution was shown, for example in [2], to exist, and to satisfy 
a,‘(q) # 0 for 7 > 0, unless 6 -= 0. -0 - 
Furthermore, it was shown there to decay exponentially as T-+ co. 
Let l(t) be a CE cutoff function satisfying 5 = 1 for 0 < t < a; 5 = 0 for 
t > 4. Let 
zo(x, c) = 2o(x/c) tgx). (2.7a) 
Similarly, let &(v) be monotone and satisfy 
2; = f(h(l) + 3,) 1); al(o) = sL1 - h(1); 21(cx3) = 0, 
and 
Finally, let 
(2.7b) 
Lr&, c> = h(x) + %&G c> + z&9 + P-8) 
Let C’(a, b) denote the space of functions with derivatives to order I 
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continuous on [a, b], and Cs2(a, b) the subspace of such functions with I = 2 
vanishing at x = a, and x = b. When (a, b) = (0, l), we write C’ and Co2 and 
use the symbol \ II for their norms. 
For E > 0, we define 1 u I’, = / u j,, + E j u’ I0 + c4 j zi’ lo, and denote by 
CEz and C:, , the Banach spaces of functions in P and C,*, respectively, 
endowed with this norm. 
We define a linear operator I,, , mapping CF., into C”, bg 
L,u F EW -fJ rg@“, E), x) u; u(0) = u(l) = 0. 
LEMMA 2.1. The operator L, has an inverse defined on all of Co bounded 
independently of E, for su&iently small positive E. 
Proof. For the proof, it suffices to show the existence of a constant K, 
independent of E, such that for any continuous function F with 1 F IO :< 1 
and any sufficiently small positive E, there exists a solution U,(S) of 
L,u, = F, 0 :< .2 5: I, (2.9) 
u,(O) = u,(l) = 0, (2.10) 
satisfying 
1 24, 1; < K. (2.11) 
This is done bv constructing supersolutions U; and subsolutions g, . By 
definition, a sup&solution satisfies L&i, <F, ~~(0) > 0, ~~(1) > 0. Sub- 
solutions satisfy the opposite inequalities. If a positive supersolution can be 
constructed, then we merely take ZJ, = -u;. Then by a theorem of Nagumo 
[6], we know that there exists. an exact solution (2.9), (2.10) with 1 U, I,, 1-1 
; U; lo. By use of this inequality and Eq. (2.9) itself, together with an inter- 
polation inequality relating 1 u” lo , 1 u’ lo , and j u /“, we in fact obtain that 
I u, 1; < c ( u, 10. 
Thus the proof reduces to constructing supersolutions U, with U; (a 
bounded independently of c. 
By (2.4), there exists a constant /3 > 0 such that f,(h(x), -2.) ;c 2/3 for 
0 :< x < 1. Furthermore, since Zi(7) decays exponentially as 77 -+ “o, there 
is an 70 such that 
fu(h(x) + q,(x, c) + dx, E), .r) 2 B (2.12) 
for •‘7~ < x < 1 - ~7~. 
Let +o(d 5~ I~o’(~)l; A(v) = I %‘(dl + S ince Zi(7) are monotone and the 
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derivatives do not vanish for finite 7, we have that I > 0. By differen- 
tiating (2.6a) we find that for all 7, 
similarly, 
K(7) -f#(O) + ~00(7), 0) #o(7) =0; (2.13) 
K(7) -fu(W) t %(7), 1) h(7) = 0. (2.14) 
Define the functions w,,(7) and wl(7), 0 < 7 < 7. , as the unique solutions 
of the following initial value problems (i = 0, 1): 
wf -f,f(h(i) + S,(7), i) Wi = -1, 0 < 7 < 70 ; (2.15) 
470) = 0; Wi’(70) = -h’(70) ‘M7d (2.16) 
Let AZ be a constant large enough that 
47) + Wf(7) > 0 for 7 E LO, d, i =o, 1. (2.17) 
Finally, we define 
I 
1 + p - &) 4oc+> &4, “E[E7o, +I, 
v(x, <) f ’ 
1 
1 +(M-&+(+-) 5(1 -x), .rE[*, 1 .-e74, 
w1 (+) + M#, (J+) , x E [l - E7o ) I]. (2.18) 
First, we show that 21 E Cl. For this we need only show the continuity of v 
and v’ at x = l 7,, . But this is guaranteed by the initial conditions (2.16) 
imposed on w0 and wl. 
Next, we show that 2’ is a supersolution. For x E (0, l 7,,), use (2.15), (2.13) 
to obtain 
L,v = wo”(xk) -f,SW) + %(X, E), 4 wo + W&(.+) -fIJ...) 40) 
= -1 + [f,‘(W) + zo , 0) -fu(W + zo, ..wJo + ~~43) < -4 
(2.19) 
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for small enough E, by continuity offu and h. The same inequality holds for 
s E (1 - q. , I). For x E [EQ ,a], we have by (2.12), 
Since z0 decays exponentially, the quantity in brackets is bounded in absolute 
value by a function of the form C,em LX’a, k > 0; and also bv w(x), where w 
is a modulus of continuity such that lf,(h(x) + k, X) -f&O) + k, O)l . . 
w(x) for all K in the range of zO. Hence it is bounded by the minimum of the 
two, which approaches zero uniformly in .IC as E -+ 0. 
Therefore for small enough E we have 
L,@ < -p/2 (2.20) 
for x E (EQ , &). For simplicity, assume B < I. Then similar arguments show 
(2.20) to hold for other values of x as well; hence (2.20) is valid in all of (0, 1). 
Our desired supersolution is 
for then L,u; = (2/p) Lp -< - 1 < F(w). 
By our construction, ( il; j,, is bounded independently of E. This completes 
the proof. 
3. A BOUNDARY VALUE PRoBLEhr 
IVe now consider a system of two equations of the form 
E%” = f(U, Zl), (3.la) 
zjn = g(u, Z’), (3.lb) 
together with boundary conditions 
40) = a0 , 41) = % 7 40) == 6” 7 V(1) -=pl. (3.2) 
We assume there exists a function h(o), defined for z’ in some interval I 
containing fi, and /3t, which satisfies 
f(h(a), 21) == 0, (3.3) 
f,,(h(4, Zl) > 0. (3.4) 
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We also assume that for i = 0, 1, 
s , d, f(% Pi) d" > O for k + h(/$) in the closed interval between h&Ii) 
and (Y~ , (3.5) 
Regarding g, we assume that the problem 
V” ===g(h(V), V), 0 <x < 1; v3 = I%; V(l) = A (34 
has a solution V(w) with range in I, such that 
V’(x) i 0. (3.7) 
Sufficient conditions for this can easily be established, for example, by phase- 
plane analysis. 
THEOREM 3.1. Let f, g and h be twice continuously dzjjkrentiable for all u and 
ZV, and let f, g, h, V, ai , and & satisfy (3.3)-(3.7). 
Let rr = supx / g,(h( V(x)), V(x))/ . There exist constants rrO , q, [z-,, depending 
on f and on the bound for the operator Lf’ dejked below] such that if T < no , 
then there exists a farnib u(x, E), v(x, l ) of solutions of (3.1), (3.2), dejirzed for 
0 < E < l 0 , sati&ing 
lii u(x, c) = k( V(x)) uniformly for d E (K, 1 - K) for eZ.Wy K > 0; 
(3.8) 
&i v(x, c) == V(x) uniformly in [0, 11; (3.9a) 
l$ 0,(x, c) = V’(x) uniformly itz [0, I]; (3.9b) 
(3.10a) 
(3.10b) 
1 u(., l )jz + 1 z’(., <)I2 is bounded independently of E. (3.11) 
In (3.10) the upper si’ is chosen whelz the upper limit of integration surpasses 
the lower. 
Proof. Let zO(x, C) and X,(X, l ) be defined as in (2.6), (2.7), except that 
h(0) and h(l) are to be replaced there by h(&) and h(/3,), respectively. Let 
i&(x, c) = h(V(x)) + q,(x, E) + q(x, l ). (3.12) 
It clearly satisfies the boundary conditions (3.2) required of u. 
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We seek correction terms T(X, c) and s(x, l ) which vanish at x = 0 or I, 
and such that the pair 
24(x, <) = Uo(x, c) + Y(X, E), t:(.‘c, c) fZ k’(s) + s(x, c) (3.13) 
is an exact solution of (3.1). Substituting these into (3.1), we form the 
operators 
R(Y, s, c) GE 2(Uoss + YEX) - f(U, + Y, F’ + s), 
S(Y, s, <) 5% v,, + s,, - g(U, j Y, I7 f s). 
Let t = (r, s) and T(t, c) = (R(Y, s, E), S( Y, s, E)). For each small positive E, 
T is a differentiable mapping from Cz,, ‘4 Co2 into Co ,< CO. Its derivative 
T, has modulus of continuity bounded independently of E and t, for E and t 
in bounded sets. 
LEMMA 3.2. If r is small enough, the operator T,(O, 6) = L, has an inz?erse 
dt$ned on all of Co x CO, which is bounded independently of E. 
Proof. Let F = (Fl , F.,) E CO x Co. The equation T,(O, c) t = F can be 
written as 
R(O, ‘$4 y + NO, 0, ~1 s = F, (3.14a) 
S,(O, 0, E),. + S,(O, 0, c) s = F2 . (3.14b) 
The operator R,(O, 0, e) satisfies all hypotheses of the operator L, of Lemma 
2.1, so it has a bounded inverse. Thus (3.14) becomes 
Y = R;lFl - Ri;‘R s s 9 (3.15) 
S,s = F2 - S,.RI,‘F, + S,R;‘R,s. 
It follows from (3.7) that the operator L, defined by L,s =- s” - G’( I’(s)) s, 
s(O) == s(I) == 0, is invertible, where G( I’) = g(h(V), I-). To see this, 
we first observe by differentiating (3.6) that W(X) == lY’(x) satisfies 
TL’ I? - G’( 1’) zc = 0. Hence if there existed a nontrivial solution r,b of L,+ = 0, 
C(O) -= +( 1) = 0, then by the interweaving property of the zeros of solutions, 
we would have that eu = 0 for some x E [0, 11. This contradicts (3.7), so there 
can be no such 4, and hence L, is invertible. 
Now 
S,(O, 0, c) G s” - gv(uo , 1’7 s = L,s + g,,(h( r7), 1-J h’(T,‘) s - (dg,.) s, 
where dg,. ZI g,.( ri, , I-) - g,.(h( I;), I -). 
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Therefore, applying L;’ to (3.15), we write it in the form 
s =F3 +L,s, 
where F3 = L;‘(F2 - Srq’F,), and 
L,s = L;‘(S,R;lR, - gU(h, V) h’(V) + Ag,)s. 
(3.16) 
By expressing Lll as an integral operator with bounded Green’s functional 
kernel, we see that for some constant C, , 
I Je lo G Cl I *u IP,(O.l) * (3.17) 
By the construction of U,, , we know that 1 dg, jP1pl(,,i) --f 0 as E --f 0, so that 
by (3.17), the operator L;‘AgV approaches 0 in the norm of operators from 
Co to Co, as E + 0. 
Furthermore, S, is simply the operator of multiplication by -gU(Uo , V). 
We may express this as -g,(h( V), V) - Ag, , and observe again that 
1 Ag, /zl(o.I) + 0. It follows that L, can be made small in operator norm by 
requiring x and E to be small enough. We choose 7ro so that / L, j < 4 for 
small E; then (3.16) can be solved for s, completing the solution of (3.14) and 
the proof of the lemma. 
LEMMA 3.3. lim,, 1 T(0, c)j, = 0. 
Proof. This can be checked by direct calculation. 
The proof of Theorem 3.1 will be completed with the aid of the following 
implicit function theorem. 
THEOREM 3.4. Let JI’ be a neighborhood of the origin in R”, and l 0 a 
positive number. Let X and Y be Banach spaces, andfor each E, y with E E (0, Q), 
y E M, let F(., E, y) be a continuously d$%rentiable mapping from S into I’. 
Let p,(u), i = l,..., q, be seminorms on X such that xpi(u) is a norm. Let m,(e) 
be functions, continuously differentiable in [0, ~~1, positive for E > 0, and let 
1 II IX,E = x m,(c) pi(u). Assume that F(u, E, y) has derivative (with respect to u) 
with modulus of continuity relative to the norm ( . jX,r independent of E and y, 
and that the derivative F,(O, l , y) has inverse bounded with respect to this norm, 
independently of E and y. Finally, assume lim,,, j F(0, E, y)j r = 0, umformly 
in y. Then there exists a function U(E, y) E X defined for small enough y and small 
enough positive E, satisfyig F(u(E, y), E, y) = 0 and lim,,, / U(E, y)lX,, = 0. 
Furthermore U(E, y) is continuous in E and y relative to the norm 1 u IX,< uniformly 
in E and y. In other words, for each K > 0, there exists a 6 such that 
I 4El 2 Yl) - 4% 9 Y2)lLq G K for l~1-~*I+IYl-YS/ (6; 
E< > 0. (3.18) 
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Proof. A common proof of the standard implicit function theorem is 
based on a contractive mapping principle. With some refinements, that proof 
carries over to the present situation, to yield the existence of U(E, y) with 
lko I 4~~ Y)~x., = 0. Moreover, the continuity of u with respect to E and 
y, for t > 0, is proved by the standard technique. Its uniformity follows from 
the uniformity assumptions in the theorem. See [4] for an implicit function 
theorem which includes this one, except for the final continuity assertion. 
In view of Lemmas 3.2 and 3.3, Theorem 3.4 with no y-dependence may 
now be applied to the operator T, with X = Co2 x C,a and j t X,F = 
1 Y 1; + j s !a . We thus obtain a solution t(.r, E) = (r(.r, E), s(s, 6)) of T(t, l ) --I 0, 
satisfying 
l$$ r 1; + / s ‘J = 0. 
In view of (3.13), (3.12), and the properties of the zi , we obtain (3.8), (3.9), 
and (3.1 I), as well as the fact that 
liz EU,(O, c) = f”‘(O). 
The construction of 0, (see, for example, [2]) yields the fact that a;(O) is just 
the right-hand side of (3.10a); this equation is thereby established. A similar 
argument yields (3.1Ob). This completes the proof of the theorem. 
We shall need to examine problems slightly more general than (3.1), in that 
they may depend on additional real parameters y = (ri ,..., Ye,,). 
THEOREM 3.5. Let a(y), b(y), &), pi(y), i = 0, I, be continuous functions 
of XE R* for j y 1 < 1, satisfying a(O) = 0, b(0) = 1. Let f(u, r, y),g(u, ~3, y) 
be continuously dzyerentiable in u, v, and continuous in y, and let h(z,, y) (continu- 
ously diflerentiuble) satisfy f (h(o, y), ZI, y) = 0. For each 1 y / < 1 assume that 
f, g, A, cyi , /3i , satisfy the hypothesis (3.4), (3.5) uniformZy in y; and that (3.6), 
with 0 and 1 replaced by a(y) and b(y), respectively, has a solution 
V(.Y, y) satisfying (3.7), with V and V, continuous in y. Assume x =: 
sups.> ! guVV(x, Y), ~1, W, r>, r>l is small enough. Then for some q, :y 0, 
y,, >, 0, and all E and y with 0 < E < E” , : y / .: y. , there exists a solution 
4% 6, Y), +, E, Y) of 
EW = f(U, z’, y)) 
V" = g(u7 2’3 y,l ’ a(y) < .Y -5 b(y), (3.19) 
u(4rN = %(Y)! 
satisfying 
u(b) = ~1, 44 = 61 , v(b) = A , (3.20) 
$i+y u(x, E, y) = h(V(x, y), y) uniformbp for .r E [a(y) + K, b(y) - K](K > 0); 
(3.21) 
!‘r$ I v - 1’ IC%(v).bM) =: 0; (3.22) 
409/54/2-14 
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and the analogs of (3. lo), and (3.11). II ere all these bounds and limit processes 
are uniform in y, for small y. Furthermore, v and vz are continuous urnform& for 
x E [a(r), b(y)l, 0 < E < 9 , I Y I < ~~‘1; and 44r), E, Y), +db(r), E, Y) are 
continuous uniformly for 0 < E ,( <I , 1 y / < y1 . 
Proof. First, observe that it suffices to consider the case a(y) = 0, 
b(y) z 1. In fact, a linear change of independent variable 3 = 4(x, y) may 
be performed to map the interval a(y), b(y) onto [0, 11. This change of 
variable does not affect the essential properties of the system (3.19). 
Following the proof of Theorem 3.1, we define an operator T(t, E, y) which, 
with its derivative Tt , is continuous in t, E, and y. The invertibility of 
T,(O, E, y) follows from Lemma 3.2, and the continuity of the inverse with 
respect to y follows from that of T, . Therefore (T,(O, c, y)))’ is bounded 
independently of E and y, for small E and y. Theorem 3.4 may now be applied 
as before. It follows that there exist numbers E,, , y0 such that for 0 < E < q, , 
1 y / < yO, there exists a family t(x, c, y) E Cz,, x Co? satisfying 
T(t, E, y) == 0, hi / t / = 0. 
y-0 
This family will be continuous in E and y, relative to the norm ) r 1; + 1 s 12, 
uniformly for E and y in the domain specified. As before, this implies the 
analogs of (3.8)-(3.11). Since the norm in c” is used for s, we have that 21 and 
vz are continuous uniformly in the given domain of x, E, and y. 
There only remains to prove the statement about EU, . The argument above 
shows that EYE is continuous uniformly for x, E, and y in the given domain. 
It therefore suffices to prove the uniform continuity of cU,,,(a(y), E, y), 
l U,,(b(y), c, y), where u,, = h(V(x, Y), Y) -k zo(x, E, Y) + z, (x, l , Y). When 
one calculates the derivative, the part arising from the first term h is seen to 
be continuous in y because of the continuity of V, and h,, . The contributions 
from q can be written explicitly (the analogs of the right-hand sides of (3. lo)), 
and directly verified to be continuous. This completes the proof. 
4. THE TRANSITION LAYER 
We again consider the system (3.1) (3.2), but this time look for solutions 
such that as E + 0, u approaches a function with discontinuity in the interior 
of the interval (0, 1). For simplicity we assume /3,, < /$; this is not essential. 
Our assumptions are as follows. 
I. The equation f (u, v) = 0 has two distinct solutions u = h,,(v), 
u = h,(v), for VEI, and VEI,, respectively, where Ii are open overlapping 
intervals with /3i E Ii . On Ii , 
f&W% 4 > 0. (4.1) 
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Again for simplicity we assume h,(z)) < h,(v). 
Let J(e) = ~~$~~j(~, 21) du, defined on l,, n I1 . We assume that 
II. J has an isolated zero at some value v* E I,, n I1 , and J chaqes sigtl 
as ~3 passes through zl*. Furthermore, 
1 
i: 
.f(u, v*) du > 0 for k E (h,,(v*), h,(v”)). (4.2) 
-h,(P) 
Remark. Consider the case of a function f whose zero contour has the 
general shape depicted in Fig. 1, so that there exist exactly three solutions 
21 =z hi(V) of f(U, 2) = 0 for 7,’ E I, n 1, . Then it is seen immediately that 
J > 0 for v at the left endpoint of 1i , and J < 0 for 2’ at the right endpoint 
of I, . Therefore there will certainly be a value 73* E I, n Ii at which / := 0, 
and it can be checked that (4.2) will hold f or any such zero. Therefore if we _
further assume that there is only one zero of J in the interval, then Hypothesis 
II is automatically fulfilled. 
Let 
G(r) G 
! 
g(h&), ~9, Z’ E I, n {.zq .< ,,+ J’ 
gM4, ~9, Z’ E II n (V :> P*). 
III. The boundary value problem 
I,“’ = G(V), 0 < x < 1; w> = B,,; Y(1) = p, . 
has a solution V(x) with I”(x) + 0, such that 
(4.3) 
(4.4) 
for some value x* E (0, 1). 
I\‘. For i = 0, I, 
r 
t 
‘hl(B,) .fb Pi) du 3s- 0 
for t + h&) in the closed interval between h&3,.) and 01~. Here k =: 0 if 
r;-(x) < z-* for x in a neighborhood of the boundary point i, and k =: 1 if 
V(s) > z’* in this neighborhood. 
We define the constant TI by 
,i-r = SUP ! g,(h,(v), 41 + yp lg,W-% ~1'. 
‘0 
(4.5) 
THEOREM 4.1. Under the above assumptions, there exist constants ?rO , E,, , 
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such that if T < rr,, , then there exists a fan&y (u(x, E), ZI(X, l )) of solutions of 
(3.1), (3.2), definedfor 0 < E < E,, , satisfying (for any X > 0) 
liz U(X, l ) = h,( V(x)) un;formZy for x E (A, x* - A) 
= h,(V(x)) uniformly for x E (a+* + A, 1 - X); (4.6) 
Iii: 0(x, 6) = V(x) uniformly for x E [0, I]. (4.7) 
Note. The construction of these functions yields much more specific 
information about the functions u(x, l ), ZJ(X, l) than that stated in the theo- 
rem; specifically, it gives information about their layer behavior. 
Proof, Let S and w be small real numbers, for the moment arbitrary. We 
set y = (h,(v*) + h,(v*))/2. 
We separate the interval [O, I] into two parts, [O, x* + S] and [x* + 6, I], 
and consider a boundary value problem on each separately: 
2zz; -f(zdo , vo) = 01 
?I; - g(7Ql , 210) = 0) 
x E (0, A-* + S), 
%l(O) = %I 3 UC&~* + 6) = y, vo(O) = PO 9 vo(x* + S) =v* + w; 
(4.8a) 
2u; -f (uz , 2’1) = 01 
v; - g(u, , Vl) = 01 
XE (x* + 6, l), 
qx* + S) = y, %(I) = al, 7+* + 6) = v* + w, VlU> = Bl. 
(4.8b) 
We seek solutions such that ui --f hi( V(x)) as E - 0. To show the existence 
of solutions ui , ai , we shall need the following lemma; which is proved in 
Appendix B. 
LEMMA 4.2. For S and w small enough, there exist monotone solutions 
Vo(x; 6, w), Vl(x; S, w) of the problems 
V; = g(h,( I/,), To), x E (0, x* + 6); Vo(O) = ,Bo ; T/,(x* + S) = v* + w; 
(4.9) 
v; = g(h,(V,), V,), x E (x* + s, A); vl(x* + S) = v* + w; V,(A) = p1 . 
(4.10) 
Let 
qx; 6, w) 55 Vo(x), xE[O,x* + S], 
= Vi(X), XE [x* + s, 13. 
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Then 
IVe may now apply Theorem 3.5, with y = (6, w), to problems (4.8) to 
obtain the existence of solutions (z+,(x; E, 6, w), a,,(~; E, 6, w)), and (ur , elr). 
In the case of (4.8a) we take a(r) == 0, b(r) = .x* i 6. For (4.8b) we take 
a(r) :. .Y* + 6, b(r) = 1. These solutions satisfy limit relations (3.21), (3.22), 
with subscripts 0 and 1 adjoined to u, e, lz, and Tr. They also satisfv conditions 
analogous to (3.10). For example, for i = 1, 2, 
lim EU~~(.~* + 6; 
t .o 
6, 6, w) = + (2 1” 
- h ;(v-+d 
f(u, 2’* + w) du:j t (4.12) 
Finally, the last assertion of Theorem 3.4 implies that cuil(x* + 6; E, 6, w) 
and CL.~~(S* + 6; E, 6, U) are uniformly continuous functions of E, 6, and w. 
We define two functions 
@(c, 6, co) ~= [EUo,(S* + 6; E, 6, co)]’ - [Eq,(S* + 6; E, 6, w)]“, (4.13) 
Y(,, 6, w) EG Tls(x* + 6; E, 6, w) - 2+&* -L 6; E, 6, w). (4.14) 
As we have just seen, @ and Y are uniformly continuous. 
For the proof of Theorem 4.1, it will suffice to prove the existence of 
functions S(E), W(C) with 
(4.15) 
an d 
aye, S(E), W(C)) == Y(E, S(E), W(G), = 0. (4.16) 
For then we define 
u(x, 6) = u&Y E, S(E), W(E)), x E [O, x” + S(c)], 
= u,(-Y E, S(4, W(E)>, x E [x* + S(E), 11, 
with a similar definition for z’(x, l ). By virtue of (4.16), the derivatives of ui 
and zli match at x* + 6, and (u, V) will be a solution of our basic problem (3.1), 
(3.2). bIoreover, the limit relations (4.6), (4.7) follow immediately from the 
limit relations (3.21), (3.22) satisfied by ui and z’;, from (4.11), and from 
(4.15). 
Thus, our problem reduces to showing the existence of a solution of (4.16). 
This will be based on the following implicit function theorem. 
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THEOREM 4.3. Let F(x, y, z) and G(x, y, z) be functions of three real 
variables, continuous in some one-sided nezihborhood of the origin {O < x < a, 
1 y 1 + 1 x j < a}, and satiSfJing F(0, y, z) = F(0, 0, x). AZso assume that the 
functions F,(z) = F(0, 0, z) and G,(y) = G(0, y, 0) have isolated zeros at the 
origin, and change sign as their respective individual variables pass through the 
origin. Then there exist functions y(x), x(x), dejked for small enough positive x, 
satisfying 
hF+ y(x) = Iii?+ z(x) = 0 (4.17) 
and 
F(x, y(x), 4~)) = G(x, y(x), 4.4) = 0. (4.18) 
This lemma will be proved in Appendix C. * We apply it to the functions CD 
and Y (in place of F and q. The uniformity of the continuity of @ and Y 
imply they may be extended by continuity to be defined for E + 0 as well, 
so that after extension, are continuous for 0 < E < or , 1 6 1 + 1 w 1 < 6, , 
for some Q > 0, 6, > 0. We calculate the following, using (4.12): 
@&J) = qo, 6, w) 
= 2 s,:,cv-+w, f(u, v* + w> du - 2 j- hl(v*+w) f b, a* + w> du 
= 2 Jh; f du = 2J(v* + w). 
Hypothesis II assures us that !Z+, has an isolated zero at the origin, and 
changes sign there. Moreover @(O, 6, w) = @(O, 0, u). 
We now consider the function Y. From (3.22) with subscripts attached, 
we know that 
Ye(S) = Y(0, 6, 0) = v&* + 6; 6, 0) - v,,(x* + 6; 6, O), (4.19) 
where V, and Vr are given by Lemma 4.2 (in this case, with w = 0). 
LEMMA 4.4. Y,I(O) # 0. 
Proof. We apply Lemma A (in Appendix A) to the function Va(x; 6, w), 
noting that V,,(X; 0,O) = V(X). Formulas (A.3) and (A.4) yield 
6 v&x* + 6; 6, 0) l&O = --f& = - [vf(x*) [‘g&&> 
* See the note added in proof at the end of this paper. 
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with a similar formula for (d/d&) V1 . Thus, 
C,‘(O) = -[l”(x”)]-1 [(I’ -&&-I - (I;“ $gjJ] 
*I nt 2.Z I ___ [I+*) j-: $f+ (-* &$’ = 0. ‘0 (F’)” 
Therefore, ‘jr6 also has an isolated zero at 0, and changes sign there. The 
requirements of Theorem 4.3 are fulfilled, and we conclude that there exist 
functions S(C), W(C) satisfying (4.15) and (4.16); this completes the proof of 
Theorem 4.1. 
5. EXTENSIONS 
The hypotheses of Theorem 4.1 may be weakened in several ways. 
First, the assumption of monotonicity of I--(s) in Hypothesis III can be 
removed, provided certain inequalities are satisfied. Specifically, the following 
hypothesis, which is implied by Hypothesis III, is sufficient. 
III’. Problem (4.3) has a solution l’(x) assuming the zpalue ev* at e.tact!\q 
one point s”. 
Let Fi( V) = g(h,( V), V), i = 0, 1. Let zui(s) be dt$ned b? 
Then 
and 
zc, - Fj’( v-(s)) w, = 0, ZUi(i) == 0, zq’(i) = 1 
w&v*) f 0, (5.1) 
v’(o)/w,(x*) # V’( l)/zL~,(x*). (5.2) 
If this hypothesis is made, then Lemma 4.2 can be proved with the aid of 
Lemma A, and the proof of Theorem 4.1 completed as before. In fact, from 
Lemma A we obtain 
Y;(o) = (v’(o)/w~(x*)) - (L”( l)iz4~*)), 
which by assumption is not zero. 1Ve thus obtain 
THEOREM 5.1. The conclusions of Theorem 4.1 remain Tlalid z&en H~po- 
thesis III is replaced by Hwvpothesis III’. 
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Another possible generalization would be to replace Hypothesis III by 
the following: 
III”. For each y E (0, I), there exists a solution V,(x) of 
and the equation V,(y) = v* can be solved for y = x*. 
Let V(x) = V&x). Then inequalities (5.1), (5.2) hold. 
The difference here is that V may now assume values both greater and less 
than v* for x < x*. 
Finally, Hypothesis II may be replaced by 
II’. J(zj*) = 0 for some v* E I,, n I1 . There are values of r arbitrarily 
close to v* for which J < 0, and values arbitrarily close at which J > 0. 
The proof under this hypothesis involves a refinement of Theorem 4.3. 
THEOREM 5.2. The conclusions of Theorem 4.1 remain valid when Hypo- 
thesis III is replaced by Hypothesis III”, and/or Hypothesis II by Hypothesis II’. 
We come now to the question as to whether there exist solutions with many 
transition layers. This turns out to be possible, when the equation V(x) = v* 
has many solutions, or when the equation f (u, v) = 0 can be solved for many 
functions u = hi(v). We explore only the first possibility. Our third hypo- 
thesis now assumes the following form. 
III”‘. The problem (4.3) has a solution V(x). The function V(x) assumes 
the value v* at exactly q points x,*: 
0 <x,* <x,* < ... <xa* < 1, 
with V(x) - v* alternately positive and negative in intervals between the x,*. 
Let x0* = 0, x,*,~ = 1. For n = I ,..., q, define w,(x) for x E [xzml , x,*,J by 
the initial-value problem 
w; - G’(V(x)) w, = 0, x E (XL , x,*) u (x,*, $+I); 
w,(x,*) = 0; Wa’(Xn*) = 1. 
(Note that G is differentiable for V # v*, and that V # v* fw x # LX,*.) 
Then for n = I,..., q, 
%(x:*1) i 0, (5.3) 
and 
vLl>/%-l(Xn*) f w~+d%+Ajm*). (5.4) 
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THEOREM 5.3. Let the assumptions of Theorem 4.1 be fuelled, with Hjpo- 
thesis III replaced by Hypothesis III”‘. Then the conclusions of that theorem are 
true with the following change: the limit of u(x, c) as E - 0 is h,( F(N)) whermer 
V(x) < w*, and is h,(V(x)) where l,‘(x) > u*. 
Sketch of proof The solution is constructed in stages. First, for arbitrary 
small 6, , wz, Theorem 5.2 gives the existence of a solution of (3.1) on the 
interval [0, ~a* + S,] satisfying u(0) = 0~~ , 24(x2* + 6,) =z y, z(O) = & , 
2(.x2 * + 6,) = w* + wa with u approaching h,( V(x)) as E 4 0 for x E (0, x1*) 
(if j3a < w*) and h,( V(X)) for .X E (xi*, xa* + 6,). To check this, one need 
only verify that the appropriate inequalities of types (5.1), (5.2) hold for 
this problem. In the case S, = wa = 0, they follow immediately from (5.3), 
(5.4) with n = 1. But since w,, and r’ vary continuously with 6, and C+ , 
they remain valid for small 6, and ~a . 
Secondly, for all small 6, , wa , Theorem 3.1 yields the existence of a 
solution of (3.1) on [Xe* + 6, , X3* + S,] satisfying the above conditions 
at .rz* + S, , similar conditions at x3* + 6, , and approaching A,( l’(x)) as 
E -+ 0. 
Next, for small 6, , oa , one shows the existence of functions S,(E), C+(E) 
such that the two solutions constructed above have matching derivatives at 
sz* + S,(C). The matching is accomplished as in the proof of Theorem 4.1, 
by solving certain equations @(c, 6, , WJ = Y(Y(E, 6, , u+) = 0. Exactly as in 
the former proof, one sees that Q, satisfies the appropriate hypothesis of 
Theorem 4.3. To verify that Y does also, one shows that !P$(O, 0,O) + 0. 
This follows from (5.4) using the same train of thought as before, slightly 
complicated this time by the fact that when E # 0, 6, and wr depend in an 
unknown way on 6, and we . However, this dependence vanishes when E + 0. 
This establishes a solution with two transition layers, at x1* and x.,*. The 
same procedure is continued, and the solution extended to include lavers at 
the other points. 
6. AN EXAMPLE 
1Qhen g does not depend on u, z’ = V is known a priori. We then have a 
problem of type (2.1), and examples with any number of transition layers 
can be constructed. We give here a less trivial example, in which the existence 
of transition layers depends on the coupling between the two equations of 
(3.1). 
Consider the problem 
E2U” = (u - w) (u” - l), 
z’” = -au, 
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The reduced equation has two solutions, u = h,(a) s -1 and 
u = h,(a) E 1. It is easily checked that V* = 0. The equation for V then 
becomes 
v= a, 
1 
t- < 0 
--a, v > 0; 
V(0) = p. ; V(1) = /9r . 
We are interested in constructing solutions with many transition points 
x,*, as in Theorem 5.3. In intervals between the points s,*, Pmust be of the 
form 
V = &$a(, - .x,*)~ + m(s - LIT,*), (6-l) 
the + sign holding when V < 0. The continuity of V’ requires that the same 
constant m be chosen for all intervals. There results a function, periodic in X, 
parabolic in sections, with amplitude m2/2a nd spacing 2mla between zeros. 
In fact, any such function, which is of the form (6.1) between zeros, with 
any value of m, is a solution of the differential equation for b7. The boundary 
conditions may often be satisfied by an appropriate choice of m, together with 
an appropriate translation of the independent variable of the resulting func- 
tion. For example, if ,6, < 0 < /3i, we may always find a solution V with 
exactly one zero. Furthermore, a solution with q zeros can be found, provided 
that I& ! and ( /3r ( are less than some number depending only on q and a. 
In the particular case /3, = /3i = 0, there exist an infinite number of possible 
functions V. 
According to Theorem 5.3, there is a solution family such that U(X, l ) has a 
” 
t 
FIG. 2. Graphs of v(x) and u(s) in the case of six transition layers and two boundary 
layers. 
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* transition layer at each of the X, , if the hypotheses are met. Hypotheses I and 
II certainly hold. Hypothesis IV constitutes two rather unrestrictive inequal- 
ities relating the oi and fii . As for Hypothesis III”‘, we need only check that 
(5.3) and (5.4) hold. The first is always satisfied, because m,(x) == .X - x*; 
the second will be satisfied except in special cases. Finally, the condition that 
?r be small enough can be insured by choosing a to be small. 
The graph of u and zv are as in Fig. 2. 
The case of /I,, = /3i = 0 is particularly interesting, because there exist 
functions I’ with arbitrarily many zeros. Hypothesis I\- is simply: o(~ <: 1, 
cyi ‘> - 1. Of course by interchanging the roles of h, and h, , we may also 
allow data oii satisfying iy,, > -- 1, 01~ < 1. Under these conditions, there exist 
an infinite number of solution families to the problem; in fact there exists a 
familv with anv given number of transition lavers. 
I,EMMA A. Consider the problem 
U” =f(u); 44 = PII 3 u(b + 6) =I PI + w, (A-1) 
where f continuously differentiable. Suppose it has a solution q,(x) when 
S == w = 0. Let w be the solution of 
w" -f '(u&z)) t!c = 0; w(a) = 0; m’(a) :-= 1. (A.2) 
(i) If w(b) + 0, then for all small enough numbers (S, w), there exists a 
solution 11(x; 6, W) of (A.1). Let 4(S) = u.Jb + 6; 6, 0). Then 
4’(O) = -u,‘(a)/w(b). (A.31 
(ii) If q,‘(x) + 0 for all x E [a, b], then 
w(x) = uo’(a> uO’(s) j' (dt;(u;(t))*). 
n 
(A.4) 
In particular, w(b) # 0, so the conclusions in (i) hold. 
Proof. Most of the lemma is known, but the proof will be given for 
completeness. Let u(x; q) be the solution of 
u” =f(u); 44 = PO; u’(a) = k + 77, 
where k = u,,‘(a). Thus us(x) = u(x; 0). The theory of differential equations 
yield that for some small 6, , U(X; q) exists for x in a S,-neighborhood of b, 
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provided 17 is small enough. Moreover, u(x; 7) is a differentiable function of T]. 
Setting Z(X) = (d/dq) U(X; 0), we may check that z satisfies (A.2), so z E w. 
Let F(v, 6, W) = u(b + 6; 7) - (& + UJ). Then F(0, 0,O) = 0, and 
F,(O, 0,O) = (d/&) u(b, 0) = w(b). If w(b) # 0, we may then solve the 
equation F(TJ, 6, w> = 0 for 1 = ~(8, w) when 6 and w are small enough, and 
thus obtain the desired solution u(x; ~(6, w)). 
For w = 0, we have 
o = F,(o, o, o) 2 (0, 0) + F,(o, 0, 0) = ~(6) $ + q’(6). (A.5) 
We calculate 
#J’(O) = g %(b + 6; I(& 0)) /&II = %r(~, 0) + %(O, 0) %,(k 0). 
Setting W(x) = us’(x), we have from this expression and (A.5) 
VW) = w(6) - (WWW) ~‘(4 = Q(4lwV4, 
where Q(X) = wW’ - w’W. But W is also a solution of (A.2) with different 
initial conditions, so the Wronskian Q is constant, equal to Q(0) = --%‘(a). 
This establishes (A.3). 
If W(X) f 0, the function U(X) = W(a) W(X) jz (&/W(t)) also satisfies 
(A.2), so v E w. This establishes part (ii), and completes the proof. 
APPENDIX B: PROOF OF LEMMA 4.2 
The existence of V,, and V, follows from Lemma A (Appendix A) or, 
alternatively, from a phase-plane analysis. In fact, from such an analysis, 
we have the representation 
V,,’ = (2 s,” g@,(t), t) dt + K2(6, a~))~‘*, (B.1) 
where K(6, W) = vs’(O; 6, w). Although Va was defined on [0, x* + 61, which 
does not extend to x* when 6 < 0, it may be continued as a solution of the 
same differential equation for x in some neighborhood of x*. The same applies 
to vr . Note that V,,(x; 0,O) = I’(X), for x E [0, x*]. As (6, w) + (0, 0), we 
have K(6, w) -+ K(0, 0), so by (B.l), V,’ 3 v’ uniformly on [0, x*]. 
Hence V, + Vuniformly on the same interval. Thus 1 v0 - V jc,(o,r.) -+ 0. 
The same considerations apply to IT1 on the interval [x*, I]. Now consider 
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the function p. Suppose for the sake of simplicity that 6 < 0; the other cases 
may be treated similarly. Then 
We have seen that the first and third terms approach 0 as (6, w) ---f (0,O). 
The second term, on the other hand, is bounded by 
sup 
.~~E[s*-kG.x*l 
(i F;(x) - t;(X*)! $- / QY) - Tqs*)‘) 
+ sup(( ~I’(x) - VI’@*)1 + ’ F7’(s) - T+*)i) 
+ ( v&c*) - v(x*)l + ( T;‘(s*) - P”(s”) . 
The continuity of rr, l/, , T”, and ri’ show that the two suprema approach 
zero; and the above considerations show that the last two terms do also. This 
completes the proof. 
APPENDIX C: PROOF OF THEOREM 4.3 
For the sake of definiteness, we assume that zF,,(z) > 0 and yG,,(y) ;I: 0, 
for / y 1 and ) u” j small enough. The other cases are treated similarly. Let 
f(4 and g(y) be continuous strictly increasing functions satisfying 
zf(z) < ~+‘~(a) and yg(y) < yG,,(y) for y, x i 0, 0 < ( y / 5:: a, , 
O<I=I <a,, where ur is some positive number <a. Such functions exist. 
For example, let us choose a, so that F, and G, are nonzero in the range 
o<jy; -<a,,O<Iz/ <fzl, Then for each positive integer n, there is a 
linear function &(z) with positive slope satisfying c#.~( l/n) =: 0, (bn(z) < F,,(z) 
for z E [0, q]. We could then define f(z) = supn&,(a) for 0 :<: z :f u, , 
with a similar definition when z ,< 0, and a similar one for g(y). Being 
strictly increasing, f and g have inverses f-l and g-l. 
Let jr(~) be a continuous increasing function satisfying jr(O) = 0, 
fr(x) >- / F(x, y, Z) -F,,(z)\; the assumption on F guarantees its existence. 
Finally, let g,(.r, z) be a continuous function, increasing in both variables, 
satisfying g,(O, 0) = 0, g,(x, Z) > / G(s, y, a) - G,(y): . 
Given small enough m, > 0, let zr =f-‘(fr(~)) and or = g-l(g,(s,, z,)). 
Thus 
Let S be the rectangle in the (y, z)-plane defined by {I F I :< y1 , / z i -< zrj, 
and let L, , L, be the lateral sides: L, = ((~1, z): y =: -yr , / z / :< z,\. 
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L, = ((y, z): y = y1 , j z 1 ,( q}. For each x E (0, xJ, let Q(X) = ((J, 2) E 
S:F(x,y, z) = 0:. 
For each 7 > 0, let 9(x, v) be the union of a finite number of open balls of 
radius 7, covering Q(X) u L, . We require that two of the balls be centered at 
t-v1 7 -zi) and (--yr , xi) (the endpoints of L,). Let K be the component of 
the boundary of Q(x, 7) containing the point (-si , a, + 7). K consists of 
a chain of arcs of circles. This chain does not terminate; otherwise the 
terminal arc would be bounded on both sides by a ball, which is impossible. 
For a similar reason, the chain cannot bifurcate, so it is closed curve. Since 
it contains points with y < -yi as well as some with y > -yi , K must 
cross the line y = -yl at another point besides (-?i , zi + 7). The 
only possibility is (-yi , --ai - 7). Therefore K joins these latter two 
points. Let K+ be the the portion of K with y > --yi , (that is, to the right 
of L,). 
For z = x1 ,F(x, Y, 4 = F&d + FIX, Y, 4 - ~&,)I > f(4 -f&4 > 
f(xr) - fi(zl) = 0, by the definition of zr , and the increasing nature of fi . 
Therefore Q(X) does not touch the top of S, and for small enough 7, K+ will 
have exactly one point (-~jr + ‘I, zr) on the top boundary of S. At that point, 
F > 0. A similar argument shows that for small enough 7, hf+ has one point 
on the bottom boundary of S, at which point F < 0. Therefore F = 0 at 
some intermediate point p on K+ . If p E S, then p E Q(X). However, K+ is 
on the boundary of an open set containing Q(r), so K+ n Q(X) = a and 
p 4 9. Therefore p # S. Since p is to the right of L, , it must in fact be to the 
right of L, . Therefore Q(x, q) contains points of L, . Hence there exists a 
curve r(x, 7) connecting L, to L, , and contained within Q(x, 7). By definition 
of Q(x, T), each point of I’is at a distance at most 71 from Q(X). Represent r by 
y = yz,Jt), z = a,,,(t), these being continuous functions of t for t E [0, 11, 
with y,,,(O) = -yr and ~~,~(l) = yr . 
Let 4x, t, rl) = G(x, y,,,(t), +&)). 1 t is a continuous function of t. Now 
4x, 1, rl) = G(s, 3’1, xx,,, (1)) = Gob,) + [G(G YI , ~41)) - Gb41 > 
gh) - gl(x, +,(l)) b gh) - gl(xl , 4 = 0. Similarly, h(x, 0, rl) < 0. 
Therefore, h(x, t*, q) = 0 for some t*E (0, 1). Let p(x, T) = (y%,Jt*), 
xz,,(t*)), so that G(x, p(.r, 7)) = 0 and p E Q(x,v). As 7 --, 0, there exists a 
subsequence p(~, Q) -p(x) = (Y(X), z(x)). By continuity of F and G, we 
have F(x, y(x), z(x)) == G(x, y(x), z(x)) = 0, establishing (4.18). The limit 
relation (4.17) follows from (C.l). This completes the proof. 
Note added in proof. D. Sather brought to my attention that a much simpler proof of 
Theorem 4.3 can be based on degree theoretical arguments as in: M. A. Krasnosel’skiy, 
A. T. Perov, A. T. Povolotskiy, and P. D. Zabreiko, “Plane Vector Fields,” Acad. Press, 
New York (1966) (cf. p. 96). 
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