A nite set of vectors S R n is called a simplex i S is linearly dependent but all its proper subsets are independent. This concept arises in particular from stoichiometry.
Introduction
Simplexes are used for example in stoichiometry when nding minimal reactions and mechanisms, or for nding dimensionless groups in dimensional analysis (see 3] ). To explain the notion of minimal reaction, let the chemical species A 1 ; A 2 ; : : : ; A n consist of elements E 1 ; E 2 ; : : : ; E m as A j = P m i=1 a i;j E i , (a i;j 2 N) for j = 1; 2; : : : ; n.
Writing A j for the vector a 1;j ; a 2;j ; : : : ; a m;j ] T We can build up (minimal) mechanisms from the above reactions in similar way, which also have important applications (see e.g. 4]).
The investigation can be done without any harm over R instead of Z, and we arrive at the following abstract de nition of a simplex.
De nition 1.1 A collection S R n is called a simplex if S is linearly dependent but every proper subset is linearly independent. A k-simplex denotes a simplex of size k.
In 1], we described which subsets of R n of xed cardinality contain the largest or smallest number of simplexes, allowing collinear vectors. This problem relates to the potential maximal or minimal number of reactions in a given compound. The largest number of simplexes is easily obtained by placing all vectors in general position, i.e. any n vectors linearly independent. The minimal number of simplexes was obtained allowing collinear vectors, a somewhat arti cial condition from the point of view of stoichiometry which translates to having the same species present in various quantities.
In this short note, we completely describe the more appropriate problem of how to obtain the minimal number of simplexes in R For jHj = 7, the analysis contained in this paper will provide the required tools for the reader to verify that there are three optimal con gurations with 17 simplexes, one of which is contained in 6 planes each of size 3: but not containing any collinear vectors, which we decompose as H = P 1 P 2 P k I; where the P i 's constitute the maximal coplanar subsets of H of size at least 3, which we call planes, and I is the rest, i.e. the vectors of H not coplanar with two other vectors of H. Letting p i = jP i j, we shall always assume that our decompositions is listed so that p 1 p 2 p k 3.
Notice that in this case, H R 3 not containing any collinear vectors, the only simplexes are 3-simplexes and 4-simplexes, i.e. three coplanar vectors or four vectors no three of which are coplanar. Thus if jHj = m, the number of simplexes of H can be calculated as
We are now ready to undertake the proof of Theorem 1.2. We aim to prove that for jHj 6 = 3; 4; 7, we have a unique minimal con guration as described in the theorem, which we denote by M m , or simply M when the size is understood.
We rst perform a few simpli cations. (q + 1) strictly positive for q > 0, i.e. jHj > 7; for jHj = 7, there are indeed two optimal con gurations of the given form, which are shown on the right hand side of Figure 2 . In the case p = 3, H is already in the minimal con guration so there is no change.
A nal preparation shows that one of the planes must have size at least four.
Lemma 2.3 For all con gurations of the form H = P 1 P 2 P k ;
where k 3 and jHj 6 = 7, the optimal ones are among those with jP 1 j 4. Proof: Suppose that all planes are of size 3. Then the formula (2) becomes: which is strictly positive for m 8. The cases m = 5; 6 are easily handled separately and 7 is an exception, where a minimal con guration exists with 6 planes each of size 3 (see Figure 2 ). Now we are ready for the nal piece.
Lemma 2.4 For all con gurations of the form H = P 1 P 2 P k ; the optimal ones are among those with k = 2, unless jHj = 7. Proof: Recall that H is required to span R 3 and thus we must have k 2; the above con guration also forces jHj 5. Let m = jHj, and assume that k 3. As before, the number of simplexes in H, simp(H), is given by the formula (2) above. By Lemma 2.3, we may assume that p 1 = jP 1 j 4. Form H 0 by replacing every vector of H n (P 1 P 2 ) by new vectors in P 2 ; also, if the two planes P 1 and P 2 do not already intersect, then replace one of the vectors from P 1 with one in this intersection. Clearly jH 0 j = jHj, and as H 0 is the union of only two planes, formula (2) One di culty is that m is not well de ned in terms of the p i s, and out attempts to prove the inequality directly (under our given conditions) have failed. Instead, we essentially proceed by brute force in de ning sets of the appropriate cardinalities and exhibit a 1-1 map from the sets corresponding to the left hand side to the sets corresponding to the right hand side; the slight subtlety comes from also using the structure of these sets to de ne the map.
Fix two vectors a; b 2 P 1 n P 2 and then choose: P i itself, as a set of cardinality p i , for i = To conclude the proof of the Lemma, assume that H n (P 1 P 2 ) 6 = ;, and consider H 0 formed as described above. We have shown that simp(H 0 ) simp(H), but now H 0 consists of two planes both of size at least 4; so simp(H 0 ) and a priori simp(H) is not a minimal con guration by Lemma 2.2. This completes the proof.
We now have all the necessary tools to complete the proof of Theorem 1.2. Consider a collection H = P 1 P k I with simp(H) as small as possible. By Lemma 2.1, we can assume that I = ; if jHj 5; by Lemma 2.4, we can assume that k = 2 if jHj 6 = 7. But then Lemma 2.2 uniquely determines H as our minimal con guration M. The exceptional con gurations for jHj = 3; 4; 7 are given in gures 1 and 2.
Conclusion
The general problem in R n regarding the minimum size of simp(H) where H is of xed size, spans R n and contains no collinear vectors remains open. However we conjecture that the minimum is attained precisely for the following con gurations. The authors are grateful to Professor Arp ad Peth} o for drawing their attention to this problem, and thank student Jianzhong Meng for his help with some calculations with Maple.
