[1] This paper presents an adjusted maximum likelihood estimator (AMLE) that can be used to estimate fluvial transport of contaminants, like phosphorus, that are subject to censoring because of analytical detection limits. The AMLE is a generalization of the widely accepted minimum variance unbiased estimator (MVUE), and Monte Carlo experiments confirm that it shares essentially all of the MVUE's desirable properties, including high efficiency and negligible bias. In particular, the AMLE exhibits substantially less bias than alternative censored-data estimators such as the MLE (Tobit) or the MLE followed by a jackknife. As with the MLE and the MVUE the AMLE comes close to achieving the theoretical Frechet-Cramér-Rao bounds on its variance. This paper also presents a statistical framework, applicable to both censored and complete data, for understanding and estimating the components of uncertainty associated with load estimates. This can serve to lower the cost and improve the efficiency of both traditional and real-time water quality monitoring. 
Issue of ''Load Estimation''
[2] Scientists and regulators increasingly recognize that monitoring fluvial transport of contaminants is a useful tool for watershed science and management (see National Research Council [2001] , Government Accountability Office [2003] , and Cohn [1995] for discussion and further citations). However, direct measurement of contaminant transport is not, in general, easy to do. The instantaneous ''load'' passing through a stream cross section is the product of water discharge and constituent concentration. While continuously measuring the former is routine, measurement of contaminant concentrations typically demands careful collection and preservation of samples, followed by chemical analyses, which altogether can cost hundreds of dollars per observation. A further complication sometimes arises: laboratory analyses are subject to censoring because of ''analytical detection limits,'' resulting in values reported as ''less than'' a detection level.
[3] This paper presents an efficient and nearly unbiased load estimator for use with censored data. The estimator is based on a generalization of the minimum variance unbiased estimator (MVUE) that has been employed with complete samples [DeLong, 1982; Cohn et al., 1989 Cohn et al., , 1992a Gilroy et al., 1990a; Crawford, 1991 Crawford, , 1996 . The proposed estimator nearly achieves Frechet-Cramér-Rao (FCR) bounds in small samples, which define the theoretical minimum variance of an unbiased estimator, while exhibiting vanishingly little bias.
[4] Minimizing estimator bias is important because load estimates are often added together to compute overall transport from multiple tributaries into a single water body, and bias, to a greater extent than random variability, tends to accumulate. In addition, although scientists understand that ''the term 'unbiased' should not be allowed to convey overtones of a non-technical nature'' [Stuart and Ord, 1979, section 17.9 ], many people remain prejudiced against ''bias.'' It is typically easier to avoid bias than to justify it to regulators, managers, or the public.
[5] This paper also presents a statistical framework, applicable to both censored and complete data, for understanding and estimating the components of uncertainty associated with load estimates. This can serve to improve the efficiency of monitoring networks, as well as to characterize the uncertainty in both traditional and real-time water quality monitoring systems.
Framing the Statistical Problem
[6] The ''constituent load,'' denoted L, is defined as the quantity of material transported through a specified river cross section during the time interval {t a , t b }. It can be expressed formally in terms of an integral:
where L(t) is the ''instantaneous load'' (e.g., in kg/d), K u is a constant whose value depends on the units, and C(t) and Q(t) are, respectively, the concentration (e.g., in mg/L) and water discharge (e.g., in cubic feet/s) at time t.
[7] There is assumed to be a stream gauge that provides a continuous and accurate record of Q(t) at the site.
However, there is no corresponding continuous record of C(t). Instead, C(t) is available only for a small number, N, of discrete times {t 1 ,. . ., t N }. In addition, some of the concentration data may be reported as less than a specified analytical detection limit. For example, when sample orthophosphate concentrations are below 0.02 mg/L, many laboratories will report a value of ''<0.02 mg/L'' rather than a single point estimate. Although the precise meaning of less than varies according to laboratory practice [Childress et al., 1999] , one can assume that ''<0.02 mg/L'' implies that the true value of the concentration is below 0.02 mg/L. Data described as less than a threshold value are referred to as ''type 1 censored samples'' [David, 1981] .
Rating Curve and Related Models
[8] ''Rating curves'' have long been used to describe the relation between the logarithm of concentration and the logarithm of discharge [Miller, 1951; Colby, 1955; Cohn, 1995] . Fitted to the N observed valuesC {C 1 ,. . ., C N }, the rating curve permits estimation of C(t) from Q(t), and therefore allows evaluation of the integral in equation (1).
[9] The general form of the rating curve is often expressed as a linear model:
where
} is a vector of predictor variables, and
0 is a vector of K + 1 regression coefficients (''real-time'' monitoring programs often employ additional predictors such as turbidity and temperature to improve real-time water quality estimates [Christensen and Ziegler, 2000] ). The linear model defined by equation (2) has been studied extensively and its properties, both statistical and hydrological, are well understood (see Draper and Smith [1981] and Cohn [1995] for further discussion and additional references).
[10] Substituting equation (2) into equation (1) yields
The integral in equation (3) depends only on continuously measured variables (like discharge), fixed coefficients B
?
, and the error (t).
[11] If, as assumed here, ln(Q) is used as a predictor variable in equation (2), the model described by equation (2) can be further simplified by moving the ln(Q(t)) and K u into the regression to yield
and finally
Equations (3) and (5) represent exactly the same model [Gilroy et al., 1990b] because
2.2. Error Term, (t) [12] The ''error,'' (t), represents the difference between the logarithm of the observed concentration and the value based on the linear model. Although in practice the error term includes measurement error and model error, we will assume here that the error consists primarily of natural variability and that measurement error can be neglected. It will be further assumed that (t) is normally distributed N(0, s 2 ), and that the serial correlation between i and j is negligible for i 6 ¼ j, or, more generally, that (t) is independent of (t + d) for values of d on the order of the elapsed time between concentration measurements (in many cases about 2 weeks).
Parameter Estimation With Complete Data
[13] Given a vector of uncensored observations
and a matrix of corresponding predictor variables
ordinary least squares (OLS) regression estimates for the parameters of equation (4) are given bŷ
The hats (e.g., ''b'') identify estimators; unless indicated otherwise by subscript, variables with hats refer to maximum likelihood estimators. [14] In general, the rating curve provides unbiased estimates of ln(L). Thus it is tempting to use the rating curve defined by equation (5), with parameters estimated by ordinary least squares, to estimate a continuous trace of the instantaneous loads by replacing L(t) in equation (1) witĥ
Retransforming Rating Curve Estimates
L RC is known as the rating curve load estimator. However, the statistical properties ofL RC are not ideal.L RC exhibits so-called ''retransformation bias'' [Miller, 1984; Thomas, 1985; Ferguson, 1986] . Specifically, for a given discharge, Q(t), the expected value of the true load is
while the expected value ofL RC is
L RC is not just biased; it is also inconsistent. As sample size increases,L RC does not converge to the expected value of the load. For large N, the ratio of the expected value ofL RC to E[L] approaches exp(Às 2 /2). However, despite its bias, L RC is important because it provides a basis for other estimators that are consistent [Cohn et al., 1989] 
which is easy to employ and consistent though upwardly biased; (2) jackknife estimator,
whereL Q [NÀ1],i indicatesL QMLE with the ith observation (and corresponding predictor variables) deleted from the sample [Efron, 1982; Stuart and Ord, 1979] ; (3) Duan's [1983] ''smearing estimator,'' a general approach for reducing retransformation bias applicable to many transformations including the logarithmic transformation employed here for whichL
(4) Finney's minimum variance unbiased estimator (MVUE) [Finney, 1941; Bradu and Mundlak, 1970; Stuart and Ord, 1979] ,
where m = (N À (K + 1)) and g m (t) 1 + t + m mþ2
).L MVUE is unbiased and, as a function of sufficient statistics, is also minimum variance for its expectation [Finney, 1941; Aitchison and Brown, 1981] . According to the standards of classical parametric estimation,L MVUE completely solves the problem of load estimation with complete samples (see Likěs [1980] for additional discussion).
Estimation With Censored Data
[15] Employing data subject to type 1 censoring requires care. Both the censored and uncensored observations provide information about the loads, and threshold locations play an important role in determining the statistical properties of estimators regardless of whether corresponding sample observations are censored.
Notation
[16] Data subject to censoring can be characterized in various ways. In this paper, a pair of values, {Y i , T i }, is used to describe the ith observation, where Y i is the logarithm of the concentration (if Y i ! T i ) or a value less than T i (otherwise). In either case, T i corresponds to the logarithm of the threshold (in the orthophosphate example in section 2, T i ln(0.02)). It is also useful to define a ''standardized censoring threshold'' for each observation:
Given the linear model, F(x i ) is the ''censoring probability'' corresponding to the ith observation.
Estimation
[17] It is not obvious how to use ''less than'' values in the context of OLS regression. In fact, van Zwet [1966] has shown that unbiased estimators are generally not available for type 1 censored data. However, given regularity conditions [Rohatgi, 1976, p. 361] , maximum likelihood (ML) methods are often tractable (see Dempster et al. [1977] for discussion), asymptotically unbiased, and efficient for dealing with censored data [Stuart and Ord, 1979] . Furthermore, because the statistical properties of ML estimators can be derived analytically, ML provides a solid foundation for various adjustment methods [Judge et al., 1985; Stuart and Ord, 1979, p. 74] . Finally, the ML and OLS estimators for B are identical when dealing with complete data.
Likelihood Function
[18] The likelihood function for complete independent samples is proportional to the product of the likelihood (in this case, the probability density function, or pdf) corresponding to each observation:
is the probability density function (pdf) of Y i given X i [Stuart and Ord, 1979] .
[19] As with complete samples, the likelihood function for data subject to censoring is proportional to the product of the likelihood corresponding to each observation, but for the censored observations this is given by the cumulative distribution function (CDF) evaluated at the censoring threshold rather than by the pdf of the observed value:
where F B,s (T i ) denotes the CDF of the normal distribution with parameters (X i B, s 2 ).
[20] The maximum likelihood parameter estimators, sometimes called ''Tobit'' estimators [Tobin, 1958] and usually denotedB andŝ 2 , are those values of B and s 2 that maximize '. The maximum can be found by differentiating the logarithm of the likelihood function with respect to the parameters and solving the resulting p = K + 2 simultaneous nonlinear equations.
Moments of Maximum Likelihood Estimators
[21] Shenton and Bowman [1977] (hereinafter referred to as SB) provide general formulas for calculating the firstorder bias (
of ML estimators corresponding to distributions, like the normal and lognormal, that satisfy regularity conditions. For an arbitrary parameter q i , with corresponding estimatorq i , the first-order bias ofq i can be expressed as a constant, Bias 1 [q i ], defined by [Shenton and Bowman, 1977; Hosking, 1985; Bowman and Shenton, 1988] 
and analogously the first-order covariances forq i andq j are defined by
Identities for y jk , y jkl , and y jk,l appear in section A2. Equation (27) can be interpreted as Frechet-Cramér-Rao bounds, which are lower bounds on the variance of any unbiased estimator of the parameters [Rohatgi, 1976] .
Required Threshold Information
[22] It is important to note that the formula for the firstorder bias of ML estimators (equation (26)) depends on the censoring thresholds corresponding to each observation, even for those observations that exceed the censoring threshold. Obtaining this information can be a nuisance because many laboratories do not routinely report the thresholds corresponding to ''detected'' values.
[23] Given the thresholds corresponding to the observations, one then calculatesx i (T i À X iB )/ŝ. Although usinĝ x i , which employs estimated parameters, instead of x i may seem troublesome from a theoretical viewpoint, in practice it has little impact on estimates.
[24] Standardized first-order biases and variances can be defined 
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Generalizing Complete-Data Estimators to Use Censored Data
[25] Censored-data load estimators can be readily obtained by inserting maximum likelihood censored-data parameter estimators {B,ŝ 2 } into the complete-data estimators defined in section 2.4. Although the censored-data versions ofL RC andL QMLE (which is sometimes referred to as a Tobit load estimator [Crawford, 1996] ) are easy to define, as isL JK , their statistical properties, specifically bias and variance, remain to be determined. The lack of residuals for censored observations precludes direct implementation ofL Duan . For similar reasons, it is not immediately obvious how to adaptL MVUE for censored data while preserving its desirable properties. The next section of this paper addresses that problem.
AMLE Load Estimator,L A
[26] This section presents an adjusted maximum likelihood (AMLE) load estimator,L A , analogous toL MVUE .L A is attractive both because of its theoretical underpinnings and, as will be demonstrated in Monte Carlo experiments, because of its performance with heavy censoring and small samples [Cohn et al., 1992b] .
Reparameterization of the Regression Model
[27] AMLE load estimation begins with reparameterizing the linear model in terms of a new vector, denotedŵ, defined in terms ofB andŝ: 
Asymptotic Distribution ofŴ
[28] Under fairly general circumstances, the asymptotic distribution ofB andŝ is multivariate normal [Robinson, 1982] , and therefore the distribution ofŴ is approximately multivariate normal [Kotz et al., 2000] , N[M, 2], with parameters given by
whereC (Ṽ À ;; 0 Vŝŝ)/N, and
BecauseŴ is (approximately) multivariate normal N[M, 2], for fixed
, where
4.5. Approximating the Small-Sample Distribution ofŜ 2
[29] Although the exact properties ofŝ 2 with censored data are unknown, Cohn [1988] 
This approximation was found to be valid with censoring up to 80% and sample sizes as small as N = 25. In particular, for the case of complete samples, for which Bŝ2 = À(K + 1), the approximation yields
which is the familiar OLS estimator defined in equation (10), and the distribution of (N À (K + 1))s 2 /s 2 is known to be c 2 with N À (K + 1) degrees of freedom [Judge et al., 1985, p. 27, equation 2.1.19] .
[30] Assuming that ns A 2 /s 2 $ c n 2 , a new function,
can be defined where
and bk/2 indicates the greatest integer less than or equal to k/2. In practice, the infinite summation in equation (38) can usually be adequately approximated by the first 10 or fewer terms by stopping the summation once the magnitude of the next term becomes negligible.
[31] Given the assumptions, it can be shown (see section A5) that
4.6. Estimator,L A [32] The adjusted maximum likelihood (AMLE) load estimator,L A , can now be defined:
Becauseŝ 2 (and therefore s A 2 ) is asymptotically independent ofŵ,
Assuming that XŴ is normally distributed with moments given in section 4.3.1 [Loucks et al., 1981] ,
and (see equation (A9)),
Substituting the results from equations (44) and (45) into equation (43) yields
To the order of the approximations,L A is an unbiased estimator for the mean load.
Computing Sums of Loads
[33] In computing annual or seasonal loads, one usually approximates the integral in equation (1) 
where the longer interval has been divided into N e subintervals. Because the expectation operator is linear, unbiasedness in the short-interval estimator ensures unbiasedness in the long-term estimator.
Uncertainty of AMLE Load Estimates
[34] Understanding the uncertainty in load estimates is important when communicating load information, in designing efficient sampling programs [Gilroy et al., 1990a; Vogel et al., 2003] , and for other purposes.
[35] It is useful to define various quantities related to load, including L, the true and unknown load that was transported downstream; M L , the expected value of the true load, which can be understood as the conditional expectation of L for a specific set of conditions; andL, the estimated load.
[36]L is an estimate of M L , the mean of L. Because L is unknowable without direct measurement, we employL as a substitute for L with the assurance that, for an unbiased estimator,
[37] However, it is still reasonable to ask how close the load estimate (L) is to the true load (L). This uncertainty can be described in terms of a ''mean square error of prediction'':
The second term on the right-hand side of line 49 vanishes because the estimator is assumed to be unbiased, and on the final line MSE P can be partitioned becauseL is independent of (L À m L ).
[38] The two terms on the right-hand side of equation (50) refer, respectively, to two distinct sources of uncertainty: natural variability, or randomness that is essentially unpredictable, and parameter uncertainty, which is related to our limited understanding of the physical processes, specifically the uncertainty in parameter estimates.
[39] Parameter uncertainty can be reduced by increasing the number of samples, N, that are used to calibrate the regression model. Natural variability is a fundamental component of the natural process and cannot be reduced. Sections 6.1 and 6.3 address estimation of the two components of MSE P .
[40] The first term on the right-hand side of equation (50) can be expanded to yield
is the correlation between exp( i ) and exp( j ).
Estimating the Serial Correlation, R i , j
[41] The assumption that (t) is independent of (t + d) is not generally valid for small values of d. The lag one day serial correlation in the errors typically exceeds 0.5, and sometimes 0.9 (G. Schwarz, personal communication, 2003) , and varies with hydrological factors such as basin size, topography, and groundwater inflows, as well as by constituent. Moreover, we seldom have adequate data to estimate r because estimating r requires closely spaced data which are not well suited to estimating loads. Furthermore, because the standard deviation ofr is approximately 1 ffiffiffi N p , it might take 100 or more observations to obtain acceptable precision; very few projects can afford to worry about it.
[42] For moderate sized watersheds (on the order of 1000 square miles) it is often assumed that the serial correlation is 1.0 within a day and 0.0 between days. This overestimates the within-day correlation and underestimates the between-day correlation. Fixing the value of r in this way, however, simplifies the computation, and, given the uncertainty in r, such an assumption may be reasonable. Also, it is important to recall that while the uncertainty in the load estimate may be sensitive to r, the estimate is insensitive to r because calibration data are collected infrequently. In addition, the relative magnitude of natural variability tends to diminish as the time interval over which loads are computed increases.
[43] The second term on the right-hand side of equation (50) can be expanded to yield
Thus the parameter uncertainty can be computed from the pairwise covariances. Let X i and X j represent two vectors of predictor variables corresponding toL A,i andL A,j . The covariance ofL A,i andL A,j is then given by
BecauseŴ is asymptotically orthogonal to s A 2 , the first term on the right-hand side of equation (53) can be expanded into
and
[44] Assuming X iŴ is normally distributed with moments given in section 4.3.1, the expected value of F 1 is
[45] F 2 involves the product of two g n (Á) functions. The expected value of F 2 , denoted G n (), can be evaluated by considering the series expansions:
Putting the pieces together yields
The result in equation (59) can be inserted into equation (52) to compute the parameter uncertainty. MSE P , as defined in equation (50), can then be computed as the sum of the natural variability and parameter uncertainty.
[46] Note that the parameter uncertainty, Var[L À m L ], will vary according to the estimator employed; the results developed above are specific toL A (Gilroy et al. [1990a] provide equations for parameter uncertainty corresponding toL RC ,L QMLE ,L Duan , andL MVUE , for the complete data case). Natural variability, Var[L À m L ], does not depend on which load estimator is used.
Approximate Confidence Intervals
[47] GivenL A and MSE p , approximate 95% confidence intervals for the true load can be obtained in at least two ways.
[48] 1. Normal assumption
[49] 2. Lognormal assumption
[50] It appears that confidence intervals based on the lognormal assumption may be more accurate than those based on the normal assumption in the sense that the probability of failure to cover in each tail is closer to 2.5%. However, this remains to be verified.
Monte Carlo Experiments
[51] Monte Carlo experiments were conducted to explore and compare the small-sample performance ofL RC ,L QMLE , L JK , andL A , and to verify thatL A performs as expected based on the analytical results in section 6.
Simulated Populations
[52] One hundred thousand replicate samples were generated, with samples of size 20, 40, and 80, corresponding to a regression model containing a constant and one nonconstant predictor variable intended to represent ln(Q). The predictor variable was assigned values of ln(Q i ) = F À1 ((i À 0.63)/(N + 1 À 2 Á 0.63), where F refers to the standard normal CDF (0.63 ensures that the variance of the log flows is close to 1.0). The coefficient corresponding to ln(Q), b 1 , was set equal to 0.5 for the concentration model, a typical value for phosphorus-related compounds, and b 0 was set equal to 0.0, which entails no loss of generality.
[53] Because the behavior of the load estimators has been found to be sensitive to the skewness of the real-space error distribution (which is a function of s 2 ), experiments were conducted with s 2 = {0.04, 0.25, 0.64, 1.44}, which covers the range of practical interest. This corresponds to coefficients of variation of {0.20, 0.53, 0.95, 1.79} and coefficients of skewness of {0.6, 1.8, 3.7, 11.2}, respectively.
[54] Experiments were run with various censoring thresholds. The thresholds were applied to the logarithms of the concentration data at fixed values of T = {À1, À2s, Às, 0, s}. In addition, three observations in each sample, specifically those concentrations corresponding to the highest discharges, were never censored (equivalent to thresholds of T = À1) to ensure that in all cases there would be sufficient data to obtain a fit. The overall percentage of observations censored ranged from 0%, for the case T = À1, to more than 80%, for T = s.
[55] The estimators' performance was judged in terms of ability to estimate the expected sum of loads corresponding to N e = 20 fixed discharges that were distributed in the same manner as the discharges used for calibration for the case N = 20. The mean and variance of the sum of the N e = 20 estimated loads were used to compute the percentage bias and standard deviation of each estimator, and these two criteria were used to judge the overall performance.
[56] Table 1 reports the percent bias ofL RC ,L QMLE ,L JK , andL A for the case T = 0. For this case, approximately half of all observations were reported as censored values.L RC is, as expected, downward biased in all cases.L QMLE performs well with large samples, but is upward biased with smaller sample sizes. The jackknife estimator,L JK , exhibits high bias for small sample sizes, but the bias declines rapidly as sample size increases.L A exhibited no significant bias in any of the 12 experiments. 7.1.1. Standard Deviations of Load Estimators
[57] Table 2 reports the percent standard deviations of L RC ,L QMLE ,L JK , andL A for the same cases considered in Table 1 . Except in the extreme case where s 2 = 1.44, the differences in the standard deviations can be attributed almost entirely to the differences in bias (the standard deviation is generally proportional to the expected value for lognormal variates, and for this reason a downward bias results in a similar reduction in standard deviation). The negatively biased estimators,L RC andL JK , exhibit the lowest standard deviations, in some cases below the firstorder results which correspond to FCR bounds.L QMLE , which is positively biased, exhibited considerably larger standard deviations.
Effect of Censoring Threshold on AMLE Performance
[58] Table 3 reports the percent bias ofL A for 60 cases encompassing combinations of N = {20, 40, 80}, s 2 = {0.04, 0.25, 0.64, 1.44}, and T = {À1, À2s, Às, 0, s}.L A exhibits significant (a = 5% test) bias in two of the cases, with a maximum magnitude amounting to 0.5% of the estimate. Table 4 reports the percent standard deviation of L A (''Obs'') for the 60 cases presented in Table 3 , as well as the average of the estimated analytical standard deviations derived in section 6 (''Est''). The observed standard deviation ofL A is generally close to the analytical estimates based on equation (52). Because the first-order results also define the FCR bounds, this indicates thatL A performs about as well as is possible for any unbiased estimator.
Discussion of Monte Carlo Results
[59] The load estimators all performed similarly in terms of variance. However, they differed substantially with respect to bias. As expected,L QMLE is upwardly biased, andL RC andL JK are generally negatively biased. The AMLE,L A , exhibits vanishingly little bias. [60] While the 60 Monte Carlo experiments presented here do not fully cover all circumstances one might encounter in practice, they do confirm the validity of the analytical results (section 6) over a range of conditions and provide confidence that the estimators' performance with more complicated models (such as the seven-parameter model of Cohn et al. [1992a] ) can be characterized by analytical methods, even for fairly heavy censoring and small to moderate sample sizes.
Example: Orthophosphate Loads
[61] The following section shows how the previously described techniques can be applied to estimate the average daily load of a nutrient at a site, in this case orthophosphate (as P) carried by the Susquehanna River at Conowingo, Maryland (USGS gauge number 01578310) during water year 2002 (10/1/2001 to 9/30/2002) . The data used to calibrate and run the model can be retrieved from NWISWeb Data for the Nation (http://waterdata.usgs.gov/ nwis/). The calibration data includes orthophosphate concentration measurements (USGS parameter code 00671) and the record of mean daily discharge at the site collected during water years 1994 -2003 (it has been found that limiting the calibration data to a 10-year moving window, where final loads are computed for year 9 within the window, yields reasonably timely and precise estimates while protecting against nonstationarity in the process). The complete data set includes 257 observations, 43 of which are reported as less than values.
Fitting the Seven-Parameter Model
[62] A seven-parameter model incorporating predictors for flow dependence, time trends, and seasonality [Cohn et al., 1992a] was fit by maximum likelihood to the N = 257 observations, yielding a prediction equation for the logarithm of load:
The estimated variance of the residual error wasŝ 2 = 0.965 2 = 0.930, with a lag one (corresponding to an average lag time of about 2 weeks) serial correlation of 0.03. Q = 42024.16 and T = 1998.533 are centering variables (designed to ensure orthogonality between the linear and quadratic predictors corresponding to ln(Q) and T).
Estimating Loads
[63] Using daily discharge data for water year 2002, the daily average orthophosphate load was estimated using the four load estimators,L RC ,L QMLE ,L JK , andL A . In order to explore the effect of sample size, the seven-parameter model was fit and loads were calculated using subsets of the N = 257 calibration observations. Specifically, results were computed with all of the data (N = 257), with every second observation (N = 128), with every fourth observation (N = 64), and with every eighth observation (N = 32).
[64] The results of the subsampling experiment are reported in Table 5 . With the exception ofL RC , which exhibited substantial downward bias, the differences among the estimates is relatively small, on the order of 1% or less. This result is entirely consistent with what was observed in the Monte Carlo experiments (see Table 1 ).
Estimating the Uncertainty
[65] Assuming that the lag one day serial correlation (r) is zero between days and r = 1 within days, the uncertainty in L A can be evaluated using equations (51) and (59). Table 6 presents sources of uncertainty and lognormal confidence intervals (equation (61)) around the estimated load,L A , for calibration data sets ranging from N = 32 to N = 257 observations. As expected, the estimated natural variability is relatively constant, while the parameter uncertainty is approximately inversely proportional to N. However, for N < 64, the parameter uncertainty grows dramatically, possibly suggesting that in practice sample sizes should be at least that large. It is also interesting to note that in all cases the estimated parameter uncertainty greatly exceeds the natural variability, indicating that the total uncertainty in the load estimate, even with N = 257 observations, can be substantially reduced by increasing the number of observations used for calibration.
Future Research
[66] Work remains to be done in several areas. The first is natural variability. The short-term correlation structure of the error term needs to be explored in detail. Real-time sensors [Christensen and Ziegler, 2000] , which can provide the required data at modest cost, should help to improve our understanding of the time series structure of concentration data.
[67] The second area is CI formulas. The accuracy of the confidence interval formulas needs to be verified, and the formulas may need to be improved.
[68] The third area is robustness. The robustness of the AMLE estimator with data that deviate from the hypothesized linear model remains to be explored. It is believed, however, that censoring, which in this case has the effect of eliminating low outliers, will simultaneously remove difficulties with model misspecification. Thus the validity of the linear model (equation (2)) with complete samples [Cohn et al., 1992a; Crawford, 1996] may be relied on to justify its use with censored data.
Conclusions
[69] The AMLE method presented here is a natural extension of the well-accepted MVUE for complete data, and it shares essentially all of the MVUE's desirable properties. Monte Carlo experiments with moderate-sized samples show that the AMLE exhibits negligible bias and performs better than any of the alternative estimators that have been tested. In fact, the AMLE comes very close to achieving FrechetCramér-Rao bounds on its variance; by the standards of classical estimation, the AMLE is essentially optimal.
[70] The statistical framework presented here, which involves partitioning overall uncertainty of load estimates into two components, explicitly recognizes and quantifies the origins of uncertainty in load estimates. For both censored and complete data, the framework should facilitate cost-effective monitoring of nutrient transport and improve understanding of the uncertainty in load estimates.
Appendix A A1. Availability of Software
[71] FORTRAN software to implement the AMLE methods is available from the author. The AMLE estimation method is also available as part of the LOADEST package [Runkel et al., 2004] , which can be downloaded from the Web at http://water.usgs.gov/pubs/tm/2004/tm4A5/.
A2. Properties of the Likelihood Function
[72] The terms in equations (26) - (28), which are used to compute the bias and variance of the parameter estimators, are expected values of the partial derivatives of the logarithm of the likelihood (ln(')) function (equation (25)) with respect to the model parameters B and s.
[73] We will first consider the caseX C = {1, 1, . . .,1} 0 , and B = {b 0 } = m (the general case, discussed in section A3, is a simple extension). Following the approach of Cohn [1988] , partial derivatives of the log likelihood function are taken with respect to m and s, and their expectations are computed. The following identities are useful in deriving the following terms. (1) The overall log likelihood is the sum of the log likelihoods corresponding to each observation. Similarly,
where y * (i) refers to the partial derivative terms corresponding to observation i. 
[74] Expressions appear below for the value of y * (i) corresponding to a single observation for the case, described above, of a single predictor variable, m, and the error standard deviation, s. To simplify the equations, subscripts have been omitted where there is no ambiguity. 
