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Abstract
In this paper, the complete synchronization problem of linearly coupled neural net-
works with reaction-diffusion terms and time-varying delays via aperiodically inter-
mittent pinning control is investigated. The coupling matrix for the network can be
asymmetric. Compared with state coupling in the synchronization literature, we design
a novel distributed coupling protocol by using the reaction-diffusion coupling-spatial
coupling, which can accelerate the synchronization process. This can be regarded as
the main difference between this paper and previous works. Using the Lyapunov func-
tion and theories in the aperiodically intermittent control, we present some criteria for
the complete synchronization with a static coupling strength. In this case, there is no
constraint on the bound of time-varying delays, so it can be larger than the length of
control span. On the other hand, for the network with an adaptive coupling strength,
we propose a simple adaptive rule for the coupling strength and prove its effectiveness
rigorously. In this case, the bound of time-varying delay is required to be less than the
infimum of the control time span. Finally, numerical simulations are given to verify the
theoretical results.
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1. Introduction
Artificial neural network and its application has been a hot topic in recent decades,
including the cellular neural networks, Hopfield neural networks, and Cohen-Grossberg
neural networks, etc. Especially, as a great progress in the history of neural networks,
Hinton et al. in 2006 proposed the deep learning algorithm [1] by using the generalized
back-propagation algorithm for training multi-layer neural networks, which has been
shown a powerful role in many practical fields, such as natural language processing,
image recognition, bioinformatics, recommendation systems, and so on.
Generally, the investigated neural network models are mainly defined by ordinary
differential equations (ODEs); however, partial differential equations (PDEs) can de-
scribe the real things or events more exactly. For example, diffusion effect cannot be
avoided in the neural networks model when electrons are moving in asymmetric elec-
tromagnetic field, and in the chemical reactions many complex patterns are generated
by the reaction-diffusion effects [2, 3]. There have been many results about the dy-
namical behaviors of neural networks with reaction-diffusion terms, for example, the
existence, uniqueness and global exponential stability of the equilibrium point of de-
layed reaction-diffusion recurrent neural networks were investigated in [4]; a better re-
sult on stability analysis was given by analyzing the role of the reaction-diffusion terms
in [5]-[8]; [7] investigated the exponential stability of impulsive neural networks with
time-varying delays and reaction-diffusion terms; [9] studied the global µ-stability of
reaction-diffusion neural networks with unbounded time-varying delays and Dirichlet
boundary conditions; and [10] discussed the existence and global exponential stability
of anti-periodic mild solution for reaction-diffusion Hopfield neural networks systems
with time-varying delays.
Neural network can be categorized into the scope of complex networks, while syn-
chronization and its control problem [11]-[13] has been an important issue for complex
networks, which has attracted many researcher’ interests from various disciplines, like
mathematics, computer science, physics, biology, etc. Synchronization means that all
the nodes have the same dynamical behavior under some local protocols between the
communication with each node’s neighbours, therefore, synchronization is the collec-
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tive behavior of the whole network while the communication protocol is distributed.
Many synchronization patterns have been investigated, like complete synchronization,
cluster synchronization, finite-time (or fixed-time) synchronization, and so on.
In this paper, we will study the complete synchronization and its control problem
for linearly coupled neural networks with reaction-diffusion terms. Hitherto, many
works have been presented on this problem, see [14]-[30]. In [14], the authors dis-
cussed the asymptotic and exponential synchronization for a class of neural networks
with time-varying and distributed delays and reaction-diffusion terms; [15]-[17] in-
vestigated the adaptive synchronization problem for coupled neural networks with
reaction-diffusion terms; [18] studied the µ-synchronization problem for coupled neu-
ral networks with reaction-diffusion terms and unbounded time-varying delays; [19]-
[24] discussed the synchronization for fuzzy or stochastic neural networks with reaction-
diffusion terms and unbounded time delays; [25] proposed a general array model of
coupled reaction-diffusion neural networks with hybrid coupling, which was composed
of spatial diffusion coupling and state coupling; [26]-[29] discussed the synchroniza-
tion problems of reaction-diffusion neural networks based on the output strict passivity
property in which the input and output variables varied with the time and space vari-
ables; and [30] investigated the pinning control problem for two types of coupled neu-
ral networks with reaction-diffusion terms: the state coupling and the spatial diffusion
coupling.
As for the control technique, except for the continuous strategy, discontinuous con-
trol strategies are more economic and have better application value, including impul-
sive control, sample-data control, intermittent control, etc. For example, [31]-[32]
discussed the impulsive control and synchronization for delayed neural networks with
reaction-diffusion terms; [33] investigated the synchronization problem of reaction-
diffusion neural networks with time-varying delays via stochastic sampled-data con-
troller; [34]-[40] studied the synchronization for neural networks with reaction-diffusion
terms under periodically intermittent control technique. In the real world, the periodi-
cally intermittent control [41] is rare, and a more general intermittent control technique,
called the aperiodically intermittent control, is proposed to realize synchronization of
complex networks, see [42, 43]. Moreover, the authors in [44] and [45] also consider
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the complete synchronization and the cluster synchronization for complex networks
with time-varying delays and constant time delay respectively. Based on the above dis-
cussions, in this paper, we will investigate the complete synchronization problem for
linearly coupled neural networks with time-varying delay and reaction-diffusion terms
and hybrid coupling via aperiodically intermittent control.
The rest of this paper is organized as follows. In Section 2, some necessary defini-
tions, lemmas and notations are given. In Section 3, the network model with constant
aperiodically intermittent control gain is first proposed and the criteria for complete
synchronization are obtained. Then, we apply the adaptive approach on the aperiod-
ically intermittent control gain by designing a useful adaptive rule, and its validity is
also rigorously proved. In Section 4, numerical simulations are presented to illustrate
the correctness of theoretical results. Finally, this paper is concluded in Section 5.
2. Preliminaries
Some definitions, assumptions, notations and lemmas used throughout the paper
will be presented in this section.
At first, we describe the single reaction-diffusion neural network with time-varying
delays and Dirichlet boundary conditions by the following equation:
∂wj(t,x)
∂t =
m∑
r=1
∂
∂xr
(
Djr
∂wj(t,x)
∂xr
)
− cjwj(t, x) +
n∑
k=1
ajkgk(wk(t, x))
+
n∑
k=1
bjkhk(wk(t− τ(t), x)) + ηj , x ∈ Ω
wj(t, x) = 0, (t, x) ∈ [−τ,+∞)× ∂Ω
wj(t, x) = φj(t, x), (t, x) ∈ [−τ, 0]× Ω
(1)
where j = 1, · · · , n; Ω = {x = (x1, x2, · · · , xm)T ||xr| < lr, r = 1, 2, · · · ,m} is a
compact set with smooth boundary ∂Ω and mesΩ > 0 in spaceRm; wj(t, x) ∈ R is the
state of jth neuron at time t and in space x; Djr ≥ 0 means the transmission diffusion
coefficient along the jth neuron; cj > 0 represents the rate with which the jth neuron
will reset its potential to the resting state; ajk and bjk are the connection weights with
and without delays respectively; gk(t, x) and hk(t, x) denote the activation functions
of the jth neuron in space x; ηj denotes the external bias on the jth neuron; τ(t) is the
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bounded time-varying delay with τ(t) ≤ τ , where τ > 0; the initial values φj(t, x) are
bounded and continuous functions.
Denote
C = diag(c1, · · · , cn) ∈ Rn×n;
A = (ajk) ∈ Rn×n;B = (bjk) ∈ Rn×n;
η = (η1, · · · , ηn)T ∈ Rn;
w(t, x) = (w1(t, x), · · · , wn(t, x))T ∈ Rn;
∂w(t, x)
∂t
=
(
∂w1(t, x)
∂t
, · · · , ∂wn(t, x)
∂t
)T
∈ Rn;
g(w(t, x)) = (g1(w1(t, x)), · · · , gn(wn(t, x)))T ∈ Rn;
h(w(t, x)) = (h1(w1(t, x)), · · · , hn(wn(t, x)))T ∈ Rn;
frd(w(t, x))
=
(
m∑
r=1
∂
∂xr
(
D1r
∂w1(t, x)
∂xr
)
, · · · ,
m∑
r=1
∂
∂xr
(
Dnr
∂wn(t, x)
∂xr
))T
∈ Rn;
f(w(t, x);w(t− τ(t), x))
= frd(w(t, x))− Cw(t, x) +Ag(w(t, x)) +Bh(w(t− τ(t), x)) + η ∈ Rn.
With these notations, (1) can be rewritten in the compact form as
∂w(t, x)
∂t
= f(w(t, x);w(t− τ(t), x)), (2)
with the norm ‖ · ‖ defined by
‖w(t, x)‖ =
[ ∫
Ω
w(t, x)Tw(t, x)dx
] 1
2
. (3)
As for the activation functions g(·) and h(·),
Assumption 1. There exist positive constants g? and h?, such that for any vectors
w(t, x) and pi(t, x) ∈ Rm, the following conditions hold:
‖g(w(t, x))− g(pi(t, x))‖ ≤ g?‖(w(t, x)− pi(t, x))‖,
‖h(w(t, x))− h(pi(t, x))‖ ≤ h?‖(w(t, x)− pi(t, x))‖.
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As for the effect of reaction-diffusion, the following lemma plays an important role.
Lemma 1. (See [6]) Let Ω be a cube |xr| < lr, r = 1, 2, · · · ,m, and let q(x) be
a real-valued function belonging to C1(Ω) which vanishes on the boundary ∂Ω, i.e.,
q(x)|∂Ω = 0. Then ∫
Ω
q2(x)dx ≤ l2r
∫
Ω
∣∣∣∣∂q(x)∂xr
∣∣∣∣2dx.
For a complex network with N linearly coupled neural networks (2), we suppose
its coupling configuration (or the corresponding coupling matrix Ξ = (ξjk) ∈ RN×N )
satisfies that:
1. ξjk ≥ 0, j 6= k, ξjj = −
∑N
k=1,k 6=j ξjk, j = 1, · · · , N ;
2. Ξ is irreducible.
Lemma 2. (See [13]) For the above N ×N coupling matrix Ξ and a constant σ > 0,
the new matrix
Ξ˜ = Ξ− diag(σ, 0, · · · , 0) (4)
is Lyapunov stable. Especially, suppose the left eigenvector corresponding to the eigen-
value ‘0’ of matrix Ξ is p = (p1, · · · , pN )T , then P = diag(p1, · · · , pN ) > 0 satisfies
the following condition
P Ξ˜ + Ξ˜TP < 0.
Without loss of generality, in the following, we assume that maxj=1,··· ,N pj = 1.
In this paper, we adopt the aperiodically intermittent control strategy firstly pro-
posed in [42]-[45], whose description can be found in Figure 1. For the i-th time span
[ti, ti+1), it is composed of control time span [ti, si] and rest time span (si, ti+1), where
t0 = 0. Especially, when si− ti ≡ θ and ti+1− ti ≡ ω, where constants θ, ω ≥ 0, then
the aperiodically intermittent control becomes the periodically intermittent control, see
[34]-[41] and reference therein.
For the aperiodically intermittent control strategy in Figure 1, some important def-
initions are given.
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...
ti si ti+1 si+1 ti+2
i−th control width
...
i−th rest width
Figure 1: Sketch map of the aperiodically intermittent control strategy
Definition 1. ([42]-[45]) The proportion of the rest width ti+1 − si in the time span
ti+1 − ti is define by
ρ(t) = lim sup
l→∞
t− si
t− ti , where t ∈ [si, ti+1]. (5)
Obviously, ρ(t) is an increasing function, and the maximum value is achieved when
t = ti+1. Without loss of generality, we always suppose that ρ(ti+1) ∈ (0, 1).
The following assumption is usually used in the aperiodically intermittent control
strategy.
Assumption 2. ([42]-[45]) There exist two positive scalars 0 < θ < ω < +∞, such
that
inf
i=0,1,2,···
(si − ti) = θ, and sup
i=0,1,2,···
(ti+1 − ti) = ω.
This assumption means in each time span [ti, ti+1), the control width is no less than θ,
and the rest width should be no more than ω − θ.
Remark 1. In the literature of synchronization under aperiodically intermittent con-
trol with time delays, the comparison among the rest width, the control width and the
largest time delay τ is an important issue, see [44], which will also be carefully dis-
cussed in Section 3.
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Remark 2. Under Assumption 2, one can easily get that the maximum value of index
function ρ(t) defined in (5) is:
ρ? = max
i
ρ(ti+1) = 1− θ
ω
. (6)
The following lemma is proposed to deal with the stability problem with aperiodi-
cally intermittent control and time-varying delays.
Lemma 3. ([44]) Assume the function V (t) is continuous and nonnegative when t ∈
[−τ,+∞), and satisfies the following condition: V˙ (t) ≤ −β1V (t) + β2V (t− τ(t)), ti ≤ t ≤ si,V˙ (t) ≤ β3V (t) + β2V (t− τ(t)), si ≤ t ≤ ti+1, (7)
where β1, β2, β3 are constants, and i = 0, 1, 2, · · · . Suppose that for the aperiodically
intermittent pinning control, there exists a constant ρ? ∈ (0, 1) defined in (6). If
β1 > β2 ≥ 0, β = β1 + β3 > 0, ε = λ− βρ? > 0,
then
V (t) ≤ sup
−τ≤κ≤0
V (κ)exp{−εt}, t ≥ 0,
where λ > 0 is the unique positive solution of the equation
λ− β1 + β2exp{λτ} = 0.
Remark 3. There is no constraint on the constant τ , which can be large enough to
surpass the rest width ti+1 − si. This Lemma makes our obtained results be applied
in a wider scope. If the time delay is constant, then [45] presents a more conservative
result, interested readers are encouraged to investigate the synchronization problem
under constant time delay.
Notation 1. For the rest of this paper, we use I to denote the identity matrix with
appropriate dimension, the symmetric part of matrixA is defined asAs = (A+AT )/2.
A symmetric real matrix A is positive definite (semi-definite) if xTAx > 0(≥ 0) for
all nonzero vectors x, denoted as A > 0(A ≥ 0). λmin(A) and λmax(A) mean the
minimum and maximum eigenvalues of symmetric matrix A respectively. ‘A ⊗ B =
(aijB)’ is the Kronecker product of two matrices A and B.
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3. Main results
In this section, we first give the network model of linearly coupled neural networks
with reaction-diffusion terms and time-varying delays via aperiodically intermittent
pinning control. Especially, the coupling is hybrid coupling composed of spatial diffu-
sion coupling and state coupling, which was proposed and investigated in [25, 30].
3.1. Network model
Without loss of generality, we assume that only the first node (neural network) is
pinned with a constant control gain, so the network model can be described as
∂w1(t,x)
∂t = f(w
1(t, x);w1(t− τ(t), x))
+
N∑
k=1
ξ1kΓ
1wk(t, x)−
N∑
k=1
ξ1kΓ
2∆(wk(t, x)) + u1(t, x),
if t ∈ [ti, si], i = 0, 1, 2, · · ·
∂wj(t,x)
∂t = f(w
j(t, x);wj(t− τ(t), x))
+
N∑
k=1
ξjkΓ
1wk(t, x)−
N∑
k=1
ξjkΓ
2∆(wk(t, x)),
j = 1, 2, · · · , N
(8)
where wj(t, x) ∈ Rn is the state vector of the jth neural network; f(·; ·) denotes
the original dynamical behavior of uncoupled neural networks defined in (2); the term
N∑
k=1
ξjkΓ
1wk(t, x) is the common linearly coupled term between nodes using the states,
while the term −
N∑
k=1
ξjkΓ
2∆(wk(t, x)) is the spatial diffusion coupling term, where
∆ =
∑m
r=1 ∂
2/∂x2r is the Laplace diffusion operator on Ω; the inner coupling matrices
Γ1 = diag(γ11 , · · · , γ1n) and Γ2 = diag(γ21 , · · · , γ2n) are diagonal; ti and si are defined
by the aperiodically intermittent control in Figure 1.
The initial values for the delayed network (8) are given by
wj(t, x) = (φj1(t, x), · · · , φjn(t, x))T ∈ C([−τ, 0]×Rm, Rn), j = 1, 2, · · · , N,
where C([−τ, 0] × Rm, Rn) denotes the Banach space of all continuous functions
mapping [−τ, 0]×Rm into Rn.
Suppose the target trajectory is pi(t, x), whose equation is governed by
∂pi(t, x)
∂t
= f(pi(t, x);pi(t− τ(t), x)), (9)
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where Ω is the cube with |xr| < lr, r = 1, 2, · · · ,m.
Then, for the pinning control u1(t, x), we can design its form as:
u1(t, x) = σΓ1(pi(t, x)− w1(t, x))− σΓ2∆(pi(t, x)− w1(t, x)), (10)
where σ is the pinning control gain.
Remark 4. Of course, only the state diffusion (the first term in (10)) or the spatial
diffusion (the second term in (10)) can also be used as the pinning control technique,
see [30], but in order to consider them together, we adopt the form of (10). As for the
negative sign for the spatial diffusion coupling term, the reason is that this form can be
helpful for the synchronization through our following proof process.
Remark 5. In the network model (8), we assume that the outer coupling matrices are
the same for state coupling term and spatial diffusion coupling term. There are two
reasons, one is that the coupling configuration denotes the information interchange
between nodes, therefore, a node has the same communication with its neighbours for
both state coupling and spatial diffusion coupling; the other one is that this assumption
can make the following calculation clear to understand. The same reason is also for
the control gain σ.
3.2. Complete synchronization with a static coupling strength
For any node j = 1, 2, · · · , N , denote ej(t, x) = (ej1(t, x), · · · , ejn(t, x))T =
wj(t, x) − pi(t, x) ∈ Rn as the synchronization error, then the aim of this paper is to
investigate under what conditions the complete synchronization can be realized, i.e.,
lim
t→+∞ ‖e(t, ·)‖ = 0, (11)
where e(t, x) = (e1(t, x)T , · · · , eN (t, x)T )T , and
‖e(t, ·)‖ =
√√√√ N∑
j=1
‖ej(t, ·)‖2 =
√√√√ N∑
j=1
∫
Ω
ej(t, x)T ej(t, x)dx. (12)
Denote
frd(ej(t, x)) =
(
m∑
r=1
∂
∂xr
(
D1r
∂ej1(t, x)
∂xr
)
, · · · ,
m∑
r=1
∂
∂xr
(
Dnr
∂ejn(t, x)
∂xr
))T
;
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g˜(ej(t, x)) = g(wj(t, x))− g(pi(t, x));
h˜(ej(t, x)) = h(wj(t, x))− h(pi(t, x));
f˜(ej(t, x); ej(t− τ(t), x))
= frd(ej(t, x))− Cej(t, x) +Ag˜(ej(t, x)) +Bh˜(ej(t− τ(t), x)).
Then the dynamics of error ej(t, x) can be described as:
∂e1(t,x)
∂t = f˜(e
1(t, x); e1(t− τ(t), x))
+
N∑
k=1
ξ˜1kΓ
1ek(t, x)−
N∑
k=1
ξ˜1kΓ
2∆(ek(t, x)),
if t ∈ [ti, si], i = 0, 1, 2, · · ·
∂ej(t,x)
∂t = f˜(e
j(t, x); ej(t− τ(t), x))
+
N∑
k=1
ξjkΓ
1ek(t, x)−
N∑
k=1
ξjkΓ
2∆(ek(t, x)),
j = 1, 2, · · · , N
(13)
where
ξ˜jk =
 ξ11 − σ, j = k = 1;ξjk, otherwise.
Theorem 1. For the network (8), suppose Assumption 1 holds, Γ1 and Γ2 are all pos-
itive definite matrices. Denote
d = min
k=1,··· ,n
m∑
r=1
Dkr
l2r
; (14)
α1 = 2λmax(−C + ε−11 AAT + ε1g?2 + ε−12 BBT ); (15)
α2 = 2ε2h
?2; (16)
α3 = 2 min
k=1,··· ,n
γ1kλmax({P Ξ˜}s); (17)
α4 = 2 min
k=1,··· ,n
γ2kλmax({P Ξ˜}s)
m∑
r=1
1
l2r
; (18)
β1 = 2d− α1 − α3 − α4; (19)
β3 = α1 − 2d; (20)
β = β1 + β3 = −α3 − α4; (21)
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where Ξ˜ and P are defined in Lemma 2, ε1 and 2 are positive constants. Obviously,
α3 < 0, α4 < 0, and β > 0. Moreover, for the aperiodically intermittent pinning
control, suppose Assumption 2 holds and there exists a constant ρ? ∈ (0, 1) defined in
(6). Assume β1 > α2 ≥ 0, then their exists a unique positive solution λ of the equation
λ− β1 + α2exp{λτ} = 0.
If δ = λ − βρ? > 0, then the complete synchronization can be realized exponentially,
i.e., ‖e(t, ·)‖ = O(e−δt/2).
The proof will be given in Appendix A.
Remark 6. As for the calculation of parameters 1 and 2, one can use the Linear
Matrix Inequality (LMI) technique to solve, since LMI has been widely used in the
literature of neural networks, here we omit the details. Moreover, as for the relations
between α3 and ρ?, [46] gives a careful discussion.
Remark 7. From the process of proof, one can find that the diffusive term frd(wj(t, x))
is beneficial for the complete synchronization, whose role can be expressed by the pa-
rameter d. When β and ρ? are fixed, along with the increase of d, β1 and λ increase,
the index δ will also increase, which means that the synchronization can be achieved
with a faster speed. Especially, when the diffusive term frd(wj(t, x)) vanishes, the
synchronization speed is the smallest.
Remark 8. The spatial diffusion coupling term −
N∑
k=1
ξjkΓ
2∆(wk(t, x)) is helpful for
the synchronization from the proof, this is the reason why we design the spatial dif-
fusion coupling term as this form. On the other hand, the normal coupling form
N∑
k=1
ξjkΓ
2∆(wk(t, x)) may play a negative role for synchronization. The concept of
spatial diffusion coupling was first proposed by works [25, 30]. In these papers, the
coupling term is chosen as the normal coupling form as
N∑
k=1
ξjkΓ
2∆(wk(t, x)). There-
fore, in their handling with the spatial diffusion coupling term, they used the original
reaction-diffusion term frd(wj(t, x)) discussed in Remark 7 to suppress the negative
effect of the spatial diffusion coupling term (see (38) in [30]), while in this paper the
spatial diffusion coupling term can help to facilitate the synchronization, this can be
regarded as the main difference between this paper with previous works.
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Remark 9. In some cases, the parameters in the network model are unknown, or the
real required coupling strength is smaller than the calculated value by Theorem 1.
Therefore, a method is to apply the adaptive technique, which is also investigated in
many papers, and according to the analysis in Remark 3 of [44], the adaptive rule for
this case (large delay) cannot be rigorously proved. In subsection 3.3, we will give
more discussions about small delay case.
In the following, we present some simple corollaries, which can be directly ob-
tained from Theorem 1.
Corollary 1. For the coupled neural networks only with the state coupling,
∂w1(t,x)
∂t = f(w
1(t, x);w1(t− τ(t), x)) +
N∑
k=1
ξ1kΓ
1wk(t, x) + u1(t, x)
+σΓ1(pi(t, x)− w1(t, x)),
if t ∈ [ti, si], i = 0, 1, 2, · · ·
∂wj(t,x)
∂t = f(w
j(t, x);wj(t− τ(t), x)) +
N∑
k=1
ξjkΓ
1wk(t, x), j = 1, 2, · · · , N
where pi(t, x) is defined in (9), suppose Assumption 1 holds, and the notations d, α1,
α2, α3 and β3 are defined in (14)-(17) and (20). Denote
β1 = 2d− α1 − α3, β = β1 + β3 = −α3 > 0,
where Ξ˜ and P are defined in Lemma 2, ε1 and 2 are positive constants. For the
aperiodically intermittent pinning control, suppose Assumption 2 holds and there exists
a constant ρ? ∈ (0, 1) defined in (6). Assume β1 > α2 ≥ 0, then their exists a unique
positive solution λ of the equation λ−β1 +α2exp{λτ} = 0. If δ = λ−βρ? > 0, then
the complete synchronization can be realized exponentially, i.e., ‖e(t, ·)‖ = O(e−δt/2).
Corollary 2. For the coupled neural networks only with the spatial diffusion coupling,
∂w1(t,x)
∂t = f(w
1(t, x);w1(t− τ(t), x))−
N∑
k=1
ξ1kΓ
2∆(wk(t, x))
−σΓ2∆(pi(t, x)− w1(t, x)),
if t ∈ [ti, si], i = 0, 1, 2, · · ·
∂wj(t,x)
∂t = f(w
j(t, x);wj(t− τ(t), x))−
N∑
k=1
ξjkΓ
2∆(wk(t, x)),
j = 1, 2, · · · , N
(22)
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where pi(t, x) is defined in (9), suppose Assumption 1 holds, and the notations d, α1,
α2, α4 and β3 are defined in (14)-(16), (18) and (20). Denote
β1 = 2d− α1 − α4, β = β1 + β3 = −α4 > 0,
where Ξ˜ and P are defined in Lemma 2, ε1 and 2 are positive constants. For the
aperiodically intermittent pinning control, suppose Assumption 2 holds and there exists
a constant ρ? ∈ (0, 1) defined in (6). Assume β1 > α2 ≥ 0, then their exists a unique
positive solution λ of the equation λ−β1 +α2exp{λτ} = 0. If δ = λ−βρ? > 0, then
the complete synchronization can be realized exponentially, i.e., ‖e(t, ·)‖ = O(e−δt/2).
3.3. Complete synchronization with an adaptive coupling strength
In [44], the authors proposed an adaptive rule for synchronization under aperiod-
ically intermittent pinning control when the time-varying delay is very small. In this
paper, we will adopt this approach to solve our problem. In this case, we assume
τ(t) ≤ τ < inf
i
{si − ti}. (23)
Lemma 4. ([44]) Suppose
V˙ (t) = M(V (t), V (t− τ(t)))−Ψ(t)V (t),
where V (t) ∈ R,M(·, ·) : R×R→ R is continuous and satisfies
V (t) ·M(V (t), V (t− τ(t))) ≤ L1V 2(t) + L2V 2(t− τ(t)),
where L1 > 0, L2 > 0 and M(0, 0) = 0. Function Ψ(t) : 0
⋃
R+ → R+ is the
adaptive aperiodically intermittent feedback control gain defined as follows:
Ψ(t) =

0; t = 0
0; t ∈ (si, ti+1), i = 0, 1, 2, · · ·
Ψ(si); t = ti+1, i = 0, 1, 2, · · ·
(24)
and
Ψ˙(t) = ψ max
−τ≤ς≤0
V 2(t+ ς), ψ > 0, t ∈ [ti, si], i = 0, 1, 2, · · · (25)
If (23) holds, then limt→∞ V (t) = 0.
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Now, the network (8) with an adaptive coupling strength via aperiodically intermit-
tent control can be modelled as follows:
∂w1(t,x)
∂t = f(w
1(t, x);w1(t− τ(t), x))
+Ψ(t)
N∑
k=1
ξ1kΓ
1wk(t, x)−Ψ(t)
N∑
k=1
ξ1kΓ
2∆(wk(t, x))
+Ψ(t)σΓ1(pi(t, x)− w1(t, x))−Ψ(t)σΓ2∆(pi(t, x)− w1(t, x)),
∂wj(t,x)
∂t = f(w
j(t, x);wj(t− τ(t), x))
+Ψ(t)
N∑
k=1
ξjkΓ
1wk(t, x)−Ψ(t)
N∑
k=1
ξjkΓ
2∆(wk(t, x)),
j = 2, 3, · · · , N,
if t ∈ [ti, si], i = 0, 1, 2, · · ·
∂wj(t,x)
∂t = f(w
j(t, x);wj(t− τ(t), x))
+
N∑
k=1
ξjkΓ
1wk(t, x)−
N∑
k=1
ξjkΓ
2∆(wk(t, x)), j = 1, 2, · · · , N,
if t ∈ (si, ti+1), i = 0, 1, 2, · · ·
(26)
where pi(t, x) is defined in (9).
With the same notations in Subsection 3.2, one can get that: for j = 1, 2, · · · , N ,
∂ej(t,x)
∂t = f˜(e
j(t, x); ej(t− τ(t), x))
+Ψ(t)
N∑
k=1
ξ˜jkΓ
1ek(t, x)−Ψ(t)
N∑
k=1
ξ˜jkΓ
2∆(ek(t, x)),
if t ∈ [ti, si], i = 0, 1, 2, · · ·
∂ej(t,x)
∂t = f˜(e
j(t, x); ej(t− τ(t), x))
+
N∑
k=1
ξjkΓ
1ek(t, x)−
N∑
k=1
ξjkΓ
2∆(ek(t, x)),
if t ∈ (si, ti+1), i = 0, 1, 2, · · ·
(27)
Here, the adaptive coupling strength Ψ(t) is defined by (24) with the adaptive rule
Ψ˙(t) = ψ max
−τ≤ς≤0
‖e(t+ ς, ·)‖2, (28)
where ψ > 0, t ∈ [ti, si], i = 0, 1, 2, · · · , and ‖e(t, ·)‖ can be found in (12).
Now, applying Lemma 4 to the adaptive network (26), we can get the following
result.
15
Theorem 2. Suppose Assumption 1 holds, then coupled network (26) with adaptive
rules (24) and (28) can realize the complete synchronization asymptotically.
The proof will be given in Appendix B.
Similarly, we can derive the following corollaries directly.
Corollary 3. For the coupled neural networks only with the adaptive state coupling,
∂w1(t,x)
∂t = f(w
1(t, x);w1(t− τ(t), x)) + Ψ(t)
N∑
k=1
ξ1kΓ
1wk(t, x)
+Ψ(t)σΓ1(pi(t, x)− w1(t, x)),
∂wj(t,x)
∂t = f(w
j(t, x);wj(t− τ(t), x)) + Ψ(t)
N∑
k=1
ξjkΓ
1wk(t, x), j = 2, · · · , N
if t ∈ [ti, si], i = 0, 1, 2, · · ·
∂wj(t,x)
∂t = f(w
j(t, x);wj(t− τ(t), x)) +
N∑
k=1
ξjkΓ
1wk(t, x), j = 1, 2, · · · , N,
if t ∈ (si, ti+1), i = 0, 1, 2, · · ·
where pi(t, x) is defined in (9). Suppose Assumption 1 holds, then the above coupled
network with adaptive rules (24) and (28) can realize the complete synchronization
asymptotically.
Corollary 4. For the coupled neural networks only with the adaptive spatial diffusion
coupling,
∂w1(t,x)
∂t = f(w
1(t, x);w1(t− τ(t), x))−Ψ(t)
N∑
k=1
ξ1kΓ
2∆(wk(t, x))
−Ψ(t)σΓ2∆(pi(t, x)− w1(t, x)),
∂wj(t,x)
∂t = f(w
j(t, x);wj(t− τ(t), x))−Ψ(t)
N∑
k=1
ξjkΓ
2∆(wk(t, x)),
if t ∈ [ti, si], i = 0, 1, 2, · · · , j = 2, 3, · · · , N ;
∂wj(t,x)
∂t = f(w
j(t, x);wj(t− τ(t), x))−
N∑
k=1
ξjkΓ
2∆(wk(t, x)),
if t ∈ (si, ti+1), i = 0, 1, 2, · · · , j = 1, 2, · · · , N.
where pi(t, x) is defined in (9). Suppose Assumption 1 holds, then the above coupled
network with adaptive rules (24) and (28) can realize the complete synchronization
asymptotically.
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4. Numerical simulations
To demonstrate the effectiveness of obtained theoretical results, in this section we
will present some numerical simulations.
For the uncoupled neural network ∂w(t,x)∂t = f(w(t, x);w(t− τ(t), x)), we choose
the following model:
∂wj(t,x)
∂t = 0.1
∂2wj(t,x)
∂x2 − cjwj(t, x) +
2∑
k=1
ajkgk(wk(t, x))
+
2∑
k=1
bjkhk(wk(t− τ(t), x)), x ∈ Ω = [−4, 4]
w(t, x) = 0, (t, x) ∈ [−τ,+∞)× ∂Ω
(29)
where w(t, x) = (w1(t, x), w2(t, x))T , j = 1, 2, and gk(wk(t, x)) = hk(wk(t, x)) =
tanh(wk(t, x)), k = 1, 2, simple calculations show that Assumption 1 holds with g? =
h? = 1. The time-varying delay is choose as τ(t) = 1.1 + 0.2 sin t, therefore, τ(t) ≤
τ = 1.3; matrices C,A,B are defined by
C =
 1 0
0 1
 , A =
 2 −0.1
−5 3
 , B =
 −1.5 −0.1
−0.2 −2.5
 .
Figure 2 and Figure 3 show the dynamical behaviors ofw1(t, x) andw2(t, x) for neural
network (29) respectively; moreover, by projecting on the plane w1(t, 0) − w2(t, 0),
Figure 4 shows its chaotic behavior explicitly.
4.1. Complete synchronization in a network with a static coupling strength
Consider a linearly coupled network with four nodes as follows:
∂w1(t,x)
∂t = f(w
1(t, x);w1(t− τ(t), x))
+c
4∑
k=1
ξ1kw
k(t, x)− c
4∑
k=1
ξ1k∆(w
k(t, x))
+cσ(pi(t, x)− w1(t, x))− cσ∆(pi(t, x)− w1(t, x))
if t ∈ [ti, si], i = 0, 1, 2, · · ·
∂wj(t,x)
∂t = f(w
j(t, x);wj(t− τ(t), x)),
+c
4∑
k=1
ξjkw
k(t, x)− c
N∑
k=1
ξjk∆(w
k(t, x)),
j = 1, 2, 3, 4
(30)
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Figure 2: Dynamical behavior of w1(t, x) for neural network (29) with the initial values w(t, x) =
(0.4, 0.6)T , (t, x) ∈ [−τ, 0]× Ω
Figure 3: Dynamical behavior of w2(t, x) for neural network (29) with the initial values w(t, x) =
(0.4, 0.6)T , (t, x) ∈ [−τ, 0]× Ω
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Figure 4: The projection of neural network (29) on the plane w1(t, 0) − w2(t, 0) with the initial values
w(t, x) = (0.4, 0.6)T , (t, x) ∈ [−τ, 0]× Ω
where σ = 2, and pi(t, x) is defined by ∂pi(t,x)∂t = f(pi(t, x);pi(t− τ(t), x)), where the
function f(·; ·) is defined by (29).
As for the initial values of each node, we let pi(t, x) = (0.4, 0.6)T , w1(t, x) =
(0.5, 0.8)T , w2(t, x) = (0.6, 0.5)T , w3(t, x) = (0.8, 0.3)T , w4(t, x) = (0.45, 0.2)T ,
where (t, x) ∈ [−τ, 0]× Ω.
As for the coupling matrix, we choose
Ξ =

−2 1 0 1
1 −2 1 0
1 0 −2 1
0 1 1 −2
 ,
therefore, the left eigenvector p corresponding to the zero eigenvalue of matrix Ξ can
be obtained as: p = (1, 1, 1, 1)T .
As for the aperiodically intermittent control scheme, we choose the control time as
[0, 4.9] ∪ [5, 9.92] ∪ [9.99, 14.89] ∪ [14.92, 19.85] ∪ [19.9, 24.83] ∪ [24.87, 29.78]
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∪[29.84, 34.8] ∪ [34.82, 39.78] ∪ [39.8, 44.73] ∪ [44.79, 49.73] ∪ [49.78, 54.7] ∪ · · ·
Obviously, we have ω = 5 and θ = 4.9 defined in Assumption 2, and ρ? = 0.02
defined in (6).
Choose ε = 6.0989, ε2 = 0.5 and the coupling strength c = 250, then the param-
eters defined in (14)-(21) can be derived as: d = 0.0063, α1 = 46.5607, α2 = 1,
α3 = −150.175, α4 = −9.375, β1 = 113.0019, β3 = 46.5481, β = 159.55,
λ = 3.6115, and δ = 0.4205 > 0. Therefore, conditions in Theorem 1 are satisfied,
i.e., the complete synchronization can be realized.
Using the Crank-Nicolson method for PDEs, we can simulate the corresponding
numerical examples. In fact, the coupling strength for the complete synchronization
can be smaller than the calculated value, and simulations show that if c ≥ 3, then
the complete synchronization can be realized. Figure 5 and Figure 6 illustrate the
dynamical behaviors of error ejk(t, x) = x
j
k(t, x)− pi(t, x), j = 1, 2, 3, 4; k = 1, 2 and
network error ‖e(t, ·)‖ defined in (12) when the coupling strength c = 3.5.
4.2. Complete synchronization with an adaptive coupling strength
In this subsection, we consider the following network with an adaptive coupling
strength:
∂w1(t,x)
∂t = f(w
1(t, x);w1(t− τ(t), x))
+Ψ(t)
4∑
k=1
ξ1kw
k(t, x)−Ψ(t)
4∑
k=1
ξ1k∆(w
k(t, x))
+2Ψ(t)(pi(t, x)− w1(t, x))− 2Ψ(t)∆(pi(t, x)− w1(t, x)),
∂wj(t,x)
∂t = f(w
j(t, x);wj(t− τ(t), x))
+Ψ(t)
4∑
k=1
ξjkw
k(t, x)−Ψ(t)
4∑
k=1
ξjk∆(w
k(t, x)), j = 2, 3, 4,
if t ∈ [ti, si], i = 0, 1, 2, · · ·
∂wj(t,x)
∂t = f(w
j(t, x);wj(t− τ(t), x))
+
4∑
k=1
ξjkw
k(t, x)−
4∑
k=1
ξjk∆(w
k(t, x)), j = 1, 2, 3, 4,
if t ∈ (si, ti+1), i = 0, 1, 2, · · ·
(31)
where all the parameters are the same with those in Subsection 4.1.
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Figure 5: Dynamical behavior of error ejk(t, x), j = 1, 2, 3, 4; k = 1, 2 when the coupling strength c = 3.5
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Figure 6: Dynamical behavior of network error ‖e(t, ·)‖ defined in (12) when the coupling strength c = 3.5
21
Figure 7: Dynamical behavior of error ejk(t, x), j = 1, 2, 3, 4; k = 1, 2 under the adaptive rule (32)
To illustrate the effect of aperiodically intermittent control more clearly, here we
choose the control time span as
[0, 3] ∪ [5, 9] ∪ [9.5, 13] ∪ [14, 18] ∪ [18.3, 22] ∪ [23, 26.5]
∪[27, 31] ∪ [31.7, 35] ∪ [36, 40.5] ∪ [41, 45.2] ∪ [45.9, 50] ∪ · · ·
In this case, ω = 5 and θ = 3, since 3 > 1.3 = τ , therefore, (23) holds.
We design the adaptive rules as
Ψ˙(t) = 0.1 max
−τ≤ς≤0
‖e(t+ ς, ·)‖2, t ∈ [ti, si], i = 0, 1, · · · (32)
Then, according to Theorem 2, the complete synchronization can be realized. Under
the above adaptive scheme, Figure 7 shows the dynamical behaviors of ejk(t, x) =
xjk(t, x) − pi(t, x), j = 1, 2, 3, 4; k = 1, 2; while Figure 8 illustrates the dynamics of
network error ‖e(t, ·)‖ defined in (12) and the coupling strength Ψ(t).
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Figure 8: Dynamical behavior of network error ‖e(t, ·)‖ defined in (12) and the coupling strength Ψ(t)
under the adaptive rule (32)
5. Conclusion
In this paper, the complete synchronization for linearly coupled neural networks
with time-varying delays and reaction-diffusion terms under aperiodically intermittent
control is investigated. We first propose a novel spatial coupling protocol for the syn-
chronization, then present some criteria for the complete synchronization with no con-
straint on the time-varying delay. Moreover, for the small delay case, i.e., when the
bound of time-varying delay is less than the infimum of the control span, we propose a
simple adaptive rule for the coupling strength, and prove its validity rigorously. Finally,
some simulations are given to demonstrate the effectiveness of obtained theoretical re-
sults.
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Appendix A: Proof of Theorem 1
Proof: Define a Lyapunov function as follows:
V (t) =
1
2
N∑
j=1
∫
Ω
pjej(t, x)T ej(t, x)dx =
1
2
∫
Ω
eT (t, x)(P ⊗ I)e(t, x)dx, (33)
where P = diag(p1, · · · , pN ) is a definite positive diagonal matrix defined in Lemma
2, and e(t, x) = (e1(t, x)T , · · · , eN (t, x)T )T .
When t ∈ [ti, si], i = 0, 1, 2, · · · , differentiating V (t), we have
V˙ (t) =
N∑
j=1
∫
Ω
pjej(t, x)T
∂ej(t, x)
∂t
dx
=
N∑
j=1
∫
Ω
pjej(t, x)T
[
frd(ej(t, x))− Cej(t, x) +Ag˜(ej(t, x)) +Bh˜(ej(t− τ(t), x))
+
N∑
k=1
ξ˜jkΓ
1ek(t, x)−
N∑
k=1
ξ˜jkΓ
2∆(ek(t, x))
]
dx
=V1 + V2 + V3 + V4 + V5 + V6. (34)
From Green’s formula, the Dirichlet boundary condition, and Lemma 1, we have∫
Ω
ej(t, x)T frd(ej(t, x))dx =
n∑
k=1
∫
Ω
ejk(t, x)
m∑
r=1
∂
∂xr
(
Dkr
∂ejk(t, x)
∂xr
)
dx
=
n∑
k=1
∫
Ω
ejk(t, x)∇ ·
(
Dkr
∂ejk(t, x)
∂xr
)m
r=1
dx
=
n∑
k=1
∫
Ω
∇ ·
(
ejk(t, x)Dkr
∂ejk(t, x)
∂xr
)m
r=1
dx
−
n∑
k=1
∫
Ω
(
Dkr
∂ejk(t, x)
∂xr
)m
r=1
∇ · ejk(t, x)dx
=
n∑
k=1
∫
∂Ω
(
ejk(t, x)Dkr
∂ejk(t, x)
∂xr
)m
r=1
dx−
n∑
k=1
m∑
r=1
∫
Ω
Dkr
(
∂ejk(t, x)
∂xr
)2
dx
=−
n∑
k=1
m∑
r=1
∫
Ω
Dkr
(
∂ejk(t, x)
∂xr
)2
dx ≤ −
n∑
k=1
m∑
r=1
∫
Ω
Dkr
l2r
ejk(t, x)
2
dx
=−
n∑
k=1
∫
Ω
m∑
r=1
Dkr
l2r
ejk(t, x)
2
dx ≤ −d
n∑
k=1
∫
Ω
ejk(t, x)
2
dx,
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therefore,
V1 =
N∑
j=1
∫
Ω
pjej(t, x)T frd(ej(t, x))dx
≤− d
N∑
j=1
∫
Ω
pjej(t, x)T ej(t, x)dx = −2dV (t). (35)
According to Assumption 1, one can get∫
Ω
ej(t, x)T
[
− Cej(t, x) +Ag˜(ej(t, x)) +Bh˜(ej(t− τ(t), x))
]
dx
=− C
∫
Ω
ej(t, x)T ej(t, x)dx
+
∫
Ω
ej(t, x)TAg˜(ej(t, x))dx+
∫
Ω
ej(t, x)TBh˜(ej(t− τ(t), x))dx
≤
∫
Ω
ej(t, x)T (−C)ej(t, x)dx+
∫
Ω
ej(t, x)T [ε−11 AA
T + ε1g
?2]ej(t, x)dx
+
∫
Ω
ej(t, x)T (ε−12 BB
T )ej(t, x)dx+ ε2h
?2
∫
Ω
ej(t− τ(t), x)T ej(t− τ(t), x)dx
=
∫
Ω
ej(t, x)T (−C + ε−11 AAT + ε1g?2 + ε−12 BBT )ej(t, x)dx
+ ε2h
?2
∫
Ω
ej(t− τ(t), x)T ej(t− τ(t), x)dx
≤α1
2
∫
Ω
ej(t, x)T ej(t, x)dx+ ε2h
?2
∫
Ω
ej(t− τ(t), x)T ej(t− τ(t), x)dx,
therefore,
V2 + V3 + V4
=
N∑
j=1
pj
∫
Ω
ej(t, x)T
[
− Cej(t, x) +Ag˜(ej(t, x)) +Bh˜(ej(t− τ(t), x))
]
dx
≤α1V (t) + α2V (t− τ(t)). (36)
According to Lemma 2, {P Ξ˜}s is negative definite, we have
V5 =
N∑
j=1
∫
Ω
pjej(t, x)T
N∑
k=1
ξ˜jkΓ
1ek(t, x) =
∫
Ω
e(t, x)T ({P Ξ˜}s ⊗ Γ1)e(t, x)dx
≤ min
k=1,··· ,n
γ1k
∫
Ω
e(t, x)T ({P Ξ˜}s ⊗ I)e(t, x)dx
≤ min
k=1,··· ,n
γ1kλmax({P Ξ˜}s)
∫
Ω
e(t, x)T e(t, x)dx
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≤2 min
k=1,··· ,n
γ1kλmax({P Ξ˜}s)V (t) = α3V (t). (37)
With the same reason, one can also get that
V6 =−
N∑
j=1
∫
Ω
pjej(t, x)T
N∑
k=1
ξ˜jkΓ
2∆(ek(t, x))dx
=−
N∑
j=1
N∑
k=1
pj ξ˜jk
∫
Ω
ej(t, x)TΓ2∆(ek(t, x))dx
=
m∑
r=1
N∑
j=1
N∑
k=1
pj ξ˜jk
n∑
q=1
γ2q
∫
Ω
∂ejq(t, x)
∂xr
∂ekq (t, x)
∂xr
dx
=
m∑
r=1
∫
Ω
(
∂e(t, x)
∂xr
)T
({P Ξ˜}s ⊗ Γ2)∂e(t, x)
∂xr
dx
≤ min
k=1,··· ,n
γ2kλmax({P Ξ˜}s)
m∑
r=1
∫
Ω
(
∂e(t, x)
∂xr
)T
∂e(t, x)
∂xr
dx
≤ min
k=1,··· ,n
γ2kλmax({P Ξ˜}s)
m∑
r=1
1
l2r
∫
Ω
e(t, x)T e(t, x)dx
≤2 min
k=1,··· ,n
γ2kλmax({P Ξ˜}s)
m∑
r=1
1
l2r
V (t) = α4V (t). (38)
Therefore, combining with (34)-(38), one can get that
V˙ (t) ≤ −β1V (t) + α2V (t− τ(t)). (39)
On the other hand, for t ∈ (si, ti+1), i = 0, 1, 2, · · · , recalling the fact that {PΞ}s
is a symmetric matrix with its column and row sums being zero, so λmax({PΞ}s) = 0,
by the similar analysis, we have
V˙ (t) ≤ β3V (t) + α2V (t− τ(t)). (40)
Combining with (39)-(40), and according to Lemma 3, we can deduce that the
complete synchronization can be finally realized, i.e., V (t) ≤ sup−τ≤κ≤ V (κ)e−εt,
therefore, ‖e(t, ·)‖ = O(e−εt/2). The proof is completed.
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Appendix B: Proof of Theorem 2
Proof: From (27), we can have the compact form for the error equation with e(t, x) =
(e1(t, x)T , · · · , eN (t, x)T )T ,
∂e(t,x)
∂t = F˜ (e(t, x); e(t− τ(t), x))
+Ψ(t)(Ξ˜⊗ Γ1)e(t, x)−Ψ(t)(Ξ˜⊗ Γ2)∆(e(t, x)),
if t ∈ [ti, si], i = 0, 1, 2, · · ·
∂e(t,x)
∂t = F˜ (e(t, x); e(t− τ(t), x))
+(Ξ⊗ Γ1)e(t, x)− (Ξ⊗ Γ2)∆(e(t, x))
if t ∈ (si, ti+1), i = 0, 1, 2, · · ·
(41)
where ∆(e(t, x)) = (∆(e1(t, x))T , · · · ,∆(eN (t, x))T )T , and
F˜ (e(t, x); e(t− τ(t), x))
=(f˜T (e1(t, x); e1(t− τ(t), x)), · · · , f˜T (eN (t, x); eN (t− τ(t), x))).
We define a new function
F¯ (e(t, x); e(t− τ(t), x)) =
F˜ (e(t, x); e(t− τ(t), x)), if t ∈ [ti, si],
F˜ (e(t, x); e(t− τ(t), x)) + (Ξ⊗ Γ1)e(t, x)− (Ξ⊗ Γ2)∆(e(t, x)),
if t ∈ (si, ti+1).
Therefore, according to (40), we have∫
Ω
e(t, x)T (P ⊗ I)F¯ (e(t, x); e(t− τ(t), x))dx
≤
∫
Ω
e(t, x)T (P ⊗ I)F˜ (e(t, x); e(t− τ(t), x))dx
≤1
2
β3
∫
Ω
e(t, x)T (P ⊗ I)e(t, x)dx+ α2
2
∫
Ω
e(t− τ(t), x)T (P ⊗ I)e(t− τ(t), x)dx
where β3 and α2 are defined in (20) and (16), respectively.
Define the Lyapunov function as (33), then with the same process as the proof of
Theorem 1, we have
V˙ (t) =
∫
Ω
e(t, x)T (P ⊗ I)F¯ (e(t, x); e(t− τ(t), x))dx
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+ Ψ(t)
∫
Ω
e(t, x)T (P ⊗ I)
(
(Ξ˜⊗ Γ1)e(t, x)−Ψ(t)(Ξ˜⊗ Γ2)∆(e(t, x))
)
dx
≤β3V (t) + α2V (t− τ(t)) + Ψ(t)(α3 + α4)V (t),
where α3 < 0 and α4 < 0 are defined in (17) and (18), respectively.
According to Lemma 4, we can obtain lim
t→∞V (t) = 0, which implies that the
complete synchronization can be realized.
The proof is completed.
Acknowledgement
This work was supported by the National Science Foundation of China under Grant
Nos. 61203149, 61233016, 11471190 and 11301389; the National Basic Research Pro-
gram of China (973 Program) under Grant No. 2010CB328101; “Chen Guang” project
supported by Shanghai Municipal Education Commission and Shanghai Education De-
velopment Foundation under Grant No. 11CG22; the Fundamental Research Funds for
the Central Universities of Tongji University; the NSF of Shandong Province under
Grant No. ZR2014AM002, project funded by China Postdoctoral Science Foundation
under Grant Nos. 2012M511488 and 2013T60661, the Special Funds for Postdoctoral
Innovative Projects of Shandong Province under Grant No. 201202023, IIF of Shan-
dong University under Grant No. 2012TS019.
References
[1] G.E. Hinton, S. Osindero, Y.W. Teh, A fast learning algorithm for deep belief
nets, Neural Computation 18 (7) (2006) 1527-1554.
[2] A.M. Turing, The chemical basis of morphogenesis, Philosophical Transactions
of the Royal Society of London Series B 237 (1952) 37-72.
[3] S. Alonso, K. John, M. Bar, Complex wave patterns in an effective reaction-
diffusion model for chemical reactions in microemulsions, Journal of Chemical
Physics 134 (9) (2011) 094117.
28
[4] J.L. Liang, J.D. Cao, Global exponential stability of reaction-diffusion recurrent
neural networks with time-varying delays, Physics Letters A 314 (5-6) (2003)
434-442.
[5] J.G. Lu, Robust global exponential stability for interval reaction-diffusion hop-
field neural networks with distributed delays, IEEE Trans. Circuits and Systems-
II 54 (12) (2007) 1115-1119.
[6] J.G. Lu, Global exponential stability and periodicity of reaction-diffusion delayed
recurrent neural networks with Dirichlet boundary conditions, Chaos, Solitons &
Fractals 35 (1) (2008) 116-125.
[7] J.L. Qiu, Exponential stability of impulsive neural networks with time-varying
delays and reaction-diffusion terms, Neurocomputing 70 (4-6) (2007) 1102-1108.
[8] J. Wang, J.G. Lu, Global exponential stability of fuzzy cellular neural networks
with delays and reaction-diffusion terms, Chaos, Solitons & Fractals 38 (3) (2008)
878-885.
[9] Z. Chen, D.H. Zhao, Stabilization effect of diffusion in delayed neural networks
systems with Dirichlet boundary conditions, Journal of the Franklin Institute 348
(10) (2011) 2884-2897.
[10] Z. Chen, X.L. Fu, D.H. Zhao, Anti-periodic mild attractor of delayed hop-
field neural networks systems with reaction-diffusion terms, Neurocomputing 99
(2013) 372-380.
[11] C.W. Wu, L.O. Chua, Synchronization in an array of linearly coupled dynamical-
systems, IEEE Trans. Circuits and Systems-I 42(8) (1995) 430-447.
[12] W.L. Lu, T.P. Chen, New approach to synchronization analysis of linearly coupled
ordinary differential systems, Physica D 213 (2) (2006) 214-230.
[13] T.P. Chen, X.W. Liu, W.L. Lu, Pinning complex networks by a single controller,
IEEE Trans. Circuits and Systems-I 54 (6) (2007) 1317-1326.
29
[14] Y.Y. Wang, J.D. Cao, Synchronization of a class of delayed neural networks with
reaction-diffusion terms, Physics Letters A 369 (3) (2007) 201-211.
[15] L. Sheng, H.Z. Yang, X.Y. Lou, Adaptive exponential synchronization of delayed
neural networks with reaction-diffusion terms, Chaos, Solitons & Fractals 40 (2)
(2009) 930-939.
[16] K. Wang, Z.D. Teng, H.J. Jiang, Adaptive synchronization in an array of linearly
coupled neural networks with reaction-diffusion terms and time delays, Commu-
nications in Nonlinear Science and Numerical Simulation 17 (10) (2012) 3866-
3875.
[17] J.L. Wang, H.N. Wu, L. Guo, Novel adaptive strategies for synchronization of lin-
early coupled neural networks with reaction-diffusion terms, IEEE Trans. Neural
Networks and Learning Systems 25 (2) (2014) 429-440.
[18] X.W. Liu, Synchronization of linearly coupled neural networks with reaction-
diffusion terms and unbounded time delays, Neurocomputing 73 (13-15) (2010)
2681-2688.
[19] F. Yu, H.J. Jiang, Global exponential synchronization of fuzzy cellular neural net-
works with delays and reaction-diffusion terms, Neurocomputing 74 (4) (2011)
509-515.
[20] Q.T. Gan, Adaptive synchronization of stochastic neural networks with mixed
time delays and reaction-diffusion terms, Nonlinear Dynamics 69 (4) (2012)
2207-2219.
[21] Q.T. Gan, Global exponential synchronization of generalized stochastic neural
networks with mixed time-varying delays and reaction-diffusion terms, Neuro-
computing 89 (2012) 96-105.
[22] Q.T. Gan, R. Xu, P.H. Yang, Exponential synchronization of stochastic fuzzy cel-
lular neural networks with time delay in the leakage term and reaction-diffusion,
Communications in Nonlinear Science and Numerical Simulation 17 (4) (2012)
1862-1870.
30
[23] Q. Ma, S.Y. Xu, Y. Zou, G.D. Shi, Synchronization of stochastic chaotic neural
networks with reaction-diffusion terms, Nonlinear Dynamics 67 (3) (2012) 2183-
2196.
[24] G.D. Shi, Q. Ma, Synchronization of stochastic Markovian jump neural networks
with reaction-diffusion terms, Neurocomputing 77 (1) (2012) 275-280.
[25] J.L. Wang, H.N. Wu, Synchronization and adaptive control of an array of linearly
coupled reaction-diffusion neural networks with hybrid coupling, IEEE Trans.
Cybernetics 44 (8) (2014) 1350-1361.
[26] J.L. Wang, H.N. Wu, L. Guo, Passivity and stability analysis of reaction-diffusion
neural networks with dirichlet boundary conditions, IEEE Trans. Neural Net-
works 22 (12) (2011) 2105-2116.
[27] P.C. Wei, J.L. Wang, Y.L. Huang, B.B. Xu, S.Y. Ren, Passivity analysis of impul-
sive coupled reaction-diffusion neural networks with and without time-varying
delay, Neurocomputing 168 (2015) 13-22.
[28] J.L. Wang, H.N. Wu, T.W. Huang, S.Y. Ren, Passivity and synchronization of
linearly coupled reaction-diffusion neural networks with adaptive coupling, IEEE
Trans. Cybernetics 45 (9) (2015) 1942-1952.
[29] J.L. Wang, H.N. Wu, T.W. Huang, Passivity-based synchronization of a class
of complex dynamical networks with time-varying delay, Automatica 56 (2015)
105-112.
[30] J.L. Wang, H.N. Wu, T.W. Huang, S.Y. Ren, Pinning control strategies for syn-
chronization of linearly coupled neural networks with reaction-diffusion terms,
IEEE Trans. Neural Networks and Learning Systems 27 (4) (2016) 749-761.
[31] C. Hu, H.J. Jiang, Z.D. Teng, Impulsive control and synchronization for delayed
neural networks with reaction-diffusion terms, IEEE Trans. Neural Networks 21
(1) (2010) 67-81.
31
[32] X.S. Yang, J.D. Cao, Z.C. Yang, Synchronization of coupled reaction-diffusion
neural networks with time-varying delays via pinning-impulsive controller, SIAM
Journal on Control and Optimization 51 (5) (2013) 3486-3510.
[33] R. Rakkiyappan, S. Dharani, Q.X. Zhu, Synchronization of reaction-diffusion
neural networks with time-varying delays via stochastic sampled-data controller,
Nonlinear Dynamics 79 (1) (2015) 485-500.
[34] C. Hu, J. Yu, H.J. Jiang, Z.D. Teng, Exponential synchronization for reaction-
diffusion networks with mixed delays in terms of p-norm via intermittent driving,
Neural Networks 31 (2012) 1-11.
[35] Q.T. Gan, Exponential synchronization of stochastic Cohen-Grossberg neural net-
works with mixed time-varying delays and reaction-diffusion via periodically in-
termittent control, Neural Networks 31 (2012) 12-21.
[36] Q.T. Gan, Exponential synchronization of stochastic neural networks with leak-
age delay and reaction-diffusion terms via periodically intermittent control, Chaos
22 (1) (2012) 013124.
[37] Q.T. Gan, Exponential synchronization of stochastic fuzzy cellular neural net-
works with reaction-diffusion terms via periodically intermittent control, Neural
Processing Letters 37 (3) (2013) 393-410.
[38] Q.T. Gan, Y. Li, Exponential synchronization of stochastic reaction-diffusion
fuzzy Cohen-Grossberg neural networks with time-varying delays via periodi-
cally intermittent control, Journal of Dynamic Systems, Measurement, and Con-
trol 135 (6) (2013) 061009.
[39] Q.T. Gan, H. Zhang, J. Dong, Exponential synchronization for reaction-diffusion
neural networks with mixed time-varying delays via periodically intermittent con-
trol, Nonlinear Analysis: Modelling and Control 19 (1) (2014) 1-25.
[40] J. Mei, M.H. Jiang, B. Wang, Q. Liu, W.M. Xu, T. Liao, Exponential p-
synchronization of non-autonomous Cohen-Grossberg neural networks with
32
reaction-diffusion terms via periodically intermittent control, Neural Processing
Letters 40 (2) (2014) 103-126.
[41] X.W. Liu, T.P. Chen, Cluster synchronization in directed networks via intermittent
pinning control, IEEE Trans. Neural Networks 22 (7) (2011) 1009-1020.
[42] X.W. Liu, T.P. Chen, Synchronization of complex networks via aperiodically in-
termittent pinning control, IEEE Trans. Automatic Control 60 (12) (2015) 3316-
3321.
[43] X.W. Liu, T.P. Chen, Synchronization of nonlinear coupled networks via aperi-
odically intermittent pinning control, IEEE Trans. Neural Networks and Learning
Systems 26 (1) (2015) 113-126.
[44] X.W. Liu, T.P. Chen, Synchronization of linearly coupled networks with delays
via aperiodically intermittent pinning control, IEEE Trans. Neural Networks and
Learning Systems 26 (10) (2015) 2396-2407.
[45] X.W. Liu, P. Li, T.P. Chen, Cluster synchronization for delayed complex networks
via periodically intermittent pinning control, Neurocomputing 162 (2015) 191-
200.
[46] X.W. Liu, S.H. Li, Cluster synchronization for linearly coupled nonidentical sys-
tems with delays via aperiodically intermittent pinning control, submitted.
33
