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ON THE POLAR DECOMPOSITION OF CIRCULAR VARIABLES
Teodor Banica
We find an elementary proof for Voiculescu’s theorem on the polar decomposition
of circular variables.
0. INTRODUCTION: In non commutative probability theory (see [1]) an im-
portant role is played by the Haar-unitaries, which appear naturally in the von Neumann
algebras of free groups W ∗(Z∗n), and by the circular variables, which appear naturally in
the algebras of creation operators on the full Fock spaces W ∗(N∗n).
In [2] Voiculescu finds the polar decomposition of the circular variables. In order to
work at the same time with circular variables and with Haar-unitaries, he uses approximation
by random Gaussian matrices.
Following an idea of G.Skandalis, we give in this note an elementary proof of this
theorem: it turns out that the result is an immediate consequence of some combinatorial
properties of the monoid Z ∗N.
In what follows, we introduce (see 4) a certain class of monoids, which contains N,
all the groups, and is stable under free products (see 8). Consequently, for such monoids
M , many variables having interesting ∗-distributions (semicircular and circular variables,
Haar-unitaries) appear naturally in the algebras W ∗(M).
For such monoids, some combinatorial properties (see 5 and 7) allow us to find (and
easily manipulate) “many” circular systems in their algebras W ∗(M) (see 6.2). The polar
decomposition of the circular variables follows easily.
1. NOTATION: In what follows, we will denote (by abuse of language) by
“monoid” a countable unital monoid, which can be embedded in a group. For
such a monoid M , the symbol M−1 will denote, when there are no confusions, the subset
{m−1, m ∈M} of some group containing M .
2. DEFINITIONS: Let M be a monoid and l2(M) the Hilbert space of square
summable functions from M to C, with (δm)m∈M the canonical orthonormal basis. Using
the left simplifiability ofM one can define, as for discrete groups, the embedding of monoids
(M, ·) → (B(l2(M)), ◦) by λM(m)δn = δmn. Let W
∗(M) be the Von Neumann algebra
generated by λM(M). Together with the canonical state τM(T ) =< Tδe, δe > it is a non
commutative W ∗-probability space.
3.1. REMARK: The operators in λM(M) are isometries, but not necessarely
unitaries, as in the group case. Indeed, for every m ∈M , λM(m)
∗ is given by λM(m)
∗(δn) =
Σx∈M < λM(m)
∗δn, δx > δx = Σx∈Mδn,mxδx, so that λM(m)
∗λM(m) = 1.
3.2. REMARK: It is easy to see that l2(N∗I) is the full Fock space over CI . By
this identification, (W ∗(N∗I), τN∗I ) is the algebra of creation operators, with the canonical
state associated to the vacuum vector.
3.3. REMARK: Let M ⊂ N be monoids (so l2(M) ⊂ l2(N)). For m, m′ ∈ M
one has λM(m)δm′ = λN(m)δm′ , so if we suppose M(N −M) = N −M then λM(m)
∗δm′ =
Σx∈Mδm′,mxδx = Σx∈Nδm′,mxδx = λN (m)
∗δm′ . In particular, if m1...mk ∈ M and α1...αk are
exponents ∈ {1, ∗} then λM(m1)
α1 ...λM(mk)
αkδe = λN(m1)
α1 ...λN(mk)
αkδe.
It follows that if M ⊂ N are monoids such that M(N −M) = N −M then for
every family {ai}i∈I of elements in M , the ∗-distribution joint to {λN(ai)}i∈I is equal to the
∗-distribution joint to {λM(ai)}i∈I .
3.4. REMARK: Let
∏
i∈I Mi be a direct product of monoids and a ∈Mk , k ∈ I.
Then, by (3.3) the ∗-distribution of λMk(a) ∈ W
∗(Mk) is equal to the ∗-distribution of
λ∏Mi(a) ∈ W
∗(
∏
Mi). Moreover, let b ∈ Mj with j 6= k. Then it is easy to see that
λ∏Mi(a) and λ
∏
Mi
(b) are independent.
3.5. REMARK: Let ∗i∈IMi be a free product of monoids and a ∈ Mk , k ∈ I.
Then, by (3.3) the ∗-distribution of λMk(a) ∈ W
∗(Mk) is equal to the ∗-distribution of
λ∗Mi(a) ∈ W
∗(∗Mi).
We are now interested to find semicircular variables in the algebras of monoids. Let
us introduce some definitions related to the combinatorics of free monoids:
4. DEFINITION: Let N be a monoid. Consider the following order relation on
it: aNb if and only if b ∈ aN . We say that N is in the class E if it satisfies one of the
(obvious) equivalent conditions:
(4.1.) for N every bounded subset is totally ordered.
(4.2.) (a  c, b  c⇒ a  b or b  a).
(4.3.) aN ∩ bN 6= ∅ ⇒ aN ⊂ bN or bN ⊂ aN .
(4.4.) NN−1 ∩N−1N = N ∪N−1.
5. DEFINITION: Let (ai)i∈I be a family of elements in a monoid N .
We call it “code” if it satisfies the following conditions:
(5.1.) the monoid M generated by the ai’s is isomorphic to N
∗I by ai 7→ ei.
(5.2.) M(N −M) = N −M .
We call it “prefix” if it satisfies the following condition:
(5.3.) ai ∈ ajN ⇒ i = j (ie. the ai’s are not comparable by N ).
6.1. REMARK: These are extensions of the classical notions of code and prefix,
which already appeared in the combinatorial theory of free monoids. A well known result
(see [3]) asserts that on free monoids the prefixes are the codes. We will extend this result
to all monoids in the class E.
6.2. REMARK: Let (ai, bi)i∈I be a code. Then by (3.2) and (3.3), the family
(λN(ai), λN(bi))i∈I has the same ∗-distribution as a family of creation operators associated
to a family of 2I orthonormal vectors, acting on the Fock space. In particular (1/2(λN(ai)+
λN(bi)
∗))i∈I is a circular family. Thus the following proposition is a nice criterion for finding
circular systems in the algebras W ∗(N) of monoids (in the class E).
7. PROPOSITION: For a monoid N ∈ E, a family (ai)i∈I ⊂ N having at least
two elements is a prefix if and only if it is a code.
PROOF: Let (ai)i∈I be a code which is not a prefix. Suppose for instance that
ai = ajn with i 6= j, n ∈ N . By (5.2) n is in the monoid M generated by the ak’s and
ai = ajn with i 6= j, so M cannot be free, contradiction.
Suppose now that (ai)i∈I is a prefix and let A = a
α1
i1
...aαnin m = a
β1
j1
...aβsjs with m ∈ N .
One has ai1  A, aj1  A, so by (4.2) and (5.3), i1 = j1. We simplify A to the left by
ai1 (recall that all the monoids we consider are bisimplifiable); a reccurence on Σαi shows
that n ≤ s, aik = ajk (∀k ≤ n), αk = βk (∀k < n), αn ≤ βn, m = a
βn−αn
jn
a
βn+1
jn+1
...aβsjs . Finally,
m is in the monoid generated by the ai’s, so (5.2) is true. Moreover, for m = e we obtain
n = s, ajk = aik , αk = βk, (∀k ≤ n) so the ai’s generate freely M and (ai)i∈I is a code.
8. PROPOSITION: (8.1.) all the groups are in E.
(8.2.) the positive parts of totally ordered abelian groups are in E.
(8.3.) if G is a group and M ∈ E, then M ×G ∈ E.
(8.4.) if A1, A2 are in E, then the free product A1 ∗ A2 is in E.
PROOF: (8.1) et (8.2) are obvious (M is totally ordered by M).
Remark: Reciprocally, ifM is an abelian monoid in E, then one can easily construct
a total order on its Grothendieck group K(M) such that M = {g ∈ K(M), g  0}.
Let G be a group and M ∈ E. Using (4.4) we have (M × G)(M × G)−1 ∩ (M ×
G)−1(M ×G) = (M ×G)(M−1×G)∩ (M−1×G)(M ×G) = (MM−1×G)∩ (M−1M ×G) =
(MM−1 ∩M−1M)×G = (M ∪M−1)×G = (M ×G)∪ (M−1×G) = (M ×G)∪ (M ×G)−1,
so we proved (8.3).
We prove now (8.4). Let a, b, c ∈ A1 ∗ A2 such that ab = c.
Write a = x1...xn, b = y1...ym, c = z1...zp as reduced words. Let s be such that
xny1 = 1,...,xn−s+1ys = 1, but xn−sys+1 6= 1. Let u = xn−s+1...xn = (y1...ys)
−1. Then
c = ab = x1...xn−sys+1...ym. Let i ∈ {1, 2} be such that zn−s ∈ Ai. There are two cases:
- if xn−s ∈ A1 and ys+1 ∈ A2 or if xn−s ∈ A2 and ys+1 ∈ A1, then x1...xn−sys+1...ym is
a reduced word. In particular, x1 = z1,...,xn−s = zn−s. Thus a = z1...zn−su with u invertible.
- if xn−s, ys+1 ∈ Ai then x1 = z1,...,xn−s−1 = zn−s−1 and xn−sys+1 = zn−s. In this
case a = z1...zn−s−1xn−su with u invertible.
Remark that in both cases we obtained that a is of the form z1...zfxu for some f ,
with u invertible and such that if zf+1 ∈ Ai, then there exists y ∈ Ai with xy = zf+1 (take
f = n− s− 1 and x = zn−s, y = 1 in the first case, x = xn−s, y = ys+1 in the second one).
Suppose now that A1, A2 ∈ E and let a, b, a
′, b′ ∈ A1 ∗ A2 such that ab = a
′b′.
Let z1...zp be the decomposition of ab = a
′b′ as a reduced word. Then we can decompose
a = z1...zfxu and a
′ = z1...zf ′x
′u′ as above. We have to show that a = a′m or that a′ = am
for some m ∈ A1 ∗ A2. There are three cases:
- if f < f ′, then a′ = au−1yzf+2...zf ′x
′u′.
- if f ′ < f , then a = a′u′−1zf ′+2...zfxu.
- if f = f ′, then xy = x′y′ = zf+1 ∈ Ai for some i ∈ {1, 2}. As Ai ∈ E, we have
that x = x′m or x′ = xm for some m ∈ Ai, so that a = a
′u′−1mu or a′ = aumu′.
The proof of (8.4) is now complete.
9. PROPOSITION: (9.1.) Let M ⊂ N be two monoids in the class E such that
M(N −M) = N −M . Let λ = λN . Then every element x of the ∗-algebra generated by
λ(M) could be written as x = Σaiλ(pi)λ(qi)
∗, with pi, qi ∈M .
(9.2.) Let A,B ∈ E, λ = λA∗B, τ = τA∗B, and let x be an element of the ∗-algebra
generated by λ(A) such that τ(x) = 0. Denote by WA the set of reduced words beginning by
an element of A, and by WB the set of reduced words beginning by an element of B. Then
x maps l2(WB ∪ {e}) into l
2(WA).
(9.3.) Let A,B ∈ E. Then λA∗B(A) and λA∗B(B) are ∗-free.
PROOF: It is enough to prove (9.1) for x = λ(m)∗λ(n) with m,n ∈ M ; the
general case will follow easily. Remark that x = λ(m)∗λ(n) is different from 0 iff ∃a, b ∈ N
such that < λ(m)∗λ(n)δa, δb > 6= 0, ie. if na = mb. By (4.2), ∃c ∈ N with n = mc
or with m = nc. Moreover, as M(N − M) = N − M , it follows that c ∈ M . Thus
x = λ(m)∗λ(n) 6= 0⇒ x = λ(c) or x = λ(c)∗ with c ∈M , and this finishes the proof.
For proving (9.2), we apply (9.1) with M = A and N = A ∗ B for writing x =
Σaiλ(pi)λ(qi)
∗, with pi, qi ∈ A. Remark that τ(λ(pi)λ(qi)
∗) = Σxδe,pixδe,qix is nonzero iff
pi = qi=invertible, and in this case λ(pi)λ(qi)
∗ = 1. As τ(x) = 0, it follows that we may
write x = Σaiλ(pi)λ(qi)
∗, such that τ(λ(pi)λ(qi)
∗) = 0 for every i. By linearity, it is enough
to prove (9.2) for x = λ(pi)λ(qi)
∗.
Let m ∈ WB ∪ {e} and suppose that xδm 6= 0. Then λ(qi)
∗δm 6= 0 implies that
m = qic for some word c ∈ A ∗ B. As qi ∈ A and m ∈ WB ∪ {e}, it follows that qi is
invertible. In this case, xδm = δpiq−1i m
∈ l2(WA) (recall that piq
−1
i = 1⇒ τ(x) = 1).
Finally, (9.3) follows from (9.2). Indeed, let P = xn...x1 be a product of elements
in ker(τ), such that x2k is in the ∗-algebra generated by λ(B) and x2k+1 is in the ∗-algebra
generated by λ(A). Then x1δe ∈ l
2(WA), so that x2x1δe ∈ l
2(WB) etc. By a reccurence, Pδe
is in l2(WA) or in l
2(WB), and this implies that τ(P ) = 0.
10. PROPOSITION: Consider (in some non commutative probability space) a
Haar-unitary u, ∗-free from a semicircular s. Then us is a circular variable.
PROOF: Denote by z the image of 1 ∈ Z and by n the image of 1 ∈ N by the
canonical embeddings into the free product Z ∗ N. Let λ = λZ∗N. By (8), Z ∗ N ∈ E.
(zn, nz−1) is obviously a prefix, so by the criterion (7), it is a code. By (6.2), 1/2(λ(zn) +
λ(nz−1)∗) is circular. But 1/2(λ(zn) + λ(nz−1)∗) = us where:
- u := λ(z) is a Haar-unitary (see (3.5)).
- s := 1/2(λ(n) + λ(n)∗) is semicircular (see (3.5) and (3.2)).
- u and s are ∗-free (by (9.3)).
11. PROPOSITION : Let s = dq be the polar decomposition of a semicircular
variable in someW ∗-probability space with faithful normal state. Then (q, d) are independent,
q is quarter-circular and the distribution of d is given by µd(X
2k) = 1 and µd(X
2k+1) = 0.
PROOF: Look for instance at the semicircular (x 7→ x) ∈ (L∞[−1, 1], γ0,1).
12. THEOREM [2] : Let x = vb be the polar decomposition of a circular variable
in someW ∗-probability space with faithful normal state. Then v is Haar-unitary, b is quarter-
circular and (v, b) is a ∗-free pair.
PROOF: The theorem is a fairly simple consequence of the proposition 10.
Consider the group G = Z ∗ (Z× Z/2Z) and denote by z, t, a the images of 1 ∈ Z,
(1, 0ˆ) ∈ Z× (Z/2Z) and (0, 1ˆ) ∈ Z× (Z/2Z) by the canonical embeddings into G.
Let u = λG(z), d = λG(a) and choose a quarter-circular q ∈ W
∗(λG(t)). Then (q, d)
are independent, and the distribution of d is given by µd(X
2k) = 1 and µd(X
2k+1) = 0 (see
(3.4)). By (11), dq is semicircular, so by (10), c := udq is circular, and:
- the module of c is q, which is a quarter-circular.
- the polar part of c is ud, which is obviously a Haar-unitary.
- consider the automorphism ψ of G which is the identity on Z × Z/2Z and sends
z 7→ za. It extends to a trace-preserving automorphism ψ˜ of W ∗(G) which sends u 7→ ud
and q 7→ q. As u and q are ∗-free, it follows that ud and q are ∗-free.
13. We give in the end another kind of result which seems to be non-trivial, but
which follows easily by using our formalism:
Let P ∈ C[X ] be a polynomial. We can write P = Σj=kj=1mjX
pj with pi 6= pj, mj 6= 0.
Let z and n1...nk be the images of 1 ∈ Z and of the 1 ∈ N’s by the canonical embed-
dings into the free product Z ∗N∗k; let λ = λZ∗N∗k . By (7), {zn
p1
1 , ..., zn
pk
k , n1z
−1, ..., nkz
−1}
is a prefix, so it is a code, and {λ(z)(λ(n
pj
j ) + λ(nj)
∗)/2}1≤j≤k is a circular system.
Let aj be complex numbers such that mj = a
pj+1
j . By [1], proposition 2.2., the
sum Σajλ(z)(λ(nj)
∗ + λ(nj)
pj) is a (non centered) circular variable. By [1], example 3.4.3.,
the R-transform of aj(λ(nj)
∗ + λ(nj)
pj) is mjX
pj . The additivity of the R-transform ([1],
theorem 3.2.3.), implies that the R-transform of x = Σaj(λ(nj)
∗ + λ(nj)
pj) is P .
Thus, for any polynomial P , we can find a random variable x such that:
- the R-transform of x is P .
- if u is a Haar-unitary ∗-free from x, then ux is a (non centered) circular variable.
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