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Abstract 
There is an ever increasing demand for higher levels of visual 
detail in graphical applications, particularly in computer 
games and applications employing visualisation.  Triangle 
strips have been commonly used to optimise the rendering of 
large geometric meshes.  This paper investigates the process 
of generating optimal triangle strips through the use of genetic 
algorithms (GA), to remove the need for special knowledge of 
the intended hardware platform.  Two methods – L-System 
encoding and parameter tuning of an established algorithm 
were implemented and tested.  The results of this work show 
that over an extended period of time, solutions can be 
achieved that are comparable to existing triangle stripping 
techniques, but the best results were obtained from using the 
GA to tune the parameters of an existing triangle stripping 
algorithm. 
 
CR Categories: I.3.8 [Computer Graphics] – Applications; 
I.3.3 [Computer Graphics] Picture/Image Generation – 
Viewing algorithms; I.3.5 [Computer Graphics] - 
Computational Geometry and Object Modeling - Geometric 
algorithms, languages, and systems 
 
Keywords: Triangle Strip Optimisation, Genetic Algorithms, 
L-Systems. 
1 Introduction 
A common approach for optimising 3D rendering is to 
represent 3D polygon meshes as sets of triangle strips that can 
be rendered faster than the unprocessed 3D mesh data. These 
are generated from 3D polygon meshes using triangle 
stripping algorithms. Most current triangle stripping 
algorithms create sets of triangle strips that adhere to rules 
allowing them to be rendered quickly on a target platform (ie 
the algorithms assume that the target platform has a given 
configuration) [Holland '92] [El-Sana, et al. '99] 
[Sucglaboratory '94] [Julstrom '95] [Kornmann '99].  
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This approach is considered acceptable for most triangle 
stripping techniques as all graphics hardware have geometric 
factors which influence performance.  However, these factors 
are not always consistent between different hardware, some 
factors (such as length of triangle strip) are assumed to be a 
common factor for most hardware. It would be convenient and 
in some cases preferable for many problems to have a single 
technique for generating a set of triangle strips that represent a 
triangulated mesh as a set of triangle strips specifically 
optimised for rendering on the current platform. The current 
alternatives are to use many different hardware specific 
techniques or to use a single technique that is assumed to be 
hardware-generic. 
 
The aims of this paper are twofold.  Firstly, to establish a 
technique that uses genetic algorithms to create solutions that 
are optimised for their rendering performance rather than a 
technique that uses geometric characteristics.  As a part of this 
aim the paper will propose a technique that does not rely on 
assumptions about hardware configurations.  Secondly, the 
paper analyses the merits of using a genetic algorithm based 
technique and how such a technique compares to existing 
methods with respect to performance. 
 
This paper describes genetic algorithms and how they can be 
used to optimise triangle strips to represent triangulated 
meshes that are target hardware optimised for rendering 
speed, without prior knowledge of the hardware.  This 
approach was applied in two ways.  Firstly, the GA was used 
to process an L-System representation of the traversal of the 
triangle strip.  Then it was used to tune the parameters for an 
already established triangle stripping program developed by 
NVIDIA, called NVTriStrip [Nvidia '04]. 
 
The paper is divided up into the following sections.  Section 2 
describes relevant background theory in the area of triangle 
strip representations.  Section 3 reviews the literature on 
algorithms to create optimised triangle strips.  Section 4 
describes the techniques used in developing this approach to 
triangle stripping, including the development of an L-System 
representation scheme and a GA encoding of the triangle strip 
traversal, and the parameter tuning approach.  Section 5 
describes the experimental approach and results obtained.  
Section 6 concludes the paper with a discussion of the results 
and further work to be performed. 
2 Triangle Stripping Theory 
A triangle strip is a method for representing a set of triangles 
as an ordered list of vertices, where each triangle shares one of 
its edges with the previous triangle in the triangle strip. Each 
triangle in the triangle strip is defined by the previous 3 
vertices in the list. As a result, the first triangle is specified by 
the first 3 vertices in the list, and each triangle that follows is 
specified by a single vertex.  Figure 2.1 shows an example 
triangle strip vertex ordering for a simple triangulated polygon 
mesh. 
 
Triangle strips have been used in computer graphics for many 
years.  The technique was initially introduced as an iterative 
form of data compression for large vertex buffers to reduce 
both memory cost and repeated vertex transform calculations 
(by a factor approaching 3 in the best case). 
 
In recent years greatly varied and advanced computer graphics 
hardware has been developed, many of which support triangle 
strips as a method for describing geometry (in hardware). This 
is most often used as a means for improving the total 
rendering speed by optimising various bottlenecks and 
inefficiencies specific to each platform. 
 
Because the differences in the conditions that create 
bottlenecks and inefficient computation will vary between 
hardware platforms, the factors that influence how effective a 
triangle strip solution is as an optimisation (of overall render 
time) on a specific platform. Some of these factors are 
common and beneficial to many hardware platforms (such as 
using fewer and longer triangle strips). 
2.1 Dual Graph Representation 
The dual graph is a hypergraph which can be used to 
represent the connectivity of polygon meshes.  Figure 2.2 
represents a dual graph of the mesh that is shown in Figure 
2.1.  Dual graphs are commonly used in techniques to find 
solutions for various mesh traversing problems such as 
triangle stripping of triangulated meshes [Oliver Matias Van 
Kaick and Pedrini '04] and silhouette edge detection [Lander 
'01]. 
 
 
Figure 2.1 An example mesh consisting of 9 connected 
triangles 
 
A hypergraph is defined as an ordered pair of sets (V, E) of 
vertices V and edges E respectively, where each edge e1 in E 
is a subset of V.  In the present context a hypergraph 
representation of a polygon mesh will be referred to as the 
dual graph of that mesh. The dual graph is defined as the 
hypergraph where vertices V represent the set of polygons, 
and the edges E represent shared edges between polygons.  
This representation is called the dual graph because it can be 
defined by finding the dual of another hypergraph 
representation of a polygon mesh. 
 
Using a dual graph representation for a triangulated polygon 
mesh allows the problem of generating triangle strips to be 
viewed as a higher level graph traversal problem. It provides a 
means to directly map any set of traversals through the dual 
graph such that each node in the graph is visited once and only 
once to a triangle strip solution of the mesh. A traversal of the 
dual graph represents an ordered set of polygons where each 
polygon shares an edge with the previous one in the set. In the 
case of a dual graph of a triangulated polygon mesh, this 
ordered set represents a valid triangle strip if no graph vertex 
is visited twice. 
 
 
Figure 2.2 The dual graph for the polygon mesh in Figure 
2.1 
A dual graph representation was used in this approach to 
implement an instruction based traversal method to produce 
triangle strips. This representation was chosen because it 
allows the solution for a mesh to be computed one strip at a 
time and it does not restrict the problem search space. 
 
Triangle strips are defined as sequences of vertices. The 
process of generating a triangle strip vertex sequence from a 
traversal of the dual graph is as follows: 
Step 1: Select the triangle represented by the first node in the 
traversal.  Add its 3 vertices to the strip in the predefined 
starting direction (counter clockwise in this example or 
clockwise) using the vertex that is not on the edge leading to 
the next as the first of the three vertices. 
Step 2: Examine the next two nodes in the traversal, and 
determine if it is possible to reach the second of these 
assuming that the next triangle will have the opposite 
direction to the current one. If it is inaccessible, add a 
duplicate of the second most recent vertex that was added to 
the strip. This creates a zero area triangle along the edge 
between the current triangle and its successor which is called 
the swap triangle that maintains cache hit rates by making 
sure that the previous two vertices are in the cache from the 
last triangle [Estkowski, et al. '02, Hoppe '99, Oliver Matias 
Van Kaick and Pedrini '04]. 
Step 3: Move to the triangle represented by the next node in 
the traversal. Add the vertex that is not shared with the 
previous triangle to the strip. 
Step 4: Repeat from step 2 until the last node in the traversal 
has been reached. 
The purpose of the swap triangle is to reverse the direction of 
the next triangle in the strip. By reversing the direction of a 
triangle in a triangle strip, the edge which the following 
triangle will start from is changed. Without adding a swap 
triangle as mentioned above, the strip will not follow the 
sequence of triangles defined by the traversal. As mentioned 
earlier, the triangle strip is made longer by one vertex each 
time a swap triangle is inserted. There can be at most 2 + 2n 
vertices in a strip that represents n triangles. 
3 Triangle Stripping Algorithms 
There have been many contributions to the algorithms for 
creating and refining triangle strips [El-Sana, et al. '99] 
[Hoppe '99] [Estkowski, et al. '02] [Chow '97] [Evans, et al. 
'96]. These developments have been made possible by 
increased processing power and changes in computer graphics 
standards and platforms that can take advantage of previously 
unused information for more efficient rendering performance. 
 
An appealing factor of triangle strips is that they compress the 
vertex data being sent to the renderer (at a best case n/3 + 2 
for n vertices) in such a way that can be rendered in a more 
computationally efficient way than a random rendering 
sequence of individual triangles. 
 
To process triangle strips a system must have a vertex cache 
that holds at least the last two vertices processed. More 
recently, hardware with vertex caching of large numbers of 
vertices has become common [Bogomjakov and Gotsman 
'01]. Previous work on creating triangle strips that have large 
vertex caches had been done prior to this [Chow '97], but had 
focused on using this as a compression technique for storing 
geometry (and required a great deal of control over the cache). 
This has since become adapted [Hoppe '99] to make efficient 
use of hardware caching to achieve better rendering 
performance. 
 
Many triangle stripping algorithms [Kornmann '99, Marshall 
'02] [Hoppe '99] for meshes of triangular polygons represent 
the input mesh as a dual graph, which is well explained in 
[Oliver Matias Van Kaick and Pedrini '04]. A dual graph of a 
mesh is a (potentially non planar) graph representing the 
connectivity of the mesh. In the dual graph, each triangle of 
the mesh is represented by a unique node, and for any two 
triangles that share two points (therefore joined along one of 
their sides) an edge will connect the dual graph nodes 
representing those triangles. 
 
The program STRIPE [Evans, et al. '96] uses a hybrid of local 
and global algorithms that creates a set of sub-graphs which 
have known paths, and a sub-graph of all the remaining nodes 
which are solved by a local algorithm based on the SGI 
Tomesh algorithm. 
 
Another category of triangle stripping algorithms derive 
solutions from a higher level representation of the mesh 
connectivity than the dual graph. The approach of using a 
spanning tree of the dual graph was proposed in [Estkowski, 
et al. '02] which became the basis for the FTSG program. 
 
Despite the NP-complete status of the problem of finding a 
solution with the least number of triangle strips possible, 
Estkowski et al. [Estkowski, et al. '02] proposed two 
algorithms for finding such solutions (which were also 
incorporated into the FTSG program). Prior work on finding 
these solutions [Arkin, et al. '96] had focused on triangulation 
of single planar polygons into sets of triangles with the 
minimum number of triangle strips (for each polygon’s 
triangulation). 
 
There are questions arising from the literature about how to 
address the research question.  Mainly, should triangle strips 
be used?  There is a case against using triangle strips when 
transparent vertex caching is supported in hardware which 
may soon make the use of triangle strips redundant.  An 
obvious alternative is to attempt to apply genetic algorithms to 
the universal rendering sequence techniques proposed by 
Bogomjakov et al [Bogomjakov and Gotsman '01].  It should 
be noted however, that if the platform being used has no 
support for transparent vertex caching then universal 
rendering sequences will be significantly less efficient than 
using triangle strips.  Literature has also shown [Hoppe '99] 
that triangle strips can make effective but less efficient use of 
transparent vertex caching. 
 
Triangle strips will remain a valid and commonly used 
representation of geometry in the foreseeable future as 
universal rendering sequences perform poorly in comparison 
on any hardware that does not support transparent vertex 
caching.  There still exists a demand for graphic applications 
that must accommodate such hardware in software that is 
written for, or to accommodate legacy graphics hardware and 
new mobile devices/gaming platforms that do not support this 
hardware feature. 
 
Secondly, to support the use of GA optimised triangle strips, 
there are similarities between the travelling salesman problem 
and the triangle stripping problem that infer that some of the 
encoding techniques and operators may be adaptable to this 
research topic. 
4 A Genetic Algorithm Approach to Triangle 
Strip Optimisation 
4.1 Genetic Algorithms 
A genetic algorithm (GA) is a form of optimisation algorithm.  
GAs have similarities to gradient descent optimisation 
algorithms in that they sample proximal solutions within the 
solution space to estimate a better solution than the current 
solution.  Therefore in this context, terms such as global 
minima and local minima have the same meaning with respect 
to GAs.  GAs can only be applied where solutions to the 
problem can be expressed as a genome and a function exits 
that can be used to rank the effectiveness of a solution (or 
phenotype [Holland '92]). The usefulness of a GA in solving a 
problem is a product of the suitability of the encoding of the 
problem, and the accuracy of the fitness function. 
 
GAs have been used for graph traversal problems that are 
similar to triangle stripping - such as the travelling salesman 
problem [Julstrom '95]. GAs can be useful for problems where 
little is known about the options within the solution space, 
and/or if the function used to determine the relative quality of 
a solution is noisy [Holland '92]. 
 
Genetic algorithms can thus be applied to optimisation of 
triangle stripping due to the ability to represent a particular 
solution as genomes that represent the commands to traverse a 
triangle strip, as listed in Table 4.1.  Typically, the genome 
encodes the information in a bit stream representation, and is 
manipulated at this level by the GA, we use a command level 
representation here for clarity.  For example, a simple graph 
traversal may be represented by a four gene genome as in the 
following Figure 4.1. 
 
Subject 1  Fitness 0.3 
Subject 2  Fitness 0.2 
Subject 3  Fitness 0.4 
Subject 4  Fitness 0.4 
Figure 4.1 Example genome encoding of four subjects of 
triangle strip traversal instructions, with attached possible 
fitness scores. 
A random population of triangle strip traversal genomes is 
generated, and tested via the fitness function.  The fitness 
function for our application is rendering efficiency, measured 
as the time to render the mesh.  This efficiency score gives the 
subject a chance to proceed to the next generation in the 
breeding process, if it is deemed fit enough.  Once the best 
performing progeny are selected, then the genes of this fit 
population may be crossed over – parts of the gene 
representation of the parents may be swapped to produce new 
genomes in the offspring or mutated - discretely changed by 
some process (refer to Figure 4.1).  The fitness assessment and 
mutation/cross over process is repeated for enough 
generations to produce an acceptably optimised solution. 
 
 
Figure 4.2 Examples of mutation and cross over 
operations on four element genes. 
From the perspective of our example, this enables the 
breeding of populations of incrementally improving subjects 
that are more and more efficient in being rendered as triangle 
strips.  It also meets the goal of removing the need for 
understanding of hardware specifications with regards to the 
development of optimised geometric content.  Specifics of the 
application of the GA technique to an L-System representation 
are now detailed. 
4.2 L-System / GA Triangle Strip 
Optimisation Technique 
In an L-System grammar, every symbol in the alphabet is 
associated with a re-writing rule (or production).  When a 
string is re-written by the grammar every instance of a symbol 
in that string is replaced with the contents of its associated re-
writing rule. 
 
Recursive re-writing is performed by re-applying the L-
System grammar to the string that is generated by the re-
writing that has occurred to the previous string. Figure 4.3 
demonstrates the process of recursive re-writing. 
 
When the re-writing is performed recursively, the string that is 
created contains similar patterns to both the rewriting rules 
and the originating (or parent) string.  This concept is relevant 
to encoding solutions to graph traversal problems as a genome 
(see the next paragraph).  By using rewriting rules as a 
genome it is possible to create a solution string of any length 
that shares patterns with the re-writing rules/ parent genome.  
The patterns within the rewriting rules are present within the 
solutions strings and by using this string to define a graph 
traversal, a traversal is created that has a pattern that is defined 
in the genome. 
 
 
Figure 4.3 Example of an L-System grammar (D0L-
System) and process of recursive re-writing. 
L-Systems have been applied as a GA encoding for other 
similar problems [Julstrom '95]. For example, they have been 
used to create realistic plants and furniture in computer 
graphics [Hornby and Pollack]. L-Systems are a preferred 
option to other genome alternatives because the small, fixed 
size encoding can be used to create solutions of any size. 
 
The technique employed in this context used GAlib [Galib 
'05] to create a 2D binary genome of fixed length L-System 
rewriting rules.  By doing this, each member of the GA 
population represents an L-System grammar.  The L-System 
rewriting rules process the genome to generate a string of 
commands that are interpreted as traversals of the dual graph. 
 
A command string is generated from a fixed seed string. The 
command string is recursively rewritten until it is long enough 
to ensure that it contains enough commands to traverse the 
entire mesh. Each command in the string refers to an ordered 
list of triangle operations.  In this technique each of the 
commands refers to one of the following lists of triangle 
operations (see Table 4.1). 
 
Command Triangle Operations 
1 next, swap, end 
2 next end 
3 swap, next, end 
4 end 
Table 4.1 Commands/Triangle Operations 
Triangle operations are commands that are used to choose a 
traversal of the dual graph of a mesh one step at a time.  The 
triangle strips are generated by attempting each triangle 
operation in the list (Table 4.1) for the current command in 
1 2 1 2 
2 4 2 4 
2 4 1 2 
2 4 1 2 
2 4 1 2 
3 4 1 2 
 Crossover Mutation 
4 2 2 4
2 1 2 3
1 2 2 4
1 3 4 4
order until one succeeds. The end operation cannot fail so it is 
not possible to run out of operations with respect to a 
command. The command string is executed in this way until 
every triangle in the mesh has been added to a triangle strip.  
Thus the L-System does not generate a complete triangle strip 
traversal, but generates a potential set of commands, and tests 
these commands on the mesh.  So, if a next command fails, it 
is retried with a swap, and then an end.  The commands are: 
 
• Next adds the triangle that is on the leading edge of the 
current triangle.  Fails if no triangle exists on the leading 
edge or if the triangle has been already added to a 
triangle strip. 
• Swap adds a new triangle on the leading edge of the 
current triangle by repeating the second last vertex of 
the current triangle and adds the next triangle that was 
on the leading edge.  Fails if no triangle exists on the 
leading edge or if the triangle has been already added to 
a triangle strip. 
• End terminates the current triangle strip. Always 
succeeds. 
 
The fitness function for this technique is required to grade the 
performance of each genotype (or L-System grammar). This 
function is defined as the time required to render the triangle 
strip that is produced by the command string. This technique 
uses an average of the rendering time for a fixed number of 
iterations - in order to achieve an accurate value for the fitness 
function, as each iteration is only a fraction of a second. The 
number of iterations is determined by the user having a mind 
to the processing power of the hardware. The number of 
iterations is applied consistently to each trial and thus it does 
not impact on the results (assuming the number of iterations is 
high to ensure the accuracy of the fitness function for the 
platform on which the technique is being used).  The 
rendering processes of the fitness function in this context are 
referred to as a stress test – rendering an object multiple times 
per test to improve time difference assessment. 
 
The GA uses standard binary crossover/mutation operators to 
optimise the L-System grammars in order to minimise the 
time required for the stress test.  However, crossover operators 
are restricted to triangle operator boundaries in the encoded 
bit string, to avoid gene splitting.  Thus the triangle traversal 
commands listed in Table 4.1, are not destroyed by the GA 
operators, and are preserved for the next generation. 
 
It is expected that this approach will have strengths in its 
ability to handle the subtleties of the underlying hardware, as 
the L-System has closer control over the structure of the 
triangle strip that is generated. 
4.3 NVTriStrip Parameter Optimisation 
Technique 
NVTriStrip is a free triangle stripping library made available 
by NVIDIA that is commonly used in the computer games 
industry [Nvidia '04].  It uses a number of techniques to 
optimise triangle strips for hardware.  Firstly, it uses stitching 
to join a number of triangle strips into one big strip via the use 
of degenerate triangles to jump to new locations in the mesh.  
Stitching thus removes the overhead of stopping and starting a 
large number of triangle strips when rendering a mesh.  
Secondly, its techniques are aware of the size of a vertex 
cache on GPU cards, and so can adjust the arrangement of 
triangle strips to suit the hardware specified via index 
remapping, to improve spatial locality in the vertex buffers on 
the graphics hardware. 
 
Genetic algorithms can be used to tune parameters to 
established algorithms, and so they can be used to leverage an 
already established approach.  NVTriStrip has the following 
parameters: 
 
• EnableRestart - Enables primitive restart and enforces 
stitching; 
• Cache Size - Sets the size of the vertex buffer cache to 
use; 
• Stitch Strips - Enable disable strip stitching; 
• Min Strip Size - Sets the lower bound on strip sizes.  
Any strips smaller than this are added to one large strip. 
 
These have been encoded into a direct genomic representation 
of floating point values in a binary stream, using standard 
mutation and cross over operators as used for the L-System 
approach in Section 4.2.  Again, the fitness function is the 
stress test method of assessing rendering efficiency. 
 
This parameter tuning approach meets the research goals of 
hardware independent optimisation by seeking to tune the 
parameters of an algorithm that are hardware dependent via a 
GA approach.  In this case the representation is not so closely 
coupled with the triangle strip, which may bring the 
advantages of using an already established triangle stripping 
technique.  However, it may struggle with the subtleties of the 
hardware configuration because it has no direct control over 
the structure of the triangle strip. 
5 Experimental Results 
Two experiments were conducted to evaluate the performance 
and potential benefits of the proposed GA based technique.  
The purpose of the first was to compare the L-System GA 
based technique with a benchmark like NVTriStrip, with 
respect to their relative performance and to evaluate the 
respective merits of each approach. 
 
The second experiment involved testing the tuning of 
parameters for an existing tri-stripping technique NVTriStrip.  
This indicated whether a more effective triangle stripping 
method would be to use the GA to optimise an existing 
algorithm’s set of parameters. 
 
Detailed descriptions of both experiments follow.  These 
descriptions provide a comprehensive outline of the 
procedures undertaken. 
5.1 L-System GA Experiment 
The purpose of the experiment was to determine if the 
proposed GA based technique was effective at generating 
triangle strips specialised for a target platform. The results of 
this experiment were compared with solutions generated by 
the NVTriStrip library [Nvidia '04].  The aim of the 
experiment was to determine if the GA algorithms provide 
more consistent performance across a range of platforms than 
would be achieved by the NVTriStrip library and similar 
algorithms and techniques. 
 
The conditions under which the experiment was conducted 
was as follows. The machines used were: 
 
• Machine A - Desktop PC with an AMD Athlon64 3000+, 
1Gb of ram, NVidia GForce4 4400Ti, running Windows 
XP (with WinXP service pack 2); 
• Machine B - Toshiba Portege 3840CT with an Intel 
Pentium III 600, 64Mb ram, S3 Savage/IX, running 
Windows 2000 (with Win2k service pack 3). 
 
The experiment used a partially decimated version of the 
Stanford Bunny mesh [Sucglaboratory '94].  This mesh was 
chosen because the results from using this mesh can be 
compared to techniques used in other research.  An example 
generated triangle strip is shown in Figure 5.1. 
 
In an effort to eliminate the impacts of other programs and 
services on the experiment, some non essential programs and 
services on both machines were closed - eg. virus scan and 
multi media services.  An effort was made to ensure that both 
machines were running the same programs at the time of the 
experiment. 
 
A set of triangle strip solutions for the Stanford Bunny mesh 
were created using the NVTriStrip library on machine A and 
machine B.  Six solutions were generated for each machine 
and each solution had a different combination of target cache 
size and stitching mode.  These solutions were graded and the 
results were stored on each machine in a log that recorded 
output solution and performance. 
 
 
Figure 5.1 Illustration of triangle strip generated from the 
Stanford Bunny mesh.  The triangle strip traversal is 
represented as a white line passing through the barycentre 
of each triangle, as shown in the blown up section top 
right. 
 
In order to perform a comparative analysis of the results of the 
two techniques, the mean and standard deviations of a set of 
runs of each respective technique for each machine were 
needed.  This was required because both techniques required 
different input parameters and the machines used were not 
equal in processing power, making it impossible to compare 
individual results of the techniques or machines directly. 
 
The next stage of the experiment involved running the 
proposed technique on both machines with population sizes 
varying from 5 to 20, within rule lengths varying from 100 to 
400. 
 
The range of rule length sizes chosen for this experiment took 
in to account the number of triangles that make up the test 
mesh.  This was done because the sizes of the triangle strip 
patterns produced by this technique are relative to the length 
of the L-System rules stored in each genotype. 
 
For each chosen rule length, a set of runs with a set of fixed 
GA population sizes were tested in this experiment. The 
population sizes for these were chosen from the range that the 
technique could run in an acceptable timeframe on both the 
machines used in this experiment.  The best solution from 
each run and the performance of all solutions examined were 
stored in a log for each run. 
 
Results & Analysis 
 
Table 5.1 and Table 5.2 summarise the results from the 
experiment.  Table 5.1 reports the results of the experiment 
that applied the technique proposed in this paper.  The table 
contains the results of nine runs and the parameters used for 
each run.  Columns headed strips A and msec A report the 
solutions generated by machine A given the variables used for 
each run.  Similarly, columns headed strips B and msec B 
report the solutions generated by machine B using runs that 
have the same parameters as those used on machine A.  The 
parameters of each run were the rule length and the 
population.  The table also reports on the standard deviation 
and mean for each machine with respect to the strips and the 
time taken to render the final solution (ie column msec). 
 
Run Rule 
Lgth 
Pop. Strips A Msec 
A 
Strips 
B 
Msec 
B 
1 100 5 7799 2.96 7514 69.5 
2 200 5 7521 2.84 7890 69 
3 400 5 7438 2.84 7975 69.5 
4 100 10 7601 2.68 7330 70 
5 200 10 6956 2.76 7431 69.5 
6 400 10 7438 2.84 8116 69 
7 100 20 6885 2.76 7578 68.5 
8 200 20 7418 2.56 8099 69.5 
9 400 20 7326 2.72 8474 69 
std 
dev 
  291.550 0.115 381.71
3 
0.441 
mean   7375.778 2.773 7823 69.278 
Table 5.1 Parameters (L-System rule length / GA 
population size) and Results of GA technique trials 
(Number of triangle strips generated in the solution on 
each of the two machines / number of milliseconds 
required to render the solution generated on the machine 
that created it) 
Table 5.2 reports the solutions generated by the NVTriStrip 
library on machines A and B.  There were six runs that used 
different combinations of the two parameters cache size and 
stitching mode.  The columns headed Machine A and Machine 
B report on the time taken by each machine to render the 
solution for each run.  These solutions were generated using 
NVTriStrip with the combination of cache size and stitching 
mode variables, defined in each run.  The table also reports on 
the standard deviation and mean for the times required by 
machines A and B to render the solution for each run.  Note 
also the table shows that for each run where the stitching 
mode was enabled, the solution comprised a single triangle 
strip. 
 
Analysis 
 
Comparing the results from Table 5.1 and Table 5.2, it can be 
seen that NVTriStrip produced triangle strip solutions that had 
better performance than the solutions produced by the GA 
based technique.  There are several possible reasons for this. 
The GA technique produced solutions that had a larger 
number of strips on Machine A and Machine B. 
 
Run Cache Stitching Strips Machine 
A 
Machine 
B 
1 16 enabled 1 1.32 47 
2 16 disabled 3421 1.72 47.5 
3 24 enabled 1 1.36 45 
4 24 disabled 2777 1.56 45.5 
5 32 enabled 1 1.12 43.5 
6 32 disabled 2157 1.48 59 
      
Stddev    0.208 5.616 
Mean    1.427 47.917 
Table 5.2 Parameters (cache size and stitching mode 
enabled/disabled) and Results of NVTriStrip library trials 
(Number of triangle strips generated in the solution for the 
given parameters / performance of the generated solution 
on each of the two machines). 
This larger number of triangle strips created a performance 
overhead when rendering these solutions.  In addition, the 
solutions created by the NVTriStrip library are also optimised 
to accommodate hardware that supports vertex caching - this 
is a common feature in 3D hardware [Hoppe '99] [Evans, et al. 
'96] [Bogomjakov and Gotsman '01].  It is not known to what 
extent the GA is able to optimise solutions for vertex caching; 
however, it is unlikely that it will achieve similar results to the 
NVTriStrips. 
 
NVTriStrip library has a feature called stitching that is not 
present in the GA technique. Stitching is a process that uses 
degenerate triangles to link unconnected triangles together. 
The reason for this feature is that it reduces the performance 
overhead that would be incurred if the process had to start 
multiple triangle strips to reach a solution. This feature is 
evidenced in runs 1, 3 and 5 of Table 5.2. 
 
NVTriStrip out-performed the GA technique by a large 
margin on Machine A (the NVTriStrip solutions, on average 
out-performed the GA technique solutions by a factor of 
approximately 1.94). This reflects that NVTriStrip was 
designed to accommodate the hardware configuration of 
machine A. However, using machine B, NVTriStrips margin 
of advantage over the GA technique was not as pronounced. 
 
In the trials run on machine B, the mean performance of 
NVTriStrip solutions was 49.71ms and the mean performance 
for the GA technique solutions was 69.27ms. This equates to a 
factor of 1.54 advantage of the NVTriStrip over the GA 
technique.  NVTriStrip performance on machine B is a 
product of the hardware assumptions in NVTriStrip where it 
did not accommodate the hardware configuration on machine 
B as it did on machine A. 
 
While the NVTriStip is better in practice there are merits in 
the GA technique.  The GA L-System technique is able to 
optimise the triangle strip by a large amount from a random 
triangle strip, in the order of a 63% speedup from the first 
random strip generated to the final result on Machine A.  
Thus, it does show promise as a technique for further 
development, separate to the parameter tuning method we 
tested.  Furthermore, the GA technique appears to optimise for 
characteristics other than the number of triangle strips in a 
solution. 
5.2 NVTriStrip Parameter Tuning Experiment 
The aim of this experiment is to investigate the efficacy of 
using GAs to tune the parameters of an already existing 
triangle striping method.  Again, this is to investigate the 
possibility of abstracting away hardware setup factors, so that 
one technique can be applied to many hardware specifications 
without expending effort in designing algorithms for each 
hardware target. 
 
The NVTriStrip cache size parameter was optimised by the 
GA using a 48 bit genome encoding as a parameterized 
equation A*2^B + C (A 16 bits, B 16 Bits, C 16 bits).  This 
enabled the cache size to be optimised around power of two 
values. 
 
As in the first experiment, the bitwise representation of the 
parameters was subjected to a standard mutation and parental 
cross over scheme.  The fitness function was again a rendering 
efficiency stress test.  The results were generated from a 
single run on each machine with an initial solution population 
of five solutions, for ten generations. 
 
The machines used were the same specification as those 
detailed in the first experiment.  In addition, the same 
decimated Stanford Bunny mesh was used to perform the 
experiments. 
 
Results & Analysis 
 
The following Table 5.3 illustrates the improvements in times 
brought about by GA cache parameter tuning for machine A 
and machine B.  It lists the cache sizes chosen for each 
machine, and the efficiency of the final mesh. 
 
Cache Size 
A 
Cache Size 
B 
Msec A Msec B 
195 85 1.34 42.5 
Table 5.3 Table of results for machine A and B in the 
parameter tuning experiment. 
 
By inspection of the results, the approach worked for a 
relatively easy problem of tuning a parameter, but what should 
be noted is the way the GA has exploited some algorithmic 
subtleties in order to improve the triangle strips.  The cache 
sizes chosen are much larger than normally specified for the 
hardware (195 & 85), but the meshes generated are equal to or 
more optimal in comparison to normal NVTriStrip results 
from the first experiment.  Overall there was a 20% 
improvement in triangle mesh efficiency from the random first 
triangle string for machine A, and a 63% improvement in 
efficiency from the initial strip on machine B. 
 
This lends supporting evidence to the assertion that the GA is 
able to exploit unknown aspects of software and hardware to 
create optimised meshes, without knowledge of the intricacies 
of the hardware.  This would be very useful in more complex 
optimisations where other parameters have to be tuned. 
6 Conclusion 
This paper proposes that genetic algorithms can be used as an 
alternative to existing triangle stripping techniques for 
triangulated polygon meshes. This research demonstrated that 
a GA based technique was able to generate a series of triangle 
strip solutions for a given triangulated polygon mesh that were 
improved substantially with successive generations, at times 
in the order of 60% from the first to final solution. 
 
Compared to the NVTriStrip method, the L-System GA is less 
affected by change in hardware specifications.  This gives 
support to the concept of letting geometry tuning be 
performed by evolutionary software, to produce a more 
consistent solution that is sensitive to hardware and software 
variability. 
 
If the GA based technique had used an assumption about this 
feature of the hardware when generating triangle strips from 
its encoding, the average solution performance on these 
machines would have been greater than those achieved in the 
method outlined in this paper.  Thus in future a compromise 
may be required that some general assumptions about target 
hardware are made, and the GA tunes the geometry with 
reference to these heuristic rules. 
 
Although the L-System GA technique was able to create and 
optimise triangle strips solutions for a triangulated polygon 
mesh, it was unable to create solutions (within an acceptable 
timeframe) that were as effective as solutions generated by 
NVTriStrip, due to limitations of the encoding method. 
 
The results of the second parameter tuning experiment 
indicate the efficacy of using established algorithms as a basis 
for the application of evolutionary computing to triangle strip 
optimisation.  This example experiment was able to produce 
optimal triangle strips, by exploiting characteristics of the 
triangle stripping algorithm and target hardware, thus 
supporting the hypothesis that such approaches can be used to 
configure geometric content on hardware. 
 
This overall evolutionary approach to triangle strip 
optimisation can ensure that the solutions generated 
accommodate the hardware configuration of each target 
platform.  The parameter optimisation method can thus be 
used at install/load time for a stand alone game, to allow the 
content of the game to be tuned to the target hardware on 
which it is to be played. 
6.1 Future Work 
The GA technique outlined in this paper starts with a 
population of randomly generated solutions.  The L-System 
based encoding method outlined in this paper could be 
improved with a new encoding which allows reverse 
engineering of existing NVTriStrip solutions of a target mesh 
into genotypes.  Furthermore, the L-System based technique 
could have a stitching component added to the set of 
commands, which it appears would improve the efficiency of 
triangle strip solutions. 
 
The parameter tuning approach will investigate other possible 
parameters for triangle stripping algorithms that could 
produce even better solutions than just optimising the cache 
size parameter.  We will also investigate deployment factors 
for tunable geometry in games and simulation systems using 
one of the methods tested. 
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