Abstract. An involution in a finite n-dimensional classical group G over a field of odd order q is called ða; bÞ-balanced if the dimension of its fixed point subspace is between an and bn. Balanced involutions play an important role in recent constructive recognition algorithms for finite classical groups in odd characteristic. For a given sequence X ¼ ðC 1 ; . . . ; C c Þ of conjugacy classes of balanced involutions in G, a c-tuple ðg 1 ; . . . ; g c Þ is a class-random sequence from X if, for each i ¼ 1; . . . ; c, g i is a uniformly distributed random element of C i , and the g i are mutually independent. We show that there is a number c ¼ cða; bÞ such that for large enough n, for a given such sequence X of length c, a class-random sequence from X generates a subgroup containing the generalized Fitting subgroup of G with probability at least 1 À q Àn .
Introduction
Let G be a finite classical group of dimension n over a finite field F q of odd order q, and let G Ã denote its generalized Fitting subgroup (for example G Ã ¼ SLðn; qÞ if G ¼ GLðn; qÞ). The aim of this paper is to prove that, with high probability, a constant number of random balanced involutions su‰ces to generate a subgroup of G containing G Ã . More precisely, the groups G we consider satisfy Wðn; qÞ c G c Iðn; qÞ, with q odd and with Wðn; qÞ and Iðn; qÞ as in one of the rows of Table 1 , so that the generalized Fitting subgroup G Ã ¼ Wðn; qÞ. We also consider the following probability space. Let a, b be real numbers such that 0 < a < 1 2 < b < 1, and let x A G of order 2. Then x is called an ða; bÞ-balanced involution in G if the subspace of fixed points of x in the underlying vector space has dimension r where an c r < bn. For a given sequence X ¼ ðC 1 ; . . . ; C c Þ of conjugacy classes of ða; bÞ-balanced involutions in G, a c-tuple ðg 1 ; . . . ; g c Þ is a class-random sequence from X if, for each i ¼ 1; . . . ; c, g i is a uniformly distributed random element of C i , and the g i are mutually independent.
The first author acknowledges support of Australian Research Council Federation Fellowship FF0776186. The second author was partially supported by the NSF. Theorem 1.1. Let G, n, q be as in the paragraph above, with q odd, and let a, b be real numbers such that 0 < a < 1 2 < b < 1. Then there exist integers c ¼ cða; bÞ and nða; bÞ such that, for n > nða; bÞ and X ¼ ðC 1 ; . . . ; C c Þ a given sequence of conjugacy classes of ða; bÞ-balanced involutions in G, a class-random sequence from X generates a subgroup containing G Ã with probability at least 1 À q Àn .
The bounds cða; bÞ and nða; bÞ are explicitly computable, and our argument gives cða; bÞ ¼ Oð1=gÞ and nða; bÞ ¼ Oðg À1 logðg À1 ÞÞ, where g :¼ minfað1 À aÞ; bð1 À bÞg. Moreover, if a generating probability of at least 1 À e > 1 À q Àn is required, then this can be achieved by class-random sequences of length cða; bÞd logðe À1 Þ=logðq n Þe. Balanced involutions play an important role in recent constructive recognition algorithms for finite classical groups in odd characteristic, and a critical part of these algorithms is to construct the generalized Fitting subgroup of the centralizer of such an involution. An application of Theorem 1.1, briefly described below, shows that this can be achieved with high probability using a class-random sequence of constant length. Theorem 1.1 may also be regarded as a companion (or complementary) result to theorems, such as those of Liebeck, Shalev, and Stavrides in [13] , [14] , [18] , concerning probabilistic generation of finite simple classical groups by two randomly chosen elements of given prime orders, not both 2.
As mentioned above, our principal motivation, and the justification of the probabilistic model we use, lies not in probabilistic group theory, but rather the problem of analysing randomized algorithms for finite classical groups in odd characteristic. Recent constructive recognition algorithms [11] , [16] for such groups G proceed by constructing the centralizer of an ða; bÞ-balanced involution x for some pre-determined positive constants a, b. The centralizer C G ðxÞ modulo x is the direct product of two classical groups, of dimensions r and n À r, where r and n À r are both of order YðnÞ, and the procedure therefore may be applied recursively. (We say that r ¼ YðnÞ if c 1 n c r c c 2 n for positive constants c 1 , c 2 .) The principal method of generating elements of C G ðxÞ is an algorithm of Bray [3] . Bray's algorithm has two kinds of output: either a uniformly distributed random element of C G ðxÞ, or an involution in C G ðxÞ that is uniformly distributed within its conjugacy class. However, as analysed in [1] and [16] , a random element g constructed by Bray's algorithm is uniformly distributed in C G ðxÞ only with probability Yð1=nÞ and so, according to the analyses in [1] , [16] , constructing a random element of C G ðxÞ requires algorithm. Hence, one would like to use the second type of outputs for the generation of C G ðxÞ. In a companion paper [17] in preparation, we shall study the probability that the involution g A C G ðxÞ constructed by Bray's algorithm is a balanced involution in both components of C G ðxÞ, and thus obtain estimates for the probability of constructing a c-tuple ðg 1 ; . . . ; g c Þ satisfying the conditions of Theorem 1.1. Combining the results of that paper with Theorem 1.1, we obtain that C G ðxÞ can be generated by far fewer applications of Bray's algorithm than could be guaranteed by previous analyses.
The set-up
We consider n-dimensional groups G with Wðn; qÞ c G c Iðn; qÞ, as described in Table 1 . In this table, V ðn; sÞ denotes an n-dimensional vector space over a field of order s, where s is q or q 2 , which is the natural module for G. In lines 2-4 of Table 1 , the group Iðn; qÞ is the maximal subgroup of GLðn; qÞ respecting the appropriate bilinear or quadratic form, and in all cases Wðn; qÞ is the generalized Fitting subgroup of G. Note that jIðn; qÞ : Wðn; qÞj ¼ q À 1; 1; q þ 1; 4 in the four cases, respectively. Throughout the paper 'log' denotes the logarithm to base 2.
Basic approach.
For a sequence X ¼ ðC 1 ; . . . ; C c Þ of conjugacy classes of ða; bÞ-balanced involutions in G, let pða; bÞ denote the probability that, for a classrandom sequence ðg 1 ; . . . ; g c Þ from X, hg 1 ; . . . ; g c i does not contain Wðn; qÞ. Then hg 1 ; . . . ; g c i is contained in a subgroup M of G that is maximal subject to not containing Wðn; qÞ. The possibilities for M are given by Aschbacher's classification [2] , and we subdivide them into nine subfamilies that we call C 1 ; . . . ; C 9 , using the notation from [9] and [10] . Our methods follow the same general approach as in [9] , but the details are markedly di¤erent and more delicate. Let pðMÞ be the probability that a class-random sequence ðg 1 ; . . . ; g c Þ generates a subgroup hg 1 ; . . . ; g c i contained in M. Then pða; bÞ c
As in [9, p. 69], we divide each of the subfamilies C i into conjugacy classes. Let S i be the set of conjugacy classes of subgroups in C i , and for each S A S i let MðSÞ denote a representative subgroup of S. Since pðMÞ is constant over the conjugacy class of M, pða; bÞ c
2.2 The involutions. We next examine the set of involutions in G with fixed point subspace of a given dimension. In the linear case involutions are conjugate if and only if their fixed point spaces have the same dimension r, because SLðn; qÞ is transitive on subspace pairs ðU; W Þ of dimensions r; n À r such that V ¼ U l W . The same is not quite true for the other classical groups. However it is not far from the truth. Table 1 . Let r be a positive integer such that 1 c r < n and G contains an involution with fixed point subspace of dimension r. Let C r denote the set of all such involutions in G. Then Table 2. 2.3 Refining the basic approach. Let G, X be as in Subsection 2.1. For each integer r A ½an; bnÞ, and each classical group G as in Table 1 , let C r denote the set of all involutions in G with fixed point subspace of dimension r. By Corollary 2.2, if C r 0 q then C r is either a single G-conjugacy class or G is an orthogonal group and C r is a union of two G-classes C e 0 r as described in Table 2 . Thus in the linear, symplectic and unitary cases, each of the classes C j in Theorem 1.1 is equal to C r j for some r j A ½an; bnÞ and pðMÞ is the proportion of c-tuples ðg 1 ; . . . ; g c Þ from C r 1 Â Á Á Á Â C r c such that each g j lies in M. Therefore the inequality (1) at the end of Subsection 2.1 becomes
In the orthogonal case, by Corollary 2.2, each class C j in Theorem 1.1 is equal to C e j r j for some r j A ½an; bnÞ and some e j ¼ G, or n is even and C j ¼ C r j for some odd r j A ½an; bnÞ. In the latter case we write C j ¼ C 
Therefore we require knowledge of the sizes of the classes C r and the ratios jM V C r j=jC r j (respectively jC e r j and jM V C e r j=jC e r j). The paper is organized as follows. In Section 3, we give estimates for the involution class sizes. Then we consider the Aschbacher classes C i , and estimate jM V Cj=jCj for balanced involution classes C ¼ C r or C e r , and M A C i . The subfamilies C 6 , C 7 , C 9 are easy to deal with because in these cases jMj is small and the trivial estimate jM V Cj c jMj su‰ces. For the subfamilies C 2 , C 3 , C 4 , C 5 , C 8 , we adopt Burness's estimates [4] for jM V C r j=jC r j for the case when G is an almost simple classical group. Since [4] contains no results about the class C 1 , we have to handle the case M A C 1 from scratch. We do this in Section 7 (after proving a preliminary lemma in Section 6). Finally, in Section 8, we draw together the results for the individual families C i to complete the proof of Theorem 1.1.
Contrary to the algebraic group technique of [4] - [7] , our approach is geometric. Our method also can handle the cases C 2 , C 3 , C 4 , C 5 , C 8 , with bounds similar to those in [4] , but it is shorter to reduce the problem to the projective case and appeal to the estimates in [4] .
Bounds on involution class sizes
The following functions occur in order formulae for finite classical groups and for involution class sizes. For integers k, n, q satisfying 1 c k c n and q d 2, define Wðk; n; qÞ : Table 2 . Involution conjugacy classes in orthogonal groups.
Probabilistic generation of finite classical groups by involutionsand, for integers r, q with 0 < r < n and q d 2, define Dðr; n; qÞ :¼ Wð1; n; qÞ Wð1; r; qÞWð1; n À r; qÞ : ð5Þ
(b) If 0 < r < n and q d 2 then 1 < Dðr; n; qÞ
In particular, if q d 3 and n d 2 then 1 < Dðr; n; qÞ < Proof. (a) Since all terms in the definition of Wðk; n; qÞ are less than 1, their product is also less than 1. For the lower bound, the slightly stronger inequality 1 À 1=q À 1=q 2 þ 1=q nþ1 c Wðk; n; qÞ follows by induction on n, for all n d 1, since
(b) Cancelling common terms in the numerator and denominator of the expression for Dðr; n; qÞ, we obtain Dðr; n; qÞ ¼ Wðr þ 1; n; qÞ Wð1; n À r; qÞ :
The upper bound follows immediately from (6) . For the lower bound, observe that Wðr þ 1; n; qÞ Wð1; n À r; qÞ
and each term in this product is greater than 1. r
For the unitary groups we must consider Wðk; n; ÀqÞ ¼ Y n i¼k ð1 À ðÀqÞ Ài Þ and Dðr; n; ÀqÞ :¼ Wð1; n; ÀqÞ Wð1; r; ÀqÞWð1; n À r; ÀqÞ :
For these functions we have the following bounds. (b) Let 0 < r < n. If r is even then 1 1 þ q À1 < Dðr; n; ÀqÞ ¼ Wðr þ 1; n; ÀqÞ Wð1; n À r; ÀqÞ < 1 þ 1 q rþ1 and if r is odd then 1 À q Àðrþ1Þ 1 þ q À1 c Dðr; n; ÀqÞ ¼ Wðr þ 1; n; ÀqÞ Wð1; n À r; ÀqÞ < 1:
In particular, if q d 3 then 
Proof. (a) All four inequalities follow from the facts that for any
i d 1 we have ð1 À 1=q i Þð1 þ 1=q iþ1 Þ < 1 and ð1 þ 1=q i Þð1 À 1=q iþ1 Þ > 1
. (b) These inequalities are immediate consequences of part (a). r
The orders of the classical groups can be expressed conveniently in terms of these functions, as in Table 3 , and the bounds on these functions yield corresponding bounds on the group orders as in Table 4 .
We use these facts to estimate jC r j in the case where an c r < bn. (Here 0 < a < 1=2 < b < 1.) Note that the quantity rðn À rÞ has a maximum of n 2 =4 over the closed interval ½an; bn; the minimum is achieved at one of the endpoints and is gn 2 , where g ¼ minfað1 À aÞ; bð1 À bÞg. Thus Table 3 . Orders of finite classical groups.
Probabilistic generation of finite classical groups by involutions
Proposition 3.3. Let G be as in one of the lines of Table 1 with q odd, and let r satisfy 1 c r < n.
(a) Then jC r j ¼ jGLðn; qÞj jGLðr; qÞj:jGLðn À r; qÞj in the linear case;
jUðn; qÞj jUðr; qÞj:jUðn À r; qÞj in the unitary case;
jSpðn; qÞj jSpðr; qÞj:jSpðn À r; qÞj in the symplectic case;
and in the orthogonal case, either with e 0 ¼ G, or with n even, r odd, and e 0 ¼ , jOðn; qÞj jO e 0 ðr; qÞj:jOðn À r; qÞj for n odd and r even;
and the classical group orders are as in Tables 3 and 4. (b) Moreover, for C ¼ C r , or C where d, a, b are as in Table 5 . In all cases, if an c r < bn with a, b as in Theorem 1.1, then 0:3q
Proof. Consider first the linear case, so SLðn; qÞ c G c GLðn; qÞ. Since C r is also a conjugacy class of GLðn; qÞ we may assume that G ¼ GLðn; qÞ. Thus, for x A C r , C G ðxÞ ¼ GLðr; qÞ Â GLðn À r; qÞ, so jC r j ¼ jGLðn; qÞj jGLðr; qÞj:jGLðn À r; qÞj ¼ q n 2 Wð1; n; qÞ q r 2 Wð1; r; qÞ Â q ðnÀrÞ 2 Wð1; n À r; qÞ ¼ q 2rðnÀrÞ Dðr; n; qÞ with Dðr; n; qÞ as in (5) . The claimed bounds for the class size jC r j follow from Lemma 3.1(b) and from (7) . For the other types the arguments are similar, but we need care with the estimates. Because of the transitivity properties on the decompositions U ? W , where U, W are the 1-eigenspace and ðÀ1Þ-eigenspace of an involution in C r (or in C G r in the orthogonal case), we may assume that G ¼ GðnÞ is Spðn; qÞ in the symplectic case, O e ðn; qÞ in the orthogonal case, where e ¼ G or , and Uðn; qÞ in the unitary case. Then for an involution x in the class C r in the symplectic or unitary case,
In the unitary case (here the underlying vector space is over F q 2 ), jC r j ¼ jUðn; qÞj jUðr; qÞj:jUðn À r; qÞj ¼ q n 2 Wð1; n; ÀqÞ q r 2 Wð1; r; ÀqÞ Â q ðnÀrÞ 2 Wð1; n À r; ÀqÞ ¼ q 2rðnÀrÞ Dðr; n; ÀqÞ:
Now the claimed bounds for jC r j follow from Lemma 3.2(b) and from (7). In the symplectic case (here n, r are both even), jC r j ¼ jSpðn; qÞj jSpðr; qÞj:jSpðn À r; qÞj
As before, the claimed bounds for jC r j follow from Lemma 3.1(b) and from (7). This leaves the orthogonal case. First we consider the even dimensional groups G ¼ O e ðn; qÞ with n even, n d 8, and e ¼ G. Gðe; e 0 ; r; n; qÞ
Since n d 8 and q d 3 in this case,
1 À The three Aschbacher classes C 6 , C 7 , C 9 contain maximal subgroups of small order, so it is enough to estimate jM V Cj=jCj by jMj=jCj, for each conjugacy class C of ða; bÞ-balanced involutions.
Lemma 4.1. If n > 8 and M A C 6 U C 7 U C 9 , then jMj < q n log n .
Proof. Suppose first that M A C 6 . Then n ¼ s d for some prime s dividing q À 1 (in the linear, symplectic and orthogonal cases) or q þ 1 (in the unitary case), and M c Z qe1 Z s :Z 2d s :Spð2d; sÞ, so jMj < 2qs 2d s 2d 2 þd < qn 2 n 2dþ2 c qn 4þ2 log n c q 1þð4 log nþ2 log 2 nÞ=log 3 :
If n > 8 then 1 þ ð4 log n þ 2 log 2 nÞ=log 3 < n log n and so jMj < q n log n . 
.
Proof. By Lemma 4.1, jM V Cj c jMj < q n log n and by Proposition 3.3 (b), jCj > 0:3q Let G be any of the groups with Wðn; qÞ c G c Iðn; qÞ acting on the vector space V ðn; sÞ, as introduced in Section 2, let M be a maximal subgroup of G belonging to one of the classes C 2 , C 3 , C 4 , C 5 , C 8 , and finally let C ¼ C r or C e r be a conjugacy class of ða; bÞ-balanced involutions in G.
We consider the map j : Iðn; qÞ ! Iðn; qÞZðGLðV ðn; sÞÞÞ=ZðGLðV ðn; sÞÞÞ into the appropriate projective group and denote the images of G, M, C and any element g A G under the map j by G, M, C and g, respectively.
Lemma 5.1. The group M is maximal in G and the set C is a conjugacy class of involutions in G. Moreover,
Proof. It is clear that M is maximal in G. Also, since for any g A G and x A C we have jðx g Þ ¼ x g , the elements of C are involutions in one conjugacy class of G and all G-involutions of this class belong to C.
If r 0 n=2 then j is injective on C and for any x A C, x A M if and only if x A M. Therefore, jM V Cj=jCj ¼ jM V Cj=jCj: If r ¼ n=2 then either jCj ¼ jCj or, if Àx A C for any (and then for all) x A C then jCj ¼ jCj=2. 
Optimizing quadratics
Now we start the study of the Aschbacher class C 1 . In our estimates we are faced with optimizing the values of various polynomials over rather complicated polygonal domains. In this section, we consider two quadratic functions that arise when considering involutions in reducible subgroups. In the proof we frequently use the fact that the function gðxÞ ¼ xð1 À xÞ is positive, for x in the open interval ð0; 1Þ, and symmetric about x ¼ Table 6 has a global minimum at x ¼ x i , and, for any r satisfying an c r < bn and any x in the interval I i :¼ ½I i; min ; I i; max , f i ðxÞ satisfies f i ðxÞ d Bound i ðn; kÞ, where x i , I i; min , I i; max and Bound i ðn; kÞ are given in Table 6 .
2 À xð3k þ 2r À nÞ þ kr Recall that a 0 ¼ minfa; 1 À bg < 1=2, and that k < n, while if i ¼ 2 then k c n=2. Suppose that I i; min c x c I i; max .
Similarly if
(since here k c n 2 ) and this is at least
Á . We may therefore assume that x i lies in the interval I i , and hence that the minimum value of f i ðxÞ on the interval is given by f i ðx i Þ as in the displayed equations above. From the second expression given for f i ðx i Þ it is clear that, for given n and k, the minimum possible value of f i ðx i Þ is achieved when rðn À rÞ is as small as possible, or in other words, when minfr; n À rg is as small as possible.
Case i ¼ 1. The restrictions on r, including those implied by x i A I i , are equivalent to an c r c bn;
Considering these three intervals separately, we obtain the following three lower bounds for rðn À rÞ, all of which must hold. We use whichever one of these quantities is most convenient, depending on the interval for k under consideration.
First we consider 'small k': suppose that 1 c k c
Next consider 'large k': suppose that
Finally consider 'values of k in the middle': that is,
Á n 2 , and we have
Case i ¼ 2. Here the restrictions on r equivalent to (8) are an c r c bn together with
and the respective lower bounds for rðn À rÞ are
Again we first consider 'small k': suppose that 1 c k c
Since n d 2k we have
so the condition k c n=2 is guaranteed in this case.) Here k
The Aschbacher type C 1
Since G c GLðn; qÞ, a maximal subgroup M in C 1 is the stabilizer of a subspace, say of dimension k. Throughout this section let r A ½an; bnÞ and 1 c k c n À 1. Recall that a 0 :¼ minfa; 1 À bg.
Linear case.
Lemma 7.1. If G d SLðn; qÞ and M is the stabilizer of a k-dimensional subspace then jM V C r j=jC r j c 4nq Àa 0 kðnÀkÞ .
Proof. Let e 1 ; . . . ; e n denote the standard basis vectors of the space V ¼ F n q of ndimensional row vectors, and take M to be the stabilizer of the k-dimensional subspace U ¼ he 1 ; . . . ; e k i. Then elements x of M have the form
where A A GLðk; qÞ, C A GLðn À k; qÞ, B A M ðnÀkÞÂk ðqÞ, and x 2 ¼ 1 if and only if
;
(all matrices blocked appropriately), and the condition BA ¼ ÀCB is equivalent to
For the given matrices A, C, the number of possible matrices B giving an involution x A M V C r , is therefore q We need an upper bound for jM V C r j. By Proposition 3.3, the number of possibilities for ðA; CÞ for a fixed s is at most Using the lower bound for jC r j given in Proposition 3.3, this implies jM V C r j jC r j c 81 25
By Lemma 6.1, À2s 2 þ sð2k þ 2r À nÞ À kr c Àa 0 kðn À kÞ. The number of summands in (10) is less than n and 81=25 < 4, so jM V C r j=jC r j < 4nq (1) M is the stabilizer of a k-dimensional non-degenerate subspace U;
(2) M is the stabilizer of a k-dimensional totally isotropic subspace U.
In this subsection we handle case (1) . Note that for the unitary and symplectic groups, and also the orthogonal groups of type e 0 À, the dimension k 0 n=2, since the stabilizer of an ðn=2Þ-dimensional subspace would be properly contained in a maximal subgroup of type C 2 .
? Þ, where MðUÞ, MðU ? Þ are classical groups induced on U, U ? respectively. Without loss of generality we may take G ¼ I ðn; qÞ, namely Spðn; qÞ, Uðn; qÞ, or O e ðn; qÞ (where e ¼ G if n is even and if n is odd), in the symplectic, unitary, or orthogonal cases, respectively. Then M V C is partitioned according to the dimension s of the fixed point space E 1 ðxÞ V U of these involutions x in their induced actions on U, and also, in the orthogonal case, on the types of E G1 ðxÞ V U, where maxf0; r þ k À ng c s c minfk; rg. Then by Proposition 3.3 and since there are at most r þ 1 summands, we have, using the bounds from Lemma 6.1 (for f 1 ðxÞ), 
where d ij ¼ 0 if i 0 j, and 1 if i ¼ j. We extend this basis for U to an ordered basis B ¼ ðe 1 ; . . . ; e k ; v 1 ; . . . ; v nÀ2k ; f k ; . . . ; f 1 Þ for V , such that
Then elements x of M have the shape The requirement that a matrix X A M nÂn ðFÞ preserves the form J is that J ¼ X JX T in the symplectic or orthogonal cases, and J ¼ X JX T in the unitary case. This condition, for a matrix x as in (11) , is equivalent to requiring that all of the following four conditions hold.
Symplectic/Orthogonal Case
Unitary Case
where C ¼ C r in the symplectic and unitary cases, and C ¼ C e 0 r in the orthogonal case (with e 0 ¼ G or ). Suppose that the dimension of the fixed point space of x in U is s. Then, in its induced action on U ? =U, x fixes a subspace of dimension s 0 :¼ r À 2s and, by Lemma 2.1, its G1-eigenspaces E G1 ðxÞ in U ? =U are both non-degenerate. Let k 0 :¼ n À 2k À r þ 2s. Now M acts transitively on the s-dimensional subspaces of U and on the s 0 -dimensional subspaces of U ? =U of the same type as the fixed point space of x, and these two actions are independent. Hence, we may assume that (11), and using condition (2), we have
We may also assume that
with K 1 A M s 0 Âs 0 ðFÞ, K 2 A M k 0 Âk 0 ðFÞ, and, for i ¼ 1; 2,
in the symplectic and orthogonal cases;
We note that conditions (1) and (2) above are both satisfied. Write
with appropriate blocking to facilitate multiplication in conditions (3) and (4). We will prove that all the X i are determined by the other entries. Condition (3) is equivalent to the following four equalities, where
Here and in the following we write the formulae for the unitary case; in the other cases the same equations hold with the 'overline bars' removed.
In particular these equations imply that B and C 0 determine each other uniquely. Finally, condition (4) is equivalent to
This implies that B together with C 1 determines C 2 , and B (or C 0 ) together with half of the entries of X 3 , X 4 determine the other half (more precisely, ðX 4 Þ i; sþ1Àj determines ðX 4 Þ sþ1Ài; j for i 0 j and similarly for X 3 ).
In terms of the shape of x given in (11), the requirement that x 2 ¼ 1 is equivalent to
Next, using the shapes of the matrices A, B, B 0 given above, the first of these equations is equivalent to requiring that X i ¼ 0 for i ¼ 1; 2. Similarly the equation
Finally, the third equation is equivalent to requiring
We work with the second of these equations (the first is similar): combining this with the fourth equation from (12),
and substituting this into the fourth equation from (13), (since X 6 ¼ 0), yields
. Thus X 4 is determined by D 2 and similarly X 3 is determined by D 1 . We have therefore shown that, given B 1 , B 2 and C 1 , the matrices D 1 , D 2 ; C 2 , and all the X i are determined. Thus for given A, B 0 in (11), the matrix C 00 is determined by condition (2) , and the number of involutions is at most the number of possibilities for B 1 , B 2 and C 1 , namely q dk , where
Since M induces GLðk; FÞ on U and a classical group on U ? =U, using Proposition 3.3 we see that as claimed. r In the case when M is the stabilizer of a totally isotropic or totally singular subspace, the structure of M is described in [10, Propositions 4.1.17-4.1.20] and it is straightforward to compute that the claimed bound holds. r 8 Proof of Theorem 1.1
We need to estimate from above the right-hand side of the inequalities (2) and (3) Now we are ready to estimate the contributions of maximal subgroups to the righthand sides of (2) and (3). If M belongs to case (i) and M is the stabilizer of a kdimensional subspace then, by (15) , (18) , and Corollary 7.4, we have, using the notation from (2) and c ¼ cða; bÞ, jGj jMj Y c j¼1 jM V C r j j jC r j j < jGj jMj q Àcð7=8ÞgkðnÀkÞ < q ÀnÀ1Àlog n :
(Note that the proof of Proposition 3.3 shows that jG : Mj < 1:8q 2kðnÀkÞ in all cases, above. Also in the orthogonal case we should use the notation from (3), but we have not repeated the inequality for that case.) There are less than n conjugacy classes of maximal subgroups in case (i), so their total contribution to (2) and (3) is less than nq ÀnÀ1Àlog n < q ÀnÀ1 . Similarly, if M belongs to case (ii) and M is the stabilizer of a k-dimensional subspace then, by (15) , (17) , and Corollary 7.4, the inequality (20) holds. There are less than n conjugacy classes of maximal subgroups in case (ii), so their total contribution to (2) and (3) is less than nq ÀnÀ1Àlog n < q ÀnÀ1 . For groups M belonging to case (iii), we use the trivial estimate jGj=jMj < q n 2 . For the number of conjugacy classes in case (iii), we use the estimates in [9, p. 69] as follows. There are at most 3n þ log q þ log n þ 5 conjugacy classes of maximal subgroups in 6 8 i¼2 C i , and there at most q 3n Á 2 Á q 3n logðq 3n Þ ¼ 6nq 6n log q conjugacy classes of maximal subgroups in C 9 . By a very crude estimate, ð3n þ log q þ log n þ 5Þ þ 6nq 6n log q < q 6nþ6 log n :
Hence, (15) and (19) give that the contribution of case (iii) to (2) and (3) is less than q 6nþ6 log n q n 2 q Àcð3=8Þgn 2 < q ÀnÀ1 :
Summarizing, the right-hand sides of (2) and (3) are less than 3q ÀnÀ1 c q Àn , proving Theorem 1.1.
Remark 8.1. The inequalities (14) and (16) give nða; bÞ ¼ Oðg À1 logðg À1 ÞÞ and cðabÞ ¼ Oðg À1 Þ. The choice of the constant 8 on the right-hand side of (14) is quite arbitrary, and any number x > 4 would su‰ce. Choosing di¤erent numbers for x only influences the constant hidden in the Oðg À1 logðg À1 ÞÞ notation. Choosing x close to 4, we obtain that, for large n, a class-random sequence of ða; bÞ-balanced involutions, of length roughly 12=g, generates a subgroup containing G Ã with probability greater than 1 À q Àn .
