Abstract. In constructive recognition of a representation of a Classical group G, much attention has been paid to the natural representation as well as to generic (Black Box) algorithms that treat all representations uniformly. There are theoretical and practical improvements to be made by giving special treatment to certain non-natural representations that arise frequently. In this paper we present and analyse a Las Vegas algorithm for rewriting the Symmetric Square representation.
Introduction
A major goal of Computational Group Theory is the solving of the constructive recognition problem, which asks for fast (that is, polynomial time where possible) algorithms for the following tasks:
(i) Given a group G < H input into a computer in some arbitrary way, determine the isomorphism type of G (nonconstructive recognition); and (ii) Produce an isomorphism from G into some 'standard copy' of this type of group, and provide a scheme for, given g in the 'ambient' group H, deciding if g ∈ G, and if so, rewriting g in this 'standard form' (constructive recognition). The most common ways of inputting a group into a computer are as a set of generators and relations, or as a set of generating permutations or matrices: much effort has been spent in dealing with each of these representations separately, as well as in dealing with Black Box Groups, a theoretical setting in which no structural information about the way in which the group is represented is assumed.
Black Box algorithms provide complete generality, and hence apply in all settings: in particular, if the representation of G in the computer does not offer much information, then a Black Box algorithm will approach 'maximal effectiveness'. On the other hand, particularly natural representations of a group (for example, the representation of the Symmetric Group S n as permutations of n points, or the natural representation of the General Linear Group) can be dealt with much more quickly and effectively using methods specific to the representation.
The 'Composition Tree' framework [11, 17] provides an elegant method for dealing with arbitrary matrix groups: using various methods, beginning with the MEAT-AXE procedure of Holt & Rees [7] , the input group G is searched for normal subgroups N , and a structure is set up so that N and G/N may be dealt with separately. This process, applied recursively, yields a binary rooted tree that gives the procedure its name.
As with many group-theoretic frameworks relying on normal subgroups, the process terminates when G is almost simple (at the leaves of the tree). Each almost simple group presents its own unique challenges, and each family of almost simple groups is dealt with separately. In the matrix group setting, the Classical groups have received a great deal of attention, beginning with the Neumann-Praeger nonconstructive SL-recognition algorithm [16] : the problem has essentially been solved in the Black Box cases (which make no attempt to exploit the geometry of the situation) and in the natural representation (where the geometry is most rich): see [20] for a survey. Attention is now paid to the remaining representations for which there is still meaningful geometric information to use.
In this paper we provide an updated and corrected version of the Magaard-O'BrienSeress algorithm for constructively recognising the Special Linear Group in its action on the Symmetric Square module, and apply similar methods to constructively recognise all Classical groups (Unitary, Symplectic and Orthogonal) in their actions on the unique irreducible F G-module of dimension n, where
(in practice, this procedure will work perfectly well when the module is, in fact, the Symmetric Square, though in some cases the Symmetric Square is reducible). We wish to acknowledge and thank Cheryl Praeger andÀkos Seress for their support, expertise and advice during the preparation of this paper.
Theorem 1.1. Let X ⊆ GL(n, q) be a set of matrices generating a classical group G = Class(d, q), such that the module W defined by the action of H = X is an irreducible section of the Symmetric Square module S 2 (V ) of codimension at most 2. Let d ′ be as in Table 2 , and suppose that G ∈ {Sp(d, 3), SO ǫ (d, 3)}. Then assuming that Conjecture 7.13 O (ξ H + ρ q d 8 log d log log d log q)) log ǫ −1 .
We prove Theorem 1.1 over the course of the paper, by describing explicitly the steps of the algorithm. This is a very specialised algorithm which provides a major improvement over the runtimes of the existing best algorithms (although the existing algorithms remain extremely useful, for they apply in many more cases than this one). Table 1 . Minimum values of d for Initialise
Modules and Representations
In this section we introduce some notation, in particular the Symmetric Square module and its irreducible constituents (note that in many cases, the Symmetric Square is itself irreducible). Let V = V (d, q) be a vector space over a field F = F q of order q. Then V is called an F G-module if the group G acts on V in a way compatible with the vector space structure of V : that is, if (v + w)
and (av) g = av g for all g ∈ G, v, w ∈ V, a ∈ F . An F G-submodule is a subspace of V left invariant by the action of G: an irreducible F G-module is a module with no proper nontrival submodules. When a group G acts on several F G-modules, we use a subscript where necessary to distinguish the actions (for example, g V denotes the action of g ∈ G on an F G-module V ). For two F G-modules V, W with bases {v 1 , . . . , v d1 }, {w 1 , . . . , w d2 }, the tensor product V ⊗W is the F G-module with basis {v i ⊗ v j | 1 ≤ i ≤ d 1 , 1 ≤ j ≤ d 2 }: an element g ∈ G acts in the diagonal way (v ⊗w) g = v g ⊗w g (extending by linearity, this gives an F G-module structure).
Consider an extension K := F q d ′ of F := F q , and fix a basis {v 1 , . . . v d } of V . Then viewing K as an F -vector space (and, in turn, an F G-module with G acting trivially), the tensor product V ⊗ K is isomorphic to the K-vector space with basis {v 1 , . . . , v d }, with the same G-action. We denote this module by V K , and observe that all properties of g ∈ G carry over in this action: in particular, the characteristic polynomial does not change, although its irreducible factors do, since the notion of irreducibility of a polynomial depends upon the field. By considering the action of g on V K , we may access a richer eigenstructure.
2.1. The Symmetric Square S 2 (V ). The Symmetric Square module S 2 (V ) is an irreducible constituent of the tensor square V ⊗ V : let G ∈ GL(V ), and let {v i | 1 ≤ i ≤ d} be a basis for V . The Symmetric Square Module S 2 (V ) is the F G-submodule of V ⊗ V generated by
Since (−v) ⊗ (−w) = v ⊗ w, the element −1 ∈ G acts trivially on V ⊗ V (and hence on S 2 (V ). In fact, the set {±1} is precisely the kernel of this action. For this reason, our rewriting algorithm can only return the action on V modulo this kernel. Our primary method for the rewriting algorithm is the analysis of the eigenvalues and eigenspaces of a group element. Since the eigenstructure of a group element depends on its action on a vector space, an element g will usually have different eigenstructures, depending on whether we consider g V , g V ⊗V , g S 2 (V ) or an action on another module, and also depending on the underlying field (note that when the field changes, the characteristic polynomial will not change: however, its roots might!). We now present several relationships between the eigenstructures of an element g ∈ G in its action on different modules. Let F = F q , let K = F q d ′ for some integer d ′ , let V = F d , and suppose that g ∈ GL(d, q) has d (not necessarily distinct) eigenvalues {λ i | 1 ≤ i ≤ d} in its action on V K , and there exists a basis {v 1 , . . . , v d } for V K of g-eigenvectors (so that for each i, v i g = λ i v i ). Then the eigenvalues of g in its action on (V ⊗ F V ) K are
and for each i, j, both v i ⊗ v j and v j ⊗ v i are (λ i λ j )-eigenvectors in (V ⊗ F V ) K . Moreover, these are the only eigenvalues of g in (V ⊗ V ) K .
Lemma 2.1. Let g ∈ GL(V ), and suppose that g has eigenvalues λ 1 , . . . , λ d in its action on V , and that {v 1 , . . . , v d } is a basis for V such that for all i, v i is a λ i -eigenvector for g V . Let v ij = v i ⊗ v j + v j ⊗ v i when i = j, and
Proof. By the comments above, both
and so any linear combination of the two is itself a (λ i λ j )-eigenvector. That this set forms a basis is clear by comparing dimensions.
We often consider the matrix of a given g ∈ G in its action on multiple bases. For this reason we introduce the following notation: if g ∈ G and B is an ordered basis for V , then g B denotes the matrix of g with respect to B; if b i , b j ∈ B then and g b1b2 denotes the coefficient of b 2 in the expansion of b 1 g (in the case that our basis is indexed in the usual way, this is the (i, j)-entry of g B ).
Let V be an F G-module, and let B :
isomorphism of F G-modules and V is a basis for V , then V ϕ is a basis for W , and for all v, w ∈ V , g ∈ G, we have
Moreover, suppose that quo W : V → V /W is the natural quotient map v → v + W , and e, f ∈ V are basis vectors such that e, f ∩ W = {0}. Then for every g ∈ G, we have that g e,f = g quo(e),quo(f ) . Finally suppose that e, f ∈ V are basis vectors such that e, f ∈ W . Then for every g ∈ G, we have that g ef = (g W ) ef . Just as we may seek normal subgroups of groups by defining homomorphisms and inspecting their kernels, we will construct submodules of F G-modules by considering the nullspaces of certain maps: if T is a G-invariant linear form on an F G-module W , then the kernel of T is an F G-submodule of W . Given the matrix of a group element g ∈ G in its action on a module V with respect to a fixed basis (as is always the case when dealing with a computer representation of a group), we may easily construct corresponding matrices for the actions of g on V ⊗ V and S 2 (V ):
, and let V := {v i | 1 ≤ i ≤ d} be a basis for V . Let g ∈ G, and write
Proof. By definition we have
and (i) follows. For (ii), observe that, for i = j, we have
Since switching k, ℓ does not change the value of g ik g jℓ + g jk g iℓ , we have
The proof when i = j follows by an identical argument.
Special Elements and their Eigenstructure

Singer Cycles (Motivation).
In [14] , Magaard, O'Brien & Seress exploit the eigenstructure of Singer Cycles in G = SL(d, q) in their action on small degree F q G-modules to produce their algorithm for rewriting. In other Classical groups, such elements cannot always be found. A Special Element has many of the same properties: in essence we define a Special Element as a 'good enough analogue' to the elements exploited in [14] . Special elements act irreducibly on a subspace of V of large dimension, and have large order (in both of these respects, the meaning of 'large' is dependent on our needs).
Let q be a prime power, and d a positive integer. Then a prime r is called a primitive prime divisor (ppd) of q d − 1 if r | (q d − 1); and for 1 ≤ e < d, we have r ∤ (q e − 1). A Singer Cycle in GL(d, q) is an element of order q d − 1: we identify such elements with primitive elements of the extension field
If s is a ppd(d, q; d ′ )-element, then the characteristic polynomial c s (t) of s has an irreducible divisor f of degree d ′ , and acts irreducibly on a unique d ′ -dimensional subspace V f of V (the f -primary component of V [5] ): in the case of Singer Cycles, c s (t) is irreducible and V f = V . Some subgroups of GL(d, q) have no Singer Cycles, and so we must settle for d
′ as large as possible (in the worst case,
The fact that c s (t) has a high degree irreducible divisor may seem, at first, bad news for any attempt to exploit the eigenstructure of s -after all, eigenvalues will arise when the divisors of c s (t) have smallest degree, not largest. However, an irre-
Moreover, these distinct eigenvalues (and, consequently, their eigenvectors) form an orbit of the action of the Frobenius map σ : x → x q of the extension K/F .
, and there exists a basis E (s, V ) : ], since the characteristic polynomial of s is irreducible of degree d over F , the eigenvalues of s in V K (which are precisely the roots in K of the characteristic polynomial of s) are as asserted and the ℓ i are distinct. Thus there are d eigenspaces of dimension 1 in V K . Fix an eigenvector e 1 of ℓ 1 , such that the first nonzero entry of e 1 is 1, and for each i with 2 ≤ i ≤ d, set e i := e σ i−1
1
. Then for each i, since s ∈ GL(V F ) and is therefore fixed under the action of σ:
and so e i is an ℓ i -eigenvector for s as required. 
Definition 3.3. Let G be a classical group of rank r as in one of the lines of Table  2 . Let d ′ be as in the 4th column of the corresponding line of Table 2 . Then an element s ∈ G is a special element if s is a ppd(d, q; d ′ )-element, and there exists an s-invariant decomposition V = U ⊕ U ′ such that dim U = d ′ ; and o(s| U ) is a multiple of the value in the 5th column of the appropriate line of Table 2 ; and if
is equal to the value in the 6th column of the appropriate line of Table 2 . Table 2 (i.e. certain powers of special elements), but the proof that such elements are suitable is neither interesting nor illuminating, and adds no value to the analysis of our algorithms. In practice we may essentially 'replace' the appearances of q Table 2 with
.
The subspace U in Definition 3.3 is uniquely determined by s, and s acts irreducibly on U ; if d ′ < d, then s also acts irreducibly on U ′ as a consequence of the condition on o(s| U ′ ). Our ultimate goal is a basis for V L , where L is an extension field of F satisfying certain conditions: we define these conditions below.
Definition 3.5. Let G be a classical group over F , let V be the natural F G-module, and let σ be the Frobenius automorphism of K/F , where K is an extension of F of degree d ′ as given in Table 2 . Let F := {f i | 1 ≤ i ≤ d} be a basis for V : then we say F satisfies the almost-σ-relations for V if the following hold:
, then we say F satisfies the σ-relations for V . We now describe explicitly the eigenstructure of a special element on V K : Lemma 3.6. Let G be a classical group of rank r, let d ′ be as in Table 2 , and let s ∈ G be a special element. Let K = F q d ′ , and let U, U ′ be as in Definition 3.3 . Then the eigenvalues of s in its action on V K are
where 
Arithmetic
In this section we prove a series of results in modular arithmetic which will be used in Section 5 below. These results have been separated so that the later results, which are more relevant in the bigger picture, are not obfuscated by these long, repetitive and technical proofs.
By Lemma 2.1, the multiset of eigenvalues of a special element of a classical group G in its action on the tensor product (V ⊗ F V ) K is the multiset Σ := {ℓ ij | i, j ∈ {1, . . . , d}}, where each ℓ ij is an element of K = F q d ′ , and is the product of a pair of eigenvalues of s in its action on V K as described in Lemma 5.11 below (note that the details of this are not required for the results in this section, except as motivation). This multiset has size d 2 , but contains repeated values: in all cases, for example, we have ℓ ij = ℓ ji . In this section we provide necessary conditions for other coincidences to occur. 
Then m = 1 and n = j.
Proof. For all such j, m, n, we have
and on the other hand,
and so we have equality in (1) , not just equivalence modulo
and reducing modulo q we have that m = 1, from which it immediately follows that n = j.
We now address the 'hard case', where d ′ is even and o(λ) is q d ′ /2 + 1. We seek solutions to the equation
for integer values of j, m
We make an important distinction here: due to the fact that the Symmetric Square module contains the Alternating Square module when q is even (and therefore we do not consider it in this paper), we need not consider the case that j = 1 when q is even. For completeness (and for future use) we still consider the cases that apply to the Alternating Square (i.e. q even and j = 1).
Then t ∈ {0, 1}, and if t = 1 then q = 2, and up to switching m, n, we have
and so
It is readily checked that the upper bound is less than 1 if q ≥ 3, and less than 2 if q = 2, while the lower bound is greater than −1 for all q. Suppose that t = 1: then q = 2 (we continue to write q), and (2) is
Now the largest value the left hand side can take is when
, and in this case we have
The next-largest value is attained when
This is precisely the solution given. All other combinations of j, ǫ m , m ′ , ǫ n , n ′ give smaller values for the left hand side, and so cannot yield solutions. 
Then one of the following holds:
Proof. Suppose that we are not in case (ii): then by Lemma 4.2, we have equality in (3) . Reducing modulo q we have
, they cannot both be 1 nor both −1, and so the left hand side of (4), when reduced modulo q, is equal to 0, 1, 2 or 3. Since q ≥ 2, only the values 0, 2 and 3 can possibly be equivalent to 0 modulo q. We treat each case separately, and refer to the value of the left hand side of (4) after it has been reduced modulo q as the reduced left hand side of (4).
If the reduced left hand side of (4) is 3, then q = 3, j = 1 and exactly one of
If the reduced left hand side of (4) is 2, then q = 2 and one of the terms in the left hand side is 1, say ǫ m q m ′ −1 = 1 (noting that when q is even we have j > 1).
forcing ǫ n = −1, and so
There is only one way in which '2 plus a power of 2' can equal a power of 2: namely 2 + 2 = 4, and so j = 2, n ′ = 3. This is solution (iii).
Finally, if the reduced left hand side of (4) is zero, then j ≥ 2 and one of ǫ m q
and so ǫ n = −1, n ′ = j. Thus m = 1, j = n, ǫ m = ǫ n = −1, the trivial solution.
In the case G = SU(d, q), we have that q is a square, and λ has smaller order than q d ′ /2 + 1, and so we must treat it separately (though we use similar methods), and we must solve the following equation, which bears a strong similarity to (2) 
Proof. Suppose that
Onve again it is simple to check (noting that q ≥ 4) that the left hand side is greater than −1, while the right hand side is less than 1. Thus t = 0 and we have equality in (5), and the result follows by the arguments in the proof of Proposition 4.3, noting that the exceptional cases with q not a square do not arise.
For the sake of brevity we state the remaining results of this Section without proof: the statements and analysis are similar to the results above, and the full proofs (as well as more detailed proofs of the results above) are available in Section 2.4 of [3] (we will refer the reader to the specific results as we go).
Proposition 4.5 ([3], Proposition 2.4.13). Suppose q is a prime power, that d
′ ≥ 8, and suppose that t, j, m
Then q = 2, and one of the following holds: 
Proof. Multiplying by (q + 1) implies that (6) holds, and so the result immediately follows by testing the solutions found in Proposition 4.5: of these, only (ii) satisfies (7).
Once again we must treat the Unitary case separately:
The Eigenstructure of Special Elements on (V ⊗ V ) K
In this section we determine the precise eigenstructure of a special element s ∈ G in its action on (V ⊗ V ) K , which will enable us to determine the eigenstructure of s in its action on S 2 (V ) K . This eigenstructure is the crux of the procedures Initialise and FindPreimage. Throughout this section, define res d ′ (i) as the unique integer j such that 1
5.1. Coincident Eigenvalues ℓ ij . There are two ways in which eigenvalues ℓ ij may coincide: there are cases where ℓ ij = 1 (leading to a nontrivial fixed-point space of s), or where two eigenvalues are not 1, but coincide anyway.
Suppose that the order of λ is divisible by a primitive prime divisor r of q d ′ − 1, and suppose for some integer t, not divisible by r, we have ℓ
′ is even, and
Proof.
Since r does not divide q or t, and r is prime, it follows that r | (1 + q j−i ), and so r divides q 2(j−i) − 1. Since r is a primitive prime divisor of q
Lemma 5.1, with t = 1, is crucial in determining when a special element s has an eigenvalue 1. Note that Lemma 5.1 provides only a necessary condition, and not a sufficient condition: in some cases, the eigenvalue ℓ 1,d ′ /2+1 may be different from 1 (this is dependent on the order of λ).
The existence of a fixed-point space of s in its action on (V ⊗ V ) K may seem unfortunate (in the sense that it guarantees that not all of the eigenspaces can be 1-dimensional). However, in Section 2 we observe that, in all but the Unitary and Linear cases, G has fixed points in its action on M(V ) ∼ = V ⊗ V , and so these products equalling 1 is inevitable -we cannot hope to find an element in G with no fixed points.
We now address coincidences among the ℓ ij other than those corresponding to fixed points: we seek pairs (i, j), (m, n) such that ℓ ij = ℓ mn . We begin by exploiting the symmetry of the problem under the action of σ as much as we can.
Lemma 5.2. Suppose q is a prime power, and d
′ an even integer with
Then at least one of the following holds:
we switch {i, j} with {m, n}: then we may assume that res
On the other hand, if
The upshot of Lemma 5.2 is that in our search for coincidences ℓ ij = ℓ mn among our eigenvalues, we may assume without loss of generality that i = 1, j ≤ d ′ /2 and m = n. The first case we deal with is the Linear Case, where the order of λ is largest:
Lemma 5.3. Suppose q is a prime power, and
have order a multiple of
This is a solution of equation (1), and the result then follows from Proposition 4.1.
In all other cases things are more difficult, and most of Section 4 is devoted to aspects of the proof that the ℓ ij rarely coincide.
Lemma 5.4. Suppose q is a prime power, and d
′ an integer with
Suppose there exist integers j, m, n such that ℓ 1j = ℓ mn , with
′ /2, and n = 3; (iv) q = 3, j = 1, m = 2, and n = d ′ /2 + 1.
Proof. Solutions to ℓ 1j = ℓ mn are integer solutions to the equation
The same argument holds if n > d ′ /2, and so we have
where
and n ′ , ǫ n are defined likewise. Note that while m ′ may be equal to n ′ , since m < n, we have (ǫ m , m ′ ) = (ǫ n , n ′ ), and all of j, m ′ , n ′ lie between 1 and d ′ /2. That is, (j, m ′ , ǫ m , n ′ , ǫ n ) is a set of solutions to equation
This is precisely (3) in Section 4, and the result follows by Proposition 4.3.
Note here that the solutions (ii), (iii) in Lemma 5.4 are essentially 'the same' coincidence: one can be obtained from the other by switching (1, j) with (m, n) and cycling under the action of σ. We now address the Unitary case: note here that d ′ is always odd (see Table 2 ), and so d ′ /2 is not an integer. Thus when Lemma 5.2 allows us to assume that j ≤ d ′ /2, we may strengthen this to assume that
Lemma 5.5. Suppose q is square a prime power, and
Proof. Define ǫ m , m ′ , ǫ n , n ′ as in the proof of Lemma 5.4 above: then by an identical argument, since o(λ) | (q
, and so a solution to ℓ 1j = ℓ mn corresponds to a solution to
This is precisely equation (5) in Proposition 4.4, and the result follows.
We now address the possibility of coincidence which are specific to the cases
Lemma 5.6. Suppose q is a prime power, and d ′ an even integer with d ′ /2 ≥ 3.
′ }, and t ∈ {1, 2}, satisfying
Then there exist integers r, s, n, α, with
, and
Then setting s = res d ′ (k + α), n = res 2 (t + α), the result holds. When r = res d ′ (i − j + 1), the result holds by an identical argument, with
Lemma 5.7. Suppose q is a prime power, and
′ and 1 ≤ t ≤ 2, with j = 1 if q is even. Then q = 2, and one of the following holds:
, and so λ
As in the proof of Lemma 5.4, set
and we have that ǫ s q
This is precisely equation (6), and the result follows by Proposition 4.5.
Lemma 5.8. Suppose q is a prime power, and
Then there exist integers r, s, α, with
and ℓ ij = ℓ q α 1r .
B. CORR
Proof. This follows immediately by the same proof as Lemma 5.6, replacing µ with 1.
Lemma 5.9. Suppose q is a prime power, and that d ′ is an even integer with
Suppose there exist integers j, s, t such that ℓ 1j = ℓ s , with
Proof. By an identical argument to the proof of Lemma 5.7 above (without raising to the (q + 1)st power), we have that
where s ′ , ǫ s are as defined in the proof of Lemma 5.7. Then j, ǫ s , s ′ , q, d ′ are solutions to the equation (7) in Section 4. Then the result follows from Corollary 4.6.
Once again we must treat the Unitary case separately.
Lemma 5.10. Suppose q is a square prime power, and that d
′ is an odd integer
Then there do not exist integers j, s, t such that
Proof. Again by an identical argument to the proof of Lemma 5.7, we have that
where s ′ , ǫ s are as defined in the proof of Lemma 5.7. Then j, ǫ s , s ′ , q, d ′ are solutions to the equation (8) Lemma 3.6 , and let E (s, V ) = {e i | 1 ≤ i ≤ d} be as defined in Lemma 3.6 
. Suppose that in the Linear and Unitary cases, we have d ≥ 4; in the remaining cases with
d ′ = d we have d ′ ≥ 6; in the cases d ′ = d − 1, d − 2 we have d ′ ≥ 8.
Then the eigenvalues of s in its action on
and the following hold:
, and G is Symplectic or Orthogonal; (ii) for each pair (i, j) with 1 ≤ i ≤ j ≤ d, the ℓ ij -eigenspace of s in its action on (V ⊗ V ) K contains the tensor products e i ⊗ e j , e j ⊗ e i ; and (iii) the ℓ ij -eigenspace of s in its action on (V ⊗ V ) K is precisely e i ⊗ e j , e j ⊗ e i , except when ℓ ij = 1 and Having completely described the action of a special element on (V ⊗ V ) K , we turn to the submodule S 2 (V ). The eigenstructure of a special element's action on S 2 (V ) K and can be 'read' directly from Lemma 5.11 using Lemma 2.1: in the next section, we provide concrete links between the action of an arbitrary g ∈ G on various bases for S 2 (V ) K (and hence its irreducible constituents).
6. The Action of a Special Element on the Symmetric Square S 2 (V ) K 
where e s,S 2 (V ),ij = e i ⊗ e j + (1 − δ ij )e j ⊗ e i . 
Suppose that in the Linear
′ and the condition in the 5th column of the appropriate line of Table 2 holds; (ii) for each pair (i, j), the ℓ ij -eigenspace of s contains e s,S 2 (V ),ij ; and (iii) the ℓ ij -eigenspace of s is precisely e s,S 2 (V ),ij , except when either ℓ ij = 1 and
Proof. This follows immediately from Lemma 5.11 and 2.1 (note that the exceptional cases in Lemma 5.11 for q = 2 do not apply here as q is odd).
Lemma 6.2. Let G be a classical group, let W be an F G-module isomorphic to S 2 (V ), and let App W be the set of pairs (i, j) of integers such that, for any special element s ∈ G, the ℓ ij -eigenspace of s in its action on W has dimension 1. Then:
Note that in all cases, if
Proof. This follows immediately from Lemma 6.1. Note that while the eigenvalues and eigenvectors depend upon s, the set of pairs (i, j) ∈ App W does not.
While the notation e s,S 2 (V ),ij is cumbersome, there are very many modules and bases to consider, and it is sometimes needed for clarity. We will often simply write e ij when there is no ambiguity. Definition 6.3. Let G be a classical group as in one of the lines of Table 2 , let s ∈ G be a special element as in Definition 3.3, and for 1 ≤ i ≤ j ≤ d, let e ij := e s,S 2 (V ),ij be as defined in Lemma 6.1. Let σ be the Frobenius automorphism of the extension K/F .
Then F is said to satisfy the σ-relations for S 2 (V ) if the following hold:
If F has a partial labelling {f ij | (i, j) ∈ App W } ⊂ F , then we say that F satisfies the σ-relations for App W if the relations hold for all (i, j) ∈ App W . Lemma 6.4. Let G be a classical group as in one of the lines of Table 2 , let s ∈ G be a special element as defined in Definition 3.3, and let E (s,
Proof. The relations follow immediately from the fact that, by Lemma 3.6, the σ-relations for V (as in Definition 3.5) hold for
Lemma 6.5. Let G be a classical group as in one of the lines of Table 2 , let s ∈ G be a special element as defined in Definition 3.3, let W = S 2 (V ), and let
Suppose that there exists a basis
we have that f s,V,E ,ij ∈ e ij , and F S 2 (V ) satisfies the σ-relations for S 2 (V ) as defined in Lemma 6.1.
Then there exists an extension field L of K of degree at most 2, a basis
Moreover, we have that
Proof. Let E V := {e i } be as defined in Lemma 3.6. Then since each f ij is a scalar multiple of e ij , there exist constants c 
, and we have c 1j = c 1j (a 1 a j ) −1 = 1 as required.
The purpose of Lemma 6.5 is to allow a safe 'transition' between an action of g ∈ G on S 2 (V ) K to an action on V L (although we will later show that this action remains within the confines of V K ). However, it depends on our ability to find the constants c ij , and this is not necessarily possible. There is, at one point in the procedure, a square root to be taken, and so a choice must be made, and a sign ambiguity introduced. The following result permits us to choose either path without regret. Lemma 6.6. Let G be a classical group as in one of the lines of Table 2 , let s ∈ G be a special element as defined in Definition 3.3, let W = S 2 (V ), and let 
Then define a basis F
and since 2j + 2 is even, this is precisely
which again is equal to f ij since 2(i + 1) is even. If d ′ < i ≤ j ≤ d then the assertion holds trivially by the definitions. Lemma 6.6 allows us to 'err' in our search for the values of the c ij , so long as we 'accidentally' find c − ij : in that case, FindPreimage will return the action of g ∈ G with respect to F − V instead of F V , a mistake which is irrelevant to us, and by Lemma 6.5 above, is unavoidable. Note that we are only permitted to make one mistake: we must compute all of either C or C − , and we cannot 'mix and match'. Table 2 , let s ∈ G be a special element as defined in Definition 3. Moreover, for every g ∈ G, and for all pairs (i, j), (k, ℓ) ∈ App W , we have the following, where κ ij,kℓ := g fij f kℓ , a ij = g fifj , a
Lemma 6.7. Let G be a classical group as in one of the lines of
, and since δ ij = δ i+1,j+1 , we have, for (i) follows immediately from Lemmas 2.3. For (ii), since f
′ , we have that
On the other hand 
Lemma 6.8. Let G be a Classical Group, let V be the natural F G-module, and let
* is an irreducible section of S 2 (V ) of codimension at most 2, and ϕ is an isomorphism of F G-modules, and let ν be a homomorphism of F G-modules such that
Let s ∈ G be a special element, as in Definition 3.3, let
′ is a basis of W K such that, for every (i, j) ∈ App W , we have that f W,ij is an ℓ ij -eigenvector for s in W K , and F W satisfies the σ-relations for
Then there exists a basis
satisfies the σ-relations for S 2 (V ), and for every (i, j) ∈ App W , the following hold:
(ii)f νϕ ij = f ij ; and (iii) for every g ∈ G and for all (i, j), (k, ℓ) ∈ App W , we have that gf
Proof. Note first that ν is either the identity map, or the projection of S 2 (V ) onto a quotient by a subspace fixed pointwise by G. For each (1, j) ∈ App W , choose a preimage of f Now for all 1 ≤ i ≤ j ≤ d, we have thatf ij is an ℓ ij -eigenvector for s in its action on S 2 (V ), since the maps ν, ϕ preserve eigenstructure, and since the action of σ maps ℓ ij -eigenvectors to ℓ q ij -eigenvectors. By Lemma 6.1, for every (i, j) ∈ App W , either G = SU(d, q), or ℓ ij = 1. In the former case, ν is the identity map, and sô f ν ij ∈ S 2 (V ) * . In the latter case,f ij is an ℓ ij -eigenvector for ℓ ij = 1, and so is not fixed by the action of s, and so since S 2 (V ) * is the kernel a linear form T , we have, by Lemma 2.2, thatf
Since σ commutes with ϕ, ν, we have, for (i, j) ∈ App W with 2
By the same argument we have thatf νϕ ij = f ij for the remaining (i, j) ∈ App W , and so (ii) holds. (iii) then follows.
Lemma 6.8 'lifts' us from a basis of W K to a basis of S 2 (V ) K : combining this with Lemma 6.7 'decomposes' into one of two bases for V L for which the Basic Equation holds whenever (i, j), (k, ℓ) ∈ App W . This set of equations is the tool for constructive recognition.
Corollary 6.9. Let G be a Classical Group, let V be the natural F G-module, and let
* is an irreducible section of S 2 (V ) of codimension at most 2, and ϕ is an isomorphism of F G-modules.
Let s ∈ G be a special element, as in Definition 3.3, let {ℓ
′ is a basis of W K satisfying the conditions in Lemma 6.8. Lemma 6.6 , such that, for every (i, j), (k, ℓ) ∈ App W and for every g ∈ G, the following hold, where κ ij,kℓ = g fW,ij f W,kℓ , a ij = g fV,ifV,j , a
Then there exists a field extension L of K of degree at most 2, a basis
(i) The Basic Equation (9) holds; and
Proof. By Lemma 6.8, the basis F W gives rise to a basis F of S 2 (V ) satisfying the conditions of Lemma 6.7: combining these two results, the result follows.
The Algorithm
In this Section we detail the steps in Initialise and FindPreimage. We first must find a Special Element s (by random search), and then find the eigenvalues of s in its action on W K , a basis F W := {f ij | (i, j) ∈ App W } ∪ F ′ for W K of s-eigenvectors, and constants c ij for certain values of i, j satisfying the conditions of Lemma 6.8. Since S 2 (V ) contains the Alternating Square ∧ 2 (V ) when q is even (and so is irreducible in a nontrivial way) we assume that q is odd.
Parts of the procedure work for all odd q, but ultimately Initialise can be completed only when q ≥ 5 in certain cases (due to the exceptions in Lemma 6.1). The deciding factor is whether or not (1, 1) ∈ App W : when G = {Sp(d, 3), SO ǫ (d, 3)} things break down.
Finding the Special Element.
In the FindSpecialElement procedure, we assume that we have access to an oracle providing random elements of H = X : we denote by ξ H the time required to produce such elements. In practice, we use the built-in functions of GAP and MAGMA to produce random or pseudorandom elements (in the GAP code, we use the built-in function PseudoRandom, and in the MAGMA implementation, the builtin function Random). We require a polynomial-time 'test for suitability', which takes a matrix g ∈ G as input and returns TRUE if g is a special element, and FALSE otherwise. Of course, computing directly the eigenvalues of an element and checking that their number is sufficiently high would work (and would ultimately not effect the analysis of the procedure's complexity), but we wish to discard unsuitable choices as quickly as possible. The name FindSpecialElement is slightly inaccurate: we require our elements to be ppd(d, q; d ′ )-elements with sufficiently many 1-dimensional eigenspaces (specifically, we ask that the ℓ ij -eigenspace be 1-dimensional for all (i, j) ∈ App W ). Such elements form a superset of the special elements: in Section 8.1, we find lower bounds on the proportion of special elements in G, which automatically gives a lower bound on the probability that a randomly chosen element of H will have the desired properties.
In order to find a special element in the case G = SU(d, q) with d even, we do not simply search for them: instead, we search for a more abundant type of element from which a special element can be constructed. Note that here and henceforth, we consider SU(d, q) to be a subgroup of SL(d, q), defined only when q is a square. As part of our test for specialness, we require a polynomial-time test for whether an element s ∈ G has order divisible by a primitive prime divisor of q d ′ − 1. Since we will know the eigenvalues of s when the time comes, it is cheaper to decide if the order of an eigenvalue is divisble by a primitive prime divisor r of q
′ ) with q a prime power and
Suppose that λ ∈ K = F q d ′ , and λ m = 1. Then λ ∈ G has order divisible by a primitive prime divisor of q
Proof. For an integer x, denote by (x) r the r-part of x, that is, the largest power of r dividing x. Suppose that r is a prime divisor of o(s), and suppose that e is the smallest integer such that r | q e − 1. Suppose that 1 ≤ e < d ′ (that is, r is not a primitive prime divisor of q 
. Then by applying Lemma 7.3 to a known eigenvalue of s in K, we can decide if s is a ppd(d, q; d
Note that this task requires that we can completely factorise d ′ : we do not concern ourselves with the cost of non-field-operations. Since our computations take place in a field of size q d ′ , the cost of factoring d ′ will be small compared to the cost of field operations.
The biggest speedup we can perform on the test for specialness is to avoid factoring the characteristic polynomial completely over K if it is unnecessary: in particular it follows from the results below about the orbits of eigenvalues over K that the characteristic polynomial of a special element has no irreducible factors over F of any degree other than 1, 2,
′ , and in fact we know explicitly their distributions (which depend on the case). With this knowledge in our hand, we can eliminate most unsuitable candidates beforehand, and not waste our time computing the eigenvalues over K. Recall that App W (s) is the set of pairs (i, j) such that the ℓ ij -eigenspace of s WK is 1-dimensional. and has complexity
where P is the proportion of special elements in G. In particular, using the bound P > 
Algorithm 1 FindSpecialElement
Input: A set X ⊆ GL(n, q), such that H = X generates a nontrivial section W of S 2 (V ), represented as n × n matrices over F = F q , and an acceptable probability of failure ǫ ∈ (0, 1). Output: A ppd(d, q; d ′ )-element of H, together with its (unlabelled) eigenvalues ℓ ij , separated into σ-orbits (where σ is the Frobenius automorphism x → x q ). Procedure:
, where P is the lower bound for the proportion |S|/|G| given in Table 5 below.
(ii) If more than T random elements of H have been requested, then return FAIL. Otherwise, choose a random element g ∈ H, and compute the characteristic polynomial c g (t) of g. (iii) Compute the square-free factorisation of c g (t) (see [10, Section 4.6] ). If c g (t) has a square divisor which is not a power of (t − 1), then discard g and return to (ii). 
Algorithm 1 has complexity
Proof. It is possible that we may fail to detect the unsuitability of an element until the very last test in (vi), and so in the worst case, we must run (i)-(vi) on T matrices.
Step
Step (iii) costs O(ρ q d 3 log q) and (iv) runs faster than (iii).
We can find the distinct linear factors of the characteristic polynomial using the Las Vegas algorithm of [1] 
and testing whether β m = 1 requires time O(ρ q d ′ d 3/2 log q) by Remark 7.4. Thus each test has total worst-case cost
The result then follows since every special element will pass, and so T tests is sufficient to ensure that the probability of failure is at most ǫ (note that the ǫ introduced by the factoring algorithm is a different value, and we may have to split our error probability between the two: this is a mere technicality and we omit dealing with it for the sake of space and time).
7.2. Labelling the Eigenvalues ℓ ij . The goal of this section is to present the family of LabelEigenvalues procedures which, given the eigenvalues and corresponding eigenspaces of a special element s ∈ H in W K , produce a valid labelling of their orbits according to the structure given in Lemma 6.1.
A valid labelling of the ℓ ij allows us to find eigenvectors f ij for W K satisfying the conditions of Lemma 6.8. While naive searching would suffice to perform this task 'quickly enough' (in the sense that this part of Initialise is not a bottleneck), nevertheless we employ shortcuts to speed up the process.
We proceed case by case, according to the value of d ′ as defined in Table 2 :
In this case, the eigenvalues of s in its action on W K are, by Lemma 6.1,
It follows directly from the definition that for every i, j, we have ℓ ii ℓ jj = ℓ 2 ij -that is, the σ-orbit Ω containing ℓ 11 has the property that the product of any two distinct members of Ω is the square of an eigenvalue in another orbit. Our procedure uses this property to find a suitable ℓ 11 by eliminating those orbits which do not possess the property.
We begin by storing in memory the set of squares of the eigenvalues. Then choosing at random a candidate for ℓ 11 , we test whether ℓ 
11
(which is equal to ℓ 11 ℓ jj ) lies in this set of squares for 2 ≤ j ≤ d. If this test fails for any j, we select another orbit and try again. Since the square root operation is very costly for large fields K, and since we do not need to know the square root of ℓ 1+q j−1 11 explicitly -only whether or not it is one of the ℓ ij -the memory we use to hold this relatively small lookup table is a small price to pay for a much faster procedure.
Remark 7.7.
(i) In step (i) of LabelEigenvaluesSymSquare(d'=d) (and in subsequent LabelEigenvalues procedures outlined below) we do not simply compute the σ-orbits of eigenvalues, but retain a record of the qth power of each eigenvalue. In practice this is achieved by storing each orbit as an ordered list, with each entry the qth power of its predecessor. This step requires O(d 2 ) qth-power computations, each with a cost of O(ρ q d ′ log q), and so the setup of this data structure has complexity O(ρ q d ′ d 2 log q). Once this data structure has been set up, computation of q k th powers of eigenvalues has zero cost (to find the q k th power of an eigenvalue we simply move k spaces down the list), and hence computation of (q k + 1)st powers can hence be performed with a single field operation.
Algorithm 2 LabelEigenvaluesSymSquare(d'=d)
Input: A special element s ∈ H, and the eigenvalues of s in its action on W K , in the case that d ′ = d. Output: A valid labelled set {ℓ ij | 1 ≤ i ≤ j ≤ d} of eigenvalues, and a basis 
. If the result lies in Σ 2 , find its square root and label it ℓ 1k ; if not, then discard Ω and choose another orbit. Once all of ℓ 1k have been labelled, proceed to (iv).
to be the eigenvector of ℓ 1j having a 1 in its first nonzero entry.
these eigenvectors are of no consequence to us.
(ii) In step (iii) of LabelEigenvaluesSymSquare(d'=d), the computation of square roots is free, since in step (ii) we store a correspondence between eigenvalues and their squares. This has a relatively small memory cost, and saves a considerable amount of time, since taking a square root in K has a cost of O(ρ q d ′ d log q). (iii) In practice we perform the final step, of extending the partial basis {f ij | (i, j) ∈ App W } to a basis for W K , by computing a basis for the 1-eigenspace of s in W K (or, in fact, in W , since the 1-eigenspace has a basis consisting only of F -vectors: the distinction is of little consequence).
the conditions in Lemma 6.8; and has complexity
Proof. Steps (iii)-(iv) yield a valid choice of ℓ 11 : setting ℓ 1 to be a square root of this value and setting ℓ i = ℓ
we have that ℓ ij = ℓ i ℓ j -that is, we have a valid labelling of the eigenvalues. Note that the orbit of the true value of ℓ 11 must be tested (since all orbits are tried), and the choice within that orbit is unimportant (for choosing another element of the orbit simply relabels the ℓ i by a cyclic permutation), and so the algorithm terminates after testing every orbit in the worst case. Since for (i, j) ∈ App W , f ij is an ℓ ij -eigenvalue, and F W satisfies the σ-relations in the Symmetric Square case for (i, j) ∈ App W (see Definition 6.3) by the construction in step (vi), F W satisfies the conditions of Lemma 6.8.
2 ) squares to take in step (ii), and in the worst case there are d orbits to try, and d − 1 powers α q k +1 to test.
Since the qth power of every eigenvalue is known (from (i)), step (iv) costs nothing: by labelling the first element in an orbit, we implicitly label the entire orbit (see Remark 7.7(i)).
Step (vii) costs less than (v) since we may complete it by considering the 1-eigenspace. Combining these runtimes, Algorithm 2 is
In this case, we have that ℓ d = 1, and so the eigenvalues of s in its action on W K are, by Lemma 6.1,
We now present the algorithm LabelEigenvaluesSymSquare(d'=d-1), which applies to all of these cases. We proceed similary to the case d ′ = d above, but this time we identify a suitable candidate for the orbit of ℓ 1d = ℓ 1 by noting that ℓ
Algorithm 3 LabelEigenvaluesSymSquare(d'=d-1)
Input: A special element s ∈ H, and the eigenvalues of s in its action on W K , in the case that d ′ = d − 1. Output: A valid labelled set {ℓ ij | 1 ≤ i ≤ j ≤ d} of eigenvalues, and a basis
′ of W K , satisfying the conditions in Lemma 6.8.
Procedure:
(i) Compute the qth power of each eigenvalue, and sort them into ordered σ-orbits. (ii) For each orbit Ω of eigenvalues, and choose an element α ∈ Ω and label
. If the result is an eigenvalue, label it ℓ 1k ; if not, then discard all labels, and choose another orbit Ω. Once all of ℓ 1k have been labelled, proceed to (iii).
to be the eigenvector of ℓ 1j having a 1 in its first nonzero entry. (v) For (i, j) ∈ App W with i > 1, compute f ij using the σ-relations in Definition 6.3. (vi) If necessary, extend {f ij | (i, j) ∈ App W } to a basis for W K in any way. (d'=d-1) ) returns a valid labelling {ℓ ij | 1 ≤ i ≤ j ≤ d} of the eigenvalues of s on W K together with a basis
the conditions in Lemma 6.8; and has complexity
, and so the labelling ℓ ij is valid. Since every orbit is tested, the procedure will eventually find an orbit (the true orbit of ℓ 1d ) satisfying this condition, and so always returns a valid labelling. Since for each f ij we have that f ij is an ℓ ij -eigenvector, and by the construction of f ij in (v) F W satisfies the σ-relations in the Symmetric Square case for all (i, j) ∈ App W (see Definition 6.3), we have that F W satisfies the conditions of Lemma 6.8.
Step (i) has complexity O(ρ q d ′ d 2 log q) (see Remark 7.7(i)), and after performing this step we can compute each power λ q k−1 +1 with just one field multiplication in K. Thus we are guaranteed to find a suitable ℓ 1d after at most d 2 multiplications in K, and so step (ii) has complexity O(ρ q d ′ d
2 ).
Step (iii) is 'free' since we have completed step (i) (again by Remark 7.7(i)).
Step ( 
Step (vi) costs less than step (iv), since we may complete it by a computation of the 1-eigenspace. Combining these runtimes, the total cost of Algorithm 3 is O(ρ q d ′ (d 7 +d 4 log q)). 
The Case
, we have for all (i, j) that ℓ ij = ℓ i ℓ j , and this is a correct labelling of the eigenvalues, and since every orbit is tested in steps (iii)-(v), an orbit satisfying these properties is found, since the true orbit of ℓ 1 m 1 must eventually be tested. Since for all ℓ ij we chose f ij to be an ℓ ij -eigenvector, and we construct f ij in step (viii) to satisfy the σ-relations for all (i, j) ∈ App W (see Definition 6.3), the basis F W satisfies the conditions of Lemma 6.8.
Step (i) involves d 2 qth-power calculations, and so costs O(ρ q d ′ d 2 log q) (see Remark 7.7(i)).
Step (ii) requires 2 qth-power calculations (in the sense that we take powers bounded above by q), and so has complexity O(ρ q d ′ log q). Getting from step (iii) to the successful completion of step (v), in the worst case, requires the
Algorithm 4 LabelEigenvaluesSymSquare(d'=d-2)
Input: A special element s ∈ H, and the eigenvalues of s in its action on W K , in the case that d ′ = d − 2 ≥ 6. Output: A valid labelled set {ℓ ij | 1 ≤ i ≤ j ≤ d} of eigenvalues, and a basis 
If this is not an eigenvalue, return to (iii) and choose another orbit Ω. Step ( Step (ix) costs less than step (vii), since we may complete it by computing the 1-eigenspace of s. Combining these runtimes, Algorithm 4 is
7.3. Avoiding Division By Zero. In the following steps of the algorithm there is a small chance that our procedure may attempt to divide by zero! To deal with this (very real) possibility we again use the techniques of randomised algorithms, and so we need to address two things: we must decide what to do when a division by zero is attempted, and we must bound the probability that the need will arise. Should a division by zero be attempted during one of the FindConstants family of procedures, we simply observe that these procedures depend upon a random selection in the group H, and the division by zero is, in fact, dependent on the random choice made. Thus it is easily fixed by choosing another random element (of course, if this continues to occur we must return FAIL).
If a division by zero is attempted during one of the FindPreimage family of procedures, we must somehow 'inject' randomness into proceedings: should g ∈ G, the input to FindPreimage, cause an error, we choose a random h ∈ H, and compute preimages under ϕ of h, gh −1 . Then the preimage of g is found by computing
where here we use the notation ϕ −1 (h) to mean a representative of the preimage: since this gives only a sign ambiguity, this is well-defined and gives the full preimage of g. We now describe precisely the conditions under which a division by zero may be attempted. 
Proof. This follows immediately from the Basic Equations, since κ ii,jk = , and hence cannot be applied to the other classical groups. We require a conjecture that a similar result holds:
Conjecture 7.13. Let s ∈ G be a special element, and let {f i } be a basis of eigenvectors for s VK as described in Lemma 3.6 . Let g ∈ G be a random element of G, and let (a ij ) be the matrix of g with respect to the basis
, this is precisely the statement of Lemma 4.8 in [14] (albeit with slightly different notation). To computationally test Conjecture 7.13, we construct a random conjugate of G in GL(d, K), and choose a random sample of matrices from this random conjugate (in practice, we produce a random element h ∈ GL(d, K), choose random elements {g i } from a standard copy of G, and test their conjugates {g
we tested 10 random conjugates of the group in GL(d, K), and chose from each conjugate 100 random elements. We found no case of a matrix failing to possess the divisibility property. Of course, it is easy to construct matrices which fail to possess the divisibility property: for example in the Symmetric Square case, most 'nice' matrices, including the identity matrix, do not have the property. However, the sheer size of GL(d, K) means that a random conjugate of G is unlikely to contain many 'nice' matrices.
7.4. Finding the Constants c ij . Having found, using the appropriate variant of LabelEigenvalues in Section 7.2 above, a basis F W satisfying the conditions of Lemma 6.8, we know (by the conclusions of this Lemma and Corollary 6.9) that there exist bases
can be calculated from the action on F W , so long as we know the values of certain c ij (or c − ij ). This section is dedicated to the computation of these required constants.
Recall from Corollary 6.9 that, for every (i, j), (k, ℓ) ∈ App W , the Basic Equations in the Symmetric Square Case hold:
where a ij = g fifj , a
, κ ij,kℓ = g fij f kℓ , and δ ij = 1 when i = j and 0 otherwise. The first of these equations is the key to both the process of finding c ij (or c − ij ), and later, finding the matrix (a ij ) = (g fifj ) for an arbitrary g ∈ G.
However, in the course of our procedures, information is lost in the case that both sides of the equation are zero: this is addressed in Section 7.3: recall from Definition 7.11 that we say a matrix (a ij ) ∈ GL(d, K) has the divisibility property if a ij = 0 for all i, j.
Remark 7.14. Throughout this section and the next, we make frequent reference to Lemma 6.2, which states (in short) that, with a few exceptional cases,
We prove several results in this section which depend upon membership in App W , and so we do not technically require Lemma 6.2 until we 'use' the results to produce the Algorithms FindConstantsSymSquare and FindPreimageSymSquare. However, the reader should keep in mind that (1, d ′ /2 + 1) is the only possible exception to the general rule that '(1, j) is always in App W '.
Moreover, it is always true that (i, j) ∈ App W whenever (i − 1, j − 1) ∈ App W . 7.4.1. Relations Between the Values κ ij,kℓ , c ij , a ij . In this section we derive certain relations between the constants κ ij,kℓ , c ij , and a ij , which are obtained through manipulations of (9) along with the assumption that (a ij ) has the divisibility property. Note that while all of these relations apply to the 'negative' versions of the a ij , c ij , we have no need for them. Proof. If i = j the result follows immediately from Corollary 6.9. Suppose now that i < j. Then by (9) , noting that the c ij are, by definition, never zero, and since κ ij,jj , κ jj,jj = 0 since g has the divisibility property (by Lemma 7.12), we have
and the result follows. Note that since q is odd, division by 4 is well-defined. 
Proof. Part (i) follows on setting i = j = k = ℓ in (9). For (ii), applying (9) with pairs (i, i), (i, j), we have
and the result follows since c ii = 1, by Lemma 7.15.
For (iii), note first that applying (9), we have
Secondly, again applying (9),
Multiplying the two gives the result.
We now use Lemma 7.16 to give a result which allows us to isolate the a ij from the c ij (we will use this to extract the c ij first, and once they are known it will be relatively easy to find the a ij ):
Lemma 7.17. Let (iii) i,j,k be defined as in Lemma 7.16(iii) , let k > 1 be odd, and . The result then follows by Lemma 7.15.
It may seem that the result of Lemma 7.17 is sufficient to determine the a ij for very many (i, j) without any care for the values of the c ij . However, for simplicity, and since things become increasingly complex when there are issues with (i, j) ∈ App W , we prefer to calculate the c ij in any case: it is better to deal with any potential difficulties in the preprocessing procedure Initialise rather than in the procedure FindImage, which may be run many times.
Lemma 7.18. Let (iii) i,j,k be defined as in Lemma 7.16(iii) , let k > 1 be odd, and set j = Proof. Using Lemmas 7.16(ii) and 7.19, we have
a 11 a 1k = 1 κ 11,1k (iii) 1,2,k c
and the result follows.
The following result proves that if we 'incorrectly guessed' the value of c 12 (that is, if y = −1), then we will find instead the values c − ij , and so without loss of generality we may assume that y = 1. Corollary 6.9 . Let y = ±1, and define
if j is odd; and c 1j y if j is even;
In particular, we have
Proof. If i = 1, then the result follows immediately from the definition of c ′ ij . We now suppose that i > 1 and proceed by induction. If j − i is odd, we have that
The second assertion follows trivially when y = 1, and when y = −1 we have that the definition of c 
where ξ H is the cost of choosing random elements from H, and ρ q d ′ is the cost of a field operation in K.
divisibility property.
Assuming Conjecture 7.13 holds, we have that the probability that (a ij ) has the divisibility property is at least 1/2, and so setting T = ⌈4 log ǫ −1 ⌉], the procedure returns FAIL with probability less than ǫ, and has complexity O(
Probability and Proportions
The effectiveness of any algorithm which chooses random elements is dependent upon probability: namely, the probability that a randomly chosen element has the properties we need. In our case there are two issues at hand: the probability that a randomly chosen element has the required eigenstructure, and later that randomly chosen element do not have zeroes in places that we don't want.
8.1. Counting Special Elements. In this Section we determine, using the Quokka Theory of Niemeyer and Praeger, lower bounds for the proportions of Special Elements in Classical Groups. We provide only a very brief summary of Quokka Theory here: for more see [13, 19] .
Quokka sets are subsets Q of a finite group G of Lie Type whose proportion in G can be found by determining certain proportions in maximal tori in G and in the Weyl group of G (respectively, an abelian group and a permutation group -both much simpler to deal with). Recall that each element g ∈ G has a unique Jordan decomposition g = su, where s ∈ G is semisimple, u ∈ G is unipotent and su = us (with s and u called the semisimple part and u the unipotent part of g respectively [2, p. 11]). A nonempty subset Q of G = GL(n, q) is a quokka set if the following two conditions hold:
(i) if g ∈ G has Jordan decomposition g = su with semisimple part s and unipotent part u, then g ∈ Q if and only if s ∈ Q; (ii) Q is a union of G-conjugacy classes.
By [4, Lemma XX] , the characteristic polynomial of the semisimple part s of g is the same as the characteristic polynomial of g: thus all properties of the eigenvalues of a group element are preserved in this 'transition' to s. It follows that: Suppose thatF q is the algebraic closure of F q , with F the Frobenius morphism (so that the fixed points of F inF q are precisely F q ). Then as outlined in [13, Section 3] , choose a maximal torus T 0 of GL(n,F q ) so that W = NĜ(T 0 )/T 0 is the corresponding Weyl group (isomorphic to a subgroup of S d ).
A subgroup H of the connected reductive algebraic group GL(n,F q ) is said to be Fstable if F (H) = H, and for each such subgroup H, we write H F = H ∩ GL(n, F q ). We define an equivalence relation on W as follows: elements w, w ′ ∈ W are Fconjugate if there exists x ∈ W such that w ′ = Let C be the set of F -conjugacy classes in W and, for each C ∈ C, let T C be a representative element of the family of F -stable maximal tori corresponding to C. The following theorem is a direct consequence of [19 Table 2 for reference). Then the proportion |S|/|G F | is bounded below by the corresponding value in the final column of Table 2 .
In all cases, the proof is similar to the proof of [19 Table 5 . Thus we summarise the proof and give the important values in Table 5 : for a very detailed proof in all cases, see [3, Chapter 6] . The maximal torus corresponding to the Fconjugacy class of W is given in the 7th column of Table 5 , and is exactly as in the proof of [19, Theorem 1.9] : the only difference in our case is the extra conditions we impose on the order of a special element: this difference manifests in the proportion |S ∩ T C |/||T C |: for this we need the following Lemma. Proof. Let t be a divisor of a. The proportion of elements of Z a having order exactly t is ϕ(t), and the second inequality (which we have simplified from ϕ(a) > log 2 2 a log a since log 2 > 2 3 ) can be found in [15, I.1.5] (citing [6] ). Thus in every case, we apply Lemma 8.4 to bound below the proportion of elements of the torus T C contained in S (that is, having the required order as in Table 2 ), to bound below the value |S ∩ T C |/|T C |, with the results given in the 9th column of Table 5 (in the case d ′ = d − 2, we must apply Lemma 8.4 twice: once to each cyclic component). We obtain a lower bound for |S|/|G| (10th column) by combining this with the proportion |C|/|W | (8th column) found in [19, 3] .
Implementations
The original (unofficially released) implementation of this algorithm was in GAP and at the time of writing has been made public at the first author's website, or by direct contact. It is likely to be implemented in a more official way in the 2 ) is also in development, and the Symmetric Square case is complete. We perform tests using the implementation in MAGMA, comparing the runtimes (in seconds) in the Linear case against MAGMA's algorithm RecogniseSL, and in the Symplectic case against MAGMA's RecogniseSpOdd. Both are implementations of the Kantor-Seress Black Box algorithm [9] . Note that while in the Linear case, the Magaard-O'Brien-Seress algorithm [14] is implemented in GAP, this is essentially identical to our algorithm, and so we compare against the Black Box algorithm to illustrate the effectiveness of our methods. In practice, our implementation is slightly more efficient than the existing implementation, and both are considerably faster than the Black Box (of course, the Black Box methods have a much wider scope).
The MAGMA implementation was produced in July 2013, with the help and hospitality of the University of Auckland (in particular, Professor Eamonn O'Brien).
