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Abstract
We address the macroscopic theory of superconductivity - the Ginzburg-Landau
theory. This theory is based on the celebrated Ginzburg - Landau equations. First
developed to explain and predict properties of superconductors, these equations form an
integral part - Abelean-Higgs component - of the standard model of particle physics and,
in general, have a profound influence on physics well beyond their original designation
area.
We present recent results and review earlier works involving key solutions of these
equations - the magnetic vortices (of Nielsen-Olesen ( Nambu) strings in particle
physics) and vortex lattices, their existence, stability and dynamics, and how they
relate to the modified theta functions appearing in number theory. Some automorphic
functions appear naturally and play a key role in this theory.
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1 Introduction
In this contribution we present some recent results on the Ginzburg-Landau equations of
superconductivity and review appropriate background. The Ginzburg-Landau equations
describe the key mesoscopic and macroscopic properties of superconductors and form the
basis of the phenomenological theory of superconductivity. They are thought of as the result
of coarse-graining the Bardeen-Cooper-Schrieffer microscopic theory, and were derived from
the latter by Gorkov [35]. (Recently, the rigorous derivation in the case of non-dynamic
magnetic fields was achieved in [32].)
These equations appear also in particle physics, as the Abelean-Higgs model, which is
the simplest, and arguably most important, ingredient of the standard model [93]. Geomet-
rically, they are the simplest equations describing the interaction of the electro-magnetic
field and a complex field, and can be thought of as the ‘Dirichlet’ problem for a connection
of U(1)-principal bundle and a section of associated vector bundle.
One of the most interesting mathematical and physical phenomena connected with
Ginzburg-Landau equations is the presence of vortices in their solutions. Roughly speak-
ing, a vortex is a spatially localized structure in the solution, characterized by a non-trivial
topological degree (winding number). It represents a localized defect where the normal state
intrudes, and magnetic flux penetrates. it is called the magnetic vortex.
Vortices exist on their own, or, as predicted by A. Abrikosov [1] in 1957, they can be
arrayed in a lattice pattern. (In 2003, Abrikosov received the Nobel Prize for this discovery.)
Individual vortices and vortex lattices is the subject of this contribution. In it we present
already classical results on the former and recent results on the latter. It can be considered
as an update of the review [43], from which for convenience of the reader, we reproduce
some material.
Like the latter review, we do not discuss the two important areas, the κ→∞ regime (the
quasiclassical limit of the theory) and the linear eigenvalue problem related to the second
critical magnetic field. Fairly extensive reviews of these problems are given in [71] and [33],
respectively. We also mention the book [15] which inspired much of the activity in this area.
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2 The Ginzburg-Landau Equations
The Ginzburg-Landau theory ([34]) gives a macroscopic description of superconducting ma-
terials in terms of a pair (Ψ, A) : Rd → C×Rd, d = 1, 2, 3, a complex-valued function Ψ(x),
called an order parameter, so that |Ψ(x)|2 gives the local density of (Cooper pairs of) super-
conducting electrons, and the vector field A(x), so that B(x) := curlA(x) is the magnetic
field. In equilibrium, they satisfy the system of nonlinear PDE called the Ginzburg-Landau
equations:
−∆AΨ = κ2(1− |Ψ|2)Ψ
curl2A = Im(Ψ¯∇AΨ) (2.1)
where ∇A = ∇ − iA, and ∆A = ∇2A, the covariant derivative and covariant Laplacian,
respectively, and κ > 0 is a parameter, called the Ginzburg-Landau parameter, depends
on the material properties of the superconductor. For d = 2, curlA := ∂1A2 − ∂2A1 is a
scalar, and for scalar B(x) ∈ R, curlB = (∂2B,−∂1B) is a vector. The vector quantity
J(x) := Im(Ψ¯∇AΨ) is the superconducting current. (See eg. [88, 89]).
Particle physics. In the Abelian-Higgs model, ψ and A are the Higgs and U(1) gauge
(electro-magnetic) fields, respectively. Geometrically, one can think of A as a connection on
the principal U(1)-bundle Rd × U(1), d = 2, 3.
Cylindrical geometry. In the commonly considered idealized situation of a superconductor
occupying all space and homogeneous in one direction, one is led to a problem on R2 and
so may consider Ψ : R2 → C and A : R2 → R2. This is the case we deal with in this
contribution.
2.1 Ginzburg-Landau energy
The Ginzburg-Landau equations (2.1) are the Euler-Lagrange equations for critical points
of the Ginzburg-Landau energy functional (written here for a domain Q ∈ R2)
EQ(Ψ, A) := 1
2
∫
Q
{
|∇AΨ|2 + (curlA)2 + κ
2
2
(|Ψ|2 − 1)2
}
. (2.2)
Superconductivity: In the case of superconductors, the functional E(ψ,A) gives the difference
in (Helmholtz) free energy (per unit length in the third direction) between the supercon-
ducting and normal states, near the transition temperature.
This energy depends on the temperature (through κ) and the average magnetic field,
b = limQ→R2 1|Q|
∫
Q
curlA, in the sample, as thermodynamic parameters. Alternatively, one
can consider the free energy depending on the temperature and an applied magnetic field, h.
For a sample occupying a finite domain Q, this leads (through the Legendre transform) to
the Ginzburg-Landau Gibbs free energy GQ(Ψ, A) := EQ(Ψ, A)− ΦQh, where ΦQ = b|Q| =∫
Q
curlA is the total magnetic flux through the sample.
GQ(Ψ, A) :=
1
2
∫
Q
{
|∇AΨ|2 + κ
2
2
(|Ψ|2 − 1)2 + (curlA− h)2
}
. (2.3)
The parameters b or h do not enter the equations (2.1) explicitly, but they determine the
density of vortices, which we describe below.
In what follows we write E(Ψ, A) = ER2(Ψ, A) and G(Ψ, A) = GR2(Ψ, A).
Particle physics: In the particle physics case, the functional E(Ψ, A) gives the energy of a
static configuration in the U(1) Yang-Mills-Higgs classical gauge theory.
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2.2 Symmetries of the equations
The Ginzburg-Landau equations (2.1) admit several symmetries, that is, transformations
which map solutions to solutions.
Gauge symmetry: for any sufficiently regular function γ : R2 → R,
T gaugeγ : (Ψ(x), A(x)) 7→ (eiγ(x)Ψ(x), A(x) +∇γ(x)); (2.4)
Translation symmetry: for any h ∈ R2,
T transh : (Ψ(x), A(x)) 7→ (Ψ(x+ h), A(x+ h)); (2.5)
Rotation symmetry: for any ρ ∈ SO(2),
T rotρ : (Ψ(x), A(x)) 7→ (Ψ(ρ−1x), ρ−1A((ρ−1)Tx)), (2.6)
One of the analytically interesting aspects of the Ginzburg-Landau theory is the fact
that, because of the gauge transformations, the symmetry group is infinite-dimensional.
2.3 Quantization of flux
Finite energy states (Ψ, A) are classified by their topological degree (the winding number of
ψ at infinity):
deg(Ψ) := degree
(
Ψ
|Ψ|
∣∣∣∣
|x|=R
: S1 → S1
)
,
for R  1, since |Ψ(x)| → 1 as |x| → ∞. For each such state we have the quantization of
magnetic flux:∫
R2
B(x)dx = 2pi deg(Ψ) ∈ 2piZ,
which follows from integration by parts (Stokes theorem) and the requirement that |Ψ(x)| →
1 and |∇AΨ(x)| → 0 as |x| → ∞.
For vortex lattices (see below) the energy is infinite, but the flux quantization still holds
for each lattice cell because of gauge-periodic boundary conditions (see below for details).
2.4 Homogeneous solutions
The simplest solutions to the Ginzburg-Landau equations (2.1) are the trivial ones corre-
sponding to physically homogeneous states:
1. the perfect superconductor solution, (Ψs, As), where Ψs ≡ 1 and As ≡ 0 (so the
magnetic field ≡ 0),
2. the normal metal solution, (Ψn, An), where Ψn ≡ 0 and An corresponds to a constant
magnetic field.
(Of course, any gauge transformation of one of these solutions has the same properties.)
We see that the perfect superconductor is a solution only when the magnetic field B(x)
is zero. On the other hand, there is a normal solution for any constant magnetic field (to
be thought of as determined by applied external magnetic field).
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2.5 Length scales; type I and II superconductors
Solving the Ginzburg-Landau equations near a flat interface between normal and supercon-
ducting states shows that (in our units), the magnetic field varies on the length scale 1, the
penetration depth, while the order parameter varies on the length scale 1mκ , the coherence
length, where mκ := min(
√
2κ, 2).
The two length length scales 1/mκ and 1 coincide at κ = 1/
√
2. Considering a flat
interface between the normal and superconducting states, one can show easily that at this
point the surface tension changes sign from positive for κ < 1/
√
2 to negative for κ > 1/
√
2.
This critical value κ = 1/
√
2 separates superconductors into two classes with different
properties:
κ < 1/
√
2: Type I superconductors, exhibit first-order (discontinuous, finite size nucle-
ation) phase transitions from the non-superconducting state to the superconducting state
(essentially, all pure metals);
κ > 1/
√
2: Type II superconductors, exhibit second-order (continuous) phase transitions
and the formation of vortex lattices (dirty metals and alloys).
Thus mκ < 1 for Type I superconductors and mκ > 1 for Type II superconductors.
2.6 The self-dual case κ = 1/
√
2
In the self-dual case κ = 1/
√
2 of (2.1), vortices effectively become non-interacting, and
there is a rich multi-vortex solution family. Bogomolnyi [17] found the topological energy
lower bound
E(Ψ, A)|κ=1/√2 ≥ pi |deg(Ψ)| (2.7)
and showed that this bound is saturated (and hence the Ginzburg-Landau equations are
solved) when certain first-order equations are satisfied.
2.7 Critical magnetic fields
In superconductivity there are several critical magnetic fields, two of which (the first and
the second critical magnetic fields) are of special importance:
hc1 is the field at which the first vortex enters the superconducting sample.
hc2 is the field at which a mixed state bifurcates from the normal one.
(The critical field hc1 is defined by the condition G(Ψs, As) = G((Ψ
(1), A(1)), where (Ψs, As)
is the perfect superconductor solution, defined above, and (Ψ(1), A(1)) is the 1-vortex solu-
tion, defined below, while hc2, by the condition that the linearization of the l.h.s. of (2.1)
on the normal state (Ψn, An) has zero eigenvalue. One can show that hc2 = κ
2.)
For type I superconductors hc1 > hc2 and for type II superconductors hc1 < hc2. In
the former case, the vortex states have relatively large energies, i.e. are metastable, and
therefore are of little importance.
For type II superconductors, there are two important regimes to consider: 1) average
magnetic fields per unit area, b, are less than but sufficiently close to hc2,
0 < hc2 − b hc2 (2.8)
and 2) the external (applied) constant magnetic fields, h, are greater than but sufficiently
close to hc1,
0 < h− hc1  hc1. (2.9)
The reason the first condition involves b, while the second h is that the first condition comes
from the Ginzburg-Landau equations (which do not involve h), while the second from the
Ginzburg-Landau Gibbs free energy.
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One of the differences between the regimes (2.8) and (2.9) is that |Ψ|2 is small in the
first regime (the bifurcation problem) and large in the second one. If a superconductor fills
in the entire R2, then in the second regime, the average magnetic field per unit area, b→ 0,
as h→ hc1.
2.8 Time-dependent equations
A number of dynamical versions of the Ginzburg-Landau equations appear in the literature.
Here we list the most commonly studied and physically relevant.
Superconductivity. In the leading approximation, the evolution of a superconductor is de-
scribed by the gradient-flow-type equations for the Ginzburg-Landau energy{
γ∂tΦΨ = ∆AΨ + κ
2(1− |Ψ|2)Ψ,
σ∂t,ΦA = − curl∗ curlA+ Im(Ψ¯∇AΨ).
(2.10)
Here Φ is the scalar (electric) potential, γ a complex number, and σ a two-tensor, and ∂tΦ
is the covariant time derivative ∂t,Φ(Ψ, A) = ((∂t + iΦ)Ψ, ∂tA+∇Φ). The second equation
is Ampe`re’s law, curlB = J , with J + JN + JS , where JN = −σ(∂tA +∇Φ) (using Ohm’s
law) is the normal current associated to the electrons not having formed Cooper pairs, and
JS = Im(Ψ¯∇AΨ), the supercurrent.
These equations are called the time-dependent Ginzburg-Landau equations or the Gorkov-
Eliashberg-Schmidt equations proposed by Schmid ([74]) and Gorkov and Eliashberg ([36])
(earlier versions are due to Bardeen and Stephen and Anderson, Luttinger and Werthamer).
Particle physics. The time-dependent U(1) Higgs model is described by
∂2tΦΨ = ∆AΨ + κ
2(1− |Ψ|2)Ψ
∂2tΦA = − curl∗ curlA+ Im(Ψ¯∇AΨ),
(2.11)
coupled (covariant) wave equations describing the U(1)-gauge Higgs model of elementary
particle physics (written here in the temporal gauge). Equations (2.11) are sometimes also
called the Maxwell-Higgs equations.
In what follows, we concentrate on the Gorkov-Eliashberg-Schmidt equations, (2.10) and,
for simplicity of notation, we use the gauge, in which the scalar potential, Φ, vanishes, Φ = 0.
3 Vortices
3.1 n-vortex solutions
A model for a vortex is given, for each degree n ∈ Z, by a “radially symmetric” (more
precisely equivariant) solution of the Ginzburg-Landau equations (2.1) of the form
Ψ(n)(x) = fn(r)e
inθ and A(n)(x) = an(r)∇(nθ) , (3.1)
where (r, θ) are the polar coordinates of x ∈ R2. Note that deg(Ψ(n)) = n. The pair
(Ψ(n), A(n)) is called the n-vortex (magnetic or Abrikosov in the case of superconductors,
and Nielsen-Olesen or Nambu string in the particle physics case). For superconductors, this
is a mixed state with the normal phase residing at the point where the vortex vanishes.
The existence of such solutions of the Ginzburg-Landau equations was already noticed by
Abrikosov [1] and proven in [14].
Using self-duality, and consequent reduction to a first-order equations, Taubes [85, 86]
has showed that for a given degree n, the family of solutions modulo gauge transformations
(moduli space) is 2|n|-dimensional, and the 2|n| parameters describe the locations of the
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zeros of the scalar field – that is, the vortex centers. A review of this theory can be found
in the book of Jaffe-Taubes [47].
The n-vortex solution exhibits the length scales discussed above. Indeed, the following
asymptotics for the field components of the n-vortex (3.1) were established in [67] (see
also [47]):
J (n)(x) = nβnK1(r)[1 + o(e
−mκr)]Jxˆ
B(n)(r) = nβnK1(r)[1− 12r +O(1/r2)]|1− fn(r)| ≤ ce−mκr, |f ′n(r)| ≤ ce−mκr,
(3.2)
as r := |x| → ∞, where J (n) := Im(Ψ(n)∇A(n)Ψ(n)) is the n-vortex supercurrent, B(n) :=
curlA(n) is the n-vortex magnetic field, βn > 0 is a constant, and K1 is the modified Bessel
function of order 1 of the second kind. The length scale of Ψ(n) is 1/mκ. Since K1(r)
behaves like ce−r/
√
r for large r, we see that the length scale for J (n) and B(n) is 1. (In
fact, for x 6= 0, Ψ(n) vanishes as κ→∞.)
3.2 Stability
We say the n-vortex is (orbitally) stable, if for any initial data sufficiently close to the n-
vortex (which includes initial momentum field in the (2.11) case), the solution remains, for
all time, close to an element of the orbit of the n-vortex under the symmetry group. Here
“close” can be taken to mean close in the “energy space” Sobolev norm H1.
Similarly, for asymptotic stability : the solution converges, as t → ∞, to an element of
the symmetry orbit (that is, to a spatially-translated, gauge-transformed n-vortex).
The basic result on vortex stability is the following:
Theorem 3.1 ([40, 39]). 1. For Type I superconductors, all n-vortices are asymptotically
stable.
2. For Type II superconductors, the ±1-vortices are stable, while the n-vortices with |n| ≥
2, are unstable.
This stability behaviour was long conjectured (see [47]), based on numerical computations
(eg. [46]) leading to a “vortex interaction” picture wherein inter-vortex interactions are
always attractive in the Type-I case, but become repulsive for like-signed vortices in the
Type-II case.
This result agrees with the fact, mentioned above, that the surface tension is positive
for κ < 1/
√
2 and negative for κ > 1/
√
2, so the vortices try to minimize their ’surface’ for
κ < 1/
√
2 and maximize it for κ > 1/
√
2.
Stability for pinned vortices was proven in [44].
For the Maxwell-Higgs equations (2.11), the above result was proven for the orbital
stability only (see [39]). The asymptotic stability of the n-vortex for these equations is not
known.
See also [23, 73] for extensions of these results to domains other than R2.
To demonstrate the above theorem, we first prove the linearized/energetic stability or
instability. To formulate the latter, we observe that the n-vortex is a critical point of the
Ginzburg-Landau energy (2.2), and the second variation of the energy
L(n) := Hess E(Ψ(n), A(n))
is the linearized operator for the Ginzburg-Landau equations (2.1) around the n-vortex,
acting on the space X = L2(R2,C) ⊕ L2(R2,R2). (Hess E(u) is the Gaˆteaux derivative of
the L2−gradient of the l.h.s. of (2.1) and u = (Ψ, A). Since Hess E(u) is only real-linear,
to apply the spectral theory, it is convenient to extend it to a complex-linear operator.
However, in order not to introduce extra notation, we ignore this point here and deal with
L(n) as if it were a complex-linear operator.)
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The symmetry group of E(Ψ, A), which is infinite-dimensional due to gauge transforma-
tions, gives rise to an infinite-dimensional subspace of Null(L(n)) ⊂ X, which we denote here
by Zsym. We say the n-vortex is (linearly) stable if for some c > 0,
L(n)|Z⊥sym ≥ c > 0, (3.3)
and unstable if L(n) has a negative eigenvalue. By this definition, a stable state is a local
energy minimizer which is a strict minimizer in directions orthogonal to the infinitesimal
symmetry transformations. An unstable state is an energy saddle point.
Once the linearized (spectral) stability is proven, the main task in proving the orbital
stability is the construction of a path in the (infinite dimensional, due to gauge symmetry)
symmetry group orbit of the n-vortex, to which the solution remains close. For the gradient-
flow equations (2.10) the orbital stability can be easily strengthened to and with little more
work, the asymptotic stability can be accomplished.
A few brief remarks on the proof of the key step (3.3):
• Since the vortices are gauge equivalent under the action of rotation, i.e.,
Ψ(Rαx) = e
inαΨ(x), R−αA(Rαx) = A(x),
where Rα is counterclockwise rotation in R2 through the angle α, the linearized operator
L(n) commutes with the representation ρn : U(1) → Aut([L2(R2;C)]4) of the group U(1),
given by
ρn(e
iθ)(ξ, α)(x) = (einθξ, e−iθα)(R−θx).
It follows that L(n) leaves invariant the eigenspaces of dρn(s) for any s ∈ iR = Lie(U(1)).
(The representation of U(1) on each of these subspaces is multiple to an irreducible one.)
According to a representation of the symmetry group, this results in (fiber) block decompo-
sition of L(n),
X ≈
⊕
m∈Z
(L2rad)
4, L(n) ≈ ⊕m∈ZL(n)m , (3.4)
where L2rad ≡ L2(R+, rdr) and ≈ stands for the unitary equivalence, which is described
below. One can then study each operator L
(n)
m , which acts on (vectors of) radially-symmetric
functions.
• The gauge adjusted translational zero-modes each lie within a single subspace of the
decomposition 3.4 and correspond, after complexification and rotation, to the vector
T = ( f ′n(r), b
(n)(r)fn(r), na
′
n(r)/r, na
′
n(r)/r ), (3.5)
where we defined, for convenience, b(n)(r) = n(1−a
(n)(r))
r , in the m = ±1 sectors. The
stability proof is built on Perron-Frobenius-type arguments (“positive zero-mode ⇐⇒ the
bottom of the spectrum”), adapted to the setting of systems. In particular, T lies in the
“positivity cone” of vector-functions with positive components, and we are able to conclude
that L
(n)
±1 ≥ 0 with non-degenerate zero-eigenvalue.
• A key component is the exploitation of the special structure, hinted at by the Bogomolnyi
lower bound (2.7), of the linearized operator L(n) at the self-dual value κ = 1/2 of the
Ginzburg-Landau parameter. In fact,
L(n)m |κ=1/2 = (F (n)m )∗F (n)m
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for a first-order operator, Fm, having 2|n| zero-modes which can be calculated semi-explicitly.
These modes can be thought of as arising from independent relative motions of vortices, and
the fact that they are energy-neutral, relates to the vanishing of the vortex interaction at
κ = 1/2 [17, 92]. Two of the modes arise from translational symmetry, while careful analysis
shows that as κ moves above (resp. below) 1/2, the 2|n|−2 “extra” modes become unstable
(resp. stable) directions.
Technically, it is convenient, on the first step, effectively remove the (infinite-dimensional
subspace of) gauge-symmetry zero-modes, by modifying L(n) to make it coercive in the
gauge directions – this leaves only the two zero-modes arising from translational invariance
remaining.
Let C be the operation of taking the complex conjugate. The results in (fiber) block
decomposition of L(n), mentioned above is given in
Theorem 3.2 ([40]). (a) Let Hm := [L2rad]4 and define U : X → H, where H =
⊕
m∈ZHm,
so that on smooth compactly supported v it acts by the formula
(Uv)m(r) = J
−1
m
∫ 2pi
0
χ−1m (θ)ρn(e
iθ)v(x)dθ.
where χm(θ) are characters of U(1), i.e., all homomorphisms U(1) → U(1) (explicitly
we have χm(θ) = e
imθ) and
Jm : Hm → ei(m+n)θL2rad ⊕ ei(m−n)θL2rad ⊕−iei(m−1)θL2rad ⊕ iei(m+1)θL2rad
acting in the obvious way. Then U extends uniquely to a unitary operator.
(b) Under U the linearized operator around the vortex, K
(n)
# , decomposes as
UL(n)U−1 =
⊕
m∈Z
L(n)m , (3.6)
where the operators L
(n)
m act on Hm as J−1m L(n)Jm.
(c) The operators K
(n)
m have the following properties:
K(n)m = RK
(n)
−mR
T , where R =
(
Q 0
0 Q
)
, Q =
(
0 C
C 0
)
, (3.7)
σess(K
(n)
m ) = [min(1, λ),∞), (3.8)
for |n| = 1 and m ≥ 2, L(n)m − L(n)1 ≥ 0 with no zero-eigenvalue, (3.9)
L
(n)
0 ≥ c > 0 for all κ, (3.10)
L
(±1)
1 ≥ 0 with non-degenerate zero-mode given by (3.5). (3.11)
Since, by (3.8) and (3.11), L
(±1)
1 |T⊥ ≥ c˜ > 0 and, by (3.10) and (3.11), L(±1)m ≥ c′ > 0
for |m| ≥ 2, this theorem implies (3.3).
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4 Vortex Lattices
In this section we describe briefly recent results on vortex lattice solutions, i.e. solutions,
which display vortices arranged along vertices of a lattice in R2. Since their discovery by
Abrikosov in 1957, solutions have been studied in numerous experimental and theoretical
works (of the more mathematical studies, we mention the articles of Eilenberger [31] and
Lasher [53]).
The rigorous investigation of Abrikosov solutions began in [58], soon after their discovery.
Odeh has given a detailed sketch of the proof the bifurcation of Abrikosov solutions at the
second critical magnetic field. Further details were provided by Barany, Golubitsky, and
Tursky [11], using equivariant bifurcation theory, and by Taka´c˘ [84], who obtained results
on the zeros of the bifurcating solutions. The proof of existence was completed in [90] and
extended further in [91] beyond the cases covered in the works above.
Existence of Abrikosov solutions at low magnetic fields, near the first critical magnetic
field was given in [76].
Moreover, Odeh has also given a detailed sketch of the proof, with details filled in in [28],
of the existence of Abrikosov solutions using the variational minimization of the Ginzburg-
Landau energy functional reduced to a fundamental cell of the underlying lattice. However,
this proof provides only very limited information about the solutions.
Moreover, important and fairly detailed results on asymptotic behaviour of solutions,
for κ → ∞ and the applied magnetic fields, h, satisfying h ≤ 12 log κ+const (the London
limit), were obtained in [10] (see this paper and the book [71] for references to earlier works).
Further extensions to the Ginzburg-Landau equations for anisotropic and high temperature
superconductors can be found in [4, 5].
Among related results, a relation of the Ginzburg-Landau minimization problem, for
a fixed, finite domain and in the regime of the Ginzburg-Landau parameter κ → ∞ and
external magnetic field, to the Abrikosov lattice variational problem was obtained in [10, 8].
[27] (see also [28]) have found boundaries between superconducting, normal and mixed
phases.
The proof that the triangular lattices minimize the Ginzburg-Landau energy functional
per the fundamental cell was completed in [90] using the original Abrikosov ideas and results
on the Abrikosov ’constant’ due to [2, 57].
The stability of Abrikosov lattices was shown in [77] for gauge periodic perturbations, i.e.
perturbations having the same translational lattice symmetry as the solutions themselves,
and in [78] for local, more precisely, H1, perturbations.
Here we describe briefly the existence and stability results and the main ingredient en-
tering into their proofs.
4.1 Abrikosov lattices
In 1957, A. Abrikosov ([1]) discovered a class of solutions, (Ψ, A), to (2.1), presently known
as Abrikosov lattice vortex states (or just Abrikosov lattices), whose physical character-
istics, density of Cooper pairs, |Ψ|2, the magnetic field, curlA, and the supercurrent,
JS = Im(Ψ¯∇AΨ), are double-periodic w.r. to a lattice L. (This set of states is invariant
under the symmetries of the previous subsection.)
For Abrikosov states, for (Ψ, A), the magnetic flux,
∫
Ω
curlA, through a lattice cell, Ω,
is quantized,
1
2pi
∫
Ω
curlA = deg Ψ = n, (4.1)
for some integer n. Indeed, the periodicity of ns = |Ψ|2 and J = Im(Ψ¯∇AΨ) imply that
∇ϕ − A, where Ψ = |Ψ|eiϕ, is periodic, provided Ψ 6= 0 on ∂Ω. This, together with
Stokes’s theorem,
∫
Ω
curlA =
∮
∂Ω
A =
∮
∂Ω
∇ϕ and the single-valuedness of Ψ, imply that
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∫
Ω
curlA = 2pin for some integer n. Using the reflection symmetry of the problem, one can
easily check that we can always assume n ≥ 0.
Equation (4.1) implies the relation between the average magnetic flux, b, per lattice cell,
b = 1|Ω|
∫
Ω
curlA, and the area, |Ω|, of a fundamental cell
b =
2pin
|Ω| . (4.2)
Finally, it is clear that the gauge, translation, and rotation symmetries of the Ginzburg-
Landau equations map lattice states to lattice states. In the case of the gauge and translation
symmetries, the lattice with respect to which the solution is gauge-periodic does not change,
whereas with the rotation symmetry, the lattice is rotated as well. The magnetic flux per
cell of solutions is also preserved under the action of these symmetries.
4.2 Existence of Abrikosov lattices
We assume always that the co-ordinate origin is placed at one of the vertices of the lattice L.
By the shape of lattice L we understand the equivalence class [L] of lattices, with equivalence
relations given by rotations and dilatations. We will show in Appendix A that lattice shapes
can be parametrized by points τ in the fundamental domain, Π+/SL(2,Z), of the modular
group SL(2,Z) acting on the Poicare´ half-plane Π+ := {τ ∈ C : Im τ > 0} (see Fig. 1). (We
denote the corresponding equivalence class by [τ ].)45 STRUCTURE OF THE GROUND STATE OF THE ELECTROWEAK. . . 3843
vq =0 0.25
0.5
1.5
1.000 26
1.002 26
1.008 01
1.003 30
1.024 28
1.073 64
1.012 19
1.072 60
1.18962
1.026 59
1.13093
1.305 52
1.061 25
1.229 95
1.47005
1.18034
1.424 80
1.732 61
1.000 22
1.002 20
1.007 93
1.002 92
1.023 70
1.073 02
1.01089
1.071 05
1.188 27
1.02401
1.128 43
1.303 64
1.056 28
1.226 21
1.467 61
1.17195
1.41971
1.729 61
1.000 18
1.002 02
1.007 69
1.002 34
1.021 96
1.071 17
1.008 94
1.066 42
1.18423
1.020 15
1.120 89
1.297 94
1.048 90
1.214 89
1.460 24
1.15960
1.404 24
1.720 53
TABLE II. Sample of values for u (At/'(/eB, r) for lattices of
par allelograms.
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FIG. 1. The hatched area is the semifundamental domain of
~ space corresponding to the set of parameters of inequivalent
lattice solutions. The solid squares indicate points sampled in
Table II.
fd'p'Ip'I& (Atlp'I }f d'pllv (p}l'IIv (p'+p}l'V(At } cellf I IV+ (p) I'd'p (84}
function only of the geometrical parameter w. In this lim-
it, v coincides with the parameter p„ in the Ginzburg-
Landau theory of type-II superconductivity near the
transition point H, z [7]. The values of u in Table II forM=~ and IvI=1, u =1.18034 for the square and
v =1.15960 for the hexagonal lattice, agree with the
values of p„calculated by Abrikosov [5] for the square
and by Kleiner, Roth, and Autler [16] for the hexagonal
lattice.
This treatment of the electroweak phase transition is
mathematically a generalization of the Ginzburg-Landau
theory in that the quartic interaction mediated by the Z
and 4 fields is nonlocal. The propagator, in coordinate
space, for the respective interactions is given by the func-
tion (I/2~)ICO(Mlp —p'I), where the inverse of the mass
parameter M ( =Mz, M~ }determines the range of the in-
teraction.
Our analysis supports the conclusion that the hexago-
nal lattice with k = 1 has the lowest average energy densi-
ty. This result is valid for more general quartic interac-
tions of the form
The integrals were carried out analytically [15]. Using
Eqs. (47) and (48) and the condition eBA =2m, one ob.-
tains
(85)
and
X exp — Ikr l I . (8—6)
The sum converges very rapidly.
We have scanned this function numerically for ~ in the
region 2). It has the following properties for all positive
values of At: (i) For fixed I~l it decreases monotonically
with rz, (ii} for fixed ~z it increases monotonically with
The point IvI =1, r„=0.5 that corresponds to the
hexagonal lattice gives the minimum of this function.
The point I ~l = 1, rz =0, corresponding to the square lat-
tice, is a saddle point.
The function V(At, v ) behaves as
fd'p' fd'p I Iv (p'}I'&( Ip' —pl ) I Iv (p) I' (87)
where %'(p)= f o g(At)KO(Atp}dAt, with g(At) ~0 for
all A, .
(2eB/At )v (At /YeB, r)
d 1V(At, r)=- dAt „, „JK'/eB+(2~/~1 }1k~ Il—
where v is a slowly varying function of the arguments and
v (0,~}=—1. A sample of numerical values of
v(Atl+eB, r) is given in Table II. The limit At~ao
corresponds to a local I IVI interaction and v becomes a
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Figure 1: Fundamental domain of γ(τ).
Due to the quantization relation (4.2), the parameters τ , b, and n determine the lattice
L up to a rotation and a translation. As the equations (2.1) are invariant under rotations
and translations, solutions corresponding to translated and rotated lattices are related by
symmetry transformations and therefore can be considered equivalent, with equivalence
classes determined by triples ω = (τ, b, n), specifying the underlying lattice has shape τ , the
average magnetic flux per lattice cell b, and the number n of quanta of magnetic flux per
lattice cell. With this in mind, we will say that an Abrikosov lattice state (Ψ, A) is of type
ω = (τ, b, n), if it belong to the equivalence cl ss determined by ω = (τ, b, n).
Let β(τ) be the Abrikosov ’constant’, defined in (4.10) below. The following critical
value of the Ginzburg-Landau parameter κ plays an important role in what follows
κc(τ) :=
√
1
2
(
1− 1
β(τ)
)
. (4.3)
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Recall that the value of the second critical magnetic field at which the normal material
undergoes the transition to the superconducting state is that hc2 = κ
2.
For the case n = 1 of one quantum of flux per unit cell, the following result establishes
the existence of non-trivial lattice solutions near the normal metal solution:
Theorem 4.1 ([58, 11, 28, 91]). Fix a lattice shape λ and let b satisfy
|κ2 − b|  κ2[(2κ2 − 1)β(τ) + 1] (4.4)
and
either κ > κc(τ), κ
2 > b or κ < κc(τ), κ
2 < b. (4.5)
Then for ω = (τ, b, 1)
• there exists a smooth Abrikosov lattice solution uω = (Ψω, Aω) of type ω.
Remark. For κ > 1√
2
and the triangular and square lattices the theorem was proven in
[58, 11, 28, 90] and in the case stated, in [90, 91].
Theorem 4.2 ([91]). Let κ > 1√
2
. Fix a lattice shape τ and let b satisfy b < κ2 and (4.4).
Then
• the global minimizer of the average energy per cell is the solution corresponding to the
equilateral triangular lattice.
(Due to a calculation error, Abrikosov concluded that the lattice which gives the mini-
mum energy is the square lattice. The error was corrected by Kleiner, Roth, and Autler [51],
who showed that it is in fact the triangular lattice which minimizes the energy.)
Now, we formulate the existence result for low magnetic fields, those near the first critical
magnetic field hc1: Let Lω be a lattice specified by a triple ω = (τ, b, n) and let Ωω denote
its elementary cell. We have
Theorem 4.3 ([76]). Let κ 6= 1√
2
and fix a lattice shape λ and n 6= 0. Then there is
b0 = b0(κ) (∼ (κ− 1/
√
2)2) > 0 such that for b ≤ b0, there exists an odd solution Abrikosov
lattice solution uω ≡ (Ψω, Aω) of (2.1), s.t.
uω(x) = u
(n)(x− α) +O(e−cρ) on Ωω + α, ∀α ∈ Lω, (4.6)
where u(n) := (Ψ(n), A(n)) is the n−vortex, ρ = b−1/2 and c > 0, in the sense of the local
Sobolev norm of any index.
In the next two subsections we present a discussion of some key general notions. After
this, we outline the proofs of the results above.
4.3 Abrikosov lattices as gauge-equivariant states
A key point in proving both theorems is to realize that a state (Ψ, A) is an Abrikosov lattice
if and only if (Ψ, A) is gauge-periodic or gauge-equivariant (with respect to a lattice L) in
the sense that there exist (possibly multivalued) functions gs : R2 → R, s ∈ L, such that
T transs (Ψ, A) = T
gauge
gs (Ψ, A). (4.7)
Indeed, if state (Ψ, A) satisfies (4.7), then all associated physical quantities are L−periodic,
i.e. (Ψ, A) is an Abrikosov lattice. In the opposite direction, if (Ψ, A) is an Abrikosov lattice,
then curlA(x) is periodic w.r.to L, and thereforeA(x+s) = A(x)+∇gs(x), for some functions
gs(x). Next, we write Ψ(x) = |Ψ(x)|eiφ(x). Since |Ψ(x)| and J(x) = |Ψ(x)|2(∇φ(x)−A(x))
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are periodic w.r.to L, we have that ∇φ(x + s) = ∇φ(x) + ∇g˜s(x), which implies that
φ(x+ s) = φ(x) + gs(x), where gs(x) = g˜s(x) + cs, for some constants cs.
Since T transs is a commutative group, we see that the family of functions gs has the
important cocycle property
gs+t(x)− gs(x+ t)− gt(x) ∈ 2piZ. (4.8)
This can be seen by evaluating the effect of translation by s+t in two different ways. We call
gs(x) the gauge exponent. It can be shown (see Appendix B) that by a gauge transformation,
we can pass from a exponential gs satisfying the cocycle condition (4.8) is equivalent to the
exponent
b
2
s ∧ x+ cs, with cs satisfying cs+t − cs − ct − 1
2
bs ∧ t ∈ 2piZ, (4.9)
for and b satisfying b|Ω| ∈ 2piZ. For more discussion of gs, see Appendix B.
Remark. Relation (4.8) for Abrikosov lattices was isolated in [77], where it played an
important role. This condition is well known in algebraic geometry and number theory (see
e.g. [38]). However, there the associated vector potential (connection on the corresponding
principal bundle) A is not considered there.
4.4 Abrikosov function
Let the number of the magnetic flux quant per the lattice cell be n = 1. Let 〈f〉Ω denote
the average, 〈f〉Ω = 1|Ω|
∫
Ω
f, of a function f over Ω ⊂ R2. For a lattice L, considered
as a group of lattice translations, Lˆ denotes the dual group, i.e. the group of characters,
χ : L → U(1). Furthermore, let T := R2/L and for L ∈ [τ ], we introduce the normalized
lattice Lτ =
√
2pi
|T |L. The key role in understanding the energetics of is played by the
Abrikosov function,
β(τ) :=
〈|φ|4〉Ωτ
〈|φ|2〉2Ωτ
, (4.10)
where Ωτ is a fundamental cell of the lattice Lτ , and φ is the solution to the problem
(−∆An − n)φ = 0, φ(x+ s) = ein2 s∧xφ(x), ∀s ∈ Lτ , (4.11)
where An(x) := −n2 Jx and J :=
(
0 1
−1 0
)
, for n = 1. We will show below (Proposition
4.4) that, for n = 1, the problem (4.11) has a unique solution and therefore β is well-defined.
It is not hard to see that β depends only on the equivalence class of L.
Definition (4.10) - (4.11) implies that β(τ) is symmetric w.r.to the imaginary axis,
β(−τ¯) = β(τ). Hence it suffices to consider β(τ) on the Re τ ≥ 0 half of the fundamental
domain, Π+/SL(2,Z) (the heavily shaded area on Fig. 1).
Moreover, we can consider (4.10) - (4.11) on the entire Poicare´ half-plane Π+ := {τ ∈
C : Im τ > 0}, which allows us to define β(τ) as a modular function on Π+,
• the function β(τ), defined on Π+, is invariant under the action of SL(2,Z).
This implies that it suffices to consider β(τ) on the fundamental domain (A.1).
Remarks. 1) The term Abrikosov constant comes from the physics literature, where one
often considers only equilateral triangular or square lattices.
2) The way we defined the Abrikosov constant β(τ), it is manifestly independent of b.
Our definition differs from the standard one by rescaling: the standard definition uses the
function φb(x) = φ(
√
bx), instead of φ(x).
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4.5 Comments on the proof of Theorem 4.1
As was mentioned in Subsection 4.3, we look for solutions of (2.10), satisfying condition
(4.7), or explicitly as, for s ∈ L,{
Ψ(x+ s) = eigs(x)Ψ(x),
A(x+ s) = A(x) +∇gs(x),
(4.12)
where gs satisfies (4.8). By (4.9), it can be taken to be
gs(x) =
b
2
s ∧ x+ cs, (4.13)
where b is the average magnetic flux, b = 1|Ω|
∫
Ω
curlA (satisfying (4.2) so that bs∧ t ∈ 2piZ),
and the cs satisfy
cs+t − cs − ct − 1
2
bs ∧ t ∈ 2piZ. (4.14)
The linearized problem. We expect that as the average flux b decreases below hc2 = κ
2,
a vortex lattice solution emerges from the normal material solution (Ψn, An), where Ψn = 0
and An is a magnetic potential, with the constant magnetic field b. Note that (Ψn, An) =
(0, Ab) satisfies (4.12), if we take the gauge Ab = − b2Jx. Linearizing (2.1) at (0, Ab), leads
to the linearized problem
(−∆Ab − κ2)φ = 0, (4.15)
with φ(x) satisfying
φ(x+ s) = ei
b
2 s·Jxφ(x), ∀s ∈ L. (4.16)
(The second equation in (2.1) leads to curl a = 0 which gives, modulo gauge transformation,
a = 0.) We show that this problem has n linearly independent solutions, provided b|Ω| = 2pin
and b = κ2 = hc2.
Denote by Lb the operator −∆Ab , defined on the lattice cell Ω with the lattice boundary
conditions in (4.16), is self-adjoint, has a purely discrete spectrum, and evidently satisfies
Lb ≥ 0. We have
Proposition 4.4. The operator Lb is self-adjoint, with the purely discrete spectrum given
by the spectrum explicitly as
σ(Lb) = { (2k + 1)b : k = 0, 1, 2, . . . }, (4.17)
and each eigenvalue is of the same multiplicity.
If b|Ω| = 2pin, then this multiplicity is n and, in particular, we have
dimC Null(L
b − b) = n.
Proof. The self-adjointness is standard. Spectral information about Lb can be obtained by
introducing the harmonic oscillator annihilation and creation operators, α and α∗, with
α := (∇Ab)1 + i(∇Ab)2 = ∂x1 + i∂x2 +
1
2
bx1 +
1
2
ibx2. (4.18)
One can verify that these operators satisfy the following relations:
1. [α, α∗] = 2 curlAb = 2b;
2. −∆Ab − b = α∗α.
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As for the harmonic oscillator (see for example [41]), this gives the spectrum explicitly,
(4.17). This proves the first part of the theorem.
For the second part, a simple calculation gives the following operator equation
e
b
2 (ix1x2−x22)αe−
b
2 (ix1x2−x22) = ∂x1 + i∂x2 .
This immediately proves that ψ ∈ Nullα if and only if ξ(x) = e b2 (ix1x2−x22)ψ(x) satisfies
∂x1ξ + i∂x2ξ = 0.
We identify R2 with C, via the map (x1, x2)→ x1 + ix2. We can choose a basis in L so
that L = r(Z+ τZ), where τ ∈ C, Im τ > 0, and r > 0. By the quantization condition (4.2),
r :=
√
2pin
Im τb . Define z =
1
r (x1 + ix2) and
θ(z) = e
b
2 (ix1x2−x22)φ(x). (4.19)
By the above, the function θ is entire and, due to the periodicity conditions on φ, satisfies
θ(z + 1) = θ(z),
θ(z + τ) = e−2inze−inτzθ(z).
Hence θ is the theta function and has the absolutely convergent Fourier expansion
θ(z) =
∞∑
k=−∞
cke
2kiz. (4.21)
with the coefficients satisfying ck+n = e
inpiτe2kipiτ ck, which means such functions are de-
termined by c0, . . . , cn−1 and therefore form an n-dimensional vector space. This proves
Proposition 4.4.
This also gives the form of the leading approximation (4.19) - (4.21) to the true solution.
The nonlinear problem. Now let n = 1. Once the linearized map is well understood,
it is possible to construct solutions, uω, ω = (τ, b, 1), of the Ginzburg-Landau equations
for a given lattice shape parameter τ , and the average magnetic flux b near hc2, via a
Lyapunov-Schmidt reduction.
4.6 Comments on the proof of Theorem 4.2
The relation between the Abrikosov function and the average energy, Eb(τ) :=
1
|Ωτ |EΩτ (uω),
of this solution is given by
Proposition 4.5. In the case κ > 1√
2
, the minimizers, τb, of τ 7→ Eb(τ) are related to the
minimizer, τ∗, of β(τ), as τb − τ∗ = O(µ1/2), In particular, τb → τ∗ as b→ κ2.
This result was already found (non-rigorously) by Abrikosov [1]. Thus the problem of
minimization of the energy per the lattice cell is reduced to finding the minima of β(τ) as a
function of the lattice shape parameter τ .
Using symmetries of β(τ) one can also show (see [78] and below) that β(τ) has critical
points at the points τ = epii/3 and τ = epii/2. However, to determine minimizers of β(τ)
requires a rather delicate analysis, which gives
Theorem 4.6 ([2, 57]). The function β(τ) has exactly two critical points, τ = eipi/3 and
τ = eipi/2. The first is minimum, while the second is a maximum.
Hence the second part of Theorem 4.2 follows.
15
4.7 Comments on the proof of Theorem 4.3
The idea here is to reduce solving (2.1) for (Ψ, A) on the space R2 to solving it for (ψ, a) on
the fundamental cell Ω, satisfying the boundary conditions
ψ(x+ s) = eigs(x)ψ(x),
a(x+ s) = a(x) +∇gs(x),
(ν · ∇aψ)(x+ s) = eigs(x)(ν · ∇aψ)(x),
curl a(x+ s) = curl a(x),
x ∈ ∂1Ω/∂2Ω and s = ω1/ω2.
(4.22)
induced by the periodicity condition (4.12). Here ∂1Ω/∂2Ω = the left/bottom boundary of
Ω, {ω1, ω2} is a basis in L and ν(x) is the normal to the boundary at x.
To this end we show that, given a continuously differentiable function (ψ, a) on the
fundamental cell Ω, satisfying the boundary conditions (4.22), with gs satisfying (4.8), we
can lift it to a continuous and continuously differentiable function (Ψ, A) on the space R2,
satisfying the gauge-periodicity conditions (4.12). Indeed, we define for any α ∈ L,
Ψ(x) = ψ(x− α)eiΦα(x), A(x) = a(x− α) +∇Φα(x), x ∈ Ω + α, (4.23)
where Φα(x) is a real, possibly multi-valued, function to be determined. (Of course, we can
add to it any L−periodic function.) We define
Φα(x) := gα(x− α), for x ∈ Ω + α. (4.24)
Lemma 4.7. Assume functions (ψ, a) on Ω are twice differentiable, up to the boundary,
and obey the boundary conditions (4.22) and the Ginzburg-Landau equations (2.1). Then the
functions (Ψ, A), constructed in (4.23) - (4.24), are smooth in R2 and satisfy the periodicity
conditions (4.12) and the Ginzburg-Landau equations (2.1).
Proof. If (ψ, a) satisfies the Ginzburg-Landau equations (2.1) in Ω, then U ≡ (Ψ, A), con-
structed in (4.23) - (4.24), has the following properties
(a) (Ψ, A) is twice differentiable and satisfies (2.1) in R2/(∪t∈LSt∂Ω), where St : x→ x+t;
(b) (Ψ, A) is continuous with continuous derivatives (∇AΨ and curlA) in R2 and satisfies
the gauge-periodicity conditions (4.12) in R2.
Indeed, the periodicity condition (4.12), applied to the cells Ω + α− ωi and Ω + α and the
continuity condition on the common boundary of the cells Ω +α−ωi and Ω +α imply that
Φα(x) should satisfy the following two conditions:
Φα(x) = Φα−ωi(x− ωi) + gωi(x− ωi), mod 2pi, x ∈ Ω + α, (4.25)
Φα(x) = Φα−ωi(x) + gωi(x− α), mod 2pi, x ∈ ∂iΩ + α, (4.26)
where i = 1, 2, and, recall, {ω1, ω2} is a basis in L and ∂1Ω/∂2Ω is the left/bottom boundary
of Ω.
To show that (4.24) satisfies the conditions (4.25) and (4.26), we note that, due to (4.8),
we have gα(x − α) = gα−ωi(x − α) + gωi(x − ωi), mod 2pi, x ∈ Ω + α, and gα(x − α) =
gα−ωi(x − α + ωi) + gωi(x − α), mod 2pi, x ∈ ∂iΩ + α, which are equivalent to (4.25) and
(4.26), with (4.24).
The second pair of conditions in (4.22) implies that ∇AΨ and curlA are continuous
across the cell boundaries.
By (a) and (b), the derivatives ∆AΨ and curl
2A are continuous, up to the boundary, in
St∂Ω, for every t ∈ L. By (2.1), they are equal in R2/(∪t∈LSt∂Ω) to functions continuous
in R2 satisfying there the periodicity condition (4.12). Hence, they are also continuous
and satisfy the periodicity condition (4.12) in R2. By iteration of the above argument (i.e.
elliptic regularity), Ψ, A are smooth functions obeying (4.12) and (2.1).
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Now, we use the n−vortex (Ψ(n), A(n)), placed in the centre of the fundamental cell Ω,
to construct an approximate solution (ψappr, aappr) to (2.1) in Ω, satisfying (4.22), and use
it and the Lyapunov-Schmidt splitting technique to show that there is a true solution (ψ, a)
nearby sharing the same properties. After that, we use Lemma 4.7 above to lift (ψ, a) to a
solution (Ψ, A) on the space R2, satisfying the gauge-periodicity conditions (4.12).
4.8 Stability of Abrikosov lattices
The Abrikosov lattices are static solutions to (2.10) and their stability w.r. to the dynamics
induced by these equations is an important issue. In [77], we considered the stability of the
Abrikosov lattices for magnetic fields close to the second critical magnetic field hc2 = κ
2,
under the simplest perturbations, namely those having the same (gauge-) periodicity as the
underlying Abrikosov lattices (we call such perturbations gauge-periodic) and proved for
a lattice of arbitrary shape, τ ∈ C, Im τ > 0, that, under gauge-periodic perturbations,
Abrikosov vortex lattice solutions are
(i) asymptotically stable for κ2 > κc(τ);
(ii) unstable for κ2 < κc(τ).
This result belies the common belief among physicists and mathematicians that Abrikosov-
type vortex lattice solutions are stable only for triangular lattices and κ > 1√
2
, and it seems
this is the first time the threshold (4.3) has been isolated.
In [76], similar results are shown to hold also for low magnetic fields close to hc1.
Gauge-periodic perturbations are not a common type of perturbations occurring in su-
perconductivity. Now, we address the problem of the stability of Abrikosov lattices under
local or finite-energy perturbations (defined precisely below). We consider Abrikosov lattices
of arbitrary shape, not just triangular or rectangular lattices as usually considered, and for
magnetic fields close to the second critical magnetic field hc2 = κ
2.
Finite-energy (H1−) perturbations. We now wish to study the stability of these
Abrikosov lattice solutions under a class of perturbations that have finite-energy. More pre-
cisely, we fix an Abrikosov lattice solution uω and consider perturbations v : R2 → C × R2
that satisfy
Λuω (v) = lim
Q→R2
(EQ(uω + v)− EQ(uω)) <∞. (4.27)
Clearly, Λuω (v) <∞ for all vectors of the form v = T gaugeγ uω − uω, where γ ∈ H2(R2;R).
In fact, we will be dealing with the smaller class, H1cov, of perturbations, where H
1
cov is
the Sobolev space of order 1 defined by the covariant derivatives, i.e.,
H1cov := {v ∈ L2(R2,C× R2) | ‖v‖H1 <∞},
where the norm ‖v‖H1 is determined by the covariant inner product
〈v, v′〉H1 = Re
∫
ξ¯ξ′ +∇Aωξ · ∇Aωξ′ + α · α′ +
2∑
k=1
∇αk · ∇α′k,
where v = (ξ, α), v′ = (ξ′, α′), while the L2−norm is given by
〈v, v′〉L2 = Re
∫
ξ¯ξ′ + α · α′. (4.28)
An explicit representation for the functional Λuω (v), given below shows (see (4.40)) that
Λuω (v) <∞ for all vectors v ∈ H1cov.
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To introduce the notions of stability and instability, we note that the hessian Hess E(u)
is well defined as a differential operator for say u ∈ uω +H1cov and is a real-linear operator
on H1cov. We define the manifold
Mω = {T gaugeγ uω : γ ∈ H1(R2,R)}
of gauge equivalent Abrikosov lattices and the H1−distance, distH1 , to this manifold.
Definition 4.8. We say that the Abrikosov lattice uω is asymptotically stable under H
1
cov−
perturbations, if there is δ > 0 s.t. for any initial condition u0 satisfying distH1(u0,Mω) ≤ δ
there exists g(t) ∈ H1, s.t. the solution u(t) of (2.10) satisfies ‖u(t)−T gaugeg(t) uω‖H1 → 0, as
t → ∞. We say that uω is energetically unstable if the hessian, E ′′(uω), of E(u) at uω has
a negative spectrum.
We restrict the initial conditions (Ψ0, A0) for (2.10) satisfying
T refl(Ψ0, A0) = (Ψ0, A0). (4.29)
Note that, by uniqueness, the Abrikosov lattice solutions uω = (Ψω, Aω) satisfy T
refluω = uω
and therefore so are the perturbations, v0 := u0 − uω, where u0 := (Ψ0, A0):
T reflv0 = v0. (4.30)
Stability result. Recall that β(τ) is the Abrikosov ’constant’, introduced in (4.10).
Theorem 4.9. There exists a modular function γ(τ) depending on the lattice shape pa-
rameters τ , such that, for b sufficiently close to κ2, in the sense of (4.4), and, under
H1−perturbations, satisfying (4.29),
• the Abrikosov lattice uω is asymptotically stable for all (τ, κ) s.t. κ > 1√2 and γ(τ) > 0
and
• energetically unstable otherwise.
The function γ(τ), Im τ > 0, appearing in the theorem above is described below. Mean-
time we make the following important remark. Since we know that, for κ > 1/
√
2, the
triangular lattice has the lowest energy (see Theorem 4.1), this seems to suggest that other
lattices should be unstable. The reason that this energetics does not affect the stability
under local perturbations can be gleaned from investigating the zero mode of the Hessian of
the energy functional associated with different lattice shapes, τ . This mode is obtained by
differentiating the Abrikosov lattice solutions w.r.to τ , which shows that it grows linearly
in |x|. To rearrange a non - triangular Abrikosov lattice into the triangular one, one would
have to activate this mode and hence to apply a perturbation, growing at infinity (at the
same rate).
This also explains why the Abrikosov ’constant’ β(τ) mentioned above, which plays a
crucial role in understanding the energetics of the Abrikosov solutions, is not directly related
to the stability under local perturbations, the latter is governed by γ(τ).
4.9 The function γ(τ)
Theorem 4.10. The function γ(τ) on lattice shapes τ , entering Theorem 4.9, is given by
γ(τ) := inf
χ∈Lˆτ
γχ(τ), where γχ(τ) := 2〈|φ0|2|φχ|2〉Tτ + |〈φ20φ¯χφ¯χ−1〉Tτ |−〈|φ0|4〉Tτ . (4.31)
Here the functions φχ, χ ∈ Lˆτ , are unique solutions of the equations
(−∆A1 − 1)φ = 0, φ(x+ s) = ei 12 s·Jxχ(s)φ(x), ∀s ∈ Lτ , (4.32)
with A1(x) := − 12Jx and J :=
(
0 1
−1 0
)
, normalized as 〈|φχ|2〉Tτ = 1.
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For the function γ(τ), Im τ > 0, defined in (4.31), has the following properties
• γ(τ), Im τ > 0, is symmetric w.r.to the imaginary axis, γ(−τ¯) = γ(τ);
• γ(τ) has critical points at τ = eipi/2 and τ = eipi/3, provided it is differentiable at these
points.
We see also that the the Abrikosov constant, β(τ), is related to γk(τ) as β(τ) =
1
2γ0(τ).
The function γ(τ) is studied numerically in [78], where the above conjecture is confirmed
and is shown that it becomes negative for Im τ ≥ 1.81. Moreover, it is computed that
|γ(τ)− c| ≤ 7.5 · 10−3, where
c = 0.64 for τ = eipi/3 and c = 0.4 for τ = eipi/2. (4.33)
The definition of γ(τ) implies that it is symmetric w.r.to the imaginary axis, γ(−τ¯) =
γ(τ). Hence it suffices to consider γ(τ) on the Re τ ≥ 0 half of the fundamental domain,
Π+/SL(2,Z), of the modular group SL(2,Z) (the heavily shaded area on the Fig. 1 above).
Using the symmetries of γ(τ), we show in [78] that the points τ = eipi/2 and τ = eipi/3 are
critical points of the function γ(τ), provided it is differentiable at these points. (While the
functions γk(τ) are obviously smooth, derivatives of γ(τ) might jump. In fact, the numerical
computations described in [78] show that γ(τ) is likely to have the line of cusps at Re τ = 0.)
We conjecture:
• For fixed Re τ ∈ [0, 1/2], γ(τ) is a decreasing function of Im τ .
• γ(τ) has a unique global maximum at τ = e ipi3 and a saddle point at τ = e ipi2 .
In [78], we confirm this conjecture numerically (numerics is due to Dan Ginsberg, see Figure
2 for the result of computing γ(τ) in Matlab, using the default Nelder-Mead algorithm).
Calculations of [78] show that γ(τ) > 0 for all equilateral lattices, |τ | = 1, and is negative
for |τ | ≥ 1.3. Though Abrikosov lattices are not as rigid under finite energy perturbations,
as for gauge-periodic ones, they are still surprisingly stable.
It is convenient to consider γ(τ) as a modular function on Π+. To this end, recalling that
we identify R2 with C, via the map (x1, x2)→ x1 + ix2, we can choose a basis in L so that
L = r(Z+ τZ), where τ ∈ C, Im τ > 0, and r > 0. By the quantization condition (4.2) with
n = 1, r :=
√
2pi
Im τb . Denote Lτ =
√
2pi
Im τ (Z+ τZ). The dual to it is L∗τ =
√
2pi
Im τ i(Z− τZ).
(The dual, or reciprocal, lattice, L∗, of L consists of all vectors s∗ ∈ R2 such that s∗ ·s ∈ 2piZ,
for all s ∈ L.) We identify the dual group, Lˆτ , with a fundamental cell, Ω∗τ , of the dual
lattice L∗τ , chosen so that Ω∗τ is invariant under reflections, k → −k. This identification
given explicitly by χ(s)→ χk(s) = eik·s ↔ k.
Then the functions γ(τ) and γk(τ) = γχk(τ), χk(s) = e
ik·s, k ∈ Ω∗τ , are defined in
(4.31) for all τ, Im τ > 0. Since they are independent of the choice of a basis in Lτ , they
are invariant under action of the modular group SL(2,Z), γ(gτ) = γ(τ), ∀g ∈ SL(2,Z), i.e.
they modular functions on Π+.
The numerics mentioned above are based on the following explicit representation of the
functions γk(τ):
Theorem 4.11. The functions γk(τ) admit the explicit representation
γk(τ) = 2
∑
t∈L∗τ
e−
1
2 |t|2 cos[Im(k¯t)] + |
∑
t∈L∗τ
e−
1
2 |t+k|2+i Im(k¯t)| −
∑
t∈L∗τ
e−
1
2 |t|2 . (4.34)
Our computations show also that
• γk(τ) is minimized at k ≈
√
2pi
Im τb (
1
2 − 12√3 i) at the point τ = eipi/3, and a value of
k ≈
√
2pi
Im τb (
1
2 + i
1
2 ) for τ = e
ipi/2, which corresponds to vertices of the corresponding
Wigner-Seitz cells.
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Figure 2: Plots of the function γapprox(τ). Computed in Matlab on a uniform grid with
step size 0.01. The plot on the right is the function plotted only on the Poincare´ strip. The
circled points are τ = eipi/2 and τ = eipi/3.
Interestingly, in [78], we show that the points k ∈ 12L∗τ are critical points of the function
γk(τ) in k. It is easy to see that k = 0 is a point of maximum of γk(τ) in k ∈ Ω∗τ .
Remark. We think of γk(τ) as the ’Abrikosov beta function with characteristic’ (while
β(τ) is defined in terms of the standard theta function, γk(τ) is defined in terms of theta
functions with finite characteristics, see below).
4.10 The key ideas of approach
Let uω = (Ψω, Aω), ω := (τ, b, 1), be an Abrikosov lattice solution. As usual, one begins
with the Hessian Lω := E ′′(uω) of the energy functional E at uω. To begin with, due to
the fact that the solution uω of (2.1) breaks the gauge invariance, the operator Lω has the
gauge zero modes, LωGγ′ = 0, where Gγ′ := (iγ
′Ψω,∇γ′). Then the stability of the static
solution uω is decided by the sign of the infimum µ(ω, κ) := infv∈H1⊥〈v, Lωv〉L2/‖v‖2L2 , on
the subspace H1⊥ of the Sobolev space H
1
cov, which is the orthogonal complement of the
these zero modes Gγ′ .
The key idea of the proof of the first part of Theorem 4.9 stems from the observation that
since the Abrikosov lattice solution uω = (Ψω, Aω) is gauge periodic (or equivariant) w.r.to
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the lattice Lω, i.e. satisfies (4.7) - (4.8), the linearized map Lω commutes with magnetic
translations,
ρs = T
mag−trans
s ⊕ T transs , ∀s ∈ Lω, (4.35)
where Tmag−transs = (T
gauge
gs )
−1T transs is the group of magnetic translations and, recall, T
trans
s
denotes translation by s, which, due to (4.8), give a unitary group representation of Lω.
(Note that (4.7) implies that uω is invariant under the magnetic translations, T
mag−trans
s uω =
uω.) Therefore Lω is unitary equivalent to a fiber integral over the dual group, Lˆω, of the
group of lattice translations,
Lω ≈
∫ ⊕
Lˆω
Lωχdˆχ acting on
∫ ⊕
Lˆω
Hχdˆχ. (4.36)
Here dˆχ is the usual Lebesgue measure normalized so that
∫
Lˆω dˆχ = 1, Lωχ is the restriction
of Lω to Hχ and Hχ is the set of all functions, vk, from L2loc(R2;C × R2), satisfying the
gauge-periodicity conditions
ρsvχ(x) = χ(s)vχ(x), ∀s ∈ Lω, (4.37)
where χ : Lω → U(1) are the characters acting on v = (ξ, α) as the multiplication operators
χ(s)v = (χ(s)ξ, χ(s)α).
Furthermore, Hχ is endowed with the inner product 〈v, v′〉L2 = 1|Tω|
∫
Tω Re ξ¯ξ
′+ α¯α′, where
Tω := R2/Lω is a 2−torus and v = (ξ, α), v′ = (ξ′, α′). The inner product in
∫ ⊕
Lˆω Hχdˆχ is
given by 〈v, w〉H := 1|Lˆω|
∫
Lˆω 〈vχ, wχ〉Hχ dˆχ.
The decomposition (4.36) implies that the smallest spectral point, µω(κ), of Lω is given
by µω(κ) = infk∈Ω∗ω µω,χ(κ), where µω,χ(κ) are the smallest eigenvalues of Lωχ. The spectral
analysis of fibers Lωχ, χ ∈ Lˆ∗ω, using a natural perturbation parameter  defined as
 =
√
κ2 − b
κ2[(2κ2 − 1)β(τ) + 1] , (4.38)
gives leads to the following expression for µω,k(κ) The lowest eigenvalue, µω,χ(κ), of the
operator Lχ on the subspace Hχ⊥ of Hχ, which is the orthogonal complement of the the
χ−fibers of the gauge zero modes Gγ′ := (iγ′Ψω,∇γ′), are of the form
µω,χ(κ) = (κ
2 − 1
2
)γχ(τ)
2 +O(3), (4.39)
for χ 6= 1, with the functions γχ(τ) defined in (4.31) and (4.32).
The linear result above gives the linearized (energetic) stability of uω, if µω,χ(κ) > 0, and
the instability, if µω,χ(κ) < 0. To lift the stability part to the (nonlinear) asymptotic stabil-
ity, we use the functional Λuω (v), given in (4.27). It has the following explicit representation
Λω(v) =
1
2
〈v, Lωv〉L2 +Rω(v), (4.40)
where Lω := E ′′(uω) is the Hessian of the energy functional E at uω, 〈v, v′〉L2 is the L2 inner
product, (4.28), and Rω(v) is given by
Rω(v) =
∫
(|α|2 + κ2|ξ|2) Re(Ψ¯ωξ)
− α · Im(ξ¯∇Aωξ) +
1
2
(|α|2 + κ
2
2
|ξ|2)|ξ|2. (4.41)
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Using this expression, we obtain appropriate differential inequalities for Λuω (v), which imply
the asymptotic stability. 
Remark. Hχ can be thought of as the space of L2−sections of the vector bundle [R2×(C×
R2)]/L, with the group L, which acts on R2 × (C × R2) as s(x, v) = (x + s, χk(s)τ−1gs(x)v),
where τα = e
iα ⊕ e−iα ⊕ 1⊕ 1, for α ∈ R.
Before proceeding, we recall that for L, considered as a group of lattice translation, the
dual group Lˆ is the group of all continuous homomorphisms from L to U(1), i.e. the group
of characters, χk(s) : L → U(1)). (Lˆ can be identified with the fundamental cell Ω∗ of
the dual lattice L∗, with the identification given explicitly by identifying k ∈ Ω∗ with the
character χk : L → U(1) given by χk(s) = eik·s.
Now, we derive the explicit representation (4.34) and the uniqueness for (4.32). As in
(4.19), we introduce the new function θq(z, τ), by the equation
φk(x) = c0e
pi
2 Im τ (z
2−|z|2)θq(z, τ), (4.42)
where c0 is such that 〈|φk|2〉Ωτ = 1, and x1 + ix2 =
√
2pi
Im τ z and k =
√
2pi
Im τ iq. Then,
again as above, we can show that the functions θq(z, τ) = e
− pi2 Im τ (z2−|z|2)φk(x) are entire
functions (i.e. they solve ∂¯θq = 0) and satisfy the periodicity conditions
θq(z + 1, τ) = e
−2piiaθq(z, τ), (4.43)
θq(z + τ, τ) = e
−2piibe−ipiτ−2piizθq(z, τ), (4.44)
where a, b are real numbers defined by q = −aτ + b. This shows that θq(z, τ) are the theta
functions with characteristics q, and this characteristics is determined by k, which in physics
literature is called (Bloch) quasimomentum. Moreover, it has the following series expansion
θq(z, τ) := e
pii(a2τ−2ab−2az)
∞∑
m=−∞
e2piiqmepiim
2τe2piimz. (4.45)
5 Multi-vortex dynamics
Configurations containing several vortices are not, in general, static solutions. Heuristically,
this is due to an effective inter-vortex interaction, which causes the vortex centers to move.
It is natural, then, to seek an effective description of certain solutions of time-dependent
Ginzburg-Landau equations in terms of the vortex locations and their dynamics – a kind
of finite-dimensional reduction. In recent years, a number of works have addressed this
problem, from different angles, and in different settings. We will first describe results along
these lines from [42] for magnetic vortices in R2, and then mention some other approaches
and results.
Multi-vortex configurations. Consider test functions describing several vortices, with
the centers at points z1, z2, . . . , zm, and with degrees n1, n2, . . . , nm, “glued together”. The
simplest example is vz,χ = (Ψz,χ, Az,χ), with
Ψz,χ(x) = e
iχ(x)
m∏
j=1
Ψ(nj)(x− zj),
Az,χ(x) =
m∑
j=1
A(nj)(x− zj) +∇χ(x) ,
where z = (z1, z2, . . . , zm) ∈ R2m, and χ is an arbitrary real-valued function yielding the
gauge transformation. Since vortices are exponentially localized, for large inter-vortex sep-
arations such test functions are approximate – but not exact – solutions of the stationary
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Ginzburg-Landau equations. We measure the inter-vortex distance by
R(z) := min
j 6=k
|zj − zk|,
and introduce the associated small parameter  = (z) := R(z)−1/2e−R(z).
Dynamical problem. Now consider a time-dependent Ginzburg-Landau equation with
an initial condition close to the function vz0,χ0 = (ψz0,χ0 , Az0,χ0) describing several vortices
glued together (if κ > 1/2, we take nj = ±1 since the |n| ≥ 2− vortices are then unstable
by Theorem 3.1), and ask the following questions:
• Does the solution at a later time t describe well-localized vortices at some locations
z = z(t) (and with a gauge transformation χ = χ(t))?
• If so, what is the dynamical law of the vortex centers z(t) (and of χ(t))?
Vortex dynamics results. This section gives a brief description of the vortex dynamics
results in [42].
Gradient flow (we take, for simplicity, γ = 1, σ = 1 in (2.10)). Consider the gradient flow
equations (2.10) with initial data (ψ(0), A(0)) close (in the energy norm) to some multi-
vortex configuration vz0,χ0 . Then
(Ψ(t), A(t)) = vz(t),χ(t) +O( log
1/4(1/)), (5.1)
and the vortex dynamics is governed by the system
γnj z˙j = −∇zjW (z) +O(2 log3/4(1/)). (5.2)
Here γn > 0, and W (z) is the effective vortex interaction energy, of order , given below.
These statements hold for only as long as the path z(t) does not violate a condition of
large separation, though in the repulsive case, when λ > 1/2 and nj = +1 (or nj = −1) for
all j, the above statements hold for all time t.
Maxwell-Higgs equations. For the Maxwell-Higgs equations (2.11) with initial data (Ψ(0), A(0))
close (in the energy norm) to some vz0,χ0 (and with appropriately small initial momenta),
‖(Ψ(t), A(t))− vz(t),χ(t)‖H1 + ‖(∂tψ(t), ∂tA(t))− ∂tvz(t),χ(t)‖L2 = o(
√
) (5.3)
with
γnj z¨j = −∇zjW (z(t)) + o() (5.4)
for times up to (approximately) order 1√

log
(
1

)
.
The effective vortex interaction energy. The interaction energy of a multi-vortex configura-
tion is defined as
W (z) = E(vz,χ)−
n∑
j=1
E(Ψ(nj), A(nj)). (5.5)
For κ > 1/2, we have for large R(z),
W (z) ∼ (const)
∑
j 6=k
njnk
e−|zj−zk|√|zj − zk| .
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Some ideas behind the proofs (Maxwell-Higgs case).
• Multi-vortex manifold. Multi-vortex configurations vz,χ comprise an (infinite- dimen-
sional, due to gauge transformations) manifold
M := {vz,χ | z ∈ R2m, χ ∈ H2},
(together with appropriate momenta in the Maxwell-Higgs case) made up of approx-
imate static solutions. The interaction energy (5.5) of a multi-vortex configuration
gives rise to a reduced Hamiltonian system on M , using the restriction of the natural
symplectic form to M – this is the leading-order vortex motion law.
• Symplectic orthogonality and effective dynamics. The effective dynamics on M is de-
termined by demanding that the deviation of the solution from M be symplectically
orthogonal to the tangent space to M . Informally,
(Ψ(t), A(t))− vz(t),χ(t) ⊥ J Tvz(t),χ(t)M.
The tangent space is composed of infinitesimal (approximate) symmetry transforma-
tions – that is, independent motions of the vortex centers, and gauge transformations.
• Stability and coercivity. The manifold M inherits a stability property from the stability
of its basic building blocks – the n-vortex solutions – as described in Section 3.2. The
stability property is reflected in the fact that the linearized operator around a multi-
vortex
Lz,χ = E ′′(vz,χ)
is coercive in directions symplectically orthogonal to the tangent space of M :
ξ ⊥ J Tvz,χM =⇒ 〈ξ, Lz,χξ〉 > 0.
• Approximately conserved Lyapunov functionals. Thus the quadratic form 〈ξ, Lz,χξ〉,
where ξ := (Ψ(t), A(t)) − vz(t),χ(t), controls the deviation of the solution from the
multi-vortex manifold, and furthermore is approximately conserved – this gives long-
time control of the deviation. Finally, approximate conservation of the reduced energy
W (vz(t),χ(t)) is used to control the difference between the effective dynamics, and the
leading-order vortex motion law.
A Parametrization of the equivalence classes [L]
In this appendix, we present some standard results about lattices. We show that lattice
shapes can be parametrized by points τ in the fundamental domain, Π+/SL(2,Z), of the
modular group SL(2,Z) acting on the Poicare´ half-plane Π+.
Every lattice in R2 can be written as L = Zν1 + Zν2, where (ν1, ν2) is a basis in R2.
Given a basis (ν1, ν2) in R2 and identifying R2 with C, via the map (x1, x2)→ x1 + ix2, we
define the complex number τ = ν2/ν1, called the shape parameter. We can choose a basis
so that Im τ > 0, which we assume from now on. Clearly, τ is independent of translations,
rotations and dilatations of the lattice and therefore depends on its equivalence class only.
Any two bases, (ν1, ν2) and (ν
′
1, ν
′
2) span the same lattice L iff they are related as
(ν′1, ν
′
2) = (αν1 + β, γν2 + δ), where α, β, γ, δ ∈ Z, and αδ − βγ = 1 (i.e. the matrix(
α β
γ δ
)
, an element of the modular group SL(2,Z)). Under this map, the shape param-
eter τ = ν2/ν1 is being mapped into τ
′ = ν′2/ν
′
1 as τ → τ ′ = gτ , where gτ := ατ+βγτ+δ . Thus,
up to rotation and dilatation, the lattices are in one-to-one correspondence with points τ in
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the fundamental domain, Π+/SL(2,Z), of the modular group SL(2,Z) acting on the Poicare´
half-plane Π+. Explicitly (see Fig. 1),
{τ ∈ C : Im τ > 0, |τ | ≥ 1, −1
2
< Re τ ≤ 1
2
}. (A.1)
Furthermore, any quantity, f , which depends of the lattice equivalence classes, can be
thought of as a function of τ, Im τ > 0, invariant under the modular group SL(2,Z) and
therefore is determined entirely by its values on the fundamental domain, (A.1).
B Automorphy factors
We list some important properties of gs:
• If (Ψ, A) satisfies (4.7) with gs(x), then T gaugeχ (Ψ, A) satisfies (4.7) with gs(x)→ g′s(x),
where
g′s(x) = gs(x) + χ(x+ s)− χ(x). (B.1)
• The functions gs(x) = b2s ∧ x + cs, where b satisfies b|Ω| ∈ 2piZ and cs are numbers
satisfying cs+t − cs − ct − 12bs ∧ t ∈ 2piZ, satisfies (4.8).
• By the cocycle condition (4.8), for any basis {ν1, ν2} in L, the quantity
c(gs) =
1
2pi
(gν2(x+ ν1)− gν2(x)− gν1(x+ ν2) + gν1(x)) (B.2)
is independent of x and of the choice of the basis {ν1, ν2} and is an integer.
• Every exponential gs satisfying the cocycle condition (4.8) is equivalent to the exponent
b
2
s ∧ x+ cs, (B.3)
for b and cs satisfying b|Ω| = 2pic(gs) and
cs+t − cs − ct − 1
2
bs ∧ t ∈ 2piZ. (B.4)
• The condition (4.8) implies the magnetic flux quantization (4.1):
1
2pi
∫
Ω
curlA = deg Ψ = c(gs). (B.5)
Indeed, the first, second and third statements are straightforward.
For the fourth property, see e.g. [31, 58, 84, 91], though in these papers it is formulated
differently. In the present formulation it was shown by A. Weil and generalized in [37].
To prove the fifth statement, we note that by Stokes’ theorem, the magnetic flux through
a lattice cell Ω is
∫
Ω
curlA =
∫
∂Ω
A, is given by∫ 1
0
[
ν1 · (A(aν1 + ν2)−A(aν1))− ν2 · (A(aν2 + ν1)−A(aν2))
]
da
=
∫ 1
0
[
ν1 · ∇gν2(aν1)− ν2 · ∇gν1(aν2)
]
da,
which, by (4.8), gives
∫
Ω
curlA = gν2(ν1)− gν2(0)− gν1(ν2) + gν1(0) ∈ 2piZ.
25
• The exponentials gs satisfying the cocycle condition (4.8) are classified by the irre-
ducible representation of the group of lattice translations.
• For a family gs of functions satisfying (4.8), there exists a continuous pair (Ψ, A)
satisfying (4.7) with this family.
The first property follows from the fact that cs’s satisfying cs+t − cs − ct − 12bs ∧ t ∈ 2piZ
are classified by the irreducible representation of the group of lattice translations.
For the second property, given a family gs of functions satisfying (4.8), equivariant func-
tions u = (Ψ, A) for gs are identified with sections of the vector bundle
R2 × (C× R2)/L,
with the base manifold R2/L = Ω and the projection p : [(x, u)]→ [x], where [(x, u)] and [x]
are the equivalence classes of (x, u) and x, under the action of the group L on R2× (C×R2)
and on R2, given by
s : (x, u)→ (x+ s, T gaugegs(x) u) and s : x→ x+ s,
respectively.
Remark. In algebraic geometry and number theory, eigs(x) is called the automorphy factor
and the factors eig
′
s(x) and eigs(x) satisfying g′s(x) = gs(x) + χ(x+ s)− χ(x), for some χ(x),
are said to be equivalent. A function Ψ satisfying T transs Ψ = e
igsΨ is called eigs−theta
function.
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