Introduction
The present paper presents an analysis of certain transition operators arising in some learning models introduced by Bush and Mosteller [2] They suppose that the organism makes a sequence of responses among a fixed finite set of alternatives and there is a probability pj 1 at moment n that response s will occur. They suppose further that the probabilities p s ι ' are determined by the pj 1 , the response s n made after moment n, and the outcome or event r n that follows response s n . We shall examine in detail the one-dimensional models which occur in their theory. These models can be described in simplest form as follows: There exist two alternatives A x and A 2 , and two possible outcomes Γγ and r 2 , for each experiment. There exists a set of Markoff matrices Fq which will apply where choice i was made and outcome ry occurs. Let p represent the initial probability of choosing alternative A 2f and 1 -p the probability of choosing Aχ Depending on the choice and outcome, the vector (p, 1 -p) is transformed by the appropriate F/y into a new probability vector which represents the new probabilities of preference of A 2 and A Ϊ9 respectively, by the organism. The psychologist is interested in knowing the limiting form of the probability choice vector (p, 1 -p).
The mathematical description of the simplest process of this type can be formulated as follows: A particle on the unit interval executes a random walk subject to two impulses. If it is located at the point x, then x-> F x x = σx with probability 1 -φ(x) , and x -• F 2 * = l-a + O# with probability φ(x) The actual limiting behavior of x depends on the nature of φ{x). The transition operator representing the change of the distribution describing the position of the particle is given by 
Uπ(t) = (1 -φ{t)) π(σt) + φ(t) π{ 1 -Oί + at).
It turns out that T is conjugate to U; hence knowing the behavior of U one obtains much information about T. This interplay shall be exploited considerably. The operator T is not weakly completely continuous, nor does it possess any kind of compactness property; thus none of the classical ergodic theorems apply to this type [3] . The limiting behavior of T n F depends very sensitively on the assumptions made about the operators F; and the probabilities φ(x).
Section 1 treats the case where φ(x) = x. This causes the boundaries 0 and 1 to be absorbing states, and thus the limiting distribution concentrates only at these points. However, the concentration depends on the initial distribution. By examining the corresponding U in detail, we have been able to obtain much additional knowledge. For example, we have shown that if π is m times continuously differentiable then {U n πy' converges uniformly for each 0 <^ r <_ m -1. It is worth emphasizing that the knowledge of the convergence of the distributions does not imply the uniform convergence of U n π for any continuous function 77. Additional arguments are needed for this conclusion. In this connection, we finally remark that R. Bellman, T. Harris, and H. N. Shapiro [l] have analyzed only this case independently. They did not point out the connection between the operators T and ί/ The methods they used to establish the convergence of T n F are probabilistic. Our paper in § 1 overlaps with theirs in some of the theorems, notably 6, 8, 9, 12 , and 15; our results subsume theirs, and their proofs are entirely different from ours. Section 2 considers the case where φ(x) is monotone increasing and This leads to the ergodic phenomonon, or steady-state situation, where the limiting distributions are independent of the starting distributions.
In §3, we examine the situation φ(x)=l -x This corresponds to completely reflecting boundaries, and of course the ergodic phenomenon holds. Other interesting properties of the operators are also developed. We consider in §4 the case where φ(x) is linear and monotonic decreasing. Section 5 introduces a further possibility where we allow the particle to stand still with certain probability. This type has been statistically examined by M. M. Flood [5] . In § 6 we investigate the general ergodic type where φ(x) is not necessarily linear. The arguments here combine both abstract analysis and probabilistic reasoning involving recurrent event theory. Furthermore, it is worth emphasizing, the proofs given in § 6 apply without any modifications to the case where we allow any finite number of impulses acting on the particle. In a future paper we shall present the extension of this model to the circumstance where changes in time occur continuously and the possible motion of the particle has a continuous or infinite discrete range of values.
The last section studies some of the properties of the limiting distribution in the ergodic types. It is shown in all circumstances that the limiting distribution is either singular or absolutely continuous, and the actual form depends on the value of Ot + σ.
Most of the analysis carries over to higher dimensional models where more alternatives are allowed. In a subsequent paper we shall present this theory with other generalizations. We finally note that this paper represents a combination of abstract analysis and probability; it is hoped that the methods used will be useful for future investigations of this type.
It has been brought to my attention by the referee that the material of [6] , [7] , [8] , and [9] relate closely to the content of this paper. This techniques seem to be different.
1. Λ particle undergoes a random walk on the unit interval subject to the following law: If the particle is at x f then after unit time x -» Ot + (1 -CC)% with probability x, and x -> σx with probability 1 -x, where 0 < Ot, σ < 1. If F(x) represents the cumulative distribution describing the location of x at the beginning of the time interval, with the understanding that F (x) = 1 for x >_ 1 and F(x) = 0 for x <^ 0, then the new distribution locating the position of the particle at the end of the time interval is given by
Indeed, the probability dG(x) that after unit time the particle is located at x can materialize in two ways; namely, the particle was at x/σ and moved with probability 1 -x/σ to x, or it jumped with probability (%-C()/(l-Ct) from {x -Ot)/(1 -Ot) to x during the unit time interval. This yields
which easily implies the conclusion of equation (1) .
Equation (1) represents the transition law for the particular Markoff process on hand.
The transformation T is easily seen to furnish a linear bounded mapping of the space of functions of bounded variation (V) on the unit interval into itself. Furthermore, T takes distributions into distributions and is of norm 1. This section investigates the behavior of T n for large n with the aim of determining limiting properties of T n .
We consider the following additional mapping U applied to the space of of continuous functions defined on the unit interval C[θ, 1]:
The operator ί/has a probabilistic interpretation which we shall speak about later; but its direct relevance to T is given in Theorem 1. The inner-product
will be extensively used.
Proof. It is necessary to verify that (Uπ, F) = (π, TF) for any continuous function π(t) and any distribution F(t) with F(t) = 1 for t >_ 1 and F(ί) = 0 for ί < 0~. Indeed,
By a change of variable, we get
where G(ί)= TF.
•/• We proceed now to study this operator ί/. To be complete, we should denote the operator by U σt0L9
but where no ambiguity arises we shall drop the subscripts. Let W denote the isometry IΓιr(ί) = ιr(l-t). In particular, U transforms positive monotonic convex functions into functions of the same kind. Although in the proof of Theorem 4 we assumed the existence of derivatives, the argument can be carried through routinely at the expense of elegance, by use of the general definitions of convexity and monotonicity. Proof. The proof is by induction. By Theorem 2, the theorem is trivially true for i -0. Suppose we have established the result for the t'th derivative with 0 <^ i <^ n -1. Equation (4) yields (5) (
where cι(d) and c 2 (cr) are constants depending only on Cί and σ respectively, and on n. If
where M is a constant sufficiently large, then (5) yields
Since Cj(α) and c 2 (σ) do not depend on k, and by the induction hypotheses \{U k π)* ml (x)\ <M uniformly in k and x, we find in general that when {U π) (1) becomes larger than M (α, σ, c ), then converges strongly when applied to any continuous function q(t)
The actual limit is easily seen to be given by
n-*oo
This is an immediate consequence of the fact that the fixed points of U consist of the two-dimensional space spanned by the function 1 and φ σta Equation (6) shows that two functions q Λ and q 2 which agree at 0 and 1 have the same limit.
This enables us to show: converges uniformly for 0 < r < n -1.
Proof. We prove the theorem only for r = 1, for the other cases are similar.
On account of Theorem 10, the uniform boundedness of (U m q) implies the equi-continuity of U m q \ Thus we can select a subsequence converging uniformly since U m q are also uniformly bounded. Let
Since lim U ι q converges uniformly to a unique limit θ(t) 9 we obtain that θ / (ί) = Ψ(ί) As 0'(ί) is independent of the subsequence chosen, the conclusion of the theorem easily follows. THEOREM 12. The fixed point φ σ>a is analytic for 0 £ t < 1 with φjf a >. 0. Therefore φ σ$a * s absolutely monotonic and hence, by a well-known theorem, is analytic.
At this point it seems desirable to summarize the analogous results of Theorems 2 through Theorem 12 for the case where OC + σ <_ 1. We enumerate the corresponding theorems.
In particular, positive increasing concave functions are transformed into functions of the same kind.
Theorem 6 remains unchanged and is valid independent of the conditions on α and σ, provided only they lie in the open unit interval.
Theorem 7 holds with a modification of the proof where p(t) is replaced by the concave function pit)
and the functions t r are replaced by l-(l-ί) Γ . These also constitute, with the constant function, a family of functions whose linear span is dense in C [0, 1] . This enables us to infer the validity of Theorem 8. Theorems 9, 10, and 11, with suitable changes in their statements which we leave for the reader, are established by simple appropriate modifications similar to that indicated above for Theorem 7. The unique solution φ σt a for this situation, where 0ί + σ <: 1, is completely monotonic and hence analytic. In the remainder of this section the theorems are established without any specification as to the value of OC + σ. The conclusion now follows from Theorem 13. The general function q(t) 9 satisfying the hypothesis of Theorem 14, can be bounded from above and below by two polynomials Pι(t) and P 2 (t) which agree at 0 and l The result now follows directly from this fact and the first part of this proof.
We observe easily the identity £/ί-f=(α + σ-l)ί(l-ί).
Applying successively V and adding, we obtain
This is useful for purposes of calculation.
Some remarks describing the dependence of φ σ , a on σ an( l & are * n order.
We consider the following identity: 
Allowing n to go to oo, we have easily that
where £(77) is finite, provided that 0 < η < OC, Oί'σ, σ' < 1 -77 < 1.
It is worthwhile to discuss the nature of φ σ>a for (σ,0C) lying on the boundary of the unit square. First, we observe by direct verification that when (X + σ -1, then φ σ9a (x ) = x. Next let OC = 0 and σ < 1; then
Therefore, if φ is a fixed point with φ(0) = 0 and φ(l) = 1, then for x ^ 1 we have that φ (x) = φ (σx), and hence φ(x)^φ(0) = 0 (0 <^ x < 1) provided that φ is continuous at 0. Similarly, when σ = 1 and 0C < 1 then the only fixed point φ continuous at 1 and satisfying φ(0) = 0, φ (1) = 1, is φ(x) = l for 0 < x < 1. On the other two boundaries of the unit square the solutions are easily calculated and turn out as follows: If 0 < σ < 1 is arbitrary and ( X < 1, then φσ.l =l-Π
Γ=0
while when σ = 0, 0 < Gί < 1, then r=o where L° = / and the operation L applied to x gives (X + (1 -0t)#. Finally for α = 0, σ -1 the operator U reduces to the identity mapping. We now investigate the dependence of φ σ%a on σ and 0L as we allow σ and ( X to tend to the boundary.
We limit our attention for definiteness to studying the case where (σ, (X)-»(σ 0 , 0) with σ 0 < 1, and we show that φ σi α converges pointwise to 0 for 0 < x < 1, and φ σ9 α (1) = 1 otherwise. Moreover, the convergence is uniform in any interval But for X-XQ < 1 fixed, we observe that 0ί Γ + (1 -<X Γ )XQ varies in an interval < 1 -δ as 0ί r -» 0, and the same applies to σ r x. The uniform convergence of φ r -»ψ inside 0 ;< x < 1-δ yields \I 2 \ < e. By construction, I 7 3 I <C 6 for r large. Thus we infer the equality Ψ = t/oΨ for 0 <^x < 1, and by direct verification for x -1. However, the fixed point to the equation f/oΨ = Ψ with Ψ(0) = 0, Ψ(l)=l and Ψ continuous at 0 is Ψ (*) = 1 for 0 < x < 1 and Ψ (1) = 1. Thus the limit function Ψ is the same for every subsequence of φσ n ,a n > a nd hence we deduce that φσ n ,<x n converges pointwise. We furthermore note that Ψ is independent of σ 0 < Finally, a word concerning convergence of U n π for π continuous when the parameter values lie on the boundary. When α = 0, σ < 1, then U n π converges pointwise. The same conclusion holds when CC > 0 and σ = 1. On the other two boundaries the convergence is uniform for U n π We omit the proofs.
We now return to the study of the operator T. as given in the theorem follows directly from (6) By choosing the distribution F = I XQ , we obtain from Theorem 6 that Φσ,a( χ Q ) represents the probability with which the limiting distribution concentrates at 1, or in other words-as can be easily shown-the probability with which the particle beginning at x Q will converge to 1. This furnishes a probability interpretation to the fixed point of the operator U which is different from a constant.
In connection with Theorem 8, we remark that U n π cannot converge for an arbitrary Lebesgue measureable bounded function. In fact, if we assume that U n π converges for every bounded measureable function π(t), then T n F would converge weakly if F were absolutely continuous. Since the space of all integrable functions L[0, l] is weakly complete, and T maps distributions into distribution, we could find a fixed point TF = F with F absolutely continuous and total variation 1. However, in view of (16) the only fixed distributions which exist concentrate only at 0 and 1, and hence cannot be absolutely continuous.
Finally, we present a slight application of Theorem 14. We show that the expected position of the particle converges geometrically for any starting distribution, although the iterated distributions converge slowly to the limiting distribution. The expected position of the particle is given by
where F is the cumulative distribution describing the position. The expected
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position at the nth step is given by (*, T n F) = (U n x 9 F).
On account of Theorem 14, U n x converges geometrically, which establishes the assertion. The same conclusion applies to all the moments. This observation is very useful for computational and estimation purposes.
Finally, we note that the spectrum of the operator T cannot consist of the isolated point 1. Otherwise, by standard techniques one can show that U n π converges for any measurable bounded function π Z. In this second model the random walk is described as follows: If the particle is at x, then x -» Cί + (1 -(λ) x with probability φ(x) and x -> σx with probability 1 -φ(x) , where \φ(x)-φ(y)\ < μ < 1.
The analogous transition operator to (1) 
Uπ-ίl-φ(t)] π(σt) + φ{t) π((X + (1 -α)ί).
In this section, we take 0 < Ot, σ < 1; the case where boundary values for 0C
and σ are considered is easy to handle but not of great interest. The spaces on which they operate are the same as in § 1. Again, in a similar manner to Theorem 1, we obtain:
THEOREM 17. The operator T is conjugate to the operator U.
We now further assume that φ(t) is monotonic increasing. This model in- The proof can be carried out easily using the techniques employed above. 
Since F τ -> F as distributions, we find for r sufficiently large that | (77, F -F Γ )\ < β. Now we note that
Since ί/ = U σn ajι converges strongly to U = C/ σ> α» a s i s trivial to verify, it follows that U Γ converges uniformly to Uπ. Whence, as F Γ are distributions, we infer that
when r is chosen large enough. Evidently, with r large we get as before that
Therefore we obtain for r large that | (π, F -ΓF ) | <^ 3e, and hence (7r, F) = (77, ΓF). Since π is any continuous function, we infer F = ΓF and thereforê = F σfa by Theorem 21. Consequently, as any limit distribution of F σnt a n must be F σ>α the conclusion of Theorem 22 is now immediate.
The model considered in this section is with φ(x) = 1 -x In this case
φ is monotonic decreasing. The operator U becomes
Note that we have replaced (X by 1 -01. This is only for convenience in Theorem 28, and does not restrict any generality. In this model the closer the particle moves to the ends 0 and 1 the greater probability there is of moving back Remark. The reason why the two cases σ -(X and σ ^ OC are distinguished, and necessarily so, will be explained later.
Proof. In view of Theorem 23 and Theorem 24, the first and second derivatives of Ό n π are uniformly bounded. Thus l) n π and (U n π)' constitute equicontinuous families of functions. We can thus select a subsequence τij such that U ι π converges uniformly to φ(t), and (U ι π)' converges uniformly to
φ'(t).
It follows trivially that U ι π tends uniformly to Uφ and
Moreover, by virtue of Theorem 23,
Therefore, by the uniform convergence of the derivatives, we secure
Invoking Theorem 23 yields that φ(t) and Uφ(t) are linear. However, if Ot / σ and φ(t) contains a term with ί, then ί/<£ is quadratic. This impossibility where P n -ι(x) denotes a polynomial of degree n -1, THEOREM 27. If P (t) is any polynomial, then UP converges uniformly to a constant and the convergence is geometric.
Proof. The proof is by induction on the degree of the polynomial. Clearly if P is a constant = c then UP = c. Suppose we have shown for any polynomial P n .ι of degree < n -1 that the iterates U P n -ι converge uniformly. To complete the proof, it is enough to verify that U x 11 converges uniformly. Let λ = a Proof. Similar to Theorem 26, since the set of all polynomials is dense.
We now note the important example that when OC = σ = 0 it is no longer true that U n π converges. It is easily verified that in this case U 2n π and U 2n ι π converge separately but that a periodic phenomenon occurs otherwise. The argument of Theorem 27 breaks down in this case as the quantity λ is -1. We only mention that other difficult convergence behavior occurs when (X, σ traverse the boundary of the unit square for this model. In particular, when OC = 1 and σ < 1 it is not hard to show that ί/" a π does not necessarily converge for every continuous function 77, and even for the circumstance where 77 is a polynomial. The case where σ = ( X = 1 produces for I) the identity operator for which the convergence of U n is trivial. For α < 1 and σ = 1 we can conclude again a lack We return now to the hypothesis 0 < 0C, σ < 1. 5. This section is devoted to some variations of the preceding models.
A new feature added first is that we allow in addition to the two impulses of motions towards the two fixed points 0 and 1 by the transformations F x x ~ σx and F 2 x = 1 -CX -+-OLx the possibility of a third motion where the particle stands still with certain probability. These models are particularly important in learning problems, and much statistical investigation on this type has been done by M. M. Flood [5] . They are referred to as the pure models. The mathematical description of the first model of this type is as follows: A particle x on the unit interval is subject to three random impulses: (1) x-> σx with probability πχ(l -x); (2) x -> 1 -a + CLx with probability π 2 x; and (3) x -> x with probability (1 -TΓi ) (l-#)+(l -77*2 )x, where 0 < π x , π 2 < 1. This is similar to model I where absorption takes place at the boundaries 0 and 1. The operator analogous to (2) becomes
Again, let T denote the transition operator which maps the distribution locating the particle into the corresponding distribution at the end of the experiment. Theorem 1 is valid for this setup, and T is consequently conjugate to [/. It is easy to verify that U fulfills the conditions of Theorems 2 and 3 and also preserves the property of monotone increasing functions. Furthermore, we obtain: Proof. The proof can be carried through by direct computation.
We remark that the remainder of the analogue to Theorem 4 does not carry over under the condition stated in Theorem 34 Moreover, noting that we have here changed CC into 1-α as compared to §2, we obtain for π t -π 2 = 1 the condition of § 1 for preservation of convexity, and so on.
The analogues of Theorems 5, 6, 7, and 8 easily extend to this model by the same methods, and we obtain that U n π converges uniformly to a limit given by where φ σ a π Ή is the unique continuous fixed point of Uφ = φ with φ{0) = 0 and φ(l) = 1. The entire theory of geometric convergence, continuity of φ as a function of σ, CX, π\ 9 and π 2 , and the form of the limiting distribution of the particle established for the model of § 1 remains valid with slight changes in the proofs. The general conclusion is that introducing a probability of standing still has no effect on the convergence of the distributions or its limiting form provided only the essential feature of absorbing boundaries still persists. Finally, in this connection we remark that for special boundary values of the parameters 77! and π 2 the motion may become a drift to one or other of the end points; for example, π\ = 0, π 2 > 0 6. We treat in this section, the following general nonlinear one-dimensional learning model. The particle moves with probability φ(x) from x to 1 -α + α* and with probability l-φ(x) from x to σx. The function is only continuous with the additional important requirement for this case that φ(x) > d > 0 and l~φ(x) > δ > 0 for all x in the unit interval. This excludes the types of models discussed in § §1 and 3, but includes some subcases of the examples investigated in § §2 and 4. However, in those cases we obtained much stronger results about the rate of convergence of derivatives, and so on. We shall show that U n π converges uniformly for any continuous function π(t).
The proof of this fact shall be based on the following highly intuitive proposition. Let an experiment be repeated with only two possible outcomes, success We close with the conjecture that when σ > 1-α, then F σ>α is always absolutely continuous. An example where this is the case is furnished by φ{x)= 1/2, σ= 1/2= 1 -α, where F (x) = x.
