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Preface
Electrical power is becoming one of the most dominant factors in our society. Power 
generation, transmission, distribution and usage are undergoing signifi cant changes 
that will aﬀ ect the electrical quality and performance needs of our 21st century indus-
try. One major aspect of electrical power is its quality and stability – or so called Power 
Quality.
The view on Power Quality did change over the past few years. It seems that Power 
Quality is becoming a more important term in the academic world dealing with electri-
cal power, and it is becoming more visible in all areas of commerce and industry, be-
cause of the ever increasing industry automation using sensitive electrical equipment 
on one hand and due to the dramatic change of our global electrical infrastructure on 
the other. 
For the past century, grid stability was maintained with a limited amount of major 
generators that have a large amount of rotational inertia. And the rate of change of 
phase angle is slow. Unfortunately, this does not work anymore with renewable energy 
sources adding their share to the grid like wind turbines or PV modules. Although the 
basic idea to use renewable energies is great and will be our path into the next century, 
it comes with a curse for the power grid as power fl ow stability will suﬀ er.
It is not only the source side that is about to change. We have also seen signifi cant 
changes on the load side as well. Industry is using machines and electrical products 
such as AC drives or PLCs that are sensitive to the slightest change of power quality, 
and we at home use more and more electrical products with switching power sup-
plies or starting to plug in our electric cars to charge batt eries. In addition, many of us 
have begun installing our own distributed generation systems on our rooft ops using 
the latest solar panels. So we did look for a way to address this severe impact on our 
distribution network. To match supply and demand, we are about to create a new, in-
telligent and self-healing electric power infrastructure. The Smart Grid. The basic idea 
is to maintain the necessary balance between generators and loads on a grid. In other 
words, to make sure we have a good grid balance at all times. But the key question that 
you should ask yourself is: Does it also improve Power Quality? Probably not!
Further on, the way how Power Quality is measured is going to be changed. Tradition-
ally, each country had its own Power Quality standards and defi ned its own power 
quality instrument requirements. But more and more international harmonization ef-
forts can be seen. Such as IEC 61000-4-30, which is an excellent standard that ensures 
that all compliant power quality instruments, regardless of manufacturer, will produce 
PrefaceX
the same results when connected to the same signal. This helps reduce the cost and size 
of measurement instruments so that they can also be used in volume applications and 
even directly embedded into sensitive loads. But work still has to be done. We still use 
Power Quality standards that have been writt en decades ago and don’t match today’s 
technology any more, such as fl icker standards that use parameters that have been de-
fi ned by the behavior of 60-watt  incandescent light bulbs, which are becoming extinct.
Almost all experts are in agreement - although we will see an improvement in meter-
ing and control of the power fl ow, Power Quality will suﬀ er. This book will give an 
overview of how power quality might impact our lives today and tomorrow, introduce 
new ways to monitor power quality and inform us about interesting possibilities to 
mitigate power quality problems.
Regardless of any enhancements of the power grid, “Power Quality is just compatibil-
ity” like my good old friend and teacher Alex McEachern used to say.
Power Quality will always remain an economic compromise between supply and load. 
The power available on the grid must be suﬃ  ciently clean for the loads to operate cor-
rectly, and the loads must be suﬃ  ciently strong to tolerate normal disturbances on the 
grid.
Andreas Eberhard
Power Standards Lab, 
USA
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Consequences of  
Poor Power Quality – An Overview 
Sharmistha Bhattacharyya and Sjef Cobben 
Technical University of Eindhoven 
The Netherlands 
1. Introduction 
Modern customers use large number of sensitive devices comprising of power electronics 
that are quite sensitive to power quality (PQ) disturbances in the supply network. From 
worldwide customer surveys, it is found that complaints on PQ related disturbances (for 
example: harmonics, voltage dips, flicker, etc.) are increasing every year. In Europe, the 
quality of electricity that is provided by a grid operator has to comply with reference 
parameters set in the European standard EN 50160 and other specific standards or the 
national grid codes. In contrast, it was observed that the customer’s polluting loads often 
interact adversely with the network components and distort the network’s voltage. When 
the supply voltage is distorted, the customer’s device draws non-sinusoidal current from the 
network that might be different than the sinusoidal voltage condition. This can cause many 
technical problems (such as extra heating, misoperation, early aging of the devices etc.) to 
the customer's devices at his installation. The non-sinusoidal current also causes extra losses 
and other problems to various network components (as example: cables and transformers). 
Moreover, poor PQ often has large financial consequences to the affected customers (mainly 
to the industries with process plants). In extreme cases, poor PQ of the electric supply can 
cause financial losses to the network operators and the equipment manufacturers too. All 
these factors led to the discussion about the responsibility sharing of PQ problems in the 
network. In this chapter the impacts of poor PQ will be analyzed from the perspectives of 
the customers, the network operators and the equipment manufacturers. 
2. PQ related complaints in different countries 
Every year the network operators in different countries around the world receive many 
complaints about PQ problems from different groups of customers. A customer complains 
when the operation of devices at his installation is interrupted leading to techno-economic 
inconveniences. It is observed that almost 70% of the PQ disturbances are originated at the 
customer’s premises while 30% are in the network side [Emanuel & McNeil, 1997]. The 
Electric Power Research Institute (EPRI) conducted a five year (1990-1995) monitoring 
program for distribution power quality (DPQ-I) among 24 utilities throughout the United 
States of America. Another program DPQ-II was conducted in 2001-2002. These study 
results [Melhorn et al., 2005], [McNulty et al., 2002] concluded that voltage sags (dips) and 
swells, transient over-voltages (due to capacitor switching), harmonics and grounding 
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related problems are the most common PQ complaints among the American customer as 
presented in Fig. 1. 
 
 
Fig. 1. PQ problems experienced by the American customers  
In 2001, the European Copper Institute has done a PQ survey covering 1,400 sites in 8 
countries of Europe. It is found that harmonic distortions, power supply reliability, voltage 
dips and electromagnetic compatibility are the most important issues for the countries of the 
European Union (EU) [Keulenaer, 2003]. Another PQ campaign was conducted by the 
Leonardo Power Quality Initiative (LPQI) among various customers in the EU-25 countries 
in 2004. It was concluded that on average the absolute share of impacts of power quality and 
reliability related problems are due to voltage dips (23.6%), short interruptions (18.8%), long 
interruptions (12.5%), harmonics (5.4%), transients and surges (29%) and other PQ related 
problems (10.7%) [Manson & Targosz, 2008]. In the United Kingdom, the customers mainly 
complain because of the disputed accounts and the supply standard related to the 
restoration time after fault interruptions. Some complaints are also about the supply quality 
issues such as voltage dips, harmonics and flicker [Wharmby, 1998]. In South Africa, voltage 
dips and transients have been identified as major PQ problem. This is because of the fact 
that a large part of the electricity infrastructure consists of overhead lines [Johnson & Coney, 
1997]. 
3. Technical impacts of poor PQ 
Now-a-days the customers use large number of devices at their installations that consist of 
power electronics. The residential customers use different domestic appliances such as 
televisions (TV), video cassette recorders (VCR), microwave ovens, personal computers 
(PC), heating-ventilation-air conditioning equipments (HVAC), dishwashers, dryers etc. The 
business and office equipments include workstations, PCs, copiers, printers, lighting etc. On 
the other hand, the industrial customers use programmable logic controllers (PLC), 
automation and data processors, variable speed drives (VSD), soft starters, inverters, 
computerized numerical control (CNC) tools and so on. Presently, many customers use 
compact fluorescent lamps (CFL) for lighting their installations. Many of these devices are 
quite sensitive to PQ disturbances. Case studies and surveys in different countries around 
the world have been done to estimate the impacts of poor PQ to the customers. However, 
until now, only few cases are surveyed to analyze the technical and non-technical 
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inconveniences of poor PQ to the network operators. Nevertheless, a theoretical estimation 
of technical losses on different network components because of various PQ disturbances can 
be done to get an indication of possible impacts of poor PQ in the network. 
3.1 For customers 
From various surveys, it was generally noticed that industries are vulnerable to long and 
short interruptions (that are considered as ‘reliability issues’ in the power system analysis). 
Voltage dip is the main PQ problem for the semiconductor and continuous manufacturing 
industries, and also to the hotels and telecom sectors. Harmonic problems are perceived 
mainly by the commercial organizations and service sectors such as banks, retail, telecom 
etc. Another PQ problem that draws high attention is the presence of transients and surges 
at the customer’s installation. In 2001, the Leonardo Power Quality Initiative (LPQI) 
surveyed in eight countries of the European Union (EU) [Keulenaer, 2003] and declared that 
the customers report a complaint to the network operators when they suffer one of the 
inconveniences as shown in Table 1 at their sites due to poor PQ of the electric supply. 
 
Perceived inconvenience Affected devices Reported PQ problem 
Computer lock-ups and 
data loss 
IT equipments 
(that are sensitive to change in 
voltage signal) 
Presence of earth 
leakage current causing 
small voltage drops in 
earth conductors 
Loss of synchronization 
in processing equipment 
Sensitive measurements of 
process control equipment 
Severe harmonic 
distortion creating 
additional zero-
crossings within a cycle 
of the sine wave. 
Computer, electronics 
equipments damage 
Electronic devices like computer, 
DVD player etc. 
Lightning or a switching 
surge 
Lights flicker, blink or 
dimming 
Flickering, blinking or dimming 
of lighting devices, and other 
visual screens 
Fast voltage changes 
leading to visible light 
flicker 
Malfunctioning of motors 
and process devices. 
Extra heating, decreased 
operational efficiency  
and premature aging of 
the equipments 
Motors and process devices 
Presence of voltage and 
current harmonics in the 
power supply 
Nuisance tripping  of 
protective devices 
Relays, circuit breakers and 
contactors 
Distorted voltage 
waveform because of 
voltage dip 
Noise interference to 
telecommunication lines Telecommunication system 
Electrical noise causing 
interference signals 
Table 1. Customer’s reported complaints in EU-8 as per LPQI survey 
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In 2008, another report was published by the LPQI in which PQ survey was conducted 
among the customers of the EU-25 countries [Manson & Targosz, 2008]. It was reported that 
loss of synchronization of processing equipment is an acute problem in the industries 
(mainly for the continuous manufacturing process plants). Lock ups of computers and 
switching equipment tripping are the second largest problem for industries. For the service 
and transport sectors, circuit breaker tripping and data loss have been identified as the main 
problems caused by poor PQ. It was noticed that main sources of PQ disturbances in the 
industries are the motor driven system and static converters. In contrast, PQ problems in the 
service sectors are mainly originated from various electronic equipments. Fig. 2 illustrates 
the LPQI survey results that indicate the frequency of different PQ consequences to the 
industries and the service and transport sectors as a percentage of cases analyzed. 
  
 
Fig. 2. Consequences of poor PQ as experienced by the customers 
Fig. 3 shows the survey results [Manson & Targosz, 2008] of the devices that mostly get 
affected by one of the PQ problems in different installations in the EU-25 countries. It shows 
that electronic equipments are the most vulnerable to PQ disturbances both in the industries 
as well as in the service and transport sectors. 
In 2000, the EPRI and CEIDS consortium conducted a PQ survey [Lineweber & McNulty, 
2001] among the industrial customers in the USA. It was declared that the most affected 
devices in the industries because of poor PQ are computers and micro processor based 
devices (43%), variable speed drives (13%), lighting equipments (8%), motors (5%), relays 
(1%) and other equipments (30%). The 4th benchmarking report [CEER, 2008] of the 
European Regulators also gave an overview of PQ related costs in different countries of the 
world. 
3.2 For network operators 
In the last decades, customers across the globe have become more aware of PQ related 
disturbances at their installations. Due to large amount of PQ emissions also from the 
customers’ sides, it is difficult for the network operator to maintain high voltage quality at a 
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customer’s point of connection. Moreover, a guaranteed high quality of voltage supply 
requires large investments in the network. Among various PQ problems, mainly harmonics 
in the network often interact adversely with the network components and cause 
inconveniences to the network operators. The operations of power electronic devices 
produce harmonic currents that lead to additional harmonic power flow and increase 
network’s total apparent power demand while decrease true power factor of the network. 
Large harmonic current can also cause overloading and extra power losses in the network 
components. In extreme cases, it can lead to high thermal stresses and early ageing of the 
network devices. Imposing penalties to the harmonic producing customers is not presently 
feasible because of the lack of proper measuring devices. Harmonic currents when 
combined with high grid impedance increases voltage distortions in the network and in 
extreme situation can shift zero-crossing points of the supply voltage waveform. This 
increases noise and electromagnetic interference in the network. Transformers, cables and 
power-factor correction (PFC) capacitors are the network components that mainly get 
affected by PQ disturbances and are discussed briefly in the following sub-sections. 
 
 
Fig. 3. Equipments affected by PQ problems in different sectors 
3.2.1 Effects on transformers 
Presence of harmonic current increases the core losses, copper losses, and stray-flux losses in 
a transformer. These losses consist of ‘no load losses’ and ‘load losses’. No load loss is 
affected mainly by voltage harmonics, although the increase of this loss with harmonics is 
small. It consists of two components: hysteresis loss (due to non-linearity of the 
transformers) and eddy current loss (varies in proportion to the square of frequency). 
The load losses of a transformer vary with the square of load current and increase sharply at 
high harmonic frequencies. They consist of three components: 
• Resistive losses in the winding conductors and leads  
• Eddy current losses in the winding conductors 
• Eddy current losses in the tanks and structural steelwork 
Eddy current losses are of large concern when harmonic current is present in the network. 
These losses increase approximately with the square of frequency. Total eddy current losses 
are normally about 10% of the losses at full load. Equation (1) gives total load losses (PT) of a 
transformer when harmonics are present in the network [Hulshorst & Groeman, 2002]. 
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∑ ∑  (1) 
Where,  
PCU  = total copper loss 
PWE  = eddy current losses at 50Hz (full load) 
PCE1  = additional eddy current losses at 50Hz (full load) 
PSE1  = stray losses in construction parts at 50Hz (full load)  
In  = rms current (per unit) at harmonic ‘n’ 
IL  = total rms value of the load current (per unit) 
I1  = fundamental component of load current (per unit) at 50Hz frequency 
n  = harmonic number 
Other concern is the presence of ‘triple-n’ harmonics. In a network, mainly the LV nonlinear 
loads produce harmonics. With a MV/LV transformer of ∆/Y configuration, ‘triple-n’ 
currents circulate in the closed delta winding. Only the ‘non triple-n’ harmonics pass to the 
upstream network. When supplying non-linear loads, transformers are vulnerable to 
overheating. To minimize the risk of premature failure of transformers, they can either be 
de-rated or use as ‘K-rated’ transformer which are designed to operate with low losses at 
harmonic frequencies. Increased loading can cause overstressing of transformer and the 
chance of its premature failure. This effect is usually expressed in terms of ‘loss of lifetime’. 
The hot-spot temperature is used for evaluation of a relative value for the rate of thermal 
ageing as shown in Fig. 4. It is taken as unity for a hot-spot temperature of 98oC with the 
assumption of an ambient temperature of 20oC and hot-spot temperature rise of 78oC. 
Equation (2) shows the calculation of relative ageing rate (V) as a function of hot-spot 
temperature θh [Najdenkoski et al., 2007].  
 h h    = 2
   98 C
( -98)/6Ageing rate at CV
Ageing rate at
θ θ°= °  (2) 
 
Fig. 4. Aging of a transformer with increased temperature above hotspot 
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3.2.2 Effects on cables 
Harmonic currents have two main effects on cables: 
• Additional ‘ohmic losses’ (I2R losses) in the line and neutral conductors of a cable 
because of increased rms value of current due to harmonics. This causes increased 
operating temperatures in a cable. 
• Harmonic currents along with the grid impedances cause harmonic voltages across 
various parts of the network. This harmonic voltage increases the dielectric stresses on 
the cables and can shorten their useful lifetime. 
Resistance of a cable is determined by its DC value plus skin and proximity effect. The eddy 
current, which is generated due to the relative motion of the electromagnetic field and 
circulating current in a conductor, is the root cause of skin effect. The current tends to flow 
on the outer surface of a conductor. It increases the effective resistance of the conductor and 
eddy current losses, mainly at high frequencies. The ‘proximity effect’ is because of the 
mutual inductances of parallel conductors and the changing magnetic field of the nearby 
conductors. Both the skin effect and the proximity effect are dependent on the power system 
frequency, conductor size, the resistivity and the permeability of the material. The presence 
of harmonics in the cables influences conductor’s resistance and further increases its 
operating temperature. This can eventually cause early aging of the cables. Heat generated 
in a cable consisting of ‘m’ conductors and harmonic component ‘n’ is given by equation (3) 
[Fuchs et al., 1986]. 
 2( ) ( )n acQ m m I r n= ⋅ ⋅∑  (3) 
Where, 
Q(m) = heat generated in a cable per unit length 
m  = number of conductors in the cable 
rac(n) = conductor resistance for nth harmonic per unit length 
In  = effective or rms value of nth harmonic current 
Thermal degradation of an electric device is mainly caused by temperature rise beyond the 
rated value. When the operating temperature deviates from the rated temperature, the life 
expectancy of a cable is changed and can be calculated by equation (4) [Fuchs et al., 1986]. 
 ( )
( )EK rat rat
rat
e
Δθθ θ Δθρ ρ +− ⋅= ⋅  (4) 
Where,  
ρ  = lifetime referred to θ = θrat + ∆ θ 
ρrat  = lifetime referred to θ =  θrat 
∆θ  = temperature rise in relation to θrat in Celsius 
θrat  = cable rated temperature in Kelvin  
K  = Boltzmann constant 
E  = material's activation energy 
Laboratory measurement is done to identify cable’s temperature rise for different loadings 
conditions with linear and nonlinear loads respectively. In the test, a 4x2.5 mm2 XVB-F2 type 
cable with copper conductor, PVC insulation and extruded polyethylene shield is used. This 
is a common type installation cable in Belgium. Fixed values of set-up currents (5A, 10A, 
15A and 20A) are applied to the liner as well as the nonlinear loads. Incandescent lamps are 
used to represent linear load and PCs for nonlinear loads (that have total harmonic current 
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distortion of 40% approximately). Fig. 5 (a) shows a comparison of the cable's Cu conductor 
temperature rise with linear and nonlinear loads for different set up currents [Desmet et al., 
2004]. The ambient temperature was recorded 21°C at the test site. It was found that with 
increasing set up currents, the neutral conductor's current (because of 'triple n' harmonics) 
increases sharply for nonlinear loads as shown in Fig. 5 (b). This increases total heat content 
of the cable and raises its temperature. In the test, it was noticed that the temperature of Cu 
conductor of the cable exceeded its permissible temperature limit for high nonlinear loads 
(while set up currents are always maintained below the limit of maximum cable current 
capacity). This can cause life time reduction of the cable as described in equation (4). 
 
(a) Relative temperature rise of a cable’s 
conductor with linear and nonlinear loads 
 
(b) Increase of neutral currents with 
increasing fundamental current loadings 
Fig. 5. Accelerated temperature rise in a cable with nonlinear loading 
3.2.3 Effects on PFC capacitors  
Power-factor correction (PFC) capacitors are provided to draw currents with a leading 
phase angle to offset lagging currents drawn by the inductive loads such as an induction 
motor. In the presence of a non-linear load, the impedance of a PFC capacitor reduces as the 
frequency increases, while the source impedance is generally inductive which increases with 
the frequency. The presence of voltage harmonics in the power system increases the 
dielectric losses in the capacitors at high operating temperature and reduces the reliability.  
In extreme situation, harmonics in the network can cause reduction of operational life time 
of a PFC capacitor. The dielectric loss in a capacitor is calculated by equation (5) [Fuchs et 
al., 1986]. 
 
40
1
2(tan ) .
n
n
loss n nP C Vδ ω
=
=
= ⋅∑  (5)  
Where, 
tanδ = R/(1/ωC) is the loss factor 
ωn  = 2πfn = harmonic frequency 
V  = rms voltage of nth harmonic 
In the electricity networks, PFC capacitors are used to improve power factor of the network. 
However, with the capacitor and the stray inductance of the network components, a parallel 
resonant circuit can be formed. This causes very large (often localized) harmonic voltages 
and currents to flow, often leading to the catastrophic failure of the capacitor system. To 
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reduce the chance of resonances in the network, tuned PFC capacitors can be used to filter 
harmonic components. 
3.3 For equipment manufacturers 
When an equipment manufacturer introduces a device in the market, he guarantees it to 
perform satisfactorily at sinusoidal supply voltage condition (as per the standard 
requirements). However, its optimum performance is not guaranteed when the supply 
voltage is distorted. Laboratory experiments show that devices produce higher amount of 
harmonic currents when the supply voltage is distorted. Table 2 compares total harmonic 
current distortions of some household devices under the sinusoidal and distorted supply 
voltage condition (with 5% total harmonic voltage distortion (THDv) in the network) 
[Bhattacharyya et al., 2010].   
 
Total current harmonic distortion  (THDi) with 
respect to the total rms current drawn by the device 
 
Device 
under clean voltage 
condition 
under polluted voltage 
condition (THDv=6%) 
TV 48% 55% 
Personal computer (PC) 87% 89% 
Refrigerator 10% 18% 
Compact fluorescent lamp (CFL) 72% 79% 
Table 2. THDi of devices under clean and polluted network voltage conditions 
It might also happen that when specific types of devices are connected in large quantity at a 
certain part of the network, some orders of harmonic currents increase significantly 
resulting in large distortion of the network voltage. This can result in abnormal operation of 
other network devices. The device manufacturer, however, can not be blamed directly for 
such a situation as he is not responsible for his devices’ operations under a distorted supply 
voltage condition. 
A relatively new concept is developed to measure harmonic fingerprint of a device to 
estimate its harmonic current emission behaviour under various polluted voltage 
conditions. A harmonic fingerprint is a database that contains a large set of harmonic 
current measurements for a device at different conditions of the supply voltage. A device is 
tested separately for a clean sinusoidal voltage condition. Subsequently, the supply voltage 
is polluted with various order harmonics (from 2nd harmonic up to 25th harmonic order), 
having an amplitude variation of 1% to 10% (with a step of 1%) and also a phase shift of 0° 
to 360° (with a step of 30°) and respective harmonic currents are measured. It is observed 
that with a polluted supply voltage, harmonic current emission of a device can change 
significantly. Reference [Cobben et al., 2007] gives more information on harmonic 
fingerprint development method. From a harmonic fingerprint plot, it is often possible to 
identify internal characteristic of a device. In Fig. 6 harmonic current emissions are plotted 
for a CFL when the 25th harmonic voltage pollution is increased from 1% to 10% of the 
fundamental voltage for phase shifts of 0°, -30°, +30°, -180°, and +150° respectively 
[Bhattacharyya et al., 2010]. It shows that the harmonic current emission of a CFL increases 
almost 10 times when the 25th harmonic voltage pollution (with 0° phase shift) at the supply 
terminal is changed from 1% to 10% of its magnitude.  
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Fig. 6. Harmonic currents of a CFL for 25th harmonic voltage pollutions 
It was also found that mutual interactions occur among various harmonic-producing 
devices in the network. Furthermore, a distorted supply voltage (as background pollution) 
influences harmonic emission behaviour of the loads. Fig. 7 shows examples of a PC and a 
CFL when they are tested with clean sinusoidal voltage and with two polluted voltage 
conditions of THDV as 3.2% (marked as ‘average b.g pollution’) and 6% (named as ‘high b.g 
pollution’) respectively. Harmonic current emission of a device can change significantly 
with the background supply voltage distortions. 
 
  
Fig. 7. Emissions of devices under background pollution conditions 
4. Financial impacts of poor PQ 
Power quality disturbances can have significant financial consequences to different 
customers and the network operators. It is quite hard to estimate correct financial losses of 
poor PQ as many uncertainties are involved. Therefore field surveys, interviews and case 
studies are carried out to get an indication of the costs of poor PQ. From literatures, many 
analyses are found on PQ costs for various types of customers. In contrast, very limited 
information is available on PQ cost for the network operators. As the cost evaluation of poor 
PQ is a complicated issue, the CIRED/CIGRE ‘Joint Working Group’- JWG C4.107 was 
formed to develop a systematic approach for estimating various costs related to PQ 
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problems. This group proposed methodologies to determine PQ costs for the customers as 
well as the network operators.   
4.1 For customers 
From worldwide customer surveys on the electric supply, it is found that voltage dip is one 
of the PQ problems that causes large inconveniences and has significant financial impacts to 
various industrial process equipments. The actual financial losses are customer specific and 
depend mainly on customer category, type and nature of activities interrupted and the 
customer size. Also, financial losses are event specific and different severity could incur 
different losses to various customers. It is noticed from different surveys that short 
interruptions and voltage dips are the major contributors to financial losses in terms of PQ 
related costs. The European Power Quality survey report declared that PQ problems cause a 
financial loss of more than 150 billion Euros per year in the EU-25 countries [Targosz & 
Manson, 2007]. The survey was done over two years period during 2003-2004 among 62 
companies from different industries and service sectors. It was found that 90% of the total 
financial losses are accounted to the industries. Fig. 8 shows the percentage shares of total 
financial losses on various PQ aspects in the EU-25 countries. It shows that 56% of total 
financial loss in EU-25 is a result of voltage dips and interruptions, while 28% of the costs 
are due to transients and surges. Other financial losses (16%) are because of harmonics, 
flicker, earthing and EMC related problems. 
 
 
Fig. 8. Percentage share of PQ and interruption costs EU-25 countries 
As per the proposal of the CIRED/CIGRE JWG 4.107 group [Targosz & Manson, 2007], two 
distinct methods of measuring the economic impact of poor PQ have been identified.  
• The first method is a direct method, which is an analytical approach to consider the 
probabilities and impacts of the events. This method leads to a precise answer, but 
mostly it is difficult to obtain correct input values.  
• The second method is an indirect method, which considers historical data for analysis 
and the customer’s willingness to pay for solving PQ problems. 
Total cost of a PQ disturbance for a production company consists of expenditures in various 
accounts as follows: 
• Staff cost – this is the cost because of personnel rendered unproductive for disrupted 
work flow. 
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• Work in progress – this category includes the costs of raw material involved in 
production which is inevitably lost, labour costs involved in the production, extra 
labour needed to make up lost production etc.  
• Equipment malfunctioning – if a device is affected, the consequences can be slow down 
of the production process, extra ‘idle’ time. 
• Equipment damage – if an equipment is affected, consequences can be complete 
damage of the device, shortening of its life time, extra maintenance, need of stand-by 
equipment etc.  
• Other costs – the costs paid for penalties due to non-delivery or late delivery, 
environmental fines, costs of personal injury (if any), increased insurance rate etc. 
• Specific costs – this category includes extra energy bill due to harmonic pollutions 
produced by non-linear devices, fines for generating harmonic pollution in the network 
(if applicable). Reduction of personal working efficiency; related health problem due to 
flicker can also be included in this cost category.   
• Savings – there are some savings in the production too. It includes saving from the 
unused materials, saving from the unpaid wages, savings on energy bill etc.  
In a typical continuous manufacturing sector large financial losses are incurred by the lost 
work-in-progress (WIP) which is (most of the cases) about one third of total PQ costs. Also, 
the slowing down of processes and labour costs are quite significant in this sector. In other 
sectors, the situation is not very clear with the labour cost and equipment related costs. In 
the public services like hotels and retail sectors, PQ impact is measured as slowing down 
their business activities, in terms of revenue lost. In the industries the losses are mainly 
because of voltage dips, interruptions and transient surges. Fig. 9 shows the distribution of 
PQ costs in various accounts in industries and service sectors, as estimated in the LPQI 
survey for the EU-25 countries [Manson & Targosz, 2008].  
 
 
Fig. 9. PQ cost distributions per sector in EU-25  
PQ cost estimation survey was also performed by the EPRI and CEIDS consortium for the 
American industries in 2000. It was estimated that the US economy loses annually 119 
billion dollars to 188 billion dollars due to voltage dips, short interruptions and other PQ 
problems [Lineweber & McNulty, 2001]. Digital economy and continuous manufacturing 
industries are found to be the most affected sectors. It can be remarked here that PQ cost 
data, obtained from different surveys, is quite difficult to compare as the references of 
representations in different surveys often vary. Hence, proper evaluation method of the 
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analysis is required for correct interpretation of the cost data. Another report [McNulty et 
al., 2002] estimated the costs of momentary and 1 hour outages for various sectors in the 
USA. Similar type of survey was also conducted by UMIST, UK in 1992 [Kariuki & Allan, 
1996] to estimate costs of outage to different customer groups. Table 3 compares both the 
findings of these surveys. It shows that outage costs in different sectors in UK and US vary 
significantly, except for the industrial customers suffering momentary outages.  
 
Survey done for UK customers 
Costs per outage per customer 
(€/event/customer)1 
Survey done for US customers 
Costs per outage per customer 
(€/event/customer)2 
 
Sector 
momentary 1 hour momentary 1 hour 
Residential - 0.84 1.63 2.02 
Commercial 13.8 127.2 454 664 
Industrial 1440 5160 1420 2375 
Note: Various original cost data are converted to equivalent Euros for better comparison. The conversion rates are 
taken as: 1 £ = 1.20 €1 and 1 $=0.75 €2. 
Table 3. Costs of outage as experienced by different customer groups 
It is quite difficult to make a general conclusion on financial losses in different industries as 
the PQ cost and the cost of outage due to interruption depend largely on the customer's 
installation characteristic and the devices involved. Among the industries, there can be a 
wide range of variety in device usages and their sensitivity to PQ problems. The same is also 
applicable for the commercial sectors.   
4.1.1 Estimation of financial losses caused by process failure 
When a disturbance occurs in an industrial process plant because of a voltage dip event, it 
can cause appreciable financial losses for the plant owner. The financial losses for an 
industrial customer can be determined as shown in equation (6) [Milanovic & Jenkins, 2003]. 
 CL MV CM CE AC= − − +  (6) 
Where, 
CL  = combined financial losses 
MV  = market value of goods that could be manufactured during the time of 
  process outage. Also, called “opportunity lost: sales and profit forfeited”. 
CM  = cost of material which could be used up in a production process 
CE  = cost of energy that could be used up in a production process 
AC  = additional costs connected with a loss of supply 
Alternatively, total financial losses because of a PQ event can also be expresses by equation 
(7). Both equations (6) and (7) are equivalent and any of it can be applied for calculating the 
financial losses due to voltage dips.  
 ( ) ( )CL EE RL VE r s FC= + − ⋅ + +  (7) 
Where, 
EE  = extra expenses incurred because of the failure (€/per failure) 
RL  = revenue lost per hour of plant downtime (€/per hour) 
VE  = variable expenses saved per hour of plant downtime (€/per hour) 
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r  = repair or replacement time after a failure (hours) 
s  = plant start-up time after a failure (hours) 
FC  = any fixed costs (€/per failure) 
Financial losses due to a voltage dip are very much influenced by the customer’s load 
compositions and process layout at the plant site. Also, different base references are used in 
various case studies to represent voltage dip financial data (for example: sometimes the 
reference of representation is per event cost, sometimes per kVA or total installed capacity 
of the plant, and sometimes per hour cost or total cost in a year etc.). Fig. 10 provides a 
range of financial losses due to voltage dip event in different industries that can be used for 
macro-level planning purpose [Andersson & Nilsson, 2002]. 
 
 
Fig. 10. Indicative financial losses in different sectors due to voltage dips 
4.1.2 Estimation of financial losses caused by harmonics 
Harmonic voltages and harmonic currents both can cause failure or abnormal operation of a 
customer’s devices and can have financial consequences to the customer. Generally, 
harmonics in the network cause three types of problems: 
• Additional energy losses (in the customer’s transformers, connection cables, motors, 
neutral conductors etc.) 
• Premature aging of a device 
• Abnormal operation or misoperation of a device 
Two methods can be applied to estimate costs related to harmonics: deterministic and 
probabilistic. The deterministic method is applied when all information related to the 
calculation (such as knowledge of network’s operating conditions, various devices’ 
operating conditions and absorbed power levels, the variation rate of the electrical energy 
unit cost and discount rate etc.) are available without any uncertainty. The present worth of 
operating costs of all components (represented as ‘(Dw)y, pw’) in a considered installation for 
a period of NT can be estimated as shown in equation (8) for a harmonic rich environment 
[Caramia et al., 2009]. 
 , 1
1 1
( )
( )
(1 )
T TN N y
y pw y
y y
Dw
Dw Dw α −= == = +∑ ∑  (8) 
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(Dw)y  is the sum of extra operating costs for all components (due to energy losses) at the 
customer’s installation in all the time intervals for a specific year ‘y’ under consideration. ‘α’ 
is the present worth discount rate and NT is the period of years under consideration. 
Reference [Key & Lai, 1996] gives estimation of harmonic related losses in office building. In 
this case, about 60 kW electronic loads (mainly computers) are connected that operates 12 
hours per day for 365 days in a year. It was found from the analysis that those offices were 
paying extra energy bills of 2100 dollars each year (which is approximately 8% of the total 
energy bill) because of 21,9 MWh additional energy losses annually due to harmonics at the 
customer's installation. It was also observed that the station transformer became overloaded 
when supplying to only 50% of its capacity equivalent non-linear loads.  
The premature aging caused by harmonic pollution involves incremental investment costs 
(Dak) for the kth device during the observation period. This is shown by equation (9) 
[Caramia et al., 2009], where (Ck,ns)pw and (Ck,s)pw are the present worth values of total 
investment costs for buying the kth device during its life in non-sinusoidal and sinusoidal 
operating conditions respectively. 
 , ,( ) ( ) ( )k pw k ns pw k s pwDa C C= −  (9) 
The evaluation of costs of misoperation is the most complex. It is often difficult to determine 
if the degradation of a device’s performance is only due to harmonics or other PQ 
disturbances or due to other types of overloading. To estimate cost of a device’s abnormal 
operation, it is required to get information of that device’s characteristic under harmonic 
conditions, the activity for which the device is used and the relative importance of it in that 
process activity. Reference [Carpinelli et al., 1996] describes an investigation on a wide range 
of devices used in the commercial and industrial sectors and concluded that estimating the 
cost of abnormal operation requires extensive information on a device’s behaviour in the 
presence of harmonics, the activity in which the device is used and the economic values of 
all items contributing to lower productivity. 
Most of the cases it is difficult to gather all information related to costs as harmonics have 
mainly long term impacts and have relatively less visual immediate effects. Therefore, 
probabilistic method of cost estimation can also be applied when some of the calculating 
parameters are uncertain or not known correctly. Equation (10) shows a general equation to 
estimate the expected economical value of present worth of harmonics '(D)pw' for a device in 
the probabilistic analysis [Caramia et al., 2009]. It includes a probability density function ‘E’ 
which describes its statistical feature of failure probability of the device, ‘(Dw)pw’ represents 
present worth of additional energy losses and ‘(Da)pw’ is the present worth of incremental 
investment due to premature aging of the device.  
 ( ) ( ) ( )pw pw pwE D E Dw E Da= +  (10) 
4.1.3 Consequences of voltage flicker 
Voltage flicker is an annoying problem for the customers. Most of the times, it does not have 
high financial impact. However, it causes inconveniences to the people when frequent 
flickering (of light and computer screens) occurs at their work-places or homes. From field 
studies it was found that voltage flicker can cause severe headache, epilepsy and other 
vision related illness to the customers. So, the affected people have to go for medical 
supervisions that might involve appreciable expenses. It was estimated from the LPQI 
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survey [Manson & Targosz, 2008] that the cost consequences due to flicker related problems 
can be up to 10% percent of an organization’s employment costs.   
4.2 PQ costs for the network operators  
Poor PQ has impacts to the network components (such as cables, transformers, capacitor 
banks etc.) that might suffer excessive heating, overloading, reduced energy efficiency, 
undesired tripping and early aging. Not many case studies are done yet to estimate the 
financial impacts of poor PQ for network components. However, it is clear that the network 
operators experience additional losses in the networks because of harmonic currents, mostly 
originated by various customers’ devices. Also, the costs of unwanted tripping of protective 
devices or control equipments in the network can be significant as those can lead to 
unplanned supply interruption. The cost of reduced equipment’s lifetime due to early aging 
is also very high, especially for expensive network devices. A transformer is expected to 
have a lifetime of at least 30-40 years. It is possible that it has to be replaced in 10 years 
earlier due to its early aging caused by increased harmonic pollutions in the network. Most 
of the time, the effects of harmonics are hidden and not immediately visible.  
Light flicker is another PQ problem that has drawn high attention even though it has lesser 
financial impacts than harmonics and voltage dip problems. It can cause bad reputation of 
the network operator as a service provider in the electricity business. Also, when a customer 
complaints to the network operator about flicker problem, then an inspection engineer has 
to be sent to the site to supervise the problem to take necessary action. All these cause extra 
cost for the network operator.  
In an existing network, PQ performance can be improved by rearranging and reinforcing 
the network. Also, regular maintenance strategy has to be adopted to enhance the lifetime of 
the network components and reduce failure rate. All these require appreciable investments. 
Implementing a mitigation device is another method to increase PQ performance level in the 
network at a desired level. The decision on adapting one of those strategies can be done 
after carefully analyzing PQ problem experienced by the network operators and customers 
and their relative financial losses in comparison to the investment required. Furthermore, it 
is also possible to tighten the PQ (or EMC) standards for the equipments so that they 
become less sensitive to disturbances. This requires a regulatory change and also can 
increase the equipment’s manufacturing cost.  
4.2.1 Harmonics in the network  
At present, no published case study shows that the network components are failing because 
of poor PQ. However, it is often found that extra losses are occurring in the network 
components because of additional harmonic currents in the network. In the future electricity 
infrastructure, with the increased usage of many power electronics devices, harmonics can 
become a problem in the networks. Regular PQ monitoring can probably indicate actual PQ 
situation in the network. Various costs of harmonics are categorised as the operating cost 
(e.g. increased power losses), the aging cost (e.g. reduced lifetime cost) and the cost due to 
equipment’s maloperation. All those costs can be calculated by the same method as 
described in section 4.1.2. When large harmonic currents flow in a network, the network 
operators often can notice its impacts immediately as the network components get 
overloaded. In extreme situation, it can cause tripping of the protection device. Reference 
[Papathanassiou et al., 2007] estimates an increase of only around 0.15%-0.20% of the total 
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losses in the network components (lines and transformers) because of existing level of 
harmonics in the Greek networks.   
4.2.2 Consequences of voltage dips 
A voltage dip event can disrupt the operation of sensitive devices that might lead to partial 
or complete interruption of a customer’s power supply. The effects of voltage dips mainly 
depend on the type of customer, the usage of the power supply and the electricity demand 
of the installation. Fig. 11 shows the EPRI-PEAC survey [McNulty et al., 2002] results of the 
US industrial customers (mainly continuous manufacturing process industries and digital 
economy sectors). It shows that different durations of outages at the customer’s installations 
can have varying impacts to them. For a 1 sec of power failure (or very deep voltage dip), 
around 56% of the total surveyed industrial customers suffer process interruptions of 1.1-30 
min at their installations, while 27% customers suffer a sudden outage at their sites for a 
duration of 1 minute or less. Similarly, when the supply power failure is for 3 minutes, it 
was noticed that around 82% of the surveyed customers would face a process interruption 
in the range of 1.1-30 minutes and 15% of them experience process outages for 30 minutes to 
2 hours. In this survey, it was estimated that for an industrial customer the average process 
outage time after 1 second power supply failure is 21 minutes. However, it is only an 
indicative value. The real process outage time can vary largely among different industries 
depending on their type of operations and sizes. 
 
 
Fig. 11. Outage durations in different industries for 1 sec power failure 
Generally, the industrial customers demand large quantities of electricity. Therefore, when a 
voltage dip event in the network disrupts the power supply of many industries in a specific 
part of the network, it can have significant financial impacts to the concerned electricity 
service providers (due to loss of 'kWh units' of electricity tariff). 
5. Other impacts of poor PQ 
Another aspect that has grown interest in the electricity service sector is the ‘customer 
satisfaction’ index. It depends mainly on the mutual relationships between a customer and 
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network operator; and indicates the commercial quality of the electricity distribution 
service. Commercial quality generally relates to the individual agreement between network 
operator and customer. However, only some of these relations can be measured and 
regulated through standards or other legal instruments. When more customers are not 
satisfied with the PQ of the supply, the network operator may lose the trust of the 
customers. In the extreme situation, the national regulators may take action against the 
network operator to solve the problem. Presently, in many countries the network operators 
are obliged to verify PQ complaints of individual customers. They should provide a voltage 
at a customer’s terminal that has to fulfil the applicable standard requirements. However, a 
customer’s responsibility regarding various PQ requirements at the point of connection is 
not yet well defined. Therefore, it is a challenge for the network operator to maintain both 
the technical and service quality to satisfy the customers’ needs.  
When a customer buys a product from the market, the ‘brand name’ plays an important role 
in decision making of his purchase. A device when is sold in the market, the device 
manufacturer guarantees its performance as per the relevant product standards (of IEC or 
other internationally recognized standard) under clean voltage condition. However, in 
reality, the devices operate in an electricity environment with distorted supply voltage. 
Thus, the connected devices generate different harmonic currents than that at sinusoidal 
voltage condition. In certain situations, some specific order harmonic current can exceed the 
limits of the standards. Also, it produces extra losses and may operate abnormally that leads 
to the decrement of its lifetime. All these can bring doubts in the customer’s mind about the 
quality of the device and indirectly on the device manufacturers supplied product’s quality. 
Thus, the ‘commercial quality’ of the equipment manufacturer might get affected too. 
6. Responsibility sharing among various parties 
Many PQ problems in the network are contributed by customer’s nonlinear devices and 
most of those devices are susceptible to failures under polluted supply voltage condition. In 
addition, some PQ problems such as voltage dips, transients are mainly originated in the 
network side. Improving a network to reduce PQ problem costs huge amount of investment 
for a network operator; while poor PQ also accounts large financial losses to the customers. 
Therefore, following parameters have to be considered for PQ cost analysis in the networks: 
• Network’s mitigation cost (such as changes in network infrastructure, placing a PQ 
mitigation device etc.)  
• Compensation for the extra losses in network components 
• Extra costs to handle customer’s complaints (effort in finding the problem, network 
intervention for modification and improvement) 
• Customer’s willingness to pay extra money (and tariff) to minimize PQ disturbances at 
their installations  
• Evaluation of cost of extra-quality by introducing individual ‘PQ contract’ scheme 
• Costs aspects that concern manufacturers in designing equipment for improving PQ 
(emission and immunity of equipment) 
• Total market size (that means the number of customers involved) for a specific PQ 
solution under consideration 
To implement PQ mitigation, it is required to evaluate different alternatives to improve PQ 
performance in the network. Therefore, a systematic approach is followed to first find out 
the responsibility of each of the involved parties in the network as shown in Fig. 12. 
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Fig. 12. Decision making flow-chart on PQ solutions  
One of the main influencing factors on the decision making is the number of complaints that 
a network operator gets from the customers because of poor PQ of the supply. First, the 
source of PQ problem in the network is to be detected. It is also important to know about the 
network impedance at the POC where customer is facing PQ related inconveniences. After 
analysing the problem, network operator may ask the customer either to install a mitigation 
device at his terminal or to pay for the solution, if the problem is caused by the customer's 
device. On contrary, if the network impedance at POC is found higher than the maximum 
(fundamental and harmonic) impedance allowed for the customer's connection type, the 
network operator will be responsible to solve the PQ problem. Depending on the sensitivity 
of the problem, the network operator has to implement mitigation method at the 
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complaining customer's POC, or in the feeder or elsewhere in the network to fulfil the needs 
of a large group of customers. Thus, following situations are possible while deciding on an 
investment for a PQ solution: 
• A mitigation method is chosen at the customer’s terminal or in his installation and the 
investment is also done by the customer. 
• Mitigation method is adopted at the customer side, but the investment is done by the 
network operator.  
• A mitigation method can be implemented in the network (such as: network a 
reconfiguration, laying an extra cable, installing storage or filters, etc.) while the 
investment can be shared by the network operator and the customer, depending on the 
situation. 
Finding an optimal PQ solution and defining PQ related responsibility of each of the parties 
connected in the network are complicated issues. The standards that are presently available 
give limiting values for some specific PQ parameters that are valid only for sinusoidal 
voltage condition. Hence, the standards also need to be adjusted to restrict PQ emissions at a 
customer’s installation. Alternatively, various devices can be manufactured with stricter 
specification so that they produce less PQ pollution in the network. Moreover, all the 
concerned parties would work together to find out the best solution. Fig. 13 illustrates 
mutual responsibility sharing on PQ aspects among the network operator, the customer and 
the equipment manufacturer. 
 
 
Fig. 13. Mutual responsibilities among various parties in the network 
6. Conclusion 
Poor PQ causes techno-economic inconveniences to different parties connected to the 
network. PQ problems such as voltage dips and harmonics can have significant techno-
economic impacts to the customers and the network operators. It was found from the LPQI 
survey (2004) in the EU-25 countries that electronic equipments, electrical motors, variable 
speed drives and static converters are the most affected equipments in the industries. The 
other affected devices are cables, capacitors, lighting equipments and relay contactors. 
Estimating the financial losses for a customer because of poor PQ is quite complicated as it 
includes various direct (immediately visible costs) and indirect (long-term) costs. The 
methodologies for calculating the costs related to voltage dips and harmonics are described 
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in this chapter. It was found that continuous manufacturing process plants and digital 
industries are the most vulnerable sectors for PQ related disturbances. It was also noticed 
that the network operators can have significant inconveniences too because of poor PQ in 
the network. Network components suffer extra losses, reduced operational efficiency, 
abnormal tripping and premature failure because of harmonics in the network. Various 
reference case studies are mentioned where poor PQ related financial losses for the 
customers and network operators have occurred. It was found that light flicker is technically 
not a big problem for the network. However, when the customers suffer from flicker related 
disturbances and complain frequently to the network operators, it can have some financial 
consequences. The ‘commercial quality’ aspect of the electricity is also briefly discussed that 
emphasizes on the customer’s satisfaction about the received electricity. 
The presence of polluting devices in the network often distorts the supply voltage. Under a 
polluted grid condition, a customer’s devices behave differently than the sinusoidal voltage 
condition. The present standards give requirements on PQ parameters only for clean 
sinusoidal voltage condition. In future, those standards need to be modified to make them 
more appropriate for the real distorted network voltage condition. Also, the standards 
should specify clearly the responsibility of the customer regarding various PQ parameters at 
the connection point of his installation with the network. To select an optimum PQ 
mitigation method in the network, a detailed cost-benefit analysis is to be done for the 
involved parties.  
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1. Introduction  
1.1 Basic concepts  
The main goal of this chapter is the economic valuation and prioritization of those 
investments which are intended to improve the power quality of the system. While most of 
the research work in the field of power quality was aroused by the scientific challenges to be 
overcome, it is fair to recognize that the practical importance of power quality hinges on the 
economic impact of such phenomena. 
Thus, economic analysis of power quality is of the outmost significance. Such analysis, 
according to present day corporate doctrine, implies the assessment of the changes in the 
market value which are produced when an ideal scenario – where electric energy is supplied 
without any imperfection – is disturbed by a series of distortional events, thus leading to a 
loss of quality. In brief, we want to relate imperfection level with market value. 
In a more practical line of thought, we wish to answer specific questions like this: how many 
equivalent dollars of market value are lost when the severity index of some type of 
imperfection increases – say – by one unit? Or – opposingly – how many dollars are won 
because of a decrease in severity? 
Moreover, given an intervention in the markets which diminishes the index, we seek to 
estimate the monetary benefit of such quality improvement. As we also know the capital 
needed to accomplish such intervention we can introduce in the market model and the 
change in value added may be subsequently calculated. Then, the relation between that 
change and the capital invested can be compared against a hurdle rate which functions as a 
yardstick for the merit of the intervention. This can be used also in order to prioritize capital 
investments on power quality (this rather straight way of investment prioritization, becomes 
more complicated when the uncertainties inlaid in the quality issues are introduced). 
1.2 The quality market model outline 
Figure 1 depicts the electricity market model without considerations on quality issues. 
Essentially, such market is based upon the capacity of the consumers to draw value from 
electrical energy through an usage system (the “EE usage” rectangle on upper right). This 
system is fed across a supply network (the rectangle below the first one). These two systems 
are the physical assets from which the creation of users value (S) results. The payment of 
users is the firm revenue (R). So the difference (U-R) can be seen as a surplus (S) obtained 
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from the acquisition of energy. Subtracted from (R) are the expenses need to operate the 
physical assets, taxes and the remuneration of capital (financial assets), the remaining value 
(V) goes to the investors, as seen at the left, (S) and (V) sum up to produce the public value 
(W) added to the society. Maximization of (W) is the ultimate goal of regulation mechanisms 
(Arango et al., 2008a). 
 
Users Value
(U)
(S)
Taxes
Expenses
Revenue
(R)
(V)Investors
Financial Assets
Consumers
Capital Yield
W = S + V
 
Public Value
to Society
(W)
Government
Supply
Network
Other
Stakeholders
EE
Usage
E
Physical Assets
 
Fig. 1. Diagram of the monetary streams (someones are virtuals) taking place in an 
electricity market. 
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E
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(2)
Taxes
(3)
P.Q. Events
(PQ)
(1) Loss of User Value
(2) Costs paid by the Firm
(3) New Capital Yield
 
Fig. 2. Insertion of Power Quality events in the Electricity Market Model. 
Figure 2 shows how the economic impact of quality events can be introduced in the 
previous market model. Due to the heterogeneous nature of such events they influence the 
customers, the firm or both. There is also an additional impact due to the capital invested in 
measures aimed to power quality improvement. Anyway, each of these influences can be 
duly taken on account and the net impact of quality on consumers’ surplus and the 
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companies’ economic value added can be calculated. (Those influences are located in Fig. 2 
as circles (1), (2) and (3)). 
In this way, this new market model allows a comprehensive treatment of power quality 
(P.Q.) either from the point of view of the utilities, customers or society. 
2. The consumers representation  
We shall begin with a brief explanation of the consumers attitude in regard to the electrical 
energy (E.E.). 
2.1 Basic assumptions 
a. From any quantity (E) of Electrical Energy the consumer gets a value of use expressed 
in monetary terms, as a concave value-function U(E), also known as a Von Neumann–
Morgenstern utility curve (Von Neumann & Morgenstern, 1944). The simplest function 
of such kind is a quadratic one, expressible as: 
 U(E) = a.E – ½ b.(E)2 (1) 
where (a) implies the Eagerness to use (E), while (b) portraits the Satiation due to the 
quantity already spent. 
b. The energy is sold at a fixed Tariff (T). Then, the purchase of a quantity (E) will demand 
a Payment P(E) given as: 
 P(E) = T.E (2) 
c. The difference between Value and Payment – whenever positive – represents a Surplus 
S(E) which the user draws from the transaction. Based on expressions for the equalities 
(1) and (2) results the following expression for the Surplus. 
 S(E) = (a-T)E – ½ b.(E)2 (3) 
2.2 The purchasing of energy 
Under the hypothesis above we postulate that the fundamental mechanism governing the 
purchase of E.E. can be verbalized as follows (Kreps, 1990; Jehle & Reny, 2000): 
“The consumer buys such quantities (E*) of energy that maximize his (her) surplus.” 
Then, (E*) must satisfy the well-known first-order condition: 
E=E*
dS = (a - T)- bE* = 0dE  
Thus, for any a>T, it results the optimal quantity purchased by the customer: 
 E* = (a-T)/b (4) 
This important equation relates consumption with price in the electricity market, in terms of 
the customer preference and the practiced tariff. The reverse equation is also very often 
useful: 
 T = a – bE (5) 
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From (2), (3) we shall have the optimized surplus: 
 S* = (b/2)E2 (6) 
and the corresponding payment: 
 P* = aE – bE2 (7) 
which is also the Revenue (R) of the firm. 
2.3 The diagram of economic flow of consumption 
The relationships above may be held together in a Diagram of Economic Flow as shown in 
Figure 3: 
 
2
2
bU aE E= −
2
2
bS E=
2P TE aE bE= = −
 
Fig. 3. Diagram of economic flow of a customer or cluster of customers. 
For a = 4300 US$/MWh, b = 500 US$/MWh2 and E = 8 TWh. The diagram is depicted in 
Figure 4: 
 
18400U =
16000S =
2400R =
 
Fig. 4. Diagram of economic flow with reasonable values for the monetary streams occurring 
in real world. 
Then, T = a – bE = 4300 – 4000 = 300 US$/MWh, as it should be. 
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2.4 Practical considerations 
The customers parameters (a,b) are not readily known in practice. Nevertheless, they can be 
related to information that is far more available. First, we are familiar with the purchased 
annual energy (E) and the firm revenue (R), thus we are also aware of T = R/E. Second, 
there is a basic economic parameter describing the consumers attitude with regard to the 
energy which was being thoroughly studied and measured: it is the Elasticity Consumption-
Price (ε), defined as: 
 ε = -(T/E)(dE/dT) (8) 
Recalling the fundamental equations (4) and (5) it can be devised a formula linking (ε) with 
(a) as: 
 a = (1+ ε-1)T (9) 
On the other hand, we always have the formula (5) which is reiterated here. 
a – bE = T 
For example, let be E = 8 TWh, T = 300 US$/MWh, ε = 0,075=7,5% 
Then, from (9) we shall have: 
a = (1 + 1/0,075)300 = 4300 US$/MWh 
and using (5) it results: 
b = (a – T)/E = (4300 – 300)/8 = 500 US$/MWh2 
Note that: 
R = (4300 x 8) – (500 x 82) = 2400 MUS$ = 8 TWh x 300 US$/MWh 
as it should be. 
Observation: 
ε varies with the point of operation of the customer. The value used in the calculus must be 
the elasticity computed for the same (T) obtained above. When ε was obtained for a different 
tariff T’, i.e., 
 ε’ = - (T’/E)(dE/dt) = T’/bE = T’/(a – T’) (10) 
We must retrieve ε as: 
 a = (1+ ε-1)T = (1+( ε’)-1)T’ (11) 
Then: 
(1+ ε-1) = (1+(1+ (ε’)-1)T/T 
which results in: 
ε’ = 1/((1-ε-1)(T/T’) – 1) 
Then 
 ε = 1/(1+(ε’)-1)(T’/T) – 1 (12) 
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For example, let be T’ = 150 US$/MWh. Then, we shall have: 
ε’ = 1/27,66666667 
or: 
ε’ = 0,036144578 
giving, as expected, 
ε = 1/(28,66666667 x (150/300) -1) = 0,075 
For example, suppose the elasticity is known to be ε’ = 0,036144578 for T’ = 150 US$/MWh. 
Then, we shall have ε = 0,075 for T = 300 US$/MWh. 
3. The firm representation 
3.1 A few words on capital and rates of return 
We start with a brief description of capital. Total capital (B) is composed by equity (A) – 
contributed by the Shareholders – and Debt (D) – due to the Bondholders. 
It is customary to define a Leverage Factor (δ) such that (D = δB) to express the level in 
which the firm is indebted. Moreover: 
1. An interest must be paid over debt at a convened debt-rate (rD). 
2. A remuneration should remain available over equity at an expected rate of return (rA). 
3. Interest is not subjected to taxation. Remuneration, instead, is fully taxable on a tax 
rate (t). 
4. rD and rA combine to produce the weighted-average cost of capital (WACC) where: 
 WACC = rw = (1-δ)rA + δ(1-t)rD (13) 
where t is the tax rate. 
3.2 Financial statements 
We shall represent the firms by a statement of their performance over a given period or 
financial exercise.  
A statement begins always with the total Revenue (R), from which is deducted the Cost, 
thus leading to the so called Result. 
In order to make clear our choice of Statement, two types of such instruments are to be 
considered: 
1. Accounting statement 
Is the traditionally used and published (according to rules of USGAAP – United States 
Generally Accepted Accounting Practices), which Cost includes expenses and interest 
on debt (D). Its Result is called Net Profit (L). 
2. Economic value statement 
Cost includes not only expenses and interest, but the yield on the total capital (B). Its 
Result is called Economic Value Added (V) (Martin & Petty, 2000). 
In the following, we shall use the Economic Value Statement type, recognizing that it 
represents better the modern principles of corporate finance. Nevertheless, in order to 
highlight the distinctive features, some examples will be worked on both statements.  
The Impact of Power Quality on the Economy of Electricity Markets   
 
31 
3.3 Modeling the firm 
The supplier is moulded as a system (Jensen & Meckling, 1976) whose input is the revenue 
(R). The various components of the economic cost (C) are then subtracted. As (C) includes 
de yield of all the capital (debt and equity) the remaining quantity (output or result) stands 
for the value (V) created above the expectations of investors. The firm surplus (V) is known 
as Economic Value Added or Economic Profit. 
One of the distinctive features of our representation is the proposal of a cost structure, that is 
to say, an explicit dependence among the various costs with the basic variables: supplied 
energy (E) and capital investment (B). 
The proposed structure, i.e. the supplier model, is presented as a diagram of economic flow 
in Figure 5. 
 
1
R = Z+ V =TE
1- t
Y
Z =-
1- t
1
EBIT = (V + Y)
1- t
t
(V + Y)
1- t
V + Y
Y
V = (1- t)(R - Z)
t
C=Z + V
1- t
 
Fig. 5. Diagram of the Economic Value Statement of a distribution company (DISCO). 
where the symbols mean: 
R = Receipt; T = Tariff; C = Economic Cost; Z = Total Cost at Equilibrium; dB = Depreciation 
of Physical Assets; Y = rwB = Yield of Capital (equity plus debt); V= Economic Value Added 
or economic profit; EBIT = Earnings before interest and taxes 
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Note that the cost functions C(E, B) are depending also from certain parameters (e, p, d, w) 
portraying the operational and corporative efficiency of the firm on one hand and its 
technological standards on the other. 
Note that, a distinctive feature, our market model brings a cost structure, that is to say, a 
functional dependence among each component of cost and the fundamental variables, 
which are quantities of supply and capital investment. In our case the variables are the 
energy purchased (E) and the investments in scale (B) and quality (Q). 
As cost components we have the functions: 
eE - Operational expenses, energy bought from generation  companies and other charges. 
p(E2/B) - Cost of energy lost in the electric network. 
dB - Depreciation of physical assets. 
rwB - Reward  to investors 
3.4 The firm with optimal allotment of capital 
The investment B has an optimal value B* for which Z attains its minimal value Z*. B* is 
obtained by zeroing the derivative of Z(E, B) with respect to B: 
 ∂∂
2
2
Z pE= - + k = 0B B  (13) 
Then 
 ⎛ ⎞⎜ ⎟⎝ ⎠
1
2pB* = Ek  (14) 
and 
 
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
1
2Z* = e + 2(pk) E = cE  (15) 
Note that the average price remains constant. 
3.5 The firm in economic equilibrium 
Another condition of interest implies V=0. Then we shall have: 
 R = C = Z (16) 
In this case, the supplier firm is said to be in Economic Equilibrium. 
When the firm is simultaneously with optimal investment and an economic equilibrium we 
shall have: 
 R = C = Z = cE (17) 
where 
 c = e + 2(pk)½  (18) 
As will be explained later, a regulated firm should belong to this particular class. 
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4. Peculiarities of electricity markets 
4.1 The company as a natural monopoly 
It is important to note that the distribution company (DISCO) owns the electric network 
which allows the physical delivery of E.E. to the customers. Any other firm wishing to 
compete in the business should construct another network replicating the geographical 
layout of the original one. It is obvious that the entry of such competitor will decrease the 
overall market efficiency (Kupfer & Hasenclever, 2002). 
In such conditions, the disco has the market power required to impose whatever tariff which 
it has in mind. Clearly, the disco goal is to maximize its economic value added (V). Thus, it 
can be easily concluded that such tariff ought to satisfy: 
 dR dZ=
dE dE
 (19) 
Assuming that the company optimizes its investments, the equality (19) will lead to: 
 a – ZbE = c (20) 
Then, 
 EM = (a-c)/2b (21) 
and the “monopolistic” tariff will be: 
 TM = (a+c)/2 (22) 
Substituting (21) in the formula of (V), given in Figure 3, we shall have: 
 VM = (1-t)(R-Z)M = (1-t) ((a-c) – bEM) EM = (1-t)((a-c)2/4b) (23) 
4.2 The regulated firm 
It is widely accepted that monopolistic tariffs impose on the customers an unfair weight. 
Being the electricity supply a public service, it should be regulated in order to attain 
maximum generation of social welfare (Beesleyand & Littlechild, 1989). 
As social welfare is a debatable and elusive notion, regulators usually adopt, as a reasonable 
proxy, the quantity (Friedman, 2002): 
 W = S + V (24) 
i.e., the sum of the consumers’ surplus and the value created by the utility, (which was 
called Market Output). Nevertheless, the unconstrained maximization of W leads to 
nonsensical results implying the firm’s collapse. The constrained solution requires that the 
firm be operated in economic equilibrium. Then, for optimum investment, the regulated 
company is compelled to operate satisfying: 
 aE – bE2 = cE (25) 
Thus, leading to: 
 ER = (a-c)/b (26) 
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and then 
TR = c 
4.3 Example of a regulated operation of a firm 
In order to enlighten the discussion on monopolist and regulated firms, Figure 6 shows the 
same distribution company supplying the same customers when operating free (i.e., using 
TM) and when regulated (TR). 
 
MONOPOLISTIC
U = 13040
S= 4000
R = 9040
800+120+48 = 968
8072
5327,52
0,099 X 480 = 47,52
VM = 5280 = (1-t)((a-c)2)/4b)
W = 9280
Optimized B M* = 480 M US$
REGULATED
U = 18080
16000
R = 2080
1600+240+96 = 1936
144
95,04
0,099 X 960 = 95,04
VR = 0
W = 16000
Optimized B R* = 960 M US$
(a) (b)
2744,48
Monopolistic
48,96
Regulated  
Fig. 6. Monopolistic and regulated diagram of economic flow of a given firm. 
Let be an utility and its costumers for the following parameters. 
Firm: 
e = 200 US$/MWh 
p = 3600 US$2/MWh2 
d = 0,10 
rw = 0,099 
c = 260 US$/MWh 
Customers: 
a = 4260 US$/MWh 
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b = 500 US$/MWh2 
Note: the parameters already given correspond to a stylized albeit of a real medium-size 
utility supplying a cluster of customers, typical of a developing country. 
In such case we shall have: 
Monopolistic 
TM = 2260 US$/MWh 
EM = 4 TWh 
Regulated 
TR = 260 US$/MWh 
ER = 8 TWh 
leading to the diagram of economic flow of Figure 6: 
4.4 The hurdle rate 
We shall assume that every distribution utility seeks to maximize its performance, expressed 
as the Result of its exercise Statement. But a question arises: what type of statement is to be 
adopted? 
As was said, there are two basic types, whose results are net profit and economic value 
added, respectively. 
On the other hand, consider a project applicable to the company. We want to know if this 
project is convenient.  
We shall define the hurdle rate (h) as the one for which the project does not change the 
Result produced by the company. 
The hurdle rate can be obtained for both types of statement according to the incremental 
analysis on Figure 7. 
 
0
-ΔG + d.ΔB
hV = d + w/(1-t)
ΔG - dΔB
t(ΔG - dΔB)
(1-t)(ΔG – d.ΔB)
wΔB
V = (1-t)(ΔG – (d + (w/(1-t))ΔB)
0
hNP = d + δ.rD
ΔG - dΔB
rD δ ΔB
ΔG – (d + δ.rD)ΔB
N = (1-t)(ΔG – (d + δ.rD)ΔB)
(a) (b)
-ΔG + d.ΔB
t.(ΔG – (d + δ.rD)ΔB)
 
Fig. 7.  Hurdle rate for economic value added and net-profit statements. 
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We can see that the hurdle rate depends heavily on the type of statement, that is to say, on 
the Result to be maximized. Substituting rw in Figure 7 (a) for its value in (13) we shall have: 
 AV A D NP
1 - δ (1 - δ)rh = d + r +δr = h +
1 - t 1 - t
 (27) 
That is to say, the hurdle rate required to comply with economic value added is greater than 
the one for net profit by excess equal to: 
 A
1 - δ r1 - t  (28) 
Example: 
Let be: d=0,05, rA=0,1595, rD=0,075  and δ=0,55. Then, rw=0,099 and: 
0,66
0,10875=
V NP
V NP A
0,099h = 0,05 + = 0,20 h = 0,05 + 0,55x0,075 = 0,09125
1 - δh =h + 0,10875 = γ1 - t
 
For the sake of comparison, Figure 8 depicts the accounting statements for the monopolistic 
and regulated operation of the same firm under the hypothesis of leverage factor δ = 0,55,  
rA = 0,1595 and rD = 0,75. 
 
U = 13040
S = 4000
R = 9040
968
8072
2737,748
NM = 5314,452 = V+ γAA = 5280 
+ 0,1595.216
γDD = 0,075.264 = 19,8
8052,2
U = 18080
S = 16000
R = 2080
G = 1936
144
35,496
NV = 68,904 = V+ γAA = 0 + 
0,1595.432
γDD = 0,075.528 = 39,6
104,4
hNP = 0,10 + 0,55.0,075 = 0,14125
B* = 480
A* = 216
D* = 264
B* = 960
A* = 432
D* = 528
  
 
Fig. 8. Net profit statements for the data. 
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Note that L - V is always equal to the equity yield rA.A as appears at the bottom of both 
diagrams of economic flows. 
4.5 The electricity Market Model (M.M.) 
The (M.M.) is obtained by simply joining the two representations already made, as shown in 
simplified form in Figure 9. 
 
U
S
R
V
C = Z + (t/(1-t))V
W
 
Fig. 9. The basic Electricity Market Model. 
Now the total diagram can be interpreted as a single system whose input is the value of use 
of the electric energy and whose output is the sum of the consumers’ surplus and the 
company economic value added. 
5. The Insertion of quality in the electricity Market Model 
5.1 Basic considerations 
The approach to power quality is built on the notion of quality event, that is to say, any 
occurrence leading to some imperfection of the product (electric energy) or service (electric 
supply). Quality events are of the most different nature and consequences. In order to assess 
their effects, (especially for regulatory purposes) each type of event is associated to some 
numeric index of severity. 
As an example, take the important class of events which cause interruptions on the electrical 
supply. This type of imperfections is customarily described by the average (or expected) 
time during which customers are de-energized (DTD) and the average frequency of 
interruption (DFD). These are technical indexes which affect both consumers and suppliers. 
The functional dependence between such indexes and their economic impacts may be 
highly complex and heterogeneous. Thus, in order to get a unified and simple picture we 
shall assume that quality can be introduced as an additional cost (CQ) (Arango et al., 2008b, 
Arango et al., 2010), which must be paid by consumers and producers in various 
proportions. 
5.2 The quality cost 
We shall call (CQ) quality cost. The structure of (CQ) will be assumed as: 
 CQ = qE2/Q (29) 
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In this formula Q represents the capital investment which is devoted mainly to enhance 
power quality. Please note that Q adds to the capital (B) already considered, which is chiefly 
invested on the network size. In this line, Q and B shall be usually referred as “quality” and 
“scale” investment, respectively. 
Of course, more realistic assumptions for the economical impact of quality may be done, but 
the approach above allows obtaining analytic answers leading to a better and faster 
understanding of such impact. Otherwise, such analysis gives satisfactory results in a broad 
class of practical problems regarding power quality. 
The electricity market model including quality issues is depicted in Figure 10. 
 
U = aE – (b/2)E
2
(b/2)E
2
= S
CQ
R
C
eE + (pE
2
/B) + d(B+Q)
TAXES
w(B+Q)
V
 
Fig. 10. The electricity market model considering Power Quality. 
5.3 The purchasing of polluted energy 
The consumption of imperfect energy is governed by the same principle of surplus 
maximization introduced in section for perfect energy. In the present case we shall have: 
 S = U – R – CQ = (a-T)E – (b/2 + q/Q)E2 (30) 
Then 
 ⎛ ⎞⎜ ⎟⎝ ⎠E=E*
dS 2q= a - T - b + E = 0dE Q  (31) 
Thus 
 a - TE* = 2qb + Q
 (32) 
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and 
 S* = ½(b + 2q/Q)E2 (33) 
5.4 Optimizing the investment on quality 
Note that investment on quality Q can be optimized in the same way that the investment on 
network scale B. Then, we shall have: 
 
1
2 E
k
⎛ ⎞⎜ ⎟⎝ ⎠
qQ* =  (34) 
and 
 ( )1* 2QC qk E=  (35) 
leading to an optimized cost 
 ( ) ( ) ( )1 1 12 2 2pk qk c qk+ = +c = e +  (36) 
where c comes from (18). 
5.5 The regulation of Power Quality 
Power quality regulation adjusts to the following rationale: 
The basic regulated variable is price (i.e., the electricity tariff). Moreover, recall that the main 
goal of regulation is the maximization of social welfare which is attained when the supplier 
company operates at equilibrium, that is to say, with zero economic profit. Additionally, the 
agency requires that the company have “efficient costs and prudent investments”. Such 
criteria are met trough a benchmark procedure, searching for the parameters that should be 
adequate for a virtual or reference company adapted to the real conditions of supply (such 
as area to be served, number of customers, network technology, etc.) while investment of 
capital in quality must be optimal in the sense discussed in 4.3. 
In such conditions, the agency obtains the average tariff by dividing the economic cost by 
the energy to be sold. 
The crucial point of this process is the calculus of the quality cost. Observe that the 
parameter q comes from the reference company and Q* is the optimized capital. We assume 
that the corresponding quality cost CQ is univocally related to the severity index. The index 
value which corresponds to the (CQ*) of the reference company is obtained as the practical 
target to be pursued by the regulated firm. In other words, the agency includes in the total 
cost allowed to the company the CQ* associated with the target index, expecting that the 
customers receive exactly such level of quality. 
If a particular customer is committed to a lesser quality level, the agency will require that 
the firm pay to him (her) a monetary compensation (usually as a discount in the next 
electricity bill) equal to the difference between the actual and the target cost of quality. This 
implies an effective tariff for which the consumer pays only for the quality level that he or 
she is actually receiving. The process described above is presented in Figure 11. 
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The company parameters in the case outlined are: 
e = 200 US$/MWh  p = 3600 US$2/MWh2  q = 1600 US$2/MWh2  d = 0,10   w = 0,099 
Assuming E = 8 TWh the customer parameters come to be: 
a= 4320 US$/MWh  b = 500 US$/MWh2 
and the optimal investments result in 
B* = 960 MUS$    Q* = 640 MUS$ 
This leads to the flow diagram of Figure 11. In this example the investment in quality is one 
half of the optimum level.  
 
 
18560
16160
E = 8 TWh
160
2240
1600+240+128 = 1968
2080
160(T = 280)
(TEFF = 260)
38,08
112
126,72
73,92
-52,80
320
 
Fig. 11. Diagram of economic flows of the company when under-invested, with 
compensation. 
Then, the cost CQ is two times of the optimized cost CQ* = MUS$160.  
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But the company is required to return to the customer the difference MUS$320 - MUS$160 = 
MUS$160 as a consequence, the consumer pays as effective tariff equal to 260 US$/MWh, 
which corresponds to the degradated energy which he (she) receives. 
Note that the company in such conditions has a negative V. Thus, compensation also acts as 
a disincentive for underinvestment and a stimulus for optimal use of capital. 
6. Conclusions 
Along the chapter we have laid the foundations of an Electricity Market Model, named 
TAROT – Tariff Optimization, which: 
a.  allows for the consumers representation, featuring the surplus that they draw for the 
purchasing of energy; 
b. considers the basic goal of the regulatory frame, namely the maximization of the social 
value generated by the market transactions; 
c. favors the insertion of the quality levels of supply expressed as quality costs and quality 
improvements as capital investment; 
d. unifies the regulatory frame – initially restricted to a cap-price of the energy 
disregarding its imperfections – optimizing both the scale and the quality portions of 
total invested capital. 
Other applications can be devised on the same lines of thought. Perhaps the main advantage 
of this approach lies in this integrative potential which allows treating problems of very 
diverse nature and characteristics under a unified insight. 
7. References 
Arango, H.; Abreu, J. P. G.; Bonatto, B. D.; Tahan, C. M. V.; Kagan, N. & Gouvea, M. R. 
(2008). A Model for Electricity Markets: The impact of Regulation on Value, 
Proceedings of the International Conference on the European Electricity Market (EEM 
2008), Lisbon - Portugal, May 28-30, 2008. 
Arango, H.; Abreu, J. P. G.; Bonatto, B. D.; Tahan, C. M. V.; Kagan, N. & Gouvea, M. R. 
(2008). Modelling the Influence of Power Quality on the Creation of Market Value, 
Proceedings of  the 13th International Conference on the Quality of Power (ICHQP 2008), 
Wollongong, New South Wales, Australia, Sept. 28 -Oct. 1st, 2008, IEEE/PES, USA. 
Arango, H.; Abreu, J. P. G.; Bonatto, B. D.; Tahan, C. M. V.; Kagan, N. & Gouvea, M. R. 
(2008). The Influence of Quality on the Creation of Economic Value in Electricity 
Markets, Proceedings of  the 14th International Conference on the Quality of Power 
(ICHQP 2010), Bergamo, Italy, Sept. 26-29, 2010, IEEE/PES, USA. 
Beesleyand, M. E. & Littlechild, S. C. (1989). The Regulation of Privatized Monopolies in the 
U.K.. RAND Journal of Economics, Vol. 20, No.2, Autumn 1989, pp. 454-472. 
Friedman,L. (2002). The Microeconomics of Public Policy Analysis, Princeton University Press. 
Jehle, G. A. & Reny, J. P. (2000). Advanced Microeconomic Theory, 2nd ed., Addison Wesley – 
Longman. 
Jensen, M. C. & Meckling, W. H. (1976). Theory of the firm: Managerial Behaviour, Agency 
Costs and Ownership Structure, Journal of Financial Economics, Vol. 3, 1976, pp. 305-
360. 
Kreps, D. (1990). A Course in Microeconomic Theory, Ed. Harvester & Wheatshaf. 
Kupfer, D. & Hasenclever, L. (2002). Economia Industrial, Ed. Campus-Elsevier.  
 Power Quality 
 
42 
Martin, J. D. & Petty, J. W. (2000). Value Based Management, Harvard Business School Press, 
Boston, 2000. 
Von Neumann, J. & Morgenstern, O. (1944). Theory of Games and Economic Behavior, V. Press, 
Princeton, USA. 
Part 2 
Power Quality and Applications 

3 
Power Quality in  
Public Lighting Installations 
Peter Janiga and Dionyz Gasparovsky 
Slovak University of Technology in Bratislava 
Slovakia 
1. Introduction      
Power quality in public lighting networks is yet not sufficiently studied today. New 
conditions and requirements arise as a consequence of rapid application of new technologies 
like LED lighting, lighting control and monitoring, adaptive lighting systems etc. 
Optimization of reliable and efficient service of public lighting systems can be only achieved 
if behaviour of individual elements within the system are well described.  
For erection, operation and re-construction of public lighting networks it is important to 
have knowledge on behaviour of the network in different conditions. Because currents 
primarily depend on the supply voltage, it is essential to analyze electrical parameters not 
only under standard conditions but also under operational conditions. These comprise e.g. 
distorted or regulated voltage supply.  
Non-linearity of electrical parameters of luminaires seems to have significant influence on 
power quality. In luminaires with conventional ballast, non-linearity is generated by 
discharge lamp as well as choke. The older type of lamp or choke (in aged existing systems), 
the worse characteristics. Luminaires with electronic ballasts do not provide this effect and 
are helpful to maintain “clear” networks. However, in the field of public lighting, unlike in 
interior lighting with fluorescent lamps for instance, electronic control gears still do not 
reach any comparative popularity. LED luminaires of diverse quality now intrude the 
market though technology level, as agreed by experts on many forums, do not compete with 
available traditional lighting approaches, is known for unsolved problems and needs a 
series of further developments. From the electrical point-of-view, control gears for LED 
lamps are similar to electronic ballasts. Supply voltage provided by switch-type source is 
rectified first.  Semiconductor components of rectifier act as non-linear elements. Though 
these control gears have to be equipped with filter of harmonics, many LED luminaires still 
lack such circuits.  
For assessment and investigation of power quality characteristics it is indispensable to 
understand the behaviour of individual elements and then the behaviour of network as a 
whole. Distribution network impacts the public lighting network (via transformer) and vice 
versa. To describe the nature of this two-way influence in details is very complicated, thus 
certain simplifications in order to speed up calculations are applied. For example, nominal 
values of harmonic voltages or currents can be used instead of distorted (non-harmonic) 
characteristics. Or for accurate calculation of steady-state network with discharge lamps 
measured values can be used instead of complicated description of discharge parameters.  
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2. Elements of public lighting networks 
2.1 Luminaires 
Luminaires with discharge lamps (fig. 1 on the left) are the major luminaire types in public 
lighting systems. LED luminaires (fig. 1 on the right) are installed still rarely and in most of 
cases only as experimental or demo projects. Discharge lamp as a non-linear element is 
responsible for deformation of current. Properties of light sources at nominal voltage supply 
are very similar in production of harmonic frequencies. Fig. 2 depicts V-A characteristics of 
most commonly used lamps in public lighting – compact fluorescent lamps PL-L and high-
pressure sodium lamps. Lamp power has only minimum affect to the shape of V-A 
characteristic. But if the supply voltage is distorted (from ideal sinusoidal curve), 
deformation of characteristic is more than evident; this is a consequence of changes in gas 
ionization inside the lamp’s burner.  
 
Inductor (choke)
 
Fig. 1. Luminaire with discharge lamp and LED luminaire 
  
-1,0
-0,8
-0,6
-0,4
-0,2
0,0
0,2
0,4
0,6
0,8
1,0
-300 -200 -100 0 100 200 300U [V]
I [A]
-2,0
-1,5
-1,0
-0,5
0,0
0,5
1,0
1,5
2,0
-200 -150 -100 -50 0 50 100 150 200U [V]
I [A]
 
Fig. 2. V-A characteristics of compact fluorescent lamp PL-L (left) and high-pressure sodium 
lamp (right) 
Lamp’s ambient temperature is another factor having a significant influence on gas 
ionization. Low-pressure discharge lamps (including popular PL-L compact fluorescent 
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lamps) are particularly sensitive to low temperatures, therefore, installation of luminaires 
with this type of lamps should be carefully deliberated. There exist solutions with “thermal 
cap” on the CFL’s tube cold point (tip of the lamp) to supress this effect.    
 
Order of 
harmonic 
HPS lamp 
70 W 
HPS lamp 
100 W 
CF lamp  
36 W 
MH lamp  
150 W 
MH lamp  
400 W 
0 0,0 % 0,0 % 0,0 % 0,7 % 0,1 % 
1 100,0 % 100,0 % 100,0 % 100,0 % 100,0 % 
2 0,3 % 0,3 % 0,6 % 0,4 % 0,3 % 
3 18,0 % 18,0 % 21,6 % 17,3 % 13,3 % 
4 0,3 % 0,2 % 0,4 % 0,2 % 0,2 % 
5 4,5 % 3,6 % 2,2 % 3,1 % 2,7 % 
6 0,2 % 0,2 % 0,5 % 0,2 % 0,2 % 
7 3,6 % 3,3 % 3,2 % 2,6 % 1,3 % 
8 0,2 % 0,1 % 0,4 % 0,2 % 0,2 % 
9 1,7 % 1,3 % 1,3 % 0,7 % 0,2 % 
Table 1. Harmonic content of a public lighting luminaire with inductive ballast supplied by 
ideal sinusoidal voltage 
Key: HPS = High Pressure Sodium, CF = Compact Fluorescent, MH = Metal Halide 
Current flowing through a discharge lamp depends (besides other factors) on the age of 
lamp. This effect is namely sharp for metal halide lamps. Approaching the end of lamp’s 
life, rectifying effect may occur. Therefore, control gear should be equipped with overload 
protection circuits.  
Table 1 shows that luminaires with magnetic ballasts generate mainly the third harmonic of 
the current. Values in table 1 have been acquired by measurements of new, duly aged 
lamps, and it is clear that since the begin of operation the direct-current component is 
already present. Compensation of power factor in luminaires with conventional ballast is 
fixed to a particular value and during lifetime of the lamp the system is variably 
undercompensated or overcompensated. 
 
 
Fig. 3. Electronic ballast 
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Situation is different for luminaires with electronic ballasts (Fig. 3) and for LED based 
luminaries (Fig. 1 on the right), where voltage is rectified prior to further modification of 
supply parameters. Here a different spectrum of harmonics can be observed (see table 2). 
Harmonic content depends on properties of harmonic filter, if there is any. For high-quality 
filters the content of harmonics can be decreased down to minimum values. In comparison 
to luminaires with inductive ballasts, harmonic content is not so much influenced by quality 
of power supply.  
 
Order of 
harmonic 
LED luminaire without 
filter of harmonics 
LED luminaire with 
filter of harmonics 
HPS lamp 150 W 
(electronic ballast with 
filter of harmonics) 
0 0,0 % 9,2 % 0,0 % 
1 100,0 % 100,0 % 100,0 % 
2 0,1 % 1,4 % 0,4 % 
3 21,6 % 63,0 % 8,9 % 
4 0,2 % 1,0 % 0,3 % 
5 6,2 % 29,3 % 2,0 % 
6 0,2 % 0,8 % 0,1 % 
7 3,6 % 18,2 % 1,4 % 
8 0,2 % 0,8 % 0,1 % 
9 1,8 % 18,7 % 1,1 % 
10 0,1 % 0,9 % 0,0 % 
11 1,4 % 11,8 % 0,8 % 
Table 2. Harmonic content of a public lighting luminaire with electronic ballast 
In electronic ballasts internal wiring has to fulfil requirements to avoidance of interference 
with surrounding devices that are operated on higher frequencies. In EU, emissions shall be 
in accordance with the norm EN 55 015.  
Electronic ballasts (EB) used in public lighting in comparison to similar devices used in 
interior lighting can have circuits for regulation of output power according to preset 
switching profile (ON-OFF-DIM cycles with reduced power in dimming mode). Electronic 
ballasts cannot be connected to networks with central voltage regulator because decreased 
supply voltage for ballast may malfunction the lighting operation. Light dimming in EB is 
possible thanks to controlled high-frequency oscilator.  
 
 
Fig. 4. Circuit diagram of an electronic ballast 
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Input filter (see fig. 4) limits the efect of current deformation and protects against random 
high-frequency pulses that may appear in supply network (e.g. as a result of switching 
processes). Right to the rectifier bridge there is a coupling capacitor for smoothing of 
rectified voltage. Next stage of signal processing consist of two transistors used to generate a 
high-frequency signal for maximized power. The frequency must be above the range of 
audible sound, i.e. 20 kHz (upper limit lies about 100 kHz). Choke is wired in series with 
lamp. Choke is responsible for limitation of current through lamp. Capacitor connected 
parallel to the lamp is used for creation of the ingition voltage.  
 
 
Fig. 5. Circuit diagram of a magnetic ballast 
 
Inductor
Inductor
 
Fig. 6. Behaviour of voltage and current in a discharge lamp 
Magnetic (conventional) ballasts (energy efficiency index EEI = B1, B2, C, D according to 
CELMA) consist of choke, capacitor and starter. Thermal losses are prevailing in this type of 
ballasts. Losses are originated in windings of the choke by flowing currents and also by 
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hysteresis of the core. Level of losses depends on mechanical construction of the ballast and 
wiring of its windings. 
Simple choke is a dominant ballast type for high-pressure discharge lamps. It has single 
winding on a core, due its construction it is simple and cheap. Choke is connected in series 
with lamp (Fig. 5). Provides only limited regulation possibilities by input voltage. Ignition 
current is very high, thus, the whole circuit must be constructed to withstand such currents. 
During operation of magnetic ballast, non-harmonic currents flow as a result of non-
linearity of the lamp. Fig. 6 shows V-A characteristics of individual components of a 
luminaire in a steady-state condition. Besides non-linear V-A characteristic of lamp a 
hysteresis of choke is also depicted. This hysteresis also contributes to the resulting 
deformated current flowing through a luminaire. Compensating capacitor shifts the current 
phase in order to get better power factor. But only phase of the first harmonc is affected, 
higher-order harmonic currents have a phase shift. If this type of ballast has a 20 % content 
of harmonics (related to the first harmonic), this part of current remains with a phase shift 
and thus energy losses are increased. 
Luminaires with conventional ballasts are usually equipped with compensating capacitor 
which is used to increase the PF factor and to compensate the reactive power. Values of 
active and reactive power vary during stabilization of discharge (fig. 7). Shortly after switch-
on of luminaire the total current is overcompensated, because current flowing through the 
choke and lamp are smaller than nominal current. 
 
   
Fig. 7. Active and reactive power during start-up of the luminaire with inductive ballast 
Measurements of capacitors from outdated roadlighting luminaires (over 30 years of 
operation) showed that the drop is very small, practically neglectable. Although these 
capacitors are thermally stressed, measured capacity value was still within the tolerable 
range.  
2.2 Cables 
Cables realize conductive connections between network nodes. Requirements to technical 
parameters of cables used in public lighting systems are established in the norm IEC 60 446. 
These heavy-current leads can be supplied by additional control wires.  
Network lines can have one of these forms: 
• Overhead conductors – non-isolated wires on concrete masts or wooden poles 
• Buried cables – mainly in city centres or residential areas where emphasize is given to 
visual “invisibility” of infrastructures 
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• Overhead cables combining the easy access for maintenance of overhead lines and 
compactness of cabled wires; these are used for public lighting reconstruction as 
replacement of bare conductors (e.g. to avoid short-circuits caused by winds) or to 
bypass local faults etc.  
Only resistance comes to calculation as an input parameter. Reactance is much lower, therefore 
neglectable. Measurements in a real network with 9 luminaires confirmed low influence of 
reactance. Harmonic content do not vary with cable length (distance from switchboard) but 
only depends on degree of voltage distortion, small differences in characteristics due to the age 
of lamp and deviations of electrical parameters as shown on Fig. 8. 
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Harmonic analysis of current
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Description of the measured lighting system: 
Spacing of light poles: 30 m 
Network type: buried cables 
Material of conductors: aluminium core, 16 mm2 cross-section 
Fig. 8. Harmonic content versus length of line 
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Public lighting systems are supplied by means of primary leads, terminated in a distribution 
box (Fig. 9) equipped with main fuse, kWh-meter, lighting control and circuit breakers on 
outputs where secondary network is connected. Secondary side is branched to one or more 
sections. Secondary network is typical for tree-type topology with linear branching, loops 
are constructed only in small number of cases, sometimes formed unintentionally as a result 
of unprofessional maintenance. Burried cables are usually connected directly to pole’s 
terminal block and continue from pole to pole. In some countries, junction of smaller size 
cable by means of T-connector is preferred instead. In case of overhead lines (bare or 
isolated), always an auxiliary wire enters the luminaire, terminated on its terminal block. 
 
Main Circuit 
    Breaker
 
Fig. 9. Public Lighting Switchboard 
Quality of network is determined by several factors like materials of cables or conductors, 
arrangement and fixation of lines, load of conductors. Fault rate of lines has a strong impact 
on operational costs because any servicing of buried cables is very time-consuming, 
personnel demanding and therefore expensive.  
Many older systems of public lighting utilize common PEN conductor shared with 
distribution network, e.g. supplying residential houses. This solution is based upon efforts 
to save one wire years ago. Today such approaches are not allowed due to many reasons but 
still there are many older systems operated this way. Shortcomings are evident – overload of 
the PEN conductor and, what is even more important, mutual influence of two otherwise 
separate networks. This problem only concerns overhead lines. If re-construction of lighting 
systems is planned, one of the most important measure is to fully separate the public 
lighting network from distribution network.  
3. Problems in public lighting networks related to power quality 
Insufficient power quality characteristics often do not appear immediately but after certain 
period of time, e.g. after long-term stress of isolation due to overload of conductors. It is 
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therefore very important to know and recognize possible difficulties, problems and their 
consequences.  
3.1 Distortion of supply voltage 
Currents flowing through public lighting networks can be calculated from nominal values, 
i.e. current values at ideal sinusoidal voltage. 
 
 
     
Fig. 10. Example of the current wave deformation depending on  supply voltage 
deformation for a luminaire with conventional ballast 
In a real operation, waveform of voltage always less or more deviates from its ideal shape. 
How this voltage deformation influences to the deformation of current waveform in a 
luminaire, is depicted on Fig. 10. 
 
 
Fig. 11. Emersion of triplen harmonics in the PEN conductor in public lighting networks 
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Increase of voltage distortion results in much higher increase of the current deformation. In 
three-phase networks the content of triplen harmonics may cause significant overload of the 
PEN conductor, leading to degradation of its insulation and consequent cable faults. Fig. 11 
shows the emersion of these currents in PEN conductor.  
Voltage distortion may also be initiated by noise, defined as an undesired broadband 
spectrum signal superponed to the basic harmonic voltage wave. Electronic devices 
generate the major part of noise in networks. Luminaires with conventional ballasts are 
sensitive to the power quality of supply voltage and even small steps are transmitted and 
magnified to the current waveform. Such small variation of voltage can be caused by 
semiconductor regulators, supply source etc. Fig. 12 shows how small noise can impact the 
waveform of current in a luminaire with conventional ballast due to gradient of voltage. 
These small and rapid changes are transmitted via choke to the discharge lamp, influencing 
the gas ionization in its burner. 
 
    
Fig. 12. Influence of the power quality of supply source to the waveform of current (supply 
by sinusoidal voltage and supply by voltage with small oscillations) 
Operation of luminaires with electronic ballasts can help to eliminate flows of non-harmonic 
currents. Smoothing of the current waveform can be performed by means of filters to less or 
more extent, depending on particular requirements. Generally spoken it is impossible to 
obtain again an ideal undistorted waveform. Example is shown on Fig. 13. When current is 
passing through the zero point, small portion of harmonics is not filtered. In this case, 
resulting value of THDI is 10 %. Electronic ballasts in comparison to inductive ballasts 
benefit from almost zero phase shift. Thus, the network do not transmit neither any 
distortion power nor any reactive power. 
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Fig. 13. Waveform of current for a luminaire with electronic ballast and filter of harmonics  
3.2 Out-of-range voltage 
 
 
 
 
Fig. 14. Voltage at the begin (green) and end (red) of a network branch 
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For dimensioning of cross-section of conductors of public lighting lines it is not sufficient to 
take into account solely the load carrying capacity, it is also necessary to check the voltage 
drops. This is particularly crucial for networks with central voltage regulators. Combination 
of an excessive voltage drop with decrease of supply voltage may lead to situations when 
discharge lamps located farther from the distribution box will not be able to maintain the 
stability of discharge and stop to lit. This problem concerns mainly luminaires with 
conventional ballasts and the effect depends on rated lamp power. The higher power the 
longer discharge (given by distance between electrodes in lamp’s burner) and the higher 
voltage needed to keep the discharge in a stable burning state. Electronic ballasts can 
compensate smaller variations of voltage but these are not suitable (or applicable) for light 
dimming by voltage regulation.  
Fig. 14 depicts results of measurement (Fig. 15) of voltage in a network with high-pressure 
mercury lamps (250 W) and buried cables. Topology of the networks is linear and its length 
is 1,5 km. Cable cores are made of aluminium with 16 mm2 cross-section. In this network the 
voltage-related problem is strengthen during start-up of the operation when higher (so 
called starting) currents flow through conductors. This moment the luminaires are most 
sensitive to the level of supply voltage. Long tube compact fluorescent lamps PL-L (widely 
used in public lighting systems) at lower temperatures and voltage below 195 V were not 
able to start-up reliably. 
 
 
Fig. 15. Measuring power quality in public lighting network  
3.3 Short-time voltage variation 
Transition effect shown on Fig. 16 was caused by third-party electricity consumer. This 
situation is very dangerous for luminaires because step changes of voltage may induce 
extensive current pulses on choke and/or lamp. It is almost impossible to track the reasons of 
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faults of luminaires or network because there is no continuous monitoring of voltage or 
current. In spite of the fact that these faults are induced to the public lighting network from 
outside, service costs for repair of damaged part of system have to be covered by network 
operator. Passive elements cannot detect such small voltage changes and are therefore helpless 
in protection against them. The only option is limitation of current through network. 
 
 
Fig. 16. Rapid voltage variation which induced a short-time transient effect 
3.4 Incorrectly set voltage regulator 
If a lighting regulator is installed, at the end of longer lines the voltage may drop below the 
range of stable operation even if recommended settings are satisfied. Regulator with smooth 
start-up is a particular case, voltage during operation of a regulator is shown on Fig. 17.  
 
 
Fig. 17. Output voltage of a regulator 
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If the regulator starts with 210 V at the begin point of a branch (just on output of the 
distribution box with regulator), voltage at the end point of this line may fall below the level 
of ignition voltage for luminaires with metal halide lamps or compact fluorescent lamps (at 
low temperatures in particular). 
4. Properties of network from the power quality point-of-view 
4.1 Level of voltage and current waveform deformation 
Internal wiring of a luminaire is shown on Fig. 18. Deformated voltage induces deformation 
of current on two parallel sub-circuits, one with capacitor and the other one with choke and 
lamp. 
 
 
Fig. 18. Simplified arrangement of elements of a luminaire with conventional ballast 
Impedance of capacitor is lower for higher-order harmonics than for the basic harmonic. If 
internal resistance is neglected, impedance of capacitor is given by the expression as follows: 
 1CZ j Cω=  (1) 
Description of impedance of the other sub-circuit is more complicated if supplied by 
distorted voltage, because behaviour of electrical parameters is linked to chemical and 
physical processes in filling gas and ability of gas to response to voltage variations what is 
not the subject of this publication.  
The ballast choke has for higher-order harmonic voltages increased impedance and the lamp 
is typical for non-linear resistivity. There is a certain form of memory effect – same level of 
voltage in general do not correspond with the same level of current. If capacity and 
inductance of the lamp (discharge) is neglected, impedance of the choke and lamp can be 
calculated as follows: 
 L vyb L vybZ R j L Rω+ = + +  (2) 
Situation for luminaires with electronic ballast or switch-type source is different. Behaviour 
is determined by V-A characteristics of rectifying diods. Resulting characteristics of the 
current can be determined on the basis of calculated or measured impedance as portion of 
voltage and impedance for individual harmonics. 
But if it is not possible to determine the function describing the luminaire’s impedance, one 
of the ways how to describe the influence of distorted voltage to problems appearing in 
public lighting networks – is to use measured values. 
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Higher order harmonics 
of voltage Higher order harmonics of current [%] Basic harmonic n [%] [V] 1 2 3 4 5 6 7 8 
220    100 0,3 16,7 0,3 4,5 0,3 3,7 0,4 
220 2 2 4,2 100 5,6 16,5 0,3 4,5 0,4 3,7 0,5 
220 3 5 10,5 100 0,2 13,8 0,3 4,4 0,4 3,5 0,3 
220 4 1 2,1 100 0,2 16,6 7,6 4,5 0,3 3,5 0,1 
220 5 6 12,6 100 0,1 17 0,2 69,6 0,3 3,7 0,2 
220 6 0,5 1 100 0,2 16,7 0,2 4,4 5,8 3,7 0,3 
220 7 5 10,5 100 0,2 16,8 0,1 4,4 0,3 76,9 0,3 
220 8 0,4 0,8 100 0,2 16,5 0,3 4,5 0,4 3,7 8,6 
220 9 1,5 3,1 100 0,2 16,8 0,1 4,5 0,2 3,3 0,3 
220 10 0,4 0,8 100 0,3 16,6 0,2 4,5 0,2 3,4 0,1 
220 11 3,5 7,4 100 0,2 16,7 0,1 4,5 0,2 3,3 0,2 
 
Higher order harmonics 
of voltage Higher order harmonics of current [%] Basic harmonic n [%] [V] 9 10 11 12 13 14 15 16 
220    1,7 0,3 1,2 0,1 1,0 0,1 0,7 0,2 
220 2 2 4,2 1,5 0,3 1,3 0,2 1,0 0,2 0,6 0,1 
220 3 5 10,5 1,8 0,3 1,4 0,4 1,0 0,3 1,0 0,3 
220 4 1 2,1 1,8 0,1 1,4 0,2 0,8 0,1 0,8 0,1 
220 5 6 12,6 1,7 0,1 1,7 0,2 1,0 0,2 0,9 0,2 
220 6 0,5 1 1,9 0,4 1,1 0,3 1,0 0,2 0,9 0,2 
220 7 5 10,5 1,7 0,2 1,4 0,2 1,4 0,2 1,4 0,3 
220 8 0,4 0,8 1,4 0,4 1,4 0,4 1,2 0,3 0,5 0,3 
220 9 1,5 3,1 30,1 0,4 1,9 0,5 0,9 0,4 0,8 0,1 
220 10 0,4 0,8 1,9 10,8 1,5 0,6 0,5 0,6 0,9 0,3 
220 11 3,5 7,4 2 0,4 93,6 0,6 0,9 0,2 0,1 0,2 
 
Higher order harmonics 
of voltage Higher order harmonics of current [%] Basic 
harmonic n [%] [V] 17 18 19 20 21 Sum of odd triplen harmonics 
220    0,6 0,2 0,6 0,2 0,6 19,7 
220 2 2 4,2 0,7 0,2 0,5 0,2 0,6 19,2 
220 3 5 10,5 0,5 0,2 0,8 0,3 0,4 17,0 
220 4 1 2,1 0,6 0,1 0,6 0,2 0,6 19,8 
220 5 6 12,6 0,2 0,3 0,6 0,2 0,4 20,0 
220 6 0,5 1 0,5 0,2 0,6 0,2 0,6 20,1 
220 7 5 10,5 0,5 0,3 0,8 0,2 1,1 21,0 
220 8 0,4 0,8 0,8 0,2 0,7 0,3 0,5 18,9 
220 9 1,5 3,1 0,7 0,3 0,5 0,5 1,2 48,9 
220 10 0,4 0,8 0,8 0,4 0,5 0,2 0,7 20,1 
220 11 3,5 7,4 0,7 0,2 0,7 0,2 1,6 21,3 
Table 3. Influence of the voltage waveform deformation on current waveform deformation 
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Influence of distorted voltage can be evaluated from partial deformations. Table 3 is an 
illustration of measured values of distorted current when luminaire with inductive ballast is 
supplied by voltage distorted within the limits prescribed by the EN 50 160 standard. 
During performance of individual measurements the basic harmonic frequency was 
distorted by superposition of only one harmonic of higher order. From measurement results 
follow that even if the voltage satisfies requirements of the norm regarding acceptable range 
of distortion, deformation of the current waveform is too high. Highlighted values in table 3 
point to the case when a voltage harmonic influences the same harmonic of current. Sum of 
odd triplen harmonics of current for 9th harmonic of voltage exceeds 33 % (separatedly 
highlighted in the table) and in three-phase systems may cause increased overload of 
neutral wire in comparison to phase wires.  
It can be concluded that limit values of voltage deformation cause significant current 
deformation. However, due to voltage derivation in particular time periods it is not possible 
to sum up deformations caused by individual single harmonics.  
4.2 Starting current 
To describe the behaviour of current during start-up as well as operation is too complicated 
as its waveform depends on several varying factors. Some of them vary with the age of 
luminaire (and its relevant parts), some with time of start-up, some depend on supply 
voltage and some are influenced by temperature etc. Start-up current can be easily measured. 
 
 
Fig. 19. Pulse start-up current in a luminaire with conventional ballast and 400 W metal 
halide lamp 
This current can reach several tenths of ampers. Start-up duration depends on lamp type 
and if the start-up begins from cold state or warm lamp after e.g. mains interruption. For 
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metal halide lamps it is particularly important to allow the lamp cool down before attempts 
to start again. Start-up of luminaires with conventional ballasts may invoke high pulse start-
up current or high re-ignition currents after short-time mains interruption. 
Pulse current may occur first of all in luminaires with inductive ballasts. In luminaires with 
electronic ballast or switch-type source no pulse current is emerged. Transient phenomena 
are invoked by switching of discharge lamp through a choke. As it can be seen on fig. 19, 
pulse current may reach multiples of nominal current and lasts up to several periods.  
With the age of metal halide lamps the rectifying effect is continuously increasing and 
therefore also the direct current component of the transient process. If the voltage in 
network is low or if discharge lamps come close to their end of life, due to unstability of arc 
the repetition of pulse current appearence in short periods of time may cause serious 
problems in network. 
  
   
Fig. 20. Pulse re-ignition current in a luminaire with conventional ballast and 400 W metal 
halide lamp  
Hot start-up of discharge lamps after short-time interruptions of voltage supply invoke, in 
general, different currents than during normal start-up. These characteristics depend on 
lamp type as well as choke. Re-starting current after voltage interruption is generally much 
higher than steady-state current in normal operation, as illustrated on fig. 20. Power factor is 
much worse as well because current flows only through the compensating capacitor. This 
situation may last as long as the gas in lamp’s burner cools down. The duration depends on 
chemical composition of gas and may be up to 15 minutes.  
Similar kind of problem may arise if a luminaire with fault lamp is continued to operate. 
Then its capacitor remains permanently connected to the network and contributes to the 
aggravation of power factor. This is a long-lasting problem in public lighting networks.  
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5. Model of public lighting network 
5.1 Algorithm 
Model of public lighting network is based on the method of loop currents. Luminaire as a 
non-linear consumer is substituted by a current source. Flow direction of this current source 
runs from positive to negative pole. Calculation of the steady state and determination of 
voltages in nodes of the network is processed by iterations. First step is to assume the same 
supply voltage on terminals of all luminaires. Current flowing through luminaire at given 
supply voltage is then measured and used to define the current source which will substitute 
a luminaire. Voltage values are determined in the next step. The iterations are then repeated 
until deviations are smaller than pre-defined boundary condition. 
This model based upon substitution of luminaires by current sources seems to be the most 
suitable and practically appliable method for analyses of steady-state public lighting 
networks due to its simplicity because mathematical description of non-linear luminaire is 
overcomplicated. Assumptions of the model comprise single supply source and tree-
structure of the network what is the prevailing situation in public lighting systems.  
 
 
Fig. 21. Algorithm of calculation of steady-state public lighting network 
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5.2 Impedance of lines 
In the framework of initial calculation, matrix of the line impedances vZ  is to be assembled. 
It is a rectangular matrix of n n×  dimensions where n  is the number of luminaires in 
network.  
 
11 11 11
21 22 2
1 2
...
...
...
n
v
n n nn
Z Z Z
Z Z Z
Z
Z Z Z
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
# # % #  (3) 
The iiZ  element stands for impedance through which the ith current loop is closed. If the 
shortest current loops are chosen, what means that current loops have common current 
sources only, then for single-phase network the matrix vZ  is diagonal and the ijZ element 
only appears in three-phase networks. An element apart from diagonal is a sum of 
impedances that are common for the ith and jth current loop. Fig. 22 shows an example of 
single-phase network and similarly fig. 23 shows example of three-phase network with 
impedances through which loop currents are closed as well as the manner how loop 
currents are determined.  
 
 
Fig. 22. Equivalent diagram of a network with current sources as substitutions of luminaires 
(example of a single-phase network) 
 
 
Fig. 23. Equivalent diagram of a network with current sources as substitutions of luminaries 
(example of a three-phase network) 
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Elements on the diagonal of matrix vZ  can be calculated using the following formula: 
 ii Fi NiZ Z Z= +∑  (4) 
where  iiZ  - line impedance through which the ith loop is closed 
FiZ  - phase conductor impedance through which the ith loop is closed 
 NiZ  - neutral conductor impedance through which the ith loop is closed 
If minimum loop currents are defined then in three-phase networks the elements  vZ  apart 
from diagonal only consist of the neutral conductor impedance common for several loops.  
 ij NijZ Z=∑  (5) 
where  NiiZ  - impedance of neutral conductor common for ith and jth loop 
5.3 Loop currents 
Direction of current flows in network and assumed direction of current loops used for 
calculations are indicated on fig. 22 and 23. The loop current method does not allow to pass 
more than one loop current through a current source due to linear dependant equations 
describing the network. In the public lighting network model, however, the currents are 
known and the system of equations has a single solution. In zero step of iteration it is 
assumed that luminaires are supplied by equal level of voltage. Currents are consequently 
measured at the specified voltage. If currents flowing through luminaires are known, it is 
possible to calculate currents in lines in the zero step. Currents in phase conductors are in 
fact loop currents entering the calculation of voltages and the calculation is processed from 
the end of tree structure where only current from a single luminaire flows. 
 si pziI I=  (6) 
where siI  - current in ith loop 
  pz iI - current flowing through ith luminaire. 
Remaining loop currents are calculated as sum of currents flowing through those luminaires 
that are supplied via line of the given loop.  
 si pzI I= ∑  (7) 
5.3 Network node voltages 
Voltages related to a loops can be calculated by multiplication of the matrix of line 
impedances with the matrix of loop currents.  
 .v ssU Z I=  (8) 
Rewriting the equation above into matrix form we obtain: 
 
1 11 12 1 1
2 21 22 2 2
1 2
...
...
.
...
s n s
s n s
sn n n nn sn
U Z Z Z I
U Z Z Z I
U Z Z Z I
⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟=⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
# # # % # #  (9) 
Power Quality in Public Lighting Installations   
 
65 
Network node voltages can be then calculated from the matrix of voltages related to loops. 
The matrix element sU  represents a voltage difference on ith luminaire and voltage in node 
from which the ith luminaire is supplied. 
 si nap i iU U U= −  (10) 
5.4 Model outputs 
The model provides these main outputs: 
• Voltage on teminal blocks of luminaires: these values allow to investigate if operation 
of the network do not induce voltages that may damage luminaires. 
• Currents flowing through the network: these values allow to determine the backward 
impact of public lighting network on the supply network. It also allows to determine 
the current in neutral conductor which is often overloaded in three-phase networks.  
Voltage and current values can be then used for calculation of parameters defining the 
distortion of voltage and power flows in the network.  
Because calculations are based on iterations, it is suitable to use software tools (see fig. 24).  
 
 
Fig. 24. Software for calculation non-harmonic voltages and currents in public lighting 
network 
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1. Introduction 
The random load variation, as in case of the arc furnaces, determines random voltage 
variations at the supply bus-bars., the can affect the power quality delivered to other 
customers, supplied by the same bus-bars [1-3]. The voltage flicker level, sensed by the 
human eye as variations of the light sources flux is determined using the flickermeter, which 
considers the irritability sensation of the human eye when a threshold level of the supply 
voltage is exceeded. 
To quantify the amplitude of such disturbance, reference is made to the instantaneous 
flicker sensation S(t). The value of S(t) is measured by means of an instrument, the so-called 
flickermeter. The setting-up of the flickermeter model is done in Simulink, the simulation 
tool, in the MATLAB environment. The main advantage of this software product is that it 
makes it possible to support an object programming procedure, with a circuit representation 
obtained by means of graphic blocks associated with the different power system 
components. 
The flickermeter model is a conventional analog one, in agreement with the models 
proposed in current standards that of the necessity to comparative analyses between 
innovative equipment and conventional architectures, whose disturbances were measured 
using analog instruments [4]. 
The present paper deals with the case study of an existing ac arc furnace facility. The 110kV 
monitoring campaign was conducted using the ION 7600 equipment. The main power 
quality indices regarding harmonics and flicker levels are reported in the paper with 
reference to IEEE standards. 
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2. AC Furnace 
The ac furnace, from the system operator point of view, is a highly polluting load: the real 
and imaginary power variations necessary for the network causes severe harmonics and 
voltage flicker such that the system operator must establish limits for the disturbances 
generated by the load. Independently from the type and amplitude of the admissible 
disturbances, the critical point in analyzing the electrical perturbation of an ac arc furnace is 
constituted by the high voltage bus, where the network operator evaluates the conformity 
with the contractual parameters. These parameters are stipulated by standards [5].    
Fig. 1 shows the layout of an ac arc furnace supply system. As it can be seen, the 
intermediate voltage level is of high importance due to the fact that here the filtering 
processes occur.   
 
AF 
Customers
HV 
Filtering 
systems
MV 
 
Fig. 1. AC arc furnace connection layout 
The power quality evaluation considering the voltage flicker impact is evaluated in 
accordance with [3]: 
- considered data correspond to a week observation period; 
- every 10 minutes consecutives values of the short-term voltage index are analyzed; 
- the values obtained when the bus voltage is outside the range V±15% or when voltage 
sags with depth higher or equal to 15% of the rated voltage are considered not valid; 
- the index Plt is computed considering 12 valid and consecutives values of the Pst; 
- the number of valid values, N, of Plt measure is determined; 
- the number, N1, when Plt exceeds unity is determined; 
- the condition N1/N ≤ 0,05 is checked. 
3. UIE Flickermeter 
Since, from the point of view of analyzing the signal, the flicker is a low-frequency 
modulation of the network voltage at 50 Hz, the purpose of the flickermeter is to separate 
the carrier from the modulating wave, weight the effects of the latter based on human 
sensitivity to the disturbance, and return the instantaneous flicker sensation signal. 
In the history of electronics, many kinds of architecture have been used to create such 
instruments. Some of them are based on analog filtering of the voltage at the common point of 
coupling in order to extract the instantaneous disturbance level and apply it to a predefined 
weighting curve (shown in Fig. 2) for weighting its incidence and ascertaining its severity. 
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Fig. 2. Weighting curve proposed by UIE (International Union for Electro-thermal 
Applications) 
Fig. 3 shows the layout of the UIE flickermeter, a standardized instrument for measuring the 
flicker obtained by simulation and by stochastic analysis of the response of the lamp-eye-
brain chain to voltage fluctuations. 
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Fig. 3. General layout 
The input signal consists of the 50 Hz network on which flicker is superimposed in the form 
of amplitude modulation and enters Block 1, the so-called “normalization block”, after 
which a transformer reduces its voltage level to values compatible with the electrical 
specifications of the electronic components located downstream.  
Block 1 contains a signal generator for checking the flickermeter setting in the field and a 
circuit for normalizing, at the internal reference level, the rms value of the input voltage at 
network frequency. 
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In this way, flicker measurements are made independent of the actual input voltage, whose 
variations (ΔV) are expressed as a relative value of   the rated voltage ΔV/Vn. This function 
is obtained by acting on the gain of an amplifying stage by means of a suitable control signal 
obtained for comparison between the effective output voltage value and a reference signal. 
The subsequent blocks (from 2 to 4) react to the signal by simulating the behavior of the 
lamp-eye-brain chain. 
Block 2 is a quadratic demodulator for separating the modulating fluctuation (ΔV) from the 
carrier wave (network frequency). Block 3 consists of two filters in cascade and by a scale 
selector of the sensitivity that may precede or follow the selection filter circuit. The first filter 
eliminates from the output voltage of the quadratic demodulator the dc component and that 
of the dual frequency in respect of network frequency. The second filter, centered at 8.8 Hz, 
imposes the form of the response in flickermeter frequency on the modulating fluctuation. 
The “weighting filter” block simulates the response in frequency on the sinusoidal 
fluctuations in the voltage of the chain consisting of a lamp filled with inert gas with a spiral 
filament (60 W-230 V), followed by the human eye. The response function is based on the 
perceptibility threshold ascertained, for each frequency, out of 50% of the persons taking 
part in the experiment. 
The structure of the flickermeter may be represented through the transfer functions 
contained in the block diagram in Fig. 4. 
This condenses all the signal manipulations required for obtaining in exit the trend of the 
instantaneous flicker disturbance in accordance with the information supplied by the 
current standard [4]. In addition, this diagram considers the steps necessary for setting up 
efficient electronic implementation.           
• Block A has the dual function of expressing the instant input voltage as a p.u. value and 
that of simulating the behavior of the quadratic demodulator; 
• Block B has the job of cutting off the dc voltage component, eliminating the signal of the 
carrier wave and the high-frequency fluctuations found at the exit of the quadratic 
demodulator; 
• Block C simulates the response in the frequency of the human eye to the voltage 
fluctuations of an incandescent lamp supplied by a variable sinusoidal voltage; 
• Block D squares the signal exiting from Block C by simulating the non-linear perception 
of the flicker in the eye-brain chain; 
• Block E is a low-pass filter that performs the smoothing action. 
In Fig. 5 we find implementation of the functionalities of Block A, in Fig. 6 those of Block B, 
in Fig. 7 those of the Butterworth filter, in Fig. 8 those of Block C, in Fig. 9 those of Block D, 
and in Fig. 10 those of Block E.  
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Fig. 4. Block diagram of the flickermeter simulated with Simulink 
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Once we have obtained the trend in respect of the instantaneous flicker sensation, we have, 
from the latter, to calculate the indices that make it possible to evaluate the severity of the 
disturbance injected into the network [4]. 
 
Quadratic
demodulator
u2 1
Ua
1
Vao ÷
x
3/220000
RMS reference value  
Fig. 5. Diagram of Block A 
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Fig. 6. High-pass filter 
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Fig. 7. Butterworth Filter Diagram. 
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Fig. 8. Diagram of Block C 
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Fig. 9. Diagram of Block D. 
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Fig. 10. Diagram of Block E 
Fig. 11 shows the voltage waveform at the Block 1 output for a sinusoidal waveform of the rms 
voltage (Fig. 11(a)) and respectively for a square waveform (Fig. 11(b)).  Outputs of the Block 2 
for the two considered waveforms are shown in Fig. 11(c) and respectively Fig. 11(d).  
The waveforms of the voltages at the output of the Block 3 are shown in Fig. 11(e) and Fig. 
11(f). The outputs of the Block 4 are representative for the instantaneous flicker sensation 
and must be reported to the irritability curve of the human eye. These waveforms are 
illustrated in Fig. 11(g) and Fig. 11(h), [6]. 
 Power Quality 
 
72 
 v(t) 
t 
v(t) 
t 
b a 
V(t) 
t c 
V(t) 
t d 
V(t) 
t 
e 
V(t) 
t 
f V(t) 
t g 
V(t) 
t h  
Fig. 11. Waveforms of the voltages in different points of the of the flickermeter scheme, for 
sinusoidal and square inputs 
4. Case of application 
The case studied is referred to a real plant sited close to Bucharest, in Romania. The 
measurements were done using the device ION 7600 at the 110kV voltage level. At PCC the 
line-to-line voltage is 110 kV, the ac arc furnace has 60MVA (see Fig. 12).  
The layout of flickermeter connection at the end-user monitored terminals is shown in Fig. 13.  
The RMS variations of the voltages at PCC are shown in Fig. 14. As it can be seen, during the 
operation of the ac arc furnace, variations of the voltages at PCC occur.  
Fig. 15 shows the real power adsorbed by the ac arc furnace for one week operating period. 
The initial and the final part of the waveform correspond to a not-operating period of the arc 
furnace, respectively Sunday. During its operation period, a variable real power necessary 
for the arc furnace functioning is adsorbed. The imaginary power variation is highlighted in 
Fig. 16. 
In Fig. 17 the RMS variation of the short-term flicker severity Pst values on phase A, for the 
same one week monitoring period, is illustrated. The 95% value of Pst is 5.28, exceeding the 
0.8 IEEE threshold established for the high voltage networks [7]. This value Pst=5.28 can be 
explained by the fact that the fault level at PCC is 1150MVA. 
When voltage flicker sources with long and variable operating cycle (like the arc furnaces) 
are investigated, the evaluation of the long-term severity flicker is necessary. Fig. 18 
illustrates the variation of the long-term flicker severity Plt using the values Pst monitored on 
120 minutes period, measured every consecutive 10 minutes. The 95% value of Plt is 6.95, 
greater than the IEEE threshold of 0.6 settled for Plt.  
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Figs. 19-20 show the phase A waveforms of the power quality indices THDV and THDI.  
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Fig. 12. Simplified diagram of the ac arc furnace power supply. 
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Fig. 13. Layout of flickermeter connection at end-user terminals 
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Fig. 14. RMS variation of the ac voltages at PCC (HV level). 
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Fig. 15. Variation of the real power at PCC (HV level) 
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Fig. 16. Variation of the imaginary power at PCC (HV level) 
 
 
0
2
4
6
8
10
12
14
11:AM 11:AM  
Fig. 17. Variation of Pst values on phase A. 
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Fig. 18. Variation of Plt values on phase A. 
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Fig. 19. Variation of THDV values on phase A 
 
 
Fig. 20. Variation of THDI values on phase A. 
Using the variation curve of the instantaneous flicker sensation the cumulative probability 
function (CPF) can be built [4]. The cumulative probability function at the 110kV buses for 
the ac arc furnace facility is illustrated in Fig. 21.  
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Fig. 21. Cumulative probability function CPF  measured at the 110kV bus of the perturbing 
end-user 
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5. Conclusions 
The high capacity ac arc furnaces connected to the HV level can determine power quality 
perturbations in the transmission networks.  
To quantify the amplitude of such disturbance, reference is made to the instantaneous 
flicker sensation S(t). The value of S(t) is measured by means of the so-called flickermeter. 
The setting-up of the flickermeter model is done in Simulink, the simulation tool, in the 
MATLAB environment.  
For the real case studied investigated, the main power quality indices regarding harmonics 
and flicker levels are reported in the paper. 
The aspects afore reported highlights the necessity to adopt efficient technical solutions for 
limiting the voltage variations until a threshold level. Thus, a precise knowledge of the 
perturbation characteristics and the choice of the best solution, from the technical and 
economical point of view, is necessary. For limiting the flicker level at PCC, the installation 
of a SVC will be implemented.      
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1. Introduction 
The chapter covers general issues related to power quality in Electric Arc Furnaces.  
The use of electric arc furnaces (EAF) for steelmaking has grown dramatically in the last 
decade.  Of the steel made today 36% is produced by the electric arc furnace route and this 
share will increase to 50 by 2030. 
The electric arc furnaces are used for melting and refining metals, mainly iron in the steel 
production. AC and DC arc furnaces represent one of the most intensive disturbing loads in 
the sub-transmission or transmission electric power systems; they are characterized by rapid 
changes in absorbed powers that occur especially in the initial stage of melting, during 
which the critical condition of a broken arc may become a short circuit or an open circuit. In 
the particular case of the DC arc furnaces, the presence of the AC/DC static converters and 
the random motion of the electric arc, whose nonlinear and time-varying nature is well 
known, are responsible for dangerous perturbations such as waveform distortions and 
voltage fluctuations.  
Nowadays, arc furnaces are designed for very large power input ratings and due to the 
nature of both, the electrical arc and the melt down process, these devices can cause large 
power quality problems on the electrical net, mainly harmonics, inter-harmonics, flicker and 
voltage imbalances.  
The Voltage-Current characteristic of the arc is non-linear, what can cause harmonic 
currents. These currents, when circulating by the electric net can produce harmonic 
voltages, which can affect to other users.  
In evaluation and limitation, there are some definitions and standards to quantify the 
disturbance levels, such as (***IEC, 1999), (***IEEE 1995), and (***IEEE, 1996).   and. The total 
harmonic distortion (THD), short-term voltage flicker severity (Pst), and long-term voltage 
flicker severity (Plt) are used. However, sometimes it is desired to record voltage and 
current waveforms in the specified duration to track the disturbance levels.  
2. Electrical arc furnaces 
2.1 Construction and typical steelmaking cycle 
An electric arc furnace (EAF) transfers electrical energy to thermal energy in the form of an 
electric arc to melt the raw materials held by the furnace. The arc is established between an 
electrode and the melting bath and is characterized by a low voltage and a high current. Arc 
 Power Quality 
 
78 
furnaces differ from induction furnaces in that the charge material is directly exposed to an 
electric arc, and the current in the furnace terminals passes through the charged material. 
Sir Humphrey Davy conducted an experimental demonstration in 1810 and welding was 
investigated by Pepys in 1815. Pinchon attempted to create an electrothermic furnace in 1853 
and, in 1878 - 79, William Siemens took out patents for an electric arc furnaces. The first 
electric arc furnaces were developed by Paul Héroult, with a commercial plant established 
in the United States in 1907. While EAFs were widely used in World War II for production 
of alloy steels, it was only later that electric steelmaking began to expand. Of the steel made 
today 36% is produced by the electric arc furnace route and this share will increase to 50 by 
2030. 
A schematic cross-section through an EAF is presented in figure 1: three electrodes (black), 
molten bath (red), tapping spout at left, refractory brick movable roof, brick shell, and a 
refractory-lined bowl-shaped hearth. 
 
 
Fig. 1. Cross-section trough an EAF 
The furnace is primarily split into three sections: 
• the shell, which consists of the sidewalls and lower steel 'bowl'; 
• the hearth, which consists of the refractory that lines the lower bowl; 
• the roof, which may be refractory-lined or water-cooled, and supports the refractory 
delta in its centre, through which one or more graphite electrodes enter. 
Separate from the furnace structure is the electrode support and electrical system, and the 
tilting platform on which the furnace rests.  Possible configurations: the electrode supports 
and the roof tilt with the furnace, or are fixed to the raised platform. 
A typical alternating current furnace has three electrodes (Hernandez et al., 2007). The arc 
forms between the charged material and the electrode, the charge is heated both by current 
passing through the charge and by the radiant energy evolved by the arc. The electrodes are 
automatically raised and lowered by a positioning system and a regulating system 
maintains approximately constant current and power input during the melting of the 
charge, even though scrap may move under the electrodes as it melts. Since the electrodes 
move up and down automatically, heavy water-cooled cables connect the bus tubes/arms 
with the transformer located adjacent to the furnace.  
The energy diagram shown in Figure 2 indicates that 70% of the total energy is electrical, the 
remainder being chemical energy arising from the oxidation elements such as carbon, iron, 
and silicon and the burning of natural gas with oxy-fuel burners. About 53 % of the total 
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energy leaves the furnace in the liquid steel, while the remainder is lost to slag, waste gas, or 
cooling. 
 
 
Fig. 2. Energy patterns in an EAF 
A mid-sized modern steelmaking furnace would have a transformer rated about 60 MVA, 
with a secondary voltage between 400 and 900 volts and a secondary current in excess of 
44,000 amperes. To produce a ton of steel in an EAF requires approximately 440 kWh per 
metric tone; the theoretical minimum amount of energy required to melt a tone of scrap steel 
is 300 kWh (melting point 1520°C).  
 
 
Fig. 3. Basic innovations and improvement in the 120-t EAF performances  
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Electric Arc Furnaces (EAF) are being greatly improved at a fast pace. Only 20–30 years ago 
today’s EAF performance would be impossible to imagine (Hurst, 1994). Owing to the 
impressive number of innovations the tap-to-tap time has been shortened to 30–40 min. for 
the best 100–130 ton furnaces operating with scrap. Accordingly, their hourly and annual 
productivity increased. Electrical energy consumption got reduced approximately in half, 
from 580–650 to 320–350 kWh/ton. Electrical energy share in overall energy consumption 
per heat dropped to 50%. Electrode consumption was reduced 4–5 times - Figure 3. 
Typical steelmaking cycles are: 
- arc ignition period (start of power supply) – figure 4a 
- boring period –figure 4b 
- molten metal formation period – figure 4c 
- main melting period – figure 4d 
- meltdown period –figure 4e 
- meltdown heating period – figure 4f 
 
           
                         (a)                                    (b)                                     (c) 
         
                   (d)                                       (e)                                         (f) 
Fig. 4. Typical steelmaking cycle 
Electrodes are initially lowered to a point above the material, the current is initiated, and the 
electrodes bore through the scrap to form a pool of liquid metal. The scrap itself protects the 
furnace lining from the high intensity arc. Subsequently, the arc is lengthened by increasing 
the voltage to maximum power. In the final stage, when there is a nearly complete metal 
pool, the arc is shortened to reduce radiation heat losses and to avoid refractory damage and 
hot spots. 
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After melt dawn, oxygen usually is injected to oxidize the carbon in the steel or the charged 
carbon. This process is an important source of energy; the carbon monoxide that evolves 
helps minimize the absorption of nitrogen and flushes hydrogen out of the metal. It also 
foams the slag, which helps minimize heat loss. 
The random movement of the melting material has as consequence that no two cycles of the 
arc voltage and current waveforms are identical. The impact of these large, highly varying 
loads has a direct impact on the power quality of the interconnected power system. 
The abrupt initiation and interruption of current flow provides a source of harmonic 
currents and causes considerable disturbance to high-impedance circuits. Voltage and 
current waves deviate considerably from symmetrical sinusoidal patterns. Disturbances are 
worst during early meltdown, and they occur at varying frequencies. 
Generation of harmonics may result in further flicker problems, and equipment on the 
power system may also be damaged. If static capacitors are to be used to improve the power 
factor, an analysis to ensure that resonance does not exist at any of the harmonic frequencies 
should be made. Harmonics contribute to wave distortion and to the increase in effective 
inductive reactance. This increase is often in the 10 to 15% range and has been reported as 
high as 25%. Current into the furnace is therefore less than what would be expected from 
calculations based on sinusoidal wave shapes, and losses in frequency-sensitive equipment 
such as transformers are higher than the sinusoidal wave shape would produce. 
Generally, the initial period of melting causes the most electrical disturbances. As the scrap 
temperature begins to rise, a liquid pool forms, and disturbances begin to diminish. This is 
generally about 10 minutes or so after power-on and can vary depending on power levels 
and practices. 
After about 20 minutes, most electric furnaces will have begun converting scrap to liquid 
metal. Hence, wide swings in disturbances will diminish considerably. When sufficient 
molten metal exists the arc is shortened by an adjustment to the electrode regulators. The 
current will rise since overall resistance is reduced, and the power factor and arc power will 
decline. 
2.2 Perturbations 
The majority of electric and electronic circuits (arc welders and furnaces, variable speed 
controllers, PC’s,   medical   equipment,   etc) use switch mode techniques which  act  as  a  
non-linear  load or  disturbance generator  which   degrades  the quality of the electricity 
supply. 
In these electro energetic steady state circuits, the importance of the inconvenience caused 
by the non sinusoidal system of running is directly correlated to the amplitude of the 
harmonics. Also, it is of utmost importance to determine the variation of the apparent power 
at non defined node, in accordance with the presence of the current and voltage harmonics. 
Understanding the current harmonics and voltage harmonics is of utmost scientific 
importance both to the beneficiaries, who thus can prevent the undesirable effects of non 
sinusoidal steady state in a given network, and to the possible consumers as for as the 
corresponding measurement and pricing are concerned. Hence the elaboration of certain 
rules and prescription as regards the influence of the harmonics upon the fundamental 
component (first harmonic). 
Such   combinations  of  traditional  and   non-traditional  loads,   coupled with fluctuating 
loads, causes problems often classified as “random” or “sporadic” (problems with sensitive 
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devices), annoying (light flickering) or as “strange” or “without  apparent  reason”  
(problems  with   cabling,  capacitor  banks,  tripping, signaling etc.). 
The electric arc furnace produces strong disturbing effects featured by non-symmetries of 
currents and voltages, harmonics, flickers, voltage drops and over-voltages, characteristic 
parameters of power quality. 
Many ways exist to reduce the effects of the arc disturbances. These are determined by the 
utility system to which the furnace or furnaces are to be connected, and they are influenced 
mainly by the size and stability of the power grid. Some sizable shops require no particular 
flicker control equipment. It is quite possible that, if a furnace shop is fed from a 220 kV or 
higher system with a short-circuit capacity of 6500 MVA or more, the utility will experience 
very little load disturbance, and the steelmaker can have considerable flexibility in 
configuring his internal plant power system. 
Most utilities require power factor correction. Shops with large electric furnaces would more 
than likely use static capacitors; synchronous condensers of sufficient capacity would be 
prohibitively expensive for a multi-furnace shop. Before such systems are installed, transient 
analysis is required to determine: 
- Capacitor bank configuration 
- Need for harmonic tuning of sections 
- Switching procedure 
If additional regulation is needed, VAR control equipment would probably be required. 
However, if plans have already been made for power factor capacitors, including tuning 
reactors, then the thyristors and main reactor are the only further additions required. 
The perturbations caused by electric arc furnaces are of random nature and encompass a 
frequency range from DC to a few hundreds of Hz. Depending on whether AC of DC is 
used to supply the electric arc furnace there are unbalances, harmonics, inter-harmonics or 
voltage flicker. 
2.3 Arc furnace models 
For the design of EAF is necessary to utilize a suitable model. In this regard, numerous 
models have been presented to describe the electric arc (Lazaroiu &  Zaninelli,  2010); (Math 
et al., 2006); (Hooshmand & Esfahani, 2009); (Sankaran, 2008).  
In general the models can be classified into: 
a. Time domain analysis methods: 
- Nonlinear Resistance Model: The approximation on the V-I characteristic of the arc, 
performed by piecewise linearization, neglect of the voltage rising time or nonlinear 
approximation. This method uses the numerical analysis method to solve the 
differential equation which is used to describe the furnace system with the assumed V-I 
characteristic.  
However it is a primitive model and does not consider the time-varying characteristic 
of arc furnaces; 
- Current source models: An EAF is typically modelled as a current source represented by 
the Fourier series where the coefficients may change randomly during every period. 
This model is perfectly suited to size filter components and to evaluate voltage 
distortions resulting from the harmonic current injected into the system.  
- Voltage Source Models: The voltage source model for an EAF is a Thévenin equivalent 
circuit where equivalent impedance of the furnace load impedance including the 
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electrodes. The voltage source can be modelled in different ways. One possibility is to 
form it by major harmonic components that are known empirically. This method loses 
the stochastic characteristics of arc furnaces like the nonlinear resistance model does. 
- Nonlinear Time Varying Voltage Source Model: The arc voltage is defined as a nonlinear 
function of the arc length. The time variation of the arc length is modeled with 
deterministic or stochastic laws.  
- Nonlinear Time Varying Resistance Models: Arc furnace operation can be described by 
three basic states: open circuit, short circuit and normal operation. During normal 
operation the arc resistance can be modelled following an approximate Gaussian 
distribution. The random fluctuation in arc resistance accounts for the short-term 
perceptibility flicker index Pst.  
b. Frequency domain analysis methods represent the arc voltage and current by their 
harmonic components (Key & Lai, 1997). The Harmonic Voltage Source Model first 
applies the Fourier transform to the arc voltage to obtain its harmonic components. 
Then the current harmonic components are calculated through the arc voltage harmonic 
components. Calculations provide an equivalent circuit for the fundamental frequency 
component consisting of an equivalent arc resistance and a reactance. The equivalent 
circuit for the calculation of the different order harmonics consists of a harmonic 
voltage source and the system impedance for that harmonic frequency. The model is 
simple, but suitable for steady-state iterative harmonic analysis. 
c. Power balance method. 
This model provides a harmonic domain solution method of nonlinear differential 
equation. The arc furnace load model is developed from the energy balance equation, 
which is actually a nonlinear differential equation of arc radius and arc current. This 
model uses some experimental parameters to reflect the arc furnace operation, but it 
neglects the influence of its supply system.  
 
3. Basic principles for the power quality analysis 
3.1 Power quality and harmonic distortion 
One of the most important problems in nowadays consumers power supply is to ensure the 
power quality. Together with the power suppliers, the consumers are interested to use, to 
produce and to transport the electrical power as clean as possible. Any perturbation 
produced in the power system by any of its elements (components) may seriously affect the 
power quality consumed by the other elements especially those closely situated to the 
perturbing component (Filipski, et al., 1994). 
The Power Quality has concerned the experts from power engineering area as far back as 
first years of using the energy, in a large amount of applications, the alternating current; 
during the last decade, we can observe several ascertainments to the involvement for this 
domain, owing to development based on power electronics.  
Institute of Electrical and Electronic Engineers (IEEE) Standard IEEE 1100 define power 
quality as “a concept of powering and grounding sensitive electronic equipment in a 
manner suitable for the equipment”. But this is not the only interpretation. Another simple 
and more concise definition might state: “Power quality is a set of electrical boundaries that 
allows equipment to function in its intended manner without significant loss of performance 
or life expectancy”, definition that embraces two things that we demand from electrical 
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equipment: performance and life expectancy. Another definition of power quality, based on 
the principle of EMC, is as follows: power quality refers to a wide variety of electromagnetic 
phenomena that characterize voltage and current at a given time and at a given location on 
the power system. IEC 61000-4-30 defines power quality as ”the characteristics of the 
electricity at a given point on an electrical system, evaluated against a set of reference 
technical parameters” (Toulouevski & Zinurov, 2010); (***IEEE, 1995). 
Power quality can be interpreted by the existence of two components: 
- Voltage quality. It expresses the voltage deviation from the ideal one and can be 
interpreted as the product quality delivered by the utilities. 
-  Current quality. It expresses the current deviation from the ideal one and can be 
interpreted as the product quality received by the customers. 
The main Power quality disturbances are: 
• harmonics; 
• under-voltages or over-voltages; 
• flicker; 
• transients; 
• transients and voltage sags; 
• voltage sags; 
• interruptions. 
Among the greatest electrical perturbations in a power system is the electrical arc furnace. 
Its perturbations are visible upon the reactive power flow, the load unbalance and the 
harmonics injected in the supply network. Also the random variation of the EAF electrical 
load, leads to the “flicker” phenomena characterized by variation in the field of 0.3-0.5% of 
the rated voltage and frequencies variations of 6 up to 10 Hz. Physically, the flicker 
phenomena is visible for the electrical bulbs that are rapidly changing the light intensity. 
Also, the side effects of the flicker are visible for the modern computation technique that 
could be damaged by the voltage variations.  
At this moment we cannot talk about a united standardization of electrical energy quality on 
an international level and sometimes on national one. Currently, several engineering 
organizations and standard bearers in several parts of the world (IEEE, IEC, ANSI,…) are 
spending a large amount of resources to generate power quality standards. Some of them 
classify the events as steady-state and  non-steady-state phenomena, in some regulations the 
most important factor is the duration of the event, other guidelines use the wave shape 
(duration and magnitude) of each event to classify problems and other standards (e.g., IEC) 
use the frequency range of the event for the classification. These documents come in three 
levels of applicability and validity: guidelines, recommendations and standards. In almost 
all the countries, the directives system of electrical energy quality is composed by several 
quantitative characteristics of slow or rapid variations of effective voltage value, the shape 
or symmetry as well as characteristics of slow or rapid frequency variations (***IEEE-WG, 
1996); (***PE, 2004) (***SREN, 1998); (***CMP,  1987).    
As it can be seen in Figure 5 there are presented the main causes of an improper electrical 
energy quality.  
For the measurements of disturbances, IEC 61000-4-7 describes testing and measurement 
techniques for harmonics and inter-harmonics measurements and instrumentation, for 
power supply systems and equipment connected thereto. 
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Fig. 5. Causes of an improper electrical energy quality 
3.2 The prominent power quality aspects  
The prominent power quality aspects considered are the following: 
a. Voltages and currents are non sinusoidal quantities, and can be expressed by relations: 
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where kU , kI are the RMS of each k-harmonic of voltage, respectively current, ω is the 
angular frequency, kγ is the phase angle or each k-harmonic of voltage, k-harmonic of 
voltage, kϕ is difference of each  phase angle of k-harmonic of voltage and current, t is the 
time. 
– the active power: 
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- the reactive factor: Q
P
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- the deforming factor: 
2 2
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+
                                  
where 2 2 2D S P Q= − −  is the Budeanu distortion (deforming) power. 
b. The presence of voltage and current harmonics is evaluated through a relative quantity, 
the total harmonic distortion (THD). Voltage harmonics are asserted with THDU, the ratio of 
the RMS value of the harmonic voltage to the RMS value of the fundamental, calculated by 
relation: 
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Everything presented for voltage harmonics is also valid for current harmonics and THDI, 
the ratio of the RMS value of the harmonic current to the RMS value of the fundamental, 
calculated by relation: 
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Total harmonic distortion is the ratio between deforming residue and effective value of 
fundamental waveform: 
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Harmonic level is the ratio between effective value of the considered harmonic and the 
effective value of the fundamental:  
1
100(%)nu
U
U
γ =  
c. Voltage imbalance. Applying the theory of symmetrical components, an unbalanced 
three-phase  sinusoidal voltage system [Va, Vb, Vc] can be decomposed into a positive-
sequence three-phase balanced system V+, a negative-sequence system V-, and a zero 
sequence system V0 
d. Disturbance transiting among voltage levels: Rapid voltage changes, Transient over- 
voltages and voltage fluctuation and flicker. 
3.3 Power quality measurements 
A simple way for a technician to determine power quality in their system without 
sophisticated equipment is to compare voltage readings between two accurate voltmeters 
measuring the same system voltage: one meter being an “averaging” type of unit (such as an 
electromechanical movement meter) and the other being a “true-RMS (rms)” type of unit 
(such as a high-quality digital meter). Remember that “averaging” type meters are 
calibrated so that their scales indicate volts RMS, based on the assumption that the AC 
voltage being measured is sinusoidal. If the voltage is anything but sine wave-shaped, the 
averaging meter will not register the proper value, whereas the true-RMS meter always will, 
regardless of wave-shape.  
The rule of thumb here is this: the greater the disparity between the two meters, the worse 
the power quality is, and the greater its harmonic content. A power system with good 
quality power should generate equal voltage readings between the two meters, to within the 
rated error tolerance of the two instruments. 
Measurement and testing of supply voltage quality, according to EN 50160, requires 
specialized apparatus and measuring methods. 
This arrangement enables continuous monitoring, short time and long time, over 7 days, of 
the following parameters: 
- voltages and currents in three phases; 
- frequency; 
- total harmonic distortion factor THDU and THDI; 
- voltage unbalance factor, which is a multiple of positive and negative sequence voltage 
components; 
- fast and slow voltage variations, which are defined as short term (Pst) and long term 
(Plt) flicker; 
- severity factors. 
This type of equipment, named digital power analyzer also enables measurement of voltage 
dips and outages, its frequency and duration. 
The RMS values of voltages and currents can be determined correctly by digital methods in 
any harmonic content of waveforms. Also, with the results of RMS voltage and current can 
calculate the apparent power. The active power may be calculated and accurately measured 
in any circumstances of harmonic pollution. Unfortunately this is not the case for reactive 
power. For reactive power can be used different definitions and methods (Arrillage et. al.,   
2001); (Czarnecki, 1987); (Emmanuel, 1995); (Emmanuel, 1999); (Katic, 1994): 
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- reactive power measurement (Budeanu definition); 
- Hilbert transform method; 
- power triangle method; 
- quarter period time delay method; 
- low-pass filter method. 
Table 1 presents the test conditions, voltage and current, used to test the measurement 
performances of the reactive power measurement solutions. Table 2 presents the errors 
obtained for different tests using notations: H- for Hilbert transform, LPF- for low pass filter, 
PT-power triangle, CTD- compensated time delay. 
The traditional measurement methods, like Power triangle and the Time delay, comply with 
international standards but show limitations in the presence of harmonics or line frequency 
variation. 
One can observe that Hilbert method give the best results, followed by the low pass filter 
method and then power triangle method. So, different analyzers implemented with different 
formulas can give discrepancies measuring the same loads. 
 
   
Table 1.  
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Table 2. 
4. Numerical simulations for energy calculation in power measurements 
The model presented in (Vervenne et. al., 2007) is based on exponential-hyperbolic form 
which causes many problems in the power system quality. Also the model can describe 
different operations of the EAF and it does not need specific initial conditions.  
 
 
Fig. 6. EAF connected to supply system 
The electric diagram of a electrical circuit supplying an EAF is illustrated in Figure 6. In this 
figure, bus 1 is the point of common coupling (PCC) which is the supplying bus of the EAF 
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transformer. The arc furnace is also connected to the PCC through the transformer TS, 
(HV/MV). In this figure, XC and RC are the reactance and resistance of the connecting cable 
line to the furnace electrodes, respectively. Also, XLsc is the short circuit reactance at bus 
PCC. 
The electric arc is modeled by the following equations: 
( )0
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where V and i are arc voltage and current of the EAF, respectively. Also Vat is the voltage 
threshold magnitude to which voltage approaches as current increases. Furthermore, I0 is 
the current time constant in kA. It should be noted that the voltage Vat depends on the arc 
length. 
The constants C and D are corresponding to the arc power and arc current, respectively. 
These constants can take different values which depend on the sign of the derivative of the 
arc current.  
As it can be seen in electric arc modeled equation, for the positive current and regarding the 
hysterias property of the arc, there are two cases. In the increasing current case, the 
hyperbolic equation and in the decreasing current case exponential equation is used. Hence, 
this model is called exponential-hyperbolic model. The proposed method has the capability 
of describing the EAF behavior in time domain using differential equation. In addition, it is 
able to analyze the behaviors in the frequency domain without solving the sophisticated 
differential equations. 
Moreover, the proposed model can describe different operating conditions of the EAF such 
as initial melting (scrap stage), mild melting (platting stage) and refinement of the EAF. 
With the parameters of the system: 
LscX   9.4245 ,  Xc  2.356 m ,  Rc  0.4 m ,  fsys 50 Hz= Ω = Ω = Ω =  
and: 
Vat  200 V,  Ca  190 kW,  Cb  39 kW,  Da  Db  5 kA,  Io  10 kA= = = = = =  
the voltage-current characteristic of the arc is obtained and shown in Figure 7. The voltage 
and the current of the arc are illustrated in Figure 8. 
The characterization of flicker produced by an arc furnace is an extremely difficult operation 
(Alonso & Donsion, 2004); (Beites et. al., 2001); (Webster, 2004).  The flicker is variable from 
one cycle to another and during melting stage very high peaks are produced. It depends on 
following parameters: quality and quantity of used scrap, reference operating points, 
quantity of injected oxygen, unpredictable consequences due to crumbling of the scrap 
during melting.  
Consequently it is recommended to evaluate the level of flicker produced during at least one 
week of operation, representing several tens of operation cycles. LabVIEW and MATLAB 
software are used for simulation on EAF (Andrei et. al., 2006); (Andrei et. al., 2006); (Andrei 
et. al., 2006); (Beites et. al., 2001); (Bracale et. al., 2005); (Buzac & Cepisca, 2008). 
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Fig. 7. Voltage-current characteristic for the exponential-hyperbolic model 
 
 
Fig. 8. Waveforms in the exponential-hyperbolic mode 
5. Results of measurements in a real electric installation of arc furnace  
5.1 Measurement method and equipment 
The three-phase power analyzer is used for the analysis of power quality with compatible 
software analysis. The following quantities are necessary to be measured: voltage, current, 
flicker (IEC 68, IEC 61000-4-15-PST and PLT), THD, waveform snapshots and harmonics up to 
the minimum order of 64, frequency, transient events (Chi-Jui Wu & Tsu-Hsun Fu, 2003); 
(Pretorius et al., 1998).  
The strategy of measurements was to carry out recordings on EAF with all electrical 
quantities: RMS voltage, RMS current, flicker, frequency, THD voltage, THD current, 
current and voltage waveforms, powers kW, kVAR, kVA, power factor, voltage and current 
vectors for the short and long time (Cepisca et al., 2004); (Cepisca et al., 2006).  
One example of measurement equipment is a multifunctional Power Quality Analyzer 
METREL, shown in Figure 9, one advanced instrument for measuring quality of electrical 
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power in compliance with the EN60150. It incorporates a number of different measurement 
instruments for calculating various electrical parameters which is based on current and 
voltage measurements. 
 
 
Fig. 9. Measurement equipment METREL 
5.2 Results of the measurements in a real electric installation of EAF 
The electrical power networks of arc furnaces are presented in Figure 10 (Cepisca et al., 
2008). 
 
 
Fig. 10. Electrical power supply networks for arc furnaces 
5.2.1 The real measurements of voltage and current harmonics, and of the powers 
Figure 11 presents the current (a), the voltage (b) and Figure 12 presents the powers for a 
technological cycle of arc furnace. This cycle presents two phases: melting phase (6-8 
minutes) and phase of stable arc burning (12-15 minutes). The electrical quantities are strong 
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variation in the melting phase, with an important voltage fall. In the phase of stable arc 
burning the variation of electrical quantities are more reduced (Cepisca et. al., (2007); 
(Grigorescu et al., 2006); (Grigorescu et al., 2009); (***PE, 2004). 
 
 
(a) 
 
(b) 
Fig. 11. The real measurements for a technological cycle of EAF: a) current   b) voltage 
 Power Quality 
 
94 
 
 
Fig. 12. The real measurements of powers (P, Q, S) for a technological cycle of arc furnace 
5.2.2 The real measurements of wave forms of voltage and current,  and of the THDU 
and THDI  for melting phase of the technological cycle of arc furnace 
As regard to the wave forms of the voltages, shown in  Figure 13, a,  and, respectively the 
wave forms of the currents shown in Figure 13, b, on the 30 kV voltage supply line in the 
melting phase is found a strong distortion of currents.  
 
     
       a. The wave forms of voltages       b. The wave forms of currents 
Fig. 13. The wave forms of voltages and currents in the melting phase 
The Figure 14 presents: (a) the total harmonic distortion calculated for voltages (THDU, 
2,8…3%), and (b) the total harmonic distortion calculated for the currents (THDI, 10….11%). 
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a.  THDI                                                                                                        b.  THDU 
Fig. 14. The total harmonic distortion calculated for voltages (THDU) and currents (THDI) in 
the melting phase  
5.2.3 The real measurements of wave forms of voltage and current,  and of the THDU 
and THDI in the phase of arc burning of the technological cycle of arc furnace 
In the phase of the electric arc stable burning (Figure 15, a,  and b), that appears towards the 
final of the heat’s making, is found that the distortion that appear in the currents and  
voltages  wave  forms  are  more  reduced.  In this phase, the amplitude of the three phase 
currents and voltages are closer as value, fact which shows that the load impedance is more 
balanced. 
 
     
                                   (a)                                                      (b) 
Fig. 15. The wave forms in the arc stable phase:  a)  voltages ; b)  currents . 
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The TDH for voltages and for currents in the arc stable phase are presented in Figure 16, a, 
and b. We observe that in the arc stable phase the THDU is reduced (1…2%) and THDU are 
an acceptable value (4…5%). One can reach to the conclusion that the deformation of the 
current and voltage waves is smaller in the stable burning phase also by the fact that the 
distorting power  is   smaller  in  this  phase,  in  conditions  where  the  apparent,  active 
and reactive power is higher. 
As regard the voltage on the 30 kV line, in the melting phase one can observe the presence 
of the important harmonics while in the oxidation phase is found practically only the 
presence   of the fundamental.  In the current’s case, the important values of harmonics 
demonstrate that in this phase the current is strongly deformed. 
 
     
Fig. 16. The total harmonic distortion calculated for voltages (THDU) and currents (THDI) in 
the arc stable phase  
The variation form of powers measured values presented on the heat time presents in the 
first period, corresponding to the melting phase, a smaller apparent power. The electrodes 
are more lifted-up, in order to ensure protection against breaking and this determining a 
smaller value current. In the stable phase the apparent power is approximately constant and 
higher than in the melting phase.  The  variation  of  the  voltage,  as  well  as  of  the  arc 
current, is reflected partially in the variation of active and reactive powers during the heat.   
5.2.4 The variation of the THDU and THDI, and the variation  of  the power factor 
The THDU and THDI  (Figure 17) are higher in the melting phase than in the stable burning 
phase, bat the reactive power is higher in the stable phase than in the melting phase.  
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Fig. 17. The variation of THDI   and THDU 
The power factor value (Figure 18) is higher in the stable arc phase and lower during the 
melting phase. For this reason results that on the 30 kV line the currents wave is more 
distorted than the voltages wave.  
In different moments of technological process, following the measurements, were obtained 
values for THDI within 1-21% for current and 1-6% for voltage. Comparing these values 
with the standard results that the furnace is not matched in the national and international 
standards. 
 
     
Fig. 18. The variation of power factor 
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1. Introduction 
Experts generally agree on the need for standardized power quality indices allowing to 
monitor and to report power quality on a common basis. Values for the quality indices 
represent a few numbers that are the result of characterizing, reducing or extracting from a 
large volume of power quality measurement data. The systems for power quality data 
acquisition, storing and reporting are mostly separated stand alone applications, which have 
its drawbacks. However, distribution automation reveals new possibilities for continuous 
power quality monitoring. Advanced computer systems with open architecture make it 
possible to integrate power quality data with the normal network operation data. 
In this chapter an overview of power quality monitoring is given. The power quality indices 
will be discussed and the compatibility levels as stated in the European standards and as 
example the National Dutch grid code will be described. Then possible methods for 
normalizing indices for power quality phenomena are introduced. An example of how 
power quality phenomena can be classified and translated into easy to understand and to 
analyze data is described. The end of this chapter gives details of some applications. 
2. Power Quality indexes, levels and limits 
For several reasons, there is a need for common power quality indices. With indices it is 
possible to report quality in a consistent and harmonised manner, either to customers, 
regulators or within the grid operator. The values for these indices have to be compared to 
the limits described by the national regulator. Because there is still a lot of discussion about 
the acceptable levels and the corresponding time limits (95% or 99% or 100%), converting 
power quality data into indices has to be done in a flexible way, so changing the limits must 
be possible without a lot of consequences. A number of international standard documents 
define the limits and the measurement process, including EN 50160 (Cenelec 2009) and IEC 
61000-4-30 (IEC 2009). The last one is a standard that explains exactly how power quality 
instruments should work.  
2.1 Power Quality indexes 
In general the responsibility for Power Quality is a shared responsibility between grid 
operator, manufacturer and customers, as shown in Fig. 1. 
The grid operator is responsible for the quality of the supply voltage. The manufacturers are 
responsible for the immunity and emission of the equipment and devices. The customer is 
responsible for the installation connected to the installation. The current at the point of 
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connection (POC) shall influence the quality of the supply voltage. That means that there 
should be good limits and indexes, not only for the supply voltage but also for the current at 
the POC. In table #.1 some of the existing power quality indices are given. Also is indicated 
where indices are still not available or which indices are subject of discussion in 
international committees. The table has indices for the quality of voltage (grid operator’s 
responsibility) and quality of current which is (mostly) the responsibility of the customer. 
 
 
Fig. 1. Shared “Power Quality” responsibility along several parties 
The current capacity of the point of connection is limited by the protection device at the 
POC. Certainly this is more an economic limit, because the grid operator includes a certain 
diversity factor for the grid design. There is only a weak relation with the voltage indices. 
Harmonic current limits are defined for devices, but at the point where there is a contract 
between customer and grid operator no harmonic current limits exist in European standards 
or grid codes. For the grid operator, limits at the point of connection are needed. The IEEE 
519 (IEEE, 1992) aims to state harmonics for a whole installation. For flicker there is an 
additional requirement for flicker severity variation implemented in the Dutch National 
grid code. In most European countries this is not the case.  
 
Power Quality 
phenomena 
Indices grid operator Indices customer 
Magnitude of voltage Unom, Uc                    
 
current capacity at the point 
of connection                          2) 
Voltage level ΔUnom, ΔUc                           1) - 
Harmonic voltage THDU, Uh     THDI, Ih                                                     3) 
Flicker severity Plt, ΔU ΔPst, ΔPlt, , ΔU                         4) 
Voltage dips -                                            5) - 
1)Discussion about the acceptable levels 
2) Only as indication, no time restrictions  
3) Harmonic currents are only regulated for devices and not yet at the POC 
4) Regulated in the Dutch grid code, in most countries no indices at the POC 
5) No regulation yet, discussion about acceptable number of dips is ongoing. Some   
restrictions in National grid codes 
General remark: All power quality indices are defined for a certain percentile within a 
measuring period of one week. Measured are the 10-minutes average values. There is 
discussion in international committees concerning power quality about this measuring 
period of 10 minutes. 
Table 1. Indices for power quality phenomena 
Power Quality Monitoring and Classification   
 
105 
Phenomenon Criteria 
Frequency 50 Hz  +/-1% during 99.5% of each year 
50 Hz  +4%/-6% during 100% of the time 
Magnitude of voltage 
(Voltage level)  
Low voltage : 
Unom=230V 
Unom +/-10% for 99% of all 10 min. average measured values 
during 1 week 
Unom +15/-15% for all 10 min. average values 
Medium  voltage Un<35 kV 
Uc=nominal voltage as stated in contract with client 
Uc +/-10% for 99% of all 10 min. average measured values 
during 1 week 
Uc +15/-15% for all 10 min. average values 
*+15% is still under consideration on time of printing this book 
Flicker Low voltage and medium voltage Un< 35kV 
Plt≤1 during 95% of the time 
 
In the Dutch grid code for example is stated: 
Plt≤1 during 99.5% of the time 
Plt≤5 during 100% of the time 
Unbalance Low voltage and medium voltage Uc< 35kV 
The negative sequence voltage is smaller then 2% of the positive 
sequence voltage during 99.5% of the time. 
 
In the Dutch grid code is stated: 
The negative sequence voltage is smaller then 2% of the positive 
sequence voltage during 99.5% of the time. 
The negative sequence voltage is smaller then 3% of the positive 
sequence voltage during 100% of the time. 
Harmonic distortion Low voltage and medium voltage Unom<35 kV 
Under normal operating conditions, during each period of one 
week, 95 % of the 10 min mean r.m.s. values of each individual 
harmonic voltage shall be less than or equal to the values given 
in Table 3. 
THD≤8% for all harmonics up to the 40th during 95% of the time 
 
In the Dutch grid code is additional stated: 
For harmonics that are not mentioned the smallest value referred 
to in the standard counts. 
THD≤12% for all harmonics up to the 40th during 99.9% of the 
time 
The relative voltage per harmonic is smaller than the percentage 
stated in EN-50160 multiplied by 1.5 for 99.9% of the ten-minute 
values. 
 
Table 2. Requirements for supply voltage, EN50160 
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2.2 Voltage quality levels 
The limits set by the national Regulator are used as the starting point for defining the quality 
of the supply voltage. As a minimum requirement, these limits have to be fulfilled at each 
POC (the point of connection of a customer). The European Standard EN50160 is always 
used in European countries as a basis for the quality of the supply voltage, so as basis for the 
different national grid codes. The quality of the voltage is characterised by the following 
aspects: 
• Magnitude of voltage 
• Voltage changes (Dips and flicker)  
• Harmonic distortion 
• Unbalance 
• Frequency 
Table 2. gives an overview of the power quality levels as stated in the EN50160 on June 2009. 
 
 
Table 3. Limits for harmonic voltages 
At the time of printing there were no requirements in the EN50160 for the amount, depth 
and duration of voltage dips. Because a dip is an event and not a continuous appearing 
phenomenon a different classification method is necessary. In section 5 this classification 
method for dips is described 
3. Power Quality monitoring 
The need for monitoring the Power Quality (voltage and current) is growing. Industrial 
processes in installations are more and more depending on a sufficient quality of the 
voltage. The (over)loading of equipment as transformers, motors, conductors is depending 
on the quality of the current. Due to the shared responsibility of power quality it is 
important to monitor the voltage and currents at the POC and in the low-, medium and high 
voltage grid.  
3.1 Monitoring in installations 
There can be several reasons to monitor the power quality in installations. Measuring at the 
point of connection can be useful to check the quality of the supply voltage. Power quality 
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monitoring can also be used for analyzing a problem. The time scale of the measurement is 
totally different in both cases. The quality of the supply voltage has to be measured during 
at least one week. Analysing a problem for example with inrush currents and voltage 
deviations could be done during the moments of switching on and off the equipment 
involved. Also the data needed for doing these analyses is different. In the first case we need 
average values; in the second case even waveforms could be needed. 
Fig.3 shows an example of voltages measured at a low voltage POC. Measured are 
according the EN 50160, 10 minutes averages during a week. The voltages are within the 
given limits, so no problem with voltage level is measured. 
 
 
Fig. 2. Voltages measured on LV-POC (1008 measured 10-minutes averages) 
Another example of a measured power quality phenomena is the flicker index Plt as shown 
in fig.3. The 95% limit of this index should be below 1. A serious problem is measured on 
this POC. 
 
 
Fig. 3. Flicker index Plt measured at LV-POC 
 Power Quality 
 
108 
Most PQ-measurement devices will give a quick overview of several power quality 
phenomena to check of all phenomena are within the given limits. In fig.4 is a picture given 
of a possible overview screen. 
 
 
Fig. 4. Overview screen of PQ-measurement device 
For a single installation it could be important to measure all power quality phenomena in 
voltage and current for the following reasons: 
• Checking the quality of the supply voltage. 
• Analyzing the harmonics in the current (overloading most of the components). 
• Analysing the power flow (contract with the grid operator, overloading transformer, 
cables, switchgear, ...). 
• Controlling trends in the power quality phenomena. 
• Analyzing problems within the installation. 
For most of the measurements a fixed installed measurement device is needed. For 
analyzing problems a portable device could be used. Measuring with portable devices could 
give a need for additional safety measures (see fig. 5) 
 
  
Fig. 5. Measuring in an installation requires several safety measures (Source: Fluke). 
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3.2 Monitoring in grids 
Monitoring in grids could be done for the same reasons as for monitoring in installations. 
Nevertheless, there are more reasons to measure in (more) points in the grid. 
First of all is it important for analyzing the quality of the grid (supply voltage) and the 
operation of the grid. Also, more and more information about the quality of supply voltage 
is required, for individual customers but also for the National regulator.  
The interest of the regulator is not only on the quality of one POC but the general level of 
voltage quality. This could be given by measuring the quality at a random chosen number of 
POC’s  and report about it. In Fig. 6 an example of the result of measuring the THD-level in 
the low voltage grid in the Netherlands is given.    
 
 
Fig. 6. Measured level of THD on random chosen POC’s in the LV-grid 
 
 
Fig. 7. Trend over the years 1998-2009, LV-grid in the Netherlands 
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When this is done for several years the trend over the measured years can be given. In Fig. 7 
this is done for the measurements over the years 1998-2009. In spite of the connection of 
more non linear loads we can conclude that the level of the THD in the low voltage grid is 
decreasing. 
In the future there will be more PQ-measurements in the grids, installed as PQ-devices in 
the substations (see Fig. 8) or as sensors measuring voltage and current which will also be 
used for analyzing the PQ-level. 
 
 
Fig. 8. PQ measurement devices installed in a substation (Source: Metrum) 
The advantage of having more information is more control and knowledge of the grid. The 
measured data can be combined with other data for fault localisation, protection, control of 
loads or dispersed generation and lot of other applications. The disadvantage is a lot of data 
what has to be analysed. So, automatic processing of data and application of data is needed. 
Also, for the grid operator, the customer and the regulator an easy to understand 
classification is needed. In the next chapter a possible method is described.  
4. Normalizing and classifying PQ-data 
Making a classification we have to realise that most people that will use this classification 
are not familiar in detail with power quality and all the different limits of each phenomenon. 
This classification can be used for several purposes as: 
• Customer’s information, important for the image of the grid operator but also for 
industrial customers. 
• To report about the quality of the voltage to the management of the grid operator, the 
grid owner or the regulator 
• To use the data in network operation and planning 
Monitoring the quality of the voltage will lead to an enormous amount of data which has to 
be reduced to a format that can be analysed quickly and easily. An important element in the 
communication with the customer is that the results should be easy to interpret. The first 
step in reaching a suitable classification is to normalise all power quality aspects (Meyer, J., 
Schegner, 2005). The second step is to make the appropriate classification (Cobben, J.F.G.  
2007). Choices made here by realizing a classification are proven to be practical but can be 
discussed. Other choices can be made depending on purpose, planning levels, etc. 
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Nevertheless, the handling of data into such visual classification is a promising 
development. 
4.1 Normalising  
For each continuous phenomenon we can calculate the normalised power quality level 
using the formula: 
 ( )
( )
( )
, ,
, , 1
v q p
v q p
q
m
r
l
= −  (1) 
( , , )v q pr   = the normalised power quality aspect q, on location v, for phase p 
( , , )v q pm  = the actual level of phenomenon q, on location v, for phase p 
( )ql        = the compatibility level of phenomenon q 
When there is no disturbance the normalised value will be 1 (m=0). If the disturbance level is 
equal to the accepted compatibility level, the normalised value will be zero. If the 
disturbance level exceeds the specified limit, the performance index r becomes negative.  
The plane from “no disturbance” to a level of “twice the acceptable disturbance level” is 
divided into six areas ranging from very high quality (A) to extremely poor quality (F), as 
shown in Fig. 9. Although the number of areas is disputable, there are good arguments for 
choosing six. These arguments are: 
• For each voltage disturbing phenomenon a compatibility level and a planning level can 
be recognised. So three areas could be defined by these levels (the levels of 0.33 and 0.66 
could be fitted to these levels). 
• More areas will define more levels of quality than necessary but also will lead to more 
switching results week by week to a different quality level. 
• By analysing complaints it is of interest to have some differentiation in not acceptable 
quality, which makes it easier to make trends visible. But in the “not acceptable quality” 
part it is not helpful to have more areas than three for the same reason as mentioned 
before. 
 
 
Fig. 9. Classification of power quality phenomena 
The classification from very high quality to extremely poor quality is made on basis of a 
technical judgement of the voltage. Of course, for some customers poor quality can be 
acceptable quality too, certainly when they can pay less for their energy. These economic 
aspects are not introduced into this classification. 
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4.2 The percentile method 
The most accurate method for classifying a certain power quality aspect is the so-called 
“Percentile Method”. For each continuous existing characteristic the EN 50160 uses a certain 
percentile and level as a limit for the measured average values. For example, the flicker level 
(Plt) has to be below 1 for 95% of all measured average ten-minute values. 
 
 
Fig. 10. Flicker level at a random chosen POC 
 
 
Fig. 11. Sorted data flicker level 
The measured flicker level for a point of connection of a customer (POC) chosen at random 
is shown in Fig. 10. By sorting the data the 95% percentile value can be established, which in 
the given example is 0.48 (see Fig. 11). Classification of the POC with respect to flicker can 
be done by normalising the flicker level, the result being: 
 ( ), ,
0.481 0.52
1v q p
r = − =  
This corresponds to a high quality classification (B) for this POC with respect to flicker. The 
disadvantage of this method is that the end result does not give a lot of information about 
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the actual flicker level. Fig. 12 shows two extreme distributions with the same 95% 
percentile result, nevertheless the distribution in a) presents a better performance with 
respect to flicker than situation b). 
 
           
                                                   (a)                                                                      (b)  
Fig. 12. Two different distributions of flicker levels 
Grid operators also need good general information about the power quality level, so the 95% 
percentile value alone does not satisfy their needs. However, for checking the quality in 
relation to the standard (usually set by the regulator), this method is the most accurate.   
4.3 The STAV method 
Classification according the “STAV (standard deviation, average value) Method” explores 
more information about the distribution of the aspect involved. Take for example the flicker 
level measured over the course of a week, as shown in Fig. 10. Calculating the average value 
and the standard deviation of this distribution results in: 
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Fig. 13. Shows how the data, as shown in Fig. 10, is distributed. Fig. 13 also includes the best 
fitted normal distribution. 
 
 
Fig. 13. Distribution of flicker level and best fitted normal distribution 
Assuming that the flicker level is normally distributed, a classification method based on the 
same basic principles as used for the percentile method can be made.  The most important 
requirements for the flicker level according to the national grid code are: 
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• 95% of all ten-minute average values of Plt within a period of 1 week have to be ≤1. 
• All ten-minute average values of Plt within a period of 1 week have to be ≤5. 
The relation between the standard deviation and the average value of all ten-minute values 
can be calculated using the following formula (#.2). 
 { } , ,1 0.95lt av lt avr x P PP X x P Y P Yσ σ
− −⎧ ⎫ ⎧ ⎫≤ = ≤ = ≤ =⎨ ⎬ ⎨ ⎬⎩ ⎭ ⎩ ⎭
 (2) 
Pr = chance of occurrence 
X = normal distribution variable 
x = normal distribution value 
Y = standard normal distribution variable 
Plt,av = average value of Plt within given distribution 
σ = standard deviation of Plt within given distribution 
This is the case where (1-Plt,av)/σ =1.65, based on the table for a standard normal distribution. 
According to formula (2.1) and the borders 0, 0.33, 0.66, 1, 1.33, 1.66 and 2 as explained before, 
six planes can be made with the classification A through F, as shown in Fig. 14. Advantages of 
the STAV method are the quick overview of the quality of the considered aspect, a simplified 
result that is easy to communicate and less influence of some of the extreme measuring points 
on the weekly data. A disadvantage is that it does not answer the question of whether the 
measured value was within the limits required by the regulator in a certain week. 
 
 
Fig. 14. Classification according STAV method (flicker) 
All other continuous power quality phenomena can be classified in the same way as for the 
flicker phenomenon.  
A particular point in relation to voltage level is that there are two limits. Take as an example 
the voltage measured during a week, as shown in Fig. 15. 
Calculating the average value and the standard deviation of this distribution results in:  
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Assuming that the voltage is normally distributed, a classification method based on the 
same basic principles as before can be used. Fig. 16 shows how the data, as shown in Fig. 15, 
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is distributed. Fig. 15 also includes the best fitted normal distribution. The normally 
distributed fitting curve in Fig. 15 shows that the measured voltage is indeed close to a 
normal distribution. The limits given by the national Dutch regulator (as still valued during 
the printing of this book) are taken to create the border between classification C and D. The 
requirements for the low voltage level are: 
• The nominal voltage is 230 V. 
• 95% of all measured average ten-minute values of the voltage within a period of 1 week 
have to be within ±10% of the nominal voltage. 
• All average ten-minute values of the voltage within a period of 1 week have to be 
between –15% and +10% of the nominal voltage. 
 
 
Fig. 15. Voltage measured at random POC 
 
 
Fig. 15. Comparing measured distribution with normal distribution 
For the voltage level the two theoretical extreme distributions, which just fulfil the 
requirements of the national Dutch grid code, are shown in fig.16. This figure plots the ±10% 
limits of the voltage. The upper limit may not be exceeded. Here we suppose that 99.9% is 
acceptable. The limit on the left (lowest voltage) may be exceeded for 5% of all measured 
values. 
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Fig. 16. Extreme distributions of low voltage level 
For the upper limit the relation between the deviation and the average of all measured 
values is represented by: 
 { } 253 99,9%av avx U UP X x P Y P Yσ σ
− −⎧ ⎫ ⎧ ⎫≤ = ≤ = ≤ =⎨ ⎬ ⎨ ⎬⎩ ⎭ ⎩ ⎭
1
 (3) 
Looking at the statistical table of the normal distribution (see appendix A), this is the case 
where: 
253 3.1avUσ
− < . 
For the lower limit the following formula has to be used: 
 { } 207 5%mUx UP X x P Y P Yσ σ
−− ⎧ ⎫⎧ ⎫≤ = ≤ = ≤ =⎨ ⎬ ⎨ ⎬⎩ ⎭ ⎩ ⎭
 (4) 
This is the case where (207-Uav)/σ = -1.65. The relation between the deviation and the 
average voltage for both extreme distributions are shown in Fig. 17. 
The lines drawn in fig.17 are the borders of the normal quality C. 
Again formula (#.3) and the borders from 0 to 2 as described before are used for normalising 
(in this case) the voltage level. The following borders can be defined for classification A, B, 
D, E and F. 
/
/
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2301 2 230Border A /B : 1 253 237.66
3 10 3 10
A B
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− •
= = − → = − • =  
/
/
253
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U
r U V
− •
= = − → = − • =  
                                                 
1 For practical use, the 99.9% value is used instead of the 100% value 
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A normalised border on the minimum voltage level side is calculated as follows: 
/
/
207
100
2302 1 230Border B /C : 1 207 214.66
3 10 3 10
B C
B C
U
r U V
− •
= = − → = + • =   
 
 
Fig. 17. Border of normal classification, low voltage level 
Similarly, all other borders can be calculated, resulting in the classification areas as shown in 
Fig. 18. 
 
 
Fig. 18. Classification low voltage level 
Implementation of a power quality monitoring system using this classification can help a 
grid operator to have a general overview of the quality of the grid without an additional 
need for analysing a lot of data. 
5. Classification of dips 
There are several causes for dips. The most important are faults in the MV or HV grid. 
Three-phase faults will have the greatest impact on the installation or processes of 
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customers if they are sensitive to voltage dips. Mitigation of dips will be very difficult or 
expensive if a lot of active and/or reactive energy is required to keep the voltage on an 
acceptable level. If the remaining voltage falls below 50% of the nominal voltage, a critical 
border is reached.  
The reasons for classifying dips are: 
• To make it easy to inform customers about the expected dip profile, without details 
which are irrelevant or even unjustified. 
• To make it easy to inform the national regulator about the quality of the grid, in relation 
to this power quality phenomenon. 
• To make it easy to gather information about dips in the grid and to draw some 
conclusions about the quality of the grid, taking into consideration trends over a period 
of several years. 
Converting the dip table into a system indices or the presented “ABCDEF” classification 
makes it very suitable as a management tool to control the overall quality of the grid and to 
communicate about this power quality phenomenon in the same way as for other 
phenomena. 
It is also possible to make the general classification more tailor-made for a specific customer 
with a sensitive process or installation. A good insight is then needed into the cost arising 
from a dip and the possible cost of mitigating a dip.   
By developing a classification for dips there are some general applications where this 
classification can be used: 
• Giving information about the background (sources) of the dips.  
• Giving some guidance about the way to solve possible dip problems. 
• Giving information about the quality of the grid. 
• Showing responsibilities (manufacturer, grid operator, customer). 
A distinction can be made between the following sources of the dip problem: 
• Faults in the HV grid. 
• Faults in the MV grid (primary section). 
• Faults in the MV grid (secondary section, own feeder). 
• Low voltage problems. 
Faults in the HV grid are mostly of short duration, so the duration of the dip is rather short 
too. Faults in the MV grid are disconnected in times varying from 0.3 seconds to a few 
seconds. The depth of the dip is mostly not very big, but sometimes the depth can be large if 
it is a fault in the same feeder after a secondary protection device. 
Low voltage problems leading temporarily to a voltage below 90% of the nominal voltage can 
last a longer time but these dips are never deep. In fact it should not be counted as a real dip.  
Another way of looking to the problem is through the “how to solve the problem” debate. 
Most severe dip problems are the three-phase dips, with a remaining voltage less then 50% 
(Didden M., 2003). Customers can protect their installation against these kinds of dips, only 
with high costs. This can be a reason to divide the table into dips with remaining voltages 
below and above 50% of the nominal voltage. Seen from the manufacturer’s point of view 
the ITIC curve is an important curve. All dips that occur with a remaining voltage above this 
curve should not give any problem in the installation. Furthermore, we can conclude that 
dips with a remaining voltage below 70%, in combination with duration of longer than five 
seconds, seldom occur.  
All these considerations make it advisable to divide the table in six parts, as shown in Table 
4. The green part lies above the ITIC curve and is the responsibility of the manufacturer. All 
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devices have to work properly within this area. Furthermore the following parts can be 
recognised: 
• S1: Short duration 1, mostly having its origin in the HV grid, but with a remaining 
voltage above 50% of the nominal voltage. Easy to solve in customer’s own installation. 
• S2: Short duration 2, mostly having its origin in the HV grid, but with a remaining voltage 
below 50% of the nominal voltage. Difficult to solve in customer’s own installation. 
• M1: Short duration 1, mostly having its origin in the MV grid, but with a remaining 
voltage above 50% of the nominal voltage. Easy to solve in customer’s own installation. 
• M2: Short duration 2, mostly having its origin in the MV grid without coils or with 
secondary protection, but with a remaining voltage below 50% of the nominal voltage. 
Difficult to solve in customer’s own installation.  
• L1: Long duration 1, occurs due to low voltage problems, mostly with high remaining 
voltage which makes it easy for the customer to solve in customer’s own installation. 
• L2: Long duration 2, will lead to severe problems but will in practice only occur in very 
extreme situations. 
 
 
Table 4. Classification of dips 
This is a similar classification of dips as is described in the South African standard NRS 048 
[Nrs01].  The areas chosen in this standard are given in Table 5.  
 
 
Table 5. Dip-classification according South African standard 
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Although it is also a dip depth and time presentation, it is a little bit more complex and not 
completely according to the EN50160 dip definition. Furthermore it defines some small dips 
areas, what increases the problem of unstable values. Also the important border of 50% is 
not used.  
The way to develop an “ABCDE” classification in the same sense as done in this research for 
other Power Quality phenomena is shown in Fig. 19. 
 
 
Fig. 19. Converting measured dips to “ABCDE” classification  
First we have to define Ldip, being the limit for dips, as for example a Plt value of 1 was the 
limit for the flicker phenomena. In each defined dip zone two parameters has to be given. 
These parameters are: 
• The amount of dips, which normally should not be exceeded. This value could be 
determined by taken the 95% value of measured dips in a substation. In this example it 
is taken as 8 for the dip zone in the upper left corner of the table. 
• The weighting factor. A certain weighting factor must be given to each defined dip 
zone. A deep dip with long duration will have a much higher impact on the installation 
than a shallow dip with short duration. These weighting factors should have a relation 
with the costs of mitigation of the corresponding dip. Research as described in (Wang, 
J., Chen, 2007) or (Driesen, J., Belmans, R., 2006) could be helpful to determine these 
weighting factors.  In fig.19 this relation is not yet made, but the values of 1 (zone S1), 2 
(zone M1) 4 (zone L1 and S2), 8 (zone M2) and 16 (zone L2) are given as example. 
The maximum limit value for dips Ldip can be calculated using the given limits for the 
number of dips and the weighting of each dip zone (see fig.19). When on a POC or a 
substation the amount of dips are measured as is displayed in the right table, the dip value 
mdip can be calculated. In this case it is 31, resulting in classification B, high quality but near 
to acceptable quality. Due to the different distribution of dips each year, the measured value 
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to be used should be an average value over a period of five years. A gliding window of five 
years could be used, giving a more stable and reliable classification of the grid.  
More research has to be made after the optimal level for voltage dips objectives. The total 
costs for network and customer has to be considered, for determine the weighting factors. 
Measurements have to be performed and published to estimate the existing performance 
level and to determine the maximum amount of dips for each zone. This can be done for 
several type of grids (cables, lines, urban grids, rural grids). These measurements also see 
the “hidden dips” which are not included in the calculating or prediction process. With 
“hidden dips” is mend the dips due to faults in the grid, lasting a very short time and do not 
lead to interruptions  
6. Application of Power Quality data 
Power Quality monitoring can be defined as the process of gathering data about voltages 
and currents including time, transporting that data and converting it into useful 
information. The ideal power quality monitoring system should have the following 
characteristics: 
• It gathers all of the data that is required.  
• It moves the data to a certain location where it can be saved and processed. 
• It converts the data into information that can be used to take action or to inform people 
involved.  
• It combines the power quality data with other sources of data. 
Power quality monitoring as stand-alone function on certain points in the network has its 
drawbacks because: 
• It will not give a total overview of the voltage quality in the grid. 
• An additional communication system is needed.  
Monitoring these devices is difficult to integrate in normal operation. Therefore, power 
quality monitoring will in future be integrated in substation automation systems. Two 
examples of integrated systems which are under development within Liander (Dutch grid 
operator) are described in the following sections. 
6.1 PQ-monitoring in HV/MV substations 
Fig. 20 shows the integration of a power quality monitoring system in a substation, as 
already is implemented in several substations end 2006, beginning 2007 (Riet van, M. J., 
Baldinger, F. L. 2005). 
The several components in the systems are: 
• VIM (Voltage Interface Module); measuring the voltage. 
• CIM (Current Interface Module); measuring the current. 
• BIM (Breaker Interface Module); for status information about the breaker or giving 
commands to the breaker. 
In every incoming and outgoing feeder the currents are measured with a high sampling 
frequency to gather information about the current waveform. This information can be used 
for several purposes such as: 
• Power quality issues (for example harmonic distortion). 
• Short circuit currents for calculating the location of the fault in combination with 
measured voltage.  
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• Remaining capacity of the feeder. 
All the measured data can be stored on a local computer. Transmitting all data to a central 
operating room of the network operator is not efficient. Only in faulted situations it will be 
needed to get on line detailed information. For power quality phenomena, the data can be 
processed locally to determine power quality indices. These indices can be further analysed 
centrally. When needed, for instance in case of complaints, detailed information can be 
sorted out and examined centrally. The system is able to measure harmonics up to the 50th 
and all other Power Quality aspects stated in EN 50160, such as voltage dips, sags, swells, 
flicker, etc. 
 
 
Fig. 20. Distribution automation system, implemented in a HV/MV substation 
Gathering a lot of power quality data with this system is possible but analyzing all the data 
will take an enormous amount of time. For this reason the percentile or STAV method is used. 
 
 
Fig. 21. Classification of supply voltage in substations (example, not based on real data) 
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First of all there is the advantage of sending only three values of a weekly measured power 
quality phenomenon: the average, the standard deviation and the 95% percentile value, 
whatever is important for the regulator. Using this method makes it possible to analyse the 
data quickly. All weekly data from the substations and transforming substations measured 
is plotted on a screen, as shown in Fig. 21. This gives an overview of the quality of the 
supply voltage for each measured busbar in the different substations and for the different 
power quality phenomena.  
Studying Fig. 21., we can conclude that there is one location with a voltage level problem 
and several locations with a flicker problem. To get more information about the grid 
situation a more detailed screen relating to voltage level can be selected. Fig. 22 shows this 
screen, made using the STAV method. There is indeed one bullet across the border of plane 
C, placed in plane D. This means that the limit of the grid code (border between plane C and 
D) is exceeded.  
 
 
Fig. 22. Measured voltage in transforming substations (LV side), using STAV method 
The flicker problem can be analysed using the screen shown in Fig. 23. 
 
 
Fig. 23. Flicker data for one selected point in the grid (one phase is exceeding the limit) 
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Only when more detailed information is needed can all the data of this measurement be 
downloaded and a graph of the measured values of Plt made according to fig.10. In most 
cases this will not be necessary because the supply voltage will generally be well within the 
limits. Presenting the data in the way described above makes it possible to implement data 
of several weeks, months or even years in the same plot. Trends in the different power 
quality phenomena can, with all selected data in one graph very easily be analysed.   
6.2 PQ monitoring in MV/LV substation 
A second example of integrated distribution automation is the MV/LV transforming 
substation as shown in fig.24. With increasing DG there is a need to have more control on 
the low voltage network. Therefore more information about the voltage and the currents in 
the low voltage network must be gathered. This automation will be developed and realised 
in the coming years.  
In the coming 5 to 10 years at all Dutch consumers premises an energy meter with 
additional functionality will be installed. The energy meter can be remotely managed and 
read. This could be based on power line communication using the existing low voltage 
electricity network. 
 
 
Fig. 24. Development of advanced MS/LS substation with additional functionalities 
In the MV/LV transforming substation possibilities for energy storage could be present. 
This approach enables the grid operator to control the low voltage level, to improve power 
quality (harmonics flicker) and to optimise the loading of the network. Again, concentrating 
on power quality phenomena, the amount of data available will be enormous, so it has to be 
converted locally and in normal situations only indices has to be communicated to a central 
location. 
7. Conclusions 
For several reasons there is a need for common power quality indices. With indices it is 
possible to report quality in a consistent and harmonised manner, either for customers, 
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regulators or for use within the grid company. However, due to the growing importance of 
power quality, monitoring the present power quality is needed and more monitoring 
programs are done in the last years and will be done in the coming years. A new 
development is integrating power quality measurements into substation automation. 
However, this will lead to enormous amounts of data, even using indices. Therefore an 
additional classification will be helpful.        
In this chapter a promising and already implemented classification is explained. The first 
step in reaching this classification is to normalise all power quality aspects. The second step 
is to make the appropriate classification. The most accurate method for classifying a certain 
power quality aspect is the so-called “Percentile Method”. This method can be used for 
controlling the power quality on a single connection point of a customer. The disadvantage 
of this method is that the end-result does not give a lot of information about the actual 
power quality level. To overcome this disadvantage the “STAV Method” is introduced. 
Advantages of the “STAV Method” are the quick overview of the considered quality aspect, 
a simplified result that is easy to communicate and with less influence of some of the 
extreme measuring points on the weekly data. A disadvantage is that it does not answer the 
question of whether the measured voltage was within the limits required by the regulator in 
a certain week. Nevertheless, for the grid operator it is a very useful tool for controlling the 
performance of the grid and to inform customers and regulators about the general voltage 
quality in the network.  
Measuring events as voltage dips and transient are even more complex. Nevertheless for 
each power quality phenomena an easy to use classification can be made. The data available 
and the need for detailed information is depending on the application. For analyzing a 
problem detailed information as waveforms could be needed. For monitoring the quality of 
the grid more average and general information can be used.  
In the coming years, the need of monitoring the quality of voltage and current will rise and 
depending on the application data handling will become more important. 
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1. Introduction 
Electrical energy is a type of existing energy in the nature. Because of its capability of 
changing to different kinds of energy and possibility of transmission; electrical energy has 
become one of the major energy sources. Electrical energy from generation to consumption 
passes from three stages, generation, transmission and distribution. Distribution systems 
composed of a large scale area of power system with many nodes. Distribution networks 
transmit electrical energy from high voltage power towards low voltage customer’s devices. 
Electrical companies have the duty of preparing good quality electrical energy in the 
consumer side. For properly work of a device it is essential to pay attention to the quality of 
the energy. In bad power quality condition, electric devices may fail completely. Thus, 
electrical companies should control and limit power quality problems. Also, consumers should 
not use devices that generate power quality problems. If not, electrical companies should find 
them. Fig. 1 shows a simple distribution system (Mulhausen et al., 2010). If a fault is occurred 
in jth node of network short circuit current will effect in ith node voltage such as Eq. (1). 
 i ij fv Z IΔ = −  (1) 
where, If is the fault current. Voltage problems are generally voltage sag and swell, 
unbalance, zero sequence and harmonics. Current problems are generally zero sequence, 
unbalance, reactive power and harmonics. For the improvement of voltage problems, series 
active filters such as Distributed Voltage Regulator (DVR) that are from the family of 
Custom Power (CP) can be used in the distribution systems and for the improvement of 
current problems, parallel active filters such as Distribution STATic COMpensator 
(DSTATCOM) can be used. Nowadays, for the instantaneous improvement of both voltage 
and current problems, efficient combination of the above mentioned CP devices are being 
used (Mokhtarpour et al., 2009). This device is called Unified Power Quality Conditioner 
(UPQC). The scope of this chapter is the investigation and analysis of the control approaches 
for power quality improvement, power quality management, automation of distribution 
systems and analytical review of the power quality control papers. A typical distribution 
system power quality control will be attached as the case study.      
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Fig. 1. A simple distribution system 
2. Power Quality 
How can we determine quality of electrical energy and what is a good power quality?  
Suppose that: 
 cos( )mv V tω=  (2) 
 cos( )mi I tω ϕ= −  (3) 
Then, the instantaneous power can be fine as: 
 cos( ) cos( ) cos( )(1 cos(2 )) sin( )sin(2 )
2 2
m m m m
m m
V I V Ip vi V t I wt t tω ϕ ϕ ω ϕ ω= = × − = + +  (4) 
Eq. (4) shows that the electrical power is related to voltage, current and frequency. It is 
obvious from Eq. (4) that the instantaneous power is composed of two part, active and 
reactive power (Grainger & Stevenson, 1994). Active power has a dc and an ac part. Based 
on Eq. (5) it is obvious that the instantaneous active power oscillates around a dc amount by 
frequency of 2ω and can be found as: 
 Active power cos( )(1 cos(2 ))
2
m mV I tϕ ω= +  (5) 
Also, reactive instantaneous power can be written as: 
 Reactive power sin( )sin(2 )
2
m mV I tϕ ω=  (6) 
Fig. 2 shows these powers variation versus time. Based on Eq. (6), the second part of the 
instantaneous power which is named reactive power has zero dc amount and oscillates with 
frequency of 2ω . Obviously, the phase difference between ac amount of active and reactive 
powers is 2
π . This means that the reactive power has zero amounts when active power has 
maximum amount. Based on Eq. (7) the average of the total power that has been named 
active power is constant and can be found as: 
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2
0
1 ( ) ( ) cos cos
2 2
m m
e e
V IP p t d t V I
π
ω ω ϕ ϕπ= = =∫  (7) 
 
 
Fig. 2. Typical active and reactive powers 
Obviously, for good quality of energy, voltage, current and frequency of distribution system 
should be proper. Thus, the investigation of energy quality can be divided into three parts, 
voltage quality, current quality and frequency. When the voltage quality is good? In other 
words, when the voltage is proper for a good performance of the device?  
The magnitude of voltage is a quality problem in the first part. In good condition, the 
voltage of distribution system is changed by a sinusoidal function with the frequency of 
power system. The effective amount of voltage should be constant in all times and 
conditions. But, nonlinear loads and short circuit faults can produce voltage harmonics, 
unbalance voltages and negative and zero sequences of the voltage. This is the power 
quality problem which is produced by the utility side.  
In the second case, the quality of the current is considerable. But, it is obvious that the load 
current is not controllable. In other words the characteristics of the load determine load 
current waveform. If there is a linear load, then the relationship between its voltage and 
current is linear. Thus, if voltage is a fixed magnitude sinusoidal function, then the current 
will be a sinusoidal function, with constant magnitude. This problem has been shown in Fig. 
3. But, if characteristic of the load not be a linear function, then a sinusoidal voltage results 
in a nonsinusoidal current. This problem has been shown in Fig. 4. Based on the ohms law, 
v=Ri and a nonsinusoidal current will cause nonsinusoidal voltage drop and finally 
nonsinusoidal voltage in all nodes. Therefore, the current quality can change the voltage 
quality. The load current is not controllable, but source current can be controlled that will be 
explained in the parallel active filter section.  
In the third case, the quality of frequency is considered. The frequency of voltage and 
current in all conditions should be constant. Major cause of frequency change is linearity or 
nonlinearity of the load. If we calculate the Fourier transform of a nonlinear load current it 
can be fund that there are frequencies f, 2f, 3f and …in its spectrum. A nonlinear load 
current spectrum has been shown typically in Fig. 5. In other words the nonlinear loads can 
produce other frequency components in the current and voltage. Also, voltage frequency 
change can be produced by electrical source, because of non proper design of generator. 
p
q
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Power quality problems that are related to the voltage are voltage unbalance and negative 
sequences and zero sequences of the voltage. Power quality problem that are related to the 
current are harmonics and reactive power.  
 
 
Fig. 3.(a) Voltage waveform; 
 
 
Fig. 3.(b) Linear load current waveform 
 
 
Fig. 4.(a) Voltage waveform; 
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Fig. 4.(b) Nonlinear load current waveform 
 
 
Fig. 5. Spectrum of a nonlinear load current 
3. Power Quality control 
Now, it is important to investigate how can we control these energy quality problems and 
improve them. Different approaches have been presented for the improvement of energy 
quality. Passive filters can compensate voltage and current harmonics. Passive filter has 
composed of an inductor in series or parallel by a capacitor that in the resonance frequency 
of 1
lc
 acts as a short circuit. Thus, relative harmonic can be neglected. In the design of 
passive filters their resonance frequency are generally equal to third or fifth harmonic; 
because these harmonics are very important in the distribution systems. But, passive filters 
are designed for the predetermined conditions. Therefore, in the case of changing the 
operating point for a dynamic power system, passive filter can not compensate the quality 
of the energy. Also, passive filters can compensate only one or two harmonic of the voltage 
and current. Thus, they are not good devices for the improvement of the power quality. So, 
for the control of all power quality problems, it is better to use active filter. These filters can 
be divided into two parts of parallel and series active filters. Based on the mentioned 
problems, power quality problems can be related either to the load side or to the source side. 
Nonlinear load current should not appear in the source side current. This problem can be 
solved by the use of a parallel active filter. A parallel active filter has been composed of a 
current inverter fed by a DC link that is connected to the grid via a parallel transformer 
(Shayanfar et al., 2005a). Fig. 6 shows the structure of a parallel active filter. Parallel 
activefilters are used for compensating negative sequence, zero sequence and harmonics of the 
 
 Power Quality 
 
132 
 
Fig. 6. Structure of a parallel active filter 
load current. Major principle of its control is the measuring of load voltage and currents and 
then computing the reference and compensators current. The scope of using the parallel 
active filter is the injection of unwanted components of the load current via the inverter and 
transformer to the load instead of using main source. Reference current is a sinusoidal 
current that is extracted by the control circuit of the parallel active filter. Compensator 
current is the component of load current that has composed of negative sequence, zero 
sequence and harmonics of it. It is known that the power of electrical system has two part of 
active and reactive. Also, the average of electrical power is equal to the active power. This 
problem is explained in Eq. (7). From Eq. (6) reactive power will oscillate by frequency of 2ω. 
This means that the amount of it in a time of period is positive and in another time of period 
is negative. So, the direction of the reactive power in a time is from source to the load and in 
other time is from load to source. It says that the reactive power have the average of zero 
and only limits the capacity of the distribution line. It is known that the inductor current has 
90 degree lag to the voltage. Eqs. (8) and (9) show the active and reactive powers of an 
inductor, as: 
 Active power cos(90)(1 cos(2 )) 0
2
m mV I tω= + =  (8) 
 Reactive power sin(90)sin(2 ) sin(2 )
2
m m
e e
V I t V I tω ω= =  (9) 
But, capacitor current has 90 degree lead to the voltage. Eqs. (10) and (11) show the active 
and reactive powers of a capacitor, as:  
 Active power cos( 90)(1 cos(2 )) 0
2
m mV I tω= − + =  (10) 
 Reactive power sin( 90)sin(2 ) sin(2 )
2
m m
e e
V I t V I tω ω= − = −  (11) 
From Eqs. (9) and (11) it seams that the signs of reactive power of inductor and capacitor are 
opposite. In other word the sum of reactive powers in inductor and a capacitor is zero in all 
times and can be said that the capacitors reactive power cancels that of an inductor. Load 
reactive power can be compensated by parallel active filter. In other words the reactive 
current is a component of load current that has 90 degree phase difference with the voltage 
and it can be concluded that the unwanted component of the load current. Thus, if the 
reactive current be included in the compensation current of parallel active filter, then the 
reactive power of load will be compensated. In other words, compensating current is the 
unwanted component of the load current. After calculation of compensating current, it 
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should be fed to the network in parallel with load. This problem has been shown in Fig. 6. 
For injection of the compensation current by using of an inverter, there are some approaches 
for the generation of the fire pulses of the inverter and the best of them is PWM approach. 
For minimum error between calculated compensating current signal that has calculated 
from parallel control system and the injected current that is generated from an inverter, 
generally a PI controller is being uesd.  
A typical two arm and 6 pulse thyristor based inverter has been shown in the Fig. 7. Power 
quality problems can be related to the source side. These are voltage problems such as 
 
T1 T3 T5
T4 T6 T2
 
Fig. 7. Two arm and 6 pulse thyristor based inverter 
unbalance, negative sequence, zero sequence and harmonics of the voltage (Shayanfar et al., 
2006a). The cause of the voltage problems can be non symmetric short circuit faults, non 
symmetric distribution of loads between three phases and nonlinear load. Passive filters 
could improve a little voltage harmonics only in one point of the work and they can not 
improve all voltage problems completely. To improve this problem, series active filters are 
being used instead of passive filters. These filters have composed of a voltage inverter that is 
fed from a DC link (Mokhtarpour et al., 2009). This inverter is connected to the grid via a 
series transformer. Fig. 8 shows structure of a series active filter. 
  
 
Fig. 8. Structure of a series active filter 
Series active filter extracts the reference voltage from the source voltage. Reference voltage 
is a sinusoidal voltage. Compensator voltage is the difference between reference and source 
voltages. Compensator voltage is injected to the grid via an inverter and series transformer. 
Based on the mentioned problems it is obvious that the parallel active filters are being used 
for the current quality problems improvement such as negative sequence, zero sequence and 
harmonics and reactive power and series active filters can be used to improve the voltage 
quality problems such as unbalance, negative sequence, zero sequence and harmonics. 
A typical harmonized, compensator and reference signals have been shown in the Figs. 9, 10 
and 11. Obviously compensator signal include unwanted components of harmonized signal.   
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Fig. 9. A typical harmonized signal 
 
 
Fig. 10. Compensator signal  
 
 
Fig. 11. Reference signal 
4. Parallel active filter control 
Parallel active filter compensates and improves current quality. As mentioned in the text, 
the current problems are related to the load and consumer side. They are including negative 
sequence, zero sequence, reactive power and harmonics. Design of the control circuit of the 
parallel active filter is based on the extraction of a sinusoidal current which has the same 
phase with compensated load voltage as the reference current and determination of the 
compensation current. The compensation current will be injected to the grid via an inverter 
Management, Control and Automation of Power Quality Improvement   
 
135 
and a parallel transformer. Generally, generation of the inverter pulses are based on the 
PWM approach. First, the load side voltage and current are measured, then the control 
circuit extracts a reference current from the measured voltage and current (Shayanfar et al., 
2006b). The difference between different approaches is in the parallel active filter control 
circuits which is the way of reference current extraction. In this section a very simple control 
approach for learning the major principle is explained and in the case study of the chapter a 
full control approach of the parallel active filter will be described. Usually load current is 
non sinusoidal. After measurement of the voltages and currents and use of a low pass filter 
a reference current will be extracted. Compensator current (I*comp) is determined from the 
difference between load side current and the reference current. Block diagram of a parallel 
active filter has been shown in Fig. 12.  
 
 
Fig. 12. Block diagram of a parallel active filter  
5. Series active filter control 
Series active filter compensates and improves voltage quality. As mentioned above the 
voltage problems are related to the source side and include unbalance, negative sequence, 
zero sequence and harmonics. The design of the control circuit of series active filter is based 
on the determination of a sinusoidal voltage as the reference voltage and the difference 
between that and the source side voltage as the compensation voltage (Shayanfar et al., 
2006a, 2006c). Compensation voltage will be injected to the grid via an inverter and a series 
transformer.  
Usually, generation of the inverter pulses are based on the PWM approach. First the source 
side voltage is measured, then the control circuit extracts a reference voltage from the 
measured voltage. Block diagram of a series active filter has been shown in Fig. 13. The 
difference between different approaches are in the series active filter control circuits which 
is a function of the reference voltage extraction. In this section a very simple control 
approach for learning the major principle is explained and in the case study of the chapter a 
full control approach of the series active filter will be described. Usually, source voltages are 
non sinusoidal. Using a low pass filter can extract a sinusoidal voltage as the reference 
voltage. Compensator voltage (V*comp) is determined from the difference between source 
side voltage and the reference voltage.  
 
 
Fig. 13. Block diagram of a series active filter  
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6. Unified Power Quality Conditioner 
Proper composition of parallel active filters as Distribution STATic COMpensator 
(DSTATCOM) and series active filters as Distributed Voltage Regulator (DVR) can compensate 
current problems such as reactive power, negative sequence, zero sequence and harmonics as 
well as voltage problems, such as unbalance, negative sequence, zero sequence and harmonics.  
This composition is named Unified Power Quality Compensator or UPQC. UPQC has 
composed of two inverters that are connected back to back. One of them is connected to the 
grid via a parallel transformer and can compensate the current problems. Another one is 
connected to the grid via a series transformer and can compensate the voltage problems. 
These two inverters are controlled for the compensation of all power quality problems 
instantaneously. Fig. 14 shows the schematic of a UPQC. 
 
 
Fig. 14. Schematic of a UPQC 
For control of this device there are different approaches in which their principles of them are 
the same. Parallel active filter control circuit extracts a sinusoidal current as the reference 
current (Kazemi et al., 2006). The difference between reference current and load current is 
the compensator current and will be injected via an inverter and a parallel transformer to 
the grid for the improvement of the power quality problems that are related to the load side. 
Series active filter control circuit extracts a sinusoidal voltage as the reference voltage. The 
difference between reference voltage and source voltage is the compensator voltage and is 
injected via an inverter and a series transformer to the grid for the improvement of the 
power quality problems that are related to the source side.  
A case study for the power quality compensation by the UPQC and their mathematical 
functions will be described in the next section. 
7. Automation and control of distribution systems 
In the power system application, there are two layers; measurement and control. In 
Supervisory Control And Data Acquisition systems (SCADA) application, before the control 
action, measurement of essential parameters has been done in the measurement centers by 
relative devices. Then, these signals are sent to the control centers via communication 
channels. In the control centers proper process will be done and finally controller signals are 
generated. In automation and control of the distribution systems the need to measure 
parameters, communicate and control them exists. This process can be done in the SCADA 
systems, but different from each other. It will be excellent in the automation of power 
system to do the measurement and control of signal together. Integrated Object Network 
(ION) devices can be used in automation of distribution systems and do measurement and 
control actions in one the units (Shayanfar et al., 2005b). Fig. 15 shows a typical ION device. 
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Fig. 15. Measurement and control device (ION) (Shayanfar et al., 2005b) 
IONs as an intelligent device with the capability of measuring and controlling the required 
parameters of compensation can improve power quality disturbances such as negative 
sequences of voltage and reactive powers. Intelligent devices of ION analyze the retrieved 
data from PTs and CTs and then determine compensating currents intelligently regarding 
the programmed control algorithm (Shayanfar et al., 2006a, 2006b). The process of 
measurement and control system is divided to the following sections.  
7.1 Data acquisition 
First stage is voltage and current measurements. The measurement transformers are being 
used to produce the applicable signals to the ION in high voltage and current cases. If we 
use the devices in low voltage and current systems it is not required to use PTs and CTs. 
7.2 Data analysis 
The acquired data will be analyzed and all of the required parameters for the power quality 
compensation will be calculated. If we use and determine the proper process function in 
these devices, reference voltages and currents for the control of UPQC can be determined. 
These signals will be transacted via the communication ports; such as: RS232, RS485 or 
modem for triggering blocks and inverters to the other ION’s and computers. Using ION 
has the following benefits: 
1. Intelligent operation and control. 
2. The ability of easy communication. 
3. Possibility of connection to several IONs. 
4. Increasing of speed and resolution. 
5. Capability of new control function determination. 
Obtaining the mentioned advantages in the distribution systems, automation and control of 
the UPQC can be done via an ION device. The major principle of the distribution systems 
power quality management is data acquisition and analysis. This can be done by using 
power quality meters and controller such as ION. Fig. 16 shows a typical small intelligent 
distribution control system which uses meters data for the automation. Data are gathered 
from essential points of a distribution system. These data can be analyzed there or can be 
sent to the major control unit for other application. Distribution systems have many of 
nodes that are connected together. Based on the visibility and controllability of the system 
can be said that meters should be settle where and which of the parameters can be 
controlled in a typical network. 
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Fig. 16. A typical intelligent distribution control system (Valtari et al., 2009) 
8. Case study 
For display of the UPQC performance, different control strategies for the unified power 
quality conditioner are investigated. In the first case, the control strategy of Parallel Active 
Filter (PAF) and Series Active Filter (SAF) are based on Fourier transform theory. In the 
second case, the control strategy of PAF is based on the PQ theory and control strategy of 
SAF is based on the Fourier theory. In the third case, the control strategy of PAF is based on 
the Fourier transform theory and control strategy of SAF is based on the positive sequence 
detection (Shayanfar et al., 2007). 
8.1 First control strategy 
8.1.1 SAF control 
First measure the load voltages and then, calculate their 1st order harmonics in magnitude 
and phase. This operation is based on the Fourier transform theory which can give us 1st 
order harmonics magnitude and phase. In Eq. (12), details and the theory have been 
illustrated. For detection of n'th order harmonic magnitude and phase, number of n should 
be replaced in Eq. (12). T is the major period of signal that is 0.02 s in this simulation. For 
detection of 1st order harmonics magnitude and phase, n=1 is replaced in the Eq. (12). 
 
0
0
2 2
2 2( ) ( )cos( )
2 2( ) ( )sin( )
( ) ( ) ( )
( )( ) tan( )
( )
T
T
nA n f t t dt
T T
nB n f t t dt
T T
Amplitude n A n B n
A nPhase n Arc
B n
π
π
=
=
= +
=
∫
∫  (12)                          
The control strategy of SAF is based on considering the Fourier transform of utility voltages. 
Block diagram of parallel active filter control circuit has been shown in Fig. 17.  
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Fig.17. The control circuit of SAF 
8.1.2 PAF control 
Block diagram of parallel active filter control circuit is similar to Fig. 17. But tangent 
component of load current to the load voltage will be determined as reference current. Eq. 
(13) shows parallel active filter control method (Shayanfar et al., 2005a, 2006a).                                                   
 1 cosv i refI Iϕ θ θ ϕ= − = ×  (13)                          
Where, vθ  and iθ are 1st order harmonic of voltage and 1st order harmonic of current 
phases, respectively. 1I  is the magnitude of 1st order harmonic of current. 
8.2 Second control strategy 
8.2.1 SAF control 
Series active filter control in this case is like first case because strategy of SAF control is 
based on the Fourier theory.  
8.2.2 PAF control 
For control of parallel active filter, one phase PQ theory is being used. We can show that 
active and reactive powers can be written as Eqs. (14) and (15):  
 ( ) ( ) ( ) ( ) ( ) ( ) ( )la a lb b lc cp t v t i t v t i t v t i t+ + += + +  (14) 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )la a lb b lc cq t v t i t v t i t v t i t+ + +′ ′ ′= + +  (15)                          
Where, ( )lav t+′ has 90 degree phase shift to ( )lav t+ . Writing in matrix form of the above Eqs. 
can be done as: 
 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
la lc lb lc a
la lc lb lc b
p t v t v t v t v t i t
q t v t v t v t v t i t
+ + + +
+ + + +
− −⎡ ⎤ ⎡ ⎤ ⎡ ⎤=⎢ ⎥ ⎢ ⎥ ⎢ ⎥′ ′ ′ ′− −⎣ ⎦ ⎣ ⎦ ⎣ ⎦  (16) 
 
( ) ( ) ( ) ( ( ) ( )) ( )1
( ) ( ( ) ( )) ( ) ( ) ( )
a la lc lb lc s
b la lc lb lc s
i t v t v t v t v t p t
i t v t v t v t v t q t
+ + + +
+ + + +
′ ′− − −⎡ ⎤ ⎡ ⎤ ⎡ ⎤=⎢ ⎥ ⎢ ⎥ ⎢ ⎥′ ′− − −Δ⎣ ⎦ ⎣ ⎦ ⎣ ⎦  (17) 
It should be indicated that ( )sq t , compensated reactive power is zero. Then, Eq. (18) can be 
found as: 
 
( ) ( ) ( ) ( ( ) ( )) ( )1
( ) ( ( ) ( )) ( ) ( ) 0
refa la lc lb lc s
refb la lc lb lc
i t v t v t v t v t p t
i t v t v t v t v t
+ + + +
+ + + +
⎡ ⎤ ′ ′− − −⎡ ⎤ ⎡ ⎤=⎢ ⎥ ⎢ ⎥ ⎢ ⎥′ ′− − −Δ ⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦
 (18)                          
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8.3 Third control strategy 
8.3.1 SAF control 
The control strategy of SAF is based on considering the instantaneous positive sequence of 
utility voltages as the reference load side voltages. In this way, it is enough to subtract 
( ),laV t+  ( )lbV t+  and ( )lcV t+  from ,a bV V  and cV , respectively, for computing the reference 
compensating voltages of SAF as follows: 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( )( )
compa a la
compb b lb
c lccompc
V t V t V t
V t V t V t
V t V tV t
+
+
+
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥= −⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦
 (19)                          
8.3.2 PAF control 
Block diagram of parallel active filter control circuit has been shown in Fig.18. 
 
 
Fig. 18. The control circuit of PAF      
9. Simulation results 
Operation of three control circuits have been simulated using the power circuit of Fig. 19. 
This power system consists of a three phase 20 kV (RMS, L-L), 50 Hz utility, a three phase 
balanced R-L load, a nonlinear three phase load connected to the circuit in 0.05 s (ton = 0.05 s) 
and one phase load connected to the circuit in 0.1s (ton = 0.1 s) . For investigation of the 
proposed control strategy, operation under dynamic condition, magnitude of the first phase 
of the voltage is reduced to the 0.75 pu in 0.15 s. A number of selected simulation results for 
three control strategies are shown differently.  
 
 
Fig. 19. Test circuit 
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Table 1 shows test circuit parameters. Fig. 20 shows the load voltages before compensation 
which are harmonized and unbalanced. Fig. 21 shows compensator voltages and Fig. 22 
shows load side voltages in cases (1) and (2). Fig. 23 shows compensator voltages and Fig. 24 
shows load side voltages in case (3). It is shown that the proposed control strategies can 
solve unbalance and reduction of voltage magnitude in the load side and balance them. Fig. 
25 shows load side current before compensation. Figs. 26, 27 and 28 show compensator 
currents in cases (1), (2) and (3), respectively. Figs. 29, 30 and 31 show source side current in 
cases (1), (2) and (3), respectively. Fig. 32 shows load side current spectrum. Fig. 33 shows 
source side current spectrum in cases (1) and (3). Fig. 34 shows source side current spectrum 
in cases (2), respectively. It is seen from the results that control strategy in case (2) can not 
solve current harmonic problems as well as cases (1) and (3). Fig. 35 shows uncompensated 
power factor. Figs. 36, 37 and 38 show compensated power factor in case (1), (2) and (3), 
respectively. Finally Fig. 39 shows source side active and reactive powers after the 
compensation. Table 2 shows relative speed of three control strategies.  
 
System 
Impedance Load 3 Load 2 Load 1  
0.0002 Ω 5 Ω 15 Ω        if |V|≤0.5 pu    2 Ω       if |V|>0.5 pu 5 Ω R 
4.5 mH 10 mH 10 mH    if |V|≤0.5 pu   5 mH    if |V|>0.5 pu 8 mH X 
- 0.1 sec 0.05 sec 0 sec ton 
Table 1. Test circuit parameters 
 
 
Fig. 20. Harmonized and unbalanced load side voltages (magnitude of phase 1 voltage is 
reduced to 0.75 pu in t=0.15 s) 
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Fig. 21. Compensator voltages (these voltages have been injected to the power system to 
solve source harmonic and unbalance voltages) in case (1) and (2) 
 
 
Fig. 22. Load side voltages (after compensation, load side voltages are sinusoidal and 
balance) in case (1) and (2) 
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Fig. 23. Compensator voltages (these voltages have been injected to the power system to 
solve source harmonic and unbalance voltages) in case (3) 
 
 
Fig. 24. Load side voltages (after compensation, load side voltages are sinusoidal and 
balance) in case (3) 
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Fig. 25. Load side currents (because load is nonlinear, power system current is non 
sinusoidal too) 
 
 
Fig. 26. Compensator currents (these currents have been injected to the power system to 
solve load harmonic currents) in case (1) 
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Fig. 27. Compensator currents (these currents have been injected to the power system to 
solve load harmonic currents) in case (2) 
 
 
Fig. 28. Compensator currents (these currents have been injected to the power system to 
solve load harmonic currents) in case (3) 
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Fig. 29. Source side currents (after compensation, source side currents are sinusoidal) 
in case (1) 
 
 
Fig. 30. Source side currents (after compensation, source side currents are sinusoidal)  
in case (2) 
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Fig. 31. Source side currents (after compensation, source side currents are sinusoidal)  
in case (3) 
 
 SAF Speed 
Cycle 
PAF Speed  
Cycle 
Current  
THD 
Voltage  
THD 
Before compensation - - 17.6 51.2 
Case (1) 0.5 0.5 0.5 0.34 
Case (2) 0.3 0.3 0.27 0.29 
Case (3) 0.3 0.8 11.44 0.73 
Table 2. Relative speed of three control strategies 
 
 
Fig. 32. Harmonic current spectrum before compensation 
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Fig. 33. Harmonic current spectrum after compensation in case (1) and case (3) 
 
 
Fig. 34. Harmonic current spectrum after compensation in case (2) 
 
 
Fig. 35. Load voltage and current before compensation 
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Fig. 36. Load voltage and current after compensation in case (1) 
 
 
Fig. 37. Load voltage and current after compensation in case (2) 
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Fig. 38. Load voltage and current after compensation in case (3) 
 
 
Fig. 39. Source side active and reactive powers 
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10. Conclusion 
Power quality problems are generally divided into two parts of voltage and current 
problems. Voltage problems are related to the source side and current problems are related 
to the consumer side. Also, voltage problems can be produced from the current problems; 
because distribution systems have many nodes and one consumer power quality problem 
can affect all power quality of nodes. Voltage problems are generally voltage sag and swell, 
unbalance, zero sequence and harmonics. Current problems are generally zero sequence, 
unbalance, reactive power and harmonics. Series active filters can be used for the 
improvement of voltage problems and parallel active filters can be used for the 
improvement of current problems. Instantaneous improvement of both voltage and current 
problems, can be done by efficient combination of the above mentioned CP devices which is 
called Unified Power Quality Conditioner (UPQC). 
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1. Introduction 
IEC 61000-4-30 is an excellent standard that ensures that all compliant power quality 
instruments, regardless of manufacturer, will produce the same results when connected to 
the same signal.  However, instruments that comply with the Class A requirements of this 
standard have, until now, been too expensive for common use. Now a new set of 
technologies developed by an American company, in cooperation with a Japanese company, 
demonstrate that it is possible to manufacture three-phase power quality instruments that 
are fully compliant with the Class A requirements of IEC 61000-4-30 at ultra-low-cost to 
allow putting this monitoring devices even at entry levels of individual loads. 
The development uses technologies from several fields that have not previously been related 
to power quality, including digital cameras, power-over-ethernet, mobile phones, and 
submarine sonar systems. 
These new technologies have been packaged in a demonstration instrument, and may be 
licensed to instrument manufacturers as well. This allows gathering power quality and 
energy consumption information throughout manufacturing facilities or commercial 
buildings.  
Traditionally, power quality instruments have been complex and expensive – often several 
thousand Euro or Dollar. 
The cost of power quality instruments is driven by five factors: 
1. The cost of developing the instruments 
2. The quantity of instruments produced – the more instruments that are produced, the 
lower the development cost in each instrument 
3. The cost of manufacturing the instruments 
4. The cost of installation, especially the cost of the communication infrastructure 
5. The cost of supporting the instruments, especially the cost of supporting special-
purpose software, throughout the life of the instruments. 
Remarkably, in the last few years, all of these costs have been driven down simultaneously. 
This paper describes the technologies in a new, ultra-low-cost power quality instrument, 
and explains why the costs are so low. 
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2. Reduction in development costs 
Traditional power quality instruments have been developed, from the start, as special 
purpose instruments.  Hardware, firmware, and software have all been developed 
specifically for that instrument. 
However, several developments in other, unrelated industries have made that approach 
unnecessary. 
First, the wide-spread development of digital audio (mobile phones, mobile music players, 
digital television, etc.) has led to rapid developments in the DSP (digital signal processor) 
field.  New DSP chips are inexpensive, use minimal power, and have built-in analog-to-
digital and digital-to-analog conversion.  Best of all, they are optimized for processing 
multiple channels of 20 Hz to 20 kHz signals.  By coincidence, power quality measurements 
are generally made between 50 Hz and 3 kHz – right in the middle of the optimum band.  
The popularity of the Ipod® means cheaper, better power quality monitors. 
Second, the development of relatively complex portable devices (PDA’s, mobile phone that 
also have computer functions, digital cameras, etc.) means that extremely tiny, high-
reliability electronic devices are now readily available: connectors with large numbers of 
pins, tiny op amps, and passive components like resistors and capacitors.  Tiny means 
cheap, in general, if the manufacturing is completely automatic. 
 
 
Fig. 1. Reduction in component size.  Smaller components reduce costs in several ways: 
smaller printed wiring boards, smaller plastic packages, even smaller power supply 
requirements.  The packages shown are, from left, through-hole DIP, surface mount, and 
BGA or ball-grid-array. 
Third, the availability of high-voltage (1kV), low current op amps, which are generally used 
for driving submarine sonar transducers, means that automatic test equipment for power 
quality instruments can be developed far more cheaply now. 
Finally, software standards for file structures mean that – just like digital cameras – a power 
quality instrument developers no longer need to define and support their own file 
structures.  In fact, Windows® text files and web-based graphic file formats have become 
virtually universal.  
Of course, some extraordinarily difficult problems must still be solved by the instrument 
engineer.  How should one deal with a 6kV lightning impulse in such a tiny package?  How 
can one meet the creepage and clearance requirements in the safety standards?  Most 
important of all, by definition, a power quality instrument must work when the power is 
bad, and other electronic devices are failing.  How can an engineer design an instrument 
that survives?  But all of these difficult challenges can be met. 
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3. Increase in the quantity of power quality instruments 
Traditionally, each country defined its own power quality instrument requirements.  This 
meant that an instrument optimized for France, for example, was unlikely to find acceptance 
in Brazil, for example.  Sometimes the situation was even worse: each electric power 
company would define its own requirements for power quality measurements. 
As a result, the quantity for each instrument design was small, and the fraction of the 
development cost carried in each instrument was large.  A rough example: if developing an 
instrument costs 1.5 million Euros, and the total expected market is 2000 instruments, each 
instrument must carry 750 Euros of development costs – a significant but not uncommon 
burden. Recent IEC standards [1][2][3][4] have solved this problem.  
IEC 61000-4-30[1][2], in particular, has defined power quality measurement methods.  Class 
A in this standard ensures that any two instruments, when connected to the same signal, 
will produce the same result.  Figure 2 and Figure 3 give examples. 
 
 
Fig. 2. Example of one of the problems solved by IEC 61000-4-30.  In the graph of RMS 
voltages above, what is the duration of the voltage dip?  The answers shown range from 0,5 
seconds to 4 seconds, and all of them are technically correct. Simply by designating one of 
these answers as the requirement (4 seconds for dip duration measurement, 0.5 seconds for 
interruption duration measurement), 61000-4-30 reduces cost of instrumentation. 
. 
Fig. 3. Example of another problem solved by IEC 61000-4-30.  Is this dip 50% for two cycles, 
or 0% for 1 cycle?  Again, both answers are technically correct.  61000-4-30 makes it clear 
that this is a dip to 0% for 1 cycle – thus reducing cost of instrumentation. 
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As a result of this IEC standardization, an instrument can be designed for world-wide 
acceptance, and the total quantity is much higher. This means that the development cost 
burden is much smaller. 
4. Decrease in manufacturing costs 
Globalization has driven manufacturing costs down. 
It is now easy to choose the best sources for parts, world-wide.  For example, in the 
prototype shown in Figure 4, the lower case comes from Germany, the upper case comes 
from the United States, the display and the memory come from Japan, and the internal 
electronics are automatically assembled in California using parts from the U.S., Ireland, 
China, Japan, and other countries. 
Fully-automated manufacturing (robots for placing parts, automatic testing systems for 
verifying that boards are working properly, automatic calibration systems that adjust 
internal digital constants, etc.) means that manufacturing costs can be kept very low, even in 
locations with high labour costs like California, without any sacrifice in quality.  Indeed, the 
quality is generally higher than products that are produced in regions with low labour costs, 
due to the highly-automated production and test procedures. 
 
Fig. 4. Prototype of the three-phase, voltage-and-current, 61000-4-30 Class A power quality 
monitor.  The digital camera influence can be seen in the SD memory card, which holds up 
to 2 000 MB of data.  Standard DIN-rail mounting means installation is cheap and quick. 
5. Decrease in installation and communication costs 
Traditional power quality instruments have been designed with their own unique 
packaging.   
However, they are installed in locations where there are low-voltage circuit breakers.  By 
packaging the power quality instrument in a standard 35mm DIN-rail circuit breaker 
package, installation is greatly simplified. 
Perhaps more important, the communication cost of an installed power quality instrument, 
over the life of the instrument, often exceeds the cost of the instrument itself.  Whether the 
communication is via Ethernet, or telephone modem, or short-distance radio, bringing the 
communication signal to the monitoring point is a significant cost. 
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Fig. 5. Probes for parameters that may be related to power quality are included: 
Temperature, Humidity, Barometric Pressure, etc.  A GPS satellite receiver can ensure 
precise timing. 
(We should not forget the additional hidden cost of the damage that can be caused to the 
communication network, during major power disturbances.  In regions with strong 
lightning activity, for example, telephone modems have traditionally been damaged 
through their connection to power quality monitors.) 
Furthermore, in many power quality monitoring applications, immediate communication is 
not necessary. 
The prototype shown in Figure 4 has Ethernet connectivity (and includes a web server, an 
FTP server, an e-mail client, Modbus and SNMP), wireless radio connectivity, and a G3 
modem connection.  However, it is optimized to function without connectivity – it can easily 
store a year’s data on a removable SD memory card. 
6. Decrease in the cost of supporting power quality instruments 
Although it is often hidden from the end user, the lifetime support cost for traditional power 
quality instruments is significant. 
This is especially true for the special-purpose software that was written for each instrument.  
Often, this software was written for Windows®; and the lifetime of a power quality 
instrument greatly exceeds the lifetime of one release of Windows®.  For example, many 
power quality instruments are still in use that were originally issued with Windows® 3.1 
software. 
The lifetime costs of upgrading and supporting this software was a major cost. 
However, such software is no longer necessary.  By following the software model of a 
digital camera, the prototype power quality instrument of Figure 4 requires absolutely no 
software.  When you connect a digital camera to your computer, you immediately see the 
pictures in a folder on your disk drive.  The same is true for power quality data in the 
prototype instrument. 
By eliminating the need for any software at all, we drive down the costs even further. 
Again, this does not eliminate all firmware challenges.  The instrument firmware must still 
support a wide variety of languages and character sets (Japanese, Korean, etc.), and the CSV 
(comma separated variable) files for spread sheets must work with European systems that 
use the comma symbol for other purposes.  But all of these problems have been previously 
solved in digital cameras. 
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7. Conclusion 
Recent changes in standards and technology have made it possible to produce a 61000-4-30 
Class A power quality instrument at a very low cost. This could lead to having a Smart Grid 
system on the factory floor. 
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1. Introduction 
The explosive growth in consumer electronics and domestic appliances has generated a 
major concern in the electricity supply industry, (Bollen, 1999). Due to its interface circuit (a 
diode bridge, followed by a large DC capacitor), these appliances draw current only near the 
peak of the mains voltage. Like this circuit other power electronics based applications draw 
non-sinusoidal currents, despite the applied voltage being sinusoidal. Due to the non-ideal 
characteristics of the voltage source, harmonic currents create voltage distortion. 
Non-linear loads such as rectifiers, cycloconverters, variable speed drives and arc furnaces, 
large decaying DC components, asymmetrical loads and other electrical equipment can 
cause high disturbances in the power supply system, (Bollen, 1999). 
The harmonics generated by the most common non-linear loads have the following properties: 
• lower order harmonics tend to dominate in amplitude; 
• if the waveform has half-wave symmetry there are no even harmonics; 
• harmonic emissions from a large number of non-linear loads of the same type will be 
added. 
The major problems caused by the mains harmonic currents are those associated with the 
harmonic currents themselves, and those caused by the voltage waveform distortion 
resulting from the harmonic currents flowing in the supply source impedance. This 
distortion of the voltage waveform can cause, e.g. serious effects in direct on-line induction 
motors, ranging from a minor increase in internal temperature through excessive noise and 
vibration to actual damage; electronic power supplies may fail to operate adequately; 
increased earth leakage current through EMI filter capacitors due to their lower reactance at 
the harmonic frequencies. 
To minimize these effects in electricity distribution systems (non-sinusoidal voltages, 
harmonic currents, unbalanced conditions, power de-rating, etc) different types of 
compensators have been proposed to increase the electric system quality, (Bollen, 1999, 
Hingorani & Gyugyi, 1999). One of those compensators is the active power filter (APF), 
(Akagi et al., 1984). 
This Chapter is organized as follows: in Section 2, it is presented a brief review of power 
quality and harmonic emission standards, while Section 3 addresses main active filter 
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topologies, control methods and performance indexes. In Section 4 it is developed a 
prototype of an APF for demonstration purposes, including the operating principle of the 
current controlled filter, and Section 5 includes the design of the filter’s passive elements. 
Simulation and experimental results in different operating conditions are presented in 
Section 6, including performance evaluation. Finally, Section 7 discusses conclusions related 
to the presented work and indicates some future research needed in this area. 
2. Power quality and harmonic emissions standards 
With the increased use of electrical and electronic equipment, and telecommunication and 
broadcasting transmissions the electromagnetic spectrum is becoming saturated. The 
equipment within residential, commercial or industrial installations has become increasingly 
sensitive to some type of electromagnetic interference (EMI) both from internal or external 
sources, primarily because of the use of digital technology. So there is a need for control of 
electromagnetic environment, namely by limiting of the harmonic emissions caused by any 
type of electrical or electronic equipment. In the European Union, this problem has been 
addressed by the Directive 2004/108/EC - the Electromagnetic Compatibility Directive; in 
the United States the main guideline comes from the IEEE Standard 519. 
The EMC Directive incorporates standards mainly from the CISPR, the CENELEC, and the 
IEC organizations. The standards assist in achieving adequate power quality and in 
controlling it. They provide a framework within which the electricity distribution network 
environments, the susceptibility of equipment to low voltage quality, and the emissions 
from different types of equipment are all defined. Examples of standards relating to power 
quality characteristics and measurements are the EN 50160, the IEC 61000-4-30 and the IEEE 
Standard 1159. 
The purpose of the EN 50160 standard is to specify the characteristics of the supply voltage 
with regard to the course of the curve, the voltage level, the frequency and symmetry of the 
three-phase network at the interconnecting point to the customer. The goal is to determine 
limiting values for regular operating conditions. However, facility defects may lead to major 
disturbances in the electricity distribution supply network. The complete breakdown of the 
network can no longer be described efficiently by limiting values. Thus there is no point in 
indicating actual limiting values. Accordingly, the standard establishes just these values as 
limiting values, which are not allowed to be exceeded or remained under during 95% of the 
controlled period. Rather than being an EMC standard the EN 50160 is a product standard 
giving the voltage characteristics which can be expected at the supply terminals. The EN 
50160 standard is becoming a kind of reference for what should be seen as good power 
quality. 
Like the EN 50160, the IEC 61000-4-30 and the IEEE 1159 are the first standards that define 
the characteristics of voltage waveform as obtained from measurements. The power quality 
parameters considered are grid frequency, magnitude of the supply voltage, flicker, supply 
voltage dips and swells, voltage interruptions, transients over voltages, supply voltage 
unbalance, voltage and current harmonics, voltage inter-harmonics and mains signalling on 
the supply voltage and rapid voltage changes. Depending on the purpose of the 
measurement, all of the phenomena on this list may be measured, or a subset of the 
phenomena on this list may be measured. 
It is in this scenario of voltage/power quality issues related to the grid connection of 
electric/electronic loads or sources that the APF is an important player. 
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3. APF control methods and performance 
3.1 APF topologies 
In some industrial and commercial applications, electric power is distributed through three-
phase four-wire systems. With incorrectly distributed or uncompensated loads such systems 
may suffer from excessive neutral currents caused by non-linear or unbalanced loads. In 
such conditions, a three-phase four-wire active filter can provide harmonic neutralisation, 
(Aredes et al., 1997, Montero et al., 2007). The main converter topologies for three-phase 
four-wire active power filters are the conventional three-leg converter with neutral point 
connection in the DC bus and the four-leg converter; the fundamental difference between 
them is the number of power semiconductor devices. In some conditions, even in three-
phase installations, single-phase compensation can be advantageous. In such cases, the 
single-phase shunt active filter is often used, (Komurcugil & Kruker, 2006). 
However, three-phase systems without neutral conductor are more general and will be the 
object of the present work. 
3.2 Control methods and strategies 
Different approaches such as notch filter, (Newman et al., 2002), scalar control, (Chandra et 
al., 2000), instantaneous reactive power theory, (Furuhashi et al., 1990, Akagi et al., 2007), 
synchronous detection method, (Chen et al., 1993), synchronous d–q frame method, 
(Mendalek et al., 2003), flux-based control, (Bhattacharya et al., 1996), and closed loop PI, 
(Bhattacharya et al., 1996), internal model control, (Marconi et al., 2007), and sliding mode 
control, (Saetieo et al., 1995), can be used to improve the active filter performance. Also, the 
direct power control method has found application in active filters, (Chen & Joós, 2008). 
Specific harmonics can be cancelled out in the grid using the selective harmonic elimination 
method (Lascu et al., 2007). In all cases, the goal is to design a simple but robust control 
system for the filter. 
Usually, the voltage-source is preferred over the current-source to implement the parallel 
active power filter since it has some advantages, (Routimo et al., 2007). Using higher 
voltages in the DC bus is desirable and can be achieved with a multilevel inverter (Lin & 
Yang, 2004). In this Chapter it is used the voltage-source parallel topology, schematically 
shown in Fig. 1. 
 
 
Fig. 1. Connection diagram of a voltage source active power filter. 
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The filter generates currents in the connection point in order to: 1- cancel/minimize the 
harmonic content in the AC system, 2- correct the power factor at fundamental frequency, 3- 
regulate the voltage magnitude, and 4- balance loads. So, the AC distribution system only 
carries the active fundamental component of the load current. 
Very different current control algorithms can be applied to the active filter, (Akagi, 2005). 
The current reference for the active filter connection node usually satisfies one of the two 
following strategies: 1- power factor correction, harmonic elimination, and load unbalance 
compensation or, 2- voltage regulation, harmonic elimination, and load unbalance 
compensation. 
The voltage regulation strategy is a concurrent objective faced to the power factor 
compensation because the two depend on the reactive current. However, any control 
algorithm has enough flexibility to be configured, in real-time, to either objectives or for the 
two, in a weighted form. 
Even under the same compensation strategy, the filter can be controlled with different 
control algorithms. Two main approaches are common: voltage control, and current control. 
Both methods have advantages and weaknesses. In Fig. 2 it is represented a block diagram, 
with the variables shown in Fig. 1, of a voltage-based control algorithm of an active power 
filter implementing vector control. 
 
 
Fig. 2. Voltage control of the active power filter. 
In the presence of the power quality concern the mains current is the most important 
variable to be controlled. This method indirectly controls the mains current through the 
filter output voltage. 
In Fig. 3 it is shown a block diagram of a current-based control algorithm of an active power 
filter also capable of implementing different compensation strategies. This control method 
directly controls the mains current through the isRef signals. However, it has slower 
dynamics than the voltage-based method (Chandra et al., 2000). 
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A static power converter, like the one shown in Fig. 1, capable of doing (almost) all the 
above referred functions is necessarily very complex. This complexity arises from the 
following considerations: 
• the converter dynamic behaviour must be very fast in order to be capable of 
compensate currents in a large spectra, 
• the control algorithm must deal with a large number of variables such as mains 
voltages and currents, load currents, DC voltage and current, and 
• high dynamic performance and better active and reactive power decoupling can 
demand direct and inverse coordinate transformation and a large amount of signal 
processing. 
So, fast power electronics semiconductors, with high switching frequencies, and powerful 
control platforms are needed to build this type of power electronics systems. 
 
 
Fig. 3. Current control of the active power filter. 
3.3 Performance evaluation of APFs  
In order to analyze and evaluate the performance of an active power filter, different aspects 
must be considered. Two different performance types can be considered: the qualitative 
ones and the quantitative measures. 
Qualitative evaluation 
The qualitative value of an active power filter is a consequence of different technical merits. 
The most important ones are briefly described: 
• power semiconductor characteristics, namely of diodes, GTOs and IGBTs, and 
converter topology, 
• type of control system, scalar or vector control, and operating modes, 
• converter supervision, diagnostics and remote control. 
The active filter must accomplish one, or more than one, specific objective. So, its working 
conditions must be in agreement with the established purposes: reactive power 
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compensation; voltage regulation; load balancing or harmonic compensation. These 
operating modes should be programmable, remotely or on a local basis. 
The filter is connected to the mains in a specified point of connection, thus guaranteeing a 
maximum level in the mains reactive current and/or in the total harmonic distortion 
flowing through the network. 
Quantitative performance measures 
The filter performance should be evaluated in a typical distribution system with different 
loads, linear and non-linear. The relevant performance indexes will be characterized by the 
total harmonic distortion (THD) of the mains current, with and without filter, in the 
following two indexes basis: filter effectiveness index and filter capacity index. 
The Filtering Effectiveness index (FE) is the relation between the total harmonic distortion of 
the current supplied by the mains with and without filter in a pre-defined frequency range, 
according to some standard, e.g. EN 61000-3-2 or IEEE 519, (total harmonic cancellation 
results in a null factor): 
 APFTHDFE
THD
=  (1) 
The Filtering Capacity index (FC) is the relation between the total apparent power supplied 
by the filter and the total mains or load apparent power: 
 APF
Load
SFC
S
=  (2) 
These two indexes are the basis for evaluating the filter performance in static operation. In 
transient operation, only special conditions can be evaluated and they usually are not under 
the restrictions of power quality measurements, like those referred by the EN 50160 and the 
IEC 61000-4-30. 
4. An APF example 
Among the different alternatives, the direct current control strategy that generates the 
reference waveform for the AC source current was chosen for demonstration purposes 
(Chandra et al., 2000). It does not need to measure the load current or power, requires a low 
processing time and allows a fast calculation of the reference currents. The current-
controlled pulse width modulation (PWM) with a medium frequency fixed carrier ensures 
enough bandwidth to implement the different active filtering goals. 
To demonstrate these advantages, a three-phase 5 kVA prototype of an active filter is 
designed, and tested in dynamic and stationary operation with different load types. 
The main block diagram of the system operation is shown in Fig. 3. It handles the two 
referred control strategies (Section 3.2) being capable of dealing with load harmonics 
elimination, power factor correction, load unbalancing compensation, and/or voltage 
regulation. The lower side generates the active current reference and the upper side the 
reactive component. 
In this Chapter, it is implemented the first operating mode: power factor correction, 
harmonic elimination, and load unbalance compensation. So, the AC source power factor 
will be approximately one, and there is no need to control the voltage at the connection 
point.  
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The control algorithm needs the measurement of several variables like the three-phase AC 
source voltages and currents and the DC-link voltage. In a voltage distorted grid one of two 
compensating strategies can be chosen: 1- imposing sinusoidal currents in the grid or, 2- 
imposing unity power factor, (Cavallini & Montanari, 1994). However, the last strategy 
implies the circulation of harmonic currents in the grid; since medium voltage grids are 
usually very little distorted, it is not very used. 
In a distorted grid and in order to impose sinusoidal currents in the source it is needed to 
low-pass filter the AC voltage, so obtaining the fundamental component. In an unbalanced 
grid it is needed to estimate the symmetrical components from the measured voltage 
signals. In this condition, the instantaneous positive sequence components can be obtained 
in the time domain with simple algebraic manipulation, (Hsu, 1998). 
In steady-state, and neglecting losses in the active power filter, the active power supplied 
from the AC source should be equal to the demanded load active power, since no active 
power flows into the DC capacitor. 
However, once the source voltage varies or the load power changes, the active power 
balance between the AC source and the load will not be maintained. This transient drives 
the average voltage of DC capacitor away from the reference voltage. So, in order to keep 
the active power filter operation, the amplitude of the grid current must be adjusted. The 
active power supplied from the source is then changed proportionally in order to 
compensate the active power supplied/received by the DC capacitor and match the active 
power consumed by the load. So, the AC source current amplitude can be obtained by 
regulating the DC capacitor voltage. 
The active power balance in the DC-link determines the reference current of the AC source 
and the use of a PI controller allows a smooth control of the filter current and improves the 
system dynamic response. In this case, the schematic in Fig. 3 represents the essential block 
diagram of the current reference. The error in the DC voltage is transformed in active power 
to be controlled in the AC source. 
4.1 Grid synchronization  
With a three-phase balanced system or with the positive sequence component, the RMS 
voltage source amplitude, Vs, is calculated at the sampling frequency, fs, from the source 
phase voltages, sav , sbv , scv . At each sampling instant, it is expressed as in (3). 
 2 2 2
2 ( )
3s sa sb sc
V v v v= + +  (3) 
The direct (or in-phase) unit current vectors are obtained from the AC source phase voltages 
and the RMS amplitude of the source voltage, sV . 
 / ;       , ,si si su v V i a b c= =  (4) 
The unit current vectors implement one important function in the grid connection of a 
power electronics converter, the synchronization. This method is simple and robust and 
compares favourably with other methods like the decomposition of single-phase into 
orthogonal components method or the linear estimation of phase method, (Thomas & 
Woolfson, 2001). 
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4.2 Voltage controller 
The AC source current has two active components: 1- the filter current, which maintains the 
DC bus voltage at a constant value and 2- the load current. So, all the filter losses, AC, DC 
and switching, are automatically compensated. 
The reference stored energy on the DC-link capacitor is given by 
 21 ,
2dcn dcn
E CV=  (5) 
where Vdcn is the reference/nominal voltage across the capacitor, C. 
When the capacitor is charged with a Vdc voltage the energy unbalance in the DC-link 
capacitor is 
 2 21 ( )
2dc dcn dc
E C V VΔ = − . (6) 
This energy unbalance must be supplied by the three-phase AC grid. Imposing a sinusoidal 
input current, the change in the capacitor energy must satisfy (7), 
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T
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i
E V t i I t i dtπ πω ω
=
⎡ ⎤Δ = − −⎢ ⎥⎣ ⎦∑∫  (7) 
where Im1 is the active current supplied to the DC-link capacitor and ωg is the grid angular 
frequency. So, the reference current to maintain the DC voltage is given by 
 
2 2
*
1
2 ,
3 3
dc dcn dc
m
m m
E V VI C
TV TV
Δ −= =  (8) 
where T is the time interval where the averaging is calculated. 
The total active component of the AC source current, Is, is the sum of the filter current and 
the load current, Il, 
 1s m lI I I= +  (9) 
However, the inclusion of the load current in the control algorithm implies additional 
current sensors and more signal processing to estimate the load active power, thus 
increasing the cost and decreasing the dynamic response, (Newman et al., 2002). A direct 
controller is then used; the voltage controller must directly provide the total active 
component of the AC source current. 
The active component amplitude of the reference currents in the AC source, *sadi , 
*
sbdi , 
*
scdi , is 
calculated through a PI controller with anti-windup as shown in Fig. 4. The proportional 
and integral gains determine the controller behaviour in dynamic and static operation, 
(Newman et al., 2002, Marconi et al., 2007, Saetieo et al., 1995, Buso et al., 1998). As stated 
before, the correct active component, *sdI , of the AC source current is determined from the 
power balance in the DC-link. The current reference is then scaled with the unit current 
vectors in phase with the source voltage: 
 * * ;      , ,si sd sii I u i a b c= ⋅ =  (10) 
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4.3 Current controller 
Hysteresis is the easiest control method to implement current control. One disadvantage is 
that it is difficult to limit the minimum and maximum switching frequencies in order to 
have a good tracking of the reference current. 
Several solutions are known to overcome this limitation but they increase the controller 
complexity, (Zeng et al., 2004). Additionally, other features should be referred: 1- there is a 
lack of intercommunication between the individual hysteresis controllers and therefore no 
strategy to generate zero voltage vectors; 2- it has a tendency to lock into limit cycles of high 
frequency switching; and 3- it causes the generation of sub-harmonic current components, 
(Holmes & Lipo, 2003). 
The direct current control method, in combination with a carrier-based pulse width 
modulation, gives a good performance at medium switching frequencies (in the range of 5 
to 7 kHz). Its performance can only be degraded if used at low switching frequencies; this 
degradation is caused by the response time of the current controlled inverter, which leads to 
a phase shift between the reference currents and the output currents. So, the PWM-based 
current controller was selected for implementation. 
In the modulation stage, shown in Fig. 5, the total reference currents are subtracted from the 
source current, thus obtaining a current error adapted according to the amplitude of the 
triangular carrier. Since the current error signal is always kept within the negative and 
positive peaks of the triangular waveform, the system has an inherent over current 
protection. The PWM output is completed with the introduction of an appropriate dead 
time in the control signals of the inverter transistors. 
The filter output current is defined by the AC source voltage, the filter output voltage and 
the AC-link inductance. 
 
 
Fig. 4. Voltage and current controllers operation. 
 
 
Fig. 5. Current control and PWM stage. 
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The current controller is designed according to the diagram in Fig. 6, where Kp and Ti are 
the PI controller gains, Kinv is the inverter gain and Tinv is the inverter time delay, equal to 
half of the switching period. Additionally, TL=Lc/Rc and KL=1/Rc and the measured current 
is filtered with a time constant Tf. 
 
 
Fig. 6. Detailed model of the current control loop. 
It is worthwhile to note that the closed loop transfer function is the same that is obtained 
with vector control; the only difference in the diagram of Fig. 6 is the absence of the cross 
term ωLcicq in the voltage adding node, which is considered a disturbance.  
The current controller open loop transfer function is 
 
(1 )
( ) .
(1 )(1 )(1 )
p inv L i
oi
i inv L f
K K K sT
G s
sT sT sT sT
+= + + +  (11) 
Assuming that Ti=TL=Lc/Rc, and that the two time constants, Tinv and Tf, can be 
approximated by one because they are quite small, the closed loop transfer function can be 
expressed as: 
 
2
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with 
 
1 1 ;      
2 nsf sf
K
KT T
ξ ω= =  (13) 
In (13) the two constants are given by: 
 ;      .p inv Lsf inv f
i
K K K
T T T K
T
= + =  (14) 
According to the assumption made, Ti=TL, the parameter Kp determines the damping factor 
of the control loop and, simultaneously, the speed response. Thus, knowing the filter 
parameters and imposing the dynamic behaviour the current controller gains can be 
obtained. 
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5. Inductive and capacitive components 
The selection of the AC-link inductance and the DC-link capacitor values affects directly the 
performance of the active power filter. Static VAR compensators and active filters 
implemented with voltage-source inverters present the same power topology, but the 
criteria used to select the values of L and C are different. The active filter can implement the 
two compensation modes simultaneously, so it is presented the two main design criteria to 
accomplish these objectives: fundamental component reactive power compensation and 
harmonics compensation. 
5.1 Inductive filter design 
One possibility to design the inductance is to consider the maximum current, Imax, that the 
filter must supply in order to compensate a totally inductive load. In this condition the 
inductance and the inverter must be dimensioned taking into consideration the apparent 
power to be compensated. A simple phasor diagram analysis, shown in Fig. 7, gives the 
inductance value as in (15): 
 minmin
maxg
VL
Iω
Δ=  (15) 
 
 
Fig. 7. Maximum output filter voltage with reactive power compensation. 
ΔVmin is the difference between the RMS source voltage and the fundamental component 
RMS inverter voltage, which depends on the values of the DC-link voltage and the 
modulation index, and ωg is the value of the grid frequency. If the inductive voltage drop, 
ΔV, is made small the inductance will be small and there is a better utilization of the DC 
voltage. However, a very small inductance implies a high voltage gain and introduces a 
higher complexity in the controller design. Additionally, the ripple current will increase. In 
order to keep the ripple current at a reduced level, the inductive voltage drop should be 
kept at a minimum value. 
As an active filter, the inductance value should be decreased to be capable of higher surge 
currents and harmonic currents. In this condition, another criterion can be evaluated, like 
the one referred in Moran et al. (1995). Imposing a fixed switching frequency, fs, and the 
maximum di/dt of the current to be compensated, the inductance value is now given by: 
 ( )maxmax max4 / s
VL
di dt f
Δ= ⋅  (16) 
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ΔVmax is the maximum difference between the instantaneous AC source voltage and the 
instantaneous inverter voltage. From this point of view a higher DC-link voltage allows a 
higher di/dt, so increasing the active filter frequency response. 
If the ripple current can be reduced through an increasing in the switching frequency or an 
increasing in the controller dynamics the inductance value would not be so influent in the 
global filter performance. The connecting inductances also decouple the output inverter 
voltage from the AC source voltage. 
Considering, designing, and ranking all the referred factors, including the filter 
compensation modes, an indicative value for the inductance can be obtained. 
5.2 DC-link capacitor design 
The DC-link capacitor can be designed according to distinct objectives, the most important 
one being keeping the DC-link voltage fluctuation limited. The reactive power supplied by 
the filter corresponds to a stored energy in the AC inductors. When a reactive power 
compensation change is demanded, there occurs a variation in the stored energy associated 
with the final and initial values of the filter reactive current, I1 and I0, respectively: 
 2 20 1
3 ( )
2
E L I IΔ = − . (17) 
In the worst case of a totally inductive to totally capacitive compensation change, it can be 
assumed that the energy change in the inductors has to be supplied by the DC-link 
capacitor. So, the DC voltage fluctuates in transient operation, according to supplying or 
absorbing the energy; the DC-link capacitor has to be designed to moderate the DC voltage 
fluctuation. 
When the DC voltage changes from Vdc0 to Vdc1, the energy released from the DC-link 
capacitor, is given by (18) if it is assumed a small change in Vdc. 
 2 20 1 0 0 1
1 ( ) ( )
2dc dc dc dc dc dc
E C V V CV V VΔ = − ≅ − , (18) 
Introducing the ratio of the DC voltage change, ε, defined by 
 0 1
0 0
dc dc dc
dc dc
V V V
V V
ε − Δ= = , (19) 
the required DC capacitor is given by 
 
2 2
0 1
2
0
3 ( )
2 dc
L I IC
Vε
−= . (20) 
Analysis of (20) shows that the required capacitance of the DC capacitor is proportional to 
the line inductance and inversely proportional to the specified DC voltage fluctuation. The 
value of the DC-link capacitor can also be designed in order to supply active power to the 
load during a pre-defined time interval in case of AC source absence. 
Thus, knowing the AC connecting inductance, the nominal DC voltage and the allowed 
voltage fluctuation, the DC capacitor value can be obtained. 
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6. Simulation and experimental results 
The Saber Designer software package was used to design, simulate, and test the active filter 
control algorithm. In order to implement the algorithm in digital hardware platform it was 
built a simulation model of a microcontroller. So, the C code written and validated in the 
Saber environment can be easily transferred to any hardware target. 
6.1 Simulation results 
Different active filtering conditions, power factor compensation, and load balancing tests 
have been done, in transient and static operation and for linear and non-linear loads. The 
transient operation tests were made putting the active filter into operation when the load 
was already connected to the AC source voltage and also with simultaneous connection of 
both, load and filter. 
In Fig. 8 the non-linear load is a three-phase diode rectifier, with a DC current of 7 A and a 
DC voltage of 250 V. [The other filter parameters are given in Table 1.] The transient 
operation test was made first connecting the filter and then connecting the load under test. 
 
Nominal power 5 kVA 
Supply voltage 110/190 V, 50 Hz 
DC voltage 350 V, DC capacitor: 1.6 mF 
Switching frequency 5 kHz, dead time: 4 μs 
Filter inductance Lc, Rc: 2 mH, 0.2 Ω 
DC voltage controller Kpv, Tiv: 0.01, 100 ms 
Current controller Kip, Tii: 0.007, 10 ms 
Table 1. System parameters (simulation and experimental). 
 
 
Fig. 8. Steady-state compensation of a three-phase diode rectifier. Traces from top to bottom 
(phase a): source voltage, vsa, (100 V/div); source current, isa, (10 A/div); load current, ila, (10 
A/div); filter current, ica, (10 A/div). 
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As  can be seen, except for the high di/dt intervals, the active filter completely  compensates 
the rectifier harmonic currents. A smaller inductance would produce a better low-frequency 
compensation but with high ripple current. The APF performance is demonstrated in Fig. 9, 
showing the harmonic distortion of the source current with and without filter. 
 
 
Fig. 9. Harmonic spectrum of phase a non-linear load current (top) and AC source current 
(bottom), with the APF connected, corresponding to Fig. 8. 
Transient operation with the same load is shown in Fig. 10. It can be noticed a short interval 
where the AC source current is out of phase with the voltage but it quickly gets in phase. 
 
 
Fig. 10. Transient compensation of a three-phase diode rectifier; filter connected before the 
load. Traces from top to bottom (phase a): source voltage, vsa, (100 V/div); source current, 
isa, (10 A/div); load current, ila, (10 A/div); filter current, ica, (10 A/div). 
The same non-linear load type, but now a three-phase thyristor bridge was used to perform 
the test shown in Fig. 11. The bridge firing angle is 30º, thus generating not only low-
frequency harmonics but also a reactive current component at fundamental frequency. Fig. 
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11 shows the same waveforms already presented in Fig. 8, and Fig. 12 shows the source 
current spectrum without and with compensation. Differently from Fig. 10, Fig. 13 shows 
the transient response when the filter is connected to the system with the non-linear load 
already supplied by the source voltage. 
 
 
Fig. 11. Steady-state compensation of a three-phase thyristor rectifier, with a firing angle of 
30º. Traces from top to bottom (phase a): source voltage, vsa, (100 V/div); source current, isa, 
(10 A/div); load current, ila, (10 A/div); filter current, ica, (10 A/div). 
 
 
Fig. 12. Harmonic spectrum of phase a non-linear load current (top) and AC source current 
(bottom), with the APF connected, corresponding to Fig. 11. 
The simulation of the filter operation in load unbalance compensation is shown in two 
conditions, with linear (Fig. 14) and non-linear load (Fig. 15). In Fig. 14, a linear load is 
connected between phases a and b, leaving phase c in open circuit. 
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Fig. 13. Transient compensation of a three-phase thyristor rectifier, with a firing angle of 30º; 
filter connected after the load. Traces from top to bottom (phase a): source voltage, vsa, (100 
V/div); source current, isa, (10 A/div); load current, ila, (10 A/div); filter current, ica, (10/div). 
 
 
Fig. 14. Load unbalance compensation with linear load. Traces from top to bottom: source 
voltage (phase a), vsa, (100 V/div); source currents, isa, isb, isc, (10 A/div); load currents, ila, ilb, 
(10 A/div); filter current, ica, (10 A/div). 
In Fig. 15, the load is a single-phase diode rectifier bridge, connected between two phases (a 
and b); the third phase is opened. In either condition the unbalance compensation is not 
perfect, as can be also concluded from Fig. 16, which shows the spectrum of phase a source 
current. It should be referred the effect of the small DC voltage fluctuation and the effect of 
the relatively high value of the AC inductance. 
If the unbalanced load is the condition that would be the most important in the filter 
operation then the DC-link capacitor value could be increased. Also, the AC inductance 
value can be decreased but the switching frequency must rise to keep the high order 
harmonics at low levels. Alternatively, small passive filters can be used at the point of 
common coupling. 
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Fig. 15. Load unbalance compensation (non-linear load). Traces from top to bottom: phase a 
source voltage, vsa, (100 V/div); source currents, isa, isb, isc, (10 A/div); load current, ila, (10 
A/div); filter current, ica, (10 A/div). 
 
 
Fig. 16. Harmonic spectrum of the balanced AC source current (Fig. 15) originated from a 
non-linear and unbalanced load current. 
 
Fig. 17. No-load induction motor magnetization. Traces from top to bottom (phase a): source 
voltage, vsa, (100 V/div); source current, isa, (20 A/div); load current, ila, (10 A/div); filter 
current, ica, (10 A/div). 
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Finally, Fig. 17 shows the simulation of the filter operation when an induction motor is 
directly connected to the source in free acceleration mode and no mechanical load. In this 
case, it can be observed a DC transient in the motor current, quickly compensated by the 
filter as can be verified in the source current. 
The conclusion from the presented simulation results is that the control algorithm succeeded 
in the most important functions of the active power filter, harmonics mitigation, reactive 
power compensation and load unbalance compensation. 
6.2 Experimental results 
An experimental three-phase active filter prototype has been designed for a nominal power 
of 5 kVA. It is based on a voltage source inverter with MOSFET transistors and a switching 
frequency of 5 kHz. The control platform is build over a TERN 586-Engine, a module with a 
C++ programmable microprocessor, with a 32-bit CPU operating at 100 MHz that includes a 
math coprocessor for floating point operations. Several I/O interfaces are available, 
including 8 channel, 12-bit A/D converter; series D/A converter; 32 I/O lines; 15 external 
interrupts, and seven 16-bit timers. 
Similar experimental tests have been conducted and the results can be viewed in two 
perspectives: validation of the global simulation model, and measure of the active filter 
performance. The experimental tests were conducted in a laboratory with an important 
distortion in the mains voltage, due to the proximity of a large number of non-linear loads. 
However, the mains current waveform after compensation is almost a sine wave due to the 
extraction of the fundamental component of the mains voltage through low-pass filters. This 
filter action allows the imposition of sine wave references for the source current; it could  be 
possible to impose non-sine wave references “in phase” with the mains voltage, (Cavallini & 
Montanari, 1994). 
The non-linear load present in Fig. 18 and Fig. 19 is a three-phase diode rectifier. In Fig. 18 it 
can be seen the steady-state compensation, where the AC source current gets a sine wave 
form, being only slightly distorted in the instants of the diode switching. This is due to the 
high di/dt  occurring in these points, which is  impossible  to compensate unless with a very 
high DC voltage or a very low AC inductance. There should be a compromise between the 
active filter dimensioning and the characteristics of the load current to be compensated. Fig. 
19 shows the filter transient operation with the same load condition. 
 
 
Fig. 18. Steady-state compensation of a three-phase diode rectifier. Traces from top to 
bottom (phase a): source voltage, vsa, (100 V/div); source current, isa, (20 A/div); load 
current, ila, (10 A/div); filter current, ica, (10 A/div). 
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Fig. 19. Transient compensation of a three-phase diode rectifier. Traces from top to bottom 
(phase a): source voltage, vsa, (100 V/div); source current, isa, (20 A/div); load current, ila, (20 
A/div); filter current, ica, (20 A/div). 
In Fig. 20 it is presented the balancing action of the active filter compensating an unbalanced 
load (a single-phase diode rectifier bridge, connected between two phases; the third phase is 
an open circuit). 
 
 
Fig. 20. Load unbalance compensation. Traces from top to bottom: source voltage (phase a), 
vsa, (100 V/div); source currents, isa, isb, isc, (10 A/div); load current, ila, (10 A/div); filter 
current, ica, (10 A/div). 
In Fig. 21 it can be seen the active filter behaviour in a no-load induction motor 
magnetization. The filter quickly compensates the load power factor and the decaying DC 
component. In this case, the transient response is also dependent on the time interval where 
the load current has a non-zero DC value. 
As expected, the experimental results are in close agreement with the simulation ones thus 
validating the control algorithm as in its operating principle as in its digital implementation. 
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6.3 Discussion 
Four simulated results can be compared with the experimental ones. Figures 8 and 18 show 
the steady-state operation with the filter compensating a typical non-linear load, and close 
agreement between the two can be noticed even with a distorted grid in the lab. 
 
 
Fig. 21. No-load induction motor magnetization. Traces from top to bottom (phase a): source 
voltage, vsa, (100 V/div); source current, isa, (20 A/div); load current, ila, (10 A/div); filter 
current, ica, (10 A/div). 
Figures 10 and 19, related to the transient operation with the same non-linear load, show 
very similar results; the filter operating principle, based on energy balance between AC 
inductance and DC capacitor, is validated. 
Load balancing, analyzed in Figures 15 and 20, is an easy task with this control method. It is 
automatically achieved; it does not need decomposition of the load current into symmetrical 
components. 
Figures 17 and 21 demonstrate an additional benefit of the active power filter: minimization 
of DC transients. This is an important feature especially in weak grids where long DC 
current transients cause also DC transients in the AC voltage, particularly harmful for 
transformers and electric machines. 
7. Conclusions and further research 
7.1 Conclusions 
An active power filter is a high performance power electronics converter and can operate in 
different modes: harmonics elimination, power factor correction, voltage regulation and 
load unbalance compensation. Different control approaches are possible but they all share a 
common objective: imposing sinusoidal currents in the grid, eventually with unity power 
factor, even in the case of highly distorted mains voltage. This Chapter analyzes and 
compares different approaches to be used in the control of the APF. 
As a demonstration of the capabilities of the APF, one control approach has been selected. It 
uses a simple and robust power circuit interface without load current sensors and an 
efficient signal processing without heavy or complex computations. Simulation results 
under different operating conditions demonstrate the overall possibilities of the control 
method and of the active power filter globally. 
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Also, the presented experimental implementation has been validated and can be applied in 
different operating modes: harmonics active filtering, power factor correction, and balancing 
of linear or non-linear loads, single or grouped, which cause great perturbation and 
performance degradation in the power quality of an electrical distribution system. 
7.2 Further research 
Active power filters are now well established in the market. However, some issues still need 
further research. The filter dynamics depends on the switching frequency; higher 
frequencies given better results but also higher losses. Specific modulation strategies and 
control algorithms must be improved. In particular selective harmonic elimination methods 
can bring additional performance. Also, multilevel based topologies allow the APF to reach 
higher voltages and power and so give the filter the possibility of being applied in the 
power systems domain. 
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1. Introduction     
Electrical power is one of the factors that most influences the economic development of our 
society. Since the beginning of the use of electricity the continuous improvement of 
generation, distribution and use of electricity tries to satisfy the ever increasing quality and 
performance needs of most sectors of human activity. 
The power quality of the electrical network is mainly related to the technical characteristics 
of the voltage waveform at a given point of the electrical power network. The quality of the 
AC voltage can be evaluated, considering that electrical power networks should provide 
constant frequency constant amplitude pure sinusoidal voltages, with 120° phase shift 
between phases. Voltage deviations from these characteristics of the sinusoidal waveforms, 
imply a loss of power quality (Moreno-Muñoz, 2007), (Tan et al., 2005). 
To mitigate some power quality issues, dynamic adjustable solutions based on electronic 
power converters have been developed. These power converters must use fully controlled 
(turn-on and turn-off) power semiconductor switching devices to reduce the harmonic 
content of currents in the electrical power network. These converters can perform as active 
power filters (APF) (Singh et al., 1999), to cancel disturbing current or voltage harmonics, or 
Unity Power Factor Rectifiers (UPFR) to obtain almost sinusoidal and in phase AC currents. 
The dynamic voltage restorer (DVR) is an advantageous solution to mitigate power quality 
problems such as sags, ripple, flicker, transients or swells, and to reduce the susceptibility of 
loads (or people) sensitive to them. 
This chapter presents the optimal predictive control of power converters applied to power 
quality enhancement procedures. A three-level, three-phase neutral point clamped 
multilevel (NPC) converter, useful in medium voltage applications, is considered. The 
predictive optimal controllers and fundamental frequency synchronizers are designed, and 
applied to control the NPC converter AC currents and to balance the DC capacitor voltages 
in applications such as: 
1. Active Power Filters (APF) 
2. Unity Power Factor Rectifiers (UPFR) 
3. High Quality Dynamic Voltage Restorers (DVR) 
Simulation and experimental results show that the AC currents and voltages are almost 
sinusoidal (THD less than 1%) in steady state operation, but also when facing balanced and 
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unbalanced sags, distorted network voltages and short interruptions with unbalanced loads, 
or high level of non-linear distorted currents.  
2. Optimal predictive control for power converters 
Multilevel converters are designed to inherently share their usually DC high voltage power 
supply evenly between cascaded power semiconductors. Therefore, they are suitable for 
high voltage, high power applications despite DC voltage balancing problems and complex 
modulation, compared to two-level converters (Holmes & Lipo, 2003). 
There are some available multilevel converter topologies, being the Neutral Point Clamped 
(NPC) (Nabae & Takahashi, 1981), Flying Capacitor (Meynard & Foch, 1992), and Cascaded 
H-bridge (Marchesoni et al., 1988) the most reported in literature (Holmes & Lipo, 2003). 
Pulse-width modulation (PWM) and space vector modulation (SVM) are the most common 
control techniques used in multilevel power converters (Holmes & Lipo, 2003), even though 
the controlled outputs are often affected by power semiconductor switching times. Correctly 
designed control methods for multilevel converters based on hysteresis comparators, or 
sliding mode approaches, are robust to component mismatches, semiconductor switching 
times, present zero steady-state error, but need variable switching frequency, and DC 
voltages both usually higher than SVM and PWM to obtain better performance 
(Kazmierkowski & Malesani, 1998). 
Optimal predictive controllers are based on the linear optimal control systems theory. Their 
aim is to solve the minimization problem of a cost functional. Therefore, predictive controllers 
can be tailored to minimize system output errors, DC voltage, and/or the switching 
frequency, at a given sampling frequency, being suitable to simultaneously control currents 
and voltages with non-linear and coupled dynamics (Kwakernaak, & Sivan, 1972).  
2.1 Dynamic modeling of NPC multilevel converters 
The dynamic models of the NPC multilevel converters are here derived and used to design 
the AC currents and DC voltages optimal predictive controllers. From the three-phase NPC 
27 output voltage vectors are available. The optimal predictive controllers choose the best 
output voltage vector that minimizes the AC line alfa-beta (αβ) current errors, the total DC 
voltage regulation error and the unbalancing of partial DC capacitor voltages, UC1 and UC2. 
The DC side of a Neutral-Point-Clamped multilevel converter (Fig. 1) includes a DC source 
Udc and DC voltage dividing capacitors C1 and C2. The switching variables γk represent the 
state of the multilevel converter active switches, Skj, with k ∈ {1, 2, 3} and j ∈ {1, 2, 3, 4}. 
Assuming ideal semiconductors, the three combinations of the binary states of the switches 
Skj of each leg k can be defined as:  
 
( ) ( )
( ) ( )
( ) ( )
1 2 3 4
1 2 3 4
1 2 3 4
1 1 1 0 0
0 0 1 1 0
1 0 0 1 1
k k k k
k k k k k
k k k k
S S S S
S S S S
S S S S
γ
⎧ = ∧ = ∧ = ∧ =⎪= = ∧ = ∧ = ∧ =⎨⎪− = ∧ = ∧ = ∧ =⎩
. (1) 
Assuming that the optimum predictive controller balances the capacitor voltages UC1 and 
UC2, so that UC1 ≈ UC2 ≈ Udc/2, the voltage umk from each leg to the neutral point of the 
multilevel converter is:  
 
2
dc
mk k
Uu γ= . (2) 
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The NPC converter AC side is connected to the electrical power network voltages UL1, UL2, 
UL3 trought three-phase inductors, L, with losses represented by resistor, R. 
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Fig. 1. Neutral-point-clamped multilevel converter circuit 
2.1.1 Switched state-space multilevel converter model 
Applying Kirchhoff laws to the NPC converter circuit (Fig. 1) and doing some algebraic 
manipulations, the dynamic equations of the AC currents, i1, i2, and i3, and the capacitor 
voltages, UC1 and UC2, are obtained as functions of the circuit parameters and switching 
variables (3), 
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 (3) 
where 
 ( )1 12k kk
γ γ +Γ = ; ( )2 12k kk
γ γ−Γ = ; 3
1
1 2
3ki ik ijj
j k
=≠
⎡ ⎤⎢ ⎥Ξ = Γ − Γ⎢ ⎥⎢ ⎥⎣ ⎦
∑ . (4) 
For AC networks with isolated neutral (zero homopolar current), these equations can be 
simplified using αβ coordinates. 
2.1.2 Switched state-space multilevel system model in αβ coordinates 
The relationship between the variables X123 represented in system coordinates and in αβ 
coordinates (Jones, 1967), Xαβ , is (C is the Clarke-Concordia transformation matrix)  
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  0=123 αβX CX ; 
21 0
2
2 1 3 2
3 2 2 2
1 3 2
2 2 2
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥= −⎢ ⎥⎢ ⎥⎢ ⎥− −⎢ ⎥⎢ ⎥⎣ ⎦
C . (5) 
Applying (5) to the model (3), and assuming zero homopolar current the multilevel model 
(6) in αβ coordinates is derived.  
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. (7) 
This model is suitable to design the optimal predictive current controller, and the 27 
possible combinations of Γiα and Γiβ values can be used to plot the 27 vectors of Fig. 2. 
(Values of γ1, γ2, and γ3 are inside brackets). 
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Fig. 2. Available voltage vectors at the output of the multilevel converter 
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2.1.3 Switched state-space multilevel system model in dq coordinates 
Variables Xαβ in αβ coordinates are expressed in dq coordinates, Xdq, using the Park 
transformation (Jones, 1967):  
 =αβ dqX DX ;
cos sin
sin cos
θ θ
θ θ
−⎡ ⎤= ⎢ ⎥⎣ ⎦
D . (8) 
The argument θ=ωt+θi is the angular phase of the electrical network AC line voltage with 
angular frequency ω and initial phase θi. Applying the Park transformation (8) to (6), the 
NPC converter model (9) in dq coordinates is obtained. 
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Where  
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; with i ∈ {1, 2}. (10) 
This quasi-linear model of the state space variables is suitable to design non-optimum but 
simple linear controllers to control the multilevel converter.  
2.2 Optimal predictive controller design  
The obtained αβ NPC multilevel converter dynamic model (6) must be solved to estimate 
(predict) the state variables values at the next sampling period, for all the 27 available 
vectors of the NPC converter. 
Using the predicted values and sampling the AC output currents and DC capacitor voltages, 
control errors are calculated for the next sampling time, using linearized models and 
considering the application of every one of the 27 output voltage vectors. Then, a suitable 
quadratic weighed cost functional is defined and evaluated to choose the voltage vector that 
minimizes the AC current tracking errors, the DC voltage steady-state error and the input 
DC capacitor voltage unbalancing. 
2.2.1 Predictive equations for AC currents and DC capacitor voltages 
From the decoupled model (6) the solution of the AC currents, ix, with x ∈ {α,β}, are found to 
be (Kwakernaak & Sivan, 1972) 
 ( ) ( ) ( ) ( ) ( ) ( )1 21 1 2x xx s x s x s C s C s Lx sR Ti t i t Ti t TU t TU t U tL L L L+
Γ Γ Δ≈ − Δ + Δ + Δ − . (11) 
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Where ix(ts) are the currents ix(t) at the sampling instant ts = kΔT and ix(ts+1) = ix(t = (k+1) ΔT) 
are the currents to be predicted for the next (k+1) sampling interval ΔT. Assuming a 
sampling time ΔT small enough, UC1(ts), UC2(ts), and ULx(ts) can all be considered nearly 
constant during ΔT (or its change can be further estimated). In order to predict the capacitor 
voltage difference, UC1(t)-UC2(t), from the dynamic equations (6), the solution of the 
capacitor voltages are (Kwakernaak & Sivan, 1972) 
  ( ) ( ) ( ) ( ) ( )1 iiCi s Ci s s s dc s
i i i
TU t U t Ti t Ti t i t
C C C
βα α β+
ΓΓ Δ≈ − Δ − Δ + ; with i ∈ {1, 2}. (12) 
Where UCi(ts) are the sampled capacitor voltages at t = ts= kΔT. Considering C1 ≈ C2 ≈ C and 
ΔT small enough so that the DC current, idc(t), is nearly constant and assuming that the AC 
line currents follow their references, the capacitors voltage error is: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 2 1 1 2 2 1 2 1C s C s C s C s s L sT TU t U t U t U t i t i tC Cα α α β β β+ + Δ Δ− ≈ − + Γ − Γ + Γ − Γ .(13) 
2.2.2 Quadratic cost functional definition 
A three-phase NPC converter operated as a current source has three variables to control, 
iα(t), iβ(t), and UC1(t)-UC2(t) to ensure UC1 ≈ UC2 ≈ Udc/2. The main objective of the optimizing 
controller is the minimization of both the AC currents errors and the capacitor voltage 
difference. Therefore, the quadratic cost functional contains weighted current errors and DC 
voltage difference (14).   
 ( ) ( ) ( ) ( )22 211 11 ss UC ss
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e te t e t
C t βα
α βρ ρ ρ
++ +
+ = + +  (14) 
Where  
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 (15) 
In the cost functional (14) the errors are weighted with the weights ρα, ρβ, and ρUC. The 
weights have two purposes: they normalize the distinct errors, which have different units 
and ranges, with a maximum error; and they define the priority level of each error variable. 
In (15), iαref(ts+1) and iβref(ts+1), are the AC current references one sample time forward, ts+1, to 
compensate for the processor calculation delay. To assure adjacent level voltage transition in 
the multilevel output voltage, thus minimizing the number of semiconductor commutations, 
only vectors adjacent to the vector in use at t=ts are analysed, since they need just the 
switching of two semiconductors per leg. The adjacent vectors verify |γk(ts+1)- γk(ts)|<2 , 
with k ∈ {1, 2, 3}, in the 3 legs of the NPC converter.  
2.3 Predictive fundamental frequency synchronization 
The measurement of the fundamental frequency and phase of the network voltage is crucial 
in power quality applications. The AC voltage phase detector must be fast to ensure a 
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synchronization frame always in phase with the fundamental frequency of the network AC 
voltage. To achieve this a robust and fast phase detection/synchronization method together 
with fundamental frequency generation (for short interruptions) must be implemented. The 
phase and frequency recognition is hard to obtain from the AC network voltages when sags 
or interruptions occur. The synchronization must use the network AC waveforms, which 
can have amplitude and frequency variations, voltage sags/swells, short interruptions and 
distortion. The synchronization method must rapidly capture the phase of the network AC 
voltage after a short interruption, it must be robust to amplitude variations, and must 
handle AC voltages with unbalanced amplitudes. 
To provide an optimal solution to the phase detection and fundamental frequency 
generation, an optimal predictive phase detection and fundamental frequency generation 
based on the dq Park transformation, is introduced. 
The application of the Clarke-Concordia and the Park transformations to ideally balanced 
network AC voltages with synchronous frame, θ, can provide a zero quadrature, Uq, 
component. The synchronous frame, θ, can be obtained by finding the optimal value that 
results in a zero quadrature, Uq, AC voltage component. 
To handle temporary total failures on the network AC voltage, the synchronization frame 
must be generated in a self-running mode at a constant frequency (50 Hz). 
Applying the Clarke-Concordia to the network constant amplitude U AC voltages and Park 
transformations with phase error Δθ(ts), the direct component, Ud(ts), and the quadrature 
component, Uq(ts), calculated at the present sampling time, ts = kΔT, are (Barros & Silva, 
2010): 
 ( ) ( )3 cos
2d s s
U t U tθ= Δ ; ( ) ( )3 sin
2q s s
U t U tθ= − Δ . (16) 
The phase error, Δθ(ts), can be derived from the measured direct Ud(ts), and quadrature, 
Uq(ts), AC voltage components. At the next sampling time ts+1 = (k+1)ΔT the fundamental 
frequency has a phase variation of ωΔT. Thus, the prediction of the phase error Δθ(ts+1) is 
 ( ) ( )1s st t Tθ θ ω+Δ = Δ − Δ . (17) 
The prediction of the synchronous frame at the next sapling time, θ(ts+1), is obtained by 
subtracting the predicted phase error Δθ(ts+1) to the actual synchronous frame, θ(ts), 
 ( ) ( ) ( )1 1s s st t tθ θ θ+ += − Δ . (18) 
The Fig. 3 shows the predicted vector θ(ts+1) obtained from the phase error, Δθ(ts), and the 
actual synchronous frame, θ(ts), vectors. 
The feedback control loop to obtain a synchronous frame, θ(ts+1), (Fig. 4) calculates the 
Clarke-Concordia and Park transformations to obtain the quadrature voltage component, 
Uq(ts), which is compared to its reference value, UqRef = 0. The Uq(ts) and Ud(ts) AC voltage 
components values feed an optimal predictive phase quadrature, (Barros & Silva, 2010), 
compensator that computes the phase error Δθ(ts), using equations (16), generating the 
synchronous phase θ(ts+1), to obtain a quadrature voltage component, Uq, that ensures  
UqRef = 0. 
 Power Quality 
 
190 
Im
Re
1
ωΔΤ
θ(ts)
Δθ(ts)
Δθ(ts+1)
θ(ts+1)
 
Fig. 3. Predictive synchronous frame vectors 
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Fig. 4. Principle of optimal predictive phase and frequency detection based on dq Park 
transformation 
Using the values of the voltage components Ud(ts) and Uq(ts) the optimal predictive phase 
quadrature compensator (Barros & Silva, 2010) predicts the optimal value of θ(ts+1) 
(cos[θ(ts+1)] and sin[θ(ts+1)]) that minimizes the quadrature voltage component, Uq, of the 
network AC voltage, at the next sampling time ts+1 = (k+1)ΔT,  
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1 1 1
1 1 1
cos cos cos sin sin ,
sin sin cos cos sin .
s s s s s
s s s s s
t t t t t
t t t t t
θ θ θ θ θ
θ θ θ θ θ
+ + +
+ + +
⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤= Δ + Δ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤= Δ − Δ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (19) 
Where the phase error Δθ(ts+1), (17), at the next sampling time (and cos[Δθ(ts+1)], sin[Δθ(ts+1)]) 
depends on the actual phase shift error Δθ(ts) (as well as cos[Δθ(ts)], sin[Δθ(ts)]). The actual 
phase shift error Δθ(ts) can be related to the direct voltage component Ud(ts) (16), the 
quadrature voltage component, Uq(ts) (16), and the fundamental frequency phase variation 
ωΔT (Barros & Silva, 2010),  as follows 
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1
1
cos cos cos sin sin ,
sin sin cos cos sin .
s s s
s s s
t t T t T
t t T t T
θ θ ω θ ω
θ θ ω θ ω
+
+
⎡ ⎤Δ = Δ Δ + Δ Δ⎣ ⎦
⎡ ⎤Δ = Δ Δ − Δ Δ⎣ ⎦
 (20) 
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To handle the network AC voltage short interruptions, the synchronization frame must be 
generated in a self-running mode at a constant frequency (50 Hz) (Barros & Silva, 2010). The 
prediction of the self-running synchronous frame at the next sapling time, θ(ts+1), is 
 ( ) ( )1s st t Tθ θ ω+ = + Δ . (21) 
The optimal predictive phase quadrature compensator can be designed for unbalanced AC 
voltages, which is especially useful to detect the phase and frequency during unbalanced 
sags (Barros & Silva, 2010). Considering U1, U2, and U3 the magnitudes of the unbalanced 
network AC voltage and applying the Clarke-Concordia and the Park transformations with 
synchronous frame, θ, the quadrature, Uq(ts), component (Barros & Silva, 2010), is 
 ( ) ( ) ( )322 3 11 3 3 1cos2 sin 26 2 2 6 2 2q s s s
UUU t U U t U tθ θ⎛ ⎞ ⎛ ⎞= − + + − + +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠ . (22) 
The quadrature, Uq(ts), component has second harmonic terms, U2q(ts). The DC term, U0q(ts) 
should be zero and can be obtained by subtracting the second harmonics term, U2q(ts), to the 
quadrature component, 
 
( ) ( ) ( ) ( )
( )
( )
0 2
2 3
32
1
1 3 3 cos2
6 2 2
1 sin 2
6 2 2
0
q s q s q s q s
s
s
U t U t U t U t
U U t
UUU t
θ
θ
= − = −
⎛ ⎞− − + −⎜ ⎟⎜ ⎟⎝ ⎠
⎛ ⎞− − + +⎜ ⎟⎝ ⎠
=
 (23) 
The optimal predictive phase quadrature compensator for unbalanced AC network voltages 
is designed to obtain the synchronous frame, θ, which results in zero DC quadrature 
component, U0q, in a way similarly to the balanced AC network voltage fundamental 
frequency synchronization. 
2.4 Evaluation of NPC multilevel converter predictive current controllers  
To evaluate the performance of the optimal predictive AC current control algorithms and 
the capacitor voltage balancing in NPC converters, a DC source, Udc (120 V) with internal 
resistance 0.2 Ω, is connected in the DC side of the NPC converter (Fig. 1), the currents 
references, iαRef and iβRef, are obtained from DSP based lookup tables (iac = 4 A), UL is 
obtained from 230/400V through a 400/230V transformer, and the following parameters 
were used: C1 = 4.4 mF, 200 V, C2 = 4.4 mF, 200 V, L = 15.1 mH, R = 0.1 Ω, fac = 50 Hz 
(T = 0.02 s and ω = 314.2 rad/s), ρα = 0.09 A2, ρβ = 0.09 A2, and ρUC = 0.04 V2.  
Experimental results of the AC currents, i1, i2, and i3, with ΔT=28 μs and steady state 
operation (Fig. 5), show that they are nearly sinusoidal with very small ripple factor (less 
than 3%), and a total harmonic distortion (THD) lower than 1%. Applying a positive step 
(1 A to 4 A) in the AC current references (Fig. 5, at 5 ms) and a negative step (4 A to 1 A), 
at 45 ms the results show a fast dynamic response, with no overshoot, and no stationary 
error. 
 Power Quality 
 
192 
The optimal predictive controller also chooses the optimal vector that minimizes the 
capacitor voltage errors and these voltages are balanced (Fig. 6), with a mean error lower 
than 1%. Near perfect capacitor DC voltage balancing is obtained, while reducing AC 
current harmonic distortion. 
 
 
Fig. 5. Experimental results of sinusoidal AC currents, i1, i2, and i3, with an amplitude step. i1 
has a displacement of 2 divisions and i3 a displacement of –2 divisions (vertical – 5 A/Div 
and horizontal - 5 ms/Div) 
 
 
Fig. 6. Capacitor voltages, UC1 and UC2 (vertical - 10 V/Div and horizontal – 20 ms/Div) 
The optimal predictive phase quadrature synchronization controller is tested during a short 
electrical network voltage interruption. The experimental results (Fig. 7a) show the electrical 
network voltage short interruption, UL1, UL2, and UL3. The Fig. 7b show the phase θ of the 
optimal predictive synchronizer and a binary signal signalling that the electrical network 
voltages level voltage is lower than the minimum limit, Udqmin. The results show that the 
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optimal predictive synchronizer is able to internally generate without interruptions a phase 
signal, at the fundamental frequency (50 Hz). 
 
  
a)                                                                          b) 
Fig. 7. a) The electrical power network voltages, UL1 + 740 V, UL2 and UL3 - 740 V. b) The 
phase θ and the signal showing the electrical power network voltages interruption (vertical  
370 V/Div;  π/Div and horizontal 100 ms/Div; 10 ms/Div) 
3. Power quality applications of predictive controlled multilevel converters 
Using the optimal predictive controllers and multilevel converters, power quality enhancing 
technologies are proposed, such as active power filters (APF) with reactive power 
compensation, unity power factor rectifiers (UPFR), and dynamic voltage restorers (DVR), 
which are tested using both MATLAB/SIMULINK simulations and a digital signal 
processor based laboratory prototype. 
3.1 Active power filter 
The NPC multilevel, connected as a shunt APF (Fig. 8), can be controlled to compensate the 
power factor and the AC line iLk current harmonics introduced by non-linear loads such as 
three-phase bridge diode rectifier (Fig. 8). The NPC multilevel AC side is shunt connected to 
the electrical network voltages UL1, UL2, and UL3 using three inductors, L, with resistive R 
losses. The APF injects currents to cancel the harmonic components of the non-linear load 
currents. The DC voltage, Udc, must be regulated and the capacitor voltages, UC1 and UC2, 
balanced. 
The NPC converter APF model is obtained and the optimal predictive control of the 
electrical power network AC currents is derived from the principles outlined in section 2.1. 
Proportional integral (PI) type regulators, optimal predictive, sliding-mode and μ-synthesis 
are control methodologies proposed to regulate the DC capacitor voltage Udc. 
3.1.1 Switched state-space model of the multilevel APF 
Applying Kirchhoff laws to the multilevel converter APF (Fig. 8), the Clarke-Concordia 
transformation (5) and the Park transformation (8) the dynamic equations (24) of the AC line 
currents, iLd, and iLq, and the capacitor voltages, UC1 and UC2, can be written in function of 
the circuit parameters, as in 2.1. 
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Fig. 8. NPC multilevel converter circuit, working as an active power filter  
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 (24) 
The DC voltage, Udc, dynamic equation is obtained directly from (24) since Udc = UC1 + UC2,  
 
1 21 2
1 2 1 2
1 21 2
1 2 1 2 1 2
1 1
q qdc d d
Ld Lq
q qd d
Rd Rq dc
dU i i
dt C C C C
i i i
C C C C C C
Γ Γ⎛ ⎞⎛ ⎞Γ Γ= − + − + −⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
Γ Γ⎛ ⎞⎛ ⎞ ⎛ ⎞Γ Γ− + − + + +⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
. (25) 
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This DC voltage quasi-linear model, Udc, is suitable to design a linear predictive controller to 
regulate the DC voltage of the APF.  
3.1.2 Predictive equations for AC line currents and DC capacitor voltages  
The AC current and DC voltage predictive optimal controllers are designed to choose the 
best output voltage vector able to minimize the AC line current, iLα and iLβ errors, Udc 
voltage regulation error and the unbalancing of DC capacitor voltages, UC1 and UC2. The 
obtained αβ converter model is solved (like in section 2.2.1) to predict the state variable 
values at the next sampling period, for all the 27 available vectors. 
 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
1 1
1 2
1 2
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x x
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 (27) 
3.1.3 Quadratic cost functional definition  
In the APF the NPC multilevel converter is operating as a current source, controlling the 
two AC line currents iLα(t), iLβ(t), and the capacitive unbalance UC1(t)-UC2(t), thus the 
quadratic cost functional (14) is rewritten to minimize the AC line currents errors, 
eα(ts+1) = iLαRef(ts+1) - iLα(ts+1) and eβ(ts+1) = iLβRef(ts+1) - iLβ(ts+1), and the capacitor voltage 
difference, eUC(ts+1) = UC1(ts+1) - UC2(ts+1). The iLαRef(ts+1) and iLβRef(ts+1), are the AC line current 
references one sample time forward, ts+1. These current references will be computed to 
ensure near unity power factor and to regulate the Udc voltage.   
3.1.4 Multilevel converter APF optimal predictive controller 
The block diagram of the multilevel converter APF with the optimal controller (Fig. 9a) 
includes as inputs, the states of the multilevel converter switches (all the vectors to be 
tested), γ1(ts), γ2(ts), and γ3(ts), the sampled capacitor voltages, UC1(ts) and UC2(ts), the AC line 
current references, one sampling time forward, iLαRef(ts+1) and iLβRef(ts+1), and the AC 
currents, iL1(ts), iL2(ts), iL3(ts), iR1(ts), iR2(ts), and iR3(ts), sampled and transformed to αβ 
coordinates, iLα(ts), iLβ(ts), iRα(ts), and iRβ(ts). The controller makes use of these inputs to 
compute the optimal vector, in order to apply it to the NPC converter, at the next sampling 
interval. Adjacent level voltage transition is also ensured. 
3.1.5 Active power filter current reference generation and power flow control  
The generation of the AC line current references, iLdRef and iLqRef, for the active power filter 
must assure that the AC line currents are sinusoidal, the power factor is near unity and the 
DC voltage is regulated. 
A linear optimal predictive regulator is here designed to generate references, iLdRef and iLqRef, 
able to cancel the mean value of the DC voltage error, eUdc(t) = UdcRef(t)–Udc(t), during the 
time interval TUdc (28). 
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Fig. 9. Feedback system of the multilevel converter APF with predictive optimal controller. 
(a) NPC multilevel optimal predictive controller. (b) APF current reference generation 
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Udc UdcT T
e t e t dt U t U t dt
T T
= = − =∫ ∫  (28) 
To obtain a quasi-unity power factor the AC line current must be in phase with the AC line 
voltage, forcing iLqRef = 0. Using the dynamic equation of the DC voltage (25) in (28), 
assuming that the optimal predictive controller forces the iLd=iLdRef and iLqRef = 0, the optimal 
predictive control law of iLdRef is: 
 ( ) ( ) ( ) ( ) ( ) ( )Ref
2
RefRef Ref
Re 26 6 6
dcdc dcdc dc
Ld f Rd Rq dc
UdcL L dc L
U LU t U tU C U Li t i t i t i t
TU U R U
ω ω−≈ − − − + . (29) 
Where TUdc is the time interval used to compute the mean value of the DC voltages, Udc and 
UdcRef, the DC current, idc, and the non-linear currents, iRd and iRq. UL is the AC line voltage 
amplitude and ω is the fundamental angular frequency. The time interval TUdc must be 
much larger than the period, T, of AC line currents (Tudc >> T) to maintain the AC line 
currents sinusoidal, (the time constant RdcC is of no concern since Rdc represents the safety 
discharge resistors of the capacitors, TUdc << RdcC). Therefore, the active power drawn from 
the AC network just compensates the converter losses. In (29) the switching variables, 
Γ1d+Γ2d and Γ1q+Γ2q, were obtained similarly as in (Silva, 1999) and are given in (30).  
  1 2
Ref
6 L
d d
dc
U
U
Γ + Γ ≈ ; Ref1 2 2 6
dc
q q
L dc
LU
U R
ωΓ + Γ ≈  (30) 
In the control of the APF, the DC voltages (Udc) and currents (idc, iR1, iR2, and iR3) are sampled 
to generate the AC line current references (Fig. 9b), which are applied to the optimal 
predictive controller of the multilevel converter (Fig. 9a) to force the AC line currents to 
follow their references. 
The regulation of DC capacitor voltage can also be done using other regulators such as 
(Barros & Silva, 2008): PI-type regulators (31), sliding-mode (32), and μ-synthesis (33). 
The DC PI regulator parameters, KpUdc and KiUdc, (31), depend on two system parameters, ωn 
and ζ, which characterize the second-order system closed loop behaviour. The damping 
factor, ζ, is usually chosen with values close to 0.707, to avoid severe overshoots in the step 
response to the voltage DC reference, UdcRef (or to minimize the integral of time multiplied 
by absolute error – the ITAE criterion). The natural frequency ωn should be a much lower 
frequency than the AC voltage frequency, ωn << ω (ω=2π50 rad/s), so that the amplitude of 
the currents of the electrical power network shows much slower variations than the AC 
currents frequency (50 Hz). 
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In the sliding mode control law (32), the time constant βeUdc defines the role of the 
instantaneous error in the DC voltage control variable, iLdRef. In the APF, the control 
variables, that regulate the DC voltage, are the network AC current amplitudes, which must 
be almost sinusoidal and therefore can not have abrupt variations. The time constant βeUdc 
should be much lower than the integration period (βeUdc << TUdc) so that AC current 
amplitudes are slowly time variant. 
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The overall structure to synthesis the μ-synthesis compensator (33), with the methodology 
based on structured singular values, having a general model, P(s) and a dynamics of 
uncertainty, Δ(s), was implemented in MATLAB with the μ−Synthesis tool. A compensator 
(33) was obtained to ensure robust stability and robust performance for the APF (Barros et 
al., 2005). The values of the parameters, components, and uncertainties used to design the 
compensator are (Barros & Silva, 2008): C1 = C2 = 4.4 mF, CL = 1 mF, L = 15 mH, LR = 1 mH, 
R = 0.7 Ω, Rdc = 1 kΩ, RL = 10 Ω, and RR = 0.1 Ω. 
 ( )( )( )( )( )( )( ) ( )
4 2
Re Re2 4
-0.097 s-1.4 10 s 3269 s 36.5s 548.6
s 306.8 s 2.4 s 0.33 s 275.3s 4.7 10
Ld f dc f dci U U
× + + += −+ + + + + ×
 (33) 
3.1.6 Simulation and experimental results  
The shunt connected multilevel APF (Fig. 8) is controlled to compensate the load current 
harmonics and to regulate the power factor at unity. The AC current references of the APF 
are generated to regulate the mean value of the DC voltage, UdcRef = 240 V, the power factor 
and the AC line currents. 
 
 
                          a)                                                   b)                                                   c) 
Fig. 10. Experimental results of: a) the non-linear currents, iR1, iR2, and iR3; b) the AC line 
currents, iL1, iL2, and iL3; c) the output currents, i1, i2, and i3 of the active power filter. iR1 , iL1, 
and i1 have a displacement of 2 divisions and iR3, iL3, and i3 a displacement of –2 divisions 
(vertical - 12 A/Div and horizontal - 10 ms/Div). 
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The experimental results of the rectifier non-linear currents, iR1, iR2, and iR3 (Fig. 10a), show 
that the THD is about 36% and the power factor is 0.91. The multilevel APF injects currents 
(Fig. 10c) to cancel the current harmonic components of this non-linear load. The THD of AC 
line currents is reduced from 36% to nearly 1% (Fig. 10b). 
The DC voltage, Udc (Fig. 11a) shows that the DC voltage follows it references 
(UdcRef = 240 V)  with almost no steady state error (0.3%).  
Figure 11b shows the experimental results of the AC line currents, -iL1 and –iL2, 
simultaneously with the AC line voltages, UL1 and UL2. The results indicate that the AC line 
voltage and the AC line currents are sinusoidal and in phase, showing that the power factor 
is near unity. The power factor was improved from 0.910 (without APF) to 0.997 (with APF). 
The optimization of the multilevel current control improves the performance of the active 
power filter performance, by reducing the total harmonic distortion of AC line currents.  
 
  
                                                    a)                                                     b) 
Fig. 11. a) Experimental results of the DC voltage, Udc, of the active power filter (vertical - 40 
V/Div and horizontal - 20 ms/Div). b) The AC line currents, -iL1, and -iL2 (vertical – 
12 A/Div), and the AC line voltages, UL1 and UL2 (vertical - 40 V/Div), of the active power 
filter. iL1 and UL1 have a displacement of 2 divisions and iL2 and UL2 a displacement of –2 
divisions (horizontal - 10 ms/Div)  
3.2 Unity power factor rectifier 
The UPFR is based on the three-phase NPC multilevel converter. The optimal predictive 
controller enforces the AC currents to be almost sinusoidal and in phase with the electrical 
power network. Therefore, the electrical power network sees the rectifier load almost like a 
pure resistance avoiding current (and voltage) distortion, which improves power quality. 
The multilevel rectifier has two control feedback loops: a slow and external for the control of 
DC voltage (a PI controller is used) and the internal current control loop (predictive controller) 
that also balances DC capacitors voltages. The predictive optimum controller minimizes the 
ripple factor and total harmonic distortion of input currents of UPFR. The amplitudes of the 
AC current references are obtained using the PI controller of the rectifier DC voltage. 
The predictive methodology is compared with a fast non-linear method (sliding-mode) to 
evaluate the performance improvement resulting from the use of optimal predictive control 
of multilevel converter, ensuring that experiments are done under the same conditions and 
with the same PI controller parameters to control the DC voltage. 
3.2.1 Switched state-space multilevel UPFR model  
To operate as rectifier, the three-phase NPC multilevel converter has the three legs connected 
to the electrical power network, through coupling inductors, L (with loss resistor, R), and 
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the load is connected to the DC side seeing the sum of the voltages of the capacitors C1 and 
C2 ( Fig. 12). The main power flow direction is from electrical power network to the DC load. 
Yet, the UPFR is bidirectional and can transfer power from the DC side to the AC side. 
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Fig. 12. Multilevel NPC rectifier with three legs 
The dynamic equations of the AC currents and the capacitors voltage, UC1 and UC2 are 
similar to the NPC converter in section 2.1. Since Udc = UC1 + UC2, the dynamic equation of 
the rectifier DC voltage, Udc, is obtained directly from (9),  
 1 21 2
1 2 1 2 1 2
1 1q qdc d d
d q dc
dU i i i
dt C C C C C C
Γ Γ⎛ ⎞⎛ ⎞ ⎛ ⎞Γ Γ= − + − + + +⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
. (34) 
The design of the PI linear controller for the rectifier DC voltage is based on the dq 
coordinates dynamic equation (34), since it is time invariant at steady state operation.  
3.2.2 Predictive control of AC line currents and DC capacitor voltages  
The dynamic equations of the state space variables in multilevel rectifier are similar to the 
dynamic equations of the multilevel inverter (6). The design of the optimal predictive 
controller for AC line currents is done as in Section 2.2 (multilevel current inverter). In the 
multilevel converter, working as inverter, the current references, iαRef and iβRef, were 
obtained from lookup tables. However, in the rectifier mode, the current references must be 
derived from the voltage regulator, which in each moment computes the current references 
to ensure that the voltage DC, UDC, follow its reference, UdcRef. 
3.2.3 UPFR current reference generation and DC voltage control  
To ensure near unity power factor, the AC currents at the input of the multilevel rectifier 
must be sinusoidal and in phase with the voltages. The DC voltage PI controller generates 
the AC references current, idRef and iqRef, of the multilevel converter for the DC voltage, Udc, 
to follow its reference, UdcRef without steady-state errors. The dynamics of the DC voltage 
rectifier (34) is similar to the dynamic DC voltage of the APF (25). Therefore, the design of 
the DC voltage regulator rectifier was made with a PI compensator with the same 
parameters of the APF (31).  
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3.2.4 Simulation and experimental results  
In UPFR simulations and experiments the parameters have the following values: C1 = 20 mF, 
C2 = 18.6 mF, Rdc = 100 Ω, R = 0.1 Ω, L = 15.5 mH, UdcRef = 100 V, ULRMS = 24 V, fac = 50 Hz, 
ΔT = 28 μs, ζ = 0.71, ωn = 4 rad/s, ρα = 0.09 A2, ρβ = 0.09 A2, and ρUC = 0.04 V2. 
In steady-state operation the experimental and simulation results of the rectified DC voltage, 
Udc, (Fig. 13) show that this voltage follows the reference, UdcRef, without stationary error.  
 
3.8 3.82 3.84 3.86 3.88 3.9 3.92 3.94 3.96 3.98 4
0
20
40
60
80
100
120
140
160
t(s)
U
dc
 (V
)
 
(a) Simulation results 
 
 
b)  Experimental results 
Fig. 13. Udc voltage in steady state operation. Each vertical division is 20 V/Div 
The line AC currents, at the input of the multilevel rectifier, (Fig. 14b) are quasi sinusoidal, 
as is needed, with an rms ripple error near to 1% (0.02 A) having an expressive 
improvement comparatively to the sliding mode controller (Fig. 14a), which have an rms 
ripple error of approximately 9% (0.1 A).  
The rms error of the electric network voltage, UL1, UL2, and UL3, is about 7% (3.5 V). The AC 
line currents are in phase with the electric network voltage (Fig. 14), showing that both 
controllers have a near unity power factor. 
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                    a) Sliding mode controller                           b) Optimal predictive controller 
Fig. 14. AC currents, -i1 and -i2, and AC line voltages, UL1 and UL2, in steady state operation. 
The AC current vertical division is 5 A/Div and the AC voltage vertical division is 20 V/Div 
3.3 Dynamic voltage restorer 
Dynamic voltage restorers are mainly used to protect sensitive loads from the electrical 
network voltage disturbances, such as sags or swells, and could be used to reduce flicker 
and harmonic distortion of AC voltages (acting as series active filters). Voltage sags are 
abrupt reductions (between 10% and 99%) in the AC voltage root mean square value, lasting 
less than 60 seconds. 
The DVR is here designed using optimal predictive output voltage controllers to ensure 
sensitive load AC sinusoidal voltages with constant amplitude, without interruptions and 
unbalances, while reducing the AC voltage THD, even during the presence of sags, short 
interruptions and high values of THD. The pre-sag compensation is used to restore the 
existing amplitude voltage and phase prior to the voltage short interruption, and the in-
phase compensation is used to mitigate sags, minimizing the DVR voltage amplitude. The 
sensitive load AC voltage waveform quality is improved using the designed optimal 
predictive NPC based DVR. The synchronous dq frame predictive controller of the output 
AC voltage, able to mitigate AC voltage disturbances is designed and it is compared to a 
synchronous dq frame PI controller and asynchronous (P+resonant) proportional integral 
controller in simulation and experimental results. Using the state-space model of the 
three-phase NPC converter, the obtained optimal predictive controller in addiction 
reduces the THD of the AC voltages. The optimal predictive phase quadrature 
synchronizer (section 2.3) detects the phase of the AC network voltages and generates the 
fundamental frequency. 
3.3.1 Optimal predictive controller of the sensitive load AC voltage  
The control system of DVR uses an outer loop for the AC load voltage control, which 
generates the current references, iαRef and iβRef, for the inner predictive AC current loop. 
The structure of the optimal predictive multilevel DVR showing the interconnection of sub-
systems and feedback control loops is represented in Fig. 15. The optimal predictive outer 
loop controller of the AC sensitive load voltages generates, through a limiter, the current 
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references, iαRef and iβRef, for the inner AC current loop optimal predictive controllers 
(reported in section 3.3.4). An equivalent DVR model connected to an AC network is 
derived next to design the outer loop controllers, including the optimal predictive controller 
for the load sensitive AC voltages. 
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Fig. 15. Optimized feedback system of the DVR to improve the power quality of the output 
AC voltage of critical sensitive loads 
The AC network voltages (U1, U2, and U3) are represented using the equivalent network 
model with line inductances (LLine) and equivalent loss resistors (RLine) (Fig. 16). One three 
phase transformer with 3 separated secondary windings, each one series connected with 
each line voltage, is used to series inject the compensation voltage for the critical load. The 
filtering capacitors CL (Fig. 16) are placed on the line-side to obtain high control bandwidth 
while reducing the NPC converter high frequency switching harmonics. 
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Fig. 16. Three-phase DVR simplified power circuit 
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Assuming balanced operation and using Kirchhoff laws in the DVR circuit (Fig. 16), the 
dynamic equations (35) of the sensitive load AC voltages (UL1, UL2, and UL3), can be 
written as functions of the circuit parameters (filter capacitor CL and transformer ratio 
n=N2/N1). 
 
1 1 ; 1,2,3Lj j Lj
L L
dU
i i j
dt nC C
= − =  (35) 
These equations (35) are suitable to design the outer loop controllers for UL1, UL2, and UL3 
voltages. Their control inputs are the NPC converter output AC currents i1, i2, and i3. From 
the control viewpoint, the load currents, iL1, iL2, and iL3, are considered as disturbances. 
For control purposes, the isolated neutral output AC voltages, can be advantageously 
written in αβ and then in dq coordinates. Using the Clarke-Concordia transformation the αβ 
coordinates model of the output AC voltage (35), is (36). 
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 (36) 
Using the Park transformation in (36), the model of the output AC voltage (37) in dq 
coordinates is obtained. 
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 (37) 
An optimal predictive controller of the sensitive load AC voltages intends to predict the 
value of the multilevel current references needed to minimize the errors of load AC voltages 
(relatively to their references). At time step ts = kΔTULdq (ΔTULdq is the voltage loop sampling 
step) the prediction of the multilevel current references for the next sampling step 
ts+1 = (k+1)ΔTULdq, idRef(ts+1) and iqRef(ts+1) (38), is obtained trough inversion of the dynamic 
equations of the sensitive load AC voltages (37), considering that the actual (ts = kΔTULdq) 
sampled load voltages ULd(ts) and ULq(ts), must follow their references ULdRef(ts+1) and 
ULqRef(ts+1) within one voltage loop sampling time ΔTULdq (the next sampling step). 
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These predictive equations, (38), are discrete feedback control laws (sampling time 
ΔTULdq = 360 μs) for the sensitive load AC voltages in dq coordinates, giving the reference 
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currents idRef(ts+1) and iqRef(ts+1) needed to track the critical load reference voltages, ULdRef(ts+1) 
and ULqRef(ts+1).  
3.3.2 Synchronous dq frame PI controller of the output AC voltage  
The design of the PI controller can be advantageously made by decoupling the cross 
coupling terms on the dynamic equations of the sensitive load AC voltage in (37). The PI 
control laws of idRef and iqRef (39), are functions of the output AC voltage errors and the Kp 
and KI parameters: 
 
 
( ) ( )
( ) ( )
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d f P LdRef Ld I LdRef Ld L Lq
q f P LqRef Lq I LqRef Lq L Ld
i K U U K U U dt nC U ;
i K U U K U U dt nC U
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ω
= − + − −
= − + − +
∫
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The parameters, KP = 2nζωnCL and KI = CLnω2n, of the PI are obtained as functions of the 
desired damping ratio, ζ, and undamped natural frequency, ωn, of the closed-loop second 
order system (s2 + 2ζωn + ω2n) (Ogata, 2002). 
 
3.3.3 Asynchronous proportional integral (P+resonant) controller of the output AC 
voltage  
The dynamic equations of the output AC voltage (36), in αβ coordinates, do not present 
cross coupling terms. Therefore a proportional integral controller, with ω0 frequency shift, 
can be used to generate the current references of the DVR (Zmood et al., 2001), 
 
 ( ) 2 2
02
I cut
PI P
cut
K sH s K
s s
ω
ω ω= + + + . (40) 
 
These asynchronous PI controllers, called P+resonant (Li et al., 2007), (Zmood et al., 2001), 
are tuned to the fundamental frequency ω0 (2π50 rad/s). The practical controller (40) is 
obtained by approximating the ideal ω0 integrator using a high-gain low-pass filter with cut-
off frequency ωcut (Zmood et al., 2001). An analysis of the P+resonant controller, applied to 
DVRs, can be found in (Li et al., 2007). 
 
3.3.4 Optimal predictive multilevel DVR current control system  
The global performance of the DVR depends significantly on its feedback system, which can 
be improved using an optimal synchronizer to the fundamental frequency and an optimal 
predictive controller to track the needed idRef and iqRef current references.  
The NPC multilevel converter generates the AC currents i1, i2, and i3, tracking references 
(from idRef and iqRef) obtained from the output AC voltage controllers (sections 3.3.1 to 3.3.3). 
These currents are needed to enforce the output AC voltages, and must present low ripple 
and zero tracking error, to ensure high quality voltage waveforms. 
Applying the Kirchhoff laws to the converter circuit (Fig. 16), and the Clarke-Concordia 
transformation, the dynamic equations of the NPC converter AC output currents, i1, i2,  
and i3, and the capacitor voltages, UC1 and UC2, are advantageously represented in αβ 
coordinates, iα and iβ (41). 
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Several control methods for the currents, iα and iβ, were proposed (Barros & Silva, 2008), 
(Kazmierkowski & Malesani, 1998), and (Nabae & Takahashi, 1981). However, the optimal 
predictive control method (Barros & Silva, 2008) is advantageous, as it both minimizes AC 
current, iα and iβ, errors, and the DC unbalance of capacitor voltages, UC1 and UC2. Results 
show comparably better performances in the current waveforms (lower ripple and THD) 
and on the balancing of capacitor DC voltages. The optimal predictive current controller has 
the potential to improve the overall performance of the DVR (Barros & Silva, 2010). 
The current optimum controller minimizes both the AC currents errors and the capacitor 
voltage difference using the quadratic cost functional (14) of the tracking errors (15). 
3.3.5 Simulation and experimental results  
Experimental results of the AC voltages at the sensitive loads, UL1, UL2, and UL3, in steady 
state operation (Fig. 17) show that predictive, PI controllers and P+ressonant controllers 
ensure tracking of their references showing a nearly perfect sinusoidal waveform. 
 
 
      a) Predictive controller.           b) Classical PI controller.           c) P+resonant controller 
Fig. 17. The sensitive load AC voltage at sensitive loads, UL1 + 740 V, UL2, and UL3 - 740 V, in 
steady state operation (vertical: 370 V/Div and horizontal: 10 ms/Div) 
To analyse the influence of load disturbances on the output AC voltage, the load resistive 
component was altered from the nominal values, RL, to unbalanced values of RL/2, RL, and 
2RL, respectively in phases 1, 2, and 3, (changes occur at the fifth horizontal division of Fig. 18). 
The results show (Fig. 18a) that using the optimal predictive output AC voltage controller 
the sensitive load voltages track their references, being almost insensitive to the unbalanced 
load step variation. The AC voltage PI controller (Fig. 18b) is not able to control the 
individual voltage amplitude of the three phases supplying unbalanced loads. The output 
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AC voltages controlled via the P+resonant (Fig. 18c) are balanced, but present a slowly 
recovering distortion. 
 
 
 
      a) Predictive controller.           b) Classical PI controller.           c) P+resonant controller 
Fig. 18. The sensitive load AC voltage, UL1, UL2, and UL3, when is connected an unbalanced 
load (vertical: 370 V/Div and horizontal: 10 ms/Div) 
 
 
               a) AC voltage                        b) Injected voltages                  c) Output AC voltage                           
Fig. 19. Experimental results of the AC voltage sag, U1, U2, and U3, the injected voltages of 
the DVR, UL1-U1, UL2-U2, and UL3-U3, and the load AC voltage at the sensitive load, UL1, UL2, 
and UL3, using the optimal predictive controller (370V/Div and 20 ms/Div). 
 
 
               a) AC voltage                        b) Injected voltages                  c) Output AC voltage                           
Fig. 20. Experimental results of the AC voltage sag, U1, U2, and U3, the injected voltages of 
the DVR, UL1-U1, UL2-U2, and UL3-U3, and the load AC voltage at the sensitive load, UL1, 
UL2, and UL3, with the filtering capacitor on the NPC converter-side (370V/Div and 20 
ms/Div). 
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During a sag occurrence, (Fig. 19a), reducing to 50% the AC voltages during 120 ms, the 
NPC converter injects voltages, (Fig. 19b), to mitigate the sag, whose references are 
calculated using the output AC voltage optimal predictive controller, showing a near perfect 
critical load voltage waveform. 
The NPC converter with the filtering capacitor on the NPC converter-side causes sensitive 
load transient notches or overshoots at beginning or at the end of the sag, respectively 
(Fig. 20). Oppositely, the line-side capacitor filtering topology enables sensitive load 
voltages with constant amplitude and no notches or overshoots (Fig. 19c). As expected this 
topology improves the power quality and protects sensitive loads from network AC voltage 
sags, without notches or overshoots. Results obtained when using the PI and the P+resonant 
controllers show lower performances. 
 
4. Conclusion 
This chapter presented an optimized control method to the multilevel NPC converter for 
applications in electrical power quality. The experimental results confirmed these 
improvements through three applications: filtering the currents of non-linear loads, with an 
APF, unity power factor AC/DC conversion, with a multilevel UPFR, and mitigation of 
sags, over-voltages, short interruptions, harmonic distortion, and unbalances in the AC 
electrical power network with a multilevel DVR. 
The proposed optimal predictive controller predicts in real time the state space voltages and 
currents of the multilevel converter and computes a quadratic cost functional to choose the 
optimal vector.  
Obtained simulation and experimental results show that the NPC converter AC side 
currents track their references showing comparatively smaller ripple, total harmonic 
distortion less than 1%, and almost no steady state error (0.3%). The capacitor voltages are 
balanced with an error lower than 1%, and the balancing are assured even when NPC 
redundant vectors are not chosen. Near perfect capacitor DC voltage balancing is obtained 
while reducing current ripples, harmonic distortion and switching frequency. 
In the first application to improve power quality, the NPC multilevel converter was 
connected as APF in parallel to non-linear loads to reduce the injection of harmonic 
components in the electrical power network, working as APF filter and reactive power 
compensator so that the power factor was nearly one. 
Results confirm that the predictive optimal control of the NPC multilevel converter 
operating as APF can regulate the DC voltage and reduce the THD of AC line current from 
36% to 1% with near-unity power factor (0.997), significantly improving power quality of 
line voltages.  
In section 3.2, the synthesis of UPFR optimum controllers was presented. 
The optimal predictive controller of the multilevel converter was used to control the AC 
currents and to balance the DC capacitors voltage. Comparisons were done to other 
controllers such as sliding mode, aiming to study the influence of state space control 
methods in the multilevel converter performance in applications to improve the electrical 
power quality. 
Results show that the multilevel UPFR DC voltage follows the reference value without 
steady error and the input AC currents are sinusoidal in phase with the AC voltages. The 
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optimal predictive controller reduces the AC current ripple factor from 9% to 1%, and 
reduces THD of the AC current from 8% to 1%, compared to the sliding mode controller.  
The optimized multilevel DVR here proposed vastly improves power quality at sensitive 
critical loads. The performance of the optimal predictive controller generating the reference 
voltages to inject was compared to the synchronous dq frame PI controller and to the 
P+resonant controller. Results show that predictive controllers present the lowest THD 
levels in the load AC voltages, are able to regulate unbalanced loads AC voltages, allow 
plug-in and out of extra loads without causing swells, sags, notches or overshoots, and 
reduce the distortion of AC voltages in non-linear loads. Load AC voltages are almost 
sinusoidal, when facing balanced and unbalanced sags, and short interruptions with 
unbalanced loads. Voltage THD is reduced to values lower than 1%, the DVR behaving also 
as a series active power filter for the AC voltages strongly improving the power quality of 
sensitive loads. 
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1. Introduction 
With the latest technological advances in the area of monitoring, protection and control 
systems, together with the availability of digital communication technologies, the power 
utilities have been requested to deliver a greater amount of specific information to a broad 
range of users such as customers, grid operators, regulation agencies and market 
operators. 
The power systems make use of permanently installed, integrated, measuring devices that 
collect, measure, and evaluate one or more characteristic parameters with the intention of 
automatically determining and reporting the status of the monitored system (Mackrell et al, 
2010). Information provided by the real-time monitoring system enables the right decisions 
to be made for improving security, reliability and performance of the networks. 
Relay devices form a major part of all monitoring, protection and control systems. These 
protection relays are multifunctional devices, primarily employed to provide related 
equipment and system protection, and more recently, they have been adapted to assist the 
power quality evaluation of power systems.  
Power quality defines an acceptable set of limits that allow power systems and ultimately 
the equipment-user to operate within their intended manner with efficiency and expected 
life span. Power quality deviation refers to a wide variety of electromagnetic phenomena 
that characterizes the voltage and current at a given time and at a given location on the 
power system (IEEE Std. 1159, 1995). An electromagnetic phenomenon is a disturbance that 
may cause variation on voltage and current rms, frequency and waveform that degrade the 
performance of a device, equipment, process or system. 
Sometimes power quality can be affected by transient phenomena such as system fault 
occurrence such as voltage interruption, voltage sag and voltage swell. The protective relays 
are designed to operate reliably when there are faults in the power system. The relay device 
must trip on detection of any fault condition and must not trip during normal operating 
conditions. When the fault is cleared by a relay device, quite often the supply voltage will be 
restored automatically to its normal operating level. The relay can therefore contribute to 
restoring the voltage quality of the power system. Protection relaying is primary concerned 
with clearing faults while power quality is concerned with the delivery of reliable power to 
defined quality standards (Cease and Kunsman, 2003). 
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The modern multifunction digital relays are able to measure and register parameter values 
(currents and voltages) that are useful to the power quality assessment. The disturbances 
registered by the digital relays can be assessed in order to characterize the events and their 
severity, in terms of magnitude, duration, and the frequency of occurrence. The digital relay, 
equipped with advanced digital processing and high density memory chips are able 
therefore to concurrent performance of protection and quality analysis functions. 
The protective relays, however, are among the devices that may suffer from the disturbances 
in the power system. When the quality of power is poor, protective relays can have 
problems making the correct decisions on whether to trip or not. Some power quality 
related phenomena may cause incorrect protection system operations. This is because the 
poor power quality conditions cause the relay to register erroneous input values, and for 
that reason, it acts erroneously. The opposite situation is also possible whereby the relay 
does not trip when it should, due to the poor power quality (Zamora et al, 2004). The 
sensitivity and the immunity of the relays are evaluated through tests performed according 
to international standards like IEC 60255-11 and IEC 61000-4-11. 
This chapter deals with the relationship between power quality and protection relays. As the 
protection relays are used to assess power quality, they may suffer influence from the 
quality of supply. The objective of this chapter is to evaluate the impact of power disturbances 
upon protection relay devices. The responses of the relay to specific disturbances are 
evaluated and the immunity of the device is presented.  
To access the power quality of a site, the protection relays can provide useful information 
that can be quantified by using appropriate power quality indices. This chapter aims also to 
assess the power quality from information provided by the protection relays.  
The chapter is organized as follows section two provides an overview about the common 
disturbances accountable for degrading the power quality, the importance of power quality 
monitoring and some indices to quantify the severity of the disturbances; section three 
discusses issues concerning numerical relays, the influence of the power quality on their 
performance, and the relay responses to tests performed according to international 
standards. The application of numerical relays for evaluating the power quality is also 
included within this section; section four presents the latest advances on wide area 
monitoring protection and control which are revolutionizing the way state estimation is 
being performed; finally, the conclusions are given in the fifth section. 
2. Overview of power quality 
Power Quality is a technical term that has practical implications on the performance and 
productivity of end-user equipment. It can be considered as power that does not impair the 
operation of a customer's equipment. A power quality problem is any occurrence that 
manifests itself in voltage, current, or frequency deviation that results in failure or 
misoperation of customer equipment. If the quality of power is inadequate for those needs, 
then the quality is lacking. 
Power quality disturbances that are common in a power system include: voltage sags, 
voltage swells, short-term interruptions, transients, voltage unbalance, harmonics, and 
voltage fluctuations. 
Voltage Sag is defined as a rapid short-term decrease in voltage. As with sags, swells are 
usually associated with system fault conditions, but they are not as common as voltage sags. 
One way that a swell can occur is from the temporary voltage rise on the unfaulted phases 
during a single line-to-ground fault.  
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Voltage Swell is defined as a rapid short-term increase in voltage typically caused by the 
switching off bank of capacitors and large block of loads. 
Voltage Interruption is the disappearance of the supply voltage on one or more phases. 
When the interruption is longer than 1 min, it is considered as sustained interruption. 
Interruptions can be caused by faults, control malfunctions, or equipment failures. 
Transient is a sudden non-power frequency change in the steady-state condition of voltage 
or current, or both. When it is unidirectional in polarity (either positive or negative) it is 
defined as an impulsive transient, otherwise, when both polarities are included, it is 
considered as an oscillatory transient. 
Voltage Unbalance is characterized by any differences that exist in the three phase voltage 
magnitude or any phase shift in the 120 degree separation between the three phases. Causes 
of voltage unbalance include unequal impedances of three-phase transmission and 
distribution system lines, large and/or unequal distribution of single-phase loads, phase–to-
phase loads and unbalanced three-phase loads.  
Harmonics are sinusoidal voltages or currents having frequencies that are integer multiples 
of the frequency at which the supply system is designed to operate. Harmonics combine 
with the fundamental voltage or current, and produce waveform distortion (IEEE 1159, 
1997). 
Voltage Fluctuation is defined as a series of rms voltage changes or a cyclical variation of the 
voltage waveform envelope. The primary cause of voltage fluctuations is the time variability 
of the reactive power component of variable loads. Such loads include arc furnaces, rolling 
mill drives, and main winders — all of which are loads with a high rate of change of power 
with respect to the short-circuit capacity at the point of common coupling. 
Flicker is the periodic change in the instantaneous light output of a light source caused by 
fluctuation of the supply voltage. Flicker is a symptom of voltage fluctuation which are 
typically caused by the use of large fluctuating loads, i.e. loads that have rapidly fluctuating 
active and reactive power demand. The increased use of high frequency electronic ballasts 
has greatly decreased the amount of flicker present in the indoor environment. 
While power disturbances occur on all electrical systems, the sensitivity of today’s 
electronics makes them more susceptible to them. Improvement of power quality has a 
positive impact on sustained profitability of the distribution utility on the one hand and 
customer satisfaction on the other. 
2.1 Power quality monitoring 
Power quality monitoring is necessary to characterize electromagnetic phenomena at a 
particular location on an electric power circuit. There are two main reasons for making 
power quality measurements: plant investigations in order to solve specific problems in an 
installation; and, utility measurements to obtain the general power quality levels in any part 
of the network. 
Power quality monitors are intended to give all necessary information about significant 
power quality disturbances over a long period, varying from weeks to months. These 
instruments have to be able to identify and record the characteristics of many types of 
disturbances occurring on a timescale of microseconds (transients) to hours (steady state 
voltage variations). Fast transients require high sample rate analogue-to-digital converters 
(eg 1-4 MHz) giving a large data throughput. Operating over a long timescale this gives an 
enormous amount of data to be handled. These instruments must either record very little of 
the data handled or have large storage facilities (eg hard disk) or have the ability to send the 
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data to a storage facility by means of a modem or similar communication method. To 
prevent overloading of memory with discrete event type disturbances, monitors have 
adjustable thresholds which determine the level at which a disturbance is recorded (Gosbell, 
2002). 
The IEC 61000-4-30 provides common requirements for measurement devices to ensure that 
analyzers from different manufacturers give the same results for power quality parameters 
in 50/60 Hz ac power supply systems. This standard ensures that different power quality 
instruments use the same definitions and measurement techniques, for various power 
quality parameters, which may take the form of overvoltages and undervoltages, 
interruptions, sags/dips, swells, frequency, harmonics, phase imbalance, voltage 
fluctuation, etc. The basic aim of this document is to define measurement methods that will 
make it possible to obtain reliable, repeatable and comparable results independently of the 
power quality meter manufacturer. The standard does not provide information about 
instrumentation design. This kind of information is covered by other standards such as IEC 
61000-4-7 and IEC 61000-4-15 (Munõz, 2007). 
Power quality instrumentation should not only have good hardware architecture, but also 
powerful software that permits the measured data to be managed and analyzed.  
2.2 Power quality indices 
There is an increasing need for performance criteria to assess the quality of the power 
supplied. Several power quality indices have been proposed to assess the severity of 
phenomena such as flicker, harmonic content, voltage unbalance, etc in order to analyze the 
system performance. The quality of the voltage supply, which is a common concern of the 
power utilities, must be trustworthy and able to supply simple indices in order to provide 
answers and to settle questions and disputes concerning the quality of supply, and to better 
address the required investments. This section is concerned with investigating the joint 
treatment for signal analysis based on both the time and the frequency domains.  
To calculate the indices, samples of the measured voltage are used. The voltage signal is 
recorded with a given sampling rate and resolution. The sampling rate or sampling 
frequency defines the number of samples per second (or per other unit) taken from a 
continuous signal to make a discrete signal. From the sampling theorem, it is known that if 
lower sampling rates are used, the original signal's information may not be completely 
recoverable from the sampled signal. The resolution is a function of the ability of an 
instrument to read smaller divisions of a quantity. The voltage resolution can be expressed 
in bits or volts.  
2.2.1 Steady state voltage variation 
The rms value is defined as the square root of the arithmetic mean of the squares of the 
instantaneous values of a quantity taken over a specified time interval and a specified 
bandwidth. The basic measurement time interval for parameter magnitudes shall be a 10-
cycle time interval for a 50 Hz power system or 12-cycle time interval for a 60 Hz power 
system. The 10/12-cycle values are then aggregated to determine the average rms value 
every 10 minutes. 
In a non-sinusoidal condition, the true rms voltage is evaluated by 
 20
N
rms hhV V== ∑  (1) 
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where Vh denotes the rms voltage of order h, and N, the maximum number of harmonics. 
The current true rms is derived similarly. 
2.2.2 Phase displacements between corresponding fundamental voltage and current 
To reflect the utilization of the power transferred in a non-sinusoidal and unbalanced 
condition, Munõz (2007) proposes a new power factor designated as the Orthogonal Current 
Factor, evaluated by 
 1 1 1 1 1 1
1 1 1
a a b b c c
a b c
I sen I sen I senOCF
I I I
ϕ ϕ ϕ+ += + +  (2) 
where Ia1, Ib1 and Ic1 denote the rms values of the phase currents at the fundamental 
frequency and ϕa1, ϕb1 and ϕc1 denote the phase differences between the fundamental 
frequency components of the corresponding phase voltages and currents. 
2.2.3 Flicker 
The light flicker indices (Pst, Plt), as defined in IEC 61000-4-15, are a measure of perceived 
light flicker. The short-term flicker index Pst is a statistical quantification of perceived light 
flicker based on the measurement of source-voltage fluctuations. A Pst value greater than, or 
equal to 1, causes an irritability for people exposed to light flicker. The long-term flicker 
index Plt is a function of the Pst index.  
2.2.4 System-frequency variation 
Frequency deviation is due to an imbalance between generation and consumption in power 
systems. With the increasing number of distributed generation based on renewable 
resources, the distribution systems can experience frequency variations due to source 
intermittency, load variations and equipment malfunctions. 
In order to characterize the power system frequency under normal operating conditions, the 
following procedures are applied. The Relative Frequency Deviation RFD can be defined as 
a difference between the real frequency value, f, and the rated frequency value, fr, relative to 
fr (50 Hz or 60 Hz). 
 r
r r
f f fRFD
f f
Δ −= =  (3) 
The integral deviation during the day is evaluated as (Albert et al, 2008) 
 
 
24
0f
I f dt= Δ ⋅∫  (4) 
Normally, the frequency is measured every 10s. As power frequency may change within the 
10s time interval, the number of cycles may not be an integer number. The fundamental 
frequency output is the ratio of the number of integral cycles counted during the 10s time 
interval, divided by the cumulative duration of the integer cycles. The evaluation of system 
frequency quality relies on the following procedure (Albert et al, 2008):  
i. Monitoring the duration tm over a stated time interval (one day or one week), based on 
the data obtained on 10s measuring windows; 
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ii. Determination of the number of 10s intervals N in which the supply voltage had no 
deviation larger than a specified percentage as given from the contracted voltage; 
iii. Determination of the number of 10s intervals N1 in which the frequency differs by more 
than 0.5 Hz from the rated value while the voltage is within the percentage of the 
contracted voltage; 
iv. Determination of the number of 10s intervals N2 in which the frequency is below the 
lower frequency or over the upper frequency permitted by contract while the voltage is 
within the percentage of the contracted voltage; 
v. Checking conditions N1/N ≤ 0.05 and N2=0. 
2.2.5 Unbalance 
The simpler definition of Unbalance Factor (UF) for everyday applications is the IEEE 
definition, which applies to phase-to-phase voltage measurements only and involves three 
steps (Gosbell, 2002):  
i. Calculate Vavg, the average phase-to-phase voltage;  
ii Calculate ∆Vmax maximum deviation of the phase-to-phase voltages from the average 
calculated in (i) above;  
iii Then UF = ∆Vmax/Vavg.  
The index can be expressed as, 
 { }{ }
    , ,
 , ,  
ab bc ca
ab bc ca
Maximum deviation from mean of V V V
UF
Mean of V V V
=  (5) 
According to IEC 61000-4-30 (2008), the supply voltage unbalance is evaluated using the 
method of symmetrical components. The negative sequence ratio υ2 and the zero sequence 
ratio υ0, expressed as a percentage, are evaluated by 
 22
1
100V
V
υ = ×  (6) 
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100V
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υ = ×  (7) 
where V1, V2 and V0 are positive, negative and zero sequence voltages respectively. The 
current unbalance is derived similarly. 
The negative sequence unbalance and zero sequence unbalance provide more precise and 
more directly useful values than the algorithms that use only the rms values to calculate 
unbalance. The zero sequence unbalance by definition is zero when phase-to-phase voltages 
are measured. However, the phase-to-neutral or phase-to-earth voltages may still contain 
the zero sequence component in that case IEC 61000-4-30 (2008). 
Munõz (2007) proposes another unbalance index in his book using the concept of equivalent 
negative sequence voltage expressed as 
 ( ) ( ) ( )2 2 22 0eV V V V+ −= + +  (8) 
where V+, V− and V0 denotes the positive, negative and zero sequence voltage.  
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The voltage unbalance factor VUF is then evaluated by: 
 
( )22e
e
V V
VUF
V
+−
=  (9) 
For balanced three-phase voltages Ve= V+ and VUF becomes zero. Identical considerations 
apply to the three-phase currents where V is exchanged by I.  
2.2.6 Harmonics 
Harmonic distortion gives a waveform which is non-sinusoidal and repetitive. The total 
harmonic distortion of the voltage VTDH for single-phase and balanced three-phase systems 
is defined as 
 
2
1
1
hh VVTDH
V
≠= ∑  (10) 
where Vh denotes rms values and 1 and h denotes the fundamental and the harmonic order 
respectively. 
To unbalanced three-phase systems, a single equivalent harmonic rms voltage VeH is defined 
as 
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Thus, the total harmonic distortion of the voltage VTDH for a three-phase unbalanced 
system is given by 
 
1
eH
e
VVTHD
V
=  (12) 
The total harmonic distortion of the current is derived similarly. 
2.2.7 Voltage sags, swells and interruptions 
Voltage variations of a time greater than 0.5 cycles of the power frequency but less than or 
equal to 1 minute is a major concern when considering the susceptibility of industrial 
processes based on computers, programmable logic controllers, adjustable speed drives, 
starters, contactors, etc. Power quality events, referred to as voltage sags, swells and 
interruptions, or as generally called short-duration voltage variations, are among the most 
critical events for power utilities. Results of surveys have shown that most of the power 
quality disturbances are caused by short-duration voltage variation under 1s (Colaço et al, 
2008). 
To evaluate the grid performance for three-phase voltage sags, a set of indices has been 
proposed by Thallam and Heydt (2000). The electric power acceptability curves are an 
empirical set of curves that represent the intensity and duration of bus voltage disturbances. 
Alternative indices for the assessment of voltage sags, such as voltage sag energy, were 
proposed. 
With the voltage samples captured on each channel of a measuring instrument for each 
event the rms voltage versus time curve can be plotted. According to the IEC 61000-4-30, the 
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rms voltage of a short-term voltage variation is found by taking the voltage measured over 
one cycle of the power-system frequency and refreshed each half-cycle (IEC 61000-4-30, 
2008), as evaluated by 
 
 ( )
1
2
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1
2
1( ) [ ]
n N
rms
Nk n
V n k
N
υ
⎛ ⎞+⎜ ⎟⎝ ⎠
= +
= Σ  (13) 
 
with N the number of samples in one cycle, referred to as the window length, υ(k) the 
voltage sample k, and Vrms(n) the rms voltage for multiple windows. The first value of 
Vrms(0) is calculated over the samples k=(1,N), the next one over the samples (½N+1, 1½N) 
(Bollen, Sabin, Thallan, 2003). This rms voltage value may be a phase-to-phase value or a 
phase-to-neutral value.  
The characteristics of the event are then defined for each channel, i.e., each voltage phase. It 
is recognized that both voltage magnitude and duration of an event in all three phases 
should be considered to derive a meaningful voltage variation index (Thallan and Heydt, 
2000).  
The magnitude of voltage sag, swell and interruption events are defined as the remaining or 
residual voltage, which is measured in each channel during the event (IEC 61000-4-30, 2008). 
The residual voltage is the lowest rms voltage for voltage sags and short interruptions and 
the highest rms voltage for a swell.  
In order to estimate the duration of a short-term voltage variation, some voltage threshold 
are considered as reference values. The duration of a short-term voltage variation is given 
by the time range that the reference voltage is surpassed. The typical reference values for 
voltage sags, swells and interruptions are 0.9pu, 0.1pu and 1.1pu in rms voltage, 
respectively. The voltage threshold is specified with the purpose of detecting the start and 
the end of a short-term voltage variation. On polyphase systems, a sag begins when the Vrms 
voltage of one or more channels is below the sag threshold and ends when the Vrms voltage 
on all measured channels is equal to, or above, the sag threshold. On polyphase systems, a 
swell begins when the Vrms voltage of one or more channels is above the swell threshold and 
ends when the Vrms voltage on all measured channels is equal to, or below, the swell 
threshold. On polyphase systems, a voltage interruption begins when the Vrms voltages of all 
channels fall below the voltage interruption threshold and ends when the Vrms voltage on 
any one channel is equal to, or greater than, the voltage interruption threshold. The duration 
of a short-term voltage variation is the time difference between the beginning and the end of 
the event (IEC 61000-4-30, 2008).  
The magnitude and duration of each event are used to calculate the single-event indices. In 
the following, two sorts of indices are considered. The first class of index aims to reflect the 
energy delivered to the load and the second one the severity of an event against a given 
power acceptability curve.  
A. Energy related indices 
Voltage swells, sags or short interruptions events at the load terminals will have impact, 
either because excess of energy is delivered during an occurrence of swell or some energy is 
not delivered to the load in the event of voltage sag or interruption. The impact depends on 
how much excess of energy is delivered or how much is not delivered. 
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The lost energy in a sag event and short interruption event is calculated as (Bollen, Sabin 
and Thallan, 2003) 
 ( )21VS puE V t= − ×  (14) 
where t is the duration and Vpu the retained voltage of the event.  
The index dimension is time, and as such, when calculating the lost energy in a sag event, 
the index can be interpreted as the duration of an interruption leading to the same loss of 
energy for an impedance load as the voltage sag (Bollen, Sabin and Thallan, 2003). 
The index EVS, when applied to measure voltage swells, becomes 
 ( )2 1VSW puE V t= − ×  (15) 
For three-phase calculation, the related energy for all three phases will be added. Equations 
(16) and (17) represent the three-phase energy indices for short-duration undervoltages and 
overvoltages, respectively, where ti is the phase event duration. 
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When any of the three-phase voltages do not violate the reference voltage level, the 
corresponding event duration is nil. 
The indices EVS and EVSW measure the characteristic of single events. The site indices are 
calculated from the single-event indices of all events measured during a certain period of 
time. The site indices are used for evaluation of the compatibility between the electric power 
source and the load, and it can be used to assist the mitigation procedures. They are also 
used to inform the consumers about the quality of the local supply voltage. 
The site-energy index (SEI) is the sum of the energy indices for all qualified events 
measured at a given site during a given period. The SEI is computed as 
 
1
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n
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i
SEI E i
=
= ∑  (18) 
where i is the event number and n the total number of events in a site.  
System indices can also be evaluated by taking the average value of the site indices. They 
are defined as the ratio of the sum of all the site indices within a given region, in a given 
period. A region can be understood as the utility grid, the network of a given voltage level, a 
state or province or a country. The system indices can be used to evaluate the system 
performance and to compare year-to-year variations (Bollen, Salin and Thallan, 2003). 
 ( )
1
1 N
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i
SEI SEI i
N =
= ∑  (19) 
where i is the site number and N is the total number of sites. 
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B. Event-severity index based on power acceptability curves 
The power acceptability curves so-called CBEMA (Computer Business Equipment 
Manufacturers Association), ITIC (Information Technology Industry Council), and SEMI 
(Semiconductor Equipment and Materials International group) are commonly used curves 
to identify the acceptability of the service supply. When disturbances occur, one may plot 
the disturbance on the curve, and readily identify whether loss of load is expected. This 
information may be used to identify whether the distribution system design is adequate, 
whether power quality enhancement equipment is needed, and whether load vulnerability 
needs to be lessened (Thallan, Heydt, 2000).  
The power acceptability curves may be used as references curves to identify the severity of 
short-term voltage variations. The event-severity index can be calculated for voltage sags 
and short interruptions from 
 
1
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−= −  (20) 
Vpu is the least rms voltage in pu in any of the three phases during the event, d is the event 
duration, and Vcurva(d) is the retained voltage of the reference curve to the same duration d. 
The algorithm for calculating the event-severity index Se by comparing these values with the 
SEMI curve is given in Table I.  
 
Magnitude Duration Se 
0,0 pu 
0,5 pu 
0,7 pu 
0,8 pu 
0,9 pu 
d ≤ 20ms 
20ms < d ≤ 200 ms 
200 ms < d ≤ 500 ms 
500 ms < d ≤ 10 s 
d > 10 s 
Se = 1 − V 
Se = 2(1 − V) 
Se = 3,3(1 − V) 
Se = 5(1 − V) 
Se = 10(1 − V) 
Table 1. The Event-Severity Index Definition for the SEMI Curve 
As the voltage sag duration increases and the retained voltage decreases, the event-severity 
index becomes larger. For severity indices equal or smaller than one, it means that the 
reported voltage sags and short interruptions severities are in the acceptable operation 
region of the SEMI curve. On the other hand, when the severity indices are greater than one, 
it denotes that there is no compliance to the SEMI curve. 
2.2.8 Composite power quality Indices 
Practical composite indices of power quality are desired, which are capable, ultimately, of 
answering questions related to how much the quality of power is adequate to maintain 
appropriate performance and productivity of end-user equipment. Poor system quality 
levels on the other hand, imply either deficiency or excess in the overall system capabilities 
as designed by its planners, resulting in failure or malfunction of customer equipment and 
ultimately, dissatisfaction of the customer. 
A single measurable index, designed by power quality factor PQF, is proposed in Munõz 
(2007) to reflect the overall system performance, taking into consideration different power 
quality aspects formulated previously and appropriate weighting factors ωi that sum up to 
one.  
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 1 2 3 4 5 6PQF RFD VTHD ITHD VUF IUF OCFω ω ω ω ω ω= + + + + +  (21) 
The composite index gives a quick assessment of the power transfer quality at the selected 
point of the supply. An ideal PQF would be a factor equal to unity, on the other hand, a low 
value of PQF would indicate a high degree of power quality disturbances. 
3. Protective relays 
The last decades have seen enormous changes in relay technology, evolving from 
electromechanical, static, digital, to numerical relays. With the last generation of protection 
relays, these devices have become of great value in the evaluation of the power quality. In 
the following section the protective relays are described as well as the influence of the 
power quality on the relay performance. The test types performed on relays to evaluate the 
relay performance under prescribed voltage supply disturbances and the application of 
numerical relays for evaluating the power quality are also considered.  
The selection of protective devices is based on the safety of personnel and equipment, and 
the quality and continuity of the electrical supply. 
A protection relay is a device which by means of measuring power system quantities 
(currents and voltages) and processing them through its internal logic, has the capacity to 
control the operation of a circuit breaker. It is an important device for the safe and reliable 
operation of power systems. 
In recent years, technological progress has led to the use of microprocessors in protective 
relay manufacture, resulting in the following:  
- A significant increase in the amount of information that is processed by the relays.  
- Easy calculation of electrical quantities such as for example harmonics.  
- Secure and reliable exchange of digital information with remote locations.  
- Continuous monitoring of protection relay integrity by self-supervision and auto-
diagnostics. 
Historically, protection, control, oscillography and metering subsystems were comprised of 
separate devices, each designed with a specific purpose in mind. Today, protection, control, 
metering and a wide range of other tasks can be performed by a single item. 
The numerical relays have revolutionized protection, control, non-revenue metering, 
oscillography and communication in power systems. Functional integration, protection 
multifunction, new methods of communication, reduced physical size, and a vast amount of 
available information are but a few of the benefits of this revolution. 
A protective numerical relay can be explained as a collection of interacting specific purpose 
blocks (Fig. 1) as Central Processing Unit (CPU) with one or more DSP microprocessors,  
Memory (RAM, ROM and Flash NVRAM), Analog Inputs, Signal conditioning and Analog 
to Digital Conversion, Digital Inputs and their Conditioning, Outputs, Communication, 
Display and Keyboard (HMI), Real Time Clock, the Power Source, and software tools 
(Carbajal et al, 2009). 
By using multiple microprocessors to provide the necessary computational performance, a 
large number of functions previously implemented in separate items of hardware can be 
included within a single item. Microprocessor-based protective relays perform, besides 
multi-protection functions (such as directional/non-directional overcurrent protection, 
distance protection, undervoltage protection, negative sequence current protection, 
reclosing, etc.), measurement of power system quantities (current, voltage, etc.), 
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fault/event/disturbance recording, internal fault diagnosis, circuit-breaker monitoring 
(state, condition, control), voltage transformer supervision, and continuous self-monitoring 
in order to verify correct operation of most components within the device. Self-monitoring 
capabilities may include the alternating current (ac) signal inputs, analog measuring circuits, 
processors and memory for measurement, protection, data communications, trip circuit 
monitoring, and protection or data communications signals. For those conditions, failure of 
a self-monitoring routine generates an alarm and may inhibit operation to avoid false trips. 
Not all functions may be found in a particular relay, nevertheless, the protection relay no 
longer performs a basic protection function but is becoming an integral and major part 
within the overall network automation scheme. 
 
 
 
Fig. 1. Numerical relay architecture (Carbajal et alli, 2009) 
The main difference between digital and conventional relays (electromechanical and solid-
state relays) pertains to the method of input signal processing. In the case of numerical 
relays, input signals are converted into digital form within the analogue input system before 
being analysed by the processor. Numerical relays have their logic implemented in software 
and microprocessor technology. 
The numerical relays are equipped with additional functions that have no direct relation 
with the protective elements but give an additional value to the system. Some of these are 
metering, monitoring, setting groups, fault record, communication and reports. The 
communication capability, not only with a center but also with each other, facilitates the 
deployment of overall-system wide protection and control philosophy. The advanced 
metering and communication protocol ports allow the relay to become a focal point in a 
SCADA system. 
The numerical relays are hierarchically integrated to the digital system automation (DSA) of 
the power substations. They are at Level 1, as part of the positioning control unit (PCU), 
connected straight to the substation power equipment (Level 0). At Level 2, are the 
substation control unit (SCU) and the substation supervisory system (SCADA), which 
communicates with Level 3 in the Network Operation Center (NOC).  
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Fig. 2. Functional hierarchy of digital system automation of a power substation. 
Although numerical relays are based on signal treatment, they are also affected by the 
power quality whereby their operation may be affected by disturbances and distortions in 
the waveform.  
3.1 The influence of power quality on protection relays 
Relays are exposed to disturbances in currents and voltages in various circumstances. Since 
the protection relays are required to operate correctly under abnormal system conditions, it 
is essential that their operation is guaranteed under such conditions (Cease and Kunsman, 
2003), (Wang, 2003), (Zamora et al, 2004).  
Protective relays are designed to operate when a fault in a power system occurs. However, 
non-fault voltage and current disturbances may lead to the inadvertent detection of a fault. 
Relay malfunctions, can result in a failure to trip for a fault condition and subsequently 
‘cascade’ the event to an upstream protective device thus, affecting more customers. Equally 
a relay may trip when no fault is present which may also have a negative effect upon the 
customers.  
The main steady-state disturbances that can affect the performance of protective relays are 
harmonics and frequency deviation. The reason why harmonics and frequency deviation are 
of concern, is that in case of distortion and/or frequency deviation, the reaction to a fault 
may become slower and the immunity from disturbances may decrease. The question is to 
what extent the harmonics and frequency deviation can affect the performance of protective 
relays (Wang, 2003). 
The main negative influence that harmonic distortion of either voltages or currents can have 
on the digital relays, is that they can fail to trip under fault condition, or operate under a no 
fault condition. When measuring current and voltage, the relays must measure alone, the 
fundamental component of the signal. For this purpose, it is necessary to filter the harmonic 
and to calculate the rms value of the fundamental frequency only. The Fourier transform is 
the more used algorithm to filtrate the harmonic distortion (Cease and Kunsman, 2003).  
Frequency variations can influence in the measurement ability of a digital relay and may 
include some distort in the measurement of some magnitude readings. The magnitude 
measurement of a relay (voltage, current) is based on making a sampling. This process has a 
defined number of samples (i.e. from 8 to 64), during one period. From this sampling, the 
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rms value of the signal will be obtained. An error will occur if an increase or decrease of the 
frequency takes place and the sampling period of time is kept fixed whilst obtaining the 
rms. In order to achieve correct measurement, the relay needs to estimate power system 
frequency and must adjust the sampling rate to the network frequency regularly (Cease and 
Kunsman, 2003), (Zamora et al, 2004). 
The main transient disturbances that can affect the performance of protective relays are due 
to component switching. Although component switching is a short duration disturbance, 
the relatively high deviations in voltages and currents are a potential threat to the correct 
operation of protective relays. Tripping, when no faults are present, is prevented in existing 
equipment by use of low-pass filters and verification intervals. However, this scheme will 
slow down the generation of a tripping signal in case of a fault (Wang, 2003). 
One of the most visible power quality disturbances that have effect in the production sectors 
is the voltage sags. It almost always results from faults in the transmission and distribution 
systems, with widespread propagation over the power system. Voltage sags affect the 
measurements of other important power quality parameters. The power quality 
measurement standard IEC 61000-4-30 (2008) adopts a concept of flagging the voltage dips 
to take into consideration their influence on the measurements of power quality parameters. 
Voltage sags may affect the frequency measurements which may lead to frequency relay 
malfunction and to unexpected load shedding (Bronzeado, Zimath and Coser, 2008).  
3.2 Relaying tests 
To study the impact of power system disturbances on protective relays, it is necessary to 
apply some typical disturbances in protective relay testing. Tests based on IEC61000-4-7, 
IEC61000-4-15, IEC61000-4-11 and IEC60255-11 will be performed on multifunction 
numerical relays using a programmable ac⁄dc, one- and three-phase disturbance source. The 
relays responses will be presented. 
3.2.1 The influence of power quality of the supply voltage on the performance of a 
numerical relay  
To ensure consistent reliability and proper operation, protective relay equipment must be 
evaluated and tested. The purpose of testing protective relays is to ensure correct operation of 
the relay for all possible power system conditions and disturbances. The testing of protection 
relays may be divided into four stages: type tests, routine factory production tests, 
commissioning tests and periodic maintenance tests. Type tests are required to prove that a 
relay meets the published specification and complies with all relevant standards. Routine 
factory production tests are conducted to prove that relays are free from defects during 
manufacture. Testing will take place at several stages during manufacture. Commissioning 
tests are designed to prove that a particular protection scheme has been installed correctly, 
prior to setting to work. Periodic maintenance checks are required to identify equipment 
failures and degradation in service, so that corrective action can be taken. 
The IEC 60255 - Part 11 (2008) specifies type testing on the auxiliary power supply of 
protective relays. The objective of the tests is to assess whether the protective relay will 
operate correctly when energized and subjected to voltage sags, voltage short interruptions, 
alternating components in dc (ripple), gradual shut-down/start-up test and polarity 
inversion. A programmable source is used to generate the disturbance types applied to the 
relays input power supplies. The test results are presented according to the acceptance 
criteria established in the international standard. 
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The protective relays can be powered by either an a.c. or a d.c. power supply. The auxiliary 
supply can be supplied from a number of sources or safe supplies such as batteries, 
uninterruptible power supplies, generators, etc. When the energizing input is a d.c. power 
supply, the relays generally require a reliable source of d.c. power including measures to 
prevent damage to internal circuitry. Substation environments are particularly hostile to 
electronic circuits due to various, commonly found, forms of electrical interference such as 
switching operations and the effect of faults. The relays must be therefore immune to 
conducted and radiated interference from the electrically noisy substation environment. 
While it is possible to arrange for the dc supply to be generated from the measured 
quantities of the relay, this has the disadvantage of increasing the burden on the current 
transformers (CT) or voltage transformers (VT), and there will be a minimum primary 
current or voltage, below which the relay will not operate. This directly affects the possible 
sensitivity of the relay. So provision of an independent, highly reliable and secure source of 
relay power supply is an important consideration. To prevent mal-operation or destruction 
of electronic devices during faults or switching operations, sensitive circuitry is housed in a 
shielded case to exclude common mode and radiated interference. Since the protection 
relays are required to operate correctly under abnormal system conditions, it is essential that 
their operation is guaranteed under such conditions.  
A numerical relay commonly found in the power distribution systems is used for testing 
both a.c. and d.c. auxiliary supplies. The type, levels and duration of tests according to IEC 
60255-11 are given in Table 1.  
 
TYPE OF PHENOMENA TEST SPECIFICATIONS UNITS 
0 
10 to 1000 
% residual voltage 
ms 
40 
200 
% residual voltage 
ms 
Voltage dips 
(for dc power supply) 
70 
500 
% residual voltage 
ms 
0 
0,5 to 25 
% residual voltage 
cycles 
40 
10/12 at 50/60 Hz 
% residual voltage 
cycles 
Voltage dips 
(for ac power supply) 
70 
25/30 at 50/60 Hz 
% residual voltage 
cycles 
Voltage interruptions 
(for dc power supply) 
0 
5 
% residual voltage 
s 
Voltage interruptions 
(for ac power supply) 
0 
250/300 at 50/60 Hz 
% residual voltage 
cycles 
Alternating component in dc (ripple) 
(for dc power supply) 
15 % of rated dc value 
100/120 at 50/60 Hz 
V   Hz, sinusoidal 
waveform 
Gradual shut-down/start-up 
(for dc power supply) 
60 
5 
60 
s, shut-down ramp 
min, power off 
s, start-up ramp 
Reversal of dc power supply polarity 1 min 
Table 1. Type, level and duration of tests 
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The disturbances should not cause any malfunction in the relay operation. Malfunctions 
include the operation of output relays and watchdog contacts, the resetting of 
microprocessors, alarm or trip indication, acceptance of corrupted data over the 
communication link and the corruption of stored data or settings. The voltage sag and 
voltage interruption tests are to determine the maximum time-length that a relay can 
withstand a sag/interruption in the auxiliary supply without de-energising and that when 
this time is exceeded whereby it does transiently switches off, that no misoperation occurs. 
The ac ripple superimposed on dc supply test determines that the relay is able to operate 
correctly with a superimposed ac voltage on the dc supply. This is caused by the station 
battery being charged by the battery charger. 
The gradual shut-down/start-up test simulates a failed station battery charger, which 
would result in the auxiliary voltage to the relay slowly ramping down. The ramp up part 
simulates the battery being recharged after discharging. The relay must power up cleanly 
when the voltage is applied and it must not malfunction. 
The criteria for acceptance are classified in two groups, A and C. The criterion A is related to 
the relay response to the a.c. and d.c. power supply voltages to 0% at specific time range and 
alternating component in d.c. for d.c. power supply. The criterion C in turn is related to the 
other types of phenomena as voltage sags other than to 0%, voltage interruptions for a.c. 
and d.c. power supply, gradual shut-down/start-up for d.c. power supply and reversal of 
d.c. power supply polarity (IEC 60255-11, 2008). The effects of the tests should be assessed at 
the maximum and minimum values of the voltage according to the relay technical 
documentation. 
A. Test of voltage dip applied to the d.c. power supply 
Table 2 presents the test results for the applied dc voltage dips to 0%, 40% and 70% to the 
relay at the lowest and highest voltage operation range of Vmin=87 Vdc and Vmax=300 
Vdc, respectively. Different time duration has been tested for voltage sag to 0%. 
 
Test conclusion DC voltage dip to 
(%) 
Test duration 
(ms) Vmin Vmax 
0 
10 
20 
30 
50 
100 
200 
300 
500 
1000 
Pass 
Pass 
Pass 
Pass 
Pass 
Fail 
Fail 
Fail 
Fail 
Pass 
Pass 
Pass 
Pass 
Pass 
Pass 
Pass 
Pass 
Pass 
40 200 Fail Pass 
70 500 Pass Pass 
Table 2. Voltage dip test applied to the d.c. energizing input. 
For the lowest voltage, voltage sags to 0% with time duration exceeding 200 ms inclusive, 
has led the relay to a temporarily loss of function. The relay automatically switched-off 
resuming the functions at the end of the test, except its communication with the software 
that had to be manually re-established.  
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B. Test of voltage dip on the a.c. power supply 
Table 3 shows the test conclusion when the a.c. voltage dips to 0%, 40% and 70% has been 
applied to the relay ac power supply for the minimum and maximum voltage operation 
range of 80 Vac and 265 Vac, respectively. 
 
Test conclusion DC voltage dip to 
(%) 
Test duration 
(cycles) Vmin Vmax 
0 
0.5 
1 
2.5 
5 
10 
25 
Pass 
Pass 
Pass 
Pass 
Pass 
Fail 
Pass 
Pass 
Pass 
Pass 
Pass 
Pass 
40 12 Pass Pass 
70 30 Pass Pass 
Table 3. Voltage dip test applied to the a.c. energizing input. 
The relay has failed, switching off when a voltage dip to 0%, 25 cycles was applied for a 
reference a.c. voltage of 80 Vac. The relay has operated normally to the other conditions. 
C. Test of voltage interruption applied to the d.c. and a.c. power supplies 
Short voltage interruption of 5 s has been applied to the relay d.c. and of 300 cycles to the 
a.c. input, considering the lowest and the highest voltage operation range. The relay has 
failed during the test, showing no compliance to the standard.  
D. Ripple component test on the d.c. power supply 
A voltage ripple of 15% of the rated dc voltage, 120 Hz has been applied to the lowest (87 
Vdc) and to the highest (300 Vdc) d.c. voltage. The test has been successful. 
E. Gradual shut-down and start-up for d.c. power supply 
The IEC 60255-11 requires that a 60 s shut-down ramp and a 60 s start-up ramp with 5 min 
power off in between them, be applied to the d.c. power supply in order to observe the shut-
down limit and the lowest start-up voltage. The test is applied to both the dc voltage 
operating limits, i.e., Vmin=87 Vdc and Vmax=300 Vdc. The results are shown in Table 4. 
 
DC VOLTAGE LIMIT VMIN (V) VMAX (V) 
Shut-down 63 63 
Star-up 81 85 
Table 4. Gradual shut-down and start-up test to the dc energizing input. 
F. Polarity inversion 
Reverse polarity for the power supply input has been applied for 1 min. The relay has 
shown normal performance.  
3.3 Protection relays with power quality analysis function 
The importance of power quality assessment is ever increasing due to increased use of 
equipment and processes more susceptible to power system disturbances. As the power 
quality measurement process is a demanding one and power quality analyzers have 
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developed into specialized, complex and expensive equipment, the modern numerical 
relays are able to measure and register values to power quality evaluation. 
The protection relays are probably the only devices that are virtually mandatory on circuits 
of any significant rating, and as they have been equipped with advanced digital processing 
and statistical software, making them very similar in architecture to the power analyzers, 
they can to some extent to replace the power quality analyzers.  
In order to evaluate the application of protective numerical relays to power quality 
assessment, two digital relays, named IED 1 and IED 2, with different characteristics and 
manufactures are investigated. The mass memory of the protective digital relays is, in 
general, small, with capacity to store only a few numbers of events. The number of events to 
be likely stored depends on the programmed number of cycles to be captured before and 
after the disturbance. The larger the estimated event duration, the lesser events will be 
stored. However, an on-line monitoring system can be applied to accomplish the recurring 
emptying of the relay mass memory.  
The sampling rates of the IED 1 and IED 2 are 24 samples/cycle and 16 samples/cycle, 
respectively, and of the disturbance analyzer 128 samples/cycle for the programmed mode 
of operation. The resolution is 16 bits for both IEDs and the disturbance analyzer has 12 bits 
of resolution and 0.5% of accuracy. 
Besides having a greater sampling rate, the IED 1 has larger storage capacity and it can store 
a larger number of events. Both IEDs have been programmed to capture up to 30 cycles or 
500ms in 60Hz of events duration. IED 1 is able to capture voltage samples up to 1s or 60 
cycles per event, whilst IED 2 can capture, at most, 30 cycles per event. The number of pre-
fault cycles to be captured can also be programmed, and it has been set to 5 cycles for both 
IEDs.  
A programmable disturbance source has been used to apply the voltage disturbances to the 
relays and to a disturbance analyzer for comparison of the results. A threshold voltage equal 
to 0.9pu was used to trigger the relays and the disturbance analyzer. From the equipment 
databases the rms voltages based on (13) and the power quality indices EVS and Se based on 
(16) and (20) were calculated for different types and severities of voltage sags and short 
interruptions. The indices from the relays were compared to those calculated from the 
disturbance analyzer. 
Three-phase and one-phase voltage sags and short-interruptions of 0.7pu and 0.0pu, with 
duration of 3 and 20 cycles, were applied to the equipment under test following the 
recommendation of IEC 61000-4-11 (2001). In the following section, some test results are 
presented and error calculated for each considered event, taking into consideration the 
disturbance analyzer results as the reference. 
3.3.1 Voltage sag – Event 1 
Fig. 3 shows the rms voltage in pu versus time to IED 1, IED 2 and the disturbance analyzer 
to one-phase voltage sag to 0.7pu, 3 cycles of duration. The voltage curves for all three 
equipment under test (EUT) do not show significant differences. 
Table 5 presents the voltage sag magnitudes, durations and the EVS indices for the EUT. It 
can be seen from Table 5 that the voltage magnitude and the EVS errors of the IED 2 are 
larger than of the IED 1. Both IEDs have presented the same event duration measurement 
and therefore the same error. Furthermore, it can be observed that the voltage magnitude 
errors are larger than the event duration errors. 
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Fig. 3. RMS curve to voltage sag to 0.7pu, 3 cycles. 
 
Event 1 
Analyzer IED 1 Error IED 2 Error Event 
Characteristics Value Value Value Value Value 
Magnitude (pu) 0.7006 0.6931 -0.0075 0.7093 0.0087 
Duration (s) 0.0583 0.0582 -0.0001 0.0582 -0.0001 
EVS (s) 0.0297 0.0302 0.0005 0.0289 -0.0008 
Table 5. One-phase Voltage Sag to: 0.7pu / 3 cycles. 
3.3.2 Voltage sag – Event 2 
The rms voltage curves to one-phase voltage sag to 0.7pu, 20 cycles of duration for the EUT 
are depicted in Fig. 4. The voltage sag magnitudes and durations and the single-event 
indices EVS are given in Table 6.  
From Table 6 it can be noticed that for a longer event of the same magnitude as the Event 1 
the index EVS has increased. Although both IEDs have the same event duration 
measurement, the error for a longer event has increased.  
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Fig. 4. RMS curves to voltage sag to 0.7pu, 20 cycles. 
 
Event 2 
Analyzer IED 1 IED 2 
Event Characteristics 
Value Value Error Value Error 
Magnitude (pu) 0.7012 0.7114 0.0102 0.7089 0.0077 
Duration (s) 0.3333 0.3410 0.0077 0.3410 0.0077 
EVS (s) 0.1694 0.1684 -0.0010 0.1696 0.0002 
Table 6. One-phase Voltage Sag to: 0.7pu / 20 cycles. 
3.3.3 Short Interruption – Event 3 
The test results to one-phase 20 cycles short interruption are presented in Table 7 and the 
rms voltage curves are shown in Fig. 5.  
From Table 7 it can be seen that the EVS indices have increased significantly reflecting, the 
event severity increasing. In comparison with the analyzer measurement, the errors from the 
relays measurement have increased when the event magnitude severity increased. 
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Event 3 
Analyzer IED 1 IED 2 Event Characteristics 
Value Value Error Value Error 
Magnitude (pu) 0.0593 0.0036 -0.0557 0.0000 -0.0593 
Duration (s) 0.5083 0.4491 -0.0592 0.4408 -0.0675 
EVS (s) 0.5065 0.4491 -0.0574 0.4408 -0.0657 
Table 7. One-phase short Interruption: 0.0pu / 20 Cycles. 
 
 
  
Fig. 5. RMS Voltage to one-phase 20 cycles short interruption. 
3.3.4 Event severity index Se – Event 4 
The event-severity indices Se based on the algorithm presented in Table 1 when calculated to 
the three events previously described are shown in Table 8.  
It can be noted that for event 3, the Se indices is greater than 1 for all the EUT, which denotes 
that the event severity is under the SEMI low voltage ride-through curve. In contrast, the 
indices Se are smaller than 1 for events 1 and 2, indicating that the SEMI low voltage ride-
through curve has not been violated and that the event characteristics are in the normal 
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operating region of the SEMI curve as pointed out in Fig. 6. It is worth observing that each 
time interval of the SEMI curve corresponds to a different event-severity scale, and as a 
result the Se ordinate scale is not shown in Fig. 6.  
 
Analyzer IED 1 IED 2 Event 
Value Value Error Value Error 
1 0.5987 0.6137 0.0150 0.5814 -0.0173
2 0.9959 0.9619 -0.0340 0.9705 -0.0254
3 3.1043 3.2881 0.1838 3.3000 0.1957 
Table 8. Event-severity Index Se. 
 
 
Fig. 6. SEMI curve and the Severity indicators 
4. The last development on Wide Area Monitoring, Protection and Control  
For improving power system security and performance, new emerging technologies in the 
area of Wide Area Monitoring, Protection and Control concepts (WAMPC) have been 
recently proposed. Technological advancements in measuring and communicating time 
synchronized real-time power system parameters, through highly secure high-speed 
telecommunication networks, provide opportunities for implementing intelligent protection 
and control schemes with advance warning mechanisms.  
Conventional protection devices are designed to protect individual assets in a power 
system, for which locally measured values are usually sufficient. In contrast, network 
control systems with a system-wide view of the processes within the power system require 
dynamic information about power flows and the phase angles of the electrical quantities at 
various network nodes in order to safeguard the power system stability. The measurement 
data can be provided by phasor measurement units (PMU) and open up new fields of 
application for network control under the concept of Wide Area Monitoring Protection & 
Control (WAMPC). 
Phasor Measurement Units (PMU) have revolutionized the way state estimation is being 
performed. Their unique ability to measure the voltage and current phasors (magnitude and 
phase angle) with very high accuracy makes them extremely useful in modern day energy 
management systems. 
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5. Conclusions  
The quality of the voltage supply is a common concern of the power utilities and customers. 
The importance of power quality assessment is ever increasing due to increased use of 
equipment and processes more susceptible to power system disturbances.  
Power quality analyzers available in the market are expensive and specialized to be applied 
on a mass scale. The protection relays are devices that are mandatory on circuits of any 
significant rating. As they have been equipped with advanced digital processing and 
statistical software making them very similar in architecture to the power analyzers, they 
can to some extent, replace the power quality analyzers. Besides the multi functionality of 
the digital relays, they can additionally contribute to the power quality evaluation of the 
power system, saving investments in power analyzers. 
As a digital technology based device, the protective relays can be sensitive to power quality 
variations. Performing tests on protection relays is a required practice in order to evaluate 
the relay performance and characteristics, and to certify the equipment compliance to the 
requirements of technical standards. The numerical relays perform many functions besides 
protection which ought to be accurate and promptly operate whenever required. The 
sensitivity and the immunity of the relays are evaluated through tests performed according 
to international standards like IEC 60255-11, IEC 61000-4-11, IEC 61000-4-7 and IEC 61000-4-
15. Results of tests performed in a well known relay trade name relay when it’s a.c. and d.c. 
power supply are energized and subjected to voltage sags, interruptions, alternating 
components and gradual shut-down and start-up have shown that the relay failed under 
d.c. voltage sag and d.c. and a.c. short voltage interruption. 
The modern multifunction digital relays are able to measure and register values useful to 
the power quality assessment. Power providers are building databases to assess utility 
service quality performance indicators. The widespread use of digital relays can assist in 
achieving this task. Feasible indices are needed to address the security, quality, reliability 
and availability of the power system. Tests performed using two numerical relays and a 
disturbance analyzer have proved that the relays database can be used to calculate indices to 
identify the severity of disturbances and to evaluate the quality of the site and the system. 
Indices have been used based on both magnitude and duration of short-duration voltage 
variation in all three phases. The least rms voltage over the event duration has been used to 
calculate the index of energy (EVS) and the event severity index (Se).  
Performance indices calculated from the database of two digital relays with sampling rates 
of 24 and 16 samples per cycle and resolution of 16 bits have been compared to indices 
calculated from a disturbance analyzer of 128 samples per cycle and resolution of 12 bits. 
The digital relay IED 1 with 24 sampling rate has presented smaller errors to all events 
tested. The digital relays have captured correctly all the considered events. As the voltage 
sag and short interruptions are power frequency events the frequency samplings of the IEDs 
have proven to be suitable. 
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1. Introduction  
The term power quality is, in general, closely related to the quality of the voltage. 
Considering the widespread presence of sensitive loads in the electric grid, and the 
increasing awareness of the consumers concerning the quality of the power supply, the 
control and measurement of power quality parameters regarding harmonics, 
interharmonics, sags, swells, and others are increasingly becoming much more important. 
Most of the necessary calibration procedures for power quality monitors and power quality 
analyzers are already defined in the international standards, mainly in the IEC 61000 series 
(IEC, 1995) and ANSI/IEEE Standards. This chapter presents results of a research which 
aimed to develop a methodology for the calibration of high voltage transducers for power 
quality measurements in high voltage networks, considering that such kind of procedures 
have not been established in the pertinent standards yet (Bradley et al., 1985; Seljeseth et al., 
1998). In this research it is also considered that the conventional high voltage laboratory is 
not suitable for power quality tests. Thus, some improvements are needed regarding such 
matter. In this development, modelling and computer simulation using ATP – Alternative 
Transients Program (ATP, 1987) were used to assess both the frequency response of the test 
setup, and the design of the reactive compensation of the test circuit.  
2. Test setup development  
Capacitive voltage dividers (CVD) are commonly used for the measurement of power 
quality parameters in power systems networks (Dugan et al., 2004), thanks to their 
modularity and easy installation in transmission and distribution substation environment. 
Fig. 1 shows a typical installation at field, in a 345kV transmission substation. In this Fig. 1 
the high voltage branch of the CVD is shown, composed of six 500pF modular capacitances, 
nominal voltage 50kV. Further to Fig. 2, all the capacitances of the high voltage branch (C1) 
are identical with nominal value of 500pF. For the measurement, the number of 500pF 
capacitances can be changed according to the expected voltage to be measured, in order to 
limit the voltage on the C2 capacitance of the secondary low voltage branch. 
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This paper shows the development of the test circuit for the calibration of voltage 
transducers, focused on measurements of power quality disturbances in power systems 
high voltage networks. This kind of development faces many levels of difficulties, 
considering that the generation of stabilized and well defined power quality disturbances, in 
the high voltage range (for example, over 1kV), for calibration purposes, requires the 
adaptation of the conventional high voltage laboratory equipment. Overall, the conventional 
high voltage laboratory is only equipped with high voltage sources for generating power 
frequency (60Hz or 50Hz) and impulse (atmospheric and switching) high voltage 
waveforms, used in dielectric tests of high voltage equipment insulation (IEC, 1994). For 
calibration of high voltage transducers used in power quality disturbances measurements, 
additional waveforms are necessary such as voltage harmonics, sags (or dips), swells, etc. 
Therefore, in order to achieve the calibration circuit, the test circuit components were 
defined as follows: 
 
 
Fig. 1. Capacitive voltage divider (CVD) – installation for measurements in a 345kV 
substation. 
- arbitrary waveform voltage source for generating sinusoidal waveforms, with low 
harmonic distortion, considering harmonic frequencies up to the 50th order (3000Hz), 
and generation of composite waveforms (fundamental frequency + harmonics), with 
enough power capacity for the calibration tests. In this research, a conventional 
commercial power quality generator was used for such purpose. 
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- a step-up high voltage test transformer, fed at the low voltage side by the arbitrary 
waveform voltage source, to produce in the high voltage side the waveforms generated 
by the source (considering composite waveforms and harmonics), with enough power 
required by the calibration tests. The option of generating high voltage waveforms in 
such way was motivated either by absence or by the non availability of high voltage 
sources for the waveforms required by the research in the calibration tests, mainly 
considering high voltage levels found in transmission systems, in the hundreds of kV 
range. The expected load for the test transformer during the calibration tests is 
supposed to be of capacitive nature, mainly capacitive voltage dividers (CVD) and 
capacitive voltage transformers (CVT). On the whole, CVTs present very high values of 
capacitance (few thousands of pF), thus becoming a very heavy load for the high 
voltage test transformer.  
- Capacitive voltage dividers composed of 500pF modules, voltage 50kV. 
- Power quality analyzer for the transducers calibrations. In this research, a class A (IEC, 
2002) commercial power quality analyzer was used.   
At the initial stage tests, a high voltage transformer with rated voltage 220V/100kV and 
rated power 10kVA was used. The test circuit is shown in Fig. 2. 
 
 
Fig. 2. Tests performed with the arbitrary waveform voltage source – test setup. 
2.1 Electric model of the high voltage transformer 
The option of using a high voltage transformer to generate high voltage for the calibration 
tests implies in introducing a series equivalent reactance of the transformer in the test 
circuit. This option was eventually necessary, considering the non availability of a 
commercial high voltage source with the capability of generating the required waveforms 
for the calibration tests. The series association (sum) of this leakage reactance with the load 
capacitances (CVD – Capacitive Voltage Dividers and CVT – Capacitive Voltage 
Transformers) results in a resonating (tuned) circuit for certain harmonic frequencies. 
For the electrical modelling of the high voltage test transformer, the equivalent circuit was 
obtained by means of impedance voltage and no-load loss tests. The obtained equivalent 
circuit, for 60 Hz, is shown in Fig. 3. 
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Fig. 3. Equivalent circuit of high voltage transformer where: Req –equivalent resistance, Xeq. 
– equivalent leakage reactance, Xm – magnetizing reactance, Rp – equivalent no-load loss 
resistance. 
Considering both the impedance voltage and no-load loss tests, the value of the equivalent 
circuit parameters are shown in Table 1. 
 
 
Table 1. Equivalent circuit of the high voltage test transformer 
2.2 Electric model of the test setup 
Considering the obtained values of the step-up test transformer (referred to the high voltage 
side) and CVD, the equivalent circuit of the test setup is shown in Fig. 4. 
 
 
Fig. 4. Electric model of the test setup with step-up test transformer and capacitive voltage 
divider.  
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Obs.: Resistance R5 is included for a better numerical stability in computer simulations, 
without affecting overall results due to its very high value of 1.000.000M iΩ . 
2.3 Test setup modelling and computer simulation 
Aiming to analyze the test circuit behavior under harmonic voltages, modelling and 
computer simulation were performed using ATP – Alternative Transients Program (ATP, 
1987). For the simulations, the model of the test setup shown in Fig. 4 was used. The test 
setup frequency response, obtained with ATP program, is shown in Fig. 5. In such figure 
both transformer output voltage and CVD output voltage (multiplied by 100) are shown for 
each frequency. A resonant frequency can be seen at 350 Hz. 
 
 
Fig. 5. Test circuit frequency response obtained with ATP program showing transformer 
high voltage output. 
Computer simulation results showed a non flat frequency response of the test circuit, with a 
resonant frequency at 352Hz (near 5th harmonic). Experimental results of measurements 
made at the transformers low voltage side, using both a power quality analyzer and spectral 
analysis demonstrated results which are in accordance with what was previously found, 
with an amplifying effect at 5th harmonic, caused by the proximity with the resonating 
frequency.  
2.4 Analysis of the circuit 
Considering the test setup model, a simplified equivalent circuit is obtained by calculating 
the series and shunt association of impedances. This simplified circuit is shown in Fig. 6 and 7. 
 
 
Fig. 6. Test circuit electrical model. 
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Fig. 7. Test circuit simplified electrical model. 
Considering the equivalent circuit, the resonating frequency is caused by the series 
association of   (step-up transformer leakage reactance) and   (equivalent impedance of the 
shunt association of CVD and magnetizing reactance of transformer). 
At resonating frequency: 
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Where mX  represents the magnetizing reactance of transformer and cX   responds for the 
capacitive reactance of CVD. 
With: 
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At resonating frequency: 
 1 1m
m eq eq
L
L C L
ϖ ⎛ ⎞⎜ ⎟= −⎜ ⎟⎝ ⎠
 (3) 
Where mL  is the magnetizing inductance of transformer and eqL  is the leakage inductance. 
By applying the numerical values: 
2238,58 /rd sϖ =  
Therefore, the calculated resonating frequency f = 356.28 Hz shows good agreement with 
the computer simulation results. 
2.5 Laboratory tests results – test setup development 
Measurement results obtained with a power quality analyzer, and using an arbitrary 
waveform generator at the high voltage transformer input showed that this test setup can 
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generate high voltage harmonics presenting low harmonic distortion. Fig. 9 shows high 
voltage transformer output spectrum, when a 60Hz sinusoidal waveform is applied at input. 
The measurement was performed at the capacitive voltage divider low voltage branch, 
using a power quality analyzer. In Fig. 8, a low harmonic distortion can be seen, with very 
small values of higher order voltage harmonics. 
 
 
Fig. 8. Test transformer output voltage spectrum, with a 60Hz voltage applied at input. 
Fig. 9 shows the high voltage transformer output, when the input arbitrary waveform 
generator is adjusted for composite waveform generation, with frequencies 60 Hz, 180Hz, 
300Hz and 400Hz. The measurement was performed using the power quality analyzer 
applied to the CVD output.  
Fig. 10 presents the output voltage spectrum of the high voltage transformer. 
 
 
Fig. 9. Test transformer output voltage, for input voltage with 60 Hz, 180Hz, 300Hz and 
400Hz harmonic components. 
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Fig. 10. Test transformer output voltage spectrum, for input voltage with 60 Hz, 180Hz, 
300Hz and 400Hz harmonic components. 
According to Fig. 10, at the transformer output, only harmonic components actually applied 
to the input were obtained (60Hz, 180Hz, 300Hz and 400Hz), showing the linear behavior of 
the transformer. Considering the voltages amplitudes for each harmonic frequency, they 
depend on the transformer ratio and frequency response of the test setup. In this research, 
alternatives to improve frequency response where studied, by applying passive components 
(resistances, capacitances and inductances) at the low voltage side of the test transformer. 
Such action aimed at generating fundamental and harmonic voltages (high voltages), 
without causing overflow of the voltage source (arbitrary waveform generator), with rated 
power 5kVA. Good results were obtained in such studies (see section 4). 
2.6 Measurement of CVD capacitances 
Capacitance and loss tangent values of the CVD components are of fundamental importance, 
considering their role in the transformation ratio and phase error during measurements. So, 
measurements where performed in the high voltage branch capacitances using the Schering 
Bridge method. It must be considered that in such method measurements are performed 
applying high voltages, with similar conditions found in actual measurements using CVD. 
Those capacitance measurements where performed with test voltages of 10kV and 30kV, 
and similar results where obtained for the capacitance and loss tangent measurements for 
both test voltages. 
In actual conditions, the secondary branch capacitance of the CVD works under a voltage of 
about 200V (60Hz). For the measurement of that secondary branch capacitance, three 
methods, which are shown in Table 2, were used. 
Measurement results in all three methods were very similar, showing a little influence of test 
voltage and frequency in the capacitances values. 
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Table 2. Measurement of CVD secondary capacitance 
3. Test setup for calibration of voltage transducers 
Considering high voltage measurements at field, instrument transformers are commonly 
used for power frequency voltages. However, for using such transducers in power quality 
studies, a calibration in a broader frequency range is needed due to the various kinds of 
power quality disturbances. The capacitive voltage transformer (CVT) is a transducer which 
is normally found in transmission and distribution substations. Overall, a CVT presents a 
high capacitance (thousands of pF); therefore a technical difficulty for the test circuit 
implementation tends to arise. 
This high capacitance together with low impedance may become a problem for the voltage 
source (an arbitrary waveform generator) to feed the test setup, considering its rating of 
5kVA. For instance, a 4,000pF CVT, to be used in a 230kV power system, is a 27kVA load at 
rated voltage. Such load is above the rating of the arbitrary waveform generator with rated 
power of 5kVA. This difficulty is increased as long as there are higher order harmonics. 
Fig. 11 shows the test setup for the calibration of a capacitive voltage transformer (CVT). 
 
 
Fig. 11. Test setup for the calibration of a capacitive voltage transformer, with voltage source 
(arbitrary waveform generator), high voltage transformer, capacitive voltage divider 
(adopted as Reference Transducer) and test object (CVT). 
 Power Quality 
 
246 
Fig. 12 shows the electrical equivalent model of the test setup shown in Fig. 11 
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Fig. 12. Electric model of the test setup shown in Fig. 11, with voltage source (arbitrary 
waveform generator), high voltage transformer, capacitive voltage divider (adopted as 
Reference Transducer) and test object (CVT). 
The test transformer used in this circuit is a 300kV, 70kVA step-up transformer, where the 
equivalent circuit, again, was obtained by means of no-load and impedance voltage tests. 
Computer simulation studies were performed, using Alternative Transients Program – ATP, 
considering a hypothetical voltage source (amplitude 1V) applied at the circuit’s input.  
Fig. 13 shows the frequency response curve of the circuit of Fig. 12, without reactive 
compensation. 
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Fig. 13. Frequency response curve of the circuit shown in Fig. 12, without reactive 
compensation - Output voltage applied to the Capacitive Voltage Transformer (CVT) 
The frequency response curve in Fig. 13 is similar to the one in Fig.5, showing a non flat 
frequency response of the test setup, with a resonant frequency at 125Hz. 
Fig. 14 shows this same curve, presented in a log-log scale. 
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Fig. 14. Frequency response curve of the circuit shown in Fig. 12, without reactive 
compensation, presented in a log-log scale - Output voltage applied to the Capacitive 
Voltage Transformer (CVT). 
Fig. 15 shows the voltage source electrical current output for each harmonic frequency. In 
this Fig., a resonant frequency can be seen at about 125Hz, showing a current peak at this 
frequency. 
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Fig. 15. Frequency response curve of the circuit shown in Fig. 12, without reactive 
compensation, presented in a log-log scale – Electrical current at voltage source output for 
each harmonic frequency. 
Considering the frequency response curve shown in Fig. 15, high values of electrical current 
are to be expected at the arbitrary waveform generator output, showing the need for some 
kind of frequency dependent compensation to be provided. By means of computer 
simulation using the ATP program, many alternatives of reactive compensation circuits 
were studied, aiming to generate high values of output voltage applied to the Capacitive 
Voltage Transformer, and concomitantly, low values electrical currents at the voltage source 
output. 
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4. Test setup with shunt reactive compensation 
In order to obtain the necessary high voltage waveforms for the calibration tests, additional 
studies were made, considering the use of passive components (resistances, inductances and 
capacitances), aiming at reactive compensation considering harmonic frequencies. Those 
studies were performed using Alternative Transients Program – ATP, considering a 
hypothetical voltage source (amplitude 1V) applied at the circuit input.  
Those computer simulations aimed at evaluating the output voltage applied to the CVT for 
each harmonic frequency. Also, those studies analyzed the voltage output in many different 
situations, by applying resistances, capacitances and inductances at the high voltage and/or 
low voltage sides of the step-up transformer. Such action was done so as to improve the 
frequency response curve of the test circuit, and therefore obtain higher values of voltage 
output together with lower values of input electrical current in the test setup. 
Fig. 16 shows the electric model of the test setup for the calibration of a 230kV CVT, 
capacitance 5,300pF, with reactive compensation provided by the shunt capacitance and 
shunt inductance. This reactive compensation is intended to obtain low intensity of electrical 
current at 60Hz and, simultaneously, high values of voltage for harmonic voltages applied 
to the CVT. The dimensioning of the shunt capacitance and inductance was performed with 
the aid of the ATP program computer simulation. 
 
 
Fig. 16. Electric model of the test setup, for calibration of a 230kV CVT. On the left, it is shown 
the shunt capacitance and inductance, and the 0.5Ω resistance for reactive compensation. 
 
 
Table 3. Reactive compensation for each harmonic frequency, for 5,300pF CVT 
In this test setup, the values of the shunt inductance and capacitance are adjusted for each 
harmonic frequency. For instance, for the calibration of the CVT in harmonic frequency of 
300Hz (5th harmonic), a 1.5mH inductance and a 650μF capacitance are used. The 0.5 Ω 
resistance in series with the voltage source makes the frequency response curve smoother, 
simplifying the tuning of the shunt capacitance and inductance values for reactive 
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compensation. Table 3 shows values of reactive compensation for other harmonic 
frequencies, considering a 5,300pF – 230kV capacitive voltage transformer. 
Figs. 17 and 18 show the frequency response of the test setup (without the 0.5Ω series 
resistance), with reactive compensation for 300Hz, for the test transformer voltage (high 
voltage side) and the voltage source output current, respectively. 
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Fig. 17. Test setup frequency response, with reactive compensation for 300Hz, without the 
0.5Ω series resistance. Test transformer output voltage (high voltage side). 
 
-210
-110
010
110
210
0 100000 200000 300000 400000 500000 600000
FS-CIRC-C-DPC-TPC-FONTE-BT-IND-PARAL-1.5MH-CAP-PARAL-600UF-SCAN1-COR-IND>FONTE -A     (Type 8)
C
ur
re
nt
e 
(A
)
Frequency (Hz/1000)  
Fig. 18. Test setup frequency response, with reactive compensation for 300Hz, without the 
0.5Ω series resistance. Voltage source (arbitrary waveform generator) output current. 
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Fig. 18 shows that at 300Hz, a minimum value of voltage source output current is obtained. 
Also, for 60Hz there is another minimum value, making this test setup suitable for applying, 
during the calibration tests, a composite waveform with a 60Hz and 300Hz voltage 
harmonic components. 
Fig. 19 shows the voltage at the primary side of the step-up transformer, for each harmonic 
frequency. The primary side voltage remains stable, implying in stability of the arbitrary 
waveform generator voltage source output. 
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Fig. 19. Voltage at primary (low voltage side) of step-up transformer considering harmonic 
frequencies. 
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Fig. 20. Electrical current at primary (low voltage side) of step-up transformer. 
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Fig. 20 shows the electrical current at this same low voltage side of the step-up transformer. 
High values of electrical current (200A range at test voltage) are expected at 60Hz frequency 
for the transformer primary side. 
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Fig. 21. Electrical current in the shunt inductance, at the primary side of the step-up 
transformer. 
Fig. 21 shows the electrical current in the shunt inductance, at the primary side of the step-
up transformer. High values (200A range at test voltage) of electrical current are expected at 
60Hz frequency. 
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Fig. 22. Electrical current in the shunt capacitance, at the primary side of the step-up 
transformer. 
 Power Quality 
 
252 
Fig. 22 shows the electrical current in the shunt capacitance at the low voltage side of 
transformer. 
4.1 Influence of the series resistance 
Fig. 23 shows the test setup equivalent circuit, with series 0.5Ω resistance, shunt 1.5mH and 
600μF capacitance for passive reactive compensation applied at the low voltage side of the 
step-up transformer. 
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Fig. 23. Electric model of the test setup, with series 0.5Ω resistance, shunt 1.5mH and 600μF 
capacitance for passive reactive compensation applied at the low voltage side of the step-up 
transformer. 
Fig. 24 shows output voltage of the test setup, applied to CVT. 
 
 
Fig. 24. Output voltage of test setup, applied to CVT, with series 0.5Ω resistance, shunt 
1.5mH and 600μF capacitance for passive reactive compensation. 
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Fig. 25 shows the voltage source output current, with series 0.5Ω resistance, shunt 1.5mH 
and 600μF capacitance for passive reactive compensation. 
 
 
Fig. 25. Voltage source output current, with series 0.5Ω resistance, shunt 1.5mH and 600μF 
capacitance for passive reactive compensation. 
Figs. 24 and 25 show that the presence of the series 0.5Ω resistance provides an smoothing 
effect on the peaks of the frequency response curves (compare with Figs. 17 and 18) at the 
resonant frequencies. This feature is advantageous, making the tuning of the test circuit 
easier, in the sense that the specification and adjustment of the values of the capacitances 
and inductances used for reactive compensation are less strict, without the necessity of 
being too precise concerning the design specification of such values. 
5. Conclusions 
Considering the obtained experimental results, it was possible to assure the effectiveness of 
this test setup for generating sinusoidal high voltage waveforms, keeping under control, at 
low values, the total harmonic distortion. Also, with this test setup, composite waveforms 
were produced, at high voltage level, keeping the harmonic distortion under control, with 
the aid of reactive compensation. Additionally, with reactive compensation, it was possible 
to keep under acceptable low values the output current of voltage source, considering 60Hz 
and other higher order harmonic current components. This test setup also showed the 
feasibility of testing, at high voltage levels, test objects with high capacitance (capacitive 
voltage transformers with thousands of pF capacitance), for 60Hz and higher order 
harmonics, using reactive compensation. For testing CVT’s with higher capacitance, or for to 
generate harmonics of higher frequency, the use of a higher output power arbitrary 
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waveforms generator with may become necessary. This solution is feasible, but may imply 
in higher costs. 
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1. Introduction 
The estimation of harmonic components of power voltage signals is one of the 
measurements prescribed by the power quality (PQ) standards (IEC 61000-4-30, 2008). In 
general, the harmonic components originate from non-linear elements connected to the 
power system such as non-linear loads (e.g., switched-mode power supplies) or 
transformers. An example of a distorted voltage measured in an office building is shown in 
Fig. 1. The negative effects associated with the presence of voltage harmonics include, for 
example, overheating and increased losses of transformers, malfunction of electronic 
instruments, additional losses in rotating machines or overheating of capacitor banks. 
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Fig. 1. Example of a power voltage distorted by the presence of non-linear loads 
The aim of this chapter is to provide an overview of power quality standards related to 
voltage harmonics assessment and a detailed description of both common and alternative 
measurement methods. 
In this chapter’s introductory part (Section 2), an overview of international standards that 
concern measurement methods for estimation of voltage harmonics as well as the standards 
that address the measurement uncertainty limits is provided. This is followed by a 
description of several applicable measurement methods. The description is divided in two 
parts: Section 3 deals with methods working in the frequency domain (including the 
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standard method described in the standard (IEC 61000-4-7, 2009)) while Section 4 contains 
the description of several time-domain based methods. Each section presents a detailed 
description of the respective method including its strong and weak points and potential 
limitations. Section 5 focuses on the calculation of the total harmonic distortion. In Section 6, 
the performance of the methods described in Section 3 and Section 4 is discussed. The 
chapter is concluded by Section 7, in which the characteristics of the described algorithms 
will be summarized. 
2. Power quality standards and harmonic estimation 
Several international standards deal with the issue of harmonic estimation. In this section, a 
short overview of these standards and of the requirements imposed in them is provided. 
In the standard (IEEE 1159-2009, 2009), the harmonics are classified as one of the waveform 
distortions that typically have a steady state nature, their frequency band is from 0 Hz up to 
9 kHz and their magnitude can reach up to 20% of the fundamental. 
The standard (IEC 61000–4–7, 2009) describes a general instrument for harmonic estimation. 
The instrument is based on the Discrete Fourier Transform (DFT); however, the application 
of other algorithms is also allowed. The DFT algorithm and its application according to the 
standard are described in Section 3.1. In the standard (IEC 61000–4–30, 2008), it is required 
that at least 50 harmonics are estimated. 
Standard (IEC 61000–4–7, 2009) also includes the accuracy requirements for harmonic 
estimation. The requirements are divided into two classes: Class I of the IEC 61000–4–7 
corresponds to Class A of IEC 61000–4–30, while Class II of the IEC 61000–4–7 corresponds 
to Class S of IEC 61000–4–30. The requirements are based on the relation between the 
magnitudes of the measured harmonics ( hU ) and the nominal voltage range ( nomU ) as 
shown in Table 1. 
 
Class Condition Maximum error 
Uh ≥ 1% Unom ±5% Uh I 
Uh < 1% Unom ±0.05% Unom 
Uh ≥ 3% Unom ±5% Uh II 
Uh < 3% Unom ±0.15% Unom 
Table 1. Accuracy requirements for voltage harmonics measurement 
The measuring range is specified in (IEC 61000–4–30, 2008) using the compatibility levels 
(maximum disturbance levels to which a device is likely to be subjected) for low-frequency 
disturbances in industrial plants, which are standardized in (IEC 61000–2–4, 2002). The 
measuring range should be from 10% to 200% of the class 3 compatibility levels specified in 
(IEC 61000–2–4, 2002) for Class A instruments and as 10% to 100% of these compatibility 
levels for Class S instruments. 
The class 3 compatibility levels according to (IEC 61000–2–4, 2002) are shown in Table 2. 
Note that the compatibility levels of odd harmonics are higher than the compatibility levels 
of even harmonics. This reflects the fact that in power systems, the odd harmonics are 
usually dominant. 
The compatibility level for total harmonic distortion (THD) is 10% in the class 3. 
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Harmonic order h Class 3 compatibility level % of fundamental 
2 3 
3 6 
4 1.5 
5 8 
6 1 
7 7 
8 1 
9 2.5 
10 1 
11 5 
13 4.5 
15 2 
17 4 
21 1.75 
10 < h ≤ 50 (h even) 1 
21 < h ≤ 45 (h odd multiples of three) 1 
17 < h ≤ 49 (h odd) 4.5·(17/h) – 0.5 
Table 2. Voltage harmonics compatibility levels 
3. Frequency domain methods 
One approach to harmonic estimation is to use some kind of a transform to decompose the 
time series of measured voltage signal samples into frequency components. Most 
commonly, methods based on the Discrete Fourier Transform (DFT) are used but, for 
example, the Discrete Wavelet Transform (DWT) is also sometimes applied as well (Pham & 
Wong, 1999), (Gaouda et al., 2002). 
In Section 3.1, the application of the DFT for harmonic estimation according to the standard 
(IEC 61000-4-7, 2009) is described. In Section 3.2, an alternative method based on the 
Goertzel algorithm (Goertzel, 1958) and its properties are described. 
3.1 Discrete Fourier Transform 
The Discrete Fourier Transform (DFT) and its optimized implementation called the Fast 
Fourier Transform (FFT) is arguably the most used method for harmonic estimation. The 
harmonic measuring instrument described in (IEC 61000–4–7, 2009) is based on this method. 
The DFT of a voltage signal u  whose length is N  samples is described as (Oppenheim et 
al., 1999) 
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2 /
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X k u n e k Nπ
− −
=
= = … −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦∑  (1) 
The result of (1) is a complex frequency spectrum X k⎡ ⎤⎣ ⎦  with frequency resolution of  
 /Sf f NΔ =   (2) 
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where sf  is the sampling frequency. 
The amplitudes of individual frequency components are then calculated as 
 ( ) ( )2 22U k Re X k Im X kN= +⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ ⎣ ⎦  (3) 
In (3), the factor 1 / N  is a normalization factor and the multiplication by two is used to take 
into account the symmetry of a real-input DFT ( [ ] [ ]X k X N k= − ). 
In (IEC 61000–4–7, 2009), the DFT  is applied to 10 cycles (in case of 50 Hz power systems) or 
12 cycles (in case of 60 Hz power systems) of the power system’s fundamental frequency. 
Since the power system’s frequency is varying, the length of the window to which the DFT 
is applied has to be adjusted accordingly. Standard (IEC 61000–4–7, 2009) allows a 
maximum error of this adjustment of ±0.03%. The window adjustment can be done e.g., by 
using a phase-locked loop (PLL) to generate the sampling frequency based on the actual 
power system’s frequency. Alternatively, when the sampling frequency is high enough, the 
window can be adjusted by selecting the number of samples that correspond to 10 (or 12) 
cycles at the measured fundamental frequency. In a 50-Hz system, at least 10 kS/ssf ≅  are 
required to ensure the 0.03% maximum error specification. 
An example of an amplitude DFT spectrum calculated from 10 cycles of the signal shown in 
Fig. 1 is depicted in Fig. 2. 
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Fig. 2. Detail of an amplitude DFT spectrum of a measured power voltage signal 
Note that when processing signals according to the (IEC 61000–4–7, 2009), the frequency 
resolution of the spectrum is 5 Hz for both 50 Hz and 60 Hz power systems. This means that 
the harmonic components (the fundamental, the 2nd and the higher harmonics) can be found 
on indices 10, 20, 30,k = …  for 50 Hz power systems (i.e., 1 [10]U U= , 2 [20]U U= , etc.) and 
on 12, 24, 36,k = …  for 60 Hz power systems. 
3.2 The Goertzel algorithm 
The Goertzel algorithm (Goertzel, 1958) is an efficient algorithm for calculation of individual 
lines of the DFT spectrum. The algorithm applies a second-order infinite impulse response 
(IIR) filter to the samples of the voltage signal in order to calculate one spectrum line. 
The Goertzel algorithm calculates the line k  of the spectrum using 
 2 /[ ]   e   [  –  1] –   [  –  2]k NX k s N s Nπ=  (4) 
where 
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 [ ]    [ ]   2 cos(2 / )  [  1] –   [  –  2]s n u n k N s n s nπ= + − , (5) 
[ 1] [ 2] 0s s− = − = , [ ]u n  is the measured voltage signal, N  is the number of samples being 
processed and [0; 1]n N∈ − . 
The Goertzel algorithm is more efficient than the Fast Fourier Transform (FFT) when the 
number of spectrum lines to be calculated ( H ) meets the condition 
 2 log  ( )H N≤ . (6) 
However, even when the number of spectrum lines to be calculated does not fulfill the 
condition (6), the application of the Goertzel algorithm can be advantageous in some cases. 
It is faster than implementing DFT according to its definition (1) and unlike most of the 
implementations of the FFT, the Goertzel algorithm does not require N to be an integer 
power of two. Although algorithms for fast calculation of DFT when the number of samples 
is not equal to power of two exist, e.g. (Rader, 1968), many libraries for digital signal 
processing include only the radix-2 FFT. For the Goertzel algorithm, it is sufficient to ensure 
that N contains an integer number of fundamental periods (to avoid problems with 
spectrum leakage). 
4. Time domain methods 
Section 3 described methods for estimation of voltage harmonics in the frequency domain. 
However, it is possible to estimate the harmonics in the time domain as well. The time-
domain approaches are based on a least-square fitting procedure that attempts to estimate 
the parameters of the voltage signal’s model so the root-mean-square error between the 
model and the measured signal is minimized. 
The time domain methods that try to fit one or more single-tone harmonic signals on the 
measured signal are in general called sine fitting algorithms. 
The general model of a signal that contains multiple harmonic components can be written as 
 ( )
1
cos 2
H
h h h
h
u U f t Cπ φ
=
⎡ ⎤= + +⎣ ⎦∑  (7) 
where hU  are the amplitudes of individual harmonics, hf  their frequencies (expressed as 
an integer multiple of the fundamental’s frequency: 1hf h f= ⋅ ), hϕ  their phases, C  is the dc 
component and H  is the number of harmonics included in the model. 
For the purpose of the sine fitting algorithms, it is convenient to re-write (7) as 
 ( ) ( )
1
cos 2 sin 2
H
h h h h
h
u A f t B f t Cπ π
=
⎡ ⎤= + +⎣ ⎦∑  (8) 
where hA  are the in-phase and hB  are the quadrature components. 
The amplitudes hU  and phases hϕ  can be then calculated as 
 2 2h h hU A B= + , (9) 
 ( )atan2 ;h h hB Aϕ = − . (10) 
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4.1 The 3- and 4-parameter sine fitting algorithm 
The 3- and 4-parameter sine fitting algorithms are described in (IEEE Std. 1057-2007, 2008) 
where they are used for testing of analog to digital converters in waveform recorders. 
The 3-parameter algorithm estimates the amplitude and the phase of a signal whose 
frequency is known. With the frequency known, model (8) is a linear function of the 
remaining unknown parameters. Thus, the calculation using the 3-parameter sine fitting 
algorithm is non-iterative and is based on solving 
 ( ) 1T T TA B C −=⎡ ⎤⎣ ⎦ D D D u  (11) 
where u  is the column vector of measured voltage samples, D  is a matrix 
 
( ) ( )
( ) ( )
( ) ( )
0 0
1 1
1 1
cos 2 sin 2 1
cos 2 sin 2 1
cos 2 sin 2 1N N
ft ft
ft ft
ft ft
π π
π π
π π− −
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
D # # #  (12) 
and nt  are the timestamps of voltage samples. 
The accuracy of the 3-parameter sine fitting algorithm depends on the frequency estimate. 
The frequency can be estimated using algorithms such as the Interpolated DFT (IpDFT) 
algorithm (Renders et al., 1984); however, many algorithms are applicable for this task 
(Slepička et al., 2010). 
In case the frequency estimate is not sufficiently accurate (Andersson & Händle, 2006), the 4-
parameter algorithm can be used. Including the frequency in the algorithm makes the least-
square procedure non-linear, which means that the algorithm has to use an iterative 
optimization process to find the optimum value of the estimated parameters. 
The 4-parameter sine fitting algorithm solves the equation 
 ( ) ( ) ( ) ( ) ( )( ) ( ) ( )1T T TΔi i i i i i iA B C ω −⎡ ⎤⎡ ⎤ ⎡ ⎤= ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦D D D u  (13) 
where i is the iteration number, ω  is the angular frequency 2 fω π= ; ( )iωΔ  is the change of 
the angular frequency from the previous iteration, matrix D(i) is 
 ( )
( )( ) ( )( ) ( ) ( )
( )( ) ( )( ) ( ) ( )
( )( ) ( )( ) ( ) ( )
1 1 1
0 0 0
1 1 1
1 1 1
1 1 1
1 1 1
cos sin 1
cos sin 1
cos sin 1
i i i
i i i
i
i i i
N N N
t t t
t t t
t t t
ω ω α
ω ω α
ω ω α
− − −
− − −
− − −
− − −
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
D
# # # #
, (14) 
and ( ) ( ) ( ) ( )( ) ( ) ( )( )1 1 1 1 1sin cosi i i i it A t t B t tα ω ω− − − − −= − × + × . 
The iterative computation continues until the absolute relative change of the estimated 
frequency drops below a predefined threshold or until the maximum number of allowed 
iterations is exceeded. 
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In order to estimate the voltage harmonics, first, the 4-parameter sine fitting algorithm is 
applied to the voltage signal and the signal’s fundamental frequency, amplitude and phase 
are estimated. In the second step, the 3-parameter algorithm is repeatedly applied to the 
residuals after estimation of the fundamental to estimate the individual higher harmonics. 
This means that the frequency supplied to the 3-paramater algorithm is an integer multiple 
of the fundamental’s estimated frequency. 
4.2 The multiharmonic fitting algorithm 
The previously described combination of the 4- and 3-parameter sine fitting algorithms 
estimates the harmonic amplitudes and phases one by one. The advantage of this approach 
is that it keeps the computational requirements low because in each step only operations 
with small matrices are required. Its weak point is that it relies on the accuracy of the 
estimation of the fundamental frequency using the 4-paramater algorithm. Since the 3- and 
4-parameter algorithms take into account only one frequency at a time, the other frequencies 
contained in the signal act as disturbances that affect the final estimate of the frequency and 
of the harmonic amplitudes. 
The multiharmonic fitting algorithm (Ramos et al., 2006) provides more accurate but also 
computationally heavier approach. It uses an optimization procedure in which all the 
parameters (i.e., the fundamental’s frequency and the amplitudes and phases of all 
harmonics) are estimated at the same time. 
There are two versions of the multiharmonic fitting algorithm: non-iterative and iterative 
version. 
The non-iterative version is similar to the 3-parameter sine fitting algorithm. It assumes that 
the signal’s fundamental frequency is known and estimates the remaining parameters (the 
components hA  and hB  of the harmonic amplitudes and the dc component C ) 
 ( ) 1T T T1 1 2 2 H HA B A B A B C −=⎡ ⎤⎣ ⎦ D D D u"  (15) 
where D is a matrix 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
0 0 0 0 0 0
1 1 1 1 1 1
1 1 1 1 1 1
cos sin cos 2 sin 2 cos sin 1
cos sin cos 2 sin 2 cos sin 1
 
cos sin cos 2 sin 2 cos sin 1N N N N N N
t t t t H t H t
t t t t H t H t
t t t t H t H t
ω ω ω ω ω ω
ω ω ω ω ω ω
ω ω ω ω ω ω− − − − − −
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
D
"
"
# # # # % # # #
"
 (16) 
and ω  is the angular frequency of the fundamental. 
As in the case of the 3-parameter sine fitting algorithm, the non-iterative multiharmonic 
algorithm relies on the initial frequency estimate. However, the initial estimate can be 
improved using an iterative optimization procedure. 
The iterative multiharmonic fitting algorithm adds the frequency into the calculations 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )1T T T11 1 2 2 Δi i i i i i i i i i iH HA B A B A B C ω −− ⎡ ⎤⎡ ⎤ ⎡ ⎤= ⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦ ⎣ ⎦D D D u"  (17) 
where ( )iD  is a matrix 
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 ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1
0 0 0 0 0
1
1 1 1 1 1
1
1 1 1 1 1
cos sin cos sin 1
cos sin cos sin 1
cos sin cos sin 1
i
i
i
i
N N N N N
t t H t H t t
t t H t H t t
t t H t H t t
ω ω ω ω α
ω ω ω ω α
ω ω ω ω α
−
−
−
− − − − −
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
D
"
"
# # % # # # #
"
 (18) 
and ( ) ( ) ( ) ( )( ) ( ) ( )( )1 11 1 1
1
sin cos
H
i ii i i
h h
h
t A ht h t B ht h tα ω ω− −− − −
=
⎡ ⎤= − +⎢ ⎥⎣ ⎦∑ . 
5. Calculation of the Total Harmonic Distortion 
The Total Harmonic Distortion (THD) is an important indicator used to express the total 
amount of harmonic components. It is defined as 
 
2
2
1
H
hh UTHD
U
== ∑  (19) 
and expressed in relative units or in percents. 
For stationary signals whose length is exactly 10 cycles (or 12 in case of 60 Hz power 
systems) the whole energy of a harmonic component is concentrated in one frequency bin. 
However, if the signal’s parameters such as its fundamental frequency vary, the energy will 
leak into neighbouring frequency bins (spectral leakage). To take into account this effect, the 
standard (IEC 61000-4-7, 2009) defines, besides the THD, two more indicators: the group 
total harmonic distortion (THDG) and the subgroup total harmonic distortion (THDS). 
The group total harmonic distortion is defined as 
 
2
,2
,1
H
g hh
g
U
THDG
U
== ∑  (20) 
where 
 
12
2 2 2 2
,
12
1 1
2 22 2
P
g h
Pk
P PU U P h U P h k U P h
−
=− +
⎡ ⎤ ⎡ ⎤= ⋅ − + ⋅ − + ⋅ +⎡ ⎤⎣ ⎦⎣ ⎦ ⎣ ⎦∑  (21) 
and P  is the number of fundamental periods within the signal ( 10P =  for 50 Hz power 
systems and 12P =  for 60 Hz power systems). 
The subgroup total harmonic distortion is defined as 
 
2
,2
,1
H
sg hh
sg
U
THDS
U
== ∑  (22) 
where 
 
1
2 2
,
1
.sg h
k
U U P h k
=−
= ⋅ +⎡ ⎤⎣ ⎦∑  (23) 
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Note that only the THD can be calculated when using the time-domain fitting algorithms. 
The Goertzel algorithm is not suitable when THDG and THDS have to be estimated, because 
as the number of spectrum lines that have to be calculated increases, the algorithm’s 
computational requirements also increase significantly. 
6. Comparison of the methods 
In this section, the above described methods for harmonics estimation are compared. Their 
accuracy is discussed in Section 6.1, while Section 6.2 focuses on the computational 
requirements of individual algorithms. 
6.1 Accuracy 
The standard (IEC 61000-4-30, 2008) specifies the conditions under which power quality 
measuring instruments should be tested. The standard recognizes three classes of 
instruments: Class A, Class S and Class B instruments. While for classes A and S the tests 
and required performance is described in the standard, the performance of Class B 
instruments is specified by manufacturer. 
As it was described in Section 2 of this chapter, the levels of harmonics in signals used for 
testing should be up to 200% of the values in Table 1 for Class A instruments and 100% of 
these values for Class S instruments. Furthermore, the test signals should contain other 
disturbances and variations of parameters as described by the three testing states. The most 
important parameters of these testing states are summarized in Table 3. 
 
Influence 
quantity Testing state 1 Testing state 2 Testing state 3 
Frequency fnom ± 0.5 Hz fnom – 1 Hz ± 0.5 Hz fnom + 1 Hz ± 0.5 Hz 
Flicker Pst < 0.1 Pst = 1 ± 0.1 Pst = 4 ± 0.1 
Voltage Udin ± 1% 
determined by flicker 
and interharmonics 
determined by flicker 
and interharmonics 
Interharmonics 0% to 0.5% Udin 1% ± 0.5% Udin at 7.5·fnom 1% ± 0.5% Udin at 3.5·fnom 
Table 3. Testing conditions for Class A and S instruments according to IEC 61000-4-30 
In Table 3, nomf  designates the nominal power frequency, stP  is the short-term flicker 
severity and dinU  is the nominal input voltage. 
Test signals according to the three testing states were simulated in order to test the above 
described algorithms for harmonic estimation. Harmonics were added to the signals to 
achieve signals with THD = 20%. The phases of harmonics were random and the 
distribution of harmonic amplitudes was as follows from Table 4. 
The testing signals also contained white Gaussian noise corresponding to a signal to noise 
ratio of 75 dB (the noise was added to simulate the equivalent noise of an ideal 12-bit analog 
to digital converter). The Goertzel algorithm, the combined 4- and 3- parameter sine fitting 
algorithm, the non-iterative multiharmonic fitting and the iterative multiharmonic fitting 
algorithm were applied to 10 000 of such test signals and the maximum error of estimation 
of individual harmonic amplitudes was calculated. The maximum allowed error for 
individual harmonics calculated using the Table 1 are shown in Fig. 3a and Fig. 3b for Class 
A and Class S instruments, respectively. The simulation results for the three testing states 
are shown in Fig. 4, Fig. 5 and Fig. 6. 
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Harmonic order h 
Amplitude 
(in % of the 
fundamental) 
2nd 4% 
3rd 12% 
4th 2% 
5th 10% 
7th 4% 
h odd from 9th to 17th 2% 
h even from 6th to 18th 1.6% 
h from 19th to 50th 1.6% 
Table 4. Distribution of harmonic amplitudes in the test signals 
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Fig. 3. Maximum allowed error of harmonic estimation for a) Class A and b) Class S 
instruments 
From the comparison of Fig. 4a, Fig. 5a and Fig. 6a with Fig. 3a it can be seen that the DFT 
(i.e., also the Goertzel algorithm), the non-iterative multiharmonic fitting and the iterative 
harmonic fitting are all suitable for a Class A instrument according to the IEC 61000-4-30 
specification. The combined 4- and 3-paramter sine fitting algorithm produces worse results. 
However, this algorithm can still be used in Class S or Class B instruments (compare Fig. 4b, 
Fig. 5b and Fig. 6b with Fig. 3b). Note that the harmonic levels employed in the test 
corresponded to Class A testing; for Class S lower levels should be applied (e.g., the THD 
should be up to 10%). 
From Fig. 4a, Fig. 5a and Fig. 6a it can be seen that the multiharmonic algorithms are more 
accurate than the DFT calculation and that the difference between the results provided by 
the non-iterative and the iterative multiharmonic algorithm is negligible. The main 
difference between these two algorithms is in the estimates of the phases and in the 
frequency estimate, which are not employed when estimating only harmonic amplitudes. 
In the following test, the accuracy of estimation of the THD was investigated. Signals with THD 
ranging from 0.5% up to 20% were simulated. The signals contained influencing quantities 
according to the testing state 3 (see Table 3) and normally distributed additive noise 
corresponding to the equivalent noise of an ideal 12-bit analog to digital converter. In 
total, 10 000 of such signals were simulated and the considered algorithms were applied to 
them. The DFT was used to calculate the values of THD (19), THDG (20) and THDS (22). The 
maximum absolute errors of estimation of the THD using all the algorithms are shown in Fig. 7. 
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Fig. 4. Accuracy of estimation of harmonic amplitudes – testing state 1 
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Fig. 5. Accuracy of estimation of harmonic amplitudes – testing state 2 
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Fig. 6. Accuracy of estimation of harmonic amplitudes – testing state 3 
The calculation of the THDG values includes all the spectrum lines of the DFT spectrum. 
This means, that it includes also the frequencies that contain spurious components (e.g., the 
interharmonic component) and the noise. This explains the poor results of the THDG shown 
in Fig. 7. The rest of the algorithms produced almost identical results. Only the combined 4- 
and 3-parameter sine fitting algorithm performs slightly worse for higher values of the THD. 
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Fig. 7. Accuracy of estimation of the THD – testing state 3 
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6.2 Computational requirements 
In this section, the memory and processing time requirements of the previously described 
algorithms are discussed. 
The memory requirements of the algorithms for fast calculation of the DFT depend on the 
particular implementation and can differ substantially. For example, the real radix-2 FFT 
available as a library function in the VisualDSP++ development environment for digital 
signal processors (Analog Devices, 2010) requires 2 × N memory spaces to store the real and 
imaginary part of the result and 3 × N/4 memory space to store the twiddle factors. 
The Goertzel algorithm has very low memory requirements which do not depend on the 
number of processed samples  N. A typical implementation requires only 4 memory spaces: 
2 for the variable s; one for the multiplication constant in (5) and one auxiliary variable. 
When implementing the 3- and 4-parameter sine fitting algorithms by the definition (see (11) 
and (13), respectively), it is necessary to construct the matrix D  whose size is 3N ×  and 
4N × , respectively. However, both algorithms can be optimized by constructing directly the 
resulting matrices TD D  and TD u . This way, only matrices 3 3×  and 3 1×  (in the case 3-
parameter sine fitting algorithm) or 4 4×  and 4 1×  (in the case 4-parameter sine fitting 
algorithm) have to be stored in the memory. Besides saving memory space, this approach is 
also faster because some of elements of these matrices are identical (Radil, 2009). This way, 
the 3-parameter algorithm requires 24 memory spaces and the 4-paramater algorithm 
requires 40 memory spaces independent of the length of the processed signal. The values 
include the space for intermediate results and exclude memory space required to calculate 
the initial estimate. 
The multiharmonic fitting algorithms are more complex and attempts to construct the 
matrices TD D  and TD u  directly lead to higher computational burden. The non-iterative 
multiharmonic algorithm requires ( ) ( ) ( )22 2 1 2 2 1N H H+ × + + × +  memory space and the 
iterative algorithm requires ( ) ( ) ( )22 2 2 2 2 2N H H+ × + + × +  (including the space for 
intermediate results and excluding memory space required to calculate the initial estimate). 
Another important parameter of methods for estimation of harmonics is their time 
consumption because in power quality monitoring it is usually required that all the 
processing, including the harmonic estimation, is performed in real-time. 
To test the processing time required by individual algorithm, 10 000 signals with frequency 
49.95 Hzf = , 2%THD =  and random normally distributed noise were simulated. The 
signals were 10 fundamental cycles long (10 010 samples at 50 kS/ssf = ). The average 
processing time of individual algorithms implemented in Matlab was then evaluated and is 
shown in Table 5.  
From Table 5 it can be seen that, as expected, the FFT is the fastest of the considered 
algorithms. However, the Goertzel algorithm, the combined 4- and 3-parameter sine fitting 
algorithm and the non-iterative multiharmonic fitting are also able to work in real-time (the 
length of the processed signal was approximately 200 ms). 
Furthermore, some of the algorithms were implemented in a digital signal processor (DSP) 
Analog Devices ADSP-21369 running at the clock frequency of 264 MHz. A DSP like this one 
can be used for real-time processing in a power quality analyzer (Radil, 2009). Only the 
algorithms, whose implementation fits into the DSP’s internal memory, were selected. The 
algorithms are: 2048-point FFT, the Goertzel algorithm and the combined 4- and 3- 
parameter sine fitting algorithm. The DSP was acquiring a voltage signal from a 
230 V/50 Hz power system at a sampling rate fs=10kS/s.. The average processing times are 
shown in Table 6. 
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The results in Table 6 are similar to the results shown in Table 5 and all three considered 
algorithms are suitable for real-time operation. 
Note that the processing time of the 4-parameter algorithm shown in Table 6 is composed of 
two parts: initial calculations whose length depends only on the number of samples and the 
iterative parts which depends on the number of iterations required by the algorithm to 
converge. In the DSP implementation, the algorithm required on average 3 iterations. 
Significantly higher number of iterations indicates that the processed signal is disrupted by 
e.g., sag or interruption. 
 
 
Method Average processing time (ms) 
FFT 1.0 
Goertzel algorihm 10.2 
Combined 4- and 3-parameter sine fitting algorithm 143 
Non-iterative multiharmonic fitting algorithm 85 
Multiharmonic fitting algorithm 683 
Table 5. Average processing times of the algorithms implemented in Matlab 
 
 
Method Average processing time (ms) 
FFT 0.5 
Goertzel algorihm 1.53 
Combined 4- and 3-parameter sine fitting algorithm 100.2 
Table 6. Average processing times of the algorithms implemented in a DSP 
7. Summary and conclusions 
In this chapter, an overview of several methods applicable for estimation of voltage 
harmonics was provided. The methods include: DFT, the Goertzel algorithm, method based 
on the 4- and 3-parameter sine fitting algorithms, the non-iterative multiharmonic fitting 
and the iterative multiharmonic fitting. 
The DFT algorithm is a standard algorithm recommended by the power quality standards. 
However, as it was shown in Section 6 of this chapter, other methods can provided higher 
accuracy and/or lower computational and implementation requirements. The summary of 
the properties of the discussed methods is shown in Table 7. The selection of the most 
suitable method then depends on the requirements of each application and on the available 
resources. 
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Method Pros Cons 
DFT (FFT) • very fast 
• moderate memory 
requirements 
• many implementations 
work only with number of 
samples that is an integer 
power of two 
Goertzel algorihm • fast 
• very low memory 
requirements 
• signal has to include an 
integer number of periods 
Combined 4- and 3-
parameter sine fitting 
algorithm 
• moderate memory 
requirements 
• signal not limited to an 
integer number of periods 
• low accuracy (but can be 
used for Class S or Class B 
instruments) 
• slow (but still suitable for 
real-time operation) 
Non-iterative 
multiharmonic fitting 
algorithm 
• accurate 
• reasonably fast 
• signal not limited to an 
integer number of periods 
• high memory requirements 
Multiharmonic fitting 
algorithm 
• accurate 
• signal not limited to an 
integer number of periods 
• very slow 
• high memory requirements 
Table 7. Summary of the properties of the described algorithms for harmonic estimation 
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1. Introduction      
In this chapter, various power quality problems created by the widespread use of 
conventional diode bridge rectifiers and line-commutated AC/DC converters have been 
discussed. The impact of these problems on the health of power systems and working of 
sensitive equipments has also been discussed. Need for addressing these burning power 
quality issues has been emphasized. Recent trends of addressing these issues have been 
briefly discussed. A new breed of improved power quality AC/DC converters has been 
discussed in details. Development of various topologies and state-of-art of this breed of 
converters has been discussed briefly. The state-of-the-art multilevel converters used as 
improved power quality converters have been covered in this chapter with emphasis on 
three-level neutral-point clamped converters. This converter has been investigated for 
improved power quality and various simulation results have been presented to prove their 
effectiveness in terms of excellent power quality like nearly unity input power factor and 
negligible harmonic distortion of source current. The simulation results have been obtained 
with sinusoidal PWM and sapce-vector PWM modualtion algorithms. Simulation restls have 
been validated through experimental results which are obtained on a three-level converter 
by real-time implementation of space-vector PWM technique using a real-time DSP board. 
The performance investigation of the converter proves the effectiveness of three-level 
converter in elegantly addressing the burning power quality issues.    We know that power 
systems are designed to operate at frequencies of 50 or 60 Hz. However, certain types of 
loads produce harmonic currents in the power system. The power system harmonics are not 
a new phenomenon. Concern over harmonic distortions has ebbed and flowed during the 
history of electrical power systems. Traditionally the saturated iron in transformers and 
induction machines, electric arc furnaces, welding equipment, fluorescent lamps (with 
magnetic ballasts), etc. have been responsible for the generation of harmonics in electric 
power systems. Most of these equipments also cause the flow of reactive component of 
current in the system. In recent years, many power electronic converters utilizing switching 
devices are being widely used in domestic, commercial and industrial applications, ranging 
from few watts to MWs. However these converters suffer from the drawbacks of harmonic 
generation and reactive power flow from the source and offer highly non-linear 
characteristics. The generation of harmonics and reactive power flow in the power systems 
has given rise to the ‘Electric Power Quality’ problems. Any significant deviation in the 
magnitude of the voltage, current and frequency, or their waveform purity may result in a 
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potential power quality problem. Power quality problems arise when these deviations 
exceed beyond the tolerable limit and can occur in three different ways as frequency events, 
voltage events and waveform events. Distortion of the voltage/current waveforms from the 
normal sinusoidal waveshape is considered as waveform event. One of the most harmful 
waveform events are the harmonic distortions. Harmonics are basically the additional frequency 
components present in the mains voltage or current which are integer multiples of the mains 
(fundamental) frequency. Harmonic distortion originates due to the nonlinear characteristics of 
devices and loads on the power system. The inter-harmonics are due to the presence of 
additional frequencies which are non-integral multiples of the mains frequency. Moreover, 
notching is a periodic voltage disturbance caused by the normal operation of power 
electronic devices when current is commutated from one phase to another.  
All these disturbances may originate problems to both utility and customers. Among them, 
harmonic distortions are considered one of the most significant reasons for power quality 
problems. Harmonic problems counter many of the conventional rules of the power system 
design and operation that consider only the fundamental frequency. Harmonic distortions 
are mainly caused by the nonlinear devices in which the current is not proportional to the 
applied voltage as shown in Fig. 1, where a nonlinear resistor is supplied by a sinusoidal 
voltage source. The resulting current is distorted while the applied voltage is perfectly 
sinusoidal. Increasing the voltage by a few percent may cause the current to double and take 
a different waveshape. This, in essence, is the source of harmonic distortion in the power 
system. 
 
Nonlinear 
Resistor v(t) 
i(t) 
 
Fig. 1. Current distortion caused by nonlinear resistor 
 
 
Fig. 2. Distorted voltage at load bus caused by harmonic current flow through the system 
impedance 
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2. Causes and effects of harmonics and reactive power 
Any device with nonlinear characteristics that derives input power from a sinusoidal 
electrical system may be responsible for injecting harmonic currents and voltages into the 
electrical power system. Developments in digital electronics and power semiconducting 
devices have led to a rapid increase in the use of nonlinear devices. Power converters, most 
widely used in industrial, commercial and domestic applications are considered the primary 
source of undesired harmonics. In converter theory, the DC current is considered to be 
constant and the line currents at the AC side will consist of abrupt pulses instead of a 
smooth sinusoidal wave. Power, the product of voltage and current, at the DC side contains 
harmonics in the current/voltage. Since no energy storage can take place in the elements of 
a converter, the power balance of the input and output requires harmonics in the input 
power, and thus harmonic currents will flow in the supply lines. Energy balance 
considerations show and Fourier analysis of the square waves confirm that for a 6-pulse 
converter, each 6n harmonics in the DC voltage requires harmonic currents of frequencies 
6n±1 in the AC lines. Harmonics are the integral multiples of fundamental frequency 
superimposed on the fundamental frequency. These harmonics combine with the 
fundamental to form distorted waveshapes. 
Harmonics are caused by the loads in which the current waveform does not conform to the 
fundamental waveform of the supply voltage. These loads are called the nonlinear loads 
and are the source of harmonic current and voltage distortion. Current harmonics generated 
by these nonlinear loads are propagated throughout the power network. Voltage distortion 
is the result of these distorted currents passing through the series impedance of the system, 
as shown in Fig. 2. Harmonic current passing through the system impedance causes a 
voltage drop for each harmonic and results in voltage harmonics appearing at the load bus 
and leads to power quality problems. The most common measure of distortion is the total 
harmonic distortion, THD. THD applies to both current and voltage and is defined as the 
rms value of harmonics divided by the rms value of the fundamental, multiplied by 100. 
THD of current varies from a few percent to more than 100%. THD of voltage is usually less 
than 5% but values above 10% are definitely unacceptable and cause problems for the 
sensitive equipment and loads. Most of the power electronic loads include AC/DC converters 
which are the primary source of harmonics and reactive power flow in a power system.   
Some of the commonly used AC/DC converters have been simulated using 
MATLAB/Simulink software. The waveforms of source voltage and source current in all the 
cases have been plotted and the harmonic spectrum of source current in all the cases has 
been obtained to prove the power quality problems (like injection of harmonics in source 
current and deterioration of input power factor) created by these converters. Fig. 3 depicts 
the load voltage and load current waveforms of a single-phase diode bridge rectifier driving 
an R-L load. Fig. 4 shows the corresponding source voltage and source current waveforms. 
It can be clearly seen from the harmonic spectrum of source current in Fig. 5 that the source 
current in highly distorted with a THD of about 43%. Fig. 6 shows the waveforms of source 
voltage and source current drawn by a single-phase practical bridge rectifier with a filter 
capacitor connected across the load and Fig. 7 shows the corrrsponding harmonic spectrum 
of the source current  which shows the THD of source current as high as 54.24%. Fig. 8 
shows the waveforms for source voltage and source current for a single-phase fully-
controlled converter driving an R-L load at a firing angle of 90° and Fig. 9 shows source 
current harmonic spectrum with a THD of 54.25%. Fig. 10 shows the phase A source voltage 
and source current waveforms for a three-phase fully-controlled converter driving an R-L 
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load at a firing angle of 90°. Fig. 11 shows the source current harmonic spectrum with a 
THD of about 42%. Thus the above simulated results show that the diode bridge rectifiers 
and phase-controlled converters create serious power quality problems in terms of 
distortion of the source current and deterioration of input power factor. 
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Fig. 3. Load voltage and load current waveforms of a single-phase bridge rectifier with R-L 
load 
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Fig. 4. Source voltage and source current waveforms of a single-phase bridge rectifier with 
R-L load 
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Fig. 5. Harmonic spectrum of source current 
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Fig. 6. Source voltage and source current waveforms of a single-phase practical bridge 
rectifier 
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Fig. 7. Harmonic spectrum of source current 
  
0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
-200
-150
-100
-50
0
50
100
150
200
time(sec)
V
s(
vo
lts
) &
 Is
(a
m
ps
) Vs
Is
 
 
Fig. 8. Source voltage and source current waveforms of a single-phase fully-controlled 
converter at α=90° 
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Fig. 9. Harmonic spectrum of source current 
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Fig. 10. Source voltage and source current waveforms of a three-phase line- commutated 
converter at α=90° 
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Fig. 11. Harmonic spectrum of source current 
AC/DC power converters are extensively used in various applications like power supplies, 
DC motor drives, front-end converters in adjustable-speed AC drives, HVDC transmission, 
SMPS, fluorescent lights (with electronic ballasts), utility interface with non-conventional 
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energy sources, in process technology like welding, power supplies for telecommunications 
systems, aerospace, military environment and so on. Traditionally, AC-DC power 
conversion has been dominated by diode or phase-controlled rectifiers which act as non-
linear loads on the power systems and draw input currents which are rich in harmonics and 
have poor supply power factor, thus creating the power quality problem for the power 
distribution network and for other electrical systems in the vicinity of rectifier. The other 
associated problems with these converters include: 
• Large reactive power drawn by rectifiers from the power system which requires that 
the distribution equipment handle large power, thus increasing its volt-ampere ratings; 
• Voltage drops at the buses; 
• Higher input current harmonics resulting in the distorted line current which tends to 
distort the line voltage waveform. This often creates problems in the reliable operation 
of sensitive equipment operating on the same bus; 
• Increased losses in the equipments (due to harmonics) such as transformers and motors 
connected to the utility; 
• Electromagnetic interference with the nearby communications circuits; 
• Excessive neutral current, resulting in overheated neutrals. The currents of triplen 
harmonics, especially odd harmonics (3rd, 9th, 15th,…) are actually additive in the neutral 
of three-phase Y-connected circuits; 
• Incorrect reading meters, including induction disc-type W-hr meters and averaging 
type current meters; 
•  Blown-fuses on power factor correction capacitors due to high voltages and currents 
from resonance with line impedance and capacitor bank failures; 
• Mal-operation of equipments such as computers, telephone systems, and electronic 
controllers; 
•  Nuisance operation of protective devices including false tripping of relays and failure 
of a UPS to transfer properly, especially if the controls incorporate zero-crossing 
sensing circuits; 
•  Damaging dielectric heating in cables and so on. 
 
SCR=I/I1 <II II<h<17 17<h<23 23<h<35 35<h TDD 
<20 4.0 2.0 1.5 0.6 0.3 5.0 
20-50 7.0 3.5 2.5 1.0 0.5 8.0 
50-100 10.0 4.5 4.0 1.5 0.7 12.0 
100-1000 12.0 5.5 5.0 2.0 1.0 15.0 
>1000 15.0 7.0 6.0 2.5 1.4 20.0 
Table 1. IEEE 519 Current Distortion Limits 
Various standards are set to limit the harmonics by nonlinear loads. IEEE standard 519 was 
first issued in 1991. It gave the first guidelines for system harmonics limitations and was 
revised in 1992 [10]. IEEE 519-1992 Recommended Practices and Requirements for 
Harmonic Control in Electrical Power Systems provide the guidelines for determining what 
are the acceptable limits. The harmonic limits for current depend on the ratio of Short 
Circuit Current (SCC) at the Point of Common Coupling (PCC) to the average Load Current 
of maximum demand over one year, as illustrated in Table 1. Thus the basic philosophy of 
IEEE 519-1992 is to limit the harmonic current injected into the power system and to make 
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utility responsible for maintaining the voltage distortion. The IEC 61000 series is an 
internationally accepted set of standards and comprises of IEC 61000-3-2, 61000-3-3, 61000-3-
4, 61000-3-5, and 61000-3-6. However, IEC 61000-3-4 is the most relevant one for industrial 
installations. The IEEE 519 standard limits the harmonics primarily at the service entrance, 
while IEC-3-2 is applied at the terminals of end-user equipment. 
3. Classical solutions and recent trends 
Classically, shunt passive filters consisting of tuned LC filters and/or high pass filters are 
used to suppress the harmonics and power capacitors are employed to improve the power 
factor of the utility/mains. The shunt passive filters are tuned most of the time to a 
particular harmonic frequency to be eliminated so that a low impedance is offered at the 
tuned frequency than the source impedance in order to reduce the harmonic current flowing 
into the source. Thus, the filtering characteristics are determined by the impedance ratio of 
the source and passive filter. Therefore the shunt passive filters suffer from the following 
drawbacks: 
1. The source impedance, which is not accurately known and varies with the system 
configuration, strongly influences the filtering characteristics of the shunt passive filter. 
2. The shunt passive filter acts as a sink to the harmonic current flowing from the source. 
In the worst case, the filter may fall in series resonance with the source impedance. 
3. At a specific frequency, an anti-resonance or parallel resonance may occur between the 
source impedance and the shunt passive filter, which is also called the harmonic 
amplification. 
4. As both the harmonics and the fundamental current component flow into the filter, the 
capacity of filter must be rated by taking into account both the currents. 
5. Increase in harmonic current component can overload the filter. 
6. If a good level of compensation is required, one needs as many filters as the number of 
harmonics to be eliminated 
Conventional methods of var compensation are based on the vars generated or absorbed by 
the passive elements having energy storage capability. Dynamic compensation is achieved 
either by Switched Capacitor Var Compensators or Switched Capacitor and Thyristor 
Controlled Reactors. As the vars generated or absorbed are directly proportional to the 
energy storage capability of the passive elements used, their size increases with the 
increment in the vars to be compensated. Introduction of the sizeable inductors and 
capacitors into the system may lead to resonance created by the peripheral low frequency 
current sources. Moreover, the capability of this class of compensators to manipulate vars 
depends on the voltage level prevailing at the point where they are connected. Since the bus 
voltage reduces as the var demand increases, the compensators fail to perform when their 
participation is most needed. Also, they pollute the utility with low order harmonics which 
are difficult to filter. The sensitivity of these problems has attracted the attention of 
researchers to develop the techniques with adjustable and dynamic components. Extensive 
research is being carried out in the field of harmonics and reactive power compensation to 
overcome these limitations. With the continuous proliferation of nonlinear type loads, the 
requirements of power compensation involved avoidance of harmonic current generation 
also in addition to compensating for the reactive power generation. The equipments used 
for the harmonic compensation in addition to var compensation are known as Active Power 
Filters (APFs) [1,5,11,22]. These filters have provided the required harmonic filtering and 
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control performance in comparison to conventional shunt passive filters and static var 
compensators. The objectives of active filtering are to solve these problems by combining the 
advantages of regulated systems with reduced rating of the necessary passive components. 
The APFs are generally built around a PWM converter with capacitor/inductor on its DC 
side. The PWM converter switches are controlled to draw/supply a compensating current 
from/to the utility so that it cancels the current harmonics on the AC side by generating the 
nonlinearities opposite to the load nonlinearities and makes the source current almost 
sinusoidal which may be in phase or phase displaced with mains voltage, based on both 
harmonic and reactive power compensation requirements or only harmonics compensation 
requirement. In addition to the harmonics and reactive power compensation, APFs are also 
used to eliminate voltage harmonics, for load balancing, to regulate the terminal voltage, to 
suppress the voltage flickers, etc. These wide range of objectives are achieved either 
individually or in combination depending upon the requirements, control strategy and 
configuration, which is to be selected appropriately. 
Based on the objectives, the APFs are broadly classified as Shunt Active Power Filter, Series 
Active Power Filter, and Hybrid Power Filter. However, the APFs suffer from the drawback 
of large size and rating (in some cases, the filter rating may be comparable with that of the 
load), complexity in the control and cost.  
4. Improved power quality AC/DC converters 
A new breed of AC/DC Power Converters has been developed to overcome all the 
drawbacks of passive filters, var compensators and active power filters used for harmonics 
and reactive power compensation. This new breed of converters is specifically known as 
Power Factor Correction Converters (PFCs), Switched Mode Rectifiers (SMRs), PWM 
Converters, Improved Power Quality Converters (IPQCs), and High Power Factor 
Converters (HPFCs). They are included as an inherent part of the AC-DC conversion system 
which produces excellent power quality at the line-side and load-side, higher efficiency, and 
reduced size. The power quality issues created by the use of conventional AC/DC 
converters are elegantly addressed by IPQCs. The output voltage is regulated even under 
the fluctuations of source voltage and sudden load changes. The PWM switching pattern 
controls the switchings of the power devices for input current waveshaping so that it 
becomes almost harmonic-pollution free and in phase with the source voltage, thus 
producing a nearly sinusoidal supply current at unity power factor without the need of any 
passive or active filter for harmonics and reactive power compensation. The reduced size of 
magnetics used in the converter system and the single-stage power conversion techniques 
have resulted in the development of reduced size, high power density, efficient, and reduced 
cost power converters. They have been made possible mainly because of the use of modern 
solid state, self-commutating power semiconducting devices such as Power MOSFETs, IGBTs, 
IGCTs, GTOs, etc. Remarkable progress in the capacity and switching speed of these devices 
has made it possible to develop the IPQCs for medium and large power applications. The 
parallel progress in the processors and high-speed DSPs has made it possible to implement the 
complex and computation-intensive control algorithms at very high speeds for the control of 
IPQCs. In fact, the development and progress in the fields of power semiconducting devices 
and DSPs has revolutionized the field of Power Electronics in recent past.  
Improved Power Quality Converters are being developed with unidirectional and 
bidirectional power flow capabilities. Three-phase unidirectional IPQCs are realized using a 
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three-phase diode bridge followed by step-down chopper, step-up chopper, step-down/up 
chopper, isolated, forward, flyback, push-pull, half-bridge, full-bridge, SEPIC, Cuk, Zeta, 
and multilevel converters. A high-frequency isolation transformer offers reduced size, 
weight, cost, appropriate voltage matching and isolation. On the other hand, three-phase 
bidirectional IPQCs consist of basic converters such as push-pull, half-bridge, voltage source 
converter (VSC) topology, or current source converter (CSC) topology. Four-quadrant three-
phase AC/DC power converters are normally implemented using matrix converters. 
 Due to all these advantages, IPQCs have generated tremendous interest among the 
researchers and application engineers to solve the increasing power quality problems. In 
fact, when an application engineer is at a decision stage, the active solution is advantageous 
over the passive filtering.  
5. Converter topologies 
Broadly, Three-phase Improved Power Quality Converters have been classified on the basis 
of the converter topology as Boost, Buck, Buck-Boost and Multilevel converters with 
unidirectional and bi-directional power flow and the type of converter used as 
unidirectional and bi-directional converters. B. Singh, et. al.  [23] presented the broad 
classification of three-phase IPQCs. In case of three-phase boost converters, the output 
voltage is greater than the peak input voltage. Unlike a single-phase boost converter, the 
voltage across the output capacitor does not have low-frequency ripple in balanced 
conditions. Thus a wide bandwidth voltage feedback loop can be used resulting in fast 
voltage control without distorting the input current references. 
Fig. 12 shows one of the topologies of three-phase unidirectional boost converters [19]. High 
power-factor can be easily obtained when three-phase unidirectional boost converters are 
operated in discontinuous conduction mode (DCM) with constant duty cycles [28]. This is 
because the basic types of DC-DC converters, when operating in DCM, have self-power 
factor correction (PFC) property, that is, if these converters are connected to the rectified AC 
line, they have the capability to give higher power factor by the nature of their topologies. 
The peak of the supply-side inductor current is sampling the line-voltage automatically, 
giving boost converter the self-PFC property because no control loop is required from its 
input side. This is an advantage over continuous conduction mode (CCM) PFC circuit in 
which multi-loop control strategy is essential. However the input inductor operating in 
DCM cannot hold the excessive input energy because it must release all its stored energy 
before the end of each switching cycle. As a result, a bulky capacitor is used to balance the 
instantaneous power between the input and output. Also since the input current is normally 
a train of triangular pulses with nearly constant duty ratio, an input filter is necessary for 
smoothing the pulsating input current into a continuous one. Three-phase, unidirectional 
boost converters are widely used nowadays as a replacement of conventional diode 
rectifiers to provide unity input pf, reduced THD at AC mains and constant, regulated DC 
output voltage even under fluctuations of AC voltage and DC load. 
Fig. 13 depicts one of the topologies of bidirectional boost converters. In case of bidirectional 
boost converters operating in CCM [9], since the input current is the inductor current, it can 
be easily programmed by current-mode control. Various current control techniques are 
available for controlling the input current so as to make the input current THD negligible 
associated with a unity input pf. We know that VSIs can reverse the power flow from load 
to DC link as a rectifier. However a standalone voltage source rectifier requires a special DC 
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bus able to keep voltage constant without the requirement of a voltage supply. This is 
accomplished with a DC capacitor and a feedback control loop. Boost converters operating 
in CCM give low dv/dt stress and hence produce low EMI emissions as compared to those 
operating in DCM. The softswitching techniques reduce the di/dt and dv/dt and hence 
improve the performance of bi-directional boost converters by causing low EMI emissions. 
The three-phase bi-directional boost PFCs are suitable for high power applications with 
improved performance as front-end converters with regeneration capability for variable-
speed AC motor drives and also for hoists, cranes, lifts, BESS, line-interactive UPS, etc. [23]. 
Three-phase, buck converters produce output voltages less than the converter input voltage 
[8]. They have some attractive features compared to boost rectifiers such as meeting the 
requirement of varying controllable output DC voltage, inherent short-circuit protection, 
and easy inrush current. One of the topologies of three-phase unidirectional buck converters 
is shown in Fig. 14. Their input currents can be controlled in the open loop and much wider 
voltage loop bandwidth can be achieved. A unidirectional buck converter is a replacement of 
the thyristor semi-converter with improved power quality at AC mains and output DC bus.  
 
 
Fig. 12. Three-phase unidirectional boost converter 
 
 
 
Fig. 13. VSI-bridge-based bidirectional boost converter 
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Fig. 14. Single-switch unidirectional buck converter 
 
 
 
Fig. 15. GTO-based bidirectional buck converter 
Fig. 15 shows one of the topologies of the bidirectional buck converter [23]. A three-phase 
bidirectional buck converter provides a similar function as a conventional thyristor bridge 
converter but with improved power quality such as high power factor and reduced 
harmonic currents at AC mains and fast regulated output voltage with reversible power 
flow [6,14,27]. Two buck converters connected in anti-parallel provide the behaviour similar to 
a dual converter for four-quadrant operation with improved power quality and fast response.  
In three-phase boost converters, the output voltages lower than the supply voltage cannot 
be achieved. Also in three-phase buck converters, the output voltages higher than the 
supply voltage cannot be achieved. However, it has the inherent DC short-circuit current 
and inrush current limitation capability. The three-phase buck-boost type AC/DC 
converters have step-up or step-down output voltage characteristics and also the capability 
of limiting the inrush and DC short-circuit currents. Therefore this type of converter is 
convenient for several power supplies and is highly suitable for input pf correction [7,12,13]. 
Fig. 16 depicts one of the topologies of three-phase unidirectional buck-boost converters. 
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There are some applications which require output DC voltage widely varying from low 
voltage to high voltage with bidirectional DC current as four-quadrant operation and 
bidirectional power flow. As discussed by B. Singh, et. al. [23], the simplest way of realizing 
a three-phase bidirectional buck-boost converter is by using a matrix converter as shown in 
Fig. 17. The three-phase bidirectional buck-boost converters can be used for medium power 
applications in telecommunications and also for motor drive control. 
 
 
 
Fig. 16. Isolated cuk-derived unidirectional buck-boost converter 
 
 
 
Fig. 17. Matrix-converter-based bidirectional buck-boost converter 
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Multilevel Converters (MLCs) are gaining widespread popularity because of their excellent 
performance with reduced THD of input current, high supply power factor, ripple-free 
regulated DC output voltage, reduced voltage stress of devices, reduced dv/dt stresses, and 
hence lower EMI emissions [3,15,16,17,18,20,21,24,25]. They also avoid the use of 
transformers in some applications which further enhances the efficiency of these converters. 
The sinusoidal source currents at unity power factor are produced at reduced switching 
frequencies in comparison with their two-level counterparts. Moreover since an MLC itself 
consists of series connection of switching power devices and each device is clamped to the 
DC-link capacitor voltage through the clamping diodes, it does not require special 
consideration to balance the voltages of power devices.  
On the other hand, the series connection of power devices is a big issue in two-level 
converters. Moreover, in case of a multilevel converter, each device is stressed to a voltage 
Vdc/(n-1), where Vdc is the DC-bus voltage and n is the number of levels. Hence the device 
stress is considerably reduced as the number of levels increases [15]. This makes multilevel 
converters the best choice for the high-voltage and high-power applications and they have 
invited a lot of attention for high-power industrial applications. Nevertheless, the neutral 
point of the neutral point clamped converter is prone to fluctuations due to irregular 
charging and discharging of the output capacitors [20]. Thus the terminal voltage applied at 
the switches on DC side can exceed that imposed by the manufacturer. Moreover the device 
count is large in multilevel converters and complex control is involved [15]. 
Fig. 18 depicts one of the topologies of three-phase, unidirectional multi-level converters 
[23]. These converters also offer boost operation for the output voltage with unidirectional 
power flow. 
 
 
 
Fig. 18. Six-switch unidirectional three-level converter 
J. S. Lai and F. Z. Peng [15] classified the bidirectional MLCs into three main categories as 
diode-clamped MLC, flying capacitor MLC, and cascaded MLC as shown in Fig. 19. In 
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fact, all the three types of multilevel bidirectional converters shown in this Figure can be 
used in reactive power compensation without having voltage unbalance problem. 
 
 
 
(a) 
 
 
 
(b) 
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(c) 
Fig. 19. (a) Three-level diode-clamped bidirectional converter (b) Five-level flying capacitor 
bidirectional converter (c) Three-level converter using H-bridge (cascade) modules 
In case of diode-clamped multilevel converters, the reactive power flow control is easier. But 
the main drawback of this converter is that excessive clamping diodes are required when 
the number of levels is high. In case of flying capacitor multilevel converters, large amount 
of storage capacitors provides extra ride through capabilities during power outage. But the 
main drawback is that a large number of capacitors is required when the number of levels is 
high which makes the system less reliable and bulky and thus more difficult to package. In 
case of cascaded multilevel converters, least number of components is required and 
modularized circuit layout and packaging is possible because each level has the same 
structure and there are no extra clamping diodes or voltage balancing capacitors. But the 
main drawback is that it needs separate DC sources, thus making its applications somewhat 
limited. A comparison of different types of three-phase MLCs, in terms of power 
components required in each type of converter has been given in a tabular form in Table 2. 
 
 Device Count 
Converter Type Diode-Clamped MLC Flying-Capacitor MLC Cascaded MLC 
Main Power Switches ( )1 2n − ×  ( )1 2n − ×  ( )1 2n − ×  
Clamping Diodes ( ) ( )1 2n n− × −  0 0 
DC-Bus Capacitors ( )1n −  ( )1n −  ( )1 /2n −  
Balancing Capacitors 0 ( ) ( )1 2 /2n n− × −  0 
Table 2. Comparison of different types of Multilevel Converters 
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In this table, n specifies the number of levels. Multilevel bidirectional converters are used at 
high power ratings at high voltages with boost voltage for bidirectional power flow. Since 
the multilevel rectifiers offer a number of advantages over their two-level counterparts and 
are a promising alternative to medium and high voltage and high power industrial 
applications, they are a subject of intense research these days. 
6. Three-phase neutral-point clamped bidirectional rectifier 
Improved Power Quality Converters are now seen as a viable alternative over the 
conventional methods of improving the power quality. This new breed of AC/DC 
converters gives excellent power quality indices like nearly unity input power factor, 
negligible THD in source current, reduced ripple factor of load voltage and fast-regulated 
load voltage. Among the various topologies of improved power quality converters 
developed so far, multi-level converters provide the viable solution for medium to high 
power industrial applications at high voltages and have recently developed a great interest 
among the researchers. Diode-clamped multilevel converter is the most popularly used 
topology among the multilevel power converters [15,17,21,24,26].  
Various modulation strategies have been researched for the control of multilevel 
bidirectional converters. Among the various modulation strategies, space vector PWM 
(SVPWM) has been found the best for the control of these converters as this modulation 
technique results in lower switching frequency, better utilization of DC-bus voltage, 
negligible input current THD and addresses the issue of DC-bus capacitor voltage 
unbalance in the neutral-point clamped converters. In fact, the large number of redundant 
switching states in SVPWM is being exploited for the balance of DC-bus capacitor voltages. 
The development of high speed DSPs has made possible the implementation of 
computation-intensive algorithm like SVPWM in multilevel converters where the 
complexity and computational burden increases excessively, especially for higher number of 
levels. The development of DSPs for real-time simulation has added a new dimension in the 
easy implementation of very complex control algorithms for the control of multilevel 
converters.  
The performance of a three-phase, three-level bidirectional rectifier using sinusoidal pulse-
width modulation (SPWM) technique and space vector pulse-width modulation (SVPWM) 
technique is evaluated in this chapter. A comparative evaluation of the three-level converter 
using above modulation techniques is performed to emphasize the advantages offered by 
SVPWM technique over SPWM technique for the control of these converters.  
Fig. 20 shows the power circuit of a three-phase three-level (neutral-point clamped) 
bidirectional rectifier. In this circuit topology, each power switch is stressed to half the DC 
bus voltage instead of full DC bus voltage as is the case with two-level converters. 
The independent power switches (Tx1 and Tx2, x = a, b, c) are controlled in each leg of the 
converter. The constraints for four power switches in an arm of the converter are defined so 
as to avoid the power switches conducting at the same time. 
 ' 1xi xiT T+ =  (1) 
where Txi = 1(or 0) if the power switch Txi  is turned on (or off) and x a,b,c= and i 1,2= .  
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Four switching states are possible for each rectifier leg. However, only three valid switching 
states can be generated to achieve three voltage levels on the AC terminals of rectifier leg. 
The equivalent switching functions of the rectifier are defined below: 
 aS = '
' '
1 2
1 2
1 2
1
0
1
a a
a a
a a
if T and T are turned on
if T and T are turned on
if T and T are turned on
⎧⎪⎪⎨⎪−⎪⎩
 (2) 
 bS = '
' '
1 2
1 2
1 2
1
0
1
b b
b b
b b
if T and T are turned on
if T and T are turned on
if T and T are turned on
⎧⎪⎪⎨⎪−⎪⎩
 (3) 
 cS = '
' '
1 2
1 2
1 2
1
0
1
c c
c c
c c
if T and T are turned on
if T and T are turned on
if T and T are turned on
⎧⎪⎪⎨⎪−⎪⎩
 (4) 
Three valid operation modes in leg-A of the converter are as: 
Operation mode 1 (Sa = 1): In this mode, the power switches Ta1 and Ta2 are turned on. The AC 
terminal voltage va’ (or vao) is equal to Vo/2 (assuming Vc1 = Vc2). In this case, the boost 
inductor voltage vL = va – Vo/2 < 0 if the voltage drop across the equivalent series resistance 
is neglected. Therefore, the line-current ia decreases and the current slope is (va – Vo/2)/L.  
The line-current ia will charge or discharge the DC-bus capacitor C1 if the AC system voltage 
Va is positive or negative, respectively. 
Operation mode 2 (Sa = 0): In this mode, the power switches Ta1’ and Ta2 are turned on and the 
AC terminal voltage vao is equal to zero. The boost inductor voltage vL = va. The line-current 
increases or decreases during the positive or negative half cycle of mains voltage va, 
respectively. The converter input current ia will not charge or discharge any one of the DC 
bus capacitors in this mode of operation. In fact, the input power is stored in the boost 
inductor during this mode.  
Operation mode 3 (Sa = -1): In this mode, the power switches Ta1’ and Ta2’ are turned on and a 
voltage level of -vo/2 is generated on the AC terminal voltage vao. The boost inductor 
voltage vL = va + Vo/2 > 0 and the line current increases. The current slope is (va + Vo/2)/L. 
The line current ia will charge or discharge the DC bus capacitor C2 during the positive or 
negative half of mains voltage va, respectively. The operation modes are similar in converter 
legs B and C to control the line currents ib and ic.   
Table 3 shows the valid switching states of the power switches of three legs and the 
corresponding voltages on the ac side of the rectifier. 
 
s Tx1 Tx2 Tx1’ Tx2’ vxn 
1 1 1 0 0 V1 = Vo/2 
0 0 1 1 0 0 
-1 0 0 1 1 V2 = -Vo/2 
x = a, b, c. 
Table 3. Valid switching states and corresponding voltages 
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Fig. 20. Three-level diode-clamped bidirectional rectifier 
7. Sinusoidal pulse width modulation (SPWM)  
In this technique, the neutral point of DC bus is connected to the neutral of three-phase AC 
source as shown in Fig. 21. Three unipolar PWM waveforms are generated on the three 
phases on input side of the converter based on carrier-based PWM scheme. 
The equivalent switching function of the rectifier is defined as: 
 s = '
' '
1 2
21
1 2
1 1
0 1
1 1
x x
xx
x x
if T T
if T T
if T T
⎧ = =⎪⎪ = =⎨⎪− = =⎪⎩
 (5) 
The supply side line-to-neutral voltage of the rectifier can be expressed as, 
 
( ) ( )
1 2
2
0
1 1
2 2
2 2
xo c c
s s s s
v V V
s sV V
+ −= − =
= Δ +
 (6) 
If the two capacitor voltages Vc1 and Vc2 are equal, i.e., ∆V=0, then there are three voltage 
levels, Vo/2, 0 and - Vo/2, on the AC side (line-to-neutral voltages) of the rectifier. By proper 
combinations of the power switches of any arm, three different voltage levels are generated 
in the line-to-neutral voltage by the rectifier. The three valid modes for phase-leg A of the 
rectifier are described schematically in Fig. 22.  
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Fig. 21. Adopted Three-Phase Neutral-Point Clamped Converter for SPWM Technique 
 
               
(a) (b) (c) 
Fig. 22. Three valid operating modes for phase A of NPC rectifier (a) Mode 1 (vao = Vo/2) (b) 
Mode 2 (vao = 0) (c) Mode 3 (vao = - Vo/2) 
In the same manner, during the negative half cycle of mains voltage of phase A, two voltage 
levels, 0 and –Vo/2, are produced in vao. In this case, the switch Ta1’ is turned on and the 
switches Ta2 and Ta2’ are turned on to achieve vao = 0 and –Vo/2 (-Vc2) respectively.  
The sinusoidal PWM controller block and the generation of gating pulses is shown in Fig. 23.  
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(b) 
Fig. 23. (a) Block diagram of the PWM controller (b) Carrier-based PWM scheme (Control 
Pulses) 
To regulate the DC bus voltage, a voltage controller is used to maintain the voltage at the 
desired reference value. The output of the voltage controller is multiplied by unit three-
phase sinusoidal waveforms in phase with the mains three-phase voltages (obtained from a 
phase locked loop) to form three line-current commands for three phases of the rectifier. To 
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compensate the voltage unbalance between two capacitors in the DC link, a voltage 
compensator is added to the line-current commands. The line-current error between the 
current commands isx* and actual line current isx of each phase is fed to the current controller 
of that phase based on sine-triangle PWM scheme to track the line-current commands. The 
neutral point voltage on the DC link is controlled by power switches by adjusting the 
neutral point current i0. By appropriate control, unipolar PWM voltage waveforms are 
generated on the three line-to-neutral voltages vao, vbo and vco. 
Apply Kirchhoff’s voltage law (KVL) on phase a (AC side) of the rectifier, we have 
 aa a ao
div Ri L v
dt
= + +  (7) 
From (6), for phase a (x = a), 
 
2
02 2ao
s sv V V= Δ +  (8) 
According to (7), we have 
 
2
02 2
a
a a
di s sv Ri L V V
dt
= + + + Δ  (9) 
If the dc-link capacitor voltages are equal, equation (9) can be written as, 
 02
a
a a
di sv Ri L V
dt
= + +  (10) 
Assuming the ideal power switches, no power loss occurs in the converter and the 
instantaneous power at the input and output of converter are equal. 
To obtain a general control law for the neutral point current, the DC side quantities can be 
given as, 
 1 1 21 c c c
dV V Vi C
dt R
+= +  (11) 
 2 1 22 c c c
dV V Vi C
dt R
+= − −  (12) 
Neutral point current io is given by, 
0 1 2i i i= − −   
 ( )1 2c co d V Vi C dt
−= −  (13) 
This equation yields, 
 1 2
1( )c c oV V V i dt constantC
Δ = − = − +∫  (14) 
This signifies that a DC component in the neutral current io can be used to compensate the 
voltage unbalance on the dc side of converter (neutral point voltage). The adopted controller 
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for the rectifier as shown in Fig. 23(a) is supposed to fulfill all the control objectives. A 
proportional-integral (PI) voltage controller is employed in the outer loop control to maintain 
the DC-link voltage at the desired reference value. The line-current command is derived from 
the output of PI controller and the phase-locked loop (PLL) circuit and it is given by, 
 ( ) ( )' 0 0* sinp ixi k V k V dt tω θ= Δ + Δ +∫  (15) 
where 
0
120
120
for phase a
for phase b
for phase c
θ
θ
θ
= °⎧⎪ = − °⎨⎪ = °⎩
 
and , , .x a b c=  
A three-phase PLL is used to generate three unit sinusoidal waves in phase with their 
corresponding supply voltages.  To balance the neutral point voltage, the output of 
capacitor voltage balance controller is added to the line-current commands. The sensed line 
currents are compared with the respective reference line currents and the current errors thus 
generated are fed to the current controllers to track the source current commands. The 
carrier-based sinusoidal PWM scheme is employed for generating proper switching signals.  
Neglecting the high-frequency switching terms, we can write 
 . xsx conx
div L V
dt
= +  (16) 
where Vconx (x=a,b,c) is the modulating control signal of PWM converter derived from the 
closed-loop control scheme of the system. 
From the control and gating signals as shown in Fig. 23(b), the switching signals of the 
power devices can be defined as, 
 
1
1 2
2
1
0
1
conx t
t conx t
t conx
if V V
s if V V V
if V V
〉⎧⎪= 〉 〉⎨⎪− 〉⎩
 (17) 
Hence, 
 ( )1 12x
s s
T
+=  (18) 
 ' 11 1 xxT T= −  (19) 
 ( )'2 12x
s s
T
−=  (20) 
 '2 21x xT T= −  (21) 
For a particular phase, in the positive half of the control signal Vconx, the power switch Tx2 is 
turned on and the line current is controlled by turning on or off the power switch Tx1. In the 
negative half of Vconx, Tx1 is turned off and turning on or off Tx2 can control the line current to 
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follow the current command. For equal capacitor voltages (Vc1 = Vc2 = V0/2), three voltage 
levels (V0/2, 0, and - V0/2) are generated on the AC side of the rectifier phase voltage Vxo’. 
8. Performance evaluation  
The performance of the NPC converter using SPWM technique is evaluated under ideal mains 
conditions and various performance indices are obtained after exhaustive simulations. 
MATLAB/Simulink and SimPowerSystems software has been used for simulation purposes. 
The system parameters chosen for simulations are given in the following Table 4. 
 
System Parameters 
Supply-side parameters Load-side parameters 
Supply voltage: 110 volts (rms), 50 Hz Load: Ro = 15 Ω, Lo = 5 mH 
Boost Inductor: L = 4.5 mH, R = 0.4 Ω DC-Bus capacitors: C1 = C2 = 4700 µF 
Reference DC voltage: Vo* = 400 volts 
Sampling frequency, fs = 5 kHz 
Table 4. System parameters for Simulation 
Fig. 24 shows the phase A source voltage and line-current waveforms for the rectification 
mode of operation. It is observed from this figure that the rectifier draws a sinusoidal 
current from the source at nearly unity power factor. Fig. 25 shows the frequency spectrum 
of line-current drawn by the rectifier. The line-current THD is 3.2%. Fig. 26 shows the source 
voltage and line-current waveforms when the converter is operated in inversion mode.  
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Fig. 24. Phase A voltage and line-current waveforms for rectification mode of operation 
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Fig. 25. Frequency spectrum of phase A current 
The line current is still sinusoidal in nature with very low THD. Fig. 27 shows the load 
voltage waveform. It is observed that the load voltage is regulated at the desired reference 
value of 400 volts with a smaller ripple factor of only 0.7 volt. Fig. 28 shows the DC-bus 
capacitor voltages, Vc1 and Vc2. The use of capacitor voltage unbalance controller in the 
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control scheme results in a smaller DC-bus capacitor voltage unbalancing problem as shown 
in Fig. 28, when the rectifier feeds balanced loads. 
 
time (sec)
vs is 
v s
 (v
ol
ts
)
&
i s
 (a
m
ps
)
 
Fig. 26. Phase A voltage and line-current waveforms for inversion mode of operation 
 
 
Fig. 27. DC-bus voltage of rectifier 
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Fig. 28. DC-Bus capacitor voltages (a) Voltage across C1 (b) Voltage across C2 
9. Space vector pulse width modulation (SVPWM)  
A standard space vector modulation technique [2] has been used for the three-phase neutral-
point clamped bidirectional rectifier of Fig. 20. The basic operating principle of the rectifier 
employing SVPWM is discussed below. 
As shown in Fig. 20, the input terminals of the rectifier a, b and c are connected to the 
terminals of three-phase source A, B and C through the filter inductances L. Each power 
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switch has a voltage stress of half the DC bus voltage instead of full DC bus voltage in the 
two-level PFCs. The power switches are commutated with a high switching frequency to 
generate the PWM voltages va’, vb’ and vc’. 
 
 
Fig. 29. Single-phase representation of NPC rectifier circuit 
Fig. 29 shows a single-phase representation of the three-phase NPC rectifier of the Fig. 20. 
Again, L and R represent the line inductor. vs is the source voltage and vconv is the bridge 
converter voltage controllable from the DC-side. Magnitude of vconv depends on the 
modulation index and DC voltage level of the converter. The inductors connected between 
input of the rectifier and supply lines are integral part of the circuit. They provide the boost 
feature of converter. The line-current, is is controlled by voltage drop across the inductance L 
interconnecting two voltage sources (line and converter). It means that the inductance 
voltage vL equals the difference between the line voltage vs and the converter voltage vconv. 
Upon controlling the phase angle δ and the amplitude of the converter voltage vconv, the 
phase and amplitude of the line-current are indirectly controlled. In this way, the average 
value and sign of DC current is subject to control the active power conducted through the 
converter. The reactive power can be controlled independently with shift of fundamental 
harmonic current is in respect to voltage vs.  
 
 
 
(a) 
 
 
                    
 
 
                                     (b)                                                                                (c) 
Fig. 30. Phasor diagram of NPC PWM rectifier (a) General phasor diagram, (b) Rectification 
at unity power factor, (c) Inversion at unity power factor 
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Fig. 30 presents the general phasor diagram and both rectification and regeneration phasor 
diagrams when unity power factor operation is required. The figure clearly shows that the 
voltage vector vconv is higher during the regeneration than the rectification mode. It means 
that these two modes are not symmetrical. 
Now, 
 s conv Lv v v= +  (22) 
where 
 . sL
div L
dt
=  (23) 
Assuming vs to be sinusoidal, the fundamental-frequency component of vconv and supply 
current is can be expressed as phasors vconv1 and is1, respectively (not shown in the phasor 
diagram). Choosing vs arbitrarily as the reference phasor ,jos sv v e
°= at line frequency 
2 fω π= , we can write 
 1 1s conv Lv v v= +  (24) 
where 
 1 1L sv j Liω=  (25) 
Here the resistance R is assumed to be small and hence neglected. 
The real power ‘P’ supplied by the phase A of the three-phase AC source to the converter is 
given as, 
 
2 1
1 cos sins convs s
s
v vP v i
L v
θ δω
⎛ ⎞= = ⎜ ⎟⎝ ⎠
 (26) 
since in Fig. 30, 1 1 1cos cos sinL s convv Li vθ ω θ δ= =  (with vL, vconv and is replaced by their 
fundamental components as vL1, vconv1 and is1, respectively and R=0). 
In this phasor diagram, the reactive power ‘Q’ supplied by phase A of the AC source is 
positive and can be expressed as, 
 
2 1
1 sin 1 coss convs s
s
v vQ v i
L v
θ δω
⎛ ⎞= = −⎜ ⎟⎝ ⎠
 (27) 
since in this figure, 1 1sin coss s convv Li vω θ δ− = . 
It is worth noting that ‘Q’ is the sum of the reactive power absorbed by the converter and 
the reactive power consumed by the inductance L. However, at very high switching 
frequencies, L can be made to be quite small; thus, Q can be approximated as the reactive 
power absorbed by the converter. The current is1 can be written as, 
 11 s convs
s
v vi
j Lω
−=  (28) 
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From equations (26) to (28), it is clear that for a given line-voltage, vs and the chosen 
inductance L, the desired values of P and Q can be obtained by controlling the magnitude 
and the phase of vconv1. 
In the above general analysis, two cases are of special interest: rectification and inversion at 
a unity power factor. These two cases are depicted in Fig. 30(b) and Fig. 30(c).  
In both cases, 
 2 2 1/21 1[ ( ) ]conv ssv v Liω= +   (with R=0) (29) 
Thus, for the desirable magnitude and the direction of power flow as well as Q, the 
magnitude of vconv1 and the phase angle δ with respect to the line voltage vs must be 
controlled. 
 
 
 
Fig. 31. Equivalent circuit of three-phase NPC rectifier 
Now, the equivalent circuit of three-phase NPC rectifier of Fig. 20, as shown in Fig. 31, is 
considered for following analysis. 
The space vectors are defined as below: 
 ( )223 . .a b cv v a v a v= + +  (30) 
 ( )' 223 ' . ' . 'a b cv v a v a v= + +  (31) 
 ( )223 . .a b Ci i a i a i= + +  (32) 
The voltage vector equation can be written as below: 
 '. didtv L v= +  (33) 
This equation can be expressed in a rotating reference frame (d-q), with the d-axis oriented 
in the direction of source voltage vector v as depicted in Fig. 32. Thus the equation (33) can 
be written as, 
 '. . .ddid qdt dv L L i vω= − +  (34) 
 '0 . . .q
di
q ddt qv L L i vω= = + +  (35) 
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where ω  is the angular frequency of three-phase voltage and vd, vd’, id and  vq, vq’, iq are the 
components of v, v’ and is in the d and q-axis respectively. 
 
( )Reα
( )Imβq
d
Lvv
'v
Li
ω
 
Fig. 32. Vector diagram of SVM-based NPC rectifier 
Equations (34) and (35) show that the behaviour of currents id and iq can be controlled by 
using the voltages vd’ and vq’ generated by the rectifier. In this way, the active as well as the 
reactive powers delivered by the mains to rectifier can be controlled. 
 
 
 
Fig. 33. Block diagram of voltage-oriented control scheme 
The control strategy of this rectifier is the same as employed in two-level PWM rectifiers 
using SVPWM [4]. It is shown in Fig. 33. A PI controller is used to control the converter 
output voltage Vo.  The output of this controller, id* is used as reference for an inner closed-
loop used to control the direct current id. The current in the q-axis, iq is controlled by a 
similar loop with reference, iq*=0 to obtain operation with unity power factor. It is to be 
emphasized that this method only controls the total DC-bus voltage Vo and does not ensure 
the balance of capacitor voltages Vc1 and Vc2. For proper converter operation, Vc1 = Vc2. The 
current-controllers deliver the reference values for the voltages in the d and q-axis, Vd* and 
Vq* respectively. By using coordinates transformation, we obtain Vα* and Vβ* in the stationary 
reference frame (α, β). Voltages Vα* and Vβ* are used to derive the reference command input 
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voltage V* and its angle θ. These are delivered as inputs to the space vector modulator which 
generates the control pulses for converter switches using the ‘Nearest Three Vector’ (NTV) 
approach of SVM. 
Applying the definition of equation (31) to all the 27 possible conduction states of power 
semiconductors, the converter generates 19 different space vectors as shown in Fig. 34(a). 
This figure also depicts the commutation states used to generate each space vector. It can be 
proved that the neutral current will flow through point o in all the states except the zero 
switching states located at the origin and large voltage vectors located at the outer hexagon 
corner states as shown in this figure. The complex plane is divided into six sectors and 24 
triangles with four triangles (also called regions) in each sector. Fig. 34(b) shows the ‘sector 
1’ triangle formed by voltage vectors Vo, V7 and V9. Assuming the command voltage vector 
V* to be in region R3, the following equations should be satisfied for SVPWM: 
 1 8 2 * / 2a b c sV T V T V T V T+ + =  (36) 
 / 2a b c sT T T T+ + =  (37) 
where V1, V8 and V2 are the space vectors at the corners of region R3, Ta, Tb, and Tc are the 
respective vector time intervals of these vectors and Ts is the sampling time.  
Taking sector 1 as the reference, the analytical time expressions for Ta, Tb, and Tc for all the 
regions can be derived and are written as:    
Region-1:  
( )
( )
2 sin 3
1 2 sin 3
2 sin
a s
b s
c s
T kT
T T k
T kT
π θ
πθ
θ
= −
⎡ ⎤= − +⎣ ⎦
=
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( )
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a s
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T T k
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π θ
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c s
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T T k
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= −
= −
⎡ ⎤= − +⎣ ⎦
 (38) 
where θ is the command voltage vector angle and * 02 / 3 ( / )k V V= , V* = command 
voltage vector and Vo = DC-bus voltage of the rectifier. The above time intervals are 
distributed appropriately so as to generate symmetrical PWM pulses for the rectifier 
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Fig. 34. (a) Space vector diagram showing all the 27 switching states (b) Sector 1 space 
vectors with switching times 
10. Performance evaluation  
The performance of the SVPWM-based NPC converter is evaluated under ideal mains 
conditions and various performance indices are obtained after exhaustive simulations. The 
same system parameters as used in the SPWM-based converter (given in Table 4) are 
employed for the simulation of rectifier.  
The steady-state performance of rectifier is evaluated with a constant source voltage and 
fixed load. Before the evaluation of performance of the rectifier, it is operated on three-phase 
supply without any control algorithm being implemented for its control. Fig. 35 shows the 
phase A source voltage and line-current waveforms of the converter when operated on an R-
L load without the SVPWM algorithm. The line current drawn by the rectifier is highly 
distorted and rich in harmonics. As shown in Fig. 36, the line-current THD is 20.21% which 
is unacceptably large. Now, the performance of the rectifier is evaluated by applying the 
control algorithm for control of load voltage and wave shaping of source current drawn by 
rectifier from the mains. Fig. 37 shows phase A source voltage and line current waveforms 
in the rectification mode of operation. The frequency spectrum of line-current is shown in 
Fig. 38. It shows a line-current THD of only 1.45%, which is less than half the THD of source 
current obtained in SPWM technique. Fig. 39 shows the voltage generated at the rectifier 
input terminals after the SVPWM algorithm is applied. The source voltage and line-current 
waveforms of the converter in the inversion mode of operation are shown in Fig. 40. The line 
current is still free from harmonic pollution and has a THD of just 1.60% as shown in the 
frequency spectrum of current in Fig. 41. The transition from rectification mode to inversion 
mode of operation is shown in Fig. 42. It takes about two cycles for the converter to 
completely transition from rectification to inversion mode of operation. The load voltage 
waveform is shown in Fig. 43. It is observed that the load voltage is regulated with a 
negligible ripple factor of only 0.55 volt, which is a highly desirable feature in most of the 
applications. Fig. 44 shows the DC-bus capacitor voltages, Vc1 and Vc2. Since the control 
scheme does not consider the capacitor voltage balancing issue, a somewhat higher 
capacitor voltage unbalance is produced. It is found that the SVPWM-based rectifier gives a 
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better performance than that of SPWM-based rectifier at the same switching frequency. In 
other words, for the same performance, the SVPWM-based rectifier can be operated at a 
reduced switching frequency which reduces the switching stress of the devices and also the 
power losses of the converter. Moreover, there is no need of synchronizing the modulating 
and carrier waves and a better utilization of DC-link voltage is possible. The space vector 
PWM has a large number of redundant switching states which can be utilized for the 
balancing of DC-bus capacitor voltages. In view of these facts, the space vector PWM is 
preferred over sinusoidal PWM modulation strategy. 
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Fig. 35. Phase A source voltage and source current waveforms without control 
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Fig. 36. Frequency spectrum of source current 
 
v s
 (v
ol
ts
)
&
i s 
(a
m
ps
)  vs is 
 
Fig. 37. Phase A source voltage and source current waveforms for rectification mode of 
operation 
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Fig. 38. Frequency spectrum of source current 
Power Quality Problems Due to AC-DC Converters and their Solutions   
 
303 
 
V a
b 
(v
ol
ts
)
 
Fig. 39. Voltage reflected at the rectifier input terminals 
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Fig. 40. Phase A source voltage and source current waveforms in inversion mode of 
operation 
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Fig. 41. Frequency spectrum of source current in inversion mode 
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Fig. 42. Phase A voltage and line-current waveforms for transition from rectification to 
inversion mode (Rectification-to-Inversion transition starts at t = 0.51 sec.) 
 
 
Fig. 43. Load voltage waveform 
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Fig. 44. DC-Bus capacitor voltages (a) Voltage across C1 (b) Voltage across C2 
11. Experimental validation  
A laboratory prototype of the three-phase, improved power quality neutral-point clamped 
rectifier is developed by integrating the power circuit, the control hardware and the DSP 
and tested in the laboratory to experimentally validate the simulation results. The 
performance of the system is investigated experimentally under steady-state. The system 
parameters selected for the experimental verification are given in Table – 5. 
 
System Parameters 
Supply-side parameters Load-side parameters 
Supply voltage: 40 volts (peak), 50 Hz Load: Ro = 15 Ω, Lo = 5 mH 
Boost Inductor: L = 4.5 mH, R = 0.4 Ω DC-Bus capacitors: C1 = C2 = 4700 µF 
Reference DC voltage: Vo* = 100 volts 
Sampling frequency, fs = 5 kHz 
Table 5. System parameters for Experimentation 
For real-time implementation of SVPWM control algorithm, DSP DS1104 of dSPACE has 
been used. Fig. 45 shows the block diagram of laboratory prototype of DSP-based real-time 
implementation of a three-level improved power quality converter. 
The DSP DS1104 R&D Controller Board of dSPACE is a standard board that can be plugged 
into a PCI slot of a PC. The DS1104 is specifically designed for the development of high-
speed multivariable digital controllers and real-time simulations in various fields. It is a 
complete real-time control system based on a 603 PowerPC floating-point processor running 
at 250 MHz. For advanced I/O purposes, the board includes a slave-DSP subsystem based 
on the TMS320F240 DSP microcontroller. For the purposes of rapid control prototyping 
(RCP), specific interface connectors and connector panels provide easy access to all input and 
output signals of the board. Thus, DS1104 R&D Controller Board is the ideal hardware for the 
dSPACE prototyper development system for cost-sensitive RCP applications. It is used for the 
real-time simulation and implementation of the control algorithm in real-time. In real-time 
simulation, the real plant (converter) is controlled by the controller (SVPWM modulator) that 
is simulated in real time. This technique is called rapid control prototyping (RCP).  
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Fig. 45. Block diagram of DSP-Based NPC Rectifier Implementation 
The major feature of real-time simulation is that the simulation has to be carried out as 
quickly as the real system would actually run, thus allowing to combine the simulation and 
the converter (real plant). The sensed AC and DC voltages and source currents are fed to the 
dSPACE board via the available ADC channels on its connector panel. In order to add an 
I/O block (like ADCs and master bit I/Os in this case) to the simulink model, the required 
block is dragged from the dSPACE I/O library and dropped into the simulink model of the 
SVPWM modulator. In fact, adding a dSPACE I/O block to a simulink model is almost like 
adding any simulink block to the model. In this case, twelve master bit I/Os, configured in 
the output mode, are connected to the model for outputting the twelve gating signals to the 
IGBTs of NPC rectifier bridge. In addition, eight ADCs are connected to the model for 
inputting the three sensed AC voltage signals, three source current signals and two DC bus 
capacitor voltages to the DSP hardware. These sensed signals are used for processing in the 
space vector PWM modulation algorithm. Because real-time simulation is such a vital aspect 
for control engineering, the same is true for the automatic generation of real-time code, 
which can be implemented on the hardware. For dSPACE systems, Real-Time Interface 
(RTI) carries out this linking function. Together with Real-Time Workshop from the 
MathWorks, it automatically generates the real-time code from simulink models and 
implements this code on dSPACE real-time hardware. This saves the time and effort twice 
as there is no need to manually convert the simulink model into another language such as C 
and we do not need to be concerned about a real-time program frame and I/O function 
calls, or about implementing and downloading the code onto the dSPACE hardware. RTI 
carries out these steps and we just need to add the required dSPACE blocks (I/O interfaces, 
etc.) to our simulink model. In other words, RTI is the interface between Simulink and 
various dSPACE platforms. It is basically the implementation software for single-board 
hardware and connects the simulink control model to the I/O of the board. In the present 
case, the optimized C-code of the simulink model of control algorithm is automatically 
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generated by the Real-Time Workshop of MATLAB in conjunction with dSPACE’s Real-
Time Interface (RTI). The generated code is then automatically downloaded into the 
dSPACE hardware where it is implemented in real-time and the gating pulses are 
generated. The gating pulses for the power switches of converter are outputted via the 
master-bit I/Os available on the dSPACE board. The CLP1104 Connector/LED Combi panel 
provides easy-to-use connections between DS1104 board and the devices to be connected to 
it. The panel also provides an array of LEDs indicating the states of digital signals (gating 
pulses). The gating pulses are fed to various IGBT driver circuits via the opto-isolation 
circuit boards. 
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                                   (a)                                                                                      (b) 
Fig. 46. (a) Phase A voltage and line-current waveforms before implementing SVPWM 
algorithm X-axis: time – 5 mS/div. Y-axis: va – 20 volts/div, ia – 10A/div. (b) Frequency 
spectrum of phase A line-current 
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                                   (a)                                                                                      (b) 
Fig. 47. (a) Phase A voltage and line-current waveforms after implementing SVPWM 
algorithm X-axis: time – 5 mS/div. Y-axis: va – 25 volts/div, ia – 10A/div. (b) Frequency 
spectrum of phase A line-current 
Fig. 46(a) shows the phase-A source voltage and line current drawn by the rectifier with an 
R-L load before the implementation of the space vector PWM algorithm. It is observed that 
the current drawn by the rectifier is highly distorted in nature and rich in harmonics.  This is 
shown in the frequency spectrum of phase-A line current, as depicted in Fig. 46(b). This 
figure shows a line-current THD of 26%. After the implementation of the SVPWM control 
algorithm using dSPACE, the line current drawn by the rectifier becomes nearly sinusoidal 
in nature, as shown in Fig. 47(a). The current is drawn by the rectifier at unity power factor. 
This makes the rectifier work as a linear load in the system, causing almost no distortion of 
line-currents and no reactive power flow. The line-current THD is reduced drastically from 
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an alarmingly large value of 26% to a mere 3.5% as shown in the frequency spectrum of line-
current in Fig. 47(b). The THD is below the 5% limit prescribed by IEEE-519 standards.  
Fig. 48 shows the voltage generated between the input terminals of the rectifier. Fig. 49(a) 
shows the phase-A voltage and current waveforms when the converter operates in inversion 
mode, thus regenerating power back to source. Thus the bidirectional neutral-point clamped 
converter is capable of operating in both the rectification as well as inversion modes. It is 
worth noting that the space vector control algorithm keeps the line currents sinusoidal. It is 
clear from the frequency spectrum of source current as shown in Fig. 49(b). The source 
current THD is 4.8% which is below the imposed limit of 5% by IEEE 519. 
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Fig. 48. Voltage at the rectifier input terminals 
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Fig. 49. (a) Phase A voltage and current waveforms in inversion mode X-axis: time – 5 
mS/div. Y-axis:  va – 20 volts/div & ia – 10 A/div. (b) Frequency spectrum of source current  
Fig. 50 shows the DC-bus capacitor voltages of the converter. Fig. 51 shows the load voltage 
(DC-bus voltage) impressed across the load. It is observed that the load voltage is regulated 
at the desired reference value of 100 volts. Thus the experimental waveforms of source 
current and load voltage validate the simulation results obtained. Various harmonic 
components present in the source current before and after the implementation of SVPWM 
control algorithm are shown in Tables 6 and 7. Corresponding harmonic components 
obtained by simulation for almost similar conditions are also presented for comparison.  
Thus summarising, the performance of space-vector PWM based neutral-point clamped 
rectifier model has been thoroughly investigated and the simulation results have been 
experimentally validated. It is found that the converter operation gives good power quality 
both at the line-side and load-side of the converter like sinusoidal source currents at nearly 
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unity power factor, reduced line-current THD and regulated and reduced rippled DC bus 
voltage. The given converter finds tremendous applications in various industrial 
applications as it elegantly addresses the burning power quality issues created by the use of 
conventional diode bridge rectifiers and line-commutated converters. 
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Fig. 50. DC–Bus Capacitor Voltages (a) Voltage across capacitor C1 (b) Voltage across 
capacitor C2 
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Fig. 51. DC–Bus (Load) Voltage 
 
Harmonic components (% of fundamental) 
(Source current) Order of harmonics Simulation Experimental 
3 0.01 1.9 
5 23.47 25.3 
7 7.27 3.2 
9 0.0 0.2 
11 3.78 2.8 
13 2.90 2.3 
15 0.0 0.4 
17 1.30 2.1 
19 1.07 2.07 
% THD 25.13% 26% 
Table 6. Harmonic components present in source current without applying SVPWM algorithm 
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Harmonic components (% of fundamental) 
(source current) Order of harmonics Simulation Experimental 
3 0.88 1.09 
5 0.28 0.25 
7 0.09 0.85 
9 0.3 0.62 
11 0.11 0.12 
13 0.16 0.38 
15 0.23 0.20 
17 0.07 0.15 
19 0.08 0.09 
% THD 1.45% 3.5% 
Table 7. Harmonic components present in source current after applying SVPWM algorithm 
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1. Introduction 
The usual operations on the distribution network such as switching loads and circuits, the 
proliferation of power electronic equipment and non-linear loads and the distributed 
generation with renewable energy are several of the most common causes that are leading to 
an increasing polluted power system in terms of voltage signal distortion. 
One way of improving the power quality (PQ) parameters consists of analyzing these 
disturbances efficiently and understanding them deeply (Dugan, 2000) and PQ monitoring 
is one major task in order to achieve it. PQ monitoring is not an easy task usually involving 
sophisticated hardware instrumentation and software packages. Many recent approaches in 
PQ monitoring try to achieve it through the automated classification of different 
disturbances. 
The different approaches in this field lead their efforts in two directions, the main parts that 
form an automated classification as depicted in Fig. 1. The first make focus to obtain a 
 
 
 
Obtaining  
Pattern 
Classifier 
Classification 
Results 
 
Fig. 1. Automated classification scheme 
suitable pattern that allow distinguish clearly each disturbance, by the use of signal 
processing tool. Among existing signal processing tools the Fourier Transform (FT) results 
inadequate for analysis of non-stationary events and Short-Time Fourier Transform (STFT) 
although improves this drawback, it does not achieve good resolution in both time and 
frequency. Nowadays time-frequency transforms are used to get feature extraction, such as 
Wavelet transform (WT) (Santoso, 1994) and S-transform (ST) (Dash, 2003). WT extracts 
information from the signal in time and frequency domains, simultaneously, and provide 
greater resolution in time for high frequency components of a signal and greater resolution 
in frequency for the low frequency components of a signal. The ST can conceptually be 
 Power Quality 
 
314 
interpreted as a hybrid of STFT and WT. It uses variable window length and, by using the 
FT kernel, it can preserve phase information during the decomposition (Stockwell et al., 
1996). The frequency-dependent window produces higher frequency resolution at lower 
frequencies, while at higher frequencies, sharper time localization can be achieved. 
The second approach is oriented to use a classifier able to assign each disturbance correctly 
in its class, so the most of the artificial intelligent techniques have been combined with WT 
or ST, as Artificial Neural Networks (ANN), Decision Tree Fuzzy Logic, Hidden Markov 
Model, Support Vector Machines, etc. 
In this chapter two different classification systems have been developed, using the WT and 
ST for pattern extraction, and an ANN as classifier algorithm. 
The features obtained from WT are not completely distinctive and it is necessary to add 
features that give clear information about the signal magnitude. The real mean squared 
(RMS) value of the voltage signal have been obtained to achieve it. 
On the other hand, the features obtained from ST analysis are sufficient to achieve a pattern 
that can properly classify the disturbances. In order to increase accuracy, simplicity and 
reliability, this chapter proposes a reduced and simple set of features extracted from the ST. 
Even in the presence of complex disturbances with different levels of noise, these features 
characterize the signals in a suitable way. 
This chapter is organized as follows. In the second section the time-frequency transforms 
used in power quality are presented, particularly the WT and ST, and the obtaining pattern 
using these two transforms. A brief description of ANN used as classifier algorithm used in 
this chapter is given in section three. In section fourth the classification results obtained 
using the resulting classification system are presented. These systems are checked by signals 
obtained from electric power simulation in section fifth. Finally, conclusions are presented. 
2. Time-frequency transforms and obtaining pattern 
2.1 Fourier transform 
The most used classical signal processing is the FT. This transform represents a signal as a 
sum of sinusoidal terms of different frequencies, named the frequency spectrum. This 
technique is suitable for stationary signals, but it is not efficient when the signal contents 
short-term transient disturbances. 
In order to solve this drawback, a technique based on the FT is applied to short time 
intervals. This method is known as “Short Time Fourier Transform” (STFT), and consists of 
analyzing by the FT a sliding window of the signal. It is not possible reaching a good 
resolution in time and frequency simultaneously, and therefore it is necessary to adopt a 
compromise solution between the frequency and time resolutions. 
The STFT is obtained by choosing a sliding window (short time interval) where the FT is 
applied. For narrow windows (or short time intervals) a good time resolution is obtained, 
suitable for short-term transients; on the other side a relative wide window enables a good 
frequency resolution but gives inaccurate time resolution. 
Therefore, the problem lies in the fact that the window width is a parameter that must be 
fixed before analyzing the signal, before knowing what resolution is more suitable. At last, 
the total number of operations for computing STFT is N⋅logN. 
2.2 Wavelet transform 
Wavelet analysis is a powerful tool widely used in many scientific applications, especially in 
transient, non stationary, or time-varying situations. 
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A wavelet can be considered as a small wave which has its energy concentrated in time, and 
fits certain mathematic properties (Burrus et al., 1998). Fig. 2 shows three examples of 
wavelet. 
 
Fig. 3. Three examples of wavelet 
The mother wavelet ψ(t) can be scaled and translated in the time, generating a family of 
functions  named the wavelet expansion set (Wavelet system): 
 2, ( ) 2 (2 )
j j
j k t t kψ ψ= −  (1) 
A function f(t) can be expressed as a linear decomposition of this wavelet system as follows: 
 , ,( ) ( )  ,  ,j k j kf t c t j k Zψ= ∈∑  (2) 
where j and k  are integer indices, cj,k  are real coefficients, and ψj,k(t)  is the expansion set. The 
set of expansion coefficients cj,k  is called the wavelet spectrum of the function f(t). 
If the wavelet expansion system is orthogonal, then: 
 , , or      ( ), ( ) 0j k l mj l k m t tψ ψ≠ ≠ ⇒ =  (3) 
where < > denotes the inner product defined as:  
 , , , ,( ), ( ) ( ) ( )j k l m j k l mt t t t dtψ ψ ψ ψ= ⋅∫  (4) 
When the expansion wavelet system is orthogonal the Wavelet spectrum can be computed 
as follows: 
 , , ( ) ( )j k j kc t f t dtψ= ⋅ ⋅∫  (5) 
The index j is related with the frequency and the index k with time. 
In practical applications a minimum frequency have to be established. 
For a mother wavelet a basic scaling function ϕ(t) is defined. A set of scaling functions is 
defined in terms of integer translates of ϕ(t) by 
 ( ) ( )k t t kϕ ϕ= −  (6) 
A two-dimensional family of scaling functions can be defined by scaling and translation by 
t t 
Magnitude 
t
Haar Mexican hat Daubechies 4 
Magnitude Magnitude
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 2, ( ) 2 (2 )
j j
j k t t kϕ ϕ= −  (7) 
Let consider the minimum frequency is the corresponding to the value j=J0. 
The equation (2) becomes to 
 
0 0
0
, , , , , ,( ) ( ) ( ) ( ),j k j k J k J k j k j k
k j k j J k
f t c t a t d t t Rϕ ∞
=
= Ψ = + Ψ ∈∑∑ ∑ ∑∑  (8) 
where J0  is an integer. Equation (4) is a linear combination of wavelet coefficients, (aJo,k,dj,k ), 
a set of functions ϕJo,k(t), called scaling functions and Ψj,k(t), called wavelet functions. 
Coefficients aJo,k and dj,k are the Discrete Wavelet Transform (DWT) of f(t), and can be 
calculated as: 
 
0 0, ,( ), ( )J k J ka f t tϕ= 〈 〉     , ,( ), ( )j k j kd f t t= 〈 Ψ 〉  (9) 
Equation (4) can be truncated for j=J-1, obtaining:  
 
0
0 0
0
12 1 2 1
, , , ,
0 0
( ) ( ) ( ),
J jJ
J k J k j k j k
k j J k
f t a t d t t Rϕ
−− −
= = =
= + Ψ ∈∑ ∑ ∑  (10) 
The first summation in (6) is a broad representation of f(t) that has been expressed as a linear 
combination of 02 J  translations of the scaling function, ϕJo,0. The second summation contains 
the details of f(t). For each level j, a linear combination of 2j translations of the wavelet 
function, ψj0, are added to obtain a more accurate approximation of f(t). 
 
 f(n)
g(n) h(n)
↓2 ↓2
g(n) h(n)
↓2 ↓2
d1(n)
a1(n
d2(n)
a2(n)
 
Fig. 2. Mallat algorithm schematics 
The Mallat algorithm (Mallat, 1999) has been used in the practical implementation of DWT. 
The DWT acts as two FIR (Finite Impulse Response) quadrature filters defined by two 
sequences h(n) and g(n). h(n) is a high frequency filter and g(n) is a low frequency filter. Both 
filter have the same cut frequency fN/2, where fN is the Nyquist frequency. Therefore the 
function f(n) is split in two parts, the high frequency part d1 that contains the higher octave 
and is called detail function, and the low frequency part a1, that contains the frequencies 
lower than fN /2, and is called smoothed function. Decimation by 2 is done for eliminating 
redundant information. The algorithm is iterated for a1, obtaining a second level detail 
function d2 and a second level smoothed function a2, that is again splitted, obtaining a series 
of detail and broad functions. The total number of operations for computing DWT is N. 
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The original function f(n) is split into a series of detail functions d1, d2, …, dk, and a smoothed 
function ak , that correspond to the frequencies:  
d1 : fN – fN/2; d2: fN/2 – fN/4; ….. dk: fN/2n – fN/2k+1; and an contains the frequencies lower than 
fN/2k+1. 
Fig. 3 and Fig. 4 show an example of the application of the Mallat multi-resolution algorithm 
to the wavelet spectrum computation of a signal with a sag to 40%.  
 
 
Fig. 3.Voltage sag to 40% and 400 samples length 
 
 
Fig. 4. Voltage sag detail levels wavelet analysis, from d1 to d5, (a) to (e), respectively 
It is important to note that the wavelet is not a single specified function but a framework 
within which can design different wavelets. In this work, Daubechies 3 (db3) has been used 
as wavelet mother, performing 5 levels of decomposition. A voltage sag signal is shown in 
Fig. 3, and its wavelet transform decomposition, using db3, can be seen in Fig. 4. 
2.3 Wavelet based pattern 
The pattern used in this work is based on Parseval’s Theorem. This Theorem states that the 
energy of a signal f(t) remains the same whether it is computed in a signal domain (time) or 
in a transform domain (frequency) as follows: 
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 [ ] 22
00
1 ( )
T N
signal
n
E f t dt F n
T =
= = ∑∫  (11) 
where T and N are the time period and the length of the signal, respectively, and F(n) is the 
Fourier transform of the signal. In the case of the DWT, the signal is decomposed in terms of 
bands of frequencies, thus the energy of a signal can be given as: 
 
22 2
00
1 ( ) ( ) ( )
T
DWT j
l j k
E f t dt a l d k
T
∞ ∞ ∞
=−∞ = =−∞
= = +∑ ∑ ∑∫  (12) 
with the energy in the expansion domain partitioned in time by k and scaled by j. 
The sampling frequency of the signals is 3.2 kHz, which is equal to 64f1 where f1 is the 
power system frequency (50 Hz in Europe). The wavelet spectrum contains the total 
information of the original waveform as shown in Table 1. 
 
DWT coefficients Frequency band 
d1 32f1 ÷ 16f1 
d2 16f1 ÷ 8f1 
d3 8f1 ÷ 4f1 
d4 4f1 ÷ 2f1 
d5 2f1 ÷ f1 
Table 1. Frequency band information contained in the wavelet spectrum. 
In certain signals an energy-based pattern is not completely discriminatory because the 
energy of the magnitude disturbance depends on the depth of the disturbance and its 
duration in time.  
The spectra of normal signals, sags and swells do not contain energy in the bands up to the 
fundamental frequency, as these signals only differ in the magnitude of the fundamental 
frequency component, and present very few energy in the high frequencies. 
Therefore, it is necessary to provide a feature based on the magnitude of the signal. The 
RMS value is a widely accepted tool that provides information about how much the 
magnitude of the voltage changes. It is a fast and simple algorithm (13) that requires very 
few computational resources. 
 ( )2
1
1 ( )
N
RMS
n
V f n
N =
= ∑  (13) 
where f(n) is the signal of length N. 
The digital measurement instruments perform the computation of this parameter from 
instantaneous values of the samples, choosing a temporary window depending on the 
frequency of the steady state signal. If the RMS values are updated when a new sample is 
acquired, the method is called RMS continuum. If the RMS values are updated at a certain 
interval, usually half cycle, then it is called RMS (1/2). In this work the RMS (1/2) has 
beencomputed, selecting the maximum and minimum values. These values provide a 
feature based on the signal magnitude, as shown in Table 3. 
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 RMS voltage values
Signal Max Min 
Perfect  signal 1.001 0.999 
Normal to 0.91 in 4.5 cycles 1.001 0.909 
Sag to 0.8 in 1 cycle 1.001 0.799 
Table 3. Maximum and minimum RMS voltage value for different signals 
Therefore the pattern is made up in two stages. The first part has five values, the energy of 
the signal in each frequency band of wavelet decomposition (feature extraction). These 
values have been normalized with reference to the values obtained from an ideal sinusoidal 
signal. The second part of the pattern is formed for two values the maximum and minimum 
RMS value calculated directly (feature selection) from each signal. 
2.4 S-transform 
The S-Transform (Stockwell et al., 1996) is a time-frequency transform generated by the 
combination of WT and STFT. The S-transform s(τ,f) of the signal x(t) is defined as follows: 
 ( , ) ( ) ( )exp( 2 )fS f X t g t j ft dtτ τ π
∞
−∞
= − −∫  (14) 
where 
 ( )22( ) exp
22f
f f t
g t
ττ π
⎛ ⎞− −⎜ ⎟− = ⎜ ⎟⎝ ⎠
 (15) 
gf(τ-t) is the Gaussian window function, τ is a shift parameter for adjusting the position in 
the time axis and f is the scale parameter.  
X(f) is defined as the Fourier transform of x(t). The relationship between the S-transform and 
the Fourier transform is: 
 ( ) ( , )X f S f dxτ
∞
−∞
= ∫  (16) 
The discrete ST is defined by: 
 
2 2 21
2
0
22, exp exp
N
m
i njn m n m kS jT X
NT NT Nn
ππ−
=
⎛ ⎞+ ⎛ ⎞⎛ ⎞ ⎛ ⎞= ⋅ −⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠∑  (17) 
In order to obtain the ST, the FFT of the original signal is computed [17]. The total number of 
operations for computing ST is N⋅(N+logN). 
The multi-resolution ST is a complex matrix whose rows and columns values are frequency 
and are time values, respectively. Each column represents the local spectrum in time. 
Frequency-time contours having the same amplitude spectrum are also obtained. This 
information is used to detect and characterize power disturbance events.  
A mesh-dimensional output of the ST yields frequency-time, amplitude-time and frequency-
amplitude plots. Examples of multi-resolution ST analysis for signals containing harmonics 
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and oscillatory transients are presented in Fig. 2 and 3, respectively. Each figure plots the 
disturbance signal (a), the time-frequency contours (b), and 3-D mesh giving amplitude, 
frequency and time plots (c). 
 
 
Fig. 2. Signal with 3rd and 7th harmonic content (a). S-transform Time-Frequency contours 
(b). 3D mesh Time-Frequency-Amplitude (c). 
 
Fig. 3. Oscillatory transient (a). S-transform Time-Frequency contours (b). 3D mesh Time-
Frequency-Amplitude (c). 
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2.4 S-transform based pattern 
An efficient pattern can be defined from observation of ST contours. Below some examples 
of signals with different disturbances are analyzed in order to illustrate the pattern 
proposed in this approach. 
A sinusoidal signal without any disturbance is depicted in Figure 4 (a). The fundamental 
frequency contour (b) shows a horizontal line. Other frequency contours (c), (d) and (e), 
corresponding to 150, 250 and 700 Hz show the non-existence of these frequencies in the 
signal. 
 
 
Fig. 4. Pure sinusoidal signal and 50 Hz, 150 Hz, 250 Hz and 700 Hz ST contours (a) to (e), 
and voltage sag, 50 Hz, 150 Hz, 250 Hz and 700 Hz ST contours from (f) to (j), respectively. 
A sinusoidal signal with voltage sag and several frequency contours are depicted in Fig. 4 (f-j). 
The 50 Hz contour (g) is observed to decrease its value during the voltage sag. In the case of 
an interruption (not shown), a similar behaviour can be observed, but with a deeper 
diminution. The frequency contours corresponding to other frequencies (h-j) present a low 
energy value at the beginning and end of the sag. 
An oscillatory transient disturbance is depicted in Figure 6 (a) and the 150 Hz, 250 Hz, 350 
Hz and 700 Hz contours in (b) to (e), respectively. A big amount of energy can be noted in 
the contour corresponding to the frequency present in the transient signal, 700 Hz in this 
particular case. 
Figure 6 (f) depicts a sinusoidal signal with a third and a fifth harmonic simultaneously, and 
several frequency contours. It clearly shows a big amount of energy in the contours 
corresponding to the frequencies present in the signal, 150 and 250 Hz, Fig. 6 (h-i). 
The examples shown above illustrate the way of taking advantage of this particularity of the 
ST in order to search for specific frequency disturbances such as any order harmonics or 
particular oscillatory transients. The results shown above have been taken into account in 
the election of the characteristic features. 
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Fig. 4. Oscillatory transient, 50 Hz, 150 Hz, 250 Hz and 700 Hz ST contours (a) to (e), 
respectively, and signal with third and fifth harmonic component, 50 Hz, 150 Hz, 250 Hz 
and 700 Hz ST contours from (f) to (j), respectively. 
The fundamental frequency contour has proven to contain valuable information about sags, 
swells and interruptions. Hence, the mean value of the 50 Hz contour has been taken as a 
distinctive feature. But this value does not clearly discriminate among sags and 
interruptions, and therefore the minimum value of the 50 Hz contour, which gives an idea 
of the severity of the disturbance, has been taken as the second feature. 
In order to discriminate disturbances with presence of harmonics, the energy of the third, 
fifth and seventh harmonic (150 Hz, 250 Hz and 350 Hz) contours are used as distinctive 
features. This approach has been restricted to these frequencies although it could be 
extended to other harmonics within the Nyquist condition. 
The sum of the energies from 600 Hz to 1600 Hz (Nyquist frequency) has also been taken as 
another characteristic feature. A high value of this energy gives information related to high 
frequency transient events.  
A summary of the distinctive features used in ST based pattern is listed below: 
F1: Mean of the fundamental frequency contour (50 Hz) 
F2: Minimum of the fundamental frequency contour 
F3: Energy of the 3rd harmonic contour (150 Hz) 
F4: Energy of the 5th harmonic contour (250 Hz) 
F5: Energy of the 7th harmonic contour (350 Hz) 
F6: Sum of energy from 600 to 1600 Hz contours 
3. Artificial neural network 
As algorithm in the automated classification scheme has been selected ANN. Neural 
networks have emerged as an important tool for classification, and have been successfully 
applied to a variety of real world classification tasks in industry, business and science 
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(Widrow et al., 1994). Applications include classification of power quality disturbances 
(Borras et al. 2001). 
An ANN is composed of very simple elements operating in parallel. These elements are 
inspired by biological nervous systems. As in nature, the network function is determined 
largely by the connections between elements. An ANN can be trained to perform a 
particular function by adjusting the values of the connections between elements. The ANNs 
can approximate any function with arbitrary accuracy, and they are nonlinear models, 
which makes them flexible in modeling real world complex relationships. Moreover ANNs 
are data driven self-adaptive methods in that they can adjust themselves to the data without 
any explicit specification of functional or distributional form for the underlying model 
(Zhang, 2000). In this chapter two different ANNs have been used, backpropagation and 
probabilistic. 
3.1 Backpropagation 
Feedforward backpropagation (BP) is a gradient descent algorithm, in which the network 
weights are moved along the negative of the gradient of the performance function. The term 
BP refers to the manner in which the performance function is propagated from the output to 
backward, and feedforward to the direction of the different connection between elements.   
Once the network weights and biases have been initialized, the network is ready for 
training. The training process requires a set of examples of proper network behaviour, 
network inputs and target outputs. During training the weights and biases of the network 
are iteratively adjusted to minimize the network performance function. The default 
performance function for feedforward networks is mean square error, (i.e. the average 
squared error between the network outputs and the target outputs). 
The BP has been set with two layers, one of them is a hidden layer. This structure can 
uniformly approximate any continuous function (Cybenko, 1989). The number of nodes in 
the hidden layer has been chosen as a function of number of inputs (Hecht-Nielsen, 1989), 
i.e. the number of pattern features, according to the expression (2n+1), where n is the 
number of inputs. So for each pattern used, the hidden layer has different number of nodes, 
and the output layer only has one. The transfer functions for the hidden and output layer 
are tansigmoidal and lineal, respectively. The learning ratio has been 0.1, the epoch 3500 and 
the training algorithm Levenberg-Marquadt. 
3.2 Probabilistic 
The basic principle of probabilistic neural network (PNN) is implemented using the 
probabilistic model, such as Bayesian classifiers (Specht, 1990). The training examples are 
classified according to their values of probabilistic density function. When an input is 
presented, the first layer computes distances from the input vector to the training input 
vectors, and produces a vector whose elements indicate how close the input is to a training 
input. The second layer sums these contributions for each class of inputs to produce a vector 
of probabilities as output. Finally, a complete transfer function on the output of the second 
layer picks the maximum of these probabilities (Mishra et al., 2008). The most obvious 
advantage of this network is that training is trivial and instantaneous. 
4. Classification results 
Once the algorithm classifier is selected it has to be trained. At this stage, the classification 
algorithm is adjusted so that the function that assigns data to its corresponding class has the 
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lowest possible error based on a particular set of training data. In this way the system learns 
to match the output of the function with the tag or class for each data.   
Once the classifier has been adjusted, the results are validated with a different data set, in 
order to check the effectiveness of the whole system.  
The data set consists 6000 signals, where 10% are used to verify the effectiveness of the 
network, so 900 and 100 for each class, have been used for training and verification stage, 
respectively. 
In this section the most usual power quality disturbances have been considered, sags, 
interruptions (int), swells, oscillatory transients (OT), harmonics (harm) and signals 
considered as normal voltage (normal). These signals are generated following mathematical 
models presented in (Gargoom et al., 2008), simulated in Matlab [Matlab, 2000] with a 
fundamental frequency of 50 Hz and a virtual voltage of 1V. The signals have a five cycles 
length (100 ms) and the sampling frequency is 3.2 kHz.  
4.1 Classification using WT based pattern and ANN 
The resulting classification system using WT based pattern is presented in Fig. 8. It can be 
observed that the obtained pattern is composed of a feature selection (RMS value) and 
feature extraction. Selection chooses distinctive features from a set of candidates, while 
extraction utilizes some transformations, WT in this case, to generate useful and novel 
features from the original ones (Xu & Wunsch, 2005).  
The classification results obtained are presented in Table 4 and 5, using BP and PNN as 
algorithm classifier, respectively. 
 
 
Fig. 8. Resulting classification system using wavelet based pattern and ANN 
As can be observed the classification results are slightly better with BP than PNN except 
with high level of noise, 20dB. For disturbances, the worst results are obtained for sag and 
interruptions. 
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 No noise 40 dB 30 dB 20 dB 
Normal 0.97 0.99 0.97 0.8 
Sag 1 1 0.95 0.91 
Int 0.99 0.97 1 0.94 
Swell 1 1 0.99 0.98 
OT 0.9 0.96 1 1 
Harm 1 1 1 0.86 
Total 0.977 0.987 0.985 0.915 
Table 4. Classification results using WT based pattern and BP 
 
 No noise 40 dB 30 dB 20 dB 
Normal 1 0.99 0.99 0.99 
Sag 0.91 0.93 0.96 0.96 
Int 0.74 0.82 0.92 0.92 
Swell 0.96 1 1 1 
OT 1 0.96 0.99 0.99 
Harm 1 1 0.99 0.99 
Total 0.935 0.950 0.975 0.943 
Table 5. Classification results using WT based pattern and PNN 
4.2 Classification using ST based pattern and ANN 
The resulting classification system using ST based pattern is presented in Fig. 9. The 
classification results are presented in Table 6 and 7, using BP and PNN as algorithm 
classifier, respectively. 
 
 
Fig. 9. Resulting classification system using ST based pattern and ANN 
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 No noise 40 dB 30 dB 20 dB 
Normal 1 0.98 0.99 0.94 
Sag 0.99 0.96 0.99 0.93 
Int 0.79 0.98 1 0.99 
Swell 0.97 0.95 0.96 0.99 
OT 1 1 1 0.99 
Harm 1 1 1 1 
Total 0.958 0.978 0.990 0.973 
Table 6. Classification results using ST based pattern and BP 
 
 No noise 40 dB 30 dB 20 dB 
Normal 1 1 1 0.99 
Sag 0.79 0.65 0.57 0.62 
Int 0.61 0.73 0.69 0.76 
Swell 0.89 0.95 0.7 0.94 
OT 0.62 0.97 1 1 
Harm 0 0 0.64 1 
Total 0.652 0.717 0.795 0.885 
Table 7. Classification results using ST based pattern and PNN 
The obtained results using ST based pattern are hardly better with BP than PNN.  As can be 
observed the classification results are quite robust against the noise using BP. For 
disturbances the worst results are obtained for sag and interruptions.  
Anyway, the results using ST based pattern and BP are better than WT based pattern and 
any ANN used, moreover the ST based pattern no needs additional features, as occurs with 
WT based pattern. On the other hand, the total number of operations to compute ST is 
greater than WT.  
5. Checking the resulting classification systems 
In this section, a data set of power quality disturbances has been generated using the power 
network simulation environment PSCAD/EMTDC (PSCAD, 2005). This application is an 
industry standard simulation tool for studying the transient behaviour of electrical 
networks. 
The aim is to obtain different power quality disturbances of data set used for training and 
validation, in order to check the implemented system.  
Several electrical systems with different events, typical and simple, as faults, switching big 
loads, non linear loads, etc., have been simulated to obtain different power quality 
disturbances. Moreover different signals can be obtained from a single system by using a 
facility of software simulation.  
One example consists of a low voltage load fed by two parallel lines through a power 
transformer as shown in Fig. 6. A three phase fault occurs in the middle of one of the two 
Time-Frequency Transforms for Classification of Power Quality Disturbances   
 
327 
parallel transmission lines at a given time. Approximately two cycles after (t=0.045 s) the 
fault is cleared. In Fig. 7 (a) can be seen the signal generated, where it can be observed an 
oscillatory transient produced by the fault, voltage sag during two cycles, and other 
oscillatory transient produced when the fault is cleared. 
 
 
Fig. 6. 3 bus test system scheme in PSCAD 
The signals shown in Fig. 7 (b)-(c) belong to initial data set used for training stage of 
classifier systems. In Fig. 7 (b) it is shown a normal voltage to 0.9, just in the boundary with 
voltage sag. Fig. 7 (c) depicted a very light oscillatory transient and, just after, a slightly 
magnitude diminution.  
The values of the features in WT based pattern for signals of Fig. 7 (a)-(c) are shown in Table 
8, in rows A to C, respectively. As can be observed the signal A(simulation) present a higher 
value of energy in relative high frequencies D1 (32f1 ÷ 16f1) than C, therefore A has an 
oscillatory transient. The minimum of RMS value for A, lower than B, gives information 
about the diminution of the magnitude, voltage sag. 
 
 
Fig. 7. Signal generated by model simulation (a). Normal voltage to 0.9 (b). Oscillatory 
transient and a slightly magnitude diminution.  
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From Table 8 the obtained values of the features for these signals, any efficient classifier can 
properly assign the disturbance to each corresponding class. 
 
 Energy RMS 
Signals D1 D2 D3 D4 D5 Max Min
A 407.9 336.6 3.164 0.920 0.675 1.043 0.457
B 2.426 1.281 0.959 0.885 0.897 1 0.9 
C 351.4 27.22 0.722 0.794 0.801 1.012 0.849
Table 8. Feature values of WT based pattern for different signals 
In order to compare the ST based pattern for these same signals are shown several ST 
contours. In Fig. 8 (a) it is shown the signal from simulation. The fundamental frequency ST 
contour for this signal and the normal one to 0.9 is showed in (b). The 700 Hz ST contour of 
the simulation signal and the oscillatory transient is depicted in (c). It can be observed that 
the simulation signal contours advise the presence of voltage sag, the 50 Hz ST contour for 
simulation signal (A) is below normal voltage to 0.9 (B), moreover an oscillatory transient 
because the energy in 700 Hz ST contour for simulation signals (A) is higher than oscillatory 
transient (C) used as reference. These graphs show that any efficient classifier can properly 
allocate the disorder to each corresponding class. 
 
 
Fig. 8 . Signal generated from simulation (a), comparison of 50 Hz ST contours (b) and 
comparison of 700 Hz ST contours (c) 
Others systems have been simulated using PSCAD and the power quality disturbances 
obtained are showed in Table 9, which also indicates the classification results using resulting 
classification systems.  
These signals verify the behaviour of the implemented system with power quality 
disturbances based on electrical models, and therefore close to real ones. 
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  pattern-ANN 
Disturbance Number WT-BP WT-PNN ST-BP 
Normal 10 0.90 0.90 1 
Sag 40 0.875 0.80 0.9 
Int 10 0.80 0.70 0.9 
Swell 30 0.933 0.866 0.933 
OT 30 0.866 0.933 0.933 
Harm 30 0.933 0.933 0.933 
Total 150 0.893 0.866 0.926 
Table 9. Classification results for signals obtained by simulation software 
As can be observed the results with signals obtained by electrical networks simulation are 
worse than those obtained with generated following mathematical models. The BP results 
do not worsen than PNN. At last the classification system using ST based pattern are better 
than WT based pattern. 
7. Conclusion 
Two different automated classification systems has been implemented, based on time-
frequency transforms, WT and ST, in combination with Artificial Neural Network as 
algorithm classifier.  
The classification results are very similar using two different algorithm classifiers, a BP and 
PNN, so it can be affirmed that is more important designing a properly and suitable pattern 
that the election of the algorithm. Any efficient classifier algorithm can do its expected job. 
Therefore the extraction and selection features both are very crucial to the effectiveness of 
classification applications. Suitable features can greatly decrease the workload and simplify 
the subsequent process. Generally, ideal features should be of use in distinguishing patterns 
belonging to different class, immune to noise, easy to extract and interpret. 
It can be appreciate that the detail signals of Wavelet transform analysis are very similar in 
the different disturbances, and in some cases almost identical, therefore becomes necessary 
to add other features, RMS value, which can distinguish magnitude disturbances. The S-
transform generates several contours that put in evidence the nature of the disturbance, and 
these contours have certain characteristics that are suitable for automated pattern 
recognition.  
On the other hand, the computational cost for Wavelet transform is less that for S-transform, 
N and N⋅(N+logN) respectively.  
The implemented systems have been tested with signals generated with simulation program 
obtaining similar results. 
A further limitation of many of the studies is that both training and testing are based in 
signals obtained following mathematical models. In this paper signals generated by power 
network simulation have been used to verify the classification system. In any case it 
becomes necessary to have power quality disturbances available to all researchers in this 
field that can be reliably used to compare classification results of each approach and not 
every researcher uses their own signals, whether synthetic, simulated or acquired. 
The implemented system has been tested with signals generated with simulation program 
obtaining very good results. 
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1. Introduction    
The quality of energy depends on the loads and their sensitivity to supply voltages 
variations. The loads being more sophisticated, the voltage disturbances become very 
expensive for the industrialists in term of loss of production and damage of materials.  A 
universal solution for improving power quality in the network and protecting sensitive 
loads can be used by combination of the series – parallel active power filters called Unified 
Power Quality Conditioner (Han et al., 2006 - Khadkikar et al., 2005 - Reza et al., 2009). It is a 
versatile device that can compensate almost all types of perturbations such as voltage 
harmonics, voltage unbalance, voltage flicker, voltage sag and swell, current harmonics, 
current unbalance, reactive current, etc. A typical configuration of UPQC is shown in fig. 1.  
This paper is focused on voltage sag and along with current and voltage harmonics 
compensation based on fuzzy hysteresis band control. Initially, the equivalent circuit of the 
UPQC is presented. The control algorithm for parallel active power filter (PAPF) is 
discussed in section 3 and the control algorithm for series active power filter (SAPF) is 
discussed in section 4. The UPQC performances will depend on the design of power 
semiconductor devices, on the modulation technique used to control the switches, on the 
design of coupling elements (the decoupling inductance Lf for shunt part, the filter 
parameters Lfs -Cfs for series part and the DC link capacitor value Cdc), on the method used to 
determine active filters current and voltage references and on the dynamics and robustness 
of current and voltage control loops. For the PAPF, the standard instantaneous p-q 
algorithm is used to determine current references (Fujita & Akagi, 1998 - Mekri et al., 2006). 
Among various PWM techniques, hysteresis fixed band current control is popularly used 
because of its simplicity of implementation. This known technique does not need any 
information about system parameters and has the disadvantage of uncontrolled frequency. 
As a result, the switching losses are increased and current sources contain excess ripples. 
The current controller performances can be improved by using adaptive control system 
theory (Rahman et al., 1997- Tzou & Shiu, 1998). An adaptive hysteresis band current control 
PWM technique can be programmed as a function of supply and APF parameters in order to 
maintain a fixed modulation frequency. Unfortunately, adaptive control is very sensitive to 
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parameters system and its global stability is hard to be proved. A new technique, based on 
the same concept, but where the hysteresis band is implemented with fuzzy logic is 
proposed to optimize the PWM performances. For the SAPF, a robust PLL system is used 
for supply voltage disturbances identification. The PLL is developed to achieve good results 
under unbalanced, interruption or distorted voltage conditions based on a fuzzy logic 
regulator. Appropriate fuzzy hysteresis band voltage controller is also synthesized for SAPF 
output voltage control. Simulation results will be shown and discussed in the last section to 
verify the performances of the proposed UPQC in different conditions such as voltage and 
current harmonics.  
  
 
 
 
Fig. 1. Global diagram of Unified Power Quality Conditioner 
2. Equivalent scheme of an UPQC 
The UPQC is controlled in such a way that the voltage at load bus is always sinusoidal and 
at desired magnitude. The function of the PAPF is to compensate current harmonics, to 
maintain the dc link voltage at constant level and to provide the var required by the load. 
The SAPF serves us to mitigate the mains voltages perturbations. The single phase 
equivalent circuit for a UPQC is shown in fig. 2. The source voltage; terminal voltage at PCC 
and load voltage are es, vs and vch respectively. The source and load currents are is and ich 
respectively. The voltage injected by SAPF is vc and if is the current injected by PAPF.  
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Fig. 2. Equivalent Circuit of a UPQC 
3. Parallel active power filter control 
3.1 Current reference extraction  
The objective is to get sinusoidal line currents in phase with the supply voltages at the 
common coupling point. The well known instantaneous p-q algorithm is used to determine 
the current references (Akagi, 1996). The distorted supply voltages conditions may result in 
partial compensated source current. To overcome this problem, a robust PLL system is first 
used to extract the fundamental positive sequence voltage components. The generated 
sinusoidal voltage signals are then used as new inputs of the p-q algorithm for 
instantaneous current references extraction fig. 3. The PLL is a common block between 
PAPF and SAPF and will be detailed in section IV.  
 
 
Fig. 3. Block diagram of implementing p-q algorithm 
3.2 DC voltage control 
In the UPQC the management of DC bus concerns the role of the PAPF. This one determines 
the active power (current) necessary to keep constant the DC voltage in steady state or 
transient conditions (Mekri et al., 2006). There are three principal factors that affect the 
voltage fluctuations of the DC capacitor. The first is the alternating power of the load to be 
compensated, the second is the active power imbalance during transients and the third is the 
active power absorbed by the SAPF part for compensating network voltage sag.  
If a power imbalance occurs; because of load changing or voltage dips; the PAPF should 
consume or supply real power. This power is given by: 
 1 1 0   -    3. . (  .cos   -   ) 3f ch s s ch s sP p P V I I V Iϕ= = = ±  (1) 
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Ich1 is the fundamental current of the load and φ1 it phase, chp  is the DC power consumed by 
the non-linear load, PS is the active power provided by the supply and I0 component is given 
by: 
0 1 1  cos   -  ch sI I Iϕ=  
The active fundamental current necessary to ensure the balance of the active power called 
i0(t), must be sinusoidal and in phase with the supply voltage (fig. 4). It combines of two 
fundamental components:  
 ( ) sin( ) sin( )o ms moi t I t I tω ω= +  (2) 
The first fundamental component corresponds to the active power consumed by the series 
active filter during a long term voltage dip for the network, and the second term refers to 
the power losses consumed by the power transistors in both inverters. 
 
 
Fig. 4. Block diagram of shunt APF control 
If switching losses are neglected, the real power absorbed by the PAPF can be expressed as: 
 
2 ( )1
2
dc
f dc
dv tP C
dt
=−  (3) 
The aim of the synthesized voltage regulator is to adjust 2 ( )dcv t  to its reference, to reject the 
internal disturbance dI of the system due to the variation of real load power and to assure a 
good filtering of the external one dE relating to DC voltage ripple due to the alternating 
power (Mekri et al., 2006). To realize these objectives, a fuzzy logic controller is considered. 
It consists of fourth stages: fuzzification, knowledge base, inference mechanisms and 
defuzzification.  The knowledge bases are designed in order to obtain a good dynamic 
response under uncertainty in process parameters and external disturbances. In our 
application, the fuzzy controller is based on processing the voltage error and its 
derivation e .  The input variable ’e’ is: 
 *2 2dc dce V V= −   (4) 
Triangle shaped membership function has the advantages of simplicity and easier 
implementation and is chosen in this application (Tzou & Shiu, 1998 - Xiong & Gatland, 1996). 
Fig. 5 shows the membership functions of the input and the output linguistic variables. 
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In the design of a fuzzy control system, the formulation of its rule set plays a key role in 
improvement of system performances. The rule table is constructed to contain the 49 rules as 
shown in Table 1, where PL, PM, etc, are linguistic codes (PL: positive large, PM: positive 
medium, PS: positive small, ZE: zero, NL: negative large, NM: negative medium, NS: 
negative small). In this paper, we applied max-min inference method to get implied fuzzy 
set of the turning rules. 
 
 
Fig. 5. Membership functions for input variables (e, e ) and output variables. 
 
e /e NL NM NS EZ PS PM PL 
NL NL NL NL NL NM NS EZ 
NM NL NL NL NM NS EZ PS 
NS NL NL NM NS EZ PS PM 
EZ NL NM NS EZ PS PM PL 
PS NM NS EZ PS PM PL PL 
PM NS EZ PS PM PL PL PL 
PL EZ PS PM PL PL PL PL 
Table 1. Rules of inference for the DC voltage  
3.3 Fuzzy hysteresis band current control 
The shunt active filter is realized with a current controlled PWM inverter. The core of active 
filter is the control section that must be able to derive the reference current waveform 
matching the harmonic content of the line current and to drive the inverter producing a 
filtering current faithfully tracking the reference one. So there are two sections: the reference 
current generation, that, the standard instantaneous p, q algorithm is used to determine the 
current references (Mekri et al., 2006 - Akagi, 1996), and the current control. 
To compensate harmonics and fundamental reactive power, two current control methods 
can be considered, according that the regulated variables are respectively the line currents 
or the active power filter currents. Both methods are equivalent. In fact, the error signal at 
the input of the current regulator has the same dynamic and only its sign is modified Our 
algorithm will be focused on the following on calculating and controlling directly the mains 
currents. The objective is to get sinusoidal line currents in phase with the supply voltages at 
the common coupling point. 
   e, e
 µ e, e  
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0
0.2
0.4
0.6
0.8
1
NM EZ  PM            PL NL  NS PS 
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The current control strategies, often used, can be classified in the hysteresis current control, 
the ramp comparison control methods (natural, asymmetrical or optimal PWM) associated 
with linear controller and the predicted current control. The first method is very simple and 
easy to implement, but has the disadvantage of an uncontrollable high switching frequency. 
This high frequency produces a great stress for the power transistors and induces important 
switching losses. The second and third methods allow operating at a fixed switching 
frequency and are usually performed by software using the system parameters. In this case, 
the operating conditions must be known to meet sufficient and accurate control (Xiong & 
Gatland, 1996). Consequently, a fuzzy hysteresis band circuit control for a sinusoidal input 
current is involved for our application.  
Fixed hysteresis band method is very sample and easy to implement, but has several known 
disadvantages such as uncontrollable high switching frequency and induced important 
switching losses. To improve this control, an adaptive and fuzzy hysteresis band current 
control technique is studied (Mekri et al., 2006).  
An adaptive hysteresis band current control PWM technique can be programmed as a 
function of the active filter and supply parameters to minimize the influence of current 
distortions on modulated waveform (Mekri et al., 2006 – Jiang & Chang, 2004). 
The band (HB) can be modulated at different points of fundamental frequency of the cycle 
to control the PWM switching pattern of the inverter.  
The hysteresis band is given by: 
 
2
sj9 ( ) di(1 (   ) ²) 1,2,3
6. . 4
f sjdc
j
m f dc f
L v tVHB j
f L V L dt
∗
= − + =  (5) 
Where fm is the modulation frequency, is* is the source reference current and *sdi /dt 
represents its slope.  
Fig. 6 shows the block diagram of the adaptive hysteresis band current control using (5). 
Current control with an adaptive hysteresis band current control needs a precise knowledge 
of the PAPF parameters (Lf and Vdc). To improve active filter performances, equation (5) is 
implemented in our case with fuzzy logic. In order to establish a fuzzy logic controller, 
input and output variables must be treated. The supply voltage wave vs(t) and mains 
current reference slope *sdi /dt,  are selected as input variables and HB as output variable.  
 
     is*   
Ti 
T’i 
is 
- 
+ 
    HB 
 Calculus
HB 
vs 
 
Fig. 6. Simplified model for fuzzy hysteresis-band current control 
The following step is to determine the set of linguistic values associated to each variable.  
Triangle memberships are chosen. Each input variables is transformed into linguistic size 
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with five fuzzy subsets, PL: positive large, PM: positive medium, PS: positive small, EZ: 
zero, NL: negative large, NM: negative medium, NS: negative small and for the output 
variables are: PVS:  positive very small, PS:  positive small, PM: medium positive, PL: 
positive large, PVL: positive very large. Then, fig. 7 shows the membership functions of the 
input and the output variables. The resulting rule is presented in Table2.   
 
 
 
 
 
Fig. 7. Membership functions for input variables
*
sdi
dt
, vs(t) and output variable HB 
 
dis1*/dt 
vs(t) 
NL NM EZ PM PL 
NL PS PS PM PS PS 
NM PS PM PL PM PS 
EZ PVS PM PVL PM PVS 
PM PS PM PL PM PS 
PL PS PS PM PS PS 
Table 2. Rules of inference for Fuzzy hysteresis current control 
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4. Series active power filter control 
The main function of a series active power filter is the protection of sensitive loads from 
supply voltage perturbations such as sags or voltage harmonics.  
4.1 Voltage reference calculation 
There are various methods of the identification of the network voltage perturbations 
(Khadkikar et al., 2005 - Awad et al., 2003 - Svensson & Sannio, 2002).  The proposed method 
is based on a robust PLL system and is able to detect quickly any voltage drop due to dips 
or flickers besides voltage harmonics in the network (figure 8) (Mekri et al., 2010). The PLL 
block allows to detect the amplitude and phase (Vs and dˆθ ) of fundamental positive 
sequence components of the utility voltages. The direct component voltages (Vsd1,2,3 ) will be 
subtracted from the instantaneous network voltages (Vs1,2,3) to determine disturbing 
homopolar and inverse components (Vdif1,2,3). The difference between the desired voltage 
amplitude (Vnom-desired) and the direct voltage amplitude provided by the PLL, gives, through 
Park inverse transformation, the regulated load voltages (Vr1,2,3). Finally, the reference 
voltages (Vref-1,2,3), which will be used for control of the series active filter, are obtained by 
the sum of disturbing components (Vdif1,2,3) and regulated load voltages (Vr1,2,3). 
The detailed block diagram of the PLL, which can be completely implemented in software, 
is presented in fig. 9. The PLL block allows to control of an estimated phase angle dˆθ  with 
respect to the angle sθ of mains voltage. 
Assuming that the measured voltages at the common coupling point are sinusoidal and 
balanced, the d-q supply voltage components are given by: 
 
ˆsin( ) sin( )
 = 3  =  3 ˆ cos( )cos( )
sd s d
s s
sq s d
V
V VV
θ θ θ
θθ θ
⎡ ⎤⎡ ⎤ − Δ⎡ ⎤⎢ ⎥⎢ ⎥ ⎢ ⎥− Δ⎢ ⎥⎢ ⎥ − − ⎣ ⎦⎣ ⎦ ⎣ ⎦
 (6) 
According to (6), the PLL will be locked out of the supply voltages when the error between 
the phase of the supply voltage and the exit of PLL is null ( )ˆs dθ θ θΔ = − . In this case Vsd = 0 
and Vsq gives the amplitude of the fundamental component of the utility voltage.  
    0    = - 3.andsd sq sV V V=   (7) 
Thus, it is possible to control sθ by regulating Vsd to zero.  
The synthesized regulator must answer the following objectives: the control of Vsd must be 
carried out without bias and with a fast dynamics, the predominant undesirable frequencies 
present on voltage component Vsd under unbalanced mode (100Hz) or distorted conditions 
(300 Hz and 600 Hz) must be filtered by  the regulator. For this purpose, several regulators 
are studied and compared to satisfy these constraints (Mekri et al., 2010). The functional 
diagram of the PLL based on a fuzzy PI regulator is shown in fig. 10 where E is the error 
*
sd sdE V V= −  and E  is the derivation of the error.  
We choose the triangular and trapezoidal functions for the variables of entries and exit in 
the same manner than presented in fig. 5. They allow an easy establishment and the stage of 
fuzzification requires a little computing time during its evaluation in real time. The 
knowledge obtained on the behavior of the system is put in the form of rules, which are 
summarized in Table 1 of inference. 
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Fig. 8. Determination of the series active filter voltage references 
 
Fig. 9. Detailed block Diagram of the PLL 
 
 
Fig. 10. Functional Diagram of the PLL with the fuzzy regulator 
4.2 Series active filter output voltage regulation 
The control part of the SAPF must be able to derive the reference voltage waveform with 
matching the harmonic content of the line voltage. A fuzzy hysteresis band control is 
adopted allowing operating at nearly fixed frequency which is detailed in (Mekri et al., 
2010). The adaptive hysteresis band is given by:  
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2
2
2
9( ) ( )( )(1 ( ) )
6 4
fs fs refdc sl
c fs fs fs fsdc
R C dV tV V tHB
f R C R C dtV
= − +  (8)       
with: 
2
2 ( )
ref ch
sl ref fs fs fs fs ch
dV dIV V L C L R I
dtdt
= + − +  
This equation shows that the hysteresis band can vary while keeping the switching 
frequency nearly constant. 
In order to establish a fuzzy logic controller, the input and the output variables are again 
treated. The voltage reference slope dVref*/dt and it derivation (Vx(t)=d(dVref*/dt)/dt) are 
selected as input variables and HB as output variable. The following step is to determine the 
set of linguistic values associated to each variable.   Fig. 11 shows the membership functions 
of the input and the output variables. The resulting rules are the same that presented in 
Table 2. 
 
 
Fig. 11. Membership functions for input variables dvref / dt , vx(t) and output variable HB 
5. Simulation results 
The system (UPQC) shown in fig.1 is simulated using Matlab/ Simulink software. The 
parameters of simulation are: Vdc=700V, Vs=220V-50Hz,Lfs=4*10-4H,Cfs=73 *10-4F,fc=8kHz, 
Rs=0.5 mΩ, Ls=11 µH and Lf=  150µH . The non-linear load is composed by a diode rectifier 
feeding an R-L load (Rd=0.66Ω Ld =4mH). 
Fig. 12 illustrates the behavior of the PLL block (see fig. 9) under excessive distorted and 
unbalanced supply voltages conditions. The rms values are Vs1=230V, Vs2=180V and 
Vs3=300V and the main voltages are affected by 5th and 7th harmonic components with 
individual harmonics distortion rate respectively 20% and 24,5%. These results of 
simulations show us that the application of fuzzy logic in the control loops makes it possible 
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to fulfil the desired requirements concerning the locking of PLL, even under the most 
unfavorable conditions. The estimated pulsation is constant and the extraction of unity 
sinusoids synchronized with the direct supply voltages components at  the point of common 
coupling (PCC) is quasi instantaneous.  
Fig. 13 shows the behavior of the UPQC under distorted supply voltages conditions. Before 
t=0.06s, the PAPF is operational.  It shows that the source current is sinusoidal and in phase 
with the supply voltage. The THD of the source current decreases from 29,5% before 
filtering to 2%. At t=0.06s a sag (50% during 40 ms) is introduced on the system, both SAPF 
and PAPF are operating together as UPQC. Results show that UPQC is maintaining the load 
voltage sinusoidal and at desired constant level even during the sag. While SAPF is 
providing the required real power to the load, the PAPF is maintaining the DC link voltage 
at constant level and the source delivered more current. This extra power flows from source 
to PAPF, PAPF to SAPF via DC link and from SAPF to the load. The THD of the load 
voltage decreases from 27.5 % before compensation to less than 0.5%.  
The waveforms of the nonlinear load current ich, the line current and its reference (is, is*), 
injected shunt active filter current if and current error δ given by hysteresis fuzzy band 
current control for the PAPF are shown in fig. 14. The current error is reduced. The 
performance of the proposed control algorithm of the active power filter is found to be 
excellent and the source current is practically sinusoidal. The THD decreases from 29.5% 
before filtering to 2% for fuzzy hysteresis band control after filtering.  
Fig. 15 shows the response of the UPQC with 50% voltage sag. As it can be seen the voltage 
sag is very fast detected by the voltage perturbations identification method and 
compensated by the series part of the UPQC. The voltage of the DC bus goes down to about 
674 V when sag occurs, but this value is enough for the series filter to compensate the 
perturbations. 
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Fig. 12. Performances of the PLL block under unbalanced and distorted supply voltages 
using fuzzy regulator  
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Fig. 13. Performances of the UPQC for voltage sag and harmonics compensation and a 3-
phase non linear load 
 
 
 
Fig. 14. Compensation of harmonic currents with fuzzy hysteresis band control 
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Fig. 15. Response of the UPQC for a three phase 50% voltage sag and non linear load 
7. Conclusion 
This paper demonstrates the validation of simpler control approach for the Unified Power 
Quality Conditioner based on the fuzzy logic. In the first, for the parallel active power filter 
while basing on the method of the instantaneous real and imaginary powers to identify the 
currents of references, and  for determination of voltage references for series active power 
filter we based on a robust three-phase digital locked loop (PLL) using fuzzy logic regulator. 
The PLL system has a good reliability, a fast tracking performances and assures a good 
attenuation of undesirable supply voltage frequencies. In other hand, the UPQC has shown 
the ability to compensate sag, unbalanced voltages and current and/or voltage harmonics 
based on a new hysteresis fuzzy band voltage and current control which constraints 
constant switching frequency without being influenced by parameters of active filter. The 
current and voltage bands can be easily implemented with fuzzy logic to maintain the 
modulation frequency nearly constant for each control. Simulation results confirms the 
viability of the proposed approach and proves that the UPQC, thanks to robust voltage and 
current controllers, allows to improve power quality by maintaining the load voltage at 
desired level even during unbalanced, distorted or supply voltage sag conditions. Therefore, 
the proposed control can easily be adapted to others more severe constraints  
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1. Introduction
The basic requirement for a Power Quality (PQ) monitoring system is the automatic
detection of the PQ disturbances. Furthermore, the monitoring system should be capable
of distinguishing different classes of disturbances. Usually, the PQ disturbance detection and
classiﬁcation tasks are performed in the power system voltage signal, because the majority of
disturbances are mainly related to changes in the voltage signal. As a result, disturbance
detection and classiﬁcation in voltage signals can, indeed, assist the identiﬁcation of the
underlying source of disturbances. Disturbances that often appear in the power system
voltage signals comprise sags, swells, outages, harmonics, oscillatory transients, notching and
spikes, causing failure or miss-operation of the electrical equipments (Morsi & El-Hawary,
2008). Several authors use the denomination of waveform distortion for periodic distortion
added to the voltage signal, such as harmonic distortion, notchings, etc. In this work we will
use the term disturbance indistinctly for both periodic or non periodic distortions.
In order to improve PQ, the underlying sources and causes of such disturbances must be
known before appropriate actions be taken. However, for determining the causes and sources
of disturbances, one must have, a priori, the ability to automatic detect and classify such
disturbances. In the last two decades, researchers have attempted to use appropriate signal
processing and computational intelligence techniques for that aim. A good review about the
main signal processing tools applied to the PQ problem can be found in Bollen et al. (2009).
In general, a detection and/or classiﬁcation system comprises processing blocks as shown in
Figure 1. The preprocessing step can be viewed as the application of signal decomposition
techniques (de Aguiar et al., 2009; Ferreira, de Seixas & Cerqueira, 2009; Gaouda et al., 1999),
aiming at expliciting the primitive components of the electric signals, and signal segmentation
(Bollen et al., 2009; Styvaktakis et al., 2002), which envisage the data partition into frames with
a ﬁxed number of samples. The preprocessing can range from a simple signal processing
technique up to more complex signal decomposition techniques as it is well discussed in
Duda et al. (2000).
Feature extraction is an essential step towards a successful disturbance detection and
classiﬁcation. It is based on subjective knowledge gathered from power system specialists
or objective information extracted from the voltage signal. Regarding objective information,
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Fig. 1. Basic detection and classiﬁcation system.
features can sometimes be extracted without considering the speciﬁc nature of voltage
signals, for instance by using the outputs from signal transformations, which includes the
Discrete Fourier Transform (DFT), Short Time Fourier Transform (STFT), wavelets, and other
time-frequency signal decomposition methods, and/or using second-order statistics, Root
Mean Square (RMS) values, etc (Bollen et al., 2009). Several works found in the literature
have pointed out the Discrete Wavelet Transform (DWT) (Mallat, 1999) and S-Transform (ST)
(Stockwell et al., 1996) are efﬁcient feature extraction techniques for PQ disturbances, mainly
due to their capability to represent the signal frequency components, preserving the time
information (Mishra et al., 2008; Samantaray, 2010).
The main goal of the feature extraction, in both detection and classiﬁcation contexts, is to
represent the data set in a new feature space in which the probability to distinguish classes
is higher than the one in the original space. Typically, feature selection techniques will result
in low computational burden approaches for detection and/or classiﬁcation of disturbances.
Nevertheless, some important aspects must be considered for choosing the feature extraction
tool for PQ monitoring. Among them, the following ones must be carefully taken into account:
1. The sensitivity to noise. The monitoring system performance can be strongly corrupted by
the presence of noise in the electric signals;
2. The sensitivity to power frequency variations. A variation of 2% can be found in the
nominal voltage frequency, and this variation can also reduce the performance of the
monitoring system;
3. Computational burden. For real-time applications, low cost and complex techniques
should be chosen.
The DWT is a very attractive tool, as a feature extraction technique for PQ disturbance
detection and classiﬁcation. However, difﬁculties may arise when the signals are corrupted
by noise and/or when the number of samples of the signal window is reduced. In order
to overcome these limitations, some recent works (Ferreira, Cerqueira, Duque & Ribeiro,
2009; Ribeiro et al., 2006; 2007) have been exploiting the usage of Higher-Order Statistics
(HOS) (Mendel, 1991) as features for PQ monitoring. HOS measures are extensions of
second-order measures (such as the autocorrelation function and power spectrum) to higher
orders (Mendel, 1991). Any Gaussian signal is completely characterized by its mean and
variance. Consequently, the HOS information for Gaussian signals is useless. However, many
signals encountered in practice have non-zero mean HOS, and many measurement noises are
Gaussian, and so, in principle, the HOS is less affected by Gaussian background noise than
the second-order measures (Mendel, 1991). This is the main motivation for the usage of the
HOS in voltage signals.
This chapter focuses on detection and classiﬁcation of PQ disturbances based on HOS for
feature extraction. Cumulants (Mendel, 1991) are extracted from the power system signals
using a simple estimation for ﬁnite length vectors, as proposed in Ribeiro et al. (2006). Based
on these features, a Bayesian detection system followed by a neural classiﬁer are both
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designed. Additionally, a ﬁlter bank is used envisaging multiple disturbance decoupling,
in order to increase the performance of the neural classiﬁer in presence of more complex
disturbance contexts.
This chapter is organized as follows. Next section presents a model to describe the power
signal in the presence of PQ disturbances. Section 3 discusses the main features of the HOS
information. In Section 4, both preprocessing and feature extraction based on HOS for PQ
are presented. Section 5 illustrates the power of HOS features for PQ automatic disturbance
detection and classiﬁcation and, the conclusions are derived in Section 6. Finally, future tends
in PQ detection and classiﬁcation issues are pointed out in Section 7.
2. PQ problem formulation
The discrete version of the monitored voltage signal can be segmented into non-overlapped
frames of N samples, which are expressed as an additive contribution of several types of
phenomena, as previously formulated in Ribeiro & Pereira (2007):
v[n] = v(t)|t= nfs = f [n] + h[n] + i[n] + t[n] + r[n] (1)
where n = 0, · · · , N − 1, fs is the sampling frequency, the sequences f [n], h[n], i[n], t[n] and
r[n] are the fundamental component, harmonics, interharmonics, transient and background
noise, respectively. Each of these signals is deﬁned as follows:
f [n] = A0[n] cos[2π
f0[n]
fs
n + θ0[n]], (2)
h[n] =
M
∑
m=1
hm [n], (3)
i[n] =
J
∑
j=1
ij[n], (4)
t[n] = timp[n] + tnot[n] + tosc[n], (5)
and r[n] is independently and identically distributed (i.i.d.) normal noise N (0, σ2n) and
independent of f [n], h[n], i[n] and t[n]. In (2), A0[n], f0[n] and θ0[n] refer to the magnitude,
fundamental frequency, and phase of the fundamental component, respectively. In (3) and
(4), hm [n] and ij[n] are the mth harmonic and the jth interharmonic, respectively, which are
deﬁned as:
hm [n] = Am[n] cos[2πm
f0[n]
fs
n + θm[n]][u[n− nhm,i ]− u[n− nhm, f ]], (6)
and
ij[n] = AI,j[n] cos[2π
f I,j[n]
fs
n + θI,j[n]][u[n− nij,i ]− u[n− nij, f ]], (7)
in which u[n] denote the unit step sequence, nhm,i and nhm, f refer to the start and end samples
of the harmonics, respectively; Similarly, nij,i and nij, f refer to the start and end samples of
the interharmonics, respectively. In (6), Am[n] is the magnitude and θm[n] is the phase of
the mth harmonic. In (7), AI,j[n], f I,j[n], and θI,j[n] are the magnitude, frequency, and phase
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Fig. 2. Examples of voltage signals and disturbances: (a) nominal voltage signal, (b)
oscillatory transient, (c) harmonics, (d) notching, (e) sag, (f) swell, (g) spikes and (h) outage.
of the jth interharmonic, respectively. In (5), timp[n], tnot[n] and tosc[n] denote impulsive
transients, named spikes, notching and oscillatory transients, which can be expressed by
(Ribeiro & Pereira, 2007):
timp[n] =
Nimp
∑
i=1
timp,i[n][u[n− ntimp,i ]− u[n− ntimp, f ]], (8)
tnot[n] =
Nnot
∑
i=1
tnot,i[n][u[n− ntnot,i]− u[n− ntnot, f ]], (9)
tosc[n] =
Nosc
∑
i=1
Aosc,i[n]exp[−αosc,i[n− nosc,i]][u[n− ntosc,i]− u[n− ntosc, f ]], (10)
where timp,i[n] and tnot,i[n] are the nth samples of the ith spike and the ith notching,
respectively. ntimp,i , ntnot,i and ntosc,i denote the start of each impulsive transient and ntimp, f ,
ntnot, f and ntosc, f denote the end of each.
Based in these equations, a nominal voltage waveform is shown in Figure 2(a), and some
corrupted voltage waveforms are displayed in Figure 2(b)-(h), which are: (b) oscillatory
transient, (c) harmonics, (d) notching, (e) sag, (f) swell, (g) spikes and (h) outage.
3. Higher-order statistics
Higher-Order Statistics (HOS) have been found wide applicability in many ﬁelds: sonar,
radar, plasma physics, biomedicine, seismic data processing, image reconstruction, harmonic
retrieval, time delay estimation, adaptive ﬁltering, array processing and blind equalization
(Mendel, 1991). An important example of HOS features is the cumulant, which is deﬁned
for various orders. The main characteristic of cumulants is to be blind to Gaussian processes.
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Hence, cumulant-based signal processing tools can handle colored Gaussian measurement
noise more efﬁciently.
The expressions of the second-, third- and fourth-order cumulants of a real and random
sequence {x[n]}, such that E{x[n]} = 0, are expressed by Mendel (1991)
c2,x[i] = E{x[n]x[n+ i]}, (11)
c3,x [i] = E{x[n]x2[n + i]}, (12)
and
c4,x[i] = E{x[n]x3[n+ i]} − 3c2,x[i]c2,x[0]. (13)
For a ﬁnite N-length vector, the stochastic approximations (Kushner & Yin, 2003) can offer the
following expressions:
cˆ2,x[i] =
2
N
N/2−1
∑
n=0
x[n]x [n + i] , (14)
cˆ3,x[i] =
2
N
N/2−1
∑
n=0
x[n]x2 [n + i] (15)
and
cˆ4,x[i] =
2
N
N/2−1
∑
n=0
x[n]x3 [n + i]− 2
N2
N/2−1
∑
n=0
x[n]x [n + i]
N/2−1
∑
n=0
x2[n], (16)
respectively, where i = 0, 1, · · · , N/2 − 1, in which i is called the sample lag. Note that
equations (14)-(16) can not be used if i > N/2− 1 because n+ i surpasses N, thus, alternative
approximations were introduced in Ribeiro & Pereira (2007), considering i = 0, 1, · · · , N.
These approximations are expressed as:
cˆ2,x [i] =
1
N
N−1
∑
n=0
x[n]x [mod(n + i, N)] , (17)
cˆ3,x [i] =
1
N
N−1
∑
n=0
x[n]x2 [mod(n + i, N)] (18)
and
cˆ4,x[i] =
1
N
N−1
∑
n=0
x[n]x3 [mod(n + i, N)]− 1
N2
N−1
∑
n=0
x[n]x [mod(n + i, N)]
N−1
∑
n=0
x2[n], (19)
respectively, where mod(n + i, N) is the integer rest of the division of n + i by N. The
approximations presented in (17-19) lead to a very appealing approach for problems where
one has a ﬁnite-length vector from which higher-order-based features are extracted for
applications. One has to note that the use of mod(·) operator means that we are considering
that the vector is an N-length periodic vector. The rationale is that by using such very simple
assumption, we can evaluate the approximation of HOS with all available N samples. Note
that this is a heuristic approach that had emerged from the periodically nature of the voltage
signals in power systems.
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Fig. 3. Notch ﬁlter for the voltage decomposition into the fundamental and transient
components.
4. HOS-based features for power quality monitoring
In PQ monitoring, the feature extraction based on HOS could be performed directly
over voltage signals, as proposed in Ferreira, Cerqueira, Duque & Ribeiro (2009) or after
pre-processing as proposed in Ribeiro et al. (2006). The pre-processing step follows the idea
of signal decomposition and can be implemented by a notch ﬁlter-based methodology, which
divides the acquired voltage signal v[n] into two derived signals, e[n] and f [n], as shown
in Figure 3, where the signal e[n] is the remaining of v[n] after ﬁltering the fundamental
component and f [n] = v[n]− e[n] is an estimation of the fundamental component.
Due to the low computational cost and the reasonable selectivity in the frequency of interest,
an IIR ﬁlter structure of second order has been used to design the notch ﬁlter (Hirano et al.,
1974). The transfer function of the notch ﬁlter in z-domain is given by:
H0(z) =
1+ a0z−1 + z−2
1+ ρ0a0z−1 + ρ2oz−2
; (20)
in which a0 = −2 cos ω0, ω0 is the notch frequency, and ρ0 is the notch factor, with 0  ρ0 < 1.
On the other hand, the usage of a non-adaptive notch ﬁlter may generate erroneous results if
power frequency deviation occurs. Actually, the power frequency normally varies very slowly
over a small frequency range, however for some power systems the frequency variation can
be large, about 2% of its nominal value (IEEE, 2008). For resolving this problem, the usage of
the enhanced phase locked-loop (EPLL) technique (K.-Ghartemani & Iravani, 2004), that controls
the notch frequency, is an interesting solution and it is suggested for those scenarios where
the power frequency variation is expected.
4.1 Application of HOS for feature extraction
In order to illustrate the efﬁciency of the HOS feature extraction for PQ monitoring, 200
events of each disturbance class (notching, spike, harmonics, outage, sag, swell and oscillatory
transient) and 200 nominal voltage signals were generated following the recommendations of
the IEEE standard (IEEE, 1995). A sampling frequency of 15,360 Hz and a signal to noise ratio
(SNR) of 30 dB were considered. These signals were applied to the decomposition system
shown in Figure 3.
Let us ﬁrst analyze the signal e[n]. The signal was segmented into non-overlap frames with
N = 1, 024 samples (4 cycles of the fundamental component). Hence, the expressions (17)
and (19) were applied to these frames and a feature vector p = [c2,e c4,e] was obtained.
It is important to point out that, for PQ events, the second and forth order cumulants can
achieve better results with respect to the third-order cumulant, as it was been shown in
Ferreira, Cerqueira, Duque & Ribeiro (2009). Therefore, for the present application, results
were obtained considering only second- and forth-order cumulants. As a result of this, a total
of 2× N features were extracted for each event.
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Fig. 4. Values of the FDR criterion attained for the harmonics and notching classes.
The HOS feature extraction leads to a high-dimensional feature space (2 × N). Therefore,
a feature selection must be performed in order to maximize the separation border between
classes and also to reduce the dimension of the feature space and consequently the
computational burden and processing time. In this context, some feature selection
techniques (Duda et al., 2000) can be used. Recent works, such as de Aguiar et al. (2009);
Ferreira, Cerqueira, Duque & Ribeiro (2009); Ferreira, de Seixas & Cerqueira (2009) have used
the Fisher’s discriminant ratio (FDR) (Duda et al., 2000) for feature selection, which is given
by
Jc = Λμ0,μ1Λ
−1
σ0,σ1 , (21)
in which
Λμo ,μ1 = diag{(μ0,1 − μ1,1)2, (μ0,2 − μ1,2)2, . . . , (μ0,N − μ1,N)2} (22)
and
Λσo,σ1 = diag{(σ20,1 + σ21,1), (σ20,2 + σ21,2), . . . , (σ20,N + σ21,N)}. (23)
Assuming that xFDR is constituted by the element in the main diagonal of the matrix Jc, such
that xFDR(1) > xFDR(2) > · · · > xFDR(N), then, a set of k features associated with the k
highest values in the vector xFDR can be selected.
Figure 4 illustrates the FDR (Jc) for the harmonics against all other classes and notching against
all other classes, obtained using the feature vector p. The ﬁrst indexes (1...1, 024) comprise
the second order cumulants (c2,e), and the remaining comprise the fourth order cumulants
(c4,e). These examples point out that for some classes, the second order cumulant is more
discriminative than fourth order, as it could be seen for harmonics and the other way round
for other classes, as it can be seen for notching disturbances. Therefore, the combination of
both second and fourth order cumulants is powerful, since they carry distinct information, as
discussed in Mendel (1991).
Figure 5 shows the discrimination capability of the second and fourth order cumulants.
Analyzing the events in the feature space, it is possible to notice that notching, nominal
voltage waveforms, sags, swells and outages are more homogeneous classes, while
harmonics, spikes and oscillatory transients classes are scattered in the feature space. It is
also important to notice that there are only interceptions between the nominal voltage, sag
and swell signals. Therefore, most classes may be separated using just these two features.
Additionally, the usage of the information related to the fundamental component ( f [n]) may
lead to a better separation between the nominal voltage, sag and swell signals. Figure 6
shows the feature space obtained with cumulants that were extracted from the fundamental
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Fig. 5. Feature space for: (S1) harmonics, (S2) sag, (S3) swell, (S4) outage, (S5) spike, (S6)
notching, (S7) oscillatory transient and (S8) nominal voltage waveform.
component. In this new feature space it is easy to recognize the nominal voltage, sag and swell
classes.
5. Disturbance detection and classiﬁcation based on HOS
In this section, the HOS based features are used for automatic detection and classiﬁcation of
PQ disturbances. Once the cumulant based features are extracted from the incoming signal,
the next step consists in applying the detection and classiﬁcation techniques. At this point, it is
important to consider the computational complexity of the chosen techniques. In general, the
techniques with high performance may lead to large computational cost. Then, the challenge
is to develop a low-complexity technique that achieves high performance.
5.1 PQ disturbances detection using HOS
The aim of the detection techniques is to provide a real-time and source reliable detection of a
variety of disturbances, so that event classiﬁcation and underlying identiﬁcation can be both
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achieved. Several methods have been proposed in the literature and the most used techniques
are based on wavelet transforms (WT) (Chen et al., 2009; Lin et al., 2008; Wang & Wang, 2007;
Yang & Liao, 2001). However, the attained results with WT may be seriously affected by the
system noise (Yang & Liao, 2001). Other methods that may be mentioned include S-transform
(Bhende et al., 2008; Mishra et al., 2008), Hilbert transform (Chun-Ling et al., 2009), fractals
(Li et al., 2005) and support vector machines (Moraveja et al., 2010). Each of these techniques
have advantages and disadvantages. Disturbance detection based on HOS have the following
characteristics: i) it is more insensitive to the presence of background noise; and ii) it is
capable of detecting the occurrence of disturbances in frames corresponding to 1/16 of
the fundamental component. As a result, the HOS-based techniques can be used in noisy
applications and situations where the detection of disturbances in frames whose lengths
correspond to submultiples or multiples of one fundamental cycle is needed.
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Figure 7 portrays the block diagram of a HOS-based detection technique proposed
in Ribeiro et al. (2007). In this diagram, the Input block contains discrete samples of the
power line signal and the block NF0 implements a inﬁnite impulse response (IIR) digital notch
ﬁlter given by Equation (20). Subsequently, two discrete signals are generated which are,
the fundamental component f [n] and the error component e[n]. Then, 2nd and 4th order’s
cumulants of N-length vectors constituted by samples of f [n] and e[n] are extracted by the
Feature Extraction block. During the design stage, the Fisher’s criterion is applied in order
to select the best features, as explained in Section 4. Then, in the operational stage, only the
previously chosen features are computed. Finally, the Detection Algorithm block performs
the decision by using a Bayesian detector (Trees, 2001) based on maximum likelihood criterion
(Theodoridis & Koutroumbas, 2006).
Considering the vectors f = [ f [n] · · · f [n− N − 1]]T and e = [e[n] · · · e[n− N − 1]]T built from
samples of the signals f [n] and e[n], respectively, the detection problem can be formulated as
a hypothesis test problem (Ribeiro et al., 2007).
H1 : e = re
H2 : f = fss + r f
H3 : e = i+ t+ h + re
H4 : f = fss + Δfss + r f , (24)
where i = [i[n] · · · i[n − N − 1]]T, t = [t[n] · · · t[n − N − 1]]T, h = [h[n] · · · h[n − N − 1]]T,
re + r f = r = [r[n] · · · r[n − N − 1]]T. The vector Δfss represents a sudden variation in
the fundamental component and the vector fss denotes the steady-state component of the
fundamental component. The hypotheses formulation introduced in (24) emphasizes the need
to analyze abnormal events through the so-called primitive components of voltage signals
that are represented by the vectors f and e. While the hypotheses H1 and H2 are related to
standard operation, both hypotheses H3 and H4 are associated with abnormal conditions.
Equation (24) means that we are looking for some kind of abnormal behavior in one or two
primitive components of the input signal, so that a decision about disturbance occurrences
can be accomplished. This concept is very attractive, because the vectors fss + Δfss + r f and
i + t+ h + re can reveal insightful and different information from the voltage signals.
Although four hypotheses are given in (24), for the detection problem we can consider
only two hypotheses: the hypothesis Ha = H1 ∪ H2 which comprises standard
operational condition of the monitored voltage signal and hypothesis Hb = H3 ∪ H4,
which comprises abnormal conditions (disturbances). Based on the Bayes decision theory
(Theodoridis & Koutroumbas, 2006), the detection through the vector p, which was selected
by the FDR, can be performed as follows:
p(p|Hb)
p(p|Ha)
Ha

Hb
P(Ha)
P(Hb) , (25)
where P(Hi), i = a, b, represents the a priori probability and p(p|Hi) represents the
conditional probability density function of the class Hi. The conditional probability density
function used here is expressed by
p(p|Hi) = 1
(2π)L/2|∑i |1/2
e−
1
2 (p−μi)T ∑−1i (p−μi), (26)
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N Detection Rates (%)
256 100
128 100
64 99.8
32 99.8
16 98.6
Table 1. Detection rates for disturbance detection
where μi = E{p} is the average vector of the class Hi, ∑i is the covariance matrix of the same
class deﬁned as
∑i = E{(p − μi)(p − μi)T}, (27)
and |∑i | denotes the determinant of ∑i. Note that μi and ∑i are obtained in the design stage.
Supposing that P(Ha)=P(Hb)=1/2 and assuming the probability density functions referred
in (26) the detector described in (25) assumes the following form:
| ∑a |
1
2 e− 12 (x−μb)T ∑
−1
b (p−μb)
| ∑b |
1
2 e− 12 (p−μa)T ∑
−1
a (p−μa)
Ha

Hb
1, (28)
Thus, the left side of (28) is applied to the feature vector, and if the evaluated value is higher
or equal to 1, a disturbance in the voltage signal is detected, otherwise, the voltage signal is
considered to be without any disturbance.
5.1.1 Results
To verify the performance of the detection technique, simulations were carried out with
several waveforms of voltage signals with signal-to-noise rate (SNR) equals to 30 dB and
sampling rate fs = 256 × 60 Hz. The generated disturbances, with 600 waveforms each,
were sag, swell, outages, oscillatory transient, notching, spikes and harmonics. In order to
show how detection efﬁciency deteriorates with a reduced number of samples, the number
of samples used to detect the disturbances were N= 256, 128, 64, 32 and 16 samples. The
notch factor of the notch ﬁlter was 0.997. The achieved results in terms of detection rates are
presented in Table 1. It is important to note that detection rates are higher than 98 %, even
when only 16 samples are considered.
5.2 PQ disturbance classiﬁcation using HOS
An important step in designing pattern recognition systems is the feature extraction, which
aims to ﬁnd the best features p envisaging classes separation on the feature space. The
application of cumulant-based features for disturbance classiﬁcation, proved to be efﬁcient,
as from the results obtained by Ferreira, Cerqueira, Duque & Ribeiro (2009). However, this
work did not consider power line signals corrupted by various disturbances occurring
simultaneously, i.e., multiple disturbances. In this context, Ribeiro & Pereira (2007) proposed
the principle of divide and conquer, which was applied to decompose an electric signal into
a set of primitive components for classiﬁcation of single and multiple disturbances in electric
network. In the present chapter, the main goal of the pre-processing is to decouple the
multiple disturbances into single disturbances before classifying. This procedure is motivated
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Fig. 8. Filter bank for disturbance decoupling.
by the assumption that the voltage signal is composed by the additive contribution of several
types of disturbances, as formulated in (1).
Nevertheless, a digital ﬁlter bank may be used to decouple multiple disturbances
(Ferreira et al., 2010). According to IEEE (1995), each disturbance class is well deﬁned in
terms of speciﬁc variables, such as magnitude, frequency range, and others. Hence, a well
deﬁned set of simulated disturbances may provide consistent spectral information about each
class and, then, a simple and efﬁcient ﬁlter bank can be designed. Figure 8 illustrates the
ﬁltering approach. The signal e[n] is ﬁrstly ﬁltered and the output of each ﬁlter is individually
analyzed. Each classiﬁer can be designed to be assign to a speciﬁc class or a reduced group
of classes. Finally, the outputs Out 1, Out 2, ..., Out M feed a ﬁnal logic which deﬁnes the
type of disturbance (multiple or single) presented in e[n]. The ﬁnal logic may also incorporate
information based on f [n], which is very important to separate standard events from sags and
swells, as shown in Section 4.
5.2.1 Classiﬁer design
A block diagram of the automatic classiﬁcation system proposed in Ferreira et al. (2010) can
be seen in Figure 9. The disturbances related to the fundamental component (sags and swells)
are handled directly using second and fourth order cumulants. The ﬁlter bank was designed
using the spectrum content of the disturbances related to the error signal e[n] (harmonics,
transients and notching). In such a way, the majority of the energy from the harmonic is
presented at the output of Filter 1 (s1[n]), which is a low-pass ﬁlter with cut-off frequency
fC=500 Hz. The high-pass ﬁlter (Filter 3) with fc=3 kHz selects the disturbances with high
frequencies in its output (s3[n]), which in this case corresponds mainly to notching class of
disturbance. Filter 2 is a band-pass ﬁlter with fCi=500 Hz and fCs=3 kHz, which basically
reduces the energy from harmonics and notching from the remaining disturbances (oscillatory
transients and spikes) at its output.
Considering the ﬁltering approach, the classiﬁcation problem can be formulated as the
following:
(i) From signal f [n], the hypothesis test for disturbance classiﬁcation for the fundamental
component becomes:
H f ,1 : f = fss + r f
H f ,2 : f = funder + r f
H f ,3 : e = fover + r f
H f ,4 : f = finter + r f , (29)
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where the vectors funder, fover, and finter denote an undervoltage or sag, a disturbance
called overvoltage or swell, and a disturbance named sustained interruption or outage,
respectively.
(ii) From signal s1[n], disturbance classiﬁcation for the error component is formulated as:
Hs1,1 : s1 = rs1
Hs1,2 : s1 = h + rs1 , (30)
where s1 = [s1[n] · · · s1[n − N − 1]]T and rs1 is the ﬁltered version of the noise vector r by
Filter 1.
(iii) From signal s2[n], the classiﬁcation of disturbances in the error component is formulated
as:
Hs2,1 : s2 = rs2
Hs2,2 : s2 = tosc + rs2
Hs2,3 : s2 = timp + rs2 , (31)
where tosc = [tosc[n] · · · tosc[n− N − 1]]T, timp = [timp[n] · · · timp[n− N − 1]]T and rs2 is the
ﬁltered version of the noise vector r by Filter 2.
(iv) From signal s3[n], disturbance classiﬁcation for the error component is formulated as:
Hs3,1 : s3 = rs3
Hs3,2 : s3 = tnot + rs3 , (32)
where tnot = [tosc[n] · · · tnot[n− N − 1]]T and rs3 is the ﬁltered version of the noise vector r
by Filter 3.
The three ﬁlters were designed as IIR (Inﬁnite Impulse Response) (Mitra, 2005) of fourth order
(see Equation (33)). The elliptic approximation was used for designing the ﬁlters. Elliptic
ﬁlters have an equiripple pass-band and an equiripple stop-band. Because the ripples are
distributed uniformly across both bands, these ﬁlters are optimum in the sense of having
the smallest transition width for a given ﬁlter order, cut-off frequency and pass-band and
stop-band ripples (Mitra, 2005).
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H(z) =
b0 + b1z−1 + · · ·+ b4z−4
a0 + a1z−1 + · · ·+ a4z−4
(33)
The block diagram (Figure 9) shows that the HOS features are extracted for s1[n], s2[n] and
f [n]. As signal s3[n] is mainly composed by notching, a simple feature extraction was used
(the root mean squared value (RMS)). As for the detection system presented in Section 5.1,
the 2nd and 4th order’s HOS features of N-length vectors constituted by samples of s1[n],
s2[n] and f [n] were extracted and the Fisher’s criterion was applied in order to select the best
features.
The Bayesian classiﬁer minimizes the error probability, however, not all problems are well
suited to such approaches as the involved probability density functions are complicated and
their estimation is not an easy task. In such cases, it may be preferable to compute decision
surfaces directly by means of alternative costs, as is the case of the neural networks, support
vector machines, etc. Therefore, for the classiﬁcation of power quality disturbances, several
works use neural networks, support vector machines, fuzzy classiﬁers, decision threes, among
others.
In Ferreira et al. (2010), for each vector of extracted features given by p1, p2 and p3, an expert
pattern recognition system was be used. Due to its good ability to distinguish disturbances, a
reduced number of cumulants is enough, as discussed in Section 4. Consequently, simple
neural classiﬁers may be used. This is an important advantage in classiﬁcation systems,
mainly for real-time applications. The three pattern recognition systems used were from
multilayer feedforward artiﬁcial neural networks (Haykin, 2009). The neural networks
comprise a single hidden layer. The RPROP algorithm (Riedmiller & Braun, 1993) was used
to train the neural classiﬁers. The hyperbolic tangent was used as activation function. For
RMS(s3), a simple threshold was used.
The Final Logic block combines the classiﬁer outputs O1, O2, O3 and Of , using a logical
operation based on the logical gate AND. Thus, a large group of multiple disturbance classes
can be easily incorporated by the Final Logic block.
5.2.2 Results
The following disturbance classes were considered in this application: outages; harmonics;
sags; swells; oscillatory transients; notching; spikes; sag with harmonics; swell with
harmonics; sag with oscillatory transient; swell with oscillatory transient; sag with notching;
swell with notching; notching with harmonics; oscillatory transient with harmonics; sag
with oscillatory transient and harmonics; sag with notching and harmonics; swell with
notching and harmonics; and swell with oscillatory transient and harmonics. Figure 2 (b)-(h)
illustrates examples of single disturbances. Examples of multiple disturbances are illustrated
in Figure 10.
Five hundred events from each class were simulated. Three hundred of each class were used
to design the classiﬁer and the remaining data were used for testing. The classiﬁcation design
comprises the design of ﬁlters, the feature selection and the neural training. The achieved
results can be seen in Table 2.
The main advantage of this system is its capability of classifying multiple disturbances with
reasonable efﬁciency. Eight classes comprising two simultaneous disturbances and four
classes formed by three simultaneous disturbances were correctly classiﬁed with efﬁciencies
above 97.2 %, as shown in Table 2. Additionally, others classes of multiple disturbances can
be addressed by combining the classiﬁer outputs O1, O2, O3 and Of through the Final Logic.
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Fig. 10. Examples of multiple disturbances: (a) sag with harmonics, (b) sag with oscillatory
transient and harmonics, (c) oscillatory transient with harmonics, (d) sag with notching and
harmonics, (e) swell with spikes, (f) swell with notching and harmonics, (g) sag with
notching, and (h) swell with oscillatory transient and harmonics.
Disturbance Classes Efﬁciency in %
Outage 100
Harmonics 99.0
Sag 100
Swell 100
Oscillatory Transient 99.0
Notching 100
Spike 100
Sag + harmonics 99.0
Swell + harmonics 97.2
Sag + oscillatory transient 100
Swell + oscillatory transient 99.4
Sag + notching 100
Swell + notching 99.0
Notching + harmonics 99.4
Oscillatory transient + harmonics 98.2
Sag + oscillatory transient + harmonics 98.2
Sag + notching + harmonics 98.4
Swell + notching + harmonics 98.8
Swell + oscillatory transient + harmonics 97.8
Table 2. Classiﬁcation results based on a ﬁlter bank.
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6. Conclusions
The performance of the PQ monitoring system is directly related to the pre-processing and
feature extraction techniques used. Therefore, the identiﬁcation of efﬁcient pre-processing
and feature extraction techniques is very important.
The usage of HOS as a feature extraction technique for PQ monitoring systems is very
promising and several recent works presented good results with respect to both detection
and classiﬁcation tasks.
The main advantages of the HOS as a feature extraction technique is its immunity to Gaussian
noise and also the capability to reveal non-linear characteristics from the data, which is
important for pattern recognition applications.
Some results shown that HOS is able to detect disturbances even using short acquisition
time windows, which represents an important characteristic for several power systems
applications such as protection, signal segmentation and disturbance localization. Being
speciﬁc, the results shown that the detection of disturbances can be accomplished in less than a
quarter of cycle, which is excellent for protection application, where speed and accuracy need
to be combined to guarantee selectivity and reliability during the occurrence, for example, of
a fault in a system.
Regarding the usage of HOS in PQ classiﬁcation, the results shown that combining techniques
allows efﬁcient classiﬁcation of single and simultaneous disturbances, and more, the usage of
the second and fourth orders HOS features, for a speciﬁc lag chosen from the FDR criterion,
has been enough to deal with the majority of the disturbances considered.
7. Future trends
Several problems in PQ are still open. Among them, load identiﬁcation and source
localization, both related to each other. Given that the PQ Analyzer has detected and classiﬁed
a disturbance, what kind of event and load have caused that problem?
For example, if a sag is detected and classiﬁed, the next step is answering if that sag was
generated by a fault in the system or by a start of a big motor. If a transient is detected,
what kind of event has caused it, a fault or a switching capacitor bank? Can HOS be used to
overcome this problem? These questions are under investigation at the moment.
Other promising application of HOS is in protection issues. HOS can be used in fault
detection, classiﬁcation and localization as shown by recent works, but there are a few
works in this area and several questions to be answered. The challenge is to guarantee
simultaneously speed, reliability and selectivity.
Another area where HOS can bring good results is in diagnose of electrical equipments, such
as transformers, motors and generators. Can cumulants, of voltage and current signals, carry
useful information about the status of the equipment? All these questions surely make PQ
research attractive and full of challenges.
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