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Résumé  Nous présentons dans ette ommuniation une nouvelle méthode de déonvolution-séparation de deux soures :
l'une est impulsionnelle (omposée de pis), l'autre est étendue (relativement basses fréquenes). An de séparer les soures on
introduit des a priori diérents sur les deux soures pour les disriminer : un a priori gaussien orrélé sur la soure étendue et un a
priori Student sur la soure impulsionnelle. En remarquant que la loi de Student peut être obtenue par marginalisation du produit
d'une gaussienne par une Gamma. On fait apparaître de ette manière des a priori onjugués, qui nous permettent d'utiliser une
approhe bayésienne variationnelle. Les résultats préliminaires sont présentés dans e résumé, la qualité de la séparation des
omposantes astrophysique est très enourageante pour la suite de es travaux.
Abstrat 
1 Introdution
Dans et artile nous nous intéressons à un problème
de déonvolution assoié à un problème de séparation de
omposantes astrophysiques. L'objetif est de reonstruire
deux artes : l'une omposée uniquement d'étoiles (pis)
et l'autre représentant le fond du iel à partir de don-
nées issues d'un télesope (une image oue et bruitée).
Ce problème de séparation de omposantes astrophysiques
est très répandu dans la ommunauté des astrophysiiens.
Par exemple, les herheurs qui travaillent sur le fond dif-
fus osmologique et eux qui s'intéressent à la struture
des nuages de poussières interstellaires, essaient de retirer
les étoiles présentes dans les observations.
La méthode la plus utilisée par les astrophysiiens pour
enlever les étoiles de leurs artes s'appelle CLEAN. C'est
une méthode itérative qui enlève les étoiles les unes après
les autres jusqu'à e qu'il n'y en ait plus. Cette tehnique
possède deux limitations :
 elle ne permet pas de déonvoluer les étoiles qui ne
sont pas résolues dans les données (si deux étoiles sont
trop prohes, elles génèrent une seule tâhe dans les
données) ;
 elle ne permet pas de déonvoluer le fond de la arte.
Giovannelli et al, dans leur artile [1℄, résolvent e pro-
blème en adoptant un formalisme bayésien et en reons-
truisant de manière expliite deux artes, l'une ontenant
les soures pontuelles et l'autre ontenant les soures
étendues (plutt basses fréquenes). En introduisant les
a priori diérents sur les deux artes ils arrivent à séparer
les deux omposantes astronomiques. Un a priori gaussien
orrélé pour la arte ontenant les soures étendues et un
a priori de Laplae séparable pour la arte ontenant les
soures pontuelles. Enn, ils tiennent ompte d'une in-
formation de support et une ontrainte de positivité sur
les diérentes soures an de ontraindre le problème.
Dans e résumé, nous reprenons la formalisation du pro-
blème de Giovannelli et al., mais nous introduisons un
a priori de Student sur l'image des soures pontuelles.
Cette loi possède un paramètre de forme qui permet d'ob-
tenir une loi à plus lourde queue que la loi de Laplae.
En utilisant ette loi on favorise les artes les plus lairse-
mées. La loi a posteriori obtenue en utilisant un a priori
de Student est très diile à maximiser ou à éhantillon-
ner. En s'inspirant des travaux de G. Chantas et al. [2℄
on hoisit de résoudre un problème étendu où l'on estime
onjointement la arte des pis et une image d'inverse va-
riane a priori de ette dernière. Nous résolvons e pro-
blème inverse étendu à l'aide d'une approhe bayésienne
variationnelle [3℄.
2 Méthode
2.1 Modèle diret :
On onsidère que notre image d'intérêt x ontient deux
omposantes, une image doue s et une image de pis
p. On onsidère que la réponse du télesope orrespond
à la onvolution du iel par une réponse impulsionnelle
supposée onnue. De plus les données sont entahées d'un
bruit b. La relation qui lie les données notées y au iel
x = s + p est la suivante :
y = H(s + p) + b (1)
où H est la matrie Toeplitz de onvolution.
On onsidère ii que le bruit b est gaussien iid d'inverse
variane βb. On en déduit la vraisemblane suivante :
Pr(y|p, s, βb) ∝ exp[−1
2
βb‖y −Hs−Hp‖2]
2.2 Lois a priori :
La modélisation a priori de s est un gaussien orrélé
d'inverse variane βs :
Pr(s|βs) ∝ exp[−1
2
βs‖Ds‖2]
où D est la matrie des diérenes nies.
La modélisation a priori de p est une loi de Student iid.
Pr(p|ν, λ) ∝
∏
i
(
1 +
λ
ν
p2i
)
−
ν+1
2
Cette loi de Student peut être obtenue par intégration du
produit d'une loi normale par une loi Gamma.
Pr(pi|ν, λ) =
∫
R
Pr(pi|ai, λ) Pr(ai|ν)dai
ave
Pr(pi|ai, λ) = N (0, (λai)−1)
Pr(ai|ν) = Gamma(ν
2
,
ν
2
)
L'idée est d'utiliser des loi normale et Gamma à la plae de
la loi de Student. Nous allons don résoudre un problème
étendu où on estime onjointement (s,p,a) ave a qui est
proportionelle à l'inverse variane a priori de p. Comme
souvent, nous prenons le parti de résoudre un problème
étendu, possédant plus d'inonnu, où nous devons estimer
des variables ahées a supplémentaires. Nous estimons
maintenant trois fois plus d'inonnues que de données. La
ontre partie s'est que l'on a un a posteriori plus simple
gaussien pour s,p et Gamma pour a. En eet les lois i
dessus pour le problème étendu sont onjuguées, 'est à
dire que l'a posteriori est de la même famille que la vrai-
semblane. En utilisant es lois a posteriori simples, on
peut utiliser l'approhe bayésienne variationnelle présen-
tée dans la partie 2.4
Remarque : En utilisant e problème étendu on dénit
la loi de Student omme un mélange d'une innité de loi
gaussienne entrée. Il est fort probable qu'on puisse par
des approhes omparables dénir une grande variété de
lois en jouant sur la paramétrisation de la loi Gamma.
2.3 Loi a posteriori :
On dénit une loi a posteriori étendue pour (s,p,a)
Pr(s,p,a|y, βb, βs, ν, λ) ∝ exp
[
−1
2
βb‖y −Hs−Hp‖2
−1
2
βs‖Ds‖2
]∏
i
√
ai exp
[
−1
2
p2i aiλ
]
a
ν
2
−1
i exp
[
−1
2
νai
]
(2)
2.4 Approhe bayésienne variationnelle :
Nous évoquerons ii uniquement le prinipe de l'ap-
prohe bayésienne variationnelle. Les personnes intéres-
sées pourront voir par exemple la thèse de Choudrey [4℄.
L'idée est d'approher la loi a posteriori par une loi plus
simple q (ave laquelle on peut faire des aluls expliites)
en minimisant la distane de Kullbak-Leibler entre es
lois. Nous avons vu préédemment que nous avons réérit
notre problème inverse et que nous avons hoisi des lois
a priori pour avoir une loi a posteriori plus simple pos-
sible, mais ça ne sut pas pour mener des aluls ex-
pliitement, il faut que les lois soient séparables par rap-
port à (s,p,a). On prend une loi approhante q(s,p,a) =
qs(s)qp(p)qa(a). Dans e as on sait que la loi appro-
hante qui minimise la distane de Kullbak-Leibler entre
Pr(s,p,a|y,Θ) et q(s,p,a) est de la même famille que l'a
posteriori . Cette minimisation fontionnelle se fait uni-
quement au travers de la modiation des paramètres des
lois approhantes, e qui simplie énormément la mise en
÷uvre. Cette approhe mène à un algorithme itératif : on
hoisi une première loi approhante puis on modie les
paramètres de lois à l'aide d'équations de mise à jours
an qu'à haque itération la distane de Kullbak-Leibler
diminue. Vis à vis de la fontion q la distane de Kullbak-
Leibler est onvexe, don il n'y a qu'un minimum global.
Par ontre, omme on modie la fontion q uniquement
dans ertaine famille de fontion au travers de paramètres
le problème n'est plus onvexe. Il faut don hoisir or-
retement l'initialisation pour s'aranhir de la présene
éventuelle de minima loaux.
Remarque : Les avantages de ette approhe bayésienne
variationnelle sont multiples :
 La solution alulée est une loi de probabilité, e qui
permet d'en déduire immédiatement tous les estima-
teurs habituels (maximum a posteriori , moyenne a
posteriori , médiane a posteriori). On peut aussi ob-
tenir des varianes a posteriori très utile, pour l'ex-
ploitation des résultats.
 On peut aussi obtenir numériquement, la vraisem-
blane du modèle. C'est à dire la probabilité des don-
nées sahant toutes les hypothèses ayant onduit à la
résolution du problème inverse. À l'aide de ette vrai-
semblane on peut hoisir entre diérents modèles a
priori ou diérents modèles physiques, par exemple
on peut déterminer le nombre de soures dans le as
d'un problème de séparation de soures.
 Cette approhe permet aussi de faire très failement
un bon ompromis entre approximation et oût de
alul. En eet, on peut hoisir la granularité de la
séparabilité des lois approhantes. Plus la loi est sé-
parable plus le nombre de paramètres à estimer est
faible, don plus l'approhe itérative est eae.
2.5 Lois approhantes :
Comme nous avons hoisi des a priori onjugués, les lois
approhantes q sont de la même famille que la loi a poste-
riori . Pour que les aluls ave les lois approhantes soient
plus simples qu'ave la loi a posteriori on prend des lois in-
dépendantes q(s,p,a) =
∏
i qsi(si)
∏
j qpj (pj)
∏
k qak(ak).
qsi(si) = N (msi, σ2si),
qpj (pj) = N (mpj , σ2pj ),
qak(ak) = Gamma(αk, γk).
2.6 Mise à jour des paramètres des lois
approhantes :
Après une série de aluls que l'on ne détaillera pas
dans e résumé on obtient les équations de mise à jour
suivantes :
(σ2si)
k+1 =
(
βbdiag(H
tH)(i) + βsdiag(D
tD)(i)
)
−1
msk+1i = (σ
2
si
)k+1 ∗ βb[Ht(y(i)−Hmsk −Hmpk)(i)
+diag(HtH)(i)mski−
βs
βb
(DtDmsk(i)−diag(DtD)(i)mski )]
(σ2pi )
k+1 =
(
βbdiag(H
tH)(i) + λ
αki
γki
)
−1
mpk+1i = βb
(
Ht(y(i)−Hmsk −Hmpk)(i)
+ diag(HtH)(i)mpki )
) ∗ (σ2pi)k+1
αk+1i =
ν + 1
2
γk+1i =
ν
2
+
λ
2
((mpki )
2 + (σ2pi )
k) (3)
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Fig. 1  Données simulées : (a) image vraie omposée de
pis (les images de pis ont été ahées en ouleur inver-
sée et les pis ont été artiiellement grossis d'un fateur
neuf d'être visibles) ; (b) image vraie de soures étendues
(arte obtenue à l'aide du télesope Spitzer) () la réponse
impulsionnelle du télesope Spitzer (d) données obtenues
en ajoutant (a) et (b) en onvoluant par la réponse () puis
en ajoutant un bruit gaussien d'éart type σb = 0.017.
3 Résultats
L'objetif pratique de ette méthode de traitement est
de séparer deux omposantes astrophysiques : Les étoiles
et l'émission du milieu interstellaire. En eet, lorsqu'on
veut mesurer l'émission des poussières dans le milieu in-
terstellaire, les étoiles qui sont des soures 500 à 1000 fois
plus intenses réduisent la qualité de l'analyse du signal.
Pour valider notre approhe nous avons essayé de nous
rapproher de e problème de traitement des données as-
trophysiques. Nous avons don simulé des données omme
si elle avait été aquises par la satellite Spitzer (satellite
d'observation de l'émission infrarouge lointaine).
3.1 Simulation réaliste
Pour e faire, nous avons onstruit une image du iel qui
est l'addition d'une arte d'un nuage de poussière (voir
gure 1 (a)) plus une arte omposée de pis de forte
amplitude (voir gure 1(b)). Nous avons ensuite onvo-
lué l'image du iel par la réponse impulsionnelle mesurée
de Spitzer (voir gure 1 ()). Notons que ette réponse
impulsionnelle est de grande dimension 64×64, e qui rend
la résolution dans le domaine de Fourier déliate. Puis on
ajoute un bruit gaussien iid d'éart type σb = 0.017, or-
respondant à elui observé sur l'instrument.
3.2 Comparaison ave l'existant
An de démontrer l'apport de a priori de Student par
rapport à un a priori de Laplae, nous avons implémenté
une méthode omparable à elle de Giovannelli et al..
On minimise le même ritère, mais sans ontrainte de sup-
port et de positivité et sans faire d'approximation iru-
lante. Tous les résultats sont résumés sur la gure 2
1
.
Nous avons initialisé les deux approhes par la solution
du ltre inverse. La valeur des hyperparamètres a été xée
à : λ = 0.02, ν = 0.1, βb = 1 et βs = 10
−5
. Enn nous
avons obtenu une loi approhante de la loi a posteriori
(2) en 3000 itérations et nous visualisons sur la gure 2
uniquement la moyenne de s et la moyenne de p.
Si on analyse les résultats des gures 2(e) et 2(f) on
remarque que l'a priori de Student à garder un pi et à
forer les autres valeur à être très prohe de 0, e n'est pas
le as ave a priori de Laplae le pi n'est pas résumé à
une valeur et il reste un résidu dans la arte doue gure
2(b), ar les forte valeur sont quand même pénalisées.
4 Conlusions
Les premiers résultats présentés ii sont très enoura-
geants, on a une exellente séparation des deux ompo-
santes astrophysiques. Mais il reste un travail de valida-
tion sur données réelles.
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 a priori
Lapla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