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Abstract
Relationships between three possible descriptions: microscopic, mesoscopic and macroscopic that
are related to a large population composed of several subpopulations, are formulated. The systems
describing the evolution of a large number of individuals undergoing stochastic interactions (a de-
scription at microscopic level) in terms of stochastic semigroups are considered. The solutions of the
general Lotka–Volterra-type equations without or with (weak) diffusion (descriptions at macroscopic
level) are approximated by solutions of stochastic systems when the number of individuals N tends
to ∞. The rate of approximation is controlled.
 2005 Elsevier Inc. All rights reserved.
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0. Introduction
Usually the description of biological populations is carried out at macroscopic level of
interacting subpopulations of the system (e.g., the Lotka–Volterra-type equations). How-
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cells) seems to be more adequate (cf. [6] and references therein).
In the present paper rigorous relationships between the following 3 levels of description
are stated:
(i) microscopic level of stochastically interacting individuals (in terms of continuous lin-
ear semigroups of Markov operators—continuous stochastic semigroups—related to
Eq. (2.4));
(ii) mesoscopic level of a distribution function related to a test individual (in terms of non-
linear semigroups related to bilinear Boltzmann-type integro-differential equations—
cf. (1.4));
(iii) macroscopic level of densities of interacting subpopulations (in terms of dy-
namical systems related to bilinear Lotka–Volterra-type equations either spatially
homogeneous—cf. (1.1) or inhomogeneous with diffusion—cf. (1.2)).
It is worth to point out that some natural modifications of the equations at level (i)
can lead to -linear equations at level (iii) for given  ∈ {3,4, . . .}. On the other hand,
the further approximation to the solutions of macroscopic system, that are not necessarily
-linear (for some  ∈ N), is possible at level (iii) by using Tikhonov’s theorem [28], cf.
the theory of Michaelis and Menten in [26, Chapter 2, A]. However, these possibilities will
not be discussed here.
The present approach may offer a theoretical basis for the modeling of biological
processes such as the competition between tumor and immune system (see Example 5.2)
at the level of interacting individuals (cells).
Various relationships between particle systems and reaction–diffusion equations have
been discussed by different authors. The interested reader is addressed to papers [8,9,25]
and references therein.
The present paper gives a new approach. Its novelty lies in the relating 3 different levels
of description and in controlling the rates of approximations. The approach can be applied
to a wide variety of important examples and allows for various generalizations.
1. Macroscopic and mesoscopic descriptions
We consider the following general population system of equations:
ρ˙j =
r∑
k=1
αj,kρk + ρj
r∑
k=1
βj,kρk, j = 1,2, . . . , r, (1.1)
where αj,j , βj,k (j, k ∈ {1,2, . . . , r}) are real constants (they can be positive, negative
or zero), αj,k (j = k) are non-negative constants; ρj = ρj (t); t  0 is the time variable,
ρ˙j = dρj/dt .
The parameters αj,j are intrinsic growth or decay rates of the j -subpopulation, and βj,k
are the interaction rates (positive, negative or zero) between the j th and kth subpopulations.
System (1.1) with αj,k = 0, βj,kβk,j < 0 for all j = k and βj,j = 0 for all j = 1, . . . , r
is called a Lotka–Volterra system; whereas if αj,k = 0, βj,kβk,j < 0 for all j = k and
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αj,k = 0 for all j = k, βj,k  0 for all j, k = 1, . . . , r and for any j = 1, . . . , r there is
k = 1, . . . , r such that βj,k < 0 is called the competitive system.
Next we consider the following general (spatially inhomogeneous) population system
with diffusion:
∂tj − σjj =
r∑
k=1
αj,kk + j
r∑
k=1
βj,kk, j = 1,2, . . . , r, (1.2)
where:
• αj,j , βj,k (j, k ∈ {1,2, . . . , r}) are real constants (positive, negative or zero);
• αj,k (j = k), σj (j ∈ {1,2, . . . , r}) are non-negative constants;
• j = j (t, x);
• t  0 is the time variable;
• x ∈ Td is the space variable, Td is the d-dimensional torus, d  1;
•  =∑di=1 ∂2xi .
The torus Td is naturally isomorphic to the Cartesian product of d copies S1 × · · · × S1
of the circle. Assuming that the space variable is in the torus is a kind of mathematical
simplification, but in some cases can have a clear meaning (cf. [20]).
In the case of system (1.2) more general parameters αj,k , βj,k , σj that are (regular)
functions of the space variable x, and more general diffusion operators and systems with
more general bilinear terms can be treated as well. The details are left to the reader.
Systems (1.1) and (1.2), as we will see, can be obtained in properly chosen limits from
a general class of bilinear systems of Boltzmann-like integro-differential equations de-
scribing the dynamics of individuals undergoing kinetic (stochastic) interactions proposed
in [20] (cf. also [14]) and therefore can be approximated by the stochastic systems of in-
teracting individuals [15].
Various Boltzmann-like equations in the context of biological systems were consid-
ered by various authors (see [2–4,6,7,10,13–16,24] and references therein). A bilinear
Boltzmann-like equation in such a context was first proposed in [13] and related to a cer-
tain population of interacting insects. The kinetic-cellular theory based on Boltzmann-like
equations and related to tumor cells in competition with the immune system was first pro-
posed in [7] and then developed in various papers (see [6]). The class of systems in [20] is
a generalization of those of [2–4,10,13,19]. In the literature the Boltzmann-like equations
are referred to as the GKM—Generalized Kinetic Models.
Following [20] consider a (large) number of individuals of several populations: each
individual is characterized by u = (j, u, x), where j ∈ J = {0,1, . . . , r + 1} is the pop-
ulation of the individual, u ∈ R+ = [0,∞[ is the inner state (activity) of the individual,
and x ∈ Td is the position (center of mass) of the individual. The populations labeled by 0
and r + 1 play an auxiliary rôle and are related to the environment. The evolution is de-
termined by interactions between pairs of individuals (analogously to kinetic theory only
binary interactions are taken into account).
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defines the density of individuals of the j th population with state u ∈ R+ at point x ∈ Td
at time t ∈R+.
Let µ be a measure defined on Ω such that
µ(J1 × U1 × U2) = ν(J1)λ(U1)λ(U2), (1.3)
ν is the counting measure in J , J1 ⊂ J , and λ is the Lebesgue measure in R+ × Td ,
U1 × U2 is a λ-measurable subset of R+ × Td . We adhere to the obvious convention that
the sum on the set J is expressed by the integral with respect to the counting measure ν.
The rate of interaction between the individuals of the j th population with state u at
point x and the individual of the kth population with state v at point y is given by the
(measurable) function
a = a(u,v), u = (j, u, x), v = (k, v, y), a :Ω2 →R+.
The transition into the j th population with state u at point x due to the interaction
of individuals of the kth population with state v at point y with individuals of the lth
population with state w at point z is described by the (measurable) function A:
A = A(u;v,w), u = (j, u, x), v = (k, v, y), w = (l,w, z), A :Ω3 →R+.
Referring to [20] the kinetic model reads:
∂tf (t,u) = Γ [f ](t,u), t > 0, u ∈ Ω, (1.4)
where
Γ [f ](t,u) =
∫
Ω
∫
Ω
A(u;v,w)a(v,w)f (t,v)f (t,w) dµ(v) dµ(w)
− f (t,u)
∫
Ω
a(u,v)f (t,v) dµ(v).
We consider the following particular (conservative or probabilistic) case:∫
Ω
A(u;v,w) dµ(u) = 1, for µ-a.a. v,w in Ω such that a(v,w) > 0. (1.5)
Various models known in the literature can be covered by the general model (1.4). In
papers [14,15,20] some of examples were given.
In order to deal with system (1.1) we use a simpler space homogeneous kinetic model—
Eq. (1.4) independent of the space variables x, y, z as well as J = {0,1, . . . , r}. However,
throughout the present paper, the uniform notation in both cases (spatially homogeneous
and inhomogeneous) is kept.
In this paper it is shown that under suitable assumption the conservative (i.e. satisfying
(1.5)) model (1.4) results in system (1.1), or in system (1.2), which need not be conservative
in the space homogeneous and inhomogeneous cases, respectively.In the space-homogeneous case let J = {0,1, . . . , r}, Ω = J ×R+, and
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a∗(j, u, k, v) =
{
bj,kv for j, k = 1, . . . , r,
bj,0 for j = 1, . . . , r, k = 0,
0 for j = 0, k = 0, . . . , r,
(1.6b)
bj,k  0, ∀j, k = 0, . . . , r, (1.6c)
where R R0 > 0, χ(true) = 1, χ(false) = 0;
If a∗(k, ·, l, ·) ≡ 0 then AR(j, ·; k, ·, l, ·) ≡ 0 ∀j . If a∗(k, ·, l, ·) ≡ 0, for some k, l, then
AR(j,u; k, v, l,w) =A(R)j,k,l(u, v)χ(uR)χ(v R)χ(w R), (1.7a)
for j, k, l = 0, . . . , r , and
A(R)j,k,l(u, v) =
Aj,k,l(u, v)∑r
j ′=1
∫ R
0 Aj ′,k,l(u′, v) du′
, (1.7b)
where Aj,k,l  0 satisfies
r∑
j ′=1
R0∫
0
Aj ′,k,l(u, v) du c1 > 0,
r∑
j ′=1
∞∫
0
Aj ′,k,l(u, v) du = 1,
∞∫
0
uAj,k,l(u, v) du = Bj,k,lv, ∀v > 0, (1.7c)
for all j, k, l = 0, . . . , r , and c1 is a constant. Moreover, we assume
A0,k,l ≡ 0, ∀k, l = 0, . . . , r,
Aj,k,l ≡ 0, if j = k, j, k, l = 1, . . . , r. (1.7d)
Write
Bj,l = Bj,j,l , for j, l = 1, . . . , r. (1.8)
In the space-inhomogeneous case let J = {0,1, . . . , r + 1}, Ω = J ×R+ ×Td , ε > 0,
κdε = (εd/d)|Sd−1|, Sd−1 = {η ∈Rd : |η| = 1}, |Sd−1| =
∫
Sd−1 dη, and
aR,ε(j, u, x, k, v, y) = a∗(j, u, x, k, v, y)χ(uR)χ(v R), (1.9a)
a∗(j, u, x, k, v, y)
=


1
κd
ε3
χ
(|y − x| < ε3)bj,kv for j, k = 1, . . . , r,
bj,k for j = 1, . . . , r, k = 0, r + 1,
0 for j = 0, r + 1, k = 0, . . . , r + 1.
(1.9b)
If a∗(k, ·, ·, l, ·, ·) ≡ 0 then AR,ε(j, ·, ·; k, ·, ·, l, ·, ·) ≡ 0 ∀j ; if a∗(k, ·, ·, l, ·, ·) ≡ 0, for
some k, l, then
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= 1
κd
ε3
χ
(|y − x| < ε3)A(R)j,k,l(u, v)χ(uR)χ(v R)χ(w R), (1.10a)
j, k = 0, . . . , r + 1, l = 0, . . . , r , where A(R)j,k,l(u, v) is given by (1.7) for j, k, l = 0, . . . , r ,
and
A(R)r+1,k,l ≡ 0, ∀k, l = 0, . . . , r + 1; (1.10b)
AR,ε(j, u, x; k, v, y, r + 1,w, z)
= 1
κdε
δj,kχ
(|y − x| < ε)A(R)j (u, v)χ(uR)χ(v R)χ(w R), (1.10c)
for j, k = 1, . . . , r , δj,j = 1, δj,k = 0 (j = k),
A(R)j (u, v) =
Aj (u, v)∑r
j ′=1
∫ R
0 Aj ′(u′, v) du′
, (1.10d)
and Aj  0 satisfies
r∑
j ′=1
R0∫
0
Aj ′(u, v) du c2 > 0,
r∑
j ′=1
∞∫
0
Aj ′(u, v) du = 1,
∞∫
0
uAj (u, v) du = v, ∀v > 0, (1.10e)
for all j = 1, . . . , r , where c2 is a constant.
Note that the functions AR in (1.7) and AR,ε in (1.10), by (1.7c) and (1.10d), are char-
acterized by a singular behavior with respect to the variable v for v = 0. The example of a
function Aj satisfying (1.10e) is
Aj (u, v) = 1
v
exp
(
−u
v
)
, u > 0, v > 0. (1.11)
It is easy to see that (1.5) is satisfied and therefore the solution of Eq. (1.4) in both cases
(homogeneous and inhomogeneous) a priori satisfies (cf. [20])
f (t,u) 0,
∫
Ω
f (t,u) dµ(u) =
∫
Ω
f (0,u) dµ(u), t > 0, (1.12)
provided that the initial data f (0) is non-negative and integrable. Moreover, we may as-
sume, in the space-homogeneous case, that
f (t,0, u) = c0χ(uR0), ∀t  0, ∀u ∈R+, (1.13)
where c0 > 0, R0 > 0 are constants, and in the space-inhomogeneous case, that
f (t,0, u, x) = c0 χ(uR0), f (t, r + 1, u, x) = cr+1χ(uR0),
∀t  0, ∀u ∈R+, ∀x ∈ Td , (1.14)c0 > 0, cr+1 > 0, R0 > 0 are constants.
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dependent of ε we assume that Bj,k , bj,k (j, k ∈ {0,1, . . . , r}), c0, and R0 are chosen such
that
(Bj,k − 1)bj,k = βj,k, j, k ∈ {1,2, . . . , r}, (1.15a)
(Bj,k,0 − δj,k)bk,0c0R0 = αj,k, j, k ∈ {1,2, . . . , r}. (1.15b)
If
f¯ (t, j) =
R∫
0
uf (t, j, u) du, (1.16)
where f is a solution of Eq. (1.4) with aR and AR given by (1.6)–(1.8) and (1.15), then
(f¯ (t,1), . . . , f¯ (t, r)) formally approximates a solution (ρ1(t), . . . , ρr (t)) of Eq. (1.1) in
the limit R → ∞ (for the simplicity of notation we do not indicate the R-dependence
of f ). This approximation will be discussed in Section 3.
In the space-inhomogeneous case let
σj = ε2σ ∗j . (1.17)
Given parameters σ ∗j  0, αj,k , βj,k (j, k ∈ {1, . . . , r}) independent of ε (note that (1.17)
is related to a weak diffusion case) we assume that Bj,k , bj,k (j, k ∈ {0,1, . . . , r + 1}), c0,
cr+1 and R0 are chosen such that
(Bj,k − 1)bj,k = βj,k, j, k ∈ {1,2, . . . , r}, (1.18a)
(2π)d(Bj,k,0 − δj,k)bk,0c0R0 = αj,k, j, k ∈ {1,2, . . . , r}, (1.18b)
(2π)d
2(d + 2)bj,r+1cr+1R0 = σ
∗
j , j ∈ {1,2, . . . , r}. (1.18c)
If
f¯ (t, j, x) =
R∫
0
uf (t, j, u, x) du, (1.19)
where f is a solution of Eq. (1.4) with aR,ε and AR,ε given by (1.9)–(1.10) and (1.18)
then (f¯ (t,1, x), . . . , f¯ (t, r, x)) is formally asymptotically O(ε3)-close to the solution
(1(t, x), . . . , r (t, x)) of Eq. (1.2) with σj = O(ε2) (for all j = 1, . . . , r) in the limit
R ↑ ∞ and ε ↓ 0 (for the simplicity of notation we do not indicate the (R, ε)-dependence
of the function f and the ε-dependence of the functions j ).
On the other hand, assuming that
a(j,u, x, r + 1, v, y) = 1
ε2
bj,r+1, j = 1, . . . , r, (1.20)
where
(2π)d2(d + 2)bj,r+1cr+1R0 = σj , (1.21)
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f¯ (t, r, x)) is formally asymptotically O(ε)-close to the solution (1(t, x), . . . , r (t, x))
of Eq. (1.2) with the parameters σj , rj , βj,k that are independent of ε (a strong diffusion
case) in the limit R ↑ ∞ and ε ↓ 0.
The former (weak diffusion) case will be discussed in Section 4. The latter (strong
diffusion) case is a more delicate problem because of an uncontrolled singular behavior of
aR,ε , given by (1.20) in the limit ε ↓ 0.
Remark. The situation is easier for a special choice of parameters of Eq. (1.1). As it was
stated in paper [16] if
αj,k = 0, ∀j = k, αj,j < 0, ∀j, βj,k < 0, ∀j, k, (1.22)
are given constants, then assuming
a(j,u, k, v) = −βj,kv, ∀j, k = 1, . . . , r, u, v ∈ [0,R], (1.23)
and
A(j,u; k, v, l,w) = δj,lAj,k(u), ∀j, k, l = 1, . . . , r, u, v,w ∈ ]0,R[, (1.24)
where
R∫
0
Aj,k(u) du = 1, βk,j
R∫
0
uAj,k(u) du = αj,j ,
∀j, k, l = 1, . . . , r, (1.25)
and R > 0 is fixed, we obtain that (f¯ (t,1), . . . , f¯ (t, r)) is a solution of Eq. (1.1), provided
that f is a solution to Eq. (1.4) with (1.6)–(1.8) and (1.15) and f¯ is given by (1.16).
Assumption (1.22) corresponds to some competitive systems. One of the simplest examples
is the logistic equation (cf. [15,16]).
The rest of the paper is organized as follows. Section 2 is devoted to the presentation
of the model at the microscopic level of interacting individuals as well as the rigorous
transition to the mesoscopic level of kinetic description based on Eq. (1.4). In Sections 3
and 4 the rigorous transition from microscopic description to the macroscopic level of
system (1.1) and of system (1.2), respectively, is presented. Two important examples are
given in Section 5.
2. From microscopic to mesoscopic description
Applying the idea of [18], it was shown [15] that the solution of Eq. (1.4) can be ap-
proximated by solutions of (linear) equations describing the dynamics of suitable system
of interacting individuals.
Consider a system composed of N interacting individuals. Every individual n (n ∈
{1,2, . . . ,N}) is characterized by un = (jn, un, xn) ∈ Ω , where jn ∈ J characterizes the
population of the n-individual, un ∈ U—its state, and xn ∈ Td—its position (center of
mass), Ω = J × U × Td . Here U = [0,R], R > 0. The n-individual interacts with the
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individuals may change their populations and/or their states. Consider the process of N
individuals with infinitesimal generator given by
ΛNφ(u1,u2, . . . ,uN)
= 1
N
∑
1n,mN
n=m
a(un,um)
(∫
Ω
A(v;un,um)
× φ(u1, . . . ,un−1,v,un+1, . . . ,uN)dµ(v)− φ(u1, . . . ,uN)
)
, (2.1)
where φ is an appropriate test function. We assume (1.5) together with
0A(u;v,w), 0 a(u,v) ca, for µ-a.a. u,v,w ∈ Ω, (2.2)
where ca is a positive constant.
Note that if ε > 0 and 0 < R < ∞ are arbitrary but fixed then assumption (2.2) is
satisfied for a and A given by (1.6)–(1.7) or (1.9)–(1.10).
Assume that the system is initially distributed according to a probability density FN ∈
L1,N , where L1,N is the space
L1,N = L1(µN⊗) = L1(µ ⊗ · · · ⊗ µ︸ ︷︷ ︸
N×
)
equipped with the norm
‖f ‖L1,N =
∫
ΩN
∣∣f (u1, . . . ,uN)∣∣dµ(u1) . . .µ(uN).
The time evolution is described by the probability density
fN(t) = exp(tΛ∗N)FN . (2.3)
It satisfies (in L1,N )
∂tfN = Λ∗NfN ; fN |t=0 = FN, (2.4)
where
Λ∗Nf (u1,u2, . . . ,uN)
= 1
N
∑
1n,mN
n=m
(∫
Ω
A(un;v,um)a(v,um)
× f (u1, . . . ,un−1,v,un+1, . . . ,uN)dµ(v) − a(un,um)f (u1, . . . ,uN)
)
.
Under assumption (2.2) operator Λ∗N is a bounded linear operator in the space L1,N .
Therefore the Cauchy problem (2.4) has a unique solution (2.3) in L1,N for all t  0.
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initial data and the L1,N -norm is preserved∥∥fN(t)∥∥L1,N = ‖FN‖L1,N = 1, for t > 0. (2.5)
Therefore, the right-hand side of Eq. (2.3) defines a continuous linear semigroup of Markov
operators (continuous stochastic semigroups), cf. [21].
We assume that all functions are symmetric:
fN(u1, . . . ,uN) = fN(ur1 , . . . ,urN ), (2.6)
for µ-a.a. u1, . . . ,uN in Ω and for any permutation {r1, . . . , rN } of the set {1, . . . ,N}. We
introduce the s-individual marginal density (1 s < N )
fN,s(u1, . . . ,us) =
∫
ΩN−s
fN(u1, . . . ,uN)dµ(us+1) . . . dµ(uN), (2.7)
and fN,N = fN . We assume now that the process starts with chaotic (i.e. factorized) prob-
ability density and we consider initial data
fN,s(0) = (F )s ⊗ = F ⊗ · · · ⊗ F︸ ︷︷ ︸
s×
, s = 1, . . . ,N; (2.8)
i.e. s-fold outer product of a probability density F defined on Ω .
In paper [15] the result stating that the solution of Eq. (1.4) is approximated by the
solutions of Eq. (2.4) as N → ∞ was proven.
Theorem 2.1 [15]. Let assumption (2.2) together with (1.5) be satisfied. If F is a probabil-
ity density on J × U , then, for each t0 > 0, there exists N0 such that for N N0
sup
[0,t0]
‖fN,1 − f ‖L1,1 
c3
Nη
, (2.9)
where the non-negative function fN ∈ L1,N is the unique solution of Eq. (2.4) correspond-
ing to the initial datum (2.8) and f ∈ L1,1 is the unique, non-negative solution of Eq. (1.4)
corresponding to the initial datum F ; η and c3 are positive constants that depend on t0.
The above theorem is an example of kinetic theory (statistical physics) methods which
may successfully be applied to population theory. Other examples were given in papers
[11,23].
3. From microscopic to macroscopic description. The space-homogeneous case
In this section all functions are assumed to be independent of the position variable x ∈
T
d (x1, . . . , xN ∈ Td ).
First we consider the simplest conditions introduced in Remark 1.1 (cf. [16]). Let the
parameters αj,k , βj,k satisfy (1.22). Let the functions a and A in (2.1) be given by (1.23)–
(1.25) for some fixed R > 0. In this case we need not take in consideration the auxiliary
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alternatively that c0 = 0 in (1.13).
Given a function f ∈ L1(0,R), let
f¯ =
R∫
0
uf (u)du. (3.1)
Under assumption (1.22) and given initial data
(ρ1, . . . , ρr)|t=0 =
(
ρ
(0)
1 , . . . , ρ
(0)
r
) ∈Rr+, (3.2)
for any t0 > 0, there exists a unique non-negative solution (ρ1(t), . . . , ρr (t)) to Eq. (1.1)
for t ∈ [0, t0] (because all the nonlinear terms are with negative coefficients). Let now F
be a probability density on J × [0,R] such that
F¯ (j) = ρ(0)j , ∀j = 1, . . . , r. (3.3)
By Theorem 2.1 we have
Corollary 3.1. Let assumption (1.22) be satisfied. Let a and A in Eq. (2.4) be given by
(1.23) and (1.24). If F is a probability density on J × [0,R], such that (3.3) is satisfied,
then, for each t0 > 0, there exists N0 such that for N N0
sup
t∈[0,t0]
r∑
j=1
∣∣f¯N,1(t, j) − ρj (t)∣∣ c4
Nη
, (3.4)
where the non-negative function fN ∈ L1,N is the unique solution of Eq. (2.4) correspond-
ing to the initial datum (2.8), and ρ is the unique, non-negative solution of Eq. (1.1)
corresponding to the initial datum (3.2); η and c4 are positive constants that depend on t0.
One may conjecture that the similar strategy can be applied to the Smoluchowski co-
agulation equation (cf. [15]), to the non-local coagulation equation [19] as well as to the
generalized coagulation equations considered in [17].
The task is now to relax assumption (1.22). In order to cover the general case:
αj,j ∈R ∀j = 1, . . . , r, αj,k  0 ∀j = k, j, k = 1, . . . , r,
βj,k ∈R ∀j, k = 1, . . . , r, (3.5)
the limit R → ∞ is considered.
We introduce the following notation: L1 = L1(µ) is the space equipped with the norm
‖f ‖L1 =
r∑
j=0
R∫
0
∣∣f (j,u)∣∣du, R > 0,
and X0 is the space equipped with the norm
‖f ‖0 =
r∑ ∞∫ ∣∣f (j,u)∣∣du.j=0 0
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]R,∞[. We consider the space Xi ⊂ X0, i = 1,2, equipped with the norm
‖f ‖i =
r∑
j=0
∞∫
0
(1 + ui)∣∣f (j,u)∣∣du.
Given a function f ∈ L1(0,∞), let
f˜ =
∞∫
0
uf (u)du. (3.6)
We need the following local existence result in X2.
Lemma 3.2. Let a = a∞ and A = A∞ be such that (1.5) with Ω = J × R+ is satisfied
and
0 a∞(j, u, k, v) ca(1 + v2), (3.7a)
0A∞(j, u; k, v, l,w), (3.7b)
r∑
j ′=1
∞∫
0
(u′)2A∞(j ′, u′; k, v, l,w)du′  cA(1 + v2), (3.7c)
for j, k, l = 0, . . . , r and for a.a. u, v, w in R+.
Then for every non-negative initial datum F ∈ X2, there exists t∗ > 0 and a unique,
non-negative solution
f ∈ C0([0, t∗];X2)∩ C1(]0, t∗[;X2)
of the Cauchy problem for Eq. (1.4).
Proof. The proof is a consequence of the fact that the operator Γ is locally Lipschitz
continuous in X2. The non-negativity follows by the standard method (cf. [4]). 
Note that function A of the form (1.11) satisfies conditions (3.7b, c).
It is obvious that given any choice of parameters αj,k , βj,k as in (3.5) there is t1 > 0 such
that the unique solution (ρ1, . . . , ρr ) to system (1.1) with given initial data (3.2) exists in
[0, t1]. This is the basis for the following assumption.
Assumption 3.3. Given parameters αj,k , βj,k as in (3.5) and (ρ(0)1 , . . . , ρ(0)r ) ∈ Rr+, we
assume that t1 > 0 is such that the unique solution (ρ1, . . . , ρr ) to system (1.1) with given
initial data (3.2) exists in [0, t1].
The essence of Assumption 3.3 is the size of t1 but not its existence. In general case (3.5)
of Eq. (1.1) a blow-up can appear in finite time. However, for large class of systems (1.1)
the solutions exist globally in time—cf., e.g., [12, Chapter 21] and references therein. The
existence of solutions on any finite interval of time is, for example, guaranteed under the
M. Lachowicz / J. Math. Anal. Appl. 307 (2005) 585–605 597following biologically reasonable assumptions (additional to (3.5)) including a class of
Lotka–Volterra, Verhulst–Volterra or competitive systems:
αj,k = 0, ∀j = k, (3.8a)
and either
βj,k  0 ∀j, k = 1, . . . , r, (3.8b)
or
βj,kβk,j  0 ∀j = k, βj,kβj,l  0 ∀j, k, l, βj,j  0, ∀j. (3.8c)
Let now F be a probability density on J ×R+ such that
F˜ (j) = ρ(0)j , ∀j = 1, . . . , r. (3.9)
Consider Eq. (1.4) with the functions a = a∞, A = A∞ obtained from (1.6)–(1.8) and
(1.15) by sending formally R → ∞.
Lemma 3.4. Let Assumption 3.3 be satisfied and a = a∞, A = A∞ in Eq. (1.4). Let, more-
over, A∞ satisfy (3.7c) and F ∈ X2 be a probability density on J ×R+ such that (3.9) is
satisfied. Then there exists a unique non-negative solution
f∞ ∈ C0([0, t1];X2)∩ C1(]0, t1[;X2)
of the Cauchy problem for Eq. (1.4).
Proof. It is easy to see that the assumptions of Lemma 3.2 are satisfied and, therefore, there
is a unique non-negative solution f∞ of Eq. (1.4) with the initial datum F ∈ X2 at some
time interval [0, t∗], 0 < t∗  t1. The solution f∞ can be extended to the whole interval
[0, t1]. In fact, considering that the solution f∞ is a priori non-negative and introduc-
ing |f |i =
∫∞
0 u
i |f (u)|du, we see that |f∞(t, j)|1 = f˜ (∞)(t, j), j = 0, . . . , r , satisfies
Eq. (1.1) and∣∣f∞(0, j)∣∣1 = f˜ (∞)(0, j) = ρ(0)j . (3.10)
By Assumption 3.3 the following a priori estimate holds:
sup
t∈[0,t1]
r∑
j=0
∣∣f∞(t, j)∣∣1  c. (3.11)
Hence by Gronwall’s lemma
sup
t∈[0,t1]
r∑
j=0
∣∣f∞(t, j)∣∣0  c, (3.12)
and finally by (3.7c)
sup
r∑∣∣f∞(t, j)∣∣  c, (3.13)t∈[0,t1] j=0
2
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estimate is satisfied:
sup
t∈[0,t1]
∥∥f∞(t)∥∥2  c.  (3.14)
Given the initial datum (3.2), let F be a probability density on Ω = J ×R+ such that
F(j,u) = 0, for all j = 1, . . . , r, and a.a. u > R0, (3.15)
and let (3.9) is satisfied, for some R0 > 0. From now on we assume that R0 is fixed and
R > R0.
Obviously, if a = aR , A = AR are given by (1.6)–(1.8) together with (1.15), then the
unique solution f to Eq. (1.4) satisfies
sup
0t∞
∥∥f (t)∥∥1  cR, (3.16)
for some R-dependent constant cR . In order to get asymptotic results, it is, however, re-
quired that
sup
0tt2
∥∥f (t)∥∥1  c, (3.17)
for some t2 > 0, and constant c where c is R-independent (but it may depend on t2).
Clearly, given initial datum F , such that ‖F‖1 is independent of R, it is possible to find
t2 > 0 such that (3.17) is satisfied. Note that under assumption (3.8) the condition (3.17) is
satisfied for any t2 > 0. In the general case we need, however, the following assumption.
Assumption 3.5. Given parameters αj,k , βj,k as in (3.5) and (ρ(0)1 , . . . , ρ(0)r ) ∈Rr+, a = aR
and A = AR are given by (1.6)–(1.8) together with (1.15), we assume that t2 > 0 is such
that (3.17) holds for the unique solution f to Eq. (1.4) with given initial data F .
The main result of this section reads as follows.
Theorem 3.6. Let Assumptions 3.3, 3.5 be satisfied, a = aR , A = AR in Eq. (2.4) be given
by (1.6)–(1.8) and such that (1.15) is satisfied. Let the corresponding A∞ satisfy (3.7c)
and let F be a probability density on J ×R+ such that (3.9) and (3.15) are satisfied. Then
there exists N0 > 0 such that for N N0 and R > R0
sup
t∈[0,t3]
r∑
j=1
∣∣f¯N,1(t, j) − ρj (t)∣∣ cR
NηR
+ c
R
, (3.18)
where the non-negative function fN ∈ L1,N is the unique solution of Eq. (2.4) correspond-
ing to the initial datum FN ⊗; (ρ1, . . . , ρr) is the unique non-negative solution of Eq. (1.1)
corresponding to the initial datum (3.2); t3 = min{t1, t2}; ηR and cR are positive constants
that depend on R; c is a constant.
Proof. Given parameters αj,k , βj,k , let aR and AR be given by (1.6)–(1.8) and such that
(1.15) is satisfied. Then the linear operator Λ∗N in (2.4) is bounded in L1,N with Ω =
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is given by (2.3), with the initial datum FN such that (2.8) is satisfied. Clearly the solution
fN depends on R but, for the simplicity of notation, we do not indicate the R-dependence.
The assumptions of Theorem 2.1 are satisfied and therefore there exists N0 such that
sup
[0,t1]
‖fN,1 − f ‖L1 
c′R
NηR
, ∀N N0, (3.19)
where fN,1 is the 1-individual marginal density given by (2.7); f is the unique non-
negative solution of Eq. (1.4) corresponding to the initial datum F ; c′R and ηR are positive
constants depending on R. The R-dependence of f is not indicated. By (3.19) we have
sup
[0,t1]
r∑
j=1
∣∣f¯N,1(t, j) − f¯ (t, j)∣∣ c′′R
NηR
, ∀N N0, (3.20)
with some R-dependent constant c′′R , where f¯N,1 and f¯ are given by (3.1).
The last step of the proof is to compare the solution f to the R-truncated equation and
the solution f∞. To this end we note that the following estimates are satisfied:
r∑
j=0
R∫
0
u
r∑
k=1
bk,0
∞∫
R
Aj,k,0(u, v)f∞(t, k, v) dv du c
R
∥∥f∞(t)∥∥2, (3.21)
r∑
j=0
R∫
0
u
r∑
k=1
bk,0
R∫
0
∣∣Aj,k,0(u, v) −A(R)j,k,0(u, v)∣∣f∞(t, k, v) dv du
 c
R
∥∥f∞(t)∥∥2, (3.22)
r∑
j=0
R∫
0
u
r∑
k=1
bk,0
R∫
0
A(R)j,k,0(u, v)
∣∣f∞(t, k, v) − f (t, k, v)∣∣dv du
 c
c1
r∑
j=0
R∫
0
u
∣∣f∞(t, k, u) − f (t, k, u)∣∣du, (3.23)
r∑
j=0
R∫
0
u
r∑
l=1
bj,l f˜
∞(t, l)
∞∫
R
Aj,j,l(u, v)f∞(t, j, v) dv du c
R
∥∥f∞(t)∥∥21, (3.24)
r∑
j=0
R∫
0
u
r∑
l=1
bj,l
∣∣f˜∞(t, l) − f¯ (t, l)∣∣ R∫
0
Aj,j,l(u, v)f∞(t, j, v) dv du
∥ ∥ ⌋ ⌊ c ∥ ∥2 c∥f∞(t)∥1 f∞(t) − f (t) 1 + R∥f∞(t)∥2, (3.25)
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j=0
R∫
0
u
r∑
l=1
bj,l f¯ (t, l)
R∫
0
A(R)j,j,l(u, v)
∣∣f˜∞(t, j, v) − f¯ (t, j, v)∣∣dv du
 c
c1
∥∥f (t)∥∥1⌋f∞(t) − f (t)⌊1, (3.26)
f 1 = ∑rj=0 ∫ R0 u|f (j,u)|du; the terms bj,0(f∞ − f ), (f∞ − f )∑rk=1 bj,kf˜∞(k),
f
∑r
k=1 bj,k(f˜ ∞(k)− f¯ (k)) can be estimated in the same way. Thus by Gronwall’s lemma
the assertion follows. 
4. From microscopic to macroscopic description. The space-inhomogeneous case
The strategy developed in the previous section may now be applied to the space-
inhomogeneous case. We need the following assumption (cf. [22,27]).
Assumption 4.1. Given parameters αj,k , βj,k as in (3.5) and(

(0)
1 , . . . , 
(0)
r
) ∈ C3(Td ;Rr+),
we assume t1 > 0 such that the unique classical solution (1, . . . , r ) to system (1.2) with
initial data
(1, . . . , r)|t=0 =
(

(0)
1 , . . . , 
(0)
r
) (4.1)
exists in [0, t1].
Let a = aR,ε and A = AR,ε be given by (1.9)–(1.10) and such that (1.18) is satisfied.
We denote by a∞,ε and A∞,ε the functions obtained from aR,ε and AR,ε , respectively, by
sending formally R → ∞. Similarly to Section 3 we assume
Assumption 4.2. Let A∞,ε be such that
r∑
j=1
∞∫
0
u2A∞,ε(j, u, x; k, v, y, l,w, z) du cε(1 + v2), (4.2)
for k, l = 0, . . . , r +1, a.a. u, v, w in R+, a.a. x, y, z in Td and ε ∈ ]0, ε0[, for some ε0 > 0;
the constant denoted by cε depends only on ε.
Let F be now a probability density on Ω = J ×R+ ×Td such that
F˜ (j, ·) = ρ(0)j for all j = 1, . . . , r, (4.3a)
where F˜ is given by (3.6),
F(j,u, x) = 0, for all j = 1, . . . , r, a.a. u > R0, a.a. x ∈ Td , (4.3b)for some R0 > 0, R0 is fixed and R > R0.
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‖f ‖m,1i =
∥∥(‖f ‖m,1)∥∥
i
, i,m = 0,1, . . . ,
where ‖ · ‖i is given in Section 3 and ‖ · ‖m,1 is the norm in the Sobolev space Wm,1(Td)
(see [1]). By the Sobolev Imbedding Theorem [1] we have
Lemma 4.3. Let
Θ+[f1, f2](x) =
(
1
κdε
)2 ∫
Td
∫
Td
χ
(|y − x| < ε)χ(|z − y| < ε)f1(y)f2(z) dz dy,
and
Θ−[f1, f2](x) = 1
κdε
f1(x)
∫
Td
χ
(|y − x| < ε)f2(y) dy.
If m 2d , then∥∥Θ±[f1, f2]∥∥m,1  c‖f1‖m,1‖f2‖m,1, (4.4)
where the constant denoted by c is independent of ε > 0.
The analogue of Theorem 3.6 in the space-inhomogeneous case reads as follows.
Theorem 4.4. Let Assumption 4.1 be satisfied, a = aR,ε , A = AR,ε in Eq. (2.4) be given by
(1.9)–(1.10) and such that (1.18) is satisfied. Let the corresponding A∞,ε satisfy (4.2); let
F be a probability density on Ω , such that F˜ (j, ·) ∈ Wm,1(Td) with mmax{d + 3,2d},
j ∈ J , and (4.3) is satisfied. Then there exist t2 ∈ ]0, t1] and N0 > 0 such that for N N0
and R > R0
sup
t∈[0,t2]
r∑
j=1
∫
Td
∣∣f¯N,1(t, j, x) − j (t, x)∣∣dx  c5
Nη
+ c6
R
+ c7ε3, (4.5)
where the non-negative function fN ∈ L1,N is the unique solution of Eq. (2.4) correspond-
ing to the initial datum FN⊗; f¯ is given by (3.1); (1, . . . , r ) is the unique non-negative
solution of Eq. (1.2) corresponding to the initial datum (4.1); η and c5 are positive con-
stants that depend on R and ε; c6 is a positive constant that depends on ε; c7 is a constant.
Proof. The proof is similar to that of Theorem 3.6. First note that for each t0 > 0
sup
t∈[0,t0]
r∑
j=1
∫
Td
∣∣f¯N,1(t, j, x) − f¯ (t, j, x)∣∣dx  c8
Nη
, (4.6)
for all N N0, R > R0, ε ∈ ]0,1], with some N0 > 1, where the constant c8 may depend
on R, ε and t0, f is the unique solution of Eq. (1.4) with a = aR,ε and A = AR,ε in
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to Eq. (1.4) with a = aR,ε and A = AR,ε in Xm,11 such that
sup
0tt3
∥∥f (t)∥∥m,11  c, (4.7)
where both t3 and constant c are independent of R, ε.
Consider now Eq. (1.4) with the functions a = a∞,ε , A = A∞,ε . As previously, there
exist t4 > 0, t4  t3, and the unique solution f∞ with initial data F , in Xm,12 , and such that
sup
0tt4
∥∥f∞(t)∥∥m,12  c, (4.8)
sup
t∈[0,t4]
r∑
j=1
∫
Td
∣∣f¯ (t, j, x) − f˜∞(t, j, x)∣∣dx  c
R
, (4.9)
for all R > R0, ε ∈ ]0,1]; t4 > 0 and the constants denoted by c are independent of R, ε;
f˜ is given by (3.6).
Using the Taylor expansion of the function f˜∞ = f˜∞(t, j, x) with respect to the
x-variable, in much the same way as in the proof of [20, Theorem 4.1], we obtain (4.5),
with t2 = min{t1, t3, t4}. 
In the present paper we show that the general structure defined by Eq. (2.4) can result
both in diffusion terms and in reaction terms in Eq. (1.2). However, the alternative approach
is possible with a diffusion term in the microscopic description, cf. [29].
5. Examples
In this section we indicate two relevant examples.
Example 5.1. Consider the logistic equation with weak diffusion
∂t − ε2σ ∗ = α − β2, (5.1a)
subject to regular initial data
|t=0 = (0)  0, (5.1b)
where σ ∗ > 0, α > 0, β > 0 are given parameters, ε > 0 is a small parameter. In this case
it is unnecessary to send R → ∞. Let Ω = {1,2} × [0,R] × Td , R = 2α/β and a, A be
given by
a(1, u, x,1, v, y) = βv, (u, x), (v, y) ∈ [0,R] ×Td,
a(1, u, x,2, v, y) = b, (u, x), (v, y) ∈ [0,R] ×Td ,
a(2, ·, ·,1, ·, ·) = a(2, ·, ·,2, ·, ·) = 0, (5.2a)where b is a constant,
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2α
, (u, x), (v, y) ∈ ]0,R[ ×Td,
A(1, u, x;1, v, y,2,w, z) = 1
κdε
χ
(|y − x| < ε)A(u, v),
(u, x), (v, y) ∈ ]0,R[ ×Td, (5.2b)
A(j, ·, ·; k, ·, ·, l, ·, ·) = 0, (j, k, l) /∈ {(1,1,1), (1,1,2)},
A(u, v) = 1
v
χ
(
v
2
< u <
3v
2
)
χ
(
0 < v  R
3
)
+ 3
2R
χ
(
v − R
3
< u < v + R
3
)
χ
(
R
3
< v  2R
3
)
+ 1
R − vχ
(
3v − R
2
< u <
v + R
2
)
χ
(
2R
3
< v < R
)
. (5.2c)
Let F be a probability density on Ω , such that
F¯ (1, ·) ∈ Wm,1(Td) with mmax{d + 3,2d}, (5.3a)
and
F¯ (1, ·) = (0), F (2, ·, ·) ≡ c2, (5.3b)
where c2 is a positive constant and F¯ is defined by (3.1). We assume that b is such that
(2π)d
2(d + 2)bc2R = σ
∗. (5.4)
Then there exist t1 > 0 and N0 > 0 such that for N N0 and ε ∈ [0,1/2]
sup
t∈[0,t1]
∫
Td
∣∣f¯N,1(t,1, x) − (t, x)∣∣dx  c9
Nη
+ c10ε3, (5.5)
where the non-negative function fN ∈ L1,N is the unique solution of Eq. (2.4) correspond-
ing to the initial datum (2.8), and  is the unique non-negative solution of Eq. (5.1a)
corresponding to the initial datum (5.1b); η, c9 are positive constants that depend on t1
as well as ε; c10 is a constant.
On the other hand one may note that the convergence result can be attained on any time
interval [0, t0], t0 > 0.
Example 5.2. Consider the following model [5] describing the receptor-mediated regula-
tion of tumor growth:
ρ˙1 = λ1(ρ4 + ρ5) − µ1ρ1,
ρ˙2 = λ2ρ1 − µ2ρ2,
ρ˙3 = λ3ρ1 − µ3ρ3,
ρ˙4 = λ4ρ1 − µ4ρ4 − σ4ρ2ρ4,
ρ˙5 = λ5ρ1 − µ5ρ5 − σ5ρ3ρ5, (5.6)
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centrations of cell population (j = 1), of a growth inhibiting factor (j = 2), of a growth
stimulatory factor (j = 3), of unoccupied receptors (j = 4) and of the receptor–stimulator
complex (j = 5). Let Ω = {0,1, . . . ,5}× [0,R], and a, A be given by (1.6)–(1.8) together
with
B1,k,0bk,0c0R0 = λ1, k = 4,5, (B1,1,0 − 1)b1,0c0R0 = −µ1,
A1,k,0 = 0, k = 2,3, b1,k = 0, k = 1, . . . ,5; (5.7a)
if j = 2,3, then
Bj,1,0b1,0c0R0 = λj , (Bj,j,0 − 1)bj,0c0R0 = −µj ,
Aj,k,0 = 0, k = 1, k = j, bj,k = 0, k = 1, . . . ,5; (5.7b)
B4,1,0b1,0c0R0 = λ4, (B4,4,0 − 1)b4,0c0R0 = −µ4,
A4,k,0 = 0, k = 1, k = 4, (B4,2 − 1)b4,2 = −σ4,
b4,k = 0, k = 0, k = 2; (5.7c)
and finally
(B5,5,0 − 1)b5,0c0R0 = −µ5, A5,k,0 = 0, k = 2,3,4,
B5,1,0b1,0c0R0 = λ5, (B5,3 − 1)b5,3 = −σ5,
b5,k = 0, k = 0, k = 3. (5.7d)
If F is a probability density on {0,1, . . . ,5} ×R+, such that (3.9) and (3.15) are satisfied,
then, for each t0 > 0, there exists N0 such that for N N0
sup
t∈[0,t0]
5∑
j=1
∣∣f¯N,1(t, j) − ρj (t)∣∣ c11
Nη
+ c12
R
, (5.8)
where the non-negative function fN ∈ L1,N is the unique solution of Eq. (2.4) corre-
sponding to the initial datum (2.8), and ρ is the unique non-negative solution of Eq. (1.1)
corresponding to the initial datum (3.2); η and c11 are positive constants that depend on t0
and R; c12 is a constant that depends on t0.
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