Zero-inflated count data are very common in health surveys. This study develops new variable selection methods for the zero-inflated Poisson regression model. Our simulations demonstrate the negative consequences which arise from the ignorance of zero-inflation.
INTRODUCTION
Health surveys commonly inquire about participants' symptoms of target diseases.
The resulting symptom count is an important indicator of the severity of a particular disease. Identifying risk factors for a disease can provide invaluable guidance for policy making and prevention programming. Our methodological research has been motivated by the challenges we encountered when building a multilevel model of individual, familial, and neighborhood influences on the symptomatology of alcohol use disorder (AUD).
Although being the most distal among the three levels of influence, many risk factors involving the neighborhood environment, such as high poverty rate and unemployment rate, have been found to be associated with residents' alcohol or other substance use (e.g. [1] [2] [3] [4] [5] ). The neighborhood environment is usually characterized by descriptive statistics at the census tract level. Through geocoding, study participants' symptom count data and potential individual and familial risk factors can be merged with potential risk factors at the neighborhood level (i.e. the census tract level). However, there are many candidate variables in the census data and some of them are highly correlated. Our goal is to select a subset of important neighborhood risk factors for AUD symptomatology that can be used for model building purposes.
When health surveys are conducted on the general population or a community sample, the symptom count measure tends to have a high frequency of zero values. In the context of alcohol research, such excess zeros in the data come from nondrinkers or drinkers who have not developed AUD symptoms. Because zero-inflated count data are very common in health surveys, a statistical method that can model such J shaped distributions is highly desirable in practice. Classic variable selection criteria (e.g. AIC [6] and BIC [7] ) and traditional variable selection procedures, including stepwise and best subset selection, may be adapted to analysis of zero-inflated count data. However, traditional variable selection procedures are unstable -that is, small changes in the data may result in very different models [8] . Furthermore, when the pool of candidate variables is large, the best subset selection procedure becomes infeasible since it is computationally expensive.
Variable selection has been an active research area in the recent statistical literature.
The Least Absolute Shrinkage and Selection Operator (LASSO) [9] and the Smoothly Clipped Absolute Deviation penalty (SCAD) [10] are two well-known variable selection procedures developed in the past decade. Both methods have desirable properties and both have been extended to generalized linear models that can handle binary, categorical, and count data [11, 12] . The aim of this paper is to develop new variable selection procedures for the zero-inflated Poisson regression model (ZIP) [13] using LASSO and one-step SCAD techniques. In order to better assess the applicability of these new variable selection methods in the area of alcoholism and substance abuse research, we conduct simulations to evaluate their performance based on the data features of the U.S. census and a national health survey on alcohol and related conditions . We also demonstrate the use of our methodology by analyzing data from a well-known alcohol study. This paper is organized as follows. In Section 2, we develop new variable selection methods for the ZIP model using LASSO and one-step SCAD techniques and we address issues related to the practical implementation of the proposed procedures. In Section 3, we conduct simulation studies to assess the performance of the proposed procedures, and investigate the impact of the ignorance of zero-inflation. In Section 4, we conduct an empirical analysis on the data from a community sample using the proposed procedures.
Discussion and concluding remarks are presented in Section 5. The technical details related to the proposed procedures are given in the Appendix.
THE MODEL AND VARIABLE SELECTION METHODS

Zero-inflated Poisson Regression Model
Suppose that {w i , y i }, i = 1, · · · , n, is an independent and identically distributed 
where π i = exp(z i γ)/{1 + exp(z i γ)} and λ i = exp(x i β) with unknown regression co-
. Here Poisson(0) stands for a degenerate distribution with the support point at 0. To include an intercept, we set x i1 = 1 and z i1 = 1. Thus, β 1 and γ 1 are the corresponding intercepts. Model (1) is referred to as the ZIP model. Lambert [13] proposed the ZIP to model zero-inflated count data collected from a quality control study, in which the response typically is the number of defective products in a sample unit. The major strength of the ZIP model is that it can simultaneously accommodate one set of factors x i that contribute to fewer defects in the imperfect state and another set of factors z i that make the perfect state more likely. The model has been applied in many fields including medicine (e.g. [14] ).
From (1), the conditional probability mass function for y i is
The logarithm of the likelihood function is
Variable Selection
Health surveys commonly collect many variables that can potentially be included in the model. In practice, it is desirable to select important variables and have a parsimonious model in order to improve prediction accuracy and model interpretability [9] .
Here we propose new variable selection procedures for the ZIP model using the penalized likelihood method.
The penalized likelihood for the ZIP model is defined to be
where p a j (·) and p b k (·) are penalty functions with tuning parameters a j and b k . The regression coefficients, β j and γ k , are allowed to have different penalties. In particular,
we may set p a 1 (|β 1 |) = p b 1 (|γ 1 |) = 0 in order not to penalize the intercepts β 1 and γ 1 . Fan and Li [10] studied the choice of penalty function in depth. In this paper, we consider only the the most commonly used penalties developed in the recent literature: the L 1 penalty, defined by p τ (α) = τ |α|, and the SCAD penalty, defined by
where the value of c = 3.7, as suggested in Fan and Li [10] .
For linear regression models, the penalized least squares with the L 1 penalty leads to the LASSO proposed by Tibshirani [9] . The advantage of the penalized least squares with the L 1 penalty is that the entire solution path of the LASSO estimator can be constructed by using the Least Angle Regression (LAR) [16] . As demonstrated in Fan and Li [10] , the penalized least squares with the SCAD penalty possess good theoretical properties, particularly, the oracle property (i.e. the resulting estimator asymptotically performs as well as if we knew the true submodel). For this reason, we consider only the L 1 and SCAD penalties.
The likelihood function for the ZIP model is, however, much more complicated than the least squares function for linear regression models or the likelihood function for generalized linear models. To maximize the penalized likelihood function (3), we adapt the one-step sparse estimator strategy proposed in Zou and Li [12] .
Set the initial values (β
, γ
) to be the un-penalized maximum likelihood estimates (β,γ). The log-likelihood function (β, γ) can be locally approximated by
) is the Hessian matrix of the log-likelihood function, since the gradient of the log-likelihood function at the initial value ∇ (β
) = 0. The penalty functions can be locally linear approximated by
and
Thus, the one-step sparse estimator for the ZIP model is defined to be
When the SCAD penalty is employed, this one-step sparse estimator is referred to as one-step SCAD that can be viewed as an adaptive LASSO with weights obtained from the SCAD penalty. Since the first term in the objective function is a quadratic function of (β , γ ), and the penalty function is a weighted L 1 penalty, we employ the LARS algorithm to obtain the one-step sparse estimator. See the Appendix for the technical details related to the implementation of the LARS algorithm. Using the same techniques employed in Zou and Li [12] , it may be shown that the one-step sparse estimator with the SCAD penalty possesses an oracle property.
Automatic selection of the tuning parameters a j and b k using data-driven methods is desirable and yet computationally expensive because one has to search over a (
dimensional grid for the proposed one-step sparse estimator. To save computation cost, we follow the strategy of Fan and Li [17] and set a j = τ SE(β
k ) are the standard errors of the unpenalized maximum likelihood estimate of β j and γ k , respectively. This procedure reduces the search for τ to a set of one-dimensional grid points. In our simulation studies and our empirical analysis using a real data set, τ is determined from a modification of the BIC tuning parameter selector [18] . Our simulation results show that this strategy for determining the tuning parameters works well.
SIMULATION STUDY
Most simulation studies in the variable selection literature employ covariates that are idealistically distributed (e.g. multivariate normal) and parameters that are arbitrarily determined. However, as pointed out by Burton et al. [19] , simulated data should closely represent the structure of real data so that the results can be generalizable to real situations and thus have credibility. One unique strength of this study is that our simulation experiments are based on the special features of two large national databases: the 2000 U.S. census and the National Epidemiologic Survey on Alcohol and Related Conditions (NESARC) [20] . For this reason, our results can be used to guide future applications of the proposed methods in the field of alcoholism and substance abuse research. In Experiment 1, we used a census database as a pseudo-population from which to draw covariates. We determined parameter values by fitting a ZIP model to census and NESARC data. In order to evaluate the performance of competing methods under different correlation structures, we conducted Experiment 2 that employed the same set of parameter values as in Experiment 1 but drew random samples from multivariate normal distributions with varied levels of correlation.
Experiment 1: Sampling from Census Data
This experiment aims to evaluate the performance of the following four competing (n = 600), medium (n = 900) and large (n = 1200), were chosen based on our survey of existing studies in the substance abuse field (e.g. [21] [22] [23] [24] [25] ). This experiment was replicated 1,000 times.
In Table 2 , the performance of the four competing statistical methods are evaluated based on several criteria. For each replication, we computed the mean squared error (MSE) for both the reduced model and the full ZIP model, then computed the ratio of these two MSE values. The median of the ratios from 1,000 replications is reported under the column "MRMSE." A smaller value indicates a better performance in terms of parameter estimation. We also calculated the specificity and sensitivity for each repli-cation. Specificity is defined as the proportion of zero coefficients that were correctly estimated to be zero; sensitivity is the the proportion of nonzero coefficients that were correctly estimated to be nonzero. The averages of both indices over 1,000 replications are listed under the columns with corresponding headings in the table. "Under fit" is defined as the probability of excluding any significant coefficients in 1,000 replications, whereas "exact fit" is the probability of selecting the exact sub-model. The probabilities of including all significant variables and some noise variables (1, 2, ≥ 3) are also reported in the columns under "over fit." Table 2 
Experiment 2: Sampling from Multivariate Normal Distributions
In Experiment 1, we drew random samples from the census data that served as a pseudo-population having a given correlation structure. In order to evaluate the performance of the competing methods under different correlation structures, we conducted 
THE MICHIGAN LONGITUDINAL STUDY EXAMPLE
The Michigan Longitudinal Study (MLS) is an ongoing multi-wave prospective study of people at high risk for substance use disorders [25] . The study recruited participants using drunk driving conviction records and door-to-door community canvassing in a four-county area surrounding Michigan's capital city, Lansing. All participants received extensive in-home assessments of their psychiatric symptoms at baseline, and thereafter at 3-year intervals. In order to identify risk factors for alcohol use disorder (AUD) at the neighborhood level, we geocoded the residential addresses of the participants and merged the twenty potential covariates derived from census data (listed in Table 1 ) into the MLS database. In our analysis, we included 752 adult participants (49% male), having a mean age of 42 years.
The following is a brief list of the 11 DSM-IV symptom criteria for AUD [26] : The symptom count (ranges 0-11) serves as an important indicator for AUD severity.
As shown in Figure 1 , this community sample has fewer zero symptom counts (30%) than the national sample (60%) due to the recruitment protocol targeting the high risk population. It also has a heavier tail on the high end of the scale. Overall, the zero values in the data are still more than would be predicted from a Poisson regression model.
The four competing methods compared in the simulations were used to analyze the MLS data. Table 6 shows the estimated regression coefficients. While the Poisson regression methods selected 6-7 covariates, the ZIP methods only selected 2 covariates. This may reflect a general finding from the simulations: the Poisson regression methods have a great tendency to over fit the model. The two ZIP methods generated similar results.
Based on this community sample, none of the candidate covariates contributed to the probability of being symptom-free. The fitted value of the intercept term in the zero component (-0.86) can be translated into a probability of 0.30 in the symptom-free state.
ZIP-LASSO and ZIP-SCAD selected two common covariates that are associated with a higher level of AUD symptomatology: the higher proportion of residents who are black (#10), and the higher proportion of vacant housing (#17).
We conducted a score test [27] 
DISCUSSION
This study has extended two dominant methods in the recent variable selection literature, the LASSO and the SCAD, to deal with zero-inflated count data that are very common in health surveys. Our simulations demonstrate the danger of using Poisson regression methods to conduct variable selection when excess zeros exist in the data: the methods have a great tendency to over fit the model. The design of our simulations is unique because it preserves the special features of two national databases that have been commonly used in the alcoholism and substance abuse field. As a result, our findings can be easily generalized to the real settings. Our empirical analyses on the data from a community sample not only demonstrate the applications of the methodology but also reflect some trends observed in the simulations.
Based on the results of our simulation on the census data, we recommend the use of ZIP-SCAD in the field of alcoholism and substance abuse research because (I) it can maintain both the specificity and sensitivity at the highest level (mostly over .90), (II) it has the lowest MRMSE, and (III) it has the highest value of exact fit. It demonstrates this high level of performance not only in the Poisson component but also in the zero component. Moreover, its performance improves as the sample size becomes larger or the correlation between covariates becomes smaller.
APPENDIX
For ease of presentation, we write θ = (β , γ ) . That is, θ j = β j , for j = 1, ..., d 1 and
) . Denote
).
In what follows, we give the details on how to employ the LARS algorithm [16] to the one-step sparse estimator θ (1) , given the initial value θ
.
Step 1: Define index sets
Step 2: Find the Cholesky decomposition of Σ 0 . That is, to find a (
Create working data by
Step 3: Let H U be the projection matrix in the space of X *
Step 4: Apply the LARS algorithm to solvê
Step 5:
It follows that the one-step LLA estimator is:
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