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GENERAL INTRODUCTION 
Introduction 
Differential performance of genotypes across environments, commonly-
referred to as genotype by environment interaction (GxE) , is a problem 
that complicates the selection of superior genotypes. One way to assess 
the interaction is to test genotypes at many different locations across 
years and examine each genotype's performance. Plant breeders are 
generally interested in genotypes that have a high meain yield across 
diverse environments (i.e., stable performance) but if only the overall 
mean is examined, information about the relative performance of 
genotypes in different types of environments is not examined. Stability 
analysis is frequently used to explore genotype x environment 
interaction, but the results can be extremely sensitive to changes in 
the genotypes tested across years. The Maize Research Project at Iowa 
State University tested groups of single crosses each year. Many 
locations were used for several years and although the genotypes in an 
experiment changed from year to year, there was a core group of single 
crosses that were present across 1994, 1995, and 1996. Three 
experiments that correspond to the north, north-central, and central-
southern maturities in Iowa provided three different sets of data to 
examine stability of maize single crosses. 
Each experiment was analyzed for overall genotype, environment and 
genotype x environment interaction effects. Because genotype x 
environment effects were significant, a mixture of two types of 
stability analysis was used to examine the nature of the interaction. 
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Dissertation Organization 
This dissertation is written as a manuscript that reports the 
results of the analysis of single-cross hybrids evaluated in different 
environments. The manuscript is preceded by a General Introduction, 
that includes a General Literature Review, and followed by a General 
Conclusions section. An Appendix that contains supplemental 
information follows the General Conclusions section. References cited 
outside the manuscript are listed in the last section of this 
dissertation. 
General Literature Review 
Plant breeders have been plagued for years by the problem of 
differential plant performance across environments. This is commonly 
referred to as genotype by environment interaction (hereafter GxE). 
Allard and Bradshaw (1964) classified differences among environments as 
either predictable or unpredictable environmental variation. Large 
scale climatic differences are easily recognized; for this reason maize 
(Zea mays L.) breeders do not try to develop genotypes for the 
Antarctic. Factors such as day length, average growing season 
temperature, and precipitation are considered when determining broad 
adaptation. The relative maturity zones for maize in the United States 
are prime examples of broad adaptation classification. Other examples 
of predictable environmental variation would be factors that the grower 
can reasonably control such as row width, plant population, amount of 
fertilizer applied, etc. While broad climatic factors may be referred 
to as predictable variation, individual weather patterns are the largest 
component of unpredictable environmental variation. The average growing 
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season rainfall and temperature of central Iowa make it a more likely-
place to grow maize than a desert in Arizona. The occasional drought, 
however, will severely hinder the final yield regardless of the fact 
that the genotypes are grown in Iowa. Jensen and Smith (1988, p.25) 
wrote, "We generally can characterize the relative performance in the 
presence of these factors, but we cannot predict the occurrence of these 
factors in a given farmer's field." 
The problem for most plant breeders is that they must select 
material based on only a sample of the environments in which the 
genotypes may eventually be grown. If a genotype performs well in only 
one environment, this generally does not give much indication of how the 
genotype will perform in any other environment. The term environment 
will be used to include any differences among growing conditions whether 
it be among different locations in a given year, among years at the same 
location, or among different growing conditions within a specific 
location in a given year (for example, plant population). 
Many scientists have studied the problem of GxE. Their work ranges 
from the theoretical aspects of the affect on variance component 
estimation (Comstock and Moll, 1963) to the more applied study of the 
response to different levels of manure (Fisher and Mackenzie, 1923). 
The basic issue is, how well do the data collected reflect overall 
performance of a variety? At one level this is a sampling problem; the 
more environments sampled, the better the data. However, there are 
usually financial, time, or personnel limits placed on the number of 
environments that may be tested. Allard and Bradshaw (1964) also 
emphasized that testing should be performed under conditions 
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representative of the final use of the genotypes. For this reason, 
commercial seed companies have tiered testing systems. Genotypes are 
initially tested in small experimental plots (e.g., 8.13 m^) . As the 
genotypes in testing advance, they are tested in larger plots that are 
more representative of a farmer's field (e.g., 0.5 ha). 
One solution to the problem of differential genotype performance is 
to develop material specifically selected for a group of environments. 
This works well for crops grown in environments that may be easily 
controlled, such as flowers in green houses. Unfortunately, a scientist 
working with a widely grown field crop rarely has the luxury of spending 
time and resources on what would at best be a niche market. The 
approach that many scientists have taken is to develop tools with which 
to predict the response of genotypes in environments that were not 
actually tested. The literature encompassing all these methods is 
extensive and includes measures of the performance of material across 
environments (commonly referred to as stability ) , grouping 
environments, and grouping genotypes. This review focuses on the 
studies of measures of stability and is not meant to be all-
encompassing. Freeman (1973), Hill (1975), Lin et al. (1986), Becker 
and Leon (1988), and Crossa (1990) provide excellent reviews of 
stability of genotypes across environments. 
The definitions and requirements for stability are as varied as the 
environments tested to estimate that quauitity. A plant breeder who 
develops genotypes for low input, non-mechanized farmers will have a 
different goal than one producing genotypes for growers who utilize the 
latest technology. A subsistence farmer is likely to want a predictable 
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crop. A stable genotype in this sense is one that will not vary 
substantially, the average yield will be consistent (barring disasters) 
regardless of fluctuations in environmental conditions. A farmer who is 
able to take advantage of the available technology cind can afford elite 
genotypes will expect a very good crop. A stable genotype in this case 
would be one that yields very well in environments which have a high 
average yield (high-yielding environments) with the caveat that it will 
yield reasonably well in medium- to low-yielding environments. Even the 
type of crop depends on the grower. Heterogeneous varieties are 
generally deemed more stable because of populational buffering than 
homogeneous populations (Allard and Bradshaw, 1964). A subsistence 
farmer may not be concerned about the variation in either height or 
appearance of a heterogeneous variety, while a high-input farmer tends 
to prefer the uniformity of a hybrid. This study will focus on 
stability from the stand point of high-input, mechcinized farming and 
will focus on the trait of yield in hybrid maize. 
The biological effect of genotype by environment interaction is 
that genotypes yield differently among environments, whereas the 
statistical problem is one of non-additivity of genotype and 
environmental effects. If the main effects of genotypes and 
environments were completely additive, yields could be predicted with 
some degree of accuracy. The difference in performance between two 
genotypes evaluated at two environments may take several forms (Allard 
and Bradshaw, 1964). If one genotype consistently out-yields the other 
genotype across environments, the main effects are additive and there 
is, therefore, no interaction. In Example 1 (Figure 1), an analysis 
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Yield Yield G1 
G2 
G2 
El E2 
Example 1 
El E2 
Example 2 
Yield 
G1 
G2 
Yield 
El E2 
Example 3 
El E2 
Example 4 
Figure 1. Four graphical examples of genotype by environment 
interaction after Allard and Bradshaw (1964) . Yield for 
genotypes G1 and G2 is plotted against the mean yield at 
environments El and E2. 
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based on genotype means would select the highest yielding genotype 
across environments. Lines plotted between the two points for each 
genotype would be parallel and hence have the same slope. Interaction 
between genotypes and environments can take the form of either a 
significant change in rank or in the magnitude of difference between 
genotypes. Example 2 (Figure 1) illustrates a change in magnitude 
without a change in rank and Example 3 shows a change in rank. A. 
significant change in rank may cause the biggest problems for a plant 
breeder (Example 3, Figure 1) but frequently scientists are faced with a 
situation similar to Example 4 (Figure 1). In Example 4 there is not a 
change in rank, but the slopes are significantly different. Slopes may 
be used to recommend types of environments as growing areas; genotypes 
with lower slopes are likely to yield consistently in both low and high 
yielding environments. Genotypes with higher slopes may produce a high 
yield in high yielding environments, but they may not yield well in an 
environment with a low average yield. 
The lack of additivity in across-environment trials may impede 
progress from selection (Comstock and Moll, 1963). This is part of 
the reason so much research has been conducted in this area. The 
general term ' stability cinalysis • is used for a wide range of 
techniques. Usually a measure of stability is derived to characterize a 
genotype's performance across environments. Frequently, scientists are 
just as interested in the deviations from the stability parameter. The 
stability measure and deviations may be used to characterize specific 
genotypes, but significance tests are also used to differentiate among 
hybrids. 
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Plaisted and Peterson (1959) developed a technique to determine 
the contribution of each genotype in an experiment to the GxE variance. 
Estimates were made of the variance of all possible pairs of genotypes; 
the genotype with the lowest average interaction variaince was considered 
the most stable. Ecovalance (Wricke, 1962) estimates each genotype's 
contribution to the GxE interaction sums of squares; a stcible genotype 
was defined to have a low ecovalence value (the term high ecovalence is 
associated with low values of the ecovalence statistic). These 
techniques may help select genotypes that vary less (contribute less to 
the GxE interaction) across environments, but many breeders are more 
interested in genotypes that take advantage of higher yielding 
environments. To obtain this type of information, scientists have used 
regression techniques to study the performance of genotypes across 
environments. 
The basic problem becomes, how can an environment be quantified 
to provide the best measure with which to predict a genotype•s 
performance in environments not sampled? One would like a measurable 
quantity that would be independent of the genotypes grown (temperature 
every 15 minutes, precipitation, soil type, etc.). However, scientists 
have not yet discovered a way to accurately predict yield from these 
types of data. Frequently the only measure of an environment's value is 
the mean yield of the genotypes grown in that environment. Yates and 
Cochran (193 8) showed that a regression coefficient could be calculated 
for each genotype by regressing its yield in an environment on the mean 
yield for that environment; this allowed a partitioning of the GxE sums 
of squares. In the barley {Hordeum vulgare L.) trials analyzed, the 
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regression accounted for a large portion of the GxE sums of squares. 
Finlay and Wilkinson (1963) suggested that the mean yield of a genotype 
was also important and plotted the slope from regression against the 
overall yield. This relationship was used to identify genotypes that 
performed better in higher yielding (favorable) or lower yielding 
(unfavorable) environments. Eberhart and Russell (1966) used an 
environmental index in which the grand mean for all environments was 
sxibtracted from each environmental mean. These authors emphasized that 
the deviations from the regression line were as important as the slope 
of the regression line. Sums of squares for GxE were pooled with those 
for environments. The pooled sums of squares were then partitioned into 
the portion due to linear effects of environments (with 1 degree of 
freedom, hereafter df), slopes (heterogeneity of slopes with g-1 df), 
and pooled deviations from regression [g(e-2) df]. Freeman and Perkins 
(1970) objected to the df in this analysis, stating that it should have 
been (g-l) for heterogeneity of slopes and (g-1)(e-2) for the deviation 
df. 
Tukey (1949) , in examining two-way classification of data, devised 
a test that partitioned the slopes sums of squares into a portion due to 
the environmental linear x genotype linear interaction with l df, which 
was tested with the remainder mean square, with (g-1)(e-2) df to 
determine significsince. Mandel (1961) subdivided the slopes sums of 
squares into sums of squares due to concurrence with 1 df (equivalent to 
the Tukey test) and sums of squares due to non-concurrence (g-2 df), 
leaving (g-1)(e-2) df for the remainder. Concurrence mean squares (MS) 
were tested with non-concurrence MS and provided more power than Tukey's 
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test (Table 1). Applying this to a GxE example, the null hypothesis for 
the slopes test was that the slopes for genotypes were not significantly 
different. Concurrence was a test for whether the slopes were 
significantly different and whether the lines for each genotype 
converged in a point. Non-concurrence was used to test whether the 
regression lines had different slopes but did not meet in a point 
(Figure 2). A significant concurrence test would mean that it would be 
possible to predict the environmental mean value where all the genotypes 
converged (had the same yield), as was done by Eagles et al. (1977). 
The point of these different analyses was to subdivide the unexplainable 
GxE variance into explainable sources of variation. 
The use of regression analysis to identify stable genotypes has 
several assumptions. The first is that there is a linear relationship 
between a genotype's yield and the environment's mean yield. The second 
is that the regression coefficient, or slope, has a high enough 
heritability or repeatability to be useful in selection. Objections 
have been raised by Eagles et al. (1977), who pointed out that 
transformation of the yield data may reduce or eliminate the differences 
among genotypes for regression coefficients. These authors also 
questioned the heritability of the stability measure. Freeman and 
Perkins (1970) and Becker and Leon (1988) have questioned the 
statistical validity of using the environmental mean as an index because 
it is not independent of the data being analyzed cind not measured 
without error. There are also concerns that the residual variance is 
heterogeneous, invalidating the usual significance tests (Hinz and 
Eagles, 1976). However, studies support the assumptions of 
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Table 1. Sources of variation and tests of significance for three 
different analyses assuming a random model. G indicates 
genotypes, E, environments, and (L), linear. 
SOURCE DF MS F 
Eberhart-Russell*: 
Genotypes g-1 MS 4 MS4/MS2 
Pooled E + (GxE) 
[(e-l) + {g-l) (e-l)] = g(e-l) 
E{L) 1 
GxE(L)=slopes (g-1) MS 3 MS3/MS2 
Pooled deviations g(e-2) MS 2 MS2/MSI 
Pooled error e(r--1) (cr-l) MSI 
Tukev'': 
Environments e-l MS 7 MS7/MS5 
Genotypes g-1 MS 6 MS6/MS5 
GxE (e-•1)(g-1) MS 5 MS5/MSI 
GxE (L) =Slopes (g-1) MS 4 MS4/MS2 
G(L)xE(L) 1 MS 3 MS3/MS2 
Remainder (g-•1)(e-2) MS 2 MS2/MSI 
Error MSI 
Mandel"^: 
Environments e-l MS 7 MS7/MS5 
Genotypes g-1 MS 6 MS 6/MS5 
GxE (e-1)(g-1) MS 5 MS5/MSI 
GxE(L)=Slopes (g-1) MS 4 MS 4/MS 2 A 
Concurrence (Tukey's LxL) 1 MS 3 MS3/MS2B 
Non-concurrence (g-2) MS2B MS2B/MS2A 
Remainder (g-1)(e-2) MS 2 A MS 2 A/MS 1 
Error MSI 
® Eberhart and Russell (1966) 
" Tukey (1949) 
= Mandel (1961). 
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Non-Concurrence 
Figure 2. Concurrence (lines with different slopes that meet in a 
point) and non-concurrence (lines with different slopes that 
do not meet in a point) after Mandel (1961, 1995). 
13 
herita±)ility (or repeatability) and linearity (Breese, 1969; Perkins and 
Jinks, 1968; Bucio Alanis et al., 1969; Langer et al., 1979; Scott, 1967 
) , and plant breeders still find the techniques useful. As Moll cUid 
Stuber (1974, p.291) wrote, "Many of the regression analyses used for 
this purpose do not entirely satisfy rigorous statistical requirements. 
Even so, the regressions computed have been shown to be useful 
predictors of stability, and would appear to be particularly meaningful 
in practical plant improvement work." 
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STABILITY ANALYSIS OF SINGLE-CROSS MAIZE HYBRIDS 
A paper to be submitted for publication in Crop Science 
Jean B. Cormack and Amel R. Hallauer 
Abstract 
Yield data from three experiments of maize single-cross trials 
grown at 5 to 8 locations in 1994, 1995, and 1996 were analyzed for 
stability using regression methods. Only single crosses grown in all 
locations and years (environments) were included in the analyses. 
Effects for environments, genotypes, genotype x environment, 
heterogeneity of regression (slopes), and deviations from regression 
were tested for significance. Slopes and deviation from regression were 
calculated for each single cross and slopes were tested for equality to 
0.0 and 1.0. Slopes sums of squares were subdivided into sums of 
squares due to concurrence and non-concurrence. Subsets of each 
experiment were also analyzed to examine whether stability changed in 
environments stratified by mean yield levels or by years. The analysis 
of one experiment revealed significcint differences among single-cross 
slopes and non-concurrence. The other two experiments were unusual in 
that the tests for heterogeneity of slopes were not significant. 
Introduction 
Selection of superior genotypes is complicated by the fact that 
genotype performance varies according to the environment in which it is 
grown. Main effects of genotypes and environments are not additive, 
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hence, estimates of those effects will not be accxirate. Regression 
methods have been used by many scientists to assess the performance of 
genotypes across environments. The literature relating to genotype x 
environment and stability analysis is extensive; reviews are provided by 
Hallauer et al. (1988), Freeman (1973), Hill (1975), Lin et al. (1986), 
Becker and Leon (1988), and Crossa (1990). 
Yates and Cochran (1938), Finlay and Wilkinson (1963), and Eberhart 
and Russell (1966) used the mean of an experiment in a specific 
environment as a measure of the environment' s value and regressed 
genotype means on the environment mean. Eberhart and Russell (1966) 
subdivided the slopes sums of squares (heterogeneity of regression) into 
sums of squares for each genotype and emphasized that the deviations 
from regression were as important as the slope. Tukey (1949) 
partitioned the slopes sxims of squares into a portion due to the 
genotype linear x environment linear interaction and the remainder. 
Mandel (1961) further subdivided the remainder siims of squares from the 
Tukey test into sums of squares due to concurrence (lines with different 
slopes converging at a point) and non-concurrence (lines with different 
slopes that do not converge at a point) . Regression techniques were 
used to examine three experiments of maize single crosses. 
Materials and Methods 
Genetic material used for the stability analyses consisted of three 
separate experiments of maize single crosses. The experiments included 
crosses of lines that were developed by the Iowa State University maize 
research project and other public breeding programs. The lines from 
Iowa State University had been previously evaluated for general 
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combining ability in recurrent selection studies, aind were in the final 
testing stage to determine the relative merits of the lines. The single 
crosses included in each experiment varied among the three years. A 
subset of single crosses was created for each experiment that included 
only those single crosses grown in all test locations used in each year 
(this will be referred to as the balanced set, whereas any analysis 
involving all single crosses grown in an environment will be referred to 
as the complete set) . Pedigrees of the balanced set of single crosses 
used in the analyses are listed in Table 2. The single crosses were 
separated into three experiments based on maturity. Experiment 1 
included single crosses of earlier maturity for Iowa, single crosses in 
Experiment 2 were adapted to north-central Iowa, and single crosses 
appropriate to central-southern Iowa made up Experiment 3. Each 
experiment was planted at multiple locations in each year and evaluated 
in rcindomized complete block designs. Several individuals and 
organizations planted the experiments leading to varying numbers of 
replications and differing plot sizes (Table 3). Grain weight and 
moisture data were taken on combines adapted for mechanically harvesting 
small experimental plots. Yield data from individual plots were 
adjusted to 155 g kg"^ grain moisture and converted to Mg ha'^ of shelled 
grain based on plot size. Specific location information and agronomic 
data were reported in Hallauer and Lamkey 1994, 1995, and 1996 (in 
press). Gerdes et al. (1993) have included information on the public 
lines used in these crosses. Hereafter, single crosses will be referred 
to as hybrids for brevity's sake. Analyses were performed using the 
SAS© System. 
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Environments were considered location/year combinations to avoid 
the imbalance created by different locations being used for testing in 
different years. Mean yields for each location, based on the balanced 
and complete set of hybrids, are listed in Table 4. Mean yield across 
locations, across years, and across all location/year combinations are 
also presented. Using a mixed model, environments and replications were 
considered random, hybrids were considered fixed, an analysis of 
variance across all environments was performed. The significsince tests 
and summary statistics are shown in Table 5, as well as the mixed model 
expected mean squares. In all three experiments, environments, 
replications within environments, hybrids, and the interaction of 
hybrids with environments were significant at the 0.01 level. An 
analysis of variance for each environment was performed (data not shown, 
Table Al) and repeatability was calculated on a per plot basis (Table 
6) . 
To examine the nature of the hybrid by environment interaction, two 
indices were calculated. The first (balanced) was the mean yield for 
the balanced set of hybrids at each location. The second (complete) 
index was calculated as the mean yield using all the hybrids tested in a 
given environment. Regression analysis was performed by regressing a 
hybrid's yield in an environment on the environmental index. Sums of 
squares due to heterogeneity of slopes (Slopes) were further subdivided 
into those due to concurrence and non-concurrence. Slopes and 
deviations from regression were calculated for each hybrid and were 
tested for equality to 0.0 and 1.0 (Table 2) . 
18 
Overall analyses for each Experiment in Tables 7, 10, and 13 
(Experiments 1, 2, and 3, respectively) include a regression across 
environments (all location/year combinations) using both the balanced 
and complete environmental index. Also displayed are regressions for 
each Experiment by year; environments in these analyses are locations 
within a given year. Two sets of high and low yielding environments 
were chosen to examine whether the regression analysis results would 
vary with different types of environments. The first set of 
environments was chosen by taking the average between the highest 
yielding environment and the lowest yielding environment in each 
experiment. The environments with balanced mean yield above the 
average value were considered high yielding (HYl), those below, low 
yielding environments (LYl). A second subdivision of environments was 
created by separating those with yields above (HY2) and below (LY2) the 
average environmental mean yield for each Experiment. Results of 
analyses using these subsets of environments are presented in Tables 8 
and 9, 11 and 12, and 14 and 15 for Experiments 1, 2, and 3, 
respect ively. 
Results 
Experiment 1 
The overall analyses using both the balanced and complete index 
indicated that the slope of at least one hybrid was significantly 
different from the others. The significance of the test for non-
concurrence showed that the regression lines had different slopes 
but did not meet in a common point. The fact that the analyses by 
year and using subsets of environments changed the significance of 
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these tests was most likely due to the restricted nun±)er of environments 
used in each analysis. In several, even the test for differences among 
slopes lost significance, further evidence that the number of locations 
sampled affects the results. The slope of one hybrid 
A632xMEX41-C15-19-2) was not significantly different from 0 (Table 2). 
The unusual result of slope equal to 0.0 caused a re-examination of the 
individual observations of A632xMEX41-C15-19-2. It appeared that 2 or 3 
observations may have been outliers, causing the flatness of the slope. 
The slope of A632xMEX41-C15-19-2 was recalculated after removing two 
different types of potential outliers. An analysis removing two 
potential outliers that appeared to be above the normal range for yield 
resulted in a slope that was even flatter (b = 0.25) than the slope 
calculated with all the data (b = 0.28) . The significance levels for 
the test b=0 were 0.12 and 0.11 for the incomplete and complete data 
sets, respectively. Slope for AS32xMEX41-C15-19-2 after removing a 
potentially low outlier was 0.39, with a probability of 0.03 for the 
test of b=0 and 0.00 for the test b=l. One of the criticisms of the 
regression approach to stability analysis is that outliers may affect 
the results, as the above results show clearly. But the results are 
also a warning that quality control of data should be exercised with 
care, it can be very easy to see a value as an outlier. However, there 
must be a valid reason for removing data. For example, known planting 
or harvesting errors or recognizaible damage during the growing season. 
Re-analysis of all the data excluding the one low potential outlier 
confirmed that slopes were significantly different and that the one 
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particular observation did not affect the overall interpretation, just 
the calculation of slope of A632xMEX41-C15-19-2. 
Another group of smalyses was performed on data subsets in which 
the three hybrids with the lowest slopes were removed {-3LS, Table 16) . 
These hybrids were chosen because for each, the test for b=0 was not 
significant at the 0.01 level. Removal of the three hybrids with the 
lowest slopes resulted in the loss of significance for the test of 
differences among slopes. To verify that the change in results was not 
simply due to the reduced number of hybrids (and subsequent reduction in 
degrees of freedom) , analyses were also performed on siibsets of data 
excluding the three hybrids with the highest (-3HS) and middle value 
(-3MS) slopes. Significance levels for these analyses did not change 
from the overall analysis, indicating that it was the removal of the 
three specific low slope hybrids which caused the change in significance 
of the tests, not removing any three hybrids. The differences in 
results confirm another potential problem with the regression method of 
stability analysis; results depend on the specific hybrids used in the 
test. 
Experiments 2 and 3 
The results of these analyses were remarkable for their lack of 
significance. The significance tests indicated that while the hybrid by 
environment interaction clearly deviated from simple additivity of main 
effects, this interaction had little to do with the regression of a 
hybrid's yield on the mean yield for the environment in which it was 
grown. The fact that slopes were not different has several possible 
explanations. The first is that the genetic background of the hybrids 
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was so similar that their slopes were also similar. Given the varied 
pedigrees involved, this does not seem an adequate explanation. A 
second reason proposed was that selection procedures were similar enough 
to produce hybrids with similar slopes, a more reasonable explanation in 
that hybrids chosen to be in the trials must pass initial screening. 
However, stability per se was not calculated (Hallauer, personal 
communication). Whether an unconscious selection for stability was made 
can not be determined. A third explanation is that the environments in 
which the hybrids were tested were not different enough for the hybrids 
to express different slopes. The environments sampled were 
representative of average yields in Iowa [Hallauer and Lamkey 1994, 
1995, and 1996 (in press)] and do appear to provide a valid range of 
mean yields (Table 4). Even if the environments were not different 
enough to allow differentiation of hybrids on the basis of slope, these 
environments were representative of where the hybrids would be grown; 
therefore, slope could not be used in selection. A final explanation 
for lack of differences among slopes is that not enough environments 
were sampled. However, both Experiment 2 and 3 have at least the same 
number of environments as were used in Experiment 1 (Experiment 3 had 
twice as many). In addition, the range in balanced environmental index 
values for Experiment 2 (6.93 Mg ha'"-) and Experiment 3 (5.46 Mg ha""^) 
were both greater than that of Experiment 1 (4.02 Mg ha'^) . 
Discussion 
The difference in results between Experiment 1 and Experiments 2 and 
3 serves to emphasize the sensitive nature of stability analyses. 
Experiment 1 may only have had significantly different slopes due to the 
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inclusion of three hybrids that had very low regression slopes. Removal 
of those three hybrids produced analyses very similar to Experiments 1 
and 2. 
Several explanations have been advanced to explain why slopes were 
generally not significantly different in these experiments. First, that 
the hybrids were similar in genetic makeup or that selection methods 
were similar, producing similar slopes. There was no direct evidence to 
support these explanations; genetic background of the hybrids may have 
been more similar in Experiment 3 than in Experiment 1, but there was 
still a wide enough range in the germplasm to produce different slopes. 
Stability per se was not calculated, selection for the hybrids was based 
on mean yield (Hallauer, personal communication); however, similarity in 
environments used for selection may have produced hybrids with similar 
slopes. 
The number and type of environments in which the hybrids were 
tested have also been suggested as contributing to the lack of 
differences among slopes. In order to examine these explanations 
further, a fourth set of data, referred to as Experiment 4 was examined. 
These data came from a national corn seed company for genotypes that 
were grown in 216 environments. An environment was a location/year 
combination. In a small number of cases an environment was a specific 
plant population within a location in a given year. The same three 
years were sampled (1994, 1995, cind 1996) as in Experiments 1, 2, and 3, 
but only eight hybrids were grown in all environments. Experiments 1, 
2, and 3 were grown in north, north-central, and central-southern Iowa 
respectively. Experiment 4 was grown in 11 states and across a range of 
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three relative maturity zones. Table 17 summarizes all four experiments 
for significance of heterogeneity of slopes, number of environments, 
mean, maximum, minimum, and range of yield. Also included are the mean 
yields for Iowa in each year for comparison. 
Within Experiment 4 it was immediately evident that number of 
locations by itself was not the critical factor in detecting 
significance among slopes. The analysis of Experiment 4 of data from 
1996 did not reveal differences among slopes using almost 3 0 more 
locations thain the analysis of 1994 data (which did have significant 
differences among slopes) . The analysis of 1994 data combined with 1996 
data had twice as many environments as the 1994 data but still there 
were no differences among slopes. However, the 1994 subset had twice as 
many environments as Experiment 3 and four times as many as Experiments 
1 and 2, so there may be a lower limit on the number of locations 
required to exhibit heterogeneity of slopes. 
Range of environment mean yields had also been suggested as 
an explanation for lack of differences among slopes in Experiments 
1, 2, and 3. It was thought that the environments were too similar 
to allow the genotypes to express differences. Range in environmental 
mean yields as listed in Table 17 would appear to belie this 
explanation. Experiment 4 in 1996 had one of the largest ranges in 
environmental mean yields (10.51 Mg ha'^) and yet slopes were not 
different. Analysis of the 1994 data for Experiment 4 had a fairly low 
range in environmental mean yields (6.10 Mg ha"^) and yet slopes were 
significantly different at the 0.01 level. The overall means for the 
environments used in Experiment 4 were higher than those used in 
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Experiments 1, 2 ,  and 3, but there was no evidence that higher mean 
yield had any affect on separating slopes; the highest mean yield was in 
1995 (slopes not significant) and the lowest was the combination of 1995 
aind 1996 (slopes significant) . 
Although an absolute number of environments, the mean yield, or the 
range in yield of the environments may not be used to guarantee 
detection of slope differences (if they exist) , the type of environments 
used in hybrid testing may be the key. Mean yield characterizes an 
environment but does not reveal information about the specific growing 
conditions or the rank of each hybrid in the environment. Even though 
the environments sampled in Experiment 3 had a good range in yield, they 
were all in southern Iowa and may have been more similar than 3 0 
environments spread across two or three states. A subset of Experiment 
4, which limited the environments to only 56 in Iowa, reduced the 
significance level of the test for differences among slopes to the 0.05 
level (data not shown. Table A2) . Tests in 70 environments in Illinois 
and Indiana also produced a reduction in significance of slope 
differences to the 0.05 level. When the number of environments tested 
was reduced to 44 in Illinois, slopes were not significantly different 
at the 0.05 level. 
Experiments 1, 2, and 3 were yield trials conducted by the Iowa 
State University maize research project. The maize research project 
produces hybrids specifically for Iowa and the tests were designed 
to select hybrids for north, north-central, central-southern Iowa 
(Experiments 1, 2, and 3, respectively). The locations used were 
representative of environments in which the hybrids would be grown. 
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Selection of hybrids was based on mean yield, stability was not 
considered. To examine stability across Iowa, more locations spread 
across the range of maturities in Iowa would be necessary. If one 
Experiment was grown at all the environments used in Experiments 1, 2, 
and 3, the range of growing conditions might allow hybrids to express 
significant differences in slopes. Tests spread across several states 
would provide an even broader range of growing conditions. Commercial 
plant breeders rarely consider one state or one maturity zone in testing 
hybrids because hybrids are sold in a wide area (multiple states and 
relative maturity zones). A public breeder is restricted by resources 
and the goal of his or her institution. If a public breeder's goal is 
to develop hybrids for southern Iowa, there is no need to test 
throughout the com belt to measure stability of hybrids across a 
greater range of environments. Selection for mean yield in locations 
representative of southern Iowa should produce the desired hybrids. 
In this discussion, the focus has been on the test for 
significant differences among slopes, but if slopes are not different, 
performance predictions and characterizations of hybrids based on slope 
are not possible. It is interesting to note that while the tests for 
slopes, concurrence, and non-concurrence were not significant in 
Experiments 2 and 3, the test for remainder in all three Experiments was 
always significant at the 0.01 level. Significance of the remainder 
test may indicate that the non-additivity expressed by significant 
hybrid by environment interactions was due to causes other than linear 
trends. As Perkins and Jinks wrote (1968, p. 344), "If only the 
remainder is significant there is no simple relationshio between GxE and 
environmental values, therefore, no predictions are possible." 
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Table 2. Pedigrees and summary statistics of single crosses for each 
experiment that were evaluated in 1994, 1995, and 1996. 
Statistics include: mean yield, slope of regression (B) 
of each hybrid on the balanced environmental index, 
significance levels for the test B=0.0, standard error of B 
(ST.ER.), probability of a greater F (PR>F) for the test 
B=1.0, and deviation from regression mean squares (DEV.). 
EXP PEDIGREE MEAN ST.ER. PR>F DEV. 
Mg ha'"' B B B=1 MS® 
1 A632XB100 8 .71 1.25** 0.11 0.03 0.68 
1 A632XB102 8.50 1.20** 0.11 0.08 0.69 
1 A632XB103 00
 
to
 
to
 
1.08** 0.09 0 .41 0.52 
1 A632XB107 7 . 76 0.31* 0.12 0.00 0.84** 
1 A632XB108 7.52 0.59** 0 .14 0 . 01 1.13** 
1 A632XH99 8 .43 1.25** 0.13 0.05 0.92** 
1 A632XMEX41-C15-19-2 7.74 0.28 0 .17 0.00 1.73** 
1 A632xMol7 8 .78 1.06** 0.11 0 .61 0.70 
1 A632XSD46 8 .81 1.03** 0.12 0.79 0.87** 
1 A681XB100 8 .63 1.05** 0 .11 0 .68 0.73 
1 A681XB102 8 .28 1.14** 0.09 0.12 0 .46 
1 A681XB103 8 . 52 0.97** 0.13 0.79 0.94** 
1 A681XB107 8 .30 1.33** 0.13 0 .02 0.98** 
1 A681XB108 8 .14 1.07** 0 ,10 0.48 0 .58 
1 A681XBS21(R)C4-99 7 . 72 1.32** 0 .19 0 .10 2.11** 
1 AS81XMEX41-C15-19-2 8 .56 1.09** 0 .11 0.39 0 .64 
1 A681XSD46 8.66 1.11** 0.12 0.36 0.90** 
1 BlOOxBlO? 7.89 1.12** 0.10 0.24 0.60 
1 B100XB108 8 .12 1.04** 0 .11 0 .70 0.76* 
1 B100XMEX41-C15-19-2 8.42 1.13** 0.10 0.20 0 .53 
1 B100XW570 8 .74 1.29** 0.14 0 . 04 L.17** 
1 B102XSD46 8 .80 1.12** 0 .12 0.34 0 .85** 
1 B103XSD46 7 .69 1.03** 0.10 0 . 72 0 .54 
1 B107XSD46 6.98 1.06** 0.11 0 . 61 0.75 
1 B108XSD46 8.67 0.36* 0.15 0.00 1.28** 
1 B87XA681 7.14 0.83** 0 .20 0 .40 2.32** 
1 IiH2 02xLH169 8.97 1.14** 0.13 0.26 0 .99** 
1 LH202XLH172 9 .42 1.06** 0.12 0.66 0.90** 
1 SD46XB87 8 .33 0.63** 0.11 0.00 0 .68 
1 SD46XMEX41-C15-19-2 7.20 1.07** 0.09 0.45 0.50 
2 A681XB100 9.06 0.88** 0.10 0.21 1.00 
2 A681XB102 9.14 L.18** 0 .10 0 , 07 0 . 97 
2 A681XB103 9.55 0.79** 0.10 0 . 04 1.05 
2 A681XB107 8.93 0.85** 0.09 0.10 0 . 91 
2 A681XB90 10 . 24 1.11** 0.09 0.26 0.92 
2 A681XB91 9.73 1.24** 0.11 0.03 1.26 
2 A681XB99 10.18 0.91** 0 .10 0.38 1.11 
2 A681XBSCB1(R)Cll-8984 9. 73 0.88** 0.10 0 .24 1.08 
2 A681XBSCB1(R)Cll-9081 9.42 0.85** 0.10 0 .12 1. 00 
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Table 2. (continued) 
EXP PEDIGREE MEAN ST.ER. PR>F DEV. 
Mg ha'^  B B B =1 MS^ 
2 A681XN199 9.16 0.99** 0 . 09 0, .93 0.88 
2 Ae81xSD46 8.66 0.84** 0.12 0 .19 1.44* 
2 B100XB94 8.42 1.06** 0.12 0, .65 1.63** 
2 B73XB91 10.19 1.13** 0.11 0. 24 1.30 
2 B73XB97 11.03 1.23** 0.12 0, .06 1.46* 
2 B73XW576 9.80 1.10** 0.11 0. 36 1.19 
2 B76XB97 9.40 1.12** 0.09 0. 19 0.89 
2 B87XB97 9.24 1.01** 0.10 0. 89 1.16 
2 LH198XLH168 10.73 0.91** 0.10 0. 41 1.11 
2 LH198XLH172 
V
O o
 
o
 0.92** 0.12 0. 49 1.45* 
3 B73XB106 9.07 0.97** 0.11 0. 78 1.27* 
3 B73XB90 9.73 0.93** 0.11 0. 47 1.39* 
3 B73XB91 9.17 0.96** 0.10 0. 72 1.20 
3 B73XB95 9.45 0.94** 0.12 0. 62 1.53** 
3 B73XB97 9.83 1.02** 0.11 0. ,89 1.32* 
3 B73XB98 9.51 1.04** 0.11 0. ,69 1.36* 
3 B73XB99 9.98 1.01** 0.09 0. ,91 1.05 
3 B73XBSCB1(R)Cll-9081 9.51 0.83** 0.11 0. 15 1.56** 
3 B73xMol7 9 .04 0.84** 0 .10 0. 13 1.30* 
3 B84XB106 8 .19 1.01** 0.11 0. 92 1.52** 
3 B84XB95 9.78 1.00** 0.11 0 . 96 1.54** 
3 B84XB97 8.92 0.80** 0.12 0. 09 1.66** 
3 B84XB98 8 .53 1.15** 0.10 0. 13 1.15 
3 B84XB99 9.74 1.04** 0 .10 0. 67 1.27* 
3 B84XBSCB1(R)Cll-9081 9.00 0.96** 0.11 0 . 68 1.31* 
3 B84xMol7 8 .95 0.96** 0.11 0. 71 1.43** 
3 B90xN196 9.07 1.13** 0 .14 0. 35 2.22** 
3 B94XB98 8 .17 1.06** 0.15 0. 69 2.60** 
3 B94xMol7 8.23 1.03** 0 .14 0. 85 2.19** 
3 B97x[B73xBS20Sel]-51 9.63 1.01** 0 .16 0. 96 3.09** 
3 B97xtB84xBS20Sel]-130 9.74 0.97** 0.10 0. 77 1.16 
3 B97x[BSSS(R)C9XBS13(S)C3 9.06 1.12** 0.09 0 . 22 1.02 
3 B97XB104 9.55 0.87** 0.09 0. 18 1.07 
3 B97XB109 9.79 1.02** 0.10 0. 85 1.19 
3 B97XBS13(S)C5-12-2 9.44 1.15** 0.09 0. 12 1. 05 
3 B97XBSSS(R)Cll-8734-1 9.54 1.14** 0.11 0. 21 1.37* 
3 B97XH123 9.51 0.99** 0.10 0. 96 1.27* 
3 B97XN201 9.72 1.00** 0.11 0. 98 1.33* 
3 B97XNC292 9.63 1.14** 0.11 0 . 23 1.55** 
3 B97XNC2 94 9.71 1.22** 0 .11 0 . 05 1.38* 
3 B99XH123 9.23 0.89** 0.09 0. 19 0.90 
3 LH197xIiH172 8.95 0.83** 0.12 0. 13 1.57** 
3 Mol7xBSSS(R)Cll-8734-1 9.26 0.97** 0.10 0 . 76 1.19 
*,** Significant at the 0.05 and 0.01 probability levels, respectively. 
^This is an approximate test, Deviation Mean Squares were tested with 
the pooled error term. 
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3. Experiment locations by year, plot size in square meters and 
number of replications ( ) included in the three experiments. 
Cooperator names/organizations are listed in parentheses. 
IOWA LOCATION (COOPERATOR) 1994 1995 1996 
—J 
Calumet 8 .36 (3) 8 .36 (3) 8 .36 (3) 
Estherville (Golden Harvest) 11 .15 (3) 11 .15 (3) 11 .15 (3) 
Kanawha 8 .36 (3) 8 .36 (3) 8 .36 (3) 
Kenyon, MN (Holden' s) 8 .83 (3) 8 .83 (3) 8 .83 (3) 
Mashua 8 .36 (3) 8 .36 (3) 8 .36 (3) 
Conrad (Cargill) 8 .13 (3) 8 .13 (3) 8 .13 (2) 
Marshalltown (Lynks) 8 .13 (2) 8 .13 (2) 8 .13 (2) 
Pocahontas (DEKALB) 9 .29 (3) 9 .29 (3) 9 .29 (2) 
Webster City (Northrup-King) 8 .83 (2) 8 .13 (2) 8 .13 (2) 
Williams (Growmark) 9 .29 (3) 9 .29 (3) 9 .29 (2) 
Ames (Research Center) 8 .36 (2) 8 .36 (2) 8 .36 (2) 
Ankeny 8 .36 (2) 8 .36 (2) 8 .36 (2) 
Carroll (Eugene Pudenz) 8 .36 (2) 
Crawfordsville 8 .36 (2) 
Greenfield 8 .36 (2) 
Harlan (Northrup-King) 8 .83 (2) 8 .83 (2) 8 .83 (2) 
Manilla (Sucrosco) 8 .83 (2) 
Marion (Pioneer) 8 .09 (2) 8 .09 (2) 8 .09 (2) 
Osceola (Asgrow) 8 .09 (2) 
Pella (Hawkeye) 9 .29 (3) 9 .29 (3) 
Williamsburg (Holden's) 8 .83 (2) 8 .83 (2) 8 .83 (2) 
Winterset (ICI) 8 .13 (2) 8 .13 (2) 8 .13 (2) 
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Table 4. Location mean yields in Mg ha'*^ for each year. The mean yield 
for the balanced set of entries is listed first followed by 
meaji yield for all entries grovna after the /. Numbers of 
entries are listed in parentheses. Across location, across 
years, and across all location/year combinations (in bold) are 
also listed for Experiments 1, 2, and 3. Range was calculated 
as the difference between the highest and lowest yielding 
environmental mean using the balanced set of entries. 
IOWA LOCATION 1994 1995 1996 AVERAGE 
1 Calumet 9.18/ 9.08 7 33/ 7 38 7.70/ 7 67 8.07/ 8 .05 
1 Estherville 10.41/ 9.98 6 88/ 7 03 7.96/ 7 88 8.42/ 8 .29 
1 Kanawha 7.94/ 7.69 6 67/ 6. 86 8.03/ 8 17 7.55/ 7 .58 
1 Kenyon, MN 10 .69/10.12 7 79/ 8. 07 8.53/ 8 62 9.00/ 8 .94 
1 Nashua 9.12/ 8.93 7 14/ 7 38 8 .49/ 8 70 8.25/ 8 .34 
Average 9.47/9.16 7 16/ 7. 34 8.14/ 8 21 8.26/ 8 .24 
( 30/ 80 ) ( 30/ 50 ) ( 30/ 60 ) range=4 .02 
2 Conrad 8.95/ 8.56 7 35/ 6. 89 6.58/ 6. 20 7.76/ 7 .34 
2 Marshalltown 10.16/ 9.71 8 91/ 8. 82 7.99/ 8 07 9.02/ 8 . 86 
2 Pocahontas 10.79/10.40 8 33/ 7. 97 9.14/ 8 90 9.46/ 9 .12 
2 Webster City 10.73/10.46 9 77/ 9. 46 10.48/10 70 10.33/10 .21 
2 Williams 13.51/12.77 9 77/ 9. 21 11.29/10 65 11.55/10 .91 
Average 10.89/10 .43 8 75/ 8. 37 9 .09/ 8 90 9.62/ 9 .26 
( 19/ 78 ) ( 19/ 50 ) ( 19/ 70 ) range=6 93 
3 Ames 10.66/10.35 9 59/ 9. 17 8.47/ 8 08 9.58/ 9 .20 
3 Ankeny 9.20/ 8.68 7 23/ 6. 82 8 .54/ 8 . 06 8.32/ 7 .85 
3 Carroll 7.05/ 6. 89 
3 Crawfordsville 9.29/ 9.06 
3 Greenfield 8 .23/ 8. 17 
3 Harlan 11.38/11.31 8. 54/ 8 . 08 7.95/ 7 . 56 9.30/ 8 98 
3 Manilla 10.62/10.46 
3 Marion 9.04/ 8.75 9. 43/ 9. 14 9.82/ 9 . 29 9.43/ 9 .06 
3 Osceola 7.83/ 7. 54 
3 Pella 12.13/11.95 8. 68/ 8. 38 10.41/10 .17 
3 Williamsburg 11.45/10.92 7. 05/ 7 . 15 8 .17/ 8. 15 8.89/ 8 .74 
3 Winterset 12.51/12.62 8. 30/ 7 . 94 9.90/ 9. 82 10.24/10 .13 
Average 10.77/10.53 8. 42/ 8 . 12 8 .44/ 8. 17 9.29/ 9 .02 
{ 33 / 90 ) ( 33 / 80 ) ( 3 3 / 8 0  ) range=5 .46 
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Table 5. Analysis of variance for yield (Mg ha'"^) and summary 
statistics for Experiments l, 2 and 3. F tests are based on 
the model shovm below. 
EXPERIMENT 1 EXPERIMENT 2 EXPERIMENT 3 
SOURCE DF MS DF MS DF MS 
Environments (E) 14 125.68** 14 145.04** 24 163.13** 
Replications/E 30 1.58** 21 1.34** 27 3.42** 
Hybrids 29 15.12** 18 16 .65** 32 11.86** 
E*Hybrids 406 1.95** 252 1.57** 768 2.01** 
Error 865 0.54 378 0.95 837 0.92 
Total (corr.) 1344 683 1688 
R-Square R-Square R-Square 
0.87 0.89 0.88 
C.V. C.V. C.V. 
8.89 10 .12 10.34 
Root MSE Root MSE Root MSE 
0.73 0 .97 0.96 
Mean Mean Mean 
8.26 9.62 9.29 
Sources of variation, expected mesms squares and F tests for analysis 
of variance. Model III: environments and replications are random, 
hybrids are fixed effects. 
SOURCE EMS MS F 
Environment (E) + gcr^r/e + rgcT^^ MS 5 MS5/MS4 
Replications/E + 9^r/e MS4 MS4/MS1 
Hybrids ^ + re0% MS 3 MS3/MS2 
E*Hybrids ^ MS 2 MS2/MSI 
Error MSI 
*, ** Significant at the 0.05 and 0.01 probability levels, respectively. 
1 
1 
1 
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1 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
34 
6. Repeatability estimates for yield (Mg ha'^) at each location in 
1994, 1995, and 1996. Estimates across locations, across 
years, and across all location/year combinations (in bold) were 
made on an entry mean basis for Experiments 1, 2, and 3. 
IOWA LOCATION 1994 1995 1996 ACROSS YEARS 
Calumet 0.82 0.71 0.83 0.63 
Estherville 0.89 0.73 0 .65 0.40 
Kanawha 0.70 0.51 0.78 0.60 
Kenyon,MN 0.89 0.77 0.86 0.73 
Nashua 0.80 0.78 0.87 0.36 
Across Locations 0.86 0.74 0.84 0.87 
Conrad 0.59 0.62 0.27 0.59 
Marshal1town 0.61 0.56 0 .36 0 . 74 
Pocahontas 0.71 0.71 0.60 0 .61 
Webster City 0.84 0.81 0.36 0.78 
Williams 0.58 0.80 0.33 0 .73 
Across Locations 0.80 0.86 0 .60 0.91 
Ames 0.06 0.79 0.29 0 .63 
Ankeny -0.17 0.63 0.47 0.57 
Carroll 0 . 53 
Crawf ordsville 0.63 
Greenfield 0 . 61 
Harlan 0 .65 0.38 0.65 0.49 
Manilla 0 . 58 
Marion 0.39 0.89 0.03 -0 .16 
Osceola 0 . 70 
Pella 0 . 71 0.60 0 .73 
Williamsburg 0.82 0.75 0.72 0.28 
Winterset 0.76 0.80 0.11 0.04 
Across locations 0.65 0.76 0.51 0.83 
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Table 7. Sources of variation and mean squares for Experiment 1. 
Balanced indicates that the environmental index included only 
the 30 hybrids present in all environments. Complete 
indicates that the environmental index included all the 
hybrids grown in each environment. The trait analyzed was 
yield (Mg ha'M . 
ACROSS ALL LOCATIONS, ALL YEARS 
BALANCED COMPLETE 
SOURCE DF MS MS 
Environments (E) 14 125.68** 125.68** 
Replications/E 30 1.58** 1.58** 
Hybrids 29 15.12** 15.12** 
E*Hybrids 406 1.95** 1.95** 
Slopes 29 4.72** 4.15** 
Concurrence 1 9.63 10.17 
Non-concurrence 28 4.55** 3 . 94** 
Remainder 377 1.74** 1.78** 
Pooled error 865 0.54 0 . 54 
Corrected Total 1344 
ACROSS ALL LOCATIONS, BY YEAR, USING BALANCED INDEX 
1994 1995 1996 
SOURCE DF MS DF MS DF MS 
Environments (E) 4 110.70** 4 16.72** 4 11.41** 
Replications/E 10 2.22** 10 1.04* 10 1.48** 
Hybrids 29 11.05** 29 4.58** 29 9.68** 
E*Hybrids 116 1.52** 116 1.18** 116 1.57** 
Slopes 29 1.54 29 1.71* 29 1.28 
Concurrence 1 12.13** 1 0.08 1 9.49** 
Non-concurrence 28 1.16 28 1.76* 28 0.99 
Remainder 87 1.52** 87 1.00** 87 1.67** 
Pooled Error 290 0.53 290 0.53 285 0.57 
Corrected Total 449 449 444 
+, ** Significant at the 0.05 and 0.01 probability levels, respectively. 
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Table 8. Sources of variation and mean squares for siobsets of 
environments. Experiment 1. The balanced environmental 
index was used, the trait analyzed was yield (Mg ha'^) . 
SOURCE DF MS HYl" DF MS LYl® 
Environments (E) 3 59.85** 10 33 .35** 
Replications/E 8 1.33* 22 1.67** 
Hybrids 29 10.11** 29 11.89** 
E*Hybrids 87 1.71** 290 1.53** 
Slopes 29 1.74 29 2 .49* 
Concurrence 1 8 .00* 1 14.55* 
Non-concurrence 28 1.51 28 2.06 
Remainder 58 1.70** 261 1.42** 
Pooled Error 232 0.52 633 0.55 
Corrected Total 359 984 
*, ** Significant at the 0.05 and 0.01 probability levels, respectively. 
®HY1 = High yielding environments (mean yield cibove 8.68 Mg ha'^) , 
environments are listed in order of descending environmental mean yield: 
KENY0N(94), ESTHERVILLE(94), CALUMET(94), NASHaA(94) 
HYl average yield = 9.8 5 Mg ha'^ 
"lyi = Low yielding environments (mean yield below 8.68 Mg ha"'') , 
environments are listed in order of descending environmental mean yield: 
KENyON(96) , NASHUA{96) , KANAWHA{96), ESTHERVILLE(96) , KANAWHA(94), 
KENyON(95) , CALUMET(96), CALUMET(95), NASHUA(95) , ESTHERVILLE(95) , 
KANAWHA(95) 
LYl average yield = 7.67 Mg ha'^ 
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Table 9. Sources of variation and mean squares for subsets of 
environments. Experiment 1. The balanced environmental 
index was used, the trait analyzed was yield (Mg ha'"') . 
SOURCE DF MS Hy2'' DF MS LY2'' 
Environments (E) 5 78 .56** 8 22. 91** 
Replications/E 12 0 .92 18 2 . 02** 
Hybrids 29 9, .74** 29 7 . 91** 
E*Hybrids 145 2 , .93** 232 1. 26** 
Slopes 29 5, .62** 29 1. 18 
Concurrence 1 11. 66 1 0. 19 
Non-concurrence 28 5. 40** 28 1. 21 
Remainder 116 2, .26** 203 1. 28** 
Pooled Error 345 0. 55 520 0. 53 
Corrected Total 536 807 
*, ** Significant at the 0.05 and 0.01 probability levels, respectively. 
®HY2 = High yielding environments (mean yield above 8.26 Mg ha'^) , 
environments are listed in order of descending environmental mean yield: 
KENY0N(94) , ESTHERVILLE(94) , CALUMET(94) , NASHUA(94) , KENYON(96), 
NASHUA(96) 
HY2 Average yield = 9.40 Mg ha'"' 
''LY2 = Low yielding environments (mean yield below 8.26 Mg ha'^ ) , 
environments are listed in order of descending environmental mean yield: 
KANAWHA(96) , ESTHERVILLE(96) , KANAWHA(94), KENYON(95) , CALUMET(96), 
CALtIMET(95) , NASHUA(95), ESTHERVILLE (95) , KANAWHA(95) 
LY2 average yield = 7.49 Mg ha"^ 
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Table 10. Sources of variation and mean squares for Experiment 2. 
Balanced indicates that the environmental index included only 
the 19 hybrids present in all environments. Complete 
indicates that the environmental index included all the 
hybrids grown in each environment. The trait analyzed was 
yield (Mg ha'"^ ) . 
ACROSS ALL LOCATIONS, ALL YEARS 
BALANCED COMPLETE 
SOURCE DF MS MS 
Environments (E) 14 145. 04** 145.04** 
Replications/E 21 1. 34 1.34 
Hybrids 18 16. 65** 16.65** 
E*Hybrids 252 1. 57** 1.57** 
Slopes 18 2. 18 2.39 
Concurrence 1 3 . 29 3 .82 
Non-concurrence 17 2 . 11 2 .31 
Remainder 234 1. 52** 1.50** 
Pooled error 378 0. 95 0.95 
Corrected Total 683 
ACROSS ALL LOCATIONS , BY YEAR 
1994 1995 1996 
SOURCE DF MS DF MS DF MS 
Environments (E) 4 157 .08** 4 55.74** 4 135.48** 
Replications/E 8 1 .54 8 0.98 5 1.59 
Hybrids 18 7 . 52** 18 9 .12** 18 4.16** 
E*Hybrids 72 1 .49** 72 1.28** 72 
CD V
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Slopes 18 1 .69 18 1.47 18 1.35 
Concurrence 1 1 .79 1 5 .40 1 0.05 
Non-concurrence 17 1 .68 17 1.24 17 1.42 
Remainder 54 1 .42* 54 1.21* 54 1.79 
Pooled Error 144 0 .88 144 0.77 90 1.32 
Corrected Total 246 246 189 
*, ** Significant at the 0.05 and 0 .01 probability levels , respectively. 
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Table 11. Sources of variation and mean squares for subsets of 
environments. Experiment 2. The balanced environmental 
index was used, the trait analyzed was yield (Mg ha'"^) . 
SOURCE DF MS HYl" DF MS LYl" 
Environments (E) 5 76 .26** 8 51. 76** 
Replications/E 8 1, .75 13 1. 08 
Hybrids 18 7. 97** 18 10. 64** 
E*Hybrids 90 1. 28* 144 1. 70** 
Slopes 18 0, .89 18 1. 69 
Concurrence 1 0. 72 1 7. 28* 
Non-concurrence 17 0. 90 17 1. 36 
Remainder 72 1. 38* 126 1. 70** 
Error 144 0, .91 234 0. 97 
Corrected Total 265 417 
*, ** Significant at the 0.05 and 0.01 probability levels, respectively. 
®HY1 = High yielding environments (mean yield above 10.05 Mg ha"'^) , 
environments are listed in order of descending environmental mean yield: 
WILLIAMS (94) , WILLIAMS(96), POCAHONTAS(94) , WEBSTER CITY(94) , 
WEBSTER CITY(96), MARSHALLTOWN(94) 
HYl average yield = 11.30 Mg ha'^ 
"LYI = Low yielding environments (mean yield below 10.05 Mg ha'M , 
environments are listed in order of descending environmental mean yield: 
WEBSTER CITY(95), WILLIAMS(95), POCAHONTAS(96), C0NRAD(94), 
MARSHALLT01VN(95) , POCAHONTAS (95) , MARSHALLTOWN(96) , CONRAD(95), 
CONRAD(95) 
LY2 average yield = 8.5 Mg ha'^ 
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Table 12. Sources of variation and mean squares for subsets of 
environments, Experiment 2. The balanced environmental 
index was used, the trait analyzed was yield {Mg ha"'^) . 
SOURCE DF MS HY2® DF MS LY2'' 
Environments (E) 7 77. 78** 6 38 .04** 
Replications/E 11 1. 36 10 1 .31 
Hybrids 18 12. 11** 18 6 .80** 
E*Hybrids 126 1. 36** 108 1 .70** 
Slopes 18 1. 18 18 1 .50 
Concurrence 1 0. 17 1 1 . 26  
Non-concurrence 17 1. 24 17 1 .51 
Remainder 108 1. 39** 90 1 .74** 
Pooled Error 198 0. 85 180 1 .05 
Corrected Total 360 322 
*, ** Significant at the 0.05 and 0.01 probability levels, respectively. 
®HY2 = High yielding environments (mean yield above 9.62 Mg ha"'^) , 
environments are listed in order of descending environmental mean yield: 
WILLIAMS(94) , WILLIAMS(96) , POCAHONTAS(94) , WEBSTER CITY(94) , 
WEBSTER CITY(96), MARSHALLTOWN(94), WEBSTER CITY(95), WILLIAMS(95) 
HY2 average yield = 10.90 Mg ha'^ 
''LY2 = Low yielding environments (mean yield below 9.62 Mg ha'"') , 
environments are listed in order of descending environmental mean yield: 
POCAHONTAS(96), CONRAD(94), MARSHALLTOWN(95), POCAHONTAS(95), 
MARSHALLTOWN(96), C0NRAD(95), CONRAD(95) 
LY2 average yield = 8.12 Mg ha'^ 
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Table 13. Sources of variation and mean sc[uares for Experiment 3. 
Balanced indicates that the environmental index included only 
the 33 hybrids present in all environments. Complete 
indicates that the environmental index included all the 
hybrids grown in each environment. The trait analyzed was 
yield (Mg ha"*^ '. 
ACROSS ALL LOCATIONS, ALL YEARS 
BALANCED COMPLETE 
SOURCE DF MS MS 
Environments (E) 24 163 . 13** 163 .13 * *  
Replications/E 27 3. 42** 3 .42** 
Hybrids 32 11. 86** 11 .86 * *  
E*Hybrids 768 2. 01** 2 .01 ** 
Slopes 32 1. 28 1 .15 
Concurrence 1 0. 08 0 .00 
Non-concurrence 31 1. 32 1 .19 
Remainder 736 2. 04** 2 . 05 *  +  
Pooled error 837 0. 92 0 .92 
Corrected Total 1688 
ACROSS ALL LOCATIONS, BY YEAR , USING BALANCED INDEX 
1994 1995 1996 
SOURCE DF MS DF MS DF MS 
Environments (E) 8 118 .59** 6 63.89** 8 49.47** 
Replications/E 10 1 . 78* 8 4.14** 9 4.60** 
Hybrids 32 4 .69** 32 8.74** 32 4.31** 
E*Hybrids 256 1 .62** 192 2.09** 256 2.11** 
Slopes 32 1 .22 32 2.72 32 3.49** 
Concurrence 1 2 .04 1 0 . 04 1 0.07 
Non-concurrence 31 1 .19 31 2.79 31 3.60** 
Remainder 224 1 . 68** 160 1.95** 224 1.91** 
Pooled Error 320 0 .80 256 0.79 261 1.21 
Corrected Total 626 494 566 
*, ** Significant at the 0.05 and 0 .01 probability levels. respectively. 
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Table 14. Sources of variation and mean squares for sxibsets of 
environments, Experiment 3. The balanced environmental 
index was used, the trait analyzed was yield (Mg ha""-) . 
SOURCE DF MS HYl" DF MS LYl" 
Environments (E) 7 64, .84** 16 40 .93** 
Replications/E 9 3 , .20** 18 3 .53** 
Hybrids 32 4 . 78** 32 8 .64** 
E*Hybrids 224 2 . 13** 512 1 .98** 
Slopes 32 1, .95 32 2 .33 
Concurrence 1 1. 40 1 3 .68 
Non-concurrence 31 1. 97 31 2 .29 
Remainder 192 2 . 16** 480 1 .96** 
Pooled Error 271 1. 10 566 0 .84 
Corrected Total 543 1144 
*, ** Significant at the 0.05 and H 
O
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 probability levels, respectively. 
^HYl = High yielding environments (mean yield above 9.78 Mg ha"') , 
environments are listed in order of descending environmental mean yield: 
WINTERSET{94) , PELLA{94), WILLIAMSBURG (94) , HARLAN(94), AMES(94), 
MANILLA(94), WINTERSET(96), MARION(96) 
HYl average yield = 11.06 Mg ha"^ 
''LYl = Low yielding environments (mean yield below 9.78 Mg ha'"'), 
environments are listed in order by descending environmental mean yield: 
AMES(95), MARION{95), CRAWFORDSVILLE(94), ANKENY(94), MARION(94), 
PELLA(95), HARLAN(95) , ANKENY(96), AMES(96), WINTERSET(95) , 
GREENFIELD(96), WILLIAMSBURG(96), HARLAN(96), OSCEOLA(96), ANKENY(95), 
WILLIAMSBURG(95), CARROLL(96) 
LYl average yield = 8.3 9 Mg ha'^ 
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Table 15. Sources of variation and mean squares for subsets of 
environments, Experiment 3. The balanced environmental 
index was used, the trait analyzed was yield (Mg ha"^) . 
SOURCE DF MS HY2^ DF MS LY2'' 
Environments (E) 10 88 .94** 13 30. 51** 
Replications/E 12 2 .64** 15 4. 04** 
Hybrids 32 6. 73** 32 6. 43** 
E*Hybrids 320 2 , .18** 416 1. 93** 
Slopes 32 2. 68 32 1. 96 
Concurrence 1 7 . 01 1 0. 03 
Non-concurr ence 31 2. 54 31 2. 03 
Remainder 288 2 . ,13** 384 1. 92** 
Pooled Error 367 0. 94 470 0 . 91 
Corrected Total 741 946 
*, ** significant at the 0.05 and 0.01 probability levels. respectively. 
®HY2= High yielding environments (mean yield above 9.24 Mg ha'^) , 
environments are listed in order of descending environmental mean yield: 
WINTERSET(94), PELLA(94), WILLIAMSBURG{94), HARLAN(94), AMES(94), 
MANILLA(94) , WINTERSET(9S) , MARION{96), AMES(95), MARION(95), 
CRAWFORDSVILLE(94) 
HY2 average yield = 10.62 Mg ha'^ 
''LY2 = Low yielding environments (mean yield below 9.24 Mg ha'M , 
environments are listed in order by descending environmental mean yield: 
ANKENY(94), MARION{94), PELLA(95), HARLAN(95), ANKENY(96), AMES{96), 
WINTERSET(95) , GREENFIELD(96) , WILLIAMSBURG(96) , HARLAN(96), 
OSCEOLA(96), ANKENY(95), WILLIAMSBURG(95), CARROLL(96) 
LY2 average yield = 8.16 Mg ha'^ 
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Table 16. Mean Squares and significance levels for three st±)sets of 
Experiment 1. In each analysis, three hybrids were removed 
from the data before analysis. The balanced environmental 
index was used, the trait analyzed was yield (Mg ha'^ ) . 
SOURCE DF MS -3LS^ DF MS -3 MS" DF MS -3HS' 
Environments (E) 14 131 .64** 14 111. 57** 14 105 . 91** 
Replications/E 30 1 .51** 30 1. 42** 30 1 .39** 
Hybrids 26 15 .67** 26 12. 58** 26 15 . 96** 
E*Hybrids 364 1 .60** 364 2 . 06** 364 1 . 73** 
Slopes 26 1 -77 26 5 . 17** 26 4 .24** 
Concurrence 1 2 .74 1 13 . 40 1 10 .71 
Non-Concurrence 25 1 .73 25 4 . 84** 25 3 . 98** 
Remainder 338 1 .60** 338 1. 82** 338 1 . 54** 
Pooled Error 775 0 .53 775 0. 55 777 0 .55 
Corrected Total 1209 1209 1211 
*, ** Significant at the 0.05 suid 0.01 probability levels, respectively. 
^-3LS = The three hybrids with the lowest slopes were removed: 
A632XMEX41-C15-19-2 (b=0.28ns , **) 
A632XB107 (b=0.31* , **) 
B108XSD46 (b=0.36* , **) 
''-3MS = The three hybrids with slopes in the middle of the range 
of slopes for the experiment were removed: 
LH202XLH172 (b=1.06**, ns) 
SD46xMEX41-C15-92-2 (b=1.07**, ns) 
A681XB108 (b=1.07**, ns) 
•^-3113 = The three hybrids with the highest slope were removed: 
A681XB107 (b=1.33** , * ) 
A6aixBS21(R)C4-99 (b=1.32** , ns) 
B100XW570 (b=1.29** , * ) 
**, ** = significance test for b=0 and b=l, respectively. 
ns, *, ** = not significant at the 0.05 levels, significant at 
the 0.05 and 0.01 levels, respectively. 
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Table 17. Summary table of significance for heterogeneity of slopes 
(SIG.), number of environments (ENV) , mean yield, the 
minimum (MIN.) and maximum (MAX.) yield values, and the 
yield range in Mg ha'^ for Experiments 1, 2, and 3 overall 
and different s\ibsets of Experiment 4. Mean yields for Iowa 
in Mg ha'"^ are also listed. 
DATA SIG. ENV MEAN MIN. - MAX. RANGE 
Exp 1 * *  15 8 .26 6.67-10.69 4.02 
Exp 2 15 9.62 6.58-13.51 6.93 
Exp 3 30 9.29 7.05-12.51 5.46 
Exp 4 
All ** 216 10.52 4.34-14.85 10.51 
1994 ** 64 11.48 7.57-13.67 6.10 
1995 61 11.52 6.09-11.52 5.43 
1996 91 10.90 4.34-14.85 10.51 
9495^ ** 125 10.34 6.09-13.67 7.58 
9496" 155 11.20 4.34-14.85 10.51 
9596= ** 152 10 .02 4.34-14.85 10.51 
Iowa Mean"^  
1994 9. 50 
1995 7. 69 
1996 8 . 63 
94-96 8. 61 
*, ** SignifiCcint at the 0.0 5 and O.Ql levels, respectively. 
^1994 and 1995 
"1994 and 1996 
=1995 and 1996 
•^Hallauer and Lamkey [1994, 1995, 1996 (in press)] . 
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GENERAL CONCLUSIONS 
The objective of the analyses presented in this dissertation was to 
examine yield stability of maize single-cross hybrids. Regression of 
the hybrids' yield on the mean yield for the environment provided a 
method with which to determine whether regression slopes were different. 
Characterization of hybrids with regard to slope allows prediction of 
hybrid performance across a rsinge of environments that were not tested. 
An earlier study (Gama and Hallauer, 1980) examined the stability of 
selected and unselected single crosses. Gama and Hallauer (1980) used 
nine environments but the tests for heterogeneity of slopes were not 
significant at the 0.05 level in the majority of sets. The number of 
environments used in Experiments 1, 2, and 3 were 15, 15, and 30, 
respectively, these numbers were thought to be high enough to detect 
differences in slopes among hybrids. 
The single-cross hybrids in Experiment 1 displayed a significant 
difference in the slope of at least one hybrid, but, this may have 
been due to the inclusion of three very low-slope hybrids. The subsets 
of environments and analyses removing specific hybrids displayed changes 
in the significant differences of slopes. Hybrids in Experiments 2 and 
3 were remarkable for the lack of significance of slopes, even with 
subsets of environments. 
Several explanations were presented to explain the lack of 
differences between slopes. A fourth set of data was examined 
(Experiment 4) in which eight hybrids were grown in 216 environments. 
Environments were spread across 11 states, three years, three 
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i^elative maturity zones, and several plant populations. The average 
yields of eight hybrids were regressed on the mean yield for the 
environment as determined by all the entries in the test in that year 
(complete rather than balanced) because this was deemed a more accurate 
measure than the mean of the eight hybrids. Table A2 presents different 
subsets of this analysis, by year, by state, by relative maturity, etc. 
Unfortunately, number of environments may be confounded with other 
factors, for example, relative maturity, so it is difficult to determine 
if the relative maturity or the number of environments caused the 
changes in significance for test of differences among slopes. For 
example, the analysis of subsets of 115 and 105 relative maturities did 
not show differences among slopes but the number of environments sampled 
was small. Number of environments per se was not an absolute guarantee 
for detecting differences among slopes (if they existed). In the 
analysis of 1994 environments, slopes were different using 64 
environments, while in the 1996 analysis, with 91 environments, slopes 
were not different. What becomes clear is that the analysis is very 
sensitive to the type and number of environments sampled. 
When slopes for hybrids are determined to be significantly 
different, the slope may be used to predict or characterize the 
performance of a hybrid in environments not tested. A slope may be 
calculated for each hybrid and tested for its equality to 1.0. These 
calculations and significance tests were also extremely sensitive 
to the number and type of environments from which the data were 
collected. Slopes for the eight hybrids in Experiment 4 are presented 
in Table A3. The slopes and significance tests were also sensitive to 
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whether the calculations were based on means or data from individual 
replications (Table A3) . Significance levels of the test of B=1 should 
be interpreted liberally. For example. Hybrid 7 was significant at the 
0.10 level for the overall analysis of means but was significant at the 
0.05 level for the overall analysis using individual replications for 
data. A higher probability of a greater F value may be appropriate when 
examining these tests. 
It was suggested that while differences among slopes in Experiments 
1, 2, and 3, were not significant, a significant proportion of the 
environment by hybrid interaction suras of squares might have been 
attributed to slopes. Table A4 presents the percent variation accounted 
for by various sources in Experiments 1, 2, 3, and 4 overall and for 
STobsets by year for Experiment 4. There does not seem to be a 
noticeable pattern between percent variation accounted for by different 
sources and significant differences among slopes. For example, the 
percent variation accounted for by the slopes sums of squares was 
extremely low in four of the Experiment 4 analyses and Experiment 3 ; 
however, two of these analyses had significant differences among slopes 
and three did not. 
What became clear after examining the different subsets of data 
from Experiment 4 and comparing the results to those from Experiments 
1, 2, and 3 was that the number of environments used in the latter 
experiments was probably too low to examine heterogeneity of hybrid 
slopes. However, the number of environments tested was not the sole 
factor in allowing hybrids to express differences in slope. Neither 
could the range of environmental means be used to determine which 
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environments would display differences among slopes. It would appear 
that a wide range of growing conditions was required in order for the 
differences among hybrid slopes to be expressed. The mean yield of an 
environment does not provide information about how hybrids rank within 
the environment. Sampling more environments increases the chance that a 
wide enough range of growing conditions will be sampled. A commercial 
seed company would not be likely to test a hybrid in one state or one 
relative maturity zone. Seed companies sell seed for a wide range of 
environments and must test accordingly. 
Experiments 1, 2, and 3 were yield trials conducted by the 
Iowa State University maize research project. The yield trials were 
designed to select high yielding hybrids for three different maturity 
regions in Iowa, not to select hybrids to be grown across the entire 
com belt. Stability was not part of the selection process and hybrids 
were selected based on mean yield. In order for stability across a wide 
range of environments to be examined, hybrids would have to be tested 
using two or three times the number of environments used in Experiments 
1, 2, and 3. The environments used for testing would have to be spread 
throughout the maturity regions in the state. The goal for breeders at 
a land-grant institution is usually limited to research specifically for 
the institution's state and resources are allocated accordingly. More 
than half of the environments used in Experiments 1, 2 and 3 were 
provided by individuals or private seed companies (Table 3) . For these 
experiments to have been conducted in other states, cooperation with 
other land-grant universities might provide more testing environments. 
However, reciprocal testing would also reduce Iowa State's use of its 
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own resources. Private seed companies might also provide more test 
sites but the number needed to accurately characterize a hybrid for a 
large growing area would necessarily be large. Unless the goal of the 
maize research project changes and resource allocation changes with it, 
it seems unlikely that developing hybrids for use across the com belt 
will be a high priority. 
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Al. Summary statistics for yield in each environment, by 
experiment: mean yield, mean squares for hybrids (MS 
HYBRIDS), standard error of a hybrid mean (ST.ER. HY. 
MEAN) and coefficient of variation (C.V.). 
--ENVIRONMENT-- MEAN MS ST.ER. 
YEAR LOCATION Mg ha""^  HYBRIDS HY. MEAN C .V. 
94 CALUMET 9.18 2.48** 0 .38 7 . ,20 
94 ESTHERVILLE 10.41 5.25** 0 .44 7 . 26 
94 KANAWHA 7.94 1.89** 0 .43 9. ,43 
94 KENYON 10.69 4.84** 0 .42 6. 80 
94 NASHUA 9.12 2.68** 0 .42 8. 02 
95 CALUMET 7.33 1.66** 0 .40 9. 52 
95 ESTHERVILLE 6.88 2.37** 0 .46 11. 53 
95 KANAWHA 6.66 1.30** 0 .46 11. 93 
95 KENYON 7 .79 2.48** 0 .43 9 . 63 
95 NASHUA 7.14 1.48** 0 .33 7 . 99 
96 CALUMET 7.70 2.42** 0 .37 8 . 32 
96 ESTHERVILLE 7.96 1.44** 0 .41 8 . 91 
96 KANAWHA 8.03 2.99** 0 .47 10 . 14 
96 KENYON 8.53 5.55** 0 .51 10 . 32 
96 NASHUA 8 .49 3.59** 0 .39 8 . 05 
94 CONRAD 8.95 2.24* 0 .56 10 . 76 
94 MARSHALLTOWN 10.15 1.45* 0 .53 7 . 44 
94 POCAHONTAS 10.79 2.17** 0 .46 7 . 37 
94 WEBSTER CITY 10.73 4.45** 0 .60 7 . 88 
94 WILLIAMS 13.51 3 .16* 0 .67 8 . 53 
95 CONRAD 7.34 1.86** 0 .49 11. 47 
95 MARSHALLTOWN 8.90 2.11* 0 .68 10. 84 
95 POCAHONTAS 8.33 3.04** 0 .54 11. 25 
95 WEBSTER CITY 9.77 3.65** 0 .58 8 . 43 
95 WILLIAMS 9 . 77 3.57** 0 .48 8 . 57 
96 CONRAD 6.58 2.49 0 .95 20 . 51 
96 MARSHALLTOWN 7.99 2.74 0 .94 16. 58 
96 POCAHONTAS 9.14 2.51* 0 .71 10 . 94 
96 WEBSTER CITY 10.48 2.13 0 .83 11. 15 
96 WILLIAMS 11.28 1.00 0 .58 7 . 27 
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Table Al. (continued) 
EXP 
--ENVIRONMENT--
YEAR LOCATION 
MEAN 
Mg ha"^ 
MS 
HYBRIDS 
ST.ER. 
HY. MEAN C. • V. 
3 94 AMES 10 .66 1.08 0.71 9. 43 
3 94 ANKENY 9 .20 0.92 0 . 74 11. 32 
3 94 CRAWFORDSVILLE 9 .29 0.96** 0.42 6 . 45 
3 94 HARLAN 11 .38 1.82** 0.56 6. 99 
3 94 MANILLA 10 .62 3.21** 0.82 10. 91 
3 94 MARION 9 .04 1.75 0.73 11. 39 
3 94 PELLA 12 .13 2.46** 0.49 6. 95 
3 94 WILLIAMSBURG 11 .45 3.98** 0.61 7. 49 
3 94 WINTERSET 12 .51 1.50** 0 .43 4 . 81 
3 95 AMES 9 .59 2.58** 0.52 7 . 65 
3 95 ANKENY 7 .23 2.12** 0.63 12. 24 
3 95 HARLAN 8 .54 1.99 0.79 13 . 01 
3 95 MARION 9 .43 5 .32** 0 . 54 8. 15 
3 95 PELLA 8 .68 1.74** 0 .48 9. 62 
3 95 WILLIAMSBURG 7 .05 4.42** 0.75 14 . 99 
3 95 WINTERSET 8 .30 3.04** 0.56 9. 50 
3 96 AMES 8 .47 0.92 0.57 9. 54 
3 96 ANKENY 8 .54 2.47* 0.81 13 . 40 
3 96 CARROLL 7 .05 1.59* 0.61 12. 33 
3 96 GREENFIELD 8 .23 3.98** 0.88 15. 17 
3 96 HARLAN 7 .95 2.81** 0.70 12 . 50 
3 96 MARION 9 .82 2.59 1.12 16. 09 
3 96 OSCEOLA 7 .83 1.52** 0.48 8 . 58 
3 96 WILLIAMSBURG 8 .17 2.19** 0.56 9. 62 
3 96 WINTERSET 9 .91 3.08 1.17 16. 69 
*, ** Significant at the 0.05 cind 0.01 probability levels, respectively. 
Table A2. Sources of variation for different sxibsets of environments. 
Experiment 4. The trait analyzed was yield in Mg ha'"^ . 
SOURCE DP MS ALL' DP MS lA^ DP MS SIA^ 
Environments 215 23 . 71** 55 23 . 48** 17 24. ,19** 
Hybrids 7 15 .24** 7 5 . 08** 7 2. ,53** 
E*Hybrids 1491 0 . 98nt 384 0 . 64nt 119 0 . 82nt 
Slopes 7 3 .20** 7 1. 30* 7 0. 98 
Concurrence 1 1 .87 1 4 . 01 1 3 . ,13 
Non-concurrence S 3 .42** 6 0 . 85 6 0. 62 
Remainder 1484 0 . 97nt 377 0 . 63nt 112 0. 81nt 
SOURCE DP MS 94<i DP MS 95® DP MS 96' 
Environments 63 17 . 92** 60 12 . 99** 90 18. 13** 
Hybrids 7 12 . 91** 7 5 . 70** 7 7. 95** 
E*Hybrids 437 0 . 90nt 420 0 . 66nt 620 1. 14nt 
Slopes 7 2 .45** 7 0 . 80 7 0 . 72 
Concurrence 1 0 .26 1 1. 47 1 0. 38 
Non-concurrence 6 2 .82** 6 0 . 69 6 0 . 78 
Remainder 430 0 .87nt 413 0 . 66nt 613 1. 15nt 
SOURCE DP MS 453 DP MS 56'' DP MS 46'-
Envi ronment s 124 27 .51** 151 20 . 97** 154 19. 31** 
Hybrids 7 13 .93** 7 8 . 55** 7 13 . 89** 
E*Hybrids 864 0 . 81nt 1047 0 . 98nt 1064 1. OSnt 
Slopes 7 3 .05** 7 3 . 35** 7 1. 29 
Concurrence 1 1 .32 1 0 . 24 1 1. 13 
Non-concurrence 5 3 .34** 6 3 . 87** 6 1. 31 
Remainder 857 0 . 79nt 1040 0 . 96nt 1057 1. OSnt 
SOURCE DP MS 110^ DP MS 115" DP MS 105^ 
Environments 136 26 .72** 48 24 . 50** 28 9. 41** 
Hybrids 7 11, .62** 7 6 . 32** 7 1. 82* 
E*Hybrids 943 0 , .87nt 333 1. 3 5nt 194 0 . 77nt 
Slopes 7 2 .71** 7 2 . 29 7 0. 84 
Concurrence 1 0, .51 1 1. 06 1 0 . 59 
Non-concurrence 6 3 , .07** 6 2 . 49 6 0 . 88 
Remainder 936 0 , .85nt 326 1. 33nt 187 0. 76nt 
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TABLE A2. (continued) 
SOURCE DF MS LA" DF MS LAllO" DF MS IA105° 
Environments 55 23 .48** 39 30. 99** 14 4 . 97** 
Hybrids 7 5 .08** 7 5. 22** 7 1. 16* 
E*Hybrids 384 0 . 64nt 273 0. 66nt 97 0. 52nt 
Slopes 7 1 .30* 7 1. 19 7 0. 37 
Concurrence 1 4 .01 1 2. 36 1 0 . 09 
Non-concurrence S 0 .85 6 1. GO 6 0 . 42 
Remainder 377 0 .e3nt 266 0. 65nt 90 0. 53nt 
SOtJRCE DF MS LAP DF MS IL"! DF MS ILIN" 
Environments 55 23 .48** 43 23. 64** 69 25. 82** 
Hybrids 7 5 . 08** 7 5. 53** 7 6. 43** 
E*Hybrids 384 0 . 64nt 300 1. 06nt 480 1. 05nt 
Slopes 7 1 .30* 7 1. 82 7 2. 39* 
Concurrence 1 4 .01 1 0. 17 1 0 . 50 
Non-concurrence 6 0 .85 6 2. 09 6 2 . 71* 
Remainder 377 0 .63nt 293 1. 05nt 473 1. 03nt 
nt, *, ** Not tested, significeint at the 0.05 and 0.01 probability-
levels, respectively. 
Environment subsets: 
®ALL = all data 
"lA = Iowa 
"SIA = Southern Iowa 
•*94 = 1994 
®95 = 1995 
'96 = 1996 
®45 = 1994 and 1995 
''56 = 1995 and 1996 
^46 = 1994 and 1996 
^110 = 110 relative maturity (rm) 
''115 = 115 rm 
^105 = 105 rm 
"lA = Iowa 
"lAllO = Iowa 110 rm 
°IA105 = Iowa 105 rm 
PIA = Iowa 
'IL = Illinois 
•"ILIN = Illinois and Indiana. 
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Table A3. B values (slopes) and probability of a greater F(P) for the 
test B=1 for eight hybrids in different siibsets of 
environments, Experiment 4. Both means and data from 
replications were used. N indicates the number of 
environments. 
MEANS 
BA^ PA B94 " P94 B95 = P95 Bge" P96 B45' P45 B56' P56 
u 
N 216 64 — _ — — 1 61 91 125 152 
£1 
1 0.87 .00 0.81 .02 0.90 .21 0.84 .04 0.95 .30 0.79 .00 
2 0.94 .10 1.20 .03 0.89 .10 0.86 .04 0.99 .82 0.86 .00 
3 0.97 .44 0.95 .49 0.97 .68 0.98 .74 1. 04 .33 0.88 .02 
4 0.99 .87 0.93 .30 1.08 .31 0.95 .43 1.04 .30 0.98 .55 
5 1. 06 .10 1.03 .70 1.06 .50 0. 96 .62 1.13 .00 1. 04 .47 
6 1.01 .76 0.93 .33 1.17 .03 0.88 .06 1.10 .03 1.00 .96 
7 1.07 .10 1.03 .68 1.05 .69 0.97 .72 1.16 .00 H
 
0
 
to
 
.77 
8 0.91 .02 0.81 .01 1.01 .94 0. 95 .47 0.89 .02 0.96 .36 
MEANS 
BllO' PllO BIA" PIA BSIA^ PSIA BIOS^ P105 B115'' P115 
N 137 56 18 29 49 
H 
1 0. .90 .03 
00 m
 
0
 .73 1.09 .44 0. 99 .97 0. 72 .01 
2 0 , .91 .02 0.94 .27 0.97 .77 0.77 . 02 1. 05 .66 
3 1. .01 .77 1.17 -03 1.25 .22 0.99 .97 0. 83 .11 
4 0 . 98 .58 1.05 .41 1.28 .05 1.32 . 01 0. 97 .69 
5 1. ,11 .02 1.06 .33 1.02 .86 0.97 .85 0. 95 .52 
6 1. 01 .76 1. 01 .93 1.07 .70 0.98 .87 1. 01 .91 
7 1. 08 .15 1.10 .15 1.19 .12 0.86 .47 1. 09 .28 
8 0 . 91 .03 0.88 .06 0.82 .17 0 . 96 . 78 0. 94 .48 
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Table A3, (continued) 
--MEANS-
BA^ PA BA" PA 
REPS 
BllO" PllO BIA° PIA BSIAP PSIA 
N 216 282 186- 70 22 
H 
1 0.87 .00 0.89 .00 0.93 .06 0.96 .43 1.07 .50 
2 0.94 .10 0.93 .06 0.91 .02 0.96 .46 0.95 .62 
3 0.97 .44 0.98 .62 1.02 .64 1.14 .03 1.19 .24 
4 0.99 .87 1.01 .68 1.00 .99 1.07 .26 1.26 .04 
5 1.06 .10 1.08 .03 1.11 .01 1.05 .30 0.98 .86 
6 1.01 .76 1. 04 .22 1.04 .32 1.03 .61 1.11 .47 
7 1.07 .10 1.08 .05 1.09 .07 1.10 .13 1.17 .17 
8 0.91 .02 0.92 .02 0.90 .02 0.90 .08 0.91 .47 
Environment subsets: 
^A = all data (means) 
"94 = 1994 (means) 
"95 = 1995 (means) 
^96 = 1996 (means) 
®45 = 1994 and 1995 (means) 
'56 = 1995 and 1996 (means) 
'110 = 110 relative maturity (rm) (means) 
''lA = Iowa (means) 
"^SIA = southern Iowa (means) 
'105 = 105 rm (means) 
^^115 = 115 rm (means) 
^A = all data (means) 
"A = all data (reps) 
°110 = 110 rm (reps) 
°IA = Iowa (reps) 
''SIA = southern Iowa (reps) 
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Table A4. Sources of variation, degrees of freedom (DF) Sums of Squares 
(SS), percent variation {%VAR), and Mean Squares (MS) for 
Experiment 1, 2, 3, 4, overall data and Experiment 4 by year. 
Mean yield and range of yields in each experiment are also 
listed. Analysis is based on mean yield in Mg ha'"^. Mean 
yields for southeim, central, northern, and overall Iowa 
are listed by year for comparison. Percent of E*Hybrids 
variation is listed after the /. 
Experiment 1 
SOURCE DF SS %VAR MS 
Environments 14 586.65 59 41.90** 
Hybrids 29 146.78 15 5.06** 
E*Hybrids 406 265.65 26 0.65nt 
Slopes 29 45.97 4/17 1.59** 
Concurrenc e 1 3 .05 <1 3 .05 
Non-concurrence 28 42 .92 4 1.53** 
Remainder 377 219-68 22/83 0.58nt 
Total Corrected 999.08 
yield 6.67 - 10.69, range = 4.02 
mean=8.26 
Experiment 2 
Source DF SS %VAR MS 
Environments 14 789.29 73 56.38** 
Hybrids 18 122.97 11 6.83** 
E*Hybrids 252 176.25 16 0.70nt 
Slopes 18 16.68 2/10 0.93 
Concurrence 1 1.41 <1 1.42 
Non-concurrence 17 15 .26 1 0.90 
Remainder 234 159.57 14/90 0.68nt 
Total Corrected 1088.51 
yield 6.58 - 13.51, range = 6.93 
mean=9.62 
Experiment 3 
SOURCE DF SS %VAR MS 
Environments 24 1834.53 65 76.44** 
Hybrids 32 190.40 7 5.95** 
E*Hybrids 768 786.72 28 1.02nt 
Slopes 32 19.08 1/ 2 0.60 
Concurrence 1 A O
 
O
 
O
 
<1 
o
 
o
 
o
 
Non-concurrence 31 19.08 <1 0.62 
Remainder 736 767.63 27/98 1.04nt 
Total Corrected 2811.65 
yield 7.05 - 12.51, range = 5.46 
mean=9.29 
59 
Table A4. (continued) 
Experiment 4 
SOURCE DF SS %vaR MS 
Environments 215 5096.61 76 23.71** 
Hybrids 7 106.68 2 15.24** 
E*Hybrids 1491 1456.08 22 0.98nt 
Slopes 7 22 .40 <1/ 2 3.20** 
Concurrence 1 1.86 <1 1.87 
Non-concurrence 6 20.53 <1 3.42** 
Remainder 1484 1433.68 22/98 0.97nt 
Total Corrected 6659.37 
yield 4.34 - 14.85, range = 10.51 
mean = 10.52 
Experiment 4 - 1994 
SOURCE DF SS %VAR MS 
Environments 63 1129.24 70 17.92** 
Hybrids 7 90.39 6 12.91** 
E*Hybrids 437 391.33 24 0.90nt 
Slopes 7 17.15 1/ 4 2.45** 
Concurrence 1 0.26 <1 0.26 
Non-concurrence 6 16.89 1 2.82** 
Remainder 430 374.18 23/96 0.87nt 
Total Corrected 1610.96 
yield 7.57 - 13.67, range = 6.1 
mean = 11.48 
Experiment 4 - 1995 
SOURCE DF SS %VAR MS 
Environments 60 779.39 71 12.99** 
Hybrids 7 39.93 4 5.70** 
E*Hybrids 420 277.97 25 0.66nt 
Slopes 7 5.59 <1/ 2 0.80 
Concurrence 1 1.46 <1 1.47 
Non-concurrence 6 4.12 <1 0.69 
Remainder 413 272.38 25/98 0.66nt 
Total Corrected 1097.29 
yield 6.09 - 11.52, range = 5.43 
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Table A4. (continued) 
Experiment 4 - 1996 
SOURCE DF SS %VAR MS 
Environments 90 1631.55 68 18 .13** 
Hybrids 7 55.63 2 7.95** 
E*Hybrids 620 707.48 30 1.14nt 
Slopes 7 5.06 <1/ 1 0.72 
Concurrence 1 0.38 <1 0 .38 
Non-concurrence 6 4.68 <1 0.78 
Remainder 613 702.42 29/99 1.15nt 
Total Corrected 2394.66 
yield 4.34 -- 14.85, range = 10.51 
mean=10.90 
Mean yield in Mg ha'"^  ^  
1994 1995 1996 
Iowa 9.50 7 .69 8 .63 
North 9.31 7 .96 9.08 
Central 9.56 7.82 8 .89 
South 9.08 6.32 7.63 
nt, *, ** Not tested, significant at the 0.05 and 0.01 probability-
levels, respectively. 
® Hallauer and Lamkey [1994, 1995, 1996 (in press)] 
61 
REFERENCES 
Allard, R. W. and A. D. Bradshaw. 1964. Implications of genotype-
environment interactions in applied plant breeding. Crop Sci. 
4:503-508 . 
Becker, H. C. and J. Leon. 1988. Stability analysis in plant breeding. 
Plant Breeding 101:1-23. 
Breese, E. L. 1969. The measurement and significance of genotype-
environment interactions in grasses. Heredity 24:27-44. 
Bucio Alanis, L., Perkins, J. M. and J. L. Jinks. 1969. Environmental 
and genotype-environmental components of variance. V. Segregating 
generations. Heredity 24:115-127. 
Comstock, R. E. and R. H. Moll. 1963. Genotype-environment 
interactions. Symposium on Statistical Genetics and Plant 
Breeding. NAS-NRC Piifa. 982, pp. 164-196. 
Crossa, J. 1990. Statistical analyses of multilocation trials. Adv. 
in Agr. 44:55-85. 
Eagles, H. A., P. N. Hinz, and K. J. Frey. 1977. Selection of superior 
cultivars of oats by using regression coefficients. Crop Sci. 
17:101-105. 
Eberhart, S. A. and W. A. Russell. 1966. Stability parameters for 
comparing varieties. Crop Sci. 6:36-40. 
Finlay, K. W. and G. N. Wilkinson. 1963. The analysis of adaptation in 
a plant breeding programme. Aust. J. Agric. Res. 14:742-754, 
Fisher, R. A. and W. A. Mackenzie. 1923. Studies in crop variation. 
II. The manurial response of different potato varieties. J. 
agric. Sci., Camb., 13:311-320. 
62 
Freeman, G. H. 1973. Statistical methods for the analysis of genotype-
environment interactions. Heredity 31:339-354. 
Freeman, G. H. and J. M. Perkins. 1970. Environmental and genotype-
environmental components of variability. VIII. Relations between 
genotypes grown in different environments cind measures of these 
environments. Heredity 27 :15-23. 
Gama, E. E. G. and A. R. Hallauer. 1980. Stability of hybrids produced 
from selected and unselected lines of maize. Crop Sci. 20:623-626. 
Gerdes, J. T., C. F. Behr, J. G. Coors and W. F. Tracy. 1993. 
Compilation of North American Maize Breeding Germplasm. Crop 
Science Society of America, Madison, WI. 
Hallauer, A. R. and K. R. Lamkey. 1994. Annual report of com research 
investigations conducted by U. S. Department of Agriculture 
Research Service in cooperation with the Iowa Agriculture and Home 
Economics Experiment Station, Ames, lA. 
Hallauer, A. R. and K. R. Lamkey. 1995. Annual report of com research 
investigations conducted by U. S. Department of Agriculture 
Research Service in cooperation with the Iowa Agriculture and Home 
Economics Experiment Station, Ames, lA. 
Hallauer, A. R. and K. R. Lamkey. In Press. Annual report of com 
research investigations conducted by D. S. Department of 
Agriculture Research Service in cooperation with the Iowa 
Agriculture and Home Economics Experiment Station, Ames, lA. 
Hill, J. 1975. Genotype-environment interactions - a challenge for 
plant breeding. J. agri. Sci. 85:477-493. 
63 
Hinz, P. N. and H. A. Eagles. 1976. Estimation of a transformation for 
the analysis of some agronomic and genetic experiments. Crop Sci. 
16:280-283. 
Jensen, S. D. and O. S. Smith. 1988. Use of stability analysis and 
genotype-environment interaction information in a practical 
com breeding program. In: J. W. Dudley (ed.) Proceedings 
twenty-fourth annual Illinois Com Breeders School. 1-2 March. 
Champaign, IL. 
Langer, I., K. J. Frey and T. Bailey. 1979. Associations among 
productivity, production response, and stability indexes in oat 
varieties. Euphytica 28:17-24. 
Lin, C. S., M. R. Binns, and L. P. Lefkovitch. 1986. Stability 
analysis: where do we stand? Crop Sci. 26:894-900. 
Mandel, J. 1961. Non-additivity in two-way analysis of variance. J. 
Am. Stat. Assoc. 56:878-888. 
Mandel, J. 1995. Analysis of two-way layouts. Chapman amd Hall, 
New York. 
Moll, R. H. and C. W. Stuber. 1974. Quantitative genetics-empirical 
results relevant to plant breeding. Adv. Agron. 26:277-313. 
Perkins, J. M. and J. L. Jinks. 1968. Environmental and genotype-
environmental components of variability. III. Multiple lines and 
crosses. Heredity 23:339-356. 
Plaisted, R. I. and I. C. Peterson. 1959. A technique for evaluating 
the ability of selections to yield consistently in different 
locations or seasons. Am. Potato. J. 36:381-385. 
SAS® System. SAS Institute Inc. Cary, NC. 
64 
Scott, G. E. 1967. Selecting for stability of yield in maize. Crop 
Sci. 6:549-551. 
Tukey, J. W. 1949. One degree of freedom for non-additivity. 
Biometrics 5:232-242. 
Wricke, G. 1962. Uber eine Methode zur Erfassimg der okologishen 
Streubreite in Feldversuchen. Z. Pflanzenzeuctvuig. 47:92-96. 
Yates, F. and W. G. Cochran. 1938. The analysis of groups of 
experiments. J. Agric. Sci. 28:556-580. 
65 
ACKNOWLEDGEMENTS 
I would like to express my gratitude to Dr. Hallauer for providing 
the opportunity for me to complete my degree. He provided a research 
problem which gave me new insight into regression methods and the 
controversy surrounding stability analyses, in addition to valuable 
suggestions for analysis. His editorial suggestions and patience in 
having a student work from a distance were also appreciated. 
I would also like to thank my committee members. Dr. Lamkey, Dr. 
Freeman, Dr. Willham, Dr. Hinz, and Dr. Brummer for their assistance in 
my graduate studies and providing interesting discussions. My 
appreciation goes especially to Dr. Lamkey for helping me with the data 
and Dr. Hinz for his suggestions about data analysis and interpretation. 
Special thanks go to Mary Lents for handling my thesis over the 
internet and all the details attached to paperwork involving a student 
who is rarely on campus and to Gaylan Grim for making sure the paperwork 
got to the right office on time. 
My appreciation goes to all the students and personnel on the Com 
Research Project for providing the data used in this dissertation. 
I would also like to acknowledge the support of my colleagues at 
DEKALB Genetics while I was writing and the insight they provided on the 
topic of stability. 
My family and friends have also provided encouragement and support, 
for which I am grateful. 
