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Wirtschaftsinformatik & Management 
Der Beginn des 21. Jahrhunderts ist geprägt durch eine starke Zunahme 
an Rechtsquellen. Globalisierung, technischer Fortschritt und Digitalisie-
rung führen zu einer erhöhten Vielfalt an Lebenssachverhalten, die rechtlich 
aufgearbeitet oder reguliert werden. Zugleich dringt die Rechtsordnung in 
immer mehr Lebensbereiche vor, die früher weniger „verrechtlicht“ waren. 
Internationales Recht, welches nationales Recht überlagert, hat mit der zu-
nehmenden europäischen Integration und internationalen Kooperation in 
der Menge zugenommen. Die Fälle, in denen inländische Stellen auch aus-
ländisches Recht anzuwenden haben, steigen mit dem Zuwachs grenzüber-
schreitender wirtschaftlicher oder familiärer Verflechtungen. Und selbst 
wenn alle Vorschriften für eine Weile unverändert blieben, wächst die Men-
ge an per Recherchedatenbank leicht zugänglichen Gerichtsentscheidungen 
sowie der Anspruch, mit ihnen zu argumentieren, jeden Tag. Es überrascht 
daher nicht, dass darüber nachgedacht wird, wie IT nicht nur den generellen 
Arbeitsalltag von Juristen erleichtern, sondern sie auch bei ihrer Kernaufga-
be – der Anwendung des Rechts – unterstützen kann. All dies ist im Zusam-
menhang mit der demografischen Entwicklung zu sehen, die einen Rück-
gang der Juristenzahlen zu einem wahrscheinlichen Szenario macht [1].
Grob gesprochen, lässt sich die Anwendung von Recht in drei Schritte un-
terteilen (Abb. 1): die Ermittlung des maßgeblichen Sachverhalts, die Ermitt-
lung und Feststellung der Rechtsgrundlagen, also der einschlägigen recht-
lichen Vorschriften (hier „Rechtsfindung“ genannt) sowie die Anwendung 
der Vorschriften auf den konkreten Sachverhalt (im Folgenden: „Rechtsan-
wendung im engeren Sinne“).
Bei jedem dieser drei Prüfungsschritte (Abb. 1) ist – innerhalb der rechtli-
chen und ethischen Rahmenbedingungen – eine gewisse Entscheidungsun-
terstützung durch IT immerhin denkbar (wenn auch in unterschiedlichem 
Maße). Zum Teil ist sie bereits Realität geworden. Die grundlegenden tech-
nologischen Treiber sind hier häufig leistungsfähigere Hard- und Software 
sowie damit verbunden komplexe Algorithmen und Methoden der künst-
lichen Intelligenz (KI). Im Folgenden erläutern und illustrieren wir anhand 
von diversen Beispielen unterschiedliche Ausprägungen der IT-basierten 
Entscheidungsunterstützung, die im Kontext der Rechtsanwendung i. w. S. 
zum Einsatz kommen.
Erscheinungsformen der IT-basierten Entscheidungs-
unterstützung bei der Rechtsanwendung i. w. S. 
anhand eines Stufenmodells
Der Grad, in dem heutzutage KI einzelne Nutzer unterstützen kann, variiert 
je nach Komplexität der Aufgaben und der Leistungsfähigkeit der Algorith-
men. In Anlehnung an das bekannte Modell des autonomen Fahrens der 
amerikanischen Society of Automotive Engineers (SAE International) hat 
der deutsche Branchenverband Bitkom ein Modell mit sechs Stufen vorge-
schlagen, um ein gemeinsames Verständnis für die differenzierten Einsatz-
möglichkeiten von KI in der Praxis zu schaffen (im Folgenden: Bitkom-Stu-
fenmodell [2]). Ausgehend von der Stufe 0 (keine Automation), beschreibt 
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das Modell in fünf weiteren Stufen das bei der Durchführung einer Aufga-
be erreichte Automatisierungsniveau sowie die Aufgaben- und Kompetenz-
verteilung zwischen Nutzer und IT-System. Auch in der Rechtswissenschaft 
wurde es bereits herangezogen, um den Einsatz von KI in der Gerichtsbar-
keit zu beschreiben [3]. Wir verwenden das Modell, um den Status quo IT-
basierter Entscheidungsunterstützung in der Rechtsanwendung transparen-
ter zu machen.
Die Stufe 0, auf der Menschen ohne Unterstützung von Systemen Ent-
scheidungen treffen und alle Entscheidungsprozesse, einschließlich der 
Kommunikation, manuell ablaufen, war in der Rechtspraxis bis Mitte der 
Siebzigerjahre des vorigen Jahrhunderts der Standard, bevor erste Tabellen-
kalkulationsprogramme auf den Markt kamen. Hierdurch wurde die Stufe 1 
(„assistiertes Entscheiden“) erreicht, auf der Nutzer bei Rechen-, Lese- oder 
Schreiboperationen durch technologische Werkzeuge unterstützt werden, 
sodass einzelne kognitive Prozesse an die IT delegiert werden können (wie 
z. B. die Visualisierung von Daten und ihre Einordnung unter benutzerde-
finierte Parameter). Die fehlerfreie Nutzung der Systeme hängt hier sehr 
stark von der Qualifikation der Nutzer ab, da keine prozessgeleitete Beglei-
tung durch die Aufgabe erfolgt.
Auf Stufe 2 („teilweises Entscheiden“) haben Systeme insoweit einen brei-
teren Handlungsspielraum, als sie den Nutzern bestimmte Entscheidungen 
abnehmen. Solche Systeme sind in der Lage, eine von verschiedenen mögli-
chen Lösungen für ein spezifisches Problem anzubieten, vorausgesetzt, dass 
die Nutzer ihre Präferenzen zuvor geäußert haben. Die Prioritätenreihen-
folge, in der eine oder mehrere vorgeschlagene Lösungen dargestellt wer-
den, wird jedoch nach bestimmten Algorithmen definiert, die für die Nutzer 
nicht unbedingt transparent sind [4]. Auch viele der in jüngerer Zeit ent-
wickelten Legal-Tech-Applikationen sind auf dieser Stufe angesiedelt. Ein 
Beispiel dafür sind Entscheidungsunterstützungssysteme, die in einigen 
Bundesstaaten der USA genutzt werden, um anhand von Charakteristika 
Rechtsanwendung i.w.S.
Ermilung des Sachverhalts
"Rechtsfindung"
Ermilung und Feststellung 
der Rechtsgrundlagen
"Rechtsanwendung i.e.S."
Anwendung der 
Rechtsgrundlagen auf den 
Sachverhalt
Abb. 1 Überblick über die Rechtsanwendung i. w. S.
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aus dem sozialen Umfeld des Täters (z. B. Vorstrafen des Täters und naher 
Verwandter, Schulden, häufige Wohnortwechsel etc.) die Wahrscheinlich-
keit zu bestimmen, dass ein Angeklagter zu einem Rückfalltäter wird. Aus 
rechtlicher Sicht geht es bei diesen Systemen zunächst um die Ermittlung 
des Sachverhalts, auf dessen Grundlage dann der Mensch anhand der recht-
lichen Maßstäbe eine Entscheidung treffen kann. Allerdings können solche 
Technologien einen Einfluss auf die Rechtsanwendung i. e. S. haben, sobald 
Algorithmen entsprechende Profile nach dem Grad der Gefährlichkeit ein-
ordnen würden und der Mensch bei seiner Entscheidung den Umfang der 
rechtlichen Maßnahme (z. B. die Lockerung des Strafvollzugs) von dem je-
weiligen Grad abhängig machen würde. Zur Stufe 2 gehören ebenfalls Appli-
kationen, die anhand formaler regulatorischer Vorgaben kontextuelle Para-
mater abfragen, um daraus rechtliche Schlüsse zu ziehen und Unternehmen 
im Bereich der Regulatory Compliance die Arbeit zu erleichtern.
Auf Stufe 3 („geprüftes Entscheiden“) stehen Systeme, welche nicht nur 
konkrete Lösungen auf ein spezifisches, von den Nutzern dargelegtes Pro-
blem anbieten, sondern auch proaktiv auf den Nutzer zugehen, indem sie 
Vorschläge zur Lösungsfindung unterbreiten. Hier sind moderne juristische 
Suchmaschinen zu verorten, soweit sie die Suche nach Rechtsprechung, ge-
setzlichen Bestimmungen, Literatur etc. nicht nur durch den Vergleich von 
Schlagworten ermöglichen, sondern die Rechtsquellen automatisch indexie-
ren und während der Eingabe Vorschläge machen, welche die Suchanfrage 
in einen gewissen juristischen Kontext setzen. Es bleibt allerdings den Nut-
zern überlassen, diese Empfehlungen bei der Suche anzunehmen, abzuleh-
nen oder die Suche zu wiederholen. Aus rechtlicher Sicht entfalten solche 
Systeme ihre Wirkung vor allem als eine Hilfe für die durch den Menschen 
erfolgende „Rechtsfindung“ und „Rechtsanwendung i. e. S.“.
Auf Stufe 4 („delegiertes Entscheiden“) überlassen die Nutzer dem System 
die Kontrolle über eine vorab definierte Situation. Basierend auf den Infor-
mationen, die über den Anwendungskontext und die Präferenz der Nutzer 
zur Verfügung stehen, wird das System eine bestimmte Entscheidung treffen 
und umsetzen. Das System funktioniert nicht immer gänzlich unabhängig 
vom Nutzer und kann in spezifischen (Sonder-)situationen, etwa der Ab-
weichung von regulären Rahmenparametern, eine Warnung präsentieren, 
damit Nutzer die Entscheidung noch widerrufen können. Reagieren Nutzer 
nicht darauf, führt das Programm die Entscheidung jedoch weiterhin aus. 
Die höchste Stufe 5 geht noch einen Schritt weiter und beschreibt das „au-
tonome Entscheiden“. Hier sind Systeme so konzipiert, dass sie dauerhaft 
und zuverlässig ohne menschliches Eingreifen funktionieren können. Die 
Nutzer können allerdings auf ihren Wunsch jederzeit die Kontrolle über das 
autonom arbeitende System übernehmen.
Derzeit dürfte es in der Rechtspraxis nur wenige Systeme geben, die die 
Stufen 4 oder 5 der Autonomie erreicht haben. Ein Beispiel wären automa-
tische Verkehrsüberwachungssysteme, die anhand einer per Radar erfass-
ten Geschwindigkeitsübertretung überwiegend automatisiert einen Buß-
geldbescheid erstellen und dabei bereits verschiedene rechtliche Vorgaben 
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prüfen, wie etwa die Abhängigkeit der Bußgeldhöhe von der Art des Ver-
kehrsverstoßes. Ein anderes Beispiel sind die sog. Smart Contracts, die bei 
Eintritt bestimmter Ereignisse automatisch Maßnahmen auslösen, welche 
die Vertragsparteien vorher entsprechend vereinbart bzw. programmiert ha-
ben (wie z. B. die Ausführung einer Strafzahlung oder die Blockade einer auf 
Kredit gekauften Sache, wenn eine Ratenzahlung ausbleibt) [5]. In Idealform 
sehen Smart Contracts das voll automatisierte, autonome Entscheiden ohne 
Eingriff des Anwenders vor und wären daher auf Stufe 5 zu verorten. Stand 
heute ist die Anwendung solcher Smart Contracts aus technischer Sicht je-
doch häufig auf verhältnismäßig kleine Anwendungsbereiche beschränkt. 
Mitunter sind sie auf gelegentliche Eingaben des Nutzers, primär bei der 
Spezifikation der Rahmenparameter, angewiesen, was eher den Charakteris-
tika von Stufe 4 (delegiertes Entscheiden) entspricht. Aus einem juristischen 
Blickwinkel erscheint selbst diese Einstufung aber etwas hoch gegriffen, wie 
im Folgenden deutlich wird.
Fachliche Herausforderungen digitaler Rechtsanwendung
Während die zuvor genannten juristischen Suchmaschinen lediglich digi-
tale Unterstützung bei der Rechtsanwendung durch Juristen leisten, wird 
in Bezug auf andere Applikationen bereits der Eindruck erweckt, dass Ent-
scheidungssysteme oder KI bzw. „Legal Tech“ bereits vollständig juristische 
Aufgaben übernehmen könnten. Dieser Eindruck soll im Folgenden relati-
viert werden. Dies ist einerseits wichtig, da er Befürchtungen wecken würde, 
dass mit der algorithmisch gesteuerten Rechtsanwendung eine „Begriffsju-
risprudenz“ Einkehr erhält, wie sie dem Gedanken des Rechts widerspre-
chen würde. Andererseits ist es wichtig, um die Herausforderungen für eine 
digitale Unterstützung juristischer Arbeit deutlich zu machen und Poten-
ziale zu heben. Dass Smart Contracts als digitale Rechtsanwendung ange-
sehen werden, liegt daran, dass sie bei Eintritt eines gewissen Ereignisses 
vertraglich aufgestellte Regeln ausführen und diese Regeln damit auf diesen 
Sachverhalt anwenden. Gleiches gilt für Applikationen im Compliance-Be-
reich, die Eingaben des Nutzers mit regulatorischen Vorgaben abgleichen 
und ihre Empfehlungen ebenfalls erstellen, weil sie diese rechtlichen Regeln 
anwenden. Automatische Verkehrsüberwachungssysteme wenden ebenfalls 
Vorschriften an, weil sie den Sachverhalt ermitteln und ihn mit Tatbestän-
den des Straßenverkehrsrechts abgleichen. Aus technischer Sicht kann also 
ohne Weiteres konstatiert werden, dass es dem Algorithmus in diesen Fäl-
len gelingt, bezogen auf einzelne rechtliche Vorschriften Rechtsanwendung 
i. w. S. zu betreiben. Aus der Perspektive des juristischen Berufsträgers, der 
eine verbindliche rechtliche Einschätzung zu geben hat, fällt es hingegen 
schwer, hier von „Rechtsanwendung“ zu sprechen, weil sich die Prüfung auf 
einzelne rechtliche Vorgaben beschränkt und Vorschriften auf ein „Wenn-
Dann-Schema“ reduziert werden. Damit trifft das häufig technisch und öko-
nomisch motivierte Vorhaben, die Anwendung rechtlicher Vorschriften zu 
automatisieren, auf eine gegensätzliche juristische Wirklichkeit. Danach ist 
das Recht so komplex, dass sich seine Anwendung nicht in der Subsumti-
Zusammenfassung
• Auch bei der Anwendung rechtlicher 
Regeln schreiten IT-basierte Ent-
scheidungsunterstützung und Me-
thoden der KI immer weiter voran, 
hängen gegenüber anderen Berei-
chen jedoch noch merklich hinterher.
• Aktuelle Anwendungen finden sich 
innerhalb des Bitkom-Stufenmodells 
überwiegend auf den Stufen 2 und 3 
und bieten dem Nutzer fortgeschrit-
tene Unterstützung bei der Rechtsan-
wendung.
• Selbst bei hoch automatisierten An-
wendungen der Stufen 4 und 5 erfolgt 
aus juristischer Sicht keine voll auto-
matisierte Rechtsanwendung.
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on weniger Vorschriften erschöpft, sondern immer das Gesamtgefüge einer 
Rechtsordnung berücksichtigt, was je nach Einzelfall eine andere Dimensi-
on hat. Außerdem ist Recht niemals schematisch, sondern hat immer den 
Einzelfall im Blick, um zu vermeiden, dass Vorgaben in mathematischer 
Logik wörtlich, formalistisch und blind gegenüber den konkreten Umstän-
den vollzogen werden (sog. „Begriffsjurisprudenz“). Auch wenn es in den 
hier genannten Anwendungsbeispielen technisch bereits gelungen ist, die 
Anwendung von rechtlichen Regeln zu automatisieren, liefert der Algorith-
mus dennoch keine juristisch belastbare Antwort, weil er weder den Einzel-
fall noch die Gesamtrechtsordnung beachtet. Das zeigt sich an den „Smart“ 
Contracts, die alles andere als intelligent sind. Sie berücksichtigen nicht, ob 
die automatisch angewendete Regel im konkreten Kontext rechtmäßig ver-
einbart wurde. Zudem sind sie gegenüber jedem Sachverhalt, den man bei 
Programmierung des Systems nicht antizipiert hatte, „blind“, selbst wenn 
die Rechtsordnung ihm eine Bedeutung beimessen würde. Wenn im oben 
genannten Beispiel der automatischen Blockade einer Sache die für ihre Ab-
zahlung geschuldete Rate nicht ausgeblieben ist, weil sie in bar gezahlt oder 
in einem persönlichen Gespräch mit einem Prokuristen verrechnet wurde, 
löst der Smart Contract die Sanktion aus, obwohl sie rechtlich nicht veran-
lasst wäre. Ihm fehlt die der Rechtsanwendung eigene, wertende Sicht für 
den konkreten Einzelfall vor dem Hintergrund der gesamten Rechtsord-
nung. Zudem finden Smart Contracts ihre Grenzen, wenn Vorgaben nicht 
eindeutig formuliert werden können, obwohl das Recht gerade auf unbe-
stimmte Begriffe angewiesen ist, um nicht vorhergesehene Sachverhalte zu 
erfassen. Solange das System diese Dimensionen außer Acht lässt, schafft es 
Fakten, nicht Recht. Ähnliche Grenzen zeigen Compliance-Applikationen 
auf, wenn sie anhand formaler Eingaben (z. B. ein Registerauszug oder eine 
Adresse) die Anwendung konkreter Regelwerke bestimmen, welche an den 
Sitz oder die Staatsangehörigkeit einer Person anknüpfen. Der Wohnsitz 
kann juristisch nicht formal geprüft werden, wenn z. B. auffallend geringe 
Stromrechnungen am registrierten Wohnsitz und ein mehrmonatiger Auf-
enthalt in einem Ferienhaus Zweifel daran säen, wo eine Partei ihren „recht-
lichen Wohnsitz“ hat, der mit dem „registrierten Wohnsitz“ nicht identisch 
ist. Wenn eine Person nicht eine, sondern zwei Staatsangehörigkeiten hat 
und das Recht vorgibt, dass diejenige entscheidend ist, mit der die Person 
tatsächlich am meisten verbunden ist, kann ein Algorithmus nicht überprü-
fen, welche Staatsangehörigkeit im Einzelfall effektiv gelebt wurde.
Diese Beispiele sollen die Grenzen IT-basierter Entscheidungsunterstüt-
zung in der Rechtsanwendung veranschaulichen: Diese ist komplex, weil 
schon die Auswahl des zu berücksichtigenden Sachverhaltselements, ge-
schweige denn seine Bewertung, die Anwendung des Rechts beeinflussen 
und verfälschen kann [6]. Weil Recht den Einzelfall aus dem Blickwinkel der 
gesamten Rechtsordnung betrachtet, muss es auf Basis der Annahme ange-
wandt werden, dass kein Fall wie der andere ist. Genau das widerspricht dem 
grundsätzlichen Konzept des Algorithmus, der auf eindeutige Entscheidbar-
keit und das Identifizieren, Modellieren und Handeln aufgrund von Mus-
Kernthese 1
Nicht alle juristischen Anwen-
dungsbereiche eignen sich 
für IT-basierte Entscheidungs-
unterstützung gleich gut, 
zugrunde liegen teils fachliche, 
technologische oder auch 
rechtsethische Hürden.
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tern ausgelegt ist. Muster zeichnet aus, dass viele Erscheinungen gleich sind 
und deshalb gleich behandelt werden können. Das steht im Kontrast zum 
Anspruch juristischer Arbeit. Aus Sicht von Juristen kann von voll automa-
tisierter „Rechtsanwendung“ nicht die Rede sein, weil solche Applikationen 
keinen verlässlichen rechtlichen Schluss ziehen können. Der Einsatz des Al-
gorithmus auf dem Gebiet juristischer Arbeit kann also nur in der Unter-
stützung des Rechtsanwenders liegen. So gesehen leisten die bestehenden 
Applikationen einen Beitrag bei der Ermittlung des Sachverhalts oder gene-
rieren allenfalls einen (noch grundlegend zu überprüfenden) Vorschlag für 
die Rechtsanwendung i. e. S. Ein automatisch generierter Bußgeldbescheid 
ist immerhin ein Vorschlag für eine Rechtsanwendungsentscheidung durch 
den Adressaten oder ein Gericht. Der beschriebene Gegensatz von Rechts-
anwendung und Algorithmus soll aber nicht den Eindruck erwecken, als 
hätte ein Algorithmus im Umgang mit der Gesamtrechtsordnung gar keinen 
Platz. Um das zu illustrieren, wollen wir im Folgenden den Fokus auf die 
Ebene richten, die wir in Abb. 1 mit „Rechtsfindung“ überschrieben haben.
Potenziale bei der IT-basierten Rechtsfindung
Der Anwendung von Recht auf die Tatsachen eines Einzelfalls geht eine 
Ermittlung der maßgeblichen Rechtsvorschriften voraus. Juristen müssen 
den richtigen Rechtssatz finden, da die richtige Anwendung des falschen 
Rechts genauso falsche Ergebnisse produziert. Unseres Erachtens liegt in 
der „Rechtsfindung“ Potenzial für IT-basierte Entscheidungsunterstützung. 
Hier kommt die Auswertung der einleitend beschriebenen, stetig wachsen-
den Rechtsquellen ins Spiel, deren Gesamtheit eine Rechtsordnung aus-
macht. Ein digitales Rechtsanwendungstool könnte den Nutzer, indem es 
die richtigen Fragen stellt, zu der im Kontext in Betracht kommenden Spe-
zialvorschrift samt dazugehöriger rechtlicher Information führen, damit der 
Rechtsanwender diese dann prüfen kann. Aus Sicht der IT handelt es sich bei 
der Gesamtheit der Rechtsquellen um ein immenses „Datenvolumen“. Die-
ses will der Rechtsanwender, der jetzt zum „Nutzer“ wird, so aufbereitet wis-
sen, dass er in schneller Zeit die richtige Vorschrift findet und sogleich mit 
ihr umzugehen weiß. Zur Bewerkstelligung der Rechtsfindung verlassen sich 
Juristen heutzutage auf die juristische Aus- und Fortbildung, ihre Praxiser-
fahrung und jede Menge Bücher und damit auf die gängigen Verfahren des 
letzten Jahrhunderts, die bislang durch den Einsatz von Hyperlinks, Con-
tent in digitaler Form oder eine intelligentere Schlagwortsuche beschleunigt 
wurden. Dennoch kommt es häufig vor, dass manch ein Jurist nicht auf dem 
Stand des aktuellen Rechts ist oder das alte Recht nicht mehr kennt, welches 
in einem Rechtstreit anzuwenden ist; dass methodisch einfache Rechtsfra-
gen an Spezialisten abgegeben werden, weil die Einarbeitung zu lange dau-
ert; oder dass das Recht allein durch die Anzahl zu prüfender Normen un-
verständlich oder so komplex wird, dass seine Prüfung einen ökonomisch 
nicht vertretbaren Aufwand produziert. Bei diesen Defiziten kann ein Al-
gorithmus ansetzen. Er kann Rechtsanwender durch die kontext orientierte 
Abfrage und Bereitstellung von Informationen auf dem Weg zur einschlä-
Kernthese 2
Eine Vollautomatisierung der 
Rechtsanwendung wäre das 
falsche Ziel, da IT-basierte 
Applikationen keinen verläss-
lichen rechtlichen Schluss 
ziehen können.
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gigen Rechtsgrundlage begleiten, ohne ihnen die (nicht ersetzbare) Aufgabe 
menschlicher Wertung abzunehmen. Das Ziel IT-basierter Rechtsfindung 
darf es nicht sein, eine Rechtsfrage mit „Ja“ oder „Nein“ zu beantworten oder 
ermessensgeleitete Wertungen vorzunehmen (also Recht anzuwenden), son-
dern Rechtswissen verlässlicher zugänglich zu machen und rechtliche In-
formationen einzelfallgerechter bereitzustellen (also bei der Rechtsfindung 
zu unterstützen). IT-basierte Entscheidungsunterstützung und KI können 
Rechtsanwender bei der Abfrage von Parametern im „Dschungel des Rechts“ 
unterstützen und sie somit zur richtigen Vorschrift führen. Indem sie den 
zeitlichen Aufwand sowie die Qualität und die Verlässlichkeit der rechtli-
chen Prüfung erhöhen, können sie auch im Kernbereich juristischer Arbeit 
einen Anwendungsbereich erlangen. Dabei gilt es ebenfalls auszuloten, was 
der Mensch und was die Maschine macht und wie beide zusammenarbeiten 
und voneinander lernen können. Weil der Datenbestand „Rechtsordnung“ 
außerordentlich komplex ist, liegt der Einsatz der Entscheidungsunterstüt-
zung in der Rechtspraxis hinter anderen Anwendungskontexten außerhalb 
der juristischen Welt allerdings deutlich zurück. Im Folgenden sollen die 
technischen Herausforderungen illustriert werden, die es auf dem Weg zur 
IT-basierten Rechtsfindung zu meistern gilt.
Technische Herausforderungen 
bei der IT-basierten Rechtsfindung
Identifizierung geeigneter Rechtsbereiche
Lange nicht jeder Rechtsbereich wird sich aktuell für eine IT-basierte Rechts-
findung eignen. Es gilt also diejenigen Rechtsbereiche zu identifizieren, die 
sich aufgrund ihrer Strukturen dazu eignen, dass sie durch Abfrage von Pa-
rametern leichter durchdrungen werden können. Das hat eine ökonomi-
sche und eine rechtliche Komponente. Ökonomisch gesehen, sollte es sich 
um Rechtsbereiche handeln, in denen entweder die Fehlerquote oder der 
Bedarf an Einarbeitung unökonomisch hoch ist. Das kann mit der Existenz 
zahlreicher Spezialbestimmungen, der regen Tätigkeit des Gesetzgebers, der 
relativen Seltenheit oder der mangelnden Präsenz des Rechtsbereichs in der 
universitären Grundbildung zusammenhängen. Von rechtlicher Seite eignen 
sich Rechtsfragen, für deren Lösung verschiedene Spezialvorschriften um 
Anwendung konkurrieren, welche durch katalogartige und ähnlich struk-
turierte Anwendungsbereichsbestimmungen voneinander abgegrenzt wer-
den. Ein Anwendungsgebiet könnten z. B. EU-Rechtsakte oder internatio-
nale Übereinkommen sein, die häufig nach einem vergleichbaren Muster 
aufgebaut sind.
Datenverfügbarkeit und -aufbereitung
Eine weitere Herausforderung, die teils immensen Datenbestände algorith-
misch sinnvoll zu nutzen, betrifft die Datenverfügbarkeit und -qualität sowie 
deren Aufbereitungsform. In anderen Ländern liegt die zusammenhängen-
de Konsolidierung punktuell reformierter Gesetzestexte in der Hand von 
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Verlagen. Gesetze werden von Land zu Land in unterschiedlicher Syste-
matik veröffentlicht oder im Internet dargestellt. In einigen Ländern, wie 
Deutschland, ist die höchstrichterliche Rechtsprechung nicht durchweg kos-
tenfrei verfügbar. Der Zugriff auf diese Daten erfordert die Offenlegung von 
Schnittstellen und die Klärung von Lizenzfragen. In anderen Ländern, wie 
in der Schweiz, mag es sich für die digitale Erfassung der rechtlichen Da-
ten als Standortvorteil erweisen, dass die konsolidierten Gesetzestexte nach 
dem immer gleichen Muster frei veröffentlicht werden und die Gerichts-
entscheidungen frei verfügbar sind. Das ermöglicht eine einfache Erfassung 
und Auswertung rechtlicher Vorschriften. Auf Ebene der Europäischen Uni-
on ist das ebenso der Fall; dort tritt allerdings erschwerend hinzu, dass die 
Anwendung vieler Regelwerke ergänzende Vorschriften aus den Rechtsord-
nungen der Mitgliedstaaten benötigt, die ihrerseits in verschiedener Weise 
verfügbar sind.
Entwicklung des Algorithmus
Algorithmen im Bereich der digitalen Rechtsfindung sollten interdisziplinär 
und aus Sicht des Rechtsanwenders, d. h. aus Sicht des Nutzers rechtlicher 
Informationssysteme konzipiert und fortentwickelt werden. Einem hohen 
Bedarf an interdisziplinärer Zusammenarbeit steht gegenüber, dass es diese 
bislang kaum gibt. Mit der Entwicklung des Algorithmus ist es aber nicht ge-
tan. Rechtliche Informationen zeichnen sich durch eine geringe Halbwerts-
zeit aus, da das Recht als die Datengrundlage ständig in Bewegung ist und 
schon morgen falsch sein kann, was gestern noch richtig war. Damit ein Al-
gorithmus verlässlich, aber auch ökonomisch sinnvoll ist, sollten strukturelle 
Veränderungen des Datenbestandes und eine hohe Skalierbarkeit direkt bei 
der Konzeption berücksichtigt werden.
Transparenz des Algorithmus
Dass Algorithmen bei der Rechtsfindung, also gewissermaßen im Vorbe-
reitungsstadium der Rechtsanwendung eingesetzt werden, lässt die Heraus-
forderungen nicht kleiner werden, zumal die Findung der Rechtsgrundlage 
mit der Bewertung des Sachverhalts und des Rechts in enger Wechselbe-
ziehung steht. Auch hier muss verhindert werden, dass Algorithmen die 
Oberhand bei der Rechtsanwendung gewinnen und womöglich zu einem 
Vorschlag führen, der in Anbetracht des nicht vorhergesehenen Einzelfalls 
nur im Prinzip richtig, im Ergebnis aber falsch ist. Daher müssen die Pa-
rameter, nach denen Algorithmen Vorschläge unterbreiten, im Einzelnen 
transparent sein und eine Nachprüfung ermöglichen – bislang gibt es aller-
dings nur wenig Forschung dazu, wie sich Transparenz bei der Vermittlung 
solch komplexer Materien erzielen und vermitteln lässt. Demgegenüber ist 
es eine rechtliche Frage, wer diese Nachprüfung vornimmt und das Risiko 
einer fehlerhaften Entscheidungsunterstützung trägt. In geeigneten Fällen 
mag es denkbar sein, dass der juristische Entscheider sich auf den Algorith-
mus verlässt, um in Fällen mit einer hohen Richtigkeitswahrscheinlichkeit 
schnell entscheiden zu können, während dem von der Entscheidung Be-
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troffenen die Prüfung obliegt, ob sein Sonderfall vom Algorithmus erfasst 
wurde und eine Korrektur der Entscheidung angezeigt ist. In diese Richtung 
gehen die oben erwähnten automatischen Verkehrsüberwachungssysteme.
Fazit
Der Beitrag hat die Grenzen und Herausforderungen des Einsatzes von IT-
basierter Entscheidungsunterstützung in der Kerndomäne der Juristerei, 
der Rechtsanwendung, beschrieben. Den Fokus auf die voll automatisier-
te Beantwortung von Rechtsfragen zu legen, wird der Idee des Rechts nicht 
gerecht und liegt angesichts des derzeit erreichten Grades der Automati-
sierung juristischer „Prozesse“ ohnehin in weiter Ferne. Ein Fokus sollte 
auf die digital unterstützte Rechtsfindung gerichtet werden, die sich nicht 
zum Ziel setzt, eine Rechtsfrage zu beantworten, sondern bei ihrer schnellen 
und verlässlichen Beantwortung Unterstützung zu leisten. Die digital unter-
stützte Rechtsfindung hat das Potenzial, den herkömmlichen Weg zu ver-
ändern, wie Recht heutzutage aufbereitet, bekannt und zugänglich gemacht 
wird. Wenn Wege gefunden werden, wie die stetig anwachsenden Inhalte 
von Recht durch einen Algorithmus zugänglich gemacht werden können, 
wird Recht nicht nur für Rechtsanwender ge- bzw. beschrieben, sondern ad-
ressiert im gleichen Zuge den Rechtsanwender als Nutzer von IT-Systemen.
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