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Abstract
A simple complex Lie algebra has a natural grading g= g−2⊕g−1⊕g0⊕g1⊕g2 associated to the
highest root. It is related to the quaternionic real form of g. The real rank of the associated symmetric
space is shown to be at most 4. When the rank is equal to 4 (i.e., g =An,Cn,G2), the semi-simple Lie
algebra m= [g0,g0] is shown to be the conformal algebra of a rank 3 semi-simple Jordan algebra V.
If g is one of the four exceptional Lie algebras F4,E6,E7,E8, then V is simple. The vector space
g1 is a prehomogeneous vector space under the action of M ×C∗, where M = Int(m) is the adjoint
group of m. It admits a non-zero M-invariant polynomial of degree 4. Conversely, to any simple
Jordan algebra V of rank 3 is naturally associated a representation of (a twofold covering of) its
conformal group Co(V) on a vector space W, such that W is a prehomogeneous vector space under
the action of Co(V)×C∗. An invariant polynomial of degree 4 is explicitly constructed. A geometric
description of all the orbits of Co(V) inW is given.
 2003 Elsevier Science (USA). All rights reserved.
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0. Introduction
The main topic of this paper is the study of four prehomogeneous vector spaces, labelled
14,5,23 and 29 in the classification by Sato and Kimura (see [20, p. 144]). They are
associated to the four exceptional simple Lie algebras F4,E6,E7,E8. In turn these four
exceptional simple Lie algebras are associated to simple Jordan algebras of rank 3. There
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algebras A= R,C,H or O. The corresponding prehomogeneous spaces had been studied
earlier, case by case. The first case to be studied corresponds to A = C and is due to
Segre (see [22], or more recently [5]). The cases A= R and H were studied by Igusa (see
[12]), and the case A=O was studied by Haris (see [11]). Our results do not depend on a
classification of rank 3 Jordan algebras.
The connection between simple Jordan algebras of rank 3 and exceptional simple Lie
algebras is an old theme of the 50s, initiated by H. Freudenthal in a long series of papers
(see [8] for the four first which are the most relevant for the present paper) and J. Tits
(see [24]) . We say more on this connection at the beginning of Section 5. The sequence
F4,E6,E7,E8 is the fourth row of the Frendenthal’s magic square. This is discussed at
length in the recent paper [14], which has some overlap with the present work. More
generally, the connection between the exceptional simple Lie algebras and Jordan algebras
is a classical theme (see, e.g., [16, Chapter 5]).
Several other connections to the literature should be mentioned. We came into the
subject through the construction of the quaternionic discrete series [9,10]. We learnt the
relation between gradations of semi-simple Lie algebras and prehomogeneous spaces in
[18]. The prehomogeneous vector spaces associated with the highest root have been already
studied (see [17],) and a larger class of prehomogeneous vector spaces is introduced in [15].
For some further properties of the highest root, see [19, Sections 5.16 and 10.2].
The present paper has two parts: Sections 1 to 4 form the first part, Sections 5 to 9 form
the second part. The first part uses mostly semi-simple Lie algebras techniques, whereas
the second uses mostly Jordan algebras techniques. The two parts are strongly related, but
can be read independently.
In the first part, a connection is made with the theory of symmetric spaces of
quaternionic type. They have been studied first by J. Wolf (see [26]), and one interesting
fact is that a complex simple Lie algebra g has (up to conjugacy) a unique real form such
that the associated symmetric space is of quaternionic type. The construction of this real
form uses a grading
g= g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2
associated to the highest root for some ordering of the root system. This construction,
which is well-known (see, e.g., [13]) is recalled in Section 1. Another fact, which can be
deduced from the classification is that the rank of the corresponding symmetric space is less
than or equal to 4. An a priori proof of this fact is given in Section 2. From a general result
of Vinberg [25], it is known that g1 is a prehomogeneous vector space under the action of
the analytic subgroup G0 associated to g0. In Section 3, we assume that the rank of the
symmetric space is 4, and prove the existence of a polynomial P on g1, of degree 4, which
is relatively invariant under the action of G0. In Section 4, under the same rank assumption,
we study more closely the structure of the reductive group G0, and see that it is possible
to realize its semi-simple part M as the conformal group of a semi-simple complex Jordan
algebraV of rank 3. The groupM is irreducible and/or the Jordan algebra is simple exactly
in four cases, corresponding to the exceptional Lie algebras of type F4,E6,E7,E8. This
concludes the first part.
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recall in Section 6 the construction of the conformal compactification of V, valid for any
simple Jordan algebra (see [6]). The compactification is realized through a (projective)
representation of the conformal group Co(V) on a certain spaceW. As shown in Section 5,
there is a specific description of W when the rank of V is 3, which provides useful
coordinates on W. The compactification of V is a certain algebraic submanifold Y of the
projective space P(W), for which we describe equations and parametrizations. In Section 7
we explicitly describe a polynomial P of degree 4 onW (already introduced in [8]), which
is shown to be invariant under the action of Co(V). In Sections 8 and 9, all orbits of Co(V)
on P(W) are precisely described.
The correspondence between the two parts is given by the following dictionary
M 	 Co(V), g1 	W, P 	 P.
1. The real form of quaternionic type of a simple complex Lie algebra
Let g be a simple Lie algebra over C. Let h be a Cartan subalgebra, l = dimh =
rankg, and let ∆ = ∆(g,h) be the corresponding root system. Fix a Borel subalgebra b
containing h, and let ∆+ be the set of roots of h on b. Then ∆=∆+ ∪ (−∆+). For α ∈∆,
let Hα be its coroot vector. Denote by β the highest root. Let E be the real vector space
spanned by the roots. On E there is an inner product induced by the Killing form of g. For
convenience, we normalize it such that (β,β)= 2.
Lemma 1.1. If α ∈∆+, then (α,β)= 0,1 or 2, and if (α,β)= 2, then α = β .
Proof. See [10, Proposition 1.3]. ✷
There is a corresponding grading of g, associated to the eigenspace decomposition with
respect to adHβ . More explicitly, for j =−2,−1,0,1,−2, let
∆j =
{
α ∈∆, (α,β)= j},
gj =
⊕
α∈∆j
gα, for j = 0, g0 = h⊕
⊕
α∈∆0
gα.
By a simple checking, it is easily seen that g1 is reduced to {0} if and only if g	 sl(2,C).
For all the rest of the paper, we will assume that g = sl(2,C). Then
g= g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2, (1)
with [gj ,gk] ⊂ gj+k , with the convention that gm = {0} if m = −2,−1,0,1,2.
Let θ be the involution which is +1 on the even part g−2 ⊕ g0 ⊕ g2, and −1 on the odd
part g−1 ⊕ g1. Also set
k= g−2 ⊕ g0 ⊕ g2 and p= g−1 ⊕ g1.
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m= h0 ⊕
⊕
α∈∆0
gα.
It is easily seen that m is semi-simple and the representation of m on g1 is irreducible,
except in the case An (see [10]). Let
s= g−β ⊕CHβ ⊕ gβ.
Then s is isomorphic to sl(2,C), s commutes to m and
k=m⊕ s.
As adHβ has only two (opposite) eigenvalues on p, the vector space p, as s-module, is a
sum of copies of the standard representation of s on C2.
Let gu be a compact real form of g such that θ(gu) = gu, τ the corresponding
conjugation (so that τ is a Cartan involution of g commuting with θ ) and let
gu = ku ⊕ pu
be its decomposition under the action of θ . Then
gH = ku ⊕ ipu
is the real form of quaternionic type of g. In fact, let hu be a Cartan subalgebra of ku and
let h be its complexification. Clearly h is a Cartan subalgebra of k, hence of g. So we may
assume from the beginning that h is fixed by τ . Hence
ku = s∩ ku ⊕m∩ ku = su ⊕mu,
so that ku is the direct sum (as Lie algebra) of mu and of su 	 su2. Moreover the (real)
vector space pu as an su-module is a sum of copies of the quaternionic representation
of su2. These properties characterize the symmetric pairs of quaternionic type (see [26]).
2. Construction of a Cartan subspace
Inspired by the study of the symmetric pairs of Hermitian type, we will now construct
a Cartan subspace for the symmetric pair (ku, ipu).
Lemma 2.1. Let γ1, γ2 ∈ ∆1. Then γ1 + γ2 is not a root, unless γ2 = β − γ1. The map
γ → β − γ is an involution of ∆1 without fixed points.
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2− 1= 1 so that β − γ ∈∆1, and γ = β − γ would imply β = 2γ , contradicting the fact
that ∆ is reduced. ✷
For each α ∈∆, let gα be the corresponding root space and choose 0 =Xα ∈ gα . Fix an
order > on E, compatible with the vector space structure and such that α ∈∆+ ⇒ α > 0.
For any subset Q of ∆1, set
pQ =
∑
γ∈Q
(g−γ ⊕ gγ ).
Let µ be the lowest element in Q, and set Q(µ)= {γ ∈Q, µ± γ /∈∆} the set of roots in
Q strongly orthogonal to µ.
Lemma 2.2. The centralizer of X−µ +Xµ in pQ is
C(X−µ +Xµ)⊕ pQ(µ).
Proof. Clearly, the space C(X−µ +Xµ)⊕ pQ(µ) is contained in the centralizer of X. To
see the converse, define Q′ =Q \ {µ,β −µ} and let
X = c−µX−µ + cµXµ + c−β+µX−β+µ + cβ−µXβ−µ +
∑
γ∈Q′
c−γ X−γ + cγXγ
be an arbitrary element in pQ, and assume that X commutes with X−µ +Xµ. Decompose
the bracket [X−µ+Xµ,X] with respect to the root space decomposition of g, and express
the vanishing of each contribution. From Lemma 2.1, the unique contribution in g2 =CXβ
is cβ−µ[Xµ,Xβ−µ]. This forces cβ−µ = 0, and similarly c−β+µ = 0.
Further, the unique contribution that lies in h is
cµ[X−µ,Xµ] + c−µ[Xµ,X−µ]
which forces cµ = c−µ.
Now let γ ∈Q′ \Q(µ), or more explicitly assume that −µ+γ is a root. By minimality
of µ, −µ + γ is then a positive root. Moreover [X−µ,Xγ ] = 0 belongs to g−µ+γ .
Similarly, if γ ′ ∈ Q′ such that µ − γ ′ is a root, then it is a negative root. Hence there
can be no compensation between contributions of the form cγ [X−µ,Xγ ] and of the form
c−γ ′ [Xµ,X−γ ′ ]. So, if γ ∈Q′ \Q(µ), then cγ = 0 and c−γ = 0. The lemma follows from
these observations. ✷
Lemma 2.3. Let µ1,µ2, . . . ,µr be the maximal subset of strongly orthogonal roots in ∆1,
chosen as follows: µ1 is the lowest root in ∆1, µ2 is the smallest root among the roots in
Q(µ1), . . . ,µj is the lowest root in Q(µj−1) and so on. Then
C(X−µ1 +Xµ1)⊕ · · · ⊕C(X−µr +Xµr )
is a maximal Abelian subspace in p.
J.-L. Clerc / Journal of Algebra 264 (2003) 98–128 103This follows by repeated use of the previous lemma. Notice that the procedure and the
proof is parallel to those used by Harish Chandra in his study of Hermitian symmetric
spaces for constructing a Cartan subspace from a compact Cartan subalgebra. ✷
Remark. The root µ1 is simple. Otherwise, we could write µ1 = ν1+ ν2, with both ν1 and
ν2 in ∆+. But necessarily one of the two roots (say ν1) is in ∆1, whereas the other is in ∆0.
But then ν1 would be smaller than µ1, contrary to the choice of µ1.
Lemma 2.4. Let {µ1,µ2, . . . ,µr } be a set of strongly orthogonal roots in ∆1. For each j ,
1 j  r , let nj = 2 (β,µj )(µj ,µj ) . Then nj = 1,2 or 3, and
r∑
j=1
nj  4.
In particular, the number r is less than 4.
Proof. The range of values for nj is easy deduced from general properties of roots (see
[3, Chapter 6]). For 1  j  r , denote by sj the reflexion with respect to the hyperplane
associated to the root µj . Then sj (β)= β − njµj , and sj (µk)= µk if j = k, so that
ν =
(
r∏
j=1
sj
)
(β)= β −
r∑
j=1
njµj
is a root, and so (β, ν)−2. As (β,µj )= 1 for any j , Lemma 2.4 follows. ✷
To construct a Cartan subspace of ipu, let for µ ∈∆1
Yµ =Xµ − τ (Xµ).
Then Yµ belongs to p and satisfies τ (Yµ) = −Yµ, hence belongs to ipu. If µ and ν are
strongly orthogonal, then [Yµ,Yν] = 0. This makes clear that
a=
r⊕
j=1
CYµj
is a Cartan subspace of ipu.
Let X be the symmetric space (of non-compact type) corresponding to the pair (ku, ipu).
It is a symmetric space of quaternionic type, an conversely any irreducible symmetric space
of quaternionic type is obtained in this way (see [26]).
Corollary 2.5. The rank of the symmetric space X is at most 4.
Let us examine more closely the case where r = 4, and for simplicity, set Xj = Xγj
for j = 1, . . . ,4. Then clearly nj = 1 for 1 j  4, so that all µj ’s are long (their length
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{β,β −µj }. Let us explicitly remark that β − 2µj is never a root for 1 j  4.
The root ν = (∏4j=1 sj )(β)= β −∑4j=1 µj satisfies (ν,β)=−2, and hence ν =−β ,
so that
2β = µ1 +µ2 +µ3 +µ4. (2)
Another consequence of the fact that β , β −µ1, β −µ1 −µ2, β −µ1 −µ2 −µ3, and
β −µ1 −µ2 −µ3 −µ4 =−β are roots is that
( 4∏
j=1
AdXj
)
(X−β)= cXβ
with a constant c = 0.
The list of complex simple Lie algebras for which the constant r is 4 is the following:
Bl,Dl, (l  4),F4,E6,E7,E8
(see [10]).
3. The prehomogeneous vector space g1
Let G = Int(g) be the adjoint group of the Lie algebra g, let G0 (respectively M) be
the analytic subgroup of G with Lie algebra g0 (respectively m). The group G0 acts on
g1 by the restriction of the adjoint action, and by a general result of Vinberg (see [25]),
the triple (g1,G0,Ad|g1) is a prehomogeneous vector space. It is then natural to look for a
polynomial on g1 relatively invariant under the action of G0 (hence invariant under M).
Proposition 3.1. Assume r = 4. Then there exists a (non-zero) polynomial P of degree 4
on g1 such that for all X ∈ g1
(adX)4(Xβ)= P(X)Xβ . (3)
Moreover the polynomial P is relatively invariant under the action of G0.
Proof. Let X ∈ g1. The grading property (1) implies that (adX)4(g−β) ⊂ gβ . So there
exists a constant P(X) such that (adX)4(Xβ) = P(X)Xβ . Clearly P is a polynomial
homogeneous of degree 4, and all we need to show is that P is not identically 0 on g1.
Consider X = c1X1 + c2X2 + c3X3 + c4X4. As for 1 j  4 we know that −β + 2µj is
never a root, we get
(adX)4(X−β)= (4!)c1c2c3c4(adX1 ◦ adX2 ◦ adX3 ◦ adX4)(X−β).
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proportional to Xβ . So by choosing cj = 0 for each j = 1, . . . ,4, we see that P is not
identically 0 on g1.
For the relative invariance of P , observe first that as [g0,g2] ⊂ g2, there exists a
character χ of G0 such that for any g0 ∈ G0, Ad(g0)(Xβ) = χ(g0)Xβ . Similarly, one
has Ad(g0)(X−β)= χ−1(g0)X−β . Now for X ∈ g1
ad
(
Adg0(X)
)4 = Adg0 ◦ (adX)4 ◦ (Adg0)−1
so that ad(Ad(g0)X)4(X−β)= χ(g0)2P(X)Xβ , which shows that
P
(
Adg0(X)
)= χ(g0)2P(X). ✷
For each case of rank 4, we tabulate the group M , the representation g1 and its
dimension (see [10]).
g M g1 dimg1
B SL2 × SO(d) C2 ⊗Cd 2d (d odd)
D SL2 × SO(d) C2 ⊗Cd 2d (d even)
F4 Sp6 )3(C6)0 14
E6 SL6 )3(C6) 20
E7 Spin12 half-spin 32
E8 E7 minuscule 56
Observe that in the classical cases Bl and Dl , the group M is not simple, and
the polynomial P can be explicitly computed (see [10] or [20]). In some sense, the
most interesting cases are the exceptional cases, where the group M is simple. The
corresponding prehomogeneous vector spaces are irreducible and they are labelled
(respectively) as 14, 5, 23 and 29 in the classification by Sato and Kimura (see [20, p. 144]).
4. The subalgebra m and its structure in the rank 4 case
Let (µ1,µ2,µ3,µ4) be a system of strongly orthogonal roots in ∆1 constructed as
above.
Associated to µ1 is a decomposition of ∆0, analogous to the decomposition of ∆1 with
respect to β . As µ1 is a long root, observe that for α ∈∆0, then (α,µ1)=−1,0 or 1.
Let α ∈ ∆0 such that (α,µ1) = −1. Then sµ1(α) = α + µ1 ∈ ∆1, and hence α is a
positive root, because µ1 was chosen as the lowest root in ∆1. There is a corresponding
decomposition of ∆0:
∆0 =∆(+1) ∪∆(0) ∪∆(−1),0 0 0
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∆
(+1)
0 ⊂∆−.
Let
m−1 =
⊕
α∈∆(+1)0
gα, m
0 = h0 ⊕
⊕
α∈∆((0))0
gα, m
1 =
⊕
α∈∆(−1)0
gα.
Then we have the following decomposition of m
m=m−1 ⊕m0 ⊕m+1. (4)
If α1, α2 belong to ∆(−1)0 , then (α1 + α2, β) = 0 and (α1 + α2,µ1) = −2, and hence
α1+α2 cannot be a root. So m1 is a commutative subalgebra in m. A similar remark applies
for m−1.
The decomposition (4) gives a gradation of m. As m is semi-simple, the gradation is
induced by the adjoint action of some element in m. Before stating the next lemma which
will characterize this element, we need a normalization factor for the inner product on E
(recall the choice we made at the beginning of Section 1). There is a constant c = 0 such
that for µ,ν ∈∆,
µ(Hν)= c(µ, ν).
Lemma 4.1. Let H0 = (−2Hµ1 +Hβ). Then H0 belongs to h0 and ad 12cH0 induces the
grading on m given in (4).
Proof. As (−2µ1 + β,β) = −2 + 2 = 0, H0 belongs to kerβ = h0. Similarly, for
α ∈∆(∓1)0 , (−2µ1 + β,α)=±2, and so,
[H0,Xα] = α(H0)Xα = c(−2µ1 + β,α)Xα =±2cXα. ✷
In the sequel, we will denote by H ′0 = 12cH0 the element which induces the
gradation (4).
As τ (gµ1)= g−µ1 , τ preserves m0 and τ (m±1)=m∓1. Let
mu =
{
X ∈m | τ (X)=X}.
It is a compact real form of m. The C-linear map σ of m which equals (−1)j on mj is an
involution which commutes with τ . Let further
m0u =m0 ∩mu, qu =
(
m−1 ⊕m1)∩mu.
Then the pair (m0u, iqu) is a Riemannian symmetric pair of noncompact type, and
Lemma 4.1 guarantees that it is of Hermitian type. In other words, the space m1 has a
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product being given by
{X,Y,Z} = −1
2
[[X,τ(Y )],Z]
(see [21] for the equivalence between the category of symmetric spaces of Hermitian type
and the category of positive-definite Hermitian Jordan triple systems).
Lemma 4.2. Let
α1 = β −µ1 −µ2, α2 = β −µ1 −µ3, α3 = β −µ1 −µ4.
Then {α1, α2, α3} is a maximal family of strongly orthogonal roots in ∆(−1)0 . Moreover,
(α1 + α2 + α3)=−2µ1 + β.
Proof. For j = 2,3,4, sµ1 ◦ sµj (β)= β −µ1 −µj is a root, and
(β −µ1 −µj ,β)= 2− 1− 1= 0, (β −µ1 −µj ,µ1)= 1− 2− 0=−1
and hence αj ∈∆(−1)0 . Conversely, if α ∈∆(−1)0 , then sβ ◦ sµ1(−α)= β −µ1 − α is a root
and as
(β −µ1 − α,β)= 2− 1− 0= 1, (β −µ1 − α,µ1)= 1− 2− 1= 0,
β −µ1 − α belongs to ∆1, and is orthogonal to µ1. Moreover, if α,α′ ∈∆(−1)0 , then(
β −µ1 − α,β −µ1 − α′
)= (α,α′).
Hence, if we could find more than three orthogonal roots in ∆(−1)0 , we would find a family
of more than four orthogonal (hence strongly orthogonal) roots in ∆1, which is impossible.
The last statement is a consequence of (2). ✷
For each j , 1  j  3, it is possible to choose X+j ∈ gαj and X−j ∈ g−αj , such that
[X+j ,X−j ] =Hαj . Set
X+ =
3∑
j=1
X+j , X
− =
3∑
j=1
X−j .
Lemma 4.3. The elements X+,X−,H0 form an sl2-triplet, i.e.,[
H0,X
+]= 2X+, [H0,X−]=−2X−, [X+,X−]=H0.
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Lemma 4.1. As the roots α1, α2, α3 are strongly orthogonal,
[
X+,X−
]= 3∑
j=1
[
X+j ,X
−
j
]= 3∑
j=1
Hαj =H0
where the last equality comes from Lemma 4.2. ✷
Proposition 4.4. The symmetric pair of Hermitian type (mu,qu) is of tube-type and of
rank 3. The Jordan triple system m1 has a real form which has a structure of a Euclidean
Jordan algebra of rank 3.
Proof. The existence of an sl2-triplet as in Lemma 4.3 is known to characterize the tube-
type domains (see [21]). The second statement is just a reformulation. ✷
We now list the simple complex Lie algebras g for which r = 4, the corresponding
algebra m and the Euclidean real form V of the complex Jordan algebra m1. Notation is
standard except for Vd which is used for the Euclidean Jordan algebra of Lorentzian type
of dimension d associated with the Lorentz cone in Rd .
g m V
D4 sl2 × sl2 × sl2 R⊕R⊕R
Bn, n 4 sl2 × sod R⊕ Vd−2 d = 2n− 3
Dn, n 5 sl2 × sod R⊕ Vd−2 d = 2n− 4
F4 sp6 Sym(R,3)
E6 sl6 Herm(C,3)
E7 so12 Herm(H,3)
E8 E7 Herm(O,3)
Observe that all semi-simple Euclidean Jordan algebras of rank 3 appear in the list (up
to isomorphism).
Our last statement characterizes the space g1 as an m-module. Clearly,
r=m−1 ⊕
⊕
α∈(−∆+)∩∆0
gα ⊕ h0
is a Borel subalgebra of m.
Proposition 4.5. The dominant weight ν of the m-module g1 with respect to r is
characterized by
ν(H)= 0 for H ∈ h0 orthogonal to H0, ν
(
H ′0
)=−3
2
. (5)
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Xµ1 is annihilated by m−1. If α ∈ ∆(0)0 ∩ (−∆+), µ1 + α cannot be a root by the choice
of µ1, hence [Xα,Xµ1] = 0. So Xµ1 is a dominant weight vector with respect to the Borel
subalgebra r. If H ∈ h0 is orthogonal to Hµ1 (or equivalently to H0), then [H,Xµ1] = 0.
Finally,
[H0,Xµ1 ] = µ1(−2Hµ1 +Hβ)Xµ1 = c(µ1,−2µ1 + β)Xµ1 =−3cXµ1
so that [H ′0,Xµ1 ] = − 32Xµ1 . ✷
Let us finally mention that there is a symplectic form on g1 invariant by the action of M .
If X,Y belong to g1, then [X,Y ] belongs to g2, so that there exists a constant ω(X,Y ) such
that [X,Y ] = ω(X,Y )Xβ . The bilinear form ω is skew-symmetric, and moreover, for each
α ∈∆1, we have ω(Xα,Xβ−α)= 0 (see Lemma 2.1). Hence the form ω is nondegenerate.
The invariance byM comes from the fact that Xβ is fixed byM . The Lie subalgebra g1⊕g2
is of Heisenberg type (cf. [13]).
5. Simple Jordan algebras of rank 3
We now begin the second part of this paper. We start with a simple complex Jordan
algebra V of rank 3. Some identities specific to this rank are obtained (Section 5). We
then recall the construction of the associated conformal group Co(V) and give the concrete
description of the conformal compactification ofV using a certain projective representation
of Co(V) on a vector space called W (Section 6). We then introduce a polynomial P on
W and prove its invariance under the action of Co(V) (Section 7). Finally we study the
orbits of this action (more precisely in the associated projective space). We first prove
the prehomogeneity result (Section 8) and give a precise description of all the orbits
(Section 9). General references for Jordan algebras are [2,7,23].
There is some overlap with the work of Freudenthal already mentioned (see [8]). For the
Jordan algebra of rank 3 based onO (but his computations would work as well for the other
cases), he introduces the vector space we call W through the coordinate parametrization
(see Proposition 5.2). The Lie algebra of conformal vector fields is also introduced through
coordinates (it is now called the Koecher–Kantor–Tits construction), and the conformal
action is given through its infinitesimal version, also in coordinates. The definition of the
invariant polynomial P is due to him. He also obtained some of the properties of the orbits.
We hope that our global approach makes the exposition easier to follow. See also [14] for
another point of view on these results.
Let V be a simple Euclidean Jordan algebra of rank 3. Use 〈x, y〉 = trxy as its
Euclidean inner product. Up to isomorphism, there are four cases: Sym(3,R), Herm(3,C),
Herm(3,H) and the exceptional Jordan algebra (Albert algebra) Herm(3,O). Let V =
V ⊗C be the complexification of V , and still denote by 〈· , ·〉 the C-bilinear extension of
〈· , ·〉. The corresponding complex Jordan algebras V are just the simple Jordan algebras
over C of rank 3, namely Sym(3,C),Mat(3,C),Skew(6,C) and Herm(3,O)⊗C.
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of degree 3. An element v ∈V is invertible if and only if detv = 0, and the set of invertible
elements V× is a Zariski open set. The mapping x → x−1 is (for any semi-simple Jordan
algebra) a rational mapping. More precisely, there exists a polynomial function Q :V→V
(the cofactor matrix) such that
x−1 = (detx)−1Q(x)
for x invertible in V.
A more explicit expression for Q in the rank 3 case is
Q(x)= x2 − (trx)x + 1
2
(
(trx)2 − tr(x2))e. (6)
There is in fact a formula for Q valid for any simple Jordan algebra of rank r (see [7,
p. 31]):
Q(x)= (−1)r−1x(r−1)− a1(x)x(r−2)+ · · · + (−1)(r−1)ar−1(x)e,
where the aj (x), 1  j  r , are the coefficients of the minimal polynomial of the
element x . The coefficient a1 is the trace, and a2 can be easily computed (see [7,
Chapter XI, Exercise 2]). As the rank of V is 3, tr(e) = 3 and by computing the trace
of both sides in (6), we have
tr
(
Q(x)
)= 1
2
(
(trx)2 − tr(x2)).
As Q is quadratic, we may consider its polarization, also denoted by Q, which is the
symmetric bilinear map defined by
Q(u,v)= 1
2
(
Q(u+ v)−Q(u)−Q(v))
for u,v ∈V.
Here are some properties of the map Q.
Q
(
Q(v)
) = (detv)v, (7)
detQ(v) = (detv)2, (8)〈
v,Q(v)
〉 = 3 detv, (9)
Du detv =
〈
Q(v),u
〉
, (10)〈
Q(u,v),w
〉 = 〈Q(u,w), v〉 (11)
for all u,v,w in V.
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extension principle for polynomial identities. (9) comes from the fact that
〈
x, x−1
〉= 〈xx−1, e〉= 〈e, e〉 = 3
as V is of rank 3. For (10), see [7, p. 52]. (11) is obtained by differentiating twice the
function det and using Schwarz lemma.
Proposition 5.1. For u,v ∈V
det(u+ v)= detu+ 〈Q(u), v〉+ 〈u,Q(v)〉+ detv. (12)
Proof. Formula (10) gives the term of degree 1 in u. The rest follows by symmetry. ✷
Now we polarize the relation (7) to obtain the following formulae:
4Q
(
Q(x),Q(x, y)
)= 〈Q(x), y〉x + (detx)y, (13)
4Q
(
Q(x,y)
)+ 2Q((Q(x),Q(y))= 〈x,Q(y)〉x + 〈y,Q(x)〉y. (14)
We also will need to compute det(Q(a, b)) for a, b ∈ V. For this, we start with the
relation
detQ(a + b)= (det(a + b))2
which gives
det
(
Q(a)+ 2Q(a,b)+Q(b))= (deta + 〈a,Q(b)〉+ 〈b,Q(a)〉+ detb)2.
Developing both sides and making obvious simplifications, one finally gets
8 detQ(a,b)= 〈a,Q(b)〉〈b,Q(a)〉− deta detb. (15)
Let P(V) be the algebra of polynomials on V with complex coefficients. For a ∈V and
p ∈P , denote by pa the polynomial obtained from p by translation by a defined by
pa(z)= p(z− a).
Let W the subspace generated by the translates {deta}a∈V. In the rank 3 case, there is a
simple description of W.
Proposition 5.2. A polynomial p ∈P(V) belongs to W if and only if there exists η, ξ ∈C,
y, x ∈V and µ ∈C such that
p(z)= η det(z)+ 〈Q(z), y〉+ 〈z, x〉 + ξ. (16)
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deta(z)= det(z)−
〈
Q(z), a
〉+ 〈z,Q(a)〉− det(a). (17)
Hence deta is of the form prescribed by (16), with
η= 1, y =−a, x =Q(a), ξ =−det(a).
Hence all elements ofW are of type (16). Observe further thatW is stable by translations,
hence it is stable by partial derivatives. But for a ∈V, Da det (z)= 〈Q(z), a〉 (cf. (10)), and
hence z → 〈Q(z), a〉 belongs to W. Differentiating twice gives that z → 〈Q(z,a), a〉 =
〈z,Q(a)〉 belongs toW. It clearly implies that any linear form on V belongs toW. Finally,
by differentiating three times, constants are seen to belong to W. The proposition now
follows. ✷
From now on, we will use the parametrization p = (η, y, x, ξ) for the polynomial
described by (16). In particular, deta = (1,−a,Q(a),−deta). To avoid some minus signs,
we often use instead da = det−a = (1, a,Q(a),deta).
Remark. The vector space we denote by W was introduced through this parametrization
in [8] (up to notational changes).
6. The representation of the conformal group in W
The interest in the space W is double. There is an elegant construction of the
compactification of V, due to Faraut and Gindikin (see [6]). Next, the conformal group
of V (more exactly a 2-fold covering of it) acts linearly on W and the corresponding
representation is irreducible.
The conformal group1 G= Co(V) is the group of rational transforms of V generated by
• the translations ta : z → z+ a, for a ∈V,
• the structure group of V, denoted by Str(V),
• the inversion ι : z → −z−1.
We refer to [1] for details. There is a corresponding Lie algebra co(V) of conformal
vector fields. Denote by v1 	 V the (Lie algebra of) constant vector fields on V, and let
v−1 be its conjugate under the action of the inversion ι. Finally, let str(V) be the Lie
algebra of linear vector fields induced by the linear action of Str(V) on V. Then there is a
decomposition of co(V), namely
co(V)= v−1 ⊕ str(V)⊕ v1.
1 We use for convenience the letter G to denote the conformal group. It is not related to the notation in the
first part of the paper.
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The infinitesimal generator of this one-parameter subgroup corresponds the Euler vector
field E on V. Moreover, for any translation ta , a ∈ V, one has hs ◦ ta ◦ h−1s = tsa , so that
the adjoint action of E on the Lie algebra co(V) induces the gradation of co(V).
The polynomial det is relatively invariant under the action of the structure group, namely
for any l ∈ Str(V)
det(lz)= χ(l)det(z),
where χ is a character of the group Str(V).
The map Q satisfies the following transformation law:
Q(lx)= χ(l)(l−1)tQ(x).
If a conformal transformation is defined at z, then its differential Dg(z) belongs to
Str(V). Let
j (g, z)= χ(Dg(z)).
Proposition 6.1. There exists a projective irreducible representation π of G on W such
that π(g)p(z)= j (g, z)1/2p(g−1z). More specifically,
(
π(ta)p
)
(z)= p(z− a) for a ∈V,
π(l)p(z)= χ(l)1/2p(l−1z) for l ∈ Str(V),
π(ι)p(z)= det(z)p(−z−1).
See [6]. The projective representation π is in fact a linear representation of a double
covering of G, for which the square root factor j (g, z)1/2 can be properly defined. In what
follows, we will be mostly interested in the corresponding action of G on the projective
space P(W), so that we tacitly ignore this problem.
The constant polynomial f0 = 1 is fixed by the action of the translations. Conjugating
this result by the inversion ι, the polynomial d0 = det is annihilated by v−1. It transforms
under the action of the group Str(V) by the character χ− 12 . In particular, π(ht )d0 = t− 32 d0,
so that
dπ(E)d0 =−32d0.
This implies that d0 is a highest weight vector of the representation π for an appropriate
Borel subalgebra of co(V) (containing v−1), thus making connection with Proposition 4.5.
We omit details.
In terms of the parametrization obtained in (16), the representation π reads as follows.
Let p = (η, y, x, ξ) ∈W.
For a ∈V, π(t−a)p = p′ = (η′, y ′, x ′, ξ ′), where
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y ′ = y + ηa,
x ′ = x + 2Q(a,y)+ ηQ(a),
ξ ′ = ξ + 〈x, a〉 + 〈y,Q(a)〉+ η deta. (18)
For l ∈ Str(V), π(l)p = p′ = (η′, y ′, x ′, ξ ′) where
η′ = χ(l)− 12 η,
y ′ = χ(l)− 12 gy,
x ′ = χ(l) 12 (g−1)t x,
ξ ′ = χ(l) 12 ξ.
And finally π(ι)p = p′ = (η′, y ′, x ′, ξ ′) is given by
η′ = ξ, y ′ = −x, x ′ = y, ξ ′ = −η.
Denote by P= P(W) the projective space ofW. If p = 0 is an element ofW, denote its
image in P by [p]. Let [f0] be the point in P corresponding to the constant polynomials. Its
stabilizer in G is easily seen to be the semi-direct product of Str(V) and the translations. As
it is a (maximal) parabolic subgroup of G, the orbit Y of [f0] under the projective action
of G is a compact submanifold. Observe that π(ι)f0 = det and deta = π(ta ◦ ι)f0. Then Y
can be identified with the compactification of V, where the embedding is given by
V→ P, a → [deta].
With a slight change made for convenience, this mapping induces a chart on the manifold
Y , namely
V  a → [da] =
[
1, a,Q(a),deta
] ∈ P.
More precisely, we have (see [6])
{[da], a ∈V}= Y ∩ [η = 0].
The elements of Y ∩ [η= 0] will be called “points at infinity.”
An another chart will sometimes be used. For b ∈V, let
fb =−π(ι ◦ tb ◦ ι)1=
(
detb,Q(b), b,1
)
.
Then the second chart is provided by
V  b → [fb] =
[
detb,Q(b), b,1
]∈ P.
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{[fb], b ∈V}= Y ∩ [ξ = 0].
The intersection of the two charts is given by the condition
deta = 0 ⇐⇒ detb = 0
and the change of chart is given by a = b−1. When detb = 0, fb = (0,Q(b),1) is a “point
at infinity.”
Proposition 6.2. Let p = (η, y, x, ξ) ∈W be different from 0. Then [p] belongs to Y if and
only if the following equations are satisfied
Q(y)= ηx, Q(x)= ξy, xy = ξηe. (19)
In other words, the conditions (19) is a set of (quadratic) equations defining Y as an
algebraic variety.
Proof. Let for a while denote by Y ′ the algebraic set defined by Eqs. (19). It is easily
verifies that conditions (19) are satisfied by da for any a ∈ V. As {da, a ∈ V} is dense
in Y , this shows that Y ⊂ Y ′. Conversely, assume p = (η, y, x, ξ) is such that [p] ∈ Y ′ and
assume further that η = 0. Then set a = y
η
. By elementary computations we get from (19)
p = η(1, a,Q(a),deta),
and hence [p] ∈ Y . This shows that Y ′ ∩ [η = 0] ⊂ Y ∩ [η = 0]. The inclusion Y ′ ⊂ Y
follows by taking the closure. ✷
As a consequence of this result, observe that we can describe the remaining “points at
infinity” which are not covered by the second chart [fb], b ∈ V, namely p = (0, y, x,0),
with (x, y) = (0,0) belongs to Y if and only if
Q(y)= 0, Q(x)= 0, xy = 0. (20)
The geometric notion of transversality will play an important role in the sequel. For
a, b ∈ V, the points [da], [db] are said to be transverse if det(a − b) = 0. Because of the
invariance of this notion under the conformal group (see [4]) it is possible to extend this
notion for any pair of points of Y . We use the notation m" n for transverse elements in Y .
Lemma 6.3. Let a ∈V and b ∈V. Then
[da] " [f0] and [d0] " [fb].
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[da] " [1]. By using a translation (if necessary), it implies that [da] " [1] for all a ∈ V.
The second part of the statement is proved similarly, exchanging everything through the
inversion ι. ✷
7. The invariant of degree 4 onW
Define, for p = (η, y, x, ξ) ∈W
P(p)= 〈Q(x),Q(y)〉− ξ dety − η detx − 1
4
(〈x, y〉 − ξη)2. (21)
Thus P is a polynomial onW, homogeneous of degree 4.
Theorem 7.1. The polynomial P is invariant under the action of G.
For the proof we check the invariance under the generators of G. The invariance by the
inversion is obvious. For the invariance by an element l ∈ Str(V), observe that
Q
(
x ′
)= χ(l)Q((l−1)t x)= lQ(x), Q(y ′)= χ(l)−1Q(ly)= (l−1)tQ(y),
so that 〈Q(x ′),Q(y ′)〉 = 〈lQ(x), (l−1)tQ(y)〉 = 〈Q(x),Q(y)〉, and similarly 〈x ′, y ′〉 =
〈x, y〉. The verification follows immediately.
The verification of the invariance by translations is long and tedious, with frequent use
of formulae (7) to (15), but elementary and left to the reader. See also [8] where there is a
different proof of this invariance property. ✷
The following computation will be needed for the next section.
Proposition 7.2. Let a, b ∈V, and λ,µ ∈C. Then
P(λda +µdb)=−14λ
2µ2 det(a − b)2. (22)
The polynomial λda +µdb corresponds to the parameters
η= λ+µ, y = λa +µb, x = λQ(a)+µQ(b), ξ = λdeta +µdetb.
Next we calculate
Q(x) = Q(λQ(a)+µQ(b))= λ2(deta)a+ 2λµQ(Q(a),Q(b))+µ2(detb)b,
Q(y) = Q(λa +µb)= λ2Q(a)+ 2λµQ(a,b)+µ2Q(b)
so that
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Q(x),Q(y)
〉 = 3λ2(deta)2 + 2µλ3〈Q(a),Q(Q(a),Q(b))〉+ λ2µ2(detb)〈b,Q(a)〉
+ 2λ3µ(deta)〈b,Q(a)〉+ 4λ2µ2〈Q(a,b),Q(Q(a),Q(b))〉
+ 2λµ3(detb)〈a,Q(b)〉+ λ2µ2 deta〈a,Q(b)〉
+ 2λµ3〈Q(b),Q(Q(a),Q(b))〉+ 3µ4(detb)2
= 3λ4(deta)2 + 2µλ3 deta〈Q(b), a〉+ λ2µ2 detb〈b,Q(a)〉
+ 2λ3µdeta〈b,Q(a)〉+ λ2µ2〈Q(a), b〉〈Q(b), a〉
+ 3λ2µ2 deta detb+ 2λµ3 detb〈a,Q(b)〉
+ λ2µ2 deta〈a,Q(b)〉+ 2λµ3 detb〈Q(a), b〉+ 3µ4(detb)2.
Next,
ξ detx = (λdeta +µdetb)det(λa +µb)
= (λdeta +µdetb)(λ3 deta + λ2µ〈Q(a), b〉+ λµ2〈a,Q(b)〉+µ3 detb)
= λ4 deta + λ3µdeta〈Q(a), b〉+ λ2µ2〈a,Q(b)〉deta + λµ3 deta detb
+µλ3 deta detb+ λ2µ2 detb〈Q(a), b〉+ λµ3 detb〈a,Q(b)〉+µ4(detb)2.
Next
det
(
λQ(a)+µQ(b)) = λ3(deta)3 + λ2µdeta〈Q(a), b〉
+ λµ2 detb〈b,Q(a)〉+µ3(detb)2
so that
(λ+µ)det(λQ(a)+µQ(b)) = λ4(deta)2 + λ3µdeta〈a,Q(b)〉+ λ2µ2 detb〈b,Q(a)〉
+ λµ3(detb)2 + λ3µ(deta)2 + λ2µ2 deta〈a,Q(b)〉
+ λµ3 detb〈b,Q(a)〉+µ4(detb)2.
For the last term,
(〈x, y〉 − ξη)2 = 4λ4(deta)2 + λ2µ2(〈Q(b), a〉+ 〈Q(b), a〉− deta − detb)2 + 2µ2 detb
+ 4λ3µdeta(〈Q(b), a〉+ 〈Q(a), b〉− deta − detb)
+ 4λµ3 detb(〈Q(b), a〉+ 〈Q(a), b〉− deta − detb)
+ 8λ2µ2 deta detb.
On the other hand,
118 J.-L. Clerc / Journal of Algebra 264 (2003) 98–128det(a − b)2 = (deta − 〈Q(a), b〉+ 〈a,Q(b)〉− detb)2
= (deta)2 + 〈Q(a), b〉2 + 〈a,Q(b)〉2 + (detb)2
− 2 deta〈Q(a), b〉+ 2 deta〈a,Q(b)〉− 2 deta detb
− 2〈Q(a), b〉〈a,Q(b)〉+ 2〈Q(a), b〉detb− 2 detb〈a,Q(b)〉.
Putting all things together gives the result. ✷
For sake of completeness (cf. end of Section 4), let us mention that there is a symplectic
form onW which is invariant by the action of G . Let (ai)i∈I be a finite set of points in V,
and let (λi)i∈I , (µi)i∈I corresponding families of complex numbers. Let p =∑i∈I λi detai
and q =∑i∈I µi detai . Set
ω(p,q)=
∑
i∈I,j∈I
λiµj det(ai − aj ).
Let us observe that we may write the expression as
∑
i∈I,j∈I
λiµj det(ai − aj )=
∑
i∈I
λi
∑
j∈I
µjdetaj (ai)=
∑
i∈I
λiq(ai)
which shows that the definition of the expression does not depend on the particular
representation of q as linear combinations of translates of det. The same being true for p,
this shows that ω(p,q) is well defined. It is bilinear, and skew-symmetric as det is of odd
degree. Now by construction, ω is invariant by translations. To verify invariance by the
structure group and by inversion , it is sufficient to do it for p = deta and q = detb . For
l ∈ Str(V),
det
(
l−1a − l−1b)= det(l−1(a − b))= χ(l)−1 det(a − b)
so that
ω
(
π(l)p,π(l)q
)= χ(l) 12χ(l) 12 det(l−1a − l−1b)= det(a − b)= ω(p,q).
As for the inversion ι, we have
π(ι)deta =−(deta)−1det−a−1
as a consequence of Hua’s formula (see [7, Lemma X.4.4]), and hence
ω
(
π(ι)deta,π(ι)detb
) = (deta)(detb)ω(det−a−1,det−b−1)
= (deta)−1(detb)−1det(−a−1 + b−1)
= det(a − b)= ω(deta,detb),
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Let p = (η, y, x, ξ) and p′ = (η′, y ′, x ′, ξ ′). Then
ω
(
p,p′
)=−〈y, x ′〉+ 〈x, y ′〉− ξη′ + ηξ ′.
In fact it suffices to verify the formula for p = deta = (1,−a,Q(a),−deta) and p′ =
deta′ = (1,−a′,Q(a′),−deta′). Then the value of the expression is〈
a,Q(a′)
〉− 〈Q(a), a′〉+ deta − deta′
which by (12) equals det(a − a′)= ω(p,p′).
8. The prehomogeneity of the space W
Let us introduce the cone
W1 =
{
p ∈W | P(p)= 0}
and denote by P1 the corresponding set in the projective space P= P.
Theorem 8.1. The conformal group G acts transitively on the set P \ P1.
An other version of the theorem is the fact that W is a prehomogeneous vector space
under the (linear) action of G×C∗.
A point [p] in P(W) will be called generic if P(p) = 0.
The proof of the theorem is given through all this section, together with another
description of the orbit, inspired by Segre’s results (see [5]).
Lemma 8.2. Any G-orbit in P contains an element [p], where p is of the special form
p = (1,0, x, ξ), x ∈V, ξ ∈C.
Proof. First observe that any G-orbit contains an element [p], where p = (η, y, x, ξ) with
η = 0. Otherwise the vector space in W generated by the orbit would be contained in the
hyperplane η = 0 and invariant by G. This is impossible, as the representation of G in W
is irreducible. So we may assume as well that η= 1. Now the polynomial π(ty)p is of the
prescribed form (use (18)). ✷
Lemma 8.3. Let p = (1,0, x, ξ). Then
[p] ∈ P1 ⇐⇒ detx + 14ξ
2 = 0.
Formula (22) shows that for any a, b ∈V such that a " b, then the projective line which
passes through [da] and [db] (usually called the chord through the pivots [da] and [db])
contains only generic points ofW (except of course [da] and [db]).
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through the point. Moreover the pivots of the chord are transverse points.
Proof. Let us first prove the existence of such a chord. Without loosing any generality, we
may assume that the generic point is [p], where p = (1,0, x, ξ) with
P(p)=
(
detx + 1
4
ξ2
)
= 0. (23)
Lemma 8.5. Let p = (1,0, x, ξ), satisfying (23).
(a) If detx = 0, it is not possible to write p as λpa +µpb.
(b) If detx = 0, there exists a unique pair {(a,λ), (b,µ)} of elements of V×C∗, such that
p = λda +µdb. Moreover the points [da] and [db] are transverse.
Proof. The condition p = λda +µdb is equivalent to
λ+µ = 1,
λa +µb = 0,
λQ(a)+µQ(b) = x,
λdeta +µdetb = ξ.
From Proposition 7.2, it is clear that for any solution, λ = 0, µ = 0. From the second
equation, we deduce that b = − λ
µ
a. Making the substitution in the third equation and
taking the determinant gives
(deta)2 = µ
3
λ3
detx. (24)
If we are in case (a), this forces deta = 0, and similarly detb = 0. But then ξ = 0, and (23)
gives a contradiction. So we may assume we are in case (b).
The fourth equation becomes after squaring both sides:
λ2
µ4
(µ− λ)2(deta)2 = ξ2. (25)
Comparing (24) and (25), we obtain
ξ2 = (λ−µ)
2
λµ
detx.
Making the substitution (µ− λ)2 = 1− 4λµ gives
λµ
(
ξ2 + 4 detx)= detx.
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a unique pair of complex numbers (λ,µ) determined by the conditions
λ+µ= 1, λµ= detx
ξ2 + 4 detx .
If ξ = 0, then λ = µ, and hence deta = ξµ2
λ
1
λ−µ is explicitly known and different from
0, so that we can find a using the formula a deta =Q(Q(a)). If ξ = 0, then λ = µ= 12 .
But detx = 0, and the third equation becomes Q(a) = x . As x is invertible, it is easy to
see that this equation has exactly two opposite solutions, say a,−a. Observe then that the
corresponding solutions λda + µd−a = 12 (da + d−a)= λd−a + µda coincide, thus giving
also in this case a unique solution to the problem. The transversality of [da] and [db] is
clear from (22). ✷
When detx = 0 we need to consider “points at infinity”.
Lemma 8.6. Let p = (1,0, x, ξ) satisfying (23).
(a) If detx = 0, then it is not possible to write p as λda +µfb , with detb= 0.
(b) If detx = 0, there exists unique λ ∈ C∗, a ∈ V, b ∈V with detb = 0 and µ ∈ C∗ such
that p = λda +µfb . Moreover, the points [da] and [fb] are transverse.
Proof. The condition p = λda +µfb amounts to
λ = 1,
λa +µQ(b) = 0,
λQ(a)+µb = x,
λdeta +µ = ξ.
From the first and second equation, we deduce that a =−µQ(b), and hence Q(a)= 0 for
any solution.
If we are in case (a), then 0 = detx = µ3 detb = 0, so that there is no solution.
Now assume we are in case (b). Then µ= ξ , and it has to be different from 0 because
of (23). Hence there is a unique solution given by
λ= 1, µ= ξ, b = 1
ξ
x, a =−1
ξ
Q(x).
More explicitly,
da =
(
1,−1Q(x),0,0
)
, fb =
(
0,
1
2Q(x),
1
x,1
)
.ξ ξ ξ
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by translation, Lemma 6.3 shows that [da] and [fb] are transverse. ✷
We are now ready for the proof of Proposition 8.4. By Lemma 8.2, we may assume
that the generic point of P is of the form [p] where p = (1,0, x, ξ). From Lemmas 8.5
and 8.6, there exists a chord through two transverse pivots of Y . So it remains to prove the
uniqueness of the chord. The point [p] cannot lie on a chord of Y through two “points at
infinity”, because then the chord would entirely be contained in [η= 0] and hence cannot
pass through p. So it is enough to look for chords through at most one “point at infinity”
of Y . So assume p = λda+q , with [q] ∈ Y . Let q = (η, c, d, ζ ). From Lemmas 8.5 and 8.6,
we know that there is a unique solution for q , provided we assume that either η or ζ to be
different from 0. Hence it only remains the possibility that q is of the form (0, c, d,0). But
then (20) implies that Q(c)=Q(d)= 0. Now the equality p = λda + q is equivalent to
λ= 1, λa + c= 0, λQ(a)+ d = x, λdeta = ξ.
This forces a =−c, hence Q(a)= 0 and deta = ξ = 0. So x = d and detx = 0. But then
the condition (23) gives a contradiction. ✷
We are now ready for the proof of Theorem 8.1. It is known that the conformal group
G acts transitively on pairs of transverse elements of Y (see [4]). By the preceding result,
we need only to show that if two generic points m and n lie on the same chord through two
transverse points [p], [q] of Y , then there exists an element of G which fixes [p] and [q],
and which maps m to n. There is no loss of generality in assuming that p = d0 = det and
q = f0 = 1. Then the chord corresponds to the 2-space {λdet+µ} in W. Now we use
the action of the dilations τt :v → tv, which fix [det] and [1], and change [λdet+µ] to
[t−3λdet+µ]. One can clearly adjust t ∈C∗ so that its maps m to n. ✷
9. The other orbits of G in P(W)
Let us introduce the closed algebraic set
W2 =
{
p ∈W | P(p)= 0, dP (p) = 0},
and denote by P2 the corresponding projective variety in the projective space P.
Theorem 9.1. The set P1 \ P2 is an orbit under the action of the conformal group G.
The proof will take a large part of this section. We will obtain the result again by giving
another description of the set W1 \W2.
Lemma 9.2. Let p = (1,0, x, ξ). Then
p ∈W2 ⇐⇒ Q(x)= 0, ξ = 0.
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p = (η, y, x, ξ):
∂
∂η
P = −detx − 1
2
η
(〈x, y〉 − ξη),
∂
∂y
P = 2〈Q(x),Q(y, ·)〉− ξ 〈Q(y), ·〉− 1
2
(〈x, y〉 − ξη)〈· , x〉,
∂
∂x
P = 2〈Q(x, ·),Q(y)〉− η〈Q(x), ·〉− 1
2
(〈x, y〉 − ξη)〈· , y〉,
∂
∂ξ
P = −dety − 1
2
η
(〈x, y〉 − ξη).
Specializing this formula at p = (1,0, x, ξ) gives
∂
∂η
P = −detx + ξ
2
2
,
∂
∂y
P = 1
2
ξ〈· , x〉,
∂
∂x
P = −〈Q(x), ·〉,
∂
∂ξ
P = ξ
2
.
Using Lemma 8.3, the statement is now immediate. ✷
Lemma 9.3. The tangent space Tm to Y at any point m ∈ Y is contained in P1.
Proof. As G acts transitively on Y , it suffices to prove the lemma for m0 = [d0]. Near
this point, we can use the parametrization a → [da], and differentiate to see that the
tangent space at m0 is {[λ,b,0,0], λ ∈ C, b ∈ V}. But P(λ,b,0,0) = 0 which is our
statement. ✷
The tangent space at [d0] can be identified (as a vector space) with V. Under this
identification, a tangent line Cb at [d0] is said to be generic if b ∈ V×. If g is an element
in the conformal group which fixes [d0], then its differential viewed as an isomorphism of
V belongs to the structure group of the Jordan algebra V, and hence preservesV×. Clearly
this allows to transport the notion of generic tangent line at any point of Y , and to specify
at each point m ∈ Y the cone T ×m of generic tangent lines at m. For instance, the tangent
space at [da] (a ∈V) can be described as {pλ,a,b, λ ∈C, b ∈V} where
pλ,a,b =
(
λ,λa + b,λQ(a)+ 2Q(a,b), λdeta + 〈Q(a), b〉), (26)
and the generic tangent lines correspond to the condition b ∈V×.
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m∈Y T ×m the union of all generic tangent lines.
Lemma 9.4. Let [q] ∈ T Y . Then [q] belongs to T ×Y if and only if dP(q) = 0.
Proof. As in the previous lemma, it is enough to prove the result for the generic tangent
vectors at [d0] = [det]. At q = (1, b,0,0), the partial derivatives of P are all 0 except
∂P
∂ξ
=−detb. Hence the equivalence of the lemma. ✷
Lemma 9.4 implies that T ×Y ⊂ P1 \ P2. We now prove the opposite inclusion.
Lemma 9.5. Let p = (1,0, x, ξ) such that [p] ∈ P1 \P2. Then there exists a generic tangent
line which passes through [p].
Proof. First let assume detx = 0. As 0 = P(p) = detx + 14ξ2, we also have ξ = 0. We
look for λ ∈ C, a ∈ V and b ∈ V such that p = pλ,a,b. The equation to be satisfied is
equivalent to the system
λ = 1,
λa + b = 0,
λQ(a)+ 2Q(a,b) = x,
λdeta + 〈Q(a), b〉 = ξ.
From the two first equations, we get b=−a. Substituting this in the two last gives
−Q(a)= x, −2 deta = ξ.
Hence there is a unique element a, namely
a =−2
ξ
Q(x)
which satisfies both conditions. As b =−a, clearly b ∈V×. This is the claim of the lemma
in this case. Observe that the point where the tangent touches Y is [tx,ξ ], where
tx,ξ =
(
1,−2
ξ
Q(x),−x,−ξ
2
)
.
Assume now that x0 is such that detx0 = 0, but Q(x0) = 0, and let p0 = (1,0, x0,0).
Then we let x with detx = 0 tend to x0 and choose ξ ∈ C such that detx + 14ξ2 = 0. Set
p = (1,0, x, ξ) and let x tend to x0. In the limit process ξ tends to 0 and [p] tends to [p0].
On the other hand, the contact point of the tangent at Y through [p], namely
tx,ξ =
[(
1,−2Q(x),−x,−ξ
)]
=
[(
−ξ ,Q(x), ξ x, ξ
2)]
ξ 2 2 2 4
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line to Y , which passes through [p0]. The fact that the tangent line is generic is clear from
Lemma 9.4. ✷
Lemma 9.6. Let p = (1, c,0,0), c = 0, be a tangent vector to Y at (1,0,0,0), and assume
there exists a, b ∈V, a = 0 such that p = pλ,a,b. Then detc= 0.
Proof. This is equivalent to
λ = 1,
a + b = c,
Q(a)+ 2Q(a,b) = 0,
deta + 〈Q(a), b〉 = 0.
Let us eliminate b, so b = c− a, hence
−Q(a)+ 2Q(a, c)= 0
and taking the inner product with a gives
−3 deta + 2〈Q(a), c〉= 0.
The fourth equation implies
−2 deta + 〈Q(a), c〉= 0.
This forces deta = 0 and 〈Q(a), c〉 = 0. We also get
−〈Q(a), c〉+ 2〈Q(a, c), c〉= 0
hence 〈Q(c), a)〉 = 0. Now
Q(b)=Q(c− a)=Q(c)− 2Q(a, c)+Q(a)=Q(c)
and
detb= det(c− a)= detc− 〈Q(c), a〉+ 〈c,Q(a)〉− deta = detc.
If detc = 0, then these two equations imply b = c, hence a = 0, which is impossible. This
finishes the proof. ✷
Lemma 9.7. Let p ∈W satisfy P(p) = 0, and assume there are two tangent lines at two
distinct points of Y intersecting at [p]. Then p belongs to W2.
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b ∈ V. From the previous lemma, we see that p is necessary of the form (1, c,0,0) with
detc= 0. Translate p by −c to get the polynomial
(
1,0,−Q(c),0)
but as Q(Q(c)) = (detc) c = 0, this polynomial (hence also p) belongs to W2 (see
Lemma 9.2). ✷
Proposition 9.8. Assume that p ∈W1 \W2. Then there exists a unique generic tangent
line δq such that [p] ∈ δq .
In fact the existence was proved in Lemma 9.4. The uniqueness is a consequence of
Lemma 9.7. ✷
Now we can finish the proof of Theorem 9.1. Let [p1], [p2] two points inW1 \W2, and
let δ1 (respectively δ2) be the unique generic tangent line through [p1] (respectively [p2]).
As G operates transitively on Y , we may assume for the proof that the two tangent lines
touch Y at the same point, say [d0]. The generic tangent vectors at [d0] are identified with
V×. Then the result follows from the fact that the structure group Str(V) acts transitively
on V×. ✷
Theorem 9.9. The set P2 \ Y is a unique orbit under the group G.
Proof. Any element in P2 \ Y is conjugate under G to an element [p], where p =
(1,0, x,0), with Q(x) = 0, but x = 0. The theorem is then a consequence of the next
lemma. ✷
Lemma 9.10. The group Str(V) acts transitively on the set
Ω1 =
{
x ∈V |Q(x)= 0, x = 0}.
Proof. For l ∈ Str(V) and x ∈ V, Q(lx) = χ(l)(l−1)tQ(x). This shows that Str(V)
operates on Ω1. Now let x ∈ Ω1. The explicit expression of the map Q (see (6)) shows
that
x2 − tr(x)x = 0.
A Str(V)-orbit Ω ′1 cannot lie entirely in the hyperplane tr(x) = 0. If this were the case,
then the vector space generated by Ω ′1 would be a proper invariant subspace of V, contrary
to the fact that V is an irreducible space under the action of Str(V). Hence we may assume
that trx = 0, and even, by using a dilation that trx = 1. Hence x2 = x . So x is semi-simple
and moreover an idempotent. Hence there exists a Peirce decomposition of the identity
in orthogonal primitive idempotents e = c1 + c2 + c3, such that x is a sum of some of
the ci,1 i  3. As Q(
∑3
i=1 λici)= λ2λ3c1 + λ1λ3c2 + λ1λ2c3, the condition Q(x)= 0
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V acts transitively on primitive idempotents. So there is a single orbit of Str(V) in Ω1. ✷
Proposition 9.11. Any point m ∈ P2 belongs to an infinite number of chords of Y and to
an infinite number of tangent lines to Y .
Proof. We may assume that m = [p], with p = (1,0, c,0), where c is a primitive
idempotent. There is a Peirce decomposition of e of the form e = c + c2 + c3. For any
λ ∈C∗ set aλ = λc2 + λ−1c3. Then Q(aλ)= c. Now the following identity holds:
1
2
daλ +
1
2
d−aλ = (1,0, c,0)
showing, as λ varies, that there are an infinity of chords of Y through [p]. Now for any
µ ∈C∗ set bµ = µc2 − 1µc3. Then Q(bµ)=−c, and using (26)
p1,bµ,−bµ = (1,0, c,0)
showing, as µ varies, the existence of an infinite number of tangent lines at Y
through [p]. ✷
The orbit picture is now complete. There are four orbits under the action of G, namely
P \P1,P1 \P2,P2 \Y and Y . Their closures are algebraic varieties, P1 defined by a quartic
equation, P2 by cubic equations, and Y is closed, defined by quadratic equations. The
following diagram shows their mutual inclusions:
P
P1
P2
Y.
Acknowledgments
It is a pleasure to thank R. Stanton for conversations which were at the origin of this
work, and my colleagues L. Bérard Bergery and W. Bertram for many discussions during
the time this paper was being written.
128 J.-L. Clerc / Journal of Algebra 264 (2003) 98–128References
[1] W. Bertram, Un théorème de Liouville pour les algèbres de Jordan, Bull. Soc. Math. France 124 (1996)
299–327.
[2] H. Braun, M. Koecher, Jordan-Algebren, Springer-Verlag, Berlin, 1966.
[3] N. Bourbaki, Groupes et algèbres de Lie, Eléments de mathématique, Masson, Paris, 1981.
[4] J.-L. Clerc, B. Øersted, The Maslov index revisited, Transformation Groups 6 (2001) 303–320.
[5] R. Donagi, On the Geometry of Grassmannians, Duke Math. J. 44 (1977) 795–837.
[6] J. Faraut, S. Gindikin, Pseudo-Hermitian symmetric spaces of tube type, in: Progress in Nonlinear Diff.
Equat., Vol. 20, 1996, pp. 123–154.
[7] J. Faraut, A. Korányi, Analysis on Symmetric Cones, Oxford Mathematical Monographs, Clarendon Press,
Oxford, 1994.
[8] H. Freudenthal, Beziehungen der E7 und E8 zur Oktavienebene, Proc. Kon. Akad. Wet. I. 57 (1954) 218–
230, II. 57 (1954) 363–368, III. 58 (1955) 151–157, IV. 58 (1955) 277–285.
[9] B. Gross, N. Wallach, A distinguished family of unitary representations for the exceptional groups of real
rank 4, in: Lie Theory and Geometry, Birkhäuser, 1994, pp. 289–304.
[10] B. Gross, N. Wallach, On quaternionic discrete series representations and their continuations, J. Reine
Angew. Math. 481 (1996) 73–123.
[11] S. Haris, Some irreducible representations of exceptional algebraic groups, Amer. J. Math. 93 (1971) 75–
106.
[12] J. Igusa, A classification of spinors up to dimension 12, Amer. J. Math. 92 (1970) 997–1028.
[13] A. Joseph, The minimal orbit in a simple Lie algebra and its associated maximal ideal, Ann. Scient. Ec.
Norm. Sup. 9 (1976) 1–30.
[14] J.M. Landsberg, L. Manivel, The projective geometry of Freudenthal’s magic square, J. Algebra 239 (2001)
477–512.
[15] I. Muller, Racines orthogonales et orbites d’algèbres de Lie semi-simples graduées, J. Algebra 193 (1997)
41–74.
[16] A.L. Onishchik, E.B. Vinberg, Lie Groups and Lie Algebras III, in: Encyclopaedia of Mathematical
Sciences, Vol. 41, Springer-Verlag, Berlin, 1990.
[17] G. Rohrle, On extraspecial parabolic subgroups, Contemp. Math. 153 (1993) 143–155.
[18] H. Rubenthaler, Espaces préhomogenes de type parabolique, in: Lecture Math. Kyoto Univ., Vol. 14, 1988,
pp. 189–221.
[19] H. Rubenthaler, Les paires duales dans les algèbres de Lie reductives, Astérisque 219 (1994).
[20] M. Sato, T. Kimura, A classification of irreducible prehomogeneous vector spaces and their relative
invariants, Nagoya Math. J. 65 (1977) 1–155.
[21] I. Satake, Algebraic structures of symmetric domains, in: Kanô Memorial Lectures, Vol. 4, Iwanami Shoten
and Princeton University Press, Princeton, 1980.
[22] C. Segre, Sui complessi lineari di piano nello spazio a cinque dimensioni, Ann. Math. Pura ed Appl. 27
(1918) 75.
[23] T.A. Springer, Jordan Algebras and Algebraic Groups, in: Erg. Math., Vol. 75, Springer-Verlag, New York,
1973.
[24] J. Tits, Algèbres alternatives, algèbres de Jordan et algèbres de Lie exceptionnelles. I. Construction, Nederl.
Akad. Wetensch. Proc. Ser. A 69 (1966) 223–237, Indag. Math. 28.
[25] E.B. Vinberg, Classification of homogeneous nilpotent elements of a semi-simple graded Lie algebra, Selecta
Math. Soviet. 6 (1987) 15–35.
[26] J. Wolf, Complex homogeneous contact manifolds and quaternionic symmetric spaces, J. Math. Mech. 14
(1965) 1033–1047.
