Fluctuating hydrodynamics based techniques have been developed in recent years for the simulation of Brownian motion of particles. These "mesoscale" simulation tools are viable approaches for problems where molecular dynamics simulations may be deemed expensive. We have developed a rigid constraint-based formulation where the key idea is to assume that the entire domain is a fluctuating fluid. Rigid motion constraints are then imposed in regions that are occupied by rigid particles. The resulting solution gives the Brownian motion of the particles.
Motivation and background
The mechanics of intracellular processes is known to play an important role in many biological functions. Biological macromolecules inside the cells are typically sub-micron scale and they are in an aqueous environment. Thermal fluctuations are known to play a crucial role in many functional features of biological processes. The scales of these problems are such that molecular dynamic simulations are typically very expensive. Thus, there has been much interest to develop the so-called "mesoscale" methods that, while coarse-grained, retain the key aspects that are important to simulate Brownian (thermally fluctuating) systems.
Brownian Dynamics (BD) approach, which is based on Langevin equation for particle motion, is one of the most widely used methods to simulate Brownian systems. 1 It uses simplified models for the drag on the particles. Stokesian Dynamics (SD) approach is also based on Langevin equations for Brownian particles, but the hydrodynamic interactions are computed without approximations. 2 However, using these techniques to objects of irregular shapes and to cases where the fluid exhibits varying properties is not straightforward.
Mesoscale methods that fully resolve the hydrodynamic drag and interactions between
Brownian particles may be categorized into three types of approaches. First family of approaches, called the Dissipative Particle Dynamics (DPD) methods are primarily based on coarse graining molecular dynamic equations. 3, 4 The second approach is based on Lattice Boltzmann (LB) equations. 5, 6 The third family of approaches use continuum equations based on Navier-Stokes based fluctuating hydrodynamic (NS-FHD) equations. 7 NS-FHD equations are the usual Navier-Stokes equations with additional random stress terms that satisfy the Fluctuation-Dissipation Theorem (FDT). The random stress terms model the thermal fluctuations in the fluid. NS-FHD based methods have been applied to solve fluid equations. 8, 9 It was shown theoretically that the motion of an isolated Brownian particle computed using fluctuating hydrodynamic equations is consistent with the traditional Langevin description in the long time (dissipative) limit. 10, 11 We developed a numerical approach wherein we solved the motion of Brownian particles coupled with NS-FHD equations. [12] [13] [14] Other NS-FHD based simulation methods of Brownian particles have also been reported. [15] [16] [17] In our approach the entire fluid-particle domain is considered to be a fluid governed by NS-FHD equations. It is ensured that the 'fluid' occupying the particle domain moves rigidly by adding a rigidity constraint. 14, [18] [19] [20] A finite volume approach is used. Solution of the coupled system of equations results in the Brownian motion of the particles. 12, 14 The key advantages of such an approach is that it can be easily incorporated in existing computational fluid dynamics (CFD) solvers. Problems with irregular particles can be set up without any fundamental difficulty. The translational and rotational Brownian motions are obtained simultaneously. Both long time scale diffusive behavior and short time scale motion can be solved -a result that will be shown in this work. In fact, fluctuating hydrodynamics approach captures the t -3/2 algebraic tail in the translational velocity autocorrelation and the t -5/2 algebraic tail in the rotational velocity autocorrelation of a sphere. This is consistent with molecular dynamic results. 10 The Langevin equation for particles, used in Brownian dynamics, gives an exponential tail in the velocity autocorrelation function. Thus, fluctuating hydrodynamics based methods are phenomenologically better in comparison for Brownian systems. Our past work focused on dilute systems, spherical particles, and long time diffusive behavior. 14 21 have raised the following relevant issues regarding the use of finitedifference methods to simulate systems with thermal fluctuations:
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1) It is difficult to include thermal fluctuations in the fluid equations in its discretized form.
2) Detailed benchmark comparisons with LB approach 5, 6 are not available.
3) The discretized equations must make sure that mass and momentum are conserved in the domain to machine accuracy, similar to LB methods.
4)
It is proposed that fluctuating hydrodynamics based methods may not use the incompressible limit because it may not be computationally efficient to work in that limit when there are fluctuations. Incompressibility constraint introduces non-local constraints and requires a Poisson solver which is computationally expensive. Unlike this approach, LB methods use explicit schemes with compressible fluid that are easy to parallelize and are computationally efficient.
The goal of this work is to extend the capability of our approach, to present extensive benchmark results, and to consequently address issues, such as those raised above. Below we time scale; time scales are explained in section 2.3) behavior where temporal acceleration (inertia) is not negligible.
It is discussed in section 2.3 that the first problem pertaining to long time scale diffusion can be represented by Stokes equations. Solution to Stokes equations (with fluctuating stresses) leads to one instance of Brownian displacement (i.e., diffusive displacement on long time scales). This is an advantage since long time scale behavior can be directly extracted without having to resolve the small time scale behavior. This temporal decoupling is crucial to enhance the efficiency of mesoscale simulation tools compared to say molecular dynamic approach where simulations proceed with time steps on order of short time scales. This approach will be validated by considering variety of test cases in section 3. In this long time limit, the short time scale dynamics pertaining to compressibility effects such as wave motion are not resolved but the incompressibility assumption is reasonable. This is no different from the incompressibility assumption that is inherent in prior techniques such as Stokesian dynamics. Since, this approach requires solution to Stokes equations, temporal schemes such as implicit or explicit approaches are not relevant -there is no time derivative term in the governing equations. As such, there is no additional advantage in using a compressible fluid based approach instead of an incompressible solver -both require Poisson solvers (Note: A Poisson solver for pressure can be avoided by using compressible fluid only if an explicit scheme is used in the presence of time derivative terms in the governing equations). The cost of having to solve Poisson equation is compensated by the ability to directly obtain long time scale solution compared to methods where short time scale dynamics are resolved.
The second type of problem pertains to simulating short time scale (on the order of viscous or wave time scales) dynamics. Here it is essential to keep the time derivative inertia term in the governing equations (see section 2.3). In this case the velocity autocorrelation is affected at small times by using the incompressibility constraint. This has been shown theoretically. 10 However, it is noted in section 4 that algebraic tails in autocorrelation are still recovered, as predicted theoretically, for both translational and rotational motions. Thus, to
show algebraic tails in autocorrelation and to establish the efficacy of our constraint-based formulation, using an incompressibility solver is sufficient (which we have used also because we have such a solver in our repertoire In this paper the long time dissipative limit is considered first (section 3), which is equivalent to neglecting the inertia terms in the governing equations. Appropriate test cases are presented for the validation. Unsteady simulations are considered in section 4 to test the short time behavior of the velocity autocorrelation function. Conclusions are presented in section 5.
Navier-Stokes based fluctuating hydrodynamic equations
The governing equations for a fluctuating fluid and their discretization are discussed first;
after which the fluid-particle problem is considered.
Differential equations
Let Ω be the computational domain. Assume that the computational domain is periodic in all directions. The formulation can be extended to non-periodic domains. A Newtonian fluid with constant density and viscosity will be considered for simplicity. The temperature is assumed to be uniform. The fluctuating hydrodynamic equations are ( ) ( )
where ρ is the fluid density, µ is the fluid viscosity, u is the fluid velocity, p is the dynamic pressure, and  S is the random stress tensor. 7  S is included in the Navier-Stokes equations to model the fluctuations in the fluid at mesoscopic scales (typically from tens of nanometers to microns).  S has following properties
where denotes averaging over an ensemble, B k is the Boltzmann constant, T is the temperature of the fluid, and indicial notation has been used. The above equations are in accordance with the fluctuation dissipation theorem for an incompressible fluid. 7, 23 The incompressibility assumption is inherent in the earlier work based on BD or SD type simulations.
As discussed in section 1 the same assumptions are made here. For a discussion of the fluctuation equations in the presence of constraints, the reader is referred to prior literature.
24,25
The energy equation is not considered because the temperature is assumed to be uniform.
Öttinger & Grmela 23 have shown that the above equations, in the differential form, are thermodynamically consistent. They show this by formulating the governing equations in the GENERIC (General Equation for Non-Equilibrium Reversible/Irreversible Coupling) form. The extension of the equations to varying viscosity and temperature, compressible or non-Newtonian fluids, is also possible. 23 Governing equations (1)-(3) for fluctuating hydrodynamics assume that there is no body torque acting at a point in the fluid. As such, the viscous stress tensor is symmetric. Consequently, the FDT implies that the random stress tensor  S is symmetric. 23 If  S has, both, a symmetric and an asymmetric part, then it would result in a fluctuating body torque acting at a point in the fluid. In this case the viscous stress tensor will not be symmetric.
This problem is not considered in this work.
Spatial discretization
Governing equations (1)- (3) are stochastic. Spatial and temporal discretization of the governing equations should be done such that the discretized equations satisfy the corresponding FDT. It must be noted that even if the differential equations satisfy the FDT it does not imply that the corresponding discretized equations based on central differencing will necessarily satisfy the FDT for the discrete equations.
Thermodynamic consistency of the discrete equations can be ensured if the equations are discretized such that they are in the GENERIC form. 23, 26 A systematic derivation of twodimensional discrete equations that are in the GENERIC form has been presented for the case of a fluid. 9, 27 A finite volume Lagrangian discretization based on Voronoi tessellation was used.
Prior work 9, 27 implies that simple central differencing does not ensure thermodynamically consistent discretized equations. This can be corrected by adding certain terms to the discrete equations. It was also argued that these additional terms may be neglected under certain condition. This will be discussed further when the discretization of equations (1)- (3) is presented below.
A control (finite) volume discretization based on cubic cells is used. A staggered control volume scheme is preferred; the reason for which will be discussed later. A uniform grid, with discretizations Δx = Δy = Δz = Δh in the x, y and z directions, respectively, is used. The scheme can be extended to non-uniform grids. The x-momentum equation is derived by integrating the x-component of equation (1) over the staggered CV for x-velocity (marked in figure 1 ). The staggered CV for x-velocity has six faces -E, P, ne, se, te and se. The nomenclature is the following -ne indicates the face to the north (n) of location e and so on. The x-velocity u e at the center of the staggered CV is surrounded by six neighboring x-velocities. Similarly, the y-and z-velocity CVs are used to obtain the discrete form of the corresponding momentum equations.
The spatially discretized forms of the stochastic governing equations are obtained by following the derivation of Serrano et al. 27 The continuity equation (2), for a typical main CV,
where u, v and w denote the x, y, and z components of velocity u, respectively. Superscripts denote the main CV faces on which the velocities are defined. The x, y and z momentum equations, at typical staggered CV's, are 
where superscript nb denotes the six neighboring velocities for the respective staggered CV's.
Similarly, superscripts on pressure and ij W d~ denote the faces of the respective staggered CV's.
d( ) denotes differential changes in time dt.
In equations (5a)-(5c), the first terms on the right hand side are due to convection and the terms after that in brace brackets are due to viscous diffusion.
Equations (5a) 
and µ eff in equation (5) is 27 ⎟ ⎠
where C is the heat capacity of the fluid inside a CV.
In equations (5a)-(5c), the source terms are due to the random stresses (or the Wiener processes). Since we consider a periodic computational domain, it can be easily verified that if we add these source terms over all the control volumes for x-velocity then the sum is zero. This implies that there is no net force on the computational domain in the x-direction. Similarly, summations in the y and z directions are also zero. This ensures that the mean force on the computational domain due to the random stresses is zero.
It can be verified that the net torque, due to the random stresses, on each main CV is zero. This is because the random stress is symmetric. It also follows that net torque on the entire computational domain is zero.
Equations (4)- (7) are in the GENERIC form and obey the FDT. 27 A straightforward central difference discretization of equation (1) will not give the extra term k B /2C in equation (7). This is the additional term required to satisfy the FDT for the discrete equations. However, this term is typically a small quantity and is proportional to the inverse of the number of molecules of the fluid in the CV. 27 Hence, if it is neglected we get µ eff = µ. The resulting discrete momentum equations are the same as those obtained by a simple central difference discretization of equation (1) . In this case the FDT is not strictly satisfied but the error is small if k B /2C is small. In this work we will put µ eff = µ.
A control volume is interpreted as a fluid mesoparticle whose motion is, in general, tracked by an equation of the type
, where X CV is the node associated with the CV and u is its velocity. 9, 27 Similarly, the deformation can be tracked by considering the motion of each point on the surface of the CV. This is the Lagrangian tracking of the CV's. When Lagrangian tracking is necessary, the uniform grid as shown in figure (1) can be used only at the initial instant. At all subsequent times the grids should be updated to the new location and shape; for example, Serrano & Español 9 and Serrano et al. 27 constructed CV's based on Voronoi tessellation at each time step. This makes the problem computationally intensive. However, it will be noted below that the Lagrangian tracking of CV's can be ignored for the problems of interest in this work.
Time discrete approximation
In this work two types of problems will be considered. In section 3, the long time dissipative limit is considered, which is equivalent to neglecting the time derivative terms (left hand side of Problems driven only by the random stresses will be considered. A single fluid will be considered at this stage. The numerical solution of fluctuating hydrodynamic equations for fluids will be referred to as Computational Fluctuating Hydrodynamics (CFHD). The simulations in this work will be performed in a fully periodic domain. As an example and for the purposes of presenting the scaling, an implicit time discrete approximation of the governing equations (4)- (6) is given below. The variables are non-dimensionalized by using the following scales
where Δt is the time step and Tµ is the viscous time scale given by The non-dimensionalized governing equations are
where same symbols have been retained for the non-dimensional variables. Equation (9) represents a non-dimensionalized time discrete approximation of equations (4)- (6), with µ eff = µ. As such, the differential symbols for spatial derivatives have been used simply for the convenience of presentation. They should be considered to imply the corresponding central difference discrete operators. W Δ follows from W d in equation (5) and is the increment of the Wiener process over time step Δt. In accordance with the scale of random stresses, W Δ is nondimensionalized by t Δ . The same symbol is retained in equation (9) for W Δ .
Superscripts in equation (9) denote the time at which the variable is computed. It represents an implicit time discrete approximation of equations (4)- (6). Based on the Ito-Taylor expansion, this is called the implicit strong Taylor scheme of order ½. 28 The convergence of time discretized stochastic differential equations is different from that of the deterministic differential equations.
Two types of convergence, namely strong convergence and weak convergence, are relevant in case of stochastic equations. The implicit scheme above has a strong convergence of order ½ and a weak convergence of order 1 with respect to the time step Δt. 28 This is briefly explained below in the interest of clarity and completeness of the presentation.
Consider an exact solution, with respect to time, of the spatially discretized equations (4)- (6) .
Let the mesh size Δh be fixed. Let u(X A , t T ) be the exact solution at location X A at time t T . Let 
where K is some constant and implies absolute value. A weak convergence of order 1 implies
In section (4), where unsteady simulations with particles are considered, an implicit fractional time stepping scheme is used.
The scaling in the Stokes and unsteady simulations will be discussed below based on equation (9) .
Unsteady simulations:
In case of unsteady simulations, the time step Δt is at least of the order of the viscous times scale Tµ , i.e., Δt ~ Tµ. Thus, the time derivative term is at least of the same order as the viscous and random stress terms. Equation (8) implies that the velocity scale 
For water at 300K, equation (12) (12) is easily satisfied for cases of relevance. The convection term is therefore negligible in equation (9) . Similar conclusion is valid for typical problems in the context of Brownian motion. In this work the convection term will be ignored. This conclusion is also in agreement with the remarks of Hauge & Martin-Löf 10 (see page 263 of their paper).
For Δt ~ Tµ, the scale of the displacement of the fluid mesoparticles is
, where CV X Δ is dimensional. Thus, the mean square displacement scales as So far the discussion has focused on the governing equations of the fluid. The equations for the fluid-particle problem are discussed in sections 3.2 and 4.
Stokes' problem with fluctuations
In section 3.1, the approach is tested for a single fluid first and then the fluid-particle problem is considered in section 3.2.
Computational fluctuating hydrodynamics (CFHD): The Stokes limit
A single fluid is considered in a periodic domain of size L×L×L. Governing equations for Stokes' problem are given by equations (1)- (3), except that the inertia terms in equation (1) 
The solution for u k is obtained by solving equation (14):
Equation (15) can be used to verify the numerical results.
The same problem, with a periodic computational domain of size L×L×L, was considered for numerical simulations. The governing equations are given by equation (9) To compare the numerical and analytical results, we considered k ≡ (0, k, 0) and (15) for i = m = 1 (i.e., the x component of u). Equation (15) implies
, where u is the x component of u. Since the numerical results are non-dimensional, we non-dimensionalized this analytical result with the same velocity scale as in equation (8) . The analytical result in non-dimensional form is:
where u is non-dimensional and N = L/Δh are the number of control volumes in each direction.
Equations similar to (16) can also be obtained for the other apparent velocity components.
Two remarks are to be noted. First, in the numerical simulations, the wavenumbers are finite.
Thus, the magnitude of each component of k goes from 0 to N/2, where the largest value is determined by the grid resolution. When k = 0 we have u k = 0 because the net 'momentum' based on the apparent velocity is zero. Therefore, it is useful to compare equation (16) Second, the waves corresponding to different wavenumbers are not resolved exactly due the discretization process. The error is primarily introduced at larger wavenumbers, i.e., on the scale of the grid size. In this work the derivatives are evaluated at locations that are staggered by a half-cell from the nodes at which the variables are defined. This is useful in reducing the error at larger wavenumbers. 31 Thus, the staggered grid approach was preferred in this work compared to the co-located grid approach. To account for this error the following equation should be used instead of equation (16) . (17) k mod is the modified wavenumber corresponding to the wavenumber k. 31 The numerical results
should be compared to equation (17) . (16) and (17) . The numerical data are also shown. It is seen that the numerical data are in excellent agreement with the plot due to equation (17) . The numerical plot (and equation 17) deviates from the plot based on equation (16) at larger wavenumbers. This deviation would be much more pronounced for a collocated grid based solution of the fluid equations. 31 Ideally, a numerical scheme should be such that the data are as close to the plot due to equation (16) as possible. The results based on spectral methods would be identical to those due to equation (16) . However, for fluid-particle problems, to be considered next, it is not straightforward to incorporate the effect of particles within a spectral scheme.
Brownian motion of particles: FIMAT Stokes simulations
Consider a periodic computational domain Ω in which a particle occupies domain P. One particle is considered here only for the simplicity of presentation. In fact, in section 3.2.3, many particle results are reported. The particle can be of any general shape; in this work we will consider either spherical or ellipsoidal particles. The fluid and the particle densities are assumed to be same for simplicity. To solve this problem the entire fluid-particle domain is assumed to be a fluid. The momentum equation for the fluid-particle Stokes' problem is
Equation (18) F is non-zero only in the particle domain and is a direct consequence of the rigidity constraint in the particle domain: 18, 20 [ ] [ ] P on and P, in
where n is a unit outward normal on the particle surface. Equation (19) ensures that the deformation-rate tensor [ ] ( )
. Thus, the 'fluid' in the particle domain is constrained to move rigidly as required. Equation (19) represents three scalar constraint equations at a point in the particle domain. They give rise to a force F in the particle domain similar to the presence of pressure due to the incompressibility constraint. 18 This is the Distributed Lagrange Multiplier (DLM) approach for particulate flows. 18, 32 Solution of equations (18), (19), (2), and (3) gives the apparent velocity field u in the entire domain. These simulations will be called the Fluctuating Immersed MATerial (FIMAT) dynamics Stokes simulations. Central differencing is used to spatially discretize the equations (section 2.2). The solution procedure is given by Sharma & Patankar. 14, 19 The particle translational and angular apparent velocities, U and ω, respectively, can then be computed by
where r is the position vector of a point with respect to the centroid of the particle, p I is the moment of inertia of the particle and M is the mass. As discussed in section 2.3, U and ω should be interpreted as the apparent velocities based on the translational and angular Brownian diffusion of the particles. 14 Results based on FIMAT Stokes simulations for fluid-particle flows will be presented sections 3.2.1-3.2.3.
Single sphere in a periodic domain
A single spherical particle of diameter d was placed at the centre of a cubic periodic domain of size L×L×L. Given d and L, the volume fraction φ of the sphere in the domain is given by based on grid refinement studies in the earlier work 14 ) . Random stresses were generated in the entire domain after which the fluid-particle FIMAT Stokes' problem was solved. It was ensured that the net 'momentum' based on the apparent velocity in the entire domain is zero. One simulation was considered as one realization. Ensemble averaging was done based on several realizations. The simulations were performed by solving non-dimensional equations with scales as given in equation (8) .
It is also noted here that quasi-steady Stokes simulations (where the particle positions are updated after the solution of the Stokes problem), similar to the BD or SD simulations, can be done using our current method without any fundamental difficulty. However, in this work an ensemble average based approach is preferred for the purpose of validation.
In a given realization, the apparent velocities U and ω were computed according to equation (20) . Since the apparent velocity should be interpreted in terms of the long time Brownian displacement, the variance of U is related to the Brownian diffusion D T , which in turn is related to the translational drag coefficient K T as follows
In terms of the non-dimensional variables we get
where superscript * implies non-dimensional variables. The scales are chosen as in equation (8).
Similarly, the rotational drag coefficient K R is given by 
The apparent angular velocity is interpreted in terms of the angular diffusion Δθ, i.e., ω = Δθ/Δt.
Equations (22) and (23) were used to compute the drag coefficients from the numerical simulation at a given volume fraction φ. Figure (5) shows the results for the rotational drag coefficient K R , calculated using equation (23) . These results are compared to the analytical values by Ladd. 37 In all the cases we see that the agreement is good. As the close packing limit is approached the lubrication layer between the spheres is not accurately resolved. Due to the presence of the periodic boundary condition, the velocities of the sphere surfaces on either side of the lubrication layer are in the opposite direction. Thus, there can be a sharp gradient of the fluid velocity that is not accurately resolved due to the smearing of the discretized particle boundaries. This problem is common to most of the current fully resolved simulation (FRS) methods for particulate flows.
Single ellipsoid in a periodic domain
The problem of ellipsoidal particles is considered next. The translational and rotational drag on an ellipsoidal particle is often quantified in terms of effective radii. Let F p be the force on an ellipsoid along one of its principle axes and U be its resultant velocity in that direction (assume that there are no fluctuations). Then the effective radius R te for translational motion with respect to the chosen principle direction is defined by
Similarly, the effective radius for the rotational drag is defined by
where T p is the torque applied on the ellipsoid with respect to the chosen principle direction and ω is the corresponding angular velocity (again assume that there are no fluctuations). In general,
for an ellipsoid, R te and R re are different in the three principle directions.
The effective radii can also be computed based on the FIMAT Stokes simulations of ellipsoids. For the translational case the effective radius R te is given by
where D te is the translational diffusion with respect to one of the principle directions and u is the apparent translational velocity based on the long time Brownian displacement (section 2.3) in that direction. For example, the effective radius with respect to the x direction is obtained if 
where D re is the rotational diffusion respect to one of the principle directions and ω is the corresponding apparent rotational velocity. 33 As discussed in section 3.2.1, the apparent angular velocity is interpreted in terms of the angular diffusion Δθ, i.e., ω = Δθ/Δt. given expressions for R te , for an ellipsoidal particle in an infinite domain. These results are not applicable for the periodic domain. Hence, in this work R te and R re were first computed according to equations (24) and (25) in the computational domain in the opposite direction. The resulting Stokes' problem was solved as described by Sharma & Patankar. 19 The ellipsoidal particle velocity was non-zero and equal to U in the direction of F p . Equation (24) gave the value of R te with respect to the chosen principle direction.
2.
To calculate R re , once again Stokes' problem was considered with no fluctuations in the fluid.
The flow was driven by a torque T, applied on the ellipsoid, with respect to one of the principle directions. This was achieved by imposing equal and opposite forces at two points (also see Sharma & Patankar 19 ), on the ellipsoid, located symmetrically with respect to its centroid. The resulting Stokes' problem was solved and the angular velocity ω with respect to the chosen axis of rotation was calculated. Equation (25) gave the value of R te with respect to the chosen principle direction.
3.
Lastly, a FIMAT Stokes' problem was solved similar to the sphere problem in section 3.2.1.
The apparent translational and angular velocities at each realization were calculated. Ensemble averaging was done based on several realizations and the values of R te and R re were calculated with respect to all the principle directions.
All simulations were done with non-dimensional variables. Table ( Stokes simulations (φ = 0.01676).
Many spheres in a periodic domain
In this section, many spherical particles are considered in a periodic domain. The diffusivity of these spheres is more than that of a single sphere in a periodic domain (section 3.2.1) at the same volume fraction. This is because the individual spheres have the freedom to move relative to each other. Ladd 36 presented results, based on non-Brownian calculations, for self-diffusion D s and collective mobility µ c of spheres in a periodic domain. In this section, FIMAT Stokes simulations will be done to compare these quantities to those by Ladd.
36
The self diffusion D s , calculated from FIMAT Stokes simulations, is given by
where 
where tr denotes a trace of the 3×3 tensor due to U i U j . 
Unsteady FIMAT simulations
In this section unsteady simulations of the fluctuating fluid-particle problem are reported.
These computations will be referred to as the unsteady FIMAT dynamics simulations. In section 2.3, the time discrete approximation of the fluctuating hydrodynamic equations was presented. In this section an implicit fractional time step type scheme for the unsteady FIMAT simulations is presented.
A periodic computational domain Ω is considered in which a particle occupies domain P.
One spherical particle is considered in this work. The fluid and the sphere densities are the same.
The DLM approach for particulate flows is used with a fractional time stepping scheme. 20, 39, 40 The algorithm is given below:
1. Solve the momentum equation: Given u n in Ω, solve the following equation to get û in Ω:
where û is an intermediate velocity and the entire domain is assumed to be a fluid such that the particle domain moves rigidly due to a rigidity constraint (step 3 below). All the variables are scaled according to equation (8) . The equation for pressure is solved first by using an FFT solver (FISHPAK). Using the solution for p n+1 , the first of equation (31) is used to solve for ũ .
3.
Projection on to rigid motion in P: Given ũ in Ω, set ũ = u n+1 in Ω/P(t) and project ũ in P onto rigid velocity to get u n+1 in P. u n+1 in P is calculated as follows: where I is the identity matrix. The rigid motion constraint gives a force 1 + n F in the particle domain.
where the scale for
All the variables are non-dimensional in equations (30) Ensemble averaging of equation (34), which is linear, leads to a deterministic fractional time stepping scheme, which is first order with respect to time. 20 Thus, the discrete stochastic equations have a weak convergence of order 1 (equation 11).
To verify the approach, unsteady calculations were done for a sphere in a periodic box at 
where
, M is the mass of the sphere and the variables are dimensional.
Their governing equations were the same as those used in this work where they solve the linearized (i.e., neglecting the convection term) fluctuating hydrodynamic equations coupled with the equation of motion of a single sphere in an infinite domain. Equation (35) 
Hauge & Martin-Löf 10 showed, based on equations (35) and (36) , that classical Langevin autocorrelation is valid only when the sphere density is much larger than the fluid density. In this work, we considered the sphere density equal to that of the fluid. The numerical results should be compared with equation (35) . periodic domain, is found to be reasonable because the velocity autocorrelations are computed for relatively short times for a low volume fraction. The periodic boundary condition has negligible effect. This is also discussed by Ladd.
5,6
The analytical value of ( ) ( ) (6) and (7) show some fluctuations at later times due to lack of sufficient ensemble in the averaging.
Improving of the accuracy of fractional time stepping schemes is feasible, 8 and will be considered in the future. Two types of problems were considered -Stokes' problem in the long time dissipative limit and the unsteady problem for the short time behavior. Stokes' problem for a single fluid was solved first and the results were compared to the analytical solution. The agreement was found to be good.
Next, the fluid-particle problem in the long time dissipative limit was considered. We considered particles at high concentrations, particles of non-spherical shapes and many particles.
The rotational diffusion of the particles is also considered here. The method was found to give good results for the Brownian motion of the particles. 
