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Time regularity in Gevrey classes of solutions to










(with 1  m  L) in Gevrey classes, and gives a sucient condition for the following assertion
to be valid: if a solution u(t; x) is in C1 class with respect to the time variable t and in the
Gevrey class Efg in the space variable x, then it is in the Gevrey class Efsg also with respect to
the time variable t for a suitable s. In [4] we have discussed this problem in a class of nonlinear
partial dierential equations; in this paper we will discuss the problem in the general case (E).
x 1. Introduction
We denote by t the time variable in Rt, and by x = (x1; : : : ; xn) the space variable
in Rnx . We use the notations: N = f0; 1; 2; : : :g, N = f1; 2; : : :g,  = (1; : : : ; n) 2 Nn,
jj = 1 +   + n, @t = @=@t, @x = (@x1 ; : : : ; @xn) with @xi = @=@xi (i = 1; : : : ; n) and
@x = @
1
x1    @nxn .
For   1 and an open subset V of Rnx we denote by Efg(V ) the set of all functions
f(x) 2 C1(V ) satisfying the following: for any compact subset K of V there are C > 0
and h > 0 such that
max
x2K
j@x f(x)j  Chjjjj!; 8 2 Nn:
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A function in the class Efg(V ) is called a function of the Gevrey class of order .
If  = 1, the class Ef1g(V ) is nothing but the set of all analytic functions on V and
usually it is denoted by A(V ). If 1 < 1 < 2 <1 we have
A(V )  Ef1g(V )  Ef2g(V )  C1(V ):
Thus, functions in the class Ef1g(V ) are closer to analytic functions than those in
Ef2g(V ); in this sense, we can say that functions in Ef1g(V ) are more regular than
those in Ef2g(V ).
For an interval [0; T ] = ft 2 R ; 0  t  Tg we denote by C1([0; T ]; Efg(V )) the
set of all innitely dierentiable functions u(t; x) in t 2 [0; T ] with values in Efg(V )
equipped with the usual locally convex topology (see [2]).
Similarly, for s  1 and   1 we denote by Efs;g([0; T ]V ) the set of all functions
u(t; x) 2 C1([0; T ] V ) satisfying the following: for any compact subset K of V there
are C > 0 and h > 0 such that
max
(t;x)2[0;T ]K
j@kt @x u(t; x)j  Chk+jjk!sjj!; 8(k; ) 2 N Nn:
Obviously, we have
Efs;g([0; T ] V )  C1([0; T ]; Efg(V )):
In the case s =  we write Efg([0; T ] V ) instead of Ef;g([0; T ] V ).
Let 
 be an open subset of Rt Rnx Rdz : the Gevrey class Efs1;;s2g(
) is dened
in the same way. In this case, s1 denotes the Gevrey order in t,  denotes the Gevrey
order in x, and s2 denotes the Gevrey order in z.
In this paper, we will consider the following nonlinear partial dierential equation
(1:1) F

t; x; f@jt @x ugjm;jjL

= 0
where 1  m  L are positive integers, and F (t; x; fzj;gj+jjm) is a suitable function
in a Gevrey class (for the precise assumptions, see x2). And, we will consider the
following problem on Gevrey regularity in time:
Problem 1.1. Let u(t; x) 2 C1([0; T ]; Efg(V )) be a solution of (1.1); can we
have the result u(t; x) 2 Efs;g([0; T ]V ) for a suitable s  1? If this is true, determine
the precise bound of the index s of the time regularity.
In the previous paper [4], we have studied this problem for the equation
t@mt u = F

t; x; f@jt @x ugj<m;jjL

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(with   0 and 1  m  L). The purpose of this paper is to discuss the problem 1.1
for general equation (1.1).
x 2. Formulation and main theorem
Let m 2 N be xed, 0 be a nite subset of f(j; ) 2 N  Nn ; j < mg, and set
 = 0 [ f(m; 0)g and d = #. We denote by z = fzj;g(j;)2 the variable in Rdz . Let

 be an open subset of Rt  Rnx  Rdz , let F (t; x; z) be a C1 function on 
, and let us





= 0 with Du = f@jt @x ug(j;)2:
Let s1  1 and   s2  1 be real numbers, V be an open subset of Rnx , and T > 0.
Our basic assumptions are:
a1) m  1, s1  1 and   s2  1;
a2)  = 0 [ f(m; 0)g and 0 is a nite subset of f(j; ) 2 N Nn ; j < mg,
a3) F (t; x; z) 2 Efs1;;s2g(
),
a4) u(t; x) 2 C1([0; T ]; Efg(V )) is a solution of (2.1) on [0; T ] V ; this includes
the property: (t; x) 2 [0; T ] V =) (t; x;Du(t; x)) 2 
:
Let us dene
Denition 2.1. (1) Let u(t) be a C1-function in a neighborhood of t = t0; we
dene the order of zero of u(t) at t = t0 (which we denote by ordt=t0(u(t))) by the
following:
ordt=t0(u(t)) = minfk 2 N ; u(k)(t0) 6= 0g
(if u(k)(t0) = 0 for all k 2 N we set ordt=t0(u(t)) =1).
(2) Let W be an open subset of Rt  Rnx , and let f(t; x) 2 C1(W ). We dene a
N[f1g-valued function q(t0; x0; f) on W in the following way. Take any (t0; x0) 2W ;
then f(t; x0) is a C1-function in a neighborhood of t = t0 and so we can dene the order
ordt=t0(f(t; x0)) of zero of f(t; x0) at t = t0. We set q(t0; x0; f) = ordt=t0(f(t; x0)).
Under the conditions a1), a2), a3) and a4) we set
kj;(t0; x0) = q(t0; x0; (@F=@zj;)(t; x;Du(t; x)))(2.2)
= ordt=t0((@F=@zj;)(t; x0; (Du)(t; x0)))
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(which is the order of zero of (@F=@zj;)(t; x0; (Du)(t; x0)) at t = t0) and suppose:
(M) For any (t0; x0) 2 [0; T ] V there are  2 N and a neighborhood V0
of x0 2 V which satisfy the following properties:
1) km;0(t0; x) =  for any x 2 V0;
2) kj;0(t0; x)    m+ j for any x 2 V0,
3) kj;(t0; x)    m+ j + 1 for any x 2 V0, if jj > 0.
In the condition (M), the constant  may depends on (t0; x0) and so we may write
 = (t0; x0): this function (t; x) is locally constant with respect to x. Thus, if (M) is
satised, we can take any connected neighborhood of x0 as V0 in the condition (M).
For any xed (t0; x0) 2 [0; T ]  V , by using  = (t0; x0) and a connected neigh-
borhood V0 of x0 we set
kj;(t0; V0) = min
x2V0
kj;(t0; x) (for (j; ) 2 0); and





j + jj  m
minfkj;(t0; V0)   +m  j;m  jg
#
:
Note that these kj;(t0; V0) and s0(t0; V0) depend on (t0; x0) 2 [0; T ]  V and V0, and
that by 2) and 3) we have the conditions: kj;0(t0; V0)    m + j, and kj;(t0; V0) 
  m+ j +1 if jj > 0. We also note that if V1  V0 we have kj;(t0; V1)  kj;(t0; V0)
and so we have s0(t0; V1)  s0(t0; V0).
By using these indices s0(t0; V0) (for (t0; x0) 2 [0; T ]  V and V0) we dene the
index s0  1 by the following:









Lemma 2.2. Under the above situation, for any (t0; x0) 2 [0; T ]  V and any





If K = 1, for any N > 0 we can take a V0 such that kj;(t0; V0) > N and so we have
minfkj;(t0; V0) +m  j;m  jg = m  j for any suciently small V0. If K <1, by
the condition that kj;(t0; V0) is a N-valued function we see that kj;(t0; V0) = K holds
for any suciently small V0. Thus, by the denition of s0(t0; V0) we can conclude that
s0(t0; V0) is independent of V0 if V0 is suciently small. This proves Lemma 2.2.
The following result is the main theorem of this paper.
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Theorem 2.3. Suppose the conditions a1), a2), a3), a4) and (M); then we have
u(t; x) 2 Efs;g([0; T ] V ) for any s  maxfs0; s1; s2g.
x 3. Proof of Theorem 2.3
Take any s  maxfs0; s1; s2g. To prove Theorem 2.3, it is enough to show the
following assertion: for any (t0; x0) 2 [0; T ]  V we can nd a  > 0 and a small
compact neighborhood V1 of x0 such that u(t; x) 2 Efs;g([t0; t0 + ] V1) (or u(t; x) 2
Efs;g([t0   ; t0]  V1)) holds. By changing the variable t  ! t   t0, we have only to
discuss the case t0 = 0.
Take any (0; x0) and x it. Let  = (0; x0) and take a suciently small connected
neighborhood V0 of x0: then by Lemma 2.2 we have s0  s(t0; V0). For simplicity we
set kj; = kj;(0; V0) (for (j; ) 2 0). Take a suciently small T0 > 0, and we have









6= 0 on V0:
Moreover, we have kj;0   m+j, and kj;   m+j+1 if jj > 0. By the condition
s  maxfs0; s1; s2g we have s  maxfs1; s2g and





j + jj  m
minfkj;    +m  j;m  jg
#
:
We will consider the equation only on [0; T0] V0.
Let us reduce our equation (2.1) to an equation discussed in [4]. First, we take an
integer q with
(3:3) q   +m+ 1
and set






then we have '(t; x) 2 Ef1;g(R V0) and w(t; x) 2 C1([0; T0]; Efg(V0)). Since
Du = D'+ ftq j [t@t + q]j@xwg(j;)2
(where []0 = 1 and []p = (   1)    (   p + 1) for p  1), and since u(t; x) is a
solution of (2.1) we have
(3:4) F





which is regarded as an equation with respect to w(t; x). To see the result u(t; x) 2
Efs;g([0; ] V1), it is enough to show the condition: w(t; x) 2 Efs;g([0; ] V1).
Let us do a further reduction. By the formula





we dene the constants cj;i (0  i  j  m): we see that cj;j = 1 holds. Set




H(t; x; z) =
1
tq+ m
 F (t; x;D'(t; x) + Z(t; z));
w = f(t@t)j@xwg(j;)2 and z = (w)(0; x0) 2 Rd:
By the denition we have Zj;(t;w) = tq j [t@t + q]j@xw for any (j; ) 2 , and so
we have D'(t; x) +Z(t;w) = Du(t; x). By the same argument as in [x3, [4]] we have
Lemma 3.1. Under the above situation we have the following results:
(1) Set 
0 = f(t; x; z) 2 Rt V0Rdz ; (t; x;D'(t; x) +Z(t; z)) 2 
g; then we have
(0; x0; z) 2 
0 and H(t; x; z) 2 Efs;;s2g(
0) for s = maxfs1; s2g.
(2) w(t; x) 2 C1([0; T0]; Efg(V0)) is a solution of
(3:5) H(t; x;w) = 0; on [0; T0] V0;
and we have (t; x;w(t; x)) 2 
0 for any (t; x) 2 [0; T0] V0.







6= 0 on V0:
(4) We set





; (j; ) 2 0:
Then we have qj;  1 if jj > 0. Moreover we see that the condition (3.2) implies









Proof. By the condition (M) and (3.3) we have
(@F=@zj;)(t; x;D'(t; x)) =
(
O(t m+j) on V0; if jj = 0;
O(t m+j+1) on V0; if jj > 0
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(where f(t; x) = O(ta) means that f(t; x) = O(ta) uniformly in x (as t  ! +0)). In
particular, in the case (j; ) = (m; 0) we have (@F=@zm;0)(t; x;D'(t; x)) = O(t) and







6= 0 on V0:
Therefore, by (3.4) and Taylor's formula we have













= F (t; x;D'(t; x)) +O(tq+ m) on V0 :
this shows that F (t; x;D'(t; x)) = O(tq+ m) holds on V0. Hence, by the denition of
H(t; x; z) we have
H(t; x; z) =
1
tq+ m





















(where f(t; x; z) = O(ta) means that f(t; x; z) = O(ta) uniformly in (x; z) (as t  ! +0)):
this proves that H(t; x; z) is well-dened as a C1 function on 
0. By Proposition 5.1
(in Appendix) we have the condition: H(t; x; z) 2 Efs;;s2g(
0) with s = maxfs1; s2g.
This proves (1).










holds, by (3.1) we have the result (3). Since
@H
@zj;












we have the result (4).
Now, let us apply the implicit function theorem [Theorem 5.2 (with 1 =  and
2 = s2) in Appendix] to the functional equation
(3:9) H(t; x; z) = 0 in a neighborhood of (0; x0; z):
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We write z = (z0; zm;0) and z = (z
0; zm;0). Since
H(0; x0; z) = 0 and (@H=@zm;0)(0; x0; z) 6= 0
hold, we can nd an open neighborhood 
1 of (0; x0; z0) 2 RtV0Rd 1 and a function
G(t; x; z0) on 
1 which satisfy the following properties:
1) G(t; x; z0) 2 Efs;;s2g(
1);
2) zm;0 = G(0; x0; z
0);
3) the functional relation (3.9) is equivalent to zm;0 = G(t; x; z0);
4) if we take  > 0 and an open neighborhood V1( V0) of x0 suciently small,
we have (t; x;w(t; x)) 2 
1 for any (t; x) 2 [0; ]  V1 and the function w(t; x) 2
C1([0; ]; Efg(V1)) is a solution of the equation




with w = f(t@t)j@wg(j;)20 :
Moreover, we have






; (j; ) 2 0:
Then we have qj;(G)  1 if jj > 0, and that the condition (3.2) implies









We denote by s0(G) the right-hand side of (3.11).
Proof. By the implicit function theorem we have
@G
@zj;













; 8x 2 V1
and by the condition V1  V0 we have qj;(G)  qj; for any (j; ) 2 0, where qj;
((j; ) 2 0) are the ones in (3.7). Thus, by (3.8) we have (3.11).
Thus, we have seen that w(t; x) is a solution of (3.10). Since (3.10) is just an
equation discussed in [4], by [Theorems 5.0.1 and 6.1 in [4]] we have the following result
which proves Theorem 2.3.
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Theorem 3.3. Under the above situation, we have w(t; x) 2 Efs;g([0; ]  V1)
for any s  maxfs0(G); sg with s = maxfs1; s2g.
x 4. Application
In this section, we will consider the equation (2.1) under the assumption
(4:1) F (t; x; z) 2 Efg(
)
for some   1, and we will consider the following problem:
Problem 4.1. Let u(t; x) 2 C1([0; T ]; Efg(V )) be a solution of (2.1); can we
have the result u(t; x) 2 Efg([0; T ] V )?
By using Theorem 2.3, let us give a sucient condition for this problem to be
armative. We see: by Theorem 2.3 (with s1 = s2 = ) we have the result u(t; x) 2
Efg([0; T ]V ) if the condition   s0 holds, that is, if for any (t0; x0) 2 [0; T ]V and
a suciently small neighborhood V0 of x0 we have





j + jj  m
minfkj;(t0; V0)   +m  j;m  jg
#
which is equivalent to
m  j  minfkj;(t0; V0)   +m  j;m  jg(4.3)
 (jj  minfkj;(t0; V0)   +m  j;m  jg)
for any (j; ) 2 0 with jj > 0:
If j + jj > m holds for some (j; ) 2 0, we have
1 +
j + jj  m
minfkj;(t0; V0)   +m  j;m  jg  1 +
j + jj  m
m  j =
jj
m  j > :
This shows that if 0 6 f(j; ) 2 N  Nn ; j + jj  mg the condition (4.2) is not
satised.
Let us consider the case:
(4:4) 0  f(j; ) 2 N Nn ; j + jj  mg:
If jj  minfkj;(t0; V0)    + m   j;m   jg holds, the condition (4.3) is clear from
the fact that the right-hand side is nonpositive and the left-hand side is nonnegative. If
jj > minfkj;(t0; V0)   +m  j;m  jg holds, by the condition jj  m  j we have
m  j  jj >minfkj;(t0; V0)   +m  j;m  jg
= kj;(t0; V0)   +m  j
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and so the inequality (4.3) is equivalent to
  m  j   (kj;(t0; V0)   +m  j)jj   (kj;(t0; V0)   +m  j) = 1 +
m  j   jj
jj   (kj;(t0; V0)   +m  j)
Therefore, if we set  = f(j; ) 2 0 ; kj;(t0; V0)    + m   j < jjg, our condition
(4.2) is equivalent to





m  j   jj
jj   (kj;(t0; V0)   +m  j)
#
:
Thus, summinig up we have the following result. Set
(t0; V0) = f(j; ) ; kj;(t0; V0)   +m  j < jjg;(4.6)





m  j   jj
jj   (kj;(t0; V0)   +m  j)
#
(4.7)
where  = (t0; x0). We have:
Theorem 4.2. Let   1. Suppose the conditions (4.1), (4.4), a4), (M), and








then we have u(t; x) 2 Efg([0; T ] V ).
x 5. Appendix
In x3, we have used two results: one is a result on the composition of Gevrey
functions, and the other is the implicit function theorem in Gevrey classes. We present
here precise formulations and their proofs.
First, let us show a result on the composition of Gevrey functions. We write t 2 Rt,
x = (x1; : : : ; xn) 2 Rnx and z = (z1; : : : ; zd) 2 Rdz . We have
Proposition 5.1. Let s  1, s1  1, s2  1,   1, let 
 and W be open subsets
of Rt  Rnx  Rdz. If the conditions
1) F (t; x; z) 2 Efs1;;s2g(
),
2) ui(t; x; z) 2 Efs;;s2g(W ) (i = 1; : : : ; d),
3) W 3 (t; x; z) =) (t; x; u(t; x; z)) 2 
, where u = (u1; : : : ; ud),
4)   s2 and s  maxfs1; s2g
hold, we have F (t; x; u(t; x; z)) 2 Efs;;s2g(W ).
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Proof. Take any compact subset Z of W ; then the image L of Z by the mapping
(t; x; z)  ! (t; x; u(t; x; z)) is also a compact subset of 
. We take constants Ap;q;  0
and Bi;k;;  0 so that
 max
(t;x;z)2L





u(k;;)i (t; x; z)
k!!!
  Bi;k;;(k   1)!s 1jj! 1jj!s2 1; if k  1;
 max
(t;x;z)2Z
u(0;;)i (t; x; z)
!!
  Bi;0;;(jj   1)! 1jj!s2 1; if jj  1;
 max
(t;x;z)2Z
u(0;0;)i (t; x; z)
!
  Bi;0;0;(jj   1)!s2 1; if jj  1;
where p 2 N, q 2 Nn,  2 Nd, k 2 N,  2 Nn, and  2 Nd. We set also









kxz ; i = 1; : : : ; d:
Then, G(t; x; z) = G(t; x; z1; : : : ; zd) and wi(t; x; z) (i = 1; : : : ; d) are convergent in a
neighborhoof of (t; x; z) = (0; 0; 0), and so the function


















(with  = (1; : : : ; d)) is also convergent in a neighborhood of (t; x; z) = (0; 0; 0). If we
set





































Since H(t; x; z) is a holomorphic function in a neighborhood of (t; x; z) = (0; 0; 0), by
Cauchy's inequality we have Cm;;  Mm+jj+jj (m + jj + jj = 0; 1; 2; : : :) for
some M > 0 and  > 0. Therefore, to see the condition h(t; x; z) = F (t; x; u(t; x; z)) 2
Efs;;s2g(Z) it is sucient to prove the following inequalities:
1
m!s 1jj! 1jj!s2 1 max(t;x;z)2Z
 1m!!!h(m;;)(t; x; z)
(5.2)
 3(m+jj+jj)(s2 1)Cm;; for any m+ jj+ jj  1:




























Thereofre, by using estimates (1=p!q!!)jF (p;q;)j  Ap;q;p!s1 1jqj! 1jj!s2 1 on L and
(1=k!!!)ju(k;;)i j  Bi;k;;(k  1)!s 1(jj  2)! 1(jj  3)s2 1 (where (1; 2; 3) =
(1; 0; 0) if k  1, (1; 2; 3) = (0; 1; 0) if k = 0 and jj  1, and (1; 2; 3) = (0; 0; 1) if
























 (ji(j)j   2)! 1(ji(j)j   3)!s2 1
























where j()j =Pdi=1Pij=1 ji(j)j, j()j =Pdi=1Pij=1 ji(j)j, n1 = #f(i; j) ; ki(j) 
1g, n2 = #f(i; j) ; ki(j) = 0; ji(j)j  1g, and n3 = #f(i; j) ; ki(j) = 0; i(j) =
0; ji(j)j  1g. Since n1 + n2 + n3 = jj, s  s2 and   s2 hold, we have

















 3jj(s2 1)  3(m+jj+jj)(s2 1):

























on Z. This proves (5.2).
Some versions of the implicit function theorem in ultra-dierentiable classes are
given in Komatsu [3] and Yamanaka [5]. For the self-containedness, we will give here
an implicit function theorem which is used in x3.
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As before, we write t 2 Rt, x = (x1; : : : ; xn) 2 Rnx , z = (z1; : : : ; zd) 2 Rdz and
w 2 Rw. Let 
 be an open neighborhood of (0; 0; 0; 0) 2 Rt  Rnx  Rdz  Rw, let
F (t; x; z; w) be a C1-function on 
, let s1  1, s2  1, 1  1 and 2  1, and
suppose: i  s2 for i = 1; 2. We have
Theorem 5.2. Suppose the following conditions: F (t; x; z; w) 2 Efs1;1;2;s2g(
),
F (0; 0; 0; 0) = 0 and (@F=@w)(0; 0; 0; 0) 6= 0. Then, there are an open neighborhood W
of (0; 0; 0) 2 RtRnxRdz and a function (t; x; z) 2 C1(W ) which satisfy (0; 0; 0) = 0
and the following properties:
W 3 (t; x; z) =) (t; x; z; (t; x; z)) 2 
;(5.4)
F (t; x; z; (t; x; z)) = 0 on W:(5.5)
Moreover, we have (t; x; z) 2 Efs;1;2g(W ) for any s  maxfs1; s2g.
Proof. The former half of the result is nothing but the result of the implicit func-
tion theorem in the C1 class, and so we know that there are an open neighborhood W
of (0; 0; 0) 2 RtRnxRdz and a function (t; x; z) 2 C1(W ) which satisfy (0; 0; 0) = 0,
(5.4) and (5.5).
Let us show that (t; x; z) 2 Efs;1;2g(W ) holds for any s  maxfs1; s2g. Since
the problem is set in a local sense, without loss of generality we may suppose that
(@F=@w)(t; x; z; w) 6= 0 holds on 
. Then, by (5.5) we have the equality
t(t; x; z) =   Ft(t; x; z; )
Fw(t; x; z; )
;
xi(t; x; z) =  
Fxi(t; x; z; )
Fw(t; x; z; )
; i = 1; : : : ; n;
zj (t; x; z) =  
Fzj (t; x; z; )
Fw(t; x; z; )
; j = 1; : : : ; d;
where t = @=@t, Ft = @F=@t, xi = @=@xi, Fxi = @F=@xi and so on. Therefore, if
we setG(t; x; z) =  (Ft=Fw)(t; x; z; w), Hi(t; x; z) =  (Fxi=Fw)(t; x; z; w) (i = 1; : : : ; n)
and Kj(t; x; z; w) =  (Fzj=Fw)(t; x; z; w) (j = 1; : : : ; d) we have the system of equations
(5:6)
8><>:
t = G(t; x; z; );
xi = Hi(t; x; z; ); i = 1; : : : ; n;
zj = Kj(t; x; ); j = 1; : : : ; d:
Since Fw(t; x; z; w) 6= 0 on 
, by the condition F (t; x; z; w) 2 Efs1;1;2;s2g(
) we have
G(t; x; z; w) 2 Efs1;1;2;s2g(
);
Hi(t; x; z; w) 2 Efs1;1;2;s2g(
); i = 1; : : : ; n;(5.7)
Kj(t; x; z; w) 2 Efs1;1;2;s2g(
); j = 1; : : : ; d:
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Thus, to complete the proof of Theorem 5.2 it is enough to show
Proposition 5.3. Let s1  1, s2  1, 1  1 and 2  1. Suppose the condi-
tions (5.7) and i  s2 for i = 1; 2. If (t; x; z) 2 C1(W ) is a solution of (5.6), we
have (t; x; z) 2 Efs;1;2g(W ) for any s  maxfs1; s2g.
Proof of Proposition 5.3. Let Z be a compact subset ofW , and let L be the image
of Z by the mapping: (t; x; z)  ! (t; x; z; (t; x; z)) 2 
. We take Ap;q1;q2;k  0 (p 2 N,
q1 2 Nn, q2 2 Nd and k 2 N), B(i)q1;q2;k  0 (i = 1; : : : ; n, q1 2 Nn, q2 2 Nd and k 2 N)
and C(j)q2;k  0 (j = 1; : : : ; d, q2 2 Nd and k 2 N) so that
 max
(t;x;z;w)2L










K(0;0;q2;k)j (t; x; z; w)
q2!k!
  C(j)q2;kjq2j!2 1k!s2 1:

























Since this is an analytic functional equation, by the implicit function theorem in holo-
morphic category we see that (5.8) has a unique holomorphic solution Y (t; x; z) in a
neighborhood of (0; 0; 0) 2 Cnt  Cnx  Cdz satisfying Y (0; 0; 0) = 0. Let





be the Taylor expansion of Y (t; x; z). We see that the coecients Ym;1;2 (m+ j1j+
j2j  1) are determined by the following recurrent formulas:
Y1;0;0 = A0;0;0;0; Y0;ei;0 = B
(i)
0;0;0 (i = 1; : : : ; n); Y0;0;j = C
(j)
0;0 (j = 1; : : : ; d)
(where e1 = (1; 0; : : : ; 0); : : : ; en = (0; : : : ; 0; 1) 2 Nn and 1 = (1; 0; : : : ; 0); : : : ; d =
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where jj = (1) +   + (k), s(1) =
Pk




l=1 2(l). We have















  Y0;0;2(j2j   1)!2 1; if j2j  1:
Proof of Lemma 5.4. We will prove this by induction on M = m+ j1j+ j2j. By
(5.6) we have jtj = jG(t; x; z; )j  A0;0;0;0 = Y1;0;0, jxi j = jHi(t; x; z; )j  B(i)0;0;0 =
Y0;ei;0 (i = 1; : : : ; n) and jzj j = jKj(t; x; z; )j  C(j)0;0 = Y0;0;j (j = 1; : : : ; d). This
proves the case M = 1.


















































Y(l);1(l);2(l)((l)  0)!s 1(j1(l)j   1)!1 1(j2(l)j   2)!2 1
where (0; 1; 2) = (1; 0; 0) if (l)  1, (0; 1; 2) = (0; 1; 0) if (l) = 0 and j1(l)j  1,
and (0; 1; 2) = (0; 0; 1) if (l) = 0, 1(l) = 0 and j2(l)j  1. If we set n0 =
#fl ; (l)  1g, n1 = #fl ; (l) = 0; j1(l)j  1g and n2 = #fl ; (l) = 0; 1(l) =
0; j2(l)j  1g, then we have n0 + n1 + n2 = k and
k!s2 1  (3kn0!n1!n2!)s2 1  3k(s2 1)n0!s 1n1!1 1n2!2 1:































 (m  1)!s 1j1j!1 1j2j!2 1  Ym;1;2 :
This proves (1).
By using xi = Hi(t; x; z; ) (i = 1; : : : ; n) and zj = Kj(t; x; z; ) (j = 1; : : : ; d),
we can prove (2) and (3) in the same way.
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Completion of the proof of Proposition 5.3. Since Y (t; x; z) is a holomorphic func-
tion in a neighborhood of (0; 0; 0) 2 Ct  Cnx  Cdz , by Cauchy's inequality we can take
C > 0 and h > 0 so that
Ym;1;2  Chm+j1j+j2j
holds for all m 2 N, 1 2 Nn and 2 2 Nd. By combining this with Lemma 5.4 we have
the result: (t; x; z) 2 Efs;1;2g(Z). This proves Proposition 5.3.
This completes the proof of Theorem 5.2.
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