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Povzetek
Vmagistrskem delu preučujemo izgubno stiskanje slik z uporabo variacijskega avtokodirnika.
Implementirali smo njegovo povratno različico, imenovano konvolucijski DRAW, ki v vlogi
kodirnika in dekodirnika uporablja nevronsko mrežo LSTM. Za implementacijo smo uporabili
jezik Python in knjižnico PyTorch. Delovanje algoritma smo testirali na podatkovni zbirki
CIFAR-10 ter rezultate primerjali z metodo JPEG. Ugotovili smo, da so rezultati primerljivi v
smislu kakovosti rekonstrukcije.
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Abstract
In this thesis we study lossy image compression using variational autoencoder. We imple-
mented its recurrent variant called convolutional DRAW, which uses a LSTM neural network
in the role of the encoder and the decoder. The implementation was done in Python using
the PyTorch library. The performance was tested the CIFAR-10 dataset and the results com-
pared to the JPEG compression method. We determined that the results are comparable in
reconstruction quality.
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1 UVOD
Dandanes se vedno več slik hrani v oblaku, kjer na strežnikih zasedajo po več petabajtov, za-
to so potrebe po izboljšavi algoritmov stiskanja slik vse večje. Obstoječi algoritmi večinoma
temeljijo na ročno zasnovanih transformacijah. Stanje je podobno kot na področju računalni-
škega vida pred desetimi leti, kjer se je učinkovitost algoritmov močno izboljšala z uporabo
nevronskih mrež. Podobno lahko pričakujemo tudi za področje stiskanja slik, saj se že poja-
vljajo metode na podlagi nevronskih mrež, ki dosegajo zmogljivost klasičnih algoritmov.
Metode za stiskanje slik z nevronskimi mrežami lahko razdelimo v tri skupine:
• kodiranje z napovedovanjem,
• kodiranje s transformacijo,
• vektorska kvantizacija.
Metode za kodiranje z napovedovanjem izkoriščajo visoko korelacijo med sosednjimi sli-
kovnimi elementi. Za napovedovanje se uporablja nevronska mreža, ki na podlagi prejšnjih
vzorcev poskuša napovedati trenutnega. Ta pristop je nelinearna izboljšava avtoregresijskih
modelov [1].
Metode kodiranja s transformacijo iz slike tvorijo množico koeficientov. Izbrano podmnožico
teh pred hrambo kvantiziramo. Cilj je izbira transformacije, pri kateri je mogoče iz podmno-
žice koeficientov rekonstruirati sliko z najmanj popačitve. Pri tem pristopu se uporabljajo ne-
vronske mreže, ki izvajajo linearno analizo glavnih komponent (angl. principal component
analysis, PCA) in avtokodirniki, ki izvajajo njeno nelinearno razširitev [1].
Pri vektorski kvantizaciji sliko razdelimo v bloke in iz njih tvorimo vektorje. Z uporabo gručenja
te razdelimo v skupine glede na metriko razdalje. Vsako skupino predstavimo s centralno
točko. Sliko stisnemo tako, da vektorje kodiramo z indeksom centralne točke. Za določitev
centralnih točk se uporabljajo samo-organizirajoče mreže [1].
Večina teh metod je bila razvitih že v devetdesetih, vendar pa so z razvojem variacijskega
avtokodirnika (angl. variational autoencoder, VAE) metode kodiranja s transformacijo v za-
dnjih letih doživele preporod. Metode na podlagi VAE se razlikujejo glede na to, kako rešu-
jejo problem motnosti rezultatov, t.j. zamegljenosti rekonstruiranih slik [2]. Gregor in ostali
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[3] so problem rešili z arhitekturo na podlagi konvolucijske mreže z dolgim kratkotrajnim spo-
minom (angl. long short-term memory, LSTM). Druga rešitev je uporaba bogatejše družine
porazdelitev za približek posteriorja. Ta pristop so uporabili Kingma in ostali [4], ki so upo-
rabili tip normalizirajočega toka. Gulrajani in ostali [5] so uporabili pristop, ki je kombinacija
VAE in avtoregresijske nevronske arhitekture PixelCNN. Metoda deluje tako, da v dekodir-
niku izhod VAE pošljejo skozi nekaj avtoregresijskih plasti. Chen in ostali [6] so uporabili
pristop, ki je kombinacija prejšnjih dveh. VAE soroden pristop je tudi delo Balle in ostalih [7],
kjer so nevronsko mrežo učili z uporabo metrike, ki išče ravnovesje med bitno hitrostjo in
popačitvijo rekonstrukcije. Enačbe te metode je mogoče prevesti na enačbe VAE. Podoben
pristop so uporabili tudi Theis in ostali [8], le da so namesto šuma na vmesni plasti uporabili
transformacijo zaokroževanja, katere odvode so izračunali, kot da je identiteta.
V magisterskem delu preučimo in implementiramo eno izmed najnovejših metod izgubnega
stiskanja slik s pomočjo variacijskega avtokodirnika. V drugem poglavju najprej opišemo te-
oretično ozadje, kjer predstavimo vse uporabljene komponente kodirnega postopka. Sledita
poglavje z opisom postopka stiskanja slik z VAE in poglavje s podrobnostmi implementacije.
V predzadnjem poglavju predstavimo in analiziramo rezultate stiskanja slik, delo pa zaključi-
mo s sklepom, v katerem povzamemo ključne ugotovitve.
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2 TEORETIČNO OZADJE
Implementirana metoda stiskanja temelji na VAE. V tem poglavju bomo najprej opisali kon-
cepte nevronskih mrež, avtokodirnikov, verjetnosti in grafičnih modelov, ki predstavljajo pod-
lago za razumevanje VAE. Sledi opis VAE in stiskanje na podlagi kodiranja vrnjeni biti. Mo-
tnost rezultatov smo rešili po zgledu Gregor in ostalih [3] z uporabo rekurzivne arhitekture
imenovane konvolucijski DRAW. V tem poglavju bomo opisali njeno glavno komponento
konvolucijsko LSTM.
2.1 Nevronske mreže
Nevronske mreže so računski modeli sestavljeni iz množice nevronov, ki posnemajo delo-
vanje biološkega živčnega sistema. Vsak nevron sprejme vhod 𝐱 in vrne izhod 𝐲 na podlagi
uteži 𝐰, prostega člena 𝐛 in aktivacijske funkcije 𝑔 po enačbi:
𝐲 = 𝑔(𝐰 ⋅ 𝐱 + 𝐛) (2.1)
Pogoste izbire za aktivacijsko funkcijo so logistična funkcija oz. sigmoida, hiperbolični tan-
gens in razne oblike ReLU. Najpogosteje uporabljena oblika nevronske mreže je večplastne
mreža z veriženjem naprej ali večplastni perceptron, ki ga lahko predstavimo, kot usmerjen
graf nevronov, kjer so ti organizirani v plasti. Prvo plast imenujemo vhodna plast, zadnjo iz-
hodna, vse vmesne plasti pa imenujemo skrite plasti, kot lahko vidimo na sliki 2.1.
x1
x2
x3
x4
y1
y2
vhodna skrita izhodna
Slika 2.1 Struktura večplastne nevronske mreže.
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Nevronske mreže uporabljamo za izračun približka želene funkcije 𝑓 ∗. Nevronsko mrežo
lahko interpretiramo, kot preslikavo 𝐲 = 𝑓 (𝐱, 𝜽), kjer optimiziramo parametre 𝜽 (uteži in proste
člene vseh nevronov v mreži), tako da se 𝑓 čim bolje prilega 𝑓 ∗. Učenje poteka na nadzorovan
način, torej imamo učno množico sestavljeno iz parov vhoda in želenega izhoda 𝐲∗, ki jih
uporabimo za optimizacijo naslednje cenilne funkcije:
ℒ(𝐲∗, 𝑓 (𝐱)), (2.2)
kjer je ℒ napaka rekonstrukcije, ki kaznuje odstopanje 𝑓 (𝐱) od 𝐲∗. Primer takšne funkcije je
povprečje kvadratov napake (mean squared error, MSE) [2]. Optimizacija poteka z upora-
bo gradientnega spusta, pri katerem odvode izračunamo na podlagi vzratnega razširjanja
napake od izhodne plasti proti vhodni plasti.
Nevronske mreže, ki jih uporabljamo za klasifikacijo, so diskriminativni modeli, saj modelira-
jo pogojno verjetnostno porazdelitvijo 𝑝(𝐲|𝐱). Nasprotje tega so generativni modeli, ki mode-
lirajo skupno verjetnostno porazdelitev 𝑝(𝐱, 𝐲) in jih lahko uporabimo za generiranje novih
vzorcev z vzorčenjem iz te porazdelitve. Variacijski avtokodirnik je primer generativnega mo-
dela nevronske mreže.
2.2 Avtokodirnik
Avtokodirnik je tip nevronske mreže, ki jo naučimo na izhodu rekonstruirati kopijo vhoda, z
namenom, da se nauči skrite predstavitve podatkov. Učimo jo na nenadzorovan način, kar
pomeni, da ne potrebujemo označenih učnih vzorcev. Arhitektura avtokodirnika je prikaza-
na na sliki 2.2 in vsebuje vhodno plast, eno ali več skritih plasti ter izhodno plast. Na sredini
ima skrito plast 𝐳, ki predstavlja skrito predstavitev ali kodo. Na mrežo lahko gledamo, kot
da je sestavljena iz dveh delov, kodirne funkcije 𝐳 = 𝑓 (𝐱) in odkodirne funkcije, ki proizve-
de rekonstrukcijo ?ˆ? = 𝑔(𝐳). Pri učenju avtokodirnika brez ustreznih omejitev se lahko zgodi,
da se avtokodirnik nauči identitete 𝐱 = 𝑔(𝑓 (𝐱)) oz. neposrednega kopiranja vhoda na izhod.
Ker takšen avtokodirnik ni uporaben, v njegovo arhitekturo ali učenje vpeljemo omejitve, ki
preprečijo preprosto kopiranje. Tem omejitvam rečemo tudi informacijsko ozko grlo. Posle-
dično to model prisili, da se nauči uporabnih lastnosti vzhodnih podatkov [2].
2.2.1 Nepoln avtokodirnik
Najpreprostejši način omejevanja avtokodirnika je, da omejimo 𝐳 tako, da ima manjšo di-
menzijo kot 𝐱. Takemu avtokodirniku rečemo "nepoln". Učenje nepolne predstavitve prisili
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f(x)
x1
x2
x3
x4
g(z)
x1
x2
x3
x4
kodirnik koda odkodirnik
z1
z2
＾
＾
＾
＾
Slika 2.2 Struktura avtokodirnika.
avtokodirnik, da zajame le najpomembnejše lastnosti učnih podatkov. Učenje lahko opiše-
mo kot minimizacijo cenilne funkcije:
ℒ(𝐱, 𝑔(𝑓 (𝐱))) (2.3)
Nepoln avtokodirnik, pri katerem vsi nevroni uporabljajo linearno aktivacijsko funkcijo in smo
ga učili z uporabo MSE, bo izvajal PCA. V primeru, ko uporabljamo nelinearne funkcije, pa
se avtokodirnik nauči nelinearne posplošitve PCA [2].
Če imata kodirnik in odkodirnik preveč skritih plasti, se lahko tudi nepoln avtokodirnik nauči
samo kopiranja. Tudi če imamo samo eno dimenzionalno kodo, se lahko zmogljiv nelinearni
kodirnik nauči transformacije, pri kateri vsak podatek predstavi z njegovo zaporedno številko.
Odkodirnik se potem nauči te indekse preslikati nazaj v učne podatke. Ta primer se sicer
nikoli ne zgodi v praksi, vendar kaže na to, da kodirnik in dekodirnik ne smeta biti pregloboka
[2].
2.2.2 Regularizirani avtokodirnik
Drugi način omejevanja, ki je neodvisen od globine kodirnika in odkodirnika ter dimenzije
kode, je regularizacija. Regulariziran avtokodirnik deluje tudi v "prepolnem" primeru, ko je
dimenzija kode večja kot dimenzija vhoda. Tako lahko izberemo dimenzijo kode in kapaciteto
kodirnika in odkodirnika glede na kompleksnost podatkov [2].
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Regularizirani avtokodirniki uporabljajo cenilno funkcijo, ki da modelu dodatne lastnosti, kot
so redkost predstavitve, majhnost odvoda, odpornost na šum in manjkajoče vhode. Cenilna
funkcija ima obliko:
ℒ(𝐱, 𝑔(𝑓 (𝐱))) + 𝑅, (2.4)
kjer je 𝑅 strošek regularizatorja. V skupino regulariziranih avtokodirnikov spadajo redki (spar-
se) [9], skrčitveni (contractive) [10] in razšumni (denoising) [11] avtokodirniki. Poleg omenje-
nih modelov lahko skoraj vsak generativni model, ki skrito predstavitev izračuna na podlagi
sklepanja, interpretiramo kot obliko avtokodirnika. Eden izmed takih modelov je tudi VAE [2].
2.3 Verjetnost
Dogodke definiramo tako, da predpostavimo, da obstaja prostor možnih izidov, ki ga označi-
mo zΩ. Za primer meta kocke je npr.Ω = {1, 2, 3, 4, 5, 6}. Poleg tega imamo množico dogod-
kov 𝑆, ki je podmnožica Ω, kateri določimo verjetnost. Na primer dogodek {6} predstavlja
met šestice, {1, 3, 5} predstavlja dogodek, kjer je bila vržena liha vrednost. Verjetnostna po-
razdelitev 𝑃 je preslikava dogodkov iz 𝑆 v realne vrednosti, ki zadovolji aksiome verjetnosti
[12]:
𝑃(𝛼) ≥ 0,∀𝛼 ∈ 𝑆
𝑃(Ω) = 1
Če 𝛼, 𝛽 ∈ 𝑆 in 𝛼 ∩ 𝛽 = ∅, potem 𝑃(𝛼 ∪ 𝛽) = 𝑃(𝛼) + 𝑃(𝛽)
(2.5)
Verjetnosti 𝑃(𝛼 ∩ 𝛽) rečemo skupna verjetnost, to je verjetnost, da se oba dogodka zgodita
hkrati. Definiramo lahko pogojno verjetnost dogodka 𝛼 pri danem dogodku 𝛽:
𝑃(𝛼|𝛽) =
𝑃(𝛼 ∩ 𝛽)
𝑃(𝛽)
, 𝑃(𝛽) > 0 (2.6)
𝑃(𝛼|𝛽) je verjetnost dogodka 𝛼, potem kot je bil opažen dogodek 𝛽. Na podlagi tega lahko
definiramo verižno pravilo (2.7) in Bayesov izrek (2.8):
𝑃(𝛼 ∩ 𝛽) = 𝑃(𝛼|𝛽)𝑃(𝛽) (2.7)
𝑃(𝛽|𝛼) =
𝑃(𝛼|𝛽)𝑃(𝛽)
𝑃(𝛼)
(2.8)
V Bayesovem izreku porazdelitvi 𝑃(𝛽) rečemo apriorna, porazdelitvi 𝑃(𝛽|𝛼) pa posteriorna.
Iz skupne verjetnosti 𝑃(𝛼 ∩ 𝛽), lahko pridemo do 𝑃(𝛼) ali 𝑃(𝛽) z uporabo marginalizacije
(posledično 𝑃(𝛼) in 𝑃(𝛽) rečemo marginalna verjetnost):
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𝑃(𝛼) =∑
𝛽
𝑃(𝛼 ∩ 𝛽) (2.9)
Dva dogodka 𝛼 in 𝛽 sta neodvisna, ko je 𝑃(𝛼|𝛽) = 𝑃(𝛼), takrat lahko njuno skupno poraz-
delitev zapišemo kot 𝑃(𝛼 ∩ 𝛽) = 𝑃(𝛼)𝑃(𝛽). V praksi pogosteje srečamo pogojno neodvisne
dogodke, kjer sta dogodka neodvisna le, če imamo dan nek tretji dogodek 𝛾. Rečemo, da je
dogodek 𝛼 pogojno neodvisen od 𝛽 za dan dogodek 𝛾, če je 𝑃(𝛼|𝛽 ∩ 𝛾) = 𝑃(𝛼|𝛾). Skupno
porazdelitev lahko zapišemo kot 𝑃(𝛼 ∩ 𝛽|𝛾) = 𝑃(𝛼|𝛾)𝑃(𝛽|𝛾).
Za opis atributov različnih dogodkov uporabljamo slučajne spremenljivke. Definiramo jih, kot
funkcije, ki slikajo iz prostora dogodkov Ω v prostor realnih vrednosti [12]. Če imamo diskre-
tno slučajno spremenljivko 𝑋(𝜔), torej slučajno spremenljivko s končnim naborom vrednosti
definirano nad dogodki 𝜔, verjetnost, da ta zavzame neko specifično vrednost, 𝑘 zapišemo
kot [13]:
𝑃(𝑋 = 𝑘) = 𝑃({𝜔 : 𝑋(𝜔) = 𝑘}), (2.10)
Kot primer vzemimo eksperiment, kjer vržemo kovanec 3 krat in želimo vedeti, koliko ci-
fer je v tem zaporedju. Torej je Ω sestavljen iz zaporedij glav in cifer, dolžine 3. Na pri-
mer 𝜔0 = (𝐺,𝐶,𝐺). Torej če predpostavimo, da slučajna spremenljivka 𝑋(𝜔) vrne števi-
lo cifer, ki se pojavijo v zaporedju 𝜔, potem verjetnost za primer 𝑘 = 1 izračunamo kot
𝑃(𝑋 = 1) = 𝑃({(𝐶,𝐺,𝐺), (𝐺, 𝐶,𝐺), (𝐺,𝐺, 𝐶)}). V zveznem primeru lahko slučajna spremen-
ljivka zavzame neskončno različnih vrednosti, zato imamo namesto ene same vrednosti in-
terval [𝑎, 𝑏]. Verjetnost, da je vrednost 𝑋(𝜔) znotraj tega intervala, zapišemo kot [13]:
𝑃(𝑎 ≤ 𝑋 ≤ 𝑏) = 𝑃({𝜔 : 𝑎 ≤ 𝑋(𝜔) ≤ 𝑏}), (2.11)
Za slučajne spremenljivke veljajo enaki izreki kot za dogodke. Poleg tega pa lahko definira-
mo še pričakovano vrednost slučajne spremenljivke, ki je v diskretnem primeru enaka:
𝔼[𝑋] =∑
𝑥
𝑥 ⋅ 𝑃(𝑥) (2.12)
Definiramo lahko tudi Kullback–Leiblerjevo divergenco, ki nam pove, za koliko se ena verje-
tnostna porazdelitev razlikuje od druge. Izračunamo jo po:
𝐷KL(𝑃 ‖𝑄) =∑
𝑥
𝑃(𝑥) log
𝑄(𝑥)
𝑃(𝑥)
(2.13)
2.4 Grafični modeli
Grafični modeli predstavljajo ogrodje za predstavitev odvisnosti med slučajnimi spremenljiv-
kami v statističnem modelu. Grafični model je graf, katerega vozlišča predstavljajo slučajne
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spremenljivke, povezave pa neposredne interakcije med spremenljivkami. Grafični modeli
so lahko usmerjeni ali neusmerjeni. Usmerjeni se imenujejo tudi Bayesove mreže, neusmer-
jeni pa Markovska naključna polja. Ker slednji niso pomembni za naš problem, se bomo
osredotočili predvsem na Bayesove mreže [14].
Naj bo 𝐺 = (𝑉, 𝐸) usmerjen aciklični graf, kjer je 𝑉množica vozlišč in 𝐸množica usmerjenih
povezav. Naj 𝑥𝑖 označuje slučajno spremenljivko, povezano z vozliščem 𝑖, in Pa(𝑥𝑖) mno-
žico staršev vozlišča 𝑖. Vsako vozlišče 𝑖 je povezano s pogojno verjetnostno porazdelitvijo
𝑝(𝑥𝑖|Pa(𝑥𝑖)), ki opisuje porazdelitev 𝑥𝑖 glede na vrednosti staršev. Torej, da grafični model
v celoti definiramo, moramo poleg strukture grafa določiti tudi lokalno pogojno verjetnostno
porazdelitev za vsako vozlišče. Ko so te porazdelitve znane, lahko skupno porazdelitev pre-
ko množice vseh spremenljivk izračunamo kot [14]:
𝑝(𝐱) =∏
𝑖
𝑝(𝑥𝑖|Pa(𝑥𝑖)) (2.14)
Glavna prednost grafičnih modelov je, da omogočajo jedrnat opis skupnih verjetnostnih po-
razdelitev z upoštevanjem pogojnih neodvisnosti med naključnimi spremenljivkami okolja. V
primeru, da modeliramo 𝑛 diskretnih slučajnih spremenljivk, vsako s 𝑘 vrednostmi, se veli-
kost table za opis skupne porazdelitve povečuje z 𝑂(𝑘𝑛). Eksplicitna predstavitev skupne
porazdelitve je zato obvladljiva samo za majhne vrednosti 𝑛. Če je 𝑚 največje število spre-
menljivk, ki se pojavijo v posamezni pogojni porazdelitvi, potem se velikost tabel za usmerjen
grafični model zmanjša na𝑂(𝑘𝑚). Če lahko torej oblikujemomodel, kjer je𝑚 ≪ 𝑛, prihranimo
veliko prostora [2].
Druga uporabna lastnost grafičnih modelov je, da lahko slučajne spremenljivke označimo
kot opazovane, katerih vrednosti so znane, ali kot skrite, katerih vrednosti niso na voljo.
Na grafični model lahko gledamo, kot da proizvaja opazovane podatke preko generativnega
mehanizma, ki ga opisuje struktura grafičnega modela, skrite spremenljivke pa služijo le kot
vmesni računski koraki. Grafični model je lahko tudi parametriziran, torej imajo porazdelitve
pri določenih vozliščih v grafu dodatne parametre [14].
x
N
α β
p
Slika 2.3 Shema grafičnega modela za primer meta kovanca.
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Shemo grafičnega modela lahko predstavimo z uporabo ploskovne notacije, primer katere
lahko vidimo na sliki 2.3. Krožci predstavljajo slučajne spremenljivke, v tem primeru 𝑥 in 𝑝. To,
da je slednja skrita spremenljivka označimo s sivo barvo. Brez krožca so označeni parametri
𝛼 in 𝛽. Puščice predstavljajo interakcije med spremenljivkami. Zaobljen kvadrat predstavlja
šablono, kar pomeni da so spremenljivke znotraj njega ponovljene večkrat (v tem primeru 𝑁
krat) [15].
2.5 Variacijski avtokodirnik
Variacijski avtokodirnik (VAE) [15] je globok generativni model na podlagi nevronskih mrež,
ki se uporablja za učenje skritih predstavitev. Predstavimo ga lahko kot usmerjen grafični
model, torej Bayesovo mrežo. Ta deluje na podlagi variacijskega sklepanja in jo lahko učimo
z gradientnimi metodami. Po strukturi je podoben klasičnemu avtokodirniku, le da sta v tem
primeru kodirnik in dekodirnik verjetnostni porazdelitvi [2,15]. VAE lahko poleg učenja skritih
predstavitev uporabimo tudi za stiskanje. Cenilna funkcija minimizira količino informacije, ki
jo potrebujemo za kodiranje vhoda [3].
2.5.1 Definicija modela
Podano imamo podatkovno zbirko 𝐗 = {𝐱(𝑖)}𝑁𝑖=1, sestavljeno iz 𝑁 neodvisnih identično po-
razdeljenih vzorcev zvezne ali diskretne slučajne spremenljivke 𝐱. Predpostavimo, da je po-
datke proizvedel naključni proces, ki vsebuje skrito zvezno slučajno spremenljivko 𝐳. Gene-
rativno zgodbo modela lahko definiramo z naslednjimi enačbami [15]:
𝐳 ∼ 𝑝(𝐳; 𝜽)
𝐱(𝑖) ∼ 𝑝(𝐱|𝐳; 𝜽)
(2.15)
Torej 𝐳 proizvede apriorna porazdelitev 𝑝(𝐳; 𝜽), vrednost 𝐱(𝑖) pa proizvede pogojna porazde-
litev 𝑝(𝐱|𝐳; 𝜽). Tako 𝑝(𝐳; 𝜽) kot 𝑝(𝐱|𝐳; 𝜽) prihajata iz družine porazdelitev s parametri 𝜽. V tem
modelu so prave vrednosti 𝜽 in 𝐳 neznane. Marginalna verjetnost:
𝑝(𝐱; 𝜽) = ∫𝑝(𝐱|𝐳; 𝜽)𝑝(𝐳; 𝜽) d𝐳, (2.16)
ki predstavlja verjetnost za posamezni vzorec 𝐱(𝑖), na splošno ni praktično izračunljiva. Ta
se pojavlja pri izračunu posteriorne porazdelitve:
𝑝(𝐳|𝐱; 𝜽) =
𝑝(𝐱|𝐳; 𝜽)𝑝(𝐳; 𝜽)
𝑝(𝐱; 𝜽)
, (2.17)
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ki je zato tudi ne moremo izračunati. Ker to potrebujemo za učenje VAE, vpeljemo t. i. razpo-
znavni model 𝑞(𝐳|𝐱; 𝝓), ki predstavlja variacijski približek od 𝑝(𝐳|𝐱; 𝜽). Parametre 𝝓 optimizi-
ramo hkrati s parametri 𝜽 [15]. Shematsko predstavitev opisanega modela lahko vidimo na
sliki 2.4.
z
x
N
𝜽𝝓
Slika 2.4 Grafični model VAE. S polnimi črtami označimo generativni model
𝑝(𝐱|𝐳; 𝜽)𝑝(𝐳; 𝜽), s črtkanimi pa predstavimo variacijski približek 𝑞(𝐳|𝐱; 𝝓).
S stališča kodiranja predstavlja porazdelitev 𝑝(𝐱|𝐳; 𝜽) odkodirnik, variacijski približek 𝑞(𝐳|𝐱; 𝝓)
kodirnik, skrita spremenljivka 𝐳 pa predstavlja kodo. Če imamo podan podatek 𝐱, kodirnik
vrne verjetnostno porazdelitev možnih vrednosti 𝐳, ki bi lahko proizvedle 𝐱. Podobno odko-
dirnik za dano kodo 𝐳 vrne porazdelitev možnih vrednosti 𝐱 [15]. Rekonstrukcijo 𝐱, dobimo
tako, da vzorčimo iz porazdelitve 𝑝(𝐱|𝐳; 𝜽) ali pa vzamemo kar povprečno vrednost, ki pred-
stavlja najbolj verjeten 𝐱. Ta proces je prikazan na sliki 2.5.
x (i)
q(z|x;𝝓)
z
p(x|z;𝜽)
x (i)ˆ
Slika 2.5 Princip kodiranja in dekodiranja z VAE.
2.5.2 Učenje
Učenje poteka tako, da parametre modela 𝜽 določimo na podlagi cenilke največjega verjetja
(angl. maximum likelihood, ML), skrite spremenljivke pa z variacijskim sklepanjem. Optimi-
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zacijski problem za izračun parametrov modela 𝜽 lahko zapišemo z enačbo (2.18). Tukaj so
𝜽∗ parametri modela, pri katerih je verjetnost videnih podatkov najvišja [15].
𝜽∗ = argmax
𝜽
log 𝑝(𝐱; 𝜽) (2.18)
Optimizirati želimo tudi razpoznavni model, kar storimo po metodi variacijskega sklepanja
tako, da preko skritih spremenljivk definiramo družino verjetnostnih porazdelitev s parametri
𝝓. Vsak 𝑞(𝐳|𝐱; 𝝓) je približek prave posteriorne porazdelitve 𝑝(𝐳|𝐱; 𝜽). Naš cilj je, da najdemo
takega, ki ji je najbližje po Kullback–Leiblerjevi divergenci 𝐷KL. Sklepanje se prevede na
reševanje naslednjega optimizacijskega problema [15]:
𝝓∗ = argmin
𝝓
𝐷KL(𝑞(𝐳|𝐱; 𝝓) ‖ 𝑝(𝐳|𝐱; 𝜽)) (2.19)
Nobenega od teh problemov ne moremo optimizirati neposredno, saj se v obeh pojavi poraz-
delitev, ki je ne moremo izračunati. Izkaže pa se, da lahko marginalno verjetnost z uporabo
Jensonove neenakosti zapišemo tudi kot:
log 𝑝(𝐱; 𝜽) = 𝐷KL(𝑞(𝐳|𝐱; 𝝓) ‖ 𝑝(𝐳|𝐱; 𝜽)) + ℒ(𝜽, 𝝓; 𝐱) (2.20)
Ker je vrednost 𝐷KL vedno nenegativna, ℒ(𝜽, 𝝓; 𝐱) imenujemo variacijska spodnja meja
(angl. expectation lower bound, ELBO) marginalne verjetnosti 𝑝(𝐱; 𝜽) [15]. Zapišemo jo lahko
kot (2.21):
log 𝑝(𝐱; 𝜽) ≥ ℒ(𝜽, 𝝓; 𝐱) = 𝔼𝑞(𝐳|𝐱;𝝓) [log 𝑝(𝐱, 𝐳; 𝜽) − log 𝑞(𝐳|𝐱; 𝝓)] (2.21)
Z optimizacijo ELBO rešimo oba zgornja optimizacijska problema hkrati. S tem, ko maksimi-
ziramo spodnjo mejo marginalne verjetnosti, se hkrati zmanjša tudi 𝐷KL(𝑞(𝐳|𝐱; 𝝓) ‖ 𝑝(𝐳|𝐱; 𝜽)),
saj se ta stisne med njo in pravo marginalno verjetnostjo, ki je konstantna. Grafični prikaz
tega postopka lahko vidimo na sliki 2.6. Optimum dosežemo, ko je ELBO enak marginalni
verjetnosti; takrat je Kullback–Leiblerjeva divergenca enaka 0 [15].
Drug način za zapis ELBO je (2.22). Prvi člen v enačbi je pričakovana napaka rekonstrukci-
je, drugi člen pa ima funkcijo relgularizatorja. Kot lahko vidimo, ima cenilna funkcija enako
p(x)
ℒ(𝜽,𝝓; x)
DKL
Slika 2.6 Stiskanje Kullback–Leibler divergence.
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strukturo, kot pri regulariziranem avtokodirniku (2.4). V primeru, da uporabljamo normalne
porazdelitve, regularizator omeji vrednosti kode in prepreči, da bi se verjetnostna porazdeli-
tev spremenila v točkovni približek.
ℒ(𝜽, 𝝓; 𝐱) = 𝔼𝑞(𝐳|𝐱;𝝓) [log 𝑝(𝐱|𝐳; 𝜽)] − 𝐷KL(𝑞(𝐳|𝐱; 𝝓) ‖ 𝑝(𝐳; 𝜽)) (2.22)
ELBO optimiziramo z gradientnimi metodami, zato moramo izračunati odvode glede na pa-
rametre 𝜽 in 𝝓. Naivni približek gradienta z Monte Carlo ima visoko varianco, zato ni upo-
raben za učenje večine modelov. Namesto tega reparametriziramo slučajno spremenljivko
𝐳 ∼ 𝑞(𝐳|𝐱; 𝝓) z uporabo odvedljive transformacije 𝑔𝝓(𝝐, 𝐱) pomožne šumne spremenljivke
𝝐. Potem je mogoče izraziti slučajno spremenljivko 𝐳 kot deterministično 𝐳 = 𝑔𝝓(𝝐, 𝐱), kjer
ima 𝜖 neodvisno porazdelitev 𝑝(𝝐). Tej tehniki rečemo reparametrizacijski trik. Pričakovano
vrednost v ELBO lahko nato izračunamo s približkom Monte Carlo. Za dodatno zmanjšanje
variacije lahko Kullback–Leiblerjevo divergenco za določene modele integriramo analitično.
Tako dobimo cenilno funkcijo, ki jo lahko zapišemo z naslednjo enačbo:
ℒ(𝜽, 𝝓; 𝐱) =
1
𝐿
𝐿
∑
𝑙=1
(log 𝑝(𝐱|𝐳(𝑙); 𝜽)) − 𝐷KL(𝑞(𝐳|𝐱; 𝝓) ‖ 𝑝(𝐳; 𝜽)) (2.23)
kjer je 𝐳(𝑙) = 𝑔𝝓(𝝐(𝑙), 𝐱), 𝝐(𝑙) ∼ 𝑝(𝝐) in 𝐿 število vzorcev. V primeru, damodel učimo z uporabo
dovolj velikih mini paketov učnih vzorcev, lahko 𝐿 nastavimo na 1 [15].
2.5.3 Izbira porazdelitev
Verjetnostno porazdelitev 𝑝(𝐱|𝐳; 𝜽) in razpoznavni model 𝑞(𝐳|𝐱; 𝝓) bomo parametrizirali z ne-
vronskimi mrežami. Model parametriziramo tako, da za prior 𝑝(𝐳) izberemo standardno nor-
malno porazdelitev, ki v tem primeru nima parametrov, za 𝑝(𝐱|𝐳; 𝜽) pa izberemo normalno
porazdelitev z diagonalno kovarianco:
𝑝(𝐱|𝐳; 𝜽) = 𝒩(𝐱; 𝝁(𝐳, 𝜽), 𝝈(𝐳, 𝜽)2 ⊙ 𝐈),
𝑝(𝐳) = 𝒩(𝐳; 𝟎, 𝐈),
(2.24)
kjer so vrednosti 𝝁(𝐳, 𝜽) in 𝝈(𝐳, 𝜽) izhod nevronske mreže. Podobno je parametriziran tudi
razpoznavni model, kjer predvidevamo, da je prava posteriorna porazdelitev normalna:
𝑞(𝐳|𝐱; 𝝓) = 𝒩(𝐳; 𝝁(𝐱, 𝝓), 𝝈(𝐱, 𝝓)2 ⊙ 𝐈) (2.25)
Vrednosti 𝝁(𝐱, 𝝓) in 𝝈(𝐱, 𝝓) določa nevronska mreža. Tako dobimo cenilno funkcijo:
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ℒ(𝜽, 𝝓; 𝐱) =
1
𝐿
𝐿
∑
𝑙=1
log𝒩(𝐱; 𝝁(𝐳(𝑙), 𝜽), 𝝈(𝐳(𝑙), 𝜽)2 ⊙ 𝐈) +
1
2
𝐽
∑
𝑗=1
(1 + log𝝈(𝐱, 𝝓)2𝑗 − 𝝁(𝐱, 𝝓)
2
𝑗 − 𝝈(𝐱, 𝝓)
2
𝑗 ) ,
(2.26)
kjer je 𝐽 dimenzija 𝝁(𝐱, 𝝓) in 𝝈(𝐱, 𝝓). Iz posteriorja vzorčimo z uporabo reparametrizacijske-
ga trika, ki nam v tem primeru da izraz 𝐳(𝑙) = 𝝁(𝐱, 𝝓)+𝝈(𝐱, 𝝓)⊙𝝐(𝑙), kjer je 𝝐(𝑙) ∼ 𝒩(𝝐; 𝟎, 𝐈).
Ker sta tako apriorna kot posteriorna porazdelitev normalni, lahko Kullback–Leiblerjevo di-
vergenco izračunamo analitično [15].
2.5.4 Stiskanje
Do povezave med stiskanjem in VAE pridemo, če na učenje optimalnih parametrov modela
za dane podatke pogledamo iz informacijsko-teoretičnega stališča. Optimalen model je tisti,
ki podatke opiše na najkrajši način, torej iščemo model, ki omogoča najbolj kompaktno ko-
diranje podatkov. Temu pristopu rečemo učenje minimalne dolžine opisa (MDL). Namesto
verjetnosti tukaj uporabljamo dolžine kod. V primeru VAE za kodiranje uporabimo metodo
vrnjeni biti (bits-back coding) [16]. Ta pristop omogoča, da lahko izračunamo količino infor-
macije, ki je shranjena v skritih plasteh. Tako dobimo teoretično optimalno velikost datoteke,
ki jo lahko dosežemo v primeru, da skrite spremenljivke stisnemo z aritmetičnim kodirnikom
[3,17].
Na VAE lahko gledamo, kot da podatke zakodira kot dvodelno kodo: najprej z uporabo vira
naključnih bitov iz posteriorne porazdelitve 𝑞(𝐳|𝐱; 𝝓) izberemo vzorec 𝐳 in ga zakodiramo z
uporabo apriorne porazdelitve 𝑝(𝐳; 𝜽), nato pa z uporabo izbranega 𝐳 in 𝑝(𝐱|𝐳; 𝜽) zakodiramo
preostanek 𝐱. Z uporabo Shannonovega teorema lahko dolžino kode za prvi del sporočila
določimo po enačbi (2.27), drugi del pa po enačbi (2.28):
𝐿(𝐳) = 𝔼𝑞(𝐳|𝐱;𝝓)[− log(𝑝(𝐳; 𝜽)𝜖)] (2.27)
𝐿(𝐱|𝐳) = 𝔼𝑞(𝐳|𝐱;𝝓)[− log(𝑝(𝐱|𝐳; 𝜽)𝜖)] (2.28)
Ker je kodiranje zveznih vrednosti s poljubno natančnostjo z uporabo končne kode nemo-
goče, vrednosti zakodiramo le do določene tolerance 𝜖. Ker mora biti toleranca majhna, je
posledično vrednost 𝐿(𝐳) velika [16,17]. Potem, ko pošljemo 𝐳 in preostanek 𝐱, lahko preje-
mnik požene enak učni algoritem, ki ga je pognal pošiljatelj, in tako pride do enake posterior-
ne porazdelitve 𝑞(𝐳|𝐱; 𝝓). Ker sedaj prejemnik pozna pošiljateljevo posteriorno porazdelitev
𝑞(𝐳|𝐱; 𝝓) in 𝐳, lahko izračuna vrednosti naključnih bitov, ki jih je pošiljatelj uporabil za vzor-
čenje. Ker lahko te bite uporabimo za pošiljanje poljubnega sporočila, njihovo velikost, ki je
enaka:
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𝐻𝑞(𝐳) = 𝔼𝑞(𝐳|𝐱;𝝓)[− log(𝑞(𝐳|𝐱; 𝝓), 𝜖)] (2.29)
odštejemo od dolžine sporočila. Na tak način dobimo bite nazaj, od tod izvira ime metode
[16,17]. Pričakovana količina informacij v skritih spremenljivkah je enaka Kullback–Leibler-
jevi divergenci med apriorno in posteriorno porazdelitvijo (2.30). Ker se toleranci kodiranja
izničita, lahko skrite spremenljivke zakodiramo s poljubno natančnostjo [16].
𝐿(𝐳) − 𝐻𝑞(𝐳) = 𝔼𝑞(𝐳|𝐱;𝝓)[log 𝑞(𝐳|𝐱; 𝝓) − log 𝑞(𝐳; 𝜽)]
= 𝐷KL(𝑞(𝐳|𝐱; 𝝓) ‖ 𝑝(𝐳; 𝜽))
(2.30)
Celotna dolžina sporočila je tako enaka:
𝐿 = 𝐿(𝐳) − 𝐻𝑞(𝐳) + 𝐿(𝐱|𝐳)
= 𝔼𝑞(𝐳|𝐱;𝝓)[log 𝑞(𝐳|𝐱; 𝝓) − log 𝑝(𝐳; 𝜽) − log 𝑝(𝐱|𝐳; 𝜽)] − log 𝜖
≈ −ℒ(𝜽, 𝝓; 𝐱),
(2.31)
kar je enako negativni ELBO (2.21). V enačbi lahko log 𝜖 zanemarimo, ker ni odvisen od
𝑞(𝐳|𝐱; 𝝓). Torej pri učenju VAE minimiziramo količino informacij v skritih spremenljivkah 𝐳 in
količino informacij, ki jih potrebujemo za zapis preostanka 𝐱 [6,17].
2.6 Nevronska mreža LSTM
Nevronska mreža z dolgim kratkotrajnim spominom je posebna oblika povratnih nevronskih
mrež (angl. recurrent neural network, RNN), ki se uporablja za modeliranje dolgotrajnih od-
visnosti [18]. Rešuje glavni problem RNN, da vrednosti gradientov pri prehodu skozi veliko
število slojev postanejo zelo majhne ali neomejeno velike [2]. Glavna inovacija LSTM je spo-
minska celica, ki deluje kot akumulator informacije stanja (slika 2.7). Dostop, pisanje in bri-
sanje stanja spominske celice 𝐜𝑡 uravnava več kontrolnih vrat. Informacija trenutnega vho-
da 𝐱𝑡 se akumulira v celici, če se aktivirajo vhodna vrata 𝐢𝑡. Prejšnje stanje 𝐜𝑡−1 spominske
celice se pozabi, če se aktivirajo vrata za pozabljanje 𝐟𝑡. V kolikšni meri se stanje celice 𝐜𝑡
prenese v izhodno stanje 𝐡𝑡, kontrolirajo izhodna vrata 𝐨𝑡. Pri vratih za aktivacijsko funkcijo
uporabljamo sigmoido, pri stanjih celice pa hiperbolični tangens. Ena od prednosti uporabe
spominskih celic in vrat za kontroliranje toka informacij je, da se gradient ujame v celici in
tako ne izgine prehitro [18].
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Slika 2.7 Spominska celica LSTM.
Konvolucijska LSTM je posebna oblika LSTM, ki je posebej prilagojena za delo s časovno-
prostorskimi podatki in namesto polnih povezav, ki ne ohranijo prostorskih informacij, upo-
rablja konvolucijski operator. Vsi vhodi, izhodi, stanja in vrata so 3D tenzorji, ki si jih lahko
predstavljamo kot vektorje, organizirane v obliki mreže z določenim številom vrstic in stolp-
cev. Metoda določi bodoča stanja določenega polja v mreži na podlagi trenutnih vhodov in
prejšnjih stanj sosednjih polj. Klasični LSTM je poseben primer konvolucijske LSTM, pri ka-
terem sta števili vrstic in stolpcev mreže enaki 1. Enačbe za prehajanje stanj v konvolucijski
LSTM so naslednje:
𝐢𝑡 = 𝜎(𝐖𝑥𝑖 ∗ 𝐱𝑡 +𝐖ℎ𝑖 ∗ 𝐡𝑡−1 +𝐖𝑐𝑖 ⊙ 𝐜𝑡−1 + 𝐛𝑖)
𝐟𝑡 = 𝜎(𝐖𝑥𝑓 ∗ 𝐱𝑡 +𝐖ℎ𝑓 ∗ 𝐡𝑡−1 +𝐖𝑐𝑓 ⊙ 𝐜𝑡−1 + 𝐛𝑓)
𝐜𝑡 = 𝐟𝑡 ⊙ 𝐜𝑡−1 + 𝐢𝑡 ⊙ tanh(𝐖𝑥𝑐 ∗ 𝐱𝑡 +𝐖ℎ𝑐 ∗ 𝐡𝑡−1 + 𝐛𝑐)
𝐨𝑡 = 𝜎(𝐖𝑥𝑜 ∗ 𝐱𝑡 +𝐖ℎ𝑜 ∗ 𝐡𝑡−1 +𝐖𝑐𝑜 ⊙ 𝐜𝑡−1 + 𝐛𝑜)
𝐡𝑡 = 𝐨𝑡 ⊙ tanh(𝐜𝑡),
(2.32)
kjer je 𝜎 je sigmoidna funkcija,𝐖 so uteži, 𝐛 pa so prosti členi [18].
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3 STISKANJE SLIK Z VAE
V tem poglavju bomo opisali princip stiskanja slik z rekurzivno obliko VAE, ki se imenuje
konvolucijski DRAW (angl. deep recurrent attentive writer), krajše ConvDRAW [3]. Ta na-
mesto klasične nevronske mreže za parametrizacijo porazdelitev uporablja konvolucijsko
LSTM. Sestavljen je iz dveh celic konvolucijske LSTM, ene v kodirniku in ene v dekodirni-
ku. To lahko vidimo na sliki 3.1, ki prikazuje delovanje algoritma skozi več časovnih korakov
𝑡 ∈ [1, 𝑇], kjer je 𝑇 uporabniško nastavljiv.
LSTM
x
q(zt|het)
zt
LSTM
rt-1
hdt-1
LSTM
q(zt+1|het+1)
zt+1
LSTM
rT p(x|z1:T)
odkodirnik
kodirnik
het-1
p(zt|hdt-1) p(zt+1|hdt )
x
Slika 3.1 Shematski prikaz arhitekture ConvDRAW.
Vhod metode je slika 𝐱, ki jo predstavimo kot 3D tenzor, kjer je prva dimenzija število barv-
nih kanalov, drugi dve pa sta višina in širina slike. Izhod je rekonstruirana slika 𝐱′ in skrita
predstavitev 𝐳1:𝑇, ki predstavlja kodirano predstavitev vhodne slike. Skrita predstavitev je
sestavljena iz časovnega zaporedja skritih značilk 𝐳𝑡. Vsak 𝐳𝑡 je 3D tenzor, ki ima uporabni-
ško nastavljive dimenzije. Vrednosti 𝐡𝑒 in 𝐡𝑑 sta stanji kodirnika in dekodirnika, ki sta prav
tako 3D tenzorja z uporabniško nastavljivimi dimenzijami. S konvolucijo nad tenzorjema 𝐡𝑒
oz. 𝐡𝑑 pridobimo vrednosti parametrov porazdelitev 𝑞(𝐳𝑡|𝐡𝑒𝑡) in 𝑝(𝐳𝑡|𝐡
𝑑
𝑡 ). Vse porazdelitve so
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normalne. Njihove povprečne vrednosti in logaritme varianc odčitamo iz rezultata konvoluci-
je, ki je 3D tenzor, sestavljen iz dveh delov, kot je prikazano na sliki 3.2. Uporaba logaritma
zagotavlja, da je dejanska vrednost variance nenegativna.
𝜇log 𝜎2
Slika 3.2 Zapis parametrov porazdelitev 𝑞(𝐳𝑡|𝐡𝑒𝑡),
𝑝(𝐳𝑡|𝐡
𝑑
𝑡 ) in 𝑝(𝐱|𝐳1:𝑇) v tenzorjih 𝐪𝑡, 𝐩𝑡 in 𝐫𝑇.
Klasični VAE daje motne rezultate, ConvDRAW ta problem reši tako, da se popravlja sko-
zi več časovnih korakov in tako doseže ostro rekonstrukcijo. Med učenjem metoda skozi
časovne korake popravlja trenutno rekonstrukcijo, tako da najprej iz slike 𝐱 in razlike med
njo in prejšnjo rekonstrukcijo 𝐫𝑡−1 izračuna parametre posteriorne porazdelitve 𝑞(𝐳|𝐡𝑒𝑡), iz ka-
tere vzorčimo vrednosti skritih značilk 𝐳𝑡. Nato z uporabo 𝐳𝑡 in prejšnje rekonstrukcije 𝐫𝑡−1
izračunamo, vrednosti 𝐡𝑑, s katerimi posodobimo rekonstrukcijo. Končna rekonstrukcija 𝐫𝑇
vsebuje parametre normalne porazdelitve vhodnih podatkov 𝑝(𝐱|𝐳1:𝑇), iz katere lahko vzor-
čimo rekonstruirano sliko 𝐱′. V vsaki iteraciji izračunamo še apriorno porazdelitev 𝑝(𝐳|𝐡𝑑𝑡−1),
iz katere vzorčimo v primeru, da pri stiskanju izpustimo časovne korake.
Glavne enačbe lahko za en časovni korak zapišemo kot (3.1), kjer je poleg že omenjenih
spremenljivk 𝝐 razlika med vhodom in rekonstrukcijo, 𝐖 pa so uteži za konvolucijo. Spre-
menljivke 𝐫, 𝐡𝑒 in 𝐡𝑑 se prenašajo iz koraka v korak.
𝝐𝑡 = 𝐱 − 𝐫
𝜇
𝑡−1
𝐡𝑒𝑡 = LSTM(𝐱, 𝝐𝑡, 𝐡
𝑒
𝑡−1, 𝐡
𝑑
𝑡−1)
𝐪𝑡 = 𝐖𝑞 ∗ 𝐡
𝑒
𝑡
𝐳𝑡 ∼ 𝑞(𝐳𝑡|𝐡
𝑒
𝑡) = 𝒩(𝐳𝑡; 𝐪
𝜇
𝑡 , exp(𝐪
log𝜎2
𝑡 ))
𝐩𝑡 = 𝐖𝑝 ∗ 𝐡
𝑑
𝑡−1
𝑝(𝐳𝑡|𝐡
𝑑
𝑡−1) = 𝒩(𝐳𝑡; 𝐩
𝜇
𝑡 , exp(𝐩
log𝜎2
𝑡 ))
𝐡𝑑𝑡 = LSTM(𝐳𝑡, 𝐫𝑡−1, 𝐡
𝑑
𝑡−1)
𝐫𝑡 = 𝐫𝑡−1 +𝐖𝑟 ∗ 𝐡
𝑑
𝑡
(3.1)
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Nevronsko mrežo učimo tako, da za vsako sliko izračunamo skrito predstavitev, iz katere
jo nato poskušamo rekonstruirati. Cenilna funkcija podobno kot pri VAE minimizira skupno
količino informacij, ki jih potrebujemo za opis skrite predstavitve skozi vse časovne korake,
in napako rekonstrukcije 𝐿𝑥. Slednjo in končno cenilno funkcijo 𝐿 izračunamo po naslednjih
enačbah [3]:
𝐿𝑧𝑡 = 𝐷KL(𝑞(𝐳𝑡|𝐡
𝑒
𝑡) ‖ 𝑝(𝐳𝑡|𝐡
𝑑
𝑡−1))
𝑝(𝐱|𝐳1:𝑇) = 𝒩(𝐫
𝜇
𝑇, exp(𝐫
log𝜎2
𝑇 ))
𝐿𝑥 = − log(𝑝(𝐱|𝐳1:𝑇)/𝑠)
𝐿 = 𝐿𝑥 +
𝑇
∑
𝑡=1
𝐿𝑧𝑡
(3.2)
Tukaj je porazdelitev vhodnih podatkov normalna. Barvne vrednosti pikslov, ki so v podat-
kovni zbirki diskretne vrednosti med 0 in 255, moramo zato odkvantizirati tako, da dodamo
uniformni šum iz intervala [−𝑠/2, 𝑠/2], kjer je 𝑠 razmak med diskretnimi vrednostmi (če so
bile vrednosti skalirane na interval [0, 1], imamo 𝑠 = 1/256). Da lahko 𝐿𝑥 primerjamo z me-
todami, ki uporabljajo diskretno porazdelitev vhodnih podatkov, pri izračunu delimo s 𝑠, ter
tako kompenziramo za uporabljeno skaliranje [3]. Ker v cenilni funkciji seštejemo vse 𝐿𝑧𝑡 ,
število korakov ne vpliva na količino informacij, ki jih potrebujemo za opis skrite predstavi-
tve slike. Prednost uporabe več časovnih korakov je, da dobimo več kompresijskih stopenj.
Stiskanje dosežemo tako, da shranimo samo prvi del časovnih korakov, ostale pa proizve-
demo iz apriorne porazdelitve.
Na učnih primerkih naučeno mrežo convDRAW uporabimo za kasnejše stiskanje testnih slik.
Mreža vhodno sliko pretvori v časovno zaporedje vzorčenih latentnih predstavitev 𝑧𝑡. Ker so
povprečne vrednosti najbolj verjetne vrednosti posameznih skritih značilk, shranimo samo
te in jih še dodatno stisnemo z aritmetičnim kodiranjem. Ker pa moramo vrednosti za kodi-
ranje z aritmetičnim kodirnikom predstaviti v diskretni obliki, jih moramo zaokrožiti. Varianca
latentne značilke nam pove, kako veliki razpon sosednjih vrednosti bo dal podobno rekon-
strukcijo – manjša kot je, več decimalnih mest moramo ohraniti. Pri razširjanju nato namesto
izračuna posteriorne porazdelitve 𝑞(𝐳𝑡|𝐡𝑒𝑡) in vzorčenja iz nje samo preberemo shranjeno
vrednost iz datoteke.
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4 IMPLEMENTACIJA
Algoritem smo implementirali v jeziku Python s pomočjo ogrodja PyTorch. Uporabili smo
konvolucijski DRAW z osmimi časovnimi koraki. V celicah konvolucijske LSTM smo upora-
bili konvolucije dimenzije 5 × 5 z zapolnjevanjem v velikosti 2, s čimer zagotovimo, da se
dimenzija tenzorja ne spremeni. V plasti z LSTM imamo 160 slojev značilk. V vhodni plasti
uporabljamo konvolucije dimenzije 3 × 3 s korakom 2, torej sliko podvzorčimo na polovično
dimenzijo. V skriti plasti imamo 12 slojev značilk. Na izhodni plasti imamo transponirano
konvolucijo z korakom 2, tako da pridemo na originalno dimenzijo slike. Velikosti filtrov v
posameznih plasteh lahko vidimo na shematskem prikazu 4.1.
konv
konv
3×3×3/2 3×3×3/2konv
LSTM160×5×5 LSTM160×5×5
24×5×5 q
trkonv6×3×3/2
r
24×5×5konv
p
z
x
6×5×5/2konv
Slika 4.1 Shematski prikaz mreže. "Konv" predstavlja konvolucijo, "Trkonv"
pa transponirano konvolucijo. Črtkana črta predstavlja vzorčenje.
Mrežo smo učili z algoritmom Adam, z začetno hitrostjo učenja 5 ⋅ 10−4. Za učenje smo upo-
rabili mini-pakete v velikosti 64 slik. Učili smo 20 epoh. Edino predprocesiranje, ki smo ga
izvedli, je bila normalizacija slik na barvne vrednosti z intervala [0, 1]. Sledi opis implemen-
tacije ključnih korakov postopka.
4.1 Cenilna funkcija
Cenilna funkcija je sestavljena iz Gaussove negativne logaritemske verjetnostne funkcije, ki
jo izračunamo iz komponent izhoda mreže. V mreži v vsaki iteraciji sproti računamo Kullback-
Lieblerjevo divergenco, ki jo nato samo pošljemo v to funkcijo.
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1 def loss_function(x, target, total_kld):
2 nll = torch.sum(-lognormal(target, x[:, :3, ...], x[:, 3:, ...]))
3 return nll + total_kld
4.2 Vzorčenje
V primeru, da mrežo učimo, vzorčimo najprej vrednost 𝜖 iz Gaussove porazdelitve. Vrednost
𝜖 nato uporabimo, da izračunamo vrednost vzorca. Ko mrežo uporabljamo za testiranje, na-
mesto vzorčenja uporabimo le povprečno vrednost 𝜇 porazdelitve.
1 def sample(self, mu, logvar):
2 if self.training:
3 epsilon = Variable(torch.normal(torch.zeros(mu.size()), 1.0)).cuda()
4 return mu + torch.exp(logvar * 0.5) * epsilon
5 else:
6 return mu
4.3 Učenje
Za učenje naprej postavimo gradiente na ničlo. Nato vzamemo naključne vrednost iz unifor-
mne porazdelitve in jih uporabimo za odkvantizacijo vhodnih vrednosti (uporabimo razpon
± 128, ker so podatki skalirani na interval od 0 do 1). Nato inicializiramo izhod in stanje mre-
že na začetne vrednosti, ki so v obeh primerih 0. Sliko pošljemo skozi nevronsko mrežo za
definirano število časovnih korakov in sproti akumuliramo vrednost Kullback-Lieblerjeve di-
vergence. Na koncu izračunamo še vrednost cenilne funkcije in izračunamo vrednosti odvo-
dov. Ta postopek ponovimo za vse učne primerke slik, po zaključku epohe pa sledi izračun
nove hitrosti učenja z uporabo validacijske množice.
1 optimizer.zero_grad()
2
3 q = torch.zeros(target.size())
4 q.uniform(-1 / 128, 1 / 128)
5 q = Variable(q).cuda()
6
7 total_kld = 0
8 output, state = model.initState(input.size)
9 for i in range(T):
10 output, kld, state = model(input + q, output, state)
Izgubno stiskanje slik z variacijskim avtokodirnikom
23
11 total_kld += kld
12 loss = criterion(output, target, total_kld)
13 loss.backward()
4.4 Testiranje
Testiranje izvedemo na podoben način, kot učenje, le da v tem primeru ne rabimo odkvan-
tizirati vhoda. V mrežo pošljemo še številko iteracije, ki se uporabi pri izbiri časovnih kora-
kov, ki jih želimo ohraniti. Na koncu kot izhod uporabimo prvi del rezultata, torej povprečno
vrednost, ki jo omejimo na razpon med 0 in 1 (mreža včasih vrne vrednosti rahlo izven tega
razpona).
1 output, state = model.initState(input.size)
2 for i in range(T):
3 output, kld, state = model(input, output, state, i)
4 output = torch.clamp(output[:, :3, ...], 0.0, 1.0)
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5 REZULTATI IN DISKUSIJA
Testirali smo, kako se algoritem odziva na različne vrednosti določenih uporabniško nasta-
vljivih parametrov. Te teste smo izvedli tako, da smo mrežo pognali večkrat, vsakič z različ-
nimi vrednostmi parametrov, ter na koncu primerjali vrednosti cenilne funkcije. Izračunali
smo teoretično optimalne velikosti datotek, ki bi jih naj dobili med stiskanjem, in rezultate
primerjali s klasičnima algoritmoma JPEG in JPEG2000. Nato smo skrite predstavitve tudi
praktično stisnili in primerjali velikosti datotek. Teste smo izvedli na standardni podatkovni
zbirki CIFAR-10.
5.1 CIFAR-10
CIFAR-10 je podatkovna zbirka sestavljena iz 60000 32 × 32 barvnih sličic iz desetih razre-
dov. V bazi je 50000 učnih in 10000 testnih primerkov. Razredi predstavljajo letala, avte, pti-
če, mačke, srne, pse, žabe, konje, ladje in tovornjake. Za vsak razred je 6000 slik. Zbirka je
označena podmnožica podatkovne zbirke 80 milijonov majhnih sličic [19]. Primeri vzorcev
iz baze so na sliki 5.1.
Slika 5.1 Slike iz baze CIFAR-10.
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5.2 Vrednost cenilne funkcije
V tabeli 5.1 so prikazane najboljše vrednosti cenilne funkcije na testni množici zbirke CIFAR-
10, kjer je 𝐿 cenilna funkcija, 𝐿𝑥 količina informacij, ki jih potrebujemo za opis napake rekon-
strukcije, in 𝐿𝑧 količina informacij, ki jo potrebujemo za opis skrite predstavitve.
Tabela 5.1 Napaka rekonstrukcije za CIFAR-10.
Model 𝐿 𝐿𝑥 𝐿𝑧
Konvolucijski DRAW 4,2889 3,2287 1,0602
5.3 Vpliv števila epoh
Preskusili smo, kako število epoh vpliva na rezultate. Za izvedbo testa smo shranili naučeno
mrežo po 1, 2, 3, 6, 12 in 18 epohah. Rezultate smo predstavili v tabeli 5.2
Tabela 5.2 Rezultati za različno število epoh v bitih/dimenzijo.
Število epoh 𝐿𝑥 𝐿𝑧
1 6,0122 0,2767
2 5,4697 0,4149
3 4,9727 0,4959
6 4,5512 0,6359
12 3,8673 0,8897
18 3,6433 0,9785
Na sliki 5.2 je prikazana vrednost cenilne funkcije 𝐿 (3.2) v odvisnosti od števila epoh. Kot
lahko vidimo, se vrednost 𝐿𝑥 v prvih par epohah hitro znižuje, potem pa je čedalje težje doseči
izboljšavo. Optimum dosežemo, ko je rekonstrukcija popolnoma enaka originalu, zato ima 𝐿𝑥
spodnjo mejo. Vrednost 𝐿𝑧 raste obratno sorazmerno z vrednostjo 𝐿𝑥, torej za izboljšavo
rekonstrukcije potrebujemo vedno več informacij v skritih spremenljivkah. V zadnjih nekaj
epohah (≥ 15) lahko opazimo velika nihanja v vrednosti cenilne funkcije, kar pomeni, da
učenje proti koncu postane nekoliko nestabilno.
Na sliki 5.3 so prikazane rekonstrukcije za vsako testirano število epoh. V zadnjem stolpcu
je originalna slika. Kot lahko vidimo, so rekonstrukcije po prvih parih epohah motne, nato pa
je nekje po 6 epohi zelo težko videti razliko med rekonstrukcijo in originalom. Kljub temu se
vrednost cenilne funkcije izboljšuje tudi po tem, zato smo za druge teste učili mrežo 20 epoh.
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Slika 5.2 Vrednost cenilne funkcije v bitih/dimenzijo glede na število epoh učenja.
število epoh
Slika 5.3 Rekonstrukcije slik po 1, 2, 3, 6, 12 in 18 epohah učenja.
5.4 Vpliv števila časovnih korakov
Testirali smo, kako število časovnih korakov 𝑇 vpliva na rezultate algoritma. Mrežo smo učili
s 4, 8 in 16 časovnimi koraki. Rezultati so prikazani v tabeli 5.3.
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Tabela 5.3 Rezultati za različna števila časovnih korakov v bitih/dimenzijo.
𝑇 𝐿𝑥 𝐿𝑧
4 3,5608 1,0007
8 3,2283 1,0600
16 4,0013 0,8803
Vpliv časovnih korakov na učenje in spreminjanje cenilne funkcije glede na zaporedno šte-
vilko vzorca prikazuje graf 5.4. Iz rezultatov lahko sklepamo, da je 𝐿𝑥 odvisen od števila ča-
sovnih korakov. Več kot jih uporabimo, boljšo rekonstrukcijo lahko dosežemo. Vrednost 𝐿𝑧
se bistveno ne spremeni z uporabo večjega števila časovnih korakov. Sklepamo lahko tudi,
da večje število časovnih korakov vpliva na stabilnost učenja. Kot lahko vidimo na grafu 5.4,
vrednost cenilne funkcije v primeru, da uporabljamo 16 časovnih korakov, proti koncu uče-
nja začne nihati, kar je tudi razlog za slabši rezultat v tabeli. Kot lahko vidimo, je vrednost
cenilne funkcije za ta primer nižja med začetno fazo učenja. Problem nestabilnosti bi lahko
rešili, če bi učenje prekinili, ko vrednost cenilne funkcije drastično pade.
Slika 5.4 Vrednost cenilne funkcije v bitih/dimenzijo za časovne korake 4, 8 in 16.
5.5 Vpliv števila plasti LSTM
Testirali smo vpliv števila plasti v konvolucijski LSTM. Izkazalo se je, da ima število plasti
velik vpliv tako na napako rekonstrukcije 𝐿𝑥 kot na količino informacije v skriti predstavitvi 𝐿𝑧.
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Kot lahko vidimo v tabeli 5.4, dobimo najboljše vrednosti v primeru, ko uporabimo 160 plasti,
torej je optimalna vrednost za primer zbirke CIFAR-10 nekje v tej okolici.
Tabela 5.4 Rezultati za različna števila plasti LSTM v bitih/dimenzijo.
Število plasti 𝐿𝑥 𝐿𝑧
80 4,1544 0,7329
160 3,2285 1,0601
320 3,8869 0,9283
Enako lahko vidimo tudi na sliki 5.5, ki prikazuje vrednosti cenilne funkcije v odvisnosti od
številke epohe. Vrednosti so za 160 plasti vedno najnižje.
Slika 5.5 Vrednost cenilne funkcije v bitih/dimenzijo za različna števila plasti.
5.6 Količina informacije v skritih spremenljivkah
Kot lahko vidimo na sliki 5.6 količina informacije v vseh časovnih korakih med učenjem na-
rašča. Najnižja je v začetnih korakih, kar pomeni, da ti nosijo najmanj informacije.
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Slika 5.6 Količina informacije v skritih spremenljivkah
za vsak časovni korak v bitih/dimenzijo.
5.7 Rekonstrukcija
Sliko rekonstruiramo skozi več časovnih korakov. Na sliki 5.7 je prikazana rekonstrukcija za
prvih nekaj testnih primerkov. Kot lahko vidimo, mreža najprej rekonstruira splošne strukture
in nato postopoma dodaja detajle.
5.8 Teoretično stiskanje
Na slikah 5.8, 5.9 in 5.10 so prikazane rekonstrukcije z ohranjenimi 1, 2, 3, 4, 6 in 8 časov-
nimi koraki v primerjavi s standardnima formatoma JPEG in JPEG2000. Teoretično velikost
datotek smo izračunali tako, da smo Kullback–Leiblerjevo divergenco uporabljenih časovnih
korakov delili z log(2). To smo storili zato, da smo dobili vrednosti v bitih, ker v algoritmu
uporabljamo naravne logaritme. Pri rekonstrukciji smo vzorčili, ker pri kodiranju vrnjeni biti v
izbiro vzorca zakodiramo dodatne informacije, česar ne bi bilo mogoče storiti, če bi vzeli kar
povprečno vrednost. Zaradi vzorčenja so rekonstrukcije pri malem število časovnih korakov
popačene. Slike smo za format JPEG in JPEG2000 pripravili tako, da smo sliko kopirali 100
krat in nastale slike združili v mrežo dimenzije 10 × 10. Velikost posamezne slike smo nato
dobili tako, da smo velikost združene slike delili z 100. To smo storili, ker formata nista prila-
gojena za stiskanje majhnih slik in zato v tem primeru dajeta slabe rezultate. Nato smo za
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število iteracij rekonstrukcije
Slika 5.7 Rekonstrukcija slike skozi iteracije.
prvih 100 slik iz testne množice izračunali metrike MSE, PSNR in SSIM, s katerimi smo oce-
nili kvaliteto stisnjenih slik. Povprečne vrednosti so prikazane v tabelah 5.5, 5.6 in 5.7. Za
metriko MSE so boljše nizke vrednosti, za metriki PSNR [20] in SSIM [20] pa ravno obratno.
Kot lahko vidimo, stiskanje in rekonstrukcija z ConvDRAW daje primerljive rezultate.
Tabela 5.5 Teoretične velikosti datotek ConvDRAW v bitih.
𝑇 Velikost[bit] Razmerje stiskanja MSE PSNR SSIM
1 222,73 110,33 1047,38 18,12 0,6070
2 511,02 48,09 392,40 22,45 0,7881
3 831,92 29,54 182,04 25,85 0,8768
4 1214,20 20,24 90,29 28,97 0,9275
6 2169,08 11,33 25,06 34,81 0,9752
8 3258,31 7,54 9,75 39,59 0,9893
5.9 Stiskanje skrite predstavitve z aritmetičnim kodirnikom
Skrito predstavitev smo stisnili z aritmetičnim kodirnikom, da bi videli, če se lahko približa-
mo teoretičnim rezultatom. Povprečne vrednosti posteriorne porazdelitve smo za stiskanje
pripravili tako, da smo jih najprej omejili na interval [−1, 1] in jih zaokrožili, nato smo od njih
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Tabela 5.6 Rezultati stiskanja z JPEG v bitih.
Kvaliteta Velikost[bit] Razmerje stiskanja MSE PSNR SSIM
4 247,78 99,18 528,49 21,19 0,4543
10 533,49 46,06 252,29 24,52 0,5665
20 878,96 27,96 155,40 26,73 0,6220
33 1219,16 20,15 112,83 28,20 0,6511
72 2180,82 11,26 58,04 31,19 0,6914
88 3384,12 7,26 31,82 33,99 0,7144
Tabela 5.7 Rezultati stiskanja z JPEG2000 v bitih.
Kvaliteta Velikost[bit] Razmerje stiskanja MSE PSNR SSIM
22 304,79 80,63 482,79 21,38 0,6668
24 591,14 41,57 289,72 23,55 0,7524
26 997,35 24,64 182,54 25,55 0,8205
27 1252,67 19,61 144,68 26,56 0,8487
30 2206,39 11,13 69,83 29,73 0,9125
33 3300,63 7,44 34,15 32,83 0,9513
odšteli povprečne vrednosti apriorne porazdelitve pripravljene z istim postopkom. Tako smo
dobili vrednosti iz zaloge {−2,−1, 0, 1}, ki smo jih nato zapisali v datoteko z dvema bitoma na
vrednost. To datoteko smo nato stisnili z aritmetičnim kodirnikom. Teoretične velikosti dato-
tek nismo dosegli. Te so z uporabo našega postopka približno 6,5 krat večje od izračunanih.
Problem je, da so izhodne vrednosti VAE zvezne, kar ni ravno optimalno za praktično kodi-
ranje. Stisnili smo prvih 100 slik iz testne množice in povprečne vrednosti rezultatov zbrali v
tabeli 5.8.
Primere stisnjenih slik lahko vidimo na sliki 5.11. Zadnji stolpec predstavlja originalno sliko.
Kot lahko vidimo, slika z 8 časovnimi koraki doseže skoraj popolno rekonstrukcijo. Tako lah-
ko rečemo, da metoda doseže minimalno razmerje stiskanja 1,98 brez večje izgube kvalitete.
Slike z manjšanjem števila časovnih korakov postopoma izgubljajo podrobnosti.
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boljša kvaliteta rekonstrukcije/večja velikost datoteke
Slika 5.8 Rekonstrukcije slik, stisnjenih s ConvDRAW.
boljša kvaliteta rekonstrukcije/večja velikost datoteke
Slika 5.9 Rekonstrukcije slik, stisnjenih z JPEG.
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boljša kvaliteta rekonstrukcije/večja velikost datoteke
Slika 5.10 Rekonstrukcije slik, stisnjenih z JPEG2000.
Tabela 5.8 Rezultati stiskanja z aritmetičnim kodirnikom v bitih.
𝑇 Velikost[bit] Razmerje stiskanja MSE PSNR SSIM
1 1229,44 19,98 1079,17 18.26 0.5808
2 2833,44 8,67 327,55 23.24 0.7911
3 4459,76 5,51 133,51 27.15 0.9075
4 5967,92 4,11 74,74 29.74 0.9450
6 9267,36 2,65 27,50 34.35 0.9779
8 12356,30 1,98 15,18 37.36 0.9871
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boljša kvaliteta rekonstrukcije/večja velikost datoteke
Slika 5.11 Rekonstrukcije slik, stisnjenih s ConvDraw in aritmetičnim kodirnikom.
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6 SKLEP
V tem magistrskem delu smo se ukvarjali z stiskanjem slik z uporabo variacijskega avtoko-
dirnika. Implementirali smo eno izmed njegovih razširitev, ki tvori jasne in ostre rekonstrukci-
je, imenovano konvolucijski DRAW. Metodo smo testirali na bazi CIFAR-10. Rezultate smo
primerjali s klasičnima algoritmoma JPEG in JPEG2000 in ugotovili, da konvolucijski DRAW
omogoča primerljive rezultate. Ko smo sliko poskušali praktično stisniti z aritmetičnim kodir-
nikom, smo dobili 6,5-krat večje velikosti datotek, kot jih je predvideval teoretični izračun.
Metoda pri 8 časovnih korakih doseže minimalno razmerje stiskanja 1,98, pri katerem je
rekonstrukcija skoraj identična originalu. V prihodnosti bi lahko metodo izboljšali tako, da
bi skrito predstavitev opisali z diskretnimi vrednostmi, ki bi jih bilo mogoče bolj učinkovito
stisniti.
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