A common geometric problem in computer graphics and geographic information systems is to compute the arrangement of a set of n segments that can be colored red and blue so that there are no red/red or blue/blue crossings. We give a sweep algorithm that uses the minimum arithmetic precision and runs in optimal O(n log n + k) time and O(n) space to output an arrangement with k vertices, or O(n log n) time to determine k. Our initial implementation in Java can be found at
Introduction
Important cases of the problems of polygon clipping in computer graphics [4] , boolean operations in 2D computer-aided design (CAD/CAM) [19, 23] , and map overlay in geographic information systems (GIS) [7] can all be abstracted as the problem of building an arrangement of n red and blue line segments in which there are no red/red or blue/blue crossings.
This problem is often attacked by first finding all k intersections of line segments, then building the arrangement, which require sorting intersections along each line if that was not done in the first step. Several algorithms have been developed that approach or achieve the optimal, output-sensitive running time of O(n log n + k) in the general (uncolored) case for finding intersections [1, 2, 5, 9] and for computing arrangements [3, 6, 7, 10] and in the red/blue case for finding intersections [8, 11, 12, 21] .
It is surprisingly difficult to guarantee correct implementations of these algorithms. One reason is a large number of degenerate cases, in which an endpoint of one line segment lies inside another or the intersection of two line segments is a segment rather than a point. A second reason is that classical segment intersection algorithms use primitives with relatively high algebraic degree [6] . In general, if line segments are specified by the coordinates of their endpoints, then computing an arrangement requires four times the input precision, and computing a trapezoidation of the arrangement, as in the Bentley-Ottman sweep [3] , requires five times the input precision. Floating point implementations of these algorithms will encounter roundoff error, occasionally resulting in inaccurate comparisons and incorrect results.
In developing a new algorithm, therefore, our primary aims were to minimize arithmetic precision and the effort to handle degeneracies. Note that double precision is the lower limit finding intersections by any means, since testing a pair of segments requires the evaluation of an irreducible quadratic polynomial [6] . In the red/blue case, Chan's trapezoid sweep [8] can compute intersections with only three times input precision. Boissonnat and Snoeyink [5] sketch one way to reduce the precision requirements of Chan's algorithm. In this paper, we describe a more symmetric variant of that algorithm that produces the arrangment, not just the intersections. It handles degeneracies by breaking segments exactly.
Most segment intersection algorithms, whether for the general case or the red/blue case, aim for an output-sensitive running time of O(n log n + k) to compute k intersections of n segments. The hereditary segment tree techniques [11, 21] can count intersection in O(n log n) time but do not compute an arrangement. Mairson and Stolfi [18] count and compute a bundled representation of an arrangment, but run in suboptimal O(n(log n + √ k)) time. Our algorithm can count intersections and compute a bundled form of the arrangement in optimal O(n log n) time.
Preliminaries
Our algorithm uses a plane sweep, which turns the static 2D problem of line segment intersection into a dynamic 1D problem of maintaining the list of segments that intersect a vertical sweepline as the sweepline moves from left to right across the plane.
We first recall the invariants maintained by Bentley and Ottmann's [3] sweep algorithm, then define witness points which play an key role in the invariants for our algorithm.
The Bentley-Ottmann sweep
Bentley-Ottmann's classic sweep algorthm [3] maintains two invariants as it moves a sweepline from left to right across the plane: that the y coordinate order of the segments intersecting the sweepline is known, and that all intersections to the left of the sweepline have been reported. Intersections between segments reveal themselves as changes in order, so these invariants must be updated when the sweepline encounters a segment endpoint or intersection point.
Their algorithm maintains two data structures: L, a list ordered by y coordinate of the segments that intersect the sweepline, and Q, a priority queue ordered by x coordinate of all segment endpoints and the intersection points right of the sweepline that are defined by adjacent segments in L. When the sweepline encounters the left endpoint of a line segment, it can search L to determine where to add that segment, then update Q to have only the intersections between adjacent segments in L. For a right endpoint, a segment is removed from L and Q is updated. For an intersection point, the segments involved are swapped in L, and again Q is updated. If L and Q support logarithmic time search, insertion, and deletion, then the algorithm runs in O((n + k) log n) time.
To maintain the list L, it is sufficient to be able to test whether an endpoint lies above or below a line, which is a degree two polynomial when the segments are specified by their endpoint coordinates. For Q, however, one must compare x coordinates of endpoints and intersection points, which is a degree three test, and x coordinates of interseciton points, which is a degree five test.
Witnesses to intersection
By limiting our computation to double precision, we lose the ability to compare x coordinates of intersections to either intersections or endpoints. We can only compare x coordinates of endpoints, and test whether an endpoint is above or below a given segment.
In fact, we can deform the input line segments, as long as they remain monotone and do not pass over any endpoints. The tests we use cannot distinguish a difference [5, 6] . Figure 1 illustrates that deformation can move the intersection point of two segments, a ∩ b, so our algorithms cannot rely on ordering intersections by x coordinates. Figure 1 also illustrates, however, that if we deform segments a and b to push their intersection point as far to the right as possible, this intersection point must stop before it reaches the leftmost point in a wedge between the two segments. We call this point (p in the figure) the witness for the intersection of a and b, because it is the first point that certifies that these segments have swapped from their initial order. Note that the right endpoints of segments will serve as witnesses if there are no earlier points in the wedge, so every intersection between a pair of segments has exactly one witness point. Under different terminology, witnesses also play an important role in Boissonnat and Preparata's lazy sweep [6] . In their paper, a pair of segments is called prime for p, when p is the witness of their intersection.
From the general to the red/blue case
In the general case, we cannot hope to build an arrangement in double precision. The main reason is that quadruple precision is needed to determine the orientation of a triangle formed by three segments. Also, for curve segment intersection, there is a family of lower bound examples [5] with n segments and k total intersections that require Θ(n √ k) operations to count all intersections, where the hidden constant is independent of n and k.
The special case of red/blue segment intersection, in which the segments can be colored red and blue with no red/red or blue/blue crossing pairs, we do have hope. Without red/red crossings, for example, any deformation of segments may change the locations where a single blue segment intersects the reds, but will not change the intersection order. We exploit this in the next section.
Optimal red/blue segment intersection
We turn now to the special case of red/blue segment intersection, where we can compute the arrangement using only double precision tests. We describe the invariants, events, data structure, and processing for an algorithm to count the intersections or report the arrangment explicitly. The analysis of running time is simple. We also comment on computing a compact representation of the arrangement, and on the handling of degeneracies.
Invariant and events
Our algorithm performs a sweep, maintaining the invariants that all intersections whose witnesses are left of the sweepline have been reported, and that the order of segments along the sweepline is consistent with pushing all intersections as far right as possible.
The events during this sweep occur only at the endpoints of segments. This gives the potential for a practical advantage over a Bentley-Ottmann sweep: we can pre-sort the events and avoid a dynamic priority queue. On the other hand, our structure containing the segments ordered along the sweepline becomes correspondingly more complex, since it must use an order consistent with a deformation, and not an order given by actual segment positions.
Data structure and processing
The data structure that stores the ordered list of segments crossing the sweepline consists of three pieces, which are illustrated schematically in Figure 2 . First, we group segments into red and blue bundles, which are the maximum consecutive sequences of segments of the same color. Notice that since there are no crossings between segments of the same color, segments within a bundle will remain ordered even if they are deformed. Each bundle stores the segments in a small balanced tree structure, and keeps pointers to the top-most and bottom-most. Each bundle must support insert, delete, split, and merge operations.
Second, we place all bundles into a doubly-linked list in order. Bundles will alternate colors.
Third, we organize red bundles into a bundle tree, a balanced search tree supporting split and merge operations.
We now describe the event processing when the sweepline reaches endpoint p. We include the handling of degenerate cases, such as segments sharing or containing endpoints.
First, we locate p among the red bundles using the bundle tree. We will find either that p is between two red bundles, inside one red bundle, or inside at most two red bundles with any intermediate red bundles consisting of segments that all end at p. If we search and split the at most two bundles that contain point p, then each red bundle is either 'above,' 'ending,' or 'below' at p.
Next, we locate p among the blue bundles using the linked list, again splitting at most two blue bundles so that each blue bundle is either 'above,' 'ending,' or 'below' at p. Although this is a linear search, the bundles involved will be merged in the next step, so we can charge the search cost to the merging.
Once we know all bundle positions relative to p, we can look for adjacent bundles, one red and one blue, that are in the wrong positions. These bundles have intersections witnessed by p. For example, if a red 'above' bundle R is below a blue 'ending' or 'below' bundle B, then every pair in R × B has an intersection that is witnessed by p. We can report these intersections, then move R up and past B by merging R with the red bundle immediately above, merging B with the blue bundle below, and repairing the bundle tree and linked list to reflect the actions to bundles R and B.
Finally, after all bundles are in the correct relative positions, we remove those ending at point p, and, if needed, form new bundles for segments starting at p. If p lies exactly on a segment, then we break that segment into two, so that one ends and one starts at p. This completes the processing at p.
Analysis
We claim that, if the data structures are implemented correctly, then the algorithm correctly maintains the invariants, and therefore correctly computes all intersections.
The analysis of running time is not difficult. Each endpoint causes a constant number of tree searches and splits, each of which can be carried out in O(log n) time. Because each merge joins two trees that were created by a segment insertion or a split, the total number of merges is also O(n). List searches can be charged to bundle merges, as can the counting of intersections. Therefore, all operations take a total of O(n log n) time. The reporting of intersections can be charged to output complexity, giving a total of O(n log n + k) time if the arrangement is reported explicitly.
In our implementation, we use splay trees [22] for the bundles and bundle trees. It is not hard to extend an amortized analysis for splay trees [15] to the merges and splits used by our algorithm.
Compact representation of the arrangement
By using an idea from persistent data structures [13] we can record intersections in bundles using O(n log n) time and space, even if there are quadratically many intersections. Each time we are to split or merge a bundle, we copy the rootto-leaf path that is to change, and make our modifications to the copy. This preserves access to the old bundle, and the intersections can be recorded by recording at each endpoint p which bundles intersections were witnessed by p.
Mount developed a data structure for storing a planar subdivision of size n on a polyhedron of size n in O(n log n) space, while still supporting point location [20] . He decomposes the arrangement of their overlay into grids where bundles of subdivision and polyhedron edges all cross. He notes that it would be interesting to compute this bundle structure directly to avoid a quadratic worst case in applications such as computing the Voronoi diagram on the surface of a polyhedron. Although our computation does give a bundle structure directly, we cannot use it for point location as Mount does. Our structure represents a deformation of the arrangement, and if a new query point is considered, then the deformation may need to change to accomodate it.
Degeneracies
We close with one observation on how we have handled degenerate cases. In an intersection algorithm, new points are calculated along segments. The implementer is faced with a choice of whether to break line segments at these new intersection points, or to hold the original segments as sacred and use the new points primarily for display. The decision usually depends on whether the implementer trusts the floating point arithmetic, or has been burned in the past.
Our approach is to break segments, but only when the endpoints are representable in single precision. Specifically, if an endpoint lies on a segment, which we can test exactly in double precision, then we can break the segment. Thus, the only remaining degeneracy is the case of overlapping segments with same start and end points.
Conclusion
We have given an algorithm building an arrangement of red/blue line segments that is optimal in not only time and space but also in the algebraic degree of its predicates. This makes it possible to guarantee correct results using only double the precision of the input coordinates. Our initial Java implementation, in Figure 3 , can be found at http:\\www.cs.unc.edu\~snoeyink\demos\rbseg.
Intersections in the resulting arrangement are represented by pointers to their segments, as in [7] . Representing their coordinates requires rational numbers with numerators of degree three and denominators of degree 2. In future work, we will apply snap rounding ideas [17, 14, 16] to consistently round the output back to single precision.
