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Abstract
In causal settings, such as instrumental variable settings, it is well known that estimators
based on ordinary least squares (OLS) can yield biased and non-consistent estimates of the causal
parameters. This is partially overcome by two-stage least squares (TSLS) estimators. These are,
under weak assumptions, consistent but do not have desirable finite sample properties: in many
models, for example, they do not have finite moments. The set of K-class estimators can be
seen as a non-linear interpolation between OLS and TSLS and are known to have improved
finite sample properties. Recently, in causal discovery, invariance properties such as the moment
criterion which TSLS estimators leverage have been exploited for causal structure learning:
e.g., in cases, where the causal parameter is not identifiable, some structure of the non-zero
components may be identified, and coverage guarantees are available. Subsequently, anchor
regression has been proposed to trade-off invariance and predictability. The resulting estimator
is shown to have optimal predictive performance under bounded shift interventions. In this
paper, we show that the concepts of anchor regression and K-class estimators are closely related.
Establishing this connection comes with two benefits: (1) It enables us to prove robustness
properties for existing K-class estimators when considering distributional shifts. And, (2), we
propose a novel estimator in instrumental variable settings by minimizing the mean squared
prediction error subject to the constraint that the estimator lies in an asymptotically valid
confidence region of the causal parameter. We call this estimator PULSE (p-uncorrelated least
squares estimator) and show that it can be computed efficiently, even though the underlying
optimization problem is non-convex. We further prove that it is consistent.
1 Introduction
Many scientific questions are of causal nature. When interested in inferring or quantifying causal
relationships, we rely on causal models. Unlike ordinary statistical models, such models are able
to predict the effect of interventions. Learning causal parameters from data has been a key
challenge in many scientific fields and has been a long-studied problem in econometrics [e.g.
Simon, 1953, Wold, 1954, Goldberger, 1972]. Many years after the groundbreaking work of
Peirce and Fisher [Fisher, 1935, Peirce, 1883], causality plays again an increasingly important
role in machine learning and statistics, two research areas that are most often considered part of
mathematics or computer science [see, e.g., Pearl, 2009, Imbens and Rubin, 2015, Spirtes et al.,
2000, Peters et al., 2017]. Even though the current developments in mathematics, computer
science on the one and econometrics on the other hand do not forego independently, we believe
that there is a lot of potential for more fruitful interaction between these two fields. Differences in
the language have emerged, which can make communication difficult, but the target of inference,
the underlying principles, and the methodology in both fields are closely related. This paper
establishes a link between two developments in these fields: k-class estimation which aims at
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estimation of causal parameters with good statistical properties and invariance principles that
are used to build methods that are robust with respect to distributional shifts. We believe that
this connection has the potential to function as a bridge between the fields of econometrics on
the one side and machine learning/statistics on the other. We hope that the paper may help
bringing the two communities closer together.
1.1 Related Work and Contribution
Given causal background knowledge, causal parameters can be estimated when taking into ac-
count confounding effects between treatment and outcome, that is, variables causing both the
target and the predictor variable, for example. Several related techniques have been suggested
to tackle that problem, including variable adjustment [Pearl, 2009], propensity score matching
[Rosenbaum and Rubin, 1983], inverse probability weighting [Horvitz and Thompson, 1952] or
G-computation [Robins, 1986].
If not all of the relevant variables have been observed, one may instead use exogenous variation
in the data to infer causal parameters, e.g., in the setting of instrumental variables [e.g. Wright,
1928, Angrist and Imbens, 1995, Wang and Tchetgen, 2018, Newey, 2013]. Several so-called
limited information estimators leveraging instrumental variables to conduct single equation in-
ference have been proposed. Here, single equation inference refers to inference of one structural
equation even though that equation may be a part of a larger system of structural equations. An
example of such methods is the two-stage least squares estimators (TSLS) developed by Theil
[1953]. Instead of minimizing the residual sum of squares as done by the ordinary least square
(OLS) estimator, the TSLS minimizes the sample-covariance between the instruments and re-
gression residuals (see Section 2.2 for more details). TSLS estimators are consistent, but are
known to have suboptimal finite sample properties, e.g., they only have moments op to the de-
gree of over-identification [e.g. Mariano, 2001]. Another method of inferring causal parameters in
structural equation models is the limited information maximum likelihood (LIML) estimator due
to Anderson and Rubin [1949]. A collection of estimators named K-class estimators, introduced
by Theil [1958], contains the OLS, TSLS and the LIML estimator as special cases. This class of
estimators is parametrized by a deterministic or stochastic parameter κ ∈ [0,∞) that depends
on the observational data. Under mild regularity conditions a member of this class is consistent
and asymptotically normally distributed if (κ− 1) and √n(κ− 1) converge, respectively, to zero
in probability when n tends to infinity [e.g., Mariano, 2001]. While the LIML does not have
moments of any order, it shares the same asymptotic normal distribution with TSLS. Based on
simulation studies Anderson [1983] argued that, in many practically relevant cases, the normal
approximation to a finite-sample estimator is inadequate for TSLS but a useful approximation
in the case of LIML. However, also using Monte Carlo simulations and considering the bias and
mean squared error (MSE) Hahn et al. [2004] recommend that the no-moment estimator LIML
should not be used in weak instrument situations. This Monte Carlo study showed a substantial
reduction in MSE when using the Fuller estimators in weak instrument situations. The Fuller
estimators [Fuller, 1977] form a subclass of the K-class estimators based on a modification to the
LIML, which remedies the no-moment problem while maintaining consistency and asymptotic
normality.
All of the above methods exploit background knowledge, e.g., in form of exogeneity of some
of the variables. If no such background knowledge is available, it may still be possible, under
additional assumptions, to infer causal structure, e.g., represented by a graph, from observational
(or observational and interventional). This problem is sometimes referred to as causal discovery.
Constraint-based methods [e.g. Spirtes et al., 2000] assume that the underlying distribution is
Markov and faithful with respect to the causal graph and perform conditional independence
tests to infer (parts of) the graph. Score-based methods [e.g. Chickering, 2002] assume a certain
statistical model and optimize (penalized) likelihood scores. Some methods exploit a simple
form of causal assignments, such as additive noise [e.g. Shimizu et al., 2006, Peters et al., 2014]
and others are based on exploiting invariance statements [e.g. Peters et al., 2016]. Many of such
methods assume causal sufficiency, i.e., that all causally relevant variables have been observed,
2
but some versions exist that allow for hidden variables [e.g. Spirtes et al., 1995, Claassen et al.,
2013].
Recent work in the fields of machine learning and computational statistics investigates whether
causal ideas can help to make machine learning methods more robust [e.g. Scho¨lkopf et al., 2012,
Pfister et al., 2019, C. Heinze-Deml, 2017]. The reasoning is that causal models are robust
against any intervention in the following sense. Let us consider a target or response variable
Y and covariates X1, . . . , Xp. If we regress Y on the set XS , S ⊆ {1, . . . , p}, of direct causes,
then this regression function x 7→ E[Y |XS = x] does not change when intervening on any of the
covariates. Today, we can formally prove this statement using the modern language of graphical
models and the local Markov property [Lauritzen, 1996], for example, but the underlying fun-
damental principle has been discussed already several decades ago; most prominently using the
terms ‘autonomy’ or ‘modularity’ [Haavelmo, 1944, Aldrich, 1989]. As a result, causal models
of the form x 7→ E[Y |XS = x] may perform well in prediction tasks, where, in the test dis-
tribution, the covariates have been intervened on. If, however, the test distribution is exactly
the same as the training distribution, a model focusing only on prediction and trying to learn
x 7→ E[Y |X = x] may outperform a causal approach. The intuition is now that models trading-
off causality and predictability, may perform well in situations, where the test distribution is only
moderately different from the training distribution. One approach formalizing this intuition for
a particularly simple since linear setup has been suggested by Rothenha¨usler et al. [2018]. Simi-
larly to an instrumental variable setting, one assumes the existence of some exogenous variables
that are called A (for anchor) which may or may not act directly on the target Y . The proposal
is to minimize a convex combination of the residual sum of squares and the TSLS loss function.
The resulting estimator can be shown to be prediction optimal in settings where the covariates
have been intervened on up to a certain strength, which depends on the regularization parameter
in the convex combination [Rothenha¨usler et al., 2018, Theorem 1]. We introduce the method
in more detail in Section 2.2.
This paper contains two main contributions. As a first result, we prove that anchor regression
is closely related to K-class estimators. In particular, we prove that for a restricted subclass of
models K-class estimators can be written as anchor regression estimators. For this subclass,
this result directly implies robustness of properties of K-class estimators. We then prove an
interventional robustness property for more general K-class estimators with a fixed penalty
parameter, and show that these properties hold, even if the model is misspecified. This property
adds to the discussion where (non-consistent) K-class estimators with penalty parameter not
converging to one have been considered being not useful [e.g. Dhrymes, 1974, Chapter 4.6].
Motivated by the above findings, and as a second main contribution in this work, we introduce
a novel estimator for causal parameters, which we call the p-uncorrelated least square estimator
(PULSE). It provides a new estimation method for predicting a single endogenous target in a
simultaneous equation model (or a structural equation model) from observed predictors that are
with a priori non-sample information known to be either endogenous or exogenous. In the dual
formulation of the underlying optimization problem, one again considers a convex combination
between the residual sum of squares and a term measuring the correlation between the residuals
and the exogenous variables. The motivation, however, stems from its primal form. In the
just-identified setup the TSLS estimator solves a normal equation which can be interpreted as
forcing the sample covariance between the instruments and the resulting prediction residuals to
zero. Even the true parameter, however, would yield a correlation that is small but non-zero
(with probability one). We propose to consider the set of all parameters such that a statistical
significance test for vanishing correlation at a pre-specified level α is not rejected. Among all
such coefficients, we propose to use the one yielding the smallest residual sum of squares. We
prove that the PULSE estimator is indeed a K-class estimator, with a specific data-driven choice
for the regularization parameter. We furthermore show that the estimator can be computed
efficiently. While the original formulation of PULSE is a non-convex optimization problem, we
develop an equivalent formulation that allows for an efficient and provably correct optimization
method. The method consists of a binary line search combined with quadratic programming.
Finally, we prove that PULSE is consistent.
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In Section 1.2, we introduce the closely related notions of simultaneous equation models
and structural equation models, both of which we use throughout this work. In Section 1.3 we
formalize the concept of distributional robustness. Both of these sections can be skipped by
readers who are already familiar with those notions.
1.2 Structural Equation Models and Simultaneous Equation Models
Both structural equation models and simultaneous equation models are causal models. That is,
they contain more information than the description of an observational distribution. We first
introduce the notion of structural equation models (also called structural causal models) and
use an example to show how they can be written as a simultaneous equation models (SIM), see
Section 1.2.1.
A structural equation model (SEM) [e.g. Bollen, 1989, Pearl, 2009] over variables X1, . . . , Xd
consists of d assignments of the form
Xj := fj(XPA(j), εj), j = 1, . . . , d,
where PA(j) ⊆ {1, . . . , d} are called the parents of j, together with a distribution over the
noise variables (ε1, . . . , εd), which is assumed to have jointly independent marginals. The cor-
responding graph over X1, . . . , Xd is obtained by drawing directed edges from the variables on
the right-hand side to the variables on the left-hand side. If the corresponding graph is acyclic,
the SEM induces a unique distribution over (X1, . . . , Xd), which is often called the observational
distribution. Section 1.2.1 below discusses an example of linear assignments, which also allows
for a cyclic graph structure. The framework of SEMs also models the effect of interventions:
An intervention on variable j corresponds to replacing the j’th assignment. For example, re-
placing it by Xj = 4 or, more generally, by Xj = g(XP˜A(j), ε˜j) yields again a distribution that
is called an interventional distribution and that we denote by P do(Xj=4) or P do(Xj=g(XP˜A(j),ε˜j)),
respectively. A formal introduction to SEMs, which is particularly helpful in the general case of
cyclic assignments is provided by Bongers et al. [2016], for example. In an SEM, we call all X
variables endogenous and, in addition, all variables Xj , for which we have PA(j) = ∅, will be
called exogenous. A subset of variables is called exogenous if it does not contain a variable that
has a parent outside this set.
In the remaining paper, we are mostly interested in one of these equations and we will
denote the corresponding target variable as Y . Furthermore, some of the other X variables
may be unobserved, which we indicate by using the notation H (denoting a vector of variables).
Henceforth, we therefore let the collection (X,Y,H) denote the collection of all endogenous
variables, where Y denotes the target endogenous variable, X ∈ Rd denotes the collection of
observable endogenous variables in our system excluding Y , and H ∈ Rr denotes the possibly
empty collection of unobserved endogenous variable. In linear models, hidden variables can
equivalently be represented as correlation in the noise variables [Hyttinen et al., 2012, Bongers
et al., 2016]. Finally, we let A ∈ Rq denote a collection of variables that are known to enter the
system as exogenous variables.
1.2.1 Example of a Simultaneous Equation Model
Let the distribution of (Y,X,H,A) be generated according to the possibly cyclic SEM, given byYX
H
 := Bᵀ
YX
H
+MᵀA+ ε. (1)
Here, B is a square matrix with eigenvalues whose absolute value is strictly smaller than one.
This implies that I − B is invertible ensuring that the distribution of (Y,X,H) is well-defined
since (Y,X,H) can be expressed in terms of B,M,A and ε as (I −Bᵀ)−1(MᵀA+ ε). We denote
the random vectors Y ∈ R, X ∈ Rd, A ∈ Rq, H ∈ Rr and ε ∈ Rd+1+r by target, endogenous
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regressor, anchor, hidden and noise variables, respectively. We assume that ε ⊥ A rendering the
so-called anchors as exogenous variables but the coordinate components of A may be dependent
on each other. As above, we assume joint independence of the noises ε1, . . . , ε1+d+r. Let now
Y ∈ Rn×1,X ∈ Rn×d,A ∈ Rn×q,H ∈ Rn×r and ε ∈ Rn×(1+d+r) be data-matrices with n row-
wise i.i.d. copies of the variables solving the system in Equation (1). Transposing the structural
equations and stacking them vertically by row-wise observations, we can represent all structural
equations by [
Y X H
]
:=
[
Y X H
]
B + AM + ε. (2)
We can solve the structural equations for the endogenous variables and get the so-called structural
and reduced form equations, commonly seen in econometrics, given by[
Y X H
]
Γ = AM + ε and
[
Y X H
]
= AΠ + εΓ−1, (3)
respectively, where Γ := I − B and Π := MΓ−1. Note that the structural equations in Equa-
tion (3) differ from the standard representations as we have unobserved endogenous variables H
in the system. In this setup, identifiability of the full system parameters Γ and M in general
breaks down due to the dependencies generated by the unobserved endogenous variables. We
now assume without loss of generality that Γ has a unity diagonal, such that the target equation
of interest, corresponding to the first column of Equation (3), is given by
Y = Xγ0 + Aβ0 + Hη0 + εY = Zα0 + U˜Y , (4)
conforming with Γ•1 = (1,−γ0,−η0) ∈ R(1+d+r) and M•1 = β0 ∈ Rq, where subscript •1
corresponds to the first column, Z :=
[
X A
]
, α0 = (γ0, β0) ∈ Rd+q and U˜Y := Hη0 + εY with
εY := ε•1.
The parameter of interest, α0, can be derived directly from the corresponding entries in the
matrices B and M . It carries causal information in that, for example, after intervening on all
variables except for Y , that is, considering an intervention Z := z, and H := h, Y has the
mean zα0 + hη0 + Eε1, see Equation (1). In the remainder of this work, we restrict ourself to
only consider limited information methods for the structural parameters concerning the target
Equation (4). That is, we disregard any a priori (non-sample) information that is not about the
structural parameter α0.
In Equation (4) we have represented the target variable in terms of a linear combination of
the observable variables Z = (Xᵀ, Aᵀ)ᵀ and some unobservable noise term U˜Y . In contrast to
Equation (1), Equation (4), which is more commonly used in the econometrics literature, models
the influence of the latent variables using a dependence between endogenous variables and the
noise term UY ; this equivalence is well-known and described by Hyttinen et al. [2012], Bongers
et al. [2016], for example. The construction in Equation (1) can be seen as a manifestation of
Reichenbach’s common cause principle [Reichenbach, 1956]. This principle stipulates that if two
random variables are dependent then either one causally influences the other or there exists a
third variable which causally influences both.
The dependence between the noise and the endogenous variables, or the corresponding in-
fluence by hidden variables, renders standard OLS approaches generally invalid for estimating
α0. Instead, one can make use of the components in A that have vanishing coefficient in Equa-
tion (4) for consistent estimation. The question of identifiability in such instrumental variable
models has been studied extensively and an overview can be found in [Fisher, 1966, Greene,
2003, Didelez et al., 2010], for example. In Section 2.3.3 we show that the K-class estimators
posses distributional robustness properties. This holds even in cases where α0 is not identifiable,
e.g., because there are not sufficiently many valid instruments.
1.3 Distributional Robustness
We now formalize the concept of distributional robustness. We consider a regression setup, in
which we observe data from an observational distribution F , say, and aim to predict the target
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variable Y as a function of some predictors X with X ∈ Rd being a random vector. The task
is now to choose a regression model that performs well even when considering test data that
do not come necessarily from F , but come from a class of distributions, F . As an example, let
us assume that there is an acyclic SEM over (Y,X,H,A) and that the assignment for Y equals
Y = γᵀ0X+εY for some γ0 ∈ Rd, where in γᵀ0X only the parents of Y have a non-zero entry and,
because of the acyclicity, εY is independent of these parents. Then, the mean squared prediction
error when considering the observational distribution is not necessarily minimized by γ0, that
is, in general, we have γ0 6= γOLS := arg minγ EF
[
(Y − γᵀX)2]. Intuitively, this makes sense in
that we may improve the prediction of Y by including other variables than the parents of Y . We
may also be interested in finding a γ that minimizes the worst case expected squared prediction
error over the whole class of distributions, F . That is, we aim to find
arg min
γ
sup
F∈F
EF
[
(Y − γᵀX)2] . (5)
If we, for example, observe data from all different distributions in F (and know which data
point comes from which distribution), we can tackle this optimization directly [Meinshausen and
Bu¨hlmann, 2015]. But estimators of (5) may be available even if we do not observe data from
each distribution in F . The true causal coefficient β, for example, minimizes Equation (5) when
F is the set of all possible hard interventions on X, for example [e.g. Rojas-Carulla et al., 2018].
In this sense, the OLS solution and the true causal coefficient constitutes the end points of a
spectrum of estimators that are prediction optimal under a certain class of distributions. In Sec-
tion 2.2 we introduce the anchor regression estimator, which relies on the existence of exogenous
variables, A, and which comes with a parameter λ. The estimator satisfies an interventionally
robustness property that can be formulated using Equation (5) for a class F of intervention dis-
tributions which depends on λ. Later in Section 2 we show that K-class estimators, too, satisfy
robustness properties in terms of intervention distributions. These results are valid regardless of
the identifiability of the causal parameters.
1.4 Structure of this work
Sections 2 and 3 contain the two main contributions of this paper. In Section 2, we prove a
distributional robustness property for K-class estimators; the key insight is its relation to anchor
regression. For models with no included exogenous variables, we make the connection formal in
Section 2.3.1. We further present an alternative formulation of K-class estimators in Section 2.3.2,
where we write K-class estimators as penalized regression estimators. This allows us to extend
the robustness result in Section 2.3.3. Motivated by this relationship, we propose a new estimator
in Section 3 that we call PULSE. It utilizes a hypothesis test for vanishing correlation between
residuals and exogenous variables, which we introduce in Section 3.2. Section 3.4 introduces the
PULSE estimator and formulates it as a quadratically constrained optimization problem. This
problem is non-convex and we derive an equivalent dual formulation in Section 3.5, which allows
for a computationally efficient method. Section 3.6 proves consistency of the PULSE estimator
in an identified setting. All proofs can be found in the appendix.
2 Robustness Properties of K-class Estimators
In this section we consider K-class estimators [Theil, 1958, Nagar, 1959], which come with a real-
valued parameter that we denote by κ. First, we relate these estimators to anchor regression
[Rothenha¨usler et al., 2018], that we introduce in Section 2.2. In Section 2.3.1 we establish the
connection in models where we use a priori information that there are no included exogenous
variables in the target equation of interest. In Section 2.3.2 we then show that general K-class
estimators can be written as the solution to a penalized regression problem. In Section 2.3.3
we utilize this representation and the ideas of Rothenha¨usler et al. [2018] to prove a distribu-
tional robustness guarantee of general k-class estimators with fixed κ ∈ [0, 1), even under model
misspecification and non-identifiability.
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2.1 Setup and Assumptions
In this section, we assume that that (Y,X,H,A) consists of n ≥ min{d, q} row-wise independent
and identically distributed copies of the random vector (Y,X,H,A). We make the following
global assumptions concerning the underlying structure of an SEM.
(A1) (Y,X,H,A) is generated in accordance with the SEM in Equation (1).
(A2) ρ(B) < 1 where ρ(B) is the spectral radius of B.
(A3) ε has jointly independent marginals ε1, . . . , εd+1+r.
(A4) A and ε are independent.
(A5) No variable in Y , X and H is an ancestor of A, that is, A is exogenous.
(A6) E‖ε‖22, E‖A‖22 <∞.
(A7) E(ε) = 0.
Furthermore, we make two global assumptions ensuring that objects we analyse are well-defined.
(A8) Var(A)  0, i.e., the variance matrix of A is positive definite.
(A9) AᵀA is almost surely of full rank.
Finally, the following are situational assumptions that will be referred to when used.
(A10) Var(Z∗)  0, i.e., the variance matrix of Z∗ is positive definite.
(A11) E(AZᵀ∗ ) is of full column rank.
(A12) XᵀX is almost surely of full rank.
(A13) Zᵀ∗Z∗ is almost surely of full rank.
(A14) AᵀZ∗ is almost surely of full column rank.
Here, Z∗ ∈ Rd1+q1 and Z∗ ∈ Rn×(d1+q1) are generic placeholders for a subset of endogenous and
exogenous variables from
[
Xᵀ Aᵀ
]ᵀ
and
[
X A
]
, respectively, which should be clear from the
context. The matrix PA := A(A
ᵀA)−1Aᵀ denotes the orthogonal projection matrix onto the
column space of A.
Both (A9) and (A12) hold if X and A have density with respect to Lebesgue measure, which
in turn is guaranteed by (A4) if A and ε have density with respect to Lebesgue measure. (A8)
and (A9) implies that the instrumental variable objective functions introduced below is almost
surely well-defined and (A12) yields that the ordinary least square solution is almost surely well-
defined. (A6) and (A6) implies that Y,X and H all have finite second moments. This can be
seen by manipulating the SEM in Equation (1) of (Y,X,H,A) into a reduced structural form,
as was done with the n-sample structural equation system in Equation (3), from which we get
that
E ‖(Y,Xᵀ, Hᵀ)ᵀ‖22 ≤ 2(E‖ΠᵀA‖22 + E‖Γᵀ−1ε‖22) ≤ 2(‖Πᵀ‖2opE‖A‖22 + ‖Γᵀ−1‖2opE‖ε‖22) <∞,
where ‖·‖op denotes the operator norm, proving that Y , X and H all have finite second moments.
Note that for (A14) to hold it is necessary that q ≥ d1 + q1, meaning that the setup must be
just- or over-identified (see Section 3.1 below).
2.2 Distributional Robustness of Anchor Regression
Anchor regression [Rothenha¨usler et al., 2018] proposes a method for predicting the endogenous
target variable Y from the endogenous variable X. The collection of exogenous variables A,
called anchors, are not included in that model. The authors propose to trade-off predictive and
invariant models by considering a convex combination of the ordinary least square (OLS) loss
7
function and the instrumental variables (IV) loss function using the anchors as instruments.
More formally, we define
lOLS(γ;Y,X) := E(Y − γᵀX)2, (6)
lIV(γ;Y,X,A) := E(E(Y − γᵀX|A)2) = E
[
PA(Y − γᵀX)2
]
(7)
= E(A(Y − γᵀX))ᵀE(AAᵀ)−1E(A(Y − γᵀX)),
and
lnOLS(γ; Y,X) := n
−1(Y −Xγ)ᵀ(Y −Xγ), (8)
lnIV(γ; Y,X,A) := n
−1(Y −Xγ)ᵀA(AᵀA)−1Aᵀ(Y −Xγ), (9)
as the population and finite sample versions of the loss functions, respectively. Here, PA denotes
the linear L2 projection onto σ(A), the sigma algebra generated by A; it is the population
quantity corresponding to the orthogonal projection PA = A(A
ᵀA)−1A onto the column space
of A. Note that lIV is in the generalized method of moments form of the two-stage least squares
instrumental variable estimator. To simplify notation, we often suppress the loss functions
dependency on the target, regressor and instrument variables when they are clear from a given
context. If well-defined, the OLS estimator minimizes lnOLS(γ) and the two-stage least square
(TSLS) estimator is the minimizer of lnIV(γ).
For any penalty parameter λ > −1, the anchor regression coefficients are defined as
γAR(λ) := arg min
γ∈Rd
lAR(γ;λ) := arg min
γ∈Rd
{lOLS(γ) + λlIV(γ)}, (10)
γˆnAR(λ) := arg min
γ∈Rd
lnAR(γ;λ) := arg min
γ∈Rd
{lnOLS(γ) + λlnIV(γ)}, (11)
where lAR(γ;λ) and l
n
AR(γ;λ) are the short-hand notations of the anchor regression loss functions
(not to be confused with the Anderson-Rubin test [Anderson and Rubin, 1949]). The estimator
γˆnAR(λ) consistently estimates the population estimand γAR(λ) and minimizes prediction error
while simultaneously penalizing a transformed sample covariance between the anchors and the
resulting prediction residuals. Unlike the TSLS estimator, for example, the anchor regression
estimator is almost surely well-defined if (A12) holds, even if the model is under-identified, that is,
there are less exogenous than endogenous variables. The solution to the empirical minimization
problem of anchor regression is given by
γˆnAR(λ) = [X
ᵀ(I + λPA)X]−1Xᵀ(I + λPA)Y, (12)
which follows from solving the normal equation of Equation (11) since the loss function λ 7→
lnAR(γ;λ) is strictly convex when (A12) holds.
The motivation of anchor regression is not to infer a causal parameter. Instead, for a fixed
penalty parameter λ, the estimator is shown to possess a distributional or interventional robust-
ness property: the estimator is optimal when predicting under interventions on the exogenous
variables that are below a certain intervention strength. More explicitly, we now assume that the
data are generated from the SEM in Equation (1), that is, (A1)–(A7). Anchor regression then
guards us against interventions on A, do(A := v). By the exogeneity of A, the interventional
distribution of our system variables (Y,X,H,A) under the intervention do(A := v) is given by
the simultaneous distribution of (Xv, Yv, Hv, v) generated by the system where we have changed
the structural assignment in the following wayYvXv
Hv
 := B
YvXv
Hv
+Mv + ε.
Intervening on the exogenous variables A does not change any of the original structural assign-
ments of the endogenous variables. It changes the distribution of the anchors and that change
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propagates through the system. The anchor regression coefficient now minimizes the worst case
mean squared prediction error when considering all such interventions on A up to a certain
strength. By [Rothenha¨usler et al., 2018, Theorem 1] it holds that
γAR(λ) = arg min
γ∈Rd
sup
v∈C(λ)
Edo(A:=v)
[
(Y − γᵀX)2
]
,
where
C(λ) := {v : Ω→ Rq : Cov(v, ε) = 0, E(vvᵀ)  (λ+ 1)E(AAᵀ)} .
Here, Edo(A:=v) denotes the expectation with respect to the distribution entailed under the
intervention do(A := v) and (Ω,F , P ) is the common background probability space on which A
and ε are generated. This result holds regardless of the identifiability of any causal parameter.
2.3 Distributional Robustness of K-class Estimators
We now introduce K-class estimators that are used as a limited information estimator for single
equation inference. From the assumption of a linear SEM, that is, (A1)–(A7), it follows
Y = Xγ0 + Aβ0 + Hη0 + εY = Xγ0 + Aβ0 + U˜Y = Zα0 + U˜Y , (13)
see Section 1.2.1. Suppose that we are given further non-sample information about which com-
ponents of γ0 and β0 are zero. We can then partition X =
[
X∗ X−∗
] ∈ Rn×(d1+d2), A =[
A∗ A−∗
] ∈ Rn×(q1+q2) and Z = [Z∗ Z−∗] = [X∗ A∗ X−∗ A−∗] ∈ Rn×((d1+q1)+(d2+q2)),
where X−∗ and A−∗ corresponds to the variables for which our non-sample information states
that the components of γ0 and β0 are zero, respectively. We call the variables corresponding to
A∗ included exogenous variables. Similarly, we write γ0 = (γ0,∗, γ0,−∗), β0 = (β0,∗, β0,−∗) and
α0 = (α0,∗, α0,−∗) = (γ0,∗, β0,∗, γ0,−∗, β0,−∗). The structural equation of interest then reduces to
Y = X∗γ0,∗ + X−∗γ0,−∗ + A∗β0,∗ + A−∗β0,−∗ + U˜Y = Z∗α0,∗ + UY ,
where UY = X−∗γ0,−∗ + A−∗β0,−∗ + Hη0 + εY . In the case that the non-sample information is
indeed correct, we have that UY = U˜Y = Hη0 + εY .
The K-class estimator [Theil, 1958, Nagar, 1959] with parameter κ ∈ R for a simultaneous
estimation of α0 is given as the solution of the modified TSLS normal equation (κ = 1) given by[
(X∗ − κR∗)ᵀ
Xᵀ∗
]
Y =
[
Xᵀ∗X∗ − κRᵀ∗R∗ Xᵀ∗A∗
Aᵀ∗X∗ A
ᵀ
∗A∗
]
α, (14)
with respect to α, where R∗ = X∗ − PAX∗ are the residuals when regressing X∗ on A by the
ordinary least square method. The normal equation (14) can be solved if the block-matrix on
the right hand side is invertible. In that case, the K-class estimator can be written in a closed
form as the solution given by
αˆnK(κ; Y,Z∗,A) = (Z
ᵀ
∗(I − κP⊥A )Z∗)−1Zᵀ∗(I − κP⊥A )Y, (15)
where I − κP⊥A = I − κ(I − PA) = (1− κ)I + κPA; see Lemma A.1.
Comparing Equations (12) and (15) suggests a close connection between anchor regression and
K-class estimators for inference of structural equations with no included exogenous variables. In
the following subsections, we establish this connection and subsequently extend the distributional
robustness properties of the anchor regression estimator to general K-class estimators.
2.3.1 K-class Estimators in Models with no Included Exogenous Variables
Assume that, in addition to (A1)–(A7), we have the non-sample information that β0 = 0, that
is, no exogenous variable in A directly affects the target variable Y ; we call this the instrumental
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variable model. In this model, the K-class estimator of γ0 with parameter κ < 1 is given by
γˆnK(κ) = [X
ᵀ((1− κ)I + κPA)X]−1(Xᵀ((1− κ)I + κPA)Y)
=
[
Xᵀ
(
I +
κ
1− κPA
)
X
]−1(
Xᵀ
(
I +
κ
1− κPA
)
Y
)
= γnAR
(
κ
1− κ
)
.
The K-class estimator for κ < 1 thus coincides with the anchor regression estimator with penalty
parameter λ = κ/(1− κ). Equivalently, we have γnAR (λ) = γnK (λ/(1 + λ)) for any λ > −1.
As such, the K-class estimator inherits the following distributional robustness property:
γK(κ) = γAR
(
κ
1− κ
)
= arg min
γ∈Rd
sup
v∈C(κ/(1−κ))
Edo(A:=v)
[
(Y − γᵀX)2
]
, (16)
where
C
(
κ
1− κ
)
=
{
v : Ω→ Rq : Cov(v, ε) = 0, E(vvᵀ)  1
1− κE(AA
ᵀ)
}
.
This statement holds by Theorem 1 of Rothenha¨usler et al. [2018].
In an identifiable model with P limn→∞ κ = 1, where the above non-sample information is
true, we have that γTSLS = γK(1) = P-limn→∞ γˆnK(κ), where γTSLS minimizes lIV(γ), and thus,
γˆnK(κ) consistently estimates the causal parameter. For such a choice of κ, the robustness above
is just a weaker version of what the causal coefficient can guarantee. However, the above result
in (16) establishes a robustness property for fixed κ < 1, even in cases where the model is not
identifiable. Furthermore, since we did not use that the non-sample information that β0 = 0
was true, the robustness property is resilient to model misspecification in terms of excluding
included exogenous variables from the target equation which generally also breaks any kind of
identifiability. We will later in Remark 2.4 see that the distributional robustness property for
general K-class estimators holds regardless of various model misspecifications.
2.3.2 The K-class Estimators as Penalized Regression Estimators
We now show that general K-class estimators can be written as solutions to penalized regression
problems. The first appearance of such a representation is, to the best of our knowledge, due
to McDonald [1977] building upon previous work of Basmann [1960a,b]. Their representation,
however, concerns only the endogenous part γ. We require a slightly different statement and
will show that the entire K-class estimator of α0,∗, i.e., the simultaneous estimation of γ0,∗
and β0,∗, can be written as a penalized regression problem. Let therefore lIV(α; Y,Z∗,A),
lnIV(α; Y,Z∗,A) and lOLS(α; Y,Z∗), l
n
OLS(α; Y,Z∗) denote the population and empirical TSLS
and OLS loss functions as defined in Equations (6) to (8). That is, the TSLS loss function for
regressing Y on the included endogenous and exogenous variables Z∗ using the exogeneity of A
and A−∗ as instruments and the OLS loss function for regressing Y on Z∗. We define the K-class
population and finite-sample loss functions as an affine combination of the two loss functions
above. That is,
lK(α;κ, Y, Z∗, A) = (1− κ)lOLS(α;Y,Z∗) + κlIV(α;Y,Z∗, A), (17)
lnK(α;κ,Y,Z∗,A) = (1− κ)lnOLS(α; Y,Z∗) + κlnIV(α; Y,Z∗,A). (18)
Proposition 2.1.
Assume one of the following scenarios
1) κ < 1 and (A13) holds,
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2) κ = 1 and (A14) holds,
The estimator minimizing the empirical loss function of Equation (18) is then almost surely
well-defined and coincides with the K-class estimator of Equation (15), that is,
αˆnK(κ; Y,Z∗,A) = arg min
α∈Rd1+q1
lnK(α;κ,Y,Z∗,A). (19)
almost surely. ◦
Assuming κ 6= 1, we can rewrite Equation (19) to
αˆnK(κ; Y,Z∗,A) = arg min
α∈Rd1+q1
{lnOLS(α; Y,Z∗) +
κ
1− κl
n
IV(α; Y,Z∗,A)}. (20)
Thus, K-class estimators seek to minimize the ordinary least squares loss for regressing Y on Z∗,
while simultaneously penalizing the strength of a transform on the sample covariance between
the resulting prediction residuals and the entire collection of anchors A.
In the following section, we consider a population version of the above quantity. If we replace
the finite sample assumptions (A13) and (A14) with the corresponding population assumptions
(A10) and (A11), correspondingly, we get that the minimization estimator of the empirical
loss function of Equation (18) is asymptotically well-defined. Furthermore, we now prove that
whenever the population assumptions are satisfied, then, for any fixed κ ∈ [0, 1], αˆnK(κ; Y,Z∗,A)
converges in probability towards the population K-class estimand.
Proposition 2.2.
Assume one of the following scenarios
1) κ ∈ [0, 1) and (A10) holds,
2) κ = 1 and (A11) holds.
It then holds that (αˆnK(κ; Y,Z∗,A))n≥1 is an asymptotically well-defined sequence of estimators
in the sense that
P
[
arg min
α∈Rd1+q1
lnK(α;κ,Y,Z∗,A) is well-defined
]
−→
n→∞ 1.
Furthermore, the sequence consistently estimates the well-defined population K-class estimand
αˆnK(κ; Y,Z∗,A)
P−→
n→∞ αK(κ;Y,Z∗, A) := arg minα∈Rd1+q1
lK(α;κ, Y, Z∗, A).
◦
2.3.3 Distributional Robustness of General K-class Estimators
We are now able to prove that the general K-class estimator possesses a robustness property
similar to the statements above. It is prediction optimal, under a set of interventions; this time,
this set includes interventions on all exogenous A up to a certain strength. More formally, we
have the following theorem.
Theorem 2.3.
Assume that (Y,X,H,A) is generated in accordance with the SEM in Equation (1), that is, (A1)–
(A7). For any κ ∈ [0, 1) and Z∗ = (X∗, A∗) with X∗ ⊆ X and A∗ ⊆ A, we have, whenever the
population K-class estimand is well-defined, that
αK(κ;Y,Z∗, A) = arg min
α∈Rd1+q1
sup
v∈C(κ)
Edo(A:=v)
[
(Y − αᵀZ∗)2
]
= arg min
γ∈Rd1 ,β∈Rq1
sup
v∈C(κ)
Edo(A:=v)
[
(Y − γᵀX∗ − βᵀA∗)2
]
,
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where
C(κ) :=
{
v : Ω→ Rq : Cov(v, ε) = 0, E (vvᵀ)  1
1− κE(AA
ᵀ)
}
.
◦
In other words, among all linear prediction methods of Y using Z∗ as predictors, the K-class
estimator with parameter κ has the lowest possible worst case mean squared prediction error
when considering all interventions on the exogenous variables A contained in C(κ). As κ ap-
proaches one, the estimator is prediction optimal under a class of arbitrarily strong interventions
that act in the same direction as the variance of A.
Due to the relation between anchor regression and K-class estimators, the above theorem
follows from Theorem 1 by Rothenha¨usler et al. [2018] in the special case of A∗ = ∅. Our result
additionally allows for A∗ 6= ∅. The proof follows by similar arguments.
In Theorem 2.3, we have made use of the language of SEMs in that it yields the notion of
interventions.1 As such, the theorem can be rephrased using any other notion of interventions.
The crucial assumptions are the exogeneity of A and the linearity of the system. Furthermore,
the result is robust with respect to several model misspecifications.
Remark 2.4 – Model misspecification.
Theorem 2.3 still holds under the following model misspecifications that arises from erroneous
non-sample information and the possibility of unobserved endogenous variables, which may break
the identification of α0,∗. Many of such violations generally render the K-class estimators incon-
sistent even when P-limκ = 1.
i) Exclude included endogenous variables. Consider the setup where there is no hidden vari-
ables entering the target equation given by Y = γᵀ0X + β
ᵀ
0A + εY , with εY ⊥ A. If we
erroneously exclude an endogenous variable that directly affects Y , i.e., γ0,−∗ 6= 0, then
this is equivalent with drawing inference from the model Y = γᵀ0,∗X∗ + β
ᵀ
0,∗A∗ + U , where
U = εY + γ
ᵀ
0,−∗X−∗. In the case that E(A−∗U) = E(A−∗X
ᵀ
−∗)γ0,−∗ 6= 0 we have in-
troduced dependence that renders at least some of the instruments A−∗ invalid, breaking
identifiability of α0,∗ = (γ0,∗, β0,∗).
ii) Exclude included exogenous variables. Consider again the setup from i) where there is
no hidden variables entering the target equation. If we erroneously exclude a exogenous
variable that directly affects Y , i.e., β0,−∗ 6= 0, then this is equivalent with drawing inference
from the model Y = γᵀ0,∗X∗ + β
ᵀ
0,∗A∗ + U , where U = εY + β
ᵀ
0,−∗A−∗. It holds that
E(A−∗U) = E(A−∗A
ᵀ
−∗)β0,−∗ 6= 0, again rendering the instruments invalid.
iii) Possibility of hidden endogenous variables. Consider the case with included hidden vari-
ables that are directly influenced by the excluded exogenous variables, i.e., A−∗ → H → Y .
This implies that the excluded exogenous variables A−∗ are correlated with the collapsed
noise variable in the structural equation Y = αᵀ0,∗Z∗+U , where U = εY +η
ᵀ
0H with η0 6= 0.
In the case that E(A−∗U) = E(A−∗Hᵀ)η0 6= 0 the instruments are invalid.
◦
3 The P-Uncorrelated Least Square Estimator
In this section, we propose a novel consistent estimator for the causal linear coefficients from the
collection of endogenous and possibly exogenous regressors Z to the target Y . Let us assume
that all variables have mean zero, in which case the sample product moment of the exogenous
variables A and the regression residuals Y − αᵀZ is an unbiased and consistent estimator of
the covariance. We henceforth denote the sample product moment as the sample covariance.
In the two-stage least square (TSLS) estimator one minimizes a sample covariance between
1In particular, we have not considered the SEM as a model for counterfactual statements.
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the instruments and the regression residuals: we can write lnIV(γ; Y,Z,A) = ‖Ĉovn(A, Y −
αᵀZ)‖2
(n−1AᵀA)−1/2 , where ‖ · ‖(n−1AᵀA)−1/2 is the norm induced by the inner product 〈x, y〉 =
xᵀ(n−1AᵀA)−1/2y. In the just-identified setup the TSLS estimator yields a sample covariance
that is exactly zero and is known to be unstable, in that it has no moments of any order.
Intuitively, the constraint of vanishing sample covariance may be too strong. Even for the true
(and unknown) causal coefficient, we expect, for finite sample size, the sample covariance to be
small, but not exactly zero. The key idea of the p-uncorrelated least square estimator (PULSE)
is to minimize the residual sum of squares, while constraining the sample covariance between
residuals and exogenous variables to be small, but possibly non-zero.
Let thereforeH0(α) denote the hypothesis that the prediction residuals using α as a regression
coefficient is simultaneously uncorrelated with every exogenous variable, that is,
H0(α) : Corr(A, Y − αᵀZ) = 0.
This hypothesis is in some models under certain conditions equivalent to the hypothesis that
α is the true causal coefficient. (One of these conditions is the rank condition (B8) introduced
below, known as the rank condition for identification in econometrics [Wooldridge, 2010].) Let
T (α; Y,Z) be a finite sample test statistic for testing H0(α) and let p-value(T (α; Y,Z)) denote
the p-value associated with the test of H0(α). We propose the p-uncorrelated least square
estimator (PULSE) given by
αˆnPULSE(pmin) =
argminα l
n
OLS(α; Y,Z)
subject to p-value(T (α; Y,Z)) ≥ pmin, (21)
where pmin is a pre-specified level of the hypothesis test. In words, we aim to minimize the
ordinary least square estimator among all coefficients which yield a p-value for testing H0(α)
that does not fall below some pre-specified level-threshold pmin ∈ (0, 1). That is, the minimization
is constrained to the acceptance region of the test. In practice, we propose to use the PULSE
estimator with a fixed level pmin = 0.05. Under no model misspecification, the constraint set
contains the true causal parameter in 95% of the cases. Among those parameters, we choose the
solution that is closest to the OLS solution (which is consistent in the case of no confounding).
Here, closeness is measured in the OLS distance.2
Below, we propose a class of significance tests, that contains, e.g., the Anderson-Rubin test
[Anderson and Rubin, 1949], but other choices are possible, too. While the objective function
in Equation (21) is quadratic in α, the constraint is, in general, non-convex. We will prove in
Section 3.5 that the problem can nevertheless be solved with low computational cost.
In Section 3.1, we briefly introduce the setup and assumptions we will make use of further
below. In Section 3.2, we specify a class of asymptotically consistent tests for H0(α). In Sec-
tion 3.3 we formally define the PULSE estimator. In Section 3.4, we show that the PULSE
estimator is well-defined by proving that it is equivalent to a solvable convex quadratically con-
strained quadratic program which we denote by the primal PULSE. In Section 3.5, we compute
the Lagrangian dual, that we denote by the dual PULSE. The latter representation yields a
computationally efficient algorithm and shows that the PULSE estimator is a K-class estimator
with a data-driven choice of κ.
3.1 Setup and Assumptions
In the following sections we assume that (Y,X,H,A) ∈ R1+d+r+q is generated in accordance with
the SEM in Equation (1) and that (Y,X,H,A) consists of n ≥ min{d, q} row-wise independent
and identically distributed copies of (Y,X,H,A). The structural equation of interest is
Y = γᵀ0X + η
ᵀ
0H + β
ᵀ
0A+ εY .
2 We define the OLS norm via ‖α‖2OLS := lnOLS(α + αˆnOLS) − lnOLS(αˆnOLS) = α>ZTZα, where αˆnOLS is the OLS
estimator. This defines a norm (rather than a semi-norm) if ZTZ is non-degenerate. Minimizing lnOLS(α) = ‖Y −
Zα‖22 = (α− αˆnOLS)ᵀZᵀZ(α− αˆnOLS) + ‖Y − ZαˆnOLS‖22 is equivalent to minimizing ‖α− αˆnOLS‖2OLS.
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Assume that we have some non-sample information about which d2 = d − d1 and q2 = q − q1
coefficients of γ0 and β0, respectively, are zero. As in Section 2, we let the subscript ∗ denote the
variables and coefficients that are non-zero according to the non-sample information. To simplify
notation, we drop the ∗ subscript from Z and Z; that is, we write Z = [Xᵀ∗ Aᵀ∗ ]ᵀ ∈ Rd1+q1 ,
Z =
[
X∗ A∗
] ∈ Rn×(d1+q1) and denote by α0 := (γᵀ0 , βᵀ0 )ᵀ := α0,∗ ∈ Rd1+q1 the active
parameters in the structural equation of interest. That is,
Y = αᵀ0Z + UY ,
where UY = α
ᵀ
0,−∗Z−∗+ η
ᵀ
0H + εY . If the non-sample information is true, then UY = η
ᵀ
0H + εY .
We define a setup as being under- just- and over-identified by the degree of over-identification
q2− d1 being negative, equal to zero and positive, respectively. That is, the number of excluded
exogenous variables A−∗ being less, equal or larger than the number of included endogenous
variables X∗ in the target equation.
We assume that the global assumptions (A1) to (A9) from Section 2.1 still hold. Furthermore,
we will throughout this section make use of the following situational assumptions
(B1) A ⊥ UY .
(B2) E(A) = 0.
(B3) ε has non-degenerate marginals.
(B4) ZᵀZ is of full rank.
(B5) AᵀZ is of full rank.
(B6) [Z Y] is of full column rank.
(B7) EAAᵀ is of full rank.
(B8) EAZᵀ is of full rank.
(B9) ε has density with respect to Lebesgue measure.
(B10) B of the SEM in Equation (1) is lower triangular.
(B11) No K-class estimator αˆnK(κ) with κ ∈ [0, 1), is a member of MIV, see (28) below.
Assumption (B1) holds if our non-sample information is true, and the instrument set A is
independent of all unobserved endogenous variables Hi which directly affect the target Y . This
holds, for example, if the latent variables are source nodes, that is, they have no parents in
the causal graph corresponding the SEM. The mean zero assumption (B2) can be achieved
by centering the data. Strictly speaking, this introduces a weak dependence structure in the
observations, which is commonly ignored. Alternatively, one can perform sample splitting. For
more details on this assumption and the possibility of relaxing it, see Remark 3.2. The global
assumptions (A1) to (A9) yield that (Y,X,H,A) is well-defined. They furthermore ensure that
the empirical instrumental variable loss function lnIV(α) = ‖PA(Y−Zα)‖22 and its corresponding
population version are well-defined. Assumption (B4) ensures that K-class estimators for κ <
1 are well-defined, regardless of the over-identification degree. In the under-identified setup,
Assumption (B5) yields that there exists a subspace of solutions minimizing lnIV(α). In the just-
and over-identified setup this assumption ensures that lnIV(α) has a unique minimizer given by
the two-stage least squares estimator αˆnTSLS := (Z
ᵀPAZ)−1ZᵀPAY. Assumption (B6) is used to
ensure that the ordinary least square objective function lnOLS(α; Y,Z) is strictly positive, such
that division by this function is always well-defined. Assumptions (B3), (B7) and (B8) ensure
that various limiting arguments are valid. Furthermore, in the just- and over-identified setup
Assumption (B8) is known as the rank condition for identification of α0. Assumptions (B9)
and (B10) can be used to justify (B11). Assumption (B11) states that no K-class estimator with
κ ∈ [0, 1) minimizes the instrumental variable loss function lnIV.
Proofs of results in this section can be found in Appendix D unless otherwise stated. Some
lemmas that are naturally presented late in the main text might be used in the proofs of previous
results. To avoid the appearance of circular arguments these few selected lemmas are proven
separately in Appendix C prior to Appendix D.
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3.2 Testing for Vanishing Correlation
We now introduce a class of tests for the null hypothesis H0(α) : Corr(A, Y −Zα) = 0 that have
point-wise asymptotic level and point-wise asymptotic power. These tests will allow us to define
the corresponding PULSE estimator. Assume that (B6) holds and let Tn : Rd1+q1 → R be given
by
T cn(α) := c(n)
lnIV(α)
lnOLS(α)
= c(n)
‖PA(Y − Zα)‖22
‖Y − Zα‖22
,
where c(n) is a function that will typically scale linearly in n. Let us denote the 1− p quantile
of the central Chi-Squared distribution with q degrees of freedom by Qχ2q (1− p). It follows from
the central limit theorem that we can test H0(α) in the following manner.
Lemma 3.1 (Level and power of the test).
Assume that (B1) to (B3), (B6) and (B7) hold and assume that c(n) ∼ n as n → ∞. For any
p ∈ (0, 1) and any fixed α, the statistical test rejecting the null hypothesis H0(α) if
T cn(α) > Qχ2q (1− p),
has point-wise asymptotic level p and point-wise asymptotic power of 1 against all alternatives
as n→∞. ◦
Remark 3.2.
Assumption (B2), E(A) = 0, is important for the test statistic to be asymptotic pivotal under the
null hypothesis, that is, to ensure that the asymptotic distribution of T cn(α) does not depend on
the model parameters except for q. We can drop this assumption if we change the null hypothesis
to H0(α) : E(A(Y − Zᵀα)) = 0 and add the assumption that E(UY ) = 0. Furthermore, if we
are in the just- or over-identified setup and (B8) holds, both of these hypotheses are under their
respective assumptions equivalent to H˜0(α) : α = α0. That is, the test in Lemma 3.1 is an
asymptotically consistent test for the causal parameter. ◦
Depending on the specific choice of c(n), this class contains several tests, some of which are
well-known. With c(n) = n−q+Qχ2q (1−pmin), for example, one recovers a test that is equivalent
to the asymptotic version of the Anderson-Rubin test [Anderson and Rubin, 1949]. We make
this connection precise in Remark A.2 in the appendix. To simplify notation, we will from now
on work with the choice c(n) = n and define the acceptance region with level pmin ∈ (0, 1) as
An(1− pmin) := {α ∈ Rd1+q1 : Tn(α) ≤ Qχ2q (1− pmin)}, (22)
where Tn(α) corresponds to the choice c(n) = n.
3.3 The PULSE Estimator
For any level pmin ∈ (0, 1), we formally define the PULSE estimator of Equation (21) by letting
the feasible set be given by the acceptance region An(1 − pmin) of H0(α) using the test of
Lemma 3.1. That is, we consider
{α ∈ Rd1+q1 : p-value(T (α; Y,Z)) ≥ pmin} = An(1− pmin),
such that
αˆnPULSE(pmin) :=
arg minα l
n
OLS(α)
subject to Tn(α) ≤ Qχ2q (1− pmin).
(23)
In general, this is a non-convex optimization problem [e.g. Boyd and Vandenberghe, 2004] as the
constraint function is non-convex, see the blue contours in Figure 1(left). From Figure 1(right)
we see that in the given example the problem nevertheless has a unique and well-defined solution:
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the smallest level-set of lnOLS with a non-empty intersection of the acceptance region {α : Tn(α) ≤
Qχ2q (1− pmin)} intersects with the latter region in a unique point.
In Section 3.4, we prove that this is not a coincidence: (23) has a unique solution that
coincides with the solution of a strictly convex, quadratically constrained quadratic program
(QCQP) with a data-dependent constraint bound. In Section 3.5, we further derive an equivalent
Lagrangian dual problem. This has two important implications. (1) It allows us to construct
a computationally efficient procedure to compute a solution of the non-convex problem above,
and (2), it shows that the PULSE estimator can be written as K-class estimators.
3.4 Primal Representation of PULSE
We now derive a QCQP representation of the PULSE problem, which we call the primal PULSE.
For all n ∈ N and t ≥ 0 define the empirical primal minimization problem (Primal.t.n) by
minimizeα l
n
OLS(α; Y,Z)
subject to lnIV(α; Y,Z,A) ≤ t. (24)
We will henceforth drop the notational dependence of Y, Z and A and refer to the objective
and constraint functions as lnOLS(α) and l
n
IV(α). The following lemma shows that under suitable
assumptions these problems are solvable, strictly convex QCQP problems satisfying Slater’s
condition.
Lemma 3.3 (Unique solvability of the primal).
Suppose that Assumptions (B4) and (B5) hold. It follows that α 7→ lnOLS(α) and α 7→ lnIV(α)
are strictly convex and convex, respectively. Furthermore, for any t > infα l
n
IV(α) it holds that
the constrained minimization problem (Primal.t.n) has a unique solution and satisfies Slater’s
condition. In the under- and just-identified setup the constraint bound requirement is equivalent to
t > 0 and in the over-identified setup to t > lnIV(αˆ
n
TSLS), where αˆ
n
TSLS = (Z
ᵀPAZ)−1ZᵀPAY. ◦
We now restrict the primal problem constraint bounds to t ∈ DPr := (infα lnIV(α), lnIV(αˆnOLS)].
Considering t that are larger than infα l
n
IV(α) ensures that the problem (Primal.t.n) is uniquely
solvable and furthermore that Slater’s condition is satisfied (see Lemma 3.3 above). (Slater’s
condition will play a role in Section 3.5 when establishing a sufficiently strong connection with its
corresponding dual problem for which we can derive a (semi-)closed form solution.) Constraint
bounds greater than or equal to lnIV(αˆ
n
OLS) yield identical solutions. Whenever it is well-defined,
let αˆnPr : DPr → Rd1+q1 denote the constrained minimization estimator given by the solution to
the (Primal.t.n) problem
αˆnPr(t) :=
arg minα l
n
OLS(α)
subject to lnIV(α) ≤ t. (25)
Below, we will prove that for a specific choice of t, we have that the PULSE and the primal
PULSE yield the same solutions. We therefore define t?n(pmin) as the data-dependent constraint
bound given by
t?n(pmin) := sup{t ∈ (inf
α
lnIV(α), l
n
IV(αˆ
n
OLS)] : Tn(αˆ
n
Pr(t)) ≤ Qχ2q (1− pmin)}. (26)
If t?n(pmin) > −∞ or equivalently t?n(pmin) ∈ DPr we define the primal PULSE problem and its
corresponding solution by (Primal.t?n(pmin).n) and αˆ
n
Pr(t
?
n(pmin)). The following theorem yields
conditions for when the solutions to the primal PULSE and PULSE problems coincide.
Theorem 3.4 (Primal representation of PULSE).
Let pmin ∈ (0, 1) and assume that (B4) to (B6) hold. Furthermore, assume that t?n(pmin) >
−∞ such that primal PULSE problem is solvable. If Tn(αˆnPr(t?n(pmin))) ≤ Qχ2q (1 − pmin), then
the PULSE problem has a unique solution given by the primal PULSE solution. That is, both
αˆnPULSE(pmin) of Equation (23) and αˆ
n
Pr(t
?
n(pmin)) are well-defined and satisfy
αˆnPULSE(pmin) = αˆ
n
Pr(t
?
n(pmin)).
◦
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We show that t?n(pmin) > −∞ is a sufficient condition for Tn(αˆnPr(t?n(pmin))) ≤ Qχ2q (1− pmin)
in the proof of Theorem 3.8. The sufficiency of t?n(pmin) > −∞ is postponed to the latter proof
as it easily follows from the dual representation. Hence, we have shown that finding the PULSE
estimator, i.e., finding a solution to the non-convex PULSE problem, is equivalent to solving
the convex QCQP primal PULSE for a data dependent choice of t?n(pmin).
3 But the problem
remains of how to find t?n(pmin).
Figure 1 shows an example of the equivalence in Theorem 3.4. Figure 1(right) shows that
the level set of lIV(α) = t
?(pmin) intersects the optimal level curve of l
n
OLS(α) in the same point
given by minimizing over the constraint Tn(α) ≤ Qχ2q (1− pmin).
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Figure 1: Illustrations of the level sets of lnOLS (red contours), the proposed test-statistic Tn (blue contours)
and lnIV (green contours) in a just-identified setup. The example is generated with a two dimensional anchor
A = (A1, A2), one of which is included, and one included endogenous variableX, i.e., Y = α1X+α2A1+H+εY
with (α1, α2) = (1, 1). Both illustrations show level sets from the same setup, but they use different scales.
The black text denotes the level of the test-statistic contours. In this setup, the PULSE constraint bound,
the rejection threshold of the test with pmin = 0.05, is Qχ22(0.95) ≈ 5.99. The blue level sets of Tn are
non-convex. The sublevel set of the test, corresponding to the acceptance region, is illustrated by the blue
area. In the right plot, we see that the smallest level set of lnOLS that has a non-empty intersection with the
Qχ2q (1− pmin)-sublevel set of Tn is a singleton (black dot). This illustrates that in this example the PULSE
problem is solvable and has a unique solution. The lnIV level set that intersects this singleton is exactly the
t?n(pmin)-level set of l
n
IV. This illustrates the statement of Theorem 3.4 in that the primal PULSE with that
choice of t solves the PULSE problem.
The set of solutions to the primal problem {αˆnPr(t) : t ∈ DPr} can in the just- and over-
identified setup be visualized as an (in general) non-linear path in Rd1+q1 between the TSLS
estimator (t = lnIV(αˆ
n
TSLS)) and the OLS estimator (t = l
n
IV(αˆ
n
OLS)) [see also Rothenha¨usler
et al., 2018]. Theorem 3.4 yields that the PULSE estimator (t = t?n(pmin)) then seeks the
estimator ’closest’ to the OLS estimator along this path that does not yield a rejected test of
simultaneous vanishing correlation between the resulting prediction residuals and the exogenous
variables A, see Figure 2. In the under-identified setup, the TSLS end point corresponding to
t = minα l
n
IV(α) is instead given by the point in the IV solution space {α ∈ Rd1+q1 : lnIV(α) = 0}
3Given that value, we do not even need to use a numerical solver for the QCQP, but can instead solve the
corresponding dual problem that we introduce in Section 3.5.
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with the smallest mean squared prediction residuals.
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Figure 2: Illustration of the path of solutions to the class of primal problems between the least square
estimator (red point) and the two stage least square estimator (green point). The setup is the same as in
Figure 1. The black path corresponds the aforementioned interpolation path {αˆnPr(t) : t ∈ DPr}. The black
points and corresponding text labels tells what constraint bound t yields the specific point. By the curvature
of the black path we see that in general the class of primal solutions does not coincide with the class of convex
combinations of the OLS and the TSLS estimators.
3.5 Dual Representation of PULSE
In this section, we derive a dual representation of the primal PULSE problem which we will
denote the dual PULSE problem. This specific dual representation allows for the construction
of a binary search algorithm for the PULSE estimator and yields that PULSE is a member of
the K-class estimators with stochastic κ-parameter.
For any penalty parameter λ ≥ 0 and n ∈ N we define the dual problem denoted (Dual.λ.n)
by
minimize lnOLS(α) + λl
n
IV(α). (27)
Whenever (B4) holds, i.e., ZᵀZ is of full rank, then for any λ ≥ 0 the solution to (Dual.λ.n)
coincides with the K-class estimator with κ = λ/(1 + λ) ∈ [0, 1), see Proposition 2.1. That is,
αˆnK(κ) = (Z
ᵀ(I + λPA)Z)−1Zᵀ(I + λPA)Y
solves (Dual.λ.n). Henceforth, let αˆnK(λ) denote the solution to (Dual.λ.n), i.e., in a slight abuse
of notation we will denote the solution to (Dual.λ.n) by αˆnK(λ), such that αˆ
n
K(λ) = αˆ
n
K(κ) for
κ = λ/(1 + λ). We refer to these two representations as the K-class estimator with penalty
parameter λ and parameter κ, respectively. The usage of κ or λ as argument should clarify
which notation we refer to.
Under assumption (B5) we have that the minimum of lnIV(α) is attainable (see the proof of
Lemma 3.3). Hence, let the solution space for the minimization problem minα l
n
IV(α) be given
by
MIV := arg min
α
lnIV(α) = {α ∈ Rd1+q1 : lnIV(α) = min
α′
lnIV(α
′)}. (28)
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Furthermore, in the under-identified setup (q2 < d1), we have thatMIV is a (d1−q2)-dimensional
subspace of Rd1+q1 and in the just- and over-identified setup it holds that MIV = {αˆnTSLS}.
We now prove that, in the generic case, K-class estimators for λ ∈ [0,∞) are different from
the TSLS estimator. This result may not come as a surprise, but we include it as we need the
result later and have not found it elsewhere.
Lemma 3.5 (K-class estimators and TSLS differ).
Assume that we are in the just- or over-identified setup and n > q. Furthermore, assume that
(B4), (B5) and (A9) are almost surely satisfied and that (B9) and (B10) hold. It then almost
surely holds, that all K-class estimators with penalty parameter λ ∈ [0,∞) differ from the two-
stage least square estimator, i.e., αˆnTSLS 6∈ {αˆnK(λ) : λ ≥ 0}. ◦
We conjecture that the corresponding statement holds in the under-identified setup, too. That
is,MIV ∩{αˆnK(λ) : λ ≥ 0} = ∅ holds almost surely. We therefore introduced this condition as an
assumption: (B11) No K-class estimator αˆnK(λ) with λ ≥ 0, is a member of MIV. Furthermore,
when imposing that (B11) holds we also have that the K-class estimators differ from each other.
Corollary 3.6 (K-class estimators differ from each other).
Assume that (B4), (B5) and (B11) hold. If λ1, λ2 ≥ 0 with λ1 6= λ2, then αˆnK(λ1) 6= αˆnK(λ2). ◦
The above corollary is proven as Corollary C.1 in Appendix C. We now show that the
class of K-class estimators with penalty parameter λ ≥ 0 coincides with the class of con-
strained minimization-estimators that minimize the primal problems with constraint bounds
t > minα l
n
IV(α).
Lemma 3.7 (Connecting the primal and dual problems).
Assume that (B4) to (B6) and (B11) hold. Then, both of the following statements hold.
i) For any t ∈ DPr, there exists a unique λ(t) ≥ 0 such that (Primal.t.n) and (Dual.λ(t).n)
have the same unique solution.
ii) For any λ ≥ 0, there exists a unique t(λ) ∈ DPr such that (Primal.t(λ).n) and (Dual.λ.n)
have the same unique solution. ◦
Lemma 3.7 tells us that, under appropriate assumptions,
{αˆnK(κ) : κ ∈ [0, 1)} = {αˆnK(λ) : λ ≥ 0} = {αˆnPr(t) : t ∈ DPr}.
In words, we have recast the K-class estimators with κ ∈ [0, 1) as the class of solutions to the
primal problems previously introduced. That the minimizers of lnIV(α) are different from all the
K-class estimators with penalty λ ≥ 0 (or κ ∈ [0, 1)) guarantees that when representing a K-class
problem in terms of a constrained optimization problem, we do not leave the class of problems
satisfying Slater’s condition.
We are now able to show the main result of this section. The PULSE estimator αˆnPULSE(pmin)
is contained in the class of K-class problems (Dual.λ.n). To see this, let us define the dual PULSE
penalty parameter, i.e., the dual analogue of the primal PULSE constraint t?n(pmin) as
λ?n(pmin) := inf{λ ≥ 0 : Tn(αˆnK(λ)) ≤ Qχ2q (1− pmin)}. (29)
If λ?n(pmin) <∞, we define the dual PULSE problem by (Dual.λ?n(pmin)) with solution
αˆnK(λ
?
n(p)) = arg min
α∈Rd1+q1
lnOLS(α) + λ
?
n(pmin)l
n
IV(α).
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Theorem 3.8 (Dual representation of PULSE).
Let pmin ∈ (0, 1) and assume that (B4) to (B6) and (B11) hold. If λ?n(pmin) <∞, then it holds
that t?n(pmin) > −∞ and
αˆnK(λ
?
n(pmin)) = αˆ
n
Pr(t
?
n(pmin)) = αˆ
n
PULSE(pmin),
almost surely, where the primal constraint bound t?n(pmin) is given by Equation (26) and the dual
penalty parameter λ?n(pmin) is given by Equation (29). ◦
Thus, the PULSE estimator seeks to minimize the K-class penalty λ, i.e., to pull the estimator
along the K-class path {αˆnK(λ) : λ ≥ 0} as close to the ordinary least square estimator as possible.
Furthermore, the statement implies that the PULSE estimator is a K-class estimator with data-
driven penalty λ?n(pmin) or, equivalently, parameter κ = λ
?
n(pmin)/(1 + λ
?
n(pmin)). Given a finite
dual PULSE penalty parameter λ?n(pmin) we can, by utilizing the closed form solution of the
K-class problem, represent the PULSE estimator in the following form:
αˆnPULSE(pmin) = αˆ
n
K(λ
?
n(pmin)) = (Z
ᵀ(I + λ?n(pmin)PA)Z)
−1Zᵀ(I + λ?n(pmin)PA)Y.
However, to the best of our knowledge, λ?n(pmin) has no known closed form, so the above ex-
pression cannot be computed in closed-form either. In Section 3.5.1, we prove that the PULSE
penalty parameter λ?n(pmin) can be approximated with arbitrary precision by a simple binary
search procedure.
The following lemma provides a necessary and sufficient condition for when the PULSE
penalty parameter λ?n(pmin) is finite. This condition can be easily checked in practice.
Lemma 3.9 (Infeasibility of the dual representation).
Let pmin ∈ (0, 1) and assume that (B4) to (B6) and (B11) hold. In the under- and just-identified
setup we have that λ?n(pmin) <∞. In the over-identified setup it holds that
λ?n(pmin) <∞ ⇐⇒ Tn(αˆnTSLS) < Qχ2q (1− pmin).
This is not guaranteed to hold as the event that An(1−pmin) = ∅ can have positive probability. ◦
Thus, under suitable regularity assumptions Lemma 3.9 yields that our dual representation
of the PULSE estimator always holds in the under- and just-identified setup. It furthermore
yields that the sufficient condition for when the dual representation is valid is possibly violated
in the over-identified setup with non-negligible probability.
3.5.1 Binary Search for the Dual Parameter
The key insight allowing for a binary search procedure for λ?n(pmin) is that the mapping λ 7→
Tn(αˆ
n
K(λ)) is monotonically decreasing.
Lemma 3.10 (Monotonicity of the losses and the test statistic).
Assume that (B4) holds. The maps [0,∞) 3 λ 7→ lnOLS(αˆnK(λ)) and [0,∞) 3 λ 7→ lnIV(αˆnK(λ))
are monotonically increasing and monotonically decreasing, respectively. Consequently, if (B6)
holds, we have that the map
[0,∞) 3 λ 7−→ Tn(αˆnK(λ)) = n
lnIV((Z
ᵀ(I + λPA)Z)−1Zᵀ(I + λPA)Y)
lnOLS((Z
ᵀ(I + λPA)Z)−1Zᵀ(I + λPA)Y)
is monotonically decreasing. Furthermore, if (B11) also holds, these monotonicity statements
can be strengthened to strictly decreasing and strictly increasing. ◦
The above lemma is proven as Lemma C.2 in Appendix C. If the OLS solution is not strictly
feasible in the PULSE problem, then λ?n(pmin) indeed is the smallest penalty parameter for which
the test-statistic reaches a p-value of exactly pmin; see Lemma C.3.
We propose the following binary search algorithm, that can approximate a finite λ?n(pmin)
with arbitrary precision. Note that we terminate the binary search (see line 3) if λ?n(pmin) is not
finite, in which case we have no computable representation of the PULSE estimator.
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Algorithm 1 Binary.Search with precision 1/N .
1: input pmin, N
2: procedure
3: if Tn(αˆ
n
TSLS) ≥ Qχ2q(1− pmin) then
4: terminate procedure
5: end if
6: λmin ← 0
7: λmax ← 2
8: while Tn(αˆ
n
K(λmax)) > Qχ2q(1− pmin) do
9: λmin ← λmax
10: λmax ← λ2max
11: end while
12: ∆← λmax − λmin
13: while ∆ > 1/N do
14: λ← 2(log2(λmin)+log2(λmax))/2
15: if Tn(αˆ
n
K(λ)) > Qχ2q(1− pmin) then
16: λmin ← λ
17: else
18: λmax ← λ
19: end if
20: ∆← λmax − λmin
21: end while
22: return(λmax)
23: end procedure
It is possible to improve this algorithm in the under- and just-identified setup, by initializing λmax
as the quantity given by Equation (68) in the proof of Lemma 3.9. This initialization removes the
need for the first ’while loop’ in (lines 8–11). We now prove that the above algorithm achieves
the required precision and is asymptotically correct.
Lemma 3.11.
Let pmin ∈ (0, 1) and assume that (B4) and (B6) hold. If λ?n(pmin) < ∞, then λ?n(pmin) can be
approximated with arbitrary precision by the binary search Algorithm 1, that is,
Binary.Search(N, pmin)− λ?n(pmin)→ 0,
as N →∞. ◦
3.6 Algorithm and Consistency
The PULSE estimator is not guaranteed to be well-defined in the over-identified setup. For any
pmin ∈ (0, 1) we therefore define an always well-defined modified PULSE estimator αˆnPULSE+(pmin)
as αˆnPULSE(pmin) if λ
?
n(pmin) <∞ and some other consistent estimator αˆnALT (such as the TSLS,
LIML or Fuller estimator) otherwise. Recall that in the under- and just- identified setup we
always have λ?n(pmin) < ∞ in which case we know that αˆnPULSE+(pmin) = αˆnPULSE(pmin). In
the over-identified setup the condition that λ?n(pmin) < ∞ holds if and only if Tn(αˆnTSLS) <
Qχ2q (1− pmin). That is, we define
αˆnPULSE+(pmin) :=
{
αˆnPULSE(pmin), if Tn(αˆ
n
TSLS) < Qχ2q (1− pmin)
αˆnALT, otherwise.
Thus, we have the following algorithm for computing the PULSE∗ estimator:
21
Algorithm 2 PULSE+
1: input pmin, precision 1/N , αˆ
n
ALT
2: procedure
3: if Tn(αˆ
n
TSLS) ≥ Qχ2q(1− pmin) then
4: αˆnPULSE+(pmin)← αˆnALT
5: else
6: λ?n(pmin)← Binary.Search(N, pmin)
7: αˆnPULSE+(pmin)← (Zᵀ(I + λ?n(pmin)PA)Z)−1Zᵀ(I + λ?n(pmin)PA)Y
8: end if
9: return(αˆnPULSE+(pmin))
10: end procedure
We now prove that the PULSE+ estimator consistently estimates the causal parameter in
the just- and over-identified setting. Assume that we choose a consistent estimator αˆnALT (under
standard regularity assumptions, this is satisfied for the TSLS, for example4). We can then show
that, under mild conditions, the PULSE+ estimator, too, is a consistent estimator of α0.
Theorem 3.12 (Consistency of PULSE+).
Consider the just- or over-identified setup and let pmin ∈ (0, 1). If (B1), (B2), (B4) to (B8)
and (B11) hold almost surely for all n ∈ N and αˆnTSLS and αˆnALT are consistent estimators of α0,
then
αˆnPULSE+(pmin)
P−→ α0,
when n→∞. ◦
4 Conclusion
We have shown that the distributional robustness property, first shown in the case of anchor
regression [Rothenha¨usler et al., 2018], fully extends to general K-class estimators of possibly
non-identifiable structural parameters in a general linear structural equation model that allows
for latent endogenous variables.
We have proposed a new estimator for structural parameters in linear structural equation
models. This estimator, called PULSE, is derived as the solution to a minimization problem
where we seek to minimize mean squared prediction error constrained to a region that is asymp-
totically equivalent to the Anderson-Rubin confidence region for the causal parameter. Even
though this region is non-convex, we have shown that the corresponding optimization problem
allows for a computationally efficient algorithm that approximates the above parameter with
arbitrary precision using a simply binary search procedure. We argued that this estimator is a
member of the K-class estimators with data-driven parameter (which lies between zero and one).
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4This is easily verified as αˆnTSLS = α0 + (n
−1ZA(n−1AᵀA)−1n−1AᵀZᵀ)−1n−1ZA(n−1AᵀA)−1n−1AᵀUY .
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A Some Lemmata and a Remark
Lemma A.1.
When well-defined, the K-class estimator of Theil [1958], given by
αˆnK(κ) =
[
γˆKn (κ)
βˆKn (κ)
]
=
[
Xᵀ∗X∗ − κRᵀ∗R∗ Xᵀ∗A∗
Aᵀ∗X∗ A
ᵀ
∗A∗
]−1 [
Xᵀ∗ − κRᵀ∗
Aᵀ∗
]
Y, (30)
is equivalently written as
αˆnK(κ) =
(
Zᵀ∗(I− κP⊥A )Z∗
)−1
Zᵀ∗(I− κP⊥A )Y,
where R∗ = X∗ − A(AᵀA)−1AᵀX∗ = P⊥AX∗ is the ordinary least squares residuals when re-
gressing X∗ on A and Z∗ =
[
X∗ A∗
]
. ◦
Proof.
Note that
Zᵀ∗(I− κP⊥A )Z∗ =
[
Xᵀ∗
Aᵀ∗
]
(I− κP⊥A )
[
X∗ A∗
]
=
[
Xᵀ∗ − κXᵀ∗P⊥A
Aᵀ∗ − κAᵀ∗P⊥A
] [
X∗ A∗
]
=
[
Xᵀ∗X∗ − κXᵀ∗P⊥AX∗ Xᵀ∗A∗ − κXᵀ∗P⊥AA∗
Aᵀ∗X∗ − κAᵀ∗P⊥AX∗ Aᵀ∗A∗ − κAᵀ∗P⊥AA∗
]
=
[
Xᵀ∗X∗ − κRᵀ∗R∗ Xᵀ∗A∗
Aᵀ∗X∗ A
ᵀ
∗A∗
]
,
where we used that R∗ = P⊥AX∗, P
⊥
AA∗ = 0 and that P
⊥
A is idempotent and symmetric, such
that
κXᵀ∗P
⊥
AX∗ = κX
ᵀ
∗P
⊥
AP
⊥
AX∗ = κ(P
⊥
AX∗)
ᵀP⊥AX∗ = κR
ᵀ
∗R∗.
Similarly, we have that
Zᵀ∗(I− κP⊥A )Y =
[
Xᵀ∗
Aᵀ∗
]
(I− κP⊥A )Y =
[
Xᵀ∗ − κRᵀ∗
Aᵀ∗
]
Y,
proving that the two expressions coincide.
Remark A.2 – Connection to Anderson-Rubin confidence region.
Our acceptance region
Acn(1− pmin) := {α ∈ Rd1+q1 : T cn(α) ≤ Qχ2q (1− pmin)}, (31)
is closely related to the Anderson-Rubin (Anderson and Rubin [1949]) confidence region of the
simultaneous causal parameter α0 = (γ0, α0) in an identified model. When the causal parameter
α0 is identifiable, i.e., in a just- or over-identified setup (q ≥ d1 + q2) and (B8) holds, only the
causal parameter yields regression residuals Y − αᵀ0Z that are uncorrelated with the exogenous
variables A. In this restricted setup, our null hypothesis is equivalent with H˜0(α) : α = α0. The
hypothesis H˜0(α) can be tested by the Anderson-Rubin test and all non-rejected coefficients
constitute the Anderson-Rubin confidence region of α0, which is given by
CRex,nAR (1− pmin) :=
{
α ∈ Rd1+q1 : TARn (α) ≤ QF (q,n−q)(1− pmin)
}
,
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where QF (q,n−q)(1− pmin) is the 1− pmin quantile of the F distribution with q and n− q degrees
of freedom and the Anderson-Rubin test-statistic TARn (α) is given by
TARn (α) :=
n− q
q
(Y − Zα)ᵀPA(Y − Zα)
(Y − Zα)ᵀP⊥A (Y − Zα)
=
n− q
q
lnIV(α)
lnOLS(α)− lnIV(α)
.
The confidence region CRex,nAR is exact whenever several regularity conditions are satisfied, such
as deterministic exogenous variables and normal distributed errors [Anderson and Rubin, 1949,
Theorem 3]. In a general SEM model the regularity conditions are not fulfilled, but changing
the rejection threshold to Qχ2q/q(1− pmin), we obtain an asymptotically valid confidence region.
That is,
CRas,nAR (1− pmin) :=
{
α ∈ Rd1+q1 : TARn (α) ≤ Qχ2q/q(1− pmin)
}
,
is an asymptotically valid approximate confidence region [Anderson and Rubin, 1950, Theorem
6]. This relies on the fact that TARn (α)
D−→ χ2q/q under the null and TARn diverges to infinity
under the general alternative. The test-statistic T cn(α) can be seen as a scaled coefficient of
determination (R2-statistic) for which TARn (α) is the corresponding F -statistic. That is, one can
realize that
TARn (α) =
n− q
q
T cn(α)/c(n)
1− T cn(α)/c(n)
≤ Qχ2q/q(1− pmin),
which is equivalent to
n− q +Qχ2q (1− pmin)
c(n)
T cn(α) ≤ Qχ2q (1− pmin).
Thus, if Qχ2q (1−pmin) ≥ q, then An(1−pmin) ⊇ CRas,nAR (1−pmin) and An(1−pmin) ⊂ CRas,nAR (1−
pmin) otherwise, where An(1 − pmin) is the acceptance region when using the scaling scheme
c(n) = n. Furthermore, Acn(1 − pmin), the acceptance region under a general scaling scheme
c(n) ∼ n, is asymptotically equivalent to the Anderson-Rubin approximate confidence region
CRas,nAR (1− pmin). If we choose the specific scaling to be c(n) = n− q+Qχ2q (1− pmin), then they
coincide, CRas,nAR (1 − pmin) = Acn(1 − pmin) for each n ∈ N. Finally, whenever the Anderson-
Rubin confidence region is exact, we could change the rejection threshold from Qχ2q (1− pmin) to
c(n)QB(q/2,(n−q)/2)(1 − pmin) and also get an exact acceptance region, where B(q/2, (n − q)/2)
is the Beta distribution with shape and scale parameter q/2 and (n− q)/2 respectively. ◦
Lemma A.3.
Let αˆ be a solution to a constrained optimization problem of the form
minimize
α∈Rk
f(α)
subject to g(α) ≤ c
where f is an everywhere differentiable strictly convex function on Rk for which a stationary
point exists, g is continuous and c ∈ R. If the stationary point of f is not feasible, then the
constraint inequality is tight (active) in the solution αˆ, that is, g(αˆ) = c. ◦
Proof.
Since αˆ feasible and the stationary point of f is not feasible, we know that αˆ is not a stationary
point of f , hence Df(αˆ) 6= 0. Now assume that the constraint bound is not tight (active) in the
solution αˆ, that is g(αˆ) < c. By continuity of g, we know that there exists an ε > 0, such that for
all α ∈ B(αˆ, ε), it holds that g(α) < c. Furthermore, since Df(αˆ) = 0, we can look at the line
segment going through αˆ in the direction of the negative gradient of f in αˆ. That is, l : R→ Rk
defined by l(t) = αˆ − tDf(αˆ). Note that D(f ◦ l)(0) = Df(l(0))Dl(0) = −Df(αˆ)Df(αˆ)ᵀ =
−‖Df(αˆ)‖ < 0, meaning that the derivative of f ◦ l : R→ R is negative in zero. Therefore, there
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exists a δ > 0, such that for all t ∈ (0, δ) it holds that f ◦l(t) < f ◦l(0), i.e., f(αˆ−tDf(αˆ)) < f(αˆ).
Thus, for sufficiently small t′, is it holds that t′ < δ and αˆ − t′Df(αˆ) ∈ B(αˆ, ε). We conclude
that α˜ := αˆ − tDf(αˆ) is feasible, g(α˜) < c, and super-optimal compared to αˆ, f(α˜) < f(αˆ),
which contradicts that αˆ solves the optimization problem. In words, if the solution is not tight
we can take a small step in the negative gradient direction of the objective function and get a
better objective value while still being feasible.
Lemma A.4.
Suppose that gn : RG → RK are random linear maps converging point-wise in probability to a
non-random linear map g : RG → RK that is injective. If
gn(βˆn − β0) P−→
n→∞ 0,
then βˆn is a consistent estimator of β0. That is,
βˆn
P−→
n→∞ β0.
◦
Proof.
As g is injective, we have that rank(g) = G, and as such rank(gᵀg) = (g) = G which implies
that gᵀg is invertible. Furthermore, by Slutsky’s theorem we get that
gn
P−→ g =⇒ gᵀngn P−→ gᵀg
as n→∞, that is, for any ε > 0
P (||gᵀngn − gᵀg‖ ≤ ε) = P (gᵀngn ∈ B(gᵀg, ε)) →
n→∞ 1.
Here ‖ · ‖ is any norm on the set of G×G matrices and B(gᵀg, ε) is the closed ball around gᵀg
with radius ε with respect the this norm. Now note that the set NS(G,G) of all non-singular
G×G matrices is an open subset of all G×G matrices, which implies that there exists an ε > 0,
such that
B(gᵀg, ε) ⊂ NS(G,G).
Hence, gᵀngn is invertible with probability tending towards 1, that is,
P (gᵀngn ∈ NS(G,G)) →
n→∞ 1.
Let hn : Ω→ NS(G,G) be given by
hn(ω) :=
{
gᵀn(ω)gn(ω), if ω ∈ (gᵀngn ∈ NS(G,G))
I, otherwise.
Then hn
P−→
n→∞ g
ᵀg, since for any ε > 0
P (‖hn − gᵀg‖ > ε) = P ((‖gᵀngn − gᵀg‖ > ε) ∩ (gᵀngn ∈ NS(G,G)))
+ P ((‖I − gᵀg‖ > ε) ∩ (gᵀngn ∈ NS(G,G))c)
≤ P (‖gᵀngn − gᵀg‖ > ε) + P (gᵀngn ∈ NS(G,G))c)
→
n→∞ 0,
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Continuity of the inverse operator and the continuous mapping theorem, yield that ‖h−1n ‖op P−→
‖(gᵀg)−1‖op ∈ R and ‖gᵀn‖op P−→ ‖gᵀ‖op ∈ R as n tends to infinity, where ‖ · ‖op is the operator
norm induced by the Euclidean norm ‖ · ‖2. Furthermore,
‖gᵀngn(βˆn − β0)‖2 ≤ ‖gᵀn‖op‖gn(βˆn − β0)‖2 P−→
n→∞ ‖g
ᵀ‖op · 0 = 0,
by the assumptions and Slutsky’s theorem. Hence, for any ε > 0
P (‖hn(βˆn − β0)‖2 > ε) = P ((‖gᵀngn(βˆn − β0)‖2 > ε) ∩ (gᵀngn ∈ NS(G,G)))
+ P ((‖βˆn − β0‖2 > ε) ∩ (gᵀngn ∈ NS(G,G))c)
≤ P ((‖gᵀngn(βˆn − β0)‖2 > ε)) + P ((gᵀngn ∈ NS(G,G))c)
→
n→∞ 0.
Thus,
‖βˆn − β0‖2 = ‖h−1n hn(βˆn − β0)‖2 ≤ ‖h−1n ‖op‖hn(βˆn − β0)‖2 P−→
n→∞ ‖(g
ᵀg)−1‖op · 0 = 0,
by Slutsky’s theorem, yielding that βˆn is an consistent estimator of β0.
B Proofs of Section 2
Proposition 2.1.
Assume one of the following scenarios
1) κ < 1 and (A13) holds,
2) κ = 1 and (A14) holds,
The estimator minimizing the empirical loss function of Equation (18) is then almost surely
well-defined and coincides with the K-class estimator of Equation (15), that is,
αˆnK(κ; Y,Z∗,A) = arg min
α∈Rd1+q1
lnK(α;κ,Y,Z∗,A). (19)
almost surely. ◦
Proof.
The minimizations of Equation (17) and Equation (18) are unconstrained optimization problems.
We know that there exists a unique solution if the problems are strictly convex. Thus, it
suffices to verify the second order condition for strict convexity of the objective functions, i.e.,
D2lnK(α;κ)  0. To this end, note that
DlnOLS(α; Z∗,X) =
∂
∂α
n−1(Y − Z∗α)ᵀ(Y − Z∗α) = 2n−1 (αᵀZᵀ∗Z∗ −YᵀZ∗) ,
DlnIV(α; Y,Z∗,A) = 2n
−1 (αᵀZᵀ∗PAZ∗ −YᵀPAZ∗) .
Thus, the first order derivative of the K-class regression loss function is given by the κ-weighted
affine combination of these two, that is,
DlnK(α;κ,Y,Z∗,A) = 2n
−1 ((1− κ) (αᵀZᵀ∗Z∗ −YᵀZ∗) + κ (αᵀZᵀ∗PAZ∗ −YᵀPAZ∗))
= 2n−1 (αᵀ (Zᵀ∗ ((1− κ)I + κPA) Z∗)− (Yᵀ ((1− κ)I + κPA) Z∗))
= 2n−1 (αᵀ (Zᵀ∗ (I− κ (I− PA)) Z∗)− (Yᵀ (I− κ (I− PA)) Z∗))
= 2n−1
(
αᵀ
(
Zᵀ∗
(
I− κP⊥A
)
Z∗
)− (Yᵀ (I− κP⊥A)Z∗)) ,
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where P⊥A = I− PA. The second order derivative is given by
D2lnK(α;κ,Y,Z∗,A) = 2n
−1 ((1− κ)Zᵀ∗Z∗ + κZᵀ∗PAZ∗) = 2n−1Zᵀ∗(I − κP⊥A )Z∗.
The second derivative is proportional to the matrix we need to invert in order to solve the
normal equation in Equation (14), see proof of Lemma A.1 above. As a consequence, we have
that the K-class estimator solving Equation (14) is guaranteed to exist and be unique if the
second derivative is strictly positive definite, i.e., invertible.
Let us first consider κ < 1. To see that D2lnK(α;κ,Y,Z∗,A)  0, take any y ∈ Rd1+q1 \ {0}
and assume that (A13) holds. That is, we assume that rank(Zᵀ∗Z∗) = rank(Z∗) = d1 + q1 almost
surely such that z = Z∗y ∈ Rn \ {0} almost surely. Without (A13), choosing y ∈ ker(Z∗) \ {0}
yields a zero in the following quadratic form with positive probability. However, with this
assumption (and disregarding 2n−1) we get that
yᵀD2lnK(α;κ)y ∝ (1− κ)yᵀZᵀ∗Z∗y + κyᵀZᵀ∗PAZ∗y
= (1− κ)‖z‖22 + κ‖PAz‖22
≥
{
(1− κ)‖z‖22 + κ‖z‖22 = ‖z‖22, if κ ∈ (−∞, 0),
(1− κ)‖z‖22, if κ ∈ [0, 1)
> 0,
almost surely. Here, we used that PA = P
ᵀ
A = A(A
ᵀA)−1Aᵀ is an orthogonal projection matrix,
hence PA = P
ᵀ
APA and 0 ≤ ‖PAw‖22 ≤ ‖w‖22 for any w ∈ Rq.
Let us now consider the case κ = 1. If rank(AᵀZ∗) < d1 + q1 with positive probability, then
choose y ∈ ker(AᵀZ∗) \ {0} 6= ∅ and note that
yᵀD2lnK(α;κ)y = ‖PAz‖22 = ‖yᵀZᵀ∗A(AᵀA)−1AᵀZ∗y‖22 = 0,
showing that lnK(α;κ) is not strictly convex with positive probability. However, if we instead
assume that (A14) holds, i.e., that AᵀZ∗ ∈ Rq×(d1+q1) satisfies rank(AᵀZ∗) = d1 + q1 almost
surely, then D2lnK(α;κ) is also guaranteed to be positive definite almost surely when κ = 1.
Thus, we have shown sufficient conditions for D2lnK(α;κ) to be almost surely positive definite,
ensuring strict convexity of the lnK(α;κ), hence almost sure uniqueness of a global minimum. The
unique global minimum is then found as a solution to the normal equation
DlnK(α;κ) = 0 ⇐⇒ αᵀ
(
Zᵀ∗
(
I− κP⊥A
)
Z∗
)
=
(
Yᵀ
(
I− κP⊥A
)
Z∗
)
,
which is given by α = (Zᵀ∗(I − κP⊥A )Z∗)−1Zᵀ∗(I − κP⊥A )Y. We conclude that under the above
conditions we have that
arg min
α∈Rd1+q1
lnK(α;κ) = (Z
ᵀ
∗(I− κP⊥A )Z∗)−1Zᵀ∗(I− κP⊥A )Y = αˆnK(κ),
almost surely.
Proposition 2.2.
Assume one of the following scenarios
1) κ ∈ [0, 1) and (A10) holds,
2) κ = 1 and (A11) holds.
It then holds that (αˆnK(κ; Y,Z∗,A))n≥1 is an asymptotically well-defined sequence of estimators
in the sense that
P
[
arg min
α∈Rd1+q1
lnK(α;κ,Y,Z∗,A) is well-defined
]
−→
n→∞ 1.
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Furthermore, the sequence consistently estimates the well-defined population K-class estimand
αˆnK(κ; Y,Z∗,A)
P−→
n→∞ αK(κ;Y,Z∗, A) := arg minα∈Rd1+q1
lK(α;κ, Y, Z∗, A).
◦
Proof.
We first prove that the estimators are asymptotically well-defined if the population conditions
(A10) and (A11) hold. For κ ∈ [0, 1), we know from Proposition 2.1 that
P
[
arg min
α∈Rd1+q1
lnK(α;κ,Y,Z∗,A) is well-defined
]
≥ P [Zᵀ∗Z∗ is positive definite] ,
So it suffices to show that the lower converges to one in probability. By the weak law of large
numbers we have, for any ε > 0 that
P (‖Zᵀ∗Z∗ − E(Z∗Zᵀ∗ )‖ < ε)→ 1. (32)
Note that by assumption (A10), i.e., that Var(Z∗) is positive definite, we also have that E(Z∗Z
ᵀ
∗ )
is positive definite; see Equation (33) below. Note that the set of positive definite matrices S+
is an open set in the space of symmetric matrices S of the same dimensions. Hence, there must
exist an open ball B(E(Z∗Z
ᵀ
∗ ), c) ⊆ S+ with center E(Z∗Zᵀ∗ ) and radius c > 0, fully contained
in the set of open matrices. By virtue of Equation (32), we have for ε = c that
P [Zᵀ∗Z∗ is positive definite] ≥ P (Zᵀ∗Z∗ ∈ B(E(Z∗Zᵀ∗ ), c))
≥ P (‖Zᵀ∗Z∗ − E(Z∗Zᵀ∗ )‖ < c)→ 1,
proving that the estimator minimizing the K-class penalized regression function is asymptotically
well-defined. In the case of κ = 1 the argument for asymptotic well-definedness follows by almost
the same arguments. Arguing that AᵀA is positive definite with probability converging to one
since Var(A) is assumed positive definite follows from the same arguments as above. To see
that AᵀZ∗ is of full column rank with probability converging to one, we use that E(AZ
ᵀ
∗ ) is
assumed full column rank. If q = d1 + q2, then follows from the above arguments. Otherwise,
if q > d1 + q1, then we modify the above arguments using that the set of injective linear maps
from Rd1+q1 to Rq is an open set of all linear maps from Rd1+q1 to Rq.
In regards to the well-definedness of the population estimand that minimizes the population
loss function, we cannot make use of the projection PA anymore, which simplified the above
considerations in the finite sample case. It suffices to show strict convexity of the population loss
function. Assume that (A10) holds, i.e., that Var(Z∗) is positive definite, and consider κ ∈ [0, 1).
For any y ∈ Rd1+q1 \ {0} we see that
yᵀD2lK(α;κ)y = (1− κ)yᵀE(Z∗Zᵀ∗ )y + κyᵀE(Z∗Aᵀ)E(AAᵀ)−1E(AZᵀ∗ )y
≥ (1− κ)yᵀE(Z∗Zᵀ∗ )y (33)
= (1− κ) (yᵀVar(Z∗)y + yᵀE(Z∗)E(Z∗)ᵀy)
≥ (1− κ)yᵀVar(Z∗)y
> 0,
proving strict convexity of the K-class penalized loss function. Now let κ = 1 and assume
(A8) and (A11) hold, i.e., Var(A) is positive definite and E(AZᵀ∗ ) is of full column rank (which
implicitly assumes we are in the just- or over-identified case). First note that by the above
considerations this implies that E(AAᵀ) and its inverse E(AAᵀ)−1 are positive definite. For any
y ∈ Rd1+q1 \ {0} we note that z := E(AZᵀ∗ )y 6= 0 by injectivity of E(AZᵀ∗ ), and hence
yᵀD2lK(α;κ)y = zᵀE(AAᵀ)−1z > 0,
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by the positive definiteness of E(AAᵀ)−1. This proves proving strict convexity of the K-class
penalized loss function.
In both setups the minimization estimator of the population loss function solves the normal
equation 0 = DlK(α;κ) = (1 − κ)DlOLS(α) + κDlIV(α) which by rearranging the terms yields
that
αK(κ) =
(
(1− κ)E(Z∗Zᵀ∗ ) + κE(Z∗Aᵀ)E(AAᵀ)−1E(AZᵀ∗ )
)−1
· ((1− κ)E(Z∗Y ) + κE(Z∗Aᵀ)E(AAᵀ)−1E(AY )) .
We conclude that whenever well-defined we have that
αˆnK(κ) = (Z
ᵀ
∗(I− κP⊥A )Z∗)−1Zᵀ∗(I− κP⊥A )Y
= (Zᵀ∗((1− κ)I + κA(AᵀA)−1Aᵀ)Z∗)−1Zᵀ∗((1− κ)I + κA(AᵀA)−1Aᵀ)Y
=
(
(1− κ)n−1Zᵀ∗Z∗ + κn−1Zᵀ∗A(n−1AᵀA)−1n−1AᵀZ∗
)−1
· ((1− κ)n−1Zᵀ∗Y + κn−1Zᵀ∗A(n−1AᵀA)−1n−1AᵀY)
P−→ αK(κ),
by the law of large numbers, Slutsky’s theorem and the continuous mapping theorem.
Theorem 2.3.
Assume that (Y,X,H,A) is generated in accordance with the SEM in Equation (1), that is, (A1)–
(A7). For any κ ∈ [0, 1) and Z∗ = (X∗, A∗) with X∗ ⊆ X and A∗ ⊆ A, we have, whenever the
population K-class estimand is well-defined, that
αK(κ;Y,Z∗, A) = arg min
α∈Rd1+q1
sup
v∈C(κ)
Edo(A:=v)
[
(Y − αᵀZ∗)2
]
= arg min
γ∈Rd1 ,β∈Rq1
sup
v∈C(κ)
Edo(A:=v)
[
(Y − γᵀX∗ − βᵀA∗)2
]
,
where
C(κ) :=
{
v : Ω→ Rq : Cov(v, ε) = 0, E (vvᵀ)  1
1− κE(AA
ᵀ)
}
.
◦
Proof.
Let (Y,X,H,A) be generated by the SEM given byYX
H
 := B
YX
H
+MA+ ε, (34)
where ε satisfies ε ⊥ A and has jointly independent marginals ε1 ⊥ · · · ⊥ εd+1+r with finite
second moment E‖ε‖22 < ∞ and mean zero E(ε) = 0. The distribution of A is determined
independently of Equation (34) and with the only requirement that E‖A‖22 < ∞. This implies
that (Y,X,H) satisfies the structural form and the reduced form equations given by
Γ
YX
H
 = MA+ ε and
YX
H
 = ΠA+ Γ−1ε,
respectively, where Γ = I −B and Π = Γ−1M .
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Now let X∗ ⊂ X and A∗ ⊂ A be our candidate predictors of Y , regardless of which variables
directly affect Y and let Z∗ =
[
Xᵀ∗ A
ᵀ
∗
]ᵀ
. By the reduced form structural equations we derive
the marginal reduced forms as
Y = ΠYA+ Γ
−1
Y ε and X∗ = ΠX∗A+ Γ
−1
X∗ε, (35)
where ΠY ,ΠX∗ ,Γ
−1
Y ,Γ
−1
X∗ are the relevant sub-matrices of rows from Π and Γ
−1. Furthermore,
let (Y v, Xv, Hv) be generated as a solution to the SEM of Equation (34) under the intervention
do(A := v), where v ∈ L2(Ω,F , P ) is any fixed stochastic element uncorrelated with ε. Under
the intervention and by similar manipulations as above, we arrive at the following marginal
reduced forms
Y v = ΠY v + Γ
−1
Y ε and X
v
∗ = ΠX∗v + Γ
−1
X∗ε.
For a fixed γ and β, with A−∗ being A \A∗, we have that
Y − γᵀX∗ − βᵀA∗ = (ΠY − γᵀΠX∗)A+ (Γ−1Y − Γ−1X∗)ε− βᵀA∗
= (δᵀ1 − βᵀ)A∗ + δᵀ2A−∗ + wᵀε
= ξᵀA+ wᵀε,
where δ1, δ2 are such that (ΠY −γᵀΠX∗)A = δᵀ1A∗+ δᵀ2A−∗, ξ is such that ξᵀA = (δᵀ1 −βᵀ)A∗+
δᵀ2A−∗ and w
ᵀ := (Γ−1Y − Γ−1X∗). Similar manipulations yield that the regression residuals under
the intervention are given by
Y v − γᵀXv∗ − βᵀv∗ = ξᵀv + wᵀε.
Since A ⊥ ε and ε has mean zero, we have that
E(Y − γᵀX∗ − βᵀA∗|A) = ξᵀA+ wᵀE(ε) = ξᵀA. (36)
Hence,
Y − γᵀX∗ − βᵀA∗ − E(Y − γᵀX∗ − βᵀA∗|A) = wᵀε, (37)
almost surely. By construction E(vεᵀ) = 0, so
Edo(A:=v)
[
(Y − γᵀX∗ − βᵀA∗)2
]
= E
[
(ξᵀv + wᵀε)2
]
= E
[
(ξᵀv)2
]
+ E
[
(wᵀε)2
]
+ ξᵀE(vεᵀ)w
= E
[
(ξᵀv)2
]
+ E
[
(wᵀε)2
]
. (38)
We investigate the terms of Equation (38) and note by Equation (37) that
E
[
(wᵀε)2
]
= E
[
(Y − γᵀX∗ − βᵀA∗ − E(Y − γᵀX∗ − βᵀA∗|A))2
]
= E
[
(Y − γᵀX∗ − βᵀA∗)2
]
+ E
[
E (Y − γᵀX∗ − βᵀA∗|A)2
]
(39)
− 2E [(Y − γᵀX∗ − βᵀA∗)E(Y − γᵀX∗ − βᵀA∗|A)] .
In Equation (36) we established that E(Y −γᵀX∗−βᵀA∗|A) is a linear function of A, so it must
hold that
E(Y − γᵀX∗ − βᵀA∗|A) = arg min
Z∈σ(A)
‖Y − γᵀX∗ − βᵀA∗ − Z‖2L2(P )
= Aᵀ arg min
c∈Rq
‖Y − γᵀX∗ − βᵀA∗ −Aᵀc‖2L2(P )
= AᵀE(AAᵀ)−1E [A (Y − γᵀX∗ − βᵀA∗)] ,
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almost surely. In the first equality we used that the conditional expectation is the best predictor
under the L2(P )-norm and in the third equality we used that the minimizer is given by the
population ordinary least square estimate. An immediate consequence of this is that the second
term of Equation (39) equals
E
[
E (Y − γᵀX∗ − βᵀA∗|A)2
]
= E[(Y − γᵀX∗ − βᵀA∗)Aᵀ]E(AAᵀ)−1E[A(Y − γᵀX∗ − βᵀA∗)],
which is seen to be of the same form of the third term in Equation (39),
E [(Y − γᵀX∗ − βᵀA∗)E(Y − γᵀX∗ − βᵀA∗|A)]
=E [(Y − γᵀX∗ − βᵀA∗)Aᵀ]E(AAᵀ)−1E [A(Y − γᵀX∗ − βᵀA∗)] .
Thus, we conclude that the second term of Equation (38) is given by
E
[
(wᵀε)2
]
= E
[
(Y − γᵀX∗ − βᵀA∗)2
]
− E
[
E (Y − γᵀX∗ − βᵀA∗|A)2
]
= lOLS(α;Y,Z∗)− lIV(α;Y,Z∗, A).
We now take the supremum over all v ∈ C(κ) of the first term of Equation (38) and obtain
sup
v∈C(κ)
E
[
(ξᵀv)2
]
= sup
v∈C(κ)
ξᵀE [vvᵀ] ξ =
1
1− κξ
ᵀE [AAᵀ] ξ =
1
1− κE
[
(ξᵀA)2
]
=
1
1− κE
[
E (Y − γᵀX∗ − βᵀA∗|A)2
]
=
1
1− κlIV(α;Y,Z∗, A),
where the second last equation follows from Equation (36) and the second equation follows
from the following argument. For any v ∈ C(κ) we have that E(vvᵀ)  11−κE(AAᵀ) which
is equivalent to saying that for all x ∈ Rq it holds that 11−κxᵀE(AAᵀ)x ≥ xᵀE(vvᵀ)x, which
implies that the upper bound is attained for any v such that E(vvᵀ) = 11−κE(AA
ᵀ). Thus, we
have that
sup
v∈C(κ)
Edo(A:=v)
[
(Y − γᵀX − βᵀA1)2
]
= sup
v∈C(κ)
E
[
(ξᵀv)2
]
+ E
[
(wᵀε)2
]
=lOLS(α;Y,Z∗)− lIV(α;Y,Z∗, A) + 1
1− κlIV(α;Y, Z∗, A)
=lOLS(α;Y,Z∗) +
κ
1− κlIV(α;Y,Z∗, A).
By the representation in Equation (20) it therefore follows that the population K-class estimate
with parameter κ 6= 1 is given as the estimate that minimizes the worst case mean squared
prediction error over all interventions contained in C(κ), that is,
αK(κ;Z∗, A) = arg min
γ∈Rd,β∈Rq1
sup
v∈C(κ)
Edo(A:=v)
[
(Y − γᵀX∗ − βᵀA∗)2
]
= arg min
α∈Rd1+q1
sup
v∈C(κ)
Edo(A:=v)
[
(Y − αᵀZ∗)2
]
.
This concludes the proof.
C Some proofs of Section 3
Corollary C.1 (K-class estimators differ from each other).
Assume that (B4), (B5) and (B11) hold. If λ1, λ2 ≥ 0 with λ1 6= λ2, then αˆnK(λ1) 6= αˆnK(λ2). ◦
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Proof.
Assume that (B4), (B5) and (B11) hold. αˆnK(λ) is well-defined for all λ ≥ 0 by Proposition 2.1.
Let λ1, λ2 ≥ 0 with λ1 6= λ2 and note that the orthogonality condition derived in the proof of
Lemma 3.5 also applies here. That is,
〈Y − ZαˆnK(λi), (I + λiPA)z〉 = 0, ∀z ∈ R(Z),
for both i = 1, 2. Assume for contradiction that αˆnK(λ1) = αˆ
n
K(λ2). This implies that
0 = 〈Y − ZαˆnK(λ1), (I + λ1PA)z − (I + λ2PA)z〉
= 〈Y − ZαˆnK(λ1), (λ1 − λ2)PAz〉
= (λ1 − λ2)〈Y − ZαˆnK(λ1), PAz〉
for any z ∈ R(Z). Thus, by symmetry and idempotency of PA we have that
〈PAY − PAZαˆnK(λ1), PAz〉 = 〈Y − ZαˆnK(λ1), PAz〉 = 0, ∀z ∈ R(Z).
That is, PAZαˆ
n
K(λ1) is the orthogonal projection of PAY onto R(PAZ). This is equivalent
with saying that αˆnK(λ1) ∈ MIV as the space of minimizers of lnIV are exactly the coefficients in
Rd1+q1 which mapped through PAZ yields this orthogonal projection. See proof of Lemma 3.5
for further elaboration on this equivalence. This is a contradiction to Assumption (B11), hence
αˆnK(λ1) 6= αˆnK(λ2).
Lemma C.2 (Monotonicity of the losses and the test statistic).
Assume that (B4) holds. The maps [0,∞) 3 λ 7→ lnOLS(αˆnK(λ)) and [0,∞) 3 λ 7→ lnIV(αˆnK(λ))
are monotonically increasing and monotonically decreasing, respectively. Consequently, if (B6)
holds, we have that the map
[0,∞) 3 λ 7−→ Tn(αˆnK(λ)) = n
lnIV((Z
ᵀ(I + λPA)Z)−1Zᵀ(I + λPA)Y)
lnOLS((Z
ᵀ(I + λPA)Z)−1Zᵀ(I + λPA)Y)
is monotonically decreasing. Furthermore, if (B11) also holds, these monotonicity statements
can be strengthened to strictly decreasing and strictly increasing. ◦
Proof.
Assume that (B4) holds, such that αˆnK(λ) is well-defined for all λ ≥ 0; see Proposition 2.1. Let
λ2 > λ1 ≥ 0 and note that
lnOLS(αˆ
n
K(λ1)) + λ1l
n
IV(αˆ
n
K(λ1)) ≤ lnOLS(αˆnK(λ2)) + λ1lnIV(αˆnK(λ2))
= lnOLS(αˆ
n
K(λ2)) + λ2l
n
IV(αˆ
n
K(λ2)) + (λ1 − λ2)lnIV(αˆnK(λ2))
≤ lnOLS(αˆnK(λ1)) + λ2lnIV(αˆnK(λ1)) + (λ1 − λ2)lnIV(αˆnK(λ2)),
where we in the first and second inequality used that αˆnK(λ) minimizes the expressions with
penalty factor λ. Rearranging this equation and dividing both sides by λ1− λ2 < 0 we arrive at
(λ1 − λ2)lnIV(αˆnK(λ1)) ≤ (λ1 − λ2)lnIV(αˆnK(λ2)) ⇐⇒ lnIV(αˆnK(λ1)) ≥ lnIV(αˆnK(λ2)),
proving that λ 7→ lnIV(αˆnK(λ)) is monotonically decreasing.
Let us now turn to lnOLS. If λ2 > λ1 = 0, then we note that
lnOLS(αˆ
n
K(λ1)) = min
α
{lnOLS(α)} ≤ lnOLS(αˆnK(λ2)).
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For any λ > 0 we have that
αˆnK(λ) = arg min
α
{lnOLS(α) + λlnIV(α)}
= arg min
α
{λ−1lnOLS(α) + lnIV(α)}.
Thus, if λ2 > λ1 > 0, we have that
λ−11 l
n
OLS(αˆ
n
K(λ1)) + l
n
IV(αˆ
n
K(λ1)) ≤ λ−11 lnOLS(αˆnK(λ2)) + lnIV(αˆnK(λ2))
= λ−12 l
n
OLS(αˆ
n
K(λ2)) + l
n
IV(αˆ
n
K(λ2)) + (λ
−1
1 − λ−12 )lnOLS(αˆnK(λ2))
≤ λ−12 lnOLS(αˆnK(λ1)) + lnIV(αˆnK(λ1)) + (λ−11 − λ−12 )lnOLS(αˆnK(λ2)).
Rearranging and dividing by (λ−11 − λ−12 ) > 0 we get that
lnOLS(αˆ
n
K(λ1)) ≤ lnOLS(αˆnK(λ2)),
proving that λ 7→ lnOLS(αˆnK(λ)) is monotonically increasing.
Now realize that when (B6) holds, the map
λ 7→ Tn(αˆnK(λ)) = n
lnIV(αˆ
n
K(λ))
lnOLS(αˆ
n
K(λ))
is well-defined and monotonically decreasing, as it is given by a positive, monotonically decreasing
function divided by a strictly positive and monotonically increasing function.
Furthermore, when (B11) holds, Corollary C.1 yields that for λ1, λ2 ≥ 0 with λ1 6= λ2 it
holds that αˆnK(λ1) 6= αˆnK(λ2). As a consequence, the above inequalities become strict, since
otherwise (Dual.λ.n) has two distinct solutions which contradicts Proposition 2.1. Replacing the
above inequalities with strict inequalities yields that the functions are strictly increasing and
decreasing, respectively.
Lemma C.3.
Let pmin ∈ (0, 1) and assume that (B4) and (B6) hold. If λ?n(pmin) <∞, then it holds that
Tn(αˆ
n
K(λ
?
n(pmin))) ≤ Qχ2q (1− pmin). (40)
If the ordinary least square estimator satisfies Tn(αˆ
n
OLS) < Qχ2q (1 − pmin), then Equation (40)
holds with strict inequality, otherwise it holds with equality. ◦
Proof.
Let pmin ∈ (0, 1) and assume that (B4) and (B6) hold, such that αˆnK(λ) for all λ ≥ 0 and Tn(α)
for all α ∈ Rd1+q1 are well-defined, by Proposition 2.1 and the definition of Tn.
Assume that λ?n(pmin) < ∞, so we know that Tn(αˆnK(λ)) ≤ Qχ2q (1 − p) for all λ > λ?n(pmin)
by the monotonicity of Lemma C.2. Thus, the first statement follows if we can show that
λ 7→ Tn(αˆnK(λ)) is a continuous function. Since α 7→ Tn(α) is continuous it suffices to show that
[0,∞) 3 λ 7→ αˆnK(λ) is continuous. Recall that
αˆnK(λ) = (Z
ᵀ(I + λPA)Z)−1Zᵀ(I + λPA)Y,
for any λ ≥ 0. Note that the functions Inv : Sd1+q1++ → Sd1+q1++ given by M Inv7→ M−1, λ 7→
Zᵀ(I + λPA)Z, λ 7→ Zᵀ(I + λPA)Y and (B,C) 7→ BC are all continuous maps, where Sd1+q1++
is the set of all positive definite (d1 + q1) × (d1 + q1) matrices. We have that λ 7→ αˆnK(λ)
is a composition of these continuous maps, hence it itself is continuous. This proves the first
statement.
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In the case that OLS is strictly feasible in the PULSE problem, Tn(αˆ
n
OLS) < Qχ2q (1− pmin),
we have that
λ?(pmin) = inf
{
λ ≥ 0 : Tn(αˆnK(λ)) ≤ Qχ2q (1− pmin)
}
= 0,
since αˆnK(0) = αˆ
n
OLS, hence
Tn(αˆ
n
K(λ
?
n(pmin))) = Tn(αˆ
n
K(0)) = Tn(αˆ
n
OLS) < Qχ2q (1− pmin).
Similar arguments show that, if the OLS is just-feasible in the PULSE problem, Tn(αˆ
n
OLS) =
Qχ2q (1− pmin), then Tn(αˆnK(λ?n(pmin))) = Qχ2q (1− pmin).
In the case that the OLS estimator is infeasible in the PULSE problem, Qχ2q (1 − pmin) <
Tn(αˆ
n
OLS), continuity and monotonicity of λ 7→ Tn(αˆnK(λ)) entail that Tn(αˆnK(λ?n(pmin))) =
Qχ2q (1 − pmin), as otherwise Tn(αˆnK(λ?n(pmin))) < Qχ2q (1 − pmin) < Tn(αˆnK(0)), implying that
there exists λ˜ < λ?n(pmin) such that Tn(αˆ
n
K(λ˜)) ≤ Qχ2q (1− pmin), contradicting that λ?n(pmin) =
inf{λ ≥ 0 : Tn(αˆnK(λ)) ≤ Qχ2q (1− pmin)}.
D Remaining proofs of Section 3
Lemma 3.1 (Level and power of the test).
Assume that (B1) to (B3), (B6) and (B7) hold and assume that c(n) ∼ n as n → ∞. For any
p ∈ (0, 1) and any fixed α, the statistical test rejecting the null hypothesis H0(α) if
T cn(α) > Qχ2q (1− p),
has point-wise asymptotic level p and point-wise asymptotic power of 1 against all alternatives
as n→∞. ◦
Proof.
We want to show an asymptotic guarantee that type I errors (rejecting a true hypothesis) occur
with probability p. That is, if H0(α) is true, then P (T cn(α) > Qχ2q (1− p))
n→∞−→ p. Furthermore,
we want to show that for any fixed alternative, the probability of type II errors (failure to reject)
converges to zero. That is, if P is such that H0(α) is false, then P (T cn(α) ≤ Qχ2q (1− p))
n→∞−→ 0.
Fix any α ∈ Rd1+q1 . It suffices to show that under the null-hypothesis T cn(α) is asymptotically
Chi-squared distributed with q degrees of freedom and that T cn(α) tends to infinity under any
fixed alternative. Without loss of generality assume that c(n) = n for all n ∈ N and recall that
T cn(n) = Tn(α) = n
lnIV(α)
lnOLS(α)
= n
‖PA(Y − Zα)‖22
‖Y − Zα‖22
.
By the idempotency of PA the numerator can be rewritten as
‖PA(Y − Zα)‖22 = ‖(AᵀA)−1/2AᵀR(α)‖22,
while the denominator takes the form ‖R(α)‖22. Here, R(α) := Y − Zα and R(α) := Y −
Zᵀα denotes the empirical and population regression residuals, respectively. Assumption (B6)
ensures that Tn is well-defined on the entire domain of Rd1+q1 as the denominator is never zero.
Furthermore, note that both R(α) for any α ∈ Rd1+q1 and Ai for any i = 1, ..., q have finite
second moments by virtue of assumption (A6).
Assume that the null hypothesis of zero correlation between the components of A and the
regression residuals R(α) holds. First we show that the null hypothesis, under the stated as-
sumptions, implies independence between the exogenous variables A and the regression residuals
R(α). It holds that E(AR(α)) = E(A)E(R(α)) = 0 by the mean zero assumption (B2) of A.
Assumption (B1), i.e., A ⊥ UY , yields that
0 = E(AR(α)) = E(A(Y − Zᵀα)) = E(AZᵀ)(α0 − α) + E(AUY ) = E(AZᵀ)(α0 − α), (41)
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proving that α−α0 = w for some w ∈ kern(E(AZᵀ)). Recall that the marginal structural equa-
tion of Equation (35) states that X∗ = ΠX∗A+ Γ
−1
X∗ε. Thus, Z has the following representation
Z =
[
X∗
A∗
]
=
[
ΠX∗A+ Γ
−1
X∗ε
A∗
]
=
[
Π
(∗)
X∗ Π
(−∗)
X∗
I 0
] [
A∗
A−∗
]
+
[
Γ−1X∗
0
]
ε =: ΛA+ Ψε,
where ΠX∗ =
[
Π
(∗)
X∗ Π
(−∗)
X∗
]
∈ Rd1×(q1+q2) and Λ, Ψ are the conformable block-matrices. Since
A ⊥ ε by assumption (A4) we have that E(Aεᵀ) = 0, hence
0 = E(AZᵀ)w = E(AAᵀ)Λᵀw + E(Aεᵀ)Ψᵀw = E(AAᵀ)Λᵀw.
This proves that Λᵀw = 0 as E(AAᵀ) is of full rank by assumption (B7). Hence,
R(α) = Y − Zᵀα = Zᵀ(α0 − α) + UY = Zᵀw + UY = AᵀΛᵀw + εᵀΨᵀw + UY = εᵀΨᵀw + UY .
Furthermore, UY = α
ᵀ
0,−∗Z−∗ + η
ᵀ
0H + εY can be written as a linear function of A plus a
linear function of ε. To realize this, simply express Z−∗ and H by their marginal reduced
form structural equations. Hence, the assumptions that A ⊥ UY must entail that A vanishes
from the expression of UY . As a consequence we have that R(α) is a linear function only of ε,
from which the assumption that A ⊥ ε yields that A ⊥ R(α). That is, the null hypothesis of
zero correlation implies independence in the linear structural equation model, under the given
assumptions. Thus, E‖AR(α)‖22 = E‖A‖22E‖R(α)‖22 <∞, so the covariance matrix of AR(α) is
well-defined.
By the established independence and Equation (41), the covariance matrix of AR(α) has the
following representation
Cov
(
AR(α)
)
= E(AR(α)(AR(α))ᵀ)− E(AR(α))E(AR(α))ᵀ = E(AAᵀ)E(R(α)2)  0.
The positive definiteness follows from the facts that E(AAᵀ)  0 and E(R(α)2) > 0 for any
α ∈ Rd1+q1 . E(AAᵀ)  0 follows by (A8) and E(R(α)2) > 0 for any α ∈ Rd1+q1 follows by
assumption (A2), (A3) and (B3); non-degeneracy and mutual independence of the marginal
noise variables in ε. To see this, expand R(α) in terms of the marginal reduced form structural
equations of Y and Z and use that (I − Bᵀ) is invertible to see that ε does not vanish in the
expression R(α). The multi-dimensional Central Limit Theorem yields that
1√
n
AᵀR(α) =
√
n
 1
n
n∑
i=1
Ai,1R(α)i...
Ai,qR(α)i

 D−→ N (0,Cov(AR(α))),
where R(α)i = Yi−Zᵀi α is the i ’th i.i.d. copy of the residual. Furthermore, note that regardless
of whether or not the null-hypothesis is true, we have that
√
n(AᵀA)−1/2 = (n−1AᵀA)−1/2 P−→ E(AAᵀ)−1/2,
and
1√
n
‖R(α)‖2 =
√√√√ 1
n
n∑
i=1
R(α)2i
P−→
√
E(R(α)2) > 0,
by the law of large numbers and the continuity of the matrix square root operation on the cone
of symmetric positive-definite matrices. We can represent the test-statistic as
Tn(α) := ‖
√
nWn(α)‖22, with Wn(α) :=
(AᵀA)−1/2AᵀR(α)
‖R(α)‖2 ,
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and have that
√
nWn(α) =
√
n(AᵀA)−1/2 1√
n
AᵀR(α)
1√
n
‖R(α)‖2
D−→W ∼ N (0, I) ,
by Slutsky’s theorem and linear transformation rules of multivariate normal distributions. Hence,
by continuity of x 7→ ‖x‖22 the continuous mapping theorem yields that
Tn(α) =
∥∥√nWn(α)∥∥22 D−→ ‖W‖22 = q∑
i=1
W 2i ∼ χ2q,
where χ2q is the central chi squared distribution with q degrees of freedom, since W1 ⊥ · · · ⊥ Wq.
This proves that the test-statistic Tn has the correct asymptotic distribution under the null-
hypothesis.
Now fix a distribution P , for which the null hypothesis of simultaneous zero correlation
between the components of A and the residuals R(α) does not hold. That is, there exists an
j ∈ {1, ..., q} such that E(AjR(α)) 6= E(Aj)E(R(α)) = 0. Note that
∥∥∥n−1/2(AᵀA)1/2∥∥∥2
op
Tn(α) =
∥∥∥n−1/2(AᵀA)1/2∥∥∥2
op
∥∥∥∥∥
√
n(AᵀA)−1/2 1√
n
AᵀR(α)
1√
n
‖R(α)‖2
∥∥∥∥∥
2
2
≥
∥∥∥∥∥
1√
n
AᵀR(α)
1√
n
‖R(α)‖2
∥∥∥∥∥
2
2
≥
∣∣∣∣∣
1√
n
AᵀjR(α)
1√
n
‖R(α)‖2
∣∣∣∣∣
2
,
where Aᵀj := (Aj)
ᵀ and Aj is the j ’th column of A corresponding to the i.i.d. vector consisting
of n copies of the j ’th exogenous variable Aj and ‖ · ‖op is the operator norm. The lower bound
diverges to infinity in probability∣∣∣∣∣
1√
n
AᵀjR(α)
1√
n
‖R(α)‖2
∣∣∣∣∣
2
= n
∣∣∣∣∣ 1n
∑n
i=1Ai,jR(α)i
1√
n
‖R(α)‖2
∣∣∣∣∣
2
P−→∞,
as the latter factor tends to |E(AjR(α))/
√
E(R(α)2)|2 > 0 in probability by the law of large
numbers and Slutsky’s theorem. Hence, it holds that
Tn(α)
P−→∞,
as
∥∥n−1/2(AᵀA)1/2∥∥
op
→ ∥∥E(AAᵀ)1/2∥∥
op
∈ (0,∞), by continuity of the operator norm. This
concludes the proof.
Lemma 3.3 (Unique solvability of the primal).
Suppose that Assumptions (B4) and (B5) hold. It follows that α 7→ lnOLS(α) and α 7→ lnIV(α)
are strictly convex and convex, respectively. Furthermore, for any t > infα l
n
IV(α) it holds that
the constrained minimization problem (Primal.t.n) has a unique solution and satisfies Slater’s
condition. In the under- and just-identified setup the constraint bound requirement is equivalent to
t > 0 and in the over-identified setup to t > lnIV(αˆ
n
TSLS), where αˆ
n
TSLS = (Z
ᵀPAZ)−1ZᵀPAY. ◦
Proof.
Assume that (B4) and (B5) hold, i.e., that ZᵀZ and AᵀZ are of full rank. That α 7→ lnIV(α; Y,Z,A)
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is a convex function and α 7→ lnOLS(α) is a strictly convex function can be seen from the quadratic
forms of their second derivatives, i.e.,
yᵀD2lnIV(α)y = 2n
−1yᵀZᵀA(AᵀA)−1AᵀZy = 2n−1‖(AᵀA)−1/2AᵀZy‖ ≥ 0
yᵀD2lnOLS(α)t = 2n
−1yᵀZᵀZy = 2n−1‖Zy‖22 > 0
for any y ∈ Rd1+q1 \ {0}. Here, we also used that AᵀA is of full rank by Assumption (A9) and
that Z ∈ Rn×(d1+q1) is an injective linear transformation as d1 + q1 = rank(ZᵀZ) = rank(Z).
Suppose that there exists two optimal solutions α1, α2 to the (Primal.t.n) problem. By the
convexity of the feasibility set any convex combination is also feasible. However,
lnOLS (α1/2 + α2/2) < l
n
OLS(α1)/2 + l
n
OLS(α2)/2 = l
n
OLS(α1),
since lnOLS(α1) = l
n
OLS(α2). This means that α1/2 + α2/2 has a strictly better objective value
than the optimal point α1, which is a contradiction. Hence, there cannot exist multiple solutions
to the optimization problem (Primal.t.n).
Regarding the claim of solvability, note that ZᵀZ is positive definite and as a consequence the
smallest eigenvalue λmin(Z
ᵀZ) is strictly positive. Thus, using the lower bound of the symmetric
quadratic form αᵀZᵀZα ≥ λmin(ZᵀZ)‖α‖22, we get that
lnOLS(α) = Y
ᵀY + αᵀZᵀZα− 2YᵀZα
≥ YᵀY + λmin(ZᵀZ)‖α‖22 − 2|YᵀZα|
≥ YᵀY + λmin(ZᵀZ)‖α‖22 − 2‖YᵀZ‖op‖α‖2
→∞, (42)
as ‖α‖2 → ∞, where we used that for the linear operator YᵀZ : Rd1+q1 → R the operator
norm is given by ‖YᵀZ‖op := inf{c ≥ 0 : |YZv| ≤ c‖v‖2,∀v ∈ Rd1+q1}, obviously satisfying
|YᵀZv| ≤ ‖YᵀZ‖op‖v‖2 for any v ∈ Rd1+q1 .
Now assume that t > infα l
n
IV(α). This implies that there exists at least one point α˜ ∈ Rd1+q1
such that lnIV(α˜) ≤ t, hence we only need to consider points α such that lnOLS(α) ≤ lnOLS(α˜) as
possible solutions of the optimization problem. By the considerations in (42) above, there exists
c ≥ 0 such that is suffices to search over the closed ball B(0, c). Indeed, for a sufficiently large c ≥
0 we know that α 6∈ B(0, c) implies that lnOLS(α) > lnOLS(α˜) by Equation (42). Furthermore, as the
inequality constraint function α 7→ lnIV(α) is continuous, the set of feasible points (lnIV)−1((−∞, t])
is closed. Hence, our minimization problem is equivalent with the minimization of the continuous
function α 7→ lnOLS(α) over the convex and compact set B(0, c)∩(lnIV)−1((−∞, t]). By the extreme
value theorem, the minimum exist and is attainable. We conclude that the primal problem is
solvable if t > infα l
n
IV(α).
By definition, Slater’s condition is satisfied if there exists a point in the relative interior of the
problem domain where the constraint inequality is strict [Boyd and Vandenberghe, 2004]. Since
the problem domain is Rd1+q1 , we need the existence of α ∈ Rd1+q1 such that lnIV(α) < t. This
is clearly satisfied if t > infα l
n
IV(α). Let us now specify the exact lower bound for the constraint
bound as a function of the over-identifying restrictions.
Under- and just-identified case: q2 ≤ d1 (q ≤ d1 + q1). Assumption (B5) yields that AᵀZ ∈
Rq×(d1+q1) satisfies rank(AᵀZ) = q. That is, AᵀZ is of full row rank, hence surjective. Thus, we
are guaranteed the existence of a α˜ ∈ Rd1+q1 such that AᵀZα˜ = AᵀY, implying that lnIV(α˜) = 0.
Over-identified case: d1 < q2 (d1 + q1 < q). Note that the constraint function l
n
IV(α) :
Rd1+q1 → R is strictly convex as the second derivative D2lnIV(α; Y,Z,A) ∝ ZᵀA(AᵀA)−1AᵀZ
is positive definite by the assumption that AᵀZ ∈ Rq×(d1+q1) has full (column) rank. The global
minimum of lIV is therefore attained in the unique stationary point. Furthermore, the stationary
point is found by solving the normal equation
DlnIV(α; Y,Z,A) = 0 ⇐⇒ αˆnTSLS = (ZᵀPAZ)ᵀZᵀPAY,
which is the standard TSLS estimator.
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Theorem 3.4 (Primal representation of PULSE).
Let pmin ∈ (0, 1) and assume that (B4) to (B6) hold. Furthermore, assume that t?n(pmin) >
−∞ such that primal PULSE problem is solvable. If Tn(αˆnPr(t?n(pmin))) ≤ Qχ2q (1 − pmin), then
the PULSE problem has a unique solution given by the primal PULSE solution. That is, both
αˆnPULSE(pmin) of Equation (23) and αˆ
n
Pr(t
?
n(pmin)) are well-defined and satisfy
αˆnPULSE(pmin) = αˆ
n
Pr(t
?
n(pmin)).
◦
Proof.
Let pmin ∈ (0, 1) and assume that (B4) to (B6) hold. That is, AᵀZ and ZᵀZ are of full
rank and
[
Z Y
]
is of full column rank. Furthermore, assume that t?n(pmin) > −∞ and
Tn(αˆ
n
Pr(t
?
n(pmin))) ≤ Qχ2q (1− pmin). First assume that αˆnPr(t?n(pmin)) = αˆnOLS. We note that
Tn(αˆ
n
OLS) = Tn(αˆ
n
Pr(t
?
n(pmin))) ≤ Qχ2q (1− pmin),
hence the global minimizer αˆnOLS of α 7→ lnOLS(α) is unique, feasible and necessarily optimal in
the PULSE problem, so αˆnPr(t
?
n(pmin)) = αˆ
n
OLS = αˆ
n
PULSE and we are done.
Now assume that αˆnPr(t
?
n(p)) 6= αˆnOLS. Consider the PULSE problem of interest
minα l
n
OLS(α)
subject to Tn(α) ≤ Qχ2q (1− pmin),
(PULSE)
which is, in general, a non-convex quadratically constrained quadratic program. First we argue
that the problem is solvable, i.e., the optimum is attainable.
To see this, let p = pmin, Q = Qχ2q (1 − pmin) and note that by the assumption
t?n(pmin) > −∞ we have that the feasible set of the PULSE problem is non-empty.
By the assumptions that [Z Y] is of full column rank we have that Tn(α) is well-
defined for any α ∈ Rd1+q1 , as the denominator is never zero. By continuity of
Rd1+q1 3 α 7→ Tn(α) we have that the feasible set
F := T−1n ((−∞, Q]) ,
is closed and non-empty, since it is the continuous preimage of a closed set. Applying
the same arguments as seen earlier in the proof of Lemma 3.3, we know that lnOLS(α)→
∞ when ‖α‖ → ∞. Hence, for a sufficiently large c > 0 we know that if α 6∈ B(0, c),
where B(0, c) ⊂ Rd1+q1 is the closed ball with centre 0 and radius c, then we only
get suboptimal objective values lnOLS(α) > l
n
OLS(αˆ
n
Pr(t
?
n(p))). That is, we can without
loss of optimality or loss of solutions restrict the feasible set to F ′ = T−1n ((−∞, Q])∩
B(0, c) a closed and bounded set in Rd1+q1 . Hence, by the extreme value theorem
the minimum over F ′ is guaranteed to be attained. That is, the PULSE problem is
solvable.
However, by the non-convexity of Tn, the preimage T
−1
n ((−∞, Q]) is in general not convex, so
the minimum is not yet guaranteed to be attained in a unique point. We will show that the
minimum of the PULSE problem is attained in a unique point, that exactly coincides with the
primal PULSE solution.
Fix any solution αˆ to the PULSE problem and realize that the PULSE constraint is active
in αˆ,
Tn(αˆ) = Q. (43)
This is seen by noting that αˆnPr(t
?
n(p)) 6= αˆnOLS by assumption, so αˆnOLS is not feasible
in the PULSE problem, that is,
αˆnOLS 6∈ F .
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If αˆnOLS was feasible, then t
?
n(p) = sup{t ∈ DPr : Tn(αˆnPr(t)) ≤ Qχ2q (1 − pmin)} =
lnIV(αˆ
n
OLS) since Tn(αˆ
n
Pr(l
n
IV(αˆ
n
OLS)) = Tn(αˆ
n
OLS) ≤ Q, hence
αˆnPr(t
?
n(p)) = arg min
α:lnIV(α)≤lnIV(αˆnOLS)
lnOLS(α) = αˆ
n
OLS,
which is a contradiction. That the optimum must be attained in a point, where
the PULSE inequality constraint is active then follows from Lemma A.3 and the
conclusion above that the only stationary point of lnOLS, αˆ
n
OLS, is not feasible.
Thus,
Tn(αˆ) = n
lnIV(αˆ)
lnOLS(αˆ)
= Q ⇐⇒ lnIV(αˆ) =
Q
n
lnOLS(αˆ). (44)
Furthermore, the assumption that Tn(αˆ
n
Pr(t
?
n(p))) ≤ Q means that the solution to the primal
PULSE, αˆnPr(t
?
n(p)), is feasible in the PULSE problem. That is, αˆ
n
Pr(t
?
n(p)) ∈ F . As a conse-
quence of this we have that
lnOLS(αˆ
n
Pr(t
?
n(p))) ≥ min
α∈F
lnOLS(α) = l
n
OLS(αˆ). (45)
Now we show that the PULSE solution αˆ is feasible in the primal PULSE problem (Primal.t∗n(p).n).
To see this, Note that the feasibility set of the PULSE problem can be shrunk in the
following manner
F =
{
α ∈ Rd1+q1 : lnIV(α) ≤
Q
n
lnOLS(α)
}
=
{
α ∈ Rd1+q1 : lnIV(α) ≤
Q
n
lnOLS(α), l
n
OLS(α) ≥ lnOLS(αˆ)
}
⊇
{
α ∈ Rd1+q1 : lnIV(α) ≤
Q
n
lnOLS(αˆ), l
n
OLS(α) ≥ lnOLS(αˆ)
}
=
{
α ∈ Rd1+q1 : lnIV(α) ≤ lnIV(αˆ), lnOLS(α) ≥ lnOLS(αˆ)
}
=
{
α ∈ Rd1+q1 : lnIV(α) ≤ lnIV(αˆ)
}
=: Fˆ(αˆ),
where the third equality follows from Equation (44). The only claim above that needs
justification is that:
lnIV(α) ≤ lnIV(αˆ) =⇒ lnOLS(α) ≥ lnOLS(αˆ). (46)
For now we assume that this claim holds and provide a proof later. Thus, we have that
Fˆ(αˆ) ⊆ F and we note that αˆ ∈ Fˆ(αˆ). An important consequence of this is that the
PULSE solution αˆ is also the unique solution to the primal problem (Primal.lnIV(αˆ).n).
That is,
αˆ = αˆnPr(l
n
IV(αˆ)) =
argminα l
n
OLS(α)
subject to lnIV(α) ≤ lnIV(αˆ).
We will now prove that
lnIV(αˆ) ∈ E := {t ∈ [min
α
lnIV(α), l
n
IV(αˆ
n
OLS)] : Tn(αˆ
n
Pr(t)) ≤ Qχ2q (1− p)}. (47)
This follows from the following two observations: (1) minα l
n
IV(α) ≤ lnIV(αˆ) < lnIV(αˆnOLS)
and (2) Tn(αˆ
n
Pr(l
n
IV(αˆ))) ≤ Qχ2q (1 − p). (1) follows because αˆnOLS 6∈ F , which im-
plies, by the above inclusion, that αˆnOLS 6∈ Fˆ(αˆ). (2) follows because αˆ solves
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(Primal.lnIV(αˆ).n) and thus αˆ
n
Pr(l
n
IV(αˆ)) = αˆ; Tn(αˆ) ≤ Qχ2q (1 − p) holds because αˆ
is feasible for the PULSE problem.
Now, since t?n(p) = sup(E \ {minα lnIV(α)}) ∈ R implies t?n(p) = sup(E), it follows that
lnIV(αˆ) ≤ t?n(p). In other words, any solution αˆ to the PULSE problem is feasible in
the primal PULSE problem (Primal.t∗n(p).n).
Hence,
lnOLS(αˆ) ≥ lOLS(αˆnPr(t?n(p))). (48)
Equation (45) and Equation (48) now yield that lnOLS(αˆ
n
Pr(t
?
n(p))) = l
n
OLS(αˆ) for any PULSE
solution αˆ. Thus, any solution αˆ to the PULSE problem is feasible in the primal PULSE problem
(Primal.t∗n(p).n) and it attains the optimal primal PULSE objective value. We conclude that αˆ
solves the primal PULSE problem. Furthermore, it must hold that
αˆ = αˆnPr(t
?
n(p)),
by uniqueness of solutions to the primal PULSE problem(see Lemma 3.3). This implies two
things: solutions to the PULSE problem are unique and the PULSE solution coincides with the
primal PULSE solution.
It only remains to prove the claim of Equation (46), which ensures Fˆ(αˆ) ⊆ F . Assume for
contradiction that there exists an α such that lnIV(α) ≤ lnIV(αˆ) and lnOLS(α) < lnOLS(αˆ), that is,
we assume that
A := {α ∈ Rd1+q1 : lnOLS(α) < lnOLS(αˆ)}︸ ︷︷ ︸
=:B
∩ {α ∈ Rd1+q1 : lnIV(α) ≤ lnIV(αˆ)}︸ ︷︷ ︸
=:C
6= ∅.
Define MIV := {α : lnIV(α) = minα′ lnIV(α′)} as the solution space to the generalized method of
moments formulation of the instrumental variable minimization problem. We now prove that
MIV ∩ A = ∅. (49)
That is, we claim that in the just- and over-identified setup αˆnTSLS 6∈ A and in the
under-identified setup none of the infinitely many solutions in the solution space of the
instrumental variable minimization problem lies inA. These statements follow by first
noting thatMIV ⊂ F in any identification setting. In the under- and -just identified
setup this is seen by noting that lnIV(α) = 0 for any α ∈MIV, which implies Tn(α) =
0 ≤ Q, henceMIV ⊂ F . In the over-identified setup, whereMIV = {αˆnTSLS}, we will
now argue thatMIV ⊂ F follows from the assumption that t?n(p) <∞. We first prove
that DPr 3 t 7→ Tn(αˆnPr(t)) is weakly increasing. If t1 < t2 are two constraint bounds
for which the primal problem is solvable, then lnOLS(αˆ
n
Pr(t1)) ≥ lnOLS(αˆnPr(t2)) as the
feasibility set for t2 is larger than the one for t1. Furthermore, the solution αˆ
n
Pr(t2)
either equals αˆnPr(t1) or is contained in the set {α ∈ Rd1+q1 : t1 < lnIV(α) ≤ t2}; in the
latter case we have lnIV(αˆ
n
Pr(t1)) ≤ t1 < lnIV(αˆnPr(t2)) ≤ t2. Thus, we have in both cases
that lnIV(αˆ
n
Pr(t1)) ≤ lnIV(αˆnPr(t2)). Combining the two observations above we have that
Tn(αˆ
n
Pr(t1)) = n
lnIV(αˆ
n
Pr(t1))
lnOLS(αˆ
n
Pr(t1))
≤ n l
n
IV(αˆ
n
Pr(t2))
lnOLS(αˆ
n
Pr(t2))
= Tn(αˆ
n
Pr(t2)).
Hence, as −∞ < minα lnIV(α) = lnIV(αˆnTSLS) < t?n(p) < ∞ are two points for which
the primal problem is solvable we get that Tn(αˆ
n
TSLS) = Tn(αˆ
n
Pr(l
n
IV(αˆ
n
TSLS))) ≤
Tn(αˆ
n
Pr(t
?
n(p))) ≤ Q. This proves that MIV ⊂ F in the over-identified setup.
Now, ifMIV ∩A 6= ∅, there exists an α ∈MIV ∩A ⊆ F ∩A such that α is feasible in
the PULSE problem (α ∈ F) and α is super-optimal compared to αˆ, lnOLS(α) < lnIV(αˆ)
(α ∈ A), contradicting that αˆ is an solution to the PULSE problem. We can thus
conclude that MIV ∩ A = ∅.
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This allows us to fix two distinct points α¯ 6= α′ such that α¯ ∈ A and α′ ∈ MIV. Consider
the proper line segment function between α¯ and α′, f(t) : [0, 1] → Rd1+q1 given by f(t) :=
tα′+ (1− t)α¯. A multivariate convex function is convex in any direction from any given starting
point in its domain, so both lnIV ◦ f : [0, 1] → R+ and lnOLS ◦ f : [0, 1] → R+ are convex. Since
MIV ∩ A = ∅ it is obvious that the function f will for sufficiently large t ’leave’ the set A. We
will now prove that f actually leaves the superset B ⊃ A. More precisely, we will prove that
there exists a t1 ∈ (0, 1] such that for all t′ ∈ [0, t1) it holds that f(t′) ∈ B and for all t′ ∈ [t1, 1]
it holds that f(t′) /∈ B (which implies f(t′) /∈ A).
Because lnIV(α
′) = minα lnIV(α) we have that α
′ ∈ C = {α : lnIV(α) ≤ lnIV(αˆ)}. By
convexity of lnIV (Lemma 3.3) the sublevel set C is convex and thus contains the entire
line segment between α¯ and α′. As a consequence a′ 6∈ B. It therefore suffices to
construct a t1 ∈ (0, 1] such that for all t′ ∈ [0, t1) it holds that f(t′) ∈ B and for all
t′ ∈ [t1, 1] it holds that f(t′) /∈ B. We now consider the set
{t ∈ [0, 1] : lnOLS(f(t)) < lnOLS(αˆ)} = f−1(B).
This set contains 0 because α¯ ∈ A ⊂ B; it does not contain 1 because α′ 6∈ B; it is
convex, as it is a sublevel set of a convex function (lnOLS ◦ f); it is relatively open in
[0, 1] because it is a pre-image of an open set under a continuous function (lnOLS ◦ f).
Thus, the set must be of the form [0, t1) for some t1 ∈ (0, 1]. This t1 satisfies the
desired criteria.
We constructed t1 above such that for all t
′ ∈ [0, t1) it holds that lnOLS(f(t′)) < lnOLS(αˆ)
and for all t′ ∈ [t1, 1] it holds that lnOLS(f(t′)) ≥ lnOLS(αˆ). By continuity of lnOLS ◦ f we must
therefore have that lnOLS(f(t1)) = l
n
OLS(αˆ). Since f(1) = α
′ is a global minimum for lnIV, we
have that 1 must also be a global minimum for lnIV ◦ f , implying that the convex the function
lnIV ◦ f : [0, 1]→ R+ is monotonically decreasing. It must therefore hold that
lnIV(f(t1)) < l
n
IV(f(0)) = l
n
IV(a¯) ≤ lnIV(αˆ).
The first inequality is strict because if lnIV(f(t1)) = l
n
IV(f(0)) = l
n
IV(α¯), then convexity of l
n
IV
implies that
lnIV(f(t1)) = l
n
IV(t1α
′ + (1− t1)α¯) ≤ t1lnIV(α′) + (1− t1)lnIV(α¯) ⇐⇒ lnIV(α¯) ≤ lnIV(α′)
contradicting the already established fact that lnIV(α¯) > l
n
IV(α
′), which holds since α′ ∈MIV but
α¯ 6∈ MIV. We conclude that lnIV(f(t1)) < lnIV(αˆ).
Thus, we have argued that MIV ∩ A = ∅ implies the existence of an α˜ := f(t1) = t1α′ +
(1 − t1)α¯ such that lnIV(α˜) < lnIV(αˆ) and lnOLS(α˜) = lnOLS(αˆ). We have illustrated the above
considerations in Figure 3 below. It follows that
Tn(α˜) = n
lnIV(α˜)
lnOLS(α˜)
= n
lnIV(α˜)
lnOLS(αˆ)
< n
lnIV(αˆ)
lnOLS(αˆ)
= Q,
implying that α˜ is strictly feasible in the PULSE problem and, in fact, a solution as the objective
value is optimal. We argued earlier in Equation (43) that any solution to the PULSE problem
must be tight in the inequality constraint, hence we have arrived at a contradiction. We conclude
that A = ∅, which implies that Equation (46) must hold.
Lemma 3.5 (K-class estimators and TSLS differ).
Assume that we are in the just- or over-identified setup and n > q. Furthermore, assume that
(B4), (B5) and (A9) are almost surely satisfied and that (B9) and (B10) hold. It then almost
surely holds, that all K-class estimators with penalty parameter λ ∈ [0,∞) differ from the two-
stage least square estimator, i.e., αˆnTSLS 6∈ {αˆnK(λ) : λ ≥ 0}. ◦
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f(t)
α′ A
LlnIV(l
n
IV(αˆ)) = C
LlnIV(l
n
IV(α˜))
LlnOLS(l
n
OLS(αˆ))
◦ = B
αˆ
α˜
α¯
Figure 3: Illustration of the described procedure in the just- or over-identified setup with d1+q1 = 2, where
we show that A 6= ∅ leads to a contradiction. Here, Lg(c) := {α : g(α) ≤ c} is the c sublevel set of the
function g and A◦ denotes the interior of a set A. The illustration is simplified, e.g., because the sublevel
sets are convex but not necessarily Euclidean balls. Note that the position of αˆnOLS is not specified, as it can
possibly be in either A or LlnOLS(lnOLS(αˆ)) \ A. In the under-indentified setup α′ would lie in the d − q2 = 1
dimensional subspace MIV and the level sets would be slabs around this line.
Proof.
Assume that we are in the just- or over-identified setup and that Assumptions (B4), (B5)
and (A9) are satisfied. That is, ZᵀZ, AᵀZ and AᵀA are almost surely of full rank. In par-
ticular we have that Z, AᵀZ and PAZ are almost surely of full column rank (injective linear
maps). Furthermore, assume that (B9) holds. Fix λ ≥ 0 and ω ∈Wλ, where
Wλ :=(αˆ
n
K(λ) = αˆ
n
TSLS) ∩ (rank(ZᵀZ) = d1 + q1)
∩ (rank(AᵀZ) = d1 + q1) ∩ (rank(AᵀA) = q),
satisfying P (αˆnK(λ) = αˆ
n
TSLS) = P (Wλ). First note that by Equation (20) we have that
αˆnK(λ) = arg min
α
{lnOLS(α) + λlnIV(α)}
= arg min
α
{(Y − Zα)ᵀ(Y − Zα) + λ(Y − Zα)ᵀPA(Y − Zα)}
= arg min
α
(Y − Zα)ᵀ(I + λPA)(Y − Zα)
= arg min
α
‖(I + λPA)1/2(Y − Zα)‖22
= arg min
α
‖Y − Zα‖2(I+λPA),
where ‖ · ‖(I+λPA) is the norm induced by the inner product 〈x, y〉(I+λPA) = xᵀ(I + λPA)y. The
solution ZαˆnK(λ) is well-known to coincide with the orthogonal projection of Y onto R(Z), the
range of Z, with respect to the inner product 〈·, ·〉(I+λPA). Hence, ZαˆnK(λ) is the unique element
in this closed linear subspace such that
〈Y − ZαˆnK(λ), z〉(I+λPA) = 〈Y − ZαˆnK(λ), (I + λPA)z〉 = 0, ∀z ∈ R(Z),
or equivalently
〈Y − ZαˆnK(λ), z〉 = −λ〈Y − ZαˆnK(λ), PAz〉, ∀z ∈ R(Z). (50)
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We note that if λ = 0 then αˆnK(λ) = αˆ
n
OSL, seen either by directly inspecting the closed form
solution of αˆnK(λ) or concluding the same from Equation (50). Furthermore, when λ > 0 we have
that αˆnK(λ) = αˆ
n
TSLS implies that, again, αˆ
n
K(λ) = αˆ
n
OSL.
To see this, we note that
αˆnTSLS = arg min
α
lnIV(α) = arg min
α
‖PAY − PAZα‖22,
so PAZαˆ
n
TSLS is the orthogonal projection of PAY onto R(PAZ). That is, PAZαˆnTSLS
is the unique element in R(PAZ) such that 〈PAY − PAZαˆnTSLS, s〉 = 0 for all s ∈
R(PAZ). In other words, we know that αˆnTSLS satisfies that
〈PAY − PAZαˆnTSLS, PAz〉 = 0, ∀z ∈ R(Z). (51)
Since αˆnK(λ) = αˆ
n
TSLS we have that
PAZαˆ
n
K(λ) = PAZαˆ
n
TSLS. (52)
Thus, for λ > 0, Equation (50), Equation (51) and Equation (52) yield that
0 = 〈PAY − PAZαˆnTSLS, PAz〉
= 〈PAY − PAZαˆnK(λ), PAz〉
= 〈Y − ZαˆnK(λ), PAz〉
= −λ−1〈Y − ZαˆnK(λ), z〉
⇐⇒
0 = 〈Y − ZαˆnK(λ), z〉,
for all z ∈ R(Z), where we in the third equality used that PA is idempotent and
orthogonal. This implies that αˆnK(λ) = αˆ
n
OLS, as it satisfies the uniquely determining
condition for the ordinary least square estimator.
Hence, for any λ ≥ 0, whenever αˆnK(λ) = αˆnTSLS we know that
αˆnTSLS = αˆ
n
K(λ) = αˆ
n
OLS.
Thus, for any λ ≥ 0 it holds that
P (αˆnK(λ) = αˆ
n
TSLS) ≤ P (αˆnTSLS = αˆnOLS).
Recall that the structural and reduced form equations of our system are given by[
Y X H
]
Γ = AM + ε and
[
Y X H
]
= AΠ + εΓ−1, (53)
respectively, where Γ := I − B. When B is lower triangular, so is Γ and Γ−1. By selecting the
relevant columns of Π and Γ−1 we may express the marginal reduced form structural equations of
S that consist of any collection of columns from
[
Y X H
]
by S = AΠS+εΓ
−1
S for conformable
matrices ΠS and Γ
−1
S . In particular, we have that the marginal reduced form structural equations
for Y and X∗ are given by
Y = AΠY + εΓ
−1
Y , and X∗ = AΠX∗ + εΓ
−1
X∗ ,
where ΠA,ΠX∗ ,Γ
−1
Y and Γ
−1
X∗ are matrices conformable with the following block representation
Π = [ ΠY︸︷︷︸
q×1
ΠX∗︸︷︷︸
q×d1
ΠX−∗︸ ︷︷ ︸
d×q2
ΠH︸︷︷︸
q×r
] ∈ Rq×l, and Γ−1 = [ Γ−1Y︸︷︷︸
l×1
Γ−1X∗︸︷︷︸
l×d1
Γ−1X−∗︸ ︷︷ ︸
l×d2
Γ−1H︸︷︷︸
l×r
] ∈ Rl×l,
where l := 1 + d+ r. Note that by the lower triangular structure of Γ−1 we have that the only
matrix among Γ−1Y , Γ
−1
X∗ , Γ
−1
X−∗ and Γ
−1
H that has a non-zero first row is Γ
−1
Y .
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Now assume without loss of generality that the first row of Γ−1 is given by the first canonical
Euclidean basis vector (1, 0, ..., 0) ∈ R1×l such that we have the following partitionings
ε = [ εY︸︷︷︸
n×1
ε−Y︸︷︷︸
n×(d+r)
] ∈ Rn×l, Γ−ᵀY = [ 1 Γ−ᵀ−Y,Y︸ ︷︷ ︸
1×(d+r)
] ∈ R1×l,
Γ−ᵀX∗ = [ 0d1×1 Γ
−ᵀ
−Y,X∗︸ ︷︷ ︸
d1×(d+r)
] ∈ Rd1×l, Γ−ᵀX1 = [ 0 Γ
−ᵀ
−Y,X1︸ ︷︷ ︸
1×(d+r)
] ∈ R1×l,
where X1 is the first column of X. Hence, we note that εΓ
−1
Y = εY + ε−YΓ
−1
−Y,Y, such that the
marginal reduced form structural equation for Y has the following representation
Y = AΠY + εΓ
−1
Y = AΠY + ε−YΓ
−1
−Y,Y + εY =: fy(A, ε−Y) + εY.
We can also represent Z in terms of these structural coefficient block matrices by
Z =
[
X∗ A∗
]
=
[
AΠX∗ + εΓ
−1
X∗ A∗
]
=
[
AΠX∗ A∗
]
+ ε
[
Γ−1X∗ 0l×q1
]
=
[
A∗ A−∗
] [
ΠX∗
[
Iq1×q1
0q2×q1
]]
+ ε
[
Γ−1X∗ 0l×q1
]
= A
[
ΠX∗
[
Iq1×q1
0q2×q1
]]
+
[
εY ε−Y
] [[ 01×d1
Γ−1−Y,X∗
]
0l×q1
]
= A
[
ΠX∗
[
Iq1×q1
0q2×q1
]]
+
[
ε−YΓ−1−Y,X∗ 0l×q1
]
=: fz(A, ε−Y).
Assumptions (A3) and (A4) together with the assumption that the data matrices consist of
row-wise i.i.d. copies of the system variables, yield that A ⊥ εY and ε−Y ⊥ εY. This implies
that the conditional distribution of εY given A and ε−Y satisfies PεY|A=A,ε−Y=e = PεY for
PA,ε−Y -almost all (A, e) ∈ Rn×q × Rn×(d+r). Hence, conditional on A = A and ε−Y = e we
have that
Y|(A = A, ε−Y = e) a.s.= fy(A, e) + εY and Z|(A = A, ε−Y = e) a.s.= fz(A, e).
Now let (PAZ)
+ = (ZᵀPAZ)−1ZᵀPA and Z+ = (ZᵀZ)−1Zᵀ denote the pseudo-inverse matrices
of the almost surely full column rank matrices PAZ and Z. Furthermore, note that the pseudo-
inverses are unique for all matrices, i.e., if PAZ 6= Z, then (PAZ)+ 6= Z+. We realize that
αˆnTSLS = (Z
ᵀPAZ)−1ZᵀPAY = (PAZ)+Y and αˆnOLS = (Z
ᵀZ)−1ZᵀY = Z+Y.
Thus, with slight abuse of notation we let Z := fz(A, e) for any A, e, and note that
P (αˆnTSLS = αˆ
n
OLS)
= P ((PAZ)
+Y = Z+Y) (54)
=
∫
P
(
(PAZ)
+Y = Z+Y|A = A, ε−Y = e
)
dPA,ε−Y (A, e)
=
∫
P
(
[(PAZ)
+ − Z+]Y = 0|A = A, ε−Y = e
)
dPA,ε−Y (A, e)
=
∫
P
(
[(PAZ)
+ − Z+](fy(A, e) + εY) = 0|A = A, ε−Y = e
)
dPA,ε−Y (A, e)
=
∫
P
(
[(PAZ)
+ − Z+](fy(A, e) + εY) = 0
)
dPA,ε−Y (A, e)
=
∫
1(PAZ 6=Z)P
(
[(PAZ)
+ − Z+](fy(A, e) + εY) = 0
)
dPA,ε−Y (A, e), (55)
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where PA = A(A
ᵀA)−1Aᵀ ∈ Rn×n. The last equality is due to the claim that 1(PAZ 6=Z) = 1 for
PA,ε−Y almost all (A, e), or equivalently
0 =
∫
1(PAZ=Z) dPA,ε−Y (A, e) =
∫
1(PAZ=Z) dP = P (PAZ = Z)
We prove this claim now.
We now prove that P (PAZ = Z) = 0. First we note that PAZ = Z implies that
R(Z) ⊆ R(A). Since Z = [X∗ A∗] with A = [A∗ A−∗] it must hold that R(X∗) ⊆
R(A). Assume without loss of generality that X1, the first column of X, is also a
column of X∗. Note that R(X∗) ⊆ R(A) implies that X1 can be written as a linear
combination of the columns in A, i.e., there exists a b = (b1, ..., bq) ∈ Rq such that
X1 = b1A1 + · · ·+ bqAq = Ab, (56)
namely b = (AᵀA)−1AX1. The marginal reduced form structural equation for X1 is
given by
X1 = AΠX1 + εΓ
−1
X1
= AΠX1 + ε−YΓ
−1
−Y,X1 = AΠX1 + ε˜, (57)
where ε˜ := ε−YΓ−1−Y,X1 . The two equalities Equations (56) and (57) are only possible
if ε˜ ∈ R(A). Note that ε˜ has jointly independent marginals (i.i.d. observations). Each
coordinate is an independent copy of a linear combination of 1 + d + r independent
random variables ε1, ..., ε1+d+r all with density with respect to Lebesgue measure
(Assumption (B9)). We conclude that ε˜ has density with respect to the n-dimensional
Lebesgue measure as the linear combination is non-vanishing. This holds because
Γ−1−Y,X1 6= 0 by virtue of being a column of the invertible matrix Γ−1, where we have
removed the first entry (which was a zero element). Furthermore, since A ⊥ ε, we
also have that A ⊥ ε˜. Hence, the conditional distribution of ε˜ given A satisfies
Pε˜|A=A = Pε˜ for PA-almost all A ∈ Rn×q. We conclude that
P (PAZ = Z) ≤ P (ε˜ ∈ R(A))
=
∫
P (ε˜ ∈ R(A)|A = A) dPA(A)
=
∫
P (ε˜ ∈ R(A)) dPA(A)
= 0.
The last equality follows from the fact that q = rank(AᵀA) = rank(A) < n implies
that R(A) is a q-dimensional subspace of Rn. Hence, for PA-almost all A ∈ Rn×q
it holds that R(A) is a q-dimensional subspace of Rn. The probability that ε˜ lies
in a q-dimensional subspace of Rn is zero, since it has density with respect to the
n-dimensional Lebesgue measure.
Thus, it suffices to show that
P
(
[(PAZ)
+ − Z+](fy(A, e) + εY) = 0
)
= 0 (58)
for any A ∈ Rn×q and Z = fz(A, e) ∈ Rn×(d1+q1) with PAZ 6= Z.
Therefore, let A ∈ Rn×q and Z = fz(A, e) ∈ Rn×(d1+q1) with PAZ 6= Z. It holds that
(PAZ)
+ 6= Z+, which implies that (PAZ)+ − Z+ 6= 0. Furthermore, we have that
[(PAZ)
+ − Z+](fy(A, e) + εY) = 0
⇐⇒ εY ∈ ker((PAZ)+ − Z+)− [(PAZ)+ − Z+]fy(A, e),
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so it suffices to show that εY has zero probability to be in the affine (translated)
subspace ker((PAZ)
+ − Z+) − [(PAZ)+ − Z+]fy(A, e) ⊂ Rn. This affine subspace
has dimension n if and only if (PAZ)
+ −Z+ = 0, which we know is false. Hence, the
dimension of the affine subspace is strictly less than n. As εY has density with respect
to the n-dimensional Lebesgue measure, we know that the probability of being in a
N < n dimensional affine subspace is zero.
Hence, by virtue of Equation (55) and Equation (58) we have that
P (αˆnTSLS = αˆ
n
OLS) = 0.
Combining all of our observations we get that
P (αˆnK(λ) = αˆ
n
TSLS) ≤ P (αˆnTSLS = αˆnOLS) = 0.
We conclude that P (αˆnTSLS 6= αˆnK(λ)) = 1, for all λ ≥ 0. However, we can easily strengthen this
to P (∩λ≥0(αˆnTSLS 6= αˆnK(λ))) = 1. To this end, let ω be a realization in the almost sure set
∩λ∈Q+(αˆnTSLS 6= αˆnK(λ)) ∩ (rank(ZᵀZ) = d1 + q1) ∩ (rank(AᵀZ) = d1 + q1) ∩ (rank(AᵀA) = q).
Then, ω ∈ ⋂λ≥0 (αˆnTSLS 6= αˆnK(λ)). Otherwise, there exists an λ˜ ∈ R+ \ Q+ such that αˆnTSLS =
αˆnK(λ˜). By Lemma C.2 we have that λ 7→ lnIV(αˆnIV(λ)) is monotonically decreasing, but since
αˆnK(λ˜) already minimizes the l
n
IV function, so will all αˆ
n
K(λ) for all λ ≥ λ˜. As αˆnTSLS is the
unique point that minimizes lnIV we conclude that αˆ
n
TSLS = αˆ
n
K(λ) for all λ ≥ λ˜, which yields a
contradiction. We conclude that
P
⋂
λ≥0
(αˆnTSLS 6= αˆnK(λ))
 = 1.
Lemma 3.7 (Connecting the primal and dual problems).
Assume that (B4) to (B6) and (B11) hold. Then, both of the following statements hold.
i) For any t ∈ DPr, there exists a unique λ(t) ≥ 0 such that (Primal.t.n) and (Dual.λ(t).n)
have the same unique solution.
ii) For any λ ≥ 0, there exists a unique t(λ) ∈ DPr such that (Primal.t(λ).n) and (Dual.λ.n)
have the same unique solution. ◦
Proof.
Assume that (B4) to (B6) hold, i.e., that ZᵀZ and AᵀZ are of full rank and [Z Y] is of full column
rank. Furthermore, assume that (B11) holds, i.e., that αˆnK(λ) 6∈ MIV for all λ ≥ 0. It holds
that (Primal.t.n) has a unique solution and satisfies Slater’s condition for all t > minα l
n
IV(α)
(Lemma 3.3). Furthermore, (Dual.λ.n) has a unique solution for all λ ≥ 0 (Proposition 2.1).
First consider an arbitrary t ∈ DPr and recall that the dual problem of (Primal.t.n), not to
be confused with the problem (Dual.λ.n), is given by
maximizeλ gt(λ)
subject to λ ≥ 0. (59)
However, (Dual.λ.n) is equivalent with the infimum problem in the definition of gt : R+ → R
given by
gt(λ) = inf
α
{lnOLS(α) + λ(lnIV(α)− t)}.
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Now consider αˆnPr(t) solving the primal (Primal.t.n). Slater’s condition is satisfied, so there
exists a λ(t) ≥ 0 solving the dual problem and strong duality holds, lnOLS(αˆnPr(t)) = gt(λ(t)). We
will now show that αˆnPr(t) also solves to the K-class penalized regression problem (Dual.λ(t).n).
That is, we will show that
αˆnPr(t) =
argmin
α
lnOLS(α) + λ(t)l
n
IV(α).
To that end, note that
gt(λ(t)) = inf
α
{lnOLS(α) + λ(t)(lnIV(α)− t)}
≤ lnOLS(αˆnPr(t)) + λ(t)(lnIV(αˆnPr(t))− t)
= lnOLS(αˆ
n
Pr(t))
= gt(λ(t)),
where in the last equality we used strong duality and the second last equality we used that for
any constraint bound t ∈ DPr the inequality constraint of (Primal.t.n) is active in the solution
αˆnPr(t), i.e., l
n
IV(αˆ
n
Pr(t)) = t; see Lemma A.3. Thus, it holds that
inf
α
{lnOLS(α) + λ(t)(lnIV(α)− t)} = lnOLS(αˆnPr(t)) + λ(t)(lnIV(αˆnPr(t))− t)
⇐⇒ inf
α
{lnOLS(α) + λ(t)lnIV(α)} = lnOLS(αˆnPr(t)) + λ(t)lnIV(αˆnPr(t)),
proving that αˆnPr(t) coincides with the unique solution αˆ
n
K(λ(t)) to the K-class problem (Dual.λ(t).n)
as it attains the same objective. Furthermore, there can only be one λ(t) solving the dual prob-
lem in Equation (59). If there are two distinct solutions λ′, λ′′ ≥ 0 with λ′ 6= λ′′, then by the
above observations we get that
αˆnPr(t) = αˆ
n
K(λ
′) = αˆnK(λ
′′),
in contradiction to Corollary C.1.
Conversely, fix λ ≥ 0 and recall that αˆnK(λ) solves the penalized K-class regression problem
(Dual.λ.n), that is,
αˆnK(λ) = arg min
α
{lnOLS(α) + λlnIV(α)}.
Now consider a primal constraint bound t(λ) := lnIV(αˆ
n
K(λ)) and consider the corresponding
primal optimization problem (Primal.t(λ).n) and its dual form given by
Primal :
minimize lnOLS(α)
subject to lnIV(α) ≤ t(λ) Dual :
maximize gt(λ)(γ)
subject to γ ≥ 0, (60)
where the dual function gt(λ) : [0,∞)→ R is given by
gt(λ)(γ) = inf
α
{lnOLS(α) + γ[lnIV(α)− t(λ)]}.
Here we note that the proposed primal problem satisfies Slater’s condition. To see this note that
αˆnK(λ) 6∈ MIV, by (B11), hence infα lnIV(α) = minα lnIV(α) < t(λ) = lnIV(αˆnK(λ)). Furthermore,
we conclude that t(λ) ∈ (minα lnIV(α), lIV(αˆnOLS)] = DPr as λ 7→ lIV(αˆnK(λ)) is monotonically
decreasing and αˆnK(0) = αˆ
n
OLS; see Lemma C.2.
Let p? and d? denote the optimal objective values for the above primal and dual problem in
Equation (60), respectively. It holds that αˆnK(λ) is primal feasible since it satisfies the inequality
constraint of the primal problem in Equation (60). This implies that p? ≤ lnOLS(αˆnK(λ)) since p?
is the infimum of all attainable objective values. By the non-negative duality gap we also have
47
that
p? ≥ d?
= sup
γ≥0
gt(λ)(γ)
≥ gt(λ)(λ)
= inf
α
{lnOLS(α) + λ[lnIV(α)− t(λ)]}
= inf
α
{lnOLS(α) + λlnIV(α)} − λt(λ)
= lnOLS(αˆ
n
K(λ)) + λ[l
n
IV(αˆ
n
K(λ))− lnIV(αˆnK(λ))]
= lnOLS(αˆ
n
K(λ)),
implying that lnOLS(αˆ
n
K(λ)) = p
?. This proves that strong duality holds and that the solution to
the K-class regression problem αnK(λ) solves the primal optimization problem (Primal.t(λ).n),
since it attains the unique optimal objective value while also satisfying the inequality constraint.
Theorem 3.8 (Dual representation of PULSE).
Let pmin ∈ (0, 1) and assume that (B4) to (B6) and (B11) hold. If λ?n(pmin) <∞, then it holds
that t?n(pmin) > −∞ and
αˆnK(λ
?
n(pmin)) = αˆ
n
Pr(t
?
n(pmin)) = αˆ
n
PULSE(pmin),
almost surely, where the primal constraint bound t?n(pmin) is given by Equation (26) and the dual
penalty parameter λ?n(pmin) is given by Equation (29). ◦
Proof.
Fix any pmin ∈ (0, 1) and assume that (B4) to (B6) hold, i.e., that ZᵀZ and AᵀZ are of full rank
and [Z Y] is of full column rank. Furthermore, assume that (B11) holds, i.e., that αˆnK(λ) 6∈
MIV for all λ ≥ 0. It holds that (Primal.t.n) has a unique solution and satisfies Slater’s
condition for all t > minα l
n
IV(α) (Lemma 3.3), that (Dual.λ.n) has a unique solution for all
λ ≥ 0 (Proposition 2.1) and that {αˆnPr(t) : t ∈ DPr} = {αˆnK(λ) : λ ≥ 0} (Lemma 3.7). Finally,
we assume that λ?n(pmin) <∞. To simplify notation, we write Q = Qχ2q (1− pmin).
We claim that the PULSE estimator can be represented in the dual form of the primal PULSE
problem. That is, as a K-class estimator αˆnPULSE(pmin) = αˆ
n
K(λ
?
n(pmin)) with stochastic penalty
parameter given by
λ?n(pmin) := inf{λ ≥ 0 : Tn(αˆnK(λ)) ≤ Qχ2q (1− pmin)}.
We show this by proving that αˆnK(λ
?
n(pmin)) = αˆ
n
Pr(t
?
n(pmin))), which by Theorem 3.4 implies
that the claim is true, if the conditions t?n(pmin) > −∞ and Tn(αˆnPr(t?n(pmin))) ≤ Q can be
verified from the assumption that λ?n(pmin) < ∞. First, we note that if λ?n(pmin) < ∞, then
t?n(pmin) > −∞.
This follows by noting that, with t(λ) := lnIV(αˆ
n
K(λ)) the proof of Lemma 3.7 ii) yields
that αˆnK(λ) = αˆ
n
Pr(t(λ)) for any λ ≥ 0 which yields
λ?n(pmin) = inf {λ ≥ 0 : Tn(αˆnPr ◦ t(λ)) ≤ Q} .
Hence, if λ?n(pmin) < ∞ we know there exists a λ′ ≥ 0 such that Tn(αˆnPr ◦ t(λ′)) ≤
Q, i.e., there exists a t′ = t(λ′) ∈ (minα′ lnIV(α′),∞) such that Tn(αˆnPr(t′)) ≤ Q.
We have excluded that t′ = minα′ lnIV(α
′) as t′ = lnIV(αˆ
n
K(λ
′)) > minα′ lnIV(α
′) since
αˆK(λ
′) 6∈ MIV. Furthermore, we can without loss of generality assume that t′ ∈
(minα′ l
n
IV(α
′), lnIV(αˆ
n
OLS)] because if t
′ > lnIV(αˆ
n
OLS), then also Tn(αˆ
n
Pr(l
n
IV(αˆ
n
OLS))) ≤
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Q as αˆnPr(l
n
IV(αˆ
n
OLS)) = αˆ
n
Pr(t
′) since the ordinary least square solution solves all
(Primal.t.n) with constraints bounds larger than lnIV(αˆ
n
OLS). As a consequence, the
set for which we take the supremum over in the definition of t?n(pmin) is non-empty,
ensuring that t?n(pmin) > −∞.
Next we show that αˆnK(λ
?
n(pmin)) = αˆ
n
Pr(t
?
n(pmin))). When this equality is shown, then the
remaining condition that Tn(αˆ
n
Pr(t
?
n(pmin))) ≤ Q follows by Lemma C.3 and we are done. For
any constraint bound t ∈ DPr = (minα lnIV(α), lnIV(αˆnOLS)], consider the primal and corresponding
dual optimization problems
Primal :
minimize lnOLS(α)
subject to lnIV(α) ≤ t Dual :
maximize gt(λ)
subject to λ ≥ 0, (61)
with dual function gt : R≥0 → R given by
gt(λ) := inf
α
{lnOLS(α) + λ(lnIV(α)− t)}.
The proof of Lemma 3.7 yields that there exists a unique λ˜(t) ≥ 0 solving the dual problem of
Equation (61) such that
αˆnPr(t) = αˆ
n
K(λ˜(t)). (62)
We now prove that DPr 3 t 7→ λ˜(t) is strictly decreasing.
Note that by the definition of gt and Proposition 2.1 (or equivalently the discussion
in the beginning of Section 3.5) we have that
gt(λ) = inf
α
{lnOLS(α) + λlnIV(α)} − λt
= lnOLS(αˆ
n
K(λ)) + λl
n
IV(αˆ
n
K(λ))− λt. (63)
For any t1, t2 with 0 ≤ minα lnIV(α) < t1 < t2 ≤ lnIV(αˆnOLS) we have that gt1(λ˜(t1)) ≥
gt1(λ˜(t2)) and gt2(λ˜(t2)) ≥ gt2(λ˜(t1)) as λ˜(t) maximizes gt. Hence, by bounding the
first term we get that
gt1(λ˜(t1))− gt2(λ˜(t2)) ≥ gt1(λ˜(t2))− gt2(λ˜(t2)) (64)
= λ˜(t2)(t2 − t1),
where the last equality follows from the representation in Equation (63). Similarly,
by bounding the other term we get that
gt1(λ˜(t1))− gt2(λ˜(t2)) ≤ gt1(λ˜(t1))− gt2(λ˜(t1)) (65)
= λ˜(t1)(t2 − t1).
Combining the inequalities from Equations (64) and (65) we conclude that
λ˜(t2)(t2 − t1) ≤ λ˜(t1)(t2 − t1) =⇒ λ˜(t2) ≤ λ˜(t1),
proving that DPr 3 t 7→ λ˜(t), the dual solution as a function of the primal problem
constraint bound, is weakly decreasing. We now strengthen this statement to strictly
decreasing. For any constraint bound t ∈ DPr = (minα lnIV(α), lnIV(αˆnOLS)] we have
that the solution αˆnPr(t) yields an active inequality constraint in the (Primal.t.n)
problem, i.e., lnIV(αˆPr(t)) = t; see Lemma A.3. Therefore, for any minα l
n
IV(α) < t1 <
t2 ≤ lnIV(αˆnOLS) we get that
lnIV(αˆ
n
K(λ˜(t1))) = l
n
IV(αˆ
n
Pr(t1)) = t1 < t2 = l
n
IV(αˆ
n
Pr(t2)) = l
n
IV(αˆ
n
K(λ˜(t2))),
proving that λ˜(t1) 6= λ˜(t2), which implies that DPr 3 t 7→ λ˜(t) is strictly increasing.
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Recall, by Lemma 3.7 that the K-class estimators for κ ∈ [0, 1) coincides with the collection of
solutions to every primal problem satisfying Slater’s condition. That is,
{αˆnK(λ) : λ ≥ 0} = {αˆnPr(t) : t ∈ DPr} = {αˆnK(λ˜(t)) : t ∈ DPr}, (66)
where λ˜ is as introduced above. It now only remains to show that λ˜(t?n(pmin)) = λ
?
n(pmin), which
implies the wanted conclusion as αˆnPr(t
?
n(pmin)) = αˆ
n
K(λ˜(t
?
n(pmin))) = αˆ
n
K(λ
?
n(pmin)).
We know that αˆnK ◦ λ˜(t) = αˆnPr(t), hence
(Tn ◦ αˆnK ◦ λ˜)(t) = (Tn ◦ αˆnPr)(t), ∀t ∈ DPr,
and that for any A ⊂ [0,∞) it holds that λ˜(λ˜−1(A)) = A∩R(λ˜), whereR(λ˜) = {λ˜(t) :
t ∈ DPr} ⊆ [0,∞) is the range of the reparametrization function λ˜ : DPr → [0,∞).
In fact, λ˜ is surjective. To see this, note that [0,∞) 3 λ 7→ αˆnK(λ) is injective
by Corollary C.1. Thus, R(λ˜) = [0,∞) must hold, for otherwise Equation (66)
would not hold. Hence, by surjectivity of λ˜ we get that for A ⊂ [0,∞) it holds that
λ˜(λ˜−1(A)) = A.
Now consider αˆnPr : DPr → Rd1+q1 , αˆnK : [0,∞) → Rd1+q1 and λ˜ : DPr → [0,∞) as
measurable (which follows by continuity and monotonicity) mappings such that
t?n(pmin) = sup
{
(Tn ◦ αˆnPr)−1(−∞, Q]
}
= sup
{
(Tn ◦ αˆnK ◦ λ˜)−1(−∞, Q]
}
.
Since t 7→ λ˜(t) is strictly decreasing, we get that
λ˜(t?n(pmin)) = λ˜
(
sup
{
(Tn ◦ αˆnK ◦ λ˜)−1(−∞, Q]
})
= inf
{
λ˜
(
(Tn ◦ αˆnK ◦ λ˜)−1(−∞, Q]
)}
= inf
{
λ˜
(
λ˜−1
(
(Tn ◦ αˆnK)−1(−∞, Q]
))}
= inf
{
(Tn ◦ αˆnK)−1(−∞, Q]
}
= inf {λ ≥ 0 : Tn(αˆnK(λ)) ≤ Q}
= λ?n(pmin),
proving that λ˜(t?n(pmin) = λ
?
n(pmin)).
Lemma 3.9 (Infeasibility of the dual representation).
Let pmin ∈ (0, 1) and assume that (B4) to (B6) and (B11) hold. In the under- and just-identified
setup we have that λ?n(pmin) <∞. In the over-identified setup it holds that
λ?n(pmin) <∞ ⇐⇒ Tn(αˆnTSLS) < Qχ2q (1− pmin).
This is not guaranteed to hold as the event that An(1−pmin) = ∅ can have positive probability. ◦
Proof.
Let pmin ∈ (0, 1) and assume that (B4) to (B6) and (B11) hold. We have that
lnOLS(αˆ
n
K(λ)) ≥ lnOLS(αˆnOLS) = n−1‖Y − ZαˆnOLS‖22 = n−1‖Y − PZY‖22 > 0,
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as PZY 6= Y (by the assumption (B6) we have that Y 6∈ span(Z), such that the projection of
Y onto the column space of Z does not coincide with Y itself). Hence, Tn : Rd1+q1 → R is
well-defined, and the following upper bound
Tn(αˆ
n
K(λ)) = n
lnIV(αˆ
n
K(λ))
lnOLS(αˆ
n
K(λ))
≤ n l
n
IV(αˆ
n
K(λ))
lnOLS(αˆ
n
OLS)
,
is valid for every λ ≥ 0. In the under- and just-identified setup we know that there exists an
α˜ ∈MIV ⊂ Rd1+q1 such that
0 = lnIV(α˜). (67)
Now let Λ > 0 be given by
Λ := n
lnOLS(α˜)
lnOLS(αˆ
n
OLS)Qχ2q (1− pmin)
. (68)
For any λ > Λ we have by the non-negativity of lnOLS(α)/λ that
lnIV(αˆ
n
K(λ)) ≤ λ−1lnOLS(αˆnK(λ)) + lnIV(αˆnK(λ))
= min
α
{λ−1lnOLS(α) + lnIV(α)}
≤ λ−1lnOLS(α˜) + lnIV(α˜)
<
lnOLS(α˜)
Λ
=
lnOLS(αˆ
n
OLS)Qχ2q (1− pmin)
n
,
where we used Equation (67) and Equation (68) in the fourth and fifth line, respectively. This
implies
Tn(αˆ
n
K(λ)) ≤ n
lnIV(αˆ
n
K(λ))
lnOLS(αˆ
n
OLS)
< Qχ2q (1− pmin),
whenever λ > Λ, proving that
λ?n(pmin) = inf{λ ≥ 0 : Tn(αˆnK(λ)) ≤ Qχ2q (1− pmin)} <∞.
Now consider the over-identified setup (q > d1 + q1). We claim that
λ?n(pmin) <∞ ⇐⇒ Tn(αˆnTSLS) < Qχ2q (1− pmin).
If Tn(αˆ
n
TSLS) < Qχ2q (1 − pmin), then by continuity of λ 7→ αˆnK(λ) and α 7→ Tn(α) it must hold
that λ?n(pmin) <∞. This follows by noting that
Tn(αˆ
n
K(λ)) ↓ Tn( lim
λ→∞
αˆnK(λ)) = Tn(αˆ
n
TSLS) < Qχ2q (1− pmin), (69)
when λ→∞, as λ 7→ Tn(αˆnK(λ)) is strictly decreasing (Lemma C.2) Here, we also used that
lim
λ→∞
αˆnK(λ) = lim
λ→∞
(Zᵀ(I + λPA)Z)−1Zᵀ(I + λPA)Y
= lim
λ→∞
(Zᵀ(λ−1I + PA)Z)−1Zᵀ(λ−1I + PA)Y
= (ZᵀPAZ)−1ZᵀPAY
= αˆnTSLS. (70)
Hence, there must exist a λ ∈ [0,∞) such that Tn(αˆnK(λ)) < Qχ2q (1 − pmin), proving that
λ?n(pmin) <∞. Furthermore, note that the above arguments also imply that
Tn(αˆ
n
K(λ)) > Tn(αˆ
n
TSLS), (71)
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for any λ ≥ 0, as λ 7→ Tn(αˆnK(λ)) is strictly decreasing and Tn(αˆnTSLS) is the limit as λ→∞.
Conversely, assume that λ?n(pmin) < ∞, which implies that there exists a λ′ ∈ [0,∞) such
that Tn(αˆ
n
K(λ
′)) ≤ Qχ2q (1− pmin). Thus, by Equation (71) we have that
Tn(αˆ
n
TSLS) < Tn(αˆ
n
K(λ
′)) ≤ Qχ2q (1− pmin),
proving that the converse implication also holds.
We furthermore note that, if the acceptance region is empty, that is
An(1− pmin) := {α ∈ Rd1+q1 : Tn(α) ≤ Qχ2q (1− pmin)} = ∅,
then it obviously holds that λ?n(pmin) = {λ ≥ 0 : Tn(αˆnK(λ)) ≤ Qχ2q (1 − pmin)} = ∞. The
possibility of the acceptance region being empty, follows from the fact that the Anderson-Rubin
confidence region can be empty; see Remark A.2. To realize that the Anderson-Rubin confidence
region can be empty we refer to the discussions and Monte-Carlo simulations of Davidson and
MacKinnon [2014].
Lemma 3.11.
Let pmin ∈ (0, 1) and assume that (B4) and (B6) hold. If λ?n(pmin) < ∞, then λ?n(pmin) can be
approximated with arbitrary precision by the binary search Algorithm 1, that is,
Binary.Search(N, pmin)− λ?n(pmin)→ 0,
as N →∞. ◦
Proof.
Assume that λ?n(pmin) < ∞ and that (B4) and (B6) hold. Consider Algorithm 1 for any fixed
N ∈ N. The first ‘while loop’ guarantees that λmin and λmax are such that λ? ∈ (λmin, λmax].
This is seen by noting that λ 7→ Tn(αˆnK(λ)) is monotonically decreasing (Lemma C.2) and that
λ?n(pmin) < ∞. Hence, Tn(αˆnK(λmax)) eventually drops below Qχ2q (1 − p). The second ‘while
loop’ keeps iterating until the interval (λmin, λmax], which is guaranteed to contain λ
?
n(pmin),
has a length less than or equal to 1/N . Let λmin and λmax denote the last boundaries achieved
before the procedure terminates. Then
0 ≤ Binary.Search(N, p)− λ?n(pmin) = λmax − λ?n(pmin) ≤ λmax − λmin ≤ 1/N.
This holds for any N ∈ N, hence we conclude that
Binary.Search(N, p)− λ?n(pmin)→ 0,
as N →∞.
Theorem 3.12 (Consistency of PULSE+).
Consider the just- or over-identified setup and let pmin ∈ (0, 1). If (B1), (B2), (B4) to (B8)
and (B11) hold almost surely for all n ∈ N and αˆnTSLS and αˆnALT are consistent estimators of α0,
then
αˆnPULSE+(pmin)
P−→ α0,
when n→∞. ◦
Proof.
Consider the just- or over-identified setup (q ≥ d1 + q1), assume that (B1) and (B2) hold and
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that the population rank conditions (B7) and (B8), i.e., E(AAᵀ) and E(AZᵀ) are of full rank,
are satisfied. We furthermore work under the finite-sample assumptions (B4) to (B6), i.e., that
AᵀA and ZᵀA are of full rank and Y 6∈ span(Z) for all sample-sizes n ∈ N almost surely. The
first two of these are not strictly necessary as the population version of these rank assumptions
guarantee that it holds with probability tending to one; see proof of Proposition 2.2. Likewise,
we can drop the last finite-sample assumption as it is almost surely guaranteed if we assume
that the distribution of εY has density with respect to Lebesgue measure. The proof below is
easily modified to accommodate these more relaxed assumptions, but for notational simplicity
we prove the statement under the stronger finite-sample assumptions. Furthermore, many of
the previous theorems and lemmas were shown for a specific realization that satisfies the finite
sample assumptions. Hence, we may only invoke the conclusions of these theorems almost surely.
Fix any pmin ∈ (0, 1) and let ε > 0 be given. We want to prove that
P (‖αˆnPULSE+(pmin)− α0‖ > ε)→ 0.
To that end, define the events (An)n∈N by
An := (Tn(αˆ
n
TSLS) < Qχ2q (1− pmin)),
such that
P (‖αˆnPULSE+(pmin)− α0‖ > ε) =P ((‖αˆnPULSE(pmin)− α0‖ > ε) ∩An) (72)
+ P ((‖αˆnALT − α0‖ > ε) ∩Acn), (73)
for all n ∈ N. The last term, Equation (73), tends to zero as n→∞
P ((‖αˆnALT − α0‖ > ε) ∩Acn) ≤ P (‖αˆnALT − α0‖ > ε)→ 0,
by the assumption that αˆnALT
P−→ α0 as n → ∞. In regards to the first term, the right-hand
side of Equation (72), we note that An = (λ
?
n(pmin) <∞), by Lemma 3.9. Formally, this event
equality only holds when intersecting both sides with the almost sure event that the finite sample
rank condition holds. However, we suppress this intersection for ease of notation. Thus, on An,
it holds that αˆnPULSE(pmin) = αˆ
n
K(λ
?
n(pmin)) by Theorem 3.8, implying that
P ((‖αˆnPULSE(pmin)− α0‖ > ε) ∩An) = P ((‖αˆnK(λ?n(pmin))− α0‖ > ε) ∩An)
Furthermore, Lemma C.3 yields that on An, it holds that
Tn(αˆ
n
K(λ
?
n(pmin))) ≤ Qχ2q (1− pmin)
⇐⇒ lnIV(αˆnK(λ?n(pmin)) ≤ n−1Qχ2q (1− pmin)lnOLS(αˆnK(λ?n(pmin)).
On An, the stochastic factor in the upper bound above, is further bounded from above by
lnOLS(αˆ
n
K(λ
?
n(pmin))) ≤ sup
λ≥0
lnOLS(αˆ
n
K(λ))
= lim
λ→∞
lnOLS(αˆ
n
K(λ))
= lnOLS( lim
λ→∞
αˆnK(λ))
= lnOLS(αˆ
n
TSLS),
where we used continuity of α 7→ lnOLS(α), that λ 7→ lnOLS(αˆnK(λ)) is weakly increasing (Lemma C.2)
and that limλ→∞ αˆnK(λ) = αˆ
n
TSLS as shown in Equation (70) above. Note that we have assumed
that the TSLS estimator is consistent αˆnTSLS
P−→ α0, where α0 is the causal coefficient of Z onto
Y . Hence, Slutsky’s theorem and the weak law of large numbers yield that
lnOLS(αˆ
n
TSLS) = n
−1(Y − ZαˆnTSLS)ᵀ(Y − ZαˆnTSLS)
= n−1YᵀY + (αˆnTSLS)
ᵀn−1ZᵀZαˆnTSLS − 2n−1YᵀZαˆnTSLS
P−→ E(Y 2) + αᵀ0E(ZZᵀ)α0 − 2E(Y Zᵀ)α0
= E[(Y − Zα0)2].
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Thus, on the event An, we have that
0 ≤ lnIV(αˆnK(λ?n(pmin)) ≤ n−1Qχ2q (1− pmin)lnOLS(αˆnTSLS) =: Hn,
where the upper bound Hn converges to zero in probability by Slutsky’s theorem. Furthermore,
note that
lnIV(α0) = ‖n−1/2(AᵀA)−1/2Aᵀ(Y − Zα0)‖22
= ‖(n−1AᵀA)−1/2n−1AᵀUY ‖22
P−→ ‖E(AAᵀ)−1/2E(AUY )‖22
= ‖E(AAᵀ)−1/2E(A)E(UY )‖22
= 0,
where we used that Y = Zᵀα0 + UY and assumptions (B1): A ⊥ UY and (B2): E(A) = 0
(Alternatively, the same conclusion follows if it holds that E(UY |A) = 0). Now define a sequence
of (everywhere) well-defined estimators (α˜n)n∈N by
α˜n :=
{
αˆnK(λ
?
n(pmin)), on An
α0, on A
c
n
,
for each n ∈ N. We claim that the loss function lnIV evaluated in this estimator tends to zero in
probability, i.e., as n→∞ it holds that
lnIV(α˜n) = ‖(n−1AᵀA)−1/2n−1Aᵀ(Y − Zα˜n)‖22 P−→ 0. (74)
This holds by the above observations as for any ε′ > 0 we have that
P (|lnIV(α˜n)| > ε′) = P ((|lnIV(αˆnK(λ?n(pmin)))| > ε′) ∩An) + P ((|lnIV(α0)| > ε′) ∩Acn)
≤ P ((|Hn| > ε′) ∩An) + P ((|lnIV(α0)| > ε′) ∩Acn)
≤ P (|Hn| > ε′) + P (|lnIV(α0)| > ε′)
→ 0,
when n→∞. Now define the random linear maps gn : Ω× Rd1+q1 → Rq by
gn(ω, α) := (n
−1Aᵀ(ω)A(ω))−1/2n−1Aᵀ(ω)Z(ω)α.
for all n ∈ N. The maps (gn) converge point-wise, that is, for each α, in probability to g :
Rd1+q1 → Rq, given by
g(α) := E(AAᵀ)E(AZᵀ)α
as n→∞. The map g is injective. This follows by assumptions (B7) and (B8), which state that
E(AAᵀ) ∈ Rq×q and E(AZᵀ) ∈ Rq×(d1+q1) are of full rank, and hence
rank(E(AAᵀ)E(AZᵀ)) = rank(E(AZᵀ)) = d1 + q1,
since we are in the just- and over-identified setup, where q ≥ d1 + q1. We conclude that g is
injective, as its matrix representation is of full column rank. Furthermore, by Equation (74) it
holds that
P-lim
n→∞ gn(α˜n) = P-limn→∞ (n
−1AᵀA)−1/2n−1AᵀZα˜n
= P-lim
n→∞ (n
−1AᵀA)−1/2n−1AᵀY
= E(AAᵀ)−1/2E(AY ).
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Hence, we have that
P-lim
n→∞ gn(α˜n − α0) = P-limn→∞ gn(α˜n)− P-limn→∞ gn(α0)
= E(AAᵀ)−1/2E(AY )− E(AAᵀ)−1/2E(AZᵀ)α0
= E(AAᵀ)−1/2E(A(Y − Zᵀα0))
= E(AAᵀ)−1/2E(AUY )
= 0,
as n→∞. Lemma A.4 now yields that
α˜n
P−→ α0,
as n→∞. Finally, note that as αˆnK(λ?n(pmin)) = α˜n on An we have as n→∞ that
P ((‖αˆnK(λ?n(pmin))− α0‖ > ε) ∩An) = P ((‖α˜n − α0‖ > ε) ∩An)
≤ P (‖α˜n − α0‖ > ε)
→ 0,
proving that
αˆnPULSE+(pmin)
P−→ α0,
as n→∞.
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