Some more general "inheritance conditions" have been found for a given set of symmetry generators {Zl} acting on some set of coupled ordinary differential equations, once the "first integration method" has been applied upon some Abelian sub-algebra of generators {Zi} for the system of equations to be reduced. We have proven the following theorem: all the generators of some solvable sub-algebra can be used via the "first integration method" in order to reduce (the order) and/or (possibly) integrate the system of equations. The specific order in which the step by step reduction process has to be performed, and the condition to obtain the analytic solution solely in terms of quadratures, are also provided. We define the notion "optimum" for some given maximal, solvable sub-algebra and prove a theorem stating that: this algebra leads to the most profitable way of using the symmetry generators for the integration procedure at hand. * The concept of symmetry possesses a fundamental role in the field of mathematical physics. An extensive analysis concerning with the symmetries of fundamental physics can be found in [1] . There are many branches corresponding to the different kinds of symmetries. One of these is mostly referred to as, continuous symmetries of differential equations (both ordinary and partial), and is concerned with continuous (and invertible) transformations who are mapping solutions into solutions of the equations at hand. The notion of continuous groups of symmetry transformations (now called Lie groups) was first introduced in a series of seminal works [2-7], by Sophus Lie; the purpose was to unify and extend various methods related to topics such as, homogeneous and separable equations, Laplace transformation, reduction of order and more. These symmetry transformations are also called Lie point symmetries due to the mix of independent and dependent variables.
use the generators for the integration procedure in a very specific order. This depends on the properties of the algebra. When there is a solvable sub-algebra of dimension equal to the order of the equation, and furthermore integration is performed in the correct order, the solution to the equation is given solely in terms of quadratures. We note that this is a combination of a specific method of integration, with one of the properties of the algebra at hand, namely solvability.
The final method is sketched in [44] (papes 87 − 88), while it is extensively studied in [38] . It is referred to as the method of "Differential invariants". As it was proven, all the differential invariants of higher order are constructed as derivatives of the first two (zeroth and first order respectively), by considering one as the independent and the other as the dependent variable. This reduction procedure can again be combined with the solvability property of some sub-algebra and a proper order is presented to the purpose of using all the generators of the solvable sub-algebra. Once more, when the dimension of the solvable sub-algebra is equal to the order of the equation at hand, the solution can, in principle, be given in terms of quadratures.
The drawback of the second method is that it requires the number of symmetries be at least equal to the order of the equation. In many occasions, especially when there is a system of equations instead of only one, this is not the case. The third method, on the other hand, does not presupposes any lower bound for the number of symmetry generators; but it lacks of applicability in the case of system of equations. This is due to the fact that, constructing higher order differential invariants from the first two, is far from trivial and also ambiguous.
The simplest appears to be the "first integration method"; it can be applied with ease, either when the symmetry generators are less than the order of the equation or when there is some system of equations instead of only one. The results contained in this work are briefly outlined as follows:
1. Generalization of the "inheritance conditions" in the case of existence of more than one generators forming an Abelian sub-algebra.
2. Combination of the property of solvability and the "first integration method", as well as presentation of the proper order in which the generators have to be used.
Finally
, providing an answer to the question of whether or not the "optimum" maximal solvable subalgebra is the most profitable way to use the symmetry generators of the entire algebra (based on the "first integration method").
To the best of our knowledge, these points have not been previously proven or even discussed in the literature. The paper is organized as follows: In section II, the "first integration method" is presented in detail. Furthermore, the proof for the new "inheritance conditions" is given along with other side effects. All these results are gathered in Theorem 1 and Corollary 1. The section III is devoted to recalling the definition of solvable algebras, alongside with the ones of derived and "coset" algebras. The combination of solvability and the "first integration method" is presented in section IV, where the proper order of reduction is given in Theorem 5. An example is provided in section V. The proof that the maximal solvable sub-algebra is the most profitable way to use the symmetry generators is dispensed in section VI. Alongside, a definition of the proper basis of the generators is given, in which we acquire the "optimum" (maximal dimensional) solvable sub-algebra;. A discussion can be found in section VII and finally an Appendix is included.
II "First integration method"
All the statements below, can be easily generalized for systems of higher order equations. For simplicity, we will consider a system of second order ordinary differential equations written in the form
where x is the common independent variable, y ν the dependent variables,ẏ ν = dy ν dx ,ÿ ν = dẏ ν dx , and the indices µ, ν, κ run from 1 to N. As can be found in [44] , considering first integrals f µ (x, y ν ,ẏ ν ) of (1) and taking df µ (x, y ν ,ẏ ν ) dx = 0,
one can extract the operator A A = ∂x +ẏ κ ∂yκ + ω κ (x, y ν ,ẏ ν )∂ẏκ ,
so as to represent the system of equations as
At this point we assume the existence of a number r of Lie point symmetries represented by the following linearly independent, infinitesimal generators
for some arbitrary but given set of functions ξM(x, y ν ), η µ M (x, y ν ), where the capital M, N, K acquire the values M, N, K = 1, ...r. Given the generators, their first prolongation(we only need the first prolongation for our purposes) can be calculated via the following formula
where
The symmetry generators form a Lie algebra
with C Λ MN the structure constants of the algebra which satisfy the following relations
·] the commutator. The structure constants are the same for the prolongation of the generators as well.
The second formulation of the symmetry condition for a system of second order ordinary differential equations reads, according to [44] 
Based on the "first integration method" (i.e. transform the generators into their normal form in the space of variables) [44] , to reduce the order for one of the differential equations (1), we have to transform one of the symmetry generators, let us say Z1, into it's normal form. That is equivalent to search for independent and dependent coordinates t(x, y ν ), s µ (x, y ν ) respectively, such that in these coordinates
When this is achieved, the system of the transformed equations does not depend on s 1 and thus the order is reduced via the restriction to the hypersurfaces s 1 =constant, w 1 =ṡ 1 ,ẇ 1 =s 1 . In general, we are not sure which of the rest of the symmetries will be inherited in the reduced equations. As it was proven in [44] , the generators ZM of those symmetries must satisfy the relation
where M = σ, ..., r and σ ≥ 2. Thus, it is to our best interest to choose that Z1 which satisfies the relation (11) with the maximal number of ZM so as to inherit the maximal symmetry group. In this work we first generalize the condition (11) in the case where a number of generators form an Abelian sub-algebra, where we can transform all it's generators into normal form at once. The following theorem holds:
Theorem 1: Given a system of ordinary differential equations represented in terms of a partial differential operator A of first order, we assume the existence of r number of linearly independent Lie point symmetries with generators ZM , M = 1, ..., r. Consider also A to be linearly independent of those generators. Furthermore, assume there exists an m ≤ r dimensional Abelian sub-algebra with generators Zi, which acts transitive in a subspace of dimension m. When these generators are transformed into their normal form and thus the system is reduced, the generators Zl, to be inherited are those satisfying the following conditions:
1. [Zi, Zl] = C l il Z l . Furthermore, the reduced objectsÂ, Yl in the hypersurfaces s j =constant, u j =ṡ j , will satisfy the relations below
Proof
Since the m-dimensional sub-algebra, m ≤ r, is assumed to be Abelian the generators Zi satisfy
Accordingly, the assumption of transitivity in a subspace of dimension m (in Appendix A we explain why we need the transitivity), implies that there exists independent and dependent coordinates t(x, y ν ), s µ (x, y ν ) respectively, such that
while the equations (1) are transformed into the seẗ
where i, j = 1, ..., m and α, β = m + 1, ..., N , where a reshuffling of the indices may be employed. The partial differential operator of first order corresponding to the equations (14), (15) as well as the first prolongation of the symmetry generators read
where l = 1, ..., m andl = m + 1, ...,m. The equations eqs. (14) to (18) are just the expressions of the transformed objects under the coordinate transformation that we performed. The symmetry condition for Z
where the independence of the basis vectors ∂ṡi , ∂ṡβ has been used and some intermediate calculations between the second and third line has been omitted in the interest of brevity. Thus, the equations (14) , (15) are actuallys
By the restriction to the hypersurfaces s i =constant, u i =ṡ i , the system of the original second order ordinary differential equations (1) has been reduced to a system of first order differential equations coupled to a system of second order ordinary differential equations and a set of quadratures.
where c i are some integration constants. In order for the procedure of reduction to proceed, we introduce the coordinates attached to the hypersurfaces s i = constant to be (t, s β , u i ,ṡ β ). The partial differential operator and the first prolongation of the rest of the symmetries have to be calculated in the reduced coordinates. On way to do so is the following:
where we have to use the expressions of the coordinates to the hypersurfaces in terms of the original coordinates. After some trivial mathematical calculations we end up with the expressionŝ
As can be deduced from (28) , (29) we have not explicitly replace neitherṡ i by u i , nor s i by u i dt + c i , the reason for this will become clear later. Furthermore, we have proven the condition (2) of the theorem as can be recognized by (28) . Given that prior to the reduction the following equations hold
under which conditions the following equations are satisfied?
What we actually want to find is a relation between Zi and Zl in order to prove the first point of the Theorem 1. Firstly we note that,
If the above two expressions are used in (30) we have that
At this point, if we want (31) to hold, keeping in mind that
where Z
(1) τ the generators that are inherited, τ =m + 1, .., r, then equation (34) becomes
By assumption,Â, Z
are linearly independent, thus the equation (36) splits into four sets of equations
The third and fourth set (39) , (40) due to the linear independence ofṡ i imply
which in combination with (35) leads to the desired condition
as it is expressed in condition (1) of the theorem. The other two sets give us information about the form of the remaining generators (29) .
From (38) , by recalling an alternative, equivalent definition of η
we get
Next we use the explicit forms of the prolongations in the equation (43) in order to find some conditions on the set of functions η β l (t, s j , s α ), η
Thus, the final form of the reduced inherited generators read
and thus, this proves the condition (3). For the fourth and final condition we start with the expression for the algebra of the generators to be inherited. In general
Let us recall the relation (32) and use it in the above equation
Given that Z
are independent themselves and independent from Yq, [Yl, Yk] we are led to the equations
The equation (53) proves the condition (4). The equation (55) give us additional information about the structure constants related to the generators that will not be inherited. This additional piece of information lead us to the following corollary, by taking into account (12), (42), (55): Corollary 1: The subset {Z l , Zl} of the set {Z l , Zl, Zτ } forms a sub-algebra of the original algebra:
When it comes to the equation (54), it restricts even more the form for the components of Yl.
III Solvable algebra
For the purposes of this section, we follow the notation of [46] . Let us start by giving the definition of an invariant sub-algebra. Definition 1: An invariant sub-algebra h of an algebra g is an algebra whose the commutator of it's every element with every element of g, belongs to the sub-algebra. Symbolically this is written as
Definition 2: An algebra will be called (n)-level solvable if it admits a series of invariant sub-algebras such that
A way to always construct invariant sub-algebras is by considering the derived algebra. Definition 3: Derived algebra is called an algebra g (1) which is constructed by some linearly independent sub-set of elements of the commutator of the algebra g (0) ≡ g. Symbolically,
Ascribable to this definition, the following conditions hold
g (1) , g (0) ⊆ g (1) .
Thus, due to (63), the sub-algebra g (1) is an invariant sub-algebra of g (0) . Let us now assume a (3)-level solvable algebra which is constructed by the derived algebras
The last non-trivial sub-algebra is g (2) which also has the property of being Abelian. Due to the definition of the derived algebras the following relations hold
, g (1) , g (1) ≡ g (2) , g (1) , g (0) ⊆ g (1) , g (2) , g (1) ⊆ g (2) .
As can be observed from (65), the algebra g (1) is an invariant sub-algebra of g (0) and g (2) is an invariant sub-algebra of g (1) . It is not difficult to prove that due to the Jacobi identity g (2) is also an invariant sub-algebra of g (0) . Symbolically we can write this as follows g (2) , g (0) ≡ g (1) , g (1) , (2) , g (0) ⊆ g (1) , g (1) ≡ g (2) ⇒ g (2) , g (0) ⊆ g (2) .
This can be generalized to any (n)-level solvable algebra, thus we arrive at the following Theorem. Theorem 2: For all (n)-level solvable algebras the following relations hold
where g (l) is the derived algebra g (l) = g (l−1) , g (l−1) and max(i, j) the maximal between the indices i, j. From this theorem, the following corollary can be deduced: Corollary 2: Every (n)-level solvable algebra consists of (n)-number invariant sub-algebras, with the (n)-th being the empty set.
At last, let us define a "coset". Definition 4: The difference between two derived algebras g (i) , g (j) will be called the "coset"
where i < j.
IV Combination of solvability and "first integration method"
In this section we would like to combine the knowledge of the two previous sections. To prove the theorem below, we have to interplay between the abstract notation for g (i) , B
(i) (j) and the structure constants. Theorem 3: For an (n)-level solvable algebra g (0) , by applying the "first integration method" on the invariant derived sub-algebra g (n−1) , it is guaranteed that the prolonged and reduced generators of the "coset" B (0) (n−1) will be inherited on the reduced equations.
Proof
We can easily prove the above theorem based on previous theorems and definitions. We start from the fact that when there is an (n)-level solvable algebra g (0) , according to the definitions of solvable and derived algebras, there is certainly an Abelian algebra which is provided by the derived algebra g (n−1) . Furthermore, due to Theorem 2, this is also an invariant sub-algebra, so based on (67), g (n−1) , g (0) ⊆ g (n−1) . From this relation we infer that
. The equation (69) is the abstract notation of the equation (1) which is stated in Theorem 1 and provide us with the relation that a generator needs to satisfy in order for it's first prolongation to be inherited as a symmetry of the reduced system, after the use of the first integration method on the Abelian sub-algebra g (n−1) . This concludes the proof.
So far, solvability provide us with the "best" Abelian sub-algebra on which we have to apply the first integration method, in order to inherit the maximal number of the generators in the reduced equations. The question that we like to address now is the following:
Do the prolonged and reduced elements of the "coset" B (0) (n−1) form again a solvable algebra so that we could repeat the procedure?
The answer to this question is providing by the following theorem Theorem 4: Given an (n)-level solvable algebra, the first integration procedure can be repeated (n)-times upon the following chain of "cosets"
starting from B
(n−1) (n)
, given that the generators of each "coset" act transitively in some proper subspace. The symbol pr over the arrow implies that at each "coset" except the B (n−1) (n)
, we have to consider the proper prolonged and reduced form of it's generators.
We will prove this theorem in an iterative sense. Before we do this, it is instructive to provide the following very important Corollary of the previous theorem.
Corollary 3: For an (n)-level solvable algebra, all the generators can be used via the "first integration method".
Let us start with a (2)-level solvable algebra. In some cases we are going to use tables, in order for the various notations to be more transparent.
IV.1 (2)-level solvable algebra
Due to the definition of solvablility we get
Furthermore, due to (67)
(1) , g (0) ⊆ g (1) , B
(1) , B
IV.1.1 Indices
Because we are going to translate the previous relations into structure constants, we have to define some indices.
Indices of g (i)
Indices of B Table 1 : The expressions of the third column can be deduced from the definition of the "coset" and the derived algebra. Also, they hold for all the indices of the same family.
IV.1.2 The structure constants
The structure constants of the algebra g (0) will be symbolized as C λ 0 µ 0 ν 0 . From the (72),(73) we get
IV.1.3 The reduced system
Due to the fact that B
(1)
(2) forms an Abelian algebra, we can use the first integration method upon it. The symmetries to be inherited will be given by the prolongation of the generators of B (0) (1) properly reduced. As we have learned from (4) of Theorem 1, the reduced generators will form an algebra with structure constants a subset of the original ones, which in our notation read C l 1 i 1 j 1 . Of course, since the structure constants does not change, all the previous equations (74),(75) could still provide us with useful information. We infer, by using the expressions from the third column of Table 1 , that
Note that this happens only for the properly reduced generators of B (0) (1) . As a result, we can apply the "first integration method" once more on the elements of the algebra B (0) (1) and arriving at the following chain
IV.2 (3)-level solvable algebra
This case is more evolved but nevertheless, the procedure is the same.
while from (67) g (0) , g (0) ≡ g (1) ⇒ g (1) , g (0) ⊆ g (1) , B
(1) ⊆ g (1) ,
g (1) , g (1) ≡ g (2) ⇒ g (2) , g (1) ⊆ g (2) , B
(2) , g (1) ⊆ g (2) , B
(2) , B
(2) ⊆ g (2) ,
g (2) , g (0) ⊆ g (2) .
IV.2.1 Indices
The corresponding table now reads Table 2 : The expressions of the third column can be deduced from the definition of the "coset" and the derived algebra
IV.2.2 The structure constants
The structure constants of g (0) will symbolized as C λ 0 µ 0 ν 0 .
IV.2.3 The reduced system
Same as before, B
(3) = g (2) − g (3) = g (2) forms an Abelian invariant sub-algebra. The symmetries to be inherited will consist of the prolonged elements of the "coset" B (0) (2) . The corresponding structure constants will be C l 3 i 3 j 3 . From the third row of the third column, we can split those structure constants into C l 1 i 3 j 3 , C l 2 i 3 j 3 , since l3 = l1 + l2. Due to (83) and the final row of the third column we can deduce that C l 1 i 3 j 3 = 0. This implies that,
Since B
(2) is the derived algebra, we may consider also it's derived algebra. In general, since is an invariant sub-algebra we expect that B (1) (2) , B
(2) will have possible non-zero structure constants C l 2 i 2 j 2 . As we can observe, due to (84) and the fact that l3 = l1 + l2, µ1 = i2 + i4 we come to the conclusion that C l 2 i 2 j 2 = 0. This implies
(2) = 0.
(88)
As a result, B
(2) is a (2)-level solvable algebra, and for simplicity we could define,
(2) so that to the solvability chain reads {0} ≡ḡ (2) 
Now in the previous section we have already show that in the (2)-level solvable algebra we can use all the generators. Therefore, after the "first integration method" applied in B
(2) , we are left with the generators B (0)
(2) , which will form an Abelian algebra, leading to the following chain
In order to avoid being tedious, we will not study any higher level solvable algebra. The procedure can be iterated (n)-times thus, this concludes the proof. All the above information can be gathered into the basic theorem of this work. Theorem 5: Let us consider a system of k ordinary differential equations of maximal order m, which admits an (n)-level solvable algebra of order r. Furthermore, let us call the dimension of the system to be N = m c (m) + (m − 1) c (m−1) + ... + 2 c (2) + 1 c (1) with c (m) , c (m−1) , ..., c (1) the number of equations of the corresponding order m, (m − 1), ..., 1, and c (m) + c (m−1) + ... + c (1) = k, so that N ≥ r. The solution to this system can be found as, a solution of a system of ordinary differential equations of dimensionN = N − r and an (r)-number of quadratures provided via the "first integration method" acted, at least, (n)-times upon the chain of the prolonged and reduced "cosets" B (i) (j) = g (i) − g (j) , g (i) , g (j) the derived algebras of level (i), (j) correspondingly
The procedure should start with B (n−1) (n)
, given that the elements of each "coset" act transitive on some sub-space of the dependent variables, of dimension equal to the number of the corresponding "coset". The symbol "pr" above the arrow implies that at each "coset" except B (n−1) (n) we have to consider the properly reduced prolongation of it's generators.
The phrase "at least" refers to the fact that this is the minimum number of steps that we have to perform in order to use the full set of generators. For instance, since at every step the generators of the "coset" form an Abelian algebra, we could either transform them all at once into their normal forms, as we considered above, or by repeated steps. Either way, the result will be the same, but in the second case with much more steps. We may note here the following situation: Assume one differential equation of dimension (n) which admits two symmetry generators forming an Abelian algebra. If we transform both generators into normal form at once, one along the dependent variable and the other along the independent, then the equation is reduced to dimension (n − 1) and not (n − 2). The reason for this is that the generator normal along the independent variable does not reduce the order, but rather transforms the equation into autonomous i.e. does not depend on the independent variable. Thus, in such kind of cases, it is more profitable to use more than the minimum number of steps.
V Example
It is instructive to present an example so as to make clear the statements of the final theorem. Let us consider the following system of differential equations
where ( ′ ) indicates first derivative with respect to t. For simplicity, we assign the symbols x ′′ → x2, x ′ → x1 and so forth, while we also omit the time dependence (t)
It can be shown that this system admits, the following Lie point symmetry generators
with their algebra being
This is a (2) − level solvable algebra with g (1) = {Z1, Z2} , g (2) = {0}. The two "coset" of the chain to be followed are B
(1) = {Z3}. According to the Theorem 5, the system has dimension N = 3 * 1 (3) + 2 * 1 (2) = 5, and since there are r = 3 symmetry generators, we can reduce the dimension of the system toN = N − r = 2. A system of dimension 2, can consist of either two first order ordinary differential equations, or one algebraic and one second order ordinary differential equation. We will present both cases.
Based on Theorem 5 the procedure must start with B
(2) . The two generators of this "coset" act transitive in the two dimensional plane (x, y) thus we can transform them into normal form at once. Let us introduce the new coordinates (s, u, w) such that s is the independent variable andZ1 = ∂u,Z2 = ∂w. The transformation reads
while in those variables, the third vector field becomes
To this end, the system of the equations in the transformed variables reads
u2 + w2 = 0.
The reduction takes place once we are restricted to the hypersurfaces (u = constant, w = constant, s = τ, p = u1, q = w1).
In order to use the "coset" B (0)
(1) we have to calculate the first prolongation ofZ3, and then reduce it to the variables (τ, p, q). The first prolongation is
while the reduced generator will be calculate as follows
From (107) we recognize that the reduced generator (99) has the same form as the transformed one. This is not always the case, it is just a characteristic of the special form that the first prolongation has. Now we are ready to continue the procedure. The new coordinates that will transform Y3 into it's normal form will be σ, m, h where σ the independent variable andỸ3 = ∂ h .
Y3σ(τ, p, q) = 0, Y3m(τ, p, q) = 0, Y3h(τ, p, q) = 1.
(108)
The possible solutions to this system of partial differential equations read
where f1, f2, f3 some arbitrary functions of their arguments.
V.1 One second order and one algebraic differential equation
In order to end up with a system of one second order and one algebraic differential equation we have to set,
with the inverse being τ = h, p = e h σ q = e h m.
Let us also calculate p1, q1, q2.
Use these relations into (102),(103) and solve with respect to m2, h1 to get
h1
By the introduction of the hypersurface's h = constant variables σ = k, v = h1 we are left with the system
v
Thus, indeed the original system has been reduced to a second order ordinary differential equation for m and an algebraic one for υ, (115),(116), alongside with three quadratures (117),(104),(105), where c1, c2, c3 are integration constants. Note that since one of the equations is algebraic, we can solve it already and using it in the second order one, to get
V.2 Two first order differential equations
In order to end up with two first order differential equations, we have to use the other possible transformation
with the inverse being τ = h, p = e h m, q = e h σ.
(121)
Use these relations into (102),(103) and solve with respect to m1, h2 to get
By the introduction of the reduction variables σ = k, v = h1 we are left with the system
Thus, indeed the original system has been reduced to a system of two first order differential equations, (124),(125), alongside with three quadratures (126),(104),(105), where c1, c2, c3 are integration constants. Which of these two systems of equations is to our best interest to end up with? Our sole purpose is to solve the original system of differential equations. In both cases we have used all the symmetries that we had into our disposal. What is better, one second order, (118), or two first order differential equations (124), (125)? At this point what we could do is to search for new symmetries of the reduced equations in both cases. Even though, a system of first order differential equations admits a large number of symmetries, it is practically impossible to find even one of them, as it was argued in [44] . On the other hand, we can relatively easy find if a second order differential equations admits any symmetry. For instance, in this case,(118) admits the symmetry ξ = k∂ k + m∂m which by use of the method reduces the equation to a first order. Thus, we eventually end up with one first order differential equation against a system of two. Therefore, we might say that perhaps it would be to our best interest to use as much symmetries as possible in order to reduce some of the differential equations into algebraic ones.
VI Maximal solvable sub-algebra
So far, we have proven that the generators belonging to some solvable sub-algebra could all be used, given that the proper order is followed, for the integration procedure. Thus, is trivial to say that from all the solvable sub-algebras, it is to our best interest to use the maximal, meaning the one with the maximum number of generators. This might not be unique, but all of them will lead to the same dimension of reduction.
At this section we would like to address the following question: Is the maximal solvable sub-algebra the most profitable way to use the symmetry generators? In other words, is it possible to use alongside with the maximal, solvable sub-algebra, generators which don't belong to this sub-algebra, via the "first integration method"?
Let us recall the "inheritance conditions" for a set of generators Zi, Zl where Zi the generators that we are going to transform into normal form, while Zl the inherited ones.
[Zi, Zj ] = 0.
Due to (128) we could also say that the generators Zk belong to the ideal of Zi. Let us further recall the form of commutator relations for a (2)-level solvable algebra where Zµ 0 ∈ g (0) , Zµ 1 ∈ g (1) ,
The correspondence between those set of three relations is achieved for Zµ 1 → Zi, Zi 1 → Zk. We can easily note that the "inheritance conditions" does not imply that the algebra is solvable, while on the other hand a solvable algebra will satisfy the "inheritance conditions" as we have already proven in the previous sections.
In order to answer the question posted previously, we will follow two paths, since as we have proven the order of using the generators in the integration procedure is important. Furthermore, the proof could be easily iterated in higher order solvable sub-algebras.
VI.1 Z µ 0 has a larger ideal
Let us assume that there exists an algebra with generators {Zµ 0 , ZI } where {Zµ 0 } will correspond, by assumption, to the maximal solvable sub-algebra, while ZI to the generators outside this sub-algebra. The dimensions will be called Ds for the solvable sub-algebra and Dr for the rest of the generators. The question to be answered:
Is it possible to find a sub-set of generators ZA of the set ZI that satisfy the "inheritance conditions" with all Zµ 1 and Zi 1 , such that after the use of Zµ 0 ≡ {Zµ 1 , Zi 1 }, the ZA could also be used for the integration procedure?
The "inheritance conditions" for the full set {Zµ 1 , Zi 1 , ZA} will read:
Note two things: First, the equations (133),(134),(135) do not involve any term ZA since by assumption, they form a proper sub-algebra (the maximal) which is also solvable. Second, the set {Zµ 1 , Zi 1 , ZA} does not form a solvable algebra, as can be deduced from (136),(137). We continue with the reduction of the system by the steps we already explained in previous sections, in which the following will hold Zµ 1 → Yµ 1 = 0, Zi 1 → Yi 1 , ZA → YA, while the structure constants of the reduced generators have the same values with the ones of the original generators:
All the other equations are identically satisfied. As we have said, by assumption ZA must belong also to the ideal of the Zi 1 at the reduced level, therefore this implies that
which brings the previous equations into the exact form of the "inheritance conditions"
The second reduction implies Yi 1 → Xi 1 = 0, YA → XA, and the inherited generators satisfy the algebra
From those generators, eventually we will be able to use only an Abelian sub-algebra, let us call it XĀ, A = 1, ..., α, which implies
Thus, we were able to use for the integration the Ds generators of the solvable sub-algebra and Da < Dr of the rest of the generators, which gives a total of Ds + Da. However, a contradiction appears. Let us rewrite the equations (133) to (138) for the sub-set {Zµ 1 , Zi 1 , ZÃ} by taking also into account the relations that come up along the way (142),(147).
[Zi 1 ,
It is not difficult to obtained the result, that these relations correspond to a (3)-level solvable sub-algebra. This would imply that we have found a solvable sub-algebra of dimension Ds + Da > Ds which contradicts our original assumption that Zµ 0 represent the generators of the maximal solvable sub-algebra. Hence, the following corollary can be stated: Corollary 4: Once the maximal solvable sub-algebra has been obtained, there exist no generators outside this sub-algebra, that would belong to the ideal of the maximal solvable sub-algebra at each step of integration, and satisfy the "inheritance conditions".
VI.2 Z µ 0 belongs to an ideal
The question to be answered can be stated as follows:
Is it possible to find a sub-set of generators ZA of the set ZI such that Zµ 0 , ZI 0 ⊆ ZI belong to it's ideal?
The "inheritance conditions" for Zµ 0 , ZI 0 will read This contradicts the assumption that we have started with the maximal solvable sub-algebra. The following corollaries are deduced based on the previous results:
Corollary 5: Once the maximal solvable sub-algebra has been obtained, there exist no generators outside this sub-algebra to which, the maximal solvable sub-algebra would belong to their ideal and satisfy the "inheritance conditions".
Corollary 6: The set of generators that will eventually be used for the integration of a given system of ordinary differential equations, will form a solvable sub-algebra.
To end this section, the following theorem is presented whose proof is already obtained from the previous steps and Corollaries.
Theorem 6: The use of the maximal solvable sub-algebra corresponds to the most profitable way of using the symmetry generators of a system of ordinary differential equations, in order to integrate it, based on the "first integration method".
VI.3 "Optimum" maximal solvable sub-algebra
At this section we would like to note something about the dimension of the maximal, solvable sub-algebra.
Suppose that we are given an algebra which is not solvable. Finding the maximal, solvable sub-algebra, depends on the representation of the structure constants in the given equivalence class. To make this clear, consider the following example.
This algebra is not solvable since g (1) = {X1, X2, X3} = g (0) . Based on the definition of solvability, the maximal solvable sub-algebra would be either one of these three {X1},{X2},{X3}, meaning that it's dimension would be Ds = 1. However, by the following acceptable (meaning inside the same equivalent Class) change of basis,
it is not hard to see that this Class possesses a two dimensional sub-algebra
It is true that each two dimensional sub-algebra is solvable, therefore it is not hard to see that {Y1, Y2} forms the maximal solvable sub-algebra and has dimension Ds = 2.
To conclude, in everything that we have proven so far, when we refer to the maximal, solvable sub-algebra is this "optimum" as we name it, maximal, solvable sub-algebra.
The way to really track it down is the following: Find the basis of vector fields in which the maximal sub-algebra is manifest. Check if this sub-algebra is also solvable. If not, for this sub-algebra we find it's maximal sub-algebra and we repeat the procedure until we find the first solvable sub-algebra. This would also correspond to the "optimum", maximal, solvable sub-algebra.
VII Discussion
In the present work we have focused on, an already known, specific integration procedure of ordinary differential equations. This procedure (as well as the others) relies on the existence of symmetry transformations of the equations; meaning transformations of independent and dependent variables that map solutions into solutions. These transformations can be best understood in terms of their infinitesimal generators which are realized as vector fields on the space of independent and dependent variables; they form a Lie algebra. This specific procedure we call "first integration method" and concerns finding new variables in which the transformed vector fields acquire their normal form along the new dependent variables.
In Theorem 1, we concentrate on the application of the "first integration method" upon an Abelian sub-algebra with more than one symmetry generators: we prove the properties that a generator Zl should have so that it is inherited as symmetry in the reduced system of equations. There are four conditions: the first expresses the fact that Zl should belong to the ideal of Zi. The second is concerned with the form of the reduced operatorÂ that associated to the reduced system of equations. The third and fourth are related to the form and the algebra that the properly reduced generators of Zl, namely Yl, satisfy. As a corollary, we deduce that the set {Zi, Zl} forms a sub-algebra of the original algebra.
The combination of solvability, a property of the generators algebra, and the first integration method leads to Theorem 5. This states that we can use all the generators of some solvable sub-algebra if we follow a specific order of application of the method: start from the last "coset" all the way to the first one. At each step we must use the proper reduced and prolonged generators of the corresponding "coset". In the case that the dimension of the system (N , see Theorem 5) is equal or less than the dimension of the algebra, the solution to the system of equations can be found in terms of quadratures only.
Another important result stemming out of this work is that the "optimum", maximal, solvable subalgebra is the best we can get (see section VI). That is to say, there is no other way that we can use more generators for the integration procedure (via the "first integration method").
To conclude, we believe that this work provides the missing (in the literature) link between the combination of the property of solvability with the "first integration method". As we have stated, this combination has been established in the other two integration methods. Lastly, we believe that these theorems will prove to be useful for any application of this integration method to some system of ordinary differential equations, possible even outside the realm of physics.
Appendices A Transitivity of the Abelian sub-algebra
Let us assume the existence of an Abelian algebra of dimension m, with generators Zi which acts on a space of dimension n ≥ m. The generators are linearly independent, that is the equation
where a (i) are some constants admits the trivial and unique solution a (i) = 0, ∀i = 1, ..., m.
The transitivity properties of the algebra can be found by whether there exist non-trivial solutions of the equation
where a (i) (x µ ) are some functions, and i = 1, ..., m, µ = 1, ..., n. For the purpose of a better understanding, let us consider the following example: Consider some space of dimension n = 2 with coordinates (t, s) and a two dimensional m = 2 Abelian algebra, with realization Z1 = ∂s, Z2 = t∂s.
It is easy to verify that those generators form an Abelian algebra.
[Z1, Z2] = 0.
Furthermore, let us prove that those two are also linearly independent.
a (1) Z1 + a (2) Z2 = 0 ⇒ (a (1) + a (2) t)∂s = 0 ⇒ a (1) + a (2) t = 0 ⇒ a (1) = 0, a (2) = 0.
Although, this group acts intransitive since there exist at least one, non-trivial solution of the equation (165).
a (1) (t, s)Z1 + a (2) (t, s)Z2 = 0 ⇒ (a (1) (t, s) + a (2) (t, s)t)∂s = 0 ⇒ a (1) (t, s) + a (2) (t, s)t = 0 ⇒ a (1) (t, s) = −t a (2) (t, s).
The basic effect of intransitiveness, is that we cannot find new coordinates x = x(t, s), y = y(t, s) such that the generators would acquire the formZ 1 = ∂x,Z2 = ∂y.
As we have stated in Theorem 1 of the main text, we require additionally to the Abelian nature of the subalgebra, that should also act transitive in a subspace of dimension equal to the dimension of the sub-algebra.
That is equivalent to the existence of the trivial solution for the equation (165).
