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Super-resolution imaging based on single molecule localization allows accessing nanometric-
scale information in biological samples with high precision. However, complete measure-
ments including molecule orientation are still challenging. Orientation is intrinsically cou-
pled to position in microscopy imaging, and molecular wobbling during the image integration
time can bias orientation measurements. Providing 3D molecular orientation and orienta-
tional fluctuations can offer new ways to assess the degree of alignment of protein structures,
which cannot be monitored by pure localization. Here we demonstrate that by adding po-
larization control to phase control in the Fourier plane of the imaging path, all parameters
can be determined unambiguously from single molecules: 3D spatial position, 3D orientation
and wobbling or dithering angle. The method, applied to fluorescent labels attached to single
actin filaments, provides precisions within tens of nanometers in position and few degrees in
direction.
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Introduction
Biological functions in cells and tissues are driven by the molecular-scale organization of biomolec-
ular assemblies, which arrange in precise structures that are essential, for instance, in biomechan-
ics and morphogenesis. A way to assess such organization is to monitor the orientation of fluo-
rescent labels, in conditions where the label is sufficiently rigidly attached to the bio-molecule of
interest1, 2. Monitoring orientational behavior of fluorescent molecules is still a challenge, however,
because both orientational fluctuations and mean orientation need to be quantified. In particular,
measurements can be strongly biased by the fact that molecular orientations may fluctuate at a
time scale faster than the measurement integration time, which occurs naturally in biological me-
dia even in fixed conditions1, 3. Recent studies have aimed at adding orientation information to
super-resolution imaging, which relies on single molecule localization. Orientation and position
are however difficult parameters to disentangle, leading to possible localization bias4, 5. A single
molecule’s point spread function (PSF) is intrinsically altered by its orientational properties4. Sev-
eral methods have capitalized on this property by using Fourier-plane phase modification of the
PSF5–8, or imaging highly pixelated PSFs9. However, these approaches apply only to molecules
with fixed orientation. A recent proposal relies on increased complexity of the PSF to access
the missing information on wobbling, although the axial 3D position of single molecules is not
yet accessible10. Other approaches use defocused imaging3, 11, but they require either fixed ori-
entations or pre-determined spatial localization of the molecules. Alternatively, it is possible to
preserve less-altered PSF images and restrict the measurements to 2D in-plane orientations, by
working under relatively low numerical aperture conditions and splitting polarization components1
2
or using sequential polarization illumination12. So far, none of these techniques have allowed the
simultaneous measurement of 3D orientational properties (including both orientational fluctuations
and mean orientation) and 3D spatial position of single molecules, in a single-shot image scheme
compatible with super-resolution localization. The main challenge has been that the axial position
of single molecules and their 3D orientational fluctuations (e.g. their wobbling) have been coupled
intrinsically by the imaging techniques.
Here we propose a simple method to engineer the molecular PSF so that it efficiently en-
codes information about all these properties with essentially no coupling. The method is based on
Fourier-plane filtering not only in phase but also in polarization, by using spatially-varying birefrin-
gence. It builds upon a previously-developed technique for single-shot imaging polarimetry13–15,
where polarization is encoded in the shape of the PSF. This approach has been applied to multiple
scattering measurements16 as well as to the polarimetric characterization of multicore fibers17. In
this work, we show that the same operating principle can be used to retrieve significantly more
degrees of freedom when applied to imaging fluorescing molecules, where the PSFs encode in-
formation not only of the molecules’ transverse coordinates (x, y) but also of their axial height z,
and of the three-dimensional correlations of the emitted light, which translate into the orientation
of the molecules, namely the azimuthal angle ξ, the polar angle θ, and the state of wobbling or
dithering characterized by the average cone angle δ (Fig. 1a). Furthermore, we show that there is
negligible coupling in the dependence of the PSFs on the relevant parameters being measured, that
the technique involves almost no photon losses, and that spatial resolution is high since the PSFs
encoding this information are only about twice as large as those of diffraction-limited imaging.
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We refer to the new method as Coordinate and Height super-resolution Imaging with Dithering
and Orientation (CHIDO).
Results
PSF encoding through birefringent mask. The basis of the proposed technique is the inclusion
at the pupil plane of an element referred to as a stressed-engineered optic (SEO), which is a BK7
glass window subjected to forces with trigonal symmetry at its edges13, 14, 18. The spatially-varying
birefringence pattern that naturally results in the vicinity of the force equilibrium point turns out to
be essentially optimal for applications in polarimetry, in the sense that it efficiently encodes polar-
ization information in the PSF’s shape while causing the smallest possible increase in PSF size19.
This birefringence pattern is described by the following Jones matrix (in the linear polarization
basis) in the Fourier plane of the detection path (Fig. 1b):
J(u)=cos
cu
2
 1 0
0 1
+ i sincu2
 cosϕ − sinϕ
− sinϕ − cosϕ
 , (1)
where (u, ϕ) are polar pupil coordinates normalized so that u = 1 corresponds to the pupil’s
edge, and c is a coefficient that depends on the stress within the SEO and the radius of the pupil
being used. This parameter can be chosen to optimize the system’s performance: small c keeps
the extension of the PSFs more restricted but reduces the amount of information they carry about
orientation and z displacement, while large c has the opposite effect13. After passing through the
SEO, the two circular polarization components are separated to form two images by inserting a
quarter-wave plate (QWP) followed by a Wollaston prism (Fig. 1b). A Fourier-plane image under
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Figure 1: CHIDO imaging principle. (a) Parameters defining the 3D position (x, y, z), orientation
(ξ, θ) and wobbling angular extent δ. (b) Optical setup (see Methods). Obj: objective. DM:
dichroic mirror. F: fluorescence filter. TL: tube lens. D: diaphragm. L1, L2 and L3: lenses. C:
polarization compensator. QWP: quarter wave plate. W: Quartz Wollaston polarizing beamsplitter.
emCCD: emCCD camera. RHC and LHC: right-hand circular and left-hand circular polarized
images. (c) Back focal plane imaging of the SEO illuminated by a circular polarization (the sample
is an homogeneous fluorescent sample, see Methods).
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circularly-polarized illumination shows the effect of the SEO’s spatially-varying birefringence as
a Fourier mask on the two detection channels (Fig. 1c).
We now show that the combination of the SEO and the separation of the two circular polar-
ization images allows encoding information about a molecule’s orientation and axial displacement
in the shape of the PSFs. Let us model the fluorescing molecule as a quasi-monochromatic point
dipole that can have any orientation (fixed or fluctuating) in three dimensions. For now we assume
that this dipole is at the center of the object focal plane of the objective, (x, y, z) = (0, 0, 0); the
effects of lateral and axial displacements will be discussed later. This source can be described
by the 3 × 3 correlation matrix Γ with elements Γij = 〈E∗iEj〉 with i, j = x, y, z, Ei being the
radiated field components, and the angular brackets denoting an average over the integration time
of the detector (Supplementary Note 1). This type of 3 × 3 correlation matrix has been used to
study nonparaxial polarization. For the sake of analogy with standard polarimetry (where the cor-
relation matrix is only 2 × 2), we write Γ in terms of the generalized 3D Stokes parameters Sn,
which are the coefficients of the expansion of this matrix in terms of the Gell-Mann matrices gn
(instead of the Pauli matrices used for 2×2 correlations, whose coefficients are the standard Stokes
parameters)20. The resulting expression is
Γ=
8∑
n=0
Sngn =

S0+S8√
3
+ S1 S2 − iS3 S4 − iS5
S2 + iS3
S0+S8√
3
− S1 S6 − iS7
S4 + iS5 S6 + iS7
S0−2S8√
3
 . (2)
Note that we use a nonstandard numbering scheme for the Gell-Mann matrices: the elements
n = 1, 2, 3 are cycled so that the resulting parameters Sn reduce to the standard Stokes parameters
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for n = 1, 2, 3 when the field’s z component vanishes. (In this case, S0 differs from the standard
one by a factor of
√
3/2.) The correlation matrix Γ is generally used to quantify the degree of
light depolarization, which in the present situation translates into the extent of wobbling of the
fluorescent dipole source. Several measures have been proposed for the degree of polarization of
nonparaxial light21, one of them22–24 having a definition in terms of the generalized 3D Stokes
parameters that resembles the standard one for paraxial light:
P3D =
1
S0
(
8∑
n=1
S2n
)1/2
=
[
3 trΓ2
2 (trΓ)2
− 1
2
]1/2
. (3)
It turns out that, for a dipole wobbling uniformly within a cone, the cone angle δ is a monotonic
function of this measure of degree of polarization (see Supplementary Note 2):
δ = 2 arccos
(√
1
4
+ 2P 23D −
1
2
)
. (4)
Let the PSFs at the two detector regions be denoted as I(p), where p labels the polarization
component being imaged at the corresponding detector: p = r for right-hand circular (RHC) and
p = l for left-hand circular (LHC). These PSFs depend linearly on the generalized Stokes parame-
ters according to (Supplementary Note 1)
I(p)(ρ) =
8∑
n=0
SnI(p)n (ρ), (5)
where I(p)n are contributions to the PSF corresponding to each generalized Stokes parameter. Ex-
pressions for these contributions are derived in Supplementary Note 1, and theoretical images for
some of them at z = 0 are shown in the top row of Fig. 2 (where they are labeled as I(p)n,0 for reasons
that will become apparent later). An important feature of the SEO’s birefringence pattern is that
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Figure 2: Theoretical PSF components in CHIDO imaging. (a) Theoretical PSF components I(r)n,m
for c = pi. The corresponding components I(l)n,m are identical, except that those surrounded by red
boxes have the opposite sign. The shade of gray at the corners corresponds to zero, and brighter
(darker) shades correspond to higher (lower) values.
it makes this set of PSF components nearly orthogonal while keeping their extension almost as
small as possible. This approximate orthogonality is crucial for the decoupling of the information
for each parameter. Another important property of the SEO is its approximate achromaticity: the
only chromatic dependence of the Jones matrix in equation (1) is within the parameter c, which
is approximately inversely proportional to the wavelength. This variation compensates the natural
scaling of the PSF with wavelength, such that the PSFs resulting from the extended fluorescence
spectrum of the molecules are nearly indistinguishable from those resulting from using only the
peak wavelength.
Note that Fig. 2 does not include images for I(p)3 , I(p)5 , and I(p)7 because they are not of inter-
est to the current problem. (The complete set is shown in Supplementary Note 1.) This is because,
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as we can see from Eq. (2), the generalized Stokes parameters S3, S5 and S7 correspond to the
imaginary part of Γ and therefore encode information about the helicity of the emitted field, which
is assumed not to exist since the emitters are (possibly wobbling) linear dipoles. Nevertheless,
if the particles did emit light with some helicity (e.g. chiral molecules), these elements could be
incorporated into the treatment.
When the emitter is within the plane conjugate to the image, each of its two images is a
linear combination of the six PSFs shown in the first row of Fig. 2, according to Eq. (5). The
possible differences between the two images arises from a global sign change of two members
of the PSF basis set, I(p)4 and I(p)6 . Figure 3 and Supplementary Movie 1 show simulations of
measured PSF pairs corresponding to several dipole orientations. Also shown for comparison are
the corresponding diffraction-limited PSFs resulting from not using the SEO, whose shape is nearly
independent of the in-plane angle ξ. In contrast, when the SEO is used, the PSFs acquire a crescent
shape for a dipole within the xy-plane, and a rotation of the dipole within this plane results in an
approximate rotation of both PSFs, in the opposite sense as the dipole and by twice the angle.
Note that these PSFs are only about twice as large as the diffraction-limited ones. A dipole in
the z direction, on the other hand, corresponds to a PSF with trigonal symmetry (which is also
only about twice as large as the corresponding diffraction-limited PSF). Wobbling of the dipole
about its nominal direction has the effect of blurring the PSFs in a predictable way. Therefore, the
parameters Sn can be estimated by making the superposition in Eq. (5) agree as well as possible
with the measured pair of PSFs (see Supplementary Note 2). From these parameters the matrix
Γ can be constructed using Eq. (2), which is real and symmetric because S3 = S5 = S7 = 0.
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The central direction of the dipole source is then estimated as that of the eigenvector of Γ with
the largest eigenvalue. The remaining eigenvectors provide information about the wobbling of the
molecule (Supplementary Note 2). Additionally, in the minimization procedure that leads to the
retrieval of the parameters Sn, the transverse x, y position of each emitter can be estimated to within
a fraction of a pixel (Supplementary Note 2). This analysis can be performed simultaneously for
multiple emitters within an image, as long as their PSFs do not overlap.
In addition to orientation and transverse localization, the measured images provide accurate
information about axial localization, since the PSFs depend on z (significantly more so than those
without the SEO). As shown in Fig. 3 and Supplementary Movie 1, a variation in z for a dipole
oriented within the xy-plane causes a rotation of both measured PSFs, but these rotate in opposite
directions. This is in contrast with an in-plane rotation of the dipole (a change in ξ), which causes
common rotation of the PSFs. Therefore, if only the image corresponding to one polarization
component were used, it would be nearly impossible to distinguish height from orientation, but
imaging separately both circular components fully decouples z and ξ. A rotation of the two PSFs
in opposite directions also occurs when a dipole oriented in the z direction changes height. The
estimation of the z position can then be performed by optimizing the fit of the measured PSFs to
those of the basis PSFs from a bank of images corresponding to different heights. Here, however,
we use a faster retrieval algorithm to illustrate the axial localization capabilities of the setup: for
small displacements in z, we can use a polynomial expression in z of the form
I(p)n (ρ, z) ≈
2∑
m=0
zmI(p)n,m(ρ). (6)
That is, the measured PSFs can be fitted with an expanded basis composed of the 18 elements
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Figure 3: Theoretical PSFs formed from specific dipoles orientation and wobbling. The PSFs
are shown at the nominal focal plane z = 0 (top) and at z = 300 nm (bottom), corresponding
to five different dipole orientations: the first four from left to right correspond to non-wobbling
dipoles within the xy-plane (θ = 90◦) and for ξ = 0◦, 45◦, 90◦, and 135◦, respectively, while the
sixth column corresponds to a non-wobbling dipole in the z direction (θ = 0◦). The fifth column
corresponds again to ξ = 0◦, but for the dipole wobbling within an angle δ of 90◦. For both
heights, the top row shows for reference the (diffraction-limited) PSFs without the SEO, while
the rows labeled RHC and LHC show the PSF pairs for this technique. Note from the first four
columns that a rotation of the dipole within the xy-plane causes an approximate joint rotation of
both PSFs in a direction opposite to that of the dipole and by twice the angle. A change in height,
on the other hand, causes approximate rotations of both PSFs in opposite directions with respect to
each other. Wobbling causes a blurring of the PSFs. PSF pairs for other orientations and wobbling
angles are shown in Supplementary Movie 1.
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I(p)n,m(ρ), shown in Fig. 2. The second row, in particular, indicates the rate of change of the PSFs
with small amounts of axial displacement around the nominal plane. Notice the similarity of the
PSFs I(p)1,1 and I(p)2,1 with I(p)2,0 and I(p)1,0 , respectively. This similarity explains the fact that both the
in-plane rotation and vertical displacement of a horizontal dipole cause rotations. The distinguisha-
bility between them arises because I(p)1,1 and I(p)2,1 have opposite signs for p = r and l, while I(p)2,0 and
I(p)1,0 do not. This makes these two sets of PSFs (where each includes both detector regions, p = r, l)
essentially orthogonal in the decomposition, so that in-plane orientation and height are completely
decoupled in the retrieval process. Details of this approach for the estimation of z are discussed in
Supplementary Note 2.
Reference measurements. The optical set-up for CHIDO is displayed in Fig. 1b (see Methods).
A 488 nm continuous laser is used for wide-field illumination of the sample via a high numerical
aperture objective. The fluorescence is imaged onto a emCCD camera after passing through the
SEO placed at the imaged back focal plane of the objective. To mimic the polarization distribu-
tion at the pupil plane of dipole molecules with different orientations, we first used fluorescence
nanobeads immobilized in a mounting medium (see Methods), together with chosen polarizing ele-
ments prior to the SEO. Besides serving as models for dipole sources, these measurements provide
a basis of reference experimental PSFs to be used for the retrieval of unknown dipole orientations
(Supplementary Note 2). Importantly, nanobeads are also used to fine-tune the alignment of the
SEO when used under circular polarization (see Methods). In such situation, we measured comple-
mentary rotationally symmetric PSF shapes in RHC and LHC channels (Fig. 4a), which are close
to what is expected from theory (Fig. 4b).
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Figure 4: Experimental PSFs obtained from nanobeads under circular polarization and simulated z
oriented dipole. (a) Measured and (b) simulated images for two nanobeads followed by a circular
polarizer. (c) Image pair for a group of nanobeads (set 3, taken at the central defocus position),
with a S-waveplate inserted at the pupil plane for simulating emitters oriented in the z direction.
For these images the integration time is typically 1 s (camera gain 300). The insets show zooms
of the PSFs of a particular bead, where the red dot indicates the retrieved (x, y) coordinates. (d)
Estimation of z (average - center of the ellipse, and standard deviation - height of the ellipse) for
the five defocused measurements of the four sets of measurements. All retrieved data are depicted
in Supplementary Movie 2.
13
We first investigated the case of emitters oriented in the axial z direction (θ = 0◦), whose
polarization distribution at the pupil plane is radial. To simulate this situation, we inserted a radial
polarization converter (Altechna, S-waveplate) before the SEO. The model could be made more
accurate by also introducing an amplitude filter that simulates the correct radial dependence (ap-
proximately linear rather than constant). However, numerical simulations show that the difference
in the resulting PSFs is minimal. Images of four different sets of nanobeads (corresponding to
different regions of the same sample) were measured at five defocus distances each, at separations
of 200 nm (see Methods). A typical image taken at the central defocus position is shown in Fig. 4c.
One bead from this set was selected to construct the reference PSFs, following the approach de-
scribed in Supplementary Note 2. Using these references, the transverse and axial positions of
the molecules were detected. Some of the results were discarded due to low confidence in the
fit, caused either by low signal levels, overlapping PSFs, or PSFs clipped at the edge of the field
of view. The resulting number of nanobeads used for retrieval in set 1 was about 21 on average,
while for the remaining sets it was about 35. The average and standard deviations of the retrieved
heights for each of the measurements are shown in Fig. 4d. For the four sets, the average estimated
heights are separated by approximately 200 nm as expected. This result used a cubic correction
to the simple quadratic expansion in z (see Supplementary Fig. 10). Note that from the retrieved
3D positions over the four sets, it was observed that the plane containing the nanobeads was tilted
by about a quarter of a degree. More details about the retrieved data from each set are shown in
Supplementary Movie 2.
We then simulated emitters with different orientations within the xy-plane (i.e. for θ = 90◦
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and varying ξ) by replacing the S-waveplate with a linear polarizer prior to the SEO (see Methods).
Images were taken for two sets of nanobeads corresponding to two regions of a sample, each at
five defocus heights in steps of 200 nm, and for several orientations of the polarizer in steps of 10◦
over a range of 180◦. One of these measurements is shown in Fig. 5a. A single bead was selected
to generate the reference PSFs used in the retrieval for the others. Once more, a threshold in the
level of confidence of the fit was applied to eliminate errors from overlapping/clipped PSFs and
low signals, yielding results for about 30 nanobeads in set 1 and 36 in set 2. The insets in Fig. 5a
show the retrieved (x, y) position of a specific nanobead. The retrieved heights and orientations
and their standard deviations for the two sets are shown in Fig. 5b, whose data are fully displayed
in Supplementary Movie 3 and Supplementary Movie 4. A global defocus shift of about 100 nm
was found between the two sets, which correspond to a systematic tilt of a fraction of a degree
of the plane containing the nanobeads, similarly as observed above. It can be seen also that the
large standard deviations for some heights and directions in Fig. 5b are caused mostly by a few
outliers not filtered out by the confidence threshold, corresponding to PSFs with low intensity, with
overlaps, or clipped by the edge of the field of view.
Single molecules. Finally, by using a PSF basis set constructed from a combination of theoret-
ical calculations and the reference nanobead measurements, we applied the technique to single
molecule localization and orientation imaging. We used Alexa Fluor 488 fluorescent molecules
sparsely attached to in-vitro reconstructed F-actin single filaments via phalloidin (see Methods).
These molecules are known to keep an average orientation along the actin filament, with a non-
negligible wobbling extent1. Fig. 6 shows the results obtained for three molecules positioned along
15
Figure 5: Experimental PSFs obtained from nanobeads under linear polarization for simulated
oriented dipoles in the xy-plane. (a) Images for the two polarization components for set 2 at
ξ = 64◦ and at the central defocus position. The insets show zooms of the PSFs of a particular bead,
where the red dot indicates the retrieved (x, y) coordinates. (Note that the retrieved coordinates
are not at the centroid of the measured PSFs.) For these images the integration time was 1 s
(camera gain 300). (b) The intersection points of the blue and red grids indicate the averages of the
retrieved heights and orientation angles for each measurement, for sets 1 and 2, respectively, and
the ellipses centered at each intersection indicate the corresponding standard deviations. A shift
of 16◦ was applied to the ξ-axis so that the retrieved angles fall in the range [0◦, 180◦] for ease of
interpretation (the polarization was rotated from −16◦ to 164◦). The full set of data is shown in
Supplementary Movie 3 for set 1 and Supplementary Movie 4 for set 2.
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an F-actin filament. For each, three sets of images were taken at defocus separations of 200 nm.
Isolated pairs of PSFs around the retrieved positions (after subtraction of the average background)
are shown in the insets of Fig. 6a. The retrieved 3D positions, orientations and wobble angles of
these molecules are presented in the figure and in Table 1, with the exception of that for the top
position for molecule 1, which fell outside the range of validity of the model generated from the
nanobeads reference measurements. The range in in-plane orientations ξ measured for the three
molecules is restricted to a 30◦ interval, which is expected from their attachment to a single ori-
ented filament. The off-plane angle θ and wobble angle δ are also consistent with expectations:
polarized measurements performed in 2D have shown fluctuations within an extent of about 90◦
with a tilt angle with respect to the fiber that can reach 20◦1. In the course of the measurements at
different z positions, the retrieved transverse positions (with respect to the center of the selected
insets) coincide to within a few tens of nanometers and the direction angles to within about ten
degrees. The estimated defocus spacings are on the order of 200 nm as expected.
Statistical study. One key aspect of this technique is that there is essentially no coupling in the
accuracy of the estimation of the transverse coordinates, the height, the orientation angles and
the wobbling. This is in contrast with previous methods based on pure phase plates, where axial
position and wobbling are intrinsically coupled. To characterize the accuracy of the estimations,
simulated measurements were generated based on the experimentally-obtained PSF model. Ad-
ditive Gaussian noise was included according to a prescribed signal-to-noise ratio (SNR), and the
resulting PSFs were discretized to mimic different total numbers of detected photons given by the
sum of the two RHC/LHC images. For each SNR and photon number level, one thousand test cases
17
Figure 6: CHIDO imaging of three Alexa Fluor 488 molecules attached to a F-actin filament.
(a) The insets show zooms of the images of the RHC/LHC components on the top/bottom for
three different z defocus (only high confidence retrieval are shown). These images are labeled by
the color of the frame: blue for molecule 1, red for molecule 2, and green for molecule 3. The
integration time is 1s and the camera gain 300. The estimated in-plane angle ξ and height z are
represented as coordinates in this plot, where the PSFs used to retrieve the corresponding values are
placed closest to the corresponding point. The in-plane angle ξ and wobble angle δ are represented
by the orientation and angular extent of the sketched cones. (b) 3D representation of the orientation
and wobbling retrieval for defocus z close to 0. Numerical values are given in Table 1.
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were generated in which all six parameters were randomly chosen over given intervals: (x, y) over
the range of a pixel (67 nm), z ∈ [−500 nm, 500 nm], ξ ∈ [0, 180◦], θ ∈ [0, 90◦], and δ ∈ [0, 180◦].
Figure 7 shows the results for the estimation of the wobble angle δ. Even in poor SNR conditions,
the range of error is on the order of a few tens of degrees.The error is greater for moderate wobble
angles (δ<˜50◦) since the estimation involves the square root of the eigenvalues of the 3 × 3 cor-
relation matrix in Eq. (2), some of which are small in this regime. Even for these small levels of
SNR and photon number, the estimated accuracy in the transverse variables is of about 5 nm, that
for z is about 20 nm or less, and the angular accuracy is of the order of a few degrees to 10◦ (see
Supplementary Note 3 and Supplementary Fig. 11). These levels of accuracy are consistent with
those of the molecular measurements presented in the previous section. Remarkably, the retrieval
leads to essentially uncorrelated errors for the six parameters being retrieved, which makes spatial
and orientation determinations independent (Supplementary Fig. 11).
Discussion
A new method, CHIDO, was proposed that allows the measurement of the 3D position, averaged
3D orientation and wobbling of isolated fluorophores. The key elements of this method are a spe-
cific spatially-varying birefringent SEO mask inserted at the pupil plane, and the subsequent sepa-
ration of the two circular components to form separate images. The use of both images is shown to
be of central importance for decoupling the estimations of in-plane orientation and axial position
z. Despite the large amount of information encoded in the shape of the PSFs, these have dimen-
sions that are only about twice as large as the corresponding diffraction-limited PSFs, allowing
19
Figure 7: Estimation precision of the wobble angle δ. Each plot shows the input δ vs its numeri-
cally retrieved values δrec for 1000 simulated molecules, whose 3D positions and orientations are
randomly generated, for the specified numbers of photons and SNR with respect to additive noise.
20
measurements with relatively high densities of molecules. Importantly, CHIDO is relatively insen-
sitive to classical geometric aberrations and is satisfactorily achromatic over the spectral range of
fluorescence, allowing its use for multicolor measurements.
For the sake of illustration, measurements for only one nanobead were used to construct the
reference PSFs, both in plane and out of plane. A more trustworthy basis of reference PSFs could
be generated using multiple bead measurements per orientation and at a higher range of axial dis-
tances. This would alleviate considerably the larger levels of uncertainty seen in the preliminary
measurements shown here for axial distances away from the nominal plane. Also, the construction
of the PSF basis was based on reference measurements for orientations within the xy-plane and
normal to it. However, a complete set of PSFs also requires measurements at intermediate off-plane
angles (e.g. θ = 45◦), which are more difficult to simulate experimentally (one imperfect option
being an off-center S-waveplate). For the molecule measurements presented here, this incomplete-
ness was resolved by using a mixture of theoretical simulations and experimental data. However,
another option to be explored is to access the phase structure associated with the reference PSFs
by using phase retrieval techniques (given the diversity in z of the reference measurements). This
would also allow a more precise retrieval of the z coordinate over a wider range, since the z de-
pendence of the reference PSFs could be efficiently computed from diffraction calculations.
A future direction to be explored is to use CHIDO not only to estimate the amount of wob-
bling of the molecules but also the asymmetry of this wobbling. As discussed in Supplementary
Note 1, the 3 × 3 correlation matrix in Eq. (2) encodes information about the correlation of all
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field components, which in the context of vector coherence corresponds to the shape of an ellip-
soid that characterizes the oscillations of the field25 (or equivalently three uncoupled orthogonal
dipoles3). Within the current context, this translates into the capacity of estimating not only one
but two angles of oscillation for the molecule (δ1 and δ2) supplemented by an angle of orientation
of this elliptical cross-section of the cone. We expect that with refinements of the system, and
more importantly of the PSF basis, it will be possible to recover useful information about these
extra paramenters for single molecules, which can then be compared with computational models
for the molecular motion. Finally, while CHIDO was restricted here to non-overlapping PSFs, the
fitting procedures could be further developed to adapt the method to samples with higher densities,
following recent works in the field26–29.
With these possibilities, other applications for CHIDO can emerge in addition to imaging
the 3D position and orientation of fluorophores. For example, it could be used to probe the 3 × 3
correlation matrix at several points of a strongly nonparaxial field, such as a focused field or an
evanescent wave. This would require the use of one or an array of sub-wavelength scatterers such
as gold nanoparticles30, 31.
Methods
Optical setup. The sample is excited by a diode laser (Coherent, Obis 488LS-20) in a wide-field
or TIRF illumination configuration (Fig. 1b), and is held on a piezo nanopositioner (Mad City Labs
Inc., Nano-Z200) to perform stacks along the z axis with nanometric precision. Fluorescence light
emitted by the sample is then collected by a ×60, NA 1.45 oil immersion objective (Nikon, CFI
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Apo TIRF). A dichroic mirror (Semrock, DI02-R488) and a fluorescence filter (Semrock, 525/40)
are used to select the emitted fluorescence and send it to the detection path. A diaphragm in a
plane conjugate to the image plane is used to define the size of the field of view. All the lenses
are achromatic doublets: L1 (125mm) and L3 (500mm) are in a 4f configuration and serve as a
relay to be able to put the SEO in a plane conjugate to the back-focal plane. L2 (400 mm) is used
for back-focal plane imaging. To simulate emitters with different in-plane orientations, we put
prior to the SEO a linear polarizer (Thorlabs, LPVISE100-A) mounted on a motorized rotation
stage (Newport, PR50CC). A polarization compensator made of two visible achromatic quarter-
wave plates (Thorlabs, AQWP05M-600) is used to compensate unwanted polarization distortions
introduced by the optical elements of the setup. Finally, the image is split into LHC and RHC
polarization components by using a quarter-wave plate followed by a quartz Wollaston polarizing
2.2◦ beamsplitter (Edmunds, 68-820), and each of these components is projected onto a different
region of an emCCD camera (Andor, iXon 897). The total magnification provided by the lenses is
240, corresponding to a pixel size of 67 nm on the emCCD.
SEO alignement. For the purpose of aligning the SEO and adjusting the parameter c, we used a
sample of yellow highlighter’s fluorescent ink, embedded in an aqueous mounting medium (Sigma,
Fluoromount). The fluorescence emitted by this sample is used as a bright and homogeneous illu-
mination for the SEO. Circular polarization was produced by placing a linear polarizer and QWP
before the SEO. Also, a lens (L2) was inserted to image the SEO plane, leading to complementary
rotationally symmetric intensity patterns whose radial dependence for the two emerging circular
components is approximately proportional to cos2(cu/2) and sin2(cu/2) respectively (Fig. 1c).
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The system’s alignment and calibration is then fine-tuned by removing L2 and keeping the polar-
izer and QWP, to image model nano-emitters under circular polarization conditions. We used for
this purpose fluorescent nanobeads of 100 nm in size (yellow-green Carboxylate-Modified Flu-
oSpheres), immobilized in an aqueous mounting medium (Sigma, Fluoromount) deposited on a
poly-L-lysine coated coverslip. Ideally, the resulting images are complementary, nearly rotation-
ally symmetric PSF shapes, one of them donut-like, the other a bright spot, as shown in Figs. 4a,b13.
These shapes are robust under defocus but they are sensitive to polarization distortions, so they are
useful for calibrating residual undesired birefringence caused typically by reflection on mirrors and
transmission through the microscope dichroic mirror. In the current setup, most of these distortions
are attributed to reflection at a mirror placed along the detection path to reduce its expanse. The
calibration was achieved by inserting a polarization compensator, composed of two QWPs whose
axes were rotated in opposite directions to optimize the measured PSFs rotational symmetry, as
shown in Fig. 4a. Once this stage of the calibration was complete, the polarizer and QWP prior to
the SEO were removed.
Single molecule samples. To produce in-vitro reconstituted F-actin filaments, G-actin (AKL99,
Cytoskeleton, Inc.) was polymerized at 5 µM in a polymerization buffer (5 mM Tris-HCl at pH
8.0, 50 mM KCl, 1 mM MgCl2, 0.2 mM Na2ATP at pH 7.0, 1 mM DTT) in presence of 5 µM
phalloidin to stabilize the polymerization. To make the labeling sparse enough to isolate single
molecules, we used a ratio of 1:200 phalloidin conjugated with Alexa Fluor 488. The filaments
were then diluted to 0.2 µM, immobilized on the coverslip surface coated with poly-L-lysine and
covered with an imaging buffer containing an oxygen scavenging system (5 mM Tris-HCl at pH
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8.0, 50 mM KCl, 1 mM MgCl2, 0.2 mM Na2ATP at pH 7.0, 1 mM DTT, 1 mM Trolox, 2 mM
PCA, 0.1 µM PCD).
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1 Supplementary Note 1 : Theoretical description of the system
The goal of CHIDO is to image electric dipoles (fluorescing molecules) with a high NA microscope
in order to determine their 3D location, orientation and wobbling from the location and shape
of their PSFs. Let the field at the system’s pupil plane be denoted by Epupil(u), where u is a
dimensionless normalized pupil position with polar coordinates (u, ϕ) so that u = 1 corresponds
to the edge of the pupil. For any orientation of a dipole, Epupil can be expressed as a linear
superposition of three fields, corresponding to the responses to electric dipoles oriented in the x, y
(in-plane) and z (out-of-plane) directions. The field is highly collimated at the pupil plane, so
its z component is unimportant. If the dipole is shifted in z from the nominal object plane, the
field at the pupil acquires a chirp factor whose phase is proportional to this displacement, while
displacements in x and y introduce a linear phase factor. Let us for now ignore these transverse
displacements and focus on the axial displacement and the orientation of the dipole. The field at
the pupil can then be written as
Epupil(u) =
∑
i
EiKi(u) exp[−ikzγ(u)], (7)
where Ei is the ith component (i = x, y, z) of the field generated by the molecule, Ki(u) is the
amplitude and polarization distribution at the pupil plane generated by each of these components
and assumed to differ from zero only for u ≤ 1, k is the wavenumber, and for an aplanatic system
γ(u) = (1− u2 sin2 θ0)1/2 with θ0 being the entrance half-angle of the objective lens.
If the imaging system is axially symmetric, the functions Ki(u) must take the general form
Kx(u) = xˆ g0(u)− (cos 2ϕ, sin 2ϕ)g2(u), (8a)
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Ky(u) = yˆ g0(u) + (sin 2ϕ,− cos 2ϕ)g2(u), (8b)
Kz(u) = (cosϕ, sinϕ)g1(u), (8c)
where, if the system is also aplanatic, the functions gn(u) are given (to within an unimportant
constant factor) by
g0,2(u) =
tp(u)γ(u)± ts(u)
2
√
γ(u)
, (9a)
g1(u) =
u tp(u)
2
√
γ(u)
, (9b)
with tp(u) and ts(u) being the transmission coefficients for the radial and azimuthal components,
respectively. For simplicity we assume a perfect system with tp = ts = 1 (which is valid in a first
approximation when the molecules are embedded in a medium), although the calculations are just
as simple for other functional forms of these coefficients, if they are known.
The basis of this method is to use a stress-engineered optical element (SEO) for wavefront
coding at the pupil. This element is described by the Jones matrix J(u) given in Eq. (1) of the main
text. After passing through the SEO, the field at the pupil is given by
ESEO(u) = J(u)Epupil(u). (10)
The field is then focused to form an image. This focusing corresponds to Fourier transformation:
Edet(ρ) =
R2
λf
∫
ESEO(u) exp
(
−ikRu · ρ
f
)
d2u = FESEO, (11)
where R is the physical radius of the pupil, f is the focal length of the focusing system, and ρ =
(ρ cosφ, ρ sinφ) are the coordinates at the detector plane. In what follows we use the shorthand
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F for the Fourier transformation from the pupil to the detector plane that includes these physical
parameters.
PSF and generalized Stokes parameters. As mentioned in the main body, CHIDO relies on
forming separate images for the two circular polarization components emerging from the SEO, by
using a combination of a quarter-wave plate and a Wollaston prism. In principle, each of these im-
ages would be sufficient to determine the orientation of the emitter if its z coordinate were known.
However, using both images allows decoupling the effects of orientation and z displacements on
the PSFs, which is a main feature of this technique. It also allows utilizing all photons, leading to
more accurate estimates, which is particularly important when photons are scarce.
To make the following analysis general, we consider separation into any two orthogonal
polarization components, represented by the unit vectors pˆp for p = 1, 2. The corresponding
intensity images at the two regions of the CCD are then given by
I(p)(ρ) =
∑
i,j
ΓijG
(p)∗
i (ρ)G
(p)
j (ρ), (12)
where Γij = 〈E∗iEj〉 (in the x, y, z basis) is an element of the correlation matrix Γ of the different
components of the (possibly wobbling) dipole source, and
G
(p)
i (ρ) = F{pˆ∗p · J(u) ·Ki(u) exp[(−ikzγ(u)]}. (13)
As described in Eq. (3) of the main text, the intensity corresponding to each polarization can
be expressed as a sum of a basis of PSFs I(p)n weighted by the generalized Stokes parameters Sn
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of the 3× 3 correlation of the emitter. The expressions for these PSF basis elements are given by
I(p)0 (ρ) =
∣∣∣G(p)x (ρ)∣∣∣2 + ∣∣∣G(p)y (ρ)∣∣∣2 + ∣∣∣G(p)z (ρ)∣∣∣2
√
3
, (14a)
I(p)1 (ρ) =
∣∣G(p)x (ρ)∣∣2 − ∣∣G(p)y (ρ)∣∣2 , (14b)
I(p)2 (ρ) = 2<
[
G(p)∗x (ρ)G
(p)
y (ρ)
]
, (14c)
I(p)3 (ρ) = 2=
[
G(p)∗x (ρ)G
(p)
y (ρ)
]
, (14d)
I(p)4 (ρ) = 2<
[
G(p)∗x (ρ)G
(p)
z (ρ)
]
, (14e)
I(p)5 (ρ) = 2=
[
G(p)∗x (ρ)G
(p)
z (ρ)
]
, (14f)
I(p)6 (ρ) = 2<
[
G(p)∗y (ρ)G
(p)
z (ρ)
]
, (14g)
I(p)7 (ρ) = 2=
[
G(p)∗y (ρ)G
(p)
z (ρ)
]
, (14h)
I(p)8 (ρ) =
∣∣∣G(p)x (ρ)∣∣∣2 + ∣∣∣G(p)y (ρ)∣∣∣2 − 2 ∣∣∣G(p)z (ρ)∣∣∣2
√
3
. (14i)
The top row (m = 0) of Fig. 8a shows these elementary PSFs for z = 0, where unlike in the main
text we show also the ones associated with helicity (n = 3, 5, 7), which are not used for dipole
orientation. The other values of the index m will be explained in Section 2 that addresses the case
of defocused single dipoles.
Note that the treatment above assumes monochromatic illumination. However, the fluores-
cent emission from the molecules is not strictly monochromatic but includes a spectral range of
about 30 nm around a peak wavelength of 520 nm. The calculation of the PSF components I(p)n
then requires the superposition of the corresponding PSFs weighted by the spectrum. It turns out,
nevertheless, that the parameter c is approximately inversely proportional to the wavelength be-
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Figure 8: (a) Theoretically calculated PSF components (I(p)n,m, with m =0 for PSFs at z =0) for
the detector capturing the RHC polarization components, using c = pi and assuming ts = tp = 1.
For LHC polarization, the components are the same except that those enclosed by red frames
change sign. The ones enclosed by blue frames stay unchanged. The shade of gray at the corners
corresponds to zero, and brighter (darker) shades correspond to higher (lower) values. Each of the
elements was normalized for visualization. (b) Same as (a) but for the SEO rotated by an angle of
−54.4◦, which fits with the experimental measurements. (c) Corresponding PSF components by
using a mixture of experimental and theoretical data, as described in Section 2.
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cause it characterizes a phase retardance. This spectral dependence then balances out with that
resulting from the presence of the wavenumber in the kernel of Fourier transform for propagating
from the pupil to the image plane, making the contributions from each spectral component largely
consistent. The resulting PSF components are then very similar to those corresponding to the peak
wavelength, the difference being smaller than the expected levels of error arising from photon
noise, pixelation, or other experimental factors.
As explained in the main text, it is assumed that the fluorescent molecules have no chiral-
ity, so that I(p)3 , I(p)5 and I(p)7 are not required in the retrieval of the localization, orientation and
wobbling of the molecules. Note, however, that as mentioned in the main text it is convenient for
the alignment of the system to use measurements of fluorescent beads where a circular polarizer is
inserted before the SEO. In this case, the PSFs are dominated by I(p)0 and I(p)3 , which are approx-
imately rotationally symmetric and whose combination produces PSFs that are a donut shape and
a spot independently of defocus. The alignment of the system and the calibration of residual bire-
fringence prior to the SEO are then adjusted to maximize the rotational symmetry of the measured
PSFs.
Axial dependence of the PSF. We now study the dependence of the z coordinate of the emitter
on the PSFs and the information they carry. First, notice that this z dependence justifies the choice
of separating the image in terms of circular polarization components. For example, if no QWP
were used, the Wollaston prism would separate two orthogonal linear polarizations. In this case,
however, the PSF components I(p)3 , I(p)4 and I(p)6 would vanish for z = 0, and it would not be
35
possible to determine the corresponding Stokes parameters. On the other hand, decomposing the
images in terms of circular polarizations leads to PSFs that depend strongly on all the relevant
parameters, as we now see. For right (r) and left (l) circular polarizations, the functions in Eq. (13)
become
G(r/l)x (ρ) =
1√
2
F(exp(−ikzγ){C[g0 − g2 exp(∓2iϕ)]
+ iS exp(±iϕ)[g0 − g2 exp(±2iϕ)]}), (15a)
G(r/l)y (ρ) = ∓
1√
2
F(exp(−ikzγ){iC[g0 + g2 exp(∓2iϕ)]
+ S exp(±iϕ)[g0 + g2 exp(±2iϕ)]}), (15b)
G(r/l)z (ρ) =
1√
2
F{exp(−ikzγ)g1
× [C exp(∓iϕ) + iS exp(±2iϕ)]} (15c)
where C = cos(cu/2) and S = sin(cu/2). By inserting these expressions into Eqs. (14), one can
find the PSF components for any axial displacement z. However, the joint retrieval of both dipole
orientation information and position can be made simpler by using a polynomial approximation in
z around z = 0:
I(p)n (ρ, z) ≈
M∑
m=0
zmI(p)n,m(ρ). (16)
where the components I(p)n,m are calculated by fitting over calculations at different z or from calibra-
tion experimental data. For small displacements (|z|<˜λ/ cos θ0) it is sufficient to use a quadratic
approximation, M = 2, so that the size of the PSF basis is 6(M + 1) = 18, where each basis
element includes the PSFs at the two detector regions (p = r, l). The basis of PSF components are
shown in Fig. 8a for p = r. The corresponding PSFs for p = l are the same except for a sign change
36
in some of its components (encloded in red in the figure). This polynomial fit is expected to be
valid in a region of a few hundred nanometers to either side the nominal object plane. However, it
is possible to extend the degree of the polynomial or to use a more sophisticated model to extend
significantly this interval (see Section 2).
2 Supplementary Note 2. Retrieval of parameters
Transverse localization. The determination of transverse position is performed by working in the
(discrete) Fourier domain, which also facilitates accounting for the pixelization of the images. The
idea is to find the superposition of displaced versions of the PSFs that agrees the most with the
measured intensity. This translates into finding the dispacements x, y and the coefficients Sn,m for
the PSF basis elements I(p)n,m that minimize the merit function
µ =
∑
p=r,l
〈(
T̂−x,−yI(p) −
∑
n,m
Sn,mI(p)n,m
)2〉
, (17)
where 〈·〉 denotes sum over all pixels, and T̂x,y indicates a translation in x and y, which can be
implemented in Fourier space as a linear phase and is therefore not constrained to integer multiples
of the pixel size. Note that, for convenience, we applied the displacement (with opposite signs) to
the measured intensity rather than to the PSF basis functions.
Consider first the solution for the coefficients Sn,m. These are found by setting to zero the
derivative of µ with respect to each of these coefficients, leading to a set of equations of the form
∑
n′,m′
Sn′,m′an′,m′,n,m = bn,m(x, y), (18)
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where
an′,m′,n,m =
∑
p=r,l
〈
I(p)n′,m′I(p)n,m
〉
(19a)
can be thought of as the elements a 18× 18 matrix a, and
bn,m(x, y) =
∑
p=r,l
〈
I(p)n,mT̂−x,−yI(p)
〉
=
∑
p=r,l
F−1[(FI(p))∗(FI(p)n,m)](x, y), (19b)
are the correlation of the measured intensity with each of the basis elements. Note that the left-hand
side of Eq. (18) can be interpreted as the product of a and the vector whose components are the
coefficients Sn,m. As can be seen from Eq. (19a), the matrix a is composed of the inner products of
the basis PSF components, so therefore the decoupling in the estimation of the different parameters
is better if this matrix is as close to diagonal as possible. Figure 9 shows the magnitude of the
elements of this matrix, both for the theoretical model with c = pi and for the PSF basis found
from calibration measurements as described in Section 2. In both cases the PSF elements were
normalized to aid in the visualization of the matrix. It is seen that, at the nominal plane z = 0 where
only the elements for m = 0 are relevant this basis indeed largely decouples the dependence on all
parameters, with the only appreciable correlation being that between the normalization parameter
S0 and the parameter S8 (which corresponds to the balance between in-plane and out-of-plane
oscillations). The rate of change of the PSFs with variations in z away from the z = 0 plane is
dominated by the m = 1 PSF basis functions, which are similarly decoupled from each other and
largely decoupled from them = 0 ones. In particular, the elements with n = 1, 2 that dominate the
dependence of the shape of the PSFs for in-plane orientation ξ are essentially completely decoupled
between m = 0 and m = 1, indicating the decoupling between the rotations of the PSFs caused by
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ξ and z. Finally, the second order corrections in z provided by the elements for m = 2 do present
some similarities with those for m = 0, as could be expected.
Figure 9: Magnitude of the normalized matrix elements |an′,m′,n,m|/√an′,m′,n′,m′an,m,n,m for the
PSFs basis elements resulting from the theoretical model (left) and the calibration measurements
(right).
Equation (18) can be easily solved for these unknown coefficients by finding a−1 and multi-
plying it by the vector whose elements are bn,m(x, y), namely
Sn,m =
∑
n′,m′
bn′,m′(x, y){a−1}n′,m′,n,m. (20)
Finally, notice that the substitution of this solution into Eq. (17) gives
µ =
∑
p=r,l
〈[I(p)]2〉 − f(x, y), (21)
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where the explicitly real and positive function f is defined as
f(x, y) =
∑
n,m,n′,m′
{a−1}n′,m′,n,m b∗n,m(x, y) bn′,m′(x, y). (22)
Therefore, the merit function µ is minimized by maximizing the function f(x, y) in x and y. Note
that this function is given in terms of the correlations in Eq. (19b), which can be calculated through
fast Fourier transforms. The location in x, y of the maxima (corresponding to the transverse po-
sition of the emitter) can be determined with precision well below a pixel by interpolating via
zero padding in the Fourier domain and/or by using a polynomial fit using the values of the pixels
surrounding the one with the maximum value.
Finally, notice that the procedure just described allows finding the centroids of multiple emit-
ters in an image (as long as these are well separated), whose positions are given by the local maxima
of f(x, y). Once these coordinates are found for each emitter, they can be substituted into Eq. (20)
to find the coefficients Sn,m and from them the position in z and the orientation and wobbling of
the emitter (see next Section). For this final retrieval of the parameters, it is a good idea to use only
the section of the images that contains the measured PSF in question. Finally, µ (after appropriate
normalization) provides a measure of the quality of the fit, and can therefore be used as a measure
of confidence in the results. This measure was used to filter out result where the PSFs overlapped,
were too noisy, or were clipped by the edge of the field of view.
Orientation and wobbling information. As mentioned earlier, the generalized Stokes parameters
can be measured experimentally by finding the coefficients of the PSF basis in order to match as
well as possible the measured PSF at the two detector regions. From these parameters, we can
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extract information about the dipole’s orientation and wobbling, both in the xy-plane and out of it.
Consider first the case of a dipole whose orientation wobbles around the z axis with main directions
aligned with the x and y axes, so that its direction cosines in the x and y directions have standard
deviations ∆1 and ∆2, respectively. These standard deviations characterize the half-angles of the
elliptical cone of directions within which the molecule wobbles. The components of the correlation
matrix are then
Γ0 = |E0|2

∆21 0 0
0 ∆22 0
0 0 1−∆21 −∆22
 . (23)
For a molecule with arbitrary orientation, the generic correlation matrix corresponds to a 3D rota-
tion of this matrix:
Γ = RΓ0R
T, (24)
where R is a 3 × 3 rotation matrix. Since both Γ0 and R are real, so is Γ, which means that
S3 = S5 = S7 = 0. That is, as mentioned earlier, only six generalized Stokes parameters are
relevant to this problem, of which one, S0 = |E0|2/2
√
6, is independent of orientation and hence
serves only as normalization for the remaining five nonzero parameters according to sn = Sn/S0.
The parameters S3, S5, and S7 could be useful, e.g., in the measurement of chiral molecules for
which Γ can be complex, but this is not the case of the molecules studied here.
The retrieval of the dipole’s main orientation angles θ and ξ, of the standard deviations ∆1
and ∆2, and their corresponding directions of vibration is achieved by simply finding the eigen-
values and eigenvectors of the estimation of Γ resulting from the measurements. Let these eigen-
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values and eigenvectors be denoted by Λi and vi, respectively, for i = 1, 2, 3, and ordered such
that Λ1 ≥ Λ2 ≥ Λ3. Ideally, the molecule’s average orientation is given by v1, and ∆21 = Λ2/T ,
∆22 = Λ3/T , where T = Tr(Γ) = Λ1+Λ2+Λ3. The directions of oscillation associated with these
two variances are those of v2 and v3, respectively, so it is possible in theory to estimate the asym-
metry of the wobbling. In practice, however, limitations due to small numbers of photons, additive
noise and pixelation introduce errors in these measures. The effect of these sources of error on the
eigenvectors and eigenvalues vi,Λi is larger for larger i (i.e., for smaller Λi), which means that the
estimation of the main orientation vi is significantly more robust than that of the wobbling, partic-
ularly for small wobbling angles. Ideally, the polarization matrix should be non-negative definite,
i.e., Λi ≥ 0. However, the sources of error mentioned earlier can make the estimated Λ3 and some-
times even Λ2 negative. To alleviate this problem, we make the assumption that the wobbling of
the dipole is isotropic with respect to the average dipole direction (that is ∆1 = ∆2 = ∆) so we use
the largest (and more numerically robust) of the two estimated eigenvalues, namely ∆2 = Λ2/T .
In this case, the directions v2,3 are no longer necessary, and the only meaningful directional pa-
rameters are the polar and azimuthal angles, θ and ξ, characterizing the direction of the dipole, as
well as the amount of wobbling, ∆. For ease of interpretation, this last quantity can be transformed
into a cone angle δ, corresponding to the assumption that the dipole wobbles within this cone with
equal probability of being in any direction. A straightforward calculation gives
Λ2
T
=
[cos(δ/2) + 1/2]2
3
+
1
4
, (25)
from where we can find
δ = 2 arccos
(√
9
4
− 6Λ2
T
− 1
2
)
, (26)
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so that Λ2 = 0 corresponds to no wobbling (δ = 0◦) while the opposite extreme of the largest
possible value Λ2 = T/3 (assuming Λ3 = Λ2) gives isotropic wobbling in all directions corre-
sponding to δ = 180◦. Note that in theory the largest value Λ2 can take is T/2, which violates the
assumption of isotropic wobbling but is numerically possible even for isotropic wobbling due to
noise or to errors in the calibration PSF basis. To prevent the unphysical results for δ that Eq. (26)
would give, we constrain the values of Λ2/T to the interval [0, 1/3], so that when the retrieved
value is outside this interval we simply use the closest value within it. Also, we found through the
simulations described in Section 3 that the accuracy of the results is improved if an extra step is
added, consisting of using the retrieved values as starting points for maximizing the correlation of
the measured PSFs to the model constrained to isotropic wobbling.
Generation of PSF basis from experimental measurements supplemented with theory. The
basis of PSFs for the retrieval of position and orientation was generated from calibration mea-
surements with fluorescent beads, inserting before the SEO a linear polarizer to simulate molecule
orientations within the xy-plane and an radial polarization waveplate (S-waveplate) to simulate
molecules oriented in the z direction. Since this information is not complete, it was supplemented
with theoretical calculations for conforming the basis, as explained in what follows.
For the orientations within the xy-plane, a bead from the second set of measurements was
selected. As mentioned in the main text, measurements were taken for different orientations of
the linear polarizer over a range of 180◦, at steps of 10◦ (a total of 19 measurements), and at five
defocus distances with a spacing of 200 nm. The polarizer was placed not far from the pupil
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plane, where light is collimated so that the small amount of wedge in the polarizer does not cause
changes in defocus as it is rotated. Instead, this wedge did cause a displacement of the PSFs,
which moved along a semicircle as the polarizer was rotated by 180◦. Because the initial and
final orientations of the polarizer had the same effect on the shape of the PSFs, it was easy to
determine the length and orientation of the diameter joining the endpoints of this semicircular path
by correlating the initial and final PSFs. The displacement could then be removed computationally
(through multiplication by appropriate linear phases in the Fourier domain, so that displacements
by fractions of a pixel were possible), leading to a set of PSFs whose origins are consistent. After
this recentering, an array of 21 × 21 pixels containing the PSFs was selected for each. The 40
pixels at the edge of these arrays were used to calculate the background level of the measurements,
which was then subtracted. Also, because the number of photons fluctuated from measurement to
measurement, each of the 19 arrays was renormalized to make it consistent with the others. From
these 19 measurements a fit was performed that predicted the intensity of any orientation in the
xy-plane, and from it it was possible to calculate the corresponding PSF elements I(p)1 and I(p)2 .
This procedure was repeated for all five sets of defocus measurements.
Similarly, a bead was chosen from one of the samples (set 3) measured with an S-waveplate
at the pupil to simulate a molecule aligned in the z direction. Again, an array of 21×21 pixels con-
taining the PSFs was selected for each of the five defocus measurements (also spaced by 200 nm),
and the background was subtracted by using the values of the edge pixels. There were, however,
several challenges in combining these results with those obtained from the use of linear polarizers.
First, the two sets of reference measurements are not co-centered in the (x, y) plane, and in fact
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there is no guarantee that they are consistent in z either because it is challenging experimentally
to know the precise 3D position of a given bead. Second, the S-waveplate measurements provide
distributions that are proportional to those appearing in the definitions of I(p)0 and I(p)8 in Eqs. (14a)
and (14i), namely |G(p)z |2. However, the remaining elements of the PSF basis require cross terms
between the transverse and axial components, and the rigorous experimental determination of these
would require a reference dipole oriented, say, at 45◦ from the z axis, which is not easy to achieve
experimentally.
While there are other possible strategies for addressing this issue, the one used here was to
combine the measurements with the theoretical model. Some parameters of the theoretical model
were adjusted so that the theoretical predictions were as consistent as possible with the reference
measurements. One parameter in particular was the orientation of the SEO, which was rotated
by an angle of −54.4◦ with respect to the configuration corresponding to Eq. (1) in the main text.
Comparisons between theory and the experimental measurements allowed determining the relation
between the x, y, and z coordinates of the two reference sets. Centering with respect to (x, y) was
performed by multiplying by the appropriate linear phase factor in the Fourier domain. For each
of the two sets, a quadratic fit in z was performed, as described in the main text, which allowed
defining for each the nominal z = 0 value for which the RHC and LHC PSFs are most aligned. The
two sets of measurements were then renormalized to be as mutually consistent as possible when
compared to the corresponding theoretical calculations. From these results, the magnitudes of G(p)i
for i = x, y, z could be calculated by taking the square root of the corresponding component.
The problem of the missing phases of G(p)i required for the calculation of I(p)4 and I(p)6 was then
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resolved by using those from the adjusted theoretical models. The resulting PSF basis is shown
in Fig. 8c. For comparison, Fig. 8b shows the theoretically-calculated PSF basis for the estimated
SEO orientation.
Approximation of the PSF axial dependence. Approximating the dependence in z of the mea-
sured PSFs by a simple quadratic polynomial does lead to errors in the estimation. However, these
errors are largely systematic and can be corrected by using reference measurements. Figure 10a
and Supplementary Movie 2 show the averages and standard deviations of the raw estimates of z
for the four sets of beads imaged with an S-waveplate to simulate a molecule normal to the ob-
ject plane. We can see that the spacing of the estimates is underestimated particularly away from
z = 0. In this case, remapping the results through a simple cubic expression leads to the cor-
rected estimates shown in Fig. 4d of the main text, which are all spaced by approximately 200 nm.
Something similar happens for the bead measurements in which a linear polarizer is used to mimic
molecules at different in-plane angles ξ. In this case, the distortion caused by the low degree of
the polynomial fit also introduces a small amount of coupling between z and ξ, as shown by the
raw results in Figure 10b as well as Supplementary Movies 3 and 4 . Again, because the error is
systematic, it can be largely corrected by applying a simple mapping. In this case the mapping was
applied to correct only the measurements of set 2, but as can be seen from Fig. 5b of the main text,
this correction also fixes significantly the estimates of set 1, except for those for the most negative
values of z which fell outside the remapped region.
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Figure 10: (a) Raw estimation of z using quadratic approximation (average - center of the ellipse,
and standard deviation - height of the ellipse) for the five defocused measurements of the four sets
of measurements. All retrieved data are depicted in Supplementary Movie 2. The corresponding
data fixed by using a cubic correction is shown in Fig. 4d of the main text. (b) The intersection
points of the blue and red grids indicate the averages of the raw retrieved heights and orientation
angles for each measurement, for sets 1 and 2, respectively, and the ellipses centered at each
intersection indicate the corresponding standard deviations. A shift of 16◦ was applied to the ξ-
axis so that the retrieved angles fall in the range [0◦, 180◦] for ease of interpretation. The full set
of data is shown in Supplementary Movie 3 for set 1 and Supplementary Movie 4 for set 2. The
corresponding results after the application of a correction to calibrate the results of set 2 (red) is
shown in Fig. 5b of the main text.
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3 Supplementary Note 3. Statistical analysis
A series of simulated measurements were generated to test numerically the inherent accuracy of
CHIDO in the retrieval of the three position coordinates x, y, z, the two orientation angles θ, ξ and
the wobble angle δ. These simulated measurements were created by evaluating the model PSF
(obtained through a mixture of theoretical and experimental data, as described in Section 2) at
randomly chosen values of z between −500 and 500 nm, of θ from 0 to 90◦, of ξ from 0 to 180◦,
and of δ from 0 to 180◦. These PSFs were then displaced in x and y (through multiplication by a
linear phase in the Fourier domain) by random amounts between −33.5 and 33.5 nm, spanning a
pixel length in both directions. (Testing for x, y displacements larger than a pixel is unnecessary
as it does not affect the accuracy.) The effect of additive noise was simulated by adding randomly
generated values (following Gaussian statistics) to each pixel, according to a prescribed signal-to-
noise ratio (SNR). Finally, the values for each pixel were quantized to simulate a discrete number
of counts over both PSF images to simulate a given number of photons. (Simulations were also
performed for which the order of discretization and addition of Gaussian noise were reversed,
which led to comparable results for the explored photon numbers and SNR.)
The retrieval technique was applied to each of these pairs of simulated experimental PSFs.
A thousand such simulations were used for each SNR and photon number. Figs. 11a,b show the
results for SNR = 10 and 500 photons, and for SNR =100 and 1000 photons, respectively. In both
cases, the horizontal axis corresponds to the prescribed, randomly generated parameter and the
vertical axis to the estimated one. The figures contain plots of all parameters against each other,
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showing that there is essentially no coupling between them, and that the accuracy in the estimation
of all parameters improves, as could be expected, with larger SNR and photon numbers.
49
Figure 11: Prescribed (horizontal axis) vs estimated (vertical axis) parameters x, y, z, θ, ξ, δ for a
thousand simulated measurements with randomly generated parameters, for (a) SNR = 10 and 500
photons, and (b) SNR = 100 and 1000 photons. The units for x, y, z are nanometers, while those
for θ, ξ, δ are degrees.
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Table 1: Retrieved positions, orientations and wobble angle for the fluorescent molecules in
Fig. 6
Molecule 1 Molecule 2 Molecule 3
z1 z2 z1 z2 z3 z1 z2 z3
x (nm) −108 −98 −72 −93 −109 −132 −118 −114
y (nm) 110 137 62 76 38 23 19 15
z (nm) −2 221 −218 8 121 −499 −268 −75
ξ 66◦ 71◦ 74◦ 77◦ 72◦ 89◦ 83◦ 88◦
θ 77◦ 75◦ 80◦ 79◦ 62◦ 79◦ 72◦ 80◦
δ 41◦ 81◦ 122◦ 101◦ 86◦ 132◦ 88◦ 98◦
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