In the work described herein, the Green element method (GEM) is applied to arrive at new sets of element matrices for the solution of Poisson's equation in polar coordinates. A unique flexibility possessed by GEM allows integration within a typical element. This special GEM characteristic, in addition to providing exact values of element coefficient matrices, facilitates the handling of nodal singularities and variable coefficients that accompany such problems. Numerical solutions provided by GEM confirm reliability.
Introduction
In recent years, thanks largely to computer availability, great advances have been made in the solutions of the Poisson's equation. Most of these studies have been limited to planar geometries due to the ease offered by Cartesian coordinates. However, there are others, which require polar coordinates even if some of them can be solved in Cartesian coordinates at the expense of accuracy. For example numerical solutions of the Poisson's equation in polar coordinates have always attracted considerable interest because of its diverse applications in several areas of engineering and applied physics. These include such fields as nuclear engineering, computational fluid dynamics, heat and mass transfer, and electrical engineering to mention just a few. The first step usually involves a transformation of the governing equation to its polar coordinate form:
where θ, r are polar and radial coordinates and φ is any dependent variable. A major challenge arising from the numerical solution of Eq. (1) is its behavior at the origin where the radial coordinate takes a value of zero. Special pole conditions are sometimes adopted in order to appropriately represent the scalar field very close to the nodal singularity. These techniques range from imposing a special condition at the origin to act as a numerical boundary condition to adopting a special Fourier series expansion together with grid shifting to nullify the numerical difficulties introduced by the singularity at the origin. A comprehensive discussion of these methods can be found in [1] . In this work, numerical features arising from GEM when applied to the solution of the Poisson's equation in polar coordinates are examined. In line with the radial geometry, a slightly modified fundamental solution of the linear diffusion differential operator is introduced into the GEM formulation. The solution procedure incorporates a time-like marching scheme in the azimuthal or θ direction. In the spatial direction, a local-support procedure is adopted. By local support it is meant that GEM's implementation like the finite element method (FEM) allows information needed for the determination of the state variable at any node to be obtained only from the neighboring nodes. This finite element-like implementation lends GEM its numerical flexibility and unlike BEM (which adopts a global support) yields a slender coefficient matrix that can easily be handled numerically. The Green element method is formulated in the same way as the boundary element method, but its element-by-element implementation does not consider cell integration as a disadvantage. It is this hybrid characteristic that facilitates its efficient handling of variable coefficients, inhomogeneities and singularities arising from the problem domain. On the other hand, BEM applications to such problems are often accompanied by numerical difficulties involving large nondiagonal sparse matrices and integral singularities.
A major numerical difficulty arising from the singularity of the Poisson's equation at the origin (r = 0) is easily dealt with because of GEM's ability to incorporate L'Hospital's rule as well as the introduction of nonuniform grids in the region of interest.
Green element discretization
In order to exploit GEM's flexibility, Eq. (1) is put in the form:
Eq. (1a) is now transformed into its integral form by employing Green's second identity with the fundamental solution G(r, r i ) = |r−r i |+r max 2 obtained from d 2 G dr 2 = δ(r − r i ). The resulting integral equation which is a degenerate form of Fredholm's integral equation of the second kind is given by:
where r 0 , r L are the radial coordinates of the problem domain, R is the integral average of r 2 in any generic element of the problem domain, λ is the contact coefficient, and r max is the length of the longest element within the problem domain. We depart from the classical boundary element approach by discretizing the problem domain into elements over which is prescribed the distribution of scalar variables. To implement this, we employ suitable linear interpolation functions of the form:
where Ω j (r ) represents the spatial interpolation function with respect to the element node j . Eq. (2) can now be represented as:
where ϕ j = ∂φ j ∂r , and V i j = r 2 r 1 Ω j r G(r, r i )dr . The analytic expressions for L i j , R i j , T i j can be found in [2] . ∂ 2 φ ∂θ 2 , a second derivative of the 'time-like' coordinate along the azimuthal direction, is discretized implicitly to give:
The overall discrete element equation is represented as:
where α is a time discretization coefficient, and m + 1, m, m − 1 represent current, earlier and later time solutions. Eq. (6) is assembled for all the elements of the problem domain to form the global matrix equation. This is then solved at each theta step in the azimuthal direction to yield the dependent variable of interest. 
Numerical examples

Discussion and conclusion
All the computations were carried out with a theta step of 0.01 ( φ = 0.01) and with a variable step length r in the radial direction. We investigate the convergence of the GEM formulation by computing percentage relative error; % relative err = 1
× 100 for each theta step; where k is the index of the computational nodes, φ kφk are respectively closed form and GEM solutions, and N represents the number of computational nodes. The least and maximum errors for the three examples are found to be: 0.001, 0.667; 0.009; 1.212; 0.025, 7.729. The last problem (Example 3) gives the least accurate results. To gain further insight into the error distribution, we compute an L 2 error norm given by: Fig. 1 shows the distribution of L 2 norm errors for different theta values. While all the errors display oscillations, it can be seen that the least and most accurate results are Examples 3 and 1 respectively. While Examples 1 and 2 are strictly homogeneous problems, Example 3 involves an extra computation introduced by the multiplication of the integral average of r 2 (the governing equation was multiplied by this term) and the negative source term. This must have contributed to some errors. The error differences between Examples 1 and 2 seem to narrow down as theta increases, and seem to attain a uniform value. The fact that the errors in Example 1 display an overall upward trend should be connected with the approximation needed to specify its flux boundary condition. In this work, GEM has been applied to solve Poisson's equation in polar coordinates and some encouraging results have been obtained. However some additional work needs to be done to provide optimal grid distributions to further enhance solution accuracy especially for those problems with nontrivial source or sink terms.
