Numerical Shadowing Using Componentwise Bounds and a Sharper Fixed Point Result by Van Vleck, Erik S.
NUMERICAL SHADOWING USING COMPONENTWISE BOUNDS
AND A SHARPER FIXED POINT RESULT∗
ERIK S. VAN VLECK†
SIAM J. SCI. COMPUT. c© 2000 Society for Industrial and Applied Mathematics
Vol. 22, No. 3, pp. 787–801
Abstract. Shadowing provides a means of obtaining global error bounds for approximate so-
lutions of nonlinear differential equations with interesting dynamics, in particular, for initial value
problems with positive Lyapunov exponents. Shadowing breaks down in the presence of zero Lya-
punov exponents, although some results such as shadowing with rescaling of time have been obtained.
Using a reformulation of the original differential equations and an improved fixed point result we take
advantage of componentwise local error bounds to use relatively smaller error tolerances in nonhy-
perbolic and contractive directions (i.e., in directions corresponding to zero and negative Lyapunov
exponents). The result is a decrease in the shadowing global error.
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1. Introduction. Global error analysis using a shadowing lemma approach in-
volves treating the error equation as a boundary value problem (BVP) as opposed to
an initial value problem (IVP). This allows for shadowing-type error analysis results
for problems with expansive and contractive directions. The difficulty occurs when
there are directions that are neither exponentially expansive nor contractive, and we
call these nonhyperbolic directions. Most shadowing lemma techniques rely on a fixed
point result that is similar to using the numerically computed solution as an initial
guess for a modified Newton’s method to find a true trajectory to the given differential
equation. This leads to the need to find and bound an inverse (in our case a right
inverse) of the Jacobian for the modified Newton’s method.
In this paper, we consider an improved fixed point result and find that what is
important is not so much the norm of a right inverse of the Jacobian, but the action
of the right inverse on several vectors. This produces sharper results and the ability
to gain a better understanding of the breakdown of shadowing in the presence of
nonhyperbolic directions. We reformulate the original differential equation in terms
of a new coordinate system that corresponds to the directions associated with the
Lyapunov exponents of the linearized problem that we denote by the columns of an
orthogonal matrix function Q ≡ Q(t). This allows us to write the dependent variable
x of the nonlinear differential equation in terms of these directions of different growth
and decay rates and write x = Qy and solve for Q and y instead of x. With this
reformulation we derive componentwise bounds on the magnitude of the local error in
directions corresponding to different rates of growth and decay, and with the improved
fixed point result we are able to derive sharper shadowing bounds by employing smaller
local error tolerances in the nonhyperbolic and contractive directions.
Our focus numerically is in employing existing IVP solvers, including the ex-
trapolation code ODEX from [17] and the Runge–Kutta suite RKSUITE from [3]. The
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788 ERIK S. VAN VLECK
numerical shadowing methods presented here provide accurate results, due to the com-
ponentwise error bounds and the improved fixed point result, and are obtained with
relatively small cost due to the use of efficient numerical linear algebra techniques.
Recent work on shadowing has involved extending shadowing to allow for rescaling
of time, i.e., allowing for perturbations in the time step (see the work of Coomes [6],
Coomes, Kocak, and Palmer [7], Palmer [22], Van Vleck [26], and Franke and Selgrade
[12], [13]). Rescaling of time can be thought of as allowing for a special perturbation of
the differential equation. Work on numerical shadowing includes the ground breaking
work of Hammel, Yorke, and Grebogi [18], [19], the shadowing-type results of Beyn
[2], the work of Chow, Lin, and Palmer (e.g., [4]), Chow and Palmer (e.g., [5]), the
numerical work of Sauer and Yorke [24], and the initial work on the breakdown of
shadowing of Dawson et al. [8]. We also mention here a related concept known as
backward error analysis in which one considers a modified differential equation and
provides error statements with respect to this modified equation. This has proved to
be a very useful concept of error, especially in the case of Hamiltonian systems (see,
e.g., [1], [15], [16], and [23]).
This paper is organized as follows. In section 2 we present the shadowing setup
that we will employ throughout this paper, and in section 3 we present an improved
fixed point result that has two fewer norm bounds than the previous result. In sec-
tion 4 we consider a reformulation of the given differential equation and its linear
variational equation by writing the dependent variable x(t) as x(t) = Q(t)y(t) and a
fundamental matrix solution X(t) = Q(t)R(t), respectively, where Q(t) is a square
orthogonal matrix and R(t) is an upper triangular matrix, and by solving for y, Q,
and R instead of x and X. Based upon this reformulation, we consider in section 5
the form of a right inverse, in our case the pseudoinverse, of a linear operator that
approximates the Jacobian, and we provide bounds in section 6 on the elements of
the vectors multiplying the right inverse. Section 7 contains algorithmic formula-
tions and details, section 8 contains our numerical results, and section 9 contains our
conclusions.




and x ≡ x(t) : R → RN for a positive integer N .
We assume that a numerical orbit x ≡ {xn}M0 using time steps h ≡ {hn}M−10 ,
for a positive integer M , has been produced, and let tn+1 = tn + hn with t0 = 0.
Consider the nonlinear operator F (x, h) with nth block component given by
(F (x, h))n = xn+1 − φ(xn, hn) =: δn+1,(2.2)
for n = 0, . . . ,M −1, where φ is the local solution operator and δn+1 is the local error
at the nth step. The linearization of F (x, h) is given by (Dxnφ(xn, hn) ≡ ∂φ∂xn (xn, hn)
and Dhnφ(xn, hn) ≡ ∂φ∂hn (xn, hn)),
(DF (x, h)(∆x, ∆h))n = ∆xn+1 − Dxnφ(xn, hn)∆xn − θDhnφ(xn, hn)∆hn,(2.3)
for n = 0, . . . ,M − 1, where θ ≥ 0 is a scaling factor (see [26]). We assume that
DF (x, h) is approximated by a linear operator,




































































NUMERICAL SHADOWING USING COMPONENTWISE BOUNDS 789
for n = 0, . . . ,M − 1. Throughout the paper we consider z = x ∈ R(M+1)N for
θ = 0 and z = (x, h) ∈ R(M+1)N × RM for θ > 0, with norms ||z|| = supn ||xn||
for θ = 0 and ||z|| = ||(x, h)|| = max{supn ||xn||, supn |θ−1hn|} for θ > 0. For
n = 0, . . . ,M − 1 the nth N × N block column of DF (z) and of L is nonzero only
in the nth block component. In addition, for θ > 0 the remaining M columns of
DF (z) − L contain a nonzero block component of the form θ[fn+1 − Dhnφ(xn, hn)].
The nth block component of F (z) is given by δn+1.
3. Fixed point result. The following is an improved version of a fixed point
result that has been used in many instances to prove the existence of a nearby solution
in a shadowing context. The proof is basically the same, but it allows for the use of
more precise componentwise information. The statement of the fixed point theorem
is very similar to the statement of Theorem 1, p. 536, in Kantorovich and Akilov [20],
and the proof is a minor modification of Proposition 4.1 in [4].
Theorem 3.1. Suppose that X ,Y are Banach spaces, F : X → Y is C1, and
that there exist positive constants ε0, α < 1, β, a point z ∈ X , and a linear operator
L : X → Y with right inverse L† such that
||L†(DF (w) − L)|| ≤ α for ||w − z|| ≤ ε0.(3.1)
If, for 0 < ε ≤ ε0,
||L†F (z)|| ≤ (1 − α)ε =: β,(3.2)
then the equation F (w) = 0 has a solution with
||w − z|| ≤ ε.(3.3)
Our goal now is to find a bound α < 1 in (3.1) and a bound on β in (3.2) so that
we can set ε = β/(1 − α) provided ε ≤ ε0.
4. Reformulation of the differential equation. In order to decrease the
shadowing distance when there are nonhyperbolic directions, for instance, in the
neighborhood of a nontrivial attracting set or in the presence of first integrals, we
rewrite the differential equation (2.1) to take advantage of componentwise local error
tolerances. We introduce an auxiliary matrix differential equation that will also be
useful in solving the linear variational equation. To make the idea clear, suppose for
each time t we have an orthogonal matrix Q(t) ∈ RN×N whose columns correspond to
directions of different rates of growth. Then we can write x(t), the solution to (2.1),
as a linear combination of the columns of Q(t), i.e., x(t) = Q(t)y(t). The components
of y(t) correspond to the growth rates in the directions given by the columns of Q(t).
If we write the solution to the linear variational equation, X(t), as X(t) = Q(t)R(t)
(see [9]), where Q(t) is orthogonal and R(t) is upper triangular, then Q(t) satisfies the
following matrix differential equation, where S(Q) ≡ S(Q,A(t)) is a skew-symmetric
matrix and A(t) ≡ Df(x(t)),
Q̇ = QS(Q) with S(Q)ij =


(QTAQ)ij , i > j,
0, i = j,
−(QTAQ)ji, i < j.
(4.1)
Since x(t) = Q(t)y(t), we have ẋ(t) = Q̇(t)y(t) + Q(t)ẏ(t), so y(t) satisfies the differ-
ential equation




































































790 ERIK S. VAN VLECK
The equation for R(t) is given by
Ṙ = ÃR with Ã = QTAQ − S(Q);(4.3)
the coefficient matrix Ã(t) is thus upper triangular.
By solving numerically (4.1), (4.2), and (4.3), we obtain approximations to the
original nonlinear problem and the linear variational equation. If we write xn+1 =
Qn+1yn+1 and φ(xn, hn) = Q̃n+1ψ(yn, hn), where ψ is the local solution operator for




n+1[xn+1 − φ(xn, hn)] = yn+1 − ψ(yn, hn) + (Q̃Tn+1 − QTn+1)φ(xn, hn).
We solve using (4.2) as opposed to (2.1) so that componentwise local error control
may be obtained with respect to the moving coordinate system given by Q(t). This
could be accomplished by solving with (2.1) but would require that the error control
for the x variable depend on our approximation to Q. Solving by using (4.1) and (4.3)
is a numerically stable way of approximating the linear variational equation.
5. Form of the pseudoinverse. We choose for the right inverse, L†, in Theo-
rem 3.1, the pseudoinverse. This allows us to find L† explicitly, which is useful when
determining the bounds for α and β in (3.1) and (3.2). The choice of the pseudo-
inverse also has the advantage that it is independent of the dynamics of the problem,
i.e., does not depend on the number of stable, unstable, or neutral modes, and it is
the optimal choice with respect to the two norm.
We solve (4.1) and (4.2) numerically to produce sequences {Qn}M0 and {yn}M0 .
Simultaneously, for n = 0, . . . ,M − 1, we solve{
˙̃Rn(t) = Ã(t + tn)R̃n(t),
R̃n(0) = I
(5.1)
for 0 ≤ t ≤ hn. If we let Rn denote the approximation to R̃(hn), then in (2.4) we have
Yn = Qn+1RnQ
T
n . Notice that L in (2.4) can be written as L = QUQ̂
T , where Q, Q̂ are
block diagonal matrices given by Q = diag(Q1, . . . , QM ), Q̂ = diag(Q0, . . . , QM , IM ),
where IM is the M × M identity matrix, and in block indices,
(U(z, τ))n = zn+1 − Rnzn − θgn+1τn,(5.2)






where U† is the pseudoinverse of U . We write U† = UT (UUT )−1 and note that UUT






for n = 0, . . . ,M − 1 and (UUT )n−1,n = −RTn for n = 1, . . . ,M − 1.
We decompose L† as in (5.3) and determine componentwise bounds on Q
T
[DF (w)
− L] and QTF (z). Once componentwise bounds are obtained we find the bounds α
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an arbitrary column of Q
T
[DF (w)−L] or let u denote QTF (z). Assume that the ith




|(Q̂U†)ij | · γj .(5.4)
Using the results in [21] and the references therein we have that the (i, j) block
of (UUT )−1 has the form




j for i ≤ j,
ΩiΨ
T
j for i > j,
(5.5)
where Ψi and Ωj are N×N matrices. In addition, the block vectors Ψ = (ΨT0 , . . . , ΨTM−1)T
and Ω = (ΩT0 , . . . , Ω
T
M−1)
T can be determined by solving
(UUT )Ω = Ξ0 and (UU
T )Ψ = ΞM−1Ω−TM−1,(5.6)
where Ξ0 denotes the block vector with the identity matrix in the 0th block and ΞM−1
denotes the block vector with the identity in the (M−1)th block (with all other blocks
zero). In general, (5.6) is not a numerically stable way to form (UUT )−1.
In the next section we will obtain componentwise bounds on Q
T
F (z) and Q
T
[DF (w)
−L] to form the vectors that will multiply the matrix Q̂U† which has, using the form




−Q0RT0 Γ0,j , i = 0,
Qi[Γi−1,j − RTi Γi,j ], i = 1, . . . ,M − 1,
QMΓM−1,j , i = M
(5.7)
for j = 0, . . . ,M −1, and for θ > 0, the remaining M rows of Q̂UT (UUT )−1 have the
form
−θ(gTi Γi−1,0, . . . , gTi Γi−1,M−1) for i = 1, . . . ,M.(5.8)
Note that, by using the form of L, we have (for θ = 0) that (2.2) is of the form
QTn+1∆xn+1 − RnQTn∆xn = QTn+1δn+1,(5.9)
which after a change of variables (zn = Q
T
n∆xn and ρn = Q
T
n δn) has the form
zn+1 − Rnzn = ρn+1.(5.10)
Consider the following simplified example of (5.10) with
Rn =





where R11 > 1, 0 < R33 < 1, R22 = 1, and ρn ≡ ρ for all n. If we solve (5.10)
forward in time for the second and third components of z with initial conditions of 0
and backward in the first component of z with terminal condition 0, then we obtain
linear growth in the solution z unless we set the second and third components of ρ




































































792 ERIK S. VAN VLECK
(4.4), a relatively smaller local error tolerance for the components of y and columns
of Q that correspond to nonhyperbolic and contractive directions (assuming that the
directions are ordered as in our simple example). Similarly, we will use a relatively
smaller local error tolerance for the rows of R corresponding to nonhyperbolic and
contractive directions. It is important to point out that, although our plan is to
require smaller error tolerances when computing the coupled set of equations for y,
Q, and R numerically, this should really only restrict our time step in the integration
of Q since the time step for y and R should be based on the unstable directions.
6. Bounds on Q
T
F (z) and Q
T
[DF (w) − L]. In what follows, let U denote
the set of indices corresponding to unstable directions and let CS denote the set indices
corresponding to nonhyperbolic and stable directions based upon some criteria, for
instance, the average magnitude of the diagonal elements of the upper triangular
coefficient matrix Ã(t) from (4.3).
We first consider the case in which θ = 0 and wish to determine componentwise
bounds on QTn+1δn+1 and on Q
T
n+1[Dwnφ(wn, hn) − Yn], which we rewrite as
(6.1) QTn+1(DF (w) − L)n,n
:= QTn+1[Dwnφ(wn, hn) − Dxnφ(xn, hn)] + QTn+1[Dxnφ(xn, hn) − Yn].
For 0 ≤ t ≤ hn define yn(t) and Yn(t) with yn(0) = xn and Yn(0) = I as the
numerical solution to the original nonlinear problem and the linear variational equa-
tion, respectively, using dense or continuous output (see [17, p. 176]). Let En(t) :=
Dxnφ(xn, t) − Yn(t) for 0 ≤ t ≤ hn, where En(0) = 0. In the following lemma we
consider componentwise local errors in QTn+1δn+1 and in Q
T
n+1En(hn) when compo-
nentwise local errors are satisfied in y, Q, and R.
Lemma 6.1. Let ηU and ηCS denote the local errors in the components of y, the
columns of Q, and the rows of Rn corresponding to the indices U and CS, respectively,
with ηU ≥ ηCS. Then we have














where ι := U for i ∈ U, ι := CS for i ∈ CS, and χ{i≤j} is 1 for i ≤ j and 0 otherwise.
Proof. The inequality (6.2) follows using (4.4) and the fact that we have xn+1 −
φ(xn, hn) = δn+1. The inequality (6.3) follows similarly.
Remark 6.1. Note that if we bound the local error for the ith column of Q by





U), respectively, where ι := U for i ∈ U, and ι := CS
for i ∈ CS.
Given the bound (6.3) for QTn+1En(t) we focus on determining componentwise
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Let V (t) := QTn+1[W (t) − X(t)] and observe that V (0) = 0. Then we have
V̇ = B(t)V + [B(t) − C(t)](QTn+1[Yn(t) + En(t)]).(6.6)
Definition 6.1. Define a and bj as constants that satisfy a ≥ sup0≤t≤hn ||B(t)||∞
and bj ≥ sup0≤t≤hn ||Πj ||∞, where Πj denotes the jth column of
[B(t) − C(t)](QTn+1[Yn(t) + En(t)]).(6.7)
Lemma 6.2. With the assumptions of Lemma 6.1 we have








zj(t) ≤ azj(t) + bj ,(6.9)





Using (6.3) and (6.8), we obtain the following bounds on the magnitude of the
components of QTn+1[Dwnφ(wn, hn) − Yn].
Corollary 6.1. With the assumptions of Lemma 6.1 we have













(exp(ahn) − 1) =: (χ{i≤j} + σnj)ηι + ρnj + O(η2U),
(6.11)
where ι := U for i ∈ U, and ι := CS for i ∈ CS.
Our task now is to determine computable bounds on a and bj . The difficulty
occurs because the matrix functions B(t) and C(t) are not explicitly known.
We assume that either f satisfies a one-sided Lipschitz condition (see [25, p. 173])
so there exists a constant Los such that
〈f(wn(t)) − f(xn(t)), wn(t) − xn(t)〉 ≤ Los||wn(t) − xn(t)||22,(6.12)
or f is locally Lipschitz so that there exists a nonnegative constant Lloc such that
||f(wn(t)) − f(xn(t))||∞ ≤ Lloc||wn(t) − xn(t)||∞.(6.13)
Using Gronwall’s inequality for Λ = Los (and ε0 =
√
Nε0) or Λ = Lloc (and ε0 = ε0),
respectively, we have
||wn(t) − xn(t)||∞ ≤ exp(Λt) · ε0.(6.14)
Let LDf denote the Lipschitz constant for Df so that
||Df(wn(t)) − Df(xn(t))||∞ ≤ LDf ||wn(t) − xn(t)||∞,




































































794 ERIK S. VAN VLECK
Thus,
|Df(wn(t))ij − Df(xn(t))ij | ≤ ε0 exp(Λt)LDf =: G1(t),
|Df(xn(t))ij − Df(yn(t))ij | ≤ LDf ||δn+1(t)||∞ =: G2(t),(6.16)
where δn+1(t) is the local error at the nth step at time t for 0 ≤ t ≤ hn. Then we
have
|Df(wn(t))ij | ≤ |Df(wn(t))ij − Df(xn(t))ij |
+ |Df(xn(t))ij − Df(yn(t))ij | + |Df(yn(t))ij |
≤ G1(t) + G2(t) + |Df(yn(t))ij | =: Hij(t).
(6.17)











|(Qn+1)ki| · Hkl(t) · |(Qn+1)lj |.(6.18)









|(Qn+1)ki| · |G1(t)(Qn+1)kl| · (|(QTn+1Yn(t))lj |
(6.19) +|(QTn+1En(t))lj |).
The bounds for a and bj given in (6.18) and (6.19), respectively, combined with





(DF (w) − L) for ||w − z|| ≤ ε0 when θ = 0.
When θ > 0, we need to determine bounds on
QTn+1[Dwnφ(wn, t) − Dwnφ(wn, hn)] and QTn+1[f(φ(wn, t)) − fn+1](6.20)
for |t − hn| ≤ θε and ||wn − xn||∞ ≤ ε0.
Definition 6.2. Define constants such that aθ satisfies aθ ≥ sup|t−hn|≤θε ||B(t)||∞,
bθ,j satisfies bθ,j ≥ sup|t−hn|≤θε ||Λj ||∞, where Λj denotes the jth column of
B(t)QTn+1Dwnφ(wn, hn),(6.21)







||[B(t) − C(t)]QTn+1f(φ(xn, t))||∞.
Lemma 6.3. With the assumptions of Lemma 6.1 we have for |t − hn| ≤ θε,
|(QTn+1[Dwnφ(wn, t) − Dwnφ(wn, hn)])ij | ≤
bθ,j
aθ
(exp(aθθε) − 1). =: γj,n.(6.22)
Proof. First derive an expression similar to (6.6), and then the proof follows using
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We have
QTn+1[f(φ(wn, t)) − fn+1] = QTn+1[{f(φ(wn, t)) − f(φ(wn, hn))}
+{f(φ(wn, hn)) − f(φ(xn, hn))} + {f(φ(xn, hn)) − fn+1}]
(6.23)
for |t−hn| ≤ θε. Using the fact that QTn+1f(φ(wn, t)) satisfies (6.4) and QTn+1f(φ(xn, t))
satisfies (6.5), we may obtain bounds on the left-hand side of (6.23) in a similar fashion
to those previously obtained.
Lemma 6.4. With the assumptions of Lemma 6.1 we have, for |t − hn| ≤ θε,
||QTn+1[f(φ(wn, t)) − fn+1]||∞ ≤ cθaθ (exp(aθθε) − 1) + da (exp(ahn) − 1)
+||QTn+1[f(φ(xn, hn)) − fn+1]||∞ := ζn.
(6.24)
We now determine computable bounds on aθ, bθ,j , cθ, and dθ in a similar spirit
to those for a and bj . For aθ we use (6.17) with the limits of the supremum changed
to |t − hn| ≤ θε in (6.18). To find the bound for bθ,j , we bound B(t) as for aθ and
then bound QTn+1Dwnφ(wn, hn) using (6.3) and (6.8). We bound cθ and d in a fashion
similar to that of bθ,j and bj , respectively, and employ the bound
||QTn+1[f(φ(xn, hn)) − fn+1]||∞ ≤ ||QTn+1||∞Lf ||δn+1||∞.(6.25)
Putting all of these bounds together we have the following theorem that summa-
rizes the bounds for θ = 0 and θ > 0.
Theorem 6.5. With the assumption of Lemma 6.1, for θ = 0 the bounds on the
nonzero components of Q
T
F (z) are given by inequality (6.2) in Lemma 6.1, while the
bounds on the nonzero components of Q
T
(DF (w) − L) are given by inequality (6.11)
in Corollary 6.1. Bounds on the quantities a and bj in Corollary 6.1 may be obtained
using inequalities (6.12)–(6.19).
For θ > 0 the bounds for the nonzero components of Q
T
(DF (w) − L) are given
by combining the bound (6.11) in Corollary 6.1 with the bound (6.22) in Lemma 6.3
and the bound (6.24) in Lemma 6.4. In addition, bounds on aθ, bθ,j, cθ, and d may
be obtained using the inequalities (6.12)–(6.25).
7. Implementation. The basic outline of our algorithm for solving and produc-
ing a shadowing distance estimate for an approximate solution of the IVP (2.1) is as
follows.
Algorithm. Given constants ε0 > 0 and θ ≥ 0 and componentwise tolerances,
ηU ≥ ηCS > 0 with respect to the indices U and CS.
1. Simultaneously approximate solutions to (4.1), (4.2), and (4.3).
2. Update the elements of the matrix UUT , and store yn, Qn, Rn, and fn+1.
3. Bound componentwise the quantities Q
T
F (z) and Q
T
(DF (w) − L) using
Theorem 6.5.
4. Decompose the matrix UUT and form Q̂U† (see (5.3)).
5. Using the results from steps 3 and 4, estimate α in (3.1) and β in (3.2) using
(5.4).
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Implementation Details.
1. We employ ODEX [17] or RKSUITE [3] to approximate the differential equations
and use a projected integration scheme to maintain orthogonality of Q (see [9]) using
a modified Gram–Schmidt procedure [14]. We modified the error control of ODEX
to enforce componentwise error tolerances. The use of componentwise tolerances is
a standard feature in RKSUITE. We bound the local error for the columns of Q as
described in Remark 6.1 and set µn = 2 and σnj = 1 for all n and j. For RKSUITE we
employ the (7, 8) Runge–Kutta pair.
2. We use symmetric block tridiagonal storage when forming UUT .
3. We estimate Q
T
F (z) and Q
T
(DF (w) − L) by sampling at the mesh points
{tn}M0 so that sup0≤t≤hn is replaced by maxt∈{0,hn} and we neglect the O(η2U) terms
in (6.2) and (6.3).
4. We solve for some of the rows of Q̂U† and then use (5.4) to estimate α and β.
This provides lower bounds on α and β that will be sharp if the “correct” rows are
used. We use the first and last block rows of Q̂U† and several picked at random to
obtain an estimate on α without the full cost of solving for all of U†. To determine
block rows of U† we use the block tridiagonal solver TRDBLK [11].
8. Numerical results. In this section we present numerical results of our shad-
owing algorithm applied to several nonlinear IVPs. We obtain approximate solutions
and local error estimates from the IVP solvers ODEX and RKSUITE. In the description of
our numerical results we denote by “M” the number of time steps taken; “U” denotes
the set of indices for which the local error tolerance “ηU” is employed, while the local
error tolerance “ηCS” is used for the remaining indices. The value “T” is the final time
reached during the numerical computation; “QhUdnorm” is the maximum row sum of
the rows of Q̂U† that were computed. For the numerical experiments recorded here
we computed six block rows: the first two, last two, and middle two block rows. When
θ > 0 we compute the corresponding additional rows of Q̂U†. We found some vari-
ation in QhUdnorm when using other rows of Q̂U†, but always within the same order
of magnitude and, in fact, never greater than twice the value of QhUdnorm reported
here. We recommend randomly choosing the rows of Q̂U† to be computed, but have
chosen to compute these particular six block rows for definiteness. We also report on
the value “α” in (3.1) and the value of the shadowing distance “ε” that was obtained.
We will indicate with “–” if there was no value of ε0 for which we were able to satisfy
α < 1 and ε ≤ ε0. All computations where performed on a Linux workstation with
512MB memory using a 400MHz processor. We found that the computation of y,Q,
and R comprised approximately 85 percent of the computation time when using ODEX
and approximately 70 percent of the computation time when using RKSUITE.
To compare the numerical shadowing technique presented here with other shadow-
ing techniques we consider two categories of techniques: (i) “BVP techniques”—these
are based upon forming a right inverse by specifying boundary conditions using the
stability properties of the system and then bounding the norm of a solution to this
BVP; (ii) “pseudoinverse techniques”—this is the approach taken here and involves
finding and bounding the norm of a particular right inverse, the pseudoinverse. In
general, the BVP technique (see, e.g., [5], [7]) provide somewhat conservative val-
ues for the shadowing distance, but they are obtained rather inexpensively. The
pseudoinverse techniques (see, e.g., [26] and this paper) are expensive, but sharper.
The expense is due to the requirement that we find L† explicitly so the norm of the
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Table 8.1
Forced vdP (M = 1E + 5, U = {1}, ηU = 1.E − 6).
Meth ηCS/ηU θ T QhUdnorm α ε
RKSUITE 1.E0 0.E0 1.56E + 4 2.1E + 2 1.3E − 1 4.9E − 4
RKSUITE 1.E0 1.E − 1 1.56E + 4 1.9E + 1 1.9E − 2 4.0E − 5
RKSUITE 1.E − 1 1.E − 1 1.23E + 4 2.4E + 1 1.9E − 2 2.8E − 5
RKSUITE 1.E − 2 1.E − 1 9.80E + 3 2.8E + 1 1.9E − 2 3.4E − 5
ODEX 1.E0 0.E0 2.58E + 4 1.9E + 2 – –
ODEX 1.E − 1 0.E0 2.27E + 4 1.8E + 2 6.0E − 1 9.0E − 4
ODEX 1.E − 2 0.E0 1.50E + 4 2.0E + 2 3.4E − 1 5.9E − 4
ODEX 1.E0 1.E − 1 2.58E + 4 1.5E + 1 1.0E − 1 3.3E − 5
ODEX 1.E − 1 1.E − 1 2.27E + 4 1.3E + 1 8.3E − 2 1.4E − 5
ODEX 1.E − 2 1.E − 1 1.50E + 4 3.6E + 1 6.3E − 2 2.2E − 5
we have decreased the expense but at the cost of perhaps not having a bound on the
norm of the entire pseudoinverse. Regardless of how the right inverse has been chosen
and bounded, a result similar to Proposition 4.1 in [4] has been used (see [5], [7], and
[26]) to determine the shadowing distance ε. With the standard fixed point result,
which takes α = 1/2 and has two additional norm bounds, the shadowing distance
is approximately 2||L†||δ where δ is a uniform bound on the norm of the local error.
With the formulation and fixed point result presented here, for ηCS/ηU = 1 the best
possible shadowing distance is ε = QhUdnorm · 2ηU, where 2ηU is our bound on the
supremum norm of the local error tolerance (see Remark 6.1), and the results can
only improve for ηCS/ηU < 1.
Example 8.1. As our first example we consider a forced van der Pol oscillator
ÿ + α(y2 − 1)ẏ + y = β cos(ωt)(8.1)
with α = 25 , β = 2α
2, and ω =
√
1 − α2 and the initial conditions (0, 0). In our
numerical experiments, we set ε0 = 5.E − 4 when using RKSUITE and set ε0 = 1.E − 3
when using ODEX.
In Table 8.1, we see a decrease by an order of magnitude in QhUdnorm for θ > 0
since one of the Lyapunov exponents is close to zero. In addition, there is some
improvement in the shadowing distance ε when ηCS/ηU < 1. There is a trade-off
here in that there is some decrease in the average stepsize when ηCS/ηU < 1, which
tends to increase QhUdnorm, but in spite of this there is a decrease in ε especially for
ηCS/ηU = 1.E − 1. This is not a particularly good example for our method since both
of the Lyapunov exponents are negative (we are using U = {1}); nonetheless we do
obtain some improvement with ηCS/ηU < 1.










We consider the parameter values σ = 10, ρ = 28, and β = 8/3, and the initial
condition is chosen to be (x0, y0, z0) = (0, 1, 0). In our numerical experiments, we
set ε0 = 5.E − 5 when using RKSUITE and set ε0 = 2.E − 6 when using ODEX. In
Table 8.2, observe the decrease by an order of magnitude in the shadowing distance
approximation ε with RKSUITE when changing ηCS/ηU from 1.E0 to 1.E−1. In general,
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Table 8.2
Lorenz equation (M = 1E + 5, U = {1}, ηU = 1.E − 8, θ = 1.E − 2).
Meth ηCS/ηU T QhUdnorm α ε
RKSUITE 1.E0 1.31E + 3 1.4E + 3 1.3E − 1 3.3E − 5
RKSUITE 1.E − 1 9.90E + 2 1.9E + 3 1.6E − 1 4.9E − 6
RKSUITE 1.E − 2 7.42E + 2 2.5E + 3 2.1E − 1 7.3E − 6
ODEX 1.E0 6.10E + 3 2.4E + 2 1.2E − 1 1.9E − 6
ODEX 1.E − 1 6.29E + 3 2.6E + 2 1.2E − 1 6.7E − 7
ODEX 1.E − 2 5.79E + 3 2.8E + 2 2.6E − 2 4.3E − 7
ODEX 1.E − 3 5.54E + 3 3.1E + 2 1.3E − 2 3.3E − 7
Table 8.3
Lorenz equation (M = 4E + 5, U = {1}, ηU = 1.E − 8, ηCS = 1.E − 9, θ = 1.E − 2).
Meth ε0 T QhUdnorm α ε
RKSUITE 5.E − 6 3.97E + 3 1.4E + 3 1.2E − 2 3.0E − 6
ODEX 1.E − 6 2.52E + 4 1.0E + 2 1.2E − 1 6.7E − 7
Table 8.4
Coupled oscillators (U = {1, 2}, ηU = 1.E − 10, ε0 = 2.E − 7).
Meth ηCS/ηU θ T QhUdnorm M ε
RKSUITE 1.E0 0.E0 1.07E + 2 2.9E + 5 1E + 4 –
RKSUITE 1.E0 1.E − 2 1.07E + 2 9.1E + 2 1E + 4 1.8E − 7
RKSUITE 1.E − 1 1.E − 2 8.41E + 1 1.2E + 3 1E + 4 1.1E − 7
RKSUITE 1.E − 2 1.E − 2 6.40E + 1 1.7E + 3 1E + 4 1.3E − 7
RKSUITE 1.E − 1 1.E − 2 8.49E + 2 1.2E + 3 1E + 5 1.1E − 7
ODEX 1.E0 0.E0 4.50E + 2 4.1E + 5 1E + 4 –
ODEX 1.E0 1.E − 2 4.50E + 2 3.9E + 2 1E + 4 7.9E − 8
ODEX 1.E − 1 1.E − 2 4.29E + 2 2.7E + 2 1E + 4 2.4E − 8
ODEX 1.E − 2 1.E − 2 4.05E + 2 2.9E + 2 1E + 4 3.9E − 8
ODEX 1.E − 1 1.E − 2 4.25E + 3 2.7E + 2 1E + 5 2.4E − 8
due to the larger average stepsize achieved by the higher order of the two methods,
ODEX. In Table 8.3, we report on longer time simulations performed with M = 4E + 5
time steps.
Example 8.3. The next example we consider is a ring of oscillators with an
external force proportional to the position component of the limit cycle of a van
der Pol oscillator. In particular, we consider the following system, similar to that
considered in [10],
ÿ + α(y2 − 1)ẏ + ω2y = 0,
ẍi + diẋi + γ[Φ
′(xi − xi−1) − Φ′(xi+1 − xi)] = σyδi1 , i = 1, . . . , N̂ .(8.3)
The function Φ(x) = (x2/2) + (x4/4) is the single well Duffing potential, α, ω, γ, σ
are scalar parameters, xi is the displacement of the ith particle, di is the damping
coefficient, and we have periodic boundary conditions (x0 = xN̂ and xN̂+1 = x1).
For the experiments we set N̂ = 2, α = 1, ω = 1.82, γ = 1, σ = 4, and d1 = d2 =
3.E − 2 and employ the initial conditions (y, ẏ, x1, ẋ1, x2, ẋ2) = (1, 0, 0, 0, 0, 0). In
Table 8.4 we report on simulations for the forced coupled oscillators. The importance
of rescaling of time is seen in the decrease in QhUdnorm as we increase θ from 0.E0
to 1.E − 2. In addition, we see the benefits of ηCS/ηU < 1 especially when using
ODEX, in particular for θ = 1.E − 2 we see a nontrivial decrease in the shadowing
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Fig. 1. Plots of solution components (x1, ẋ1) and (x2, ẋ2).
of the solution components (x1, ẋ1) and (x2, ẋ2). In Figure 2 we plot the four largest
instantaneous Lyapunov exponents versus time. These instantaneous exponents are
simply the diagonal elements of Ã (see (4.3)), the coefficient matrix for R. Notice the
variation of the exponents about zero which shows a lack of hyperbolicity and makes
this a difficult problem for obtaining good shadowing distances. In fact, for θ = 0 we
were not able to shadow the approximate solution.
9. Conclusions. In this paper we devised a new approach to posteriori error
analysis for approximate solutions to IVP ODEs using a shadowing lemma-type ap-
proach. Using an improved fixed point theorem and a reformulation of the differential
equations we were able to obtain improved shadowing results. The cost of the numer-
ical method for providing these global error estimates is small relative to the cost of
approximating the differential equations. In particular, the method is O(M) in both
time and memory, and we found that the cost of providing the global error estimate
is a fraction of the computation time. Any improvements to the estimates in sec-
tion 6 would translate into improvements in the global error estimates. The use of
different local error tolerances for different components of the differential equations,
made possible by the reformation of the differential and taken advantage of with the
improved fixed point result, allow for improved shadowing distances without severe
degradation in the average time step. In all three examples there was improvement
in the shadowing distance with the use of componentwise error control. The most
substantial improvement was in Example 8.2, the Lorenz equation (one positive, one
zero, and one negative Lyapunov exponent), which is a good fit to our prototype
example (see (5.9)–(5.11) and the discussion thereafter), while in Example 8.1 (two
negative exponents) and Example 8.3 (several finite time exponents oscillating about
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Fig. 2. Plots of first two and second two instantaneous Lyapunov exponents versus time.
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