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Abstract
In this paper, we derive a new set of Poincare´ inequalities on the sphere, with respect to
some Markov kernels parameterized by a point in the ball. When this point goes to the
boundary, those Poincare´ inequalities are shown to give the curvature–dimension inequality of
the sphere, and when it is at the center they reduce to the usual Poincare´ inequality. We then
extend them to Riemannian manifolds, giving a sequence of inequalities which are equivalent
to the curvature–dimension inequality, and interpolate between this inequality and the
Poincare´ inequality for the invariant measure. This inequality is optimal in the case of the
spheres.
r 2002 Elsevier Science (USA). All rights reserved.
0. Introduction
Poincare´ inequalities are classical functional inequalities that have been
extensively studied. They state that the variance of a smooth function with respect
to a measure m is controlled by the energy of the function (the L2 norm of the
gradient) with a positive multiplicative constant 1=C:
These inequalities are closely related to the behavior of the heat semi-group
associated with the energy and the measure m: More precisely, they indicate that the
rate of convergence to equilibrium of the semi-group is bounded in the L2-norm by
eCt as t goes to inﬁnity (cf. e.g. [ABC+00] and the references therein). In the
symmetric case, they are equivalent to the fact that the ﬁrst eigenvalue of the
generator of the semi-group is smaller than C:
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Considering a Markov diffusion generator on some probability space, we
introduce the notions of curvature and dimension (see [BE85]). In the case of
inﬁnite dimension, the C2 operator and the associated techniques (cf. [Bak97]) are
very powerful and efﬁcient tools to establish Poincare´ inequalities which are optimal
in the Gaussian case. Moreover, they lead to local Poincare´ inequalities for the semi-
group which interpolate between the C2 criterion and the Poincare´ inequality for the
invariant measure. When the dimension is ﬁnite, the method unfortunately fails to
provide either local inequalities or a Poincare´ inequality for the invariant measure
which are optimal in the spherical case. In the symmetric case, it is possible to prove
a Poincare´ inequality for the symmetric measure which gives the optimal constant on
the sphere, but with more complicated arguments (cf. [Bak94]).
Let us here comment brieﬂy on a point of vocabulary, which could be misleading:
the inequalities are called local not because they are related to a ball, but because
they are related to a certain local (ﬁnite) time of the semi-group. In the case of the
Ornstein–Uhlenbeck semi-group, at a local time t the measure of the semi-group is a
Gaussian measure with variance depending on t: The kernel is not just deﬁned in a
ball (its support is R). Yet, it concentrates in a ball when t is small.
The aim of this work is to introduce new local inequalities for the ﬁnite
dimensional case in positive curvature, that interpolate between the curvature–
dimension criterion and the Poincare´ inequality for the symmetric measure, with the
optimal constant in the spherical case. Instead of the heat semi-group, we will use
Markov kernels which are the solutions of some particular elliptic equations. We will
not consider some abstract settings, but rather limit ourselves to the case of
Riemannian manifolds with non-negative curvature.
In the ﬁrst part, we will study the case of the sphere, which is the model of space with
constant positive curvature. In this particular setting, the optimal Poincare´ inequality is
well known. We will use geometrical transformations and functional arguments to
derive from it some interesting families of local inequalities on the sphere. The case of Rn
will appear naturally then as a different way to write down the sphere but also as a limit
case. This will give another set of local inequalities in the Euclidean space.
In the second part, we will show how to extend the previous local inequalities to
the more general settings of Riemannian manifolds with non negative Ricci
curvature, and get the Poincare´ inequality for the invariant measure with an optimal
constant in the spherical case. As a consequence, we will ﬁnd in the symmetric case
the optimal bound on the ﬁrst eigenvalue of the generator.
Finally, we will conclude this paper by giving another method to obtain Poincare´
inequalities for symmetric diffusions but this time involving non local operators, and we
will discuss some possible developments of our methods to other functional inequalities.
1. Local Poincare´ inequalities in model spaces
1.1. The dimension-free case
Before turning to our main conclusions, let us examine the dimension-free case. In
this case, we have a simple criterion to prove local inequalities. It is for example,
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particularly, useful for the numerous inﬁnite-dimension problems arising from
statistical mechanics.
For a diffusion operator L (i.e. a second differential with no zero-order term), we
introduce the positive symmetric bilinear operator C(called the carre´ du champ) on
AA deﬁned by
2Cð f ; gÞ ¼ Lð fgÞ  fLg  gLf ;
and the iterated operator
2C2ð f ; gÞ ¼ LCð f ; gÞ  Cð f ;LgÞ  Cðg;Lf Þ:
For simplicity, we will write Cð f Þ for Cð f ; f Þ and C2ð f Þ for C2ð f ; f Þ:
We can deﬁne a notion of curvature for L: We will say that L has a curvature
bounded below by r if for all smooth function f ;
C2ð f ÞXrCð f Þ: CDðr;NÞ
This is a simple condition which is very efﬁcient to prove local inequalities.
For example, on the real line a diffusion operator may be written (after a change
of variables)
L ¼ @2x  aðxÞ@x:
The curvature condition CDðr;NÞ is equivalent to
a0ðxÞXr:
The case of equality for r ¼ 1 is the Ornstein–Uhlenbeck semi-group on the real line
deﬁned by the operator
L ¼ @2x  x@x
on the set of CN functions with slowly increasing1 derivatives, which we will callA:
This will serve as a model space for condition CDðr;NÞ with r40: The Ornstein–
Uhlenbeck semi-group can be explicitly given by the representation
Pt f ðxÞ ¼
Z
R
f ðetx þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 e2t
p
yÞ dgðyÞ; ð1Þ
where g is the standard Gaussian measure. The diffusion operator L is symmetric
with respect to g; and the semi-group is ergodic: Pt f-
R
f dg in L2ðgÞ as t-N:
The fact that the Gaussian distribution and the generator L have a constant
curvature equal to 1 and an inﬁnite dimension can also be understood with the so-
called Poincare´ limit (cf. e.g. [Str93, p. 77]) which says that spherical measures of
1Bounded by some polynomial.
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constant Ricci curvature converge on their diameter to a Gaussian distribution when
the dimension goes to inﬁnity.
It is well known that the curvature inequality CDðr;NÞ is equivalent to
CðPt f Þpe2rtPtðCð f ÞÞ ð2Þ
for every f in A and every tX0: The proof is easy and consists in studying the
function FðsÞ ¼ e2rsPsðCðPts f ÞÞ: The sign of its derivative is given by CDðr;NÞ:
Another equivalent form of the curvature inequality is
Ptð f 2Þ  ðPt f Þ2p1 e
2rt
r
PtðCð f ÞÞ ð3Þ
for every f in A and every tX0: This is easily proved by considering the function
FðsÞ ¼ PsððPts f Þ2Þ: Then we write that Ptð f 2Þ  ðPt f Þ2 ¼
R t
0
F 0ðsÞ ds; and use
inequality (2). The reverse is obtained by calculating the asymptotic expansion of the
whole inequality when t goes to 0: it gives back inequality CDðr;NÞ; and we will say
that this family is CDðr;NÞ-sharp.
If the semi-group is ergodic, this is a family of local Poincare´ inequalities for Pt
which are interpolating continuously from the curvature inequality CDðr;NÞ to the
Poincare´ inequality for the symmetric measure g
Z
R
f 2 dg
Z
R
f dg
 2
p
Z
R
jrf j2 dg: ð4Þ
All this can be extended in abstract settings to Markov diffusion generators of
positive curvature. But let us look more closely at these local inequalities in the case
of the Ornstein–Uhlenbeck model with r ¼ 1:
Eq. (1) tells us that the operators Pt are simply given by Gaussian measures
with mean etx and variance 1 e2t: Therefore, we can get Pt f ðxÞ just by applying
the proper afﬁne transformation to
R
R
f ðyÞ dgðyÞ: Moreover, this afﬁne transforma-
tion can be applied to the optimal Poincare´ inequality for the Gaussian measure,
and we get exactly the local inequalities (3). The group of afﬁne transformations is
linked to another functional inequality appearing in positive curvature. This
inequality, called logarithmic Sobolev inequality, states that for a measure m and for
all f in A; Z
R
f 2 log f 2 dm
Z
R
f 2 dm log
Z
R
f 2 dm
 
p2
Z
R
jrf j2 dm:
The curvature criterion implies that the symmetric measure g satisﬁes this inequality.
We can deduce directly from it the Poincare´ inequality (4) if we write f ¼ 1þ eg; e
going to 0. Like Poincare´ inequality, it can also give local logarithmic Sobolev
inequalities for Pt by the action of the afﬁne group. But let us focus on the
logarithmic Sobolev inequality for g: It has a special feature which does not appear in
the Poincare´ inequality. Its extremal functions (the functions for which the inequality
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is an equality) are the exponential functions, and they have the following global
stability property: let f and g be two extremal functions; if F is an afﬁne
transformation, then f  g 3F1 is also an extremal function. But the afﬁne
transformations are exactly the transformations giving the heat kernels from the
invariant measure. This property is very important because it has a dimensional form
which will guide us towards the Markov kernels which will be at the core of our
method in ﬁnite dimension.
1.2. The finite-dimensional case
Let us consider now the ﬁnite-dimensional case, which is our main interest in this
paper. For a diffusion operator L of dimension n we deﬁne the operators C and C2 as
in inﬁnite dimension. The fact that L has curvature bounded below by r (see Section
2.1 for more details) can be expressed on operators C and C2 by the curvature–
dimension inequality
C2ð f ÞXrCð f Þ þ 1
n
ðLf Þ2; CDðr; nÞ
for all smooth f :
This inequality is a powerful criterion that assures the existence of a Sobolev
inequality for the symmetric measure. This is much stronger than condition
CDðr;NÞ which implied only logarithmic Sobolev inequality. If r40; condition
CDðr; nÞ implies compacity and an upper bound on the diameter, which is not true
under CDðr;NÞ only.
The exact value of r is not important because if L satisﬁes CDðr; nÞ then c2L
satisﬁes CDðc2r; nÞ: Therefore, the three different cases are r ¼ 0; r40 and ro0:
Let us consider the real line. The diffusion operator
L ¼ @2x  aðxÞ@x
satisﬁes the curvature–dimension condition CDðr; nÞ if and only if
a0ðxÞXrþ a
2
n  1:
For r ¼ 0; the solution aðxÞ ¼ ðn  1Þ=x corresponds to the radial part of the
Laplacian of Rn: For r ¼ ðn  1Þ; we ﬁnd aðxÞ ¼ ðn  1Þ tanhðxÞ which is
associated with the radial part of the hyperbolic Laplacian of dimension n:
Finally, the positive curvature case r ¼ n  1 is the radial part of the spherical
Laplacian (after projection on a diameter and change of variables) with aðxÞ ¼
ðn  1Þ tanðxÞ:
We see that for the ﬁnite-dimensional cases, the natural geometrical models are the
Euclidean space, the hyperbolic space and the sphere. We will now focus on the cases
with non-negative curvature.
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The Euclidean space Rn is of constant curvature 0 and dimension n; and we have
C2ð f ÞX1
n
ðDf Þ2:
Using the same arguments as in Section 1.1, we can establish for the heat semi-group
Pt some local Poincare´ inequalities
Ptð f 2Þ  ðPt f Þ2p2tPtðjrð f Þj2Þ:
But these inequalities are not CDðr; nÞ-sharp, they do not contain the dimensional
part of the curvature–dimension inequality. The asymptotic expansion in 0 just tells
us that C2 is non-negative.
The classical model of space with constant positive curvature is the unit sphere Sn
in Rnþ1; with nX3: Let g denote the Riemannian metric on the sphere induced by
Rnþ1; and m the Riemannian measure normalized as a probability measure. The
sphere ðSn; gÞ is a Riemannian manifold of curvature n  1 and dimension n: The
spherical Laplacian Ds satisﬁes the curvature–dimension inequality
C2ð f ÞXðn  1Þjrsð f Þj2 þ 1
n
ðDs f Þ2;
where rs is the spherical gradient.
Applying the above methods, local Poincare´ inequalities can be established for the
heat semi-group on Sn:
Ptð f 2Þ  ðPt f Þ2p1 e
2ðn1Þt
n  1 Ptðjrsð f Þj
2Þ:
As the manifold is compact, f can be any function in CNðSnÞ:
But this family of inequalities does not reﬂect the dimension of the sphere, and the
best Poincare´ constant (which is 1=n; corresponding to the ﬁrst eigenvalue of the
spherical Laplacian) cannot be obtained. It seems that the heat kernels are not
precise enough to capture the dimension of the diffusion.
To ﬁnd CDðr; nÞ-sharp inequalities, we try to use the same type of arguments as
the ones we gave for the model in inﬁnite dimension. The dimensional form of the
logarithmic Sobolev inequality is the classical Sobolev inequality
Z
Sn
f p dm
 2=p

Z
Sn
f 2 dmpC
Z
Sn
jrs f j2 dm: ð5Þ
The best power p is 2n=ðn  2Þ; and the optimal constant C is ðp  2Þ=n: By
projecting inequality (5) on a diameter and letting n go to inﬁnity, we can see that
this inequality goes to the logarithmic Sobolev inequality for g (cf. [Str93, p. 77] or
[ABC+00, p. 72]).
It is well known that in the case of the sphere, the Sobolev inequality (5) gives by
conformal transformation the same Sobolev inequality for the conformal measure.
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More precisely, let F be a conformal transformation of the sphere of rate j; that is a
diffeomorphism from ðSn; gÞ to ðSn; g0Þ such that Fng0 ¼ j2g; where j is a non-
negative differentiable function on the sphere. An example of such a transformation
is the inversion of center a point zn ¼ z=jzj2 outside the sphere and of power jznj2  1
(such that the unit sphere is left invariant):
FzðxÞ ¼ zn þ jz
nj2  1
jzn  xj2 ðz
n  xÞ:
The measure dm is transformed by Fz into the measure jnz dm; and the gradient
length is multiplied by j1z ; where
jzðyÞ ¼
1 jzj2
jz  yj2:
Starting from the known optimal Poincare´ inequality for m
Z
Sn
f 2 dm
Z
Sn
f dm
 2
p1
n
Z
Sn
jrs f j2 dm;
we modify it with the group of transformations Fz to get the equation
Z
Sn
f pjnz dm
 2=p

Z
Sn
f 2jnz dmpC
Z
Sn
j2z jrs f j2jnz dm
for the optimal constants p ¼ 2n=ðn  2Þ and C ¼ ðp  2Þ=n: Conformal geometry
tells us that the conformal rate jz at the power 2=ðp  2Þ must satisfy the Yamabe
equation (cf. [Aub82,Heb99]):
up1  u ¼ p  2
2
Dsu:
But we recognize here the equation of the extremal functions of the Sobolev
inequality (5) (by a variational argument). The solutions with Lp norm equal to 1 are
uzðyÞ ¼ 1 jzj
2
jz  yj2
 !ðn2Þ=2
;
where y is on the sphere, z is in the ball and j  j the standard Euclidean norm.
The Sobolev inequality’s extremal functions have also the nice stability property
that if jz and jz1 are extremal functions associated with z and z1 in the ball, then
jz  jz1 3F1z is also an extremal function. In fact, the whole Sobolev inequality is left
unchanged by the change of functions f ¼ jz  g 3F1z :
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Let us give a closer look at the conformal measures. When z ¼ 0; jnz dm is the
standard uniform measure on the sphere. When z is on the sphere, jnz dm is the Dirac
measure on z:
We can also give another geometric interpretation of the jnz kernels. The
conformal transformations of the sphere are the group of isometries of the
hyperbolic space. Therefore, if the unit ball is equipped with the Poincare´ metric,
then jnz is harmonic (as a function of z) for the new hyperbolic structure. The sphere
is naturally considered as the boundary of the ball, and the measure jnz dm is the
unique measure on Sn stable by the subgroup of hyperbolic isometries leaving z
ﬁxed. The function Fz can be described as the transformation which associates a
point y of the sphere to the other point of the sphere on the line ðxzÞ: All the other
conformal transformations with rate jnz are obtained by composition of Fz with
rotations and symmetries leaving z (and the sphere) stable.
For the spherical model, the conformal transformations seem to play the role
played by afﬁne transformations in inﬁnite dimension. Their action on the Poincare´
inequality for m gives the family of inequalities
Z
Sn
f 2jnz dm
Z
Sn
fjnz dm
 2
p1
n
Z
Sn
jrs f j2jn2z dm: ð6Þ
Unfortunately, a close study shows that this conformal family of inequalities is not
CDðr; nÞ-sharp: the asymptotic expansion near Sn just says that jrs f j2 is positive. In
order to get a CDðr; nÞ-sharp inequality, we need another property of the extremal
functions. They all satisfy the equation
jrs log jzj2 ¼  j2z  2
1þ jzj2
1 jzj2 jz þ 1
 !
ð7Þ
for which we do not have any geometrical explanation. But if we make the change of
functions f ¼ jg in (6), thanks to (7) and to the Yamabe equation, many
simpliﬁcations occur and we ﬁnally get
Z
Sn
g2jnþ1z dm
1 jzj2
1þ jzj2
Z
Sn
gjnþ1z dm
 2
p1 jzj
2
1þ jzj2
1
n
Z
Sn
jrsgj2jnz dm: ð8Þ
We shall rewrite these inequalities as local Poincare´ inequalities using Markov
kernels. We have the following result.
Lemma 1.1. For all z in the ball,
Z
Sn
jnþ1z dm ¼
1þ jzj2
1 jzj2:
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Proof. If we project the spherical measure m on a diameter, we get on ½1; 1
dmnðxÞ ¼ n
on1
on
ð1 x2Þðn2Þ=2 dx;
where on is the Euclidean volume of the sphere.
Let r ¼ jzj; e1 ¼ z=r; and 2T ¼ r þ 1=r: We have
jzðyÞ ¼ jzðy1Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T2  1
p
T  y1 ;
where y1 ¼ y  e1:
To calculate our integral, let us denote
faðTÞ ¼
Z 1
1
1
ðT  xÞa dmnðxÞ:
We want the value of fnþ1: As m is a probability measure, we have
fnðTÞ ¼ 1ðT2  1Þn=2
:
For all a; f 0a ¼ afaþ1: Hence
fnþ1ðTÞ ¼ TðT2  1Þðnþ2Þ=2
: &
It is interesting to notice that in fact the powers of the functions jz are all, as
functions of z; eigenvectors of the hyperbolic Laplacian: a direct computation shows
that for all a;Dhjaz ¼ aða nÞjaz :
For x on the sphere and r in [0,1], let us deﬁne for all CN functions f :
Qþr f ðxÞ ¼
1 r2
1þ r2
Z
Sn
f ðyÞjnþ1rx ðyÞ dmðyÞ
and
Rþr f ðxÞ ¼
Z
Sn
f ðyÞjnrxðyÞ dmðyÞ:
These two operators are both Markov operators which go to identify as r goes
to 1.
The ﬁrst operator Qþr is an harmonic extension of f for some diffusion
generator.
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Lemma 1.2. For all smooth function f ;Qþr f ðxÞ is solution of the elliptic equation
LþFðx; rÞ ¼ 0; with
Lþ ¼ ð1þ r
2Þ2
4
1
r2
Ds þ @2r þ
n
r
þ 2r
1 r4 ðn þ 3þ ðn  1Þr
2Þ
 
@r
 
:
Proof. This is checked directly on the expression of the kernel. &
The expression ð1þ r2Þ2=4 in front of Lþ has no inﬂuence on the kernel, but we
will see in Section 2 that it can give some useful properties to the generator.
Here, we can also write
Lþ ¼ q2ðDh þ 2rh log qrhÞ;
where q ¼ ð1þ r2Þ=ð1 r2Þ:
For Rþr f ; we already saw that it gives the harmonic extension of f in the ball for
the hyperbolic structure. This gives the following lemma.
Lemma 1.3. For all smooth function f ; Rþr f ðxÞ is solution of the elliptic equation
DhFðx; rÞ ¼ 0; with
Dh ¼ ð1 r
2Þ2
4
1
r2
Ds þ @2r þ
n
r
þ 2ðn  1Þr
1 r2
 
@r
 
:
Now let us rewrite our local inequalities (8) using these new Markov operators.
Proposition 1.1. For all f in CNðSnÞ; for all x in Sn and all r in [0,1],
Qþr ð f 2ÞðxÞ  ðQþr f Þ2ðxÞp
1
n
ð1 r2Þ2
ð1 r2Þ2 R
þ
r ðjrs f j2ÞðxÞ: ð9Þ
Unlike Rþr ; the family of the kernels of Q
þ
r is not stable by the group of the
conformal transformations. The family obtained by stabilization under the
conformal transformations can be written with two parameters z and z1 in the
ball, and the kernels have the form
1
Cðz1; zÞ j
1
z1
jnþ1z dm:
Both powers of j correspond to eigenvectors of Dh for the eigenvalue n þ 1: The
normalization constant C assures us that it is a Markov operator. For z1 ¼ 0; we
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have the kernels of the Qþr operators and
Cð0; zÞ ¼ 1þ jzj
2
1 jzj2:
If we denote dh the hyperbolic distance in the ball, it is easy to calculate (cf. e.g.
[BP92]) the distance to the center
dhð0; zÞ ¼ log 1þ jzj
1 jzj
 
:
It follows that Cð0; zÞ ¼ coshðdhð0; zÞÞ: Recalling that the conformal transforma-
tions of the sphere are hyperbolic isometries, we can deduce the normalization
constant in the general case
Cðz1; zÞ ¼ coshðdhðz1; zÞÞ ¼ 1þ jz1j
2 þ jzj2 þ jz1j2jzj2  4z1  z
ð1 jz1j2Þð1 jzj2Þ
:
Then by the action of the conformal group, we deduce from Proposition 1.1 the
inequalities
Z
Sn
f 2
j1z1 j
nþ1
z
coshðdhðz1; zÞÞ dm
Z
Sn
f
j1z1 j
nþ1
z
coshðdhðz1; zÞÞ dm
 !2
p 1
n cosh2ðdhðz1; zÞÞ
Z
Sn
jrs f j2j2z1 jnz dm:
For z1 ¼ 0; we recover Proposition 1.1, but we can also remark that for z1 ¼ z; we
get the conformal inequalities (6).
The Markov kernels C1ðz1; zÞj1z1 jnþ1z dm still have nice properties even when z1
is not at the center of the sphere. They satisfy the elliptic equation in z
C2ðz1; zÞðDh þ 2rh logðCðz1; zÞÞrhÞ ¼ 0: ð10Þ
But unlike the operator in Lemma 1.2, these operators are not radial (when z1 is not
at the center), and are very closely related to the spherical model. That is why we will
restrain our study here to two cases: when z1 ¼ 0 (cf. Proposition 1.1) and when z1 is
on the sphere. In this last case, we get the inequality
Z
Sn
f 2
1 jzj2
2jz1  zj2
jz1  yj2jnþ1z dm
Z
Sn
f
1 jzj2
2jz1  zj2
jz1  yj2jnþ1z dm
 !2
pð1 jzj
2Þ2
4njz1  zj4
Z
Sn
jrs f j2jz1  yj4jnz dm: ð11Þ
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All these inequalities can be a little bit difﬁcult to study directly on the sphere, and
it is interesting to write them on the Euclidean space to facilitate some calculations.
To do that, we use the classical stereographic projection, which is nothing more than
an inversion with respect to a point z1 of the sphere. This is a conformal
transformation of rate 2=jz1  yj2: It changes the sphere into the symmetry plane Rn;
and the ball into the half-plane Rn  Rþ; where the hyperbolic measure is tðnþ1Þdx dt
and the hyperbolic Laplacian is
Dh ¼ t2 Dþ @2t 
n  1
t
@t
 
:
Using the Euclidean coordinates ðx; tÞ for z; when z1 is on the sphere inequality (11)
becomes after stereographic projection
Z
Rn
f 2
2nþ1tnþ2
onðt2 þ jx  yj2Þnþ1
dy 
Z
Rn
f
2nþ1tnþ2
onðt2 þ jx  yj2Þnþ1
dy
 !2
pt
2
n
Z
Rn
jrf j2 2
ntn
onðt2 þ jx  yj2Þn
dy; ð12Þ
where on is the Euclidean volume of the sphere, and y is now in Rn:
For all x; y in Rn and t in Rþ; let us write
jx;tðyÞ ¼
t
t2 þ jx  yj2:
Here again, the functions jðn2Þ=2x;t are the extremal functions of the optimal Sobolev
inequality in Rn
Z
Rn
f p dy
 2=p
p 4
nðn  2Þo2=nn
Z
Rn
jrf j2dy;
which can be obtained as the stereographic projection of the optimal Sobolev
inequality on the sphere.
We deﬁne on Rn the Markov operators
Q0t f ðxÞ ¼
Z
Rn
f ðyÞ 2
nþ1t
on
jnþ1t;x ðyÞ dy
and
R0t f ðxÞ ¼
Z
Rn
f ðyÞ 2n
on
jnt;xðyÞ dy:
The operator Q0t is associated with a diffusion generator:
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Lemma 1.4. For all smooth function f ;Q0t f ðxÞ is solution of the elliptic equation
L0Fðx; tÞ ¼ 0; with
L0 ¼ Dþ @2t 
n þ 1
t
@t:
Proof. This is checked directly on the expression of the kernel. &
As before and because of the properties of the conformal transformations,
the operator R0t gives the harmonic extension for the hyperbolic structure on
Rn  Rþ:
Lemma 1.5. For all smooth function f ;R0t f ðxÞ is solution of the elliptic equation
LhFðx; tÞ ¼ 0; with
Lh ¼ t2 Dþ @2t 
n  1
t
@t
 
:
Here, we can also write L0 ¼ t2ðDh þ 2rh log t1rhÞ to see this operator as a
limit of the spherical case when z1 goes to the boundary (see Eq. (10)).
Now we can rewrite inequality (12) with these operators.
Proposition 1.2. For all f in CNb ðRnÞ; for all x in Rn and all t40;
Q0t ð f 2ÞðxÞ  ðQ0t f Þ2ðxÞp
t2
n
R0t ðjrf j2ÞðxÞ: ð13Þ
These new inequalities are very interesting because we will see that they are
CDðr; nÞ-sharp and they reﬂect precisely the dimension and the curvature of the
diffusion.
Let us study the behavior of both our inequalities on the sphere and on Rn ( from
Propositions (1.1) and (1.2)) at the boundary (respectively, when r goes to 1 and t
goes to 0).
To obtain the asymptotic expansion of (13) near the boundary, we just need
to study the behavior of Q0t and R
0
t near t ¼ 0: This is the aim of the following
result.
Lemma 1.6. For n42; we have on Rn:
Q0t ¼ Idþ
t2
2n
Dþ oðt2Þ
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and
R0t ¼ Idþ
t2
2ðn  2Þ Dþ oðt
2Þ:
If n43; we can be a little more precise, and we have
Q0t ¼ Idþ
D
2n
t2 þ D
2
8nðn  2Þ t
4 þ oðt4Þ:
Proof. By the change of variables y  x ¼ tu; we get
Q0t f ðxÞ ¼
Z
Rn
f ðtu þ xÞ 2
nþ1
onð1þ juj2Þnþ1
du:
If f has k continuous and bounded derivatives with kon þ 1; then Q0t f is Ck in t:
The operator Q0t commute with the translations, therefore it is a function of the
Laplacian. We can compute the asymptotic expansion on 0 by writing it for the
eigenfunctions eiyy of the Laplacian. The odd order terms vanish, and using the
equation satisﬁed by Q0t (cf. Lemma 1.4), we get for the general term of order 2k
akðDÞk
with a0 ¼ 1 and 2kð2k  nÞak ¼ ak1:
The same method works also for Rt and gives the second asymptotic
development. &
With this lemma, we can now establish an important result about our local
inequalities.
Proposition 1.3. When n43; local Poincare´ inequalities (13) are CDðr; nÞ sharp for
the Euclidean structure. Their asymptotic expansion at the boundary t ¼ 0 is the
optimal curvature–dimension inequality for the diffusion D on Rn
C2ð f ÞX1
n
ðDf Þ2:
Proof. We just use the asymptotic expansion obtained in Lemma 1.6. The ﬁrst terms
vanish, and we get the result for the term in t4: &
The same kind of results also hold for the sphere:
Lemma 1.7. For n42; we have on Sn:
Qþr ¼ Idþ
Ds
2n
ð1 rÞ2 þ oðð1 rÞ2Þ
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and
Rþr ¼ Idþ
Ds
2ðn  2Þ ð1 rÞ
2 þ oðð1 rÞ2Þ:
If n43; we can be a little more precise, and we have
Qþr ¼ Idþ
Ds
2n
ð1 rÞ2 þ D
2
s þ 2Ds
8nðn  2Þ ð1 rÞ
4 þ oðð1 rÞ4Þ:
Proof. As it is easier to calculate on Rn; we write everything on the Euclidean space.
First, using Lemma 1.1 we see that
1þ r2
1 r2 ¼
Q0t ðj11;0Þ
2t
;
where j1;0ðyÞ ¼ 1=ð1þ jyj2Þ:
If F is the stereographic projection and g ¼ f 3F; we have:
Rþr g ¼ R0t f
and
Qþr g ¼
Q0t ðj11;0f Þ
Q0t ðj11;0Þ
:
It is sufﬁcient to establish the lemma near one point of the sphere, and then to use
the invariance by rotation of the operators.
The new boundary is t ¼ 0; and we already know the behavior of the operators Q0t
and R0t : The problem is now to express everything with the spherical Laplacian,
which can be written in the Euclidean space Rn (by stereographic projection)
Ds ¼ ð1þ jxj
2Þ2
4
D n  2
1þ jxj2 rjxj
2r
 !
:
The associated carre´ du champ operator is
Csð f Þ ¼ ð1þ jxj
2Þ2
4
jrf j2:
We apply Lemma 1.6 and we restrict ourselves to the case x ¼ 0; which corresponds
to ð1; 0Þ of the sphere. We have at this particular point t ¼ ð1 rÞ=2;D ¼ 4Ds; and
(after some computations) D2 ¼ 16D2s  32Ds: The result follows easily. &
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Proposition 1.4. When n43; local Poincare´ inequalities (9) are CDðr; nÞ-sharp for the
spherical structure. Their asymptotic expansion at the boundary r ¼ 1 is the optimal
curvature–dimension inequality for the diffusion Ds on Sn
C2ð f ÞXðn  1Þjrs f j2 þ 1
n
ðDs f Þ2:
Proof. This is a direct consequence of Lemma 1.7. &
2. Extension to Riemannian manifolds of non-negative curvature
In the previous section, we established different families of local inequalities on the
Euclidean and spherical model that have nice properties regarding the curvature–
dimension criteria. We will now show that these inequalities are in fact still true in
more general settings, when the curvature is no more constant but only bounded
below by a positive constant. Therefore, they are the ﬁnite-dimensional form of the
local Poincare´ inequalities for heat kernels stated in the ﬁrst part. To prove them, we
will use the fact that they are CDðr; nÞ-sharp, and we will be able to establish them
analytically from the curvature–dimension criterion.
2.1. Curvature and dimension
We will now develop a bit the computations around the condition CDðr; nÞ to get
another equivalent form of this condition. We will also introduce other types of
generators called quasi-Laplacians.
First of all, let us deﬁne our setting and the operators we will use. Let (M; g) be a
complete Riemannian manifold of dimension p and Ricci curvature Ric bounded
below by r: We will denote by %g the co-metric (given by the inverse of the matrix g in
a system of local coordinates). Let D be the Laplace–Beltrami operator on (M; g). To
simplify our presentation, we will restrict ourselves to CN functions with compact
support. For all function f in CNc ðMÞ;
Cð f Þ ¼ %gðrf ;rf Þ;
where r is the Levi–Civita connection.
The Ricci tensor can be expressed in a local system of coordinates by a p  p
symmetric matrix, and if rðxÞ is the smallest eigenvalue (with respect to the scalar
product %gðxÞÞ; we have at the point x
RicðxÞðrf ;rf ÞXrðxÞ%gðxÞðrf ;rf Þ:
By hypothesis, the inﬁmum of rðxÞ is r: It follows that
Ricðrf ;rf ÞXrCð f Þ:
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Finally, Bochner’s formula tells us that
C2ð f Þ ¼ jrrf j2 þRicðrf ;rf Þ;
where jrrf j2 is the Hilbert–Schmidt norm (the sum of the squared coefﬁcients
in an orthonormal base) of the Hessian tensor. We have then for all function f in
CNc ðMÞ
C2ð f ÞXRicðrf ;rf Þ þ 1
p
ðDf Þ2
X rCð f Þ þ 1
p
ðDf Þ2:
We will also have to consider more general elliptic operators of the form L ¼
Dþ X ; where X is a non-trivial vector ﬁeld. These operators are diffusion operators,
i.e. elliptic second-order differential operators without constant term, and they
have the property that for all function F in CNðRm;RÞ and all smooth function
F ¼ ð f1;y; fmÞ;
LðFðFÞÞ ¼
X
i
@iFðFÞLfi þ
X
i;j
@2i;jFðFÞCð fi; fjÞ:
We generalize the notions of curvature and dimension to such operators on
Riemannian manifolds. Let us recall that for rAR and na0; we will say that the
operator L satisﬁes a curvature–dimension inequality CDðr; nÞ of curvature r and
dimension n if for all function f in CNc ðMÞ;
C2ð f ÞXrCð f Þ þ 1
n
ðLf Þ2: ðCDðr; nÞÞ
We saw that for Laplacians, the curvature and the dimension are the geometrical
ones. More precisely, the CDðr; nÞ property for D is equivalent to the fact that the
dimension of the manifold is smaller or equal to n and that the Ricci curvature is
bounded below by r:
For a generic operator L ¼ Dþ X on a manifold of dimension p; Bochner’s
formula states that
C2ð f Þ ¼ jrrf j2 þ ðRic %rXÞðrf ;rf Þ; ð14Þ
where %rX is the symmetrized of rX tensor (which is already symmetric if X ¼ rh).
By writing everything in a system of local coordinates, we can prove the following
result (cf. [Bak94]).
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Proposition 2.1. The operator L satisfies CDðr; nÞ inequality if and only if 1=p41=n
and
1
n  p X#XpRic %rX  r%g; ð15Þ
where ðX#XÞðY ; ZÞ ¼ %gðX ; Y Þ%gðX ; ZÞ:
This result is true even if n is negative, which has no clear geometrical meaning.
For n ¼ 0 we will still use the notation CDðr; 0Þ to indicate that inequality (15) is
satisﬁed. We will see this case will be very useful. It can be seen as the case when the
curvature–dimension inequality is veriﬁed only for harmonic functions (the
dimensional part disappears and the curvature part remains).
2.2. Quasi-Laplacians
Let us introduce the following limit case of the curvature–dimension property.
Deﬁnition 2.1. We will say that the operator L is a quasi-Laplacian of curvature r
and dimension n if it satisﬁes the equation
1
n  p X#X ¼ Ric %rX  r%g; ðQLðr; nÞÞ
where p is the dimension of the manifold.
This property is important because it is veriﬁed by the diffusions L0 and Lþ that
appeared in our local inequalities on the models (cf. Lemmas 1.2 and 1.4).
Lemma 2.1. On Rn  Rþ; the operator
L0 ¼ Dþ @2t 
n þ 1
t
@t
satisfies QLð0; 0Þ:
Proof. The product structure is very simple here, the x and t coordinates are
independent, the curvature is constant and equal to zero, and the vector ﬁeld in L0 is
just ððn þ 1Þ=tÞ@t: The property QLðr; nÞ can be easily veriﬁed. The product
structure is of dimension n þ 1; and we have
1
n  1
ðn þ 1Þ2
t2
¼ @t n þ 1
t
 
: &
We have also the same kind of property on the sphere.
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Lemma 2.2. On Sn  ½0; 1; the operator
Lþ ¼ ð1þ r
2Þ2
4
1
r2
Ds þ @2r þ
n
r
þ 2r
1 r4 ðn þ 3þ ðn  1Þr
2Þ
 
@r
 
satisfies QLð1; 0Þ:
Proof. This time, it is a little more complex because the coordinates x and t are not
independent as in the Euclidean case.
Now the difﬁculty comes from the function ð1þ r2Þ2 in factor of the whole
operator. To understand its inﬂuence, let us recall some general properties of
conformal structures.
In dimension n þ 1; when the Riemannian metric g is changed in a conformal
metric g0 ¼ s2g; the carre´ du champ C is multiplied by s2 and the Riemannian
measure becomes m0 ¼ snþ1m: The Laplacian in the new metric can be written
D0 ¼ s2ðDþ ðn  1Þr log sÞ:
Hessian and Ricci tensors have the following new expressions:
r0r0f ¼ s4ðrrf rf#r log sr log s#rf þ Cð f ; log sÞCÞ ð16Þ
and
Ric0 ¼ s4ðRic ðD log sÞC  ðn  1Þðrr log s
r log s#r log sþ Cðlog sÞCÞÞ: ð17Þ
Using a straightforward approach, we could calculate everything to prove the
lemma. Instead we will use the fact that on the model the curvature is constant, and
that our operator is also linked to another metric of constant curvature. Indeed,
using the equation
Dnþ1 ¼ 1
r2
Ds þ @2r þ
n
r
@r;
where Dnþ1 is the Euclidean Laplacian in Rnþ1; we see that Lþ is of the form D0 þ X 0
in the conformal metric of rate 2=ð1þ r2Þ with respect to the Euclidean structure in
Rnþ1: This is the spherical metric of dimension n þ 1; and for s ¼ 2=ð1þ r2Þ; the
conformal Laplacian D0 ¼ s2ðDþ ðn  1Þr log sÞ is in fact the spherical Laplacian
of dimension n þ 1 and constant curvature n: Moreover, a small calculation shows
that
Lþ ¼ D0 þ ðn þ 1Þr log s:
Let us use the fact that the function s is a conformal rate changing the curvature
zero into the constant curvature n in Eq. (17). We get for s
ns2C ¼ nC  D log sC  ðn  1Þðrr log sr log s#r log sþ Cðlog sÞCÞ;
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where C is the spherical gradient in Rnþ1: Taking the trace, we ﬁnd the Yamabe
equation
D log s ¼ 1
2
ððn þ 1Þð1 s2Þ  ðn  1ÞCðlog sÞÞ:
We can use it to simplify the previous equation it comes from, and we ﬁnd the
following form, which does not depend on the dimension
rr log sþr log s#r log s ¼ 1
2
ðs2  1þ Cðlog sÞÞC:
By deﬁnition of a quasi-Laplacian and as the curvature is constant and equal to
n;L ¼ D ðn þ 1Þrh is a QLð1; 0Þ if and only if
rrh þrh#rh ¼ C:
Here, we have h ¼ log s; so we just have to check that
s2  1þ Cðlog sÞ ¼ 2:
This is easily done using the fact that
Cð f Þ ¼ ð1þ r
2Þ2
4
ð@rf Þ2: &
The important result is that these properties become curvature–dimension
properties when we replace the model by a Riemannian manifold with non-negative
curvature. Moreover, there is an equivalence between the properties of L0 and Lþ
and the curvature–dimension properties of the manifold.
Proposition 2.2. Let ðM; gÞ be a complete Riemannian manifold, and let L ¼ Dþ X :
For n40 and r40;
(i) the elliptic operator on M  Rþ
L0 ¼ Lþ @2t 
n þ 1
t
@t
satisfies CDð0; 0Þ if and only if L satisfies CDð0; nÞ;
(ii) the elliptic operator on M  ½0; 1
Lþ ¼ rð1þ r
2Þ2
4ðn  1Þ
n  1
rr2
Lþ @2r þ
n
r
þ 2r
1 r4 ðn þ 3þ ðn  1Þr
2Þ
 
@r
 
satisfies CDðr=ðn  1Þ; 0Þ if and only if L satisfies CDðr; nÞ:
Proof. We have to write the Ricci curvature and the vector ﬁeld on the product with
the proper metric, and show that the tensor is non-negative. Let p be the dimension
of M:
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It is convenient to consider a general operator of the form
L0 ¼ s2ðtÞðDþ X þ @2t þ ðp  1Þðlog sÞ0ðtÞ@t  ðn þ 1ÞbðtÞ@tÞ:
For this operator, the Ricci curvature can be written (cf. Eq. (17))
Ric0 ¼ s4 Ric ððlog sÞ
00 þ ðp  1Þðlog sÞ02ÞC 0
0 pðlog sÞ00
 !
:
The vector ﬁeld is
X 0 ¼ s2ðX  ðn þ 1Þb@tÞ;
which implies that (cf. Eq. (16))
X 0#X 0 ¼ s4 X#X ðn þ 1ÞbXðn þ 1ÞbtX ðn þ 1Þ2b2
 !
and
%r0X 0 ¼ s4
%rX  ðn þ 1Þbðlog sÞ0C ðlog sÞ0X
ðlog sÞ0tX ðn þ 1Þðb0  ðlog sÞ0bÞ
 !
:
(i) In the case of L0; we can take s ¼ 1 and b ¼ 1=t; so the expressions are quite
simple. We have
Ric0  %r0X 0 þ 1
p þ 1X
0#X 0 ¼
Ric %rX þ 1
p þ 1X#X 
n þ 1
ðp þ 1ÞtX
 n þ 1ðp þ 1Þt
t
X
ðn  pÞðn þ 1Þ
ðp þ 1Þt2
0
BB@
1
CCA:
This is non-negative if and only if
ðn  pÞðn þ 1Þ
ðp þ 1Þt2 Ric %rX þ
1
p þ 1X#X
 
X
ðn þ 1Þ2
ðp þ 1Þ2t2 X#X :
Some simpliﬁcations occur, and we ﬁnally get
Ric %rXX 1
n  p X#X ;
which is the expected result.
(ii) For the operator Lþ; it is a bit more complicated. To put it in the form of an
operator L0; we make the change of variables r ¼ et: In Sn  Rþ; the operator
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Lþ becomes
Lþ ¼ r cosh
2ðtÞ
n  1
n  1
r
Lþ @2t  ðn  1Þ
sinhðtÞ
coshðtÞ þ
n þ 1
sinhðtÞ coshðtÞ
 
@t
 
: ð18Þ
This obviously does not change its curvature and dimension properties.
To simplify the expressions, we will suppose from now on that r ¼ n  1: Now
we can write everything on the product Sn  Rþ with the metric g0 ¼
cosh2ðtÞ½g#gRþ: Here r ¼ cosh1ðtÞ and
b ¼ 1
sinhðtÞ coshðtÞ þ
n  p
n þ 1
sinhðtÞ
coshðtÞ:
Hence, we get after some algebra
Ric0  %r0X 0 þ C0 þ 1
p þ 1X
0#X 0 ¼ s4 A B
tB C
 !
;
where
A ¼ Ric %rX  ðn  1ÞC þ 1
p þ 1X#X ;
B ¼ n þ 1
p þ 1
coshðtÞ
sinhðtÞ X
and
C ¼ ðn  pÞðn þ 1Þ
p þ 1
cosh2ðtÞ
sinh2ðtÞ :
It is non-negative if and only if AC  tBBX0; which is equivalent to
Ric %rX  ðn  1ÞCX 1
n  p X#X : &
2.3. The sub-harmonicity lemma
In the inﬁnite-dimensional case, the semi-group method to prove local Poincare´
inequalities relies on inequality (2) which is equivalent to the curvature inequality.
Another equivalent way to write this is
ðL @t  2r IdÞCðPt f ÞX0;
where L is the semi-group generator.
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We will now give the dimensional result which replaces this property, and will also
be a central argument in our main proof. It is a generalization of a classical result
about harmonic functions of Rn (cf. [Bak88,Ste70]).
We will say that a function F is L-harmonic for a diffusion operator L if LF ¼ 0:
The result is the following.
Proposition 2.3. Let ðM; gÞ be a complete Riemannian manifold of dimension p; and let
L ¼ Dþ X :
If L satisfies CDðr; nÞ with rAR and nAR\0; p½; then for all L-harmonic function F ;
ðL 2rb IdÞCbðFÞX0;
where
n  2
2ðn  1Þpbp1:
Proof. Let b in 0; 1: The diffusion property for L assures that
LðCbðFÞÞ ¼ bCb1ðFÞLðCðFÞÞ þ bðb 1ÞCb2ðFÞCðCðFÞÞ;
and as F is L-harmonic, we have
LðCðFÞÞ ¼ 2C2ðFÞ:
The condition to prove is
2CðFÞC2ðFÞ þ ðb 1ÞCðCðFÞÞX2rCðFÞ2:
For nap; we have
1
n  p X#XpRic %rX  r%g:
Then (using Bochner’s formula), it is sufﬁcient to prove
2CðFÞjrrF j2 þ ðb 1ÞCðCðFÞÞ þ 2
n  p %gðX ;rFÞ
2CðFÞX0:
By deﬁnition, the L-harmonic function F satisﬁes
DF þ %gðX ;rFÞ ¼ 0:
Let M denote the symmetric matrix rrF and V the vector rF ; we have jrrF j2 ¼
jMj2;CðFÞ ¼ jV j2;CðCðFÞÞ ¼ 4jMV j2 and DF ¼ trðMÞ: The inequality we want to
prove is
jMj2jV j2 þ 2ðb 1ÞjMV j2 þ 1
n  p trðMÞ
2jV j2X0:
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This must be veriﬁed by all symmetric matrices M and all vectors V : We consider the
diagonal case, with li the eigenvalues of M in decreasing order. Let l ¼ l1 and
m ¼ trðMÞ  l1: We have jMV j2pl2jV j2; and as
Xn
i¼2
li
 !2
pðn  1Þ
Xn
i¼2
l2i ;
we also have l2 þ m2=ðn  1ÞpjMj2: We ﬁnally ﬁnd
2b 1þ 1
m  n
 
l2 þ 2
m  n lmþ
1
n  1þ
1
m  n
 
m2X0;
which gives the result.
For n ¼ p; the method is the same, but simpliﬁcations occur as X and DF are
equal to zero. &
If we apply this result to the Euclidean Laplacian of Rn; we ﬁnd the classical sub-
harmonicity lemma which states if F is harmonic, then DjrF jðn2Þ=ðn1Þ is non-
negative.
2.4. The main results
Let us now state our main results. We establish two different families of local
inequalities, corresponding to the Euclidean and the spherical models.
Let ðM; gÞ be a complete Riemannian manifold of dimension p; and let L ¼
Dþ X : We deﬁne on M  Rþ the operator
L0 ¼ Lþ @2t 
n þ 1
t
@t;
the L0-harmonic extension Q
0
t f ðxÞ of the function f ; and the harmonic extension
R0t f ðxÞ of f for the diffusion
Lþ @2t 
n  1
t
@t:
Let C and C0 be the carre´s du champ operators associated with L and L0:
Theorem 2.1. If L ¼ Dþ X satisfies CDð0; nÞ with n42; then for all f in CNc ðMÞ; for
all x in M and all t40;
Q0t ð f 2ÞðxÞ  ðQ0t f Þ2ðxÞp
t2
n
R0t ðCð f ÞÞðxÞ: ð19Þ
When n43; this family is CDðr; nÞ-sharp.
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Proof. The radial parts (in the variable t) of L0 is a Bessel generator. The generator
of a Bessel process ðRtÞ of dimension d on Rþ is indeed
@2t þ
d  1
t
@t:
It is well known that for a such process starting from t40; the stopping time S at 0 is
almost surely ﬁnite if and only if do2 (cf. e.g. [BS96]).
Let ðZsÞ be the diffusion process with generator L0: Using Proposition 2.2 and the
sub-harmonicity lemma for operator L0; we have for all L0-harmonic function F
L0C0ðFÞX0:
Therefore, C0ðFÞðZsÞ is a sub-martingale, as we can see by writing the Itoˆ formula
C0ðFÞðZsÞ ¼ C0ðFÞðZ0Þ þ Ms þ
Z s
0
L0C0ðFÞðZuÞ du;
where ðMsÞ is a martingale ðM0 ¼ 0Þ:
We can write ðZsÞ process as two processes ðXsÞ and ðRsÞ on M and Rþ: The
stopping time S at the boundary fRs ¼ 0g is almost surely ﬁnite by property of the
Bessel processes, and we get for all s in ½0; S
E½C0ðFÞðZsÞIfsoSgpE½C0ðFÞðZSÞIfsoSg: ð20Þ
Now let us write Itoˆ formula for the function Fðx; tÞ ¼ Q0t f ðxÞ at the stopping
time S; and then take the expectation starting from ðx; tÞ: We ﬁnally ﬁnd
Ex;t½FðXS; 0Þ ¼ Fðx; tÞ;
that is
Q0t f ðxÞ ¼ Ex;t½f ðXSÞ: ð21Þ
We write again Itoˆ formula at the stopping time S; but this time for the function
F2: We get
F2ðZSÞ ¼ F2ðZ0Þ þ MS þ
Z S
0
L0ðF 2ÞðZuÞ du:
As F is L0-harmonic, L0F
2 ¼ 2C0ðFÞ: We then take the expectation starting from
ðx; tÞ; and we ﬁnd
Ex;t½f 2ðXSÞ ¼ ðQ0t f Þ2ðxÞ þ 2
Z N
0
Ex;t½C0ðFÞðZuÞIfuoSg du:
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Using inequality (20) and Eq. (21), we ﬁnally get
Q0t ð f 2ÞðxÞ  ðQ0t f Þ2ðxÞp2Ex;t½SC0ðFÞðZsÞ: ð22Þ
To understand the meaning of the right-hand term, we need to study more
precisely the law of the stopping time S: Let Pt be the heat semi-group on M for the
operator L0; and n0ðt; dsÞ the law of S starting from t: As the stopping time S is
independent of the process ðXÞ; we have
Q0t f ðxÞ ¼
Z N
0
Ex½f ðXsÞn0ðt; dsÞ:
The law of ðXsÞ is given by the semi-group Ps; so we get the subordination formula
Q0t f ðxÞ ¼
Z N
0
Ps f ðxÞn0ðt; dsÞ: ð23Þ
This formula is very important because it indicates that some information on Q0t
gives also some information on the heat semi-group Pt:
On the Euclidean model, the kernel of Q0t is
ktðx; yÞ ¼ 2
nþ1
on
tnþ2
ðt2 þ jx  yj2Þnþ1:
We also know explicitly the kernel of the heat semi-group. It is given by
ptðx; yÞ ¼ 1ð4ptÞn=2
exp jx  yj
2
4t
 !
:
A simple computation shows that
ktðx; yÞ ¼
Z N
0
psðx; yÞ t
nþ2 expðt2=4sÞ
csn=2þ2
ds:
The normalization constant here is c ¼ 2nþ2Gðn=2þ 1Þ; where
GðxÞ ¼
Z N
0
sx1esds:
We now have explicitly the law n0 of the stopping time S: It is possible then to
establish on the model the equation
Ex;t½ShðXSÞ ¼
Z N
0
sPshðxÞn0ðt; dsÞ
¼
Z
Rn
hðyÞ 2
n
2non
tnþ2
ðt2 þ jx  yj2Þn dy
¼ t
2
2n
R0t hðxÞ:
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This is true on the model, but we could also write a general subordination formula
for R0t ; and so this equation is just an algebraic equation between the laws of the
stopping times for the radial parts of Q0t and R
0
t : Then we have on our general
manifold M
Ex;t½ShðXSÞ ¼ t
2
2n
R0t hðxÞ:
Inequality (22) then becomes
Q0t ð f 2ÞðxÞ  ðQ0t f Þ2ðxÞp
t2
n
R0t ðCð f Þ þ ð@tQ0t f jt¼0Þ2ÞðxÞ:
In the case of the model, Lemma 1.6 gives the derivative of Q0t in 0 and also the
CDðr; n)-sharpness of the inequalities. But this lemma can be extended to M through
the subordination formula to the heat semi-group (23), because it can be viewed just
as a property of the law of S:
Therefore, on M also we have @tQ
0
t f jt¼0 ¼ 0; and for n43 the inequalities are
CDðr; nÞ-sharp. &
Similarly, we deﬁne on M  Rþ the operator
Lþ ¼ r cosh
2ðtÞ
n  1
n  1
r
Lþ @2t  ðn  1Þ
sinhðtÞ
coshðtÞ þ
n þ 1
sinhðtÞ coshðtÞ
 
@t
 
;
the Lþ-harmonic extension Qþt f ðxÞ of the function f ; and the harmonic extension
Rþt f ðxÞ of f for the diffusion
Dþ @2t  ðn  1Þ
coshðtÞ
sinhðtÞ @t:
Let C and Cþ be the carre´s du champ operators associated with D and Lþ:
Theorem 2.2. If L satisfies CDðr; nÞ with n42 and r40; then for all f in CNb ðMÞ; for
all x in M and all t40;
Qþt ð f 2ÞðxÞ  ðQþt f Þ2ðxÞp
ðn  1Þ tanh2ðtÞ
nr
Rþt ðCð f ÞÞðxÞ: ð24Þ
When n43; this family is CDðr; nÞ-sharp.
Proof. The method is the same as above. Let us study the radial part (in the variable
t) of Lþ and its stopping time S at 0. To simplify the expressions, we will suppose
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that r ¼ n  1: If we make the change of variables z ¼ coshð2tÞ; we ﬁnd
z þ 1
2
Lþ 4 ðz2  1Þ@2z 
n  3
2
z þ n þ 3
2
 
@z
  
with zA½1;N½ (the new boundary is 1). Now let us make the inversion of center 1
by letting y ¼ 1þ 4=ðz þ 1Þ (we have also y ¼ 1 2 tanh2ðtÞÞ: We ﬁnd for the
radial part
4 ð1 y2Þ@2y 
1
2
y  n þ 1
2
  
@y
 
with yA½1; 1 (the boundary is 1). This is a Jacobi operator, and we know its
eigenvalues (cf. [Sze75]). They are associated with polynomials, and of the form
4ekðk  1Þ=2Þ: We will use this later, but now let us remark that we can now see
directly on the operator that S is almost surely ﬁnite.
Let ðZsÞ ¼ ðXs; RsÞ be the process of generator Lþ: Using Proposition 2.2 and
the sub-harmonicity lemma for operator Lþ; we have for all Lþ-harmonic
function F
ðLþ þ 2 IdÞCþðFÞX0:
Therefore, e2sCþðFÞðZsÞ is a sub-martingale, and we have on ½0; S
E½e2sCþðFÞðZsÞIfsoSgpE½e2SCþðFÞðZSÞIfsoSg: ð25Þ
As before, we have by writing Itoˆ formula for the function Fðx; tÞ ¼ Qþt f ðxÞ
Qþt f ðxÞ ¼ Ex;t½f ðXSÞ: ð26Þ
We write again Itoˆ formula at the stopping time S; but this time for the function
F2; and we get
F2ðZSÞ ¼ F 2ðZ0Þ þ MS þ
Z S
0
LþðF2ÞðZuÞ du:
We then take the expectation starting from ðx; tÞ; and we ﬁnd
Ex;t½f 2ðXSÞ ¼ ðQþt f Þ2ðxÞ þ 2
Z N
0
Ex;t½CþðFÞðZuÞIfuoSg du:
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Using inequality (25) and Eq. (26), we ﬁnally get
Qþt ð f 2ÞðxÞ  ðQþt f Þ2ðxÞp 2
Z N
0
e2sEx;t½e2SCþðFÞðZSÞIfuoSg du
pEx;t½ðe2S  1ÞðCð f Þ þ ð@tQþt f jt¼0Þ2ÞðXSÞ:
Let Pt be the heat semi-group on M for the operator Lþ; and nþðt; dsÞ the law of S
starting from t: As the stopping time S is independent of the process ðXÞ; we have
the subordination formula
Qþt f ðxÞ ¼
Z N
0
Ps f ðxÞnþðt; dsÞ: ð27Þ
We could do the same for Rþt :
Lemma 1.7 shows that on the spherical model, we have @tQ
þ
t f jt¼0 ¼ 0: This can be
viewed as a property of nþ (which does not depend on M), so it is true in the general
case.
Now we must identify the operator Ex;t½ðe2S  1ÞhðXSÞ: We want to prove that
Ex;t½e2ShðXSÞ ¼ tanh
2ðtÞ
n
Rþt hðxÞ þQþt hðxÞ: ð28Þ
The expression Ex;t½e2S is the radial solution of the equation Lþ ¼ 2 Id which is
equal to 1 at the boundary. Using the previous change of variables that gives a
Jacobi operator, we see that this solution is the Jacobi polynomial of degree one:
P ¼ 1þ ð1 yÞ=2n ¼ 1þ tanh2ðtÞ=n:
Eq. (28) is true for h constant equal to 1, so it is sufﬁcient to check that the right-
hand member satisﬁes the equation Lþ ¼ 2 Id:
It is sufﬁcient to prove Eq. (28) on the model, as it is a property of the laws of the
stopping time. By subordination to the heat semi-group, the property will then be
extended to the general case. On the sphere, the kernels of Qþr and R
þ
r are
1 r2
1þ r2
ð1 r2Þnþ1
jrx  yj2ðnþ1Þ
and
ð1 r2Þn
jrx  yj2n:
We can check directly with the kernels that the right-hand side of Eq. (28) satisﬁes
the equation Lþ ¼ 2Id:
For n43; the inequalities are CDðr; nÞ-sharp because it is a consequence of the
asymptotic behavior of the operators, which are the same on the model and on M
(because of the subordination to PtÞ: &
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Corollary 2.1. If L ¼ Dþ X satisfies CDðr; nÞ with n42 and r40; and if the heat
semi-group Pt is ergodic, then for all f in C
N
b ðMÞ;Z
M
f 2 dm
Z
M
f dm
 2
pn  1
nr
Z
M
Cð f Þ dm;
where m is the invariant measure.
Proof. We see on the expression of Lþ that the stopping time S goes to inﬁnity when
t-N: Therefore, by the subordination formula (27) it is clear that for a bounded
function f ;
QNf ¼ PNf :
The same result holds for Rt: To conclude, we just let t go to inﬁnity in Theorem
2.2. &
Applying this inequality to an eigenfunction of D and using the integration by
parts formula which states thatZ
M
Cð f Þ dm ¼ 
Z
M
fDf dm; ð29Þ
we recover the fact that the ﬁrst eigenvalue of D is smaller than nr=ðn  1Þ: This
bound, due to Lichnerowicz (cf. [Lic58]), is optimal in the case of the sphere.
This corollary is particularly interesting in the non-symmetric case, where it
provides an optimal bound on the constant in the Poincare´ inequality for the
invariant measure.
3. Further remarks
3.1. Other operators
I will explain brieﬂy here another method to prove the optimal Poincare´ inequality
for the symmetric measure when X is a gradient ﬁeld. This argument is due to
Dominique Bakry.
The idea is very similar to the one we used to prove Theorem 2.2. We consider an
operator L ¼ Dþrh (where h is a CN function) satisfying CDðn  1; nÞ: This time,
we study the flat extension of L on M  ½0; 1:
L0 ¼ 1
r2
Lþ @2r þ
n
r
@r:
We call it flat because when L is the Laplacian of the sphere, this is the Laplacian of
Rnþ1: For a general L; this operator satisﬁes CDð0; n þ 1Þ; and we denote by Qr f the
harmonic extension of f for this operator. By the same arguments used before, we
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can prove the inequalities
Qrð f 2ÞðxÞ  ðQr f Þ2ðxÞp2Ex;r½SC0ð f ÞðXS; 1Þ:
For r ¼ 0; we ﬁnd
Z
M
f 2 dn
Z
M
f dn
 2
p2Er¼0½S
Z
M
ðCð f Þ þ ð@rQr f jr¼1Þ2Þ dn;
where dn is the normalized symmetric measure eh dm=Z:
By the change of variables r ¼ et; we have
L0 ¼ e2tðLþ @2t  ðn  1Þ@tÞ;
and the operator Qt is in fact the Cauchy semi-group of generator
C ¼ n  1
2
Id
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn  1Þ2
4
Id L
s
:
In Rn; it is well known that
Er½S ¼ 1 r
2
2ðn þ 1Þ:
Therefore, we ﬁnally ﬁnd in the general case
Z
M
f 2 dn
Z
M
f dn
 2
p 1
n þ 1
Z
M
ðCð f Þ þ ðCf Þ2Þ dn:
Writing this inequality for an eigenfunction of L and using the integration by parts
formula (29) ( for L and n) and the spectrum of C; simpliﬁcations occur and we get
the expected result
Z
M
f 2 dn
Z
M
f dn
 2
p1
n
Z
M
Cð f Þ dn:
But because of the non-local operator C; we cannot establish local inequalities nor
use other exponents than 2.
3.2. Other inequalities
In this paper, we focused on the Poincare´ inequality. Another topic of interest
would be to study the stronger case of Sobolev inequalities, for which we do not
know any CDðr; nÞ-sharp family of inequalities.
We proved in [Sch01] other CDðr; nÞ-sharp local inequalities between Poincare´
and logarithmic Sobolev inequalities under non-negative curvature. It should be
possible with the methods developed in this article and in [Sch01] to prove similar
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inequalities in positive curvature for the Sobolev inequality. This is a little bit more
difﬁcult because for instance the kernels on the spherical model are not explicitly
known (like the heat kernel). But at this writing, we cannot go beyond the
logarithmic Sobolev inequality.
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