White blood cells (WBCs) are the cells of immune system, protecting against infective diseases and invasion of viruses and bacteria. Their aberrant number, both abnormal increase and decrease, is a sign of an ongoing pathology, a precise evaluation of their number is of the utmost importance as the first step of assessing a potential disease. In blood cell microscopic images, since red blood cells and platelets are similar in color with WBCs, and WBCs are partially adhesive, WBC segmentation for counting is often not resulting in a good performance. Therefore, in this work, a color space transformation is proposed to filter out red blood cells and platelets, which is transforming the blood cell microscopic images of patients with acute lymphoblastic leukemia from RGB color space to HSV to detect and extract WBCs. For precisely segmenting adhesive WBCs in extraction results, we set cell border to the third class, in addition to foreground and background. A weighted cross-entropy loss function based on class weight and distance transformation weight enhanced U-Net to learn cell border features. Our results showed that the method proposed in this paper for WBC segmentation using the data set ALL_IDB1 could achieve an accuracy of 97.92%.
I. INTRODUCTION
Together with red blood cells and platelets, white blood cells (WBCs) represent the corpuscles of the human blood. WBCs are a safeguard of the human immune system resisting and eradicating the invasion of germs and healing injury [1] . A too high or too low amount of WBCs is a sign of a pathological condition, thus, it should not be ignored. An increase of WBCs usually corresponds to organs or tissues acute/chronic infection, inflammation or injury caused by a bacterial infection. Besides, various trauma, post-operative injury, acute hemorrhage, poisoning, malignant tumors, and other phenomena can also lead to a significant increase in WBC. On the The associate editor coordinating the review of this manuscript and approving it for publication was Yizhang Jiang . other hand, a reduction in WBCs is usually a consequence of long-term chemotherapy and radiotherapy, or a sign of hypersplenism, autoimmune diseases, aplastic anemia, and hematopoietic dysfunction. Therefore, the detection of the quantity, morphology, and proportion of WBCs has an important role in clinical practice.
Traditionally, WBCs are manually detected and counted by pathologists [2] , [3] . However, segmentation accuracy depends to a great degree on the skills and experience of the pathologist [4] , and different pathologists may obtain different results. In recent years, an automatic detection system for cell morphology based on computer vision technology has been widely used. The system mainly assists the physician in the diagnosis by simulating artificial microscopy, achieving not only a high degree of objectivity of the results obtained but also greatly reducing the work intensity of the physician, further improving the pathological detection efficiency and diagnosis accuracy. This system consists of the following five steps: blood smear production, image preprocessing, WBC segmentation, classification, and counting. WBC segmentation results greatly affect the accuracy in the classification and counting of different WBC types. Thus, a precise WBC segmentation is an important and challenging task due to the characteristics of WBC and the uncertainty of imaging of the available systems. To obtain an automatic segmenting region of interest (ROI), many scientists studied an image segmentation algorithm based on unsupervised and supervised learning algorithm to process and analyze medical images.
The unsupervised approaches include clustering-based methods [1] , [5] , [6] , threshold-based methods [7] , [8] , and shape-based methods [2] , [9] . Zheng et al. [9] propose a fast hierarchical framework of leukocyte localization and segmentation, a nucleus saliency model based on average absolute difference is built, which locates each leukocyte precisely. The lobes extraction is realized by the histogrambased contrast map and watershed segmentation, and the contour of the cytoplasm is quickly obtained by extraction based on parameter-controlled adaptive attention window. Foreground and background cues can assist humans in quickly understanding visual scenes. Liu and Yang [10] propose a foreground-center-background saliency model for salient region detection and extraction. They use regional color volume as the foreground, together with perceptually uniform color differences within regions to detect salient regions. This method can highlight salient objects robustly, even when they touched the image boundary. Although the unsupervised learning algorithm has a good performance on segmentation tasks, when there are other interference factors such as red blood cells in blood cell microscopic images, or the WBCs have large variations in shape, color and size, this kind of algorithm requires a lot of improvements. Because it may only fit a specific dataset.
Different from unsupervised learning algorithms, supervised methods do not assume any structure in the data rather aim to learn it from the data. Supervised learning methods mainly have support vector machines (SVM) [11] - [15] , Bayesian classifier [16] , [17] and random forest [18] . Recently, a self-supervised learning approach consisting of an unsupervised initial segmentation and SVM-based supervised segmentation refinement has been shown by Zheng et al. [15] . To improve segmentation accuracy, they used median color features to represent the topological structure, and weak edge enhancement operator to handle fuzzy boundaries. Prinyakupt and Pluempitiwiriyawej [16] combined thresholding, morphological operation and ellipse curve fitting to segment WBCs, to compare linear and naïve Bayesian classifiers, prominent features were chosen by a greedy search algorithm called sequential forward selection. As for cell segmentation of immunohistochemical images in the spinal cord, Bau et al. [18] trained a linear SVM model and the random forest algorithm using 200 bagged classification trees. The results proved that their proposed method guarantees that the criteria for what constitutes a positive signal stay the same for all images analyzed, while also decreasing the segmentation time by orders of magnitude. In the above methods, the features are manually designed based on certain prior knowledge which may not robust enough to all situations.
Recently, approaches based on deep convolutional neural network (CNN) have developed rapidly in the field of computer vision, because deep learning is more adept at extracting information in high-dimensional data [19] , [20] . It has been applied to the area of image classification [21] , object detection [22] and image segmentation [23] . Long et al. [24] proposed a Fully Convolutional Network (FCN) which transforms the image-level classification to pixel-level through a CNN. FCN allows images of any size and reduces part of the pre-processing workload. As regards natural images instance segmentation, Mask R-CNN performs better than others [25] . It classifies object bounding boxes using Faster R-CNN [26] and then applies FCN inside each box to segment a single object therein. Guerrero-Pena et al. [27] proposed two weight maps applied to the weighted cross-entropy loss function, which includes both class imbalance and cell geometry to focus the cell border. Chen et al. [28] proposed a contour-aware fully convolutional network (DCAN) to segment glands from histology images, thus improving the efficiency and accuracy of adenocarcinomas diagnosis. They also enhanced contours in the loss function, confirming the advantages of explicit learning contours [29] . Xu et al. [30] proposed a three-branch network to segment individual glands, indicating the effect of the network structure in learning colon histology images features. Gopakumar et al. [31] proposed a focus stacking-based approach for automated quantitative detection of Plasmodium falciparum malaria from the blood smear. For the detection, a custom-designed CNN operating on focus stack of images is used, the cell counting problem is addressed as the segmentation problem.
At present, one of the difficulties in leukocyte segmentation in acute lymphoblastic leukemia (ALL) microscopic images is the removal of the interference of both red blood cells and platelets, whereas the other consists of segmenting adhesive WBCs. Thus, in this work, a target detection method is described, based on color space transformation to extract WBCs. To accurately segment adhesive cells, a weight map based on class weight and distance transformation weight was introduced for the multi-class weighted cross-entropy loss function, which enables U-Net to learn cell border features.
II. MATERIALS AND METHODS
In this section, a method based on color space transformation and multi-class weighted cross-entropy loss function is introduced, for precisely segmenting WBCs. This method is mainly divided into two parts: filtering out interference factors, multi-class and weighted loss function, as shown in Fig. 1 . First, the noise in the original blood smear is filtered by median filtering. Then the filtered image is transformed into HSV color space, thereby detecting and extracting WBCs according to the purple characteristic of the dyed WBCs. Since there are adhesive WBCs in the extraction results, image segmentation based on deep learning is performed, and the previous extraction result is used as the training set. By morphological operation, the cell border is set to the third class except for the inner pixels of WBCs and background pixels, and the weight of cell border class is enhanced during training deep CNN model, enforcing the model to focus on the features of cell border, thereby precisely segmenting adhesive WBCs.
A. FILTER OUT INTERFERENCE FACTORS
Transforming ALL microscopic images from RGB color space to HSV promotes the removal of the interference of both red blood cells and platelets, thus promoting WBC detection and extraction, see Algorithm 1. Because WBCs are similar in morphology to red blood cells and similar in color to platelets, WBC extraction results are set as training samples for reducing the effects of interference factors.
Algorithm 1 Filter Out Interference Factors
Input: Original ALL blood smear. Output: The extracted result of WBCs. 1. Based on cv2 a . medianBlur () function, median filters are used to filter out the noise in the original image, and the filter template is set to (25, 25 function, ROI is extracted. The pixels in the range are set to white, red blood cells and others are set to black.
Binarization of the extraction results based on
cv2.threshold () function. 6. Based on cv2.findContours () function, the contour of each ROI in the binary image is obtained. 7. Traverse all the contours, mark a rectangle outside each contour based on cv2.boundingRect () function, through which the width and height of the rectangle can be returned. A ROI with a rectangular area of fewer than 6000 pixels is regarded as a platelet, otherwise regarded as a WBC.
Median filters are used before extraction to eliminate part of the platelets in blood smear and the noise generated by improper staining operations [32] , [33] , that is, the value of a selected pixel is replaced by the median value of the surrounding pixels in the filter template. Non-linear signal processing of the original image by the median value method in mathematical statistics can reduce the noise interference on images without blurring edges [34] , [35] and increase the signal-to-noise ratio.
1) COLOR SPACE TRANSFORMATION
In the field of computer vision and image processing, color space refers to a specific approach to organizing colors. A color space consists of a color model that represents a pixel value, and a mapping function that maps the color to a set of colors that can be represented. RGB is the most widely used color space, and HSV is a color space based on human perception. Color images are generally represented by three bands of Red, Green, and Blue. They are also related to brightness, and when brightness changes, the scalar of three bands also changes. Therefore, RGB color mode is more suitable for computer graphics, but not for blood cell microscopic image processing. However, HSV is similar with human perception, where the value V is independent of image color information, and the hue H and saturation S are closely a cv2 denotes OpenCV. related to human perception. In this paper, the HSV color space is used to process color and brightness.
Color space transformation is performed on ALL microscopic images, and a single band value was extracted in RGB and HSV color spaces (Fig. 2 ). The three bands in RGB color space do not completely distinguish red blood cells and platelets from WBCs, whereas these bands in HSV color space have better performance in edge detection for blood cell segmentation.
2) SET THRESHOLD VALUES
In RGB color space, the color is defined by the interaction of R, G, and B bands, and these three bands are highly correlated. WBCs are purple after staining, R, G, and B values cannot be directly set to define the purple interval in the image. To perform segmentation, the RGB image should be converted to a grayscale image, which greatly loses color characteristics. The three bands of HSV color space are more sensitive in extracting WBCs from the blood cell microscopic images. Through setting the threshold of H (Hue) in the purple interval, WBCs can be extracted in HSV color space. In this experiment, the threshold of (H, S, V) tuple was set as (125, 43, 46) -(155, 255, 255). This value range can satisfy all the samples in the dataset, because the acquisition equipment and staining process of the images in the dataset are uniform.
B. MULTI-CLASS AND WEIGHTED LOSS FUNCTION
Physicians may cause WBCs adhesion when producing blood smears. Thus, accurately segmenting WBCs is always a major difficulty in this field. Traditionally, image segmentation only needs to highlight the foreground, meaning that only has foreground and background classes. However, the gap between adhesive cells may be only one-pixel-wide [20] , [30] , foreground and background intensity distributions overlap to a certain extent, resulting in a more difficult segmentation. The third class that corresponds to the cell border was set to promote a shape-aware weight map, thus enhance the discriminative resolution for precisely segmenting individual cells. Additionally, as regards the class imbalance problem in the training set, a higher weight was used to emphasize the cell border while maintaining lower weight to obtain an easy separation of the background pixels.
1) GROUND TRUTH CREATION 2) MULTI-CLASS
To create the third class that corresponds to the cell border, the morphological operation was used to perform dilation on ground truth, referred to (1) , which expands binary WBC border pixels and combines all background pixels that are adjoined with WBC into it, to expand border pixels outward. If the distance between two WBCs is relatively reduced, the dilation operation may connect them. The difference between dilated ground truth and original ground truth is the cell border, as shown in Fig. 4 .
where gt stands for binary ground truth, k stands for structuring element, g stands for set translation, makes the reflection on k from its origin to obtain reflection set k V . When the gap between two WBCs is greater than 10 pixels, the extraction method based on color space transformation can accurately segment them, the gap between two adhesive WBCs in the extraction result is only a few pixels. Only the background pixels near the cell border need to be weighted to force the network to learn its features, so the structuring element is set to (5, 5) .
3) FOCUS ON WEIGHTS
In general, each algorithm has a loss function in deep learning tasks [37] , [38] . The algorithm minimizes loss function to allow better model fitting training data. The cross-entropy loss function is used to measure the truth and the prediction produced by CNN. The loss function is computed by a pixel-wise softmax over mask combined with a weighted cross-entropy loss function, referred to (2) . The pixel-wise softmax is expressed as p l (x) = exp (a l (x)) /( L l =1 exp (a l (x) )), where a l (x) is the activation in feature channel l at pixel x with ⊂Z 2 . L is the number of classes, L = 3 in the experiment.
where w CDW (x, α, β, τ ): → R is the weight at x parameterized by α, β, and τ , giving to cell border pixels more importance in training process, l: → {1, . . . , L} is the true label of each pixel, log is the logarithm function. We propose a novel weight map (CDW) based on class weights and distance transformation weights, defined as (3), and as shown in Fig. 5 :
where w CWM is the class weight map and w DWM is the distance transformation weight map.
a: CLASS WEIGHTS
The background pixels occupy most of the microscopic image of the blood cells, but the pixels of the cellular border are less. To relieve class imbalance, a class weight map (CWM) is proposed, defined as (4):
where w 0 : → R is the reciprocal of total pixel numbers in each class, typically, w 0 border > w 0 cell > w 0 background , d (x): → R assigns to every pixel the Euclidean distance to the border of the nearest cell, α is a control parameter, α = 35 in this experiment.
CWM disappears for those pixels with a distance greater than α from the cell border, but when d ∈ [0, α], there is a linear decay for background pixels and interior cell pixels. CWM reinforces cell borders weights.
b: DISTANCE TRANSFORMATION WEIGHTS
To force the model to learn the small separation boundaries between adhesive cells, morphological operations are used to calculate separation boundaries and increase border weights. The distance transformation weight map (DWM) is defined as (5):
where d st : → R is the Euclidean distance to the border of the nearest cell and d nd : → R is the Euclidean distance to the border of the second nearest cell, τ = 5 in this experiment.
Because d st and d nd are both introduced, the control parameter τ is doubled, and DWM approaches a value of zero when (d st + d nd ) 2 is much greater than 2τ 2 . DWM enhances the weight of adhesive cell borders, and the smaller the separation gap between two cells, the larger the pixel weight at the cell border. 
4) NETWORK ARCHITECTURE
A blood cell microscopic image has blurred borders and complex gradients, requiring more high-resolution information for accurate segmentation. The internal structure of the human blood is relatively stable, WBCs are distributed regularly in a microscopic image, the semantics is simple and clear, thus, low-resolution information is used for WBC recognition. U-Net combines low-resolution information with high-resolution information, becoming ideal for ALL microscopic image segmentation. Low-resolution information obtained by down-sampling provides the contextual semantic information of WBCs in the image. Also, the relationship between WBC and its environment is revealed, contributing to the classification of WBCs. After the concatenate operation introduced by U-Net, the high-resolution information directly passes from encoder to decoder, providing more detailed features for segmentation (such as gradients). The network architecture used in this experiment is shown in Fig. 6 .
The network consists of an encoder and a decoder. The encoder follows the typical architecture of Visual Geometry Group Network16 (VGG16) [39] , including repeated 3×3 convolutions (unpadded) and 2×2 max pooling for down-sampling, through which the quantity of feature channels is doubled (applying 64, 128, 256, 512 sequences). Each step of the decoder involves a 4×4 Conv2DTranspose on the feature map, halving the number of feature channels. The distribution deviation is standardized by batch normalization, avoiding gradient disappearance and speeding up the training. The concatenate layer after ReLU activation is used to combine the low-resolution features from the encoder with upsampling, on which subsequent convolution layer is based, resulting in a more accurate output.
III. RESULTS

A. DATASET DESCRIPTION
In this work, the performance of the proposed method was evaluated through the blood cell microscopic image dataset (ALL_IDB1) [40] provided by the University of Milan, which is referred to ALL. The dataset was developed mostly for the evaluation of blood cell segmentation and classification. It is composed of 108 JPG format images with a resolution of 2592 × 1944. Images were captured with an optical laboratory microscope coupled with a Canon PowerShot G5 camera [41] .
B. WBC DETECTION AND EXTRACTION
Due to the higher resolution of the original blood smear, the filter template of (21, 21) , (25, 25) , and (29, 29) were used to median filter original ALL microscopic images. The (25, 25) filter template was filtered in an ideal manner, eliminating the noise generated during the blood smear production while retaining edge information. The filtered ALL microscopy image was transformed to HSV color space to detect and extract WBCs, as shown in Fig. 7 . WBCs only surrounded by red blood cells and platelets, could be well segmented, but the pixels at cell adhesion were of lavender color, and adhesive WBCs could not be accurately segmented, see the mark in Fig. 7(d) .
C. ADHESIVE WBC SEGMENTATION
This section will introduce different learning rates and control parameters comparison. The advantages of U-Net allow it to be the basic network for comparison experiments with different weight maps. The effects of data augmentation with different networks are also shown. Finally, the proposed method is compared with other segmentation methods.
For evaluation metrics, 4 measures were used in the experiment, namely Accuracy (acc), Intersection over Union (IOU) Score, F1 Score, and average F-measure. These metrics are defined as in (6), (7) , (10) and (11):
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where F G and B G are WBC pixel (foreground) and non-WBC pixel (background) of the ground truth, respectively. F P and B P are WBC pixel (foreground) and non-WBC pixel (background) of the prediction of segmentation results, respectively. |·| is the cardinality of a set. θ 2 is set to 0.3 to enhance the effect of precision.
1) CONTROL PARAMETERS COMPARISON
The control parameters α and τ in (4) and (5) are used to reduce or even eliminate the weight of pixels that have a long distance from the cell border. Fig. 8 shows the visualization of the weight maps in the case of α is set to 25, 35, 45, 55 and τ is set to 3, 5, 7, 9, respectively. As α gradually increases, more pixels around the cell border are weighted. In theory, the effect of τ is the same as α, but the weight map has non-significant change with the increase of τ , because DWM only ranges from 0 to 1. When (d st + d nd ) 2 is less than 2τ 2 , the range of DWM is [e −1 , 1), and when it is greater than, the range is (0, e −1 ]. Only the pixels near the cell border need to be weighted, so α = 35 and τ = 5 are appropriate.
2) MODEL AND LEARNING RATE COMPARISON
In order to increase the proportion of segmentation target in the image, the original images with resolution 2592 × 1944 were cropped into sub-images with resolution 512 × 512. After filtering, 105 sub-images containing adhesive WBCs were available, and these sub-images were set as final data set, with every sub-image corresponding to a ground truth annotated by Labelme. To enhance the generalization, samples of the training set, validation set, and test set were randomly assigned. We divided 63 images into the training set, both the validation set and test set included 21 images. CDW enhanced loss function was applied to U-Net, Linknet, and Feature Pyramid Network (FPN) for comparison between different models. Validation loss and accuracy on these three models with learning rate 10 −6 , 5×10 −6 , and 10 −5 are shown in Fig. 9 , the relatively small initial learning rate is due to the small batch size in the experiment. Compared to a high learning rate, a low learning rate almost has no effect on parameter updates, causing loss to descend too slowly to converge. But when the learning rate is too high, the loss may increase instead [42] . In order to select an optimal initial learning rate for the experiment, the learning rate was set from low to high. U-Net and Linknet are difficult to converge with the learning rate of 10 −6 , while for FPN it is too high, the loss of FPN may converge to a local optimal value. The learning rate of 10 −5 is too high for all networks. When the learning rate is 5×10 −6 , the loss of FPN increases after 100 epochs, but U-Net and Linknet have a good performance on fitting the dataset. Compared with Linknet, the slightly faster convergence speed of U-Net reduces time cost, therefore, U-Net with learning rate 5×10 −6 was chosen to compare with different loss functions.
3) DATA AUGMENTATION
Deep learning-based models require a large amount of training samples to improve generalization capability. In the field of clinical medicine, collecting a large number of annotated samples is time-consuming, labor-intensive and subjec- tive [43] - [45] . To make up for the shortfall in the amount of dataset, data augmentation was introduced during the experiment. Data augmentation is a technique that artificially expands the amount of sample by applying geometric transformation and others. The training dataset was augmented with warping and geometrical transformations (including rotation and mirroring) during each training epoch. CDW was applied to U-Net, Linknet, and FPN, Table 1 shows the difference between non-augmented and augmented results on the test dataset. All the evaluation methods of U-Net, Linknet, and FPN improved after augmentation, which indicates that data augmentation is effective to make up for the shortfall in the amount of dataset.
4) U-NET BASED LOSS FUNCTIONS COMPARISON
The model with binary cross-entropy loss function encapsulated by Keras was marked as U-Net; the model with loss function enhanced by class weights as CWMN; the model with loss function enhanced by distance transformation weights as DWMN; the model combined with class weights and distance transformation weights as CDWN. In order to verify the segmentation accuracy of ALL microimages through different loss functions trained by U-Net, accuracy, IOU score and F1 score were used to evaluate training, validation and test process. Three evaluation indexes could obtain an objective evaluation ( Table 2) . CDWN performed as the best on accuracy and IOU score evaluation during the train and validation process. Although it was not the most accurate one on the F1 score, a disparity less than 0.01 was observed, compared with the highest accuracy. For test results, CDWN always performed as the best.
The results in Table 2 show that creating the third class corresponding to the cell border, and enhancing U-Net learning cell border features through the weight map combined class weights and distance transformation weights, were beneficial to improve WBC segmentation result in ALL microscopic images (Fig. 10 ).
5) DIFFERENT SEGMENTATION METHODS COMPARISON
Our proposed method is compared with three leukocyte segmentation methods: marker-controlled watershed, the methods of reference [46] and [47] . Based on the result of the distance transformation, marker-controlled watershed divides an image into the foreground, background and uncertain region, then the watershed operation is executed according to the mark result to extract cell border. Reference [46] proposed an automatic sampling process for leukocyte image according to the staining knowledge of blood smears, then extreme learning machine classifier is trained online to extract WBCs. In reference [47] , an ensemble of a polyharmonic extreme learning machine is trained on-line by the pixels sampling from the fixation and nonfixation area, and the procedure of ''pixel sampling-learning-classification'' was performed iteratively until the perception is saturated. The average F-measures of these four methods on the test set are shown in Table 3 . The result of CDWN is significantly higher than other methods, indicating that the proposed approach can optimize leukocyte segmentation.
IV. CONCLUSION
The microscopic images of ALL were transformed from RGB color space to HSV, allowing accurate detection and extraction of WBCs by setting a proper color threshold. Due to the small proportion of cytoplasm in some leukocytes and the presence of lavender color after staining, it was difficult to segment adhesive WBCs. This article proposes a weight map based on class weights and distance transformation weights, which effectively improves the ability of weighted crossentropy loss function in enhancing U-Net to learn cell border features. The experiments performed the superiority of our approach when compared to other similar methods. In our next work, transfer learning will be explored for solving the problem of small medical sample data, to make our model suitable for other similar types of data. GUIYING GU received the bachelor's and master's degrees in clinical medicine from Jilin University, China, in 2010 and 2013, respectively. She is an Attending Physician of China-Japan Union Hospital with Jilin University. Her research interests include leukemia morphology and molecular biology, radiogenomics, and machine learning.
