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Abstract
A number s is the sum of the entries of the inverse of an n×n, (n ≥
3) upper triangular matrix with entries from the set {0, 1} if and only
if s is an integer lying between 2 − Fn−1 and 2 + Fn−1, where Fn is
the nth Fibonacci number. A generalization of the sufficient condition
above to singular, group invertible matrices is presented.
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1
1 Introduction
In order to state the main result of this article, we need the notion of the
group inverse. Recall that for a matrix A of order n×n with real entries, the
group inverse, if it exists, is the unique matrix X of order n×n that satisfies
the matrix equations AXA = A,XAX = X and AX = XA. The group
inverse is denoted by A#. A necessary sufficient condition for the group
inverse to exist is the condition that rank(A) = rank(A2). If A is the matrix
of order n × n each of whose entries equals 1, then A# = 1
n2
A, whereas the
group inverse does not exist for any nilpotent matrix. For more details, we
refer the reader to [1].
Let S(X) denote the sum of the entries of a matrix X . Huang, Tam
and Wu [2] showed that a number s is equal to S(A−1) for a symmetric
(0, 1) matrix A with trace zero if and only if s is rational. Motivated by this
work, Farber and Berman [3] presented an interesting relationship between
Fibonacci numbers and matrix theory, thereby providing a partial answer to
the question “what can be said about the sum of the entries of the inverse of
a (0, 1) matrix?”. They proved: A number s is the sum of the entries of the
inverse of an n× n, (n ≥ 3) upper triangular matrix with entries from {0, 1}
if and only if s is an integer between 2− Fn−1 and 2 + Fn−1.
In this article, we prove that the sufficient condition stated above has a
nice extension to singular, group invertible, upper triangular matrices with
entries from {0, 1}. This sufficient condition is also shown to be not a neces-
sary one.
2
2 Preliminary Results
First, we collect some prelilminary results involving inverses of matrices
whose entries come from {0, 1}. The inverses have as their entries, Fibonacci
numbers. It is well known that, frequently, computations involving Fibonacci
numbers are long and tedious. Our experience is similar and so we have post-
poned the proofs of the basic results to the Appendix. The following basic
formulae will be used quite often:
1 +
n∑
i=1
F2i = F2n+1 and
n∑
i=1
F2i−1 = F2n.
In the first four results, we present formulae for four matrices and their
inverses. These will play a crucial role in our discussion.
Lemma 2.1. Let a square matrix C1 of order n − 1 (n ≥ 6, n even) be
defined as:
C1e
1 = e1, C1e
2 = e2. (1)
For odd k, 3 ≤ k ≤ n− 3, let
C1e
k = e1 +
k−1
2∑
i=1
e2i + ek (2)
and for k even, 4 ≤ k ≤ n− 2, let
C1e
k =
k−2
2∑
i=1
e2i+1 + ek. (3)
Finally, let
C1e
n−1 =
n−4
2∑
i=1
e2i+1 + en−1. (4)
Let X be square of order n− 1 such that
Xe1 = e1, Xe2 = e2. (5)
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For odd k, 3 ≤ k ≤ n− 3, let
Xek = −Fk−2e
1 +
k−1∑
i=2
(−1)i+1Fk−ie
i + ek, (6)
for even k, 4 ≤ k ≤ n− 2, let
Xek = Fk−2e
1 +
k−1∑
i=2
(−1)iFk−ie
i + ek (7)
and let
Xen−1 = Fn−4e
1 +
n−3∑
i=2
(−1)iFn−2−ie
i + en−1. (8)
Then, X = C−11 .
Example 2.2. We illustrate the lemma above, by two examples. For n = 6,
C1 =


1 0 1 0 0
0 1 1 0 0
0 0 1 1 1
0 0 0 1 0
0 0 0 0 1


and C−11 =


1 0 −F1 F2 F2
0 1 −F1 F2 F2
0 0 1 −F1 −F1
0 0 0 1 0
0 0 0 0 1


.
For n = 8,
C1 =


1 0 1 0 1 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 1
0 0 0 1 1 0 0
0 0 0 0 1 1 1
0 0 0 0 0 1 0
0 0 0 0 0 0 1


,
while
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C−11 =


1 0 −F1 F2 −F3 F4 F4
0 1 −F1 F2 −F3 F4 F4
0 0 1 −F1 F2 −F3 −F3
0 0 0 1 −F1 F2 F2
0 0 0 0 1 −F1 −F1
0 0 0 0 0 1 0
0 0 0 0 0 0 1


.
Lemma 2.3. Let C2 be a square matrix of order n − 1 (n ≥ 6, n is odd)
defined as:
C2e
1 = e1, C2e
2 = e2. (9)
For odd k, 3 ≤ k ≤ n− 4, let
C2e
k = e1 +
k−1
2∑
i=1
e2i + ek (10)
and for even k, 4 ≤ k ≤ n− 3 let
C2e
k =
k−2
2∑
i=1
e2i+1 + ek. (11)
Also let
C2e
n−2 =
n−5
2∑
i=1
e2i+1 + en−2 (12)
and
C2e
n−1 =
n−5
2∑
i=1
e2i+1 + en−1. (13)
Let X be of order n− 1 and be defined such that
Xe1 = e1, Xe2 = e2. (14)
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For odd k, 3 ≤ k ≤ n− 4, let
Xek = −Fk−2e
1 +
k−1∑
i=2
(−1)i+1Fk−ie
i + ek (15)
and for even k, 4 ≤ k ≤ n− 3 let
Xek = Fk−2e
1 +
k−1∑
i=2
(−1)iFk−ie
i + ek. (16)
Further let
Xen−2 = Fn−5e
1 +
n−4∑
i=2
(−1)iFn−3−ie
i + en−2 (17)
and
Xen−1 = Fn−5e
1 +
n−4∑
i=2
(−1)iFn−3−ie
i + en−1. (18)
Then X = C−12 .
Example 2.4. Let us give an example in support of Lemma (2.3). For n = 7,
C2 =


1 0 1 0 0 0
0 1 1 0 0 0
0 0 1 1 1 1
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


,
while
C−12 =


1 0 −F1 F2 F2 F2
0 1 −F1 F2 F2 F2
0 0 1 −F1 −F1 −F1
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


.
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Lemma 2.5. Let C3 be a square matrix of order n− 1 (n ≥ 6) with n being
even, defined as:
C3e
1 = e1, C3e
2 = e2. (19)
For odd k, 3 ≤ k ≤ n− 3, let
C3e
k = e1 +
k−1
2∑
i=1
e2i + ek (20)
and for even k, 4 ≤ k ≤ n− 4, let
C3e
k =
k−2
2∑
i=1
e2i+1 + ek. (21)
Also let
C3e
n−2 = e1 +
n−4
2∑
i=1
e2i + en−2 (22)
and
C3e
n−1 = e1 +
n−4
2∑
i=1
e2i + en−1. (23)
Let Y be defined as
Y e1 = e1, Y e2 = e2. (24)
For odd k, 3 ≤ k ≤ n− 3
Y ek = −Fk−2e
1 +
k−1∑
i=2
(−1)i+1Fk−ie
i + ek (25)
and for even k, 4 ≤ k ≤ n− 4
Y ek = Fk−2e
1 +
k−1∑
i=2
(−1)iFk−ie
i + ek. (26)
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Further let
Y en−2 = −Fn−5e
1 +
n−4∑
i=2
(−1)i+1Fn−3−ie
i + en−2 (27)
and
Y en−1 = −Fn−5e
1 +
n−4∑
i=2
(−1)i+1Fn−3−ie
i + en−1. (28)
Then Y = C−13 .
Example 2.6. Here is an illustration for n = 8.
C3 =


1 0 1 0 1 1 1
0 1 1 0 1 1 1
0 0 1 1 0 0 0
0 0 0 1 1 1 1
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1


and
C−13 =


1 0 −F1 F2 −F3 −F3 −F3
0 1 −F1 F2 −F3 −F3 −F3
0 0 1 −F1 F2 F2 F2
0 0 0 1 −F1 −F1 −F1
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1


.
Lemma 2.7. Let C4 be a square matrix of order n − 1 (n ≥ 6, n odd) be
defined as:
C4e
1 = e1, C4e
2 = e2. (29)
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For odd k, 3 ≤ k ≤ n− 2, let
C4e
k = e1 +
k−1
2∑
i=1
e2i + ek, (30)
for even k, 4 ≤ k ≤ n− 3, let
C4e
k =
k−2
2∑
i=1
e2i+1 + ek (31)
and
C4e
n−1 = e1 +
n−3
2∑
i=1
e2i + en−1. (32)
Let Y of order n− 1 be defined such that
Y e1 = e1, Y e2 = e2. (33)
For odd k, 3 ≤ k ≤ n− 2, let
Y ek = −Fk−2e
1 +
k−1∑
i=2
(−1)i+1Fk−ie
i + ek, (34)
for even k, 4 ≤ k ≤ n− 3, let
Y ek = Fk−2e
1 +
k−1∑
i=2
(−1)iFk−ie
i + ek (35)
and
Y en−1 = −Fn−4e
1 +
n−3∑
i=2
(−1)i+1Fn−2−ie
i + en−1. (36)
Then, Y = C−14 .
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Example 2.8. Let n = 7.
C4 =


1 0 1 0 1 1
0 1 1 0 1 1
0 0 1 1 0 0
0 0 0 1 1 1
0 0 0 0 1 0
0 0 0 0 0 1


,
whereas,
C−14 =


1 0 −F1 F2 −F3 −F3
0 1 −F1 F2 −F3 −F3
0 0 1 −F1 F2 F2
0 0 0 1 −F1 −F1
0 0 0 0 1 0
0 0 0 0 0 1


.
We need the column sums of the four matrices C−11 , C
−1
2 , C
−1
3 and C
−1
4 .
These are collected in the next two results. In the first result to follow, we
give the required numbers for the first two matrices.
Lemma 2.9. For the matrix C1, we have:
eTC−11 e
1 = 1, eTC−11 e
2 = 1. (37)
For odd k, 3 ≤ k ≤ n− 3,
eTC−11 e
k = −Fk−1, (38)
for even k, 4 ≤ k ≤ n− 2,
eTC−11 e
k = Fk−1, (39)
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and
eTC−11 e
n−1 = Fn−3. (40)
For C2, we have:
eTC−12 e
1 = 1, eTC−12 e
2 = 1. (41)
For odd k, 3 ≤ k ≤ n− 4,
eTC−12 e
k = −Fk−1 (42)
and for even k, 4 ≤ k ≤ n− 3
eTC−12 e
k = Fk−1. (43)
Further
eTC−12 e
n−2 = Fn−4 (44)
and
eTC−12 e
n−1 = Fn−4. (45)
Next, we turn our attention to the next two matrices.
Lemma 2.10. For the matrix C3, we have:
eTC−13 e
1 = 1, eTC−13 e
2 = 1. (46)
For odd k, 3 ≤ k ≤ n− 3,
eTC−13 e
k = −Fk−1 (47)
and for even k, 4 ≤ k ≤ n− 4,
eTC−13 e
k = Fk−1. (48)
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Further
eTC−13 e
n−2 = −Fn−4 (49)
and
eTC−13 e
n−1 = −Fn−4. (50)
For C4, we have:
eTC−14 e
1 = 1, eTC−14 e
2 = 1. (51)
For odd k, 3 ≤ k ≤ n− 2,
eTC−14 e
k = −Fk−1, (52)
for even k, 4 ≤ k ≤ n− 3
eTC−14 e
k = Fk−1 (53)
and
eTC−14 e
n−1 = −Fn−3. (54)
Remark 2.11. In Example 2.2, for the second matrix (n = 8) one may
observe that eTC−11 e
1 = 1 = eTC−11 e
2, eTC−11 e
3 = −1 = −F2, e
TC−11 e
4 = 2 =
F3, e
TC−11 e
5 = −3 = −F4, e
TC−11 e
6 = 5 = F5 and e
TC−11 e
7 = 5 = F5.
In the next result, we provide formulae for the sum of all the entries of
the inverses of the four matrices considered above.
Lemma 2.12.
S(C−11 ) = 2 + Fn−2 = S(C
−1
2 )
and
S(C−13 ) = 2− Fn−2 = S(C
−1
4 ).
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In what follows, we calculate the column sums of the matrices C−21 , C
−2
2 , C
−2
3
and C−24 .
The kth column sum of C−21
= eTC−21 e
k
= eTC−11 In−1C
−1
1 e
k
= eTC−11 (
n−1∑
i=1
ei(ei)T )C−11 e
k
=
n−1∑
i=1
(eTC−11 e
i)((ei)TC−11 e
k). (55)
Now, eTC−11 e
i is the i th column sum of C−11 and (e
i)TC−11 e
k is nothing
but the (i, k)-th entry of C−11 . We already have the formula of C
−1
1 and we
have calculated the column sums of C−11 also. The column sums of C
−2
1 are
determined as follows.
Since it is clear that C−11 is an upper triangular matrix, it follows that,
(ei)TC−11 e
k = 0 for i > k.
Further,
(e1)TC−11 e
2 = 0 and (en−2)TC−11 e
n−1 = 0, (56)
by (5) and (8). So,
eTC−21 e
1 =
n−1∑
i=1
(eTC−11 e
i)((ei)TC−11 e
1)
= (eTC−11 e
1)((e1)TC−11 e
1)
= 1, (57)
by (5) and (37).
eTC−21 e
2 =
n−1∑
i=1
(eTC−11 e
i)((ei)TC−11 e
2)
13
= (eTC−11 e
2)((e2)TC−11 e
2)
= 1, (58)
by (5) and (37).
For odd k (3 ≤ k ≤ n− 3),
eTC−21 e
k =
n−1∑
i=1
(eTC−11 e
i)((ei)TC−11 e
k)
= (eTC−11 e
1)((e1)TC−11 e
k) +
k−1
2∑
i=1
(eTC−11 e
2i)((e2i)TC−11 e
k)
+
k−3
2∑
i=1
(eTC−11 e
2i+1)((e2i+1)TC−11 e
k) + (eTC−11 e
k)((ek)TC−11 e
k)
= −Fk−2 −
k−1
2∑
i=1
F2i−1Fk−2i −
k−3
2∑
i=1
F2iFk−(2i+1) − Fk−1, (59)
by (6), (37), (38) and (39).
For even k (4 ≤ k ≤ n− 2),
eTC−21 e
k =
n−1∑
i=1
(eTC−11 e
i)((ei)TC−11 e
k)
= (eTC−11 e
1)((e1)TC−11 e
k) +
k−2
2∑
i=1
(eTC−11 e
2i)((e2i)TC−11 e
k)
+
k−2
2∑
i=1
(eTC−11 e
2i+1)((e2i+1)TC−11 e
k) + (eTC−11 e
k)((ek)TC−11 e
k)
= Fk−2 +
k−2
2∑
i=1
F2i−1Fk−2i +
k−2
2∑
i=1
F2iFk−(2i+1) + Fk−1, (60)
by (7), (37), (38) and (39).
eTC−21 e
n−1 =
n−1∑
i=1
(eTC−11 e
i)((ei)TC−11 e
n−1)
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= (eTC−11 e
1)((e1)TC−11 e
n−1) +
n−2
2∑
i=1
(eTC−11 e
2i)((e2i)TC−11 e
n−1)
+
n−2
2∑
i=1
(eTC−11 e
2i+1)((e2i+1)TC−11 e
n−1)
= Fn−4 +
n−4
2∑
i=1
(F2i−1)(Fn−2−2i) +
n−4
2∑
i=1
(−F2i)(−Fn−2−(2i+1))
+ (eTC−11 e
n−2)((en−2)TC−11 e
n−1) + (eTC−11 e
n−1)((en−1)TC−11 e
n−1)
= Fn−4 +
n−4
2∑
i=1
F2i−1Fn−2−2i +
n−4
2∑
i=1
F2iFn−2−(2i+1) + Fn−3, (61)
using (8), (37), (38), (39) and (40).
Similarly, the kth column sum of C−22 =
∑n−1
i=1 (e
TC−12 e
i)((ei)TC−12 e
k). Also,
C−12 is an upper triangular matrix. Further,
(e1)TC−12 e
2 = 0, (62)
(en−3)TC−12 e
n−2 = 0, (63)
(en−3)TC−12 e
n−1 = 0, (64)
and (en−2)TC−12 e
n−1 = 0, (65)
using the formulae of C−12 from Lemma (2.3). Now, by similar computations,
using Lemma 2.2, 2.5 and the four equations as above, one can show the
following:
eTC−22 e
1 = 1 and eTC−22 e
2 = 1. (66)
For odd k (3 ≤ k ≤ n− 4),
eTC−22 e
k = −Fk−2 −
k−1
2∑
i=1
F2i−1Fk−2i −
k−3
2∑
i=1
F2iFk−(2i+1) − Fk−1. (67)
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For even k (4 ≤ k ≤ n− 3),
eTC−22 e
k = Fk−2 +
k−2
2∑
i=1
F2i−1Fk−2i +
k−2
2∑
i=1
F2iFk−(2i+1) + Fk−1. (68)
eTC−22 e
n−2 = Fn−5 +
n−5
2∑
i=1
F2i−1Fn−3−2i +
n−5
2∑
i=1
F2iFn−3−(2i+1) + Fn−4.(69)
eTC−22 e
n−1 = Fn−5 +
n−5
2∑
i=1
F2i−1Fn−3−2i +
n−5
2∑
i=1
F2iFn−3−(2i+1) + Fn−4.(70)
A similar argument applies to C3 and C4, too. The formulae corresponding
to the column sums of C−23 and C
−2
4 are as follows:
eTC−23 e
1 = 1 and eTC−23 e
2 = 1. (71)
When k is odd, (3 ≤ k ≤ n− 3)
eTC−23 e
k = −Fk−2 −
k−1
2∑
i=1
F2i−1Fk−2i −
k−3
2∑
i=1
F2iFk−(2i+1) − Fk−1. (72)
When k is even, (4 ≤ k ≤ n− 4)
eTC−23 e
k = Fk−2 +
k−2
2∑
i=1
F2i−1Fk−2i +
k−2
2∑
i=1
F2iFk−(2i+1) + Fk−1. (73)
eTC−23 e
n−2 = −Fn−5 −
n−4
2∑
i=1
F2i−1Fn−3−2i −
n−6
2∑
i=1
F2iFn−3−(2i+1)
− Fn−4. (74)
eTC−23 e
n−1 = −Fn−5 −
n−4
2∑
i=1
F2i−1Fn−3−2i −
n−6
2∑
i=1
F2iFn−3−(2i+1)
− Fn−4. (75)
eTC−24 e
1 = 1 and eTC−24 e
2 = 1. (76)
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When k is odd, (3 ≤ k ≤ n− 2)
eTC−24 e
k = −Fk−2 −
k−1
2∑
i=1
F2i−1Fk−2i −
k−3
2∑
i=1
F2iFk−(2i+1) − Fk−1. (77)
When k is even, (4 ≤ k ≤ n− 3)
eTC−24 e
k = Fk−2 +
k−2
2∑
i=1
F2i−1Fk−2i +
k−2
2∑
i=1
F2iFk−(2i+1) + Fk−1. (78)
eTC−24 e
n−1 = −Fn−4 −
n−3
2∑
i=1
F2i−1Fn−2−2i −
n−5
2∑
i=1
F2iFn−2−(2i+1)
− Fn−3. (79)
Observe that the absolute kth column sum of C−21 and C
−2
2 are the same
except the last two columns. Let us denote the absolute kth column sum of
C−21 to be αk. We can easily see that
eTC−21 e
n−2 = eTC−21 e
n−1
and
eTC−22 e
n−3 = eTC−22 e
n−2 = eTC−22 e
n−1.
Similarly, the absolute kth column sum of C−23 and C
−2
4 are the same,
except for the last two columns. Let us denote the absolute kth column sum
of C−23 to be βk. Further, we have
eTC−23 e
n−3 = eTC−23 e
n−2 = eTC−23 e
n−1
and
eTC−24 e
n−2 = eTC−24 e
n−1.
The following two important properties of the two sequences αk and βk,
will prove to be useful.
Lemma 2.13. The sequences αk and βk satisfy the following inequalities:
(i) αk ≤ αk+1 ≤ 2αk.
(ii) βk ≤ βk+1 ≤ 2βk.
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3 Main Result
Here, we prove the main result of this article.
Theorem 3.1. For every n ≥ 6, let C1, C2, C3 and C4 be the matrices
described earlier. Let pn = S(C
−2
1 u
n), where
un = e1 +
n−2
2∑
i=1
e2i + en−1, n is even.
Let rn = S(C
−2
2 v
n), where
vn = e1 +
n−3
2∑
i=1
e2i + en−2 + en−1, n is odd.
Let qn = −S(C
−2
3 w
n), where
wn =
n−4
2∑
i=1
e2i+1 + en−2 + en−1, n is even.
Let sn = −S(C
−2
4 z
n), where
zn =
n−3
2∑
i=1
e2i+1 + en−1, where n is odd.
Let s be an integer satisfying either:
2− Fn−2 − qn ≤ s ≤ 2 + Fn−2 + pn,
or
2− Fn−2 − sn ≤ s ≤ 2 + Fn−2 + rn.
Then there exists an upper triangular, {0, 1}, singular, group invertible ma-
trix A of order n such that S(A#) = s.
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Proof. Observe that all the even column sums, as well as the first and the last
column sums of C−21 are positive and so pn is positive. All the even column
sums, the first and the last two column sums of C−22 also are positive. So, rn
is positive. Again for C−23 all the odd column sums and the last two column
sums are negative and so qn is positive. For a similar reason sn is positive.
First, let n to be even. Divide the interval [2− Fn−2 − qn, 2 + Fn−2 + pn]
into three disjoint subintervals as follows:
2− Fn−2 ≤ s ≤ 2 + Fn−2,
2 + Fn−2 < s ≤ 2 + Fn−2 + pn
and 2− Fn−2 − qn ≤ s < 2− Fn−2
Case (1): 2− Fn−2 ≤ s ≤ 2 + Fn−2.
There exists an invertible, {0, 1}, upper triangular matrix C of order (n− 1)
such that S(C−1) = s. Let
A =

 C 0
T
0 0

 ∈ Rn×n.
Then, A is singular, A# exists and
A# =

 C
−1 0
0 0


and so,
S(A#) = S(C−1) = s.
Case (2): 2 + Fn−2 < s ≤ 2 + Fn−2 + pn.
There exists m ∈ N such that s = 2 + Fn−2 +m with 1 ≤ m ≤ pn. Let
A =

 C1 (x
m)T
0 0

 ,
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where xm ∈ Rn−1 is to be determined. Then one may easily verify that
A# =

 C
−1
1 C
−2
1 x
m
0 0


and one has
S(A#) = S(C−11 ) + S(C
−2
1 x
m)
Already, S(C−11 ) = 2 + Fn−2. We must determine x
m ∈ {0, 1}n−1 such that
S(C−21 x
m) = m. This equation is the same as,
n−1∑
i=1
(eTC−21 e
i)xi = m, (80)
with
xm =


x1
x2
x3
...
xn−1


,
where each xi ∈ {0, 1}, 1 6 i 6 n− 1.
Since we have denoted the absolute kth column sum of C−21 as αk, (80)
becomes,
α1x1 +
n−2
2∑
i=1
α2ix2i +
n−4
2∑
i=1
(−α2i+1)x2i+1 + αn−2xn−1 = m. (81)
For the sign distributions of αk in the above expression, one may refer to
(57) - (61). We consider three steps now.
Step 1: m = pn. Since pn = S(C
−2
1 x
n), where xn = e1 +
∑n−2
2
i=1 e
2i + en−1,
one has
pn = α1 +
n−2
2∑
i=1
α2i + αn−2.
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Clearly, equation (81) has a solution for m = pn from the set {0, 1}.
Step 2: m = pn − αk for some k = 1, 2, · · · , n− 2. In this case,
pn = α1 +
n−2
2∑
i=1
α2i + αn−2.
Upon adding (−αk) to both sides we get,
α1 +
n−2
2∑
i=1
α2i + αn−2 − αk = pn − αk.
If k is even, then we can rewrite the above expression as,
α1 +
k−2
2∑
i=1
α2i +
n−2
2∑
i= k+2
2
α2i + αn−2 = pn − αk.
Thus,
α1 +
k−2
2∑
i=1
α2i + 0 · αk +
n−2
2∑
i= k+2
2
α2i +
n−4
2∑
i=1
0 · (−α2i+1) + αn−2 = pn − αk,
showing that there is a solution to equation (81) from the set {0, 1} .
Now, if k is odd, then we can rewrite the expression for pn − αk as,
α1+
n−2
2∑
i=1
α2i+
k−3
2∑
i=1
0 · (−α2i+1)+1 · (−αk)+
n−4
2∑
i= k+1
2
0 · (−α2i+1)+αn−2 = pn−αk.
So again, a solution exists.
From the result of Step 2, one may deduce that, for any k1, k2, · · ·km, all
distinct and lying between 0 and n − 1, there exists a solution to equation
(81) for m = pn − (αk1 + αk2 + · · ·αkm).
Since αn−2 comes twice in the expression of pn, in particular for pn − 2αn−2,
equation (81) has a solution from the set {0, 1}.
Step 3: m = pn − l, for some l satisfying pn − αn−2 < pn − l < pn. Then
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1 ≤ l < αn−2 and there exists k1 ∈ N such that αk1 ≤ l < αk1+1, with
k1 < n− 2. Now,
pn − l = (pn − αk1) + (αk1 − l).
If αk1 − l = 0, then the proof is done, by Step 2. So, let l−αk1 > 0. Then we
have k2 ∈ N such that αk2 ≤ l − αk1 < αk2+1, with k2 ≤ k1. If possible, let
k2 = k1 so that 2αk1 ≤ l < αk1+1. This is a contradiction to 2αk1 ≥ αk1+1,
as shown earlier. Hence, k2 < k1.
Then,
pn − l = (pn − αk1 − αk2) + (αk1 + αk2 − l).
If αk1 + αk2 − l = 0, then the proof is done. Otherwise, there exists k3 ∈ N
such that
αk3 ≤ l − (αk1 + αk2) < αk3+1.
Since l − (αk1 + αk2) < l − αk1 , we have k3 ≤ k2. If k3 = k2, then
2αk2 ≤ l − αk1 < αk2+1,
again a contradiction. Therefore, k3 < k2. Proceeding in this manner, there
exists some i ∈ N such that,
pn − l = pn − (αk1 + αk2 + · · ·+ αki),
where αk1 + αk2 + · · ·αki − l = 0 and k1 > k2 > · · · > ki. The fact that
α1 = α2 = 1 confirms the existence of such an index i.
Consider the real line segment corresponding to the interval (0, pn]. Since
pn = α1 +
n−2
2∑
i=1
α2i + αn−2,
this segment can be partitioned into n line segments given by (0, α1], (α1, α1+
α2], (α1 + α2, α1 + α2 + α4], · · · , (α1 +
∑n−4
2
i=1 α2i, α1 +
∑n−2
2
i=1 α2i] and (α1 +
22
∑n−2
2
i=1 α2i, pn]. These intervals have lengths α1, α2, α4, α6, · · · , αn−4, αn−2
and αn−2, respectively. Note that last two intervals have the same length.
Now, we rewrite the above sub-intervals using the formula for pn in the
reverse order as, (pn − αn−2, pn], (pn − 2αn−2, pn − αn−2], (pn − αn−2 −
∑2
i=1 αn−2i, pn−2αn−2], · · · , (pn−αn−2−
∑n−2
2
i=1 αn−2i, pn−αn−2−
∑n−4
2
i=1 αn−2i]
and (0, pn − αn−2 −
∑n−2
2
i=1 αn−2i].
We must show the existence of a solution to (81) from the set {0, 1} for
m lying in each of these intervals. However, it has been already shown for
(pn−αn−2, pn]. For convenience, set γn := pn−αn−2. In a manner similar to
the above, one may prove that, if 1 ≤ k ≤ n−2
2
and l satisfies the inequalities
γn −
k∑
i=1
αn−2i < γn −
k−1∑
i=1
αn−2i − l < γn −
k−1∑
i=1
αn−2i,
then there exists a solution to the equation (81) for
m = pn − αn−2 −
k−1∑
i=1
αn−2i − l,
from the set {0, 1}.
Thus, for all m with 1 ≤ m ≤ pn there exists a solution to (81) from the
set {0, 1}.
Case (3): 2− Fn−2 − qn ≤ s < 2− Fn−2
Let
B =

 C3 (y
m)T
0 0

 ,
so that
B# =

 C
−1
3 C
−2
3 y
m
0 0

 ,
where ym ∈ {0, 1}n−1. Then,
S(B#) = S(C−13 ) + S(C
−2
3 y
m) = 2− Fn−2 + S(C
−2
3 y
m).
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As
2− Fn−2 − qn ≤ s < 2− Fn−2,
one has s = 2−Fn−2−m, for somem lying between 1 and qn. So, the problem
reduces to ensuring the existence of ym ∈ {0, 1}n−1 such that, S(C−23 y
m) =
−m. As before, we must determine if there exist yi ∈ {0, 1}, 1 ≤ i ≤ n − 1
such that
n−1∑
i=1
(eTC−23 e
i)yi = −m, (82)
where
ym =


y1
y2
y3
...
yn−1


.
Since we have denoted the absolute kth column sum of C−23 as βk, the above
equation becomes
β1x1 +
n−4
2∑
i=1
β2ix2i +
n−4
2∑
i=1
(−β2i+1)x2i+1 + (−βn−3)xn−2 + (−βn−3)xn−1 = −m.
(83)
One may verify that the signs above come from the formulae for the column
sums of C−23 . We may convert the above problem to an equivalent one as,
β1x1+
n−4
2∑
i=1
β2ix2i+
n−4
2∑
i=1
(−β2i+1)x2i+1+(−βn−3)xn−2+(−βn−3)xn−1 = m (84)
and we have to show that, for any m with 1 ≤ m ≤ qn, there exists a solution
to the equation above, from the set {0,−1}.
Step 1: m = qn. Recall that, qn = −S(C
−2
3 y
n), where
yn =
n−4
2∑
i=1
e2i+1 + en−2 + en−1.
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Therefore, for m = −qn there is a solution from the set {0, 1}. So, form = qn
there is a solution to (84) from the set {0,−1}.
Step 2: m = qn − βk for some k = 1, 2, · · ·n− 3. We already have,
n−4
2∑
k=1
β2k+1 + βn−3 + βn−3 = qn,
so that qn − β1 equals
β1(−1) +
∑n−4
2
i=1 β2i · 0 +
∑n−4
2
i=1 (−β2i+1)(−1) + (−βn−3)(−1) + (−βn−3)(−1).
This shows that, for m = qn − β1, the equation (84) has a solution from the
set {0,−1}.
Considering the formula for qn again, and adding (−βk) to both sides we get,
n−4
2∑
i=1
β2i+1 + βn−3 + βn−3 + (−βk) = qn − βk.
If k is even, then qn − βk equals
0 · β1 +
∑ k−2
2
i=1 β2i · 0 + βk(−1) +
∑n−4
2
k+2
2
β2i · 0
+
∑n−4
2
i=1 (−β2i+1)(−1) + (−βn−3)(−1) + (−βn−3)(−1).
So, the requirement is satisfied.
If k is odd then qn − βk equals
0 · β1 +
∑n−4
2
i=1 β2i · 0 +
∑ k−3
2
i=1 (−β2i+1)(−1) + 0 · βk
+
∑n−4
2
k+1
2
(−β2i+1)(−1) + (−βn−3)(−1) + (−βn−3)(−1).
Therefore, for each k varying between 1 and n − 3 there exists a solution
for m = qn − βk from the set {0,−1}. Further, it follows in an entirely
similar manner, that for any k1, k2, · · · ki all distinct and varying between 1
and n− 3, there exists a solution to the equation (84) for
m = qn − (βk1 + βk2 + · · ·+ βki)
from the set {0,−1}. Since βn−3 comes thrice in the expression of qn, in
particular for qn − 2βn−3 and qn − 3βn−3, equation (84) has a solution from
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the set {0, 1}.
Step 3: m = qn − l for some l satisfying qn − βn−3 < qn − l < qn. Then
1 ≤ l < βn−3 and there exists k1 ∈ N such that βk1 ≤ l < βk1+1, with
k1 < n− 3.
Now,
qn − l = (qn − βk1) + (βk1 − l).
If βk1 − l = 0, then the proof is done, by Step 2. So, let l − βk1 > 0. Then
there exists k2 ∈ N such that βk2 ≤ l − βk1 < βk2+1. Since l − βk1 < l we
have k2 ≤ k1. If possible let k2 = k1. Then 2βk1 ≤ l < βk1+1. But already
we have seen that 2βk1 ≥ βk1+1. Hence, k2 < k1.
Now,
qn − l = (qn − βk1 − βk2) + (βk1 + βk2 − l).
If βk1 + βk2 − l = 0 then the proof is done. Otherwise, l > βk1 + βk2 . There
exists k3 ∈ N such that βk3 ≤ l − (βk1 + βk2) < βk3+1. Since
l − (βk1 + βk2) < l − βk1 , we have k3 ≤ k2.
If possible, let k3 = k2. Then 2βk2 ≤ l − βk1 < βk2+1. But, βk2+1 ≤ 2βk2,
again a contradiction. So, k3 < k2.
Now,
qn − l = (qn − βk1 − βk2 − βk3) + (βk1 + βk2 + βk3 − l).
If βk1 + βk2 + βk3 − l = 0 then there is nothing to prove. Otherwise, there
exists i ∈ N such that,
qn − l = qn − (βk1 + βk2 + · · ·+ βki)
and βk1 + βk2 + · · · + βki = 0 where, k1 > k2 > · · · > ki. The fact that
β1 = β2 = 1 confirms the existence of i.
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Similarly, we can prove that, for any natural number l with
qn − 2βn−3 < qn − βn−3 − l < qn − βn−3,
there exists a solution to the equation (84) for m = qn − βn−3 − l from the
set {0,−1}.
In general, one can prove that if 1 ≤ k ≤ n−4
2
and a natural number l satisfies
the inequalities
δn −
k∑
i=1
βn−(2i+1) < δn −
k−1∑
i=1
βn−(2i+1) − l < δn −
k−1∑
i=1
βn−(2i+1),
where δn = qn − 2βn−3, there exists a solution to the equation
m = qn − 2βn−3 −
k−1∑
i=1
βn−(2i+1) − l
from the set {0,−1}.
Therefore for all integers m lying between 1 and qn there exists a solution to
the equation (84) from the set {0,−1}. We have completed the proof for the
case when n is even.
Let us give an argument, albeit briefly, to show that an entirely similar
process applies for odd n. When n is odd, the interval [2 − Fn−2 − sn, 2 +
Fn−2 + rn] will be divided into three sub-intervals, as earlier. Then Case 1
proceeds in an entirely similar manner. In Case 2, the matrix C1 should be
replaced by C2 in the block matrix A. Then equation (80) will be written
in the form of (81) using the column sums of C−22 . Then, instead of pn, one
should use rn and the process proceeds along similar lines. In Case 3, the
block entry in C3 in the matrix B should be replaced by C4 and the analysis
follows in an exact same manner. Hence the entire process for the odd case
proceeds along similar lines to the case when n is even.
This completes the proof.
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Remark 3.2. The converse of Theorem (3.1) is not true. Le xn−1 and zn−1
be as defined there. First let n be even (n ≥ 8). Consider the n× n matrix
P =


C4 z
n−1 zn−1
0 0 0
0 0 0

 ,
where C4 ∈ R
(n−2)×(n−2). Then P is an upper triangular, {0, 1}, group in-
vertible, singular matrix. One may verify that S(P#) = 2 − Fn−3 − 2sn−1.
We have,
S(P#)− (2− Fn−2 − qn)
= Fn−4 + qn − 2sn−1
= Fn−4 +
n−4
2∑
k=1
β2k+1 + βn−3 + βn−3 − 2
n−4
2∑
k=1
β2k+1 − 2βn−3
= Fn−4 −
n−4
2∑
k=1
β2k+1
= Fn−4 −
n−6
2∑
k=1
β2k+1 − βn−3
But, βn−3 = |e
T (C−23 )e
n−3| > Fn−4, showing that S(P
#) < 2− Fn−2 − qn.
Next, consider the case when n is odd (n ≥ 7). Consider the n×n matrix
Q =


C1 x
n−1 xn−1
0 0 0
0 0 0

 ,
where C1 ∈ R
(n−2)×(n−2). Then Q is an upper triangular, {0, 1}, group invert-
ible, singular matrix. Again, one may verify that S(Q#) = 2+Fn−3+2pn−1.
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Now,
S(Q#)− 2 + Fn−2 + rn = −Fn−4 + 2pn−1 − rn
= −Fn−4 + 2α1 + 2
n−3
2∑
i=1
α2i + 2αn−3 − α1
−
n−3
2∑
i=1
α2i − αn−3 − αn−3
= −Fn−4 + α1 +
n−3
2∑
i=1
α2i
= −Fn−4 + α1 +
n−5
2∑
i=1
α2i + αn−3
However, αn−3 = |e
TC−22 e
n−3| > Fn−4, showing that S(Q
#) > 2 + Fn−2 + rn.
For n = 6, consider
A =


1 0 1 1 0 0
0 1 1 1 0 0
0 0 1 0 1 1
0 0 0 1 1 1
0 0 0 0 0 0
0 0 0 0 0 0


.
Then,
A# =


1 0 −1 −1 −4 −4
0 1 −1 −1 −4 −4
0 0 1 0 1 1
0 0 0 1 1 1
0 0 0 0 0 0
0 0 0 0 0 0


.
S(A#) = −12. However, 2 − F4 − q6 = −1 − q6 where q6 = 3β3 = 9, by the
formula for qn. Hence, S(A
#) < 2− F4 − q6.
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4 Appendix
Proof of Lemma (2.1):
C1X(e
1) = C1e
1 = e1 and C1X(e
2) = C1e
2 = e2.
Let k be odd, (3 ≤ k ≤ n− 3). Then
C1X(e
k) = C1(−Fk−2e
1 +
k−1∑
i=2
(−1)i+1Fk−ie
i + ek)
= −Fk−2(C1e
1) +
k−1∑
i=2
(−1)i+1Fk−i(C1e
i) + (C1e
k)
= −Fk−2e
1 −
k−1
2∑
i=1
Fk−2i(C1e
2i) +
k−3
2∑
i=1
Fk−(2i+1)(C1e
2i+1) + (C1e
k)
= e1(−Fk−2 +
k−3
2∑
p=1
F2p + 1) +
k−3
2∑
r=1
e2r+1(Fk−(2r+1) −
k−(2r+1)
2∑
p=1
F2p−1)
+
k−1
2∑
r=1
e2r(−Fk−(2r) +
k−(2r+1)
2∑
p=1
F2p + 1) + e
k.
= ek
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Let k be even, (4 ≤ k ≤ n− 2). Then,
C1X(e
k)
= C1(Fk−2e
1 +
k−1∑
i=2
(−1)iFk−ie
i + ek)
= Fk−2(C1e
1) +
k−2
2∑
i=1
Fk−2i(C1e
2i)−
k−2
2∑
i=1
Fk−(2i+1)(C1e
2i+1) + (C1e
k)
= e1(Fk−2 −
k−2
2∑
p=1
F2p−1) +
k−2
2∑
r=1
e2r+1(−Fk−(2r+1) +
k−(2r+2)
2∑
p=1
F2p + 1)
+
k−2
2∑
r=1
e2r(Fk−(2r) −
k−(2r)
2∑
p=1
F2p−1) + e
k
= ek.
C1X(e
n−1)
= C1(Fn−4e
1 +
n−3∑
i=2
(−1)iFn−2−ie
i + en−1)
= Fn−4(C1e
1) +
n−3∑
i=2
(−1)iFn−2−i(C1e
i) + (C1e
n−1)
= Fn−4(e
1) +
n−4
2∑
i=1
Fn−2−2i(C1e
2i)−
n−4
2∑
i=1
Fn−2−(2i+1)(C1e
2i+1) + (C1e
n−1)
= e1(Fn−4 −
n−4
2∑
p=1
F2p−1) +
n−4
2∑
r=1
e2r+1(−Fn−2−(2r+1) +
n−2−(2r+2)
2∑
p=1
F2p + 1)
+
n−4
2∑
r=1
e2r(Fn−2−(2r) −
n−2−(2r)
2∑
p=1
F2p−1) + e
n−1
= en−1.
Again,
XC1(e
1) = X(e1) = e1 and XC1(e
2) = X(e2) = e2.
31
Let k be odd, (3 ≤ k ≤ n− 3). Then,
XC1(e
k) = X(e1 +
k−1
2∑
i=1
e2i + ek)
= e1 +
k−1
2∑
i=1
Xe2i +Xek
= e1 +
k−1
2∑
i=1
(F2i−2e
1 +
2i−1∑
j=2
(−1)jF2i−je
j + e2i)
+ (−Fk−2e
1 +
k−1∑
i=2
(−1)i+1Fk−ie
i + ek)
= e1(1 +
k−3
2∑
j=1
F2j − Fk−2) +
k−1
2∑
r=1
e2r(1 +
k−(2r+1)
2∑
j=1
F2j − Fk−2r)
+
k−3
2∑
r=1
e2r+1(Fk−(2r+1) −
k−(2r+1)
2∑
j=1
F2j−1) + e
k
= ek.
When k is even, (4 ≤ k ≤ n− 2), we have:
XC1(e
k) = X(
k−2
2∑
i=1
e2i+1 + ek)
=
k−2
2∑
i=1
Xe2i+1 +Xek
=
k−2
2∑
i=1
(−F2i−1e
1 +
2i∑
j=2
(−1)j+1F2i−j+1e
j + e2i+1)
+ (Fk−2e
1 +
k−1∑
i=2
(−1)iFk−ie
i + ek)
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= e1(−
k−2
2∑
i=1
F2i−1 + Fk−2) +
k−2
2∑
r=1
e2r(Fk−2r −
k−2r
2∑
j=1
F2j−1)
+
k−2
2∑
r=1
e2r+1(1 +
k−(2r+2)
2∑
j=1
F2j − Fk−(2r+1)) + e
k
= ek.
XC1(e
n−1) = X(
n−4
2∑
i=1
e2i+1 + en−1)
=
n−4
2∑
i=1
Xe2i+1 +Xen−1
=
n−4
2∑
i=1
(−F2i−1e
1 +
2i∑
j=2
(−1)j+1F2i−j+1e
j + e2i+1)
+ (Fn−4e
1 +
n−3∑
i=2
(−1)iFn−2−ie
i + en−1)
= e1(−
n−4
2∑
i=1
F2i−1 + Fn−4) +
n−4
2∑
r=1
e2r(Fn−2−2r −
n−2−2r
2∑
j=1
F2j−1)
+
n−4
2∑
r=1
e2r+1(1 +
n−2−(2r+2)
2∑
j=1
F2j − Fn−2−(2r+1)) + e
n−1
= en−1.
This completes the proof of Lemma (2.1).
The proofs of Lemma (2.3), Lemma (2.5) and Lemma (2.7) are similar
and are skipped.
Proof of Lemma (2.9):
Using the formulae for C−11 from Lemma (2.1), one has
eTC−11 e
1 = eT e1 = 1 and eTC−11 e
2 = eT e2 = 1.
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For odd k (3 ≤ k ≤ n− 3),
eTC−11 e
k = −Fk−2 +
k−1∑
i=2
(−1)i+1Fk−i + 1
= −Fk−2 −
k−3
2∑
i=1
(Fk−2i − Fk−(2i+1))
= −Fk−2 −
k−3
2∑
i=1
Fk−(2i+2)
= −
k−1
2∑
i=1
Fk−2i
= −Fk−1.
for even k (4 ≤ k ≤ n− 2),
eTC−11 e
k = Fk−2 +
k−1∑
i=2
(−1)iFk−i + 1
= Fk−2 +
k−2
2∑
i=1
(Fk−2i − Fk−(2i+1)) + 1
= Fk−2 +
k−2
2∑
i=1
Fk−(2i+2) + 1
=
k
2∑
i=1
Fk−2i + 1
= Fk−1.
eTC−11 e
n−1 = Fn−4 +
n−3∑
i=2
(−1)iFn−2−i + 1
= Fn−4 +
n−4
2∑
i=1
(Fn−2−2i − Fn−2−(2i+1)) + 1
= Fn−4 +
n−4
2∑
i=1
Fn−2−(2i+2) + 1
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=n−2
2∑
i=1
Fn−2−2i + 1
= Fn−3.
By similar computations, the formulae involving C−12 , C
−1
3 and C
−1
4 may be
shown to hold.
Proof of Lemma (2.12):
Using Lemma (2.5),
S(C−11 ) =
n−1∑
i=1
eTC−11 e
i
= 2−
n−4
2∑
i=1
F2i +
n−4
2∑
i=1
F2i+1 + Fn−3
= 2 +
n−4
2∑
i=1
(F2i+1 − F2i) + Fn−3
= 2 +
n−4
2∑
i=1
F2i−1 + Fn−3
= 2 + Fn−4 + Fn−3
= 2 + Fn−2.
Again by Lemma (2.5),
S(C−12 ) =
n−1∑
i=1
eTC−12 e
i
= 2−
n−5
2∑
i=1
F2i +
n−5
2∑
i=1
F2i+1 + 2Fn−4
= 2 +
n−5
2∑
i=1
F2i−1 + 2Fn−4
= 2 + Fn−5 + Fn−4 + Fn−4
= 2 + Fn−2.
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In a similar manner, using Lemma (2.6), one may prove that S(C−13 ) =
S(C−14 ) = 2− Fn−2.
Proof of Lemma (2.13):
We present proofs for the first set of inequalities. The proofs for the second
part are similar and will be omitted.
It is clear that α1 = α2. For k even,
αk+1 − αk = |e
TC−21 e
k+1| − |eTC−21 e
k|
= Fk−1 +
k
2∑
i=1
F2i−1Fk+1−2i +
k−2
2∑
i=1
F2iFk+1−(2i+1) + Fk
− {Fk−2 +
k−2
2∑
i=1
F2i−1Fk−2i +
k−2
2∑
i=1
F2iFk−(2i+1) + Fk−1}
= Fk − Fk−2 + 2
k−2
2∑
i=1
FiFk−i + F
2
k
2
− 2
k−2
2∑
i=1
FiFk−(i+1)
= Fk−1 + 2
k−2
2∑
i=1
Fi(Fk−i − Fk−(i+1)) + F
2
k
2
= Fk−1 + 2
k−2
2∑
i=1
FiFk−(i+2) + F
2
k
2
. (85)
Clearly, αk+1 − αk > 0.
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For k odd,
αk+1 − αk = |e
TC−21 e
k+1| − |eTC−21 e
k|
= Fk−1 +
k−1
2∑
i=1
F2i−1Fk+1−2i +
k−1
2∑
i=1
F2iFk+1−(2i+1) + Fk
− {Fk−2 +
k−1
2∑
i=1
F2i−1Fk−2i +
k−3
2∑
i=1
F2iFk−(2i+1) + Fk−1}
= (Fk − Fk−2) + 2
k−1
2∑
i=1
FiFk−i − 2
k−3
2∑
i=1
FiFk−(i+1) − F
2
k−1
2
= Fk−1 + 2
k−3
2∑
i=1
Fi(Fk−i − Fk−(i+1)) + 2F k−1
2
F k+1
2
− F 2k−1
2
= Fk−1 + 2
k−3
2∑
i=1
FiFk−(i+2) + F k−1
2
(F k+1
2
− F k−1
2
)
+ F k−1
2
F k+1
2
. (86)
Clearly, αk+1 − αk > 0.
Now, for even n, 2α1 > α1 = α2.
Next, we prove : 2αk ≥ αk+1.
For k even, (αk+1 − αk)− αk
= Fk−1 + 2
k−2
2∑
i=1
FiFk−(i+2) + F
2
k
2
− {Fk−2 +
k−2
2∑
i=1
F2i−1Fk−2i
+
k−2
2∑
i=1
F2iFk−(2i+1) + Fk−1}
= 2
k−2
2∑
i=1
FiFk−(i+2) + F
2
k
2
− Fk−2 − 2
k−2
2∑
i=1
FiFk−(i+1)
= −2
k−2
2∑
i=1
Fi(Fk−(i+1) − Fk−(i+2))− (Fk−2 − F k
2
)2
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[If k = 4, we obtain a negative value and the proof is done. If k > 4, we go
to the next step]
= −2
k−2
2∑
i=1
FiFk−(i+3) − Fk−2 + (F k−2
2
+ F k−4
2
)(F k−2
2
+ F k−4
2
)
= −Fk−2 − 2
k−4
2∑
i=1
FiFk−(i+3) + F
2
k−2
2
+ F 2k−4
2
[If k = 6, we obtain a negative value and the proof is done. If k > 6, we go
to the next step.]
= −Fk−2 − 2
k−6
2∑
i=1
FiFk−(i+3) − 2F k−4
2
F k−2
2
+ F 2k−2
2
+ F 2k−4
2
= −Fk−2 − 2
k−6
2∑
i=1
FiFk−(i+3) + (F k−2
2
− F k−4
2
)2
= −Fk−2 − 2
k−8
2∑
i=1
FiFk−(i+3) − 2F k−6
2
F k
2
+ F 2k−6
2
= −Fk−2 − 2
k−8
2∑
i=1
FiFk−(i+3) − F k−6
2
F k
2
− F k−6
2
(F k
2
− F k−6
2
).
So, for k = 8 and consecutive even values, αk+1 − 2αk ≤ 0.
Observe that for k = 2, the formula above does not work. However, α1 =
α2 = 1 and α3 = 2. So, 2α2 = α3.
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Now for k odd, (αk+1 − αk)− αk
= Fk−1 + 2
k−3
2∑
i=1
FiFk−(i+2) + F k−1
2
F k−3
2
+ F k−1
2
F k+1
2
− {Fk−2 +
k−1
2∑
i=1
F2i−1Fk−2i +
k−3
2∑
i=1
F2iFk−(2i+1) + Fk−1}
= −Fk−2 + 2
k−3
2∑
i=1
FiFk−(i+2) + F k−1
2
F k−3
2
+ F k−1
2
F k+1
2
− 2
k−3
2∑
i=1
FiFk−(i+1) − F
2
k−1
2
= −Fk−2 − 2
k−3
2∑
i=1
FiFk−(i+3) + F k−1
2
F k−3
2
+ F k−1
2
(F k−1
2
+ F k−3
2
)
− F 2k−1
2
= −Fk−2 − 2
k−3
2∑
i=1
FiFk−(i+3) + 2F k−1
2
F k−3
2
[If k = 3 or k = 5, one obtains a negative value and the proof is done.
Otherwise, we go to the next step.]
= −Fk−2 − 2
k−5
2∑
i=1
FiFk−(i+3) − 2F
2
k−3
2
+ 2F k−1
2
F k−3
2
= −Fk−2 − 2
k−5
2∑
i=1
FiFk−(i+3) + 2F k−3
2
(F k−1
2
− F k−3
2
)
= −Fk−2 − 2
k−7
2∑
i=1
FiFk−(i+3) − 2F k−5
2
F k−1
2
+ 2F k−3
2
F k−5
2
= −Fk−2 − 2
k−7
2∑
i=1
FiFk−(i+3) − 2F k−5
2
(F k−1
2
− F k−3
2
).
So, for k = 7 and consecutive odd values, αk+1 − 2αk ≤ 0.
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