Metal cutting operations constitute a large percentage of the manufacturing activity. One of the most important objectives of metal cutting research is to develop techniques that enable optimal utilization of machine tools, improved production efficiency, high machining accuracy and reduced machine downtime and tooling costs. Machining process condition monitoring is certainly the important monitoring requirement of unintended machining operations. A multi-purpose intelligent tool condition monitoring technique for metal cutting process will be introduced in this paper. The knowledge based intelligent pattern recognition algorithm is mainly composed of a fuzzy feature filter and algebraic neurofuzzy networks. It can carry out the fusion of multi-sensor information to enable the proposed intelligent architecture to recognize the tool condition successfully.
Introduction
Traditional tool change strategies are based on conservative estimates of tool life from experience or past tool data. In the unmanned machining environment, this will result in frequent tool changes and high production costs. Automatic machining operations rely greatly on the ability to monitor the tool wear states. In an unmanned production environment, this function can be performed by an integrated system composed of sensors and intelligent signal processing algorithms. The research work of S. C. Lin and R. J. Yang [1] showed that both the normal cutting force coefficient and the friction coefficient could be represented as functions of tool wear. An approach was developed for in-process monitoring tool wear in milling using frequency signatures of the cutting force [2] . An analytical method was developed for the use of three mutually perpendicular components of the cutting forces and vibration signature measurements to monitor tool wear [3] . A tool condition monitoring system was then established for cutting tool-state classification using a single wear indicator [4] . In another study, the input features were derived from measurements of acoustic emission during machining and topography of the machined surfaces [5] . X. Li, etc. showed that the r.m.s. of the different frequency bands of vibration measured indicates the tool wear condition [6] . Tool breakage and wear conditions were monitored in real time according to the measured spindle and feed motor currents, respectively [7] . Advanced signal processing techniques and artificial intelligence play a key role in the development of modern tool condition monitoring systems. Sensor fusion is also attractive since loss of sensitivity of one of the sensors can be compensated by other sensors. A new on-line fuzzy neural network (FNN) model was developed with the functions of classifying tool wear [8] . A advanced approach for online and indirect tool wear estimation in turning using neural networks was developed [9] . Two methods using Hidden Markov models, as well as several other methods that directly use force and power data were used to establish the health of a drilling tool [10] .
In this study, a unique neurofuzzy network based pattern recognition algorithm has been developed to accomplish multi-sensor information integration and tool state classification. The established monitoring system provides accurate and reliable tool wear classification results over a range of machining environments.
Tool Condition Monitoring System and Signal Feature Extraction
The tool wear monitoring system is composed of four types of sensors, signal conditioning devices and the main computer, as shown in Fig.1 . This is a multi-purpose condition monitoring system. By properly combining the four sensors, the system can effectively monitor the tool condition for turning, drilling, milling processes. Fig.1 The tool condition monitoring system The original signals have large dimensions and can not be directly used to estimate tool wear value. The purpose of feature extraction is to greatly reduce the dimension of the raw signal but at the same time maintain the tool condition relevant information in the extracted features. This step is the foundation for the pattern recognition process. A typical group of features extracted from the time domain and frequency domain for the further pattern recognition are as follows. Power consumption signal : mean value; AE-RMS signal: mean value, skew and kutorsis; Cutting force, AE and vibration : mean value, standard deviation and the mean power in 10 frequency ranges.
Fuzzy Clustering Feature Filter
Up to four kinds of signals are used to describe tool condition comprehensively, so that the tool wear recognition results can be more robust. But this comprehensiveness also means a comparatively large number of input features for the recognition neurofuzzy networks. In order to improve the efficiency and reliability of the neurofuzzy pattern recognition algorithm, redundant features should be removed.
Here the fuzzy clustering technique is applied to develop an effective fuzzy feature filter. A set of n data samples to be classified is defined as
,...., , 2 1 = in the universe X is a m -dimensional vector of m features. Those m features have different units so each of them must be normalized to a unified scale before classification. Bezdek [11] suggested using an objective function approach for clustering the data into hyperspherical clusters.
In this study a fuzzy clustering feature filter has been developed to remove the redundant features. Using fuzzy clustering method, signal features of an object (the tool being monitored) should be classified into one of the models (tools with known wear values) they actually belong to. Those features whose variations of cluster centers for different models are smaller than a threshold 1 ε , or whose variation of practical values corresponding to their own cluster center are bigger than a threshold 2 ε should be removed. This is because they don't have recognizable variation along with the development of tool wear values or they don't have stable values. After some of the redundant features have been removed, the clustering process is carried out again. The value of the objective function should drop and the membership value with which an object is classified into the model to which it really belongs will be closer to l. So the size of the input space of the neurofuzzy networks for pattern recognition is greatly reduced but its high accuracy and reliability can be assured.
B-spline Neurofuzzy Networks and Their Application
A neurofuzzy system processes information using fuzzy reasoning techniques, but it can be trained using normal type learning algorithms because it also has a multi-layer ANN structure. The combination of the rule based representation and adaptive numeric processing can lead to a robust modelling system. Modern neurofuzzy systems use B-spline or Gaussian basis functions to represent fuzzy membenhip functions [12] [13] . The knots patition the input space into a series of intervals on which the basis functions are defined. Multivariate B-spline basis functions are formed by taking tensor producaon of n univariate basis functions, where only one univariate function is defined on each input axis. The multivariate basis functions are then defined on a lattice, which is generated from the projection of all the individual knot vectors parallel to the remaining input axes. The relation between signal features and tool wear values can be expressed by the descriptions like this: if the power consumption is large and cutting force is medium and ..... and the AE-RMS is small then the tool wear value is large. The fuzzy system is generally composed of a rule base containing a group of fuzzy rules: IF ( X is A i ) THEN ( y is B j ) ( c ij ) , where there are n inputs X x x n = ( ,...., ) 1 and an output y , c ij is the rule confidence. A number of fuzzy rules are needed to satisfactorily describe the relationship between the input and output. These rules are combined by a fuzzy union operator to form a fuzzy algorithm. To implement the fuzzy algorithm, fuzzy sets are used to represent linguistic statements and functions are chosen to implement the fuzzy logic operators AND, OR, and IF(.) THEN(.). Fuzzy intersection and implication are realised by using the algebraic functions ("product" and "addition" operators respectively). Then the input-output relationship is no longer undetermined. It can be presented by a non-linear multivariable function that can be initialised and illustrated by fuzzy rules.
By adopting fuzzy sets defined by B-spline basis functions and fuzzy operators defined by algebraic functions, then for the fuzzy singleton input, the centre of gravity defuzzified output of the fuzzy system can be given as:
The structure of the resulting algebraic neurofuzzy system is shown in Fig.2 . Neurofuzzy systems can be regarded as a particular implementation of the ordinary fuzzy system. Here the multivariate fuzzy input sets µ A i X ( ) are termed as basis functions a X i ( ) . The multivariate basis functions are defined on a lattice, which is created from the projection of all the individual knot vectors parallel to the remaining input axes. The weight associated with each basis function shows an estimate of the value of the network's output given that the input lies within that set. The neurofuzzy networks calculate the outputs as a linear weighted combination of the fuzzy input set memberships. The linear coefficient is the adjustable weights ( w i ). Advances in Materials Manufacturing Science and Technology
The nemofuzzy system can be a powerfull tool for tool condition monitoring. The real-valued input (filtered signal features) are transformed to fuzzy sets with membership functions represented by B-splines. A fuzzy rule base is then established to describe the mapping between the systems input (filtered signal features) and output states (tool conditions). So the network can learn and memorize the feature patterns of the models (tool with known wear values) and be able to classify the incoming objects (tools being monitored).
The Comprehensive Verification of the Neurofuzzy Pattern Recognition Architecture
In this study, the varifying experiments were carried out in face milling processes, using a Cincinnati Milacron Sabre 500 (ERT) Vertical Machining Centre with computer numerical control. In the machining process, the combinations of the different cutting parameters are so large that it is always impossible to be exhaustive. An appropriate solution to this problem is orthogonal experimental design. This method can reveal the influence of each factor and their mutual interaction on experimental results with a minimum number of experiments. Four important cutting parameters, cutting speed; feed rate; cutting depth and workpiece material are selected as factors A, B, C, D. Each factor has three levels. Three interactions, A× × × ×B, A× × × ×C and A× × × ×D are considered. The orthogonal table
) is selected and has a freedom of 26. Three tool wear values (0, 0.2, 0.5 mm) are adopted, so in this group of experiments 81 cutting parameter combinations are included and the same number of milling experiments had been done.
From part of the experimental results shown by Fig.3 , following conclusions can be made: all the targets are correctly recognized under 27 cutting conditions. The recognition confidences are between 55% ~ 95%. The average recognition confidences are 78%. Other experiments show similiar results. Because the experiments designed by an orthogonal table are representative, the tool condition monitoring results under these 81 cutting conditions can actually provide an estimation of the performance of the monitoring system under the majority of the popular cutting conditions. The recognition results illustrate that the developed tool condition monitoring system has consistent high accuracy and reliability under a wide range of cutting conditions. 
(
) . Objects T1 (VB=0.0 mm), T3 (VB=0.2 mm) and T6 (VB=0.5 mm) are cutters being monitored. Each small pie chart in the table shows a group of tool wear state recognition result . Each color represents a model (cutter with standard wear value) and the highest and the second highest dividing confidence are also shown. The legend:
Model M1: VB=0.0 mm; Model M3: VB=0.2 mm;
Model M6: VB=0.5 mm.
