Abstract. Let (W, S) be a Coxeter system equipped with a fixed automorphism * of order ≤ 2 which preserves S. Lusztig (and with Vogan in some special cases) have shown that the space spanned by set of "twisted" involutions (i.e., elements w ∈ W with w * = w −1 ) was naturally endowed with a module structure of the Hecke algebra of (W, S) with two distinguished bases, which can be viewed as twisted analogues of the well-known standard basis and Kazhdan-Lusztig basis. The transition matrix between these bases defines a family of polynomials P σ y,w which can be viewed as "twisted" analogues of the well-known Kazhdan-Lusztig polynomials of (W, S). Lusztig has conjectured that this module is isomorphic to the right ideal of the Hecke algebra (with Hecke parameter u 2 ) associated to (W, S) generated by the element X ∅ := w * =w u −ℓ(w) Tw. In this paper we prove this conjecture in the case when * = id and W = Sn (the symmetric group on n letters). Our methods are expected to be generalised to all the other finite crystallographic Coxeter groups.
Introduction
Let (W, S) be a fixed Coxeter system with length function ℓ : W → N. If w ∈ W then by definition ℓ(w) := min{k|w = s i1 . . . s i k for some s i1 , . . . , s i k ∈ S}.
Let "≤" be the Bruhat partial ordering on W . Let " * " be a fixed automorphism of W with order ≤ 2 and such that s * ∈ S for any s ∈ S.
1.1. Definition. We define I * := w ∈ W w * = w −1 .
The elements of I * will be called twisted involutions.
If * = id W (the identity automorphism on W ), then the elements of I * will be called involutions.
Let v be an indeterminate over Z and u := v 2 . Set A := Z[u, u −1 ]. Let H u be the Iwahori-Hecke algebra associated to (W, S) with Hecke parameter u 2 and defined over A. By definition, H u is a free A-module with basis {T w } w∈W . There is a unital A-algebra structure on H u with unit T 1 and such that T w T w ′ = T ww ′ if ℓ(ww ′ ) = ℓ(w) + ℓ(w ′ ); and (T s + 1)(T s − u 2 ) = 0 for all s ∈ S.
Let M be the free A-module with basis {a w |w ∈ I * }. The following result was obtained by Lusztig and Vogan ([8] ) in the special case where W is a Weyl group or an affine Weyl group, and by Lusztig ([6] ) in the general case.
Theorem. ([8], [6, Theorem 0.1])
There is a unique H u -module structure on M such that for any s ∈ S and any w ∈ I * we have that T s a w = ua w + (u + 1)a sw if sw = ws * > w;
T s a w = (u 2 − u − 1)a w + (u 2 − u)a sw if sw = ws * < w;
T s a w = a sws * if sw = ws * > w;
T s a w = (u 2 − 1)a w + u 2 a sws * if sw = ws * < w.
. Then A can be naturally regarded as a subring of A because u = v 2 . Let H := A ⊗ A H u . Let − : A → A be the ring involution such that v n = v −n for n ∈ Z. We denote by − : H → H the ring involution such that v n T x = v −n T −1
x −1 for any x ∈ W, n ∈ N. Then "−" restricts to the unique ring involution of H u such that u n T x = u −n T −1
x −1 for any x ∈ W, n ∈ N (cf. [5] ). In [8] and [6, Let Q(u) be the field of rational functions on u. Set H Q(u) := Q(u) ⊗ A H u . In [7, 3. The purpose of this paper is to give a proof of this conjecture in the case when * = id W and W is the symmetric group S n on n letters (i.e., the Weyl group of type A n−1 ) for any n ∈ N. Our methods are expected to be generalised to all the other finite crystallographic Coxeter groups. The case when * = id W and W is the Weyl group of types D n and B n will be dealt with in forthcoming papers. As a byproduct of this paper, we show that any two reduced I * -expressions for an involution in S n can be transformed into each other through a series of braid I * -transformations, which can be viewed as a "twisted" analogue of a well-known classical fact of Matsumoto ( [10] ) which said that any two reduced expressions for an element in S n can be transformed into each other through a series of braid transformations.
The paper is organised as follows. In Section 2, we first recall some preliminary and known results (due to Hultman) on reduced I * -expressions for twisted involutions, then we introduce a new notion of braid I * -transformations and show in Lemma 2.14 that any braid I * -transformations on reduced I * -sequence for a given involution in S n do not change the involution itself. We also give a number of technical lemmas which will be used in the next section. In Section 3, we prove in Theorem 3.1 that any two reduced I * -expressions for an involution in S n can be transformed into each other through a series of braid I * -transformations. This key result will play a central role in the proof of the main result Theorem 5.5. In Section 4, we use the Young seminormal bases theory for the semisimple IwahoriHecke algebra of type A n−1 to show that the dimension of H Q(u) X ∅ is bigger or equal than the number of involutions in W . The main result of this paper is given in Section 5, where we prove Lusztig's Conjecture 1.4 in the case when * = id W and W is symmetric group S n for any n ∈ N.
reduced I * -expressions
In this section we shall give some preliminary and known results on reduced I * -expressions for twisted inviolutions.
2.1. Definition. For any w ∈ I * and s ∈ S, we define s ⋉ w := sw if sw = ws * ; sws * if sw = ws * .
For any w ∈ I * and s i1 , · · · , s i k ∈ S, we define
2.2.
Lemma. For any w ∈ I * and s ∈ S, we have that
Proof. If sw = ws * , then s ⋉ w = sw. In this case,
This completes the proof of the lemma.
2.3.
Remark. In general, the operation ⋉ : S × I * → I * does not extend to a group action of W on I * . For example, let W = S 4 (the symmetric group on {1, 2, 3, 4}), w = s 2 = (2, 3), then
It is well-known that every element w ∈ I * is of the form w = s i1 ⋉ s i2 ⋉ · · · ⋉ s i k for some k ∈ N and s i1 , · · · , s i k ∈ S.
As we shall see later in this paper, the main obstacle for the failure of a group action in the example given in Remark 2.3 is the fact that s 1 ⋉ (s 2 ⋉ (s 1 ⋉ w)) is not a reduced I * -expression in the sense of the following definition.
is called an I * -expression for w ∈ I * . Such an I * -expression for w ∈ I * is reduced if its length k is minimal.
We regard the empty sequence () as a reduced I * -expression for w = 1. If follows by induction on ℓ(w) that every element of w ∈ I * has a reduced I * -expression.
2.5. Lemma. ( [3] , [4] ) Let w ∈ I * . Any reduced I * -expression for w has a common length. Let ρ : I * → N be the map which assign w ∈ I * to this common length. Then (I * , ≤) is a graded poset with rank function ρ. Moreover, if s ∈ S then ρ(s ⋉ w) = ρ(w) ± 1, and ρ(s ⋉ w) = ρ(w) − 1 if and only if ℓ(sw) = ℓ(w) − 1.
2.6. Corollary. Let w ∈ I * and s ∈ S. Suppose that sw = ws * . Then ℓ(sw) = ℓ(w) + 1 if and only if ℓ(ws * ) = ℓ(w) + 1, and if and only if ℓ(s ⋉ w) = ℓ(w) + 2. The same is true if we replace "+" by "−".
Proof. This follows from Lemma 2.5.
2.7.
Corollary. Let w ∈ I * and s ∈ S. Suppose that ρ(w) = k. If sw < w then w has a reduced I * -expression which is of the form s ⋉ s j1 ⋉ · · · ⋉ s j k−1 .
Proof. This follows from Lemma 2.5 and the fact (Lemma 2.2) that w = s ⋉ (s ⋉ w).
In particular, any reduced I * -expression for w ∈ I * is automatically a reduced sequence. In the sequel, by some abuse of notations, we shall also call (i 1 , · · · , i k ) a reduced sequence whenever (s i1 , · · · , s i k ) is a reduced sequence in the sense of Definition 2.8.
2.9. Remark. Let s i1 , · · · , s i k ∈ S and 1 ≤ a ≤ k. We shall use the expression (2.10)
to denote the element obtained from omitting "s ia ⋉" in the expression s i1 ⋉· · ·⋉s i k .
In particular, if a = 1 then (2.10) denotes the element s i2 ⋉ · · · ⋉ s i k ; while if a = k then (2.10) denotes the element s i1 ⋉ · · · ⋉ s i k−1 . This convention will be adopted throughout this paper.
From now on and until the end of this paper, we assume that W = S n , the symmetric group on n letters, where n ∈ N. Moreover, we assume that " * = id" is the identity map on S n . In particular,
is the set of involutions in S n . For each 1 ≤ i < n, we define
In this case, if w = 1 (the identity element of S n ), then by definition for any s ∈ S, s ⋉ w = s ⋉ 1 = s.
2.12.
Definition. Let w ∈ I * . By a braid I * -transformation, we mean one of the following transformations:
where w, w
, and the sequences appeared above are all reduced sequences.
is a reduced sequence if and only if (s i1 , · · · , s i k , s j1 , · · · , s jt ) is a reduced sequence for some (and any) reduced I * -expression (s j1 , · · · , s jt ) of w.
be two reduced I * -sequences, where w, u ∈ I * . We shall write (s i1 , · · · , s i k , w) ←→ (s j1 , · · · , s j l , u) whenever there exists a series braid I * -transformations which transform
where (s l1 , · · · , s l b ) and (s p1 , · · · , s pc ) are some reduced I * -expressions of w and u respectively. Moreover, we shall also write
is a reduced sequence too, and
Proof. 1) This follows from the fact that s i k−1 s i k = s i k s i k−1 and some direct case by case check, see also [12, Lemma 3.24] .
2) It suffices to show that
There are eight possibilities:
In this case, we have that
1 Note that our assumption that these sequences are all reduced implies that w = 1 whenever
By definition, we get that
Since
is a reduced sequence, it follows from Lemma 2.5 that
As a consequence, we get (by definition) that
In particular,
which is impossible. Therefore, this case can not happen.
which is impossible. Therefore, this case can not happen too.
and hence
We get a contradiction. Therefore, this case can not happen too.
which is impossible. Therefore, this case can not happen too. This completes the proof of the statement 2) of the lemma.
3) It suffices to show that
as required.
One of the important consequence of the above lemma is the following result, which will play important role in the proof of the main result of this paper.
and
Proof. This follows from the proof of Lemma 2.14. In the rest of this section, we shall present some technical lemmas which will be used in the next section.
2.17. Lemma. Let 1 ≤ i < n and w ∈ S n . Suppose that s i s i+1 s i w < s i+1 s i w. Then s i+1 w < w.
Proof. By assumption,
It follows that s i+1 w < w. Proof. By assumption,
Suppose that s c+1 w 2 > w 2 . Then ℓ(s c+1 w 2 ) = ℓ(w 2 ) + 1 and (2.19) imply that there are only the following two possibilities: Case 1. s c+1 w 2 < s c+1 w 2 s c > s c+1 w 2 s c s c+1 . In this case, we have that Combining this with our assumption that s c+1 w 2 s c < w 2 s c and w 2 = w −1 2 , we can deduce that c + 2 = s c w 2 (c + 1) > s c w 2 (c + 2) = w 2 (c + 2), which is a contradiction. So we must have that s c+1 w 2 < w 2 . This completes the proof of the lemma.
2.21. Lemma. Let w ∈ S n and b ∈ {1, 2, · · · , n}. Suppose that w(t) < w(t + 1),
Proof. By assumption, 1 ≤ w(1) < w(2) < w(3) < · · · < w(b) ≤ b. It follows at once that w(i) = i, for any 1 ≤ i ≤ b.
2.22. Lemma. Let w ∈ S n and b ∈ {1, 2, · · · , n}. Suppose that w(t) < w(t + 1),
Proof. By assumption, b ≤ w(b) < w(b + 1) < w(b + 2) < · · · < w(n) ≤ n. It follows at once that w(j) = j, for any b ≤ j ≤ n.
3. Reduced I * -expression and braid I * -transformation A well-known classical fact of Matsumoto ( [10] ) says that any two reduced expressions for an element in S n can be transformed into each other through a series of braid transformations. In Lemma 2.14 we have shown that any braid I * -transformations on reduced I * -expression for a given w ∈ I * do not change the element w itself. The following theorem says something more than this.
3.1. Theorem. Let w ∈ I * . Then any two reduced I * -expressions for w can be transformed into each other through a series of braid I * -transformations.
Proof. We prove the theorem by induction on ρ(w). Suppose that the theorem holds for any w ∈ I * with ρ(w) ≤ k. Let w ∈ I * with ρ(w) = k + 1. Let (s c , s i1 , s i2 , · · · , s i k ) and (s b , s j1 , s j2 , · · · , s j k ) be two reduced I * -expressions for w ∈ I * . We need to prove that
follows. Henceforth we assume that b = c.
Applying Lemma 2.5 again, we can deduce that
We set i 0 := c. Applying Proposition 2.11, we get that
We claim that for any 0 ≤ a ≤ k,
Once this is proved, we can deduce from induction hypothesis that
Composing these transformations, we prove (3.2). That is,
The remaining part of the argument is devote to the proof of (3.3). First, we assume that a > 0. If |b − i 0 | > 1, then by Lemma 2.14, s b ⋉s i0 ⋉s i1 ⋉· · ·⋉s ia−1 ⋉s ia+1 ⋉· · ·⋉s i k = s i0 ⋉s b ⋉s i1 ⋉· · ·⋉s ia−1 ⋉s ia+1 ⋉· · ·⋉s i k .
By induction hypothesis,
where the second "←→" follows from induction hypothesis. So we are done in this case. Henceforth, we can assume that |b − i 0 | = 1. Without loss of generality we can assume that b = i 0 +1. The case when b = i 0 −1 is exactly the same and is left to the readers. Let
There are the following four possibilities: Case 1. s i0 w 1 = w 1 s i0 and s b (s i0 w 1 s i0 ) = (s i0 w 1 s i0 )s b . In this case, we have that
Applying Lemma 2.17, we can deduce that s b w 1 s i0 s b < w 1 s i0 s b . Now we are in a position to apply Lemma 2.18 so that we can deduce that s b w 1 < w 1 . Applying Corollary 2.7, we see that w 1 = s b ⋉ w 2 with w 2 ∈ I * and (s b , w 2 ) being reduced. Thus by Lemma 2.14,
On the other hand, recall that
It follows that
s i1 ⋉ s i2 ⋉ · · · ⋉ s k = s b ⋉ s i0 ⋉ w 2 .
Now using induction hypothesis, we see that (i
1 , i 2 , · · · , i k ) ←→ (b, i 0 , w 2 ), and hence (i 0 , i 1 , i 2 , · · · , i k ) ←→ (i 0 , b, i 0 ,
w 2 ). Composing this with the transformation
It follows that
Case 2. s i0 w 1 = w 1 s i0 and s b (s i0 w 1 s i0 ) = (s i0 w 1 s i0 )s b . In this case, we have that
Lemma 2.17, we can deduce that s b w 1 s i0 < w 1 s i0 . Once again we are in a position to apply Lemma 2.20 so that we can deduce that s b w 1 < w 1 . Now one can repeat the same argument used in the proof of Case 1 to complete the remaining proof in this case. Case 3. s i0 w 1 = w 1 s i0 and s b (s i0 w 1 ) = (s i0 w 1 )s b . In this case, we have that 
which is a contradiction. Therefore, this case can not happen. Case 4. s i0 w 1 = w 1 s i0 and s b (s i0 w 1 ) = (s i0 w 1 )s b . In this case, we have that Subcase 1. There exists some t ≤ b − 3 or t ≥ b + 2 such that s t w 1 < w 1 . In this case, we obtain that w 1 = s t ⋉ w 2 with w 2 ∈ I * and (s t , w 2 ) being reduced. It is easy to see that Therefore it suffices to consider the situation when w 1 (b − 2) > b − 2. By a similar argument as in the last paragraph, we can only consider the situation when w 1 (b + 2) < b + 2.
By induction hypothesis, we have that (s
If b + 2 ≤ w 1 (t) < w 1 (t + 1) for some t ≤ b − 3, then we must have that w 1 (t + 1) = w 1 (t) + 1 because otherwise b + 2 ≤ w 1 (t) < z < w 1 (t + 1) implies that t < w(z) < t + 1, which is impossible. Now suppose that w 1 (b + 2) = b − 1 − r, for some r > 0. Then the discussion in the last paragraph and the fact that w 2 1 = 1 imply that
In particular, w 1 (b − 2 − r) ≤ b − 2 − r , w 1 (b + 2 − r) ≥ b + 2 − r. Applying Lemma 2.21 and Lemma 2.22 we see that w 1 (i) = i for any i ≤ b − 2 − r or i ≥ b + 2 + r. The permutation w 1 can be depicted in Figure 1 as follows: 
Once again by induction hypothesis,
This completes the proof of (s b−1 , s b , w 1 ) ←→ (s b , s b−1 , w 1 ). Hence we complete the proof of (3.3) when a > 0.
It remains to prove (3.3) when a = 0. In this case, we want to show that
We set w 1 := s i1 ⋉s i2 ⋉· · ·⋉s i k . Since s b ⋉w 1 = s c ⋉w 1 and s b = s c , it follows that s b ⋉ w 1 = s b w 1 s b and s c ⋉ w 1 = s c w 1 s c , which imply that w 1 s b > w 1 < w 1 s c and hence that w 1 (b) < w 1 (b+1),
We claim that |b − c| > 1. Suppose this is not case. Without loss of generality we can assume that c = b + 1. We have proved that w 1 (b) < w 1 (b + 1) < w 1 (b + 2) and
This proves the claim that |b − c| > 1.
) and w 1 (c) < w 1 (c + 1). Therefore we can deduce that w 1 (c) = b and w 1 (c + 1) = b + 1. There are two possibilities: Case 1. |b − c| = 2. Without loss of generality we can assume that c = b + 2. In this case, we consider the following two subcases: Subcase 1. There exists some t ≤ b − 2 or t ≥ b + 4 such that s t w 1 < w 1 . In this subcase, by Corollary 2.7, we see that w 1 = s t ⋉ w 2 with w 2 ∈ I * and (s t , w 2 ) being reduced. By induction hypothesis and Lemma 2.14, we see that
It follows that (s b , w 1 ) ←→ (s b+2 , w 1 ) as required. Subcase 2. For any t ≤ b − 2 or t ≥ b + 4, we always have s t w 1 > w 1 and hence w 1 (t) < w 1 (t + 1). In this subcase, we assume first that w 1 (b − 1) ≤ b − 1. Using Lemma 2.21 we have that w 1 (i) = i for any 1 ≤ i ≤ b−1. As a result, w(b+4) ≥ b+4, which (by Lemma 2.22) in turn forces w 1 (j) = j for any b + 4 ≤ j ≤ n . Therefore,
Consequently, by induction hypothesis and Lemma 2.14, we can deduce that
To finish the proof in Subcase 2, we only need to consider the situation when w 1 (b − 1) > b − 1. By a similar (and symmetric) argument as in the last paragraph, we can only consider the case when w 1 (b + 4) < b + 4.
Recall that w 2 1 = 1 and w 1 (t) ≤ w 1 (t + 1) for any t ≤ b − 2. If w 1 (t) ≥ b + 4 for some t ≤ b − 2, then w 1 (t + 1) = w 1 (t) + 1 because otherwise w 1 (t) < q < w 1 (t + 1) implies that t < w(q) < t+1 which is impossible. Recall also that w 1 (b) = c = b+2,
We write w 1 (b−1) = b+3+r for some r > 0. Since w 1 (b−1) = b+3+r > b+2 = w 1 (b) implies that s b−1 w 1 < w 1 , it follows that w 1 = s b−1 ⋉ w 2 with w 2 ∈ I * and (s b−1 , w 2 ) being reduced. Now we obtain that
So we are in a position to apply (3.3) in the case when a = 1 (which we have already proved). Therefore, we are done in this case.
Case 2. |b − c| > 2. Without loss of generality we can assume that c > b + 2. There are two subcases: Subcase 1. There exists some t ≤ b − 2 or b + 2 ≤ t ≤ c − 2 or t ≥ c + 2 such that s t w 1 < w 1 . In this case, we obtain that w 1 = s t ⋉ w 2 with w 2 ∈ I * and (s t , w 2 ) being reduced. By Lemma 2.14,
Note that (s t , s b , w 2 ) ←→ (s t , s c , w 2 ) by induction hypothesis. As a result, we get that (s b , w 1 ) ←→ (s c , w 1 ) as required. Subcase 2. For any t ≤ b − 2 or b + 2 ≤ t ≤ c − 2 or t ≥ c + 2, we always have that s t w 1 > w 1 . That is, w 1 (t) < w 1 (t + 1).
Recall that w We claim that either s c−1 w 1 < w 1 or s b+1 w 1 < w 1 . Suppose this is not the case. That says, s c−1 w 1 > w 1 and s b+1 w 1 > w 1 . Then we can deduce that
which is a contradiction. This proves our claim.
Suppose that s b+1 w 1 < w 1 . Then w 1 = s b+1 ⋉ w 2 with w 2 ∈ I * and (s b+1 , w 2 ) being reduced. Now we obtain that
and (s c , w 1 ) ←→ (s c , s b+1 , w 2 ) ←→ (s b+1 , s c , w 2 ).
By assumption,
So we are in a position to apply (3.3) in the case when a = 1 (which we have already proved). Therefore, we are done in this case. By a similar argument, we can reduce the assertion when s c−1 w 1 < w 1 to a statement of the form (3.3) with a = 1 (which we have already proved). Therefore, we complete the proof of the theorem.
4. The lower bound of the dimension of H Q(u) X ∅ when * = id and W = S n Recall that * = id and W = S n . In this section we shall prove that the dimension of H Q(u) X ∅ is bigger or equal than the number of involutions in S n . It is well-known that H Q(u) is a split semisimple Q(u)-algebra. To recall some well-known results in its representation theory, we need some combinatorics.
A composition of n is a sequence of non-negative integers
We use P n to denote the set of partitions of n. Let λ ∈ P n . The Young diagram of λ is the set
A λ-tableau is a bijective map t : [λ] → {1, 2, . . . , n}. If t is a λ-tableau then set Shape(t) = λ. A λ-tableau t is said to be row (column) standard if the numbers 1, 2, . . . , n increase along the rows (columns) of t, and standard if t is both row and column standard. Let Std(λ) be the set of standard λ-tableaux.
Let λ, µ ∈ P n . If t is a standard λ-tableau, then let t ↓ k be the subtableau of t labeled by 1, . . . , k in t. If s ∈ Std(λ) and t ∈ Std(µ) then s dominates t, and we write s ☎ t, if Shape(s ↓ k ) ☎ Shape(t ↓ k ), for k = 1, . . . , n. We write s ✄ t if s ☎ t and s = t. Let t λ be the unique standard λ-tableau such that t λ ☎ t for all t ∈ Std(λ). Then t λ has the numbers 1, . . . , n entered in order, from left to right and then top to bottom along the rows of λ. Let t λ be the unique standard λ-tableau such that t λ ✂ t for all t ∈ Std(λ). Then t λ has the numbers 1, . . . , n entered in order, from top to bottom and then left to right along the columns of λ. If λ = (λ 1 , λ 2 , . . . ) is a partition then its conjugate is the partition
If t is a standard λ-tableau let t ′ be the standard λ ′ -tableau given by t ′ (r, c) = t(c, r). It is well-known that H Q(u) is a split semisimple algebra over Q(u). Following [11, 2.4] , let {f st |s, t ∈ Std(λ), λ ∈ P n } be the seminormal basis of H Q(u) . By definition, for any λ ∈ P n , s, t, u, v ∈ Std(λ), we have that
× is a nonzero scalar (which can be written down explicitly).
We denote this module by V λ Q(u) . Then {V λ Q(u) |λ ∈ P n } is a complete set of pairwise non-isomorphic simple left H Q(u) -modules. For any subset J ⊆ {1, 2, · · · , n}, we use S J to denote the standard Young subgroup of S n generated by {s i |i, i + 1 ∈ J}. Let λ ∈ P n . The symmetric group S n acts on the set of λ-tableaux from the left hand-side. If t is a λ-tableau with λ ∈ P n , and w ∈ S n , we also define tw := w −1 t.
Let λ be a composition of n. Let S λ be the row stabilizer of t λ , which is the standard Young subgroup of S n corresponding to
Let H u (S λ ) be the subalgebra of H u generated by {T i |s i ∈ S λ }. If t ∈ Std(λ) let d(t) be the permutation in S n such that t = t λ d(t). Let
Then D λ is the set of minimal length distinguished right coset representatives of S λ in S n . For any λ, µ ∈ P n , we set
µ . Then D λ,µ is the set of minimal length distinguished double coset representatives of (S λ , S µ ) in S n . Let
Proof. It suffices to show that
where λd ∩ µ is the composition of n corresponding to standard Young subgroup
ℓ(w2) f t λ t λ by [11, Proposition 2.7] again. By the above discussion, we have that
and hence (u
Since z = 1 and hence z 1 = 1, it follows that u 2ℓ(z1) − (−1) ℓ(z) = 0, and hence f t λ t λ T d f t λ t λ =0 as required. This proves our claim.
As a result, we can deduce that
On the other hand, it is well-known that S λ w λ S λ ′ is the unique double coset in S λ \S n /S λ ′ which has the trivial intersection property (see [2, Proof of Lemma 4.1]), i.e., w
In particular, D λw λ ,λ ′ = S n , and hence
By [11, Proposition 2.7] and[2, Lemma 1.5], we can deduce that
where a z ∈ Q(u 2 ) for each z. In particular,
Note also that both w1∈S λ u ℓ(w1) and w2∈S λ ′ (−u) −ℓ(w2) are nonzero because they have leading terms equal to u ℓ(w λ,0 ) and (−u) −ℓ(w λ ′ ,0 ) , where w λ,0 and w λ ′ ,0 are the unique longest elements in S λ and S λ ′ respectively. It follows that f t λ t λ X ∅ f t λ t λ = 0, as required. This completes the proof of the lemma.
4.2.
Corollary. We have that λ∈Pn # Std(λ) = #{w ∈ S n |w 2 = 1}.
Proof. Let π : S n → {(s, t)|s, t ∈ Std(λ), λ ∈ P n } w → (P (w), Q(w))
be the Robinson-Schensted correspondence, cf. [1] . By definition, π is a bijection onto the set {(s, t)|s, t ∈ Std(λ), λ ∈ P n }, Q(w) = P (w −1 ) for each w ∈ S n . It follows that π induces a bijection between the set I * of the involutions in S n and the set ⊔ λ∈Pn Std(λ). In particular, λ∈Pn # Std(λ) = #{w ∈ S n |w 2 = 1}, as required. This proves the first part of the corollary. The second part of the corollary follows from Lemma 4.1.
5.
Proof of Lusztig's Conjecture 1.4 when * = id and W = S n In this section, we shall give the main result of this paper. That is, a proof of Lusztig's Conjecture 1.4 when * = id and W = S n . Recall that {a w |w 2 = 1, w ∈ S n } is an A-basis of M .
5.1.
Lemma. The map a 1 → X ∅ can be extended to a well-defined Q(u)-linear map η 0 from Q(u) ⊗ A M to H Q(u) X ∅ such that for any w ∈ I * and any reduced I * -expression σ = (s j1 , · · · , s j k ) for w, η 0 (a w ) = θ σ (X ∅ ) := θ σ,1 • θ σ,2 • · · · • θ σ,k (X ∅ ), where for each 1 ≤ t ≤ k, if s jt (s jt+1 ⋉ s jt+2 ⋉ · · ·⋉ s j k ) = (s jt+1 ⋉ s jt+2 ⋉ · · ·⋉ s j k )s jt > (s jt+1 ⋉ s jt+2 ⋉ · · ·⋉ s j k ), then we define θ σ,t := T sj t ; while if s jt (s jt+1 ⋉ s jt+2 ⋉ · · ·⋉ s j k ) = (s jt+1 ⋉ s jt+2 ⋉ · · ·⋉ s j k )s jt > (s jt+1 ⋉ s jt+2 ⋉ · · ·⋉ s j k ), then we define θ σ,t := (T sj t − u)/(u + 1).
Proof. It suffices to show that the operator θ σ := θ σ,1 • θ σ,2 • · · · • θ σ,k depends only on w and not on the choice of the reduced I * -expression σ = (s j1 , · · · , s j k ) for any given w ∈ I * . By Theorem 3.1, it suffices to show that θ σ does not change under any one of the three basic braid I * -transformations as introduced in Definition 2.12. So there are three possibilities: Case 1. |j t − j t+1 | > 1 for some 1 ≤ t < k, and the braid I * -transformation sends σ = (s j1 , · · · , s jt−1 , s jt , s jt+1 , s jt+2 , · · · , s j k )
to τ := (s j1 , · · · , s jt−1 , s jt+1 , s jt , s jt+2 , · · · , s j k ). In this case, it follows from Corollary 2.16 and the fact that T jt T jt+1 = T jt+1 T jt that θ σ,t • θ σ,t+1 • · · · • θ σ,k (X ∅ ) = θ τ,t • θ τ,t+1 • · · · • θ τ,k (X ∅ ).
Hence θ σ (X ∅ ) = θ τ (X ∅ ) as required. Case 2. j t−2 = j t = j t−1 ± 1 for some 3 ≤ t ≤ k, and the braid I * -transformation sends σ = (s j1 , · · · , s jt−3 , s jt−2 , s jt−1 , s jt , s jt+1 , s jt+2 , · · · , s j k )
to τ := (s j1 , · · · , s jt−3 , s jt−1 , s jt , s jt−1 , s jt+1 , s jt+2 , · · · , s j k ). Note that t = k because otherwise j k−2 = j k = j k−1 ± 1 would imply that s j k−2 ⋉ s j k−1 ⋉ s j k is not a reduced I * -expression, a contradiction. Therefore, we must have that 3 ≤ t ≤ k − 1. In this case, we set w : = s jt+1 ⋉ s jt+2 ⋉ · · · ⋉ s j k . It follows from Lemma 2.14 and Corollary 2. It follows that η must be a left H Q(u) -module isomorphism.
