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$E=R^{N}$ $C^{N}$ , $G$ : $Earrow E$ . $N=1$ $G$
Aitken-Steffensen , $N>1$ : ,
$T$ : $E^{k+1}arrow E$ . $y^{0}\in E$ . $n=0,1,$ $\ldots$ , , $s^{0}=y^{n}$ , $s^{i+1}=$
$G(s^{i})$ $(i=0, \ldots, k-1)$ , $y^{n+1}=T(s^{0}, \ldots, s^{k})$ . $(y^{n})$ , $T$
Steffensen . $T$ , Steffensen (Henrici[6,
p.116]) , $\epsilon$ (Brezinski[l], Gekeler[5]) (Skelboe[16])
. $G$ $x^{*}$ Fr\’echet $G’$ Lipschitz
, $I-G’(x^{*})$ , $y^{0}$ $x^{*}$ , $n$ , $T(s^{n}, \ldots, s^{n+k})$
, Steffensen $(y^{n})$ , $||y^{n+1}-x^{*}||=O(||y^{n}-x^{*}||^{2})$ $([8][9][17])$ .
$I-G’(x^{*})$ , $x=G(x)$ . $N=1$ ,
$G’(x^{*})=1$ , 3 :
(i) $x^{n+1}=G(x^{n})$ $(x^{n})$ , $G$ ,
$x^{n}-x^{*}$ $\{(\log n)^{\alpha}/n^{\beta}\}$ . , $(x^{n})$ $\epsilon$ ,
Aitken $\delta^{2}$ , $\theta$ Lubkin $W$ (Sablonni\‘ere[13,14], Sedogbo[15]).
(ii) Aitken-Steffensen , Aitken-Steffensen
. (Ostrowski[12], [7])
(iii) Aitken $\delta^{2}$ Steffensen . (Sablonni\‘ere[14])




Sablonni\‘ere de Bruijn[3] , [13].$\cdot$
$G(x)$
$G(x) \sim x+\sum_{i=2}^{\infty}c_{j}(x-x^{*})^{j}$
, $(x^{n})$ $x^{n+1}=G(x^{n})$ , .
(i) $c_{2}<0,$ $c_{3}=c_{2}^{2}$
$x^{n}-x^{*}=- \frac{1}{c_{2}n}+O(\frac{1}{n^{2}})$ .
(ii) $c_{2}<0,$ $c_{3}\neq c_{2}^{2}$
$x^{n}-x^{*}=- \frac{1}{c_{2}n}+\frac{1}{c_{2}}(1-\frac{c_{3}}{c_{2}^{2}})\frac{\log n}{n^{2}}+O(\frac{1}{n^{2}})$.
(iii) $c_{2}=0,$ $c_{3}<0$












, $x^{n+1}=G(x^{n})$ , Sablonni\‘ere .
, $x\in E$ , $x_{i}$ $x$ $i$ .
2.3. $E=C^{N}(N>1)$
$x\in E$ ,
$||x||_{\infty}= \max_{\leq 1i\leq N}\{|{\rm Re} x_{i}|, |{\rm Im} x_{i}|\}$ ( $R^{2N}$ )
. $i(1\leq i\leq N)$ , $x^{*}$ $x$ ,
$||G(x)-x^{*}||_{\infty}=|{\rm Re}(G(x)-x^{*})_{i}|$ $[|{\rm Im}(G(x)-x^{*})_{i}|]$
${\rm Re}(G(x)-x^{*})_{i}$ [ ${\rm Im}(G(x)-x^{*});$ , resp.]
${\rm Re}(G(x)-x^{*})_{i} \sim{\rm Re}(x-x^{*})_{i}+\sum_{j=2}^{\infty}c_{j}({\rm Re}(x;-x_{i}^{*}))^{j}$






$F$ : $R^{N}arrow R^{N}$ , $x^{*}$ Fr\’echet , $\det F’(x^{*})=0$ .





, $I-G’(x^{*})$ . , $G’(x^{0})=0$ .





$(x^{n})$ , [4] .
4.
$E=R^{N}$ $C^{N}$ , $G:Earrow E,$ $T_{n}$ : $E^{n+1}arrow E$ . $k$ $G$ $x^{0}$ $(x^{n})$
, $T=T_{k}$ . $G$ $x^{*}$ Fr\’echet , $I-G’(x^{*})$
. $N=1$ , $G$ $x^{*}=G(x^{*})$ 3
.







$y^{n}$ $:=T_{n}(x^{0}, \ldots, x^{n})$ ;
until $|y^{n}-y^{n-1}|<\epsilon$ ;










for $j$ $:=1$ to $k$ do $s^{j}$ $:=G(s^{j-1})$ ;











for $i$ $:=1$ to $k$ do $s^{i}$ $:=G(s^{i-1})$ ;
$y^{n}$ $:=T(s^{0}, \ldots, s^{k})$ ;
$z^{n}$ $:=T_{n}(y^{0}, )y^{n})$ ;
until $|z^{n}-z^{n-1}|<\epsilon$ ;
$T$ , I , , II
III , Steffensen ,
. $N=1$ , , Levin $u,$ $v$ , Lubkin $W$ , $\theta$ , $\rho$
, \mbox{\boldmath $\rho$} , $\epsilon$ , Aitken $\delta^{2}$ . ,
Aitken $\delta^{2}$ , \epsilon , Levin $t$ . $N>1$ ,
. , \mbox{\boldmath $\rho$} , \epsilon ,




3 . , I(\mbox{\boldmath $\rho$} , $W$ , Levin $v$ ),
II(\epsilon ) III(\epsilon ) . II,III $k$ . $N=1$
, $=2$ , 2,5,6 $k=4$ , 3 II $k=4$ , III
$=2$ . $N>1$ \mbox{\boldmath $\rho$} , $W$ , Levin $v$ , \epsilon ,
$\rho$ (VRA)[101, $W$ (VWT)[10], Levin $v$ (VLV)[11],
\epsilon (TEA) [2] .
1. $E=R$





$G (\begin{array}{l}Xy\end{array})=(-\frac{1}{8}x^{2}+^{3}\frac{13-}{20}x+^{2}y^{3}-\frac{7}{2}y+\frac{1}{4}x\frac{5}{4}x+2x+_{2}\frac{3}{2}y\frac{-21}{5}-\frac{3}{y2}\frac{49}{40})$ , $(\begin{array}{l}x_{0}y_{0}\end{array})=(\begin{array}{l}1.51.25\end{array})$ ,
. $x_{n}-1=2(y_{n}-1)$ , 22 ,
$(\begin{array}{l}x_{n}y_{n}\end{array})=(\begin{array}{l}11\end{array})+\frac{1}{n}(\begin{array}{l}21\end{array})+O[\frac{1}{n^{2}}]$ ,
. , $a_{n}\in R(a_{n}arrow 0)$ , $O[a_{n}]$ , $||O[a_{n}]||=O(a_{n})$ $E$
.
3. $E=C^{2}$
$G (\begin{array}{l}xy\end{array})=(^{x-2y-2-\frac{i}{2})^{2_{2}}+\frac{1}{4(}(-1-i)_{3^{3}}}y-\frac{1(}{4}(x-1-i)+y^{X}-2-\frac{i}{2}))$ $(\begin{array}{l}x_{0}y_{0}\end{array})=(\begin{array}{l}2+2i2.5+i\end{array})$ ,
. $x_{n}-1-i=2(y_{n}-2- \frac{i}{2})$ $|{\rm Re}(x_{n}-1)|>|{\rm Im}(x_{n}-i)|$ , 2.3 ,
$(\begin{array}{ll}Re x_{n}Re y_{n}\end{array})=(\begin{array}{l}11\end{array})+\frac{1}{n}(\begin{array}{l}21\end{array})+O[\frac{1}{n^{2}}]$ ,
.
4. ([7]) $E=R$ $G(x)=2\sqrt{x-1}$, $x_{0}=4$ .
$G(x)=x- \frac{1}{4}(x-2)^{2}+\frac{1}{8}(x-2)^{3}+O((x-2)^{4})$
, Sablonni\‘ere ,
$x_{n}=2+ \frac{4}{n}+\frac{4\log n}{n^{2}}+O(\frac{1}{n^{2}})$ .
5. $E=R^{2}$
$G(\begin{array}{l}xy\end{array})=(_{\frac{2}{5}-\frac{1}{2}y+-\frac{1}{10}}^{-\frac{1}{X4}x^{2}+\frac{3}{24}x+_{\frac{6}{5}}\frac{3}{y^{2}}y-1})$ , $(\begin{array}{l}x_{0}y_{0}\end{array})=(\begin{array}{l}1.51.25\end{array})$ ,





$(x0, y0, z_{0})^{T}=(1.1,1.5,2.0)^{T}$ ,
$G (\begin{array}{l}xyz\end{array})=(\begin{array}{l}xyz\end{array})-\frac{1}{348}(\begin{array}{l}150x-600x+180xy+330y-840y+780-110_{2}x^{2}+440x+100xy-10y_{2}^{2}-80y-340-55x^{2}-46x50xy+5y^{2}+40y+174z^{2}-348z+170\end{array})$







$G(x)=x- \frac{1}{2}(x-1)^{3}$ , $x_{0}=2$
. Sablonniere ,
$x_{n}=1+ \frac{1}{\sqrt{n}}-\frac{3}{8}\frac{\log n}{n\sqrt{n}}+O(\frac{1}{n\sqrt{n}})$ .
, 4 (10 33 ) .
$G(x)$ $n$
$-\log_{10}||x^{n}-x^{*}||_{\infty}$
$1\sim 7$ . , 1-1\sim 7-1 (10 16 )
.
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6.
Sablonni\‘ere (i) , $\rho$ I \epsilon
III . (ii) (iii) (iv) , \epsilon
III . II , . III
6 , 4 2
.
$N$ , $I\sim III$ , II,III
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