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SUMMARY
The understanding and proper characterization of bond-breaking processes are vital
to many areas of chemistry. Indeed, chemical processes are often defined as those in which
chemical bonds are made or broken. It is unfortunate then that even the qualitatively correct
theoretical description of the dissociation process is difficult to achieve within the scope of
all but the most sophisticated quantum-chemical methods.
The work presented in this thesis is dedicated to developinginexpensive quantum-
chemical models that are able to produce smooth and physicall correct potential energy
curves for the dissociation of single covalent bonds. It is well known that the energies
produced by manyab initio theories scaling as the fifth order with the system size (for
instance, second-order Møller-Plesset (MP2) and Epstein-N sbet perturbation theories) di-
verge at large interatomic separations. We show that the divergent behavior of such per-
turbation schemes is due to a small number of terms in the energy expressions. Then, we
demonstrate that the self-consistent replacement of theseterms by their analogs from the
coupled cluster theory (such as CCSD) allows one to redress theerroneous behavior of the
perturbation theories without the damage to the overall scaing.
We also investigate the accuracy of thesehybrid perturbation theory-coupled cluster
theories near equilibrium geometry. Judging from the computed spectroscopic constants
and shapes of the potential energy curves, one such model, denoted MP2-CCSD(II) in this





1.1 Development of new theoretical tools in quantum chem-
istry
Quantum chemistry is a science that has sprung from a more general physical discipline,
quantum mechanics, and is traditionally occupied with the explanation of electronic struc-
ture of molecules by means of quantum-mechanical models. Such models, aimed at molecules
and their interactions, are usually characterized as quantum-chemical. Computational chem-
istry, a field of study closely related to quantum chemistry,deals with the efficient computer
implementation of existent quantum-chemical models and their application for the solution
of specific chemical problems. This terminology is not universally agreed upon, but in this
thesis we shall adhere to the definitions made above. The distinct on between the quantum
and the computational directions in chemical research is often helpful when it comes to
the choice of methodology and interpretation of the results. Quantum chemistry adopts a
physicalapproach, striving for the understanding of a phenomenon and its qualitative ex-
planation in terms of a physically sound mathematical model. Computational chemistry is
more concerned with obtaining an accuratenumericalresult and then using it to explain the
studied phenomenon or property. Some authors [1, 2] use the term ‘computational quan-
tum chemistry’ apparently trying to refer to both approaches or as an embellishment of
the term ‘computational chemistry’, but in our opinion its meaning is somewhat confusing.
Perhaps, this is one of the reasons why the Center for Computational Quantum Chemistry
(CCQC) at the University of Georgia was recently renamed into Center for Computational
Chemistry (CCC) which unambiguously marks off its research area.
This thesis combines and describes several projects dedicat to the construction of
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new theoretical methods and algorithms within the framework of quantum chemistry. In
our works we lay a particular emphasis on innovation and development of novel approaches
rather than the application of well-tested theories to new molecular systems.
1.2 Thesis structure
Chapter 2 gives the key points on basic quantum chemistry and serves as a general intro-
duction. Although this material is available in many introductory texts (see, for example,
Refs. [1, 3, 4, 5]) its appearance here would be justified even if it were only to specify our
notation used in the rest of the thesis. Each subsequent chapter presents a separate project
preceded by a brief introduction. Every such project was either published as an original
scientific paper or (at the moment of writing this thesis) submitted to publication. There-
fore a lot of material presented in chapters 3-7 intersects with that in the corresponding
publications but occasionally contains some additional unpublished data or discussions.
Chapters 3 and 4 deal with the work which gives the title to the thesis: the construction
of inexpensive hybrid quantum chemical models which may be used as an alternative to the
standard methods for bond-breaking. Chapter 5 describes ourwork on the so-called nuclear
orbitals, the one-particle functions analogous to the molecular electronic orbitals, and the
non-adiabatic functions which include these nuclear orbitals. Chapter 6 delineates a dia-
grammatic algorithm designed to handle the second-quantized expressions and to facilitate
the work with some symbolic expressions in quantum chemistry. Chapter 7 presents an
investigation of some interesting mathematical constructions which follow trivially from
the Löwdin’s partitioning technique.
2
CHAPTER II
THE BASIC DEFINITIONS AND NOTIONS OF
QUANTUM CHEMISTRY
2.1 The main techniques of quantum chemistry
The main objective of quantum chemistry is to solve the electronic Schr̈odinger equation
Ĥ|Ψk〉 = Ek|Ψk〉 (1)
which is written in the Hilbert space for the many-electron HamiltonianĤ often containing





















The lettersi, j andA,B refer to the electron and nuclear coordinates, respectively. As the
analytical solution of (1-2) is possible only for one-electron system, quantum chemistry
tries to find the best approximation to|Ψk〉 and/orEk. The so-calledab initio approach does
not approximate the Hamiltonian (2) or its matrix elements by ome simple expressions that
typically involvead hocparameters, which is a course taken by thesemi-empiricalquantum
chemistry. The popular density functional theory (DFT) methods attempt to modify the
Hamiltonian so that the electron density computed with the simplest possible form of the
wave function coincides with the exact electron density. Inthis thesis, onlyab initio models
will be considered. When the wave function for the ground state is sought (thenk = 0), it
is often given some functional form. Then the approximate function|Ψ′0〉 which minimizes
some energy functional
E = F{|Ψ′0〉} (3)
3
is considered the best approximation to|Ψ0〉within this functional form. The most common
energy functional (3) is due to Rayleigh and Ritz:
E = 〈Ψ′0|H|Ψ′0〉/〈Ψ′0|Ψ′0〉. (4)
The simplest representation of theN -electron trial wave function|Φ〉 is a determinant















ϕ1(r1) ϕ2(r1) ... ϕN(r1)
ϕ1(r2) ϕ2(r2) ... ϕN(r2)
... ... ... ...















constructed from one-electron functionsϕq(r) called orbitals. Typically, a linear combina-





is used, in which the variational parameters are either the orbitalsϕq(r) or the coefficients
ck, or both. The determinants|Φk〉 should differ in at least one orbitalϕq(r) in order to be
linearly independent. The methods that vary some functional are calledvariational. Such
are the popular Hartree-Fock (HF) [6, 7, 8, 9, 10] and the configuration interaction (CI)
[11, 12] methods.
There is a wide group of other methods that do not perform any fu ctional minimiza-
tion. Suchnon-variationalmethods usually substitute|Ψk〉 in the Schr̈odinger equation (1)
by some approximation|Ψ′k〉 containing parameters. The best approximation is found for
the parameters that satisfy the series ofpr jectedSchr̈odinger equations
〈Ξl|Ĥ|Ψ′k〉 = Ek〈Ξl|Ψ′k〉 (7)
where{〈Ξl|} is some set of linearly independent vectors in the Hilbert space. This is the
approach adopted, for example, by the coupled-cluster (CC) methods [13, 14, 15, 16, 17,
18] and the equation-of-motion coupled cluster (EOM-CC) methods [19, 20, 21, 22, 23,
24].
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Numerous types of perturbation theory [25, 26, 27, 28] used in quantum chemistry
assume that the looked-for wave function|Ψ〉 and the energyE can be decomposed in
some small parameterε:
|Ψ〉 = |Ψ(0)〉+ ε|Ψ(1)〉+ ε2|Ψ(2)〉+ ..., (8)
E = E(0) + εE(1) + ε2E(2) + ... (9)
Often the equations ‘decouple’ and are solved independently for each order of smallness.
Various forms of perturbation (characterized byε) and the ways to express it lead to differ-
ent forms of the perturbation expansions.
2.2 The fundamental difficulties of quantum chemistry
The initial obstacles in quantum chemistry emerge long before we arrive at the Schrödinger
equation (1). In writing (1), we had to make two drastic approximations: first, we re-
moved all relativistic terms from the Hamiltonian and consequ ntly, we treat|Ψ(0)〉 as a
one-component vector and not a spinor. Second, we applied the Born-Oppenheimer ap-
proximation [29] which allows us to decouple the electronicmotion from the nuclear one.
Although for the molecules with the light atoms these approximations typically lead to
small errors in numerical results, in general the simple equation (1) has to be corrected for
the relativistic and non-adiabatic effects. Numerous suchcorrections or even first-principle
treatments exist, but except in Chapter 5, where we deal with the non-Bon-Oppenheimer ef-
fects, we will concern ourselves only with the approximation t the solutions of the simple
equation (1).
Even though such approximations simplify greatly the task of finding the electronic
structure of molecules, solving the Schrödinger equation (1) is still not easy. The main
reason is that for the effective treatment of the electron correlation (defined as energy ‘not
captured’ by the HF method) one needs to employ a large numberof determinants (often
tens and hundreds of millions or more) in (6). The total number of determinants one can
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construct from a given set of orbitals often scales factorially with the number of these or-
bitals [30], and soon reaches the limit which makes the calcul tions prohibitively expensive
to carry out. Much of quantum chemistry nowadays is concerned with how to select only
most relevant determinants without greatly compromising the accuracy of the calculation.
But even if we have chosen the right set of the determinants at the equilibrium geometry,
it may be seriously incomplete at large interatomic separations, for instance, when two or
more electronic states are close in energy.
Another important problem is the complexity of quantum-chemical expressions which
result when one derives expressions involving an arbitraryset of determinants of arbitrary
structure. Such expressions are often even difficult to write down on paper since they may
be too long. Decades have passed since the introduction of expansion (6) before quan-
tum chemists found ways of efficient computer implementation which bypass the explicit
formulation of such methods as CI and CC.
In the next chapter we will present the Hartree-Fock method which is a necessary step
in the implementation of almost any ab initio procedure.
2.3 The Hartree-Fock method
The significance of the Hartree-Fock method is due to its ability to find reasonably accurate
one-electron functions (orbitals) which may be used in the construction of many-electron
wave functions. Our derivation here is adopted after an ingenious method of Adams [31]
which is an entirely operator approach.
In order we embark on this course, we must introduce the one-electron density operator,
sometimes called density matrix
ρ(1; 1′) =
∫
dx2dx3...dxN |Ψ(1, 2, 3..., N)〉〈Ψ(1′, 2, 3..., N)| (10)











The operationSp(p..q) (from GermanSpur) performs a contraction (integration or summa-
tion, depending on context) in variables fromp to q.
Suppose that the one-particle density operator of theN - lectron system is defined by






with the the idempotency property imposed on it
ρ(1; 1′)ρ(1′; 1′′) = ρ(1; 1′′). (14)
Suppose also that the two-particle density matrixρ(1, 2; 1′, 2′) is defined as
ρ(1, 2; 1′, 2′) = ρ(1; 1′)ρ(2; 2′)− ρ(1; 2′)ρ(2; 1′). (15)
These definitions of the one- and two-particle density matrices are consistent with the wave-
function derivation of the Hartree-Fock method, since these density matrices follow from
the Slater determinant, which is the HF wave function. Then the electronic energy of the




Sp(1)ρ(1; 1)(2h(1) + J(1)−K(1)). (16)
The ‘diagonal’ density operatorρ(1; 1) is often written simply asρ(1). In (16)h(1) is the


























dx2 ρ(1; 2)/r12P12. (19)
P12 in the last expression is the permutation operator which changes coordinate 1 into
coordinate 2 in any ket-vector it acts upon. For example,








dx2 ρ(1; 2)ρ(2; 1)/r12. (21)
Let us now determine whichρ makes the energy (16) stationary with respect to the
perturbationλ. The perturbed density operator will have the form
ρ′ = ρ + λρ(1) + λ2ρ(2) + ... (22)
The idempotency condition (14) leads us to
ρρ(1) + ρ(1)ρ = ρ(1), (23)
ρρ(2) + ρ(1)ρ(1) + ρ(2)ρ = ρ(2). (24)
Now we introduce the operator
v = (1− ρ)∆ρ (25)
where∆ is a small arbitrary operator. Then it is not difficult to prove thatv + v† equals
ρ(1). Indeed, insertingv + v† in the left hand side of equation (23), we obtain after simple
algebraic operationsv + v† on the left hand side. One may also ascertain, using the similar
operations with equation (24), thatvv† − v†v + v′ + v′† equalsρ(2). Herev′ is some other
small arbitrary operator:v′ = (1− ρ)∆′ρ.























where the coordinate indices are not explicitly shown for not to clutter the formula and
introducing the Fock operatorF
F (1) = h(1) + J(1)−K(1) (28)
we derive the stationarity condition in terms of∆:
E(1) = Sp
[













ρF (1− ρ) = 0 (30)
will hold. This is true only if
ρF = Fρ (31)
which is the sought-for Hartree-Fock equation. It is more often written in terms of the
molecular orbitals (MOs)ϕk:
Fϕk = εkϕk (32)
which follows from (31) if we recall that the commuting operators have the same set of
eigenfunctions. This operator method also allows an elegant investigation of the second
derivative of energyE with respect to perturbationλ which leads to the so-called orbital
stability conditions [31, 32].
A posteriori, although usually it is donea priori, one can observe that the simple
expressions for the density matrices (17), (15) are possible on y if the wave function of
the Hartree-Fock method is a determinant constructed from the orbitalsϕq(r). Thus, the
Hartree-Fock method finds the set of (occupied) orbitals which minimizes the Rayleigh-
Ritz functional (4).
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Each orbitalεk certainly depends on the spatial and the spin coordinates ofthe electron
it describes. It is in fact a product of the spatial part and the spin part, the latter represented
by only two functions, commonly known asα andβ. In many cases the spatial function
for theα- andβ-electrons may be the same. When this is the case for the closedshell, such
approach is called the restricted Hartree-Fock (RHF) method. When it is an open shell, the
method is called open shell restricted Hartree-Fock (ROHF). When the spatial functions of
the orbitals are not restricted to be the same for theα- andβ-electrons, the method is called
the unrestricted Hartree-Fock (UHF).
The solution of integro-differential equations (32), and consequently, the representation
of the orbitalsεk is conveniently done in a discrete basis set. For all the calculations pre-
sented in this thesis we employed basis sets of the Gaussian type. The structure and the
nomenclature of the quantum-chemical basis sets are rathercomplicated and full of details
and exceptions, and therefore we refer the reader to the special literature (??).
2.4 The electron correlation
Since the Hartree-Fock theory is effectively a one-electron heory it describes each electron
in the average electric field created by other electrons and the nuclei. More sophisticated
methods take into accountelectron correlation, that is, when electrons are ‘aware’ of the
immediate positions of one another. Such methods produce lower and more accurate energy
of the system and the difference between the energy of this method and the Hartree-Fock
energy is called thecorrelation energy.
The electron correlation methods must necessarily abandonthe simple picture of each
electron described by its own orbital. However, the MO theory is so attractive in its simplic-
ity that many electron correlation methods make heavy use ofit. To make the connection
from the Hartree-Fock theory to the exact solution of the Schrödinger equation we notice
that the linear combination of all possible determinants (6) constructed with the complete
set of the MOs can represent the exact wave function granted the appropriate coefficients
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ck are found.
There is a great variety of electron correlation methods, but in this introduction we can
only succinctly review those which are directly connected with the material given in the
following chapters.
The configuration interaction method seeks the wave functioin the form (6). In theory,
the number of determinants should be infinite. In practice, however, we find that a modest
set of determinants can already give a significant improvement over the HF theory. In the
simplest realization of the CI method, its equations are obtained by the projection of the
Schr̈odinger equation with (6) as a wave function byN determinants which are included in
the linear combination:
〈Φi|H|Φj〉cij = Eδij, i, j ∈ 1...N. (33)
This set of linear equations incij is obviously a secular problem which is easily solvable
for N not exceeding a few thousand. Unfortunately, the required number of determinants
may count in millions, and therefore other, indirect, but more efficient methods are used
instead.
The coupled cluster method is similar to CI in that it approximates the wave function as
a linear combination of determinants. However, the coefficints of this linear combination
may be products. Such a decomposition no longer allows for a line r system of equations,
but it makes the approximation of the exact function more effici nt: fewer coefficients need
to be found than in CI for the comparable accuracy. The coupledcluster wave function is
written as anexponential ansatz:
|Ψ〉 = eT̂ |Φ0〉 (34)
where|Φ0〉 is the Hartree-Fock wave function andT has the form
T̂ = T̂1 + T̂2 + ... + T̂N . (35)
TheT̂k operator replacesk occupied orbitals in the Hartree-Fock determinant withk virtual







The unknown coefficientst(k)i may be found from the set of projected Schrödinger equa-
tions (7), with (34) as the wave function.
The third very popular electron correlation method is the Møller-Plesset perturbation
theory. It uses decompositions (8) and (9) starting from theHartree-Fock determinant and
energy as the zero-order approximation. The first perturbative correction to the ground







εi + εj − εa − εb
, (37)








andεi is the orbital energy defined in (32). The indicesi andj denote the occupied orbitals







εi + εj − εa − εb
|Φabij 〉. (39)
Here|Φabij 〉 is the twice excited determinant obtained from the ground state determinant by
substituting the orbitalsϕi andϕj by the virtual orbitalsϕa andϕb.
2.5 The second quantization and the diagrammatic tech-
nique
The method of second quantization is very general and is usedext nsively in many areas
of physics. In this introduction we will describe how it is applied in quantum chemistry.
Detailed explanations of the second quantization and the diagrammatic technique (which
is another level of abstraction on top of second quantization and will be explained in the
following chapter) may be found in several excellent introductory texts [33, 34, 35, 36, 37].
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The discussion of second quantization in quantum chemistryma be commenced by
the observation that it is not at all necessary to work with determinants and other wave
functions. First, we can stay in the so-called first quantization and deal with traditional op-
erators only. Instead of using wave functions we can work with the corresponding density
matrices that contain all the information about our system.Another approach, called the
second quantization, obliterates the use of wave functionsin a different way. The analogs
of wave functions here are special strings ofcreationandannihilationoperators. More than
that, each operator from the first quantization may also be expressed through the creation
and annihilation operators. The resulting space of operators is referred to as theFock space.
In order to relate the first quantization to the second one, wedefine the linear creation
operatora†i as an operator that creates a particle (an electron) which isdescribed by the
orbitalϕi:
a†i |0〉 = |ϕi〉. (40)
The vector|0〉 is the so-called vacuum vector, a determinant of size zero, and |ϕi〉 is a de-
terminant of size one. More generally,a†i acts on a determinant of arbitrary size increasing








det|ϕi(1)ϕa(2)ϕb(3)...ϕq(N + 1)|. (41)
The Hermitian conjugate ofa†i is the annihilation operatorai which destroys the orbitalϕi










The orbitalϕi(L) is absent from the determinant on the right-hand side, andP is the sign of
the permutation which carries the orbitalϕi(L) over to the first position in the determinant
on the left-hand side. If the determinant whichai acts upon does not contain the orbital
ϕi(L) then the result of such an operation is zero. The creation andan ihilation operators
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for fermions satisfy the following anti-commutation formulas:
[a†i , a
†
j]+ = 0, (43)
[ai, aj]+ = 0, (44)
[a†i , aj]+ = δij. (45)
The product of an arbitrary number of creation and annihilation operators is called the
second-quantized string. If the number of the creation operators in the string is the same
as the number of the annihilation operators in it, the stringis called particle conserving. It
is obvious that any determinant may be put into correspondence with the string of creation
operators, which acting on the vacuum vector creates this determinant.
Now we wish to establish the form of the operators in the Fock space which are in
one-to-one correspondence with the operators in the Hilbert space. A general form of a
particle-conserving operatorC in the Fock space is





















kanamal + ... (46)
It may be shown by simple manipulations that zero-particle op rator, in other words a con-
stant in the first quantization corresponds to the same constant in the second quantization.







in the second quantization. Hereci;j are the matrix elements of̂C(1) in the first quantiza-
tion:
cij = 〈ϕi|Ĉ(1)|ϕj〉. (48)










in the second quantization with the matrix elements
cij;kl = 〈ϕi(1)ϕj(2)|Ĉ(1, 2)|ϕk(1)ϕl(2)〉. (50)
A lot of convenience of work in the second quantization is owing to the graphical repre-
sentation of the operations with the creation and annihilaton operators, which is generally
known as diagrammatic techniques. There are numerous flavors of diagrammatic technique
in quantum chemistry, and the one we are going to use in one of the chapters below allows
to represent the operators in second quantization only if they are written in the so-called
normal formor the normal order. The normal form of the second quantized string is denoted
by the curly brackets{...} and defined as the same string in which the minimal permutation
of the operators has brought the creation operators to the left of the annihilation operators.
The sign of the normally-ordered string is the sign of this mini al permutation:





The contraction [q] of two operators of second quantization (such asa†i and aj) is the
difference between their product and the normal form of their product:
A[q]B[q] = AB − {AB}. (52)
Hereq plays the role of a dummy index, showing which operator is contracted with which.
For example, inA[r]B[q]C [r]D[q] A is contracted withC, andB with D. Any fully con-
tracted second-quantized string is a scalar since (52) is 0 in all cases excepta[q]i a
†[q]
i , when
it is 1. One important result, commonly known as theWick’s theorem, states that the normal
form of any second-quantized string may be written as the string itself minus the normal
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forms of all possible contractions (single, double and so on) inside this string:
{ABCD...EF} = ABCD...EF − {A[q]B[q]CD...EF} − {A[q]BC [q]D...EF} − ...
− {A[q]B[q]CD...EF} − {A[q]BC [q]D...EF} − ...
− {A[q]B[q]C [r]D[r]...EF} − {A[q]B[r]C [r]D[q]...EF} − ...
− ...
− {A[q]B[q]C [r]D[r]...E[s]F [s]} − {A[q]B[r]C [s]D[q]...E[r]F [s]} − ... (53)
A further insight into the structure and the properties of second-quantized operators
may be obtained if we separate the space of our orbitals into ’occupied’ and ’virtual’ by in-
troducing the Fermi level. For theN -electron system theN orbitals with the lowest orbital
energies are called ‘occupied’. The rest of the orbitals with higher energies (their num-
ber may be much larger thanN ) are called ‘virtual’. Oftentimes the occupied orbitals are
called ‘holes’ (and denoted by letterh) and the virtual ones are called ‘particles’ (denoted
by letterp). The Fermi level is the energy of the highest occupied orbital.





h′′ |0〉 ≡ |Φ0〉, (54)
where the indicesh characterize the holes. Consequently, a singly-excited state, for exam-
ple, is conveniently expressed asa†pah|Φ0〉.
The operatorsah anda†p are the creation operators whereasa
†
h andap are annihilation
operators. Whenah acts on|Φ0〉 it creates a hole (hence the name) among the occupied
orbitals, and whena†p acts on|Φ0〉 it creates a particle on a virtual orbital. The annihilation
operatorsa†h andap have a similar interpretation. Since we have chosen to separate our
operators of second quantization into those having indicesh andp, we must introduce a
new definition for the normal ordering. We call this process ‘renormalization’.
The normal ordering of the operators of second quantizationwith respect to the Fermi
level is defined as follows. It is the string obtained by the mini al transposition executed
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so that the operators of second quantization have the ordering ah, a†p, ap, a
†
h. The sign of
the normally ordered string is defined by the sign of the transposition. For example,
{a†pa†hap′ ...a
†





2.6 The Goldstone diagrammatic technique
The Goldstone diagrammatic technique [38] which we are going to introduce in the present
chapter rests on the method of second quantization described a ove. The diagrams de-
pict the second quantized strings and operations on them andoften greatly facilitate the
work of a quantum chemist. Apart from the notational convenience that they bring, they
are often essential for better understanding the structureof many complicated algebraic
constructions.
If one desires to write a Goldstone diagram for a second-quantized operator, the latter
must be preliminarily cast into the normal form. This task iseasily accomplished by the
application of the Wick’s theorem (53). Figure 2.6 gives thedetails and various examples
of the Goldstone diagrammatic notation.
There are three rows: each row contains several diagram withthe corresponding alge-
braic formulas underneath. The black circle which one can see in some diagrams is called
thevertex. It is used to distinguish the creation operators (or lines ithe graphical notation)
from the annihilation operators. The creation lines are always located above the vertex
whereas, while the annihilation operators are found below it. Further, the particle lines face
up whereas the hole lines face down. The first row in Figure 2.6shows the four kind of lines
which one can encounter in the diagrams. The index of the operator of second quantization
is written next to the line. The second row shows various terms from the sums (47) and
(49), when they are in the normal form. Note that the dashed line with the cross in the first
two diagrams represent the one-particle operator while thezigzag line in the third diagram
represents the two-particle operator. Apparently, the number of vertices in each diagram
is equal to the number of particles the corresponding operator in the first quantization is
17
Figure 1: The Goldstone diagrammatic notation
associated with. The first diagram in the third row demonstrates that if there is a sum-
mation over some index then this index is not written in graphic notation (it is considered
‘dummy’). The normal form of the product of two operators (without any contractions) is
depicted as the diagram corresponding to the left operator over that corresponding to the
right one. If there is a contraction between two operators (the third diagram in the third
row) the corresponding lines are connected. The diagrammatic no ation is constructed in






h are always possible by join-
ing the lines located directly one above the other. In all thecases of zero contractions the
lines will face different directions or they will not be located directly one above the other
18
(they will be separated by the body of the operator).
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CHAPTER III
HYBRID CORRELATION MODELS BASED ON
ACTIVE-SPACE PARTITIONING: CORRECTING MP2
FOR BOND-BREAKING REACTIONS
3.1 Introduction
The restricted Hartree-Fock (RHF) theory provides a qualitatively incorrect description of
homolytic bond-breaking reactions because it fails to include the additional electron con-
figuration(s) which become degenerate when the fragments are far apart [4, 39]. Near-
degeneracies of electron configurations can also complicate theoretical predictions for di-
radicals, first-row transition metals, and other species. Unfortunately, popular post-Hartree-
Fock theories which approximately account for electron correlation via singly and doubly-
substituted Slater determinants are often incapable of fully overcoming the initial deficien-
cies of the Hartree-Fock wave function [40, 41, 42]. Although unrestricted Hartree-Fock
(UHF) gives much more accurate energies than RHF at large inter-fragment separations,
this comes at the price of massive spin contamination and thewav function no longer hav-
ing the proper spin character. Moreover, correlated computations using unrestricted orbitals
can yield less accurate energies in the intermediate bond-breaking region [41, 43, 44].
Although multi-reference methods are designed to handle near-d generacies among
electron configurations, they can be computationally costly and difficult to use for non-
experts. Thus it is useful to assess the accuracy of single-reference methods for bond-
breaking reactions and other examples of electronic degeneracies to see if some of them
may be sufficiently accurate for certain applications. Thiscan be done [45, 46, 47, 41, 43]
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by comparing to full configuration interaction (full CI) results, which are numerically ex-
act solutions to the electronic Schrödinger equation within the space spanned by the given
one-particle basis set. At the same time, it is important to investigate possible improve-
ments to single-reference methods which might make them more reliable for bond-breaking
problems while retaining their simplicity and ‘black box’ character. Some efforts along
these lines include the spin-flip approach of Krylov [48, 49,50 51] and the completely-
renormalized coupled-cluster methods of Piecuch [52, 53],among others [54, 55, 56, 57,
58].
The simplest single-reference treatment of electron correlation is second-order Møller-
Plesset perturbation theory (MP2). For many equilibrium properties, MP2 provides very
reliable predictions which are suitable for all but the mostdemanding applications. More-
over, MP2 is the least expensive computationally of the conventional single-reference cor-
related methods. It is unfortunate, then, that RHF-based MP2fails catastrophically for
bond-breaking reactions or other cases where electron configurations become nearly de-
generate. MP2 potential energy curves “turn over” at large int r-fragment distances, and
the energy appears to diverge toward negative infinity. Thisbehavior can be understood by
examination of the spin-orbital energy equation for MP2 (assuming Hartree-Fock orbitals),






ǫi + ǫj − ǫa − ǫb
, (56)
whereEHF is the Hartree-Fock reference energy,ǫp is the energy of orbitalp, and〈ij||ab〉
are the usual antisymmetrized two-electron integrals. As the bonding and antibonding or-
bitals of the bond being broken approach degeneracy at largeinter-fragment separations,
then at least one term in the above sum becomes an unphysicalllarge negative number;
namely, the term wherei andj are the indices corresponding to theα andβ spin com-
ponents of the bonding orbital, anda andb are those of the two spin components of the
antibonding orbital which becomes nearly degenerate with it. One might optimistically
hope that MP2 could be ‘fixed’ for bond-breaking reactions bythe replacement of this one
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offending term. As we will see, such a simple remedy does not appe r to be satisfactory.
Nevertheless, a more careful examination of the failure of MP2 at large distances (analyzed
via a decomposition of the energetic contributions using active-space concepts) suggests
that one should replace the offending terms from MP2 with analogous terms from more
robust theories; a minimal number of terms will be replaced so as to retain the fifth-order
scaling of the conventional MP2 method.
One possibility is to replace the problematic MP2 terms withtheir counterparts from
the more complete coupled-cluster theory. This is reminiscent of the strategy of using
coupled-cluster theory for the more important ‘strong pairs’ and MP2 for the less important
‘weak pairs’ in local coupled-cluster theory [59, 60, 61]. Although coupled-cluster theory
including single and double substitutions [62] (CCSD, the cost of which scales as the sixth
power of the system size) is not itself foolproof for bond-breaking reactions, it is at least
qualitatively correct in most cases where a single bond is broken — a vast improvement
over MP2. Moreover, the errors in CCSD remain modest for some siple reactions [41].
Additionally, it seems likely that in some systems where thedegeneracies are not too strong
(e.g., certain transition metals), CCSD may yield reasonableresults where MP2 would
fail. Finally, the MP2 method can be regarded as a special case of CCSD under certain
simplifying assumptions, making it theoretically appealing to consider replacing certain
terms from MP2 with their CCSD counterparts. However, it is also clear that this would be
one of the simplest approaches in a whole family of hybrid methods which could be made
more robust via the inclusion of higher-order terms (via coupled-cluster or configuration
interaction approaches).
3.2 Theory and discussion
The CCSD energy expression, again assuming Hartree-Fock orbitals, may be written as















It is clear that the MP2 energy expression can be obtained from the CCSD energy expres-
sion when single excitations are neglected and when theT2 amplitudes are fixed at their
first-order formtab(1)ij = 〈ij||ab〉/(ǫi + ǫj − ǫa − ǫb). This connection between MP2 and
CCSD theory will be exploited in the present work.
Although it is well appreciated that the MP2 and CCSD methods can give rather dif-
ferent numerical results, especially for non-equilibriumgeometries, it is conceivable that
some terms constitutingEMP2 andECCSD might be very similar. For instance, one might
expect that the MP2 and CCSD theories describe the excitationsfr m low-energy occupied
to high-energy virtual orbitals equally well, whereas the excitations from highest occupied
molecular orbital (HOMO) to lowest unoccupied molecular orbital (LUMO) may be han-
dled with a significant difference in quality. Indeed, bond dissociation is accompanied by
the HOMO and LUMO energies’ gradually becoming degenerate,so that the denominator
of the correspondingEMP2 term tends to zero, and at some point on the potential energy
surface the perturbation expansion is no longer valid. However, the analogous term of
ECCSD does not exhibit divergent behavior even at larger bond distances. As the number
of terms in the sums (56) and (57) is on the order ofo2v2, whereo is the number of doubly
occupied orbitals andv is the number of virtual orbitals, it is impossible to compare the
behavior of all the individual corresponding terms as a functio of the bond length for a
non-trivial molecule with a reasonable basis set. Instead,by using an appropriate active
space, one can separate the occupied and virtual orbitals ino restricted (R) and active (A)



















RRRR, Q = MP2, CCSD,
so that only nine terms need to be compared. In the expressionEQWXY Z the first two lower
indices (W andX) stand for the orbital subsetsfrom which the electrons are excited, and
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the last two lower indices (Y andZ) stand for the orbital subsetso which the electrons
are excited. At this stage, the distinction between the restricted and active orbitals is purely
notational: no actual restrictions were imposed on the excitations either from or to the
R-orbitals.
In this initial study, we look at some simple bond-breaking reactions in BH, CH4,
and HF, where our previous full configuration interaction bechmarking studies show that
CCSD works reasonably well [41]. For CH4, the reaction considered is CH4 → CH3 + H,
where we have fixed the C–H distances and HCH angles at 1.086Å and the tetrahedral
value, respectively, for convenience [41]. In this study, we use the 6-31G* basis and corre-
late all electrons. For each molecule, we consider a minimalactive space consisting only
of the highest occupied and lowest unoccupied orbitals of the totally-symmetric irreducible
representation, which at large distances will correspond tthe bonding and antibonding
orbitals for the bond being broken. For HF and CH4, we also consider larger active spaces,
chosen somewhat arbitrarily as (6a1 2b1 2b2) and (7a′ 3a′′), respectively, where we give the
number of active orbitals in each of the irreducible representations of the computational
subgroup. All occupied orbitals except the core orbitals are made part of the active space.
The results reported in this study were obtained using a simple spin-orbital coupled-cluster
code which was easy to modify for our present purposes. Transformed integrals were ob-
tained using the PSI3 package [63].
Figure (2) compares eachEMP2WXY Z component to the correspondingE
CCSD
WXY Z component
as a function of bond lengths for each of our test cases. The minimal active space results are
of the greatest interest, since one may wonder whether only theAAAA contributions to the
total energy differ markedly. If the rest of the terms are described quantitatively (or at least
qualitatively) in the same manner by both MP2 and CCSD theories, one could substitute
the faultyEMP2AAAA term by the acceptableE
CCSD
AAAA term and in this way correct the total MP2
energy curve.
Let us discuss the minimal active space curves first. From Figure (2) we infer that,
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Figure 2: The orbital excitation components of MP2 and CCSD energies. The solid lines
represent the MP2 components and the dashed ones correspondto the CCSD components.
The WXYZ notation and the minimal and large active spaces are described in the text.
Distances (x-axis) are in̊Angstrom and energies (y-axis) are in atomic units.
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indeed, the greatest quantitative difference between theEMP2WXY Z andE
CCSD
WXY Z contributions
is in the case of the AAAA term. BothEMP2AAAA and E
CCSD
AAAA terms decrease with bond
distance, but while the CCSD term levels out, the MP2 term goes dwn sharply, making the
total MP2 energy apparently divergent. Unfortunately, theEAAAA contribution is not the
only one where discrepancies are observed between the MP2 and CCSD methods. Each
pair (EMP2WXY Z , E
CCSD
WXY Z) has a significant quantitative difference (although much smaller
than that for theAAAA term), and some pairs exhibit even qualitative differences. For
example, the behavior ofEMP2RRAA andE
CCSD
RRAA curves in the case of BH molecule is strikingly
dissimilar after about 2̊A. The same observation concerns theARAR andRRAA pairs of
CH4 as well as theAARR, ARAR, ARRR, RRAA, andRRAR pairs of HF. It is pleasant
to note though that for all the molecules studied theRRRR pairs behave qualitatively in a
similar way.
This analysis suggests that if we were to substitute only theEMP2AAAA term by the corre-
sponding CCSD term in the MP2 energy expression,
EMP2AAAA ←− ECCSDAAAA (59)
the resultingmodifiedMP2 energy curve should avoid the disastrous turnover occasioned
by the divergentEMP2AAAA term, but it might still exhibit some quantitiative or even qualitative
errors. This conclusion is tested in Figure 2, which compares th total modified MP2 energy
as obtained by eq. (59) and the conventional MP2 and CCSD energis for our three test
cases, BH, CH4, and HF.
Here, the termECCSDAAAA has been computed simply by a conventional CCSD compu-
tation. We will call this energy the MP2+CCSD(CCSD) energy, where “MP2+CCSD”
indicates that we have simply added theECCSDAAAA energy component to the complemen-
tary MP2 energy components, and “(CCSD)” denotes how the termECCSDAAAA was obtained
(through a conventional CCSD computation). We see that the MP2+CCSD(CCSD) poten-
tial curves are vastly improved over the MP2 curves, and the results for BH and CH4 seem
to provide an excellent match to the full CCSD results [the curves appear to be parallel,
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Figure 3: The performance of different hybrid MP2+CCSD methods for minial active
spaces.
with the MP2+CCSD(CCSD) curves shifted slightly higher in energy]. Closer scrutiny
of the energies reveals a very slow decrease in the MP2+CCSD(CCSD) energies at large
distances, and this downward drift is much larger and clearly visible on the graph for HF.
The MP2+CCSD(CCSD) scheme, then, provides a great improvement ov r MP2 for these
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cases, but it is not completely robust.
Now let us briefly discuss the results in case of the extended active space. In the extreme
case whenall orbitals are considered active, the modified MP2 energy becom s equal to
the CCSD energy. Therefore it is reasonable to suppose that thegradual increase of the
active space will provide a gradual transition from the MP2 energy to the CCSD energy.
It is easy to see from the large active space curves presentedin Figure (2) that now the
componentsEMP2WXY Z only slightly differ from the componentsE
CCSD
WXY Z for almost all the
componentsWXY Z except theAAAA term. The MP2+CCSD(CCSD) potential curves
calculated corresponding to large active spaces and presented in Figure (4) also show a
dramatic improvement in quality, and now they appear to be anxcellent match for the
CCSD curves for all three test cases.
The computational scheme discussed so far, MP2+CCSD(CCSD), is no le s expensive
than the CCSD method itself, because for theECCSDAAAA value is obtained only after the CCSD
iterations have converged. Therefore, in order to make thiscombined scheme practical we
would need to approximate theECCSDAAAA value by the energy obtained from a CCSD compu-
tation of a moderate cost, for example from a CCSD performed using active orbitals only.
For a minimal active space, the cost of this CCSD computation would be negligible, and
it would remain small so long as the number of active orbitalsis mall compared to the
total number of orbitals. However, in using such an approximat on to theECCSDAAAA term,
we introduce an additional error into the MP2+CCSD energy. We will call the energy of
this less expensive procedure the MP2+CCSD(active CCSD) procedure, indicating that the
termECCSDAAAA is obtained from an active-space CCSD computation. Figures 3 and 4 demon-
strate that this approximation toECCSDAAAA makes the MP2+CCSD(active CCSD) potential
curve significantly worse than the MP2+CCSD(CCSD) curve. Of course, the larger the
active space the smaller the error of theECCSDAAAA approximation, but the computational cost
of making this approximation becomes larger. An additionalproblem is that the scheme
ceases to be a ‘black-box’ method if active spaces other thanthe minimal active space are
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Figure 4: The performance of different hybrid MP2+CCSD methods for minial active
spaces.
used.
The results for MP2+CCSD(active CCSD) indicate that one cannot safely neglect the
coupling between the active-only electron configurations ad the other configurations. At
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the same time, however, to obtain a practical advantage overc nventional CCSD, the com-
putation of the full CCSD wave function to obtainECCSDAAAA must be avoided. How can these
two requirements be satisfied? The most obvious solution is to solve for the coupled-cluster
amplitudes giving rise toECCSDAAAA in the presence of the other amplitudes fixed in their MP2
form. Indeed, one might hope that the explicit coupling of the coupled-cluster amplitudes
to the MP2 amplitudes might improve results over the MP2+CCSD(CCSD) approach dis-
cussed above. We will denote this new alternative as MP2-CCSD,where the dash will indi-
cate a coupling between the methods rather than a simple addition of terms obtained from
separate computations. This form of hybrid MP2 and CCSD was previously investigated by
Nooijen [64] in a different context; namely, as a promising way to reduce the cost of CCSD
for computations of equilibrium properties and excited state energies. The general idea of
reducing costs by restricting higher-order correlation terms to have at least a certain num-
ber of indices corresponding to active orbitals has ample precedent in coupled-cluster and
configuration interaction methods (see, for example, Refs. [11, 65, 66, 67, 68, 55, 69, 70]).
It is easy to implement the coupled, hybrid MP2-CCSD approach.CCSD programs
generally use the MP2 amplitudes as an initial guess in the iterat ve solution of the cluster
amplitudes, and the MP2 energy is obtained in the first iteraton of a CCSD procedure.
A possible exception is the case of MP2 based on a restricted op n-shell Hartree-Fock
(ROHF) reference. First, there are several possible definitions of such theories, and second,
the ROHF Fock operator is not diagonal unless a transformation to semicanonical orbitals
is performed. See, for example, Ref. [71]. To implement the hybrid MP2-CCSD approach,
one needs only to fix all amplitudes in their initial MP2 form exc pt for those “internal”
amplitudestabij andt
a
i , all of whose indices belong to the active space orbitals. The final,




































assuming Hartree-Fock orbitals. The summation in the formula forEMP2−CCSDAAAA is restricted
to the active orbital space.
Figure 5: The performance of the coupled, hybrid MP2-CCSD method.
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Figure 5 shows the performance of MP2-CCSD for various molecules and different
active spaces. We may observe that even in the case of the minimal active spaces, the total
energies derived fromEMP2−CCSDAAAA are qualitatively correct for every test case; in contrast
to some of the MP2+CCSD approaches discussed above, the tendency of the potential
curves to bend downward at large distances has been eliminated by the coupling of the
coupled-cluster amplitudes to the MP2 amplitudes. At bond lengths close to equilibrium,
the MP2-CCSD curves follow the MP2 curves very closely, but at larger separations, when
the MP2 energies start to behave incorrectly, the MP2-CCSD curves remain almost parallel
to the CCSD total energy curves and at small and intermediate dis ances fall between the
MP2 and CCSD curves. Increasing the size of the active space improves the picture even
further.
It is easy to estimate the cost of such a coupled, hybrid method. In the notation of
Stanton and co-workers, [72] the most time-consuming step of the CCSD procedure is
the evaluation of theWabef → ∆tabij contribution, which includes the four-virtual〈ab||ef〉
components. This step normally scales aso2v4, whereo andv are the number of occupied
and virtual orbitals, respectively. In the MP2-CCSD approach, the cost reduces tov2O2V 2,
whereO andV represent the number of active occupied and active virtual orbitals, re-
spectively. In the minimal active spaces considered here,O = V = 1, and typicallyO
andV will be of order 1. The cost of forming theWmbej intermediate is reduced from
o3v3 to o2v2OV , and the cost of forming theWmnij intermediate is reduced fromo4v2 to
o2v2O2. For a minimal active space, then, the computational scaling is o worse than that
of MP2 theory, and for larger active spaces, the cost is stillconsiderably less than that of
conventional CCSD.
In order to investigate the errors of these hybrid methods more carefully, we present
errors versus full CI energies for the HF molecule in Figure 6.
These are not the same full CI results as in our previous benchmarking study Ref. [41];
that study used the larger 6-31G** basis and froze core orbitals. The full CI results may be
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Figure 6: Errors for the coupled, hybrid MP2-CCSD method and for conventional MP2
and CCSD compared to full configuration interaction for the HF molecule.
considered numerically exact solutions of the electronic Schrödinger equation within the
given basis set. One wishes for flat error curves, which indicate that an approximation is
yielding a potential curve parallel to the full CI curve (a mere shift in the potential, giving a
constant error across the surface, is of no chemical significa ce). The figure reveals that the
MP2-CCSD error curve tracks that of CCSD extremely well when the large active space is
used. For the minimal active space, the MP2-CCSD error curve follows the general shape
of the CCSD error curve at short and long distances, but the errors happen to dip slightly
below the CCSD errors at intermediate distances. Both the smalland arge active space
MP2-CCSD error curves are tremendously improved over those ofconventional MP2.
3.3 Conclusions
We have analyzed the failure of RHF-based MP2 for bond-breaking reactions in terms of
energetic contributions from different orbital subspaces. The one double excitation from
the sigma bonding orbital of the bond being broken to its antibonding counterpart accounts
for the majority of the error in MP2 at large interfragment separations due to the energy
denominator becoming nearly zero. Using more robust methods such as coupled-cluster
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theory to replace this one term vastly improves results, butthere remains a slight, unphysi-
cal drift downward in the energy at large separations due to some other energy components
involving the active orbitals. This residual problematic behavior can be eliminated by cou-
pling the solution of the active-space coupled-cluster problem to the MP2 amplitudes for
the remaining excitations. This results in a method with a computational cost similar to that
of MP2 (for minimal active spaces) but which behaves qualitatively correctly for reactions
in which a single bond breaks, the error being roughly comparable to that observed for
the much more complete CCSD method. Results of CCSD quality can be syst matically
approached using larger active spaces for the CCSD part of the CCSD-MP2 hybrid wave
function.
Many other approaches to bond-breaking reactions and near-degeneracies of electron
configurations begin with a robust active-space computation (e.g., complete-active-space
self-consistent-field, CASSCF) and then proceed to add a description of electron correlation
involving non-active (restricted) orbitals. Here, we havefollowed something of a reversed
procedure, fixing the description of electron correlation involving restricted orbitals at the
MP2 level and then proceeding to solve for a more robust description of the active space.
It is perhaps surprising that this approach works as well as it does for the cases considered.
It is encouraging that the all-restricted (RRRR) energy component appears to be estimated
well by MP2 even in the presence of nearly degenerate electron onfigurations, but we did
notice some differences between MP2 and CCSD for some of the other components which
we nevertheless fixed in their MP2 form. The coupling of the active-space coupled-cluster
amplitudes to the fixed MP2 amplitudes allows them to respondin such a way as to produce
qualitatively correct potentials.
The current results suggest that even in the presence of nearly d generate electron con-
figurations, MP2 theory may remain useful for estimating correlation coefficients except
for those in which all indices correspond to active orbitals. In future work, we will investi-
gate this possibility more fully by examining additional bond-breaking situations. Clearly,
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MP2-CCSD will not work for breaking double or triple bonds, because CCSD itself fails
in these situations. However, one can easily imagine more sophi ticated approaches which
build upon the ones investigated here.
The material of this chapter was published in theJournal of Chemical Physics[73].
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CHAPTER IV
HYBRID CORRELATION MODELS BASED ON
ACTIVE-SPACE PARTITIONING: SEEKING
ACCURATE AB INITIO METHODS FOR
BOND-BREAKING
4.1 Introduction
The accurate description of potential energy surfaces (PES’s) has been and still remains one
of the primary objectives of quantum chemistry [42]. Unfortunately, the standard hierarchy
of single-reference electron correlation methods does notwork reliably for bond-breaking
reactions, particularly for reactions which make or break multiple bonds. The standard
flavors of density functional theory (DFT) are usually unsuitable for the computation of
PES’s due to their poor qualitative and quantitative performance, especially at stretched
geometries [41, 74]. Although a variety of multireference mthods can provide accurate
results in virtually any bond-breaking reaction, in practice they tend to be difficult to derive,
implement, and use, and moreover they can be very expensive computationally. Thus it
remains desirable to investigate more “black box” bond-breaking methods with favorable
computational scaling. Recent work along these lines includes new methods by Head-
Gordon and co-workers based on ideas from the generalized val nce bond perfect-pairing
approach [75, 76, 77], the spin-flip approach of Krylov [48, 749, 51, 50], and the method
of moments and completely-renormalized coupled-cluster methods of Piecuch [52, 53, 79,
80]. In this work, we explore hybrids of coupled-cluster andperturbation theories for
reactions breaking single bonds.
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Among the standard quantum chemical methods based on the restricted Hartree-Fock
(RHF) reference, the cheapest qualitatively correct methodfor breaking single bonds in the
ground state is the coupled cluster theory with the inclusion of single and double excitations
(CCSD) [62, 72]. Its formal scaling with the total number of occupied (o) and virtual
(v) molecular orbitals and the number of iterationsNit required to converge the nonlinear
CCSD equations isNito2v4. When we refer to the quality of the method in relation to bond
breaking we mean the correctness of the shape of the potential ergy curve produced
by this method rather than the absolute error in energy. The CCSD energy curves for
reactions breaking single bonds usually overestimate the dissociation energy but they are
smooth and devoid of artifacts such as divergence at large interatomic distances. The latter
defect is only too common among the methods which utilize theperturbation theory: for
example, both the second-order Møller-Plesset (MP2) theory and the CCSD(T) method
[81] (often referred to as the “golden standard” of quantum chemistry) fail catastrophically
at non-equilibrium geometries [41, 82]. The failure of MP2 is especially regrettable since
this method has a very low computational scaling,O(N5), whereN is the total number
of orbitals, N = o + v. Another method that has a low formal scaling,NitN5, is the
CC2 method of Christiansenet al. [83] Unfortunately, its behavior at large interatomic
distances remains largely unexplored (see, however, studies of CC2 energy curves around
equilibrium geometries in Refs. [84, 85]). We touch on this topic in the current study.
Alternatively, when standard single-reference methods are used in conjunction with
unrestricted Hartree-Fock (UHF) orbitals, the divergenceat large interatomic distances is
remedied. However, the UHF-based correlated wave functions often suffer from the seri-
ous spin contamination [86, 87]. Besides, the potential energy curves obtained by these
methods can display an erroneous behavior in the intermediate bond-breaking region. In
the case of UMP2 this erroneous behavior sometimes becomes so pronounced that it may
be regarded as a grave defect of the method [41].
Thus, it appears that one has to tolerate the computational scaling ofNitN6 or higher in
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order to study the bond-breaking processes with at least qualitative correctness. Recently
[73], we proposed a very simple computational scheme which scale asN5 but approaches
the CCSD method in accuracy. This method, which we originally denoted as MP2-CCSD
[in this chapter we refer to it as MP2-CCSD(I)], is a hybrid betwen the MP2 and the CCSD
theories and benefits from the scaling of the former and the accur y of the latter. It relies
on the orbital partitioning into active and restricted spaces, which might seem unfortunate
in that the user must choose which orbitals to make active. However, we verified that
even in the case of the minimal active spaces (which can oftenbe determineda priori) our
method performs in a very satisfactory manner and is a vast improvement over MP2. With
the modest increase of the size of the active space (which does not deteriorate the favorable
N5 scaling) the potential energy curves generated by MP2-CCSD(I) become essentially
parallel to those generated by CCSD. In this work we describe and test a newO(N5) hybrid
method MP2-CCSD(II) which is similar to MP2-CCSD(I) in structure but is significantly
more accurate so that it rivals CCSD in accuracy even when the minimal active spaces are
used. In section II we present the methodology behind the MP2-CCSD(I) method and in
section III we give the description of the MP2-CCSD(II) method. Illustrative results are
presented in section IV.
4.2 The hybrid methodology
For RHF or UHF orbitals, the correlation energy of MP2 theory is written as the sum over
all possible double excitations as in (37). It is always possible to formally divide the orbital
space into four disjoint subsets: occupied active, occupied restricted, virtual active and
virtual restricted orbitals [see Figure 7(a)]. Note that, so far, the denominations ‘restricted’
(R) and ‘active’ (A) do not indicate any constraint on the orbital excitations – these names
are simply used for the notational convenience.
Any double excitation from the closed-shell reference shown symbolically in Figure 7(a)
may be then labelled by the four-letter codeWXY Z where the first two letters (W andX)
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Figure 7: (a) The separation of the orbital space into four subspaces.(b) An example of
our notation: ARRR-type excitation.
stand for the subspaces (A or R) from which the excitation was made and the last two
letters (Y andZ) indicate the subspaces to which the electrons were excited. Obviously,
WXY Z is equivalent toXWY Z etc. As an example, Figure 7(b) shows a ARRR-type ex-
citation. In a similar manner, any single excitation may be labelled by the two-letter code
WX whereW shows from which subspace the electron was excited andX to which space
it was excited.
Using this notation, we may rewrite the energy expression for the MP2 correlation




































reduces to the MP2 spin-orbital expression (37) in the eventthat single excitations are
neglected (tai = 0) and the doubles amplitudes are fixed in their first-order form, t
ab(1)
ij =
〈ij||ab〉/(ǫi+ǫj−ǫa−ǫb). Indeed, the MP2 energy is given as the first iteration of the CCSD
procedure for RHF or UHF orbitals when the MP2 guesses are usedfor the amplitudes.
39
This close connection between MP2 and CCSD is exploited in the curr nt study.
In our previous work [73] we demonstrated for several small molecules that theAAAA
term, comprising no more than a handful of excitations for small active spaces, is primar-
ily responsible for the divergence of the MP2 energy at largeinteratomic separations. The
mechanistic substitution of theEMP2AAAA term with theE
CCSD
AAAA term (obtained from the CCSD
calculation either in the full or active orbital space) in (62), which we called MP2+CCSD,
does not lead to a very satisfactory potential energy curve,although even this simple op-
eration redresses the sharp divergence of the MP2 energy curve. The MP2+CCSD energy
curves show a small but nevertheless noticeable ‘turning over’ at large interatomic distances
which is clearly not a physical behavior. The recipe for the proper replacement ofEMP2AAAA
is to do soself-consistently, that is adjust theAAAA-contribution in the presence of other
contributions. This idea lies in the foundation of hybrid methods previously developed by
Nooijen [64] for the investigation of excited states. The method that employs this method-
ology includes the following simple steps:
(i) Set up a CCSD calculation using the MP2tai andt
ab
ij amplitudes as a guess:t
a
i = 0 and
tabij = 〈ij||ab〉/(εi + εj − εa − εb).
(ii) Procede with solving the CCSD equations but update only the those single and double
t-amplitudes that involve excitations within the active space only.
(iii) Terminate the iterations when the active space amplitudes and energy no longer change.
This approach which we called MP2-CCSD in our previous paper [73] will be referred to
as MP2-CCSD(I) here. The convergence of this procedure is usually no worse than the
convergence of the conventional CCSD equations. If the typical dimension of the active
space is on the order of just a few orbitals (σ andσ∗ for the minimal active space), then
step (ii) has the computational expense aroundO(N4). The next section introduces an
improved MP2-CCSD(II) method and gives details as to the scaling of the intermediates
which are computed on each iteration step. In summary, the cost of the MP2-CCSD(I)
method is dominated by the atomic orbital (AO) to molecular orbital (MO) transformation
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and isO(N5). The potential energy curves generated by the MP2-CCSD(I) method nor-
mally level off at stretched geometries and show qualitative and quantitative advantages
over the MP2+CCSD curves and dramatic improvements over simple MP2.
4.3 An improvedO(N 5) hybrid method
The computational advantage gained in the MP2-CCSD(I) and MP2-CCSD(II) methods
over the conventional CCSD method may be better understood from the analysis of the
CCSD equations. We do not wish to complicate the present discussion and will therefore
work with the CCSD equations written in a schematic form which stresses the most salient
points. For greater detail, we refer the interested reader to the paper by by Stanton and
co-workers [72] on the efficient implementation of CCSD.























in which we explicitly mention as arguments only the most computationally expensive
terms. The cost of the terms in parentheses areo2v3, o3v2, o2v3, ando3v2, respectively. Here
o is the number of the occupied orbitals andv is the number of virtual orbitals. Similarly,




















The terms in the parentheses scale aso4v2, o2v4, o3v3, respectively. When we update
only theAA t1 amplitudes the arguments of the functionf1 reduce to the scalingsov2OV ,
o2v2O, ov2OV , ando2vOV , respectively, whereO is the number of occupied orbitals in
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the active space andV is the number of virtual orbitals in the active space. Typically,
O ≈ V ∼ 1, so we may think of these scalings asov2, o2v2, ov2, ando2v, respectively. In
all the subsequent estimations we make the assumption thatO andV do not grow with the
size of the basis set. Updating only theAAAA terms when we solve the MP2-CCSD equa-
tions reduces the scaling of the arguments of the functionf2 to o2v2O2, o2v2V 2, o2v2OV ,
respectively. Or, removing theO andV dependencies, we obtain the identical scalingo2v2
for each term. Taking into account the iterative nature of the method, we conclude that the
computational cost of the MP2-CCSD(I) procedure is(Nito2v2). It is reasonable to assume
thatNit does not depend on the size of the system, and so the total costof the MP2-CCSD
method is dominated by the orbital transformation procedur. Thus, the MP2-CCSD(I) has
the formal scalingO(N5).
It is easy to notice, however, that updating certain other types of amplitudes together
with theAA andAAAA amplitudes increases the cost of the resulting hybrid method only
marginally and still keeps it much lower than the cost of the regular CCSD method. If we
update theAR, RA, andRR single-excitation amplitudes, the cost of this operation will
scale aso2v3. Further, if we also update theARAA andAAAR double-excitation ampli-
tudes, the worst scaling that will result from this operation will be o2v3V , or simplyo2v3 if
V is on the order of 1. The method in which we update theAR, RA, RR, AAAA, ARAA
andAAAR amplitudes self-consistently in the presense of the rest ofthe amplitudes com-
puted by the MP2 method we call the MP2-CCSD(II) method, scaling asO(Nito2v3). With
respect to the increase of the size of the system (ifNit is assumed constant), the scaling of
MP2-CCSD(II) is still not worse than that of the MP2 method.
In constructing the MP2-CCSD(I) and MP2-CCSD(II) methods we relied on the MP2
theory as a source of inexpensivet-amplitudes. One might ask whether there exists some
other choice of the low-cost method. The Epstein-Nesbet (EN) pair-correlation theory or
related constructs, whose computational cost is dominatedby the AO-MO transformation,
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is worthy of investigation in this respect. We utilized the following formula for the compu-
tation of the double excitation amplitudes:
tabij =
〈ij||ab〉
eij − 〈Ψabij |H − E0|Ψabij 〉
, (66)










Equations (66-67) are solved iteratively until the valuestabij andeij no longer change. We
call this approach TCEPA (truncated coupled electron pair app oximation) because its for-











〈Ψcdij |H|Ψ0〉tcdij . (70)
Observe that the neglect ofeij in the denominator of (66) brings us to the second order EN
perturbation theory (which is equivalent to EN pair-correlation theory), and further approx-
imation of〈Ψabij |H−E0|Ψabij 〉 throughεi+εj−εa−εb yields the MP2 theory. Some denom-
inators in the EN perturbation theory approach zero as the bond is being broken. This may
be explained by the fact that certain orbitalsi anda (as well asj andb) necessarily become
degenerate along the dissociation coordinate and the expression〈Ψabij |H|Ψabij 〉 approaches
E0. A few computations convinced us that the EN perturbation theory diverges even faster
than MP2. Murray and Davidson [90], who compared the MP theory with one of the flavors
of the EN theory for equilibrium geometries and up to the fifthorder in the perturbation,
also arrived at the conclusion that MP gives more predictable energies. TCEPA, however,
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promises a better dissociation behavior than the regular ENperturbation theory. Ifeij re-
mains in the denominator (as in TCEPA) then the denominator isnot likely to turn into zero
sinceeij is the part of the correlation energy which actually becomesconstant at the end of
the dissociation. We also constructed the hybrid TCEPA-CCSD(I) and TCEPA-CCSD(II)
models built exactly after the MP2-CCSD(I) and MP2-CCSD(II) models, respectively (the
types of the amplitudes updated are the same). In TCEPA-CCSD(I)and TCEPA-CCSD(II)
thet-amplitudes which are not updated in the course of solving the CCSD equations come
from equations (66-67). Observe that by combining TCEPA withCCSD we do not attempt
to correct or improve some particular feature of TCEPA (as we did it with MP2 by sub-
stituting its AAAA amplitudes with the CCSD amplitudes). We merely wish to describe
as many amplitudes as possible by a higher-quality method (CCSD) without disturbing the
computational scaling of the lower-quality method (TCEPA).
One moreO(N5) candidate for a possible hybridization with coupled cluster m thod
is CC2. As demonstrated below, the divergence of CC2 at large interatomic separations is
even worse than that of MP2, and therefore we ruled out the idea of constructing a hybrid
method built upon CC2.
4.4 Results and discussion
The hybrid methods introduced in the previous chapters wereimplemented in a proto-
type code built upon the PSI3.2 [63] suite of quantum chemical programs and libraries.
Here we test the performance of the theoretical constructs discussed above against results
from full configuration interaction (FCI), which exactly solves the nonrelativistic electronic
Schr̈odinger equation within the given one-particle basis set. Because of the high cost of
these FCI computations, we restrict our attention in this work t the small molecules H2,
BeH+, BH, HF, H2O, CH+, CH4, and Li2, all in the 6-31G* basis set. We note that the
CCSD method, which the MP2-CCSD hybrids attempt to mimic at lowercomputational
cost, performs reasonably well for bond-breaking in these molecules [41]. The active
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spaces of the first five molecules consist of justσ andσ∗, whereas those of CH+, CH4,
and Li2 are slightly larger (because of the energetic proximity of other orbitals toσ andσ∗
or the intersection ofσ andσ∗ with other orbitals along the dissociation curve). The active




), and (2ag b1u b2u b3u), respectively. We
considered the reactions in which a single bond to hydrogen is broken, or in the case of Li2,
the unimolecular dissociation Li2 → 2Li. In the case of CH4, for simplicity we fixed the
non-dissociating bonds at 1.086Å, and the HCH angles were 109.47122 degrees. Likewise
in H2O, one bond length was fixed at 0.967Å, and the HOH angle was 107.6 degrees.
Figure 8: Performance of the hybrid theories on the BH molecule in 6-31G* basis set.
Figures 8-10 demonstrate the potential energy curves obtained with our hybrid models,
which are plotted together with those obtained with the tradi ional models MP2 and CCSD,
as well as with the CC2 method and with FCI. Potential energy curves for the other test
cases are qualitatively similar. Let us initially considerthe more standard methods, plus the
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MP2-CCSD hybrid methods, shown in the top half of the figures. The standard methods
MP2 and CCSD feature their typical behavior in Figures 8 (BH) and9 (CH4).
Figure 9: Performance of the hybrid theories on the CH4 molecule in 6-31G* basis set.
The MP2 curve becomes unphysical at intermediate internuclear distances and then the
energy diverges at large internuclear distances. Note thatthe CC2 curves are qualitatively
similar to MP2 and also show divergence at large distances. CCSD, in contrast, performs
reasonably well, yielding an energy which is somewhat too high at the dissociation limit.
Our initial MP2-CCSD hybrid method, MP2-CCSD(I), behaves like MP2 near equilibrium
but avoids the unphysical behavior of MP2 at larger internuclear distances. Moreover, the
MP2-CCSD(I) curves are roughly parallel to those of CCSD, which the method approx-
imates. The same can be said for the MP2-CCSD(II) method, whichis quite similar to
MP2-CCSD(I) but yields somewhat lower energies at large distances. A more quantitative
comparison of these methods is presented below.
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Figure 10: Performance of the hybrid theories on the Li2 molecule in 6-31G* basis set.
The performance of the methods is somewhat different for thedissociation of Li2,
shown in Figure 10. The behavior of MP2 is again unphysical (and the curve turns over
again at larger distances than those shown in the figure). Again, CC2 behaves similarly to
MP2. However, in this case the CCSD curve is nearly coincident with FCI. MP2-CCSD(I)
again produces a reasonable curve, although it yields a significantly lower energy than MP2
near equilibrium in this case. In contrast to its behavior for BH and CH4, MP2-CCSD(II)
now gives a much lower energy than MP2-CCSD(I) at all distancesand indeed is nearly
identical to CCSD and FCI.
Let us now turn to the lower parts of Figures 8-10, which display results from the
TCEPA method introduced above. We had noted that the energy denominators in (66) are
non-vanishing, and so one might expect better behavior at large internuclear separations
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than that seen for standard MP2. Indeed, the behavior of TCEPAis perhaps not as catas-
trophic as MP2, but the curves are seriously flawed. For BH, theenergy is far too high
compared to FCI or other methods, and for CH4, the TCEPA curve lies significantly below
FCI at intermediate and large internuclear distances. For Li2, the TCEPA curve is some-
what close to the FCI curve, but again the energy is lower. The erratic behavior of the
TCEPA results are not encouraging for this method by itself. Examining the curves from
the TCEPA-CCSD hybrids discussed above, we see that they are generally improved over
straight TCEPA. For BH and CH4, TCEPA-CCSD(I) mimics TCEPA at short distances
and significantly improves upon it at large distances. For Li2, however, at large distances
TCEPA-CCSD(I) ruins the fairly good TCEPA results. The more complete hybrid method
TCEPA-CCSD(II) performs much better, yielding results quite close to CCSD (or to FCI)
for BH or Li2. For CH4, the TCEPA-CCSD(II) curve is quite similar to that of CCSD
or FCI, but it is shifted down to significantly lower energies,approximately matching the
surprisingly low TCEPA energies at equilibrium.
Having discussed the qualitative features of the results, let us turn to a more quantitative
assessment. The most important consideration is how parallel the approximate potential
curves are to the exact FCI curves. This can be judged using theso-called non-parallelity
error (NPE), which is defined as the difference between the largest error and the smallest
error across a certain representative interval of interatomic separations. All the NPEs in
this work were computed with respect to the FCI data. Table 1 presents the NPE’s for eight
molecules: H2, BeH+, BH, CH+, Li2, HF, H2O. Based on the qualitative assessment above,
it is no surprise that MP2 and CC2 exhibit very large NPE’s over th intervals considered.
Consistent with our previous work [41], NPE’s for CCSD are modest for these reactions,
ranging from less than 1 millihartree for Li2 up to about 22 millihartree (13 kcal mol−1) for
HF and H2O. While these errors are not acceptable for high-accuracy work, they may be
acceptable in some applications, and they will be much lowerfor reactions in which bonds
are made and broken simultaneously in the transition state [91].
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Table 1: Non-parallelity errors in Hartree computed in the 6-31G* basis set. M-I, M-
II, T-I, and T-II denote MP2-CCSD(I), MP2-CCSD(II), TCEPA-CCSD(I), and TCEPA-
CCSD(II), respectively.
Molecule Interval,Å Step,Å CCSD MP2 CC2 M-I M-II TCEPA T-I T-II
H2 0.5-3.9 0.1 0.0000 0.0728 0.0670 0.0049 0.0035 0.0060 0.0085 0.0012
BeH+ 0.6-4.1 0.1 0.0005 0.0456 0.0359 0.0070 0.0077 0.0290 0.0065 0.0054
BH 0.8-4.4 0.1 0.0084 0.0626 0.0447 0.0177 0.0075 0.0414 0.0224 0.0138
CH+ 0.6-4.0 0.1 0.0105 0.0616 0.0330 0.0338 0.0249 0.0778 0.0274 0.0125
Li2 2.0-6.0 0.1 0.0002 0.0157 0.0123 0.0032 0.0011 0.0019 0.0041 0.0016
HF 0.8-3.8 0.2 0.0209 0.0624 0.0990 0.0265 0.0210 0.0302 0.0397 0.0338
CH4 0.7-4.4 0.1-0.2 0.0172 0.0645 0.0536 0.0268 0.0169 0.0061 0.0324 0.0248
H2O 0.7-4.0 0.1 0.0219 0.0837 0.0980 0.0264 0.0085 0.0464 0.0405 0.0343
Our first hybrid method based on MP2 amplitudes, MP2-CCSD(I), produces NPE’s
which are typically several times lower than those of MP2, but still somewhat larger than
those of CCSD. MP2-CCSD(II) systematically improves the NPE’s even further – it almost
always works better than MP2-CCSD(I) and in four cases out of six (BH, HF, H2O,and
CH4) rivals CCSD. Consistent with the erratic behavior of the TCEPA curves in Figs. 8-10,
the NPE’s of the TCEPA method are irregular. Except for the CH+ molecule, they are lower
than those of MP2, but this improvement is not predictable: sometimes TCEPA improves
on MP2 by a factor of two or so (BeH+, BH, HF, H2O), and sometimes it even outper-
forms MP2-CCSD(II) and CCSD. The TCEPA-CCSD(I) and TCEPA-CCSD(II) methods
are more systematic in this regard: the NPE’s of TCEPA-CCSD(II)are always lower than
those of TCEPA-CCSD(I) but they are still typically higher thanthose of MP2-CCSD(II).
Figure 11 displays the NPE’s averaged over the test cases considered here. Among the
O(N5) methods considered here, MP2-CCSD(II) performs best. It is rema kable that the
average NPE of MP2-CCSD(II) is just as low as that of CCSD. The second best method
is TCEPA-CCSD(II), which confirms our assumption that the inclusion of some additional
amplitudes at the CCSD level should result in higher accuracy.
Although MP2 fails at large interatomic distances, it workswell near the bottom of
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Table 2: Spectroscopic constants of H2, BeH+, and BH computed using different methods
in the 6-31G* basis set
Molecule Methoda Emin re ωe ωexe Be αe De (x10−4)
MP2 -1.144141 0.7375 4533.58 126.1 61.502 3.0529 452.75
CC2 -1.144174 0.7377 4527.85 126.7 61.466 3.0647 453.08
MP2-CCSD(I) -1.146218 0.7448 4367.81 143.2 60.305 3.4182 459.83
MP2-CCSD(II) -1.149402 0.7499 4297.58 140.1 59.483 3.3815 455.82
H2 CCSD -1.151698 0.7462 4367.09 141.7 60.080 3.3615 445.49
TCEPA -1.151003 0.7442 4403.38 141.8 60.404 3.3403 454.66
TCEPA-CCSD(I) -1.151508 0.7455 4384.19 140.1 60.199 3.3257 454.00
TCEPA-CCSD(II) -1.152484 0.7473 4354.30 141.1 59.910 3.3506 453.66
FCI -1.151698 0.7462 4367.09 141.7 60.080 3.3615 454.85
MP2 -14.87313 1.3208 2280.90 34.3 10.660 0.2631 9.315
CC2 -14.87338 1.3215 2275.49 34.5 10.649 0.2651 9.330
MP2-CCSD(I) -14.87368 1.3240 2251.12 37.8 10.609 0.2799 9.426
MP2-CCSD(II) -14.87656 1.3338 2176.70 42.6 10.454 0.3086 9.644
BeH+ CCSD -14.88154 1.3311 2193.06 40.4 10.496 0.2985 9.618
TCEPA -14.87941 1.3264 2269.61 39.1 10.571 0.2322 9.172
TCEPA-CCSD(I) -14.87980 1.3283 2252.92 43.2 10.541 0.2437 9.230
TCEPA-CCSD(II) -14.88146 1.3339 2214.01 44.3 10.451 0.2492 9.316
FCI -14.88159 1.3312 2192.20 40.4 10.495 0.2988 9.621
MP2 -25.17587 1.2331 2451.40 47.6 12.007 0.3946 11.522
CC2 -25.17634 1.2339 2443.36 48.3 11.993 0.3986 11.556
MP2-CCSD(I) -25.17660 1.2373 2399.63 55.1 11.926 0.4306 11.783
MP2-CCSD(II) -25.17780 1.2436 2336.48 57.7 11.805 0.4556 12.054
BH CCSD -25.20077 1.2443 2355.06 53.1 11.793 0.4281 11.183
TCEPA -25.20511 1.2371 2441.54 48.7 11.930 0.3828 11.393
TCEPA-CCSD(I) -25.20505 1.2370 2449.62 45.7 11.933 0.3723 11.327
TCEPA-CCSD(II) -25.20541 1.2393 2427.72 47.0 11.887 0.3797 11.400
FCI -25.20265 1.2448 2347.73 54.1 11.784 0.4333 11.874
the potential energy well. Therefore it is interesting to explore whether the new MP2-
CCSD(II) method improves not only the behavior at large internuclear separations, but also
the quality of results near equilibrium. If so, MP2-CCSD(II) might be preferable to MP2
not only for bond-breaking applications or cases where electronic near-degeneracies can
become important, but also for routine computations of equilibrium molecular properties.
Tables 2 and 3 present results for a number of spectroscopic properties, computed by fitting
nine energy points evenly spaced by 0.005Å about the equilibrium bond distance,re, to
an eighth-order polynomial,U(r). Each energy calculation was converged to at least10−12
Hartrees and fitting errors are monitored to avoid numericalinstabilities.
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Table 3: Spectroscopic constants of CH+, Li2 and HF computed using different methods
in the 6-31G* basis set
Molecule Methoda Emin re ωe ωexe Be αe De (x10−4)
MP2 -37.96526 1.1195 3039.74 62.3 14.468 0.4876 13.111
CC2 -37.96565 1.1199 3033.28 63.0 14.457 0.4911 13.136
MP2-CCSD(I) -37.97142 1.1143 3054.53 74.1 14.601 0.5326 13.346
MP2-CCSD(II) -37.97990 1.1160 3024.52 72.3 14.558 0.5385 13.492
CH+ CCSD -37.99427 1.1284 2930.87 68.5 14.240 0.5245 13.446
TCEPA -37.99884 1.1236 2955.43 43.5 14.362 0.5709 13.566
TCEPA-CCSD(I) -37.99592 1.1267 2915.13 37.2 14.282 0.5701 13.713
TCEPA-CCSD(II) -37.99712 1.1297 2882.33 21.0 14.208 0.5186 13.809
FCI -37.99628 1.1293 2919.43 69.5 14.218 0.5297 13.489
MP2 -14.88685 2.7731 339.34 2.2 0.625 0.0050 0.085
CC2 -14.88694 2.7753 337.67 2.2 0.624 0.0051 0.085
MP2-CCSD(I) -14.89129 2.7701 330.79 2.4 0.626 0.0055 0.090
MP2-CCSD(II) -14.89719 2.7387 334.71 2.8 0.641 0.0058 0.094
Li2 CCSD -14.89790 2.7254 340.09 2.8 0.647 0.0054 0.094
TCEPA -14.89943 2.7566 329.53 2.4 0.632 0.0054 0.094
TCEPA-CCSD(I) -14.89793 2.7381 339.06 2.3 0.641 0.0050 0.092
TCEPA-CCSD(II) -14.89932 2.7259 340.08 2.6 0.647 0.0054 0.094
FCI -14.89799 2.7249 339.96 2.7 0.647 0.0057 0.094
MP2 -100.1842 0.9339 4040.83 83.5 20.196 0.7379 20.180
CC2 -100.1851 0.9349 4019.61 84.8 20.153 0.7458 20.265
MP2-CCSD(I) -100.1845 0.9355 3989.97 91.4 20.125 0.7780 20.480
MP2-CCSD(II) -100.1856 0.9391 3922.40 90.0 19.974 0.7874 20.719
HF CCSD -100.1884 0.9342 4024.03 86.9 20.183 0.7543 20.309
TCEPA -100.2339 0.9446 3857.97 97.7 19.742 0.8143 20.678
TCEPA-CCSD(I) -100.2337 0.9433 3901.95 87.2 19.793 0.7672 20.373
TCEPA-CCSD(II) -100.2328 0.9420 3914.49 90.2 19.849 0.7798 20.413
FCI -100.1906 0.9355 3997.62 88.4 20.125 0.7634 20.401
aCore 1s electrons in carbon frozen
The familiar spectroscopic constants are computed by evaluating the zeroth to fourth-













































Here,µ is the reduced mass,Be is the rotational constant,ωe is the harmonic vibrational fre-
quency,ωexe is the anharmonicity constant,αe is the vibration-rotation coupling constant,
andDe is the centrifugal distortion constant.
























Figure 11: The average non-parallelity errors (NPE) in 6-31G* basis set relative to FCI.
methods are often significantly lower than those of FCI (as mentioned above). The MP2-
based hybrid methods as well as CC2 tend to act like MP2 itself intheir prediction of
Emin. Considering the equlilibrium bond lengthre, MP2 systematically underestimates
this parameter (except for Li2), while TCEPA behaves irregularly. Figure 12 shows the
root mean square (RMS) errors for the spectroscopic constants. After CCSD, the low-
est RMS values ofre belong to TCEPA-CCSD(II), TCEPA-CCSD(I) and MP2-CCSD(II).
The individual equilibrium distances produced by the MP2-CCSD methods are typically
smaller than those produced by the TCEPA-CCSD methods. The constantsαe andωexe
depend on the third and fourth derivatives, respectively, of the potential and so are sensitive
to the shape of the potential. MP2-CCSD(II) is the best performer out of hybrid methods
for these constants, while the TCEPA-based hybrid methods are inferior to the MP2-based
hybrids for these characteristics.
Somewhat unexpectedly, the errors of MP2-CCSD(II) for theαe, ωe, andDe constants
frequently have the sign different from those of all other methods. The centrifugal distor-
tion constantDe is estimated with similar quality by MP2-CCSD(II) and the TCEPA-based
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Figure 12: The root mean square (RMS) errors of various spectroscopic constants in
6-31G* basis set relative to FCI. M-I, M-II, T-I, and T-II denote MP2-CCSD(I), MP2-
CCSD(II), TCEPA-CCSD(I), and TCEPA-CCSD(II), respectively.
methods, all of which perform better than MP2 or CC2. The largerRMS error observed
for MP2-CCSD(I) is due almost entirely to a single poor result for the H2 molecule. RMS
errors forBe are omitted from Figure 12 because this characteristic is proportional tor−2e
and its errors are tied tore errors. Judging from the magnitude of the RMS errors of the
spectroscopic constants, we conclude that MP2-CCSD(II) is the most consistent among the
O(N5) methods near equilibrium. The CC2 method shows only a slight improvement over
MP2, while the TCEPA-based methods are apparently the worst pe formers.
4.5 Conclusions
In this work we have employed hybrid methodology to construct several new methods re-
ferred to as MP2-CCSD(II), TCEPA-CCSD(I), and TCEPA-CCSD(II) anticipating to find
anO(N5) scheme that improves upon the performance of the previous, MP2-CCSD(I),
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method. The computation of the NPE’s and several spectroscopic nstants for a number
of simple molecules has shown that MP2-CCSD(II) works noticeably better than MP2 and
sometimes rivals even CCSD, which scales asO(N6). The average NPE error of MP2-
CCSD(II) is not worse than that of CCSD. The simplicity of formulation, the inexpensive-
ness and the accuracy of the MP2-CCSD(II) method express the hope t at it might be used
instead of MP2 in many situations where the latter is currently applied.
A few limitations of MP2-CCSD(II) (equally applicable to our other hybrid methods)
must be mentioned, however. First, we do not expect it to exhibit an impressive perfor-
mance in cases where CCSD itself should fail. Such cases may include breaking multiple
bonds or other cases of strong electronic near-degeneracies. A more sophisticated hybrid
scheme may be desirable to deal with these issues. For example, the inclusion of higher
than double excitations or accounting for the multireference character of the ground state
may be needed. Indeed, work is in progress on such schemes as MP2-CCSDTQ and MP2-
MCSCF which will be more suitable to conform to these requirements. Second, as all the
methods based on the active space partitionings, MP2-CCSD(II) obliges the researcher to
select a proper active space. We believe than in many cases the minimal dimension of the
active space (i.e., onlyσ andσ∗ for single bonds) should be satisfactory, but sometimes
slightly larger active spaces may be required. Such complications arise when there are or-
bitals whose energies are very close to those ofσ andσ∗, or whenσ andσ∗ are of different
character at different interatomic separations.
An attractive application for the new MP2-CCSD(II) method would be to systems for
which CCSD performs well but MP2 misbehaves. In a separate study[91], where we inves-
tigate radical hydrogen abstraction reactions, the enthalpies produced by CCSD with non-
iterative triples, CCSD(T), are relatively insensitive to the choice of the reference function,
whether UHF or ROHF. However, the enthalpies computed with MP2 depend crucially on
the choice of the reference. Additionally, the ROHF-based MP2 method produces some
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unacceptable artifacts whereas the UHF-based MP2 method suffers from serious spin con-
tamination. We believe that the MP2-CCSD(II) method would alleviate such problems of
MP2 if applied to these systems and plan to explore this in future work.




THE ELECTRON AND NUCLEAR ORBITAL MODEL:
CURRENT CHALLENGES AND FUTURE PROSPECTS
5.1 Introduction
The Born-Oppenheimer (BO) approximation [29] defines the electronic wave function and
the electronic spectrum as having a parametric dependance on the clamped nuclei’s loca-
tions in space. Although it is suitable for the description of the great majority of cases,
recently there has been a lot of development and implementatio of non-BO theoretical
schemes [95, 96, 97, 98] and corrections to the BO surfaces [99, 100, 101, 102, 103, 104,
105]. Time-dependent approaches to dynamics of electrons and nuclei in molecules are
summarized in a comprehensive review [106] and further explored in [107]. The develop-
ment of thesenon-adiabaticapproaches is driven partly by the ever increasing accuracyof
traditional BOab initio quantum chemical methods such that non-BO corrections becom
one of the residual sources of error in theoretical spectra of small molecules. in addition to
offering a more rigorous description of molecular structure of interest to spectroscopists,
non-adiabatic wave function ansatze allow a natural description of systems with strongly
interacting or crossing electronic BO surfaces and of effects of quantum nuclei, such as
breaking and making of bonds to hydrogen and other light nuclei through tunnelling pro-
cesses. Certainly, more general non-BO approaches are highlydesirable. In this work we
investigate one such recently proposed approach which is attracting considerable attention.
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The mean-field description of the electrons, which move in the clamped nuclei’s ex-
ternal electric field [6, 7, 9, 10], underprops most of the models currently used in quan-
tum chemistry. Now it seems straightforward to construct a more general, non-Born-
Oppenheimer model, which describes both the electrons and the nuclei in a mean-field
approximation. In such a model, the nuclei can be regarded asparticles that are distin-
guished from the electrons in the following aspects: (i) they ave different masses; (ii) they
possess positive electric charges; (iii) they do not exhibit exchange effects with respect to
the electrons; (iv) they may have different spin statistics.
Such a self-consisted field (SCF) formalism provides the natural start for a molecu-
lar structure theory (as opposed to electronic structure theory) and supplies a reference
electronic-nuclear wave function for all the subsequent hierarchies of models which include
interparticle correlation – the analogs of many-body perturbation theory (MBPT), config-
uration interaction (CI), coupled-cluster (CC) and multiconfigurational self-consisted field
(MCSCF) methods. Let us consider the simple case when there is only one type of fermion
nuclei of spin1/2 present in the molecule. Since the extension to several types of nuclei
(including bosons) is trivial, we will adhere to this simplecase throughout the chapter. The
wave function ansatz upon which the molecular structure theory may be easily built has the
following form:
Ψ ≡ Ψ(r1, r2, ..., rN , R1, R2, ..., RM ) =
1√
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whereϕq(r) andΦq(R) are electronic and nuclear spin-orbitals, respectively, which depend
on electronicr and nuclearR coordinates. We call models based on this ansatz electronic
and nuclear molecular orbitals (ENMO) methods.
The first attempt to apply ansatz (74) to the calculations of the properties of molecules
was probably made by Thomas [108, 109]. He presented the basic mean-field calcula-
tions on methane, ammonia and water in which the hydrogen atoms were treated quantum-
mechanically and the heavy atoms classically. It seems thatuntil recently not much atten-
tion has been paid to further development of this model. However, over the last few years
several works appeared in which ansatz (74) was used. Tachikawa [110] and co-workers
presented the mean field equations in the usual quantum-chemi al notation and applied the
method to the[e+; F−], HF and DF systems using variationally optimized uncontracted
Gaussian basis sets. They called the mean-field method basedon ansatz (74) dynamically
extended MO (DEMO). Later Tachikawa and Osamura [111] performed first mean-field
ENMO calculations on different isotopomers ofH2 as well of those of LiH in which all
the nuclei were treated quantum-mechanically. These worksled to a series of applications
particularly on the isotope effects in hydrogen-containing molecules [112, 113, 114]. The
valence bond [115] and CIS (configuration interaction with single excitations only) [116]
extensions of ENMO were also applied to the isotopomers ofH2 and the latter toH
+
3 . Re-
cently, Hammes-Schiffer and co-workers [117] derived the corresponding CI and MCSCF
equations under acronym NEO, and Tachikawa [118] performedsome full configuration
interaction (FCI) calculations onH2 and its isotopomers. Later, Nakai and Sodeyama [119]
developed MBPT and CC versions of the method.
A theory that describes all the electrons and the nuclei in the molecule simultaneously
discards the notion of the potential energy surface (see an interesting discussion in Ref.
[120]). This radical step allows, albeit in principle, ‘geometry’ optimization in one non-
iterative calculation as well as the calculation of dynamical processes, for example, the
tunnelling of light atoms. However, a number of hidden difficulties are inherent in this
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simple approach. Apart from those difficulties that we discuss in great detail later in the
chapter, we see at least two which make it hard for constructions of type (74) to serve as a
universal ansatz for non-adiabatic quantum chemistry. First, wave function (74) aspires to
describe the molecule, or the molecular system, in all its possible classical geometries. The
existence of such dissociative pathways places corresponding full molecular wave func-
tions outside of the Hilbert space. Proper description od such situations would be similar
to that in scattering calculations, that is technically rather more complicated than that of
the usual bound BO electronic structure theory. Even for closed channels, knowing how
drastically different the BO wave function may be, say, for the equilibrium positions of
the nuclei and near dissociative limit, we cannot but assumethat in order to guarantee the
sufficient flexibility of (74), the number of the orbitals in it should be enormous, possibly
orders of magnitude larger than currently considered tractable. Secondly, there is no ex-
plicit dependence on the interparticle distance in ansatz (74). Thus, efficient description
of the Kato cusp [121] is not possible and may lead to slow asymptotic convergence of
CI-type based on (74) as a reference.
At present there is no common agreement about several important issues in the ENMO
approach. In some works [109, 116, 115, 118] it was considered important to separate the
center of mass (CM) motion from the Hamiltonian whereas in others [111, 117, 119] a
CM transformation has not been performed for the molecules inwhich all the nuclei were
described quantum-mechanically. These two different tream nts of the CM issue lead to
clearly different qualities of results, such as total nonadiabatic energies, which, however,
are not reported in some works [117, 119], meaning it hard to interpret the other presented
numbers.
In the present work we clarify this and a number of other question by presenting the
first fundamental study examining the convergence of ENMO approaches with respect to
basis set and correlation treatment. In comparison to the hydrogen atom, for which analytic
solutions exist, we find that spurious, non-physical statesclutter the spectrum. By fixing
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at least one nucleus in the molecule, the translational invariance is broken and the spurious
states may be removed. However, we show for the first time thatthis hybrid approach,
in which some nuclei are treated classically and some quantum-mechanically, does not
provide very accurate results for vibrations involving both quantum and classical nuclei.
We believe that the successful resolution to the problem raised in this work will be critical
to future advances.
5.2 Electronic and nuclear molecular orbital (ENMO) method
The general theory of the ENMO method is described in a few articles (see, for example,
Ref. [117]). Here we would like to briefly mention the gist of the approach and concentrate
on some important aspects.
It should be noted from the very beginning that the ENMO theory is almost covariant
to the MO theory. Under covariance of two models we mean the ident ty of the general
form of their equations. Points (ii) and (iii) defined in the introduction break the full co-
variance of the ENMO to the MO. If the nuclear orbitalsΦ1, Φ2, ...ΦM are denoted as
ϕN+1, ϕN+2, ...ϕN+M and the nuclear coordinatesR1, R2, ...RM asRN+1, RN+2, ...RN+M
the wave function (74) will take form of the ordinary Slater dterminant
Ψ(r1, ..., rK) =
1√














ϕ1(r1) ϕ2(r1) ... ϕK(r1)
ϕ1(r2) ϕ2(r2) ... ϕK(r2)
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whereK = N + M and
ϕ1(rL), ϕ2(rL), ..., ϕL(rL) = 0, L = N + 1, N + 2, ..., K (76)
ϕL(rN+1), ϕL(rN+2), ..., ϕL(rK) = 0, L = 1, 2, ..., N. (77)
If the normalization factor1/(
√
N ! M !) were equal to1/(
√
K!) and the conditions (76)
(77) were lifted then the ENMO and MO would be fully covariant. However, even these
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constraints leave a good deal of covariance, which is very useful for constructing further
models. It is convenient for the future discussion to define the HamiltonianH as flexible
with respect to the CM transformation. Therefore we writeH as:
H = T e + T n + V ee + V en + V nn − λ TCM , (78)
whereT ’s are the kinetic energy operators andV ’s are Coulomb interaction operators.
The symbolse, n, CM stand for electrons, nuclei and center of mass, respectively. The
constantλ takes on the two values - either1 or 0, depending on whether we perform the













with MT being the mass of the molecule.TCM may be used to redefineT e, T n and the
Coulomb interaction operators to cast the HamiltonianH into the covariant form
H = T ′e + T ′n + V ′ee + V ′en + V ′nn (80)
where























and the analogous expressions forT n, V (en), andV (nn). The variation of the energy
E = 〈Ψ|H|Ψ〉/〈Ψ|Ψ〉 (83)












ϕi = εiϕi (84)












ϕi = εiϕi (85)
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for i = N +1, N +2, ..., K (nuclear equations). The operatorsJk andKk are equivalent to
the Coulomb and exchange operators of the Hartree-Fock (HF) theory. When integrating
spins out and leaving only spatial functions inϕi’s, we arrive at four different mean-field
theories: RHF/RHF, RHF/UHF, UHF/RHF and UHF/UHF where the abbreviation before
the slash refers to the electronic part and after the slash refers to the nuclear part. It is
not surprising that the unrestricted nuclear orbitals are more suitable for the description
of molecular structure than the restricted ones. The nuclear orbitals are so localized that
each nucleus has to be characterized by its own spatial wave function, which corresponds
to the UHF method. Our experience shows that in all practicalcases the RHF/UHF and
UHF/UHF theories give much lower energy than their .../RHF analogs. Therefore, in what
follows we will outline only the UHF/UHF version, it being more general than RHF/UHF
one.




Tr(GeαP eα + GeβP eβ + GnαP nα + GnβP nβ) (86)
whereG = T ′ + F andF , P are the Fock and density matrices, respectively. The matrix
elements of Fock matrix in an MO basis are (the case of onlyF eα andP eα is shown; all the
other matrix elements may be written analogously):



























HereN eα designates the number of alpha electrons andT ′eαij are the matrix elements of
the primed kinetic energy operator. The two-particle integrals like(ieαk
e
β|jeαkeβ) in (87) are
defined for the primed Coulomb operators (such as (82)) and absorb the particles’ electric
charges. Further, following the idea of Roothaan [9, 10], each molecular orbital|ieα〉 is
expressed as a linear combination of basis orbitals with coeffi ientsCeα. The coefficients
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of such a decomposition must satisfy the set of Pople-Nesbet-like equations:
F eαCeα = SeCeαεeα (88)
F eβCeβ = SeCeβεeβ (89)
F nαCnα = SnCnαεnα (90)
F nβCnβ = SnCnβεnβ. (91)
with Se andSn being the electronic and nuclear overlap matrices.
5.3 The center-of-mass separation
Expressions (88)-(91) were derived from (83) with the help of the variation principle. Yet
the application of the variation principle is justified onlywhen the Hamiltonian possesses
bound eigenstates [123]. Since the Hamiltonian (78) withλ = 0 necessarily contains the
CM motion, all of its eigenstates must include a continuous CM part. Therefore, if we
assume that the system in question possesses bound states [124], we have to putλ = 1 in
(78) for the variation principle to be safely applied to its exp ctation value (83). Now that
the Hamiltonian does not include the CM motion, there emergesanother difficulty. The
CM motion-free Hamiltonian is translationally invariant, yet the wave function (74) is not
invariant due to the space-fixed one-particle basis set. A proper approach to solving such
Schr̈odinger equation is to utilize 3K-3 internal coordinates directly [?]. Of course, the
wave function ansatz in such approach has no resemblance to ansatz (74) composed of the
product ofone-particlefunctions. To get rid of the spurious states, we could re-write and
solve the problem in the internal, translationally-invariant coordinates. The implementa-
tion of this option is rather complicated. In doing so, we would lose the simplicity and
flexibility of the ENMO approach. Instead, we could choose tofix one of the particles
in the molecule (preferably, the heaviest nucleus). Although this option has a number of
theoretical disadvantages in comparison with the previousone, practically, it seems much
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more appealing to us since, formally, its acceptance does not modify any formulas of the
ENMO approach. In practice, to fix a nucleus, one just has to place one s-function with an
‘infinite’ nuclear exponentα on it together with making its massm ‘infinite’ as well, but
keeping the ratioα2/m→ 0. Then one does not even have to calculate the matrix elements
of the TCM operator since it is equal to zero. In this work, however, we would also like
to demonstrate what consequences stem from not accepting either of the above-mentioned
options, as it was, for instance, in Refs. [110, 112, 113, 111,5 119].
Further, it is noteworthy that the correct eigenfunction ofHamiltonian (78) must be a
product of the internal and center-of-mass components. Even though trial function (74) is
not separable in general case, the variation of (83), as we shall demonstrate below, seems
to work in a pragmatic sense. Still, the non-separability manifests itself in poor conver-
gence of the self-consistent iterations and their frequentarrival at higher-energy states. To
converge the ENMO-SCF energy to a high precision, such as10−8 Hartree, it sometimes
required hundreds of iterations, quite irrespective of thestructure of the guess matrices and
the number of the guess Fock matrices in the direct inversionof the iterative subspace (DIIS
[125, 126]) acceleration algorithm.
5.4 The basis sets
The basis sets used in this work were constructed from uncontracted Cartesian Gaussians.
Since the full molecular Hamiltonian is invariant with respct to arbitrary relations of the
space, exact wave functions must be eigenfunctions of the orbital angular momentum oper-
ators (̂L2 andL̂z). It is clear that ansatz (74) describes eigenfunctions of th se operators if
all Gaussian functions are placed at the same point. Thus, for the hydrogen atom we placed
electronic and nuclear functions at the origin. In molecules, such placement of basis func-
tions endangers efficient description of electronic, and, especially, nuclear orbitals. Hence,
out of practicality one has to place nuclear basis functionsnear their most probable clas-
sical positions. Corresponding electronic wave functions are placed at each such ‘nuclear
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center’ so as to minimize errors due to the lack of electron cusp in (74).
The basis sets are denoted as [A:B] where A and B refer to electroni and nuclear bases,
respectively. Because of the large number of basis functionsrequired for our calculations,
almost all of our basis sets were even-tempered. The exponents w re not optimized tightly,
according to the general recommendation [127] that it is more advantageous to add extra
functions than to optimize the exponents exhaustively. To mini ize the number of opti-
mized variables, we assumed that for atoms the ratio of electroni and nuclear exponents
should be equal to the ratio of their masses. Interestingly,it is easy to show that for the case
of hydrogen atom with one electronic and one nuclear basis function keeping the ratio of
exponents equal to the inverse mass, leads to the perfect factoriz bility of the wave function
into the CM and the internal components. For molecules, nuclear exponents must be kept
moderate in order to describe the internuclear vibrations crre tly.
5.5 The MO limit
Now we would like to comment on the possible comparison of theENMO energies with
those of the ordinary MO method. Tachikawa and Osamura report d [111] their best mean-
field-ENMO energy for the hydrogen molecule equal to−1.052641 Hartrees, obtained with
a [5s:1s1p1d] basis set without the CM separation, and compared this value to the corre-
sponding MO result,−1.13217 Hartrees. They explained the discrepancy by arguing that
‘the nuclear kinetic energies are not included in the conventional MO method’. We believe
that the high energy of−1.052641 Hartree was the result of the non-subtraction of CM
kinetic energy from the Hamiltonian, apart from the poor quality of the basis set.
The CM kinetic energy operator is positive-definite and hencethe lowest expectation
value of the HamiltonianHλ=1 is lower or equal to the lowest expectation value of the
HamiltonianHλ=0. We found that the CM separation in ENMO results in a substantial
lowering of the energy in all practical cases. For example, for the hydrogen molecule with
the Tachikawa and Osamura basis set [5s:1s1p1d]Hλ=1 gives a significant improvement of
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-1.074653 Hartrees compared to theHλ=0 result.
Instead, the ENMO energy should have been compared to the non-adiabatic energy
-1.164024 Hartree [128]. This raises an interesting question of under what limiting condi-
tions the ENMO model becomes the MO model. It is easy to demonstrate that if there is
only one nuclear orbital on the nucleus in the hydrogen atom and if the nuclear exponent
is increased simultaneously with the nuclear mass so that the expressionα2/m → 0 is
satisfied, the ENMO energy converges to the MO limit (see Figure 13). If there are sev-
eral nuclei in the molecule the MO limit is attained by fixing all the nuclei by the same
procedure.
Figure 13: The transition of the ENMO-SCF energy to the MO-SCF limit for the hydro-
gen atom in [aug-cc-pvDZ:1s] basis set. Each curve is generated for different mass of the
nucleusm which is given in the units of proton mass. In the limit of an infinite exponent
and infinite nuclear mass, under the conditionα2/m→ 0, the ENMO-SCF energy reaches
down to the MO-SCF energy.
5.6 Interparticle correlation: ENMO-MBPT and ENMO-
CI
It is possible to improve the mean-field results by taking into account electronic-electronic,
electronic-nuclear and nuclear-nuclear correlation. Thecorrelation in ENMO model may
be handled exactly in the same way as it is done in the BO-MO model. The formulas for
ENMO-MPBT2 and the ENMO-CISD are straightforward to derive and were reported in
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Refs. [119] and [117], respectively.
For the hydrogen atom the ENMO-CISD should provide the exact answer in the limit
of an infinite basis set because the ENMO-CISD is equivalent tothe ENMO-FCI in this
case. The spectrum of the hydrogen atom produced by the ENMO-CISD may be compared
to the exact analytical result and that is why this test becomes crucial for understanding the
specifics of the ENMO description of non-adiabatic problems.
Table 5.6 presents the non-adiabatic ground-state energies of the hydrogen atom calcu-
lated by the ENMO-MPBT2 and the ENMO-CISD with a series of basisset of increasing
quality, where the CM kinetic energy has been removed. The parameters section should be
interpreted as follows. The first number in every column shows the largest exponent taken
for the corresponding orbital type of the electronic basis set. The second number represents
the factor by which every subsequent electronic exponent isdiv ded in order to obtain the
chain of even-tempered exponents. All the nuclear exponents, xcept for the d-functions,
were taken proportional to the electronic ones with the factor of proportionality 1836.1558.
For nuclear d-functions, the analogous parameters are given aft r the colon. The stars in-
dicate basis sets that are not completely even-tempered. Toconstruct a singly-starred basis
one needs to proceed according to the above guidelines, but change the lowest electronic
p-exponent to 0.13. A doubly-starred basis is constructed analogously to the singly-starred
one, but the lowest electronic p-exponent is 0.06, and the second-lowest is 0.13. The basis
set [12s7p3d1f:8s6p3d]∗∗ contains an f-function (not mentioned in the table explicitly, for
the compactness of representation) with parameters700.0 1.00. The table shows shows that
the ENMO-CISD performs much better than the ENMO-MBPT2 but even th ENMO-FCI
convergence to the exact non-adiabatic energy with respectto the basis set is apparently
rather slow.
For comparison, the traditional MO-SCF with the electronic part of the [12s7p3d1f:8s6p3d]∗∗
basis set gives the 0.0001% error of ground-state energy whereas the error of ENMO-FCI
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Table 4: The convergence of the nonadiabatic energy of the H atom as a function of basis
set. The analytical result is -0.49972784 Hartrees. All energies are given in Hartrees. For
the explanation of the basis set parameters see the text.
Basis Basis set parameters ENMO-UMP2 ENMO-CISD
set s p d energy energy
[10s:7s] 180.0 2.6000 −0.49934777 −0.49934847
[11s:7s] 180.0 2.6000 −0.49934816 −0.49934882
[12s:8s] 180.0 2.2794 −0.49935094 −0.49935170
[12s2p:8s2p] 180.0 2.2794 3.0 11.00 −0.49937520 −0.49952536
[12s3p:8s3p] 180.0 2.2794 13.0 7.00 −0.49941720 −0.49959414
[12s4p:8s4p] 180.0 2.2794 50.0 5.75 −0.49944467 −0.49962935
[12s5p:8s5p] 180.0 2.2794 70.0 4.00 −0.49945476 −0.49965024
[12s6p:8s6p] 180.0 2.2794 95.0 3.20 −0.49946026 −0.49966233
[12s6p:8s6p]∗ 180.0 2.2794 420.0 3.8 −0.49946749 −0.49971395
[12s7p:8s6p]∗∗ 180.0 2.2794 420.0 3.8 −0.49946806 −0.49971478
[12s7p1d:8s6p1d]∗∗ 180.0 2.2794 420.0 3.8 400.00 1.0 : 1010900.0 1.0 −0.49947002 −0.49971748
[12s7p3d:8s6p1d]∗∗ 180.0 2.2794 420.0 3.8 1000.0 2.0 : 1010900.0 1.8 −0.49946981 −0.49971779
[12s7p3d:8s6p3d]∗∗ 180.0 2.2794 420.0 3.8 1000.0 2.0 : 1010900.0 1.8 −0.49947034 −0.49971780
[12s7p3d1f:8s6p3d]∗∗ 180.0 2.2794 420.0 3.8 1000.0 2.0 : 1010900.0 1.8 −0.49947073 −0.49971833
with the [12s7p3d1f:8s6p3d]∗∗ basis set is 0.002%. The slow convergence is due to the in-
ability of trial wave functions composed of products of single-particle functions to describe
the particle-particle cusp [121]. Unfortunately, it is hard to judge whether such a poor con-
vergence of energy to the exact result was also observed in the ENMO-FCI study of the
hydrogen molecule by Tachikawa [118] because the best basisset employed in that work
was too small to draw any definite conclusions. The non-adiabtic ansatz of Adamow-
icz and co-workers [129] includes explicit dependence on the interparticle distances in the
wave function due to the use of Gaussian geminals. It is then not surprising that despite
the aforementioned difficulties of constructing fully non-adiabatic wave functions, it is
possible to obtain results of high accuracy with their method. Indeed, it takes only 14 ex-
plicitly correlated functions to reach the energy -0.499724 Hartree for the hydrogen atom
[95, 96, 97, 98, 129]. It takes only several hundred of explicitly orrelated functions to ob-
tain a result of comparable accuracy for the simplest molecular systems such asH+2 or H2,
a rather efficient expansion indeed, when compared to the number of determinants required
to reach a similar accuracy in traditional electronic structure calculations.
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However, the poor convergence of the energy is not the most seriou drawback of the
ENMO model. In Figure 14 the spectrum of the hydrogen atom generated by the ENMO-
FCI method in our biggest basis set is presented.
Figure 14: On the left: The spectrum of the hydrogen atom produced by theENMO-
CISD with the [12s7p3d1f:8s6p3d] basis set. On the right: Theanalytical spectrum of the
hydrogen atom.
It is clear that the ENMO-FCI, apart from the first few genuine excited states, yields a
lot of spurious states which are not predicted by the analytical solution. Moreover, some of
the spurious states are three- and five-fold degenerate. These results demonstrate that the
simple ENMO approach is unsuitable for the computation of excit d states. The incorrect
spectrum of the Hamiltonian is clearly the result of solvingthe problem in a larger coor-
dinate space than is required. IN nuclear structure theory,the spurious states problem is
a notorious feature also, due to the translational invariance of the nuclear Hamiltonian. In
that case, it is possible to circumvent the problem by placing the system into a harmonic
well and minimizing the well contribution to the internal spectrum of the system [130, 131].
This is only achievable by virtue of using the same mass for both types of nucleons and the
choice of harmonic oscillator eigenfunctions for the one-particles basis. Whether a similar
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approach is feasible within the ENMO framework is not obvious to us.
The presence of spurious states is a major obstacle which does not allow the ENMO
model to serve as the full-fledged generalization of the conventional MO model. However,
‘fixing’ the heaviest nucleus in a molecule and treating all the rest of the particles quantum-
mechanically breaks the translational invariance of the Hamiltonian and eliminates the spu-
rious states from the spectrum. For atoms, that approach is equ valent to the MO model.
For molecules, the heavier the fixed nucleus, the better non-adiabatic description this ap-
proach gives. One can also freeze several, or all but one nuclus in the molecule. In the rest
of the chapter we will refer to this improved ENMO model as the‘hybrid’ ENMO model,
to the frozen nuclei as ‘classical’ and to the rest of the nuclei as ‘quantum’.
5.7 Vibrational spectra of diatomic molecules
One of the features of the hybrid ENMO approach lies in its ability to predict vibrational
states that correspond to the vibrations of the ‘quantum’ nuclei simultaneously with the
electronic states. Now we are chiefly interested in answering the question of whether the
hybrid ENMO model can predict the energies of the vibrational st tes accurately, or, al-
ternatively, what magnitude of error is introduced as we freze one of the nuclei. To keep
the discussion unencumbered by extra details, we will consider as the objects of our study
the simple diatomic hydrides in which the proton is treated classically and the other nu-
cleus quantum-mechanically. We wish to estimate the performance of the ENMO-CI in




wherek is the force constant andµ is a reduced mass. Keeping in mind thatk is defined
primarily by the electromagnetic forces that act between the atoms in the molecule, we
assume that it does not depend on the mass of the atoms. Then itis possible to calculateω
as the function of the reduced massµ. The harmonic vibrational frequency of the diatomic
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Table 5: The estimate of the hybrid ENMO-CI performance for the diatomic hydrides.
The error is calculated as|(ω∞−ω)/ω|. All the values refer to the ground electronic states.
Molecule ω, cm−1 k, a.u. ω∞, cm−1 Error, %
H2 4401.23 2.03 · 10−4 3112.14 29.3
7LiH 1405.65 6.61 · 10−5 1314.41 6.49
H19F 4138.33 3.40 · 10−4 4032.74 2.55




wheremp is the proton mass. The constantk may be calculated from the experimental
reduced mass and vibrational frequency. The estimateω∞ would be the best result the
hybrid ENMO-CI would achieve if it did not automatically include anharmonic corrections.
However, for most molecules, these corrections are rather small andω∞ should be a good
rough estimate for the value ofω the ENMO-CI should produce (theoretically, at the level
of the full configuration interaction and the infinite basis set limit). Table 5 showsω∞’s
for the hydrides studied in this work. Table 2. The estimate of the hybrid ENMO-CI
performance for the diatomic hydrides. The error is calculated as|(ω∞ − ω)/ω|. All the
values refer to the ground electronic states.
The table demonstrates that even for the diatomic hydrides in wh ch the heavy nucleus
is many times heavier than the proton (as inH19F), the expected error in predicting the
vibrational frequency by the ENMO-CI at its best is still on the order of a few per cent. Al-
though such performance for vibrational frequencies is acceptable for some popular density
functional methods [132], the contemporary electronic molecu ar orbital CI-type treatments
allow one to obtain vibrational frequencies with the error of one wave number [133, 134,?]
and should in principle converge to the exact result.
To corroborate the simple analysis shown above by direct computation and determine
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the rate of the convergence to the estimated result with the number and type of particle exci-
tations, we carried out a series of ENMO-CIS, ENMO-CIS[D], ENMO-CISD and ENMO-
CISD[T] calculations of the low-lying vibrational states ofthe diatomics using the ENMO
model with one of the nuclei in the molecule frozen. By CIS we mean that the CI wave
function is constructed from all the possible single-particle excitations. CIS[D] includes
all the single excited configurations as well as the double configurations composed of one-
electron and one-proton excitations. CISD includes all the possible single and double exci-
tations as well as CISD[T], but the latter also contains the triple excitations that are made
of the promotions of two electrons and one proton only.
Calculations of the vibrational properties with the ENMO model have been done be-
fore. Thomas [135] calculated a few vibrational transitions of hydrogen fluoride, lithium
hydride, water, methane and ammonia, but his method was quite ad hocand the frequen-
cies had only a qualitative agreement with experiment, typically with an error on the order
of 10%. Nakai and co-workers [116] gave the vibrational spectra of the isotopomers of
the hydrogen molecule by the ENMO-CIS method, but since theirapproach did not re-
move the spurious states from the spectra (for example, by fixing one of the nuclei in the
molecule), we do not know how these authors recognized the ”tru ” states. Iordanov and
Hammes-Schiffer [136] calculated numerically the ENMO Hessian in the classical degrees
of freedom only and obtained the non-adiabatic correctionst the corresponding MO vi-
brational frequencies. This Hessian approach to vibrationl a alysis does not provide the
vibrational frequencies that correspond to the movement ofthe quantum nuclei (thus, for
the HCN molecule, in which both the carbon and the nitrogen atoms were treated classi-
cally, only the C-N vibrational frequency was obtained).
In what follows we show that the vibrational states that correspond to the movement
of the quantum nuclei naturally arise from the ENMO-CI calculations, when one of the
nuclei is frozen. The placement of the orbitals in our diatomics calculations is depicted
in Figure 15. The electronic and nuclear s-orbitals can be put at several points along the
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vibrational coordinate in order to model the delocalization of the vibrating nucleus.
Figure 15: The placement of electronic and nuclear orbitals in diatomics for the de-
scription of the low-lying vibrational states. The thumb-tack indicates the fixed (classical)
nucleus.
It is also possible to use the single-centered p-, d-, ... functio s in the nuclear basis
set but this will also describe librations in the directionsperpendicular to the vibration
coordinate and will lead to the degeneracies in the spectrum. Since our calculations have
only a demonstrative character, we set the parametera equal to the equilibrium bond length.
However, it is not exactly clear how to choose the parametersbi as well as how many
of them to take. To obtain the quantitative result for thev-th vibrational state one may
need to place the orbitals at more thanv + 1 along the vibrational coordinate owing to
the incompleteness of the basis sets used. We will be referring to placing the orbitals
symmetrically at2n + 1 points in space as usingn b-parameters.
The fewer nodes the wave function possesses the easier the description of the state it
belongs to, therefore in our calculations we were chiefly striving to obtain thev = 0 and
v = 1 energies. Because of the implicit inclusion of the anharmonicity effects in the ENMO
scheme, it is not possible to obtain the harmonic vibrational frequencyω knowing only the
energies of the statesv = 0 andv = 1. The convenient characteristic that may be easily
compared to the experimental result is the energy gapG(10) = Ev=1−Ev=0. As in the case
of the vibrational frequencies, the gaps calculated fromω∞ should be slightly higher than
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those the ENMO-FCI model should produce in the limit of an infinite basis set because of
the anharmonicities.
In calculating the energy gapsG(ij) one can vary the type of the excitations included
in the wave function (CIS, CIS[D], CISD, CISD[T]), the size of theel ctronic and nuclear
basis sets, and the number and magnitude of the displacements b. Since we only wish to
confirm numerically the prediction of the simple formula (93), it is not our intention here
to find the best possible set of parameters for the calculation of G(ij) and to present the
exhaustive study of the way the vibrational spectrum behaves s these parameters change.
Therefore we present only the most characteristic of our results in Tables 6-8 and summa-
rize them with this discussion.
(i) We studied three diatomic hydrides:H2, 7LiH andH19F.
(ii) The general character of results depends only slightlyon the size of the basis set taken
at the points along the vibrational coordinate. Therefore we present the numbers obtained
at the moderate level [6-31G:4s], where the exponents for the 4s nuclear functions were
taken from Ref. [115].
(iii) In all the cases studied the ground state has the largest contribution from the SCF ref-
erence determinant. The several next excited states are composed mainly of the nuclear
determinants, which allows to ascribe to them the nuclear vibrational character.
(iv) As tables 6-8 indicate, the ENMO-CIS method generally overestimatesG(10) and
gives a very poor agreement with either the experimental value or the value obtained from
ω∞ whatever the parameters are. ENMO-CIS[D] still overestimatesG(10) but not so much
as ENMO-CIS. ENMO-CISD, seemingly surprisingly, instead of the further improvement
of the result, makes it much worse. This phenomenon has a logical explanation, though.
LetΦ0 ≡ Φe0Φn0 denote the SCF reference determinant. ThenΦeab...ij...Φnfg...pq... will represent the
excited configuration formed from the excitations of electrons from the orbitalsi, j, ... to
the orbitalsa, b, ... and nuclei from the orbitalsp, q, ... to the orbitalsf, g, ... It is clear that
the single excitations only cannot describe correlation effects because the matrix elements
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〈Φeai |H|Φ0〉 and〈Φnfp |H|Φ0〉 are equal to zero. Therefore, in ENMO-CIS both the ground
state and the first excited vibrational state do not include correlation. In ENMO-CIS[D],
the matrix elements〈ΦeaiΦnfp |H|Φ0〉 are generally not zero. The functionsΦeaiΦnfp are very
likely to contribute to the vibrational excited states and,consequently, lower their energy
which makesG(10) decrease. Electronic-electronic correlation is expectedto be much
larger than the electronic-nuclear one, and that is why ENMO-CISD produces a very large
gapG(10) that is a difference between the energy of the ground state towhich the functions
Φeabij contribute greatly, and the energy of the first excited vibrat onal state, which does not
have such contributions. ENMO-CISD[T] gives the best results since both the ground and
the excited vibrational states include the doubly-excitedelectronic configurations that are
responsible for the description of the most important part of the correlation. The values
G(10) obtained from ENMO-CISD[T] show the closest agreement with the prediction of
formula (93).
(v) The valuesG(21) andG(32) roughly follow G(10), but do not necessarily satisfy the
relationG(10) > G(21) > G(32). The correct description of the statesv = 2 andv = 3
within the ENMO scheme apparently requires even larger basis sets and levels of particle
excitation.
(vi) Among wave functions obtained with different values and number of parametersb, it
is not clear which is ‘the best one’: while the basis set is incomplete the function that cor-
responds to the lowest energy does not have to provide the most adequate value ofG(10).
Yet, having no other guide-line than energy, we must favor the gap that corresponds to the
function with the lowest energy. Thus, the best values ofG(10) for H2, LiH and HF that
we were able to obtain are 2952 a.u. (four parametersb), 1402 a.u. (four parametersb),
and 4622 a.u. (one parameterb), respectively. Perhaps, the best result for the HF molecule
should be considered 3865 a.u. which is obtained with the ENMO-CIS[D] model, but with
four parametersb.
(vii) Taking just one parameterb generally gives the greatly overestimated values ofG(10)
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Table 6: The ENMO-CI results forH2 molecule. The parametersa andb are defined in
figure 15 and are given in angstroms;a = 0.7414. The basis set is [6-31G:4s].
H2
Method b1 b2 b3 b4 Ground state energy, a.u. G(10), cm−1 G(21), cm−1 G(32), cm−1
ENMO-CIS 0.05 – – – -1.08836941 5332 5112 2869
–”– 0.075 – – – -1.08892457 5335 4872 3108
–”– 0.10 – – – -1.08905442 6321 3999 3830
–”– 0.12 – – – -1.08918459 7875 2555 4716
ENMO-CIS[D] 0.05 – – – -1.09542972 3924 4885 2524
–”– 0.075 – – – -1.09694130 3474 4978 2620
–”– 0.10 – – – -1.09514467 3988 4835 2524
ENMO-CISD 0.05 – – – -1.11930231 9150 4826 2527
–”– 0.075 – – – -1.12069450 8671 4885 2684
–”– 0.10 – – – -1.12075732 8559 5175 2199
ENMO-CISD[T] 0.05 – – – -1.11993496 4148 4964 2577
–”– 0.075 – – – -1.12166446 3707 5035 2695
–”– 0.10 – – – -1.12207721 3698 5348 2221
–”– 0.06 0.02 0.02 0.02 -1.12222953 3237 3632 2956
–”– 0.08 0.02 0.02 0.02 -1.12228908 3088 3356 3595
–”– 0.10 0.02 0.02 0.02 -1.12304290 3031 3246 3533
–”– 0.12 0.02 0.02 0.02 -1.12316966 2985 3152 3373
–”– 0.14 0.02 0.02 0.02 -1.12346835 2952 3024 3160
–”– 0.16 0.02 0.02 0.02 -1.12333900 2983 3057 2976
Experiment – – – – – 4157 3915 3672
Fromω∞ – – – – – 3112 3112 3112
for any level of excitation. At the ENMO-CISD[T] level of theory four parametersb pro-
duce the gapsG(10) for H2 and LiH that differ from the prediction of formula (93) by
about 5%. Unfortunately, we were not able to take more than one displacementb for the
HF molecule at the ENMO-CISD[T] level of theory because in this case the number of
determinants exceeded the capabilities of our simple code.
5.8 Conclusions
As similar to the traditional MO approach as it may seem, the ENMO as a fully non-
adiabatic model is built on substantially different principles that are quite new to the elec-
tronic structure theory. The most notable of them is the jettison of the potential energy
surface - there is no longer such concepts in the ENMO approach as ‘equilibrium geome-
try’ and ‘reaction mechanism’. A single ENMO-CI computationshould give the electronic,
vibrational and (in principle) rotational spectrum of the molecule. The rotational spectrum,
76
Table 7: The ENMO-CI results for LiH molecule. The energetic values are presented in
a.u. The parametersa andb are defined in figure 15 and are given in angstroms;a = 1.5957.
The basis set is [6-31G:4s].
7LiH
Method b1 b2 b3 b4 Ground state energy, a.u. G(10), cm−1 G(21), cm−1 G(32), cm−1
ENMO-CIS 0.075 – – – -7.94397307 4108 5412 3318
–”– 0.10 – – – -7.94357498 3702 5956 2151
–”– 0.12 – – – -7.94346108 5026 4675 1447
ENMO-CIS[D] 0.10 – – – -7.95236298 2293 4389 2818
–”– 0.12 – – – -7.95281874 2204 4567 2443
–”– 0.14 – – – -7.95309296 2182 4435 2394
–”– 0.16 – – – -7.95474381 2539 3979 2741
–”– 0.18 – – – -7.95441832 2581 3393 3529
–”– 0.20 – – – -7.95358820 2550 2965 4119
ENMO-CISD 0.075 – – – -7.97179716 6599 4348 2987
–”– 0.1 – – – -7.97253341 6705 4229 2976
–”– 0.12 – – – -7.97194190 6202 4137 2787
ENMO-CISD[T] 0.10 – – – -7.97358690 2590 4523 2785
–”– 0.14 – – – -7.97426842 2504 4457 2487
–”– 0.18 – – – -7.97385315 2555 3327 3817
–”– 0.10 0.02 0.02 0.02 -7.97502919 1906 2311 3817
–”– 0.14 0.02 0.02 0.02 -7.97586990 1659 1974 2278
–”– 0.18 0.02 0.02 0.02 -7.97774163 1532 1848 1877
–”– 0.22 0.02 0.02 0.02 -7.97752741 1386 1940 1416
–”– 0.18 0.04 0.04 0.04 -7.97790417 1402 1784 1601
–”– 0.20 0.04 0.04 0.04 -7.97777510 1335 1827 1395
–”– 0.22 0.04 0.04 0.04 -7.97729540 1254 1799 1352
Experiment – – – – – 1393 1380 1367
Fromω∞ – – – – – 1314 1314 1314
Table 8: The ENMO-CI results for HF molecule. The parametersa andb are defined in
figure 15 and are given in angstroms;a = 0.91706. The basis set is [6-31G:4s].
H19F
Method b1 b2 b3 b4 Ground state energy, a.u. G(10), cm−1 G(21), cm−1 G(32), cm−1
ENMO-CIS 0.075 – – – -99.9533464 5386 4247 4673
–”– 0.10 – – – -99.9536391 6330 3435 6556
–”– 0.125 – – – -99.9540076 8092 1939 7982
ENMO-CIS[D] 0.075 – – – -99.9598325 4249 4482 2550
–”– 0.10 – – – -99.9602766 4365 4552 2827
–”– 0.125 – – – -99.9603874 4673 4515 3483
–”– 0.06 0.02 0.02 – -99.9601453 3898 4163 791.8
–”– 0.10 0.02 0.02 – -99.9608956 3825 4065 1008
–”– 0.12 0.02 0.02 – -99.9612192 3786 3937 1220
–”– 0.12 0.02 0.02 0.02 -99.9613549 3779 3900 1259
–”– 0.14 0.02 0.02 0.02 -99.9615122 3865 3977 1092
ENMO-CISD 0.075 – – – -100.071872 28790 4464 2530
–”– 0.10 – – – -100.071560 28710 4604 2748
–”– 0.125 – – – -100.071061 28790 4673 3323
ENMO-CISD[T] 0.075 – – – -100.073438 4486 4372 3132
–”– 0.10 – – – -100.073868 4532 4541 3463
–”– 0.125 – – – -100.073915 4622 4752 4025
Experiment – – – – – 4132 4125 4118
Fromω∞ – – – – – 4032 4032 4032
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however, would be extremely hard to obtain in practice, because the requirements for the
basis set completeness are much more exacting for the description of the rotations.
By virtue of its technical similarity to the standard electronic structure theory methods,
the ENMO approach is attractive for the non-BO description ofm lecular structure, and
it has generated significant interest recently. However, a number of serious conceptual
difficulties arise, and in this work we have pointed out some of these for the first time
and have elucidated others. We show that since the ENMO ansatz (74) is not generally
separable into ‘internal’ and the CM parts, even if one subtracts the center-of-mass kinetic
energy from the Hamiltonian, the computed ENMO spectrum of the molecular Hamiltonian
for the hydrogen atom is littered with spurious states. We conclude that the ENMO method
in its present form is hardly useful for computing excited molecular states when all particles
are treated quantum-mechanically.
It is thus clear that to circumvent the spurious states problem one has to either (i) formu-
late the problem fully in the internal coordinates, at the expense of technical simplicity [98]
or (ii) break the translational invariance of the Hamiltonia . The latter might be achieved by
putting a molecule into a potential well, similarly to the approach in nuclear structure com-
putations. Here we chose a simpler route to avoid spurious states problem by fixing (i.e.
describing classically) one heavy particle. However, we have discovered by simple analyt-
ical estimations and numerical ENMO-CI calculations that the hybrid ENMO-CI method,
with one of the nuclei in the molecule fixed, gives errors of a few per cent in predicting
low-lying vibrational states even for such ‘favorable’ molecules as HF. Furthermore, the
selection of the basis set for nuclei described quantum-mechani ally in ENMO methods
remains ambiguous and a challenge for the general applicability of such methods to the
computation of vibrational spectra.
Another conceptual problem with the ENMO-type ansatze is their inability to describe
efficiently the interparticle cusps of the full wave function. This may translate in practice
into slow asymptotic convergence of computed energies withrespect to the one-particle
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basis set size. Thus, for the hydrogen atom, we observe that the basis set incompleteness
error in the largest ENMO calculation we report here is an order of magnitude greater than
in the corresponding BO computation.
The aforementioned fundamental issues, and our experiencewith the ENMO methods
discussed here cast doubt on the possibility that they may serve as highly accurate, truly
non-adiabatic models models of molecular systems when all nuc ei are treated quantum-
mechanically. However, by describing only light nuclei quantum-mechanically, the spuri-
ous states problem may be circumvented. Thus it may be possible to use the ENMO method
for chemically relevant non-adiabatic, tunnelling, isotopic, etc. problems. The important
yet still unanswered question is how the inefficient description of the interparticle cusps
by the ENMO wave functions will affect the practical performance of ENMO methods in
such applications. It is clear that more testing and empirical evidence are needed before
we can judge the usefulness of ENMO methods. We predict that the most important future
advances in ENMO models will be probably those which solve the problems raised by the
present study.
The material of this chapter was published inMolecular Physics[137].
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CHAPTER VI





The rapid development and active usage ofab initio methods that include electron correla-
tion have significantly changed the face of quantum chemistry that heretofore had been fo-
cusing mainly on the Hartree-Fock self consistent field (SCF)theory and its semi-empirical
extensions. The MO theory provides the one-electron basis for the vast majority of the
post-SCF approaches, most popular of which are various flavors of the many-body per-
turbation (MBPT), configuration interaction (CI) and coupledcluster (CC) theories. The
correlation in such methods is introduced through excitations from a relatively small num-
ber of occupied to a large pool of virtual orbitals, and as thenumber of various matrix
elements which must be evaluated in these approaches rises sharply with the maximum
excitation level, their efficient implementation calls fora number of ingenious numerical
and computational simplification techniques. Apart from the colossal number of compu-
tational operations needed to produce final numbers, there is another serious hindrance
that currently bars researchers from performing high-accuracy quantum chemical calcu-
lations routinely. These days, the equations of quantum chemical models may contain a
very large number of algebraic terms, so that expressions are difficult, if at all possible,
to derive, analyze and program. The idea to automate the generation and analysis of the
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mathematical expressions as well as produce computer code to k real shape in the work of
Janssen and Schaefer [138] (although it was by no means the very first among the works
in which analytical calculations were partly performed by computer programs – see, for
example Ref. [62]). It was followed by a number of programs which were, however, often
aimed at some specific class of quantum chemical model, usually coupled cluster theory
[139, 140, 141, 142, 143, 144, 145, 146, 147, 148]. Recently a quite general program, the
Tensor Contraction Engine (TCE) [149] that became a part of a much larger and ambi-
tious project was developed by a number of researchers. A recent review by Hirata [150]
describes the program’s capabilities in detail. TCE, capable of handling in principle any
algebraic theory, exploits Wick’s theorem in order to derivthe corresponding equations
and then generates efficient computer code for the multiplication of the multidimensional
arrays. However, TCE evaluates matrix elements that have a fixed form, which, although
flexible enough to cover most of the currently used electronic structure theories, does not
allow one to work with the matrix elements of arbitrary operato s. Besides, TCE does not
handle second-quantization operators explicitly, which is desirable in order to facilitate the
construction of quantum chemical models which are not always written in terms of matrix
elements.
Here we present a completely general algorithm to manipulate second-quantized ex-
pressions, whether scalars or operators. Our approach is based solely on the Goldstone di-
agrammatic technique [38], popular among method developers. Diagrams, of which those
of the Goldstone type are the most elementary and transparent, serve as a visual and topo-
logical (rather than algebraic) representation of second-quantized expressions, and proved
to be extremely useful in many areas of quantum chemistry. Our algorithm can also be
extended to treat Hugenholtz-type diagrams [151] which areess ntially of the same type as
Goldstone diagrams, but whose vertices absorb antisymmetrization. Hugenholtz diagrams
might therefore be used to produce compact algebraic expressions that feature permutation
operators, but Goldstone diagrams are advantageous when programmable expressions are
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needed or when the spin integration of the obtained expression is planned. Also deserving
of consideration are the spin-free diagrams of Kutzelnigg [152] which combine the assets
of both Hugenholtz and Goldstone diagrams.
Several excellent introductory sources exist that describe in great detail the Goldstone
diagrammatic technique [36, 33, 34, 35, 153] and it would seem xcessive to outline it in
this work. However, so many various types of diagrams emerged since their first usage
in quantum chemistry (some of which look almost identical),that, for the benefit of the
reader, we wish to briefly describe the notation we employ in drawing diagrams throughout
this chapter.
Each Goldstone diagram is a pictorial representation of thesecond-quantized expres-
sion for a given Fermi-vacuum, so that each general index that belongs to the spin-orbital
creation or annihilation operators is either a particle (p) or hole (h) state index. Parti-
cle (hole) states lie above (below) the Fermi-vacuum. In this notation the particle (hole)
creation operator isa†p (ah), and the particle (hole) annihilation operator isap (a
†
h). The
diagrams we are using do not absorb numerical factors (whichemanate from the definition
of the second-quantized operators or from addition of one orm re identical diagrams) to
avoid confusion. They also do not include antisymmetrization, so that the expression for









(ghh′,hh′ − ghh′,h′h) (94)
will be represented diagrammatically as shown in Figure 16.The first diagram (a ‘bubble’)
in it represents the core energy, the second (a ‘double bubble’) – the electron-electron
Coulomb energy, and the third (an ‘oyster’) – the electron exchange energy.
The central idea behind the development of our program was tomake it possible for the
researcher (user) to perform any permissible operations ondiagrams automatically. In other
words, we would like to create a development tool that would be an aid in the manipula-
tion and analysis of second-quantized expressions throughwhich many quantum-chemical
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models can be written. In this work we present only the algorithm of our diagrammatic ap-
proach and do not give many details about its specific implementation, since the algorithm
may be realized in various computer languages. Our current version ofNostromois written
in the symbolic packageMathematica [154].
ESCF = + +1/2 1/2
Figure 16: The expression for the SCF energy in Goldstone diagrammatic notation.
Nostromoworks only with time-independent, discrete-basis and particle-conserving ex-
pressions. Diagrammatically, after the Fermi vacuum and the basis have been chosen, any
such expression will be represented by one or more vertices and lines, coming in and out of
these vertices. There will be vertices of four types only: particle creation and particle anni-
hilation, particle creation and hole creation, particle annihilation and hole annihilation, and,
finally, hole creation and hole annihilation. There will also be four types of lines – those
that face down and are located below a vertex (so called down-below lines), and, using the
analogous nomenclature, down-above, up-below and up-above lines (see Figure 17).
down-below down-above up-below up-above
§ª¨©
Figure 17: Types of lines and vertices in Goldstone diagrams.
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6.2 Textual representation of Goldstone diagrams
The unifying idea ofNostromois that each diagram may be ‘encoded’ by a text string, and
vice versa, each such string of code may be translated back into a pictorial representation
of the second-quantized expression – a Goldstone diagram. We call such a string of text
a textual diagram. Every essential part of the diagram is represented by certain symbols
in the text. In principle, this coding system does not provide a one-to-one correspondence
between the pictures and algebraic formulae, but this is notits fundamental flaw and merely
reflects the fact that there exists no one-to-one correspondence between algebraic expres-
sions and diagrams. For example, an algebraic expression may be written as a diagram or as
this diagram’s mirror reflection, which do not always coincide. Conversely, a diagram that
represents the multiplication of two vectors is translatedback into the algebraic language
equivocally – either as
∑
i AiBi or as
∑
i BiAi. However, our coding system guarantees the
isomorphic correspondence, so that any operation performed on the algebraic expression
may be unequivocally conducted on its textual representation.
It should be stressed from the very start that diagrams (and,consequently, textual dia-
grams) are written only for normally-ordered second-quantiz tion expressions. Therefore,
the analog ofn-particle operator in second quantization may be representd by Goldstone
diagrams that have not only2n open lines but also those that have2n−2, 2n−4, ..., 0 open
lines. The reduction in the number of lines results from the contractions which appear as a
‘penalty’ for writing the operator in normal form. The textual diagram contains the names
of the operators that constitute this diagram, as well as theinformation about how the dif-
ferent operators are connected by the particle and hole lines. Each text string starts with the
name of an operator. It may be any operator which is included in this diagram. The name
is always made of characters enclosed within two open squaresymbols (). For example,
g means the name ‘g’. The four types of vertices mentioned in the introduction are de-
noted by the following four symbols, respectively:♥,♦,♠,♣ (see Figure 17). After each
such suit goes the information about the two lines that belong t the corresponding vertex.
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The line that leaves the vertex always goes first. It is necessary to show whether the line
bears any index or if it is summed over. The line may be connected with another line, and
it should be seen from the information in the text with which one. The information about
each line is put between two delineators – an opening£ and a closing$. The line that faces
up and which does not have any index (that is, summed over) is denoted by the symbol↑.
Similarly, the line that faces down and is summed over, is written as↓. For example, the







is written inNostromoin the following simple way:h♥£ ↑ $£ ↑ $. The one-particle

















with the curly brackets indicating the normal ordering, is written inNostromoas the sum:
h♥£ ↑ $£ ↑ $ + h♦£ ↑ $£ ↓ $ +
h♠£ ↓ $£ ↑ $ + h♣£ ↓ $£ ↓ $ +
h♣£ ∽ 1$£ ∽ 1$. (97)
The last term has a contraction and its structure in our coding system is described in the




which has no summation over the indices. Then, inNostromocoding system, we simply
place the indices after the↑ and↓ symbols. Therefore, the above-mentioned operator will
be written ash♥£ ↑ p$£ ↑ p′$.
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The contraction of the line is denoted by the symbol∽ followed by the contraction














where the subscriptSc denotes the scalar expression, is encoded ash♣£ ∽ 1$£ ∽ 1$.








its code becomesh♣£ ∽ 1h$£ ∽ 1h$.
In case all the matrix elementshij... = const, that is, the operator does not have a name,




is coded by1♥£ ↑ $£ ↑ $.
Using the describedNostromocoding system, it is possible to encode any complicated
second-quantized expression. The linear combination of second quantized expressions is
written as a linear combination of textual diagrams.
6.3 Nostromo functions
The delineated encoding system bridges the gap between the pictorial representation of a
second-quantized expression, which is appealing to a human, and the minimum amount of
information needed for this second-quantized expression to be unequivocally recognized by
a computer interpreter. It is straightforward now to write functions that work with diagrams
by analyzing and parsing the textual diagrams.
Nostromoincludes primitive functions, such as those that count the number of specific
lines in a textual diagram; auxiliary functions that createtextual diagrams (DiagramGenerator)
or select them according to some criteria (for example, by the number of uncontracted
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lines, connectedness etc.); and complicated, primary functions such as those that perform
all the possible contractions among multiple diagrams (MultiContractor) and translate the
received output (Translator) into the simplest algebraic expression, taking into account
permutational and other types of symmetries. The automaticgeneration of diagrams occu-
pied the attention of researchers in the past [155, 156, 157], but these works were mostly
concerned with fully-contracted diagrams which appeared in perturbation expansions.Dia-
gramGenerator produces all the topologically non-equivalent diagrams that constitute an
n-particle operator, and in combination with the selection fu ctions andMultiContractor,
is capable of generating, in principle, any types of diagrams. WhileDiagramGenerator
is easy to devise and implement, we nevertheless intend to chara terize it in some detail
in the next section, in order to render our chapter more complete and our discussion of
the subsequent material clearer. In comparison withDiagramGenerator, the functions
MultiContractor andTranslator have a rather complicated structure.MultiContractor is
solely topological and does not directly employ Wick’s theorem. TheTranslator function
solves the important problem of identifying equivalent terms in the algebraic expression
and their subsequent factorization. Instead of using a canonical form of any kind, it ana-
lyzes the topological structure of each diagram and equatesterms with the same topological
structure. The detailed description of these two functionswill be given in sections 5 and 6.
6.4 TheDiagramGenerator function
We begin with writing a generaln-particle operatorQ(n) (in which alln particles are equiv-












As we introduce the Fermi level, the indicesi1i2...in take on additional labelsp (particle
state) andh (hole state), and the operatorQ(n) may be written as the sum of22n terms,
each of which is a summation analogous to (102) with the indices carrying distinct labels
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p or h. If we wish to work withQ(n) in a diagrammatic representation, we apply the
Wick’s theorem to it, so that it becomes the sum of the above-specified22n = 4n terms,
each brought to the normal order, plus a number of additionalsums (also written in normal
order) which contain one or more contractions – so called ‘bubbles’ and ‘oysters’. It is
easy to see that each of the uncontracted sums may be written diagrammatically as a series
of n vertices positioned along a horizontal line. Each vertex can be any of♥, ♦, ♠, ♣,
totaling exactly4n different diagrams. As the vertices of a given diagram may beput
in any order because of the particles’ equivalence, the number of distinct diagrams may
be reduced by bringing each of the4n uncontracted diagrams to some canonical form,
for example, that in which all the vertices are arranged in the following order:♥, ♦, ♠,
♣. A similar canonicalization is possible for the contractedrms. Concurrently to the
described process, theDiagramGenerator function generates4n possible combinations of
the four vertices for an-particle operator, and produces a sum of the correspondingtextual
diagrams. Then, it adds to this sum all the textual diagrams with 1, 2, ..., n contractions,
thus forming a representation of the n-particle operator innormal form. After that, the
vertices are rearranged according to the chosen canonical order. The process of generating
diagrams, rearranging their vertices and reducing the number of terms is illustrated for a
two-particle operator̂g in Figure 18.
6.5 TheMultiContractor function
As an input,MultiContractor receives a list of textual diagrams{A1, A2, ..., AM} as well
as optional parameters that impose restrictions on the number or type of contractions to be
performed. To give an example of the latter, we may mention a very often desired restric-
tion that only fully contracted diagrams should be generated. An ordered sequence or list
of (textual) diagrams{A1, A2, ..., AM} will be called an (uncontracted) configuration, with
A1 corresponding to the operator̂A1, A2 corresponding to the operator̂A2, and so on. The
order of diagrams in{A1, A2, ..., AM} is the same as the order of operatorsÂ1, Â2, .., ÂM
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Figure 18: The general two-particle operator in Goldstone diagrammatic notation: reduc-
ing the number of diagrams by identifying symmetry-equivalent ones.
in the productÂ1Â2...ÂM . If one or more contractions are performed among the diagrams
of the sequence{A1, A2, ..., AM}, the configuration is called a contracted configuration. At
the outset, in order to make the explanations more clear, we shall assume that none of the
89
above-mentioned restrictions are imposed and that all the possible contractions, conform-
ing to a set of rulesR, are allowed.MultiContractor realizes the following contraction
rulesR: (R1) The diagrams to be contracted are positioned from above to blow with the
uppermost diagram corresponding to the leftmost textual diagramA1 in the list and the
lowermost diagram corresponding to the rightmost textual diagramAM . (R2) Up-lines are
connected with up-lines and down-lines are connected with down-lines only. (R3) Lines
cannot be connected more than one time. (R4) Any up (down)-below line that belongs
to the diagramAk may be connected with any up (down)-above line that belongs to the
diagramAl only if k < l. Any other connections are prohibited. Note that up-lines are
contracted independently from down-lines and that the set of all the possible contractions
for a given configuration becomes a direct product of the set of up-contractions and down-
contractions.
Suppose a configuration ofM textual diagrams{A1, A2, ..., AM} is passed to theMul-
tiContractor function together with the demand to generate, as a result of(possible) con-
tractions, only those textual diagrams that have a specifiednumber of up-below, up-above,
down-below, and down-above lines. The number of performed contractions will be denoted
asC. The following describes theMultiContractor algorithm.
(i) Calculate the number of up-above, up-below, down-above and down-below lines (de-






k respectively) for each diagram in{A1, A2, ..., Ak, ..., AM}.
Also calculate the total number of these lines. For example,the total number of up-above





(ii) In caseMultiContractor is to perform the average value calculation, it need not gen-
erate diagrams with unconnected lines since they give zero contribution to the final result.
The necessary condition for the list of diagrams to produce at l ast one fully-contracted
diagram is furnished by these equalities
Nua1 = N
da






















Requirements (103) are a direct consequence of the rule (R4). If any of the statements
(103, 104) is not satisfied,MultiContractor instantly evaluates the contribution to the av-
erage value to be zero. Such a ‘forecasting’ allows to accelerat the calculation of scalar
expressions significantly.
(iii) Calculate the maximal number of up-above, up-below, down-above and down-













max, therefore we shall only op-
erate withCumax ≡ Cuamax and Cdmax ≡ Cdamax. ThenCu = 0, 1, 2, ..., Cumax and Cd =
0, 1, 2, ..., Cdmax.
Now we shall show how to calculateCumax. The same arguments are applicable with-









i . If γ
u
k ≥ 0 (which means that the below-lines
belonging to the diagrams with numberl, 1 ≤ l ≤ k − 1, may be fully contracted
with the above-lines belonging to diagrams with numberm, 2 ≤ m ≤ k), the num-
ber of the above-lines with which the below-lines of the diagram k may be contracted,
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is the maximal number of up-contractions for thek-th diagram, given that all the below-
lines belonging to the diagrams with numbersl, 1 ≤ l ≤ k − 1, are maximally contracted.














(iv) Now we move on to building themapM of all the possible contractions, which is
simply a data array containing the information of how the lines can be connected. Since
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up- and down-lines are connected independently, the mapM is obtained by direct product
of the up-mapMu and the down-mapMd:
M =Mu ×Md. (107)
The mapsMu = {Muj } andMd = {Muk} are built in precisely the same way, therefore
we shall only expound on how one buildsMu.
Suppose that each up-below line of the configuration{A1, A2, ..., AM} is given an index
from 1 toNub (starting from the leftmost line of the uppermost diagram and e ding at the
rightmost line of the lowermost diagram). Then an array ofNub elements, called an up-
belowbillet and denotedBub will indicate the contraction state of the up-below lines. The
analogous numbering may be performed on the up-above lines,and an up-above billet
Bua containingNua elements may also be constructed. If none of the up-below lines s
contracted with the up-above lines, the billetsBub andBua are filled with zeros. Should
thek-th up-below line be contracted with thel-th up-above line,Bub andBua will become
Bub = {0, 0, ..., 1, 0, 0, 0, ...}, (108)
Bua = {0, 0, 0, ..., 1, 0, 0, ...} (109)
where 1 appears inBub in the k-th position and inBua in the l-th position. Similarly,
shouldn up-contractions be performed, each of the billetsBub andBua will containn non
zero-elements:1, 2, ..., n at the positions that indicate the positions of the contracted lines
in the diagrams. The integers1, 2, ..., n serve as the dummy indices to show the structure
of the contraction, and the combination of the billetsBub andBua may represent an up-
contraction. The list of all the legitimate up-contractions {[Bub, Bua]i} may be brought to
the form{Bubi , {Buaij }} where every possible up-below billetBubi is associated with the list
of all the up-above billets, every one of which, if combined with Bubi , represents a valid
up-contraction. The composite array that consists of elementsMui = [Bubi , {Buaij }] is the
up-mapMu; (v) Since the up-mapMu includes all the up-contractions, its elements may
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be grouped into sub-arrays according to the number of connectio s between below- and
above lines. Thus, we shall have the sub-array representingzero contractions(0)Mu that
consists of one element, as well as other sub-arrays(1)Mu, (2)Mu, ..., (Cumax)Mu.
Now we turn our attention to constructing the legitimate contractions{Bubi , {Buaij }}.
Initially, we select the legitimate below-billets{Bubi }, and then, for eachi, we select such
above-billets{Buaij } that would form legitimate contractions, if combined withBubi . For
implementation purposes, it is convenient to build(0)Mu first, then move on to(1)Mu etc.,
and in the end, when all these sub-maps are generated, combine them intoMu. There are
a number of conditions (we call them below-conditions) thata below-billet must satisfy to
be legitimate: (a) It must haveNub elements – zeroes and distinct integers from 1 toCu;
(b) Below-lines that belong to the lowermost diagram should never be occupied, therefore
the billet should have zeroes in the places that correspond to these lines; (c) This condition
puts restrictions on the number of contractions the below-lines of each operator may have.
As all the particles are equivalent, all the below lines are treated on equal footing, and
if any restrictions apply as to whether the lines of the givenoperator may be contracted,
these restrictions should concern the total number of contractions and not the specific lines.
For each diagram numberk, the number of its below-lines which may be possibly con-
tracted in general depends on whether the below-lines of thediagrams with numbersl,
1 ≤ l < k are already contracted. It may happen, for example, that some or all of the
above-lines of the operators with numbersm, k + 1 ≤ m ≤ M are already contracted
with the below-lines of the diagrams with numbersl, 1 ≤ l < k. The problem at this
stage is that given only the above-billet we cannot know for sure with whichabove-lines
the below-lines are contracted, we know onlywhichbelow-lines are contracted. Therefore
we select those below-billets which correspond to at least one legitimate contraction. For
each of the diagrams (except the lowermost one) we check whether its below lines can pos-
sibly have as many connections as claimed for it in the given below-billet. The maximal
number of the above-lines with which the below-lines of eachdiagramk may be connected
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(this number cannot exceed the number of connections indicated in the below-billet for the









l (conn), wheret is the first diagram whose below-line is
connected (the corresponding element in the billet is not zero) andNubl (conn) is the num-
ber of connected below-lines that belong to diagram numberl (this information is extracted
from the billet). Ifλuk ≥ 0 (which, similarly to the case ofγuk , means that the below-lines
belonging to the diagrams with numberl, 1 ≤ l ≤ k − 1, are fully contracted with the
above-lines belonging to diagrams with numberm, 2 ≤ m ≤ k), then the maximal number







and, consequently, the number of uncontracted below-linesfor diagramk cannot exceed
Nubk −P uk . This is the sought-for condition. However, ifλuk < 0, P uk is calculated according








k ]; (d) The billet should also com-
ply with the optional restrictions on the number or type of contractions to be performed,
which are given as input parameters at everyMultiContractor function call; (e) Finally,
to avoid multiple counting of contractions, the non-zero integers in the below-billets are
placed in the strictly ascending order. All these conditions must be satisfied before the
below-billet is accepted as valid. In an actual calculation, we generate all the billets that
satisfy the criteria (a) and (e), and then select those that meet the criteria (b) and (c) and
(d).
Once the below-billets{Bubi }, have been selected, it is easy to generate the above-
billets{Buaij } for everyi. The conditions for a legitimate above-billet are the following: (a)
It must haveNua elements – zeroes and distinct integers from 1 toCu; (b) If contraction
numberk in the below-billetBubi belongs to diagram numberl then the contraction number
l in all the above-billets{Buaij } should belong to the diagram numberm, wherem >
l. This condition guarantees that no below-line is connectedto an above-lying above-
line. The fact that no restriction is laid down on the order ofn n-zero integers reflects the
existence of permutations in many-body quantum theories. Examples of maps generated
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Figure 19: The billets of the configuration (a) and the corresponding numbering of lines.
.
(vi) Given the configuration{A1, A2, ..., AM} and its mapM, it is now possible to
generate all the contracted textual diagrams by convertingthe open line symbols↑ and↓, at
the locations specified byM, into the contraction symbols∽ k, wherek is the contraction
number. In case any of the diagrams in{A1, A2, ..., AM} come already partially or fully
contracted with the maximal contraction numberkmax, the internal contractions numbers
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Table 9: The mapM generated byMultiContractor when applied to the configuration
{h♠£ ↓ $£ ↑ $, f♥£ ↑ $£ ↑ ♣£ ↓ $£ ↓ $, g♥£ ↑ $£ ↑ $♦£ ↑
$£ ↓ $♦£ ↑ $£ ↓ $} with no restrictions on the number or type of contractions. The
configuration and the billets are illustrated by Figure 19.k is the number of contractions.
(k)Mu (k)Md
k Below-billets Above-billets Below-billets Above-billets
0 {0, 0, 0} {0, 0, 0, 0} {0, 0} {0, 0, 0}
1 {1, 0, 0} {{1, 0, 0, 0}, {0, 1, 0, 0}, {0, 0, 1, 0}, {1, 0} {{1, 0, 0}, {0, 1, 0}, {0, 0, 1}}
{0, 0, 0, 1}}
{0, 1, 0} {{0, 1, 0, 0}, {0, 0, 1, 0}, {0, 0, 0, 1}} {0, 1} {{0, 1, 0}, {0, 0, 1}}
2 {1, 2, 0} {{1, 2, 0, 0}, {1, 0, 2, 0}, {1, 0, 0, 2}, {1, 2} {{1, 2, 0}, {1, 0, 2}, {0, 1, 2},
{0, 1, 2, 0}, {0, 1, 0, 2}, {0, 2, 1, 0}, {0, 2, 1}}
{0, 2, 0, 1}, {0, 0, 1, 2}, {0, 0, 2, 1}}
should be shifted by thekmax, so that the dummy indices do not overlap. The textual
diagrams with the substituted symbols↑ and↓ are concatenated to produce the final result.








Table 10: Some of the textual diagrams produced as a result of applyingMultiContractor
to the configuration{h♠£ ↓ $£ ↑ $, f♥£ ↑ $£ ↑ ♣£ ↓ $£ ↓ $, g♥£ ↑
$£ ↑ $♦£ ↑ $£ ↓ $♦£ ↑ $£ ↓ $} (the same as in Table 9) with no restrictions on the
number or type of contractions (the corresponding diagramsre shown in Figure 20). The
complete result includes 170 textual diagrams.k is the number of contractions.
k Textual diagrams
0 h♠£ ↓ $£ ↑ $f♥£ ↑ $£ ↑ ♣£ ↓ $£ ↓ $g♥£ ↑ $£ ↑ $♦£ ↑ $£ ↓ $♦£ ↑ $£ ↓ $
1 h♠£ ∽ 1$£ ↑ $f♥£ ↑ $£ ↑ ♣£ ∽ 1$£ ↓ $g♥£ ↑ $£ ↑ $♦£ ↑ $£ ↓ $♦£ ↑ $£ ↓ $
2 h♠£ ↓ $£ ∽ 2$f♥£ ∽ 2$£ ↑ ♣£ ∽ 1$£ ↓ $g♥£ ↑ $£ ↑ $♦£ ↑ $£ ∽ 1$♦£ ↑ $£ ↓ $
3 h♠£ ↓ $£ ∽ 2$f♥£ ↑ $£ ∽ 3♣£ ∽ 1$£ ↓ $g♥£ ↑ $£ ↑ $♦£ ∽ 3$£ ↓ $♦£ ∽ 2$£ ∽ 1$
4 h♠£ ∽ 1$£ ∽ 3$f♥£ ↑ $£ ∽ 4♣£ ∽ 2$£ ↓ $g♥£ ↑ $£ ↑ $♦£ ∽ 4$£ ∽ 2$♦£ ∽ 3$£ ∽ 1$
6.6 TheTranslator function
In this section, for simplicity’s sake, we will be concernedwith scalar expressions only,
since it is clear how to extend the shown results to the case ofoperators. As the batch of
textual diagrams is output byMultiContractor, it is probable that some of these diagrams
will produce the identical numerical result at arbitrary values of the elements of the cor-
responding multi-indexed arrays. We will call these diagrams (or algebraic expressions
corresponding to them) equivalent. The equivalence may be brought forth by the differ-
ent symbols for dummy indices (thus, the textual diagramsh♣£ ∽ 1$£ ∽ 1$ and
h♣£ ∽ 2$£ ∽ 2$ and the corresponding algebraic expressionshii andhjj, where
the summation over the same indices is carried out, are equivalent), by permutational
(akin to the well-known symmetries of the two-electron integrals in a physicist’s notation
gij,kl = gji,lk) or other symmetries of the operators (for example,h♣£ ∽ i$£ ∽ j$ is
equivalent toh♣£ ∽ j$£ ∽ i$ if the matrix representingh is symmetric:hij = hji).
As the number of contractions increases, the number of equivalent terms typically grows
dramatically and it would be highly desirable to develop a mechanism of their identifica-
tion. A conventional approach to this problem is to postulate some canonical form for a
fully-contracted expression, convert all the terms to thiscanonical form and simplify the
result by means of cancellations, such asa− a = 0, and additions, such asa + a = 2a.
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However, it may not be obvious how to lay down the rules for bringing the expression
to a canonical form and in which order to execute them becausesome of these rules may
be non-commutative. Furthermore, the problem is aggravated by the presence in the ex-
pression of two or more identical operators (the problem of so-called ‘cyclic’ contractions),
in which case the canonical form may not exist at all, and the canonicalization procedure
requires additional operations, some of which scale factorially with the number of dummy
indices [150].Nostromo’s Translator function is built on a different approach. It abandons
the canonical form altogether and uses the topological structu e of the diagrams to decide
whether the two given terms are equivalent or not. The transprency and elegance of the
diagrammatic simplification of expressions emphasizes thebenefits of the use of diagrams
in the automatization of second-quantized algorithms. We will demonstrate how our sim-
plification procedure works for scalars (fully-contracteddiagrams), but it is straightforward
to extend this technique to operators, which may contain terms with uncontracted lines. It
may be easily seen why it is advantageous to use a diagrammatic representation, as op-
posed to an algebraic representation, in tackling the present problem. Firstly, diagrams
do not bear dummy indices, which exempts us from the necessity of their reshuffling and
renaming. This way, any two expressions that differ by the names of dummy indices only
will have the same diagrams. Secondly, by the virtue of the equivalence of all the electrons
(or other particles, should the operators be written for them), the location of a particular
vertex that belongs to a certain operator is immaterial – it is important only with vertices of
which operators, and by means of which lines, this particular vertex is connected. Here we
introduce the notion of cycle path as the recording of the journey (the vertices of which op-
erators and by means of which lines (up,down) are encountered) that one makes if one sets
off from a particular vertex and finally arrives at it again, forming a cycle. For example, the
two equivalent algebraic expressionsgij,abgab,ij andgij,abgba,ji that differ by a permutation
will have different diagrams (shown in Figure 21), but yet the same cycle paths.
Thirdly, cycles change only their direction but not their struc ure under the symmetry
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Figure 21: The diagrammatic representation of equivalent algebraic termsgij,abgab,ij (a)
andgij,abgba,ji (b).
transformation of the typehi,j = hj,i or gij,kl = gil,kj, and so the backwards-directed cycle
paths have to be generated as well, if this type of symmetry isto be taken into account.
These observations allow us to conclude that the identity ofa fully-contracted mathemat-
ical expression is maintained by the number and topologicalstructure of the cycles of its
diagrammatic representation. Unfortunately, the presentapproach does not allow one to
handle in the general case special types of symmetry, such asthe antisymmetry properties
of coupled-cluster amplitudestij,ab = −tij,ba, but such special symmetries may be effi-
ciently treated by conventional canonization after the topol gical analysis has produced the
maximally simplified (with respect to the above-mentioned symmetries) expression. The
algorithm, from the point when a number of textual diagrams is received fromMultiCon-
tractor, to the final, maximally simplified algebraic expression, proceeds in the following
manner. (a) The first textual diagram is taken and its topological signature (TS) is produced.
The TS is an ordered array of the cycle paths of the selected diagram.
Much of the advanced algebraic analysis of the topological structure of diagrams has
been done in Ref. [158] (see also references therein) but for our simple purposes we shall
not need it in this work. The way of recording cycle paths is toa certain degree optional.
We adopted the following convention: the name of the operator from whose vertex (vertex
1) the cycle starts (say,h) is paired up with the index of the line (say,i) that connects it
with the subsequent vertex (vertex 2), so that the pair becoms{h, i}. If the line does not























Figure 22: The cycles and their topological signatures. Note that the cycles distinguished
by direction only have different topological signatures, and that the topological signatures
of the cycles with several identical operators are well-defined.
algebraic notation), its ‘index’ is written as↑ or ↓, depending on whether the line faces up
or down. The same operations are carried out for the vertex 2 and the line that leaves it,
producing the second pair. The process goes on until the cyclends at vertex 1. Then, all
thecyclicpermutations are generated from the obtained pairings (this operation scales only
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asN whereN is the length of the cycle) and the permutation that is more ord red than the
rest (order may be chosen arbitrarily), is selected as the cycl path. The cyclic permutations
are needed to identify equivalent cycles, in case we startedthe paths from different vertices.
Some examples of the cycles and their paths are presented in Figure 22).
When all the cycle paths are thus recorded, they are combined in an ordered way to
produce the TS. The TS for the first term is saved along with theind x 1 in the TS database;
(b) The second textual diagram is taken and its TS1 is generated. If it is the same as the one
already saved, term number 2 is declared equal to term number1. If the TS of the second
term is different from that of the first, it is saved along withnumber 2 in the TS database.
The TS of the third term is compared with all the saved TS’s andif does not match any, it
is also saved. These operations continue until all the termsare processed, so that the final
expression contains the minimal number of identical terms;(c) If any special symmetry
within some operators is present, the expression is furthersimplified by ordering indices
that belong to this operator; (d) The sign of the diagram is computed as(−1)Ns+Nh where
Ns is the number of cycles (which is of course the number of cyclepaths in TS) andNh is
the number of hole lines in the diagram; (e) At this stage onlythe terms with different TS’s
exist. It may happen, however, that there will be terms that have identical cycle paths. This
means that the group of these terms may be further simplified by factorization, with the
common cycle (or several common cycles) factored out; (f) The resulting textual diagrams
are converted into traditional algebraic notation, and thefinal result is produced.
1For every cycle in which all of its operators are symmetric, the forward- and backward-directed cycle
paths should be generated. Thus, the diagram will be represented byN2 topological signatures (whereN
is the number of such cycles) differing by at least one cycle dir ction. During the comparison with the
topological signatures in the TS database, only one of theseN2 topological signatures should match an
already saved one for the two diagrams to be declared equivalent. If there is no match, any of theN2
topological signatures may be saved in the TS database to represent the given diagram.
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6.7 Conclusion
In this work we presented a general computer algorithm to manipulate, contract and sim-
plify second-quantized expressions, implemented in the prototype codeNostromo. Our
approach is topological rather than algebraic and is based on the Goldstone diagrammatic
representation of the second-quantized expressions. We showed that using diagrammatic
techniques to automate the evaluation of the second-quantized expressions has a number of
significant advantages over the traditional approaches which employ strings of creation and
annihilation operators and subsequent application of Wick’s theorem: firstly, representing
diagrams with text strings permits easy and intuitive manipulation of symbolic expressions
on a computer; secondly, during the contraction process, the efficient generation of terms
with the required structure only (such as fully-contractedt rms) is possible; and thirdly,
the topological analysis of the diagrams greatly facilitates the simplification of the output
results.
The plans for future work include adding flexibility to deriving and manipulating sym-
bolic expressions by extending the functionality of the present code. In particular, we are
working on functions that will perform automatic spin integration and visualization of tex-
tual diagrams. The presented approach may also be geared towards other diagrams, for
example, of Hugenholtz type.Nostromois a first step in the direction of creating a much
larger and more functional computer package for automatization of symbolic operations in
quantum chemistry.
The material of this chapter was published in theJournal of Chemical Physics[159].
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CHAPTER VII
SOME SIMPLE RESULTS FOLLOWING FROM
LÖWDIN’S PARTITIONING TECHNIQUE
7.1 Introduction
Throughout this chapter, all our equations are written in a fiite-dimensional, matrix-vector
form. Löwdin’s partitioning technique [160, 161, 162, 3] which we briefly outline below,
is an important tool in the development of quantum chemical formalisms and is actively
applied in contemporary research [163, 56, 164, 165, 166, 167]. The variation of the
Rayleigh-Ritz functional
E = 〈C|H|C〉/〈C|C〉 (110)
written in terms of the discrete variational configuration interaction coefficientsCi results
in the well-known eigenvalue equation which for the purposef partitioning is written in














or, multiplying the blocks,
HQQ|CQ〉+ HQR|CR〉 = E|CQ〉, (112)
HRQ|CQ〉+ HRR|CR〉 = E|CR〉. (113)
The superscripts in these equations have the meaning of the dimension of the corresponding
quantities. The total dimension of the system (111) isN = Q+R. To arrive at the effective
eigenvalue problem, which is the central equation of the partitioning technique, we use the
second of these equations to expressCR throughCQ
|CR〉 = (E −HRR)−1HRQ|CQ〉, (114)
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we eliminateCR and arrive at the representation
[
HQQ + HQR(E −HRR)−1HRQ
]
|CQ〉 = E|CQ〉 (115)
which is equivalent to (111). The partitioning technique may be used for a direct solution
of the eigenvalue problem. Various expansion techniques [160] allow us to write the energy
E contained in this non-linear equation as an infinite series of terms. It is possible to derive
in such a way, for example, the Brillouin-Wigner and Rayleigh-Schr̈odinger perturbation
formulas. WhenE andCQ have been determined from (115), the remaining componentCR
is calculated from (114). Assuming that(E − HRR)−1 exists and the perturbation series
used to calculateE converges, the equations (111) are solved. Although in practice the
perturbation series is terminated at the second or third order andE andC are determined
with an error, it is important to observe that this approach in principle provides the exact
solution of (111).
7.2 Discussion
The usefulness of the partitioning technique rests on its ability to find C andE which are
the solutions of the eigenvalue problem (111). If, however,we assume thatC andE are
already known, a few interesting mathematical results follow from equations (111). In
what follows we prove some results concerning the spectral properties of matrices with
eigenvectors whose parts are linearly dependent.
Surprisingly, it is possible to write the formal solution ofthe eigenvalue equations in
a closed form. Multiplying (113) byHQR from the left (so that the matrix acting onCQ






WQR = (HQRHRQ)−1HQR, (117)
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we rewrite (112) as a quadratic equation inE:
E2|a〉+ E|b〉+ |c〉 = 0, (118)
where the vectors|a〉, |b〉, and|c〉 are defined as
|a〉 = −WQR|CR〉, (119)
|b〉 = HQQWQR|CR〉 −WQR|UR〉, (120)
|c〉 = HQQWQR|UR〉 − |UQ〉, (121)
and the following abbreviations are used
|UQ〉 = −HQR|CR〉 (122)
|UR〉 = −HRR|CR〉. (123)
The assumption that the inverse ofHQRHRQ exists leads us to the necessary condition
Q ≤ R (which will be adhered to in the rest of the chapter, unless indicated otherwise). For
convenience of discussion, theQ equations which constitute (118) may also be ‘averaged’
by means of a contraction with an arbitrary vector〈XQ|:
〈XQ|a〉E2 + 〈XQ|b〉E + 〈XQ|c〉 = 0. (124)
Clearly, whenCR is exact, the rootE of the projected equation (124), which is at the same
time the root of (111), does not depend on the particular choice f 〈XQ|. Note that for a
two-by-two matrixH equation (118) is a scalar one and is identical to the characteristic
equation ofH.
Suppose we choose such an eigenvectorCi of H that has a uniqueCR. In other words,
no other eigenvector ofH shares the partCR with our chosen eigenvector. The eigenvalue
corresponding to this eigenvector isEi. Then the projected equation (124) constructed from
this CR will have two roots, one of which is guaranteed to beEi. Another root does not
have to satisfy the eigenvalue equations and in the general case depends on the projection
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〈XQ|. The independence of projection may allow us to distinguishthe true solution of
(111) from the spurious one. The spurious root has its originin the act of projection by
〈XQ| and its existence is explained by the fact that the scalar equations which constitute
(118) are satisfied by the actual eigenvalue of (111) only. Assume now that we have two
eigenvectorsCi andCj with two distinct eigenvaluesEi andEj and two identical partsCR.
In this case the individual scalar equations in (118) may be satisfied by two different roots,
and the projected equation (124) will have two solutions,Ei andEj which do not depend
on the projection.
Now we would like to make a comment that will be used in the proof of the results be-
low. It is well-known that two eigenvectors|d1〉 and|d2〉 of NxN matrixA that correspond
to the same eigenvalueE may be added together with arbitrary coefficientsα1 andα2, and
the vector|d3〉 resulting from this linear combination will also be an eigenv ctor ofA with
the same eigenvalueE. Suppose that we want to take two linear combinations of|d1〉 and
|d2〉 in such a way that two resulting eigenvectors|d′1〉 and|d′2〉 are partly coincident:
|d′1〉−|d′2〉 = {d′11−d′21, d′12−d′22, ..., d′1k−d′2k, 0, 0, ..., 0, d′1l−d′2l, d′1l+1−d′2l+1, ..., d′1N−d′2N}.
(125)
In this formula,d′1k is thek-th component of the vector|d′1〉. Obviously, this is possible
only whenl−k−1 corresponding components of|d1〉 and|d2〉 constitute linearly dependent
vectors, i.e. if at least one of these vectors is zero or
{d1,k+1, d1,k+2, ..., d1,l−1} = α{d2,k+1, d2,k+2, ..., d2,l−1}, (126)
whereα 6= 0. If the l − k − 1 components of|d1〉 and|d2〉 constitute linearly independent
vectors, two different vectors|d′1〉 and|d′2〉 which satisfy (125) cannot be constructed be-
cause a vector has unique coordinates in the basis of|d1〉 and|d2〉. So, it appears that if two
eigenvectors|d1〉 and|d2〉 have linearly dependent parts, we may always convert them into
the eigenvectors|d′1〉 and|d′2〉 which have the coincident parts, so that|d′1〉 and|d′2〉 remain
eigenvectors with the eigenvalues of|d1〉 and|d2〉, respectively.
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Theorem 1. If an arbitrary square matrixH separated into blocks in the manner of
that in equation (111) (so thatR ≥ Q) possesses two eigenvectorsC1, C2 with the same




Proof. Supposerank(HQR) = Q, thenHQRHRQ is invertible and expression (116)
can be constructed. Further,C1 andC2 may be converted into the eigenvectorsC ′1 andC
′
2
by two suitable linear combinations so thatC ′R1 = C
′R
2 ≡ CR. Then (by equation 116)
CQ is a linear, deterministic function ofE andCR. This contradicts the fact that different
vectorsCQ may correspond to one eigenvalueE and one vectorCR. Thus, our supposition
is not true andrank(HQR) < Q.
As an important corollary used in the proof of the next theorem, we note that if an arbi-
trary square matrixH separated into blocks in the manner of that in equation (111)(so that
R ≥ Q) possesses two eigenvectorsC1 andC2 with linearly dependent partsCR1 , CR2 and
rank(HQR) = Q, then two eigenvalues corresponding toC1 andC2 are non-degenerate.
Indeed, under the conditions of Theorem 1, if the two eigenvalues are degenerate, then
rank(HQR) < Q. If they are not degenerate,rank(HQR) may be eitherQ or less thanQ.
So, we conclude that the equalityrank(HQR) = Q may correspond only to the situation in
which the two eigenvalues are non-degenerate.
Now we prove another theorem related to the possibility of having three eigenvectors
with identical partsCR which further explains some properties of equation (118).
Theorem 2. If an arbitrary square matrixH separated into blocks in the manner of that
in equation (111) (so thatR ≥ Q) possesses three eigenvectorsC1, C2, C3 with linearly
dependent partsCR, thenrank(HQR) < Q.
Proof. Supposerank(HQR) = Q. ThenHQRHRQ is invertible and (118-124) can
be constructed. By theorem 1, three eigenvalues corresponding to the three eigenvectors











3 ≡ CR. The projected quadratic equation
(124) is satisfied with all possible eigenvalues ofH that correspond toC1, C2, C3. However,
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since the equation is quadratic, it cannot be satisfied with three distinct values ofE. Hence,
we arrive at the contradiction andrank(HQR) < Q.
Another simple conclusion follows directly from equation (114).
Theorem 3. If an arbitrary square matrixH separated into blocks in the manner of that
in equation (111) possesses two eigenvectorsC1 andC2 with linearly dependent partsC
Q
1
andCQ2 (Q is arbitrary) and identical eigenvaluesE, thenE is also an eigenvalue of the
matrixHRR.
Proof. Suppose(E −HRR)−1 exists. The vectorsCQ1 andCQ2 may be equated (CQ1 =
CQ2 ≡ CQ) by two suitable linear combinations. ThenCR is a linear, deterministic function
of E andCQ. This contradicts the fact thatCR1 , C
R
2 correspond to only one vectorC
Q and
one valueE. The only way to resolve this contradiction is to assume that(114) cannot be
constructed because(E − HRR)−1 does not exist. Consequently,E is the eigenvalue of
HRR.
Note that using this theorem for the case whenQ = 1 we arrive at the corollary which
also follows from the separation theorem by MacDonald [168]: if the matrix||Hij||1≤i,j≤N
possesses degenerate eigenvalueE the matrix||Hij||1≤i,j≤N−1 possesses this eigenvalue
too.




The central work of this thesis presented in chapters 3-4 featur s the investigation of hybrid
quantum-chemical methods, in which an inexpensive but not very accurate method is fused
with a more resource-demanding but more accurate approach.
In the beginning we examine which terms in the MP2 energy expression (37) con-
tribute most to its divergent behavior at large interatomicseparations. For this purpose we
divide the orbital space into four different non-overlapping sets: restricted occupied, ac-
tive occupied, active virtual and restricted virtual (in most cases the active space spans just
the valence orbitals). Then we explore nine different energy contributions resulting from
double excitations from the occupied onto the virtual orbitals as a function of interatomic
distance. The investigated systems are small molecules (often diatomics) for which the full
configuration calculation treatment is possible in a reasonble basis set 6-31G∗. This allows
us to compare the results of our method to the exact results (of course, within the limit of
the 6-31G∗ basis set). As expected, and confirmed in our studies, the most pr found effect
on the divergence is due to the few excitations from the active occupied orbitals onto the
active virtual orbitals. The rest of the excitations, when compared to their CCSD analogs,
show a qualitatively similar behavior, and if not, are of little numerical importance.
Judging from this picture, we decided to remove these ‘noxious’ energy contributions
from the MP2 energy expression and instead use the corresponding CCSD terms. If the
hybrid scheme, fusing MP2 and CCSD, is to be of any help, it has tocombine the inexpen-
siveness of MP2 and the accuracy of CCSD. Because of the first requirement, we are not
allowed to perform an expensive CCSD calculation in order to generate the CCSD contri-
butions arising completely from the active space excitations. We can only afford to solve
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the CCSD equations in the active space since the dimension of the ac ive space is small and
this computation will not add much to the cost of the initial MP2 expenditure. Our exper-
iments clearly demonstrated that the ‘mechanical’ combinatio of MP2 and active-space
CCSD energy contributions, when the two methods are not ‘aware’ of each other, results
in energy curves which still diverge albeit not in such a pronou ced manner than those of
MP2. However, if we solve the for the CCSD amplitudes in active space butin the presence
of the MP2 amplitudes, the resulting energy curves are physically correct. Indeed, they are
almost parallel to the CCSD energy curves.
An extra improvement of the described hybrid scheme comes from the realization that
describing some other energy amplitudes at the coupled cluster level will not affect the
overallO(N5) scaling of the method. The dissociation curves produced by this improved
hybrid method are essentially parallel to those produced byCCSD. This is certainly a very
desirable performance for aO(N5) method, since the analogously scaling popular methods
(MP2, Epstein-Nesbet second order perturbation theory andCC2) fail at the dissociation
limit.
We also need to attract attention to the limitations of our hybrid models. The most
obvious drawback is the need to choose the active space before any of our hybrid methods
can be used. We assume (and prove) that for many cases the minimal or very small active
space will suffice, but the inconvenience of choosing the adequate active space remains,
since it does not always coincide with or even include HOMO and LUMO. One possible
way of automating the process of selecting the chemically-important excitations that will
be treated with higher accuracy is to select them based on theanalysis of the occupation
numbers. Using these numbers, we can identify the small set of orbitals (and, consecutively,
excitations) which are most important for the description of the dissociation process. This
approach is not without problems either. First, how to choose the optimal cut-off value for
the occupation numbers? And second, since the choice of the excitations will depend on
the geometry, will this inconsistency preserve the smoothness of potential energy curves (a
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similar difficulty emerges in local correlation theories [170]).
One more possible limitation of the proposed hybrid methodsis that all of them are
expected to work in cases where the CCSD method works. Where CCSD fails, the hy-
brid methods based on it may be helpless. For example, the proper dissociation of the N2
molecule may require up to the CCSDTQPH (coupled cluster with up to sixtuple excita-
tions in (35)) treatment [82]. Certainly, one can hope to successfully combine MP2 with
better-quality coupled-cluster methods. We made some initial experiments in combining
MP2 with CCSDTQ for the symmetric dissociation of water, but wene d a more system-
atic study before we can make a conclusion about the performance or usefulness of such
‘advanced’ hybrid methods.
An exciting prospect for the hybrid methods of the kind develop d in this work is their
application for the non-covalent interactions, such as disper ion interactions. Large molec-
ular systems, for example, benzene dimer, are very resource-demanding, so that the MP2
calculations are often feasible but the CCSD and especially CCSD(T) calculations are pro-
hibitively expensive [171, 172, 173]. The accurate potential energy curves for such inter-
actions are required to generate the interaction potentials which are needed in such areas as
drug discovery and dynamical simulations. For dispersion interactions, no covalent bond
is broken when one fragment recedes from another, and no degeneracy in orbitals occurs.
Therefore even MP2 method, which fails for the dissociationof covalent bonds, works for
the dispersion interactions. Nevertheless, it would be very d sirable to generate the curves
for non-covalent interaction with higher accuracy at essentially the same computational
cost. The hybrid methods might need a refurbishing for this task: the choice of the active
space will be based either on the occupation numbers analysis or the method itself will
utilize the natural orbitals instead of Hartree-Fock ones.Another possible application of
the hybrid methods is mentioned in the conclusion to Chapter 4.
Chapters 5-7 of the thesis describe projects which are not related to the development
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of hybrid methods. They concern diverse topics: non-adiabatic quantum chemistry, dia-
grammatic technique, and Löwdin’s partitioning technique. These works are nevertheless
included here since they were performed at the time of my graduate studentship and give
useful summary of the knowledge and skills which I have acquired.
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[158] Kvasnǐcka, V., Int. J. Quant. Chem.21 (1982) 1003.
[159] Bochevarov, A. D. and Sherrill, C. D., J. Chem. Phys.121(2004) 3374.
[160] Löwdin, P.-O., J. Chem. Phys.19 (1951) 1396.
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