In this paper, a shift-invariant filtered backprojection cone-beam image reconstruction algorithm is derived, based upon Katsevich's general inversion scheme, and validated for the source trajectory of two concentric circles. The source trajectory is complete according to Tuy's data sufficiency condition and is used as the basis for an exact image reconstruction algorithm. The algorithm proceeds according to the following steps. First, differentiate the cone-beam projection data with respect to the detector coordinates and with respect to the source trajectory parameter. The data are then separately filtered along three different orientations in the detector plane with a shift-invariant Hilbert kernel. Eight different filtration groups are obtained via linear combinations of weighted filtered data. Voxel-based backprojection is then carried out from eight sets of view angles, where separate filtered data are backprojected from each set according to the backprojection sets' associated filtration group. The algorithm is first derived for a scanning configuration consisting of two concentric and orthogonal circles. By performing an affine transformation on the image object, the developed image reconstruction algorithm has been generalized to the case where the two concentric circles are not orthogonal. Numerical simulations are presented to validate the reconstruction algorithm and demonstrate the dose advantage of the equal weighting scheme.
Introduction
The recent developments in large-area flat-panel detectors have encouraged increased investigations in cone-beam computed tomography (CT) . One example of the use of such detectors in medical imaging is in the case of interventional C-arm systems. These C-arm systems enable flexible data acquisition due to the presence of multiple independent motion control motors. This flexible data acquisition provides the opportunity for mathematically exact reconstruction of a volume of interest (VOI). The desire for mathematically exact reconstruction is to eliminate the cone-beam artefacts present when images are reconstructed from data collected from a single circle. Examples of such data acquisition modes include the CC-geometry (which consists of two concentric arcs) proposed at the University of Wisconsin in Madison and the saddle trajectories proposed by other investigators (Pack et al 2004) . The CC-geometry utilizes a source trajectory consisting of subsets of two concentric circles with equal radius and thus the trajectories which may be formed using this geometry include circle plus circle, circle plus arc, circle plus multiple arcs and arc plus arc. The scanning geometry of two concentric complete circles (Tuy 1983) can be considered as a special limit of the proposed CC-geometry when the angular ranges for two arcs are 2π . One may envision that in future small animal imaging or industrial CT applications one may utilize this source trajectory. The two concentric circles with equal radius generate a complete conebeam projection data set in the sense of the Tuy data sufficiency condition (Tuy 1983 ). This completeness condition distinguishes the two-concentric-circle case from the trajectories of a single arc or a single circular source trajectory. Note that the two-orthogonal-circle trajectory is a special case of the two-concentric-circle trajectory.
In this paper, we develop a shift-invariant and mathematically exact filtered backprojection (FBP) image reconstruction algorithm for two concentric circles. These two concentric circles may be either orthogonal or non-orthogonal. The basic method used to develop a shift-invariant FBP image reconstruction algorithm for a general source trajectory has been outlined by Katsevich (2003) and by one of the present authors (Chen 2003) . The essence of this method for generating exact reconstruction algorithms is to analyse the structure factor of the scanning geometry. The structure factor dictates the corresponding structure of the backprojection segments as discussed below. It is important to note that the structure factor is highly dependent upon the choice of the weighting function for redundantly measured projection data. Theoretically, an equal weighting is optimal with respect to the noise properties of the reconstruction algorithm (Parker et al 1981) . This equal weighting scheme has previously been utilized to develop a cone-beam image reconstruction algorithm from a single arc scanning trajectory (Zhuang et al 2004b) using the general shiftinvariant FBP cone-beam image reconstruction framework (Katsevich 2003 , Chen 2003 ). In the current work, the same equal weighting scheme was used in the calculation of the structure factor. Using an equal weighting scheme, as argued by Katsevich (2003) , the magnitude of the structure factor is either in a scanning configuration of two concentric and orthogonal complete circles. However, the calculation of the structure factor was not explicitly carried out by Katsevich (2003) . This structure factor is necessary in order to obtain a numerically implementable reconstruction algorithm. In this work, the explicit calculation of the structure factor is carried out to derive an explicit image reconstruction algorithm for the scanning configuration of two concentric and orthogonal circles. After introducing an affine transformation, the derived shift-invariant image reconstruction algorithm for a source trajectory consisting of two concentric and orthogonal circles has been generalized to the source trajectories consisting of two concentric non-orthogonal circles. The geometric parameters used in this paper are provided above. The origin of the world coordinate system (o) is shown and a Cartesian coordinate system is established. The source trajectory is parameterized by the angle t and a given source position is thus referenced as y(t).
The vectorβ originates at y(t) and points towards a given image point.
An overview of the properties of the derived reconstruction algorithm is given below. This algorithm utilizes projection data from every source position in order to reconstruct each image point. In order to facilitate the numerical implementation, the differentiation of the cone-beam projection data with respect to the source parameter, for a fixed projection direction, has been expressed using the detector coordinates and the direct partial derivative of the cone-beam projection data with respect to the source parameter. After the data have been differentiated, they are separately filtered along three different orientations using a 1D shift-invariant Hilbert kernel. This yields three sets of filtered data. Eight filtration groups are obtained by linear combinations of the weighted filtered data. Voxel-specific backprojection is carried out from the eight sets of view angles, where separate filtered data are backprojected from each set according to the backprojection sets' associated filtration group. In order to validate the developed algorithm, mathematically generated cone-beam projection data, with and without Poisson noise, from the standard Shepp-Logan and Defrise phantoms were used in the numerical simulations. There has been significant research directed towards reconstructing an image function from cone-beam projections acquired from circle-based trajectories. The novel features of this algorithm in comparison with the previously published analytic methods for such trajectories will be covered in the discussion section.
Cone-beam reconstruction algorithm for a complete source trajectory

The data acquisition geometry
In this paper, a third-generation cone-beam source-detector configuration is used. The coordinate system is shown in figure 1. Letter 'o' labels the isocentre of rotation. The coordinate system x-y-z located at 'o' is denoted as the world system. The detector plane is perpendicular to the iso-ray originating from the source point S. The distance along the iso-ray between the source and the detector is D. In the world system, the point x of the object is written as x = (x, y, z). The density of a 3D object to be reconstructed is denoted as f ( x). The cone-beam projection of the object from the source point y(t) is written as
wherer is a unit vector originating from the source point y(t).
Review of cone-beam FBP reconstruction algorithm for a complete source trajectory
In this subsection, we will briefly review the main results of the cone-beam FBP reconstruction framework (Katsevich 2003 , Chen 2003 ) for a general source trajectory fulfilling Tuy's data sufficiency condition (Tuy 1983) . The unit vector originating from source position y(t) and passing through a point x of the object will be denoted asβ:
where α and β are the longitudinal and azimuthal angles which are functions of the image point x and the source point y(t). A plane containing the unit vectorβ is now introduced which can be characterized by its normal vector. After properly selecting a local coordinate system, the normal vector of this plane may be locally parameterized by an angle φ (Chen 2003) . In the world system, this normal vector can be represented bŷ
where the unit vectorζ can be chosen to beζ = (−sin β, cos β, 0). Throughout this paper, the plane containingβ and having normal vectork φ will be denoted as ( x, t; φ) . Any unit vectorr which originates from the source position S and lies within the plane ( x, t; φ) may be represented aŝ
The Katsevich-type cone-beam reconstruction formula (Chen 2003 ) is given by
where φ m ∈ [0, π). The function c m ( x, t) termed as the structure factor is determined as follows: ( x, t) ). In this paper, the angle φ m and the plane ( x, t; φ = φ m ( x, t)) will be referred to as the critical angle and the critical plane, respectively. The intersections between the critical planes ( x, t; φ m ( x, t) ) and the detector plane provide the directions for the filtering operation and thus will be referred to as the filtering lines.
In summary, to reconstruct an image point x using a Katsevich-type cone-beam algorithm, the following steps may be utilized: •
Step 1: extract the measured projection data from the critical planes ( x, t; φ m ( x, t)) for each source point y(t).
• Step 2: differentiate the projection data with respect to the source parameter t.
• Step 3: perform a 1D filtering operation using a modified Hilbert filtering kernel 1 sin γ along the filtering lines determined by the intersection between the critical planes ( x, t; φ m ( x, t) ) and the detector.
• Step 4: sum the contributions from the critical planes ( x, t; φ m ( x, t)) using the weight given by the structure factors c m ( x, t).
•
Step 5: perform a distance-weighted backprojection.
It is important to point out that the process described above involves a shift-invariant filtering operation; thus, in implementation the filtration step may be conducted only once in order to reconstruct the entire volume. From the above steps, we see that it is important to determine the critical plane and the associated structure factor which is highly dependent upon the weighting function. As discussed by Chen (2003) , to obtain the above reconstruction formula, a necessary condition on the weighting function has to be imposed:
A natural choice of a weighting function which satisfies the above condition is
where n[ x,k φ ; t] is the number of intersecting points between the plane ( x, t; φ) and the source trajectory. The equal weighting scheme is desirable as it yields optimal noise properties in the resulting reconstruction algorithm (Parker et al 1981) . In this paper, the equal weighting scheme will be used to derive a cone-beam reconstruction formula for the source trajectory consisting of two orthogonal circles.
Cone-beam reconstruction algorithm for the two-orthogonal-circle source trajectory
As shown in figure 2(a), a two-orthogonal-circle source trajectory with radius R can be parameterized by t as follows:
Here, the subscripts 'h' and 'v' denote the horizontal and vertical circles, respectively. Since the backprojection step is linear, the reconstruction formula for this source trajectory may be written as the summation of backprojections from the horizontal and vertical circles, respectively. Namely,
In order to obtain the explicit expressions for f h ( x) andf v ( x), the key is to calculate the structure factor c m ( x, t) for t ∈ [0, 4π). In the following, we show that the expressions of c m ( x, t) for t ∈ [2π, 4π) can be obtained from those for t ∈ [0, 2π) due to a symmetry property of the two-orthogonal-circle scanning geometry. As shown in figure 2(b), if the coordinate is transformed using
then the following relationship exists between the horizontal and vertical scanning paths:
Therefore, the vertical circle (lies in the y-z plane) in the original coordinate system will be a 'horizontal' circle (lies in the x -y plane) in the coordinate system after transformation. Since the structure factor only depends on the geometric configuration of the source trajectory, we conclude that
Thus, the formula used to calculate the contributions from the horizontal circle (f h ( x)) can also be used to calculate the contributions from the vertical circle (f v ( x)) with two changes:
(1) the reconstruction point x = (x, y, z) should be replaced by the point x = (z, −y, x); (2) the cone-beam projection data acquired from the horizontal circle should be replaced by those from the vertical circle. Namely,
In summary, the reconstruction formula (11) may be written as
In the following section, we will first present the result for the source moving along the horizontal circle.
The image reconstruction structure for the horizontal circular trajectory
As discussed above, due to the symmetry of the acquisition geometry, a simple transformation is sufficient to obtain the part of reconstruction formula for the source residing in the vertical circle when one has the horizontal reconstruction formula. In this section, we will present the structure of the reconstruction formula for the source located in the horizontal circle.
For the third-generation flat-panel-detector data acquisition geometry, it is convenient to define the following rotating coordinate system for the horizontal source trajectory:
The detector Cartesian coordinates u, v which are measured in the detector plane along directionsû,v are given below (Noo et al 2003) :
Equation (5) can be rewritten using detector coordinate as follows (Zhuang et al 2004b) :
where
and
is the kernel of Hilbert transform and κ m is the slope of the filtering line where the plane ( x, t; φ m ) intersects the detector plane. The calculation of the structure factor, c m ( x, t) for t ∈ [0, 2π), will be discussed in the next subsection.
Structure factor
The structure factor is given by the amplitude of the discontinuity of the product of the weighting function w( x,k φ ; t) and the function sgn[k φ · y (t)] for t ∈ [0, 2π). In the following, we will separately study the dependence on the angle φ of the weighting function w( x,k φ ; t) defined in equation (8) and the function sgn[k φ · y (t)].
Analysis of the weighting function.
The purpose of this section is to determine the number of intersection points between the plane ( x, t; φ), t ∈ [0, 2π) and the two orthogonal circles. Once the number of intersection points is calculated, the weighting function is expressed as simply the inverse of the number of intersection points.
Any point x 0 in the plane ( x, t; φ) can be described by the following equation:
Since this plane also passes through the source point y h (t), the above equation can also be written ask
For fixed values of x and t ∈ [0, 2π), by setting x 0 = y h (t ) or x 0 = y v (t ) and determining the number of values of t which satisfy the above equation, we can obtain the number of intersection points between the plane ( x, t; φ) and the horizontal as well as the vertical circle. First, let us consider the number of intersection points between the plane ( x, t; φ) and the horizontal circle by setting x 0 = y h (t ) in (22). Almost every plane ( ( x, t; φ) with a different value of φ) will intersect with the horizontal circle twice. The exception is the plane ( x, t; φ = φ tan ( x, t)), where
In order to clarify the meaning of this condition, we consider the following two situations for the intersections between the plane ( x, t; φ = φ tan ( x, t)) and the horizontal source. The plane ( x in = (x, y, 0), t; φ = φ tan ( x in , t)) intersects the horizontal circle infinitely many times and the plane ( x off = (x, y, z = 0), t; φ = φ tan ( x off , t)) is tangential to the horizontal circle (intersecting once). In any case, the weighting function w[ x,k φ ; t] will be discontinuous at the angle φ = φ tan ( x, t) due to the change of the number of the intersection points between the ( x, t; φ) plane and the horizontal circle. Second, let us consider the number of intersection points between the plane ( x, t; φ) and the vertical circle by setting x 0 = y v (t ) in (22). After substituting the expression ofk φ (equation (3)) into equation (22), we obtain
This equation can be simplified as
The number of solutions for t of (26) is equal to the number of intersection points between the vertical source trajectory and the ( x, t; φ) plane. If the magnitude of the right-hand side (rhs) of equation (26) is greater than unity there are no solutions to the equation, otherwise there are either one or two solutions to equation (26) . In order to find the number of solutions for t in equation (26), we introduce the following function p( x, t; φ):
Therefore, for a given image point x and a source point y h (t), t ∈ [0, 2π) on the horizontal circle, the number of intersection points between the plane ( x, t, ; φ 0 ) (a plane parameterized by angle φ 0 that passes through the points x and y h (t)) and the vertical circle will be determined by investigating the corresponding value p( x, t; φ 0 ):
• If p( x, t; φ 0 ) > 0, then there will be two solutions of equation (26). Therefore, there exist two intersections between ( x, t; φ 0 ) and the vertical circle.
• If p( x, t; φ 0 ) = 0, then there will be one solution of equation (26). Therefore, there exists one intersection between ( x, t; φ 0 ) and the vertical circle.
• If p( x, t; φ 0 ) < 0, then there is no solution of equation (26). Therefore, there is no intersection between ( x, t; φ 0 ) and the vertical circle.
Therefore, using the plot of φ-p ( x, t; φ) , the discontinuity of the weighting function w[ x,k φ ; t] due to the change in the number of intersections between the plane ( x, t; φ) with the vertical circle can be obtained:
• Case 1: the plot of p( x, t; φ) with respect to the angle φ intersects with the φ-axis at φ n 1 ( x, t) and φ n 2 ( x, t). The discontinuity in the weighting function w[ x,k φ ; t] will occur at φ = φ n 1 ( x, t), φ n 2 ( x, t). Note that these two critical angles may be equal to each other.
• Case 2: the plot of p( x, t; φ) with respect to the angle φ does not intersect with the φ-axis.
There is no discontinuity in the weighting function.
In summary, the discontinuities in the weighting function w[ x,k φ ; t] will occur at φ = φ tan ( x, t), φ n 1 ( x, t), φ n 2 ( x, t), due to the change in the number of intersection points between the ( x, t; φ) plane and either the horizontal circle or the vertical one.
Analysis of the sgn function. Let us consider sgn
The argument of this function is calculated to bê
Then we have
3.2.3. Explicit form of the structure factor. Using the results in the preceding subsections, we obtain the structure factor for t ∈ [0, 2π):
The explicit expressions of these sets are given in the appendix.
Final formula
Based on the symmetry of the data acquisition geometry, utilizing the coordinate transformation introduced in equation (12), we obtain the following reconstruction formula:
where 
and v m (ū,v, t) Here the index m may take value 1 or 2. Before passing, we would like to point out that there are eight filtration groups since index s may take either 'h' or 'v' in equation (36).
Generalization to the case of two concentric and non-orthogonal circles
In the preceding section, we derived a shift-invariant FBP cone-beam image reconstruction algorithm for the scanning configuration of two orthogonal concentric circles. In practice, two concentric complete circles may not be orthogonal to one another. In this section, we will demonstrate that the image reconstruction algorithm derived for the two concentric and orthogonal circles also provides a mathematically exact image reconstruction algorithm for two concentric and non-orthogonal circles. To be more specific, we assume that the vertical circle shown in figure 2(a) is tilted by a rotation angle µ about the y-axis. As shown in figure 3 , the source trajectory consisting of two concentric and non-orthogonal circles may be parameterized as
This trajectory may be related to the source trajectory consisting of two orthogonal circles given in equation (9) by the following affine transformation: 
As demonstrated by Noo et al (2004) , exact reconstruction is achievable for a deformed trajectory when a known affine transform relates the deformed trajectory to a trajectory for which an exact reconstruction formula exists. In their work, an affine transformation was used to relate the standard helical trajectory to an elliptical helical trajectory which occurs when the CT gantry is positioned at a fixed tilt angle during the scan. In this case, we will use the same methodology to reconstruct images from the trajectory of two concentric non-orthogonal circles. The reconstruction of the image function f ( x) from the projection data g s (r, t) acquired from a two-non-orthogonal-circle source trajectory may be obtained by reconstructing a virtual image functionf ( x) from the two-orthogonal-circle source trajectory using the rebinned projection datag s (r, t), wherẽ
In this paper, the previously developed algorithm for the source trajectory of two orthogonal circles may be utilized to reconstruct the virtual image functionf ( x) from the projection datã g s (r, t) . After the virtual image functionf ( x) has been reconstructed, the original image function f ( x) is obtained by
To be more specific, the reconstruction may be accomplished by the following steps:
• Step 1: rebin the measured projection data g s (u , v , t) to the virtual projection datã g s (u, v, t) = g s (u ,v ,t) λ(u,v,t) , where
• Step 2: reconstruct the virtual image functionf ( x) using the rebinned projection datã g s (u, v, t) and the algorithm developed in this paper.
• Step 3: obtain the real image function f ( x) =f (U −1 x). 
Computer simulations and results
The final reconstruction formula given in equation (34) was validated using the standard low-contrast 3D Shepp-Logan phantom (Kak and Slaney 1988 ) and a high-contrast Defrise phantom. The parameters used in the numerical simulations are given in table 1. The untruncated cone-beam projections were calculated analytically assuming a single focal point and 3 × 3 sub-sampling for each detector element for each given view angle. The derivatives with respect to t, u and v were implemented using a three-point difference formula. After the pre-weighting and differentiation steps, a voxel-driven backprojection was performed over each of the separate segments using linear interpolation of the filtered data sets.
Reconstruction from orthogonal concentric circles
The first set of reconstruction results is presented here to demonstrate the ability of this algorithm to accurately reconstruct low-contrast objects and thus the Shepp-Logan phantom was used for this purpose. The reconstruction results presented in figure 4 correspond to three orthogonal planes from the phantom: the x-y plane (z = 0.0039), the y-z plane (x = 0.0039) and the x-z plane (y = 0.0039). In addition to the noise-free projection data, reconstructions were performed where Poisson noise was simulated corresponding to 20 000 entrance photons per detector element (figure 4). All of the Shepp-Logan reconstruction images have been presented within a compressed window of [0.95, 1.05] . Note that the reconstruction of the x-z plane is the most demanding as this plane is orthogonal to both of the circular trajectories, and thus neither of the trajectories alone provide sufficient support for an exact reconstruction. The second set of reconstruction results is presented to demonstrate the ability of the algorithm to reconstruct a phantom which is theoretically challenging for a single circular trajectory. A Defrise phantom has been reconstructed where several ellipsoids are stacked along the z-axis (figures 5(a) and (b)). Density plots have also been provided in figures 5(c) and (d). As described above, the final reconstruction result is the sum of a contribution from the source trajectory in the x-y plane and in the y-z plane. These contributions are displayed separately here so that one may assess the relative contribution from each of these two circles to the final image. One may note that the reconstruction of the x-y plane contains nearly equal contributions from each of the source trajectories. The more interesting case is that of the reconstruction of the x-z plane. The contribution from the horizontal circle displays artefacts which are well known and encountered when reconstructing the Defrise phantom from a single circular source trajectory. However, in this case the contribution from the vertical circle actually compensates for these artefacts, as one may note by examining figures 5(b) and (d). Thus, in the portions of image space where the contribution from the horizontal circle overestimates the true value of the phantom, the contribution from the vertical circle provides less positive values. This algorithm provides exact reconstruction from two orthogonal circles which satisfies the Tuy data sufficiency condition; thus, this type of compensation behaviour is anticipated so that the final combined image is an accurate reconstruction of the phantom. 
Reconstruction from non-orthogonal concentric circles
In order to validate the reconstruction algorithm presented here for the case of two concentric non-orthogonal circles, further experimental simulations were performed. In this case, the tilt angle parameter was set as µ = 20
• . Sample projection data acquired using the Defrise phantom are given in figure 6 . Note that the horizontal acquisition is unchanged and only the acquisition from the vertical circle has changed for this simulation of a non-orthogonal acquisition. The rebinned data are also demonstrated here and correspond to the projection of a virtual image object acquired from two concentric orthogonal circles. It is these rebinned data which are used to reconstruct, via the reconstruction formula for two concentric orthogonal circles based on the procedure outlined above.
The third set of reconstruction results presented here corresponds directly to the first set, i.e. the positions of the reconstructed planes are identical. The difference between these two sets is that the first set was acquired from orthogonal concentric circles (µ = 0
• ) and the second set was acquired from non-orthogonal concentric circles (µ = 20
• ). These results are shown in figure 7 and are consistent with the claim that exact reconstruction is also achieved for a non-orthogonal concentric circle acquisition. Additionally, the Defrise phantom was reconstructed as shown in figure 8 . The results are displayed in the same window and may be compared with the final reconstruction results given in figure 5 for the case of orthogonal concentric circles. Finally, density plots are provided for both the Shepp-Logan phantom and the Defrise phantom (figures 9(a)-(e)) to demonstrate the quantitative reconstruction accuracy achieved with this exact algorithm. 
Numerical demonstration of the benefit of equal weighting
This algorithm was derived using an equal weighting scheme which is optimal with respect to the noise variance of the reconstruction algorithm and consequently optimal for dose minimization (Parker et al 1981) . An overview of exact reconstruction formulae published in the literature for circle-based trajectories will be given in the discussion section. In this section, we will compare the noise properties of this algorithm with one of the recently published shiftinvariant FBP reconstruction formulae for the case of a circle-arc source trajectory (Katsevich 2005) . There are a couple of crucial differences between our algorithm and that given by Katsevich for the circle-arc source trajectory. The first difference is that in reconstructing any given image point the new algorithm presented here enables utilization of projection data collected from all view angles on the two concentric circles. In contrast, Katsevich's circle-arc algorithm utilizes the geometric concept of generalized PI-lines (see the discussion section for more details) and in reconstructing a given image point only uses data from a given PI-segment of the source trajectory (referred to by Katsevich as the π -parametric interval of the image point) (Katsevich 2005) . The second difference is that non-equal weighting of the redundantly measured projection data is used in the Katsevich algorithm, whereas redundant data are given an equal weighting in this new algorithm. On the other hand, there are several similarities between these algorithms including shift-invariant filtering and a filtered backprojection structure in which the data are first differentiated, Hilbert filtered along lines in the detector plane and then backprojected. Since identical implementation was used here for the differentiation step and the filtering operation, an unbiased noise comparison may be conducted directly between this new algorithm and Katsevich's circle-arc algorithm. Numerical simulations using the Shepp-Logan phantom were performed in order to verify that this new algorithm will have improved noise characteristics. The same geometric parameters introduced above were utilized for this comparison. A volume of the SheppLogan phantom was reconstructed with both reconstruction algorithms with a total z extent of 0.5625 and the same image volume sampling given above. The noise response of the reconstruction algorithms has been assessed by subtracting the reconstruction results using noise-free projection data from the projection data with simulated Poisson noise. In the case of the Katsevich algorithm for this geometry the total scan range in the x-y plane was 11π 9
rad (this angular range fulfils the short scan condition) and the total scan range on the vertical circular trajectory was 8π 45 rad (this value is determined by the height of the volume of interest). Thus, for this reconstruction the Katsevich algorithm only uses data from a total rad, whereas this new algorithm uses data from the complete 4π rad of the two concentric circles. Due to this difference in data utilization of the algorithms, the comparison between this new algorithm and the Katsevich algorithm will be under two separate conditions. First, equal delivered dose from each view angle (N 0 = 20 000 delivered photons per detector element) on the complete two-orthogonal-circle trajectory (i.e. 4π ). Second, equal delivered dose for the entire scan where the Katsevich algorithm has a reduced scan range. Therefore, in this comparison the effective dose per view angle will be increased (N 0 = 57 143 delivered photons per detector element) for the Katsevich algorithm. Images from the reconstructed volumes are provided to compare the noise response of the algorithms (figure 10). In addition to the visual demonstration of the differences in noise response, quantitative comparisons have been made over the reconstructed volumes using the noise variance as the statistic of interest. The noise variance was measured in the uniform background portion of the Shepp-Logan phantom over the entire reconstructed volume and the results are summarized in table 1. These results demonstrate the dramatic dose penalty (factor of 4) which would occur if data were collected over two complete concentric circles and reconstructed using Katsevich's circle-arc algorithm. This result is due primarily to the fact that many of the acquired view angles would not be utilized in Katsevich's circle-arc algorithm. The more interesting comparison is that of our new algorithm and Katsevich's circle-arc algorithm under the condition of equivalent total dose. In that case, this new Katsevich algorithm achieves a dose advantage of 1.4 due solely to the utilization of the equal weighting scheme.
Discussion
Over the past decade, several cone-beam image reconstruction algorithms have been proposed for circle-based source trajectories. Based upon Grangeat's theory (Grangeat 1991) , shiftvariant filtered backprojection (FBP) algorithms were developed for source trajectories including circle plus arc (Wang and Ning 1999) , circle plus two arcs (Tang and Ning 2001) and two orthogonal circles (Kudo and Saito 1994) . Recently, a general shift-invariant FBP conebeam reconstruction scheme has been discovered (Katsevich 2003 , Chen 2003 . Utilizing this general framework, a flexible reconstruction algorithm was proposed by Katsevich for source trajectories consisting of several circular segments (Katsevich 2005) . For the same source configurations, infinitely many other shift-invariant cone-beam image reconstruction algorithms were also independently developed by utilizing a factorized weighting function (Chen et al 2005, Pack and . A different image reconstruction method via filtering the backprojection image of differentiated projection data (FBPD) for a general source trajectory was discovered (Zou and Pan 2004a , Zhuang et al 2004a , Ye et al 2005 . Several FBPD image reconstruction algorithms for the circle-based geometry have been obtained and implemented , Zou et al 2005 . In order to place this new algorithm in the context of the existing analytic reconstruction algorithms, we will highlight the differences between this algorithm and the existing algorithms that may take on a shift-invariant form. The source trajectory of two concentric circles has the geometric property of the existence of doubly measured (DM) lines , Zou et al 2005 , Katsevich 2005 ); namely for a given image point within the reconstruction volume there will be at least one line which contains this point and also connects two points on the source trajectory. These lines will be referred to as DM lines but other investigators have also used the terms chords (Zou et al 2005) , R-lines (redundantly measured) and PI-lines (Katsevich 2005) . All of the published shift-invariant algorithms for the circle-based trajectories to this point are based upon DM lines. One of the novel contributions of this work is to provide a shift-invariant reconstruction formula for the two-concentric-circle trajectory which is not based on the properties of DM lines. Therefore, one difference between this algorithm and the algorithm obtained by Katsevich (2005) is that this algorithm enables the use of projection data from each view angle when reconstructing each image point within the two concentric circles. Another feature of each of the published shift-invariant algorithms is that each of them involves negative weights when dealing with redundantly measured data. In this work, an equal weighting scheme is used to compensate for the data redundancy; this weighting scheme does not introduce any negative weights. The equal weighting scheme provides the optimal result from the standpoint of the noise in the reconstructed image (Parker et al 1981) . Numerical simulations have been conducted and support our assertion that an equal weighting function should yield improved dose utilization.
Conclusions
A shift-invariant FBP algorithm for a source trajectory consisting of two concentric circles which may or may not be orthogonal has been presented. This algorithm utilizes an equal weighting scheme and was based on Katsevich's general inversion scheme. The algorithm was initially derived for the case of two concentric orthogonal circles and generalized to the case of two concentric non-orthogonal circles by applying an affine transformation. This trajectory has the desirable property that it will enable an exact reconstruction, as it satisfies Tuy's data sufficiency condition. Key features of this algorithm include mathematical exactness, a shiftinvariant filtered backprojection (FBP) structure, projection data from every source position are utilized to reconstruct each image point and that an equal weighting scheme has been utilized to efficiently account for redundantly measured data.
For the source trajectory of two concentric orthogonal circles, a symmetry property of this trajectory was utilized in order to simplify the calculation and implementation steps. By doing so, the identical steps used to compute the contribution to the reconstruction from the horizontal circle were utilized for the vertical circle by simply permuting the coordinates of the image point used in the backprojection calculation. The reconstruction formula proceeds according to the following four steps. First, differentiate the cone-beam projection data with respect to detector coordinates and source parameter. Second, pre-weight the differentiated cone-beam data. Third, filter along three different orientations, determined by the structure factor, using a 1D Hilbert kernel. These filtered data are linearly combined in order to obtain eight different filtration groups (four filtration groups in each circle). Each focal spot on the source trajectory is associated with a single filtration group. Finally, backproject from each focal spot on the source trajectory using its associated filtration group, via a voxel-based three-dimensional backprojection operation from eight distinct backprojection sets.
An affine transformation has been utilized to relate any source trajectory consisting of two concentric non-orthogonal circles to the source trajectory consisting of two concentric orthogonal circles. A general framework proposed by Noo et al (2004) was utilized to exactly reconstruct image volumes from data acquired from non-orthogonal circles using the formula developed for orthogonal circles. This algorithm proceeds according to the following steps. First, rebin the projection data so that they correspond to projections which would have been acquired from a virtual image object via the two-orthogonal-circle source trajectory. Second, transform each reconstruction point to a virtual reconstruction point. Finally, perform the four steps given above for the case of a two-orthogonal-circle trajectory.
In order to validate this algorithm, computer simulations have been performed using the standard low-contrast 3D Shepp-Logan phantom and the high-contrast Defrise phantom. Additionally, simulations including Poisson noise have been conducted and demonstrate the algorithms improved dose utilization over previously published algorithms.
