Definitions
Measurement generally involves using an instrument as a physical means of determining a quantity or variable. The instrument serves as an extension of human faculties and in many cases enables a person to determine the value of an unknown quantity which his unaided human faculties could not measure. An instrument, then, may be defined as a device for determining the value or magnitude of a quantity or variable. The electronic instrument, as its name implies, is based on electrical and electronic principles for its measurement function. An electronic instrument may be a relatively uncomplicated device of simple construction such as a basic dc current meter. As technology expands, however, the demand for more elaborate and more accurate instrument increases and produces new developments in instrument design and application. To use these instruments intelligently, one needs to understand their operating principles and to appraise their suitability for the intended application.
Measurement work employs a number of terms which should be defined here.
Instrument a device for determining the value or magnitude of a quantity or variable. Accuracy closeness with which an instrument reading approaches the true value of the variable being measured. Precision a measure of the reproducibility of the measurements; i.e., given a fixed value of a variable, precision is a measure of the degree to which successive measurements differ from one another. Sensitivity the ratio of output signal or response of the instrument to a change of input or measured variable. Resolution the smallest change in measured value to which the instrument will respond. Error deviation from true value of the measured value.
Several techniques may be used to minimize the effects of errors. For example, in making precision measurements, it is advisable to record a series of observations rather than rely on one observation. Alternate methods of measurement, as well as the use of different instruments to perform the same experiment, provide a good technique for increasing accuracy. Although these techniques tend to increase the precision of measurement by reducing environmental or random error, they cannot account for instrumental error.
These notes provide an introduction to different types of error in measurement and to the methods generally used to express errors, in terms of the most reliable value of the measured variable.
Accuracy and Precision
Accuracy refers to the degree of closeness or conformity to the true value of the quantity under measurement. Precision refers to the degree of agreement within a group of measurements or instruments.
To illustrate the distinction between accuracy and precision, two voltmeters of the same make and model may be compared. Both meters have knife-edged pointers and mirror-backed scales to avoid parallax, and they have carefully calibrated scales. They may therefore be read to the same precision. If the value of the series resistance in one meter changes considerably, its readings may be in error by a fairly large amount. Therefore the accuracy of the two meters may be quite different. (To determine which meter is in error, a comparison measurement with a standard meter should be made.)
Precision is composed of two characteristics: conformity and the number of significant figures to which a measurement can be made. Consider, for example, that a resistor, whose true resistance is 1,384,572 Ω, is measured by an ohmmeter which consistently and repeatedly indicates 1.4 MΩ. But can the observer "read" the true value from the scale? His estimates from the scale reading consistently yield a value of 1.4 MΩ. This is as close to the true value as he can read the scale by estimation. Although there are no deviations from the observed value, the error created by the limitation of the scale reading is a precision error. The example illustrates that conformity is a necessary, but not sufficient condition for precision because of the lack of significant figures obtained. Similarly, precision is a necessary, but not sufficient condition for accuracy.
Too often the beginning student is inclined to accept instrument readings at face value. He is not aware that the accuracy of a reading is not necessarily guaranteed by its precision. In fact, good measurement techniques demands continuous skepticism as to the accuracy of the results.
In critical work, good practice dictates that the observer make an independent set of measurements, using different instruments or different measurement techniques, not subject to the same systematic errors. He must also make sure that the instruments function properly and are calibrated against a known standard, and that no outside influence affects the accuracy of his measurements.
Significant Figures
An indication of the precision of the measurement is obtained from the number of significant figures in which the result is expressed. Significant figures convey actual information regarding the magnitude and the measurement precision of a quantity. The more significant figures, the greater the precision of measurement.
For example, if a resistor is specified as having a resistance of 68 Ω, its resistance should be closer to 68 Ω than to 67 Ω or 69 Ω. If the value of the resistor is described as 68.0 Ω, it means that its resistance is closer to 68.0 Ω than it is to 67.9 Ω or 68.1 Ω. In 68 Ω there are two significant figures; in 68.0 Ω there are three. The latter, with more significant figures, expresses a measurement of greater precision than the former.
Often, however, the total number of digits may not represent measurement precision. Frequently, large numbers with zeros before a decimal point are used for approximate populations or amounts of money. For example, the population of a city is reported in six figures as 380,000. This may imply that the true value of the population lies between 379,999 and 380,001, which is six significant figures. What is meant, however, is that the population is closer to 380,000 than 370,000 or 390,000. Since in this case the population can be reported only to two significant figures, how can large numbers be expressed?
A more technically correct notation uses powers of ten, 38 × 10 4 or 3.8 × 10 5 . This indicates that the population figure is only accurate to two significant figures. Uncertainty caused by zeros to the left of the decimal point is therefore usually resolved by scientific notation using powers of ten. Reference to the velocity of light as 186,000 mi/s, for example, would cause no misunderstanding to anyone with a technical background. But 1.86 × 10 5 mi/s leaves no confusion.
It is customary to record a measurement with all the digits of which we are sure nearest to the true value. For example, in reading a voltmeter, the voltage may be read as 117. When a number of independent measurements are taken in an effort to obtain the best possible answer (closest to the true value), the result is usually expressed as the arithmetic mean of all the readings, with the range of possible error as the largest deviation from that mean. This is illustrated in Example 1. When two or more measurements with different degrees of accuracy are added, the result is only as accurate as the least square measurement. Suppose that two resistances are added in series as in Example 2.
Example 2
Two resistors R 1 and R 2 , are connected in series. Individual resistance measurements, using a Wheatstone bridge, give R 1 = 18.7Ω and R 2 = 3.624Ω. Calculate the total resistance to the appropriate number of significant figures. The doubtful figures are written in italics to indicate that in the addition of R 1 and R 2 the last three digits of the sum are doubtful figures. There is no value whatsoever in retaining the last two digits (the 2 and the 4 ) because one of the resistances is accurate only to three significant figures or tenths of an ohm. The result should therefore also be reduced to three significant figures or the nearest tenth, i.e., 22.3 Ω.
Solution
The number of significant figures in multiplication may increase rapidly, but again only the appropriate figures are retained in the answer, as shown in Example 3.
Example 3
In calculating voltage drop, a current of 3.18 A is recorded in a resistance of 35.68 Ω. Calculate the voltage drop across the resistor to the appropriate number of significant figures. Since there are three significant figures involved in the multiplication, the answer can be written only to a maximum of three significant figures.
In Example 3, the current, I, has three significant figures and R has four; and the result of the multiplication has only three significant figures. This illustrates the the answer cannot be known to an accuracy greater than the least poorly defined of the factors. Note also that if extra digits accumulate in the answer, they should be discarded or rounded off. In the usual practice, if the (least significant) digit in the first place to be discarded is less than five, it and the following digits are dropped from the answer. This was done in Example 3. If the digit in the first place to be discarded is five or greater, the previous digit is increased by one. For three-digit precision, therefore, 113.46 should be rounded off to 113; and 113.74 to 114.
Addition of figures with a range of doubt is illustrated in Example 4.
Example 4
Add 826 ± 5 to 628 ± 3
Note in Example 4 that the doubtful parts are added, since the ± sign means that one number may be high and the other low. The worst possible combination of range of doubt should be taken in the answer. The percentage doubt in the original figure N 1 and N 2 does not differ greatly from the percentage doubt in the final result.
If the same two numbers are subtracted, as in Example 5, there is an interesting comparison between addition and subtraction with respect to the range of doubt.
Example 5
Subtract 628 ± 3 from 826 ± 5 and express the range of doubt in the answer as a percentage.
Again in Example 5, the doubtful parts are added for the same reason as in Example 4. Comparing the results of addition and subtraction of the same numbers in Example 4 and 5, note that the precision of the results, when expressed in percentages, differs greatly. The final result after subtraction shows a large increase in percentage doubt compared to the percentage doubt after addition. The percentage doubt increases even more when the difference between the numbers is relatively small. Consider the case illustrated in Example 6.
Example 6
Subtract 437 ± 4 from 462 ± 4 and express the range of doubt in the answer as a percentage.
Example 6 illustrates clearly that one should avoid measurement techniques depending on subtraction of experimental results because the range of doubt in the final result may be greatly increased.
Types of Error
No measurement can be made with perfect accuracy, but it is important to find out what the accuracy actually is and how different errors have entered into the measurement. A study of errors is a first step in finding ways to reduce them. Such a study also allows us to determine the accuracy of the final test result.
Errors may come from different sources and are usually classified under three main headings:
Gross Errors
Largely human errors, among them misreading of instruments, incorrect adjustment and improper application of instruments, and computational mistakes. Systematic Errors Shortcomings of the instruments, such as defective or worn parts, and effects of the environment on the equipment or the user.
Random Errors
Those due to causes that cannot be directly established because of random variations in the parameter or the system of measurement.
Each of these classes of errors will be discussed briefly and some methods will be suggested for their reduction or elimination.
Gross Errors
This class of errors mainly covers human mistakes in reading or using instruments and in recording and calculating measurement results. As long as human beings are involved, some gross errors will inevitably be committed. Although complete elimination of gross errors is probably impossible, one should try to anticipate and correct them. Some gross errors are easily detected; others may be very elusive. One common gross error, frequently committed by beginners in measurement work, involves the improper use of an instrument. In general, indicating instruments change conditions to some extent when connected into a complete circuit, so that the measured quantity is altered by the method employed. For example, a well-calibrated voltmeter may give a misleading reading when connected across two points in a highresistance circuit (Example 7). The same voltmeter, when connected in a low-resistance circuit, may give a more dependable reading (Example 8). These examples illustrate that the voltmeter has a "loading effect" on the circuit, altering the original situation by the measurement process.
Example 7
A voltmeter, having a sensitivity of 1,000 Ω/V, reads 100 V on its 150-V scale when connected across an unknown resistor in series with a milliammeter.
When the milliammeter reads 5 mA, calculate 1. apparent resistance of the unknown resistor, 2. actual resistance of the unknown resistor, 3. error due to the loading effect of the voltmeter.
1. The total circuit resistance equals
Neglecting the resistance of the milliammeter, the value of the unknown resistor is R X = 20 kΩ 2. The voltmeter resistance equals
Since the voltmeter is in parallel with the unknown resistance, we can write
Example 8
Repeat Example 7 if the milliammeter reads 800 mA and the voltmeter reads 40 V on its 150-V scale.
Solution

The total circuit resistance equals
The voltmeter resistance equals
Errors caused by the loading effect of the voltmeter can be avoided by using it intelligently. For example, a low-resistance voltmeter should not be used to measure voltages in a vacuum tube amplifier. In this particular measurement, a high-input impedance voltmeter (such as VTVM or TVM) is required.
A large number of gross errors can be attributed to carelessness or bad habits, such as improper reading of an instrument, recording the result differently from the actual reading taken, or adjusting the instrument incorrectly. Consider the case in which a multi-range voltmeter uses a single set of scale markings with different number designations for the various voltage ranges. It is easy to use a scale which does not correspond to the setting of the range selector of the voltmeter. A gross error may also occur when the instrument is not set to zero before the measurement is taken; then all the readings are off.
Errors like these cannot be treated mathematically. They can be avoided only by taking care in reading and recording the measurement data. Good practice requires making more than one reading of the same quantity, preferably by a different observer. Never place complete dependence on one reading but take at least three separate readings, preferably under conditions in which instruments are switched off-on.
Systematic Errors
This type of errors is usually divided into two different categories:
1. instrumental errors, defined as shortcomings of the instrument;
2. environmental errors, due to external conditions affecting the measurement.
Instrumental errors are errors inherent in measuring instruments because of their mechanical structure. For example, in the d'Arsonval movement, friction in bearings of various moving components may cause incorrect readings. Irregular spring tension, stretching of the spring, or reduction in tension due to improper handling or overloading of the instrument will result in errors. Other instrumental errors are calibration errors, causing the instrument to read high or low along its entire scale. (Failure to set the instrument to zero before making a measurement has a similar effect.)
There are many kinds of instrumental errors, depending on the type of instrument used. The experimenter should always take precautions to insure that the instrument he is using is operating properly and does not contribute excessive errors for the purpose at hand. Faults in instruments may be detected by checking for erratic behaviour, and stability and reproducibility of results. A quick and easy way to check an instrument is to compare it to another with the same characteristics or to one that is known to be more accurate.
Instrumental errors may be avoided by:
1. selecting a suitable instrument for a particular measurement application;
2. applying correction factors after determining the amount of instrumental error;
3. calibrating the instrument against a standard.
Environmental errors are due to conditions external to the measuring device, including conditions in the area surrounding the instrument, such as the effects of changes in temperature, humidity, barometric pressure, or of magnetic or electrostatic fields. Thus a change in ambient temperature at which the instrument is used causes a change in the elastic properties of the spring in a moving-coil mechanism and so affects the reading of the instrument. Corrective measures to reduce these effects include air conditioning, hermetically sealing certain components in the instrument, use of magnetic shields, and the like.
Systematic errors can also be subdivided into static or dynamic errors. Static errors are caused by limitations of the measuring device or the physical laws governing its behaviour. A static error is introduced in a micrometer when excessive pressure is applied in torquing the shaft. Dynamic errors are caused by the instrument's not responding fast enough to follow the changes in a measured variable.
Random Errors
These errors are due to unknown causes and occur even when all systematic errors have been accounted for. In well-designed experiments, few random errors usually occur, but they become important in high-accuracy work. Suppose a voltage is being monitored by a voltmeter which is read at half-hour intervals. Although the instrument is operated under ideal environmental conditions and has been accurately calibrated before the measurement, it will be found that the readings vary slightly over the period of observation. This variation cannot be corrected by any method of calibration or other known method of control and it cannot be explained without minute investigation. The only way to offset these errors is by increasing the number of readings and using statistical means to obtain the best approximation of the true value of the quantity under measurement.
Statistical Analysis
A statistical analysis of measurement data is common practice because it allows an analytical determination of the uncertainty of the final test result. The outcome of a certain measurement method may be predicted on the basis of sample data without having detailed information on all the disturbing factors.
To make statistical methods and interpretations meaningful, a large number of measurements is usually required. Also, systematic errors should be small compared with residual or random errors, because statistical treatment of data cannot remove a fixed bias contained in all the measurements.
Arithmetic Mean
The most probable value of a measured variable is the arithmetic mean of the number of readings taken.
The best approximation will be made when the number of readings of the same quantity is very large. Theoretically, an infinite number of readings would give the best result, although in practice, only a finite number of measurements can be made. The arithmetic mean is given by the following expression:
where x = arithmetic mean x 1 , x 2 , . . . , x n = readings taken n = number of readings Example 1 showed how the arithmetic mean is used.
Deviation from the Mean
Deviation is the departure of a given reading from the arithmetic mean of the group of readings. If the deviation of the first reading, x 1 , is called d 1 , and that of the second reading, x 2 , is called d 2 , and so on, then the deviations from the mean can be expressed as
Note that the deviation from the mean may have a positive or a negative value and that the algebraic sum of all the deviations must be zero.
Example 9 illustrates the computation of deviations.
Example 9
A set of independent current measurements was taken by six observers and recorded as 12.8 mA, 12.2 mA, 12.5 mA, 13.1 mA, 12.9 mA, and 12.4 mA. Calculate 
Average Deviation
The average deviation is an indication of the precision of the instruments used in making the measurements. Highly precise instruments will yield a low average deviation between readings. By definition, average deviation is the sum of the absolute values of the deviation divided by the number of readings. The absolute value of the deviation is the value without respect to sign. Average deviation may be expressed as
Example 10 shows how average deviation is calculated.
Example 10
Calculate the average deviation for the data given in Example 9. 
Standard Deviation
In statistical analysis of random errors, the root-mean-square deviation or standard deviation is a very valuable aid. By definition, the standard deviation σ of an infinite number of data is the square root of the sum of all the individual deviations squared, divided by the number of readings. Expressed mathematically:
In practice, of course, the possible number of observations is finite. The standard deviation of a finite number of data is given by
Equation (5) will be used in Example 11.
Another expression for essentially the same quantity is the variance or mean square deviation, which is the same as the standard deviation except that the square root is not extracted. Therefore
The variance is a convenient quantity to use in many computations because variances are additive. The standard deviation, however, has the advantage of being of the same units as the variable, making it easy to compare magnitudes. Most scientific results are now stated in terms of standard deviation.
6 Probability of Errors 6.1 Normal Distribution of Errors Table 1 shows a tabulation of 50 voltage readings that were taken at small time intervals and recorded to the nearest 0.1 V. The nominal value of the measured voltage was 100.0 V. The result of this series of measurements can be presented graphically in the form of a block diagram or histogram in which the number of observations is plotted against each observed voltage reading. The histogram of Figure 1 represents the data of Table 1 .
Voltage Table 1 Figure 1 shows that the largest number of readings (19) occurs at the central value of 100.0 V, while the other readings are placed more or less symmetrically on either side of the central value. If more readings were taken at smaller increments, say 200 readings at 0.05-V intervals, the distribution of observations would remain approximately symmetrical about the central value and the shape of the histogram would be about the same as before. With more and more data, taken at smaller and smaller increments, the contour of the histogram would finally become a smooth curve, known as a Gaussian curve. The sharper and narrower the curve, the more definitely an observer may state that the most probable value of the true reading is the central value or mean reading.
The Gaussian or Normal law of error forms the basis of the analytical study of random effects. Although the mathematical treatment of this subject is beyond the scope of the text, the following qualitative statements are based on the Normal law:
1. All observations include small disturbing effects, called random errors.
2. Random errors can be positive or negative.
3. There is an equal probability of positive and negative random errors.
We can therefore expect that measurement observations include plus and minus errors in more or less equal amounts, so that the total error will be small and the mean value will be the true value of the measured variable.
The possibilities as to the form of the error distribution curve can be stated as follows:
1. Small errors are more probable than large errors.
Large errors are very improbable.
3. There is an equal probability of plus and minus errors so that the probability of a given error will be symmetrical about the zero value.
The error distribution curve of Figure 2 is based on the Normal law and shows a symmetrical distribution of errors. This normal curve may be regarded as the limiting form of the histogram of Figure 1 in which the most probable value of the true voltage is the mean value of 100.0 V.
Probable Error
The area under the Gaussian probability curve of Figure 2 , between the limits +∞ and −∞, represents the entire number of observations. The area under the curve between the +σ and −σ limits represents the cases that differ from the mean by no more than the standard deviation. Integration of the area under the curve within the ±σ limits gives the total number of cases within these limits. For normally dispersed data, following the Gaussian distribution, approximately 68% of all the cases lie between the limits of +σ and −σ from the mean. Corresponding values of other deviations, expressed in terms of σ, are given in Table 2 .
Deviation(±) (σ) Fraction of total area included 0.6745 0.5000 1.0000 0.6828 2.0000 0.9546 3.0000 0.9972 Table 2 : Area under the Probability Curve
If, for example, a large number of nominally 100 Ω resistors is measured and the mean value is found to be 100.00 Ω, with a standard deviation of 0.20 Ω, we know that on the average 68% (or roughly There is then approximately a two to one chance that any resistor, selected from the lot at random, will lie within these limits. If larger odds are required, the deviation may be extended to a limit of ±2σ, in this case ±0.40 Ω. According to Table 2 , this now includes 95% of all the cases, giving ten to one odds that any resistor selected at random lies within ±0.40 Ω of the mean value of 100.00 Ω. Table 2 also shows that half of the cases are included in the deviation limits of ±0.6745σ. The quantity r is called the probable error and is defined as probable error r = ±0.6745σ
The value is probable in the sense that there is an even chance that any one observation will have a random error no greater than ±r. Probable error has been used in experimental work to some extent in the past, but standard deviation is more convenient in statistical work and is given preference.
Example 11
Ten measurements of the resistance of a resistor gave 101. 
Limiting Errors
In most indicating instruments, the accuracy is guaranteed to a certain percentage of full-scale reading.
Circuit components (such as capacitors, resistors, etc.) are guaranteed within a certain percentage of their rated value. The limits of these deviations from the specified values are known as limiting errors or guarantee errors. For example, if the resistance of a resistor is given as 500 Ω ± 10 per cent, the manufacturer guarantees that the resistance falls between the limits 450 Ω and 550 Ω. The maker is not specifying a standard deviation or a probable error, but promises that the error is no greater than the limits set.
Example 12
A 0-150-V voltmeter has a guaranteed accuracy of 1 per cent full-scale reading. The voltage measured by this instrument is 83 V. Calculate the limiting error in per cent.
Solution
The magnitude of the limiting error is 0.01 × 150 V = 1.5 V
The percentage error at a meter indication of 83 V is 1.5 83 × 100 per cent = 1.81%
It is important to note in Example 12 that a meter is guaranteed to have an accuracy of better than 1 per cent of the full-scale reading, but when the meter reads 83 V, the limiting error increases to 1.81 per cent. Correspondingly, when a smaller voltage is measured, the limiting error will increase further. If the meter reads 60 V, the per cent limiting error is Measurements or computations, combining guarantee errors, are often made. Example 13 illustrates such a computation.
Example 13
Three decade boxes, each guaranteed to ±0.1 per cent, are used in a Wheatstone bridge to measure the resistance of an unknown resistor R x . Calculate the limits on R x imposed by the decade boxes.
Solution
The equation for bridge balance shows that R x can be determined in terms of the resistance of the three decade boxes and R x = R 1 R 2 /R 3 , where R 1 , R 2 , and R 3 are the resistances of the decade boxes, guaranteed to ±0.1 per cent. One must recognize that the two terms in the numerator may both be positive to the full limit of 0.1 per cent and the denominator may be negative to the full 0.1 per cent, giving a resultant error of 0.3 per cent. The guarantee error is thus obtained by taking the direct sum of all the possible errors, adopting the algebraic signs which give the worst possible combination.
As a further example, using the relationship P = I 2 R, as shown in Example 14, consider computing the power dissipation in a resistor.
Example 14
The current passing through a resistor of 100 ± 0.2 Ω is 2.00 ± 0.01 A. Using the relationship P = I 2 R, calculate the limiting error in the computed value of power dissipation.
Solution
Expressing the guaranteed limits of both current and resistance in percentages instead of units, we obtain I = 2.00 ± 0.01 A = 2.00 A ± 0.5% R = 100 ± 0.2 Ω = 100 Ω ± 0.2% If the worst possible combination of errors is used, the limiting error in the power dissipation is (P = I 2 R):
(2 × 0.5%) + 0.2% = 1.2%
Power dissipation should then be written as follows: P = I 2 R = (2.00) 2 × 100 = 400 W ± 1.2% = 400 ± 4.8 W 8 References
