A family of interacting Poisson processes is introduced. Events from a process are assumed to act multiplicatively on the rate of the processes to which they are connected. The family can be seen as a multivariate Cox process with both excitatory and inhibitory connections. The expected intensities of the process are approximated by a differential system of first-order and the stability of the solutions of this equation is studied. We discuss the applications in the neuroscience and the relations to the generalised linear model used for the analysis of spike trains.
Introduction
The problem of formulating and investigating mutually interacting point processes is of great importance both in the theory of point processes and in their applications. The classical approach to this kind of problems has been introduced by Hawkes in [7] , [8] . Hawkes considers a point process that is generated by the specification of the intensity function λ. The intensity function λ(t) is the expected number of events t j in the interval (t, t + δt), and it is defined as a random variable obeying the dynamic rule
where kernel K is positive to ensure positive intensity. Of course, it is possible to choose λ as a vector and to allow the components to be influenced by events in the other processes. By this choice we obtain a family of processes that interact linearly. This paradigm is useful, and, indeed, applications of Hawkes' theory in seismology have been quite successful, see [12] for a review. Applications in neurobiology, however, are rare. This is probably due to the fact that the positive kernels only allow one to model mutual excitation. However, a fundamental feature of biological neural networks is the presence of inhibitory coupling between neurons.
A possible solution to the problem of modeling inhibition is rooted in the biophysical mechanism of action potential generation. A neuron emits an action potential if the membrane potential raises above a certain threshold. So, one can model the membrane potential as a stochastic differential equation driven by the input coming from other neurons, which, in turn, is specified in the form of a point process. This method, initiated in [14] has been very successful and has been vastly used. However, this approach presents some difficulties, even on the level of the single processes:
(1) Since input events act as Dirac pulses, the membrane potential performs a random walk with jumps, instead of a simpler random walk on the real line; (2) The intrinsic threshold mechanism requires to solve a first-passage problem, which is known to be difficult. The situation is obviously more involved in the case of coupled neurons. We mention that in [5] a non-linear Hawkes process for the membrane potential has been introduced.
We propose an alternative way to deal with this problem using the local intensity instead of the membrane potential. In our approach, the non-linear mechanism is transferred from the threshold mechanism to the interactions between neurons. The threshold mechanism is replaced by a weak threshold, as in the escape noise models used in the neuroscientific community, see e.g. [6] . To be precise, the change in the local intensity due to an incoming event at time t is given by
where w is the weight of the connection under consideration. In this framework, w > 1 models excitatory connections and w < 1 models inhibitory connections. From this we heuristically guess an ordinary differential equation approximating the expected instantaneous rates
and we illustrate with some numerical simulation to which extend the approximation holds. Our model has many common features with the class of generalized linear models introduced in [15] . In the latter context, the conditional intensity is estimated from the observations of spike trains. These lead to maximum likelihood estimation of the parameters our stochastic perfect integrator that can be obtained from the observation of the input and output spike trains. We discuss this issue in more details in Section 4.4. We also want to mention that the idea of modeling neuronal spike trains without using explicitly the dependence of the spiking time on the membrane potential has been used in [13] : our model can be seen as the modeling pendant of that framework.
The description we choose is based on the formulation of the inhomogeneous Poisson process as a continuoustime Bernoulli process. This is possible since the intensity function λ, i.e. the (normalized) expected number of events in the time interval (t, t + δt), and the probability p(t) that the interval (t, t + δt) contains at least one event, are connected by the relation
If δt is chosen infinitesimally small, then it is possible to use the above expression to compute the expected value of the rate function. This is possible using non-standard analysis, that we use in the axiomatic approach Nelson [10] . We finally spend some words about the choice of using non-standard tools instead of a measuretheoretic approach. First, introducing stochastic processes on a infinitesimal grid is intuitive, mathematically rigorous and avoid measure-theoretic complications. See also [3] for a similar approach. Second, the nonstandard infinitesimal discretization step used to derive theoretical results can alternatively be used to perform Monte Carlo simulation of the process; using this approach we have verified our theoretical results and have illustrated some phenomena. The paper is organized as follows. In Section 2 we introduce the Cox process on an infinitesimal grid and we establish some preliminary results. In Section 3 we define the multiplicative interacting process and we derive a differential expression for the expected rates; at the equilibrium, it corresponds to a system of ODEs that we call the rate equation of the system. In Section 4 we introduce the smallest possible network, consisting of a Poisson input unit and an output unit; we study its behaviour and we explain how it is connected to other usual models in the neuroscience. In Section 5 we investigate the rate equation of the system more thoroughly and we systematically analyse small networks consisting of 2 units driven by Poisson input. We discuss our results and indicate possible directions for future research in Section 6.
Finally, we wish to thank Tayfun Gürel, who pointed out the relations to the generalized linear model, Heinz Weisshaupt, who suggested the mechanism explaining the oscillations in the stochastic perfect integrator, and Benjamin Staude for careful proof reading.
Cox processes on the infinitesimal grid
To study stochastic processes computer simulations are of capital importance and they are usually performed on some discretized grid
of width a, where a is a small positive number. On a mathematical level, this approach has the advantage that many results can be obtained by algebraic calculations; then the parameter a is sent to 0, and after checking suitable convergence conditions, the results can be transferred to the continuous time stochastic process.
A manner to overcome these technical issues is to work on a infinitesimal grid H := {k : k ∈ N * } =: H, where is some infinitesimal number, and N * is the set of non-standard natural numbers, as in Nelson's internal set theory [10] . We will use this approach to define interacting Cox processes.
Remark 2.1 (Use of infinitesimals). Now and in the rest of the paper, the reader not interested in the details of non-standard analysis should think of as a really small number. As a matter of fact, all simulations were realized with such a scheme. We refer to [2] , [3] , [10] , [11] for short introductions on the idea and methods of nonstandard analysis in the theory of stochastic processes. All tools of calculus we need in the paper are contained in [10] .
We first define the isolated Cox process and we list some elementary properties of Bernoulli variable driven by an infinitesimal positive random variable. Proposition 2.2. Assume that r is a positive random variable and X to be an independent Bernoulli random variable with rate p = 1 − exp(−r ). Then Proof. We start computing the conditional expectation. By definition E[X | r] = 1(1 − exp(−r )) + 0(exp(−r )). Accordingly to the definition of derivative,
We conclude that
To see that also formula (2.2) holds, observe that
So, it is apparent that
We can now move to the definition of a Cox process on the infinitesimal grid.
Definition 2.3.
(1) A grid stochastic process is a set of random variables (λ t ) t∈H indexed over the infinitesimal grid H.
(2) Given a positive grid stochastic process λ, a grid Cox process (X t ) t∈H is an independent family of Bernoulli random variables, indexed over the hyperfinite grid H, with rate
(3) If there is a function µ on the infinitesimal grid such that λ µ almost surely, then we call (X t ) t∈H an inhomogeneous Poisson process.
It is easily seen that this definition is equivalent to the standard definition of a Cox process. For instance, the random variables X(t) are independent Bernoulli variables, conditionally on the rate process. We will prove that the expected count equals the integral of the expected rate. During the rest of the paper, the symbol (X t ) t∈H will denote a Cox process with rate λ. A property of the Poisson process is that it is possible to express the expected number of events as the integral of the rate function.
Proposition 2.4. Denote by (N λ (t)) t∈H+ the count process defined by
Then
Proof. We compute by Equation (2.1)
The function N is not differentiable, so it does not make sense to speak of dN dt . We introduce an operator ∆ ∆t that only acts on functions defined on H . 
Of course, if f is derivable in the sense of [10] , then
The following result will be used in the following.
Lemma 2.6. The grid differential of the count process satisfies
Multiplicatively Interacting Processes
3.1. Definition and settings. Assume that
is a family of independent Bernoulli random variables with rates λ a (t), indexed by some set A. Observe that the independence does not depend on how the rates are defined. In fact, even if the rates λ a (t) are defined in terms of the realizations of the Bernoulli random variables at times previous than t, the formula EX a t X a t = EX a t EX a t = (1 − exp(−λ a (t) ))(1 − exp(−λ a (t ) )) = 2 λ a (t)λ a (t ) still holds, conditionally on the rates. Definition 3.1. Consider a positive coupling matrix W := (w aa ) a,a ∈A and define rate functions by the relation
The family of the corresponding Cox processes X is called a multiplicatively interacting family of Poisson processes with coupling matrix W .
During the rest of the paper, the symbol X will denote a multiplicatively interacting family. Observe that for a fixed t and for a given λ a (t), the derivative of λ(t) depends on the realization in t + of the family X . In other words, the derivative ∆λa(t) ∆t is a random variable parametrized with respect to the random variable λ a (t). In fact, for a fixed t and for a given λ a (t), λ a (t + ) is the random variable defined by
3.2.
Expectations. By definition, the rates λ a are stochastic processes. So, the grid differential will be also a stochastic process. To derive a differential expression involving the expectations, we thus have to compute the expectation of the grid differential. We start by computing the expectation of the grid differential conditional on the rates; this is a random variable since the event functions t → X a (t) random variables.
Theorem 3.2. The following relation holds
Proof. We fix an arbitrary time t and compute by the formula (3.2)
Using now (2.6), the latter equals
We observe that λ a (t) is a random variable by its own, and its expected derivative is given by the formula (3.3). We now prove that the expectation of λ a (t) satisfies a rate equation.
Proof. For each path of the stochastic process the fundamental theorem of calculus implies
So, by linearity of the integral
Interpreting Eλ a (t) as a function of time, the above relation means, again by the fundamental theorem of calculus
We compute as in the first part of the proof of Theorem 3.2 to obtain
By the linearity of the expectation, the latter satisfies
.
We have to justify the last equality. First,
By the conditional independence and by (2.1), the latter can be written as
If the rates λ a are not correlated, then Equation (3.3) can be used to formulate a system of ODEs that predicts the evolution of the event rates. Simulations showed that waiting for long times leads the processes to be uncorrelated, such that following definition is (heuristically) justified. Definition 3.4. We use the following notation:
(1) Define aa := ln w aa . The ordinary differential system
is the rate equation associated with the system (3.1).
with y a (0) = Eλ a (0).
We stress that we have not proved that an interacting family always converges to equilibrium. In fact, it is not even clear that there exists interacting families in equilibrium. However, numerical experiments suggest that Eλ a (t) indeed converges for large t to the fix point of the associated rate equation, and that interacting families indeed run into an equilbrium state after a transient. We illustrate this with numerical experiments in the next section.
4. The stochastic perfect integrator 4.1. Simulation results. As an example of the theory developed so far, we analyze a simple system with biological relevance. We first present the results of some simulations of the model and then derive the equation for the time evolution of the probability distribution of the firing rates. We investigate a system consisting of two units and refer to it as to a stochastic perfect integrator.
The first unit has no self-inhibition, i.e. w 11 = 1, and it feeds input in to the second unit with a constant rate λ and a weight w 21 . The second unit has selfinhibition w 22 and has no outgoing connection. We want to compute the output equilibrium firing rate of the system. The dynamics of the rate r is given by ∆r(t) ∆t = r(t)(ln w 21 λ + ln w 22 r(t)), and so the right hand side equals 0 if r(t) = −λ ln w21 ln w22 . As shown in Figure 2 , the observed local intensity indeed converges to the fix point of the rate equation. We want to compare this result with a deterministic perfect integrator with Poisson input. We assume our perfect integrator to have threshold T and the presynaptic spike to produce an increase of the membrane potential of i. So, if the presynaptic spikes have a rate of λ, one sees that the output rate of the perfect integrator is given by λ i T . Indeed, the stochastic perfect integrator has the same output rate as the deterministic perfect integrator if i = ln w 21 and T = − ln w 22 .
Even if it is possible to compute the fix point of the rate equation, the latter can only be used for estimating the expected asymptotic local intensity of a single realisation of an interacting family. Transients both in the local intensity and in the averaged local intensity are not captured by the deterministic dynamics of Equation (3.5). To demonstrate this fact, we simulated the stochastic perfect integrator, and plotted the averaged spike histogram < N h (t) h > compared with the numerical solutions of the rate equation (3.5) . Here N h (t) denotes the number of spikes in the interval (t − h 2 , t + h 2 ). The results are plotted in Figure 2 . In order to compare the results with biologically realistic models, we set w 22 = 0.01 and w 21 = 1.2. The input unit is assumed to emit spikes with a rate of λ = 50, and the initial value of the instantaneous firing rate of the output unit is fixed to r = 1. According to the previous computations, the firing rate at the equilibrium is is found to be −λ ln w21 ln w22 = 1.98. In Figure 2 , first box, it can be observed that the transient averaged spike histogram is not correctly predicted from the solutions of the Equation (3.5), plotted in red. In fact, during the transient the averaged spike histogram (blue line) exceeds the expected instantaneous firing rate (red line) given by the solution of Equation (3.5) . In fact, in the first box the process is started with a deterministic value, and only the autocorrelation of the process is observed.
To avoid this effect, in the second simulation we stimulated the first neuron for 15 seconds with an input rate corresponding to the equilibrium output λ eq = 1, Figure 2 , second box. This warm-up input rate can be computed inverting the formula of the equilibrium firing rate, i.e. λ wu = − ln w22 ln w21 = 25.26. After this warm-up time, the output neuron is fed with the original driving input of λ = 100. In this case, the averaged spike histogram follows with large accuracy the solutions of the Equation (3.5), plotted in red.
However, one observes in spite of the large (10 5 ) number of trials, the average spike histogram irregularly oscillates around the equilibrium value, instead of converging to it.
The heuristics of this phenomenon goes as follows: consider two different dynamical systems, given by
as in our situation. Assume that y 0 is a global attractor of the first system. Define
Assume that the initial state y(0) = z(0) is in the basin of attraction of y 0 . The term o(h(t)) + O( )h(t) is always negligible, and so the above equation becomes
Observe that f (y(t)) is asymptotically negative definite since y 0 is attractive. As long as h(t) is far away from 0, the infinitesimal term O( ) is also negligible. However, when h(t) becomes infinitesimal, then f (z(t))h(t) has the same dimension as O( ), and so the equilibrium is perturbed.
We also point out that the stochastic attractiveness of the true rate equation, i.e. the fact that the observed average intensity does indeed converge to the fix point of the equation stability in the case of the networks, as pointed out in Section 5. We stress that this is not an analytic analysis of this phenomenon, but only a heuristic description.
4.2.
Fokker-Planck equation of a stochastic perfect integrator. We want to derive an equation describing the temporal evolution of the distribution of the rates, which we denote by r. Because of the conditional independence of X(t), X(t + ), Y (t), Y (t + ) we obtain that
The last term can be written as and rearranging appropriately, we come to the relation
We apply now the usual exponential identity, and ignore all infinitesimal terms to come to the differential equation
In Figure 3 we plotted the distribution of the local intensity at the end of the simulation, obtained by 100000 trials. We then applied the operator on the right hand-side of Equation (4.1) to this distribution. Observe that in the picture all final values of the local intensity larger than 100 Hz are compressed in the 100 Hz bar. We did correct this error by computing the operator directly from the single trial realizations of the process. One sees that the process is in equilibrium and that the distribution in the middle box is the stationary distribution of Equation (4.1), in accordance with our predictions. It is apparent that every constant function is a stationary solution of Equation (4.1). We ask whether there are other (eventually generalized) solutions of the stationary equation. To this aim we transform Equation in frequency domain. Using usual properties of the Fourier transform, we obtain
Using the property of the Dirac δ-function
shows that, as expected, the Dirac δ-function is a solution of the stationary equation in frequency domain. However, this equation has no solutions that are standard functions.
4.3.
Connections to the standard Lapicque's perfect integrator. Equation (3.5) can be obtained from the Lapicque's perfect integrator by the following method. Recall that a network of linear neurons can be described specifying the membrane potentials V a by the convolution
Here, the function K aa are appropriate kernels. Now, we assume that the neuron has transfer function F a , so that the instantaneous firing rate is given by λ a (t) = F a (V a (t)) As a consequence, we obtain
For a perfect integrator, the kernel K aa is the Heaviside function, and this has as derivative the Dirac δ, and so the above equation yields
We now choose an exponential transfer function F a (x) := exp(x) and obtain
Taking the expectation one comes to the rate equation
This is exactly the rate equation (3.5) . Hence, our model is equivalent to a Lapicque's integrator with an exponential transfer function and reset to V → V + ln w 22 .
4.4.
Connections to the generalized linear model. We claimed in the introduction that our model is equivalent to the class of generalized linear models used in [13] or [15] . We want to make our claim more precise. Assume that we want to estimate the parameters w 21 , w 22 , λ, r(s) of a stochastic perfect integrator given the set of observations X(t), Y (t). Then the first attempt is to maximize the likelihood
The input rate λ does not change with time and so this is equivalent to maximize
Multiplying by 1 N , where N is the total number of spikes, does not change the maxima. Moreover, one only has to multiply if the exponent is different from 1. All in all, after applying the usual exponential identity we have to maximize
Applying the logarithm to both sides we finally come to the problem of maximing the expression that is, we recover the maximization condition of the generalised linear model.
Properties of the rate equation
As we already pointed out, numerical simulations suggest that the fix points of Equation (3.5) correctly predict the asymptotic expected local intensity for the stochastic perfect integrator.
In the present section, we first derive some general stability properties of the fix points of the rate equation (3.5) . In simple cases numerical simulations have confirmed the heuristic argument of Section 4.1 that the analytical attractiveness of the fix points is equivalent to the stochastic one. In particular, we have systematically tested networks consisting of 4 neurons, 2 of them only providing input to the other 2.
Before showing the results of our simulation, we investigate the rate equation. As a first step, we split our units a ∈ A in different parts, or populations.
Definition 5.1. We use the following notation:
• The set of units a for which aa = 0 for all a ∈ A is called the input population.
• The set of units in the input population for which aa = 0 is called the pure Poisson input.
• The set of units in the input population for which aa = 0 is called the transient input.
Units belonging to the transient input can only show two different behaviours. Their activity either converges to 0, or explodes exponentially. For this reason we impose the following. Moreover, we assume that all units in the system self-inhibit themselves.
Assumption 5.3. If a ∈ A is not part of the pure Poisson input, then aa < 0.
The local intensity of a point process is a positive number. One should therefore expect that the positive cone is invariant for the Equation (3.5). We verify that equation this is indeed the case. Proof. Observe that the boundary ∂C of the positive cone C is given by
In fact, we have only to prove that ∆y a (t) ∆t ≥ 0, whenever y a (t) = 0, but this is clear since ∆ya(t) ∆t = 0.
Remark 5.5. The same arguments also prove that every quadrant of the space R |A| is invariant.
As a second step, we rewrite of Equation (3.5) by separating the Poisson input from the rest of the population. To this aim we denote by P ⊂ A the Poisson input of the system and define i p := y p (0) for all p ∈ P . This makes sense because y p (t) is constant for all p ∈ P . The recurrent population is defined as R = A \ P . Equation (3.5) can be rewritten as We define L R as the principal minor of L associated with R ⊂ A and L P as the restriction of L to P ⊂ A.
5.1.
Negative definite coupling matrix. In this paragraph we analyze the case of a negative definite matrix L R . Since L R is negative definite, it is in particular invertible with inverse L −1 R . In order for the right hand side of Equation (5.1) to vanish, we either have y r = 0 or y r = −(L −1 R L P i) r . We thus obtain the following result.
Lemma 5.6. If L R is invertible, then Equation (5.1) has 2 |A| critical points.
Of course, not all this stationary points are positive. In fact, the negative definiteness of a matrix has no implications for the negativity of its inverse. Therefore, even in the case of pure excitatory Poisson input, it is difficult to draw any conclusion about the existence and number of positive critical points.
Example 5.7. Consider the matrix A = −1 0.1 1 −1 . Then A is negative definite, but A −1 = −1 10 1 −1 is neither positive nor negative. Assume now that the input is positive, i.e. purely excitatory. As a consequence, depending on the input level, each of the 2 |A| of the stationary points will, or will not, be in the positive cone.
On the other side if A = −1 −0.1 −1 −1 then A is negative definite and its inverse A −1 = −1 −10 −1 −1 is a negative matrix. In this case, for purely excitatory input all 2 |A| stationary points will be in the positive cone, irrespective of the input level.
Precise statements for quadratic system are very difficult, see [9] for a review of some open problems. However, in our case it is not difficult to see that all relevant solutions are bounded. Proof. We define the function z(t) := a∈A y a (t). An easy algebraic manipulation yields
for an appropriate vector e. Observe that y → ∞ implies ∆z ∆t → −∞ and that z(t) ≥ 0 because of the invariance of the positive quadrant for the equation (3.5) . Summing up, if z(t) → ∞, then ∆z ∆t → −∞, and so z(t) is bounded, since it is positive. This proves that all y a are bounded.
Although negative definiteness guarantees that solutions are bounded, the system is not dissipative. To see why it is the case, denote by F the right hand-side of Equation (5.1) and observe that We call the three terms the (total) input, dissipation and inhibition, respectively. Of course, since L R is negative (semi)-definite, one obtains the estimate div F (y) ≤ input.
Since the dissipation and inhibition are homogeneous polynomials in y, it is not possible to replace the input by a better constant. Equality holds if and only if y = 0. Concluding, if the total input is positive, the system is neither dissipative nor conservative, although it has bounded orbits.
5.2.
Two-dimensional models. We analyse in this subsection a simple case of Equation (5.1). We assume that R = {1, 2}, P={3,4}
We further assume that the parameters 13 , 24 do represent equivalent inputs and that each input unit of the input population is projecting to a single recurrent unit. In symbols y 3 (t) = y 4 (t) = 1, 14 = 23 = 0. Summarizing, we are analysing the ordinary differential systeṁ y 1 y 2 = y 1 (−y 1 + 12 y 2 + 13 ) y 2 (−y 2 + 21 y 1 + 24 ) .
The Jacobi matrix of the system is given by J y 1 y 2 = −2y 1 + 12 y 2 + 13 12 y 1 21 y 2 −2y 2 + 21 y 1 + 24 .
The stationary points are .
Observe that the expressions for y 1 , y 2 can be easily understood intuitively. If one unit is silent, the rate of the other only depends on the input fed into the active unit. The numerator of y c is also easy to understand: this is simply the total weight of the paths of the full connectivity matrix L leading to y c . The denominator is not as easy to understand and requires some quantitative consideration. Before we start the discussion of the three different exemplary cases, we make some general observations about Jacobian matrix. First,
This means that the stability of the trivial state only depends on the sign of the equivalent input.
In the symmetric case 12 = 21 =: cross , 13 = 24 =: input , the eigenvalues of the Jacobian in the critical stationary case are given by
5.2.1.
The positive feedback loop with external inhibition. Here we are in the symmetric situation with parameters cross > 0, input < 0. The critical parameter is whether the mutual excitation 2 cross overcomes the self-inhibition ii = −1. In fact, if 2 cross > 1, then y c > 0. Otherwise the only positive stationary point is y 0 . However, it should be observed that if the mutual excitation is larger then the self-inhibition, further increases lead to a decay of the fix point of the rate equation. This is due to the fact that in this case the stationary state is unstable, due to the opposite signs of the eigenvalues of the Jacobian matrix. So, we have that the trivial state y 0 is attractive and that the critical state y c is unstable.
5.2.2.
The negative feedback loop with external excitation. Here we are in the symmetric situation with parameters cross < 0, input > 0. The situation is richer than in the previous case. First, in contrast to the previous case, the trivial state is unstable. Further, also the states y 1 , y 2 are positive. For those states the eigenvalues are σ(J(y 1 )) = { input , − input (1 − cross )}. So, the system is unstable at y 1 , y 2 , since input is positive. The second eigenvalues is always negative. Finally, the critical state is attractive, if −1 < cross < 0 and unstable otherwise.
5.2.3.
The oscillator with excitatory drive. In this case 21 = − 12 > 0, 13 > 0, 24 = 0. The trivial state is now stable, but not attractive. The state y 1 has Jacobian eigenvalues σ(J(y 1 )) = {− 13 , 21 13 }. They have opposite signs, and so the state is unstable. The critical state is positive. Unfortunately, we were not able to find a simple analytical expression for the eigenvalues. However, numerical studies have shown that the sign of the eigenvalues depend on the parameters. Remark 5.9 (Summary for biological parameters). We note that in neurobiologically relevant situations, | 22| | 21| ≈ 150, since it approximately corresponds to the number of incoming spikes a neuron needs to generate an action potential. In Figure 4 we have resumed the results for the neurobiologically relevant parameters. Simulation results. A difficult issue is whether the fixed points are also stable or attractive in a stochastic sense. That is, whether the actual realization of the point process is a stationary multivariate point process with asymptotic intensity predicted by the stationary points of the differential equation (3.5).
To get an intuition of the phenomena that can arise in this situation, we simulated a negative feedback loop with external inhibition (results in Figure 5 for different initial rates of the recurrent populations).
It turns out that the fixed point of the Equation (3.5) correctly predicts the stationary firing rate of the systems, independent of the initial rates. In other words, the fixed point is stochastically attractive.
In the simulation we used, according to the notation in the previous sections 13 = 24 = ln(1.2), 12 = 21 = ln(0.8), 33 = 44 = −1. The input rate was fixed at 1 Hz and the initial rates of the recurrent units was fixed to 1000 Hz, in order to show the fast relaxation to the stationary of the system. In the second half of the simulation, unit 3 and 4 fire at rate 0.12 and 0.18, respectively, in good accordance with the predicted value of 0.149. In the plot, is also possible to observe the short transient in the firing rate of units 3 and 4 due to the high initial rate.
We also mention that more numerical simulations (data not shown) confirm that the stochastic attractiveness is indeed equivalent to the attractiveness of the fix point of the rate equation, as we have already discussed at the end of Section 4.1.
Discussion and outlook
We have introduced a multiplicative formalism for the investigation of interacting point processes in which changes in the local intensity of a process are mediated by events in all other processes.
We choose a multiplicative interaction rule, for both biological and analytical reason. From the biological point of view, the model that is obtained in that way corresponds to an integrate and fire neuron with exponential transfer function. From the analytical point of view, multiplicative interactions allows us to treat inhibition, without explicitly prescribing a dynamics for the membrane potential, still having a formalism that is analytically tractable. We studied the general theory of such systems and we prove that the statistics of the local intensity satisfy a differential relation involving expectations, covariances and infinitesimal terms of first order. It must be mentioned that we did only address heuristically the question of whether and how attractiveness of the stationary point of the dynamical system is related to the stochastic attractiveness of the equilibrium intensity. Simulations of several networks showed that stability of the stochastic dynamics is equivalent to stability of the fixed point of the rate equation.
We then moved to the analysis of a stochastic perfect integrator. We started illustrating in which sense the fix points of the rate equation predict the firing rate for a process in equilibrium. We then derive a Fokker-Planck-equation for the evolution of the distribution of the rates, and we support our findings by simulation and numerical results. It is possible to derive the transients in the firing rate from the solutions of the Fokker-Planck equation, but the question of the actual solutions of the equation is not addressed.
We compare our multiplicative model with similar approaches in the neuroscientific community, formally proving that
(1) our model corresponds to an integrate and fire neuron with exponential transfer function, (2) and that it is a generative model for the framework described in [13] . Finally, we analyse the differential system of the rates in some simple, biologically relevant cases. We first study the stability properties of the equation and subsequently present simulations that confirm our heuristic funding of the equivalence of stochastic and deterministic stability of fixed points.
Following issues should be addressed in the future research:
(1) systematic investigations of microcircuits; as an example, the computations in Section 5.2 show that the negative feedback loop can be used as a winner-takes-all network, with excellent gain for low rates. For the biological relevance of such mechanism see [4] ; (2) a study of large random networks; as a matter of fact, a crucial test for the model is whether it is able to reproduce statistics of parallel spike trains as observed in cortical recordings. A similar investigation has been performed in [1] ; (3) the model can be extended by letting the weights depend on the actual rate, i. e. , by setting w = w(λ), or by adding leak terms on the level of membrane potential. It should be possible to systematically derive rate equations also in these cases.
