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Abstract. The paper is devoted to the analysis of the unsteady hydrodynamic processes
taking place in the ship wake under shallow water conditions. The motivation of the
research is the determination of the reasons for the rise of strong vibration in the stern of
inland cruise ships in the waterways with considerable depth restriction.
As a research tool the hybrid URANS/LES approach of Kornev et al. [1] is selected
in order to capture the influence of nonstationary vortical structures on the velocity
oscillations in the propeller plane. As it will be shown, URANS method cannot reproduce
these flow features.
The flow is studied in a single-phase and in a two-phase formulation. Influence of the
free surface, depth Froude number and depth to draft ratio on the wake is analyzed. The
adverse pressure gradient in the stern region causes massive separations of the boundary
layer. On account of the separations the velocity oscillations in the wake are turned out
to be strongly dependent on the under keel clearance.
On the other hand, it is shown, that at high FrH the wave pattern can significantly
influence the viscous wake and cause the suppression of the velocity oscillations due to
the decrease of the water level. Possible effect of the wake unsteadiness on the propeller
performance in such circumstances is discussed.
1 INTRODUCTION
One of the effects, which characterizes the ship motion under shallow water conditions
is the vibration, arising in the stern. According to Barrass [2] it is one of the common signs
that the ship entered the fairway with depth restriction. The reason for this phenomenon
as it is described in the mentioned work is the resonance caused by the coincidence of the
hull natural frequency with the frequency of flow oscillations.
Particularly this problem can be observed on inland cruise ships. Such vessels often
pass through the extreme shallow waters and while passing them the strong vibration
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appears in the stern. The passenger cabins in this part of the ship are located right
above the engine room, and when the described above resonance occurs, passengers feel
themselves uncomfortable. Therefore there is a need for a deeper understanding of the
processes taking place in the stern region, in order to provide some recommendations for
the shipyards regarding the vibration treatment.
The exciters of ship vibration can be split into two groups: mechanical and hydrody-
namical ones [3]. The former group includes main and auxiliary engines, shaft machinery,
gearboxes, etc. The main reason of the hydrodynamically excited vibration is the pro-
peller. Its blades rotating in water create pressure pulses on the hull and cause the
oscillations of the hull sheeting. Additionally, the nonuniformity of the wake leads to the
rise of the periodic oscillations of forces and moments, produced by the propellers. These
periodic forces are transmitted through the shafting to the ship structure. One more
effect, which can play a significant role for the vibration is the unsteadiness of the wake.
In fact, the velocity field in the stern of a ship is not constant in time, it can also oscillate
and cause additional unsteady loadings.
Generally speaking, the study of the reasons for vibration should involve both hydrome-
chanical and structural analysis. However, in this particular case, when the vibration
occurs because of the depth restriction, it is to expect, that the hydromechanical effects,
play a major role. Moreover, FSI simulations for the problem under consideration is a
very complicated task. It was therefore decided to analyze the hydrodynamical part of the
problem first and clarify, which mechanisms can potentially influence the ship vibration
from the fluid side, in particular, how the change of the wake in shallow water influences
the propeller. Therefore the structural analysis is left out of the scope of the current
research and thus present work deals with the simulation of the unsteady ship wake in




Figure 1: (a) - sketch of the stern flow geometry of an inland cruise vessel ,(b) - body plan of
the generic hull form
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1.1 Turbulence modeling
The main challenge one faces when solving such a task is the turbulence modeling. The
flow configuration in the stern of a studied vessel is similar to that in a diffuser (see Fig.
1, which means that the flow in this region is subject to the adverse pressure gradient
and therefore, one could expect that the flow separation occurs which would generate the
unsteady vortical structures, passing to the propeller plane and causing the oscillations
of forces and moments, produced by the propulsor. Evolution of these vortices, detached
from the ship hull has to be resolved in order to account for unsteady effects in the wake.
URANS approach, widely used for industrial applications nowadays, can provide satis-
factory results for many tasks like resistance prediction, ship motion in waves, open water
propeller tests, etc.[4, 5]. However, when it comes to the unsteady effects, which are not
driven by the inflow conditions or motion of the boundaries, URANS tends to damp the
inner flow instabilities [6]. Application of URANS method to the case of interest, as it
will be shown later, results in a steady solution.
Table 1: Summary of the computed cases
Case label 1PH61 1PH62 2PH61 2PH62 2PH41 2PH42
FnH [-] 1.21 1.1 1.21 1.1 0.81 0.74
H/T [-] 1.25 1.5 1.25 1.5 1.25 1.5
u∞ [ms
−1] 6 6 6 6 4 4
FS no no yes yes yes yes
For the reasons described above some type of scale resolving simulation (SRS) should
be applied for the problem. LES, being the most well understood SRS concept, bears
practical difficulties in near-wall regions for flows at high Re. The reason for this is
that the resolution of 80% of the energy of the near-wall motions requires a number of
computational cells, which being scaled with the Reynolds number [7] gets enormous when
Re increases. Thus, pure LES is unfeasible for the considered flow.
An alternative approach, which is used in the present work, is the hybrid RANS/LES
modeling. Roughly speaking, its strategy is to model the near-wall turbulence with statis-
tical methods and to resolve the turbulent motions remote from the wall explicitly using
Figure 2: Left: probe points for ux. Right: The view of the stern geometry with propellers
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LES. In the past decade a huge number of different hybrid techniques was developed, for
the review the reader is referred to [6, 8].
2 COMPUTATIONAL MODEL
2.1 Hybrid URANS/LES method
In this study the hybrid URANS/LES approach of Kornev et al. [1] is adopted. This
















for a hybrid velocity u is solved continuously in the whole domain. Here p∗ = p + 2
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is the hybrid modified pressure, τ lij, τ
t
ij - laminar and turbulent anisotropic stress tensors
respectively. The latter are represented by the following formulas:
τ lij = 2 νSij









) being a strain-rate tensor. The model of viscous incompressible




Computational domain is dynamically decomposed into RANS and LES regions based
on the ratio h = h(x, t) = L(x, t)/∆(x) between the integral length scale L and the
characteristic cell size ∆ =
√
0.5(∆2max + V
2/3). The difference between the RANS and
LES regions is the way how νhyb field is calculated. Generally, it can be represented as a
weighted sum of kinematic turbulent viscosity and subgrid scale viscosity:
νhyb = γνt + (1− γ)νsgs, (3)
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If a cell has h > h2, it is supposed that the resolution is sufficient to resolve the inertial




Cells, having h < h1 are considered too large, and for them the turbulent kinematic
viscosity νt is calculated using Menter’s k−ω SST model [10], equations for k, ω are solved
in the background. Parameters h1 and h2 were chosen as 0.95 and 1.05 respectively.
To estimate the integral length scale L, the Prandl-Kolmogorov formula [11] without
a correction factor is used. Recalling, that ω = ε
kβ∗









where β∗ = 0.09. This way L is represented in terms of turbulent quantities, used in
underlying k − ω SST model. Hybrid viscosity, obtained in the described manner is also
used for the calculation of the production and diffusion terms in k and ω equations. For
further details of model formulation the reader is referred to [1, 12].
The approach presented above was implemented in OpenFOAM library and validated
for naval hydrodynamics applications [12].
2.2 Free surface modeling
In the previous subsection a single-phase formulation of the model was presented.
However, under shallow water conditions it is also desirable to study the influence of the
free surface on the flow in the stern. In the present research it is done by using the
volume-of-fluid (VOF) method and particularly its implementation in OpenFOAM-2.3.x








































(α(1− α)urj) = 0 (9)





- interface curvature, ur - interface
compression velocity, σ - surface tension, µtot = (νhyb + ν)ρ - total dynamic viscosity,
p∗d = p
∗ − ρgixi - dynamic pressure, g - gravitational acceleration. The density of a two-
phase mixture ρ = αρwater + (1 − α)ρair. Description of the solution procedure for the
system (7)-(9) can be found for example in [13].
Hybrid viscosity νhyb is calculated in the same manner as in a single-phase formulation.
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Figure 3: Power spectral density of the
velocity fluctuations in the propeller disks
at different H/T ratios, 1PH61
∆umaxx s
P1 P2 P1 P2
1PH61 0.38 0.08 0.84 0.17
1PH62 0.54 0.06 1.11 0.10
2PH61 0.09 0.03 0.21 0.05
2PH62 0.03 0.04 0.04 0.08
2PH41 0.68 0.17 0.99 0.17
2PH42 0.50 0.12 1.01 0.18
Table 2: Maximum and standard
deviation of the longitudinal velocity for
different cases at points P1 and P2
3 DESCRIPTION OF CONSIDERED CASES
A CAD description of the ship under consideration was unavailable, that is why the
generic hull form was used, which had the same dimensions (Lwl = 135m, B=12m,
T=2m) and similar form. Its body plan and 3D stern geometry with propellers are shown
in the Fig. 1, 2. Computations were performed for the bare hull. Since the phenomena to
be studied (e.g. boundary layer separation) are dependent on Re and are hardly scalable,
it was decided to conduct all the simulations at full scale.
Operating speed of the vessel is 6 ms−1, but for two-phase simulations additionally a
lower speed of 4 ms−1 was investigated.
The main analyzed quantity is the longitudinal velocity at the number of points, located
in the propeller plane at different radii (see Fig. 2). The analysis was conducted both in
single-phase and in two-phase formulations.
3.1 Single-phase simulation
At this stage of the study the ship motion with 6 ms−1 was considered at two different
depth-to-draft ratios: H/T = 1.25 and 1.5. These conditions yield FnH = 1.2, 1.1,
Re = 8.1 ·108. Even though at such high FnH ship wavemaking is very intense and it can
significantly influence the viscous wake of the ship, in the single-phase simulations the
free surface was modeled by a symmetry plane. This is also done in the work of Raven
[14], who studied the influence of shallow water on the frictional resistance.
The sizes of computational domain were LD = 9Lwl, HD = {1.25, 1.5}T,BD = 2Lwl.
For the simulations the unstructured hex-dominant meshes, generated by StarCCM+
trimmer mesher were used. The approximate number of cells was 4M, the stern region
was filled with isotropic uniform hexahedral cells with the edge size 0.06m. For full-scale
simulations it is quite cumbersome to use low Reynolds meshes (y+ < 1) therefore the wall
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Table 3: Boundary conditions for the single-phase simulations
functions were applied with y+ ≈ 70. Boundary conditions, imposed on the unknowns
at the inlet, outlet, bottom, ship and river bank patches are summarized in the Table 3,





+) (see [15, 16] for
details). Boundaries, corresponding to free surface and middle line plane were treated as
symmetry planes. The simulation procedure was the following: first the RANS solution
was obtained(simpleFoam solver), then it was used as an initial condition for URANS
(for 10s) and after that the computation with the hybrid approach was conducted for the
next 40s (pimpleFoam solver).
3.2 Two-phase simulation
Computations with the free surface were conducted for all the same geometry and
conditions as for single-phase, except for the enlargement of the computational domain
in the air region and additional consideration of speed 4ms−1. The boundary conditions
for dynamic pressure, velocity and turbulent quantities were the same. For the volume
fraction α Dirichlet boundary condition was imposed at the inlet (1 in the water region
and 0 in the air region) and for all other boundaries ∂α
∂n
= 0. The middle line plane was
again considered as a symmetry plane. Summary of all computed cases can be found in
the Table 1.
4 RESULTS AND DISCUSSION
4.1 Single-phase results
4.1.1 Analysis of the resolved kinetic energy
First of all, in order to make sure, that the mesh resolution was sufficient to resolve the
turbulent motions in the wake, the ratio of resolved to modeled turbulence kinetic energy
was analyzed (kres,kmod respectively). As it is known, reliable results can be obtained only
if kres/kmod > 80%. For a hybrid simulation these quantities can be calculated as follows:





ktot = kres + ktot (12)
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The averaging in the formula (11) was done during the simulation (over 20 s.), k is the







Figure 4 shows the distribution of the analyzed ratio in the propeller plane for the case
1PH61. One can see, that at quite coarse resolution, used in the simulations, the percent
of the resolved kinetic energy in the area of interest is already greater than 80. For other
cases the similar result was obtained.
4.1.2 Vortical structures in the wake
In the Figure 5 the vortical structures identified in the wake using λ2 criterion [18]
are shown. One can easily see the difference between URANS and hybrid solutions.
Both methods predict two stationary vortexes: at the skeg and the bilge. However, the
scale resolving approach additionally shows flow instability, spreading downstream behind
the skeg. Comparing different H/T ratios one can notice, that the amount of the eddies
Figure 4: Average γ (left) and kres/ktot (right) in the propeller plane. Propeller disks are
marked by black circles
depends on the fairway depth. Obviously the region filled with unsteady vortices becomes
wider at lower depths. This can be easily explained by the fact, that the adverse pressure
gradient grows, when H/T ratio decreases.
(a) (b) (c) (d)
Figure 5: Comparison of the vortex structures (λ2 = −15) predicted by URANS and hybrid
models in a single phase formulation: (a) - 1PH61, hybrid, (b) - 1PH61, URANS, (c) - 1PH62,
hybrid, (d) - 1PH62, URANS. View of the stern area from below.
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4.1.3 Longitudinal velocity oscillations
Figures 7(a-d) show the time history of velocity fluctuations at the points P1 and P2
(see Fig. 2), corresponding to r/R = 0.8 in the first(near the skeg) and second(near the
bilge) propeller disks. The time interval [0;10] s corresponds to URANS solution. One can
see that in both cases URANS method shows almost a steady velocity field. The fluctu-
ations are negligibly small. After switching to the hybrid model the wake soon becomes
unstable. It can be seen, that in general the fluctuation magnitude is much higher for the
first propeller. Influence of the water depth on the vortical structures is also reflected in the
(a) (b) (c) (d)
Figure 6: Comparison of the vortex structures (λ2 = −15) obtained from two-phase
simulations with the hybrid model for different: (a) - 2PH61, (b) - 2PH62, (c) - 2PH41, (d) -
2PH42. View of the stern area from below.
Fig. 7(a-d). The maximum relative deviation from the mean value ∆umaxx =
max|ux−〈ux〉|
u∞





i=0(ux,i − 〈ux〉)2 for both cases
are shown in the Table 2. Although the flow for H/T=1.25 is richer with eddies, the
maximum deviation of velocity from the mean value at considered points was observed
for H/T=1.5, reaching 54% of the inflow velocity. Analysis of the power spectral density
of the velocity fluctuations in the wake shows, that there are no dominant frequencies
which could reveal the periodic processes. Inertial interval of the spectrum can be clearly
seen and it follows the law of -5/3.
4.2 Two-phase results
The analysis of the two-phase flow at the same super-critical FnH (2PH61, 2PH62)
showed the sharp change in the flow behaviour compared to single-phase. Namely, the
fluctuations in the wake are almost vanished. The reason for this is the disappearance
of the unsteady vortices (Fig. 6a,b). In order to understand the mechanism, that led
to the oscillation suppression we have to look at the wave pattern in the stern (see Fig.
8). As mentioned above the flow in the stern area is similar to that of the 3D diffuser.
However strong free surface deformation, usually observed in near-critical regime, causes
in this case the change of the flow geometry. The phenomenon can be explained using
the sketch presented in Fig.9). First, the fluid motion follows the free surface contour,
resulting in the appearance of negative vertical velocities in the area in front and behind
the ship bottom edge. Second, the step of the diffuser gets smaller. Due to this effect and
9
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water level depression the positive pressure gradient along the hull in the stern decreases.
For these reasons the reduction of both separation and formation of strong vortices is
observed. To check that the captured phenomenon is physically adequate and is caused
by free surface deformation, the computations with subcritical FnH < 1 were conducted,
at the speed of 4ms−1 (cases 2PH41, 2PH42). The pictures of the stern wave patterns and
the comparison of the corresponding unsteady vortical structures for different two-phase
cases are presented in the Fig. 6,8. The decrease of FrH expectedly diminished the stern
wave, making the flow geometry closer to that in single-phase simulation. Because of this




























































































































Figure 7: Time history of longitudinal velocity at two points in propeller disks. (a) - 1PH61,
(b) - 2PH61, (c) - 2PH41, (d) - 1PH62, (e) - 2PH62, (f) - 2PH42
(a) (b) (c) (d)
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the separation behind the skeg appeared again and thus the flow behaviour is very similar
to that seen in one-phase case. This confirms, that the wavemaking directly influences the
wake unsteadiness. To authors’ knowledge this effect has not been discussed in literature
so far. It should be mentioned, that even though in the critical regime the separation is
suppressed and cannot influence the loadings on the first propeller, the observed change of
the water level causes the aeration of the second propeller, potentially leading to another
problems.
Figure 9: Schematic explanation of the free surface influence on the wake unsteadiness: left -
flow geometry in one-phase simulation , right - the case of critical FrH , stern wave causes the
change of flow geometry
5 CONCLUSIONS
The main conclusion that can be drawn from the presented results is the strong depen-
dence of the unsteady effects in the wake on the waterway depth and the operating speed
of the vessel. Even though the intensity of the observed velocity fluctuations is assumed
to be much higher than that in real conditions, since the suction force of the propellers
was not accounted for, the flow instabilities may well considerably influence the propeller
loadings. The evaluation of the influence of suction force as well as other factors like drift
angle will be performed in the further research.
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