Abstract. We study multilevel matrix ensembles at general β by identifying them with a class of processes defined via the branching rules for multivariate Bessel and Heckman-Opdam hypergeometric functions. For β = 1, 2, we express the joint multilevel density of the eigenvalues of a generalized β-Wishart matrix as a multivariate Bessel ensemble, generalizing a result of Dieker-Warren in [DW09] . In the null case, we prove the conjecture of that the joint multilevel density of the β-Jacobi ensemble is given by a principally specialized Heckman-Opdam measure.
The purpose of the present work is to provide a link between measures defined via the branching structure of certain multivariate hypergeometric functions at general β and the multilevel eigenvalue measures of certain random matrix models at β = 1, 2. In particular, we consider multivariate Bessel and Heckman-Opdam processes defined in a way similar to the Schur process of [OR03] and the Macdonald process of [BC14] . At β = 1, we show that the multivariate Bessel process with general specializations is realized by the multilevel eigenvalue density of the generalized β-Wishart ensemble, generalizing a result of Dieker-Warren in [DW09] for β = 2. At β = 1, 2, we prove a conjecture of Borodin-Gorin in [BG15] that the Heckman-Opdam process at shifted principal specializations is realized by the multilevel eigenvalue density of the β-Jacobi ensemble.
The motivation for our work stems from the work of Borodin-Gorin in [BG15] , where they use degenerations of techniques from Macdonald processes to show that a rescaling of the Heckman-Opdam process converges to a 2 dimensional Gaussian free field. Combined with our identification of the Heckman-Opdam and β-Jacobi ensembles at β = 1, 2, this reveals a Gaussian free field structure in the eigenvalues of random matrices, as was first shown for Wigner random matrices in [Bor14] . A special case of the generalized β-Wishart case is the real spiked covariance model, which admits statistical applications (see [Joh01, OMH14] ) and exhibits the Baik-Ben Arous-Péché phase transition for the largest eigenvalue (see [BBP05, Mo12, BV13] ), and it would be interesting to apply this work to analyze it from the perspective of integrable probability.
In the remainder of this introduction, we state our results more precisely and provide additional motivation and background. For convenience, all notations will be redefined in later sections. At β = 2, a multilevel matrix model was proposed in [BP08] and proven in [DW09] for the multivariate Bessel ensemble. Our first main result is a construction of such a matrix model at β = 1. Fix some n ≥ 1. Let (A ij ) be an infinite matrix of independent real Gaussian random variables with mean 0 and variance (π i + π j ) −1 , and let A m be its top m × n corner. At β = 1, define the generalized β-Wishart process to be the sequence of eigenvalues of the n × n symmetric positive semi-definite matrices
Let {µ m i } 1≤i≤min{m,n} be the non-zero eigenvalues of M m and denote their joint distribution by P π, π . The following two results show that the generalized β-Wishart ensemble gives a matrix model for the multivariate Bessel process at β = 1; they generalize the result of [BP08, DW09] from the β = 2 case. 
where h 1 π (µ) denotes the real HCIZ integral
and dHaar V denotes Haar measure on the orthogonal group.
Corollary 3.5. For β = 1, the eigenvalues µ 1 ≺ · · · ≺ µ m of the multilevel β-Wishart ensemble with parameters (π, π) have the law of the multivariate Bessel ensemble with parameters (π, π).
1.2.
Results for β-Jacobi ensembles. For β > 0, let F n,m β (λ, s) and F n,m β (λ, s) denote the HeckmanOpdam and dual Heckman-Opdam hypergeometric functions, defined in detail in Section 2.3. The HeckmanOpdam ensemble with parameters {π i } 1≤i≤n and { π i } i≥1 is the probability measure on {µ l i } 1≤i≤min{n,l},1≤l≤m whose joint distribution on the first m levels is supported on
Its marginal density on level m is proportional to
Our second main result is an identification of the Heckman-Opdam ensemble at the principal specialization
with the density of transformed eigenvalues of the β-Jacobi ensemble. The β-Jacobi ensemble, defined in detail in Section 4.2, is constructed as follows. Let X and Y be infinite matrices of independent standard Gaussian random variables over R for β = 1 and C for β = 2. Choose A ≥ n and m ≤ n, and let X An and Y mn denote the left A × n and m × n corners of X and Y . Then the matrix
has m = min{A, m, n} non-zero eigenvalues λ m 1 , . . . , λ m m in (0, 1). The β-Jacobi ensemble is the joint distribution of the eigenvalues {λ m i } 1≤i≤m for 1 ≤ m ≤ n. The results below explicitly compute its joint density and match it with that of a principally specialized Heckman-Opdam ensemble for β = 1, 2; together, they resolve a conjecture of Borodin-Gorin in [BG15, Section 1.5].
Theorem 4.3. For β = 2, the eigenvalues {λ l i } of the first m levels of the β-Jacobi ensemble with parameters (A, n) are supported on interlacing sequences
for a normalization constant C 
with joint density given by
for a normalization constant C 1.3. Relation to the literature. In [BP08] , Borodin-Péché introduced the β = 2 generalized Wishart ensemble and conjectured that its joint eigenvalue structure is described by a β = 2 multivariate Bessel measure with corresponding specializations. This conjecture was proven for special values of parameters in [FN11] and in general in [DW09] . Our Theorem 3.4 and Corollary 3.5 generalize these results to the β = 1 case. This case is of particular interest because it contains the statistically important case of real sample covariance matrices under Johnstone's spiked covariance model; we refer the reader to [Joh01, OMH14] for some examples of such applications.
In [BG15] , Borodin-Gorin identify the single-level marginal principally specialized Heckman-Opdam ensemble with the single level density of the β-Jacobi ensemble. They then proved that a rescaling of the multilevel Heckman-Opdam process (termed the β-Jacobi corners process in [BG15] ) converges to the Gaussian free field in a large N limit. Borodin-Gorin conjectured that for β = 1, 2, 4, the principally specialized Heckman-Opdam ensemble corresponded to a multilevel eigenvalue process for real, complex, and symplectic random Jacobi random matrices, respectively. Our Theorems 4.3 and 4.5 prove this for β = 1, 2, providing an interpretation of the probabilistic limit theorems of [BG15] in terms of random matrix ensembles.
Remark.
A different approach to this identification may be obtained via the random co-rank 1 projections discussed in [FR05] , though we do not pursue this approach further here.
1.4. Outline of method and organization. The remainder of this paper is organized as follows. In Section 2, we fix our notations for Heckman-Opdam hypergeometric functions and multivariate Bessel functions and derive some identities for them as degenerations of the corresponding identities for Macdonald polynomials. In Section 3, we define the multivariate Bessel ensemble and use the generalized β-Wishart ensemble to give a multilevel matrix model for it at β = 1, 2. In Section 4, we define the Heckman-Opdam ensemble and prove the conjecture of Borodin-Gorin that its principal specialization has matrix model given by the β-Jacobi ensemble at β = 1, 2. In Appendix A, we collect some elementary computations of limits of different special functions which appear in our limit transitions.
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Multivariate Bessel and Heckman-Opdam functions
In this section, we fix our notations on multivariate Bessel functions, Heckman-Opdam hypergeometric functions, and Macdonald polynomials. We then describe scaling limits which transform Macdonald polynomials to Heckman-Opdam hypergeometric functions and then multivariate Bessel functions. Finally, we take limits of the Cauchy identity for Macdonald polynomials to prove Cauchy identities for multivariate Bessel and Heckman-Opdam hypergeometric functions.
2.1. Notations. Throughout this paper we denote the rational and trigonometric Vandermonde determinants by
We also use the quantity
, we write µ ≺ λ to denote that µ and λ interlace, meaning that
2.2. Macdonald polynomials. We recall some identities for Macdonald polynomials; we refer the reader to the book of [Mac95] for a complete treatment. We will take scaling limits of these to obtain facts on Heckman-Opdam hypergeometric functions and multivariate Bessel functions. Let P λ (x; q, t) and Q λ (x; q, t) denote the Macdonald and dual Macdonald polynomials. Recall that
The Macdonald polynomials satisfy a Cauchy identity, evaluation identity, and branching rule.
Proposition 2.1 (Cauchy identity). For any x 1 , . . . , x m and y 1 , . . . , y n , we have
Proposition 2.2 (Evaluation identity).
For any λ and m with n = ℓ(λ) ≤ m, we have
Proposition 2.3 (Branching rule). For λ = (λ 1 ≥ · · · ≥ λ n , 0, . . . , 0), we have
.
Corollary 2.4 (Truncated branching rule). For
,
We compute now some quasi-classical limits of Macdonald polynomials at both a general specialization and the principal specialization. These results overlap with those of [BG15, Section 6], but we include them here for the reader's convenience.
Lemma 2.5. For q = e −ε and t = e −θε , we have
Proof. Applying Lemmas A.1 and A.4 in Proposition 2.2, we find that
Lemma 2.6. For q = e −ε and t = e −θε , if ℓ(λ) = m, we have
Proof. Taking the limit of Proposition 2.3, we find by applying Lemma A.6 that
Lemma 2.7. For q = e −ε and t = e −θε , if ℓ(λ) = n < m, we have
Proof. Taking the limit of Corollary 2.4, we find by applying Lemma A.6 that
(1 − e −λi ) θ−1 e (θ−1)|µ| .
Definition of the Heckman-Opdam hypergeometric function.
For s = (s 1 , . . . , s m ) and λ = (λ 1 , . . . , λ n , 0, . . . , 0), define the integral formula
where the integral is over a space of dimension (m − n)n +
Remark. The integral formula for the Heckman-Opdam hypergeometric function which appears here was first given by Borodin-Gorin in [BG15] , though our choice of normalization differs from that of [BG15] . We refer the reader to [HS94] for an exposition of the classical theory of these functions and to [Sun16] for an explanation of the connection between the two.
We now prove several limit formulas relating Macdonald polynomials and Heckman-Opdam hypergeometric functions. 
Proof. Combine Proposition 2.3 and Lemmas 2.6 and 2.7.
We now extend this scaling to Q λ (x; q, t).
Lemma 2.9. For λ 1 > · · · > λ n > 0, we have the scaling limit
Proof. By Lemma A.2, for q = e −ε , t = e −θε , and i > 0, we have that
We conclude that
Corollary 2.10. If λ = (λ 1 , . . . , λ n , 0, . . . , 0) and s = (s 1 , . . . , s m ) with
Corollary 2.11. For q = e −ε and t = e −θε , we have
(1 − e −λi ) θ(m−n+1)−1 .
Using these limit transitions, we may translate the evaluation and Cauchy identities for Macdonald polynomials to Heckman-Opdam hypergeometric functions. Proposition 2.13. For m ≥ n and parameters s = (s 1 , . . . , s m ) and r = (r 1 , . . . , r n ), we have
Proof. By applying Proposition 2.1, Corollaries 2.8 and 2.10, and Lemma A.4.
2.4.
Definition of the multivariate Bessel function. For λ = (λ 1 > · · · > λ n ) and s = (s 1 , . . . , s m ) with n ≤ m, define the integral formula
For n ≤ m, the multivariate Bessel function is defined for ordered and distinct λ by
and is extended to all λ by continuation. Define also the conjugate multivariable Bessel function by From the integral formula, it is straightforward to show the following identities involving the multivariate Bessel function. We give also a scaling limit from Heckman-Opdam functions to multivariate Bessel functions which yields a Cauchy identity. 
Proof. In Proposition 2.13, substitute (ελ, ε −1 s, ε −1 r) for (λ, s, r), multiply both sides by ε −θmn , and take the limit as ε → 0, applying Proposition 2.15 and Lemma A.5. Proof. The HCIZ integral may be rephrased as an integral over the orbital measure on the conjugacy class of the matrix with a 1 , . . . , a m as its diagonal entries. Restricting the θ = 1 case of [Ner03, Proposition 1.1] to this conjugacy class, we see that the orbital measure pushes forward to a multiple of the Lebesgue measure on GT a . Matching the resulting integrals shows that the two sides agree up to a multiplicative factor in a. Noting that h 
The multivariate Bessel ensemble and the generalized β-Wishart ensemble
We define the multivariate Bessel ensemble and generalized β-Wishart ensemble. At β = 1, 2, we prove that the generalized β-Wishart ensemble gives a matrix model for the multivariate Bessel process. The β = 2 case was considered in [BP08] and [DW09] , where the analysis hinged on the HCIZ integral in two ways. The paper [DW09] uses results of [Def10] which reduce to an evaluation of this integral, and our reduction to the Laplace transform on the Laguerre ensemble also uses it.
3.1. Definition of the multivariate Bessel ensemble. The multivariate Bessel ensemble with parameters {π i } 1≤i≤n and { π j } j≥1 is the process on {µ m i } 1≤i≤min{n,m} with joint distribution supported on
l of length min{l, n} and density given by
for a normalization constant C MVB θ,m,n . Proposition 3.1. The multivariate Bessel ensemble with parameters (π, π) is a valid probability measure with level m marginal density given by
for a normalization constant C MVB θ,m,n .
Proof. First, the density (3.1) is non-negative by its definition. By the defining integral formula (2.5) for the multivariate Bessel function, integration over µ 1 ≺ · · · ≺ µ m−1 in GT µ m yields the expression (3.2) with a non-zero constant of proportionality. The Cauchy identity (2.16) for multivariate Bessel functions then ensures that (3.2) and therefore (3.1) has finite total mass and may therefore be normalized to a valid probability measure with the claimed marginal density.
3.2. Definition of the generalized β-Wishart ensemble. Let β = 1, 2, and fix two sets of non-negative real parameters {π i } 1≤i≤n and { π i } i≥1 . Let (A ij ) be an infinite matrix of zero-mean Gaussian random variables with variance (π j + π i ) −1 which are real if β = 1 and complex if β = 2. Let A m := (A ij ) 1≤i≤m,1≤j≤n denote its top m rows. Following [BP08] in the case β = 2, we define the generalized β-Wishart ensemble with parameters (π, π) and level m to be the random matrix M m = A * m A m . We call the joint distribution of {M m } 1≤m the multilevel generalized β-Wishart ensemble with parameters (π, π). 
where we recall that h Proof. By Theorem 3.2, the joint law of {µ l i } is given by
for a normalization constant C Wish 1,m,n . Now, by Lemma 2.17, we have that
meaning that (3.3) coincides with (3.1), as desired.
3.3. Matrix model at β = 1. In this section, we state and prove Theorem 3.4 and Corollary 3.5, which are analogues for β = 1 of Theorem 3.2 and Corollary 3.3. Our proof parallels the analysis of [DW09] in the β = 2 setting, but requires the identification of the real HCIZ integral with a multivariate Bessel function given in Section 2.5. 
where we recall that h Proof. By Theorem 3.4, we find that the joint density of {µ
By Lemma 2.18, we have that h
meaning that (3.4) agrees with (3.1), as desired. 
where z m = a m (π + π m I) is a 1 × n vector of real standard Gaussian random variables. The key step is the following Lemma 3.6 parallel to [DW09, Proposition 2.1] giving a change of measure between P π, π and P . 
m a m is determined by its diagonal entries, which have exponential distribution with parameter determined by π and π. Comparing densities for π, π and (1, . . . , 1), (0, . . . , 0) yields the conclusion.
Applying Lemma 3.6, we find that
Because the P M -distribution of (M 1 , . . . , M m ) conditional on (µ 1 , . . . , µ m ) is invariant under simultaneous conjugation by an element of an orthogonal group, we obtain by applying Lemma 2.18 that
and therefore that
, we conclude that under P π, π it is Markov with the desired transition kernel
The Heckman-Opdam ensemble and the β-Jacobi ensemble
In this section, we define the Heckman-Opdam and β-Jacobi ensembles and prove that at β = 1, 2, the β-Jacobi ensemble gives a matrix model for the principally specialized Heckman-Opdam ensemble. 
for a normalization constant C HO θ,m,n . Proposition 4.1. The Heckman-Opdam ensemble with parameters (π, π) is a valid probability measure with level m marginal density given by
Proof. Let X := X An and Y m := Y mn and condition on the value of X. We may find some U 1 in U (A) for β = 2 and O(A) for β = 1 so that
where X 1 is n × n upper-triangular and a.s. invertible. For such a U 1 , we have that
The m smallest eigenvalues {λ
Notice now that τ 
This last product has the same m largest eigenvalues as
meaning that conditioned on λ X , {τ m i } is equal in law to the eigenvalues of A X,m . On the other hand, we have the equality in law
where z i is a 1 × n vector of standard unit Gaussian random variables, real for β = 1 and complex for β = 2. Recognizing this as a way of generating the multilevel generalized β-Wishart distribution with π i = λ X,i and π j = 0 yields the desired conclusion. 4.3. Matrix model at β = 2. In this section we state and prove Theorem 4.3 and Corollary 4.4 giving an explicit probability density for the multilevel β-Jacobi ensemble at β = 2 and identifying it with a principally specialized Heckman-Opdam ensemble. Together these provide a link between the results of [BG15] and random matrix ensembles.
for a normalization constant C Jac 1,m,n .
Proof. Change variables to τ 
for some constant C m .
We proceed by induction on m; for m = 1, this is an easy computation. Suppose that p m−1 (τ m−1 , . . . τ 1 ) has the desired form. Note that X * X has the law of a complex Wishart matrix of rank A and level n, which means that its eigenvalues {λ X,i } have the density
for some constant C 2,A,n . Further, by Proposition 4.2, conditioned on {λ X,i }, the process {τ 
In particular, their joint density is
By Bayes' rule, we have for
Applying the inductive hypothesis and substituting in, the transition density of the unconditioned process is therefore
for some constant C, where the integral in the fourth line is over the space of (A + m) × n complex-valued matrices, the third equality follows from the definition of the complex HCIZ integral, and the fourth equality follows from [FR05, Theorem 6 ]. This shows that the level-to-level transitions are Markov and that the joint density takes the claimed form (4.4). For π = (A − n + 1, . . . , A), note that
which implies the desired by substitution into (4.1).
4.4.
Matrix model at β = 1. In this section we state and prove Theorem 4.5 and Corollary 4.6 giving an explicit probability density for the multilevel β-Jacobi ensemble at β = 1 and identifying it with a principally specialized Heckman-Opdam ensemble. for some constant C, as desired. Proof. Apply Lemma A.1 for (a) and Lemma A.4 for (b).
