By using Schaeffer's theorem and Lyapunov functional, sufficient conditions of the existence and globally exponential stability of positive periodic solution to an impulsive neural network with time-varying delays are established. Applications, examples, and numerical analysis are given to illustrate the effectiveness of the main results.
Introduction
It is well known that in implementation of neural networks, time delays are inevitably encountered because of the finite switching speed of amplifiers. Specially in electronic neural networks, delays are usually time-varying and often become sources of instability. So it is important to investigate the dynamics of neural networks with delays 1-7 . Recently, the study of the existence of periodic solutions of neural networks has received much attention. The common approaches are based on using Mawhin continuation theorem 1, 2, 8-10 , Banach's fixed point theorem 11-13 , fixed point theorem in a cone 14 , Schaeffer's theorem 15, 16 , and so on. On the other hand, studies on neural dynamical systems not only involve the existence of periodic solutions, but also involve other dynamical behaviors such as stability of periodic solutions, bifurcations, and chaos. In recent years, the stability of solutions of neural networks has attracted attention of many researchers and many nice 
1.1
By using the Mawhin continuation theorem, they discussed the existence and globally exponential stability of periodic solutions. However, in real world, many physical systems often undergo abrupt changes at certain moments due to instantaneous perturbations, which lead to impulsive effects. In fact, impulsive differential equation represents a more natural framework for mathematical modelling of many real world phenomena such as population dynamic and neural networks. The theory of impulsive differential equations is now being recognized to be richer than the corresponding theory of differential equations without impulse, and various kinds of impulsive differential equations have been extensively studied, see 8-16, 18, 19, 21-25 and references therein. Then, considering impulsive effects, it is necessary and interesting for us to study further the dynamics of system 1.1 . Furthermore, as pointed by Gopalsamy and Sariyasa 4 , it would be of great interest to study neural networks in periodic environment. On the other hand, to the best of our knowledge, few authors considered the existence of periodic solutions by using Schaeffer's theorem. Hence, in this paper, by using Schaeffer's theorem and Lyapunov functional, we aim to discuss the existence and exponential stability of periodic solutions to a class of impulsive neural networks with periodic coefficients and time-varying delays. The model is as follows:
with initial conditions
where x i t corresponds to the state of the ith unit, c i t represents the rate with which the ith unit will reset its potential to the resting state in isolation when disconnected from the network and external inputs, f j x j t denotes the output of the jth unit, a ij t and b ij t denote the strength of the jth unit on the ith unit, respectively, J i t is the external bias on the ith unit, τ ij t corresponds to the transmission delay along the axon of the jth unit, t k denotes the impulsive moment, and t 1 < t 2 < · · · is a strictly increasing sequence such that lim k → ∞ t k ∞, C −τ, 0 , R n denotes the Banach space of continuous mapping from −τ, 0 to R n equipped with the norm φ max 1≤i≤n sup t∈ 0,ω |φ i t | for all φ φ 1 t , φ 2 t , . . . , φ n t T ∈ C −τ, 0 , R n , where τ max 1≤i≤n sup t∈ 0,ω τ ij t .
Throughout this paper, we always assume the following. For convenience, we use the following notations:
where f t is continuous and ω-periodic function.
The rest of this paper is organized as follows. In Section 2, by using Schaeffer's theorem, sufficient conditions of the existence of ω-periodic solution to system 1.2 with initial conditions 1.3 are established. In Section 3, by using Lyapunov functional, we derive the conditions under which the periodic solution is globally exponentially stable. In Section 4, applications, illustrative examples, and simulations are given to show the effectiveness of the main results. Finally, some conclusions are drawn in Section 5.
Existence of Periodic Solution
First we make some preparations. As usual in the theory of impulsive differential equation, by a solution of model 1.2 , it means the following.
Definition 2.1. The set A is said to be quasi-equicontinuous in 0, ω if for any > 0, there
Lemma 2.2 see 26, Compactness criterion . The set A ⊂ X is relatively compact if and only if
The following lemma is fundamental to our discussion. The method is similar to that of 13, 16 , so the proof is omitted here. 
where
. , G n t, s T , and
G i t, s ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ e ω 0 c i u du− t s c i u du e ω 0 c i u du − 1 , 0 ≤ s ≤ t ≤ ω, e s t c i u du e ω 0 c i u du − 1 , 0 ≤ t ≤ s ≤ ω.
2.2

It is easy to show that G i t ω, s ω G i t, s , G i t, t ω − G i t, t 1 and
where σ i e ω 0 c i u du and i 1, 2, . . . , n.
Lemma 2.4 see 27, Schaeffer's theorem . Let X be a normed space and φ : X → X be a compact operator. Define
Then either i set H φ is unbounded, or
ii operator φ has a fixed point in X. 
In order to use Lemma 2.4, let
Then system 1.2 admits an ω-periodic solution.
Proof. By Lemma 2.3, it suffices to prove that the mapping φ admits a fixed point in 
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2.7
It implies that φ Ω is uniformly bounded.
For any t ∈ 0, ω , x ∈ Ω, we have
2.8
If t t k , it is obvious that φx i t lim t → t − k φx i t . Hence, from 2.7 and 2.8 , we have
Therefore, φ Ω ⊂ PC 0, ω , R n is a family of uniformly bounded and equicontinuous subset. By Lemma 2.2, the mapping φ is compact.
Let x ∈ PC 0, ω , R n , and considering the following operator equation:
x λ φx , λ ∈ 0, 1 .
2.10
If x is a solution of 2.10 , then
2.11
According to H 4 , we deduce that
2.12
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It implies that x is bounded, which is independent of λ ∈ 0, 1 . By Lemma 2.4, we obtain that the mapping φ admits a fixed point in PC 0, ω , R n . Hence system 1.2 admits an ω-periodic solution such that x ≤ M. This completes the proof.
Globally Exponentially Stable
In this section, the sufficient conditions ensuring that 1.2 admits a unique ω-periodic solution and all solutions of 1.2 exponentially converge to the unique ω-periodic solution are to be established. 
where Obviously, for t ∈ −τ, 0 and the above α, we have
In view of 3.2 and 3.8 , for t / t k , we have
3.9
We claim that
If not, then there exist i 0 ∈ {1, 2, . . . , n} and 0 < t < t 1 such that
Abstract and Applied Analysis 9 for t ∈ −τ, t , i 1, 2, . . . , n. Then, it follows from 3.9 and 3.11 that
3.12
Equation 3.12 leads to
which contradicts 3.6 . Thus 3.10 holds, that is,
If t t 1 , we have
for i 1, 2, . . . , n. Similar to the steps of 3.10 -3.14 , we can derive that
By repeating the same procedure, then 
By easy computation, σ 1 e 2 , σ 2 e 4 , and θ ≈ 0.8674 < 1, which implies H 4 holds. On the other hand, it is easy to verify that H 5 holds. By verification, α > 1/4 > ln 1 1/8 , namely, H 6 holds too. From Theorems 2.5 and 3.2, we obtain that 4.2 has a unique 2-periodic solution, which is globally exponentially stable, see Figure 1 . of 1 fail, then one cannot obtain the existence of periodic solution of system 4.3 by results of reference 1 , which further shows that the results complement or improve previously known results.
Conclusions
In this paper, the existence and globally exponential stability of the periodic solution of system 1.2 are studied. Model 1.2 is very general, including such models as continuous bidirectional associative memory networks, cellular neural networks, and Hopfield-type neural networks see, e.g., 6, 7, 28 . The main methods employed here are Schaeffer' theorem, differential inequality techniques, and Lyapunov functional, which are very different from 1 . The sufficient conditions obtained here are new and complement or improve the previously known results 1, 5-7 . Finally, applications, two illustrative examples and simulations, are given to show the effectiveness of the main results.
