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1. INTRODUCTION 
The validation of a model (model diagnosis) is a key 
activity in statistical model building_ Usually, this validation 
is made with the same sample data that has been used to build it. 
This is a serious limitation, because real data has normally many 
sources of heterogeneity: the parameters of the model can be 
changing over time, the sample may contains outliers or wrong 
measurement data, the model mclY be misspecified because of 
omitted variables, non linear rEdations, and so on. Therefore, 
it would be better to use a sampl.a for estimation and another for 
diagnostic checking, as it is often done in standard scientific 
practice. 
In this paper we propose a portmanteau global checking of 
the model using a Bayesian approach that is based on the 
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probabilities of 1, 2, ••• outliers in a heterogeneity model. The 
procedure can be interpreted as 'a cross-validation method, and 
leads to checking the model with out-of-sample data in a very 
complete way. 
The paper is organized as follows. section 2 reviews briefly 
some models for heterogeneity, and justifies choosing as the set-
up of this paper the Box and Tiao (1968) formulation. section 3 
proposes two basic tools paper for model diagnosis: the Bayesian 
outlier curve (BOC), and the sequential Bayesian outlier curve 
(SEBOC). These curves are related to cross-validation methods and 
can be used for choosing between alternative regression models. 
section 4 describes a procedure to carry out the required heavy 
computations using ideas from stratified sampling. section 5 
shows the behavior of the procedure in two examples. Finally, 
some concluding remarks are given in section 6. 
2. LINEAR MODELS FOR HETEROGENEITY 
To allow for model heterogeneity, we assume that data are 
generated by two alternative distributions: the first is the 
standard, the second can generate observations far away from the 
standard one. A useful model introduced by Tukey (1960), is the 
scale contaminated normal, that has been used extensively in the 
literature. For linear models, the representation is given by 
y=xP+u (2.1) 
where y is an nxl vector of responses, X a known nxp matrix of 
full rank p, B a pxl vector of. unknown parameters and u an nxl 
vector of random errors that are distributed as 
(2.2) 
where N(O,a2) is the central distribution, N(O, Jc2a2) is the 
alternative distribution and (l-Q) and Q are, respectively, the 
probabili ties of the errors coming from these distributions. 
Assuming k much larger than one means that the uncertainty of the 
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alternative distribution is very large. This model has been used 
by Box and Tiao (1968) to allow heterogeneity in linear models. 
Abraham and Box (1978) approached this problem by 
introducing heterogeneity in the mean, instead of in the 
variance. Their model is 
y = Xp + 6z + u 
where each element of the vector Z takes the value 1 with 
probability a, and 0 with 1-a. Guttman, Dutter and Freeman (1978) 
modified this additive model assuming that Z has exactly m non-
zero elements, m being known. They determined the value of m by 
analyzing the model for m=O,l, ••• and so on. The performance of 
these three models has been reviewed by Freeman (1980), and Eddy 
(1980) has shown that their estimation can I be viewed as 
generalized least squares with the weights depending on the 
model. The latter author also suggested a mixed addi ti ve-
multiplicative model combining the Box and Tiao and Abraham and 
Box formulations. 
The scale contaminated model used by Box and Tiao has two 
clear advantages: (1) the number of parameters is constant, and 
does not depend on the number of outliers, as in the GDF model; 
(2) it can detect outliers that occur in both tails of the 
distribution, whereas the AB model cannot. 
Box and Tiao (1968) assume that B and log u are a priori 
locally independent and uniform, 
and show that the marginal posterior distribution of B can be 
expressed as a weighted average of 2 n distributions obtained by 
considering all the possible cases of the n observations 
belonging to the alternative distribution. Calling B(r) the event 
that a particular set of r observations come from the al ternati ve 
distribution and the remaining n-r from the central one, the 
marginal posterior for B is 
(2.3) 
where p(BIB(r)' yJ is a p-dimensional mUltivariate t distribution 
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with mean 
(2.4) 
where B is the usual least square estimator, ~ = l-k-2 , Yr and xr 
are the rxl vector and rxp matrix of the r observations that are 
assumed to come from the alternative distribution, and Hr = 
Xr(X'X)-IX~ is the corresponding submatrix of the hat matrix Hi 
the dispersion matrix is: 
M 2 (I ..... I )-1 (r) = S(r) X X-",XrXr (2.5) 
where 
(2.6) 
and Pj(r) = X'j B(r,~). The weighting term, p(a(r)ly)in (2.3), is 
the posterior probability that the set of r observations comes 
from the alternative distribution and the remaining n-r from the 
central distribution, and is given by 
(2.7) 
where C is the constant making the weights sum to unity, and s2 
the usual unbiased estimation of the residual variance. 
3. THE BAYESIAN OUTLIER CURVE 
3.1 Definitions 
Given two models MI , Mo, and a set of data, y, the posterior 
odds for model MI against Mo is defined by 
p(M1 1 y) p(yl MJ 
B10 = P(Mo I Y) = P(y I Mo) 
where P(yIMI)/P(yIMo) is the Bayes factor, that is, the ratio of 
the predictive densities given the model, or the marginal 
likelihoods given the data, and W(MI)/W(MoJ the ratio of the a 
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priori probabilities. Therefore, the posterior odds for the model 
M1 , exactly h observations are coming from the alternative 
distribution, against Mo, all the data comes from the central 
distribution, is given by 
(3.1) 
where Sh is the set of all 
( ~) 
possibilities of having h outliers in n observations. Assuming 
that k is large, ~ = 1, and this expression can be written 
( ex )h. -h ~ BhO = -_- k ~ 1 ex rESh 
1 (1+ 
\ I-Hr \1/2 
(3.2) 
where 
H = x (X'x) -lX' 
I r I (3.3) 
is the part of the hat matrix corresponding to the set of r 
observations, and 
2 
I sIr) 
(3.4) 
is the F value to test that this set contains outliers, that is, 
SS2 is the least squares residual sum of squares for the whole 
sample, and ss2(r) the residual sum of squares when the set r is 
deleted. 
Expression (3.2) is the usual posterior odds for choosing 
between nested linear models (Smith and Spiegelhalter, 1980). 
This relationship points out that choosing a and k, the prior 
probability ratio, can be done by the device of an imaginary 
training sample (Spiegelhalter and Smith, 1982). In this paper 
we will consider a and k as fixed, but will check the sensitivity 
of the results obtained to different values of k and a. 
A global checking for outliers can be done by computing the 
posterior odds for h = 1, 2, ... , and plotting these ratios as 
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a function of h. The resulting curve, f(h), will be called the 
Bayesian outlier curve (BOC) and will provide information about 
the possible number of outliers in the data set. 
When there are several outliers the BOC curve can be 
confusing, because of the masking effect. For instance, with r 
outliers it is possible, if the sample size is not very large and 
a small, that the ·probabilities for r+l, r+2 outliers are of 
similar size as that for r, which makes it very difficult to 
identify the exact number of atypical points in the sample. 
This problem could be mitigated by looking at the sequential 
posterior odds 
P(h outliers) 
Bh,h-l = P(h-l outliers) . 
The plot of Bh , h-l against h will be called the sequential 
Bayesian outlier curve (SEBOC). 
3.2 A cross-validation interpretation of the outlier curve 
The ratio s2(r)/s2 can be written 
where er is the vector of the r least squares residuals that are 
assumed to come from the alternative distribution and Hr is given 
by (3.3). This expression can be written as a function of the 
out-of-sample or predictive residuals as follows. Let 
a vector of r predictive residuals, where 
is the coefficient estimated by dropping the r observations, then 
as (Cook and Weisberg, 1982, p. 136) 
6 
(3.5) 
we finally obtain 
a = (I-H) -le z z z (3.6) 
so that, the posterior odds (3.1) can be written, assuming ~·l 
This expression points out that the Bayesian outlier curve for 
h outliers only depends on the predicted residuals and the 
leverage of all the possible sets of h observations in the 
sample. Note that if all the data comes from the central 
distribution ar is a vector of multivariate' normal variables with 
zero mean and covariance matrix U2 (I-Hr )-1. Therefore, the 
residual quadratic form has just the usual ~r u2 distribution 
and the weights of this quadratic forms are proportional to their 
generalized standard deviations II-Hr l-1/ 2 • 
This results shows the relationship between the Bayesian 
outlier curve and cross-validation ideas. The cross-validatory 
assessment of a statistical prediction function chooses among a 
set of predictors the one that minimizes a measure of out-of-
sample error prediction. This discrepancy measure is built by 
dropping r observations, computing the predictor, P(n-r), with 
the remaining n-r, and making and out-of-sample error estimation 
by forecasting with this predictor, P(n-r), the r dropped 
observations. The procedure is repeated for all the sets of size 
r. This method was suggested for r = 1 by stone (1974), that 
provides and interesting account of the historical roots of these 
ideas, and by Geisser (1975) that allowed for multiple dropping. 
See also Mosteller and Tukey (1968) and Snee (1977). 
The Bayesian outlier curve can be seen as a discrepancy 
measure also built using cross-validation ideas, because the 
function depends on the out-of-sample or cross-validated 
residuals, at, and their covariance matrix. 
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3.3 ~he BOC in model selection 
The BOC could be used as an complementary criteria to choose 
among regression models. Suppose that we have a set of linear 
models {Mi} that differ in the explanatory variables included, 
but they have similar values of the residual variance and other 
secondary criteria as AIC, or Cp. Suppose that in this set of 
models there exists one, Mi , such that: 
Vj, Vb 
where BOC(hi Mj } is the Bayesian outlier curve for Mj , then we 
will say that model Mi is the more robust of the set for out-of-
sample forecasting, and will be the model selected. Note that for 
(3.7) if all the models have similar residual variances the more 
robust is the one with minimum out-of-sample forecasting error. 
It is important to stress that this criteria should be 
considered only when the usual measures of model fitting and 
diagnosis cannot discriminate among the set of models. Then, this 
approach seems to provide a sensible way to choose among them. 
4. COMPUTING ~HE BAYESIAN OUTLIER CURVE 
4.1 Unmasking potential outliers 
The computation of the Bayesian curves introduced in this 
paper when the sample size is large is a difficult problem, even 
for moderate values of h, because of the huge number of sets to 
be considered. Also, when the number of outliers is very small, 
the computation of the probabilities for all sets of size h is 
very inefficient, because most of them will include points coming 
from the central distribution and, therefore, their probabilities 
of only containing outliers will be very close to zero. 
A useful approach would be to classify the n sample points 
into two groups: the first would include the data points that 
have some significant probability of being outliers, the second 
~he ones that should be considered "good" beyond any reasonable 
doubt. Let nJ and n2 be the number of observations in each group 
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(4.1) 
we can compute all the combination of interesting points, a 
sample of the mixed sets containing 1, 2, ••• , h-l interesting 
points, and a few of all the combinations of the good points. 
Also, nl will be the maximum value for h to be computed. 
The key point in this approach is splitting the sample into 
these two groups. It is obvious that the groups cannot be chosen 
by just taking into account the individual probabilities, because 
of the masking and swamping effects. For instance, Table 1 
presents a simulated sample of N (0,1) points in which three 
outliers has been inserted at the last three positions. When 
computing the probabilities for each point being an outlier, it 
is shown in the table that none of the three outliers has a large 
value, (masking effect) and that the most likely outlier is the 
5th point (swamping effect). 
i 1 2 3 4 5 6 7 8 9 10 
Y .059 1.80 .26 .87 1.45 -.70 1.25 3.5 4.0 4.0 
B1nill .029 .024 .028 .024 .084 .044 .023 .047 .071 .071 
Table 1. posterior odds, B10(i) for the data indicated, with 
k=5; a = .10. 
However, the joint probabilities give information about 
these effects. Let us call Ai the event: "point Yi is outlier". 
If (Yi' Yj) are any two good points, then the probability of both 
being outliers is 
because dropping Aj will change very slightly the fitted variance 
and, therefore, will not affect the probability of Ai' However, 
if Yj is an outlier 
P(AjAj } = p(AjIAj} P{Aj } ~ P{A j } P{Aj } 
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because dropping it will affect 'the variance of the remaining 
sample, and this will change the conditional probability of any 
other point -outlier or not- of being an outlier. 
This fact suggests building the matrix of "interactions" 
d(i,j) = b(i,j) - b(i) b(j) (4.2) 
where b(i,j) is the posterior odds for the pair (i,j) and b(i) 
and b(j) for the individual points. If the ith point is an 
outlier all the column d(i,.) is expected to have relatively 
large values, and if there are other outliers that are somehow 
masked by the ith, these will show up as large values in the 
distribution of d(i,.). Therefore, large values in this matrix 
will indicate outliers, and relatively large values in a column 
possible masking between these points. 
The visual inspection of this matrix is, in our experience, 
the most useful way to split the sample. However, an objective 
procedure can be organized as follows 
(1) compute the probabilities (Pi) of each point being outlier. 
Let Pl be the median of these probabilities and, Bl = median 
\Pi-Pl\ / .6475, a high breakdown robust estimation of the 
variability. Then, include in the set A those points that 
satisfy 
(4.2) 
(2) compute the joint probabilities Pij , and the differences 
(4.3) 
and let di be the median of {dij , j = 1, •.. , n} and Bi(d) 
the high breakdown point estimate of the variance, median 
Idij-di l/.6745. Then, if 
(4.4) 
include point j into the set A. 
The values {Ci' i = 1,2} can be chosen using the Bonferroni 
method to take into account the size of the comparations to be 
made. For moderate sample size Cl could be equal to 3 and c2 
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equal to 5. 
When the number of outliers is small, di and Si(d) may be 
very closed to zero, and there is a risk for this procedure to 
select too many points. In these cases, it is better to use 
directly the mean and the standard deviation instead of their 
robust estimates. 
For instance, if we apply the above procedure to the data 
set in Table 1, none of the points are identified as outliers at 
the first stage based on the univariate probabilities (with cl 
= c2 = 3). However, at the second stage, points (5, 6) and (8, 
9, 10) are selected. Table 2 presents the differences dij , and it 
can be seen that there are clearly two set of unrelated potential 
outliers {S, 6} and {S, 9, ID}. 
'0028 
'0028 
. . 0023 . 0023 
. . 0023 . 0061 
. . 0023 . 0061 
Table 2. Matrix of differences for the identification of 
masking effects. Only values greater than .001 are printed. 
4.2 Computing probabilities 
Let us assume that with the above procedure we classify the 
data into two groups: a group A of nl potential outliers and a 
group B of n2 good points. Then, instead of analyzing the 
( ~) 
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combinations needed for BOC (h), we can compute the posterior odds 
for all the 
combinations of the.potentially bad points, and compute a random 
sample of the 
terms, for each value of j. 
1 2 3 4 5 6 7 8 9 10 
1 7+ 9+ ·7+ 33 15 7+ 13 20 20 
2 7+ 6+ 20 10 6+ 12 18 18 
3 7+ 29 14 7+ 13 19 19 
4 22 11 6+ 11 17 17 
5 65* 20 39* 64* 64* 
6 11 20* 31 * 31 * 
7 11 17 17 
8 56* 56* 
9 111* 
Table 3. 104 posterior odd B20 (ij) for data in Table 1. Points 
with * belong to the first group, and those with + to the third. 
To illustrate the advantage of this procedure, Table 3 
presents the posterior odds B20 (ij) for every pair of sample data 
of Table 1. It can be seen that the size and variability of the 
posterior odds depend on the number of potential outliers 
included in the pair. Thus, we could classify these values into 
three strata: The first, (marked by * in the table) contains 
pairs of the 2 potential outliers, {S, 6, 8, 9, 10}. The 
distribution or values for the ten members in this group is 
.skewed, with mean value 53. 7X10-4 and large variability, with 
coefficient of variation. 56. The second, (unmarked in the table) 
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includes a good and a bad value, 'and the distribution of the 25 
pairs has a mean of 16.9xI0-4 , is less skewed and with smaller 
variability. Finally, the ten members of the third group of two 
good points, (marked by + in the table) have a small mean and 
very small variability, and the distribution is more symmetric. 
These properties are summarized in Table 4. 
Contribution to 
Global 
posterior odd , lie an Std Number 
(*) 2 
potential .0537 52.1 .00537 .00277 10 
outliers 
1 each 
group .0424 41.2 .00169 .00054 25 
(+) 2 good 
pOints .0069 6.7 .00069 .00008 10 
TOTAL .1030 100\ 
Table 4. statistics of the stratification of the posterior 
odds for pairs. 
It is clear from this table that we can estimate the total 
posterior odds by computing all the values in the first strata, 
and by tanking a medium sample in the second, and a small sample 
in the third. 
This same pattern appears when considering sets of size 3, 
(Table 5): The mean and the variability decrease with the number 
of good points in the set. 
Number of contribution Mean std 
potential to posterior x x 
outliers odd % 10-4 10-4 Number 
3 .00095 49.2 9.52 14.56 10 
2 .00082 42.5 1.63 0.90 50 
1 .00014 7.2 0.27 0.44 50 
0 .00002 0.1 0.02 0.00 10 
Table 5. contribution to the Global posterior odd for h=3 from 
the different strata. 
The previous analysis suggests the following procedure to 
compute the Bayesian outlier curve: 
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(1) use the posterior odds for individual points and pairs and 
the procedure outlined in section 4.1, to split the sample 
into nl potential outliers and n-nl good points, 
(2) compute the posterior odds for h=3, ••• ,nl as follows: (i) 
all the 
terms corresponding to sets of potential outliers; (ii) a 
decreasing fraction f (usually a maximum of 10% is enough 
for moderate sample size) of the terms 
that include potential outliers and some good points. Then, 
estimate the contribution of each strata by 
where b(j) is the mean of the bayesian factors obtained by 
sampling in this strata. 
5. EXAMPLES 
5.1 EXaIlJple 1 
As first example we will use again the data from Table 1. 
Table 6 shows the posterior odds of 1 to 5 outliers for different 
values of Q. It can be seen that, given the small sample size, 
the prior dominates the posterior, and the terms for h greater 
than one are always small. 
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b 1 2 3 4 5 
a 
.05 .211 .023 .002 .000 .000 
.10 .445 .103 .020 .004 .001 
.15 .707 .260 .080 .025 .008 
.20 1.001 .521 .227 .100 .043 
~able 6. posterior odds, BhO' for data in Pable 1 ad a function 
of 0 for k=5 
Table 7 shows the prior ratio and the Bayes factor for 
several events in this data set. Although the Bayes factor is, 
as expected, the highest at the three true outliers, its size is 
not big enough to compensate for the small a priori ratio. 
a(r) prior Bayes posterior 
ratio factor odds 
1 .053 .267 .0141 
2 .053 .215 .0114 
3 .053 .249 .0132 
4 .053 .217 .0115 
5 .053 .745 .0395 
6 .053 .396 .0210 
7 .053 .207 .0111 
8 .053 .419 .0222 
9 .053 .630 .0334 
10 .053 .630 .0334 
1,2 .0028 .071 .0002 
8,10 .0028 .464 .0013 
9,10 .0028 .892 .0025 
1,2,3 .00015 .015 .000002 
6,9,10 .00015 .345 .000052 
7,8,9 .00015 .098 .000015 
7,8,10 .00015 .201 .000032 
8,9,10 .00015 3.506 .000526 
~able 7. Components of the posterior odds of the indicated 
observations being outliers for 0=.05, k=5. 
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h 
a 1 2 3 4 5 
.05 .211 .109 .087 
- -
.10 .445 .231 .194 .200 .200 
.15 .707 .367 .307 .3125 .320 
.20 1.001 .520 .435 .440 .430 
Table 8. Sequential posterior odds Bh h-l for data in Table 1 
as function of a for k=5. 
Table 8 shows the sequential posterior odds for several 
values of a. It is clearly seen that, again, there is no evidence 
of outliers. This problem appears because,both the size of the 
outliers and the sample size are very small. 
To show the effect of these two factors, we will begin by 
increasing the sample size and keeping constant the size of the 
outliers. To do so, ten new good points (N(O,l)) given in table 
9, has been added to make a sample of size 20. Table 10 shows the 
new posterior odds, and now there is a clear evidence of some 
outliers for a ~ .10. For instance, for a = .15 the most likely 
number of outliers is three or four. 
n 11 12 13 14 15 16 17 18 19 20 
Y .356 -.210 -.335 -.356 2.16 -.50 -1.19 -8.8 .72 -.006 
Table 9. Ten additional points over the data in table 1 to 
form a sample of 20 data points. 
1 2 3 4 5 
a=.05 .5148 .1611 .0601 .0175 .0037 
a=.10 1.0867 .718 .5657 .3473 .1531 
a=.15 1.726 1.881 2.266 2.210 1.547 
a=.20 2.445 3.635 6.443 8.91 8.83 
Table 10. posterior odds for a sample of 20 data with three 
outliers. 
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The number of outliers is more clearly seen in the 
sequential posterior odds of Table 11. Apart from the first 
ratio, there is always a relative maximum for h=3, that is 
greater than one for Q ~ .15. 
Q=.05 
Q=.10 
Cl=.15 
Q=.20 
1 2 3 4 
.514 .313 .373 .219 
1.086 .661 .788 .614 
1.726 1.045 1.251 .975 
2.445 1.486 1. 772 1.381 
Table 11. Sequential posterior odds for Data 
from Tables 1 and 5. 
5 
.209 
.441 
.700 
.992 
To show the effect of doubling the relative size of the 
outliers, Table 12 shows the posterior odds for the sample data 
of Table 1 but with Ye = 7, Yg = YID = 8, and Table 13 the 
breakdown into their components of the more relevant cases. 
h 1 2 3 4 5 
Cl 
.05 .214 .0274 .0253 .0034 .0002 
.10 .453 .1222 .2381 .0670 .0009 
.15 .719 .3083 .9538 .4262 .0895 
.20 1. 018 .6188 2.7117 1. 7167 .5109 
Table 12. Values of posterior odd BhD for k=5 and Cl, data from 
table 1 with Ys=7, Yg = YID = 8. 
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a'ri prior likelihood posterior 
1 .053 .266 .0141 
8 .053 .496 .0263 
9 .053 .819 .0434 
10 .053 .819 .0434 
1,2 .0028 .0714 .0002 
8,10 .0028 .893 .0025 
9,10 .0028 2.321 .0065 
1,2,3 .00015 .000 .0000 
7,8,10 .00015 .666 .0001 
8,9,10 .00015 156.66.7 .0235 
Table 13. Selected posterior odds for Data from Table 4. 
Although the masking effect has not changed and the 
posterior odds for h=1,2 in Tables 7 and 13 are similar, for Q 
~ .15 there is now clear evidence of three outliers. This result 
is confirmed with the sequential posterior odds, shown in Table 
14. 
1 2 3 4 5 
.05 .214 .128 .923 .133 .063 
.10 .453 .270 1.947 .281 .132 
.15 .719 .429 3.093 .447 .210 
.20 1.018 .607 4.382 .633 .298 
Table 14. Sequential posterior odds Bh h-l for k=5 and a as 
indicated, same data as Table 4. 
In summary, the BOC curve can be a useful tool to identify 
the number of outliers given that the prior probability for the 
true number of outliers is not too small. 
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5.2 BX8.JIJple 2 
As second example, we will use the stack-loss data from 
Daniel and Wood (1980), that has been analyzed by a number of 
authors including Cook (1979), Gray and Ling (1984) and Rousseeuw 
and Zomeren (1990). All of them agree that the set {l,3,4,21} 
includes outliers. The posterior odds for h=1,2,3 can be computed 
directly and their components are presented in figures 1, 2 and 
3. Figure 1 shows the posterior odds for each individual point 
with a=.05 and k=5. The global posterior odd for h=l, that is the 
sum of the values shown in figure 1, is 1.175. Point {21} stands 
out over all the others and contributes 67% (.7898/1.175) to the 
global posterior odd. Figure 2 shows the posterior odds for 
pairs. The largest values is for set {4,21}, and corresponds to 
.6332 that is 65% of -the total B210 (.9712). Finally, Figure 3 
shows the posterior odds for groups of three. All the sets that 
stands out includes the pais (4,21), and correspond to the 
combination of this pair with points (1,2,3,6,13,14,15,20). These 
eight combinations account for 59,6% of the posterior odds 
(.3661) for size three. 
To compute The BOC and SEBOC we will apply the procedure of 
section 4. The matrix of differences (4.4), d (ij) has the 
following features: (i) most of the values are between .0000 and 
.0002; (ii) pairs (1,3), (1,4), (3,4) have values .0018, .0013, 
.0026; (iii) most of the pairs (j,21) are large, being (4,21) the 
largest with value .5747, and followed by (2,21), with .0157, and 
(13,21), with .0081. Therefore, the set of possible outliers is 
{1,3,4,21}, and we may also include {2, 13} to avoid a possible 
masking with point 21. 
As the point 21 is dominating everything and is clearly 
outlier, we decide to drop it and make the computation for the 
remaining sample of 20 pints. Therefore, from now on the set of 
potential outliers is (1,2,3,4,13). 
Table 15 presents the posterior odds for this sample of 20 
points. The approximate procedure has been applied to compute the 
posterior odds B4/ 0 and Bs/o using in both cases a sample size in 
each strata of 20 points. Thus, for instance, for h=5 the exact 
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procedure requieres 15,504. evaluations of individual 
probabilities and the aproximate procedure only 101. 
a Method 1/0 2/0 3/0 4/0 5/0 2/1 3/2 4/3 5/4 
exact 1.141 .454 .223 .074 .015 .398 .492 .331 .202 
.05 
sample - - - .068 .019 .398 .492 .305 .279 
exact 2.408 .2024 2.097 1.469 .611 .840 1.036 .700 .416 
.10 
sample 
- - - 1.432 .608 .840 1.036 .683 .425 
Table 15. posterior odds for stack- loss data, poin 21th 
deleted (k=5). 
The analysis of the BOC for Q=.10 shows posterior odds 
greater than two for 1,2 and 3 outliers. The SEBOC factors have 
a maximum for three, and so it suggests that this is the number 
of outliers in the sample. 
Daniel and Wood (1980) after a detailed analysis of this 
sample concluded (page 81) that (i) points {1,3,4,21} represent 
transitional states, and (ii) the remaining seventeen points are 
well fitted by either 
or 
.? I I I I M2: y = 1,41 + 0,71xl + 0,51X2 + 0,0254x1x2 
where xl' = X l -57,7 and x2' = x2-20,4, where §2(M1J = 1,265 and 
§2(M2J = 1,276. Although the first model has smaller variance, 
the difference is very small, (the ratio is 1.008) and so an 
additional criteria could be to check the robustness of these 
models with out-of-sample forecasts. Figure 4 and table 16 show 
the BOC curve for these models, model Ml has smaller probability 
of any number of outliers and, therefore, will be the one to 
choose. 
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1/0 2/0 3/0 4/0 5/0 
MI 1.114 .70 .44 .22 .08 
M2 1.137 .75 .56 .33 .13 
Table 16. BOC Fuilctions for Comparation of "1 and "2. k=5, 
0=.05 
6. CONCWDING REMARKS 
Several authors have argued that using the same sample to 
fit and to assess the fit leads to underestimation of the error 
and small diagnostic power (Efron, 1983 and 1986; Gong, 1986; 
Mosteller and Tukey, 1977; Picard and Cook, 1984), but there are 
no general accepted guidelines about how to apply this idea in 
practical problems. The simplest one-at-a-time cross-validation 
procedures are highly non-robust and cannot deal with masking. 
An intuitive approach seems to compute diagnostic functions for 
all the combinations of sets of size r for several values of r. 
However, it is not clear which is the right diagnostic function 
to use, and the algorithm to carry out the heavy computations 
involved needs to be devoloped. 
We have shown in this paper that the Bayesian approach 
offers a clear answer to the first question using the scale-
contaminated linear model, and have suggested a simple stratified 
sampling procedure to carry out the computations. 
The resulting outliers curves, BOC and SEBOC, can be used 
as a global portmanteau check of the fitted model, and provide 
an additional criteria to choose among regression models. 
21 
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Figure 1. Posterior odds for each point to be an outlier for 
the stack-loss data. 
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Figure 2. Posterior odds for each possible pair of points to be 
outliers for the stack-loss data. The spike correspond to set (4,21). 
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Figure 4. BOe curves for models 1 and 2 for the 
stack-loss data. 
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