In this paper, a novel algorithm called opposition-based coral reefs optimization (OCRO) is introduced. The algorithm is built as an improvement for coral reefs optimization (CRO) using opposition-based learning (OBL). For efficient modeling as the main part of this work, a novel time series forecasting model called OCRO-multi-layer neural network (MLNN) is proposed to explore hidden relationships in the non-linear time series data. The model thus combines OCRO with MLNN for data processing, which enables reducing the model complexity by faster convergence than the traditional back-propagation algorithm. For validation of the proposed model, three real-world datasets are used, including Internet traffic collected from a private internet service provider (ISP) with distributed centers in 11 European cities, WorldCup 98 contains request numbers to the server in football world cup season in 1998, and Google cluster log dataset gathered from its data center. Through the carried out experiments, we demonstrated that with both univariate and multivariate data, the proposed prediction model gains good performance in accuracy, run time and model stability aspects as compared with other modern learning techniques like recurrent neural network (RNN) and long short-term memory (LSTM). In addition, with used real datasets, we intend to concentrate on applying OCRO-MLNN to distributed systems in order to enable the proactive resource allocation capability for e-infrastructures (e.g. clouds services, Internet of Things systems, or blockchain networks). goes further with the famous autoregressive integrated moving average (ARIMA) model [2] , typically expressed in the form of ARIMA ( p, d, q ) ; where p, d, q are autoregressive (AR) terms, nonseasonal differences needed for stationarity and lagged forecast errors in the prediction equation.
INTRODUCTION
Time series analytics and forecasting play an important role in many real-life areas, especially when the today's development of information technology and data explosion are blooming. The list of these areas gets longer (e.g. predicting human behaviors using collected data from wearable devices, flood forecasting based on historical water levels of rivers and springs, or monitoring financial stock exchange rates). In terms of time series forecasting, past observations are used to model relationships hidden in the data and to predict values in advance. In fact, this modeling way is very useful when there is a little knowledge about underlying data generation process. It is also useful when no adequate mathematical model is available to describe relationships between the predictor and other variables. Over the past several decades, the great effort has been devoted to the development and improvement of time series forecasting using various techniques.
The idea of time series forecasting for the value y at time point t (denoted as y t ) based on the y values at previous time points y t-1 , y t-2 , ..., y t-k , and adding/subtracting error terms was presented in the monograph "Time Series Analysis: Forecasting and Control" [1] . The work showed that non-stationary data could be made stationary by differencing the series. The statistical model in solution quality for runtime, by finding very good solutions, but not necessarily the optimal one within feasible time. Genetic algorithms (GAs) are a well-known evolutionary nature-inspired algorithm with a wide range of applications. Other algorithms can be listed here are particle swarm optimization (PSO), bacterial foraging optimization (BFO), coral reefs optimization (CRO) and many more.
Based on the state-of-the-art context, our main interest in this work is as follows:
If it is possible to develop a time series prediction model with simple structure, which can tackle the non-linear models and achieve comparable performance in the mean of accuracy and stability but with less runtime requirements in comparisons with other well-known models.
In order to test and evaluate the built model, optimizing operations of distributed applications is considered in this work. Nowadays, the number of distributed applications has been arising due to the extensive advances in distributed systems technology as well as the availability of data in various forms and formats. However, from the developer viewpoint, there are many difficult issues (e.g. consistency management, fault tolerance, security, location transparency, scalability, and performance) must be addressed to build complex distributed applications. The observation suggests that a serious effort to build an e-infrastructure for wide-area state sharing is highly recommended. Such infrastructure could help current applications scale better and significantly increase the rate at which complex distributed applications are deployed in the future. By applying time series data analytics techniques to e-infrastructures provided resources for distributed applications, the infrastructure can achieve the scalability as practical requirement mentioned above. This is also our foreseen of practical usage of this work as (but not limited to) an intelligent module for resource management for distributed/decentralized applications run on modern computing paradigms like clouds, Internet of Things systems, and blockchain networks.
The structure of this paper is organized as follows. Section 2 contains a survey with classification and analytics of existing studies to highlight the aim and contributions of our work. Section 3 and Section 4 present our proposed prediction model designs based on the opposite-base coral reefs optimization (OCRO) for multi-layer neural network (MLNN). In Section 5, we present experiments as well as evaluations for the proposed time series prediction model to prove its efficiency. Section 6 concludes and defines some of our future work directions.
RELATED WORK

Statistic Modeling
One of the most widely known and used time series prediction models is ARIMA [7] . The popularity of ARIMA is due to its statistical properties as well as effectiveness. It is flexible in representing different time series modeling such as standard AR, standard moving average (MA) or AR and MA combinations (ARMA) series. However, their main limitation is the linear form and they are appropriated for a time series that is stationary i.e. it's mean, variance, and autocorrelation should be approximately constant through time [8] . Besides, ARIMA models can not properly capture nonlinear patterns, so the approximation of these linear models to complex real-world problems is not enough to cover the variety characteristic like chaotic or nonlinear dynamic time series data [9] .
Artificial Neural Networks
As stated in Section 1, ANNs have been applied to many areas for time series forecasting in order to overcome the limitations of linear models.
The work [10] employed a four-layered feed-forward neural network (FFNN), which is trained using back-propagation to make hourly predictions of electric load for a power system. Prediction accuracies with 1.07% error on weekdays and 1.80% on weekends were achieved that were superior of prediction accuracy over existing traditional time series forecasting methods. Authors of the work [11] presented an eight-step procedure to design a neural network forecasting model for financial and economic time series. In [12] , the authors proposed the use of FFNN for inflows synthesis. FFNN offers a viable alternative also for multivariate modeling of water resources time series. The work [13] did not only employed ANNs for forecasting British pound and US dollar exchange rates but also evaluated the impact of input and hidden neurons number and data size on ANN model performance. The sensitivity analyses showed that the input affect effectiveness more than the hidden neurons and improved accuracies can be gained with larger sample size. In [14] , the authors introduced an information gain technique used with machine learning for data mining to evaluate the predictive relationships of numerous financial and economic variables, and used FFNNs to forecast future values. The results show that trading strategies guided by the classification models generate higher risk-adjusted profits than the buy-and-hold strategy as well as those guided by the level-estimation based forecasts of NN and linear regression models. In [15] , the authors designed three-layer FFNNs to predict the hourly solar radiation data, the result showed that FFNN outperforms linear prediction filters. Most of the studies reported above were simple applications of using traditional time series approaches and ANNs (FFNNs/MLNNs). In [14] , the authors analyzed the drawbacks of MLNNs, which were usually not very stable since the training process may depend on the choice of a random start. Training is also computationally expensive in terms of the times used to determine the appropriate network structure. The degree of success, therefore, may fluctuate from one training pass to another.
The most well-known deep neural network (DNN) types for time series forecasting is RNN. The network type has cyclic connections in its structure, the activations from each time step are stored in the internal state of the network acts as temporal memory. This capability makes RNNs better suited for sequence modeling (i.e. time series prediction) and sequence labeling tasks. So, it has been more general models than FFNNs and has been widely used tool for the prediction of time series [16] [17] [18] [19] [20] . However, there are still two issues associated with the traditional RNN models in prediction problem, which are the number of time steps ahead has to be predetermined for most RNNs, and to achieve a better accuracy, finding the optimal time lag setting largely relies on the trial-and-error method. Previous studies [5] have confirmed that the traditional RNNs fail to capture the long temporal dependency for the input sequence, training the RNN with 510 time lags is proven difficult due to the vanishing gradient and exploding gradient problems. But RNNs are computationally and valuable approximation results more superior than FFNN prediction problems [21] [22] [23] .
To address these drawbacks of RNNs, LSTM [5] was developed for forecast issue. Unlike traditional RNNs, LSTM is able to learn the time series with long time spans and automatically determine the optimal time lags for prediction. In the past two decades, LSTM has been successfully applied to robot control, speed recognition, handwriting recognition, human action recognition, transportation, etc.
Especially, there are so many studies in time series prediction problem using LSTM such as [24] [25] [26] [27] [28] . Moreover, LSTM comes with a number of different variances such as gated recurrent unit (GRU), bidirectional LSTM, LSTM autoencoders [29, 30] , that promise further model quality improvements. However, the cost is often higher complexity, which requires a longer training.
Here also is suitable to mention that convolution neural network (CNN) is a strong candidate for sequence forecasting [31, 32] . The combination of CNN and attention function brings the new architecture of temporal convolution nets (TCN), which outperforms RNN in several language-to-language translation benchmarks [33] at both speed and accuracy performances. In comparison with RNN, CNN structure is more natural to parallelize and this can be taken advantage to exploit accelerator supports.
Even DL and RNNs are considered as current state-of-the-art in the time series prediction field for a broad audience, it still has drawbacks. Concretely, DL requires a lot of data to train in order to gain more accurate, as well as a computational requirement because of the model complexity [34] [35] [36] . Particularly, RNNs are not parallelism-friendly due to their nested loop structures. However, the researches in this direction are interesting with high dynamics, that bring many advanced computing methods with promising results. It is also clear that the concern about performance from the speed viewpoint, as well as computational requirements still remains.
Neuro-Evolution
In "neuro-evolution" research community, GAs [37] are known as efficient search algorithms. Recently, GA-based research has been applied to NN models [38, 39] in order to address computational cost, easy implement in hardware, and better accuracy. This direction is attracted to lots of researcher in many fields such as manufacturing process [40] , stock markets [41] , energy consumption [42] , medical diagnosis [43] , resource usage in cloud [44] . Unfortunately, recent research [45] identified some of the limitations in performance of GAs with problems have high epistasis targeting functions, the performance degradation is huge, and GA's early convergence lowers its performance and reduces its search capabilities.
In the term of combining NNs and optimization algorithms, swarm intelligent (SI) optimization motivated by social behavior in the biological system also has attracted many researchers. PSO was stimulated by swarm behavior of bird flocking or fish schooling has been used in several real-life area [46] . BFO, which is an evolutionary computing technique inspired based on the principle of bacterial movement like tumbling, swimming, or repositioning to food-seeking [47] . An improved version of BFO is Adaptive BFO with life-cycle and social learning (ABFO) was developed and presented in [48] . It has been tested on several sets of benchmark functions with multiple dimensions and used in distributed systems like cloud computing [49] . In a recent development, a bunch of meta-heuristics swarm-based intelligence algorithms were developed, which can be used to optimized NNs. The list contains Mothflame optimization algorithm [50] , Whale optimization algorithm [51] , Salp Swarm Algorithm [52] , Grasshopper optimization algorithm [53] , Harris Hawks optimization [54] , Butterfly optimization algorithm [55] , Sailfish optimization algorithm [56] , and many more.
Coral Reefs Optimization
This technique also belongs to SI optimization algorithms motivated by social behavior in the biological systems like PSO, BFO, and other swarm-based heuristics. It is proposed in [57] tackling optimization problems by modeling and simulating corals reproduction and formation. A lot of applications have been carried out in many areas such as energy prediction [58, 59] , sensor networks [60] , and cloud resource allocation [61] .
The original CRO algorithm simulates a coral reef, where different corals grow and reproduce in coral colonies, fighting by choking out other corals for space in the reef. This fight for space produces a robust meta-heuristic algorithm powerful for solving hard optimization problems. According to [62] , the exploitive power of CRO is controlled by broadcast spawning, which carries out most of the global searching and brooding that could help jump out of the local optima. In this approach, a fraction of healthy reef can duplicate itself and larvae setting process controls local searching by a simulated annealing (SA) alike process as exploitive power (mostly) executed in the budding process.
Like other meta-heuristic algorithms, CRO has also the problem with local optimums. The diversity of corals in a reef quickly decreases after a certain number of iterations, which causes stuck in a local area and it is hard to jump out of it. In order to improve the CRO's searching power, we propose an improvement that combines the technique with a well-regarded mathematical concept called opposition-based learning (OBL) initially proposed in [63] . OBL can attain the opposite locations for candidate solutions for a given task. The new location can provide a new chance to become aware of a neighboring point to the best position. In this work, we call our new improvement under the short-name OCRO, which stands for OBL in combination with CRO.
Contributions of the Work
Currently based on our knowledge, there is no study that applies the CRO to MLNN and OCRO to MLNN. In comparison with abovementioned works, the main differences and contributions of our work are as follows. 
OPPOSITION-BASED CORAL REEFS OPTIMIZATION
Coral Reefs Optimization
As mentioned above, CRO is an optimization algorithm (bio-) inspired by behaviors of corals reproduction and reef formation. It was originally introduced in [57] . The skeleton of the original CRO is summarized in Algorithm 1 that includes two main belowdescribed parts. The main control parameters of CRO are as follows: a coral reef consists of an N × M square grid that is similar to the population size in GA. The girds are selected randomly and can be assigned to a coral or colony of coral, representing a solution to the given problem, which is encoded as a string of numbers in a given alphabet. The rate p 0 between selected grids (occupied squares) and not selected ones (free/empty squares), which is an important factor to control the exploration ability of algorithm (note that 0 < p 0 < 1). The health function f is similar to the GA fitness function. The underlying idea behind CRO is like the reef progress, the healthier corals are, the better the chance they can survive. The healthy corals present a better solution to solving the problem. Part 2: Reef information.
Broadcast Spawning (external sexual reproduction):
(a) Select uniformly at random a fraction of existing corals (p k ) in the reef to be broadcast spawner, denoted as F b . The remaining ones denoted as (1 -F b ) will be formed by internal sexual reproduction.
(b) Broadcast spawner couples will produce a coral larva by sexual crossover. These couple selection can be done uniformly at random or by resorting to any fitness proportionate selection approach (e.g. roulette wheel). Note that once two corals have been selected to be the parents of larvae, they are not selected anymore in the broadcast spawning phase.
Brooding (internal sexual reproduction): As described in
Step (1), the fraction (1 -F b ) of corals will be reproduced in this stage by means of a random mutation (called brooding modeling or brooding-reproductive coral). The newly produced larvae are released to the water together with larvae formed in
Step (1).
Larvae setting:
When all the larvae are formed by the broadcast spawning or by brooding, the process of setting and growing in the reef will be performed. Firstly, the health function of each larva is evaluated. Then, each larva will randomly settle down in the grid ( i, j ) of the reef. If the grid is free space, coral can grow regardless of its value of health function. However, if the grid is already occupied by a coral, new larvae will set in this place only if its health function is better than the existing one. We define a number k of attempts for a larva to set in the reef, after k unsuccessful tries, it will be deprecated by animals.
Asexual reproduction (budding or fragmentation): According
to the values of health function, existing corals are rearranged in the reef. A proportion of F a of the existing corals will copy itself and attempt to settle in a different part of the reef by Step (3) . Note that a maximum number of identical corals are allowed in the reef.
Depredation in polyp phase:
In the process of reef formulation, corals also die, and their space is freed up for newly generated corals. The depredation operator is applied with a very small probability P d and exclusively to a fraction F d of the worse health corals. For the sake of simplicity in the parameter setting of CRO algorithm, the value of this fraction may be set to F d = F a . Any other assignment may be applied based on F d + F a ≤ 1 i.e. no overlap between the asexually reproduced and the deprecated coral sets.
Opposition-based Coral Reefs Optimization
According to [62] , the ability to exploit of CRO is controlled by broadcast spawning. This carries out most of the global searching and brooding, which helps to jump out of the local optimal. As for exploitive power, mostly executed by building process, where a fraction of healthy reef can duplicate itself and larvae setting process controls local searching by SA like process. Like other meta-heuristic algorithms, CRO is also faced with trapping in local optimal. The diversity of corals in reef quickly decrease after several iterations, causes the algorithm stuck in the local area and hard to jump out of it.
In order to improve the CRO's searching power, we propose an improvement (called OCRO in short name) that combine it with OBL [63] mathematical concept well-known in reinforcement learning, ANNs, and fuzzy systems. All code and related materials are stored as open-source at [64] . OBL indicates that for finding the unknown optimal solution, searching both a random direction and its opposite simultaneously gives a higher chance to find the promising regions and to enhance the algorithm performance [65] .
Our improvement for CRO based on OBL is built as follows.
• OBL attains opposite locations for candidate solutions for a given task. The new location can provide a new chance to become aware of a neighboring point to the best position.
• OBL is applied in the CRO depredation phase instead of removing the worst health fraction of reef. We calculate the potential of the oppositional solution C op for every C in worse health corals and compare it with the original one, then retain if it had better fitness.
Oppositional coral is generated by Equation (1):
is the upper bound of the search space, C best is the best coral (the best solution), r is a random vector with elements inside range (0, 1).
The improvement of depredation step is formed through Algorithm 2.
Algorithm 2: OCRO -Improvement of CRO depredation step
Randomly select a number of worse health coral
Depredate C and free space in reef
To prevent premature convergence to a local optimum, in our improvement, we restart the search process when the best solution is not improved after several generations based on [66] . When the reef is restarted, the best coral is maintained (elitism criterion) and the rest of corals are randomly initialized. The results of our new proposed OCRO algorithm, which is the combination and improvement of CRO with OBL, are optimistic as presented and discussed below in Section 5.2.
NONLINEAR TIME SERIES FORECASTING USING NEURAL NETWORK AND OPTIMIZATION
Time-Series Modeling Using Neural Network
ANNs (in general) and MLNNs (in particular) are flexible computing frameworks for modeling a broad range of nonlinear problems.
In comparison with other nonlinear models, MLNN advantages are their ability as universal approximators with a large class of functions producing high accuracy degree. This advantage comes not only from the fact that NN model is based on data characteristics (hence, no prior assumption of the model form is required), but also the ability to process information from the data in parallel. MLNNs are often used for pattern classification and recognition. Recently, FFNNs with single hidden layer are also widely used as time series forecaster [3] . The model includes three layers which are input, hidden, and output layer as represented by Figure 1 (left side). Each of them has simple processing units connected by acyclic links. The relationship between outputs (y t+k ) and inputs (y t-1 , y t-2 ,..., y t-p ) is described in Equation (2).
where ij is connection weight for i = 0, 1, ..., p and j = 1, 2, ..., q, jk is connection bias for i = 0, 1, ..., p and j = 1, 2, ..., q, p is the number of input nodes, q is the number of hidden nodes, w is the number of output nodes, g ( , x) is activation function of input x and .
In the past, logistic functions were often used as activation function but recently exponential linear unit (ELU) presented by Equation (3) (general formula) gains more interests ( = 1) and thus it is widely used. If = 0 then ELU becomes rectified linear unit (ReLU). If the number of hidden neurons is large enough, the network is shown in Equation (2) can approximate arbitrary function [67] . In practice, a simple network structure with a small number of hidden nodes often works well in forecast applications. This may be due to the over-fitted model, which has a good fit for the sample used but has poor generalization ability for data out of those samples when the number of hidden nodes too large. The characteristics of MLNN structure covers:
• The choice of q depends on data and there is no systematic rule in deciding this parameter.
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• In time series forecasting, w parameter represents predicting the number of ahead steps.One-step-ahead forecasting comes with (w = 1). Multi-step-ahead prediction comes with (w > 1) and w is usually chosen based on the work's purpose.
Once the structure (p, q, w) is specified, the NN is ready for training. The parameters are estimated by minimizing overall accuracy criteria such as mean absolute error (MAE), and mean squared error (MSE) rather using efficient nonlinear optimization algorithms such as GA and CRO than back-propagation. Based on this approach, our new improvement OCRO-MLNN is described in the following Subsection.
OCRO-MLNN Forecasting Model
As presented before, our prediction model uses OCRO algorithm to optimize the selection of weights and biases of hidden and output layers. Thus, we focus on improving the overall performances, including accuracy, speed of convergence and stability of the MLNN network instead of using the back-propagation technique. The number of variables estimated by OCRO is as follows.
where p, q, w are the number of nodes in input, hidden, and output layers of MLNN accordingly.
Range of individual variables is set to [-1, 1]. The used health function as given in Equation (7).
The learning process of OCRO-MLNN is illustrated by Figure 1 .
To obtain the multivariate input, raw data is preprocessed by the following steps.
1. Firstly, a time series data is scaled into the range of [0, 1].
2. Secondly, time series data is transformed to supervised data using the sliding method with window width k, where k is prior observations before time t used to predict the observation at t.
3. Finally, all metric types are grouped into multivariate input. Encoder and decoder are two important components in Figure 1 . In which, encoder encodes NN weights and biases into our domain solution (i.e. coral presented as real-value vector). Decoder decodes corals back into NN weights and biases. 4 . In order to avoid long training time, a termination criterion is designed for earlier-stopping after the number of epochs (training cycles) is predefined or after the achievement of error goal.
Algorithm 3 describes the MLNN operation with OCRO. The parameters are shown in Table 1 .
EXPERIMENTS AND EVALUATIONS
Evaluation Approach
Under assumption of the same datasets, settings, and testing environment, two experiment groups are carried out to evaluate the proposed OCRO-MLNN model, covering:
1. Evaluating the proposed model on both univariate and multivariate data of different datasets. The rate between free/occupied squares in reef at the beginning of this algorithm F b
The fraction of broadcast spawners with respect to the overall amount of existing corals
The fraction of corals that will reproduce by brooding F a A fraction of reef that will duplicates itself 
Datasets
Univariate data. Univariate data used in our experiments are two real and well-known datasets, covering:
• "Internet traffic data (in megabytes)" [68] collected from a private internet service provider (ISP) with distributed centers in 11 EU cities (in short from here EU dataset). The dataset corresponds to a transatlantic link and was collected from June 7th to 11:17 hours on July 31st, 2005 in five minutes intervals.
• The second dataset (called WorldCup98, in short from here WC dataset) contains request numbers (in thousands) to servers in world-cup season between April 30th, 1998 and July 26th, 1998. The dataset is processed into five minutes intervals in our work.
Multivariate data. Multivariate data used in our experiments are gathered by Google from their production data center clusters (called Google trace dataset, in short from here Google dataset).
The log records come from approximately 12000 servers for one month [69] and [70] . Based on our prior analysis presented in [44] , we select both resource usages, which are central processing unit (CPU) and memory metric as multivariate inputs for our proposed models. The dataset also was further processed into five minutes intervals in the experiments. Visualization of both data type is illustrated in Figure 2 .
Due to the characteristics of time series data, which is ordered time-dependency sequence, hold-out validation with 70:15:15 ratio is used as the splitting parameter for training/validation/testing datasets. This splitting approach is designed also as adjustable time slider frame for cross-validation for potential time-growing datasets [71, 72] .
Measurement methods
Accuracy. In our work, root mean square error (RMSE) (Eq. 5) is used mainly to evaluate error between predicted and ground true value. It is also employed as the fitness function in GA, PSO, ABFO, and as the health function in CRO and OCRO. However, for objectiveness, other metrics such as Coefficient of Determination (R 2 ), MAE, mean absolute percentage error (MAPE), and symmetric mean absolute percentage error (SMAPE) are also used to comparison goal. The mathematical formulations of those metrics are presented in Equations (6-9), respectively, where y contains ground truth values,ŷ contains forecasting values and fitness = health = RMSE.
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Runtime. The proposed model OCRO-MLNN is also compared with other models in runtime performance-wise (speed) aspect. Currently, RNN and particularly LSTM are state-of-the-art for time series prediction models. The fact is their complicated structure and training runtime often is long. Hence, it is desired to have a model with at least comparable good prediction performance but less expensive on computational requirement. The runtime comparison in our experiments is done according to three factors:
• t e is the average time for 1 epoch (second/epoch).
• t p is time to predict test data (in second).
• t s is the total time of all system processing (preprocessing, training, and testing) The unit is also second.
Because each model has different epoch configuration, t e can give the most objective insight into the model complexity instead of the total time of training process. However, t s is definitively the decisive factor that everyone cares about the most.
Settings parameters for algorithms and models
As described above, OCRO-MLNN is validated against other modes such as MLNN, GA-MLNN, PSO-MLNN, ABFO-MLNN, CRO-MLNN, RNN, and LSTM.
• MLNN part in the all models listed above is configured with the same structure configuration with three layers: input, hidden, and output layer. The architecture is similar to typical topology of one RNN/LSTM block [25] .
• Input size p = k ⋅ m, where k is sliding window and m is the number of metric types in dataset (i.e. m = 1 for univariate and m > 1 for multivariate). The number of neurons in the hidden layer is set by q = 5 for all models. The output size w = 1.
• In RNN and LSTM models, NN is composed from one input layer, one RNN/LSTM block and one output layer with similar parameter settings. Activation function used in the models is ELU as described above in Section 4.
• To be fair in all test, the population size p s and maximum number of generations g max of meta-heuristics such as GA, PSO, ABFO, CRO, and OCRO is set to the same 200 and 700, respectively [44] . The number of generations of MLNN is set to 5000 because of the slow convergence of BP algorithm. Meanwhile, the number of the epoch in RNN and LSTM is 1000 to avoid the massive timing cost.
Besides above-described common specifications for fairness testing, the following settings are applied to algorithms for their best tested performance.
• For GA, probability of two individuals exchanging crossovers p c is set to 0.95 and probability of individual mutation p m is set to 0.025 based on our prior work [44] .
• For PSO, based on [73] , inertia factor w is set linearly reducing with iteration from 0.9 to 0.4, cognitive learning rate c1 = c2 = 1.2.
• For ABFO, according to our prior experiment [49] , swimming length is set N s = 4, probability for eliminate bacteria P e = 0.25, parameters used to control and adjust split and dead criterion N split = 30, N adapt = 5, step size at the beginning of process C s = 0.1 (U b -L b ), step size at the end of process C e = 0.00001 (U b -L b ), where U b and L b are referred to the upper and lower bound of the variables.
• For CRO, based on [57] , initial free/occupied square (p o ) should be enough to allow new poorer solutions in order to have enough survival probability, so p o is set by 0.4. The maximum number of generations g max = 1000. The depredation probability P d linearly increases from 0 as initial value to 0.1 at the end of algorithm operation. A high value of corals applying broadcast spawning is needed in order to ensure an efficient exploration of the search space. On the other hand, a small value of brooding and asexual reproduction is advisable, therefore we set F b = 0.9 and F a = 0.1. We also find out that with 250 corals in reef and number k of attempts for a larva is set in the reef equals to 3 that is good for our problems [57] .
• For OCRO, most of parameters are set similar to CRO except broadcast spawning fraction F b , depredation fraction F d , and , which is the number of iterations before restarting algorithm. In order to make opposition based on searching work efficiently, a high fraction of corals is supposed to be applied by this technique. But on the other hand, the number of corals in reef also need to be stable during the training. So, with a small change in fraction of broadcast spawning, and budding that helps more larva can be created during sexual reproduction phase.
-For , it must be small enough to prevent premature convergence but also not too small that may cause algorithm only working on global searching and cannot converge to optimal solution.
-Our proposed F b is set to 0.8 (more corals for budding that is one coral create one larva, while in broadcast spawning we need a couple to have a new larva).
-F d = 0.3 and = 55 are supposed to be proper after testing on our datasets.
Experiment Results
Univariate data
Prediction accuracy. Table 2 describes obtained experiment results with above-mentioned models on two datasets. The overall evaluation is as follows.
• In general, the accuracy of MLNN and ABFO-MLNN models did not bring performance well as the comparison with the rest.
• With the EU dataset, our proposed OCRO-MLNN performances has the best with (RMSE, MAE) = (15.535, 11.058) and (15.381, 10.918) for k = 2 and k = 5, respectively.
• LSTM get the best results with index of R 2 , which are 0.9958 and 0.9959 for k = 2 and k = 5, respectively. In comparison with CRO-MLNN (R 2 = 0.9954 for k = 2 and 0.9950 for k = 5) and OCRO-MLNN (R 2 = 0.9955 for k = 2 and 0.9956 for k = 5), LSTM is just slightly better.
• With the WC dataset, for all four metrics R 2 , MAE, MAPE, and SMAPE with sliding window k = 5, the obtained results with OCRO-MLNN are remarkable when getting the best accuracies that marked in bold numbers in the table. test results of OCRO-MLNN with different measurements. Figure 3 and Figure 4 express the prediction results to illustrate the gained data.
Runtime comparison. Table 3 shows runtime measurements of experiments. Note that epoch settings are described in detail in 5.1.3. There are some observations, which can be made as follows.
• RNN and LSTM have a quite high runtime. For instance, with k = 2, RNN has t s = 2158.05 seconds and LSTM's t s is 1891.72 seconds. This issues causing by long epoch runtime.
Concretely, with k = 2, RNN's t e is 2.1575 seconds and LSTM's t e is 1.8913 seconds. It is well-known that the models built from blocks have a complicated structure, which is hard to optimize. Besides, the time cost also depends on the hardware configuration of machines, which the models run on.
• Traditional MLNN's have significant small training time per epoch in comparison with others model. The disadvantage of MLNNs is that it converges slowly, requiring many epoch to train. Therefore the training time will be more and cause a slow effect on overall.
• OCRO-MLNN and CRO-MLNN provide good runtime performance to complete all work with encouraging results. The reason is their short runtime per epoch and quick convergence. Model stability. Table 4 presents the comparison of OCRO-MLNN with other models on RMSE (average statistics after 15 run times). There are several short evaluations and remarks as follows.
• 
Multivariate data
Prediction accuracy. Table 5 shows the gained experiments results with all tested models on multivariate data in the aspect of accuracy.
The evaluations can be made as follows.
• MLNN model achieves the worst results in this test. The low accuracy problem of this model caused by gradient descent when searching for an optimal solution in a complex dimension.
• OCRO-MLNN model obtains the best results indicating high accuracies in both multivariates tested data types (shown by Table 5 ).
• In comparison OCRO-MLNN with LSTM, both models gain the top results alternately with small difference. Concretely, the outcomes are as follows. Model stability. Table 7 gives summary statistics of RMSE error with the tested models after 15 run times. The evaluations gained through these experiments with multivariate data include:
• MLNN and RNN are quite unstable (as usually) due to back-propagation dependence on the initial weights. LSTM has smaller fluctuation of RMSE's error at the cost of its complex structure. Specifically, for CPU metrics, k = 2, standard deviation (std) of MLNN, RNN, and LSTM model are std = 0.0615, 0.0353, and 0.0171, respectively.
• The proposed approach is applying meta-heuristic OCRO to optimization problems gives more stability than gradient 
Practical Usage of the Proposed Forecasting Approach
In the distributed environment, one of the core issues is how to optimize scheduling resources under heavy and changeable computation loads that are made by complex requirements coming from applications. With a set of available resources (e.g. servers, networks, storages), a scheduler (74) must have the capability to make scale in/out decisions to provide computation powers for those applications. Although the traditional technique for the scaling problem with predefined resource usage thresholds is employed widely in fact, this method has the main disadvantage in operation and management of distributed applications: there is always latency between the decision-making moment and its efficiency. This leads to the resources offered to applications does not match with demand in real-time. To deal with the issue, scheduler deployed in distributed systems requires precise estimates resource consumptions. To achieve that capability, the scheduler must have a certain component to predict expected performances of infrastructure systems. The forecast module also is designed in the manner of minimizing costs such as simple prediction model, stability, and runtime constraint, but keeping the good accuracy in order to well operate in practice.
Within our work in this direction, the prediction-based autoscaling systems for cloud resource management was considered in [44] taking into account quality of service (QoS) defined in service-layer agreements (SLA). The aim is to reduce cloud resource over-provisioning that causes wasted energy consumption as well Pdf_Folio:1158 as e-infrastructure production cost. The cloud resources provision under SLA conditions is extended in [49] with experimental results to ensure QoS using the number of provided virtual machines (VMs) instead of cloud monitoring metrics to make scaling decisions. The work presented in this paper continues in improvements of the intelligent module functionalities. It is oriented not only for resource management but also for network traffic monitoring.
With the application direction presented above, in this work, through experiments, we proved our proposed OCRO-MLNN model can be applied to schedulers in distributed systems to resolve the scaling issue. Moreover, the model also brings efficiency as desired as compared with other modern learning techniques. Indeed, the tested data was collected from the computing infrastructures (i.e. Google's cluster workload and Internet traffic) and distributed applications (Football world cup's website connection) is used to carry out the model evaluation experiments.
CONCLUSION AND FUTURE WORKS
This work presented an approach and technique for prediction problem with time series data. The approach is based on the idea to build a stable model with simple structure, low run-time training, but still brings good accuracy as compared with other modern models. In this way, we created a novel algorithm called oppositionbased coral reefs optimization (OCRO). Specifically, the proposed algorithm is the combination of CRO using OBL. Thus, we used OCRO together with the MLNN to deal with the forecast problem in the nonlinear time series data. By the improvement, our OCRO-MLNN reducing complexity of the model due to faster convergence in comparison with the back-propagation technique.
We are interested in applying the created OCRO-MLNN to distributed systems in order to increase the effectiveness as well as efficiency in allocating resources for applications in the manner of proactiveness. Due to its simplification, fast training, stabilization, and forecast performance, the proposed model has the feasibility in applying to the resource schedulers. With the application direction of using in distributed systems, we already tested the proposed OCRO-MLNN with real dataset gathered from those systems, including Google trace cluster data, Internet traffic, and popular website's connections. The achieved results through experiments shown that our OCRO-MLNN has advantages in all the proposed criteria listed above as compared with other state-of-theart models in both univariate and multivariate data. This proves OCRO-MLNN's feasibility in applying to real systems (e.g. clouds, decentralized ledgers applications etc.) in practice.
The study made contributions in four areas. First, we built the OCRO technique by using OBL mechanism for CRO. The improvement helps searching process and avoid the local minimum of traditional CRO. Second, a novel forecast model is introduced with the combination of our OCRO technique with MLNN. In which OCRO is used to replace back-propagation. Third, in terms of evaluation, we conducted comparisons among different prediction models and OCRO-MLNN for time series data. Four, with three real datasets collected from well-known systems, we tested the performance of the proposed model as well as other popular methods above.
The tests were carried out under three factors, including accuracy, stability, and runtime.
In the future, there are two routes that we plan to do. The first route is to design and develop a resource allocation scheduler which we would like to employ to decentralized systems. In our project funded by VINIF, we have deployed an auto-scaler for controlling computation resources for blockchain nodes of the V-Chain platform using ORCO-MLNN prediction model proposed in this work. The goal of this use is to optimize cloud resource consumption as well as monitor network bandwith of the system. The scheduler thus must process multivariate data with diverse metrics as usual scaling requirement. Besides, a resource allocation decision module also is demanded for the scheduler. The second route is to use and improve several other nature-inspired algorithms, then combine with machine techniques like neural network to serve forecast problem in proactive auto-scalers of distributed systems.
