Abstract: An operational matrix of integration based on Haar wavelets is established, and a procedure for applying the matrix to analyse lumped and distributed-parameters dynamic systems is formulated. The basic idea starts from the integral of a basic vector ~ #(t). We will give the following approximation first.
Introduction
Using orthogonal functions to construct operational matrices for solving identification and optimisation problems of dynamic systems, was initially established in 1975 when the Walsh-type operational matrix was constructed by the present authors [l] . Since then, many operational matrices based on various orthogonal functions, such as block pulse [2] , Laguerre [3, 41 Legendre [5] , Chebyshev [6] , and Fourier [7] , have been developed. The main characteristic of this technique is to convert a differential equation into an algebraic equation, and hence the solution, identification and optimisation procedures are either greatly reduced or much simplified accordingly. The basic idea starts from the integral of a basic vector ~ #(t). We will give the following approximation first.
Jo' 4(T)d7. P4(t) (1) where # ( t ) = [#,(t), #l(t), ..., #mm-l(t)]l, in which the elements #,(t), ..., #m-l(t) are the basic functions, orthogonal on certain interval [a, b] , where a and b could be 0 and 1, respectively, and the matrix P can be uniquely determined based on the particular orthogonal function. All previously mentioned orthogonal functions, however, are supported on the whole interval a I t 5 b. This kind of global support is evidently a drawback for certain analysis work, particularly systems involving abrupt variations or a local function vanishing outside a short interval of time or space. Owing to cancellations of many terms being required in order to obtain a reasonable accuracy, the recently developed technique, wavelet analysis, could be a possible tool for solving the difficulty in physics, communication and image processing. This paper uses the simplest wavelet function, or Haar wavelet, to explore the new direction in system analysis; i.e. we establish an operational matrix for integration via Haar wavelets. By using this new matrix, the drawbacks caused by the whole range support situation are eliminated. We will apply this operational matrix to lumped-parameter systems first, and then to distributed-parameter systems, to demonstrate the simplicity of the approach.
The orthogonal set of Haar functions is defined as shown in Figs. 1-8 [8-101 . That is a group of square waves with magnitude of 21 in some intervals and zeros elsewhere. Just these zeros make the Haar transform faster than other square functions such as Walsh's. The first curve of Fig. 1 is that h,(t) = 1 during the whole interval 0 5 t 5 1. It is called the scaling function. The second curve hl(t) is the fundamental square wave, or the mother wavelet which also spans the whole interval (0, I). All the other subsequent curves are generated from hl(t) with two operations: translation and dilation. h2(t) is obtained from hl(t) with dilation, i.e. h,(t) is compressed from the whole interval (0, 1) to the half interval (0, 112) to generate h2(t). h3(t) is the same as h2(t) but shifted (translated) to the right by 1/2. Similarly, h2(t) is compressed from a half interval to a quarter interval to generate h4(t). The function h4(t) is translated to the right by 1/4, 2/4, 3/4 to generate h,(t), h6(t), h7(t),
is also included to make this set complete. We have the following: We have noticed that all the Haar wavelets are orthogonal to each other:
Usually, the series expansion of eqn. 4 contains infinite terms for approximating smooth y(t). If y ( t ) is piecewise constant by itself, or may be approximated as piecewise constant during each subinterval, then eqn. 4 will be terminated at finite terms.
We use row vectors to denote time functions, and column vectors x(t), u(t), y(t) to denote the state, the input, and the output vectors, respectively. The first four Haar functions can be expressed as follows:
For instance, if y ( t ) = [9 1 2 01 is piecewise constant, then where H(t) is H4(t) and
The Haar coefficient ci can be obtained by applying eqn. 5 directly; however, it is more convenient to evaluate it by matrix inversion.
Eqn. 9 is called the forward transform, which turns the time function y ( t ) into the coefficient vector ct, and eqn. 7 is known as the inverse transform, which recovers y(t) from et. Since H and N-l contain many zeros, this phenomenon makes the Haar transform much faster than the Fourier transform, and it is even faster than the Walsh transform.
integration of Haar wavelets
In studying differential equation models of dynamic systems, it is frequently needed to perform integrations in order to get the dynamic problem solved. The new approach we are developing is also using the integration technique. Let us consider a 4th-order system. The integrals of the first four Haar wavelets can be expressed as:
Therefore, they form a very good transform basis. Any function y(t), which is square integrable in the interval (0, l), namely Jdy2(t)dt is finite, can be expanded into Haar wavelets [lo, 111: Writing eqns. 11 to 14 together, we obtain r l 3 5 71
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Let the integrals be expanded into Haar series. Thus,
Following the same procedures,-the integration matrix P8 can be obtained as follows:
In general for an mth-order system with m = 2j, j is a positive integer, the P, is given as All these matrices P2, P4, P8 satisfy eqn. 19 . Of course, we should have a general and more rigorous proof in addition to the numerical check. Let us partition P, into four submatrices:
Eqn. 19 consists of the following four equations: Comparing the first two columns of H c l and H y l , we find that the former is just a dilation of the latter. This means that the second and the fourth rows of the first two columns of H L~ are the same as the first and the third rows there. Therefore, r l 1 i =& 
~( t )
= G H ( t ) (30) Assume that u(t) is square integrable in the interval 0 5 t < 1. Its Haar series expansion can be expressed as where G is a p x m matrix, which can be obtained with the method mentioned in Section 1.
To avoid dealing with impulse functions, we usually expand the variable k(t) instead of x(t) itself, into a Haar series.
Integrating yields
Substituting eqns. 30, 31 and 32 into eqn. 28, we obtain 
.: P m i A j
After F is obtained, it can be used in eqn. 32 to find x(t), which can be entered into eqn. 29 to calculate y(t) with only a few matrix operations. The above derivations illustrate that solving the dynamic equation via the Haar wavelets approach is remarkably feasible. In practical calculation, one should study the property of P and H closely to choose the most effective calculating subroutines. Zeros involved in H and P will greatly simplify the solution procedures. Alternatively, eqn. 34 can be rewritten as A-'F -F P = A-'GL (37) for nonsingular A , this is a Lyapunov matrix equation [14] , which arises in several areas of control including stability theory, and the study of the RMS behaviour of systems. The subroutine lyup (A-l, -P, A-'GI) of MATLAB, or the subroutine srhw of the Appendix may be applied directly to obtain F with A and G1 being given. 
Haar wavelets

Analysis of distributed-parameter systems via
It is well known that the governing principles of distributed-parameter systems are described by a set of partial differential equations. These are usually rather too complicated to be investigated theoretically and solved numerically, since such equations have at least two independent variables and two sets of boundary conditions to be satisfied.
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Elementary length of a transmission line
Various transform methods, such as the Laplace transform, the Fourier transform, the Walsh transform and the block pulse transform etc., have been available for a long time, as already mentioned in Section 1. A new approach to solve for the state variables in distributed-parameter systems via Haar wavelets is proposed in this Section. Compared with the classical methods, the new approach is much more elegant in theory, more convenient in numerical calculation. and most of all, it is much faster in data processing [16] .
To illustrate the new idea clearly and concretely, let us consider an initially relaxed infinite transmission line with R resistance, L inductance, G conductance, and C capacitance per unit length, as shown in Fig. 13 . When Ax approaches zero, the voltage and the current in the line are governed by the well known telegraphist's equation [17-191. ai
In principle, we apply the Haar transform in the time domain, and solve the space domain problem with the conventional method. Let us illustrate this idea with the following examples. Example 2: Suppose a unit step voltage is applied to the initially relaxed infinite line at x = 0. The driving point current i(0, t ) must be found. Solution: Let us apply the Haar transform in the time domain and expand a2vldt2 into a Haar series: 
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(47) Solving eqn. 45, we have at = a: exp(-Mz) + ai exp(Mz) (48) where al and a2 are two constant vectors to satisfy the boundary conditions. The voltage y(x, t ) must be finite when x + CO. It is necessary that a2 = 0,
When a unit step voltage is applied at x = 0, it means
Applying the Haar transform to eqn. 38 at the driving point, namely
Substituting eqns. 49, 51 and 52 into eqn. 38 with x = 0, we have
where the cummutative property has been applied. Finally, we have
where a. is defined by eqn. 50.
The analytic solution can be found in [19] , or 
(59) Eqn. 59 is known as a diffusion equation. It is well known that the diffusion of a liquid in a homogeneous medium, the transmission of heat through a slab of uniform thickness and the distribution of alternating current in a homogeneous plane conductor can all be described with the same form of partial differential equations.
Haar wavelets are introduced to solve these partial differential equations. Solution: In the Haar domain, let us assume a d a t can be expanded in a Haar series as Integrating eqn. 60 and applying the integration matrix P of Section 2, we have
si Entering eqns. 60 and 61 into eqn. 59 yields,
Now, the conventional method is applied to solve the ordinary differential equation of eqn. 62. All the eigenvalues of eqn. 62 with positive real parts must be dropped. Therefore, Fig. 15 Haar and erfc solutions of transmission line problem
Conclusions
The Haar wavelet orthogonal functions and their integration matrices have been introduced to solve the lumped and the distributed-parameter systems. For the lumped case, the Kronecker product with some existing subroutines may be applied to solve for F in eqn. 34. For the distributed case, the involved equations are usually irrational and solved by the transform method followed by the classic approach. The universal tool is the operational matrix P for the integrals of the Haar wavelets, which is positive definite for any order of m. Therefore, its inverse and square root exist. The theoretical elegance of the Haar approach can be appreciated from the simple mathematical relations and their compact derivations and proofs. The accurate and fast capabilities of the method have been demonstrated with numerical examples. Among the well known wavelets, the Haar wavelet is the simplest one. This new approach, formulated for the Haar wavelet, can also be extended to other wavelets. Compared with the Fourier method, the Haar wavelet approach apparently has two advantages: (i) it is particularly suitable for analysing systems involving abruptly varying functions, and (ii) it is a computer-oriented method, because no imaginary numbers are involved in the calculation.
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Eqn. 34 is given as where the unknown n x m matrix F is required to be solved. As we explained before, either the Kronecker product or the subroutine lyap (A-', --P, A-'G1) may be applied to evaluate F. Studying the subroutine Zyap in MATLAB, we find it is also based on the Kronecker product. As shown in eqn. 35, A 0 Pt is dimensioned as nm x nm square matrix. When m or n, or the product nm is large, the calculation of the inverse of an nmsquare matrix is a big task even for the modern computers.
In this Appendix, we are trying to take advantage of using the particular property of P to avoid the inversion of a big nm-square matrix directly.
As shown in eqn. 24, the m-square matrix P, may be divided in four submatrices.
Appendix: Algorithms to solve eqn. 34 
