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1. INTRODUCTION 
The classification of algebras having a given Lie group as their 
automorphism group has recently surged as an important problem in the 
study of general structure theory of algebras, particle physics, differential 
geometry, and invariant system theory [2-4, 11, 14, 17-191. Since the 
automorphism group Aut A of a real or complex algebra A is a Lie group 
whose Lie algebra is the derivation algebra Der A of A [Zl 1, this is 
equivalent to the problem of classifying algebras having a given Lie 
algebra as their derivation algebra. 
Symmetries that frequently appear in physics are represented by 
automorphisms of certain nonassociative algebras A, where the largeness of 
Aut A or Der A reflects the symmetries. Such algebras with the symmetry 
group X(3, C), SU(3), or the compact exceptional Lie group G2 have 
extensively been investigated in particle physics, geometry of affrne connec- 
tions on a reductive homogeneous pace, and for the study of ~nite-dimen- 
sional real division algebras [Z, 4, 14, 191. The color algebra of Domokos 
and Kiivesi-Domokos [4], o&onion and para-octonion algebras, and the 
complex or real Okubo algebra [S] are examples of such algebras. 
A well-known theorem of F. Adams asserts that if the sphere S” admits 
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an absolute parallelism then it must be that n + 1 = 1, 2, 4, or 8. By the 
famous theorem of Bott, Milnor, and Kervaire, these are also the only 
dimensions for the Euclidean space R” ’ ’ which permit a multiplication 
without zero divisors (i.e., xy = 0 implies x = 0 or y = 0). It is this theorem 
which verifies the algebraic result that finite-dimensional real division 
algebras can have only dimension 1, 2, 4, or 8. By a result of Benkart and 
Osborn [ 11, we now know that the compact Lie groups W(3) and Gz are 
the only simple Lie groups which occur as automorphism groups of real 
division algebras of dimension 8. In a subsequent work [2], they utilized 
this to classify all real division algebras of dimension 8. Their classification 
contains the Cayley algebra and its variants for Aut A = Gz as well as the 
real Okubo algebra for Aut A = SU(3) [2,8]. 
In differential geometry, the determination of invariant affine connec- 
tions on a reductive homogeneous pace G/H reduces to the problem of 
classifying all algebra multiplications “*” defined on the tangent space m of 
G/H at e= eH such that Aut(m, *) 2 Ad H, the adjoint group determined 
by a closed subgroup H of the Lie group G. This implies Der(m, *) 2 ad h, 
where h is the Lie algebra of H [14, 18,191. In this case, (m, *) is called the 
connection algebra of a given connection. For example, it is proven that the 
connection algebra of any invariant afline connection on the homogeneous 
space S’= B,/G2 is isomorphic to the 7-dimensional simple Malcev 
algebra obtained from the Cayley algebra [19]. The algebra properties of 
(m, *) have been used to express geometrical and invariant mechanical 
properties of a connection on G/H, such as geodesics, trajectories, torsion, 
curvature, holonomy, etc. [ 13, 17-191. 
More recently, the problems above have been investigated for algebras 
over arbitrary fields of characteristic # 2, 3. Both color algebras and 
Okubo algebras are defined over any field F of characteristic # 2, 3 [S, 81. 
The color algebras over F have been completely determined using an iden- 
tity involving a symmetric nondegenerate invariant form [S]. The Okubo 
algebras over F have been classified in terms of central simple Lie algebras 
over F of type A, [S]. In both cases, a central simple Lie algebra of type 
A2 appears as the derivation algebra. 
Extending a reductive pair associated with a reductive homogeneous 
space to an arbitrary field [ 131, we define 
DEFINITION 1.1. Let g be a Lie algebra over a field F with multiplica- 
tion [x, y] and let h be a subalgebra of g. Then the pair (g, h) is called a 
reductive pair if there exists a subspace m of g such that g = m @ h and 
[h, m] c m. In this case, h is called a reductiue subalgebra of g. If (g, h) is 
reductive, then a multiplication “ . ” on m is defined by 
CT yl=x.y+h(x, 4’) (1.1) 
236 ELDUQUE AND MYUNG 
for x, y E m where x. y and h(x, y) denote the projections of [x, y] onto 
m and h, respectively. The resulting algebra (m, .) is called the reductive 
algebra associated with the decomposition g = m @ h. 
It is clear that any semisimple subalgebra of a finite-dimensional Lie 
algebra over F of characteristic 0 is reductive. If the decomposition 
g = m 0 h corresponds to a reductive homogeneous pace G/H for a con- 
nected Lie group G and a closed subgroup H then m is identified with the 
tangent space of G/H at .? = eH and the reductive algebra (m, .) plays the 
role of the tangent algebra to G/H analogous to the Lie algebra of G. In 
this case, (m,.) determines the canonical connection on G/H of the first 
kind [ 14, 193. The determination of (m, .) in general is a difficult unsolved 
problem even for a reductive pair (g, h) with g and h simple. Some special 
cases of ( G2, sZ( 3)) and (B, , G,) have been determined for an algebraically 
closed field of characteristic 0 [ 11, 131. 
We note that g is a central simple Lie algebra of type G2 over a field F 
of characteristic # 2, 3 if and only if it is isomorphic to the derivation 
algebra Der 0 of some octonion algebra 0 over F [23]. In this paper, we 
first consider a reductive pair (g, h) and its decomposition g = m Oh where 
g is a central simple Lie algebra of type G2 and h is a central simple Lie 
algebra of type A,. Our primary aim in this work is to show that an 
algebra (m, + ) defined on m is isomorphic to the reductive algebra defined 
by (1.1) if and only if (m, ) is isomorphic to a vector color algebra over 
F of dimension 6. This is used to determine all algebras (m, *) defined on 
m such that Der(m, *) z h. We apply this to show that all invariant afline 
connections on the sphere S6= G,/SU(3) having zero torsion are the 
canonical connection of the first kind and are determined by the unique 
compact real vector color algebra of dimension 6. 
In general, as in [ 19, 203, let (g, h) be a reductive pair of a reductive 
homogeneous pace G/H with decomposition g = m @ h, where m = h’ is 
the orthogonal complement of h relative to the Killing form, and, further, let 
g and h be semisimple. Then, the restriction B of the Killing form of g to m 
is nondegenerate and the reductive algebra (m, .) with bilinear form B 
induces a connection of the first kind on the space G/H. Moreover, any 
other pseudo-Riemannian connection on G/H is given by an algebra (m, *) 
with a nondegenerate (Ad H)-invariant form C on m, and C is expressed as 
C(x, y) = B(Sx, y) (x, y E m) for some S in GL(m) n J where J is the Jordan 
algebra of B-symmetric linear transformations S on m with [S, Ad H] = 0. 
From the semisimplicity of g and h (of characteristic 0), it follows that J is 
a semisimple Jordan algebra [20, Corollary 21. Also, the product in (m, *) 
is given by x * y = ix.y + :S-‘(x. (Sy)- (Sx) .y), and thus, the Jordan 
structure of J plays an important role for the study of pseudo-Riemannian 
invariant connections on GfH. However, in the present discussion, we show 
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that the Jordan algebra J consists of scalar maps (cf. Proposition 4.10 for 
characteristic # 2, 3), and in particular, there is a unique pseudo-Rieman- 
nian invariant connection on S6 = G,/SU(3), given by the algebra (m,.). 
Our approach is patterned after many striking interrelationships between 
the actions of Lie groups SU(3)cs GZcB3 and their reductive pairs 
(G2, W(3)) and (B3, G2) on the spheres S6 and S7, and the algebraic 
properties of the Cayley algebra. 
2. REDUCTIVE ALGEBRAS 
Let (g, h) be a reductive pair over a Geld F and let (III,+) denote the 
reductive algebra associated with the decomposition g = m 0 h. Using (1.1), 
the Lie algebra identities of g imply various identities in (m, . ); in 
particular, (m, . ) *satisfies the identities [ 13, 221 
x.y= -y.x (2.1) 
f~,~~Yl=~.Cu,Yl+C~,Xl~Y (2.21 
for ail X, yarn and UE h. Thus (m,. f is an anti~ommutative algebra such 
that ad h c Der(m, *) where ad u: m -+ m: x H [u, x] is the adjoint map. 
Reductive algebras are a natural generalization of Lie algebras and more 
generally of Malcev algebras. Recall that an anticommutative algebra M 
over F with multiplication [x, y] is called a MuZcev algebra if it satisfies 
the Malcev identity 
= cm, YI, 4, XI + CCCY, ~3, XI, XI + cm XI, XI, YI (2.3) 
for all x, y, ZE M. An important consequence of (2.3) is that the map 
d’(x, y): M -+ M defined by 
d’(x, y) = ad[x, y] + [ad x, ad y] 
is a derivation of M satisfying the relation 
(2.4) 
co> 0% Y )I= d’uk Y I+ m, BY 1 (2-V 
for all X, y E M and D E Der M [:16]. Any Lie algebra is a Malcev algebra 
CW. 
For an algebra A over F with multiplication xy, denote by A - the 
anticommutative algebra with multiplication [x, y] = xy - yx defined on 
A. If A - is a Malcev (Lie) algebra then A is called a Malcev admissible 
(Lie admissible) algebra [ll]. As is well known [ 111, the basic examples 
of Malcev algebras are obtained from A - for an alternative algebra A. An 
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octonion (or Cayley-Dickson) algebra 0 over F of characteristic # 2, 3 is 
Malcev admissible but not Lie admissible [ 111. For a Malcev admissible 
algebra A, let &(A, A) denote the linear space spanned by d’(x, y), X, 
y E A, and let h = d’(A, A). Deline a multiplication [ , ] * on the vector 
space direct sum g E A - @ h by 
[x+D,,~v+D2]*=[x,y]+D~y-D2x+~‘(x,y)+~D,,D2] (2.6) 
for x, yeA and D,, O2 E h. It readily follows from (2.5) that g becomes a 
Lie algebra under (2.6) such that (g, h) is a reductive pair and A ~ is a 
reductive algebra, since [x, y] * = [x, y] + 8(x, y) [ 131. In particular, any 
Malcev algebra is reductive. More generally, an algebra A is called reduc- 
~~ve-~~~~ss~~Z~ if A -- arises as a reductive algebra for some reductive pair. 
Thus, Malcev admissible algebras are reductive-admissible. As we shall see 
later, color algebras are reductive-admissible but not Malcev admissible. 
The reductive pairs that we are concerned with in this paper are those 
obtained from g = Der 0 for an octonion algebra CD over F of charac- 
teristic # 2, 3 with its central simple subalgebra h of type A,. 
Recall that an algebra A over F with unity 1 is a quadratic algebra if 1, 
X, x2 are linearly dependent for every x E A [ 151. An element x E A is called 
a uecror if X* E Fl but x 4 Fl. If the characteristic of F is not 2 then the set 
A0 of all vectors in A is a subspace of A and A = Ft @ A0 E 151. For X, 
ye& we write 
xy= -(x,y)l +xxy, (2.7) 
where -(x, y) 1 and xx y are the projections of xy onto Fl and A,, 
respectively. Then, ( , ) is a bilinear form on A, and “ x ” is an anticom- 
mutative product on A,. Moreover, every element tl + x (CY EF and x E A,) 
in A satisfies the quadratic equation 
(al +x)~-2c4d -t-x)+(d+(x,x))I =o. 
If, in addition, A is flexible (i.e., A satisfies the identity (xy)x = x(yx)) then 
( , ) is symmetric and invariant on (A,, x ), i.e., 
(x x y, z) = (x, y x z) (2.8) 
for all X, y, z E A0 [ t5]. In this case, ( , ) extends to a symmetric bilinear 
formonAby(crl+x,~l+y)=a~+(x,y)fora,~~Fandx,y~AO. 
Assume that A is a quadratic alternative algebra over F of characteristic 
# 2; that is, A satisfies the alternative laws x’y = x(xy) and yx2 = (yx)x for 
all x, YE A. It follows from this and (2.7) that A0 satisfies the identity 
(xxy)xy=(x,y)y-(y, yb (2.9) 
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which is linearized to the identity 
(xxy)xz+(xxz)xy=(x,z)y+(x,y)z-2(y,z)x (2.10) 
for x, y, z E AO. For X, ye A,, define the linear map d(x, y): A0 -+ A0 by 
d(x, y) = $d’(x, y) with 8(x, y) given by (2.4). Since ( , ) is symmetric 
and so [x, y] =2x x y by (2.7), we have 
d(x,y)z=xx(yxz)-yx(xxz)+(xxy)xz (2.11) 
for ail x, y, 2 E AO. 
LEMMA 2.1. Let A be a quadratic alternative algebra over F and let a be 
an element of A0 with (a, a) #O. For any elements u, VE A,, such that 
(u, a) = (0, a) = 0, we have: 
(i) d(a, u)a = 2(a, a)u, 
(ii) d(a, u)u = a x (u x v) - 2(u, u)a, 
(iii) d(s, u)a = a x (u x v). 
ProoJ: (if d(a,u)a=ax(uxa)-ux(axa)+(axu)xa= -2(uxa)x 
a= -2(u,a)a+2(a,a)u=2(a,a)u, using (2.9) and (2.11). 
(ii) d(a, U)V = ax(z4xv)--x(axv) = ax(z4xu)+((a,u)u+ 
(a, 0)~ - 2(2.4, u)a) = a x (1.4 x u) - 2(u, u)a, using (2.10). 
(iii) d(u,u)a = ux(uxa)-ux(uxa)+(uxu)xa = (uxu)xa- 
(v,u)a-(24xu)xa-k(u,v)a+(uxu)xa=ax(uxv), where we have 
applied (2.10) twice. 1 
LEMMA 2.2. Let A be a quadratic alternat~ue algebra over F such that 
dim A, > 2. 
(i) The bilinear form ( , ) on A, is Der(A,, x )-invariant, i.e., 
wx, Y I+ (XT QY) = 0 (2.12) 
for all x, y E A0 and DE Der(A,, x ). 
(ii) Der A = Der(A,, x ) where Dl =Ofor DEDer(A,, x ), 
broom (i) For any DED~~(A,, x ), applying D to (2.9) implies 
((Dx, y)+ (x, Dy))y-2(y, &)x=0 for all X, yeAO. Since dim A,>:, 
from this we obtain (2.12) for all x, y E A,. 
(ii) Since Dl=O for LIEDerA, for XEA,,, x’~Fl, so 0=0(x2)= 
x(Dx) + (Dx)x. But if Dx = crl + y, where a E F and ye AO, then 
O=x(Dx) + (0x)x= 2( -(x, y)l +otx). Thus M: =0 and A, is stable 
under Der A. Hence by (2.7) Der A s Der(A,, x ). Conversely, let 
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DE Der(A,, x ) and put Dl =O. From (2.7) we have (Dx) y + x(Dy) = 
-((Dx, y) + (x, Dy)) 1 + (Dx) x y +x x (Dy) = D(x x y) = D(xy) by (2.12). 
But D(lx)=(Dl)x+ l(Dx)= Dx for XEA,. Thus, D is a derivation 
OfA. 1 
Note that if A is a finite-dimensional semisimple quadratic alternative 
algebra then it satisfies the condition A,,= [A, A] [ZS], so dim A,,a2. 
Since d(x, y) = a&(x, y) and A is a Malcev algebra, by (2.5) and 
Lemma 2.2(ii) we have 
CD, 4x> Y)I = 4Dx, Y) +4x, 0~) (2.13) 
for all x, yeA, and DEDer(A,, x ). For any alternative algebra A, by 
flexibility and (2.5), d(A, A) is an ideal of Der A [16]. If 0 denotes an 
octonion algebra over F of characteristic # 2, 3 then 
DerO=Der(O,, x)=d(O,O)=d(O,,O,) (2.14) 
and Der 0 is a central simple Lie algebra of type G2 of dimension 14 [23]. 
As to the uniqueness of complementary subspaces m of h in g with 
[h, m] z m for a reductive pair (g, h), we prove 
PROPOSITION 2.3. Let g be a finite-dimensional Lie algebra over F of 
characteristic # 2 such that the Killing form K( , ) is nondegenerate on g. 
Let h be a simple reductive subalgebra of g with dim h > $ dim g. Then, the 
orthogonal complement hi of h relative to K( , ) is the unique complemen- 
tary subspace m of h such that [h, m] 5 m. 
Proof: Let K,, denote the restriction of K( , ) on h x h. Since the set 
(uEh: K(u, h)=O} is an ideal of h and h is simple, either K,, = 0 or K,, is 
nondegenerate on h. If K,, = 0, or K(h, h) = 0, then h is a totally isotropic 
subspace of g and hence dim h Q i dim g, a contradiction. Thus, Kh is non- 
degenerate on h. Note that g= h’@ h and [h, hl] E h’ by the invariance 
of K( , ). Let m be any subspace of g such that g = m 0 h and [h, m] z m. 
Then, m, h’, and h are h-modules under the adjoint action, and h is 
irreducible, since h is simple. Let 7c be the projection of g = m 0 h onto h. 
Since rc is an h-module homomorphism of g to h, n(h’) is an h-submodule 
of h. By irreducibility of h, either n(h’ ) = 0 or x(h’ ) = h. Since dim hi = 
dim g - dim h < dim h, the latter case cannot occur. Hence n(h’) = 0 and 
hi zrn, so hi = m since dim h’ = dim m. 1 
We remark in the proof above that if the characteristic is zero then a 
Cartan subalgebra of any semisimple subalgebra S of g (g not necessarily 
semisimple) contains an element a such that K(a, a) # 0; in particular, 
K( , ) is nondegenerate on S [24, p. 461. As an immediate consequence of 
Proposition 2.3 we have 
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COROLLARY 2.4. Let h be a simple reductive subalgebra of a Lie algebra 
g of characteristic 0. Zf dim h > 4 dim g then h has the unique complement hi 
such that [h, h’] 5 hL. 
If g is simple in Corollary 2.4, then it is shown in [22] that either the 
reductive algebra (h’, .) is simple or a zero algebra (i.e., hi . hi = 0). We 
use the results above to prove the following theorem which is important for 
our discussions. From now on, we write Der 0, = Der(O,, x ) for an 
octonion algebra 0. Note that ( , ) is nondegenerate on 0,. 
THEOREM 2.5. Let g = Der CD = Der O,for an octonion algebra 0 over a 
field F of characteristic # 2, 3. For any fixed element a E CD0 with (a, a) # 0, 
let h= {DEg: Da=O} and m=d(a, 0,). 
(i) h is a reductive subalgebra of g with complement m in g such that 
[h, m] G m. 
(ii) h is an &dimensional central simple Lie algebra over F of type AZ. 
(iii) The orthogonal complement hL of h relative to the Killing form 
equals m and is the unique complement in g such that [h, h’] E hl. 
Proof: (i) It is clear that h is a subalgebra of g. Let 
W= {xEO~: (a,x)=O}. (2.15) 
Then, CD0 = Fa@ W and m= d(a, W). By (2.12) W is stable under h 
and hence by (2.13) [h, m] = [h, d(a, W)] E d(ha, W) + d(a, h W) = 
d(a, h W)cm since ha=0 and h WC O,,. By the invariance (2.8) of ( , ) 
in O,, we have 
ax(Wx W)C W. (2.16) 
Hence, for U, v E W, d(a, ax (u x v))a = 2(a, a)(a x (u x v)) and d(u, v)a = 
ax (u x v) by Lemma 2.1(i), (iii), so d(u, v) - $(a, a))’ d(a, ax (u x v)) is in 
h. Since g = d(O,, 0,) by (2.14) and g = d(a, W) + d( W, W), this shows g = 
m+h. Since mnh=d(a, W)nh=O by Lemma 2.1(i), we have g=m@h. 
(ii) Let E be the algebraic closure of F. It suffices to show h,= 
E@.hrs1(3, E). We note that g,=d(O,, O,)=Der OE=m,@hs is the 
split simple Lie algebra of type G,. Since E 1 + Ea is a composition algebra 
over E, it contains an idempotent e, #O, 1 [25, p. 431. Thus, e, and 
e2 = 1 -e, are orthogonal idempotents in 0, which can be completed to a 
standard basis of 0, [ll, p. 2841. It follows from this that {DegE: 
D(e,)=O) gsl(3, E) [ll, p. 2851. Since h,(e,) =O, h, is contained in the 
former set and comparing dimensions we have h, = {DE g,: D(e,) = O> z 
sl(3, E). 
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(iii) Since h is simple with 8 = dim h > 4 dim g, in view of Proposi- 
tion 2.3 it suffices to show that the Killing form K( , ) is nondegenerate on 
g. We may assume that F is algebraically closed. Hence g = HO Clsd L, 
where H is a Cartan subalgebra of g, L, is the root space of root u, and d is 
the set of roots; so d = { ?c(,, &cc, + (aI i- a,), Z!Z (a, + 24, *(a, + 34, 
+ (2a, + 3~)). If we choose a k E H such that cc,(k) = 1 and a,(k) = 0 then 
K(k,k)=Tr(adk)2= 1 a(k)‘=2(1+1+1+1+4)=16#0. 
IELi 
Thus, K( , ) is nondegenerate on g. i 
3. COLOR ALGEBRAS 
Domokos and Kovesi-Domokos [4] introduced the color algebra (over 
the complex field C) as a unique 7-dimensional algebra over @ with unity 1 
such that there exists a basis 1, uir ui (i== 1, 2, 3) with multiplication given by 
1 1 ui Vi 
ui ui EijkZik b,l 
ui vi 6, 1 %jk uk 
(3.1) 
for i, j, k = 1, 2, 3 where sijk is the totally skew-symmetric tensor with 
aiz3 = 1. The color algebra was used to describe the color symmetry arising 
in the Gel&-Mann quark model [4]. 
Let F be any field of characteristic f2. We can define a unique 
7-dimensional algebra over F, denoted by C(F), with unity 1 whose multi- 
plication is given by (3.1). It is straightforward to see from (2.7) and (3.1) 
that C(F) is a simple flexible quadratic algebra over F with the associated 
bilinear form ( , ) given by 
(Ui, u,) = (u,, Vi) = 0, ("f, "I) = tvj, ui) = 6ij (3.2) 
and that the algebra C,(F) E C(F), of vectors in C(F) has the multiplication 
u, x Vi = vi x uj = 0, UiXU,=Eiikvk, t’, x 0, = F&dk (3.3) 
for i, j, k= 1, 2, 3 (also see [IS]). 
Let 0 be the split octonion algebra over F of characteristic # 2, 3 and 
let g = Der 0 = Der Go. Then, by Theorem 2.5 g has a reductive subalgebra 
si(3, F). As s1(3, F) acts on O,,, it decomposes as 0, = UO V@ Fe where U 
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is a 3-dimensional irreducible 43, Ff-module (quarks), V is its contragredi- 
ent module (antiquarks), and Fe is a l-dimensional trivial module (singlets) 
[l 1, p. 3071. Any multiplication “*” defined on O0 such that sl(3, F) c 
Der(QSI,, *) is determined by the “triality rule” under the action of s&3, F) 
and has a form similar to (3.1) [ 11, p. 3091. For this reason, we define 
DEFINITION 3.1. For an arbitrary field F of characteristic # 2, we call 
the algebra C(F) defined by (3.1) the split color algebra over F and C,(F) 
given by (3.2) and (3.3) the split vector color algebra over F. 
The color algebra of Domokos and Kovesi-Domokos is the split color 
algebra over C. FolIowing [S], we define a general color algebra as 
DEFINITION 3.2. An algebra A over a field F of characteristic #2 is 
called a color algebra over F if it is an F-form of C(F), that is, A,- = 
FQF A = C(F), where F denotes the algebraic closure of F. 
Since C(F)=F@, C(F), C(F) itself is a color algebra over F. The 
following results proved in [S] are instrumental for our investigation. 
THEOREM 3.1. Let A be a quadratic algebra over a field F of charac- 
teristic Z 2 (not necessarily finite-dimensional) where the associated bilinear 
form ( , ) is nondegenerate, symmetric, and invariant in (A,, x ). Then, A is 
a color algebra over F if and only if (A,, x ) sati#es the identity 
((xx y) x y) x y = $f.y, y)x x y (3.4) 
for all I, y E A, and there exist vectors x, ye A0 such that (x, y, (x x y) x y) 
is linearly independent. 
THEOREM 3.2. An algebra A over F of characteristic # 2 is a color 
algebra over F if and only if there exist scalars 01, /3, y in F with c& # 0 and 
a basis ( 1, a,, . . . . a6f of A with multiplication given by Table I. 
TABLE I” 
1 
0, 
02 
a3 
a4 
a5 
a6 
’ Here, (1, a,, . . . . ub) is an orthogonal basis relative to the bilinear form ( , ). 
481/149!1-17 
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We denote by C(or, 8, y) the color algebra over F given by Table I. Since 
C(a, p, ~)r = C(F) is a simple flexible quadratic algebra over F, so is 
C(a, p, y) over F, and (a,, . . . . a6 > is a basis of the algebra C,,(a, fl, v) of vec- 
tors in C(a, p, y). We call &(a, p, y) the vector color algebra over F asso- 
ciated with C(cw, 8, v). Note that C( 1, - 1, 1) is the split color algebra C(F) 
given by (3.1). The multiplication in C,(a, /I, y ) is obtained from Table I by 
deleting the first row and column and by replacing the diagonal entries by 
zeros. As to the isomorphism classes of color algebras, we have [6] 
THEOREM 3.3. Two color algebras C(a, p, y ) and C(a’, fi’, 7’) are 
isomorphic jf altd only z$ C&X, fl, y) and C,(a’, p’, f ) are isomorphic if and 
only tf their assoe~ated biIi~ear forms are eq~i~~~e~t. 
There are exactly three nonisomorphic color algebras over the real field 
R which are given by C(1, 1, I), C(t, 1, -l), and C(1, -1, 1) [5]. As 
noted above, C( I, - 1, 1) z C(R), the split color algebra over R. We show 
later that the connection algebra of any invariant afhne connection on 
Sh = G,/SU(3) is isomorphic to the vector color algebra C,( 1, 1, I ) over R. 
4. OCT~NION ALGEBRAS AND COLOR ALGEBRAS 
In what follows, the base field F is assumed to be of characteristic # 2, 3. 
Let 0 denote an octonion algebra over F with its associated bilinear form 
( , ) and let QD, be the algebra of vectors in 0. Let a be a fixed element 
in 0, such that (a, a) # 0. As in Theorem 2.5, let g = Der 0 = Der 0, and 
h= {DEg: Da=Oj, m = d(a, 0,) = d(a, W), 
where IV is given by (2.15) and 0, = Fa@ W. By Theorem 2.5 (g, h) is a 
reductive pair with decomposition g = m Oh. We first determine the reduc- 
tive algebra (m, . ) defined by ( 1.1). 
PROPOSITION 4.1. For u, v E W, the multiplication ‘I.” in (m,. ) is given by 
d(a, u) .d(a, v) = d(a, 2a x (u x u)), (4.1) 
Proqf. We note by (2.6) that ax (Wx W)E; W. Using (2.13) and 
Lemma 2.1(i), (iii) we obtain 
Cd(a, a), d(a, 011 = Wb, u)a, uf + d(a, da, u)t’I 
=d(2(a,a)~,~)+d(a,ax(~x~)-2~~,~)a) 
= 2(a, a) d(u, v) + d(a, a x (u x II)) 
= d(a, 2a x (u x a)) t 2(a, a) d(u, a) - d(a, a x (u x a)). 
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Since 2(a, a) d(u, ~)--(a, ax (u x u)) is in h by Lemma 2.1(i), (iii), 
d(a, 2a x (u x u)) is the projection of [d(a, u), d(a, u)] onto m. 1 
Since (Du, a) + (u, Da) = (Du, a) = 0 for D E h and u E W, W is stable 
under h and is regarded as an h-module. We introduce an anticommutative 
product “2” on W by 
U~u=ax(uxu) (4.2) 
for u, UE W. 
PROPOSITION 4.2. The map $: (W, 0 ) --) (m,.): ut+ fd(a, u) is an 
algebra isomorphism as well as an h-module isomorphism. 
Proof: For u, v E W, @(ZAG v) = $d(u, a x (U x u)) = id(a, a). id(u, v) = 
$(u).$(u) by (4.1), and II/ is injective by Lemma2.l(i). For DEB, $(Du)= 
id(a, Du)= [D, id(a, u)] = [D, $(u)] by (2.13) and hence Ic/ is an 
h-module isomorphism. 1 
We define the map J by 
J:0,-,Q,:xt-+axx (4.3) 
for XECD~. Since (a, UXX)= (axa, x)=0 for XECD~, J(O,)E W, and 
J*(u) = -(a, a)u for u E W by (2.9). Hence 
W= J( W) = J(0,). 
For u, u E W, we have (ax u) x u + (ax v) x u = 2(u, v)a by (2.10) and so 
(Ju)~v=ax((uxu)xu)=ux(ux(uxv))=u~(Jv). Similarly, (uxo)xa+ 
(uxa)xu = (U,U)U and -J(u~u)=ax((uxv)xa)=ux((uxu)xv)= 
( Ju) 0 v. Hence, 
(Ju)~u=u~(Jv)= -J(uou) (4.4) 
for all u, VE W. We use this to prove one of our principal results: 
THEOREM 4.3. The algebra ( W, 0 ) is a vector color algebra over F. 
Proof: In view of Theorem 3.1 we only need to show that ( W, 0 ) has 
a symmetric, nondegenerate invariant from { , 1 such that 
((v+u)ou=~{u, u}va4 (4.5) 
for all u, v E W and that there exist elements u, v E W with v, u, (~0 U)OU 
linearly independent. Let u, u be any elements in W. Using (2.10), 
((vxu)xu)xu = -((vxu)xu)xu+(vxu, u)a+(vxu, a)u = J((uxu)xu)+ 
(u x u, u)u since (V x u, u) = (v, u x u) = 0. From this and (4.2) we compute 
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= -J(((u x u) x u) x u) 
= -P((Ll x u) x u) + (u x u, a) J(u) 
= (a, u)(u, u)u ~ (a, u)(u, u)u + (u x u, a) J(u), 
using (2.9) and J2(x) = -(a, a),~ for x E W. 
Since ( , ) is nondegenerate on W, we find a u E W with (u, u) ~0, so 
that (Ju,Ju)=(a~u,uxu)=(-J'(u),u)=(u,u)(u,u)#O. Since (u,Ju)=O, 
u and Ju are linearly independent, and can be completed to an orthogonal 
basis of W by the nondegeneracy of ( , ) on W. This in particular implies 
that there is a UE W such that c, u, JU are linearly independent and 
(u, Ju) # 0. Since (u x u, a) = (Ju, u) # 0, from the identity above we find 
that u, u, (u 0 u) c u are linearly independent, and that for any u, u E W, 
((ucu).JU)‘U=(U,u)(u,u)u-u-(u,u)(u,u)u~u 
+ (u x u, u)(h) - u. 
Since (Ju) 0 u = -J(u I u) = 0 by (4.4) we have the identity (4.5) holding for 
(W, 0) with 
{U> LJ} = -aa, u)(u, u), (4.6) 
as desired. Clearly, { , } is nondegenerate and invariant in ( W, :’ ). 1 
It is shown in [7] that the derivation algebra of any color algebra over 
F is a central simple Lie algebra of type A, over F and that two color 
algebras or their vector color algebras are isomorphic if and only if their 
derivation algebras are isomorphic. For the vector color algebra ( W, - ) we 
have 
PROPOSITION 4.4. h z Der( W, 2 ). 
Proof: By (4.2), each element D E h acts on ( W, c ) as a derivation. If 
we define the map f: h + Der( W, = ): D ++ Dj W then ,f is a Lie algebra 
homomorphism, and kerf= 0, since h is simple (Theorem 2.5) and cannot 
vanish on W. Hence, f is an isomorphism. 1 
In the proof above, one can argue that [ker ,f, m] = 0 using Proposi- 
tion 4.2, so that ker ,f is an ideal of the simple Lie algebra g. To describe 
a closer relationship of ( W, 3 ) with the given octonion algebra 0 over F, 
we write (a, a) = D! E F. Then, Fl + Fa is a subalgebra of 0, and it is well 
known that { 1, a} is completed to a standard orthogonal basis 
(1, e, = a, e,, . . . . e,} of CD whose multiplication is given by Table II. 
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TABLE 11 
We denote by 0 = 0(cr, /I, “4) the algebra given by Table II. Using Table II 
and (4.6), the bilinear form { , ) associated with ( W, 0 ) is given by 
(e2, e21 = -2d, {e,, e3} = -2a*p, {e4, e4j = -2x7, 
(e,, es} = -2a*y, {e6, e6} = -2c&, {e,, e7} = -2ci*pY, 
and (ei, e,} = 0 for i#j. The multiplication table of ( W, 2 ) relative to 
@ 2, ..., e,> can be furnished from Table II and (4.2) as in Table III. 
As before, let C,(x, /3, y) denote the vector color algebra given by 
Table I. Using Table III, it is readily seen that the map ,f: ( W, o ) -+ 
Cd@, A NY) given by 
.f(e2)=al, f(e3) = ~a,, f(e4)=a3, 
f(e5)=fi-'a4y f(e6)=-a6, f(e7)=a5, 
(4.7) 
is an isomorphism with (W, 0 ) corresponding to 0(c(, /?, y). Similarly, the 
map g: ( W, 0 ) -+ Co(a, /I, v) defined by 
g(e3) = W1a2, de,) =f(e,h if3 (4.8) 
TABLE III 
e2 
e3 
e4 
e5 
e6 
e7 
e2 e3 f4 e5 e6 f3 
0 0 -6 =k -Be5 &h 
0 0 106 w - @e4 -@Be5 
e7 - ae6 0 0 Ye3 -lye, 
- xc6 -cte, 0 0 aye, aye3 
be5 de4 -;‘e, - aye2 0 0 
-Qe4 #5 Zjjez - w3 0 0 
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is also an isomorphism with ( W, 0 ) corresponding to CD(C&‘, p, CC ‘/Pi). 
In particular, we have proved 
THEOREM 4.5. Any vector color algebra C,(a, p, y) over F arises from 
( W, 3 ) for some octonion algebra 0 over F. 
Let /l = JI w. If p = il on W for a scalar 1, #O in F then n(u, v) = 
(ax u, v)= -(u, ax v)= -E,(u, v) for all u, VE W and so (W, W)=O, a 
contradiction, since ( , ) is nondegenerate on W. As noted earlier, 
J*(u) = -(a, a)u for UE W and so p* = -(a, a)l. Thus, Kz FZ+ Fp is 
a commutative subring of End,(W), and if d-4 F then K is an 
extension field of F. 
For si, E*EF, define F,Z+E~~=E~J--E~~. Then, “-” is an involution 
on K and W is regarded as a K-module. Define an F-bilinear map (r: 
WxW-,Kby 
44 v) = (a, a)(u, 0) - Aw, 0) (4.9) 
for u, v E W. We show first 
LEMMA 4.6. The map a defined by (4.9) is a nondegenerate K-hermitian 
form on W. 
Proof. Let u, v be any elements in W. Then, a(v, u) = (a, a)(v, u) - 
Am u) = (a, aMu, 0) -Aa x v, u) = (a, a)(u, 0) + p.(a x u, v) = (a, aMu, u) + 
P(PU, 0) = a(u, v), and ah 0) = (a, a)(w 0) - P(P*U, 0) = -p2(w, v) + 
Aa, a)(u, v) = Mu, 0). Also, a(u, P) = (a, a)(u, P) - Aw, PV) = (a, a) 
(u,axv)-p(pz4,axu) = -(a, a)(a x u, v) + p(a x pu, v) = p*(pu, v) - 
p(a, a)(u, v) = -pa(u, v) = fia(u, v). Hence, a is K-hermitian on W. Since 
p is not a scalar on W, a(u, W) = 0 would imply (u, W) = 0 or u = 0, so a 
is nondegenerate on W. u 
If (W, c ) corresponds to O(cc, fl, y) with IX= (a, a) then W is a free 
K-module with a K-basis { e2, e4, eb}, since pe, = e, x e, = e3, pe, = e5, and 
pe, = -e,. Using (4.9) and Table II, we obtain the matrix of a( , ) relative 
to le2,e4,e6> as 
diag(@, txy, C&J} = (a/@) diag{y-i, fl-‘, 1). 
Let T=diag{y- ‘, Pm I, 1 } and let M,(K) be the K-algebra of 3 x 3 matrices 
over K. Then, the map: M,(K) + M,(K): B H B* = T-‘B’T becomes an 
involution of the second kind where “t” denotes the transpose. Let 
su(3,K,a)={BEM,(K):B*=-BandTrB=O}. (4.10) 
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Clearly, dim,su(3, K, o) = 8 and su(3, K, G) = {BE M,(K): a(& V) + 
a(u,Bv)=O for all U, u&Wand TrB=O). If &=JqgL.then 
K= F[fi] is a quadratic extension held of F and hence su(3, K, o) is a 
central simple Lie algebra over F of type A, with subtype A,/ [ 10, p. 3031. 
In this case, it follows from [ 10, p. 3041 that W is an irreducible module 
for su(3, K, g). 
PROPOSITION 4.7. Let ( W, c ) correspond to 0 = 0(x, /3, 7). Then 
(i) Der(W, o)=su(3, K,a)%h. 
(ii) v,,,/&$F then h is u central simple Lie algebra over F of type 
A, with subtype A,, and W is an irreducible h-module. 
Proof: Part (ii) follows part (i) and the remarks above. For part (i), we 
first observe the reiation 
h=(DEg=DerO,:DJ=JDj. (4.11) 
This follows from the fact that DJ=JD for DEB if and only if 
D(axx)=axDx for all xeCDO if and only if Da=0 or Dtzh. For DEh 
and U, L’E W, by (4.9) we obtain a(Du, u) + o(u, Dv) = (a, a)(& v) - 
p(JDu, ~)+(a, a)(u, Dv)-p(Ju, Do)= -p((D(Ju), u)+(Ju, Du))=O, using 
the g-invariance of ( , ) and (4.11). Thus, cr(Du, u) + a(u, Do) = 0 and by 
(4.11) h G End,( W). By Proposition 4.4, h = Der( W, o ) c su(3, K, a), and 
Der( W, 0 ) = su(3, K, a) since both algebras have dimension 8 over F. fl 
Therefore, it remains to treat the case where Q&G F. 
THEOREM 4.8. Let ( W, 9 ) be the vector color algebra over F corre- 
sFond~~g to @$a, j?, y) with a! = (a, a). If &&E F then h z Derf W, 3 f g 
s/(3, F) and ( W, 0 ) is the unique split vector color algebra C,(F) over F. 
ProoJ If -(a, a) = A2 for I E F then -(A- ‘a, X’a) = 1. Hence we may 
assume (a,a)=-1, so that p2=1 Let p,=i(Z+p) and p2=$(l-p). 
Then, P:=P~, p:=pz, prp2=p2p,=0, and K=Fp,0Fp2~F@F. 
Moreover, W= p, W@ p2 W and 
Since(u,v)=(axu,u)=-(u,axu)=-(u,v)foru,vEp, W,(p, W,p, W)=O 
and similarly, (pz W, p2 W) = 0. Since ( , ) is nondegenerate on W, this 
implies dim,p, W=dim,p, W=3. Thus, W has a basis (ui, ui: i= 1,2, 3) 
such that its associated bilinear form { , f given by (4.6) has the same 
values as in (3.2). By Theorem 3.3 we have that ( W, o ) is the split vector 
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color algebra C,(F). It folIows from a result in (171 or (4.10) that 
su(3, K, G) z s/(3, F), and hence h z ~((3, F) by Proposition 4.7. 1 
Recall that ( W, 0 ) z C,(a, p, y) under the map g given by (4.8) where 
(W, 3 ) is obtained from the octonion algebra 0 = 0(aXp-‘, j, c( ‘pi). 
Hence, by Theorem 4.8 CJa, /?, 7) is split over F if and only if 
Jz E F or m E F. Using this, Theorem 3.3, and Proposition 4.7, 
the following is immediate. 
COROLLARY 4.9. (i) The color algebra C(a, p, ;I) is isomorphic to the 
split color algebra C(F) tf and only if .J~G F. 
(ii) If m q! F and K = F[m] then Der C(s 8, y ) 2 
su(3, K, (T) where the diagonal rnatr~~~ T above is given by diagfcc, y, pt). 
moreover, KOF C(q fl,y) is spiit over R. 
Assume m 4 F. Then, C,(a, j3,~) is made into a vector space over 
K so that the isomorphism g: ( W, ~3 )+ C,(a, /?, 7) given by (4.8) is also 
K-linear. Denoting the product in C,(cx, P,~J) by xx y, from (4.4) we 
have 
rj(x x y) = (ijx) x y = x x (qy) 
for x, y E CO(xx, 8, y) where r t--+ ?j is the involution on K defined above. If 
we denote < = 4 -a/? then since p2 = - (afl-‘)Z, (5 = pp. Using this and the 
map g, the actions of [ on the basis {a,, ..,, a6) given in Table I can be 
computed as 
<a, = aa2, 
ta4 = -@a,, 
<a2 = -fSa,, 
tas = - aabr 
(4.12) 
For example, 5al = t&e21 = g(5e2) = sVwd = /Me, x ~2) = Ps(ed = 
PaP-‘ ‘a2 = Ma2 by Table II and (4.8) and tar = n-‘fl<g(e3) = 
a-‘P*g(e, x ej) = cc-‘p2g( -aP-‘ez) = -pa,. 
PROPOSITION 4.10. If ( W, 0 ) is a vector color algebra over F, then any 
Der( W, 0 )-invariant symmetric bilinear form on W is a scalar multiple of the 
bilinear form associated with ( W, c ). 
Proof Let (W, 0 ) correspond to O(a, p, v) and let { , ) be the bilinear 
form associated with ( W, 0 ). By Proposition 4.7 Der( W, c ) = su(3, K, o), 
and since B*= -B for BESU(~, K, cr) with B*= T-‘B’T, we have 
su(3, K, a)ez = Fpez + Ke, + Ke6. This gives the decomposition 
W=Fe2@Der( W, o)e,. (4.13) 
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Let ( , ) be any Der( W, 0 )-invariant symmetric bilinear form on W, and 
let (ez,ez)=v{e2,e2} for some VEF. We show that (x,y)=v{x,y} for 
allx,yEW. ForDEDer(W, o), O=(De,,e,)+(e,,De,)=2(e,,De,) 
and (e,, De,) =O. Since {e2, De,} =O, by (4.13) (ez, x) = v{e,, x} for all 
XE W. If D,, D,EDer(W, 0) then (D,ez, D,e,)= -(e,, D,(D,e,))= 
-v(ez, D,(D,e,)} =v{Dle,, D,ez}. Therefore, by (4.13) ( , ) = v{ , ). 
5. ALGEBRAS (W, *) WITH Der( W,*)? h 
In this section, we determine all algebra multiplications “*” defined on 
W which have the same derivation algebra as the vector color algebra 
(W, 0 ). Let L be a Lie algebra over an arbitrary field F and let A be a 
faithful L-module over F with composition xu, x E L, u E A. For a general 
consideration, we begin with 
LEMMA 5.1. Let Hom,(AQ, A, A) denote the F-space of L-module 
homomorhisms of A or. A to A. Then, there is an F-linear isomorphism of 
Hom,(A OF A, A) to the F-space qf all multiplications “*” defined on A such 
that L c Der(A, *). The isomorphism is given by 
~(uQu)=u*u (5.1) 
for u, u E A and 4 E Hom,(A OF A, A). 
Proof For 4 E Hom,(A OF A, A), define a multiplication “*” on A by 
(5.1). If XEL, then x(~*u)=x~(~@u)=~(x(~@u))=~((x~)~u+ 
U@ (xv)) = (xu) * u + u * (xv) for all U, UE A and hence XE Der(A, *). 
Conversely, if L G Der(A, *) then the map 4: A OF A + A defined by (5.1) 
is an L-module homomorphism. 1 
LEMMA 5.2. Let L be a finite-dimensional Lie algebra over an arbitrary 
field F and let U, V b e ini e tmensional L-modules over F such that U = f t -d’ 
U, 0 . . 0 U, is the direct sum of irreducible L-modules U, and V is an 
absolutely irreducible L-module over F. Then, dim, Hom,( U, V) equals the 
number of U,‘s isomorphic to V. 
Proof Let r be such that Ui z V for 1 d i< r and Ui k V for 
r + 1 d i< m. Since V is irreducible. Hom,( U,, V) = 0 for r + 1 ,< i 6 m. 
Hence 
Hom,( U, V) r Hom,( V, V) 0 . @ Hom,( V, V) r copies, 
FQF Hom,( U, V) z HomLF( Vr, V,) @ Q3 Hom,,( V,, Vr) r copies, 
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where F denotes the algebraic closure of F. Since VP is irreducible, by 
Schur’s lemma, Hom,,( V,-, Vr)r F. Thus, dim, ~om~(~, V) = r. 1 
Therefore, the determination of algebras (A, *) with L c Der(A, *) is 
closely related to the problem of decomposing A OF A into the dire& sum 
of irreducible L-submodules. Some special cases of this problem for charac- 
teristic zero are known using representations of Lie algebras (see [lt, 131 
and references therein). In general, the method employed for the charac- 
teristic zero case is not applicable for prime characteristic. For example, 
modules for a simple Lie algebra of prime characteristic need not be a 
direct sum of irreducible L-submodules [S]. 
The module to be considered here is a module W of dimension 6 for 
s/(3, F) over F of characteristic # 2, 3 such that W= W, @ W2 where W, 
is an irreducible 43, F)-submodule and W, is the contragredient module 
of Wj. In general, we note that if A = V, @ .I. @ V,, is a direct sum of 
L-submodules Yi then 
If S’(A) and T”(A) denote the ~-submodules of symmetric and skew- 
symmetric elements in A OF A, respectively, then 
Let W= W, @ W2 be the s/(3, Q-module as above. Then, W, is regarded 
as the F-space spanned by the column vectors 
+), u2=([), q) (5.3) 
with the natural action of $43, Ff on E(~, etZ, ug. Similarly~ W2 is spanned 
by the unit row vectors vi, u2, v3 with the module action given by 
B. yi= -Y,B for BE s1(3, F) where vjB denotes the matrix product. Define 
the maps q5i, &: WOF W-t W by 
LEMMA 5.3. Let W= W, @ W, be as ab~ove and feb I; = sff3, F) cwer F of 
characteristic # 2,3. Then, Hom,( WOF W, W) = F#, 8 F#2. 
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Proof: From the remarks above, it follows immediately that di, & are 
in Hom,( WOF W, W) and are linearly independent. It remains to show 
dim, Hom,( WOF W, W) = 2. Note first that W, and Wz are absolutely 
irreducible, and that W, OF W, r W,O, W, is isomorphic to the 
L-module of 3 x 3 matrices under the adjoint action which decomposes as 
a direct sum of a one-dimensional trivial module and the adjoint module. 
Hence, 
Hom,( W, OF W,, W,) = Hom,( W, 0,. W,, W,) = 0. (5.5) 
Let W, OF W, =S*( WI)@ T2( W,). It is easy to see that T*( W,) has 
a basis {u1@u2-u2@u,, u~@u~-u~@u~, u3@u1-u,@u3}, and is 
isomorphic to W,. Similarly, we have T2( W,) 2 W,. Thus, by Lemma 3.2 
Hom,( T*( W,), W,) z Hom,( T2( W,), W,) g F. (5.6) 
Next, we show that S*( W,) and S2( W,) are irreducible L-modules 
of dimension 6. Let X be a Cartan subalgebra of L with basis 
{H,=E,,-E22,H2=E22-E33}andlet {H,,H,, E,;i#j=l,2,3} bea 
basis of L. If we let xi = ui @ui then S2( W,) is generated by x, and has 
a basis {x,, . . . . x6} given by 
For the linear functionals Aj: J? + F with ii = 6,, i, j= 1, 2, we find 
that x,, . . . . xg are weight vectors of weights 22,) -22, + 21,, -2i2, I,, 
A, - A,, --A,, respectively, which are all distinct, since the characteristic of 
F is not 2 or 3. Let V be a nonzero L-submodule of S*( W,). Then, V is 
a direct sum of weight spaces in V, and since all weight spaces in S*( W,) 
are one-dimensional, V must contain one of the weight vectors x,, . . . . x6. 
But since E,, x1 =x2, +E2,x2=x3, Ej2x3=xq, ;Ej2xz,=xg, E,3~5=~6, 
and $E,,x, = xi, V contains all weight vectors in S*( W,) and so 
I’= S2( WI). Similarly, it can be shown that S2( W,) is irreducible. Thus, 
by Lemma 5.2 Hom,(S2( W,), wj) =0 for i,j= 1, 2. Therefore, from (5.2) 
(5.5), and (5.6) we conclude that Hom,( WOF W, W) z PO F. 1 
We use Lemma 5.3 to prove our principal result in this section. 
THEOREM 5.4. Let ( W, 0 ) z CO(c(, /?, y) be a vector color algebra over F 
of characteristic # 2, 3 which is obtained from Cb(c&‘, B, (r ~ ‘fly). Let “*” 
be any multiplication on W such that Der( W, *) 2 Der( W, : ). 
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(i) If (W, 0 ) is split ouer F then there is a basis {u,, u2, Us, u,, L+, 
u3 4 of W such that the ~&iplication “*” is given by 
iii+ ?vj=&jjglkt vj * V~j =iEij&, ui*vj=vj*y,=o (5.71 
for some 6, KEF, i= I, 2, 3. 
(ii ) Jf ( W, c ) is nof ,split ooer F fhen “*” is given hy 
“v*y=Q(x~Jy) (5.8) 
for x, y E W and for some y E K = FL-7 where the action of q on W is 
determined hy (4.12). 
Prooj (i) Since ( W, o ) is split, by Theorem 4.8 Der( W, o ) s s/(3, F). 
We can choose a basis ( u!, vi: i = 1, 2, 3 > of W with the action of s1(3, F) 
given by (5.3) (see [ll]). By Lemma 5.1 the map W@, W+ W: 
x@yt+x*y is in Nom,(W@. Wz W) with L=sl(3, F), and hence by 
Lemma 5.3 x * .t’ = &&fx@ ,v) + ~~~~.~~ .t,f For all x, J* E- W and For some 6, 
A E F where c$~ and &tI are given by (5,4). This gives (5.7). 
(ii) in this case, m q! F and K = FCd-1 is a quadratic exten- 
sion lieid of F. If we denote L = Der( W, 0 ) then by (4.11) L c End,(W). 
Thus, Hom,( WOF W, W) is made into a vector space over K via 
(~~#)(“~o~)=v(~(xo!‘)) (5.9) 
for v E K, C# EHom,( W@,: W, W), and x, yf W. On the other hand, 
fK@, W, 0) = ( WK, c ) is split over R with Der( W,, 2 ) = L,=s&3, Kl 
(Coroltary 4.9 1, and 
KCfGi, Hom,f WQF W, W) r Horn,,{{ WOF WjK, W,i 
% HomLK( WKOK WK9 W,) z K@ K 
by Lemma 5.3. Hence, dim,Hom,( WOF W, W)=2, and for any 
0 f#~ Hom,( WOF W, W), we have Hom,( W@, W, W) = f@ by (5.9). 
But since x0 yt-+ x3 y is a nonzero element in Ham,( WOP W, W), we 
obtain the relation (5.8). 
(iii) ff ( W, 0 ) is split over F then we can let f W, c: f have the multi- 
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plication given by (3.3) relative to the basis {u,, u;: i = 1, 2, 3 >. If 6 # 0 and 
3.20 then it is seen that the map Q: ( W, *) + (W, 0 ) defined by Q(u,) = 
S2iu,, Q(zA,)=u,, Q(u,)=u,, L?(a,)=S~‘ul, Q(u,)=Sh,, Q(u,)=Sh, is 
an isomorphism. For q #O in (5.8) by (4.4) we have x * y = 
~(XO y) = x c: Usy for X, y E W. Thus, 
where { , > h b’l’ is t e I mear form associated with ( W, 0 ) as given by (4.6). 
Hence, by Theorem 4.3 ( W, *) is a vector color algebra over F. Since 
ix, Y> and {YIx, rly} d e me equivalent bilinear forms on W, it follows from f 
Theorem 3.3 that ( W, *) z (W, 0 ). The last assertion of (iii) follows from 
Der( W, *) c Der( W, o ) and Der( W, *) z Der( W, 0 ). 
(iv) It is clear that if 6 = 1= 0 or q = 0, then Der( W, *) = End,( W). 
If, for instance, 2 = 0 # 6, then any endomorphism cp of W with arbitrary 
preassigned values to u,, u2, u3 and with Scp(~,+~)= q(ui) * uitl + 
ui * cp(u,+ ,) (indices modulo 3) is a derivation; so dim Der( W, *) = 8. 1 
6. AFFINE CONNECTIONS ON S6= GJSU(3) 
For an analytic manifold M, let A(M) denote the commutative 
associative algebra of analytic functions on M and T(M) the A(M)-module 
of analytic vector fields on M. An uffine connection V on M is an R-bilinear 
map V: T(M) x T(M) + T(M): (X, Y) t+VX Y satisfying 
V ,x+RYv)=fvXz+gvYz~ VYW) =.fVx y+ (Jn y 
for A gE A(M) and X, Y, ZE T(M). The operator V, is called the 
covariant differentiation relative to X and can be considered as an 
extension of directional differentiation in Euclidean spaces [14]. 
Let G be a connected Lie group with Lie algebra g and let H be a closed 
(Lie) subgroup with Lie algebra h. Then, the homogeneous pace M= G/H 
is called reductive if there is a subspace m of g such that g = m@ h and 
(Ad H)m c m. In this case (g, h) is reductive (Definition 1.1) and 
[h, m] G m. Then G/H is endowed with an analytic structure coordinatized 
by m where m is identified with the tangent space T(G/H, t?) at t? = eH 
[ 14, 21-J. An afline connection V on G/H is called G-invariant if the analytic 
diffeomorphisms t(a): G/H -+ G/H: %I-+= are affine maps of V for all 
a E G, where X = xH [21]. A relationship between connections on G/H and 
algebra multiplications “*” on m is given by the following Fundamental 
Existence Theorem for invariant afline connections [ 141. 
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THEOREM 6.1. Let G/H be u reductive homogeneous space with fixed 
decomposition g = m @ h such that (Ad H)m &m. Then there exists (I 
bijective correspondeme between the set of all algehrus (m, *) defined on m 
with Ad H c Aut(m, *), and the set qf all G-invariant qfffine connections 
on GjH. 
If H is connected then condition (Ad H)mcm is equivalent to 
(ad h)m cm and Ad H c Aut(m, *) is equivalent to ad h 5 Der(m, *). The 
correspondence in Theorem 6.1 is given by 
x * Y = (V, P)(2) (6.1) 
for X, YE m, where 2 and p are vector fields uniquely determined by X 
and Y on a neighborhood 8 of P [ 141. In terms of a basis {X,, . . . . X,,) of 
m, the connection V is determined by the Christoffel symbols T:.(p): 
The structure constants of (m, *) relative to the basis {X, , . . . . X,> are 
f Q = f;.(P). Let (m,. ) denote the reductive algebra given by (1.1). Then, as 
in (2.2) Ad Hz Aut(m, .), and hence by Theorem 6.1 there is a unique 
G-invariant connection V on G/H such that (V,p y)(Z) = 4X. Y for X, 
Yem. This connection is called the canonical connection on G/H of the 
first kind. In this case, V has zero torsion, and straight line geodesics tX 
(TV R) in m project into geodesics aft) = n exp tX in G/H where n: 
G -+ G/H: a H Z is the projection map [ 14). Geometrical properties of V in 
G/H, such as curvature, parallel translation, holonomy, etc. can be 
described in terms of the algebra properties of (m, *) [ 18, 193. 
In the remainder of this section we focus on the algebra (m, *) associated 
with the reductive homogeneous pace S6 = Gz/SU(3). Notice that SU(3) 
is connected. There are exactly two nonisomorphic real octonion algebras; 
the split one CD( - 1, 1, 1) and the compact one O( 1, 1, l), called the Cayley 
algebra. Throughout, we let 0, denote CD,( 1, 1, 1) over R. Then, the 
bilinear form ( , ) associated with O,, is positive definite, and the basis fe,: 
i= 1, . ..) 71 given in Table II is an orthonormal basis of OO. Any ortho- 
normal basis of 0, with the same multiplication table as {et: i = 1, . . . . 7 1 
will be called a standard busis of OO. 
Let M denote the set of all ordered triples ( W, , )r2, M’~) such that 
(Wj, WI x M’,) = 0, (M’,, w,) = 6,, (6.3) 
for i, j= 1, 2, 3 and W,E 64,. For (w,, u’~, u’~)E M, consider the set 
b(w,, wt, w,)= {w,, It’?, w, x w2, wi, w, x wj, wz x w3, (wt x w2) x w3;. 
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If {ej: i= 1, . . . . 7) is a standard basis of 0, then by Table II (e,, e2, e4) E M 
and (ei: i= 1, . . . . 71 =b(e,, e2, cd. 
LEMMA 6.2. For (w,, wa, w~)EM, b(w,, w2, w3) is a standard basis of 
oDO. ~onversel~~ any .~tandard basis qf CD0 arises from b( wl, w2, w3f. 
Proof: The orthonormality of b(~ir, wl, $2~~) can be shown by making 
use of the invariance of ( , ) and (2.9). From (6.3), (wi, wjx wk)= 0 for all 
i, j, k= 1, 2, 3, and by (2.9) ( w, x w,, w; x Wk) = - (Wi x (w, x w,), Wk) = 
(wj, wk) = 6, which implies (wi, w3 x (wi x wz)) = 0 for i= 1, 2, 3. We 
similarly obtain the remaining relations. Using this, (2.9), and (2.10), it is 
straightforward to show that b(w,, w2, We) has the same multiplication 
table as Table II. i 
The basis b(w,, +v~, 1~~) reflects the fact that the Cayley algebra 0 can be 
obtained from R by adjoining NJ,, +v~, wj successively. Thus, C = Iwl + Rw, , 
~=C+@w,=fW1+1Ww,+Rw,+iWfw,x~o,) since w~w~=MJ~xu’~, and 
ilD=W+Ww,. 
Recall that the automorphism group of CD or (CD0 is the compact Lie 
group Gz with Lie algebra g =d(CDO, 0,,)= Der 0,. It follows from (2.7) 
that ( , ) is G,-invariant, that is, (4(x), d(y)) = (x, .p) for all x, y E &, and 
CEGZ. 
COROLLARY 6.3. For any (w,, w2, w3) E M, the map r given b-y 
is a bijection. 
Proof Since ( , ) is G,-invariant, by (6.3) (#w,, Q/wz, q5w,)~M for all 
4 E G2 and hence r is well defined. If #wi = wi for i = 1,2,3 then q5 acts on 
b(w,, w2, wj) as the identity map since 4 is an automorphism of 0,. Since 
b(w,, wt, w3) is a basis of O0 by Lemma 6.2, 4 is the identity map on OO. 
This shows that r is injective. For any (w;, w;, M$) E M, define a Iinear 
isomorphism 4: O--+0 by (51 = 1 and #b(w,, w2, wg)=b(w;, w;, w;). 
Since b(w, , w2, w3) and b(w;, w;, w;) have the same structure constants 
for O,, 4 is an automorphism of CD, or q5 E G2, Hence, r is surjective as 
well. 1 
Let S6 = (w E 01~ = [w7: (w, w) = 1 } be the sphere of dimension 6. Then, 
M is a submanifold of S” x S6 x Z?. If rci: A4 -+ S6 denotes the ith projec- 
tion (i= 1,2, 3), then xn,(M)=S6, x,(M)= {wES? (w, w,)=O for some 
w,ES~), and x,(M)= (wEP: (w,wl)=(w,w2)=(~~,w~xw2)=0 for 
some wi E S6 and w2 E n,(M)). Hence, the dimension of M is 6 + 5 + 3 = 
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14= dim G,. By the Gz-invariance of ( , ) and Corollary 6.3, Gz acts 
continuously on S6 as well as on M under the action 
G2x M+ M: (4, (w,, M’?, u’?)) ++ (#(w, 1, 4(%), d(w3)). (6.5 1 
The following result is well known [IS]. 
COROLLARY 6.4. The Lie group Gz operates transitively on M under 
(6.5) and the isotropy subgroup ofG2 at every point in M is the identity. 
Proof Since the map I- given by (6.4) is surjective, the action of G, on 
M under (6.5) is transitive. If (#(We ),#(wz), ~(~~~)) = (w,, w2, ~1~) for 
(WI > w2, We) EM and #E G, then as in the proof of Corollary 6.3 we have 
#=I, the identity map. 1 
Using our earlier discussions, the following results can be easily proven. 
THEOREM 6.5. For any point a E Sh, let H denote the isotr0p.y .~ubgroup 
of G2 at a and let h= {L)Eg=DerO,: Da=O]. 
(i) H is a closed subgroup of G2 with Lie algebra h. 
(ii) 
H= {qkG2: J#=#J)zSsU(3), 
h = { D E g: JD = DJt z su( 3 ), 
where J: 0” -+ Cb,, is the map defined by (4.3). 
,=t:’ (g>h) ts a reductive pair with the unique (ad h)-stable complement 
> the orthogonal complement of h relative to the Killing form. 
(iv) G2 operates on S” as a transjtjve topological transformation group 
and S6 = G,/H= G,/SU(3) as a reductive homogeneous space. 
(v) m is an irreducible h-module of dimension 6. 
Proof: (i) is well known [21]. Since (a, a) = 1 and 04: R, (ii) and 
(v) follow from Propositions 4.2, 4.7 and (4.11). Part (iii) is a consequence 
of Theorem 2.5. For part (iv), let M’~, tv; be any points on S6. By 
Corollary 6.4 there exist points (w, , w2, wI) and (IV;, w;, w;) in M such 
that $wi = NJ; (i = 1, 2, 3) for some 4 E G2. Hence, G, acts on S6 transitively. 
Since the action of G, on S6 is also continuous and Gz is compact, we have 
S6 = G,/H as a homogeneous pace [21, p. 1001. i 
THEOREM 6.6. Let Sb = G,/SU(3), and let (g, h) and m be the same us 
in Theorem 6.5. 
(i) The reductive algebra (m, .) is isomorphic to the vector color 
algebra C,( 1, 1, 1) over R. 
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(ii) The connection algebra (m, *) of any nontrivial G,-invariant 
affine connection V on S6 = G,/SU(3) is isomorphic to (m, .) z C,( 1, 1, 1). 
(iii) There exists a basis {ui, u ,: i= 1, 2, 3} ofCJ1, 1, 1) with multi- 
plication given by 
Mix uj= --EjjkUk, ui x lli = &#Vk, 
ViXU~=Egkvk, vi x v, = &@llk, 
(6.6) 
where the associated bilinear form has the values 
(“z, uj) = tvi, v.,) = 2szj, (u;, Vj) = (Vi, u,) = 0 (6.7) 
for i, j, k= 1, 2, 3. 
Proof: (i) By Proposition 4.2, (m,.) is isomorphic to ( W, 0 ) which is in 
turn isomorphic to CO(c$, jI, ay) = C,(l, 1, 1) by (4.7). 
(ii) Note m E W as an h-module (Proposition 4.2). By Theorem 6.1, 
Der(m, *)sad hr hzDer( W, 0) (Proposition4.7). Since (W, 0) is not 
split over [w and (m, *) is not a zero algebra, it follows from 
Theorem 5,4(ii), (iii) that (m, *) z ( W, 0 ) g C,( 1, 1, 1). 
(iii) Let A be an algebra over [w defined by the multiplication (6.6). 
Let 
tij= -+(q+iu,), V,=$(-u,+iv,) 
forj= 1, 2, 3. It is readily seen that (ti,, V,:j= 1, 2, 3) is a basis of A,= 
C @ Iw A with the same multiplication as in (3.3). Thus, AC is the split vec- 
tor color algebra C,(c) with the bilinear form ( , ) given by (3.2), and so 
A is a vector color algebra over 5X Since uj = - (u/ + cj) and v, = i(fij - ijj) 
forj= 1, 2, 3, we compute the values of ( , ) on this basis as given by (6.7). 
Hence, ( , ) is equivalent t o t e 1 inear form associated with C,(l, 1, 1) h b’l
(see Table I), and by Theorem 3.3 A z C,( 1, 1, 1). 1 
Therefore, the connection algebra (m, *) of V has a basis with the 
structure constants given by (6.6). Hence, by (6.1) and (6.2) we have 
COROLLARY 6.7. For any G,-invariant connection V on S6 = G,/SU(3), 
there exist vector fields (X,, . . . . X6) on a neighborhood of 2 E S6 such that the 
Christoffel symbols r$ of V are given by 
-rk= rkt3 = ye B l,J+3 I + 3,j+ 3 =Eijk> rk+3=rl-. =rk+3 1, b/+3 r+3,,+3= 0 
for i, j, k = 1, 2, 3, where rk, = - r$. 
Since the bilinear form given by (6.7) as well as the restriction of the 
Kilhng form K( , ) of g to m is ad h-invariant, it gives a Riemannian struc- 
ture on S6 = G,/SU(3) [21, p. 3411. Note by Proposition 4.10 that if ( , ) 
481,‘149,fi-18 
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is an ad h-invariant symmetric bilinear form on m then ( , ) = vK( , ) on 
m x m for some real number v. If (m, *) is the connection algebra of V then 
the torsion Torv(x, y) of V evaluated at 2 E S” is given by Tor,(x, v) = 
x * y - y * x - x y for all x, JJ E m = T( So, 2). Since (m, *) is anticom- 
mutative, Torv(x, y) = 2x * y - x .y. Thus, if V is torsion free then x * y = 
ix. y for all x, y E m and so V is the canonical connection of the first kind. 
We summarize these points in 
COROLLARY 6.8. Any G,-inuariant affine connection V on S6= 
G,/SU(3) which is torsion free is the canonical connection of the first kind 
and is given hy the algebra product ix . y for x, y E m. In this case, the curves 
o~the~orm (exp~.~~SU(3) (tEiR)f or some x E m are geodesics of V in S6. 
It is interesting to note that Corollary 6.8 has been proved for the reduc- 
tive homogeneous space S’= B,/G* with the reductive aIgebra (m,.) 
isomorphic to the 7-dimensional simple Malcev algebra of vectors in the 
Cayley algebra [ 191. 
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