Abstract. In this paper we show that, for each λ > 0, the set of radially symmetric solutions to the boundary value problem
Introduction
We consider the boundary value problem As shown in [5] Theorem 1.1 also holds for N = 3, 4 and 5. The proof of the case N = 6 was defered to this paper since it requires arguments of a different kind. The main problem arises from the fact that if N = 6 and λ is fixed then the solutions to the initial value problem (1.4) below do not tend to zero in compact subsets of (0, 1] as v(0) → ∞.
Motivated by the results of F. Atkinson, H. Brezis and L. Peletier (see [1] ) where they studied the case N = 3, 4, 5, 6 in [5] we prove their conjecture that if N = 3, 4 then the problem (1.1) has only finitely many radially symmetric solutions. If N ≥ 7 then for any λ > 0 it has been proven by S. Solimini in [12] (see also [7] ) that (1.1) has infinitely many radially symmetric solutions.
Problems like (1.1) have been studied very intensively over the last three decades, mainly due to the fact that the well developed variational techniques do not apply because the imbedding of the Sobolev space H 1 0 (B) in L 2N/(N −2) (B) is not compact. Since 1965 it has been known (see Pohozaev [10] ) that for λ ≤ 0 the problem (1.1) has no nontrivial solutions. The existence of a positive solution to (1.1) for certain values of λ > 0 was shown in 1982 by H. Brezis and L. Nirenberg (see [2] ). They introduced a method which have influenced a number of papers and produced important results (see [6] , [7] and the references therein). The main ingredient was the mountain pass theorem without the Palais Smale condition.
The proof of Theorem 1.1 depends fundamentally on the following result on the location of the zeros of the solution to
where v is a solution to
In fact we have: The proof of Theorem 1.1 is based on the phase-plane analysis of the solution corresponding to a singular ordinary differential equation. We consider the initial value problem [1] we infer that if Γ is a connected component of M then there is a radial eigenvalue µ j of −∆ subject to a zero Dirichlet boundary condition, and ν j ∈ [0, µ j ) such that Γ connects (µ j , 0) with (ν j , ∞). Also ν j = 0 if and only if j = 1. Moreover, using variants of the Sturm comparison theorem we prove that for 
Energy Estimates and Pohozaev's Identity
The following lemma is based on Pohozaev's identity and was extensively used in [5] (see also [3, 4, 11] ).
where
Proof. Multiplying the equation in (1.4) simultanously by r 6 v (r) and r 5 v(r), integrating over [t, t] , 0 ≤t < t, and combining the two equations, the proof of the lemma follows (for more details see [5] ).
From Lemma 2.1 using the quadratic equation formula we see that
Now we define function h by the following equation
Using (1.2) and Lemma 2.1, as in [5] , we obtain h (t) = 2t 
Proof. From the definition of E (see (2.1)) we have
Without loss of generality let v < 0 on [x i , x i+1 ]. Integrating (2.7) by parts and using (1.3) we obtain
On the other hand from Pohozaev's identity we have
Combining (2.8) and (2.9) we infer
Using (2.10) in (2.9) we see that
which concludes the proof of the lemma.
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where we have also used the fact that v(0) = . On the other hand, for t ≥ 3 we have
Thust ≤ 3. Hence, for t ≥ 3 from (2.6) we see that
In particular 
In particular, from (3.9) we have that x 1 ≥ √ 8. Furthermore, by using (3.9) in (3.1) we infer
Reiterating the argument in (3.10) we see that 
In particular, from (3.10), (3.11) and the definition of φ we see that
It can easily be seen that φ satisfies the equation 
Furthermore, from (3.21) and (3.22) we infer
Thus, arguing as in (3.16) we obtain
In order to estimate v(x 1 ) we use Lemma 2.1. Since v (x 1 ) = 0, we have
Hence
where we have used (3.19) and (3.22) . This together with (3.22) and (3.24) proves the lemma. 
Proof. Let w(t)
≥ .8088, (see (3.19)), from the Sturm comparison theorem and Lemma 3.1 we infer
On the other hand, for t ∈ [x 1 , x 2 ] using (3.25) and (3.27) we have
Hence,
where we have also used (3.19).
Next, from (3.28), Lemma 3.1 and Lemma 3.2 we see that
which together with (3.27) and (3.28) concludes the proof of the lemma. In particular, from (3.30) and (3.31) we see that
Thus, the lemma is proven. 
The First Four Zeroes of v
On the other hand, using (3.9) and (4.2) in (4.1) we infer
Integrating (4.3) we obtain
Reiterating the argument and using (3.11) and (4.4) in (4.1) we see that 
In particular, from (4.5), (4.6) and the definition of ψ we see that 
Furthermore, by integrating (4.11) on [1.8, 2.4] and using (4.9) we obtain 
12 − 15 2t 3 we see that max G 1 (t) = 1.0597904 = G 1 (3.2), hence by integrating 
Therefore, 
Proof. Without loss of generality we can assume that v (
. Thus
On the other hand on [x i , x i+1 ], using the fact that x i ≥ 10 we infer
Hence, by integrating (5.2) we obtain Therefore, combining (5.1) with (5.3) we have
Furthermore,
≥ .7524, which proves the lemma.
Proof. We prove the latter inequality by induction. As shown in (3.32) it holds for i = 3. Suppose |v
. By Lemma 5.1 we have 5 6
, which concludes the proof of the lemma. 
by the Sturm comparison theorem it follows that
Since x i ≥ 10.66 we obtain
On the other hand using Lemma 4.2 we see that
Hence, from the Sturm comparison theorem it follows that
where we have used the fact that x i ≥ 10 and M = 4.5 (see (3.32)). Thus, (5.14)
Thus the lemma is proven.
By the Sturm comparison theorem we see that τ j < x j for j = 1, 2, . . . . On the other hand, by Lemmas 3.5, 4.3 and 5.3 we have 
Thus, the zeroes of v(·, 1, It can easily be shown that the following homogeneity relation holds
Using (6.1) and the results of [1] we have Also, from Lemma 2.1 we have
Hence, using the quadratic formula we see that
Thus,
Since, by the results from [1] we know that t 1 (1, d) → 0 as d → ∞ and since (6.7) holds, we have Suppose s 1 is bounded away from zero, hence there exists m > 0 such that
where K is a constant. Since t 1 → 0, as d → ∞, from (6.6), (6.8) and (6.10) with t = s 1 we get a contradiction, which proves the lemma.
for λ in compact subsets of (0, ∞).
Proof. Let σ 1 := σ 1 (d) denote the first zero of v d (·, 1, d) . By the Sturm comparison theorem and Lemma 6.1 we know that σ 1 < s 1 . Let w be the multiple of v d (·, 1, d ) that satisfies
(6.13) 
Proof. The separation of zeroes follows from the Sturm comparison theorem, Lemma 6.2 and Theorem 1.2. Hence Next, we recall various properties of the bifurcation diagram of the set of radial solutions to (1.1). We summarize these properties in the following lemma. 
