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Le présent mémoire porte sur l'animation passive de phénomènes naturels. L'ani­
mation est dite passive lorsque qu'elle est directe et sans contrôle ou sans dynamique 
inverse. En particulier, le type de phénomènes naturels traités est celui des phéno­
mènes gazeux et plus précisément, ceux modélisés par un fluide à phase unique. Tout 
d'abord, le domaine de l'animation de fluide synthétisé par la simulation d'un modèle 
physique sera introduit ainsi que la problématique abordée. Le document comprend 
trois contributions abordant la problématique à différents niveaux. Dans le premier 
ouvrage, on retrouve une méthode permettant de résoudre les équations de Navier-
Stokes en une seule itération sur le GPU (Graphical Processing Unit). La méthode 
est si simple qu'elle a pu être implémentée en moins d'une journée de travail dans Fx-
Composer (vidéo : http://www.youtube. com/watch?v=PScfTOKbSpU). En 
plus d'être extrêmement rapide sur le GPU, cette méthode rend l'animation de fluide 
beaucoup plus accessible et peut être utilisée à différentes fins : l'initiation à l'anima­
tion de fluide à l'aide d'une méthode simple à implémenter ou l'ajout rapide d'effets 
visuels dans un jeu vidéo ou autre application interactive. La deuxième contribution 
aborde le problème au niveau de la visualisation du fluide. On y retrouve l'élaboration 
d'une méthode explicite et inconditionnellement stable pour la résolution numérique 
de l'équation de convection-diffusion utilisée pour simuler la densité d'un gaz qui à 
la fois est diffusé et transporté dans le domaine par un champ de vecteurs-vitesse, 
qui dans notre cas représente le mouvement d'un fluide. Le troisième article aborde 
le problème au niveau de la complexité calculatoire et réduit l'animation 3D de feu 
à une utilisation 2D strictement en espace-écran. La complexité d'une animation en 
espace-écran est constante pour une résolution d'image donnée puisque les calculs se 
font uniquement sur les pixels de l'écran (ou une sur une sous-résolution de ceux-ci). 
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Introduction 
Synthétiser de façon réaliste des phénomènes naturels complexes, tels que la fu­
mée et le feu, peut être une tâche laborieuse en animation. Ce sont principalement les 
nombreux détails ainsi que les multiples interactions possibles qui rendent ces phé­
nomènes si difficiles à appréhender (ou à reproduire). Ce serait donc dans le but de 
faciliter ce travail que les techniciens du 7e art ont cherché à fournir des méthodes 
automatiques et c'est ainsi que l'utilisation de modèles physiques fit son apparition 
dans le domaine de l'animation par ordinateur. Cela va de soi puisque la modélisation 
physique a pour objet de reproduire la nature avec une grande fidélité1. 
À l'origine, lorsqu'il s'agissait de fumée ou de feu, c.-à-d. les phénomènes naturels 
considérés dans cet ouvrage, les particules constituantes du gaz étaient représentées 
par une fonction de densité des particules <f>(t, x) et celle-ci devait satisfaire l'équation 
de convection-diffusion [34] : 
<Pt = -u • V<f> + kV2<f>, (1) 
où le gaz est transporté par un champ de vecteurs-vitesse u et diffusé de façon isotrope 
à un taux fc dans tout le domaine. Le champ de vecteurs-vitesse u représente la façon 
dont le gaz se déplace et correspond au déplacement d'un fluide comme l'air. Celui-ci 
peut être modélisé grâce à des principes de la mécanique très simples qui stipulent 
que la masse et le mouvement du fluide doivent être conservés donnant lieu ainsi aux 
1. La modélisation physique en général possède aussi d'autres avantages que visuels. L'informa­
tion encapsulée dans le modèle est utilisable à d'autres fins pratiques. Par exemple, il est possible 
d'utiliser les forces dans une simulation de corps mous en tant que signal pour un appareil haptique, 
ceux-ci étant de plus en plus employés dans les simulateurs chirurgicaux et autres. 
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fameuses équations de Navier-Stokes pour un fluide incompressible : 
Ut = —(u • V)u — -VP + /xV2u + f, (2) 
P 
V • u = 0, (3) 
où P est la pression du fluide et /i un coefficient de diffusion. À noter que ces équations 
sont décrites en profondeur dans le chap.l. En combinant l'équation de convection-
diffusion (1) aux équations de Navier-Stokes (2, 3), on peut créer bon nombre d'ani­
mations hautement réalistes. Par exemple, il est possible d'ajouter une source de 
fumée ou de feu dans l'équation (1), d'ajouter des forces externes f afin de pouvoir 
diriger le fluide ou encore d'imposer des conditions aux frontières aux équations (2) 
et (3) permettant au fluide de réagir de façon réaliste aux obstacles dans la scène ou 
dans son environnement. Ces équations ne possèdent généralement pas de solution 
analytique connue, sauf bien entendu dans quelques cas particuliers. Le recours aux 
approximations numériques devient donc inévitable. 
Les méthodes pour résoudre ces équations ont beaucoup évolué au cours des der­
nières décennies. U peut être profitable de se rappeler le parcours qu'ont suivi les 
praticiens de la simulation numérique des équations aux dérivées partielles (EDP) 
considérées. L'auteur tient par contre à mettre en garde le lecteur qu'il ne s'agit pas 
ici d'une description exhaustive du domaine de la résolution numérique d'EDP mais 
plutôt d'un bref rappel des faits saillants survenus dans le domaine de l'animation par 
ordinateur et qui permet à l'intéressé de se construire un cadre suffisant à la compré­
hension de la problématique abordée dans ce document. À noter aussi que les travaux 
ont été en majorité effectués sur le GPU et donc seront surtout soulevés, les méthodes 
formulées sur une discrétisation par une grille régulière du domaine, représentation 
plus proche de la structure de données naturelle de la carte graphique, c.-à-d. l'image. 
Une des premières solutions aux équations de Navier-Stokes en animation par ordi­
nateur était en fait solution de la version linéaire de ces équations[21]. Cette solution 
donne lieu à un mouvement plutôt laminaire et donc très peu chaotique, contraire­
ment aux fluides réels. C'est donc ce qui motiva l'addition de mouvements rotatifs 
2 
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(non linéaires) artificiels, entre autres à l'aide du modèle de turbulence de Kolmogorov 
dont [34] est un des plus cité. D'ailleurs, on utilise toujours des modèles de turbulence 
pour ajouter des détails dans les animations [22, 35] sans avoir à augmenter naïve­
ment la résolution de la discrétisation. C'est en 1996 dans [13] que Foster et Metaxas 
proposèrent une méthode efficace et plutôt simple pour résoudre numériquement les 
équations non linéaires de Navier-Stokes pour un fluide incompressible, mais qui pou­
vait se révéler instable. En 1999, Stam proposa une méthode inconditionnellement 
stable dans [33] pour approximer une solution aux équations de Navier-Stokes. Peu 
après, Fekdiw R. et al. proposèrent dans [10] de laisser tomber les termes de diffu­
sion dans les équations de Navier-Stokes et de convection-diffusion dans le but de 
conserver au maximum l'énergie ainsi que les petits détails de l'animation, souvent 
décimés par les effets de la diffusion et des erreurs d'approximation qui tendent toutes 
à lisser la solution. Donc les méthodes récentes pour animer des fluides considèrent 
plutôt les équations d'Euler (Navier-Stokes sans la diffusion)2. Avant de décrire l'état 
actuel des algorithmes traitant l'équation d'Euler, il est à noter que certaines ap­
proches conservent le terme de diffusion dans l'équation (2) pour une raison pratique. 
En effet, avec des méthodes d'intégration explicites (conditionnellement stables) la 
diffusion est conservée dans le but de stabiliser la simulation comme cela est fait dans 
le chap. 1. La diffusion a le même effet que l'ajout de damping, c.-à.-d. une force 
freinante proportionnelle à la vitesse (ex. : d = — k • /(u)) que l'on retrouve souvent 
dans les simulations physiques. 
En se limitant aux méthodes formulées sur un maillage régulier fixe, on retrouve prin­
cipalement des algorithmes séparés en deux parties. La première consiste à résoudre 
2. Idéalement on résout le terme de transport à l'aide d'une formulation lagrangienne des équa­
tions [39]. D'ailleurs, c'est un peu de là que viennent les fameuses méthodes semi-lagrangiennes (voir 
chap.l) ou de upwinding dans différents cadres numériques. En effet, on remarque cette tendance à 
résoudre le transport à l'aide d'une formulation lagrangienne des équations comme récemment dans 
[39, 14, 2]. Ces méthodes sont toutes suivies d'une imposition de la divergence nulle sur un maillage 
fixe eulerien. En revanche, il est plus difficile d'utiliser des méthodes lagrangiennes ou simplement 
d'utiliser des maillages non uniformes sur le GPU dû à la rigidité de leur architecture. Puisque les 
éléments se déplacent, il devient nécessaire de reconstruire le voisinage de chaque élément avant 
de calculer les opérateurs différentiels. Par opposition, on ne retrouve pas ce désavantage dans les 
méthodes à maillage régulier fixe dites grid-based. C'est la raison pour laquelle cette approche est 
toujours populaire à ce jour, et ce, surtout dans les applications interactives. 
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le plus précisément possible le terme de transport (ut = — (u • V)u). Cette étape 
peut être réalisée avec la méthode MacCormack de précision « 0(Ax2, Ai2) [30, 5]. 
Ensuite, la deuxième étape consiste à imposer une divergence zéro (V • u = 0) à 
l'aide du gradient d'un potentiel scalaire P. Cela est fréquemment fait en résolvant 
l'équation de Poisson (V2P = V • u) dans le but de trouver une pression dont le 
gradient —VP corrige le champ de vecteurs-vitesse (u) de l'équation (2) afin de le 
rendre sans divergence[10]. Cette partie des algorithmes est la plus coûteuse. Pour des 
fluides à phases multiples, il faut résoudre un système correspondant à une matrice 
creuse de dimensions N3 x N3 (pour un fluide en trois dimensions). De façon générale, 
une solution est obtenue à l'aide de la méthode itérative du gradient conjugué pour 
les systèmes linéaires. Cet algorithme est très coûteux et de plus, se met très mal à 
l'échelle, c.-à.-d. que le temps de calcul ne croit pas proportionnellement avec N ; le 
nombre de cellules dans la grille. Pour les fluides à phase unique, il est possible de 
procéder à un coût indépendant de N avec la méthode des projections orthogonales 
itérées (IOP)[5, 25]. À noter qu'il existe d'autres méthodes pour animer des fluides et 
que choisir la technique adéquate peut donc se révéler complexe pour un néophyte. 
On remarque qu'au fur et à mesure que les méthodes se sophistiquent, les animations 
de fluides synthétisées à partir d'un modèle physique sont de plus en plus réalistes. 
Cependant, on en retrouve toujours peu dans le domaine des applications interactives 
telles que les jeux vidéo. Outre le problème de la performance souvent associée à la 
résolution numérique des EDP, on constate que la simple implémentation des mé­
thodes actuelles représente un obstacle à leur emploi. Par exemple, programmer une 
simulation de fluide de base en 2D avec la méthode populaire [33] pourrait prendre à 
un programmeur peu versé dans la simulation de modèle physique au moins un mois 
de travail3. 
L'objectif de ces travaux est tout d'abord de proposer des méthodes simples et ac­
cessibles pour l'animation de fluides. Une méthode simple possède généralement un 
véritable potentiel d'adoption par l'industrie. Son implémentation, comprenant un 




risque moindre d'erreurs, se réalise plus rapidement ce qui tend à réduire les frais de 
production. De plus, la rapidité découle souvent de l'atteinte de l'objectif premier. 
Finalement, l'initiation au domaine de l'animation de fluide est parfois aride et des 
méthodes simples permet franchir de cette première étape. 
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Chapitre 1 
Simulation simple et rapide d'un 
fluide à phase unique sur le GPU 
Résumé 
Cet article présente un algorithme simple et accessible pour résoudre les 
équations de Navier-Stokes en une seule itération sur le GPU. Les équations 
de Navier-Stokes y sont brièvement décrites ainsi que la méthode pour les 
grouper en une seule expression. Le schéma numérique employé provient 
principalement des différences finies et il est muni d'une intégration numé­
rique explicite. La méthode supporte les conditions à la frontière de type 
Neumann et permet donc d'animer des fluides à phase unique tels que le 
feu, la fumée ou le vent ainsi que de réagir de façon réaliste aux obstacles 
dans le domaine. 
Commentaires 
L'article a été publié dans le livre GPU Pro 2 en mars 2011. Les coauteurs 
Fabrice Colin et Richard Egli ont suggéré d'utiliser la méthode introduite 
dans [8] pour obtenir une divergence nulle (V • u = 0) dans d'autres cadres 
numériques que celui de la méthode SPH. L'auteur principal utilisa cette 
idée à bon escient et formula un algorithme en une seule itération sur le 
6 
GPU, effectua les démonstrations techniques et rédigea en grande partie 
l'article. La fumée et le feu seront, dans le reste du mémoire, transporté par 
ce champ de vecteurs-vitesse obtenu grâce à l'algorithme qui y est décrit. 
Rapidité 
Le terme rapide dans le titre mérite clarification. Il est mentionné dans 
l'article que la méthode performe beaucoup mieux sur le GPU que sur le 
CPU. Cela va de soi, la majorité des algorithmes pouvant s'exécuter en pa­
rallèle jouissent d'un gain considérable lors d'une exécution sur le GPU par 
opposition à une exécution sur le CPU. Tel que mentionné dans l'introduc­
tion, la méthode la plus populaire pour animer des fluides sur un maillage 
régulier fixe est celle de Stam [33]. Celle-ci requiert de multiples itérations 
de la méthode du gradient conjugué pour imposer une divergence zéro et ce, 
pour un seul pas de simulation. Intuitivement, on s'imagine que la méthode 
simple en une itération devrait être de beaucoup plus rapide. L'auteur trou­
vait important de quantifier, au moins pour des cas d'utilisation similaires, 
les différences de performances dans le but de fournir un cadre comparatif 
de base. 
Plusieurs éléments peuvent influer sur la performance d'un algorithme pour 
résoudre des EDP numériquement. L'étude sous-jacente se limitera aux im-
plémentations typiquement GPU, c.-à-d. avec une grille centrée 1et la so­
lution au système linéaire pour imposer une divergence nulle se fera avec 
la méthode Jacobi. On favorise cette méthode a celle du gradient conjugué 
lors d'une simulation GPU dû à sa simplicité malgré sa convergence moins 
rapide. Puisqu'il est difficile d'évaluer un critère d'arrêt, la tendance dans 
la majorité des implémentations GPU[7] est de fixer le nombre d'itérations 
à 20. À noter qu'il aurait été intéressant de comparer la mise à l'échelle des 
1. Les grilles centrées ( Centered grids) sont plus courantes sur le GPU que les fameuses grilles 
Markers and Cells (MAC) où les composantes des fonctions vectorielles sont situées sur les faces 
des cellules correspondant à leur axe (composante u sur l'axe x et u sur l'axe y...) et les fonctions 
scalaires situées au centre des cellules. Les grilles MAC ont un ordre de précision plus élevé pour le 
calcul des opérateurs différentiels de fonctions vectorielles. 
7 
figure 1.1 - Méthode simple de M. Guay et al. [17] : 129.3 fps et méthode stable de 
J. Stam [33] en rouge : 68.3 fps. N = 64, Ax = 1, At = 1/15 avec la condition CFL 
satisfaite en tout temps sur tout le domaine. 
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méthodes (la performance lorsque N augmente), mais que pour ce faire, il 
aurait fallu considérer les méthodes expressément construite pour ce type 
de situation comme la méthode IOP[25]. 
Comparaison CPU 
La comparaison de la figure 1.1 est effectuée avec les mêmes paramètres 
de modèle pour les deux méthodes ; avec la même viscosité2 et les mêmes 
forces externes. Les paramètres de simulation sont N = 64, Ax = 1.0, 
A t = 1/15 avec la condition CFL satisfaite en tout temps sur tout le do­
maine. La méthode proposée effectue 129.3 frames per second (fps) alors que 
la méthode stable 68.3 fps, ce qui est 1.89 fois plus rapide. 
Suite à cette comparaison, on peut se demander si 2 itérations de la mé­
thode simple à 1 x At avec la condition CFL satisfaite est toujours plus 
rapide qu'une itération de la méthode stable à 2 x Atsimpie lorsque la condi­
tion CFL n'est pas vérifiée. Cette situation est illustrée dans la figure 1.2. On 
peut y voir qu'au delà de la condition CFL, la méthode simple commence à 
perdre son avantage au niveau de la performance. Cette dernière performe 
à 64.4 fps alors que la méthode stable à 69.6 fps avec la diffusion et 92.0 fps 
sans la diffusion. Naturellement, il faut se rappeler que le pas de simulation 
At stable ne peut être augmenté à l'infini (où inversement le Ax à près de 0) 
puisque la solution obtenue sera trop lisse et trop peu intéressante pour une 
animation de qualité. 
Brièvement, sur le CPU ainsi qu'avec des paramètres identiques, la mé­
thode proposée dans l'article est plus rapide que la méthode plus populaire 
2. Il n'est pas nécessaire de garder la diffusion dans une méthode inconditionnellement stable et 
d'ailleurs, en pratique c'est ce que l'on fait[10]. Une solution inconditionnellement stable à l'équation 
de la chaleur se fait aussi avec un système linéaire dans l'implémentation de [33] et requiert 20 
itérations de la méthode du gradient conjugué. Donc, enlever la diffusion dans l'équation de Navier-
Stokes (lorsque c'est possible) permet d'éliminer ce calcul. 
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figure 1.2 - Méthode simple de M. Guay et al. [17] en vert : 64.4 fps et méthode 
stable de J. Stam [33] en rouge : 68.3 fps. N = 64, Ax = 1, Atsimpie = 1/12 avec la 
condition CFL satisfaite en tout temps sur tout le domaine alors que At stable = 2/12 
et la condition CFL n'est pas respectée. 
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[33] par un facteur de 1.89. Cependant, il a été démontré qu'il était pos­
sible d'exploiter la stabilité inconditionnelle de la méthode stable[33], ainsi 
que l'inutilité de la diffusion afin de gagner un avantage en performance pour 
cette dernière. Ce phénomène est plutôt clair pour une implémentation ÇPU 
mono-thread. Maintenant, il n'en est pas autant sur une architecture ma­
tériel différente comme celle d'un GPU. Il est donc important d'élucider 
quelque peu la performance des deux méthode sur une carte graphique. 
Comparaison GPU 
Une animation de feu ou de fumée en 3D et en temps réels, pourrait 
se faire de façon raisonnable sur une grille de dimensions 64 x 64 x 64. 
Une telle grille en 2D correspond à grille 256 x 256. Sur cette dernière, 
la méthode simple performe en moyenne à « 12800 fps alors que la mé­
thode stable à « 1815 fps et ce sans la simulation de la diffusion pour la 
méthode stable. En effet, on peut observer dans la figure 1.3 une différence 
entre les deux solutions dû à l'effet de la diffusion lors de la simulation avec 
la méthode simple vers l'absence de diffusion avec la méthode stable. Il est 
pratique d'utiliser un peu de diffusion lorsque la méthode d'intégration n'est 
pas inconditionnellement stable. 
Il est intéressant d'observer que les mêmes algorithmes s'exécutant sur un 
GPU performent plus rapidement, mais pas de façon proportionnelle. In­
tuitivement, il aurait dû en être ainsi puisque les deux algorithmes sont 
de même nature, c.-à-d. séquentiels sur des données contigues en mémoire. 
Cette différence de performance sur le GPU peut être expliquée par diffé­
rents facteurs et l'un d'entre eux est la capacité, pour ce matériel, à exécuter 
rapidement des algorithmes à haute intensité arithmétique, c.-à-d. ayant un 
haut ratio : nombre d'opérations arithmétiques par accès mémoire [3]. En 
effet, il n'est pas trop difficile d'observer qu'une itération de Jacobi possède 
une faible intensité arithmétique. Par opposition, la méthode présentée dans 
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figure 1.3 - Méthode simple de M. Guay et al. [17] en vert : «s 12400.0 fps et méthode 
stable de J. Stam [33] en rouge : « 1640.0 fps. N = 256, Ax = 1, At = 1/50 avec la 
condition CFL satisfaite en tout temps sur tout le domaine. 
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le chapitre résout toutes les parties des équations de Navier-Stokes dans la 
même fonction en accédant aux mêmes cellules voisines que dans une itéra­
tion de Jacobi. 
En somme, la méthode proposée dans ce chapitre devient surtout intéres­
sante lors d'une utilisation GPU. En plus de s'arrimer parfaitement à l'ar­
chitecture d'une carte graphique, la méthode est extrêmement simple à im-
plémenter et peut facilement être intégrée dans une application interactive 
comme un jeu vidéo. En effet, son code tient sur quelques lignes et permet 
d'être écrite et comprise beaucoup plus rapidement et aisément que toute 
autre méthode connue de l'auteur. 
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1.1. INTRODUCTION 
Figure 1.4: 3D simulation with 100k particles visualization. 
1.1 Introduction 
In this chapter, we present a simple and efficient algorithm for the simulation of 
fluid flow directly on the GPU using a single pixel shader. By temporarily relaxing 
the incompressibility condition, we are able to solve the full Navier-Stokes equations 
over the domain in a single pass. 
1.1.1 Simplicity and Speed 
Solving the equations in an explicit finite difference scheme is extremely simple. We 
believe that anybody who can write the code for a blur post process can implement 
this algorithm and simulate fluid flow efficiently on the GPU. The code holds in less 
than 40 lines and is so simple we actually had the solver running in FxComposer (see 
FxComposer demo). Solving every fluid cell (texel) locally in a single pass is not only 
simple, but also quite fast. In fact, the implementation of this algorithm on the GPU 
is at least 100 times faster than on the CPU1. In this chapter, we show how to couple 
the two equations of the classical Navier-Stokes equations into a single phase process; 
then follows a detailed explanation of the algorithm along with example code. 
1. The simulation runs on the CPU at 8.5 fps with 4 threads on an intel Core 2 Quad @ 2.66 GHz 
simulating only the velocity field over a 256x256 grid. Keeping the same grid size, the simulation 
of both velocity and density fields, runs at more than 2500 fps on a Geforce 9800 GT using 32-bit 
floating point render targets. Note that 16-bit floating point is sufficient to represent velocities. 
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1.2 Fluid Modeling 
The greatest feature of physics-based modeling in computer graphics is the ability 
for a model to cope with its environment and produce realistic motion and behavior. 
Attempting to animate fluids non-physically is by experience, a non-trivial task. In 
order to physically model the motion of fluids, the simplified classical Navier-Stokes 
equations for incompressible fluids are a good description of such mechanics and a 
solver based on this model is capable of simulating a large class of fluid-like phenom­
ena. Fortunately a deep understanding of the partial differential equations involved 
is not required in order to implement such a solver. 
1.2.1 Navier-Stokes Equations 
The Navier-Stokes equations, widely used in numerous areas of fluid dynamics, 
derived from two very simple and intuitive principles of mechanics: the conservation 
of momentum and the conservation of mass. 
p + u • Vuj = — VP + pg + ^V2u, (momentum conservation eq.) 
where u is a velocity vector, g is the gravitational acceleration vector, /J the viscosity, 
P the  pressure  and  where  V 2  s tands  for  the  Laplac ian  opera tor  d 2 /dx 2  4-  d 2 /dy 2  + 
&/dz 2 .  
A 
— + V • (pu) = 0, (mass conservation eq.) 
at  
where V- represents the divergence operator. These equations also have to be supple­
mented with boundary conditions of Dirichlet, Neumann or even of Robin type. Usu­
ally, the incompressibility condition is imposed on the fluid by assuming that its den­
sity p remains constant over time. Using the latter assumption, (mass conservation eq.) 
simplifies to 
V • u = 0. (incompressibility condition eq.) 
Now one of the main features of the formulation of the Navier-Stokes equations illus­
trated here is the possibility, when working with regular grid domains, to use classical 
finite difference schemes. 
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1.2.2 Density-Invariance Algorithm 
Unfortunately, a direct application of (momentum conservation eq.) results in a non 
zero divergence field u i.e. (incompressibility condition eq.) is no longer satisfied by 
the vector field u. A lot of popular methods for simulating fluids consist in two main 
steps. First some temporary compressibility is allowed when (momentum conservation eq.) 
is solved, then in a second step a correction is applied to the vector field obtained in 
order to fulfill the incompressibility condition. This correction can be done by con­
sidering a projection of the resulting vector w field onto its divergence free part (see 
[33]). The latter projection can also be performed in the spirit of Smoothed Particle 
Hydrodynamics (SPH) method (see for instance [6]). Another way to deal with this 
incompressibility problem is to take advantage of the relation between the divergence 
of the vector field and the local density given by (mass conservation eq.), by trying 
to enforce a density invariance (see among others, [27]). Recently, some techniques 
combining the two preceding approaches were studied (for an exhaustive study of all 
the previous techniques in the SPH context, see [37]). 
We choose an approach based on density invariance. It is interesting to notice 
that an algorithm based on the previous approach has proven to be stable for the 
SPH method [27]. First, observe that the equation (mass conservation eq.) can be 
rewritten as; 
dp 
— = -u • Vp - pV • u, 
clearly illustrating the link between the divergence of the vector field and the variation 
of the local density. After solving the above equation for density, a corrective pressure 
field could simply be given as: 
P = K(p n  — po), (density-invariant field) 
where po is the rest (initial) density and where the constant K is often chosen ac­
cordingly to the gas state equation (see [8] or [26]). 
The corrective field P could be interpreted as an internal pressure whose gradient 
corrects the original velocity field to get a null divergence vector field. Since we are 
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only interested in its derivative, there is no need to retain the P variable and the 
corresponding correction to be applied is simply given by 
VP = KVp.  
Now before jumping directly to code, we first need to discretize the formulation; a 
topic covered in the next section. 
1.2.3 Prom Math to Code: Numerical Scheme 
One of the main features of the formulation used in this chapter is the ability to use, 
along a regular grid, simple finite differences. Since the texture is the default data 
structure on a GPU, a regular grid holding 4 values per cell comes as a natural choice 
for the spatial discretization of the domain. Also, being an Eulerian formulation, the 
spatial discretization stays fixed throughout the simulation and the neighborhood of 
an element, the elements (in our case, the texels) around it, will always remain the 
same; therefore greatly simplifying the solver's code. 
The simplicity of finite differences along a one phase coupling of both momentum 
and mass conservation equations through a density-invariant field enables the elabo­
ration of a very simple algorithm to solve fluid flow in a single step. This algorithm is 
illustrated in the next section; note that other grid-based methods on the GPU exist 
and the interested reader can refer to [7] for a multi-steps but unconditionally stable 
simulation or to [24] (also available in GPU Gems 2) for a lattice-based simulation. 
1.3 Solver's Algorithm 
A solution to the Navier-Stokes equations is a vector-valued function u and a scalar-
valued function p which satisfies the momentum and mass conservation equations. 
These functions are spatially discretized on a texture where quantities u and p are 
stored at the texel's center. In order to update a solution u and p from time tn to 
time tn+1, we traverse the grid once and solve every texel in the following manner: 
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1. Solve the mass conservation equation for density by computing the differential 
operators with central finite differences and integrating the solution with the 
forward Euler method. 
2. Solve the momentum conservation equation for velocity in two conceptual steps: 
(a) Solve the transport equation using the semi-lagrangian scheme. 
(b) Solve the rest of the momentum conservation equation using the same 
framework as in 1. 
3. Impose Neumann boundary conditions. 
1.3.1 Conservation of Mass 
In order to compute the right-hand side of the mass conservation equation, we need 
to evaluate a gradient operator V for a scalar-valued function p and a divergence 
operator V- for a vector-valued function u both respectively expressed using central 
finite differences as follows: 
VT n _ (Pj+l,j,k ~ Pi-lj.fc Pi,j+l,k ~ Pi,j— l,k PiJ,k+1 ~ Pi,j,k-1 \  
PiJ
'
k v 2Ax ' 2AV ' 2Az ) ' 





k 2 Ax 2A y 2Az 
And finally, an integration is performed using forward euler over a time step At: 
PÎlk = Ph,k + At(~<j,k • Vp?j,k ~ Ph,k* • uh,k)-
Indeed there exist other finite difference schemes. For instance, one could use up-
winding for the transport term or literally semi-lagrangian advection. Unfortunately, 
the latter results in much numerical dissipation, an issue covered in the next section. 
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1.3.2 Conservation of Momentum 
We solve the momentum conservation equation for velocity u in two conceptual 
steps. The first consists in solving the transport equation ^ = —u • Vu with a 
semi-lagrangian scheme, then solve the rest of the momentum conservation equation 
+ g+ p V2u) with central finite differences and forward Euler integration. 
Semi-Lagrangian Scheme 
First introduced to computer graphics by Joe Stam in the paper Stable Fluids [33], 
the following scheme is quite useful for solving the generic transport equation given 
H - - U - V A  ( 1 . 1 )  
at the current texel's position with 
= 0n(xi,i,fc ~ A t Kj ,k ) -  (L2) 
The idea is to solve the transport equation from a lagrangian viewpoint where the 
spatial discretization element holding quantities (ex: a particle) moves along the flow 
of the fluid and answer the following question: where was this element at the previous 
time step if it has been transported by a field u and ended up at the current texel's 
center at the present time? Finally, we use the sampled quantity to set it as the new 
value of the current texel. 
Now when solving the transport equation for velocity, equation (1.1) becomes ^ = 
-u  • Vu and  i s  so lved  wi th  u"+l(Xi J t k )  =  u n (x i j ,k  -  Atu? J  k ) .  
This method is not only straightforward to implement on the GPU with linear 
samplers but also unconditionally stable. Unfortunately, quantities advected in this 
fashion suffer from dramatic numerical diffusion and higher order schemes exist to 
avoid this issue such as McCormack schemes discussed in [30]. These schemes are 
especially useful when advecting visual densities as mentioned in the section on fluid 
visualization. 
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Density Invariance and Diffusion Forces 
After solving the transport term, the rest of the momentum conservation equation 
is solved with central finite differences. Here is a quick reminder of the part of the 
(momentum conservation eq.) which is not yet solved: 
du VP fi _2 
-K7 = —- + g + ^ V2u. 
at  p  p  
As mentioned earlier, the gradient of the density-invariant field VP is equivalent 
to the density gradient V/9, i.e. VP — KVp. Since we already computed the density 
gradient Vp"j A. when solving the mass conservation equation with (1.3.1), we need 
only to scale by K in order to compute the "pressure" gradient VP. As for the 
diffusion term, a Laplacian V2 must be computed. This operator is now expressed 
using a second order central finite difference scheme: 
= (!(«), m,  £(«>))• 
where 
u) V (Ax)2 + (A yY 
.  / i ,j ,k+l ~ 2/i,j ,k + f1 \  
(Az f  )  ' 
for any twice continuously differentiable function /. Finally, an integration is per­
formed using forward euler over a time step At: 
<11 = <j,k + A*(-SVp .^fc + g + fVVj.k)-
Since the density p value should not vary much from po, we can interpret the ^ scale 
as a constant held by v := ^ and S := K. One can see how we also scale by 
which seems to give better results (we found (Ax)2 while testing over a 2D 
simulation) and a sound justification has still to be found and will be the subject of 
future work. 
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Yet, we solved the equations without bothering about neither boundary conditions 
(obstacles) nor numerical stability. These two topics are respectively covered in the 
next two sections. 
1.3.3 Boundary Conditions 
Boundary conditions are specified at the boundary (surface) of the fluid in order for 
the fluid to satisfy specific behaviors. They are essential for the interactions between 
the fluid and the different types of matter such as solids (obstacles) in the domain. 
Neumann boundary conditions are considered for fluid-solid interactions. Our method 
does not provide free surface boundaries for fluid-fluid interactions such as liquid and 
air interactions necessary for water animations. When simulating smoke or fire, for 
instance, it is possible to consider the air and gas as a single fluid. Therefore only 
Neumann boundary conditions are required. Hence in the proposed implementation, 
computational cells are either tagged as fluid or boundary cells. Note that velocities 
and densities are defined on all cell types. Before discussing in depth Neumann 
boundary conditions, it is convenient to first consider the simplest boundary condition 
which is the Dirichlet boundary condition which means "to set directly"; hence, one 
could set the border cells to null velocities and densities to an initial value and make 
sure the simulation works well before introducing obstacles. 
Neumann Boundary Conditions 
The Neumann boundary condition specifies the values of the derivative in the di­
rection of the outward normal vector at the boundary. To prevent the fluid from 
entering obstacles, this condition would come down to having the obstacle's cor­
responding boundary cells fulfill = 0 for every component / € {u, v, w} of the 
vector function u, therefore the fluid cells around a boundary cell need to be correctly 
adjusted in order to satisfy this condition. The derivative in the normal direction at 
such a boundary cell is quite trivial when assuming that the walls of an obstacle 
are always coincident with the face of a computational cell (i.e. obstacles would fill 
completely computational cells). With this supposition, the derivative is either 








du, _ du, _ uHKJ -u,_x  j 
ôti dx 
— = 0< 
dn 
j = Ofor anon-moving obstacle 
Figure 1.5: Neumann Boundary Conditions. 
how the fluid cell Fj_ij is adjusted according to the derivative of the boundary cell 
Bi j in figure 1.5. 
The true difficulty is the actual tracking of obstacles, specifically when working 
with dynamic 3D scenes where objects must first be voxelized in order to be treated 
by the algorithm. See [7] for a possible voxelization method. 
1.3.4 Stability Conditions 
Explicit integration is very simple from both analytical and programmatic points of 
view, but is only conditionally stable; meaning the time step value At has an upper 
bound defined by a ratio relative to the spatial resolution Ax over the function's 
range u: 
Ay A  z  
At < max • 
I Ax 
u  w 
This condition must be satisfied everywhere in the domain. 
1.4 Code 
Short and simple code for the 2D solver is presented in this section. In two dimen­
sions, the first two pixel x, y-components hold velocities while the ^-component holds 
the density. Setting Ax = Ay = 1 greatly simplifies the code. A 3D demo is also 
available on the CD. (K ~ 0.2, At = 0.15) 
Listing 1.1: 2D Solver, shader model 2_a 
/ / /<  Centra l  F in i te  Di f ferences  Sca le .  
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float2 CScale = 1.Of/2.Of; 
float S=K/dt;  
f loat4 FC = tex2D ( FieldSampler ,UV) ;  
f loat3 FR = tex2D( FieldSampler ,UV+float2 ( Step .x ,0 ))  ;  
f loat3 FL = tex2D(FieldSampler ,UV-float2 (Step.x,0));  
float3 FT = tex2D( FieldSampler ,UV+float2 (0 ,  Step .y ))  ; 
f loat3 FD = tex2D ( FieldSampler ,UV-float2 (0 ,  Step .  y ))  ;  
f loat4x3 FieldMat = {FR,FL,FT,FD}; 
/ /du /dx ,  du /dy  
float3 UdX = float3 (FieldMat [0] -  FieldMat [1])* CScale; 
f loat3 UdY = float3 ( FieldMat [2] — FieldMat [3] ) * CScale ;  
float Udiv = UdX.x+UdY.y; 
f loat2 DdX = float2 (UdX. z ,UdY. z )  ;  
///< 
/ / /<  Solve  for  dens i ty .  
/ / /< 
FC. z -= dt*dot (float3 (DdX, Udiv) ,FC. xyz); 
/ / /<  Rela ted  to  s tab i l i t y .  
FC. z = clamp (FC. z,0.5f,3.0f); 
/ / /< 
/ / /<  Solve  for  Ve loc i ty .  
/ / /< 
float2 PdX = S*DdX; 
f loat2 Laplacian = mul( ( f loat4 ) 1 ,(  float4x2 ) FieldMat )—4.0 f*FC. xy ;  
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float2 ViscosityForce = v*Laplacian; 
/ / /<  Semi- lagrangian  advec t ion .  
float2 Was = UV — dt*FC. xy*Step ;  
FC.xy = tex2D ( FieldLinearSampler ,  Was).  xy ;  
FC.xy += dt*( ViscosityForce — PdX + ExternalForces ) ; 
/ / /<  Boundary  condi t ions .  
for (int i =0; i <4; ++i ) 
{ 
if  ( IsBoundary (UV+Step* Directions [ i  ] )  )  
{ 
float2 SetToZero = (1 —abs ( Directions [ i  ]))  ;  





One of the disadvantages of the Eulerian formulation is the lack of geometric in­
formation about the fluid. Up to now we have captured its motion with the velocity 
field but we still don't know its shape. Nevertheless there are many ways to visualize 
a fluid. In this section we briefly discuss two simple techniques. The first consists in 
advecting particles under the computed velocity field and the second, in advecting a 
scalar density field. 
1.5.1 Particles 
Using particles in a one-way interaction with the fluid is by far the most simple 
and efficient technique for visualizing a fluid. Since the velocity field is computed on 
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Figure 1.6: Smoke density over a 512 x 512 density and 256 x 256 fluid simulation 
grid. 
the GPU; the whole system can run independently with very few interactions with 
the CPU. Once the particles are initialized, we only sample the velocity field in order 
to update their positions as illustrated in code: 
Listing 1.2: Particle advection. 
v = Field .  SampleLevel ( LinearSampler ,PosToUV( Particle .  Pos ) ,0) ;  
Particle.  Pos += dt*v.xyz; 
1.5.2 Smoke-Fire Density Field 
It is possible to simulate smoke and fire by iteratively solving the convection-
diffusion equation for a scalar density field. Rendering such a scalar field in 2D 
is quite simple as only a texture holding the density field needs to be rendered. As for 
3D fields, a volume rendering technique is required. Here are the governing equations 
for both smoke and fire respectively: 
(smoke eq.) g  = u-V0 + k VV, 
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Figure 1.7: Fire density over a 512 x 512 density and 256 x 256 fluid simulation grid. 
^7 = u • V(j> + kV20 — c, (fire eq.) 
at  
where 0 is a scalar density, k  a diffusion coefficient and c a reaction constant for fire. 
Numerical schemes to solve this equation are abundant and the one which maps best 
to the GPU is the semi-lagrangian method (see equation (1.2)) but unfortunately, the 
solution loses much detail as dissipation occurs from this numerical scheme - which 
in turn enables the omission of the diffusion term from the equation. To address 
this problem and achieve more compelling visual results, we strongly suggest using 
the 3 pass MacCormack method described in [30]. This scheme has second order 
precision both in space and time therefore keeping the density from losing its small 
scale features and numerically dissipating its quantity to drastically as with the first 
order semi-lagrangian method. To add more detail to the simulation one could also 
amplify the vorticity of the flow (the velocity field) with vorticity confinement, a 
method discussed in the context of visual smoke simulation in [10]. 
1.6 Conclusion 
Many algorithms could be generated from this one phase coupling of both equations 
through a density-invariant field. We hope the one illustrated here serves as a good 
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basis for developers seeking to make use of interactive fluids in their applications. 
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Chapitre 2 
Extension en dimensions 2 d'une 
méthode ADE 
inconditionnellement stable pour 
l'équation de convection-diffusion à 
l'aide de calcul symbolique 
Résumé 
Une méthode ADE (Alternating Direction Explicit) inconditionnellement 
stable pour résoudre l'équation de convection-diffusion en une dimension 
(1D) a été introduite par J. Xie, Z. Lin et J. Zhou dans [36] en 2008. La 
contribution suivante présente le développement nécessaire afin d'obtenir 
une méthode similaire pour l'équation en dimension 2. Le schéma est élaboré 
à partir de la méthode des Local Series Expansion. La difficulté à effectuer 
ce développement réside dans l'obligation de résoudre un système linéaire de 
variables algébriques. L'article illustre changement de variables simple qui, 
combiné à l'utilisation de calcul symbolique, permet de résoudre l'équation 
en dimension plus élevée. Le résultat est constitué de 2 formules explicites 
qui permettent d'intégrer par rapport au temps chaque cellule d'une grille 
régulière et ce, en la traversant dans deux directions différentes en alternant 
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entre elles. On parcourt d'abord la grille en allant de gauche à droite ainsi 
que de haut en bas comme sur une image et ensuite dans le sens contraire 
avec la 2e formule, c.-à-d. de droite à gauche ainsi que du bas vers le haut. 
Finalement, quelques exemples numériques démontrent la capacité de la mé­
thode à résoudre l'équation de convection-diffusion en dimension 2 de façon 
inconditionnellement stable et sont comparés avec des solutions analytiques. 
Commentaires 
L'article sera présenté à la conférence "Nonlinear Evolution Equations and 
Wave Phenomena : Computation and Theory" durant la session : "Symbo­
lic and Numeric Computation in the Study of Nonlinear Differential and 
Difference Equations" le 7 avril 2011 à Athens, Georgie (É.U.). Le codirec­
teur Fabrice Colin avait mentionné ce schéma pour ses bienfaits numériques 
et avait entrepris l'extension en 2 dimensions. L'auteur principal trouva le 
changement de variables, résolut le système simplifié en utilisant du calcul 
symbolique, effectua les vérifications numériques et rédigea l'article sous la 
supervision des coauteurs. Le feu et la fumée peuvent être modélisés à l'aide 
de l'équation de convection-diffusion avec le champ de vecteurs-vitesse u 
pouvant être défini comme étant le mouvement d'un fluide ; soit la solution 
des équations de Navier-Stokes, qui peut être obtenue avec la méthode du 
chapitre 1. 
Précision numérique 
Il est possible à ce moment-ci de s'interroger sur la raison pour laquelle 
le résultat n'aurait pas été publié en infographie. En fait, il y a deux rai­
sons très simples. Tout d'abord, la méthode résout l'équation de convection-
diffusion alors qu'en infographie on s'intéresse plutôt à l'équation de trans­
port 1 <t>t = —u • V0 dans le but de préserver un maximum de détails 
1. C'est aussi une équation employée pour le transport d'un Level Set ; celui-ci utilisé en animation 
pour représenter la surface d'un liquide[12]. 
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visuels[10]. Malgré l'élimination du terme de diffusion2 dans l'équation, un 
autre acteur agit sur le lissage indésirable de la solution. Par exemple, il 
est possible de réduire le terme de diffusion à 0 avec la méthode illustrée 
dans cet ouvrage et observer la solution conserver moins de détails qu'une 
solution obtenue avec la méthode plus populaire de MacCormack. La rai­
son est normalement bien connue des praticiens de l'animation de fluide et 
il s'agit des ordres de précision des méthodes. Alors que l'un est d'ordre 
« 0(Ax2, At2) (MC) lorsque la condition CFL (Atu < Ax) est vérifiée [30], 
l'autre est d'ordre « 0(Aa;2, At) (ADE) et donne lieu à des solutions moins 
précises que le précédent et par le fait même, conserve moins de détails. À 
noter que d'autres méthodes ADE inconditionnellement stables pour l'équa­
tion de transport ont été proposées dans [23] mais toujours sans un ordre 
de précision plus élevé. Voici une comparaison visuelle de la méthode ADE 
« 0(Ax2, At) illustrée dans le mémoire avec le terme de diffusion mis à zéro. 
Elle est majorée, en terme de précision, par la méthode d'ordre 2 MacCor­
mack « 0(Ax2, At2) et minorée par la méthode d'ordre 1 semi-lagrangienne 
« 0(Ax, At) avec la condition CFL de respectée sur tout le domaine durant 
la simulation. 
2. certains pourraient vouloir garder une forte diffusion dans les équations de Navier-Stokes par 
exemple dams le but d'animer de la matière très visqueuse comme du miel, de la lave ou même du 
sable comme dans [39]. Malgré cela, la majorité des travaux en animation sont effectués sur des 
fluides de nature peu visqueuse, et ce, surtout pour des applications interactives qui souhaiteraient 
prioritairement des liquides, du feu et de la fumée. 
*0((â*)2,(âf)2) *0((A*)\A/) * 0(â*,A/) 
SI MacCormftdc ConvectL. jlT 
0 
1 AD€ Convection Eqn. (. { @ i SZ 
* 
H3 Semi-Lagcwigiari Corn» LSLLMJ 
SB MacComwdc CorwectL. 
H MacCormsdcConvectL. 1. cs» ; B I % j 
10 ADE Convection Eqn. (~ i 
AD€ Convection Eqn. (_ LE? 
2.471222 
m I ES 13 Soni-Lawingiaii Conv 
1.664440 
figure 2.1 - MacCormack à gauche, ADE au centre et semi-lagrangien à droite. Réso­
lutions <f> : 256 x 256, u : 32 x 32, Ax = A y = 0.5, At = 0.1 avec la condition CFL 
de satisfait en tout temps sur tout le domaine. On peut remarquer une diminution 
de détails et une augmentation de la diffusion en allant de gauche à droite. 
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Abstract 
An unconditionally stable alternating direction explicit scheme (ADE) to 
solve the one-dimensional unsteady convection-diffusion equation was de­
veloped by J. Xie, Z. Lin and J. Zhou in [36]. Aside from being explicit 
and unconditionally stable, the method is straightforward to implement. 
In this paper we show extensions of this scheme to higher-dimensions of 
the equation subject to Dirichlet boundary conditions. By expressing the 
two-dimensional unsteady convection-diffusion equation with the local se­
ries expansion method over a rectangular grid, a linear system of symbolic 
equations is obtained which is finally solved symbolically resulting in explicit 
closed-form formulas to solve the unsteady convection-diffusion equation nu­
merically. 
Finally, extensions to higher dimensions are given and numerical simu­
lation results for diffusion and convection-diffusion problems are compared 
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The convection-diffusion equation is present in many fields of applications and nu­
merical schemes to solve it are abundant. The choice of a particular method is usually 
motivated by its features and strongly influenced by the nature and constraints of the 
application. Numerical methods to solve the convection-diffusion equation which pos­
sess both the advantages of explicit and implicit algorithms are rare. Gourlay[16], 
Abdulah[9] and Zhang[38] all proposed explicit and unconditionally stable finite dif­
ference methods based on Saul'yev scheme[29]. We show in this paper extensions to 
a method which has nothing to do with finite differences yet remains simple to imple­
ment. Others proposed explicit methods with the desired ease of implementation but 
are limited to solving only the transport equation as in [30, 23], the diffusion equa­
tion as in [29, 23] and not the convection-diffusion equation as a whole. On the other 
hand, we also consider in this paper the importance of discussing the difficulties en­
countered when considering extending the method to higher-orders of accuracy than 
0(Ax2, At) [36]. As to clearly elucidate the characteristics of the proposed method, 
we summarize its features in the following lists. 
In short, the method illustrated in this paper is : 
- straightforward to implement, 
- unconditionally stable, 
- explicit and therefore requires less computational time and storage. 
Unfortunately, it is limited to 
- solve the convection-diffusion equation, 
- achieve at most a theoretical second order accuracy in space and first order 
accuracy in time. 
The rest of the paper consists of a derivation of the proposed method for the two-
dimensional unsteady convection-diffusion equation with illustrations of experimental 
simulation results compared to analytical solutions. In order for the proposed method 
to be easily tested or compared, the Mathematica notebook was made available on 




the convection-diffusion equation refers to 
% +U {Ë-%) = D{iè+w) *<*•«> = /«**« PD 
where <j> — <f>(x, t) : fi x [0, T] -» R and u = u(x, t) : 11 x [0, T] —• R2 are both functions 
of space x and time t and D is a constant diffusive coefficient. / is a given piecewise 
function on the 4 edges of fi which forms dfl. The domain fi : (0,1) x (0,1) is divided 
as usual into X x Y cells of spacing h = (^, -p) for x and y directions respectively. The 
so lu t ion  a t  every  gr id  po in t  i s  denoted  <f i£j  where  i  €  1,2 ,  •  •  •  ,  X  and  j  €  1 ,2 ,  •  •  •  ,  Y .  
can be approximated in the spatial subdomain [xj_i,£i+i] x [y j^i, y j + i ] ,  by the 
two dimensional nth-order Taylor series expansion: 
<KX>7,T)= «IJ(R)XV (2.2) 
i=0,.7=0 
where \  = x — Xi ,  7 = y  — y j ,  r = t  — tk  and ai j ( r )  are the unknown coefficients 
forming a function of space and time in the subdomain [xj_i,xj+i] x y^+i]-
By expressing equation (2.1) with the 2nd-order Taylor series approximation and 
analytically integrating the àij terms with temporal derivatives, an approximation of 
<p(x, 7, t) satisfying the equation is derived. The remaining unknown atj coefficients 
are found by judiciously choosing elements from the neighborhood of <pkj and building 
a system of linear equations. This system is solved symbolically in order to find the 
mapping of the Ojj coefficients to local <pij samples on the grid. 
2.2 Derivation 
The main challenge in extending the method to higher dimensions resides in the 
algebraic linear system which is required to be solved. Solving this system by hand, 
even for the two-dimensional case, is time consuming and prone to errors. To address 
this issue, we used symbolic computation through Mathematica and as mentioned 




Although the derivation process can become complex when performed by hand, 
the resulting method for the convection-diffusion equation is consists of two explicit 
formulas for the approximation of the equation's solution which can be used to solve 
the equation by traversing the computational grid in two alternate directions: left-
to-right and right-to-left. 
2.2.1 Local series approximation of the convection-diffusion 
equation 
The first step of the local series expansion method consists in substituting the 
Taylor series expansion (2.2) into the convection-diffusion equation (2.1) which leads 
to: 
where à i t j  is the temporal derivative of a i tj.  Fixing N to a specific value in the above 
equation determines the theoretical order of accuracy of the resulting scheme. We 
set N = 2 as in [36] and the resulting equation is satisfied in the spatial subdomain 
[xi_i,Xi+i] x [yj_i,yj+i] under the following conditions: 
The next step consists in fully satisfying the time-varying convection-diffusion 
equation by proceeding to an analytical integration of the ô(r) function over time. 
~
D £ £ + 2)(J + iHjMxV + £ £(< + 2)(< + ltejWxV = o 
âi,i(r)x7 = 0 (2.3) 
= 0 (2.4) 
= 0 (2.5) 
= 0 (2.6) 
= 0 (2.7) 
= 0 (2.8) 
Ô2,o(r)x2 
ào,2(r)72 
ÔI,O(T)X + V AM (T )X  +  2«A2,o(R)x 
à<,,i(rb + «K*i,i(r)7 + 2voo,2(t)7 
ào,o{r) + noi>0(r) + VOO,I(T) - 2£>a2,o(r)  -  2Doq^{ t)   
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This is done by first integrating the second order terms (2.3), (2.4), (2.5) and substi­
tuting the solution in (2.7) and (2.6) to solve for the first order terms ai,o and ao,i 
which are in turn used to solve the zero-th order term ao,o in equation (2.8) which 
finally leads to the following solutions: 
<*ifi(r) =aM(0) 
°2,O(T) = «2,0 (0) 
O0,2(T) = «0,2(0) 
OI,O(T) = -vralti(0) - 2ura2i0(0) + ai>0(0) 
OO,i(t) = -0x014(0) - 2vra0t2(0) + ao,i(0) 
ao,o(T) = uvai ti(0)T2  + u2a2 ,o(0)r2  + v2ao t 2(0)T2  - uai<o(0) 
~ vao,i(0) + 2£>02,0(0)7- + 2Dao,2(0)r + oo,o(0). 
By substituting the aij(r) coefficients back into the Taylor series expansion (2.2), 
we obtain an approximation of </>(x, 7, T): 
^(x»7»t ) = ao,o + Oi,o(0)(x — ur) + Oo,i(0)(7 — vr) 
+ ai,i(0)(uur2  — v tx  — ut j  + xi) 
+ O2,o(0)(«2r2 + 2 Dt — 2 utx + X2) 
+ ao,2(0)(w2r2 + 2 Dr — 2vry + 72). (2.9) 
In order to obtain a non-trivial solution (different than <p"jl = ffîj) and a re­
sulting method that is symmetric, the cross terms 7-7, tx and the ai,i terms were 
removed from the previous equation4. Keeping 01,1 leads to asymmetries in the re­
sulting method and was experimentally shown not to remain unconditionally stable. 
Removing these terms is essential to obtain a non-trivial solution but may affect the 
true order of accuracy of the method. Nonetheless, the resulting method is shown 
empirically to be of unconditional stability and resembles greatly the one-dimensional 
4. This is when symbolic computation becomes considerably useful, choosing to remove oi,i was 
found by empirically eliminating terms and testing the numerical method with large simulation 
steps. If the «1,1 is kept, the resulting method is only conditionally stable. 
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formulas given in [36]. 
<Kx,7>f) = Oo,o + ai,o(0)(x-«T) + oo,i(0)(7-t;r)  
+ Û2,O(0)(u2T2 + 2 DT + x2) 
+ ao,2(0)(v2r2 + 2 DT + 72) (2-10) 
Setting the change of variables to x = 7 = 0 and r = At leads to a temporal 
update formula of the solution from to fiij1'-
tâ j 1  = t f j -a iMuAt-aoMvAt  
+ a2,o(0)(u2Ai2 + 2D At) + ao,2(0)(t;2A<2 + 2D At) (Update Formula) 
As we can see from this equation, there are four unknown coefficients a^o, ao,i > O2,o> «0,2 
which need to be mapped to samples on the grid around faj. By judiciously choosing 
elements from the current sample's neighborhood, it is possible to form a system of 
4 equations which once solved gives a correct mapping of the a^o, do, 1, <22,0100,2 coeffi­
cients. A particular configuration of elements will result in formula which solves the 
considered equation and propagates the boundary information into the solution from 
one side to the other. Hence, it is required to balance the method by proposing two 
traversal directions; left-to-right and right-to-left. 
2.2.2 Left-to-Right Algorithm 
For the left to right algorithm, we select the samples illustrated in figure (2.2) and 
effectuate their corresponding substitutions of 7 and r: 
•• 
X = Ax, 7 = 0, r = 0 
1 : X = 0, 7 = Ay, T = 0 
h-ij : X = —Ax, 7 = 0, T = At 
(hk+l  • Qij-1 • X = 0, 7 = -Ay, T = At 
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# o #* • m 
















} f  
Left to Right Right to Left 
Figure 2.2: Alternating direction 
The above substitutions into (2.10) leads to a system of four equations and four 
unknowns from which we can form a linear system Ax — b: 
' Ax 0 Ax2 0 all0(0) \ / <#,i+i - > 
OA y  0 A y 2  ao,i(0) = tf+ij  ~ 
—Ax —«A t —vAt u2At2 + 2D At + Ax2 v2 At2 + 2D At a2,o(0) ~ 
y  —uAt  —Ay — vAt  u 2  At 2  + 2D At  v 2 At 2  + 2DAt  +  Ay 2  ao,2(0)  /  —  )  







(v?At2 - 2DAi)-1â2,o(0) 
(v2At2 - 2£>At)-1âo,2(0) 





1 + cr1 1 
1 1 + C2"1 
(c? + 2r1)"1 
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l  + (^ + 2r2)_ 1  





~ t i j  / 
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where c = ^ is the 2-dimensional Courant number and r = a 2-dimensional 
diffusion coefficient. The above system was solved with the symbolic language Math-
ematica and the following solution was obtained: 
= (~ci + 4 + 2ri)</>*+i,i , (d+4 + ( 2  n )  
2 4- ci 4- cf 4- c2 + + 2ri + 2r2 2 + ci + cf + c2 4- 4- 2rx + 2r2 
(~c2 + c% + 2r2)<j>ij+1 (c2 + c| + 2r2)^j"i1 
2 -I- ci -I- c? 4- c2 4- c§ -I- 2ri -I- 2r2 2 4- ci 4- c? 4- c2 4- + 2rj + 2r2 
(2 + ci - c? 4- c2 - - 2ri - 2r2)4>ij 
2 + ci + c? + c2 + (^ 4- 2ri + 2r2 
It is noticeable how this formula resembles the expression obtained in [36]. The 
scale denominator and the coefficient in front of the term are augmented. Such 
an outline leads to insight on the natural extension to higher dimensions than 2 and 
this topic is covered later. 
As mentioned earlier, the formula (2.12) is used to solve the equation while travers­
ing the grid from left to right and therefore only propagates the boundary information 
from one side to the other. In order to equilibrate the method, an other traversal 
direction is proposed right-to-left. 
2.2.3 Right-to-Left Algorithm 
For the right-to-left algorithm (2.12), we select the samples illustrated in figure 
(2.2) and perform their corresponding change in variable for Xi 7 and r: 
• 
X = —Ax, 7' = 0, r = 0 
tij-i •• X = 0, 7 = -Ay, T = 0 
tâîj •• X = Ax, 7 = 0, T = At 
tiiïi •• X = 0, 7 = Ay, T = At 
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By proceeding with an analogous development as for the left-to-right algorithm, 
we obtain the following closed form formula to solve the computational cells from 
right to left: 
,k+1 = (-ci + cf + 2r1)^+11J (ci+cf + 2r l)$_ l t j  
2 — ci + cf — C2 + c$ + 2n + 2r2 2 — CI + cf — C2 +.c§ + 2r\ + 2r2 
(~c2 + cj + 2r2)^j+x (C2 + ^2 + 1 
2 — ci + cf - C2 + (% + 2ri + 2r2 2 — ci + cf — c2 + c^ + 2rx + 2r2 
(2 - ex - cf - c2 - - 2r2 - 2r2)<f>jj 
2 — ci + cf — C2 + + 2ri -I- 2r2 
2.2.4 ADE Algorithm 
In order to correctly solve the unsteady convection-diffusion equation with the 
proposed method, it is first required to solve the computational grid following one 
direction; for instance the left-to-right direction (2.12), then alternate the direction 
with the right-to-left traversal (2.13) and vice versa as illustrated in figure 2.2. 
2.3 Numerical Simulations 
As the main features of the method are unconditional stability and ease of imple­
mentation, the experiments conducted in this section are mainly illustrations of the 
method's capacity to solve the convection-diffusion equation rather than achieving 
high precision. Note that unconditional stability is not proved mathematically in this 
text but is evident when empirically testing for stability by running simulations with 
very large time steps. Time steps with which explicit integration methods would nor­
mally lead to numerical explosions. Such an experiment is also provided on this web 
page : http : / /pages . usherbrooke. ca/mguay/ADE, along the numerical sim­
ulations of this section. 
In particular we considered in this paper, two initial boundary problems both 
simulated over a square grid. The first one formulated with the unsteady convection-
diffusion equation and the second with the unsteady diffusion equation as mean of 
outlining the performance with diffusion dominated problems. 
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1.0 
Figure 2.3: Initial solution to the initial-boundary problem (2.13) at time T = 0. 
2.3.1 Unsteady Convection-Diffusion Equation Problem 
Let us consider the first initial boundary problem by referring to equation (2.1) 
and setting the convection vector to c = {1,1} and the diffusion coefficient to D = 1 
¥<X'<> + + - S(X,i) - H(x,t) =°' (213) 
considering boundary conditions: 
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Figure 2.4: Numerical approximation to a solution of the initial-boundary problem 
(2.13) after T = 1 second of simulation time with At = 0.001 and Ax = ^}. 
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l.O 
Figure 2.5: Exact solution of the initial-boundary problem (2.13) at time T = 1. 
«0,V,() = ^exp[-t2g^-l^ll] if x = 0, 
= 4itîexP[-isëÈfi! ~ ''"«fi"0'] if z = l. 
i 
. *(»• M) = «n «P [~ ~ 1Sggiî] Hy = l 
and initializing the solution at time t  = 0 with: 
<£(x, 0) = exp [—(x — 0.05)2 — (y — 0.05)2] . 
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Figure 2.6: Absolute error between exact and computed solutions of the initial-
boundary problem (2.13) after T = 1 second of simulation with At = 0.001 and 
Ax = j. Maximum error is 1.81677 x 10"4. 
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The simulation consists of 1000 iterations of time step AT = 0.001 forming T = 1 
second, the grid holds 40 cells of spatial resolution Ax = |^, forming the spatial 
subdomain (0,1) x (0,1). The final solution is illustrated in figure 2.4 and can be 
compared with the exact solution: 
0(x, t )  =  1 exp ( x  - 0.05 - i)
2 ( y  - 0.05 - t f  
A t  +  l  
which is also illustrated in figure 2.6. 
U + \ 4£ -+- 1 (2.14) 
2.3.2 Unsteady Diffusion Equation Problem 
Although the proposed method is developed to solve the unsteady convection-
diffusion equation, the behavior of the method when solving diffusion dominated 
problems is illustrated by solving the 2-dimensional unsteady diffusion equation sub­
ject to Dirichlet boundary conditions over a square grid. An initial boundary problem 
is formulated by setting c = {0,0}, D = in equation (2.1) resulting in 
d<\> 
at (x•^) = è(ê{x•^) + 0(x'^))• 
considering boundary conditions: 
<j>(x,0,t) = e~5 cos((ar)|) + e_2tsin(x7r), 
<j>(x, 1 ,t) = e"5 cos((x + 1)|) + e~2t sin((x — l)7r), 
0(0, y, t) = e-5 cos((y)f ) + e_2t sin(y7r), 
<)>( 1, y, t) = e"5 cos((l + y)f ) + e_2t sin((l - y)n) 
and initializing the solution at time t = 0 with: 
(2.15) 
7T 
<£(x, 0) = cos—(x + y) + sinir(x — y) 
4b 
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Figure 2.7: Initial solution of the initial-boundary problem (2.15) at time T = 0. 
and is simulated for 20 iterations of temporal resolution At = 0.05 forming T = 1 sec­
ond of simulation and the final solution is illustrated in figure 2.8. The approximated 
solution can be compared with the analytical solution 
0(x,  0)  = e~%cos((x + y) n) + e~2 tsin((x — y)n) (2.16) 
which is also illustrated in figure 2.9. 
2.4 Further Extensions of the Method 
It is straight forward to extend the formulas obtained for the left-to-right (2.12) 
and right-to-left (2.13) directions to three or more dimensions by comparing them 
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Figure 2.8: Numerical approximation of a solution of the initial-boundary problem 
(2.15) after T = 1 second of simulation with At = 0.001 and Ax = {35, ^|-
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Figure 2.9: Exact solution of the initial-boundary problem (2.15) at time T 






Figure 2.10: Absolute error between exact and computed solutions of the initial-
boundary problem (2.15) after T = 1 second of simulation with At = 0.001 and 
Ax = {^j, Maximum error is 4.60674 x 10-4. 
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to the one-dimensional formulas obtained in Xie [36]. A generalization of the left to 
right algorithm is given by: 
where S ( j )  =  (0,..., 1,..., 0) and the index of the non-null component is j .  
Unfortunately, extensions to higher orders of accuracy for both space and time 
are not trivial and the same issue arises when applying the method to other equa­
tions than the one considered in this paper such as non-linear equations or sys­
tems of dependent partial differential equations such as the Navier-Stokes equations. 
We can see from the derivation of the two-dimensional case that the complexity 
of the system to solve increases with the number of elements, or unknowns, con­
sidered in the local series expansion. Therefore, it becomes quite challenging to 
solve such a system symbolically. However, this could be addressed by making use 
of sophisticated techniques to symbolically solve the type of systems encountered 
when extending to higher orders of accuracy or other classes of partial differen­
tial equations, such a solver could extract a symbolic solution more efficiently. 
2 + 52jLi (Cj + Cj + 2Tj) 
"  ( ( 2 r j  +  c )  +  C j ) < t > ï - l u )  +  ( 2 r J  +  C J ~  c M + é ( J ) )  
2  +  ( c j  +  c j  +  2  r j )  




Extensions to higher dimensions of the method proposed by [36] were illustrated. 
Its main features are explicit traversal, unconditional stability (empirical demonstra­
tion) and ease of implementation. The capacity of the proposed method to solve the 
time-varying convection-diffusion equation in two dimensions was demonstrated and 
links (http : / /pages . usherbrooke. ca/mguay/ADE) to the derivation code as 
well as stability tests were provided in order to empirically show the unconditional 
stability of the method. Finally a small discussion on future potential outcomes 
concerning the extensions to higher orders of accuracy or to other classes of partial 
differential equations were given. 
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Chapitre 3 
Animation de feu dans l'espace 
écran 
Résumé 
L'animation d'un phénomène dans l'espace écran rend le coût de l'algo­
rithme constant pour une dimension d'image donnée. Cela va de soi puisque 
les calculs sont effectués sur les pixels de l'image affichée à l'écran. L'autre 
avantage est le fait qu'il suffit de considérer seulement deux dimensions dans 
les calcules plutôt que trois pour le même phénomène. L'article résume briè­
vement une méthode simple pour animer du feu dans l'espace écran avec le 
solveur de fluide décrit dans le chapitre 1. Il s'agit de projeter les sources de 
feu situées dans la scène sur un plan situé sur l'écran et de simuler un fluide 
en 2D sur ce plan. Le semblant de mouvement tri-dimensionnel est obtenu à 
l'aide d'un fluide hautement agité. Celui-ci est créé à l'aide d'une simulation 
de fluide classique avec l'ajout au champs de vecteurs-vitesse de corrections 
rigides de divergences zéro (stiff null-divergence corrections). Celles-ci cor­
respondent à des fronts de gradients de pression qui se propagent dans le 
champ de vecteurs-vitesse du fluide et le font grandement varier. Cela à pour 
effet d'agiter le feu et de briser la structure des flammes qui sont transpor­
tées par ce champ de vecteurs-vitesse. Après avoir décrit le fonctionnement 
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de base de la méthode, une approche pour utiliser la technique avec des 
caméras dynamiques est proposée. 
Commentaires 
L'article sera soumis au Journal of Graphics, GPU, and Game Tools. L'au­
teur principal a développé la méthode pour produire du feu qui semble tridi­
mensionnel même lorsque celui-ci est animé en deux dimensions. Il a effectué 
les démonstrations techniques ainsi que rédigé l'article sous la supervision 
des directeurs de recherche. Cette méthode fait usage du solveur de fluide 
de l'article du chap.l : "Simple and Fast Fluids" [17]. 
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Abstract 
An original and simple technique to animate large quantities of 3D-looking 
fire instances in screen space is presented. The method runs entirely on the 
GPU using only basic shader language instructions (hlsl model 2a). In its 
simplest expression, i.e. with a static camera, the method is straightforward 
to implement (a post process shader) and can handle hundreds of indepen­
dently moving fire instances at efficient rates. The concept is simple and 
consists in adding projected fire density sources to a 2D scalar density field 
located on the screen. The density field is advected with the MacCormack 
(MC) method over a low resolution fluid velocity field that is computed in a 
single pass on the GPU. The 3D-apparent motion is obtained with a highly 
varying fluid velocity field which is obtained by introducing and propagat­
ing in its flow many small pressure fronts which break the shapes of the 
flames and leaves the impression of highly active 3D fire. Impressive ani­
mations can be created by rapidly increasing the fire's intensity creating a 
small shock wave producing small blast/ignition style effects. Furthermore, 
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external forces can be added to the velocity field in order to give directabil-












Figure 3.1: Hundreds of fire instances. 
3.1 Introduction 
There has been yet very few scalable methods proposed for animating large amounts 
of moving fire instances at interactive rates. Simple methods which can simultane­
ously handle dozens of moving fires in a scene (along the shading and animation of 
other assets commonly found in a game or interactive application) are almost nonex­
istent. Inpedendently of the approach, whether it is particles or texture animations, 
it is required to effectuate more computation when new instances of fire are added to 
the scene. The screen space consideration of fire animation scales this cost to nearly 
constant as only the screen's pixels (or a lower resolution of the screen) are treated 
therefore enabling hundreds of simultaneous fires to be simultaneously animated. 
Inherently, screen space animation techniques suffer from classical z-depth (objects 
hiding fire sources) and screen borders related issues. In the current case of fire an­
imation, objects or screen's borders hiding a source of fire will "turn off" the entire 
fire. Nevertheless, in the cases where the method is mostly pertinent, i.e. in scenarios 
containing large quantities of fire instances simultaneously moving in many directions, 
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isolated artifacts tend to get merged in the "traffic" or high activity of the scene. 
In short, with a static camera, the method is simple to implement and has signif­
icant performance advantages (see performance tables 3.2.5). Furthermore, it can be 
rapidly plugged into a game engine in order to deal with specific scenarios where large 
quantities of dynamic fires are required. Consequently, such features greatly motivate 
further detailing its functioning. 
3.2 Method 
3.2.1 Overview 
The 3D-looking motion of the 2D fire is first simulated with the single pass solver 
described in Simple and Fast Fluids. The solver simulates temporarily compressible 
flow with the mass conservation equation and corrects the velocity field as to obtain 
a non divergent field. This is achieved by attempting to keep the density of fluid 
invariant and therefore the fluid uncompressed over time. Tuning the parameter of 
this density-invariance correction to a high value results in stiff density-invariance 
corrections which add much agitation to the fluid. These rapid variations in the ve­
locity field give the fire transported by the field, a three-dimensional look. The first 
part of the following section consists in briefly describing how the solver works but 
also how the stiff density-invariance correction gives the desired effect to the fire. 
Then the fire's visulaization is tackled. It's matter is represented by a 2D scalar 
density field which is advected over the previously discussed velocity field and this 
is done with the accurate MacCormak method[30]. Adding fire consists in adding 
quantities to this scalar density field; quantities which are sources of fire in the 3D 
scene. These sources are projected onto a surface and finally added to the fire's den­
sity field and the cycle starts over. After these steps are thoroughly described, a brief 
discussion of the method's use with dynamic cameras is followed by the description 




1. Simulate the 2D velocity field in a single pixel shader pass as described in [17] 
along using a highly stiff null-divergence correction parameter. 
2. Create a source map s by projecting fire sources: render the scene's fire intensity 
value into a texture s with z-test enabled. 
3. Add s to the fire scalar density field <f> and advect the later over the velocity 
field generated in 1. with the MacCormack method. 
3.2.2 3D-looking motion in 2D 
It was noted in [19] among others that the motion of fire on the viewing direction 
(z-axis) can be less important or annoying than the motion on the other x,y-axises. 
This observation leaves an intuitive thought onto considering only a two-dimensional 
incompressible flow interacting with an additional field approximating the transfor­
mations of the flow onto a third dimensional axis. In a similar mindset, the authors 
of [28] obtained a coherent three-dimensional incompressible flow by combining a set 
of two-dimensional simulations along a Kolmogorov spectrum turbulence model[34]. 
As for the representation of the velocity field, the current method provides a 2D vec­
tor field heuristically encompassing the fluid's motion on the 3rd dimensional axis as 
opposed to providing an explicit three-dimensional vector field. This is achieved by 
introducing and propagating many small pressure fronts in the 2D fluid flow which 
tend to break the flames and therefore create the illusion of depth in the fire's motion. 
In order to create 3D looking motion in 2D, the full Navier-Stokes equations; momen­
tum and mass conservation equations for compressible fluids are considered along a 
density-invariance correction method defined below. 
Pt = -V • (U/J), (3.1) 
(pu)t = - VP - p( u • V)u 4- /iAu + pi, (3.2) 
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where p is the fluid's density, u the velocity field, /i a diffusion coefficient and VP 
the pressure gradient. The density invariance correction defines a field P: 
P  =  k ( p n - p ° ) ,  (3.3) 
with p° the density's initial value. As only the gradient of P is of interest in equation 
(3.2), the field P does not need to be stored thereby directly linking the density and 
the velocity through: VP = kVpn in equation (3.2). This was capitalized in the 
setting of a grid-based representation of the solution in [17] to create a single pass 
solver. Note that originally, the density-invariance correction method (3.3) was first 
introduced in the setting of SPH by [8] and better mass preserving alternatives intro­
duced later on by [1] and [32]. 
The system described above is solved in a single pass on the GPU mostly with ex­
plicit central finite differences and semi-Lagrangian advection as for the transport 
terms (u)t = — (u • V)u). Note the algorithm is fully described in [17]By simulat­
ing these equations, the resultant field holds divergence and the principle behind the 
density-invariance correction is to introduce the (fcVp") corrections in the velocity 
field as to obtain a non-divergent velocity field over several iterations. These correc­
tions are propagated to other cells in the domain over time with a factor proportional 
to k and the result is a globally non-divergent field. By increasing k, the magnitude of 
the pressure fronts kVpn increases and the corrections are made very stiff. This also 
augments the speed at which the pressure fronts propagate and the rapid variations 
they induce in the velocity field give the fire a lively look. The pressure fronts also 
tend to break the fire's flames which also contributes to creating an illusion of 3D fire. 
In short, to create 3D-looking fire, the corrections for null-divergence are made very 
stiff by greatly amplifying the parameter k » modulating the correction and p 
is kept bounded between extrema: 0.1 p° < p < 1.9 p°. The result is a 2D velocity field 
with a fire's 3D apparent motion when a scalar density field is advected along its flow. 
1. Note to editors, we are considering providing the code in an annex 
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Before discussing the visualization, we note that exploiting the divergence of a veloc­
ity field has been used to the extent of visual effects by others. For instance, in [11] 
shock waves were created by adding a divergence term $ on the right-hand side of 
the divergence free condition commonly found in incompressible fluids (V • u = $) 
to create explosion effects due to the shock waves, i.e. pressure fronts generating an 
outward flow from the explosion's source. (See also [20] or [15].) 
3.2.3 Source Projection and Density Advection 
There are many ways to visualize a fluid. As for a gaseous phenomenon, it is 
possible to represent matter molecules as particles and advect them under the velocity 
field obtained in the previous section. However this would require large quantities 
of particles and therefore it is common and practical to consider instead the density 
of the underlying particles <f> whose macroscopic behavior can then be described via 
the convection-diffusion equation. The equation is supplemented with an additional 
dissipation c and source term s. Note that for fire, c is constant all over the domain. 
Furthermore, due to numerical truncation errors cursing the solution with diffusion 
and removing small scale details, the diffusion term is dropped and the final equation 
of interest is the convection or transport equation: 
<(>t = -u • V<£ + s - c, (3.4) 
where (f> is the fire scalar density two-dimensional field and u, the velocity found when 
solving the system in the previous section. The transport equation (3.4) is solved with 
the 3 pass MacCormack method for its high numerical accuracy « 0(Ax2, At2) and 
ease of implementation. It was introduced by A., Selle et al. in [30] and is also 
concisely illustrated in [7]. The source term s is added to the density field 0 in the 
last step of the MacCormack method. In a screen space setting, the source term s 
corresponds to the scene's fire sources projected onto a texture s. 
Objects on fire in the scene have a tunable value describing the intensity of the 
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fire. This value can be stored in a texture or as a per-vertex color2. Creating the 
source map s simply consists in rendering the scene with z-test enabled and writing 
the source intensity value to the frame buffer. Finally, s is added to the fire density 
field in the final step of the MacCormack method for solving equation (3.4). 
In order to make the fire rise, an external force • 4>) is added to the momentum 
conservation equation (3.2) where , is the 2x2 matrix of the x , y  components of 
the camera's view transformation; keeping the fire's direction invariable of the view 
orientation. Hence rapidly adding fire sources increases the forces added to the mo­
mentum conservation equation (3.2) and due to the stiff null-divergence correction 
(3.3), a wave of density gradients (kS7pn) moving outwardly is created and results in 
a small blast/ignition style effect similar to the ones found in [11]. See igniting fire 
video. 
3.2.4 Dynamic Cameras 
View perspective correction 
From a rasterizer's perspective, camera transformations are equivalent to object 
transformations. Hence when the camera moves, it has the effect of leaving a trace 
behind non-moving fire similar to when the fire itself is moving. A simple but some­
what less efficient approach to compensate for the cameras transformations seamlessly 
is to make use of the depth information along a projection with the previous view-
projection matrix and compare the pixel offsets and effectuate this correction to the 
fire densities 0 on a per-pixel basis similar to [4]. Unfortunately, this approximation 
is quite diffusive due to the bilinear interpolations used on the GPU. Better results 
could be given by using bi-cubic interpolation[31]. In the 'view perspective correc­
tion" video, 2 extra simulation steps were computed in order to put back some of the 
details into the solution. See dynamic camera video. 
2. Note that in our implementation, the intensity is stored in the alpha channel and it could also 
be rendered in a multiple render targets (MRT) fashion in the aim of only rendering the scene once. 
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Multiscale through source modulation 
Zooming into the fire and getting too close results in undesired behavior due to 
extreme quantities of fire density on the screen which tend to break the illusion of 
3D fire. A simple approach to correct this small issue is to perform an extra pass in 
order to measure the local mean intensity (or subsample) of the fire density in the 
scene / = <f> where pixels Iij correspond to tiles on the larger scalar density texture 0. 
This consists in rendering the fire density map <j> in a smaller texture I (Resolution(J) 
~< ^2 Resolution(^)) and writing at every pixel an average of the intensity values of 
the fire density 4>. Then in the final step, the source intensity s is linearly modulated 
to zéro with respect to H (I — I), where H, in the case of this implementation, is a 
l i n e a r  m a p p i n g .  T h e  n e w  s o u r c e  v a l u e  s  i s  t h e n  H (  1  —  I ) s .  
3.2.5 Performance 
Comparison of the plain method and dynamics camera corrections implemented 
with shader model 2a running on a Geforce 9800 GT. <j> requires three 1x32 bit 
floating point (fp) render targets (rt) and u requires one 4x32 bit fp rt. The current 
implementation doubles the number of textures and ping-pongs between them along 
read and write states. The corrections for dynamic cameras implies the execution of 
both the reprojection and mean intensity modulation steps, while the plain method 
implies no correction nor modulation. 
Performance Table 
Method Dim(0) : 512 x 512 DimO) : 768 x 768 Frame buffer 
Dim(u) : 96 x 96 Dim(u) : 144 x 144 dimensions 
No Correction « 1420 fps « 1000 fps 512 x 512 
« 900 fps « 700 fps 1024 x 1024 
Correction (1 Step) « 920 fps « 670 fps 512 x 512 
« 390 fps « 330 fps 1024 x 1024 
Correction (3 Steps) « 600 fps « 370 fps 512 x 512 




The performance advantages of this approach are significant and its implemen­
tation straightforward. Although limited to specific scenarios with slowly moving 
cameras, the method can be used to create impressive scenes with large quantities of 
fire moving in many different directions. Again, although presented in a screen space 
setting, the idea of increasing the magnitude of the null-divergence corrections for 
3D-looking fire in 2D could also be used on billboards directly in a scene eliminating 
the cameras transformations issues but partially loosing the performance advantage 
of a screen space treatment of the animation. 
3.4 Future Work 
Globally, the solver used in this paper has the computational advantage of being 
solved in a single pass resulting in a very simple algorithm, but it also has the insta­
bility disadvantage of explicit integration schemes. It would be intriguing to make 
use of divergence as to create pressure fronts with the stable fluids solver [33] or its 
GPU version [18]. By finding an adequate divergence function term j that could be 
set on the right-hand side of the divergence condition expression: V • u = <£ similarly 
to [11] and finally solving for a pressure field P as usual with a Poisson solver. 
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Figure 3.2: Animation of fires simultaneously ignited. Images have 8 frames of spacing 
between each other. 
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Conclusion 
En somme, l'animation d'un fluide dans sa plus simple expression a été explorée. 
Au travers du parcours, une méthode très accessible pour simuler facilement un fluide 
à phase unique a été développée et utilisée dans différents contextes (voir chap. 1). 
Cette technique peut être utilisée à bon escient. Que ce soit pour ajouter un effets 
2D interactif temps réels de dernière minute comme dans un menu de jeu ou dans 
une scène comprenant des centaines de feux (voir chap. 3) ou encore pour effectuer 
des tests préliminaires comme lorsque l'on veut vérifier une nouvelle méthode per­
mettant de résoudre l'équation de convection-diffusion (voir chap. 2) et qu'un champ 
de vecteurs-vitesse sans divergence à la portée de la main serait souhaitable. Finale­
ment, on remarque que cette méthode est idéale pour initier un individu au domaine 
de l'animation de fluide. 
Travaux Futurs 
Une éventuelle piste de recherche serait d'étendre le solveur de fluide proposée dans 
le chap.l afin de pouvoir appliquer des conditions aux frontières de type surface libre. 
Celles-ci permettraient de simuler un fluide à plusieurs milieux comme de l'eau avec 
de l'air. Une autre avenue serait de rendre la méthode stable en simulant l'équation 
de conservation de la masse de façon inconditionnellement stable et séquentiel. Cela 
permettrait d'augmenter le pas de simulation employée et de rendre la simulation 
plus efficace. 
D'une autre part, l'approche ADE discuté dans le mémoire est intéressante puis­
qu'elle donne lieu à un algorithme explicite et donc très performant en plus d'être 
simple à implémenter. Outre ces deux propriétés, la méthode est inconditionnelle­
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ment stable. Cependant, on remarque que leurs domaine(s) d'application sont plutôt 
restreints. Comme il a été mentionné dans l'article du chap. 2, il est difficile d'obtenir 
des ordres de précisions supérieurs ainsi que d'aboutir à une méthode fonctionnelle 
pour des équations aux dérivées partielles non linéaires ou des systèmes d'EDP. 
Les méthodes ADE sont obtenues avec l'approche des Local Series Expansion (dis­
cuté dans le chap. 2) et la difficulté des problèmes énumérés ci-dessus revient donc à 
la difficulté de résoudre des systèmes d'équations symboliques de plus en plus com­
plexes. Par exemple, la méthode ADE dans ce document-ci est développée autour 
d'une équation linéaire, c.-à-d. l'équation linéaire de convection-diffusion. Appliquer 
la technique des Local Series Expansion pour une équation non linéaire engendre un 
système non linéaire de variables symboliques à résoudre pour obtenir des formules 
explicites3. En particulier, les équations d'Euler et de Navier-Stokes ont un terme de 
transport non linéaire ut = — u- Vu et c'est d'ailleurs justement ce terme non linéaire 
qui donne au fluide un caractère chaotique que l'on recherche tant en animation par 
ordinateur. 
3. En effet, il serait possible de former ledit système pour chaque cellule de la grille et de le 
résoudre numériquement plutôt que symboliquement une fois seulement. Cependant, cela perdrait 
l'avantage de performance d'une méthode complètement explicite. 
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