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ABSTRACT. We derive a computationally convenient formula for the large
sample coverage probability of a confidence interval for a scalar parameter of
interest following a preliminary hypothesis test that a specified vector param-
eter takes a given value in a general regression model. Previously, this large
sample coverage probability could only be estimated by simulation. Our for-
mula only requires the evaluation, by numerical integration, of either a double
or triple integral, irrespective of the dimension of this specified vector param-
eter. We illustrate the application of this formula to a confidence interval for
the log odds ratio of myocardial infarction when the exposure is recent oral
contraceptive use, following a preliminary test that two specified interactions
in a logistic regression model are zero. For this real-life data, we compare this
large sample coverage probability with the actual coverage probability of this
confidence interval, obtained by simulation.
Key words: bootstrap, confidence interval, coverage probability, generalized linear mod-
els, large sample coverage probability, model selection, post-model-selection confidence
interval
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1. Introduction
Preliminary data-based model selection is widespread in applied statistics. Commonly,
a preliminary hypothesis test is carried out, followed by the construction of a confidence
interval for the parameter of interest based on the assumption that the selected model
had been given to us a priori, as the true model. For a linear regression with independent
and identically normally distributed errors, there is an extensive literature on the coverage
properties of such a post-model-selection confidence interval. For a review of this literature
see e.g. Kabaila (2009). Post-model-selection confidence intervals are still in common use
in the context of generalized linear models, see e.g. Kabat et al. (2010), O’Donnell et al.
(2010), Stampf et al. (2010), Li et al. (2011), Huber et al. (2014), Bendas et al. (2015) and
Kanbayashi et al. (2017). It is therefore important to also assess the coverage properties
of the post-model-selection confidence interval in the context of general regression models.
Currently, the most important contribution to this assessment is the expression for the
large sample coverage probability given directly below Figure 1 of Hjort & Claeskens
(2003).
In the present paper we suppose that a preliminary hypothesis test is used to select one
of two nested general regression models: the full model and a restricted model in which
a q-dimensional vector parameter takes a specified value. Of course, for the appropriate
test size, this is equivalent to choosing the model that minimizes AIC. For q = 1, Hjort &
Claeskens (2003) show that their expression for the large sample coverage probability is
equal to the sum of two one-dimensional integrals, which can be readily evaluated using
numerical integration. However, without further work, the only method available for the
evaluation of this expression for q > 1 is simulation.
Our main result is to show that this expression is equal to a formula consisting of
a trivial term added to either a double integral for q = 2 or a triple integral for all
q > 2 (Theorem 1). These multiple integrals, which are readily evaluated by numerical
integration, are derived using the methods in the appendix of Kabaila & Farchione (2012).
This formula also possesses a symmetry property (Theorem 2) which halves the time
needed to compute the minimum coverage probability.
Throughout the paper, we will refer to the following case control example. The data
for this example is given in Table 7.6 of Schlesselman (1982) and the parameter of interest
is the odds ratio of myocardial infarction (MI) in relation to recent oral contraceptive (OC)
use. For this example, Schlesselman (1982, p.255) conducts a preliminary test, with large
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sample size 0.05, of the null hypothesis that the coefficients of two specified second order
interaction terms are both zero (i.e. q = 2) against the alternative hypothesis that at least
one of these coefficients is non-zero. He accepts this null hypothesis and then constructs
the confidence interval [1.9699, 5.4799] for the odds ratio. This confidence interval has
nominal coverage 0.95. To swiftly assess the actual minimum coverage probability of this
post-model-selection confidence interval, we evaluate its large sample coverage probability
using Theorem 1. Figure 1 is a contour plot of this large sample coverage probability.
All of the computations for this paper were carried out using programs written in R. The
minimum large sample coverage probability is 0.3281, which is far below the nominal
coverage, indicating that Schlesselman’s (1982) post-model-selection confidence interval
should not be used. Instead, the confidence interval, with the same nominal coverage,
based on the full model should be used. This confidence interval is [1.1526, 11.1251],
which covers a substantially wider set of values of the odds ratio.
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Fig. 1. Contour plot of the large sample coverage probability of the post-model-selection confidence
interval, with nominal coverage 0.95, for the odds ratio of MI in relation to recent OC use, for the case
control example. This confidence interval is constructed after a preliminary test of the null hypothesis
that the coefficients of two specified second order interaction terms are both zero (i.e. q = 2).
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In Section 4 we use Theorem 1 to compare the finite sample coverage probability (found
by simulation) of Schlesselman’s (1982) post-model-selection confidence interval with its
large sample coverage probability. We envisage two applications of our Theorems 1 and
2. Firstly, they can be used to swiftly provide a good indication of whether or not the
post-model-selection confidence interval has minimum coverage well below its nominal
coverage. Secondly, they can be used to swiftly narrow down the regions in the parameter
space where one would search for the finite sample minimum coverage via simulation.
2. An initial expression for the large sample coverage probability of a confi-
dence interval obtained after a hypothesis test concerning a vector parameter
In this section we present the expression for the large sample coverage probability
given directly below Figure 1 of Hjort & Claeskens (2003) for the particular case of a
preliminary hypothesis test concerning a vector parameter. We consider a general re-
gression model with response vector (y1, . . . , yn). The random variables y1, . . . , yn are
independent and yi has density f(y |xi,φ), where the parameter vector φ = (θ,γ),
with θ a p-vector, γ a q-vector and xi a vector of explanatory variables of given di-
mension (i = 1, . . . , n). Let I(θ,γ) denote the information matrix. In other words, let
I(θ,γ) = E
(−(∂/∂φ)(∂/∂φ)T∑ni=1 log f(yi |xi;φ)), where ∂/∂φ denotes the column
vector of partial derivatives. We suppose, as do Hjort & Claeskens (2003, p.883), that
n−1I(θ,γ) converges to a finite nonsingular matrix as n→∞, for each possible value of
(θ,γ). We also assume that the regularity conditions required for Lemmas 3.1–3.3 and
Theorem 4.1 of Hjort & Claeskens (2003) to hold in the general regression framework are
satisfied (see Hjort & Claeskens, 2003, p.884, Fahrmeir & Kaufmann, 1985 and Fahrmeir
& Tutz, 1994, pp.43–44 ).
We also consider a restricted model that results from setting γ equal to the specified
value γ˜. Suppose that the parameter of interest is ϕ = aTθ, where a is a specified non-
zero p-vector. Denote the maximum likelihood estimate (MLE) of φ by φ̂ = (θ̂, γ̂). Also
denote the MLE of θ under the restricted model by θ̂r. The MLE’s of ϕ are ϕ̂ = a
T θ̂ and
ϕ̂r = a
T θ̂r under the full and restricted models, respectively. Partition the information
matrix I(θ,γ) and its inverse as follows
I(θ,γ) =
Iθθ(θ,γ) Iθγ(θ,γ)
Iγθ(θ,γ) Iγγ(θ,γ)
 and I−1(θ,γ) =
Iθθ(θ,γ) Iθγ(θ,γ)
Iγθ(θ,γ) Iγγ(θ,γ)
 .
Let [a±b] denote the interval [a−b, a+b] (b ≥ 0). Suppose that the confidence intervals
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for ϕ, with nominal coverage 1 − α, are J =
[
ϕ̂± z1−α/2(aT Iθθ(θ̂, γ̂)a)1/2
]
and Jr =[
ϕ̂r ± z1−α/2(aT
(
Iθθ(θ̂r, γ˜)
)−1
a)1/2
]
under the full and restricted models, respectively.
Here, za denotes the inverse of the N(0, 1) cdf, evaluated at a. Also suppose that we
carry out a preliminary test of H0 : γ = γ˜ against HA : γ 6= γ˜, rejecting H0 when the
Wald test statistic W = (γ̂− γ˜)T (Iγγ(θ̂r, γ˜))−1(γ̂− γ˜) exceeds χ21−α˜,q. Here, χ2a,q denotes
the inverse of the χ2q cdf, evaluated at a. In other words, this test has large sample size
α˜. The post-model-selection confidence interval K for ϕ, with nominal coverage 1− α, is
defined as follows. If H0 is accepted then K = Jr; otherwise K = J .
Define the q-vectors b =
(
Iγγ(θ, γ˜)
)−1/2
Iγθ(θ, γ˜)a/(aT Iθθ(θ, γ˜)a)1/2 and
λ =
(
Iγγ(θ, γ˜)
)−1/2
(γ− γ˜). Let the random variable V1 and the random q-vector H have
joint distribution V1
H
 ∼ N
0
λ
 ,
1 bT
b Iq
 . (1)
Thus the distribution of V1 conditional on H = h is N
(
bT (h− λ), 1− ‖b‖2), where
‖ · ‖ denotes the Euclidean norm. Also let the random variable V2 have distribution
N
(−bTλ/(1− ‖b‖2)1/2, 1), conditional on H = h. For any statement A, let I(A) = 1
if A is true; otherwise I(A) = 0. For the scenario that we consider, the expression for
the large sample coverage probability given directly below Figure 1 of Hjort & Claeskens
(2003) is, as shown in the Supporting Information, the following. As n→∞, the coverage
probability P (ϕ ∈ K) approaches∫
P
(
|V2| ≤ z1−α/2
∣∣∣H = h) I (‖h‖2 ≤ χ21−α˜,q) fH(h)dh
+
∫
P
(
|V1| ≤ z1−α/2
∣∣∣H = h) I (‖h‖2 > χ21−α˜,q) fH(h)dh, (2)
where fH denotes the pdf of H . This result may also be obtained using a straightforward
extension to the local misspecification framework of equation (5) in Section 2 of Cox &
Wermuth (1990, p.748).
3. The main result
Our main result is Theorem 1 which states that the expression (2) is equal to a formula
consisting of a trivial term added to either a double integral for q = 2 or a triple integral
for all q > 2. These integrals are readily evaluated by numerical integration. The proof of
Theorem 1 is given in the appendix and uses the methodology in the appendix of Kabaila
& Farchione (2012). This methodology consists of the following components.
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1. For q ≥ 2, we express a random q-vector with an N(0, Iq) distribution as RU , where
U and R are independent, with U uniformly distributed on the surface of the unit
sphere in Rq and R ∼ χq (so that R2 ∼ χ2q).
2. We note that for any unit vectors u and u˜ in Rq the following are true.
(a) The inner product uT U has a distribution that does not depend on the orien-
tation of the vector u and consequently has the same distribution as U1.
(b) For given q ≥ 2, the distribution of the random vector (uT U , u˜T U) depends
only on the inner product ψ = uT u˜. Indeed,
(
uT U , u˜T U
)
has the same
distribution as
(
U1, ψ U1 + (1− ψ2)1/2 U2
)
.
(c) The spherical coordinate transformation, stated e.g. on p.306 of Fang & Wang
(1994), can be used to express U1 and U2 in terms of the independent random
variables T1 and T2 with pdf’s given by (6) and (7), respectively.
Components 1 and 2(c) of this methodology lead to the presence of the pdf’s fT1 , fT2
and the pdf fR of R in the formula for the large sample coverage probability given in the
following theorem. The component 2(c) leads to the presence of the sin and cos terms in
this formula. Finally, component 2(b) leads to this formula being a trivial term added to
a triple integral for all q > 2. The following is our main result.
Theorem 1. For all γ = γ˜ + n−1/2δ (δ ∈ [−d, d]q, 0 < d <∞), the coverage probability
P (ϕ ∈ K) approaches
P
(|V2| ≤ z1−α/2)P (‖H‖2 ≤ χ21−α˜,q) +Bq (3)
as n → ∞. Here V2 ∼ N
(−ψ‖b‖‖λ‖/(1− ‖b‖2)1/2, 1), where ψ = (b/‖b‖)T (λ/‖λ‖)
for b 6= 0 and λ 6= 0 (otherwise ψ = 1), and Bq is defined as follows. Let i(υ; ‖b‖) =
P
(−z1−α/2 ≤ V3 + υ ≤ z1−α/2), where V3 ∼ N(0, 1−‖b‖2) and υ ∈ R. Also let k(t1, ψ) =
ψ cos(2pit1) + (1− ψ2)1/2 sin(2pit1). Then
B2 = 1− α−
1∫
0
∫
[l2,u2]∩[0,∞)
i
(
r ‖b‖ k(t1, ψ) ; ‖b‖
)
fR(r) dr dt1, (4)
where [l2, u2] =
[
−‖λ‖ cos(2pit1)±
(‖λ‖2 cos2(2pit1) + χ21−α˜,2 − ‖λ‖2)1/2] and fR denotes
the χq pdf. Let k(t1, t2, ψ; 3) = ψ cos(pit1)+(1−ψ2)1/2 sin(pit1) cos(2pit2) and k(t1, t2, ψ; q) =
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ψ cos(pit1) + (1− ψ2)1/2 sin(pit1) cos(pit2) for q > 3. Then, for q > 2
Bq = 1− α−
1∫
0
1∫
0
∫
[lq ,uq ]∩[0,∞)
i
(
r ‖b‖ k(t1, t2, ψ; q); ‖b‖
)
fR(r) dr fT1(t1) dt1 fT2(t2) dt2,
(5)
where [lq, uq] =
[
−‖λ‖ cos(pit1)±
(‖λ‖2 cos2(pit1) + χ21−α˜,q − ‖λ‖2)1/2],
fT1(t1) =
pi sinq−2(pit1)
B (1/2, (q − 1)/2) , 0 ≤ t1 ≤ 1, q ≥ 2 and (6)
fT2(t2) =
pi sinq−3(pit2)
B (1/2, (q − 2)/2) , 0 ≤ t2 ≤ 1, q > 2, (7)
with B(a, b) denoting the beta function. When ‖b‖ > 0 and λ = 0, (3) simplifies to
(1− α)(2− α˜)−
∫ 1
0
∫ (χ21−α˜,q)1/2
0
i (r ‖b‖ g(t1; q); ‖b‖ ) fR(r) dr fT1(t1) dt1, (8)
where g(t1; 2) = cos(2pit1) and g(t1; q) = cos(pit1) for q > 2. For b = 0, (3) simplifies to
1− α.
This theorem has two appealing properties. Firstly, the large sample coverage prob-
ability (given by (3)) requires the evaluation of at most a triple integral, irrespective of
the dimension q of γ. Secondly, this coverage probability is, for given θ, a function of
two unknown scalar values, namely ψ and ‖λ‖ irrespective of the dimension q, and three
known quantities, namely the nominal coverage 1− α, the nominal level of significance α˜
and ‖b‖. As a result, the large sample coverage probability, minimized over (‖λ‖, ψ), can
be easily computed for given θ and given values of these known quantities.
The following theorem leads to a halving of the time required to compute the large
sample coverage probability, minimized over (‖λ‖, ψ).
Theorem 2. Suppose that γ˜ = 0 and that 1 − α, α˜ and ‖b‖ are given. For given θ,
the large sample coverage probability (3) evaluated at γ = γ ′ is equal to (3) evaluated
at γ = −γ ′, for all γ ′. In other words, this coverage probability is an even function of
ψ ∈ [−1, 1].
Let LSCP
(‖b(θ)‖, ‖λ‖, ψ) denote the large sample coverage probability (3), where the
dependence of b on θ is made explicit in the notation b(θ). A summary description of
this large sample coverage probability function is
min
‖λ‖,ψ
LSCP
(‖b(θ)‖, ‖λ‖, ψ), (9)
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where θ denotes the true parameter value. Here we make a sharp distinction between the
parameter vectors θ and γ. We estimate (9), for a particular data set, by
min
‖λ‖,ψ
LSCP
(‖b(θ̂obs)‖, ‖λ‖, ψ), (10)
where θ̂obs denotes the maximum likelihood estimate of θ based on this data set. In other
words, we use a “plug-in principle” (see e.g. Efron, 1998, Section 5) approach for this
parameter. However, we do not replace γ by an estimate because of the local misspec-
ification framework that we must use for this parameter. This leads to the parameters
‖λ‖ and ψ also not being replaced by estimates. A conceptually similar approach has
been used by Kabaila, Mainzer & Farchione (2017). Therefore, when preparing Figure
1, the contour plot of the large sample coverage probability of the post-model selection
confidence interval for the case control example, we have replaced θ by its maximum
likelihood estimate θ̂obs based on this data set. Note that this figure provides an illustra-
tion of Theorem 2.
It is expected that, for large sample sizes, the difference between (9) and (10) will be
small. We propose the following parametric bootstrap method to assess this difference. We
set the true parameter value (θ,γ) equal to its maximum likelihood estimate (θ̂obs, γ̂obs).
We then generate B independent observations of the response vector. For the b’th of these
observations we compute the maximum likelihood estimate θ̂
∗
b and then replace θ̂obs by θ̂
∗
b
in (10) to obtain a parametric bootstrap resample of (10). These bootstrap resamples of
(10) are then used to construct a confidence interval for (9). We applied this method, with
B = 1000, to the post-model-selection confidence interval, with nominal coverage 0.95,
in the case control example. We obtained the 95% percentile interval [0.2120, 0.4221]
for (9). We also obtained the 95% bootstrap confidence interval [0.2341, 4441] for (9),
using (13.9) of Efron & Tibshirani (1993). Both of these intervals suggest that for the
post-model-selection confidence interval found by Schlesselman (1982) the value of (9)
is far below the nominal coverage, indicating that this post-model-selection confidence
interval should not be used.
4. A comparison of the large sample and finite sample coverage probabilities
To assess the accuracy of the large sample approximation (3) to the finite sample
coverage probability of the post-model-selection confidence interval K, we compare these
coverage probabilities in the case control example as functions of γ, for θ replaced by its
maximum likelihood estimate θ̂obs. Specifically, we compare these coverage probabilities
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as functions of γboth = γ1 = γ2, with γ˜ = 0, 1 − α = 0.95 and α˜ = 0.05. The finite
sample coverage probability is estimated by simulation, with 40000 simulations for each
value of γboth considered. The large sample coverage probability is found using (3) and
(4) of Theorem 1. A detailed description of the data for the case control example is
included in the Supporting Information. For this data, the length of the response vector
is n = 1976.
Figure 2 shows graphs of the large sample and finite sample coverage probabilities of
this post-model-selection confidence interval. The positive values of γboth for which these
coverage probability functions are minimized are close. Also, the negative values of γboth
for which these coverage probability functions are minimized are close. Furthermore, the
minima over γboth of these coverage probability functions are also close.
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Fig. 2. Comparison of the large sample and finite sample coverage probabilities of the post-model-
selection confidence interval for the case control example.
The 40000 simulations used for each value of γboth led to an estimator of the finite
sample coverage probability with standard deviation guaranteed to be less than or equal to
0.0025. In Figure 2 we used 101 equally-spaced values of γboth. The time taken to compute
the finite sample coverage probabilities plotted in Figure 2 was about 5.5 hours on a PC
with an Intel Core i7-4790, 3.60GHz CPU and 16GB of RAM. Using this computer, the
time taken to compute the large sample coverage probabilities plotted in this figure was
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about 3.5 seconds i.e. smaller by a factor of over 5000.
To demonstrate that the large sample and finite sample coverage probabilities become
closer as the sample size is increased, we considered 128 independent replications (with
the same values of the explanatory variables) of the experiment that gave rise to the case
control example data. Graphs of the resulting large sample and finite sample coverage
probability functions are shown in Figure 3. In Figure 3 we used 101 equally-spaced values
of γboth.
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Fig. 3. Comparison of the large sample and finite sample coverage probabilities of the post-model-
selection confidence interval for 128 independent replications of the experiment that gave rise to the case
control example data.
5. Conclusion
In this paper we consider a general regression model specified by the p-vector θ and the
q-vector γ. We suppose that a preliminary hypothesis test, with large sample size α˜, is
used to select one of two nested models: the full model and a restricted model in which γ
takes the specified value γ˜. We have derived a new computationally convenient formula (3)
for the large sample coverage probability of the post-model-selection confidence interval,
with nominal coverage 1− α, for a scalar parameter of interest. This formula consists of
a trivial term added to either a double integral for q = 2 or a triple integral for all q > 2.
These multiple integrals are readily evaluated by numerical integration.
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Theorems 1 and 2 imply that, for given α˜, 1 − α and θ, this large sample coverage
probability is a function of only two scalar parameters, ψ ∈ [0, 1] and ‖λ‖, for all q ≥ 2.
We can therefore quickly compute the large sample coverage probability minimized with
respect to these two parameters. Theorem 1 also provides us with the insight that θ
influences this minimized coverage probability only through the scalar parameter ‖b‖.
We have put forward the following procedure for the rapid assessment of the cover-
age properties of the post-model-selection confidence interval. Firstly, we replace θ by
its maximum likelihood estimate θ̂obs. This is a “plug-in principle” approach. We then
minimize the large sample coverage probability (3) with respect to the two scalar pa-
rameters ψ and ‖λ‖. We have made a sharp distinction between the parameter vector θ
and these two scalar parameters, which we do not replace by estimates, because of the
local misspecification framework that we must use for the parameter q-vector γ. For the
case control example data, the large sample coverage minimized in this way is close
to the minimum finite sample coverage evaluated using simulations, which are relatively
very time-consuming. Finally, we assess the impact of replacing θ by θ̂obs using standard
parametric bootstrap methodology.
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Appendix
Proof of Theorem 1
Let the first and second multiple integrals in the expression (2) be denoted by A and
Bq, respectively. In other words, let
A =
∫
P
(
|V2| ≤ z1−α/2
∣∣∣H = h) I (‖h‖2 ≤ χ21−α˜,q) fH(h)dh
and
Bq =
∫
P
(
|V1| ≤ z1−α/2
∣∣∣H = h) I (‖h‖2 > χ21−α˜,q) fH(h)dh.
Note that as V2 and H are independent,
A = P
(|V2| ≤ z1−α/2)P (‖H‖2 ≤ χ21−α˜,q) . (11)
Now
Bq = P (|V1| ≤ z1−α/2, ‖H‖2 > χ21−α˜,q). (12)
By the law of total probability,
P
(|V1| ≤ z1−α/2) = P(|V1| ≤ z1−α/2, ‖H‖2 > χ21−α˜,q)+ P(|V1| ≤ z1−α/2, ‖H‖2 ≤ χ21−α˜,q).
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It follows from (1) that V1 ∼ N(0, 1). Therefore, P
(|V1| ≤ z1−α/2) = 1− α. Hence
Bq = 1− α−
∫
P
(
|V1| ≤ z1−α/2
∣∣∣H = h) I (‖h‖2 ≤ χ21−α˜,q) fH(h) dh. (13)
Note that
P
(
|V1| ≤ z1−α/2
∣∣∣H = h) = P (−z1−α/2 − bT (h− λ) ≤ V3 ≤ z1−α/2 − bT (h− λ))
= i
(
bT (h− λ); ‖b‖).
Therefore
Bq = 1− α− E
(
i(bT (H − λ); ‖b‖) I (‖H‖2 ≤ χ21−α˜,q) ). (14)
For the moment, consider the case that b = 0. In this case, V2 ∼ N(0, 1) and V3 ∼
N(0, 1), so that A = (1−α)P (‖H‖2 ≤ χ21−α˜,q) andBq = 1−α−(1−α)P (‖H‖2 ≤ χ21−α˜,q).
Therefore, A+Bq = 1− α.
We now consider the case that ‖b‖ > 0, and apply the methodology briefly outlined im-
mediately before the statement of Theorem 1, to (14) to obtain the large sample coverage
probability formula (3) of Theorem 1. Since H ∼ N(λ, Iq), we may write H = λ+RU ,
where U and R are independent, with U uniformly distributed on the surface of the unit
sphere in Rq and R ∼ χq (so that R2 ∼ χ2q). Define the unit length vector ub = b/‖b‖
and let Lb = u
T
b U .
There are two subcases: λ = 0 and ‖λ‖ > 0. We first consider the subcase λ = 0. It
follows from (14) that
Bq = 1− α− E
(
i
(
bTH ; ‖b‖) I (‖H‖2 ≤ χ21−α˜,q) ).
Since bTH = R ‖b‖Lb and ‖H‖2 = R2,
Bq = 1− α− E
(
i (R ‖b‖Lb; ‖b‖) I
(
R2 ≤ χ21−α˜,q
) )
.
Define the random variables T1 and T2 to be such that T1, T2 and R are independent and
T1 and T2 have pdf’s fT1 and fT2 , respectively. Let e denote the unit length q-vector
(1, 0, · · · , 0). Observe that Lb = uTb U has the same distribution as eTU = U1, the
first component of U . Recall the definitions g(t1; 2) = cos(2pit1) and g(t1; q) = cos(pit1)
for q > 2. As shown by Fang & Wang (1994, p.49 and pp.305-308) using a spherical
coordinate transformation, U1 has the same distribution as g(T1; q). Therefore
Bq = 1− α−
∫ 1
0
∫ ∞
0
i (r ‖b‖ g(t1; q); ‖b‖) I
(
r2 ≤ χ21−α˜,q
)
fR(r) dr fT1(t1) dt1
= 1− α−
∫ 1
0
∫ (χ21−α˜,q)1/2
0
i (r ‖b‖ g(t1; q); ‖b‖) fR(r) dr fT1(t1) dt1.
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Since A = (1− α)(1− α˜), (8) is true.
Now consider the subcase ‖λ‖ > 0. Define the unit length q-vector uλ = λ/‖λ‖ and
let Lλ = u
T
λ U . It follows from (14) that
Bq = 1− α− E
(
i(R‖b‖Lb; ‖b‖) I
(
R2 + 2RLλ‖λ‖+ ‖λ‖2 ≤ χ21−α˜,q
) )
, (15)
since bT (H − λ) = R ‖b‖Lb and ‖H‖2 = (λ+RU)T (λ+RU) = R2 +2RLλ‖λ‖+‖λ‖2.
Define the unit length q-vectors eλ = (1, 0, · · · , 0) and eb =
(
ψ, (1− ψ2)1/2, 0, · · · , 0),
where ψ = uTbuλ. Observe that (Lλ, Lb) has the same distribution as
(
eλ
TU , eb
TU
)
=(
U1, ψ U1 + (1− ψ2)1/2 U2
)
.
As shown by Fang & Wang (1994, p.49 and pp.305-308) using a spherical coordinate
transformation, (U1, U2) has the same distribution as
(
cos(2piT1), sin(2piT1)
)
for q = 2,(
cos(piT1), sin(piT1) cos(2piT2)
)
for q = 3 and
(
cos(piT1), sin(piT1) cos(piT2)
)
for q > 3.
Therefore (Lλ, Lb) has the same distribution as
(
cos(2piT1), ψ cos(2piT1) + (1− ψ2)1/2 sin(2piT1)
)
for q = 2,
(
cos(piT1), ψ cos(piT1) + (1− ψ2)1/2 sin(piT1) cos(2piT2)
)
for q = 3 and(
cos(piT1), ψ cos(piT1) + (1− ψ2)1/2 sin(piT1) cos(piT2)
)
for q > 3. In other words, (Lλ, Lb)
has the same distribution as (cos(2piT1), k(T1, ψ)) for q = 2, and (cos(piT1), k(T1, T2, ψ; q))
for q > 2. Hence ‖H‖2 = d(T1, R; q, ||λ||), where d(t1, r; 2, ||λ||) = r2 +2||λ||r cos(2pit1)+
||λ||2 and d(t1, r; q, ||λ||) = r2 + 2||λ||r cos(pit1) + ||λ||2 for q > 2. It follows from (15)
that
Bq =
1− α− E
(
i(R‖b‖k(T1, ψ); ‖b‖) I
(
d(T1, R; 2, ‖λ‖) ≤ χ21−α˜,2
) )
for q = 2,
1− α− E
(
i(R‖b‖k(T1, T2, ψ); ‖b‖) I
(
d(T1, R; q, ‖λ‖) ≤ χ21−α˜,q
) )
for q > 2.
Let Sq(t1) =
{
r : d(t1, r; q, ‖λ‖) ≤ χ21−α˜,q
}
. Since r ∈ [0,∞),
Bq =

1− α−
1∫
0
∫
S2(t1)∩[0,∞)
i
(
r‖b‖k(t1, ψ); ‖b‖
)
fR(r) dr dt1 for q = 2,
1− α−
1∫
0
1∫
0
∫
Sq(t1)∩[0,∞)
i
(
r‖b‖k(t1, t2, ψ); ‖b‖
)
fR(r) dr fT1(t1) dt1 fT2(t2) dt2
for q > 2.
Now, for each given t1, d(t1, r; q, ‖λ‖) is a quadratic function of r with positive coef-
ficient of r2. Let rmin(q, t1) denote the value of r that minimises d(t1, r; q, ‖λ‖), for each
given t1. If d
(
t1, rmin(q, t1); q, ‖λ‖
) ≥ χ21−α˜,q then Sq(t1) ∩ [0,∞) is either a single point
or the empty set; otherwise Sq(t1) = [lq, uq] where lq < rmin(q, t1) < uq. It follows that if
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d
(
t1, rmin(q, t1); q, ‖λ‖
)
< χ21−α˜,q then
[l2, u2] =
[
−‖λ‖ cos(2pit1)±
(‖λ‖2 cos2(2pit1) + χ21−α˜,2 − ‖λ‖2)1/2] and
[lq, uq] =
[
−‖λ‖ cos(pit1)±
(‖λ‖2 cos2(pit1) + χ21−α˜,q − ‖λ‖2)1/2] for q > 2 . Therefore
Bq =

1− α−
1∫
0
∫
[l2,u2]∩[0,∞)
i
(
r ‖b‖ k(t1, ψ); ‖b‖
)
fR(r) dr dt1 for q = 2,
1− α−
1∫
0
1∫
0
∫
[lq ,uq ]∩[0,∞)
i
(
r ‖b‖ k(t1, t2, ψ); ‖b‖
)
fR(r) dr fT1(t1) dt1 fT2(t2) dt2
for q > 2.
Proof of Theorem 2
Suppose that γ˜ = 0 and that 1 − α, α˜ and ‖b‖ are given. Also suppose that θ is
given. Thus λ = (Iγγ(θ,0))−1/2 γ. We make the dependence of λ on γ explicit with the
notation λ(γ). We also make the dependence of the probabilities A and Bq, given by (11)
and (12) respectively, on γ explicit with the notation A(γ) and Bq(γ). Let Pγ′( · ) denote
a probability evaluated for the true parameter γ = γ ′.
Using this notation,
A(γ) = Pγ
(|V2| ≤ z1−α/2)Pγ (‖H‖2 ≤ χ21−α˜,q) .
Since V2 ∼ N
(−bTλ(γ)/(1− ‖b‖2)1/2, 1), Pγ′ (|V2| ≤ z1−α/2) = P−γ′ (|V2| ≤ z1−α/2).
Also, note that ‖H‖2 has a noncentral χ2 distribution with q degrees of freedom and
noncentrality parameter ‖λ(γ)‖2. Since ‖λ(γ ′)‖2 = ‖λ(−γ ′)‖2, A(γ ′) = A(−γ ′).
Also
Bq(γ) = Pγ
(|V1| ≤ z1−α/2, ‖H‖2 > χ21−α˜,q).
It follows from (1) that for true parameter value γ = γ ′,−V1
−H
 ∼ N
 0
−λ(γ ′)
 ,
1 bT
b Iq
 ,
and that for true parameter value γ = −γ ′, (V1,HT )T has the same distribution. In
other words, the distribution of
(
V1,H
T
)T
for the true parameter value γ = −γ ′ is the
same as the distribution of
(−V1,−HT )T for the true parameter value γ = γ ′. Therefore
Bq(γ
′) = Bq(−γ ′).
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