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Abstract. A generalized algorithm has been derived for the execution of the Cooley-
Tukey FFT algorithm on a distributed memory machine. This algorithm is based on an
approach that combines a large number of butterfly operations into one large process
per processor. The performance can be predicted from theory. The actual algorithm has
been implemented on a transputer array, and the performance of the implementation
has been measured for various sizes of the complex input vector. It is shown that the
algorithm scales linearly with the number of transputers and the problem size.
1 Introduction
A commonly used algorithm in scientific engineering is the Fast Fourier Transform[1]. In
various fields, such as control theory, system identification, coding theory and signal proces-
sing, the Fast Fourier Transform is a valuable tool. Therefore, a lot of effort has been spent in
the past in finding efficient implementations of this algorithm.
Most of the implementations in the past made use of fast sequential processors, specialized
hardware or dedicated signal processors. The algorithms have been optimized for these kinds
of hardware. Some implementations assumed the use of multi-processor shared-memory ma-
chines[2].
In this paper, the parallel implementation of the FFT on a distributed-memory machine is
considered. With the advent of the transputer, this type of machine has become very cost-ef-
fective. Compared to the use of dedicated hardware or signal processors, transputer machines
offer greater flexibility and a good cost-performance ratio. Furthermore, a parallel h igh-level
language is provided for the programming of these machines.
The basic element of the FFT is a number of operations on complex data, called the but-
terfly[4](figure )1. The implementation discussed uses the Decimation In Frequency method.
This means that every butterfly consists of one complex addition, one complex subtraction
and one complex multiplication. In this case, each butterfly in effect executes a two-point FFT.
By combining the butterfly operations in a suitable manner, a 2N point FFT is created.
The butterfly representation of the FFT algorithm[4] (figure 2) is an elegant representation,
showing the data-flow and the operations on the data in a graphical manner. This representation
is mainly used to determine the order in which the computations have to be performed in a
sequential machine. The parallelism that is inherent in the butterfly representation of the FFT
is not used in that case.
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On a parallel machine, the butterfly representation can also be used as a process graph. One
can look at the butterflies as processes, and at the lines indicating the data-flow in the system
as communication channels. In this way an N-point FFT algorithm will be decomposed auto-
matically in 12N log2N parallel processes. To implement this system, only a single butterfly
process has to be coded, and the butterfly processes have to be connected together. Walker[3]
and Eckelman [5] have used this approach to obtain a (theoretical) indication for the speed-up
that can be obtained on a transputer system consisting of T424 transputers.
Section 2 discusses the parallel implementation of the FFT algorithm and it is shown how
a universal parallel algorithm can be derived that can be used on different types of message-
passing MIMD machines. In section 3 the implementation on a transputer system is given,
together with the measurement methods that have been used to determine the performance of
the parallel FFT (section 3.2). The results of the measurements for various configurations are
given in section 4. The conclusions are in section 5.
2 A generalized parallel FFT algorithm
The Fast Fourier Transform is based on the computation of the Fourier Transform by convol-
ving the input data with a number of different frequencies. With a finite number of input
samples, the Fourier transform formula can be reduced to its discrete equivalent:
Fn=∑
k = 0
N
 xke
−
j2pikn
N
This formula is called the Discrete Fourier Transform (DFT)[1]. The Fast Fourier Transform
(FFT) is a special case of the Discrete Fourier Transform. For the FFT, N is chosen as a power
of two. Because terms cancel each other during the computation, the total number of compu-
tations for the Fourier transform can be reduced to 12N log 2 N  instead of N
2
. There is a price
for this decrease in the number of computations: some shuffling of the data or complex ad-
dressing is necessary to access the data in the correct order.
2.1 The butterfly representation
The butterfly representation is an elegant way of representing the operations on the data and
the shuffling of the data. In the butterfly representation of the Fast Fourier Transform, the
operations are shown as blocks, and the lines connecting the butterflies represent the data-flow
between the blocks. This representation can be used to determine the memory access pattern
of the FFT on a sequential machine, or as a process graph on a parallel machine. The shuffling
is then performed implicitly by the way the butterfly processes are connected.
Each butterfly has two inputs and two outputs (figure 1). The values at the inputs are called
a and b, the values at the outputs are called x and y. W is the weight factor, and is different for
each butterfly. The x and y values are computed according to the equations in figure 1.
x = a + b
y = (a − b) × W
a
y
x
b
Figure 1: butterfly operation
2
On a parallel machine, each butterfly can be implemented as a parallel process, communicating
with the other butterfly processes using communication channels. The shuffling in the parallel
implementation is performed implicitly by the way the processes are connected. This is im-
plemented by numbering the processes according to their row and column. The channels are
elements of the two-dimensional array c. This is shown in figure 2 for an 16-point FFT. The
general formulas below have been derived for this interconnection scheme.
acol,row = ccol,row
bcol,row = ccol,row +12N
xcol,row = ccol+1,2×row
ycol,row = ccol+1,2×row+1
Wcol,row = e
−
2pij (row & (−1<<col))
N
& is the symbol for the binary and operation, << is the shift-left operator.
2.2 Reducing the local parallelism
The parallel approach has some disadvantages. If all butterfly processes have to be computed
in parallel, many processes are needed. However, this either means that a lot of butterfly
processes will be running on a single processor, or that many processors have to be used. The
internal parallelism and the internal communication cause a lot of overhead. By combining
the butterfly processes running on a single processor to a single sequential process the execu-
tion can be accelerated. In the remainder of this paper, this sequential process is referred to as
the generalized butterfly.
Figures 3 and 4 show two different ways of dividing a 16-point FFT over different proces-
sor configurations. There are two important parameters for the subdivision of an FFT over a
number of processors:
• The number of processors per row (proc.per.row)
• The number of processors per column (proc.per.column)
The variable proc.per.row determines the number of columns that must be executed on each
processor. In this paper it is assumed that proc.per.row is a divisor of the total number of
columns log2N.
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figure 2: interconnections for 16-point FFT
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The variable proc.per.column determines the number of butterfly operations that must be
executed on each processor for each local column. It is assumed that proc.per.column is a
divisor of 12N. There are two levels in combining the butterflies:
• The combination of butterflies within a (partial) column into one (partial) column
process.
• The combination of (partial) column processes into one large process.
Combining butterflies into a (partial) column process
The different butterfly processes in a single column can be combined by executing them se-
quentially. The combined a, b, x and y channels receive arrays of N2 × proc.per.column values.
This is shown  in figure 3 by the thick lines. Internally, the butterflies are performed on arrays
in memory. The shuffling is performed implicitly by using an appropriate addressing scheme.
The basic algorithm for the butterfly computation now becomes:
• Receive the input arrays from the previous (partial) column(s)
• Perform the butterfly operation on all corresponding elements of the input arrays
• Send the output arrays to the next (partial) column(s)
By using a double buffering scheme, communication is overlapped with computation. This
results in a sequential implementation of the (partial) column process.
The combined butterfly process has the same structure as the original butterfly processes. The
main difference is that the number of communications channels is reduced from N to
2×proc.per.column. The amount of data communicated over a channel increases from a single
complex number to N2 × proc.per.column complex numbers. This will result in a decrease of
the communication overhead.
Combining the column processes on a processor
The partial columns can be combined to the generalized butterfly process. If more than one
(partial) column is computed on a single processor, these computations are performed sequen-
tially. This is done by repeatedly executing the butterfly operation on a (partial) column. After
the computation of a (partial) column, the output data of this column is used as input data for
the next column. However, this requires that for each local column no intermediate results are
needed from other processors. This is done by shuffling the butterflies in the FFT (figure 4).
The m local columns in the generalized butterfly process are combined into a 2m-point
FFT. The processes in each column have to correspond to the processes that are needed to
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Figure 3: subdivision over 2 rows and 4 columns
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Figure 4: subdivision over 2 rows and 2 columns
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compute this 2m-point FFT. This means that the butterflies in a column are no longer numbered
consecutively. A bit-permutation algorithm is used to determine the sequence numbers of the
butterfly operations in a generalized FFT. This algorithm is outlined below:
First, a rotation operator is defined. In the standard FFT algorithm a bit swap operator is
used to determine the weight factors of the butterfly operations. This bit swap operator is
generalized to a rotation operator Rot(n,m). Rot(n,m) rotates the bits in a word from position
n over m bits. The most significant bit resides at position 0. The behaviour of this operator is
shown below.
The rotation operator is used to determine the sequence number of each butterfly in each
local column on a processor. This sequence number is used instead of the row number in the
weight formula of section 2.1.
Wcol,row = e
−
2pij (sequencelcol,row & (−1<<col))
N
The sequence number is computed with the following algorithm:
• the sequence number of a butterfly operation in the last column on each processor is
equal to the row number of the butterfly operation:
sequencelcol,row = row
• the sequence number at column lcol is computed by applying the rotate operator on the
sequence number at column lcol+1:
sequencelcol,row = Rot(col.per.proc−lcol, log2 proc.per.column) sequencelcol+1,row
col.per.proc is the number of columns per processor. It is equal to 
log2 N
proc.per.row
lcol is the local column number. lcol is numbered from 1 to col.per.proc
The structure of the generalized butterfly is shown in figure 6. The a and b arrays are
received over 2m channels. A single output array is created, that contains the x and y data. This
output array is transmitted to the next stage over 2m channels.
Interconnecting the generalized butterflies
In the previous section the ordering of the butterfly operations over the processors has been
described. The other important algorithm for computing the FFT determines the interconnec-
tion structure of the FFT algorithm. The interconnection structure changes if columns are
Figure 5: rotation operator
execute m times:
xi = ai + bi
yi = (ai − bi) × Wi (n)
a0
x0y0…xnyn
b2m−1−1
b0
...
...
a2m−1−1
Figure 6: generalized butterfly operation
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combined. If m columns are combined in a generalized butterfly process, this results in 2m
different output channels, each transmitting N
proc.per.column×2m
 complex numbers.
The interconnection structure is created using the following algorithm:
• Subdivide the output array of the last column of the transmitting stage on each processor
into 2m parts. The total output array is then subdivided into 2m× proc.per.column parts.
These parts are transmitted on the output channels o0 … 2m× proc.per.column−1. Each pro-
cessor has 2m output channels.
• The processors in the receiving stage each have 2m-1 a-type channels and b-type
channels. These channels are numbered consecutively from 0 to  2m-1.
• The channels are connected according to the following formulas:
ai=o(2×i) mod 2m
bi = o(2×i + 1) mod 2m
Two examples of the result of this way of interconnecting the generalized butterflies are given
in figure 7 and figure 8. The small squares represent the butterfly operations. The numbers
inside these squares are the sequence numbers of the butterfly operations. These numbers
determine the weight factors.
If the number of processors is less than the number of outputs per processor, several outputs
can be multiplexed on the same communication channel. This is especially important if the
Figure 7: 64-point FFT on 4 x 3 processor array Figure 8: 64-point FFT on 4 x 2 processor array
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number of communication channels per processor is restricted to a limited number. The outputs
that go to the same processor are found using the condition below:
oi is mapped onto the same channel as oi+proc.per.column if
Entier
i
2m
 = Entier
 
i+proc.per.column
2m

3 Implementation and measurement method
This section describes the implementation of the algorithm on a transputer system. The fully
parallel and the generalized butterfly FFT were implemented on a Meiko system with 48 T800
processors at 25 MHz. The programming language used was Occam[6], because Occam is
very efficient and provides good insight in the parallelism. During the implementation, special
attention was given to a proper use of the facilities provided by the Occam compiler and the
Occam language, resulting in a maximal performance speed-up[7].
Measurements were performed on both implementations, resulting in figures for the over-
head and the speed-up. These measurements were performed for different sizes of the FFT.
3.1 The FFT generalized butterfly on the transputer
The generalized butterfly element in principle consists of three parallel processes:
• Receive the input data in input buffer set 1.
• Send the output data from output buffer set 1.
• Operate on input buffer set 2 to create output buffer set 2.
These operations are executed repeatedly on both buffer sets, thus overlapping computation
with communication. On a transputer this will result in a large performance benefit. To start
the pipeline, some start-up code is required to fill the pipeline. After that, an endless loop is
executed, containing the butterfly operation and the sending and receiving of the input and
output data. The number of butterflies lrow that is computed on this processor is equal to
1
2 
N
proc.per.column. This is also the size of the input data vectors. The variable lcol is the
number of times a butterfly operation has to be executed on the input data.
The basic element of the FFT program is the enhanced butterfly procedure. The unoptimized
code for this procedure is shown in figure 10. It is an implementation of an lrow×lcol
butterfly operation.The input and output arrays are contained in the array c.The butterfly
PROC gen.bfly(...)
  [lcol][lrow][2]REAL32 c1, c2:
  SEQ   -- start up pipeline
    receive(..., c1[0])
    PAR
      receive(..., c2[0])
      butterflies(lcol, c1)
    WHILE TRUE -- pipeline has started
      SEQ
        PAR
          send(c1[lcol], ...)
          receive(..., c1[0])
          butterflies(c2)
        PAR
          send(c2[lcol], ...)
          receive(..., c2[0])
          butterflies(c1)
:
Figure 9: structure of Occam implementation
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procedure operates on these arrays. To do this, the input array is split into two separate arrays.
The procedure with the name butterfly performs the butterfly operation as given in section 2.1.
Weight factors
The weight factors are computed in advance from the sequence numbers of the butterfly ope-
rations and stored in a table. The weight factors table consists of 12N × 2 real variables per
column. This is 12N × 2 × 4 = 4N bytes for a single precision FFT. 
Optimization techniques 
The butterfly implementation shown in figure 10 is not very efficient due to the double index-
ing of the arrays and the loop overhead. Therefore, an optimized implementation has been
made of the basic butterfly procedure. This implementation improves the performance by the
use of abbreviations and loop unrolling. The optimization techniques are treated extensively
in [7].
Interconnection problems
Due to the limited number of links on a transputer, not all possible configurations can be built.
There are no problems if the number of columns per processor is 1, or if there are no more
than two processors per column. In other cases, some extra shuffling of the butterfly processes
is necessary. This extra shuffling results in a more irregular structure.
3.2 Measurement method
The results have been obtained from measurements on the Meiko machine. The test program
for the FFT consists of three parts (figure 11):
• A data source, pushing data into the network.
• A data-collector, receiving data from the network.
• The FFT program.
PROC butterflies([][][2]REAL32 c, w)  -- w is the array with weights
  SEQ i=0 FOR lcol
    SEQ j=0 FOR lrow
      butterfly(c[i][j],
                c[i][lrow+j],
                c[i+1][2*j],
                c[i+1][(2*j)+1],
                 w[i][j])
: 
Figure 10: butterfly processing
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Figure 11: measurement method
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The measurements have been performed by measuring the time between successive results
arriving at the data-collector program.The correctness of the FFT program has been tested by
executing the FFT operation on a test vector and comparing the results with the predicted
results, and by performing an FFT on a set of data, and an inverse FFT on the result of the
FFT. This operation resulted in a reconstruction of the input signal.
4 Results
To show the performance of the FFT program, several measurements have been performed.Be-
cause FFT programs for different sizes differ widely in the total computation time, the meas-
urements have been scaled with respect to the number of butterfly operations performed. Two
different measurements have been performed.
The time needed per butterfly operation
The time needed for the computation of an FFT is determined by the time that is needed for a
single butterfly operation. Therefore, first the time needed for performing a butterfly operation
was measured. On a sequential machine, the time needed for the computation of the total FFT
can then be determined with the following formula:
totaltime = time per butterfly × 12Nlog2 N
The time per butterfly has been measured by executing an FFT for different sizes on a single
processor. Two different cases can be distinguished:
• the time measured without communication taking place
• the time measured with communication taking place
The results of these measurements are shown in figure 12. The horizontal axis gives the number
of butterfly operations on a single processor. The vertical axis shows the time needed per
butterfly operation. Four different graphs are shown:
a the fully parallel FFT (section 2.1) without link communication
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Figure 12: time per butterfly operation
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b the unoptimized generalized butterfly FFT(section 2.2) without link communication
c the optimized generalized butterfly FFT without link communication
d the optimized generalized butterfly FFT with link communication
From these results it is concluded that the time needed to compute a butterfly is almost constant
if N > 27. The bumps in the graphs occur because more data is placed in  the external memo-
ry.The graphs show that the optimized generalized butterfly performs significantly better than
a fully parallel FFT or an unoptimized generalized butterfly implementation.
The communication causes a fixed overhead of approximately 10%. This means that the
time needed per butterfly operation for the multiprocessor generalized butterfly implementa-
tion is fixed, and only 10% more than the single processor implementation. Therefore the
generalized butterfly FFT is well scaleable. The time needed for executing a generalized but-
terfly FFT on an array with proc.per.column × proc.per.row processors is equal to
  totaltime = 
time per butterfly while communicating × 12Nlog2 N
proc.per.column × proc.per.row
For sufficiently large FFTs the efficiency is equal to
 efficiency = time per butterfly without communication
time per butterfly with communication  ≈ 90%. 
4.1 Performance as a function of the number of processors
The second measurement determines the speed-up of the FFT for different processor configu-
rations. The speed-up is defined as:
 speedup = time needed on one processor
time needed on n processors  
Also the efficiency is computed. The efficiency is defined as:
 efficiency = speedup
n
 
These results have been measured for a 256-point, a 1K and a 4K FFT for the optimized
generalized butterfly, and for a 1K FFT for the fully parallel FFT. The speed-up and the
efficiency have been measured. The speed-up as a function of the number of processors is
shown in figure 13. The efficiency for the different configurations is shown in the table below.
optimized generalized butterfly FFT fully paral-
lel FFT
#transpu-
ters
256
points, 1
transp. per
column
256
points, 2
transp. per
column
1K points, 
1 transp.
per column
1K points, 
2 transp.
per column
4K points, 
1 transp.
per column
4K points,
2 transp.
per column
1 K points,
1 transp.
per column
1 1.0 1.0 1.0 1.0
2 0.996 0.991 0.988 0.852
3 0.937
4 0.952 0.929 0.939 0.933 0.933
5 0.937 0.699
6 0.925 0.925
8 0.946 0.925
10 0.930 0.915 0.45
12 0.899 0.899
As can be seen from the table, the fully parallel FFT is less efficient than the generalized
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butterfly FFT. In the generalized butterfly FFT, the efficiency decreases only slightly with the
number of processors. The decrease in efficiency is caused by the relatively higher commu-
nication and loop overhead, because less butterfly operations are performed per transputer.
However, the efficiency remains near or above the predicted 90%.
5 Conclusions
A generalized butterfly process for performing an n×m butterfly operation has been derived.
This butterfly operation can be executed very efficiently on a single transputer due to the
overlap between communications and computations. The computation/communication ratio
has been computed for several different values of n and m. This ratio is in the order of 10:1
for 20 MBit/s links and a 25 MHz CPU, so CPU and memory speed limit the performance,
and not the link speed.
The FFT algorithm based on the generalized butterfly is well scaleable in the size of the
FFT. Using the generalized butterfly, it is possible to keep the throughput (and the efficiency)
the same while increasing the FFT size. 
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