Recent approaches have described the evolutionary dynamics of the first Neolithic societies as a cycle of rise and fall. Several authors, using mainly c14 dates as a demographic proxy, identified a general pattern of a boom in population coincident with the arrival of food production economies followed by a rapid decline some centuries afterward in multiple European regions. Concerning Iberia, we also noted that this phenomenon correlates with an initial development of archeological entities (i.e., "cultures") over large areas (e.g., the Impresso-Cardial in West Mediterranean), followed by a phase of "cultural fragmentation" by the end of Early Neolithic. This results in a picture of higher cultural diversity as an effect of more limited spread of cultural artifacts. In this work, we propose to apply a network approach to the analysis of material culture. In particular, we consider the spatiotemporal patterns of material culture as an emergent effect of local interaction processes. As recent research has pointed out, the spatiotemporal variability of material culture is an emergent phenomenon resulting from individual and group interactions whose structure resembles those of spatially structured complex networks. Our results suggest that the observed global patterns could be explained by the network dynamics, especially by structural (measured as the betweenness centrality) and geographical position of some nodes. The appearance and disappearance of nodes in specific positions correlate with the observed changes in the pattern of material culture distribution throughout the Early Neolithic (c. 7700-6700 cal BP) in East Iberia. In our view, this could be explained by the special role played by those nodes facilitating or limiting the information flow over the entire network. Network growth and posterior fragmentation seem to be the key drivers behind these dynamics.
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Keywords: complex network, neolithic, cardial culture, iberian peninsula, cultural evolution inTrODUcTiOn While the origins of the first agricultural societies have long received considerable attention, this is not the case of the subsequent course of events. Since the work by Bocquet-Appel (2008) noted the existence of a Neolithic Demographic Transition, different approaches have described the evolutionary dynamics of the first Neolithic societies as a cycle of rise and fall. Several authors, using mainly radiocarbon dates as a demographic proxy, identified a general pattern of a boom in population coincident with the arrival of food production economies followed by a rapid decline some centuries afterward in multiple European regions (Shennan et al., 2013) , including Iberian peninsula Balsera et al., 2015) .
In Iberia, the arrival of the earliest Neolithic groups cannot be rolled back beyond c. 7700/5700 cal BP/BC (Bernabeu and Martí Oliver, 2014; Martins et al., 2015) . During the second half of the eighth millennium, there were considerable transformations. In recent research focused on South-eastern Iberia (Bernabeu et al., 2013) , we identified co-occurring changes in social organization, demography, and economy that followed the initial establishment of agriculture. The development of social inequalities, and shifts in settlement and population took place during this period, in a context of a sharp increase in the scale and complexity of socio-spatial networks. Soon after, by the beginning of seventh millennium BP, this reorganization of human society stopped.
These dynamics of the first agricultural societies in Iberia seem to fit with the "boom and bust" pattern described by c14 curves (see above). Interestingly, we noted (Bernabeu et al., , 2016 that this phenomenon correlates with an initial development of archeological entities (i.e., "cultures") over large areas (e.g., LBK in central Europe and Impresso-Cardial in West Mediterranean countries), followed by a phase of "cultural fragmentation" by the end of Early Neolithic (c. 7000-6800 cal BP). Archeologically, this process results in a picture of more regional "cultures" covering the same regions as an effect of more limited spread of "cultural items/artifacts. " This is especially evident in the geographical distribution of ceramic styles (Bernabeu et al., 2011 for a recent "state of the art" about pottery productions of Early Neolithic in Iberia).
Internal (Shennan et al., 2013; ) and externals drivers (Gronenborn, 2009 (Gronenborn, , 2010 have been proposed to explain this phenomenon. Whatever the reason, both drivers may well have had consequences for human societies, but they are regionally and locally variable. This variability is due to differences reflecting the importance of biotic factors and human economic behavior. Since both factors-ecology and human behavior-are historically contingent, it would be surprising to find the same effects everywhere (Bernabeu et al., 2016) . But interpretations of these phenomena usually involve qualitative extrapolation to geographically extensive areas of information derived from one or very few localized data sets and focusing on a limited set of artifact variability (usually some key ceramic decorations). Such an approach makes their evaluation difficult, thus leaving their widespread applicability in question.
Assuming this, it seems clear that we do not only need new, high-quality proxy records both of human and/or environmental conditions, but we also need a way to understand how different local dynamics could result in the emergence of those global patterns of change that we are trying to explain [see the "micromacro link" concept in Coleman (1994) ]. One way of overcoming this situation is to incorporate information from wider regions and analyze them from a systemic perspective. Network theory and method could help us in this task. Identifying geographical patterns of interactions among ancient groups is a key feature for understanding patterns of network structure. In combination with time, we can use this information as a proxy of network dynamics through c. 7700-6700 cal BP/5700-4700 cal BC in Eastern Iberia.
From an evolutionary perspective, the extent to which human culture varies over space and time is determined by a complex interplay between patterns of inheritance, interaction, and adaptation (Mace and Jordan, 2011; Crema et al., 2014; Shennan et al., 2015) ; distinguishing how these three types of processes generate observable patterns of cultural variation over time and space is one of the primary research questions in archeology and anthropology (Shennan et al., 2015: p. 103-104) . In this work, we will focus on "interaction, " the process through which a social network is built.
Our goal is to address this particularly challenging scenario through the application of network analysis techniques. Specifically, we aim to (a) characterize the formation of archeological entities (i.e., cultures) that extended over large areas, and their subsequent fragmentation during the Neolithic transition; and (b) evaluate whether these macroscopic phenomena could be explained from local/regional network size and dynamics of site networks, as the macro effect (in terms of network connectivity) of micro changes such as the disappearance of a node or group of nodes (focusing specially on central ones, which are responsible of the transmission of information to the entire network).
To our knowledge, our study is the first approach to apply network analysis to such early stages of European prehistory [see Coward (2010) and Mills et al. (2013) for applications in other contexts]. In so doing, we hope to gain new insights into the recursive interactions between information exchange, socioeconomic transformation, and demographic change. Moreover, the chosen scenario stresses aspects such as the appropriateness of the sort of data used to characterize social networks and information flow (i.e., pottery decoration), and the representativeness of archeological record.
MaTerials anD MeThODs
Interactions among individuals and groups in human societies can be represented as networks, in which the nodes are social agents and the connections between the nodes (edges or links in network terminology) represent their interactions (Wasserman and Faust, 1994) . This allows for the application of a wide range of mathematical tools, to understand their evolutionary dynamics. During the last decade, the analysis of complex networks has raised significant interest, especially since its ubiquity across scientific fields was uncovered (Newman, 2010) .
The impact of these theoretical and methodological tools on issues concerning exchange and social interaction is evident, and their utility has been perceived by archeologists (Knappett, 2013; Mills et al., 2013; Collar et al., 2015) . However, the application of network analysis' tools to archeological data requires addressing a number of issues concerning, for instance, objective clarification and the appropriateness of the available data (Brughmans, 2013) . In this section, we first introduce the kind of relational data we use, how we collected, and organized these data. Then, we focus on issues about network construction and analysis.
relational Data
It is clear that "culture" is a complex concept that includes many different factors. Limiting our focus to those found to be more evident in Neolithic contexts, we can use either lithic or pottery as archeological proxies of the "Neolithic culture. " For our preliminary purposes, we are using pottery; and because pottery decoration is one of the classic markers of Early Neolithic, we decided to use "decoration" as an archeological proxy to trace social relationships. Two different decorative aspects may be equally valid for the purposes addressed here: we can use a motifbased approach or a technique-based approach. We decided to use the latter to avoid the problem of fragmentation of ceramics that seriously handicaps the correct reading of the motif and affect the final size of the available sample. Using methodological tools developed in previous works (Manen et al., 2010; Bernabeu et al., 2011 , we first defined the techniques and then use the combinations of those to determine the "technological styles" represented in the Early Neolithic. As a result, we obtained a total of 42 substyles, based on the use of only one technique or on a combination of two or more techniques (Figure 1, examples) .
Then, we recorded the presence/absence of these styles in all the Iberian sites and layers whose radiocarbon dates fell in the temporal period of interest here. The list was compiled through the direct review of materials and collections, as well as literature review when direct access was not possible. At first step, we only used those layers or features properly dated.
Bayesian approach
In order to expand the available sample also included some other sites not dated, but that from which is chronologically possible to obtain reliable information based on Bayesian statistics following recent works (Ortman et al., 2007; Fernández-López de Pablo and Barton, 2015) . This statistical analysis was limited to sites located South to the Ebro river, because only in this area, we have reliable archeological sequences about which to build a chronological strong model.
A chronological model was produced using Oxcal, version 4.2.3 (Bronk Ramsey, 2009), based on the main archeological sites with a good chronological stratigraphy: Cova de les Cendres and Cova de l'Or among others. After a series of previous analyses, our chronological model incorporated 33 radiocarbon dates (Figure 2 ) organized in 11 phases, and its statistical likelihood, the so-called Amodel, is 134. Of these, only the first 8 corresponded to the Early Neolithic and were of interest to this work.
Following Fernández-López de Pablo and Barton (2015) , the radiocarbon chronology was converted to a prior probability following several steps. First, we need to calculate the frequency of each pottery style relative to the total styles recorded. Then, we calculate the mean of the relative frequency of each pottery style for each of temporal phase where it is present. After that, we have a prior probability of the pottery styles. Next, posterior probabilities for each chronological phase were computed on the basis of style counts for each site/level without radiocarbon dates following the equations applied by Fernández-López de Pablo and Barton (2015) : Eqs 2-4. All these operations were computed using R (Core Team, 2013) .
After applying this Bayesian approach, the database accounted for a total of 86 sites and 128 layers/structures/levels located in the Centre-East of Iberia to use in our analysis (Figure 3 ; Supplementary Material S1).
Managing Time: Defining our Temporal Windows
Once we compiled the database, our next challenge was to split the archeological information in a way allowing us to observe the evolutionary dynamics of networks throughout the Early Neolithic. Taking into account the characteristics of the Iberian empirical record, as well as the uncertainly of radiocarbon dating, we defined time windows of 100 years. Establishing more temporal divisions would imply fragmenting the already small sample into very limited pottery assemblages that would be of no use for our analysis.
Next, in order to assign each archeological site or layer to one or more of the above-defined 100 years' temporal windows, we applied the following procedure: First, we took as a reference the 2 sigma probability interval for each calibrated date (95%). This was done independently of the technique used to define such a date (i.e., either radiocarbon dating or Bayesian inference). On the other hand, we assigned any site/layer to a specific temporal window if, at least, 25% of the chronological interval fell in that temporal window. Figure 4 exemplifies the method to assign the temporal range for each radiometric date. After calibration, the date Revilla 5 has a span from 7429 to 7292 cal BP. That is, the date covers 29 years (29%) of the period 7500-7400, but only 8% of the period 7300-7200. Consequently, we placed this specific feature of the Revilla in the first temporal window, but not in the second one.
In short, the application of this protocol has allowed us to populate 10 time windows between 7700 and 6700 cal BP with sites. Table 1 shows the number of sites (nodes) and ceramic styles considered for each of the windows. Finally, it should be noted that the first time window defined (7700-7600) is not taken into account in this work since the number of documented sites is very small and the size of the sample can significantly affect the results. In other words, we are using in this work nine time windows (7600-6700).
network construction
The previous step provided us with the set of nodes to be included at each temporal window. Then, we defined the links among such nodes (i.e., we created the actual networks). As already explained above, we used similarity in ceramic decoration techniques as the main connectivity criterion. More specifically, in our networks, two nodes were connected if their cultural profiles (in terms of absence/presence of decoration styles) were similar enough. This approach raises two obvious issues: (a) How to quantify similarity among cultural profiles. (b) How to define a threshold of enough similarity.
The literature on network analysis applied to archeology offers several possible ways to address these two issues, ranging from the simple coincidence to the usage of different similarity indices. The need for standard methods or criteria to select the option fitting best to each particular case study has been discussed only recently (Liu et al., 2016) .
Taking into account the nature of our data (i.e., absence/presence of styles), we decided to use the Jaccard similarity index. Notice that more common similarity indices in archeology (the most usual being the Brainerd-Robinson coefficient) are especially suitable for data based on counts. Alternative (and, maybe, more intuitive) similarity measures would include simple or double coincidence (i.e., so a link between two nodes would be established whenever they shared, at least one or two styles). However, such options do not take into account the total number of styles present at each node. Since nodes in our case showed very different values of style diversity, we discarded using absolute coincidences as similarity criterion.
Moreover, we noted that the total number of decoration styles recorded changed strongly across temporal windows (i.e., ranging from 18 to 37). This heterogeneity could introduce biases when comparing structural characteristics of networks across
FigUre 4 | Method to assign each calibrated date to one or more specific times windows. In this case, Revilla 2, after calibration, covers the time windows 7300-7200, 7200-7100, and 7100-7000. However, Revilla 5 after its calibrations covers only the temporal windows 7500-7400 and 7400-7300 (see text for more details). temporal windows. Specifically, lower style variability in certain temporal windows could facilitate high similarity values. On the contrary, a broader variability of styles would (a priori) difficult high similarity scores. In order to prevent such biases, we introduced a compensation mechanism by normalizing the value of the Jacquard index according to the following formula (Eq. 1):
where Nsubstyles corresponds to the total number of substyles present in that particular temporal window and Max(Nsubstyles) is the maximum across temporal windows. Finally, once defined our similarity criterion, we addressed issue (b) above (i.e., determining how much similarity was 7700-7600 7600-7500 7500-7400 7400-7300 7300-7200 7200-7100 7100-7000 7000-6900 6900-6800 6800-6700 FigUre 5 | graph of the resulting networks in the same time window (7300-7200), but applying different Jaccard values to establish a link: (a) Jaccard = 0.25 (N = 38; M = 298); (B) Jaccard = 0.5 (N = 26; M = 30). After performing several experiments, we decide to use the Jaccard = 0.25 because higher values clearly reduce the archeological sample; and to avoid the effect spurious relationship (chance, very common traditions) using lower Jaccard values. Figure 5 ).
node Turnover Quantification
As part of our analysis of the obtained networks, we compared the evolution of several structural measures with changes in system size (i.e., number of nodes). In order to better understand the processes underlying such changes, instead of taking just the net variation of the number of nodes, we looked for a methodology to quantify node replacement (i.e., measuring the amount of appearing and disappearing nodes from one network to the next one in chronological order). For example, a reduction of N/2 nodes from one temporal window to the following can be the result of the disappearance of half of the nodes in the network (while keeping the other half), or the complete replacement of a network of N nodes by a new one of size N/2. Identifying whether the system experimented a size reduction (i.e., former case) or a complete replacement (i.e., later scenario) is highly useful to characterize the evolution of the system under study. After unsuccessfully searching across the literature on network analysis, we decided to propose our own node turnover ratio (NTR) indicator (Eq. 2):
where Nap is the amount of nodes appearing in the network under study (i.e., that show up but were not present in the previous network), Ndis corresponds to the count of "disappearing nodes" (i.e., that were present in the previous network, but not in the current one), and Ntot stands for the total number of nodes in the current network. The indicator is constructed in such a way that positive (negative) values correspond to net increasing (decreasing) of the number of nodes. Moreover, since it is normalized by Ntot, its range of values is bounded between +1 (i.e., the network is composed exclusively by "new" nodes) and −1 (i.e., there is no network at all, since all nodes have disappeared).
reproducibility and Open-source Materials
To enable re-use of our materials and improve reproducibility and transparency, we include the entire oxcal and R code used for all the analysis and visualizations contained in this paper in our SOM at https://doi.org/10.5281/zenodo.321697. All of the figures, tables, and statistical tests can be reproduced with the code and data of this repository. Information is licensed under MIT. In this section, we use different scales to describe the structure and dynamics of the networks across the nine temporal windows (7600-6700). First, we built normalized and non-normalized networks for each temporal window, as described in Section "Managing Time: Defining our Temporal Windows. " Then, we calculated several structural metrics for each one of such networks (see Table 2 ). In this study, we use the metrics obtained from normalized networks. Among the analyzed structural measures, we decided to focus our study on link density and clustering coefficient. The main reason for such a choice is that these measures (especially clustering) are commonly related in Network Science with social cohesion and stability (Wasserman and Faust, 1994; Newman, 2010) , which are social features of high interest for our work. Finally, we changed the scale of our analysis, focusing our interest in the node behavior. Using the betweenness centrality, we looked for a better understanding of network-level dynamics from the appearance/disappearance on the important nodes and its geographical position.
evolution of Density and clustering
When looking at normalized measurements, we observed a similar behavior for the two signals, but showing a different trend: as density is decreasing, clustering is growing monotonically. As in the previous case, the turning point between these two patterns are located around 7400-7300 so that after this time window, the pattern of growing clustering and decreasing density is more clear (see Figure 6) .
From the beginning to the 7300-7400 windows, density and clustering decreased but, while density falls dramatically, clustering decreases very slowly (changes between window are ≤0.05).
After this window, we found two stability phases: one with a medium-high density values (0.34/0.35; windows 7300-7200 and 7200-7100) and other with the lowest density values (0.24) in the last two windows. Between them, we found a phase with clear instability (from 7100 to 6900), when density is going down and up. During all this time, the behavior of clustering is unstable, showing the trend to grow that reaches its maximum in the last window.
network size and structural characteristics
The qualitative interpretation presented above led us to perform a deeper, quantitative analysis on the role of demographic evolution (here understood as the number of sites represented at each temporal window) in our case study. Figure 6 presents the temporal evolution of the density, clustering, and the number of sites (i.e., nodes in the network). In order to facilitate visual inspection, the later was normalized (i.e., by dividing each value by the maximum one). First of all, we note that the behavior of the number of nodes points out a three-stage pattern: first, from the beginning to 7400-7300, the network grows constantly. Then, there is a stabilization stage from 7300 to 6900, when networks reach its highest values; and finally, there is a clear decline in the last two windows.
One can observe that the evolution of density and clustering are somehow related to the above-described demographic changes (as both density and clustering depend, to some extent, on the number of nodes). However, the number of nodes alone cannot explain the behavior of these two metrics. Such an observation was confirmed by the correlation between the three signals, as we obtained values of −0.304 and 0.209 for network size-density and network size-clustering correlations, respectively.
As a natural step further, we turned our analysis to node turnover along the period under study. In other words, we focused on how many sites appeared and disappeared at each temporal window and which were their main characteristics (i.e., geographical location and network position). In order to get a deeper understanding of node turnover occurring in the system, we computed our indicator NTR to all networks. Table 3 lists the resulting values, as well as the corresponding partial counts.
NTR values present a progressive decrease throughout the period under study, with significant drops at temporal windows previously identified as turning point (i.e., 7400-7300 and 7100-7000). Moreover, the second drop matches with a signal change, from net growth to net reduction of the evolving system. Underlying such dynamics, we observe (a) a progressive increase of node disappearance across time windows, with a central period of stable values (from 7400-7300 to 6900-7000); and (b) a sharp transition around the second turning point from high to low node creation, followed by a slight increase. Taking all these observations in mind, we can organize the evolution of the networks into three stages:
Stage 1: the network experiences a strong growth clearly in the first three windows. Node creation is high so that NTR shows its highest positive values. Density and clustering decrease. Stage 3: network declines (in the last two windows). At the same time that nodes are clearly declining, the behavior of density and clustery differs, so that while the latter is growing, the former fall off.
Between the two (Stage 2), there is a group of windows that we could define as oscillating stability stage. Here, the network grows and decreases, but reaches its highest values; one can envisage a more or less clear difference between the first two windows and the last ones (7100-6900). The behavior of density and NTR seems to point in this sense.
All to all, these observations enrich our three-stage interpretation of the phenomenon under study. NTR provides us with a valuable aggregated view over node turnover. Such a view can be complemented by analyzing separately the individual nodes disappearing from our networks, in order to figure out whether such changes at the local scale could have impacted the evolution of the system as a whole. To address this, we looked at the structural centrality of each disappearing node at last temporal window where it was present.
shifting the scale of our analysis: Betweenness centrality
We used betweenness as a centrality measure focusing the intermediation role of nodes under study. Notice that this choice fits perfectly to the criteria we had used to construct our networks, which highlighted information transfer among nodes. For each temporal window, we first computed the betweenness centrality of all nodes. Then, as a simple way of assessing the relative importance of each node among the rest and being able to compare values across temporal networks, we calculated their z-scores. Finally, we took the z-score values of the nodes to disappear at the following temporal window. Table 4 shows these values for all temporal windows. By looking at their signs (i.e., negative or positive), we differentiate two situations. First, until 7200-7100, most of the disappearing nodes presented a negative z-score (indicating that their centralities were below the mean, so they tended to occupy peripheral positions in their networks). On the contrary, from 7100 to 7000 onward, negative and positive values balanced. A higher ratio of positive z-scores would suggest that sites occupying bridging or intermediating positions between styles were being abandoned, leading to a situation with progressively less contact between the corresponding cultural groups.
A similar picture can be obtained by looking at the sign of the sum of z-scores, despite a relevant difference in the window 6900-6800. It should be noted that the negative z-score values represented in a particular window are only noticeable in the next one, when the nodes indicated in gray disappear or change its betweenness centrality value. This means that from 7100 to 6800, there is a period of clear instability.
Betweenness centrality is a measure of global importance of a node within a network. For this reason, we expected to find correlations between the disappearance of high betweenness' nodes (i.e., periods showing positive z-score) and sharp changes of density and clustering signals. Our assumption is satisfied in general but there are some exceptions, especially for the clustering. This suggests that the global approach is not enough to understand the mechanisms underlying the process under study and should be complemented with other sort of information. In particular, we decided to analyze separately subsets of the whole network defined by their geographical positioning. In other words, we incorporated certain geographical constraints (which were not included in our network construction procedure).
network Position vs geographical location
In particular, we grouped the nodes into 11 regions and computed the average betweenness value for each region at each time window ( Table 5 ). The regions were defined based on geographical criteria and limiting imbalances in the number of nodes per region. These regional betweenness' values indicate the relative importance of each region within the whole system through time.
In the previous section, we observed that the network size of the overall network presented a growing trend that reaches its maximum at window 7200-7100 and a decreasing one, from this point to the end. However, this phenomenon did not reflect FigUre 8 | graphs of the networks from 7300-7200 to 6900-6800. The size of the nodes represents its betweenness centrality. In red, nodes belonging to Lower Ebro region. Note that the drop of the betweenness centrality affecting the nodes in Lower Ebro region in windows 7100-7000 and 6900-6800 match with the fall of the density in this same temporal windows.
homogeneously at regional level. For example, some regions remained unpopulated (or, at least, there are not archeological evidences available) until maximum expansion was reached. Others, on the contrary, became unpopulated by the end. The Lower Ebro region display one of the most interesting behaviors (Figure 7) . Starting in the 7500-7400, the mean betweenness grows reaching its maximum at 7300-7200. After this, two important falls (at 7100-7000 and 6900-6800) define its decline so that at the end, Lower Ebro does not seem to play any significance.
This role is key to explain both the information flow between nodes and regions during this stage and its breakdown during the last windows. In this sense, looking at the distribution maps of nodes at the windows just before and after the drop of density (from 7200-7100 to 6900-6800) could be illustrative. Despite change present in all time windows, those occurring in windows 7100-7000 and 6900-6800 are especially relevant, because nodes located at the Lower Ebro reduce notably their betweenness centrality (see Figures 7 and 8) .
DiscUssiOn
As stressed above (see Introduction), most recent approaches about the Neolithic transition tend to describe the dynamics of Early Neolithic as a cycle of boom and bust. In the east of Iberia, using the c14 dates as a proxy of demography , we identified a boom coinciding with the arrival of the Neolithic followed by a rapid decline by the end of the VIII or the beginning of VII millennium BP. This same pattern has been identified using a broader data base of radiocarbon dates covering all Iberia (Balsera et al., 2015) . This demographic pattern is roughly coincident with the evolution of network size we found in this work. Moreover, as stressed in other works (Bernabeu et al., 2013 (Bernabeu et al., , 2016 , there are important changes coinciding with this cycle. In particular, we are interested in those related to the spatiotemporal patterns of material culture. During the Early Neolithic, this pattern could be described as a period in which the same items of material culture expanded over large areas, forming equally extensive archeological entities (i.e., cultures), followed by their fragmentation so that over the same areas archeologists can recognize more different entities ("cultures") than earlier.
If we aggregate all the results obtained along Section "Results" (i.e., the evolution of structural measures including network size, as well as geographical node distribution and balance between node creation and node disappearance through temporal windows), we can differentiate three phases defining the evolution of our case study. In the following, we integrate these three phases with the archeological information of Eastern Iberia. In Figures 9-11 , we show three maps that represent the style distribution in three time windows. Each of them has two maps: one represents the two major styles (Cardial and Epicardial, a style characterized by the use of impressions and incisions over the same pot); the second map shows the distribution of three minor styles: Boquique (slab-and-drag), Color (red pigments used in different ways), and Peinada (technique consisting in brushing the pot surfaces). The behavior of the minority styles is crucial to understand the fragmentation of the network occurred at the end of our study period.
expansion of the Cardial network (7600-7300) This is a growing phase, as it is shown by the increasing values of NTR across all time windows. During this phase, node distribution is very irregular and mainly concentrated along the coast. East and South-East remain empty, the occupation of N Catalonia and Lower Ebro begins during the window 7500-7400, and first evidences in Duero-Ebro correspond to the latest window (7400-7300). This suggests the existence of important geographical gaps at least until window 7400-7300. The decreasing values of density along this first phase could be related to this context of growing network size and irregular geographical distribution. Leaving aside the first window (with only 10 nodes), in window 7500-7400 N Catalonia and Nao Cape are the central regions of the network (i.e., the ones with the highest average betweenness). Both of them are coastal regions, thus highlighting the role of the maritime contact in the spread of Cardial styles along Mediterranean Iberia. By the end of this phase (window 7400-7300), there is a reconfiguration and some central regions, especially Lower Ebro, gain importance. This new scenario defines what will be typical of the next phase. As pointed out above, one of the most striking issues discussed in the literature about this case study is the following: If, as commonly assumed, the spread of Neolithic to inner Iberia started from coastal sites, why didn't it include Cardial styles? According to our results, this could be (at least partially) explained by the role played by the Lower Ebro region as intermediator. Notice that this is the region where the Ebro Valley (a natural corridor to inner parts of Iberia) meets the Mediterranean Coast. During the 7500-7400 time window, Cardial styles are represented in almost all regions (both coastal and inland). Epicardial is present in a few sites, but always together with Cardial styles (Figure 9A , mixed styles). In Lower Ebro, we have only recorded one site, and its record shows neither Cardial nor Epicardial styles. In the next window (7400-7300), old sites with Cardial styles located at Upper Ebro and Inland regions disappeared, and the new ones developed only the Epicardial style. Lower Ebro showed a pattern combining Cardial (only in coastal sites) and Epicardial (only in inland sites). The isolation of inland Cardial sites during the first time window (due to its absence in Lower Ebro) could have facilitated the disappearance of this style from inner Iberia in subsequent time windows. If this is not a result of our poor knowledge about the archeological record, the absence of Cardial styles in the inner regions could be explained as their isolation, something similar to the Tasmanian effect (Henrich, 2003) .
The Cardial-Epicardial network (7300-7200 and 7200-7100) This is a stability phase, marked by the highest values of network size and a moderately positive NTR. During this phase, the network is characterized by the intermediary role played by the Lower Ebro region (see Table 5 ). From an archeological viewpoint, this phase is when Cardial and Epicardial styles develop separately in coastal and inland regions, respectively ( Figure 10A) . Along the period, we observe two phenomena: first, Epicardial tends to expand back over "Cardial regions, " and old Cardial styles remain only in areas occupied from the very beginning. This suggests scenario with more dynamic areas in inner Iberia and stagnation along the coast. Second, other styles emerge, but with a more limited geographical scope.
The Breakdown (7100-7000 to the end) This third phase is characterized by a decline of network size and the lowest negative values of NTR (signaling that node disappearance exceeded node creation). At the same time, density is going down, reaching its lowest values in the last two windows in a context where clustering tends to increase. The phase begins with an instability period (7100-7000 to 6900-6800). Density shows a noisy behavior since it stabilizes at their lowest values from 6900 to 6800 on. This period coincides with a sharp drop of Lower Ebro's mean betweenness (see Table 5 ; Figure 11 ). After the 7000-6900 time window, the Lower Ebro region ceases to play the role played previously in the transmission of information. Interestingly, the regions acquiring more relevance (Nao Cape and SE to the South, Upper Ebro and Duero-Ebro to the North) are placed at the periphery of the network. This fact, together with an increase of the average clustering coefficient, would suggest a progressive division of the network into clusters, which would restrict information flows across the network and limit them to regions. From an archeological viewpoint, this translates into a severe decrease of the Cardial style (restricted to N Catalonia and Central Pyrenees) to play a marginal role during the last two windows, and the survival of Epicardial in limited areas. Finally, Figure 11B shows the scenario regarding the other styles. Boquique remains restricted to Northern regions, Color mainly in Southern inland regions, and Peinada in Southern coastal regions. In our view, this could be explained as the effect of network fragmentation affecting the way in which information flows (O'Brien and Bentley, 2011: p. 315) and favoring a more regional pattern in the distribution of cultural items.
This scenario marks the end of a time, the time of Early Neolithic. Several recent studies observe correlation and propose a causal relationship between climate and cultural change during the neolithization of Europe, including Gronenborn (2009 Gronenborn ( , 2010 for central Europe and Cortés Sánchez et al. (2012) for the Iberian Peninsula. Of course, global climatic events as well as changes in human economic or social behavior may well have had effects for human societies. However, as some of us have already pointed out (Bernabeu et al., , 2016 , these effects were regionally variable and could not explain the above-introduced general dynamics of the first Neolithic. Consequently, we need to identify mechanisms linking local scenarios and general changes (Bernabeu et al., , 2016 .
As an alternative to purely climate-driven (or other global) drivers, we propose to examine ) the dynamics of land-use/landscape interactions of agricultural communities over generations. Results obtained by the MedLand project designed to carry out computational experiments on the long-term, recursive interactions between society, land use, and environmental change (Barton et al., 2010 (Barton et al., , 2012 . Such results suggest that some kinds of agricultural practices could have an expansive effect over small communities located at valley bottoms, but as communities grow above a locally determined threshold size, the consequences of identical landuse practices change. Specifically, an imbalance between soil erosion and accumulation would be created, with the potential for leaving a catchment unsuitable for farming over the long term.
How might this kind of process have been responsible for the changes described at the entire system? The answer to this question may lie on the strategies that can mitigate such environmental degradation as reducing community size through emigration or fission (and colonization of new areas), or increasing the area devoted to grazing relative to cultivation. Some indicators suggest that this second option took place between the end of the VIII and the beginning of the VII millennium BP in several areas (Bernabeu et al., 2016) . In any case, both strategies may have removed key local groups (i.e., nodes) from social networks, potentially resulting in the fragmentation of networks established earlier, limiting the information flow over the entire network and then modifying the system at a global scale. That is, changing the spatiotemporal patterns of "cultural diffusion."
This can be described as a network through which information flows widely over extensive regions at first, favoring the formation of equally extensive archeological entities, while by the end, information flows more narrowly, facilitating the formation of differentiated archeological entities on these same regions. And then, it allows us to apply the methodological and theoretical tools developed by network science. The results obtained in this work suggest that the application of these methodologies may be a promising way of analyzing the cyclic behavior described for the first Neolithic in Iberia.
cOnclUDing reMarKs anD FUTUre WOrK
Summarizing, this study applied network analysis to address Early Neolithic in Iberia through the evolution of Cardial pottery decorative techniques. Specifically, we performed a three-step methodology. First, we divided the period under study into nine temporal windows. Then, we constructed networks based on cultural similarity across settlements. Finally, we compared diachronically these networks focusing on the evolution of their structural features and the cultural diversity observable at each node of the network. The work delivered two relevant outputs. First, it improved our understanding of the cyclic behavior of the first Neolithic. Second, focusing on the Iberian Peninsula, it provided a first explanation to the lack of diffusion of Cardial styles from coastal to inner areas.
In order to perform this diachronic study, we proposed two new analytical tools that could be highly useful in subsequent diachronic network analyses using archeological data. In particular, this second contribution of the article consisted on (a) a normalization procedure to compensate the effect of strongly disparate amount of evidences on similarity measures across site archeological records and (b) a bounded indicator of node turnover (i.e., replacement of old nodes by new nodes in subsequent network snapshots).
Still, this study has two main limitations that we aim to address in further works, in order to get a better understanding of Iberian early Neolithic societies. First, a significant part of our original database had to be discarded because the chronological assignation of some pieces was not precise enough. We addressed this by applying, to a region in the database, a Bayesian method that provides probability densities of dates. By generalizing this method to the whole database, we expect the size of the useful data to increase significantly. The second limitation is related to geographical constraints. Our study has shown the potential of combining network and geographical positioning to understand processes related to cultural change. However, we did not introduce geographical constraints when we built our networks, so making possible for regions far away from each other to be connected through long-range links. While this is correct, such long-range links can cover (at least partially) some of the phenomena we were analyzing in this work (e.g., regionalization of decoration techniques by the end of the period under study). Consequently, future works will reproduce this study using networks taking into account the geographical scenario.
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