Introduction.
Let Δ be the unit disc in the complex plane, and let Δ n be the unit polydisc in C n . We let Ή(Δ n ) denote the space of all holomorphic functions on the polydisc, and % p (Δ n ) the holomorphic Hardy space on Δ n (see [Rud] ).For each 0 < a < oo, we let Λ α (Δ n ) denote the holomorphic Zygmund spaces over Δ n (see [KR2] ). Suppose that f u ..., f m G H°°(A n ) are such that (1.1) 0<ί 2 <Σ|/ i (z)| 2 <l, zeA n .
3=1
In case n = 1, L. Carleson [C] solved the Corona problem and proved that there exist g$ G Ή°°(Δ) such that z)Φ) = 1, Ilftlk-(Δ) < C(m,δ) .
The question of whether the Corona problem can be solved in several complex variables has attracted much attention (for example, see [Am] , [An] , [AC] , [Ch] , [FS1, 2] , [HS] , jKL], [Li] , [Lin] , [S] , and [VI, V2] , etc.). On a strongly pseudoconvex domain, there have been attempts to generalize the method of Hόrmander [H] and of Wolff [KO] to higher dimensions. This entails solving a problem of the form du -μ, with μ a Carleson measure. One seeks a bounded solution u. Such a bounded solution does not always exist when the dimension exceeds 1 (see [VI] ). However it should be noted that the result of [VI] does not imply that the Corona problem fails in several variables-only that the d technique with that particular definition of Carleson measure fails.
The point of the present paper is to obtain favorable results for Lipschitz solutions of the Corona problem with the corona data being Lipschitzusing iteration of one variable techniques. We shall construct a A a solution of the Corona problem in one variable that allows us to treat a vector-valued problem, thus allowing induction on the number of variables. We carry out this plan by constructing an explicit formula for an Λ α (Δ n ) solution of the Corona problem with Corona data fj G Λ α (Δ n ). We now give a formal statement of our theorem. The construction of our solution will be given in Section 2. The proof of the theorem is completed in Section 3. Theorem 1.1. Let / x ,...,/ m G Λ α (Δ n ) (0 < a < oo) satisfy inequality (1.1) and
The last estimate, in terms of α 1-2n and a negative power of 5, gives an indication of how the problem blows up as a -ϊ 0 + . We refer the reader to [KR2] for careful definitions and discussion of the Lipschitz spaces A a .
The first author thanks Peter W. Jones for a helpful communication.
Construction of the Solution.
In this section we shall construct an explicit solution of the Corona problem in Δ n without yet proving any regularity properties. Let /i,..., / m G Ή°°(Δ n ) satisfy (1.1). Without loss of generality, we may use a normal families argument and reduce the proof of Theorem 1.1 to the case of fj G n°°(A^). We define For A,?? G Δ, we let 
The first kernel on the right is well known (see [KR1] ) to be a solution operator for <9, up to a constant factor; and the second one is holomorphic in λ G Δ. By standard arguments (integration by parts), one can show that this integral operator K maps C°°(Δ) to C°°(Δ). For convenience, when 1 < j < n and g € L 2 (Δ n ), we let
The integral acts only on the variable Zj. We set
It is obvious that dtfj(-,*'), g)(',z') E W(Δ) for each fixed z' G Δ n~x and 1 < i < n.
Suppose that g^ G C°°(Δ n ) is already defined so that g*f and dig*j are holomorphic in Zi,..., z^ for all 1 < i < n. Inductively, we set
where (2.6) ) are holomorphic in z u ... ,2^+1 for all 1 < i < n. Finally, notice that for all fc = 0,..., n -1. Therefore the functions g™,..., g 7^ form a solution to the Corona problem with data / l7 ..., f m . In order to prove Theorem 1.1, it suffices now to prove the following result:
for all 0 < a < 00. Notice that the same solution set {g™} suffices for all a.
We shall consider the proof of Theorem 2.1 in the next section.
3. The Proof of Theorem 2.1.
In this section, we shall complete the proof of Theorem 2.1. Let us start with the following well-known simple lemma.
Here D k denotes any derivatives of g of order k, and [a] + 1 denotes the least integer which is greater than a.
The proof of the above lemma and of more general results can be found in [KR2] . For simplicity, we shall prove Theorem 2.1 only for the case 0 < α < 1 and n = 2. For the case a > 1 and n > 2, the proof may be done similarly, but it is much more tedious. For this special purpose, we shall prove the following lemma: Lemma 3.3. Let 0 < a < 1 and let /, g e C°°(Δ n ) satisfy Proof. By symmetry, it suffices to treat the cases j' = 1 and k -1, or 2. Let us prove (3.2) first. Since d\Kι[fd\g\ = /#i#, it suffices to prove (3.2) for D 1 = d\. For this case, without loss of generality, we may assume that /, g are function only of z u in other words, we assume n ~ 1. First of all, Now we consider h{z). It is clear that
«™^A ( we see that by assumption (3.1) and simple calculation
By assumption (3.1), we have we have
Similarly, we have |J 13 (z)| < Ca~2(l -l^iΓ)"" 1 . Hence {1^)1 < Ca~2{l -l^i I
2 )"" 1 -Therefore, combining the above estimates, the proof of (3.2) is complete.
Next we prove that (3.4) holds for
We shall estimate all these terms. First
Similarly
It is easy to see that
\f{z)\\d 2 g{z)\<
Moreover, we have for all i,j -1, , n, i φ j 0 < k < n -1, and 1 < ί < m.
For convenience, we shall prove Lemma 3.4 for n = 2. [The case n > 2 is similar, but more tedious.] To achieve this special goal, we first prove: (1 -\ztfT~1 for all 0 < a < I, 1 < i < n and 1 < j < m.
Proof. This follows from Lemmas 3.1, 3.2, 3.3 and 3.5.
To prove Lemma 3.4 for the case n = 2, we need only to prove:
for all k = 1 with j = 2 and 1 < £ < m. Notice that
By Lemma 3.5, we have
Thus, combining this with fj G Λ α (Δ n ), the estimation of D k P 2 [g\] can be reduced to prove:
for A; = 1. In order to prove (3.7) for k -1, we need the following lemma.
Lemma 3.7. Let } ό € Λ α (Δ n ) satisfy (1.1) and (1.2). Then
Proof. Since
This completes the proof of Lemma 3.7.
D
Now we are ready to prove (3.7) for k -1. Since g] is holomorphic in z 1? it suffices to prove (3.7) for D\ = dι. Observe that
diPiildiφtdtφjttiz)

]] (z = I 3 (z)+h(z).
We consider I%(z) first. Now
With the notation B(zχ,η) -
2 and an application of Lemma 3.7, we have
Notice that:
By using integration by parts and Lemmas 3.5 and 3.7, we have
Since the estimation of 132(2) is similar to and easier than that of we therefore have
Now we consider 133(2). By Lemmas 3.5 and 3.7 again, we have 
\dA{\)\
Therefore, I 4 (z) < Ca~2δ~4(l -l^il 2 )"" 1 . Combining all of these estimates, the proof of (3.7) for the case k = 1 is complete. Therefore, the proof of Lemma 3.4 for the case n = 2 is complete. D
As a consequence of Lemmas 3.1, 3.2, 3.3, 3.6 and (3.7) , we have that the proof of Theorem 2.1 for the case n -2 and 0 < a < 1 is complete. The other cases can be done similarly, but the details are tedious.
L
We note in closing that the solution to the Corona problem presented in this paper is essentially linear in nature. It is well known that solutions to the original Ή°° Corona problem are perforce non-linear in nature.
