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DETECCIÓN DE FLUJO VEHICULAR BASADO EN VISIÓN ARTIFICIAL 
 




Se presenta el desarrollo de un sistema encargado de detectar y clasificar 
vehículos y peatones, a partir de secuencias de imágenes con el propósito de 
determinar el flujo vehicular y peatonal en las intersecciones de calles y 
avenidas. A las imágenes capturas se les aplica filtrado homomórfico para 
reducir el efecto de los cambios de iluminación. Los objetos en movimiento se 
detectan por medio de suma de la diferencia absoluta (SAD) entre dos 
secuencias, y posteriormente se umbraliza y segmenta cada uno de los objetos en 
movimiento. A continuación, se extraen las características individuales trazando 
las fronteras de los objetos y utilizando descriptores de Fourier, para luego 
realizar la distinción entre peatones y vehículos a través de una red neuronal 
feed-forward. 
 
PALABRAS CLAVES: descriptores de Fourier, filtrado homomórfico, flujo 




In this paper we present a system to detect and classify vehicles and walkers 
from a sequence of images. The purpose of this system is the detection of 
vehicular and walker flow on streets. Homomorphic filtering is used to reduce 
illumination effects and the moving objects are detected by means of the Sum 
and Absolute Difference (SAD) technique applied to two consecutive images. 
Thereinafter, applying a threshold and segmentation process to whole scene 
extract the moving objects. Next, individual features are computed using the 
edges of objects and applying Fourier descriptors. Finally, a feed-forward 
neuronal network is used to classify between vehicles and walkers. 
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Como consecuencia del gran desarrollo de la visión 
artificial y a los acontecimientos que han rodeado al 
mundo, ha surgido la necesidad de contar con sistemas de 
monitoreo y vigilancia en situaciones específicas, que 
superen las limitaciones del sistema de percepción 
humano en el sentido de atención, vigilancia y monitoreo. 
Aunque el ser humano se puede concentrar, por periodos 
cortos de tiempo, en eventos que considere importantes, 
la cantidad de información que se procesa e interpreta es 
usualmente limitada. Sin embargo, la concepción de 
visión artificial en monitoreo y vigilancia no se limita a 
reemplazar el sistema humano, sino también sirve como 
una herramienta de procesamiento de información que 
extienda su percepción y razonamiento [1]. 
 
Una de las grandes problemáticas en la que la visión 
artificial puede ser una solución, es el monitoreo y 
vigilancia del tráfico [1, 2, 3]. Una parte de este problema 
es reconocer y medir el flujo vehicular y peatonal, para 
maximizar el uso de los semáforos de tal forma que el 
tiempo de espera dependa de las necesidades del tráfico. 
 
El primer paso para realizar esta tarea es detectar todos lo 
objetos que realizan cambios en la escena. Como flujo se 
traduce en movimiento, lo que se busca entonces son los 
objetos en movimiento. Sin embargo, esta forma de 
medición detectará todos los posibles candidatos por lo 
que éstos deben ser posteriormente clasificados como 
carros, peatones u objetos que no son de nuestro interés.   
 
Para realizar la detección de cambios en una escena lo 
más sencillo es analizar las diferencias entre dos 
imágenes sucesivas y maximizar el resultado mediante la 
umbralización. Este procedimiento es complicado debido 
a que se pueden agregar o eliminar cambios en la escena. 
Una vez que los candidatos son identificados, se procede 
a su clasificación, para ello es necesario contar con una 
descripción de cómo es un carro o un peatón [4]. Es 
importante escoger características apropiadas para 
realizar la comparación con los objetos candidatos, ya 
que de esto depende en gran medida una clasificación 




exitosa. Realizar dicha comparación es una tarea tediosa. 
Una solución poderosa y sencilla es la implementación de 
una red neuronal entrenada con las características 
escogidas [5]. Si los datos de entrenamiento y las 
características son apropiados, la clasificación será una 
tarea independiente de la acomodación y orientación de 
la cámara. 
 
En este artículo se presenta la detección y clasificación 
de vehículos y peatones en tres procesos principales: 
Primero se realiza la detección de cambios en la escena, 
usando un algoritmo de detección de movimiento 
invariante a las condiciones de iluminación para obtener 
los objetos candidatos; a continuación a estos candidatos 
se les extrae sus características mediante el concepto de 
descriptores de Fourier. Por último, se realiza la 
clasificación de los objetos en peatones o vehículos, a 
través de una red neuronal feed-forward y se lleva un 
registro de aciertos para realizar el rastreo hasta que 
desaparezcan de la escena, permitiéndonos así el análisis 
de las escenas  de tráfico. 
 
2. DIAGRAMA GENERAL DEL SISTEMA 
 
El sistema propuesto para este problema consiste en tres 
procesos principales descritos en la figura 1. En el primer 
proceso, todos los objetos candidatos en movimiento son 
detectados usando el algoritmo de detección de objetos 
en movimiento invariante a las condiciones de 
iluminación que será descrito en la sección 3. El proceso 
siguiente es extraer las características de los objetos 
candidatos mediante descriptores de Fourier y por último 
una red neuronal clasifica cada objeto como humano, 
vehiculo o cualquier forma. Estos bloques serán descritos 
en la sección 4. 
 
3. DETECCIÓN DE LOS OBJETOS EN 
MOVIMIENTO  
 
Los objetos en movimiento, por efectos de reflexión de la 
luz, producen cambios de intensidad en la escena de las 
imágenes, lo que significa que al comparar dos imágenes 
sucesivas se pueden obtener cambios debido a las 
variaciones de intensidad en objetos tanto inmóviles 
como aquellos que cambian de posición. Asimismo, 
también hay cambios de intensidad provocados por las 
variaciones repentinas de iluminación y el ruido presente. 
Por otro lado, es difícil detectar objetos en movimiento 
que no estén suficientemente texturizados y sobresalgan 
del fondo de la escena. Para evitar este tipo de cambios 
en la comparación de imágenes, éstas deben ser 
independientes de la iluminación. A continuación se 
presenta un método para detectar los objetos en 




2. Extracción de características: Descriptores de Fourier 
3. Clasificación: Red neuronal 
Figura 1. Diagrama general de sistema 
 
 
3.1. Adaptación de detección de objetos en 
movimiento 
 
Para evitar los falsos positivos debido a las variaciones 
de iluminación, la detección de movimiento se adapta 
para trabajar imágenes independientes de la iluminación, 
y se hace necesario implementar un enfoque estadístico 
para decidir las regiones de cambio/no-cambio y evitar 
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El propósito de la detección de movimiento es generar 
una máscara binaria con intensidades de cambio/no 
cambio en la escena. Las regiones estáticas pertenecen a 
intensidades cercanas al negro (0) y las regiones de 
cambio o movimiento al blanco (1). Para detectar las 
regiones de cambio en la escena se comienza realizando 
la diferencia entre dos imágenes sucesivas (In y In+1) 
mediante el cálculo de la suma de la diferencia absoluta 
(SAD) de las reflectancias [7] como se indica en la Fig. 
2. En la figura, LP representa un filtro pasa-bajo, y las 
reflectancias, rn y rn+1, se obtienen a partir del filtrado de 
las imágenes originales, empleando el proceso de filtrado 
homomórfico que se describe en la siguiente sección. 
Para maximizar los resultados de la SAD se utiliza un 
enfoque estadístico para umbralizar la imagen, 
modelando la distribución espacial de ruido y eliminar 
los cambios debido al mismo [6]. Al final del proceso de 














Figura 2. Algoritmo para cómputo de la máscara de detección 
de movimiento 
 
3.2.  Filtrado Homomórfico 
 
En un modelo de imagen simple, la radiancia de la escena 
o intensidad l se caracteriza por dos componentes: 1) la 
cantidad de luz que incide en la escena i (irradiación o 
iluminación); y 2) la cantidad de luz que reflejan los 
objetos en la escena r (reflectancia), su producto define l. 
Para evitar la influencia de las variaciones de 
iluminación, cada imagen es prefiltrada usando filtrado 
homomórficos y se trabaja solamente con la reflectancia 
[8]. La componente de iluminación se caracteriza 
generalmente por variaciones espaciales lentas, mientras 
que la componente de reflectancia tiende a variar 
bruscamente, en especial en las uniones entre objetos 
distintos, por lo que se utiliza un filtro pasa-bajos para 
eliminar la iluminación [9], como se muestra en la Fig. 3.  
 
 








La diferencia de imágenes generalmente se binariza por 
umbralización con algún valor predeterminado para 
obtener una clasificación de cambio/no-cambio. Sin 
embargo el valor del umbral es crítico. Un valor 
demasiado bajo inundará el mapa de diferencias con 
cambios falsos, mientras un valor alto suprimirá los 
cambios significativos. El valor apropiado del umbral 
debe ser dependiente de la escena y por tanto a sus 
cambios. Esto indica que en general el valor de umbral 
debe ser calculado dinámicamente basado en el contenido 
de la imagen. Aunque existe gran cantidad de métodos de 
umbralización, son muy pocos los disponibles en la 
literatura específica y apropiada a la detección de 
cambios [8, 10, 11]. El método disponible, con mejores 
resultados y utilizado en esta aplicación, es modelo de 
Ruido de Poisson [8].  
 
Sí asumimos que el ruido es blanco entonces su 
distribución espacial sobre la imagen será aleatoria. Para 
el análisis espacial de los datos hay muchas medidas de la 
aleatoriedad [6, 8], a menudo basadas en la suposición de 
que las observaciones sigan una distribución de Poisson. 
Como la distribución de Poisson tiene su media igual a su 
varianza entonces la razón entre la varianza muestral y la 




= , es 
una prueba natural para esta distribución. Este valor se 
calcula particionando la imagen en n ventanas, y por cada 
ventana se cuenta el número de observaciones (en nuestro 
caso el número de píxeles por encima del umbral en el 
mapa de diferencia), finalmente x  y 2s  se calculan 
como la media y la varianza de dichos conteos [6].  
 
Para nuestro propósito no es necesario detectar el ruido 
espacial aleatorio, pero en cambio si debemos evitarlo en 
la imagen umbralizada. Por lo tanto, se escoge el umbral 
que llevan al máximo la variación relativa, de modo que 
se maximizan las regiones de cambio y se aminora la 
distribución de Poisson (el ruido).  
 
En la Fig. 4 se muestra el resultado de aplicar el proceso 
de umbralización a la imagen de diferencias obtenida con 
los procedimientos de las secciones 3.1 y 3.2. 
 
 
Figura 4. Diferencia de imágenes (izquierda) y binarización 
(derecha) 
 




4. EXTRACCIÓN DE CARACTERÍSTICAS Y 
CLASIFICACIÓN 
 
4.1. Descriptores de Fourier 
 
A partir de la imagen binarizada, los objetos candidatos 
son marcados utilizando un análisis de conectividad. El 
paso siguiente, es extraer las características describiendo 
cada objeto individualmente. Como se utilizan 
descriptores de Fourier, es necesario estimar primero la 
frontera de los objetos utilizando detectores de bordes. 
Esto permite reducir el número de puntos en los bordes, 
lo que reduce los costos computacionales. Los 
descriptores de Fourier tienen como característica ser 
invariantes a transformaciones geométricas y tolerantes 
ante ruido [12]. Una figura cerrada puede ser 
representada mediante series de Fourier con una 
parametrización adecuada. Para mostrarlo, considere un 
contorno ( )kz  constituido por N puntos en el plano xy: 
 ( ) [ ] Nkyxkz kk ,...,2,1    ,, ==  (1) 
donde cada punto se puede considerar como un número 
complejo: 
 ( ) kk jyxkz +=  (2) 
 
El eje x es relacionado con la parte real y el eje y con la 
parte imaginaria de la sucesión de números complejos. 
La gran ventaja de esta consideración es que se pasa de 
un problema en dos dimensiones a un problema en una 
dimensión. 
 
La transformada discreta de Fourier de a(n)=z(k) es: 









Nknj π   (3) 
 
De esta forma, los descriptores de Fourier pueden 
representar un contorno cerrado arbitrario. Las 
propiedades más importantes de los descriptores de 
Fourier y que potencian su utilización son [12]: 
 
1. Compactación: Para la representación de la mayoría 
de las figuras son necesarios pocos descriptores sin 
perder fidelidad. Esto permite desechar los 
descriptores poco relevantes sin ocasionar pérdidas 
de información considerables. 
2. Insensibilidad a desplazamientos: Cuando se mueve 
una figura solamente se modifica el primero de sus 
descriptores. Dicho descriptor es el que proporciona 
el “centro” de la figura y se puede asociar a la 
componente DC de la señal. Como sólo se busca 
comparar formas, este coeficiente debe ser 
eliminado. 
3. Insensibilidad a la rotación: Como la rotación está 
decodificada en la fase de los coeficientes, se pueden 
evitar los cambios de rotación usando solo la 
magnitud de cada a(n). 
4. Insensibilidad de Escalado: Los descriptores de dos 
contornos continuos g y f que tienen la misma forma 
pero diferente tamaño. Al estar relacionados 
únicamente por un factor de escala A, g(l)=A*f(l), 
éste se puede eliminar normalizando adecuadamente 
los descriptores, lo cual se hace dividiéndolos por 
a(1). 
5. Insensibilidad al punto de comienzo del contorno: se 
puede conseguir restando la fase  1φje del peso a(1) 
con a(n).  
 
Al aplicar las anteriores propiedades a los descriptores 
calculados con (3), se obtiene un nuevo conjunto de 
coeficientes que son invariantes a la traslación, rotación, 
escalado y comienzo del contorno [12]:  
  
( )












Otro método para representar contornos de mejor 
desempeño, hace uso de la distancia de los puntos del 
contorno (x(k),y(k)) al centro del objeto (xc, yc) [12]: 
 ( ) ( )( ) ( )( )( )
2122
cc ykyxkxkr −+−=  (5) 
 
La transformada de Fourier de r(k) es análoga a la 
transformada de z(k), lo que permite obtener los 
coeficientes b(n): 
 














Debido a que r(k) tiene valores reales, solo se necesita la 
mitad de los descriptores de Fourier b(n) para representar 
la forma correspondiente. Por efecto de la resta del 
centro, r(k) sigue siendo insensible al desplazamiento. 
Las otras propiedades de insensibilidad para b(n) se 
pueden obtener de igual manera. Esto lleva a un conjunto 
de descriptores fdc (c denota el centro) [12]: 
 
( )











Finalmente, para reducir el número de coeficientes y 
debido a que no necesitamos todos los detalles del 
contorno, se descartan los componentes de alta frecuencia 
usando solo los 10 primeros coeficientes de fd y fdc para 
clasificar los objetos. Esta cantidad de coeficientes es un 
resultado empírico. La experiencia ha demostrado que 
usando solo los 10 primeros coeficientes para reconstruir 
el contorno es suficiente para representar la forma global 
de los objetos (ver figura 5) [12]. En este trabajo se 
realizó la comparación de ambos métodos fd y fdc con el 
fin de encontrar el de mejor desempeño. Estos resultados 
se encuentran en la siguiente sección. 
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Figura 5. Ejemplo de formas humanas y vehiculares, 




La clasificación es implementada por una red neuronal 
feed-forward de cuatro capas: una capa de entrada con 
una neurona por característica, dos capas ocultas con 
siete neuronas cada una y una capa de salida con una 
neurona por clase. Se usó una función de activación 
sigmoidal y un entrenamiento back-propagation. Para 
que la red obtenga buenos resultados es necesario una 
gran cantidad de ciclos de entrenamiento 
(aproximadamente 10000). En la capa de salida se 
utilizan dos umbrales para tomar la decisión, un umbral 






El algoritmo se probó en un PC 2.3 GHz Pentium 4 HT 
sistema operativo Windows XP, implementado en Matlab 
7. Para imágenes de 320×240 píxeles. El tiempo 
aproximado de procesamiento es de 10 imágenes/s 
usando del filtro homomórfico y 14 imágenes/s sin el uso 
del filtro. La diferencia computacional debido al uso de 
los fd y fdc es insignificante. Sin embargo, el rendimiento 
usando el filtrado homomórfico se puede mejorar 
optimizando su algoritmo. 
 
Se utilizaron cerca de 10 horas de grabación de humanos 
y vehículos en movimiento, se extrajeron cerca de 600 
imágenes donde se detectaron y clasificaron cerca de 500 
vehículos y 200 humanos. La tabla 1 muestra claramente 
los resultados de clasificación para los fd y fdc. La 
primera fila corresponde al número de objetos humanos y 
vehículos, la segunda fila corresponde a número aciertos 
y desaciertos en la clasificación. En la última fila se 
encuentra el porcentaje de aciertos.  
 
 
fd fdc Método humano vehículo humano vehículo 
Objetos 600 400 600 400 
Incorrectos 27 9 80 12 
Correcto 565 391 520 388 
% Correcto 96 98 87 96 
 
Tabla 2. Resultados de la clasificación 
 
El principal problema de clasificación son los objetos 
obstruidos, ya que no se detectan completamente sino por 
separado. Otro problema para la clasificación es que el 
cuerpo humano no es un cuerpo rígido como lo es un 
vehiculo, por lo que su forma varía constantemente y se 
deben modelar como cuerpos deformables, lo cual 
dificulta el proceso de clasificación. Además, los 
humanos se mueven en ciertas ocasiones muy lentamente 
causando que la binarización no sea suficientemente 
exacta. Como se esperaba en los resultados, la 
clasificación es independiente del tamaño del objeto y su 
orientación.  
 
La Fig. 6 muestra algunos ejemplos de clasificación 
incorrecta. Los vehículos que obstruyen uno al otro se 
identifican erróneamente como un sólo vehículo (Fig. 
6a). Los humanos parcialmente obstruidos no son 
clasificados en algunas ocasiones (Fig. 6b). Los 
vehículos que están entrando en algunas escenas pueden 
ser clasificados como humanos (Fig. 6c). Objetos con 
formas similares a la humana, como banderas, ondeando 
(Fig. 6d), pueden ser clasificadas erróneamente. Sin 
embargo, en términos generales, el sistema es robusto, si 









En resumen, se construyó un sistema para detectar y 
clasificar el tráfico de peatones (humanos) y vehículos. 
En el primer paso, un algoritmo de detección de objetos 
Vehiculo No clasifica 
Humano 
Humanos 




en movimiento invariante a las condiciones de 
iluminación nos proporciona los candidatos a clasificar. 
Estas formas binarias se utilizan para el cálculo de 
descriptores de Fourier. Finalmente, una red neuronal 
feed-forward se utiliza para clasificar los objetos en 
cuestión. Se probaron dos métodos para el cálculo de 
descriptor de Fourier (FD): El tradicional, donde números 
complejos se construyen para todos los píxeles objetivos 
de borde y se transforman para obtener el FDs. Y un 
método alternativo, basado la transformada de Fourier del 
conjunto de las distancias del centro a los puntos de 
borde. En este sistema ambos métodos tienen buen 
desempeño en la clasificación de objetos en más del 90 % 
para todos los casos. Sin embargo, el método tradicional 
tiene un desempeño superior.  
 
Hay dos elementos que hacen que la clasificación sea 
robusta: en primer lugar, los descriptores de Fourier solo 
están basados en la forma del objeto, haciéndolos una 
buena elección para varias aplicaciones de 
reconocimiento de patrones. En segundo lugar, un doble 
de umbral en la decisión de la red neuronal lo hace más 
seguro. Además, la parte de detección de cambio 
proporciona candidatos objetivos bien formados. No 
obstante, esto se puede mejorar en términos de la 
extracción de sombra, porque sombras especialmente 
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