ABSTRACT Achieving occupants comfort in built environments is a major goal of modern building automation systems. Nonetheless, even a quantification of human comfort represents a significant challenge because of the number of physical quantities affecting it which, therefore, have to be tracked at suitable spatial and temporal resolution. Wireless sensor and actuator networks are increasingly considered an enabling technology for many monitoring and remote control tasks. Indeed, their reduced intrusiveness, low cost, and low power requirements represent attractive features for the design of monitoring and control infrastructures. In this paper we present a wireless sensor network testbed aimed at monitoring human comfort in a two-century-old building used as university campus. The proposed solution is based on sensor nodes with multitasking capabilities allowing concurrent execution of multiple tasks. Experimental evaluations highlight the flexibility and scalability of the adopted design which allows monitoring of heterogeneous parameters at different rates also permitting the coexistence of event driven and asynchronous operating modes.
I. INTRODUCTION
Several fundamental studies support a strong relation between comfortable living environment and human productivity [1] , [2] . People working in uncomfortable buildings are less productive and, in the long run, they could be costly from economic point of view. Comfort in civil buildings is also of paramount importance for the quality of living and health of occupants. However, quantifying human comfort is not an easy task because of the high number of influencing parameters such as temperature, humidity, noise, light and air quality. Moreover, human comfort obviously shows a high degree of subjectivity, and, in order to simplify its study, it has been divided into the different factors which can influence the individual's perception. Traditionally these factors can be represented by thermal comfort (TC), visual comfort (VC), indoor air comfort (IAC), and acoustical comfort (AC) [3] . Several authors have defined different human comfort indexes (HCIs) by differently weighting these comfort factors according to the human physiology and the theory of body surface heat balance, along with human sensation for comfort [4] - [9] . Ultimately, from a technical point of view, monitoring human comfort involves measuring several different quantities which require heterogeneous sensors whose sampling requirements and modalities can greatly vary [10] .
Wireless Sensor Networks (WSNs) provide a reliable, costeffective and scalable (extensible) solution based on wireless communication for constantly monitoring the main quantities which determine the human comfort level inside a building. A WSN, in fact, consists of a set of nodes, called motes, which are capable to sense physical quantities, by means of dedicated transducers (sensors), and to relay the information thanks to a wireless transceiver to a remote collection point traditionally called sink, possibly along a multi-hop path. In recent years, thanks to the increased performances and to the reduced cost of the microelectronics devices, WSNs have gained high attention from academia, industry and standards development organizations. Nowadays, WSNs are being used for constantly monitoring several physical quantities such as temperature, humidity, water level, pressure, light, acceleration, etc., in various domains ranging from traffic monitoring on roads, stability of structures like bridges, tunnels and buildings, security surveillance, to remote health monitoring of multiple patients and many other applications [11] .
Recent advances in WSNs have introduced new multitasking sensor nodes which support concurrent execution of multiple tasks thus enabling the deployment of independent applications on a shared wireless sensor network, and increasing the exploitation of typically underused network infrastructure [12] . Supporting the concurrent execution of multiple applications on a WSN can reduce its economical footprint in terms of deployment and maintenance cost. A multitasking WSN can be made available to several users as a common platform to run any kind of context-aware applications, possibly focused on different physical quantities.
In this paper, we present a scalable multitasking WSN aimed at efficiently monitoring human comfort in a twocenturies-old building (Collegio Raffaello) used as university campus in the city of Urbino -Italy. Specifically, the network is based on VirtualSense, a hardware/software solution developed for the design of low-cost, low-power, multitasking and java-programmable motes [13] .
The use of WSN for monitoring human comfort in civil buildings is not new. Nonetheless, the presented testbed shows several features that are not usually found in the deployments reported in the literature:
• Heterogeneity. The system contains many kinds of sensors devoted to measure different quantities and whose operativeness is quite different. Environmental parameters such as light, humidity, and temperature can be sampled at a low rate, but, for instance, noise must be monitored at higher rates, which consequently demands efficient local elaboration strategies of the resulting high volume of data. Both modalities must coexist in the same network without interference from each other.
• Remote applications control. The ability to change the behavior of the sensing infrastructure by installing new applications or removing old ones based on external input is a very useful feature. For instance, it can be interesting to add new nodes (or new sensors on board of existing ones) to increase the coverage level, sampling the monitored space at a finer grain, or it can be useful to switch on new nodes to overcome connectivity problems, for instance in case a significant number of persons entered the building, whose devices (smartphones, laptop, etc.) might increase the level of interference in radio channels.
• Scalability. At any time a new node equipped with new sensors can be added to the network in order to capture particular phenomena without impairing the whole network functionality and without forcing a complete redesign of it. It is worth noticing that the above mentioned characteristics (heterogeneity, remote app control, and scalability) are enabled through the adoption of motes technology with multitasking capabilities, which is a distinguishing feature of the design methodology that we propose in this work.
The remainder of the paper is organized as follows: in Section II we summarize some state-of-the-art scientific literature related to our work. In Section III, after a brief description of the monitored building, we introduce the main technical features of the motes and of the network. In Section IV we detail software architecture, either at single node level and at global collection level. In Section V we describe testbed evaluation and, in Section VI, we conclude providing some final remarks.
II. RELATED WORKS
As stated above, WSNs are increasingly being used for many activities related to monitoring and control of built environments. In particular, several research efforts have been undertaken in recent year to study, design and deploy sensornets with the aim of providing sophisticated automation capabilities to edifices, either by including them in the design of new buildings, or by retrofitting existing ones. Two main application areas can be identified within this growing scientific literature: i) vibration monitoring for the identification of structural deformations (health monitoring of civil or historical buildings); ii) monitoring and control of commercial and residential buildings targeting energy reduction and/or improvement of comfort conditions.
Remarkably, WSN represent an attractive technology across a wide range of application scenarios because they provide a low-cost, non-intrusive solution to design untethered, reliable systems with high time/space-resolution monitoring capabilities.
For instance, regarding health structure monitoring, Kim et al. described the design, implementation and testing of a WSN deployed on the Golden Gate bridge (San Francisco, USA) [14] . The network, composed of 64 nodes, has been demonstrated capable to collect ambient vibrations on the bridge at 1KHz synchronously with a jitter less than 10µs and an accuracy of 30µG. Stajano et al. [15] discussed problems and solutions encountered in the development of WSN-based monitoring systems for large civil engineering infrastructures (i.e. bridges and tunnels) with a focus on hardware, radio propagation and system security issues. Bhuiyan et al. introduced in their work a set of algorithms aimed at optimally placing nodes of a WSN for structural health monitoring, taking into consideration fault tolerance, communication costs, and structural mode shape analysis (a signal processing technique developed for detection of possible damages) [16] .
Several interesting works have also been proposed targeting the application of WSNs to monitoring of historical buildings. In particular, Ceriotti et al. [17] presented a system developed for long term monitoring of a medieval tower by means of deformation measurements and high-rate vibration data, leveraging a WSN middleware layer to support programming. The whole system has been shown capable to reliably deliver data (loss ratios less than 0.01%) with an estimated lifetime of more than one year. Capella et al. [18] exploited low power wireless sensor nodes to develop a system for monitoring wooden masterpieces and heritage buildings, with an application to ambient (temperature, humidity) data collection and termite pest detection and emphasis on reduced power consumption. Similarly, the performance of a micro-climate system developed for ensuring conservation conditions of Renaissance frescoes in the cathedral of Valencia (Spain) has been described in [19] .
Starting from the consideration that residential and commercial buildings account for a significant fraction of the overall energy consumption in the world, many researches have been conducted to exploit WSNs for the detection of potential inefficiencies, providing useful feedback to control and actuation strategies [20] - [24] . Interested readers can find in [25] and [26] extensive reviews on these topics.
Another significant line of research has been devoted, in recent years, to the quantification of comfort of occupants in residential and commercial buildings. Providing this type of information represents a fundamental requirement for any automation loop that controls heat, ventilation, air conditioning (HVAC, for short) and lighting systems. Despite this recognized importance, quantifying the comfort level is a difficult task because it depends on many variables such, for instance, air and radiant temperature, humidity, air speed, clothing insulation, metabolic rate, etc. Moreover, most buildings are not equipped with necessary instrumentation to measure even a subset of this wide range of parameters, thus making this type of evaluation particularly challenging [27] . Needless to say, comfort level measurements and energy expenditure measurement are inherently related and intertwined [28] , thus opening the way for more comprehensive studies encompassing both aspects of building automation. In the context of human comfort evaluation Rawi and Al-Alnbuky developed a system based on fuzzy logic rules for measuring human comfort indexes in living environments through the combination of thermal, visual, acoustic and indoor air comfort [3] , [10] . Andersen et al. described in their work a hardware-software system designed to integrate so-called Personal Comfort Systems (PCS) (local, microzones-based systems) with global (i.e. macrozonebased) control and actuation processing [29] . Their approach demonstrated that connecting microzones to the whole building automation system has the potential to increase occupant comfort and, at the same time, to enable important energy savings. In [21] , [30] , and [31] , a software system based on the concepts of Building Operating System Services (named BOSS, for short) and of Building Application Stack (BAS) has been presented. The BOSS/BAS architecture allows to potentially integrate hardware (sensor and actuation networks) with software (building monitor and control applications) into a single cohesive cyberphysical system. Finally, in [32] , a system for monitoring a fleet of educational building has been presented. The proposed solution targets power consumption and human comfort monitoring through ad hoc end-node devices based on Arduino boards, where each node is dedicated to monitoring of a single, specific parameter.
With respect to the above mentioned scientific literature this work introduces, to the best of our knowledge, several novelties. The building block of the proposed approach is, in particular, represented by the adoption of ultra-low-power, multitasking motes. Thanks to the possibility of implementing multitasking policies, updating the infrastructure can be achieved in a flexible and scalable fashion. For example, if a new parameter has to be monitored (i.e. whenever a new sensor is activated), this can be simply done by uploading a new application to the node(s) equipped with the interested sensing capability.
Another distinguishing feature of the proposed architecture is the simplification of debugging and maintenance activities. Indeed, keeping separate applications for different monitored parameters means that problems can be identified and solved more easily: a given application can be debugged, repaired and re-transmitted to interested motes without any interruption of the activities (i.e. all nodes continue to be operative and all applications keep on running). Finally, the proposed solution is based on Java-programmable sensor nodes resulting into highly compressible executable files, with a reduced memory footprint which enables simple and efficient over the air programming.
III. INFRASTRUCTURE AND HARDWARE COMPONENTS A. COLLEGIO RAFFAELLO
The Collegio Raffaello covers an area of about 2,600 square meters and it was built at the beginning of the eighteenth century by the will of Pope Clement XI. Over the centuries it hosted several school orders and a religious convitto. At the beginning of the 19th century it accommodated the ''Regio Liceo Convitto'' which will persist until the 1970s, when the Convitto was closed and the high school was transferred to a newly school built outside the center of the town. Nowadays, the ground floor of the Collegio Raffaello holds some craft stores and a bar while at the first floor takes place the Physics museum of the University of Urbino. Lastly, the second floor currently houses the degree program in Applied Computer Science and the degree program in Foreign languages and cultures of the University of Urbino. Figure 1 shows a 3D view of the Urbino center town with highlighted the Collegio Raffaello. As it can be seen from the image, the Collegio Raffaello is a traditional Italian palace of the eighteenth century built around a huge courtyard and, like all the buildings of that epoch, it shows a structure supported by stones and bricks walls that reach the thickness of more than one meter.
The aim of the presented testbed is to monitor the human comfort inside the second floor of the Collegio Raffaello, where, everyday, several hundred of university students move to attend their lessons. In particular, several parameters such as temperature, light, noise, and concentration of Carbon Dioxide (CO 2 ) are continuously measured and correlated with the number of people in the building.
The testbed hardware infrastructure consists of three main components:i) the VirtualSense wireless sensor nodes ii); the external sensors connected to the node; iii) a global backbone that provides power to all VirtualSense nodes and collects debug information. 
B. VIRTUALSENSE NODE
VirtualSense is a Java enabled ultra low-power sensor node released under open-hardware and open-source license [13] . The software stack of VirtualSense is based on the Contiki operating system (OS) [33] and the Darjeeling Virtual Machine (VM) [34] , suitably modified in order to make it possible for a Java programmer to fully exploit the lowpower states of the underlying microcontroller unit, a Texas Instruments MSP430F5418a.
VirtualSense is designed in a modular way such that it consists of different hardware layers which can be interconnected. Each layer is printed on a 53mm × 53mm PCB and it is populated by 4 through hole 14-pins connection ports one for each side. Each port forwards signals to the top and to the bottom making it possible to create a stack of several layers. In particular, a basic VirtualSense node is composed by an MCU layer and a radio sense layer. The MCU layer contains the main MCU, an ultra low-power Real-Time clock calendar, and a 512Kb serial eeprom while the radio sense layer hosts a Texas Instruments CC2520 radio transceiver, a Freescale MPL115A2 digital temperature and barometer sensor, and a BH1620FVC analog ambient light sensor.
1) MICROCONTROLLER UNIT
VirtualSense power manager spans the entire software stack and provides four categories of power states: active, standby, sleep, and hibernation. In the active mode, the average power consumption is approximately 13mW when processing and 66mW for transmitting. In standby the CPU is halted while the clock system is still running to provide a mechanism which can wake-up the CPU by means of a self-scheduled timer interrupt. In this state the power consumption of VirtualSense reduces to 14.67µW. In sleep both the CPU and the clock system are turned off and the unit is woken up only by an external interrupt reducing the power consumption to 1.32µW. The hibernation state consumes 0.36µW thanks to the complete shutdown of the entire MCU including the RAM memory system which, on the other hand, requires at wakeup a complete reboot of the OS together with the restore of the VM state. Finally, state transition times are not negligible. Specifically, the transition to active is 25ms from standby and sleep, and 500ms from hibernation. WSN applications that do not need to maintain execution state can also use a memory-less hibernation mode (ML Hibernation), which does not preserve the VM state, thus reducing the wake-up time to 27ms.
2) DATA TRANSCEIVER
VirtualSense provides several low-power communication features by exploiting inactive modes (LPM1 and LPM2) of the CC2520 radio transceiver, and hardware frame filtering (FF) capabilities that prevent the reception of nonintended packets.
The CC2520 is controlled by the main MCU through the serial peripheral interface bus (SPI) and six general purpose I/O pins (GPIOs). LPM2 is the lowest power consumption mode in which the digital voltage regulator is turned off, no clocks are running, no data is retained, and all analog modules are in power down state. In this state, the power consumption is about 13.5µW, but the embedded controller needs to be rebooted at wake-up. In LPM1, the digital voltage regulator is on, but no clocks are running. In this state, the power consumption is about 3mW, all data/configurations are retained and the analog modules can be controlled by the main MCU. During transmission, the power consumption of the entire transceiver, due to the RF module plus the embedded microcontroller, ranges from 48.6mW (at −18dBm output power) to 100.8mW (at +5dBm output power), while in standard receive mode the power consumption is 69.9mW.
The frame filtering function(FF) rejects non-intended frames not matching the local address. With FF enabled, the transceiver can be switched immediately to the LPM2 in case of a non-intended frame, without the need to process the remaining part of the frame and wake up the MCU [35] .
C. EXTERNAL SENSORS
A VirtualSense node can be equipped with several external sensor connected by means of the four through hole connection ports exporting either analog and digital signals. In particular, in the present testbed, each VirtualSense node can be connected to three different external sensors: i) a people counter, ii) a noise meter, and iii) a CO 2 sensor. The noise meter and the people counter sensors (depicted respectively in Figures 2(a) and 2(b)) have been specifically developed starting from off-the-shelf components while the CO 2 sensor is a commercial product provided by CO2Meter [36] .
1) PEOPLE COUNTER
The people counter sensor consists of two main parts: an infrared illuminator and a crossing detector. The illuminator, represented on the left of the schematic shown in Figure 3 (a) is based on two high power infrared emitters (FH4550) which illuminate the two silicon NPN phototransistors (PW85A) of the crossing detector. The illuminator and the crossing detector are mounted on the opposite walls of a gate, which we want to measure the flow of persons crossing it. As soon as a person starts to cross the gate one of the two illuminators is hidden resulting on a lowering of the signal produced by the corresponding phototransistor. The output of each phototransistor is compared by means of a voltage pushpull comparator (MCP6542). As soon as the phototransistor output falls below a predefined threshold the corresponding comparator raises its interrupt pin (INT1 or INT2) reporting to the connected VirtualSense node the crossing event. Thanks to the dual illuminator/phototransistor channels it is possible to recognize the crossing direction simply by taking into account which of the two channel is hidden first. In this way it is possible to count the number of crossing persons and, in addition, it is possible to estimate its flow together with the sign. Finally, the people counter sensor also provides two analog output (ADC1 and ADC2 in the schematic) to the connected node in order to measure the output level of the two phototransistors during installation procedure.
2) NOISE METER
The noise meter sensor is designed to detect the loudness of environmental sound. Based on amplifier LM386 and a built-in capacitor microphone, it amplifies and filters the high frequency signal that is received from the microphone and outputs a positive envelope. The output value depends on the level of sound input and an offset adjustment is possible by means of a potentiometer. The sensor schematic is reported in Figure 3 (b).
3) CO 2 SENSOR
The CO 2 sensor is based on the K-30 sensor module by CO2Meter [36] . It is a low-cost maintenance-free CO 2 measure module intended to be built into different host devices that require CO2 monitoring data. The k-30 sensor used a non-dispersive infrared (NDIR) technology to obtain a large measurement range, from 0 to 10,000 ppm, with an accuracy of about 30 ppm. Its maximum measurement rate is about one sample every 2 seconds and it is characterized by several digital communication interfaces such as UART and I 2 C.
D. THE GLOBAL BACKBONE
The entire floor has been wired to bring power to each node of the network. In particular, the network is powered by means of a centralized power supply which provides a constant 12V to a common backbone. At each node a linear voltage regulator is used to obtain the 3V to power the VirtualSense node while the 12V is directly used to power the noise meter sensor. For debugging purposes each node has been equipped with a usb debugging/programming layer which can be used to extract execution logs or to reprogram the node firmware. In order to wirelessly debug each node a HC-06 bluetoothserial module has also be connected to each VirtualSense node [37] .
E. DEPLOYMENT
The second floor of the Collegio Raffaello contains six classrooms used to hold lessons and several teaching offices accessible via a common hallway which is articulated around the central courtyard. The planimetry of the floor together with the position of the installed nodes can be seen in Figure 4 .
This floor of the Collegio Raffaello is accessible only through three separate gateways which are two stairways (S1 and S2) and an elevator (E1). In each of these gateways a node with a people counter sensor has been installed to continuously count the number of persons entering and exiting from the gateway. The three people counter sensors are shown in Figure 4 with green circles having IDs 10, 11, and 12 and with an arrow representing the extension of the covered access.
The orange painted nodes of the network mount CO 2 and noise external sensors while the green nodes mount only the embedded internal sensors for measuring temperature, light, and pressure. Notice that each sensor node can forward packets working as a router. Finally, the sink, which is represented in the map of Figure 4 as a blue square, is installed on a corner of the hallway near to the teacher's offices and it is composed of a VirtualSense node which collects data packets and forwards its to a Linux server. The longest corridor is around 32m long, while the shortest one is around 25m long. The maximum, minimum and average distance among nodes approximately amounts to 8m, 0.5m, and 3m, respectively. Table 1 shows for each node of the network the corresponding installed sensor. Notice that we call capability of the node its ability to measure a physical quantity so that, for example, a node with an installed noise sensor holds the noise capability.
IV. SOFTWARE ARCHITECTURE
The design of WSN software is often characterized by ad-hoc solutions built directly on top of the hardware node, resulting into very difficult maintenance and reusability of the code. In the presented testbed we chose to adopt software solutions characterized by a high degree of abstraction and standardization such as nodes applications described by means of Java language, and implementing Google Fusion Tables and Google Charts applications on the server side [38] , [39] . The entire software managing the testbed can be divided into four main components: i) the sensor node applications; ii) the sink application; iii) the collect and control server; (iv) the data visualization system.
A. SENSOR APPLICATIONS
In VirtualSense, multiple applications can be simultaneously installed and executed on the same node. Any application instance (called task) runs on top of the Darjeeling virtual machine and it executes concurrently by sharing the CPU time with other running tasks. The programming model is schematically described in Figure 5 , where tasks are represented as ellipses on top of a layered architecture composed of: i) the VirtualSense Hardware, ii) the Contiki OS, iii) the VirtualSense runtime environment, including the Darjeeling VM and all the core libraries, and iv) the VirtualSense libraries, made available to the applications through specific Java APIs. It is worth noticing that applications are written in pure Java and they make use of VirtualSense libraries which are partially written in C language to directly interact with the Contiki operating system. Thanks to the multitasking support of VirtualSense nodes each capability has been managed by a single application, so that a dedicated task senses only a particular sensor and it sends a data packet to the sink containing only its measured value. For instance, if a node holds two different capabilities, such as temperature and light, it runs two different applications which, respectively, sense the temperature and light sensors at a predefined sampling rate and send two different data packets containing each the related value. Each packet generated by an application is sent by means of a common routing protocol and contains at least two field: the capability ID and the capability value. Figure 6 shows the Java code of the temperature capability application installed on a testbed node. The application contains only the motemain() method, which is the classical main() method of a VirtualSense application, in which a while(true) cycle reads the temperature value from the sensor and sends it through the network by means of a traditional Collection Tree Protocol (CTP). After sending the message, the TemperatureApp enters in a sleep state until its sampling time expires.
On the other hand, the application managing the people counter capability acts in a completely different way. In fact, each crossing event is identified by a couple of interrupt raised on two digital I/O pins of the node. Notice that, in order to demonstrate the wide versatility of the proposed platform, we leave the people counter application sending a message at each event occurred at a gateway without imposing a predefined sampling time. Obviously, this is not the more efficient way to collect gateway statistics, because of the large number of generated packages at runtime, but it can be seen as a good representative of a wide range of applications characterized by an asynchronous programming paradigms. Figure 7 shows the java code of the PeopleCounterApp installed on each gateway. Basically, this application makes use of two instances of the PhotoCell class each of which contains a java thread waiting for an interrupt signal of a predefined I/O pin. Whenever an interrupt occurs (i.e. when the corresponding photocell is interrupted by means of a crossing person) the PhotoCell thread wakes-up and releases a permit on the corresponding semaphore (sem3, or sem4) which holds the PeopleCounterApp main thread. Only when also the second PhotoCell thread releases a permit on the second semaphore, the main thread of the PeopleCounterApp can finally wake-up and process the crossing event. Depending on whether one of the two photocells was interrupted first, it is possible to understand the gateway crossing direction and then to update the appropriate counter.
Using a different application to manage each node capability guarantees a great scalability of the infrastructure. For instance, adding a new capability to a particular node implies only uploading a new application to the node. Moreover, for debug and maintenance purposes, having a single application for each capability is certainly an optimal solution which allows to easily identify and repair eventual software problems without interrupting the whole node activity. For instance, if a bug or a problem has been identified on the temperature measurement, it will be sufficient to check the corresponding application and, if needed, to upload a new version of it while all other applications can keep on running.
Finally, thanks to the high abstraction level of the Java language and to the strong compression of the VirtualSense executable file format, called infusion file, each application shows a very low memory footprint. This involves a high number of installable applications over each node, and a simple and inexpensive, in terms of energy and of generated traffic, over the air programming. For example, the memory footprint of the TemperatureApp, shown in figure 6 , is only of 220 bytes while the PeopleCounterApp needs 403 bytes of memory. Considering that the rime communication stack, provided by Contiki, allows a maximum packet size of 125 bytes, we need only to send a few packets to reprogram a single application.
B. SINK APPLICATION
The firmware running on the sink node is built by a single Java application which receives all data packets from the other nodes and forwards them to a Linux server connected by means of a serial USB connector. In particular, this Sink application unpacks each data packet in order to extract the measured quantities of each node capability and to sends it to the USB connection. On top of the Linux machine a Java application acts as a collect and control server listening on the USB port which receives and processes each network packet. Moreover, the pair formed by the sink node plus the Java server acts as a gateway through which it is possible to install/remove or control the node applications on the network.
C. THE COLLECT AND CONTROL SERVER
The collect and control server is a Java application running on a Linux-Debian machine which processes, in real-time, the data received from the sink and manages the network applications. The server uses, as storage engine, the Google Fusion Tables service, which is a cloud-based data management and integration system [38] . Figure 8 shows the main Graphical User Interface (GUI) of the collect and control server. The left part of the GUI reports the testbed planimetry together with the nodes position while the right part is populated by a contextual panel which is activated by interrogating a particular node. Whenever a new packet is collected by the sink, the complete path of the packet is highlighted on the planimetry by means of red lines and circles. For instance, Figure 8 highlights a packet generated by the node number 12 which reaches the sink via nodes 9 and 8. On the other hand, the right panel shows the plot of the CO2 concentration generated by node 8 until that moment. By clicking on a particular node on the planimetry it is possible to activate a graph panel which can plot the values of each capability or activate a control panel which can be used to send messages or applications to the node.
The processing phase, carried out by the server, involves two main steps: i) data elaboration and ii) data storage.
1) DATA ELABORATION
As soon as a new packet arrives to the sink the contained data are forwarded to the server in order to be elaborated. First of all the data are parsed and logged to the local machine to maintain a copy of each packet received by the sink with its corresponding timestamps. After that, starting from the collected packet each corresponding capability is updated according to the rules defined in a configuration file. In particular, a capability can be defined as local or global where, a local capability provides numerical values which have to be correlated only with its source node and a global capability makes sense only if it is correlated with the whole network. For example, a local capability can be an incremental packet counter which counts the generated packets from a particular node and which can be used to evaluate its packet loss. On the other hand, a global capability should be defined as the total amount of persons which are present on the building at a given time. In this case, the number of persons is not related to a particular node but it is a property of the whole network and it needs to be calculated starting from the data generated by the nodes installed on the gateways. In general, it is possible to specify several local or global capabilities starting from a single measured quantity. For example, the measured temperature can be processed both as a local capability for the source node and as a global capability for the whole network. In the latter case at least one composition rule should be specified which takes in input the local capabilities values belonging from several nodes and produces a global capability such as the average temperature of the building. Figure 9 reports a snippet of the server configuration file used to determine how to process the measured values related to each node capability.
In particular, a capability can be defined by surrounding its specifications with a tag using the following syntax: : < name[ID, minValue, maxValue] > ... < /name >. Within the tag each line defines a rule to manage the measured value of the capability. A rule starts with the keyword local or global, to distinguish if the measured value has to be treated locally or globally, followed by the name of the derived capability, by a processing operator, and by the name of the source in the following form: local/global : name; OPERATOR; source. For instance, lines 3 to 7 of Figure 9 define the Temperature capability which is treated both as local and as global. In particular, the temperature values measured by each node is stored locally with the name Temperature (line 4) and, starting from these local values, two different global capabilities are derived which are the average temperature Temperature_avg (line 5) and the standard deviation Temperature_stddev (line 6). The same procedure has been adopted for the CO 2 capability, while three different capabilities have been defined to manage the people counter sensors. In particular, the total number of people entering the building has been measured by defining the global capability PeopleIn which is the sum of the in counter coming from each gateway node (lines 15 to 18) while the global number of people leaving the building is summarized in the PeopleOut capability. The difference between PeopleIn and PeopleOut measures, at any time, the number of people in the building and it is defined by means of the global capability PeopleInside (lines 25 to 27).
Basically, in the actual testbed a local capability has been specified for each measured quantity and several global capabilities have been used to capture average, standard deviation, or to derive particular quantities such as the total amount of persons located into the building or the total flows of persons which cross a particular gateway.
The second part of the server configuration file contains the nodes definition declared within the tag < nodes >. Each node of the network must be declared using the < node > tag in order to be attached to the network. Once connected, a node will be authorized to receive applications from the server and to send capabilities packets. In particular, a node declaration contains the node ID, the X and Y position of the node within the Collegio Raffaello map (expressed in pixels), and the list of the node capabilities separated by a ''#'' character. For instance, lines 36 to 38 of Figure 9 show that a node with ID = 4 (depicted at position X = 423 and Y = 550) will receive the applications related to the following capabilities: CO 2 , Noise, Temperature, Light, and Pressure. Consequently, node 4 will be authorized to send only these packets. Notice that, thanks to this architecture, adding a new node on the network entails only inserting a new tag < node > on the server configuration file while, adding a new sensor to an existing node only means writing a new capability within the capabilities string of the node.
For example, in the second half of 2016 a thirteenth node has been added to the network equipped with an air humidity sensor installed in the Von Neumann classroom.
The snippet reported in Figure 10 shows the simple code that was necessary to add to the server configuration file to attach the new node to the network and to manage the new sensor it was equipped with. This simple operation demonstrates the strong flexibility and the high scalability of the proposed monitoring system.
2) DATA STORAGE
The measured values of the local and global capabilities are stored directly on the cloud by means of the Google fusion tables service. In particular, a fusion table has been created for each node containing the values of all its local capabilities while each global capability is stored on a dedicated table. Periodically an internal timer triggers the update of the remote fusion tables by taking into account the last packets received by the sink. 
D. DATA VISUALIZATION SYSTEM
The graphical visualization and interrogation interface has been built starting from the Google Chart visualization tool which provides an easy and scalable way to visualize data stored in different types of databases [39] . Google Chart APIs provide a large number of ready-to-use chart types which can be embedded in any existing web page.
Charts are rendered using HTML5/SVG technology to provide cross-browser compatibility and cross platform portability and they can be populated with data coming from any data provider supporting the Chart Tools Datasource protocol. Obviously, that protocol, which is based on a SQL-like query language is natively implemented by Google Spreadsheets and by Google Fusion Tables [38] , [39] . Figure 11 shows a main view of the testbed information board which reports eight graphs plotting the trend of the most significant global capabilities with a sampling time of 5 minutes. Graph A) reports the number of the people present in the building while graphs B), C), D), and E) plot respectively the value of the Temperature, CO 2 , Noise, and Light. Graphs F), G), and H ) show the flow of incoming and outgoing persons from each gateway.
Thanks to the modular approach of the proposed architecture, adding a new graph or composing two different plots to correlate together different data is a very simple task making the testbed management highly versatile and totally scalable.
V. TESTBED EVALUATION
The network has been built at the end of 2014 and after a couple of months of testing it started fully working in the mid 2015. In the following year it collected more than 8,000 packets a day for a total of about 3 million packets. In this section, we evaluate the effectiveness of the proposed architecture in two parallel ways. First of all we report a representative scenario of the use of the proposed testbed showing that our solution performs efficiently while used to monitor the human comfort parameters. Next, we report results about the testbed reliability and energy efficiency. 
A. MONITORING HUMAN COMFORT: A REPRESENTATIVE SCENARIO
To evaluate the testbed performances while monitoring the human comfort we show and discuss the results obtained by plotting the values of PeopleCounter capability, the measured CO 2 concentration, Noise, and Temperature and then we analyze its correlation with the number of people in the building.
Counting People: every day at 7.30 a.m. the three gateways of the second floor of the Collegio Raffaello are opened by a guardian to allow students and teachers to entering into the building. Traditionally the university lessons are organized in units of two hours where the first one starts at 9.00 a.m. and ends at 11.00 a.m.. Then a second unit begins which ends with the lunch break at 1.00 p.m.. Finally, in the afternoon, there may be one ore more units starting at 2.00 p.m.. Therefore from about 8.30 a.m. to 9.00 a.m. and from about 1.30 p.m. to 2.00 p.m. we expect the entrance of the largest number of persons. Figure 12 plots the values of the global capabilities PeopleIn, PeoplelOut, and PeopleInside as described in Section IV-C, for a representative day (Thursday, January 14, 2016). In particular, the number of persons entering (PeopleIn) and leaving (PeopleOut) the building are shown by means of the green dotted line and the orange dotted stretched line respectively while the contiguous black line represents the number of persons in the building (PeopleInside). Figure 12 shows a first little jump at about 7.30 a.m. then, starting from 8.00 a.m., we register a rapid growth of the number of persons until about 9.00 a.m.. According to the plot, students and teachers enter and leave the building up until about 6.00 p.m. while after 8.00 p.m., the time at which the guardian close the gateways, nobody is present into the building. Overall, during the day, about 300 persons have entered and exited the building. Figure 13 plots the values of the local peopleCounter capability for each gateway on the same representative day. In particular at each node the difference between the in values and the out value of the counter, which can be considered a net flow of persons through the gateway, has been plotted. Notice that a positive value represent a net flow entering through the gateway (i.e., entering the building) while a negative values represents a net flow coming out of the gate (i.e., coming out of the building). Interestingly, the three gateways have been used in a very different way, in fact, gateway E1, which is the only elevator, shows a positive net flow for the whole day while S1 has been crossed always by a negative flow. The behavior of people at gateway S2 was still different showing a positive flow on the first part of the day (up until 1.00 p.m.) and a negative one for the rest of the day. These results show that the elevator E1 has been used mainly to going up to the second floor of the Collegio Raffaello while the two stairways S1 and S2 are mostly used to get off it. Notice that, gateway S2 is the closest to the elevator and its positive flow, visible only in the morning, is most likely due to the high probability to find the elevator busy during the most crowded hours in which gateway S2 become a more convenient way to going up. Monitoring the CO 2 : the value of concentration of CO 2 is continuously measured by four different nodes: #3, #4, #5, and #8. Nodes #3 and #5 are located respectively into the Von Neumann and Turing classrooms while the remaining two ones measure the CO 2 concentration on the main hallway. Figure 14 show the CO 2 concentration measured during a whole day. In particular, orange dotted line and green dotted stretched line plot, respectively, data coming from Turing and from Von Neumann classrooms while the blue dotted stretched line represent the concentration measured along the hallway. The global average value has also been shown by means of the contiguous black line. In all cases, the CO 2 concentration shows a rapid growth immediately after 9.00 am, which, in both classroom, ends about 11.00 a.m.. Then, the value decreases until about 3.00 p.m. and then it grows again until about 5.00 p.m.. The concentration of CO 2 in the hallway, on the other hand, is growing steadily up until 5.00 p.m. and then it decreases for the rest of the day.
Interestingly, CO 2 concentration starts growing at the beginning of the first lesson for both classrooms (Von Neumann and Turing), exceeding the value of 3, 000 ppm in the Von Neumann classroom, in which, at the end of the first lesson unit, it drops rapidly while, in the Turing classroom it starts decreasing only at the end of the second lesson unit. This different behavior is most likely due to the manual management of the building ventilation; in fact, the Collegio Raffaello does not have an integrated air changes system (even if giving these results it should be installed), which, however, is achieved by manually opening the doors or the windows. So probably the teacher, in the Von Neumann classroom must have opened a door or a window just at the end of the second lesson. Figure 15 shows the overlay of the average CO 2 concentration and of the number of persons in the building. As expected the correlation between these two variables is very strong considering that the measured CO 2 in the building is, undoubtedly, the result of the breathing of people in the building. It is also interesting to note the delay (of about one hour) with which the concentration of CO 2 follows the number of persons in the building. Notice that, the correlation between the number of persons and the CO2 levels can also be seen as an indirect crossvalidation of the correctness of the self-developed people counter sensor
1) MEASURING NOISE AND TEMPERATURE
The global capability Noise has been obtained by averaging the values measured by nodes #3,#4,#5, and #8. Each node, in this case, acquires one minute of a sound wave, sampled at 8khz, from which it calculates the noise value expressed in dB(Sound Pressure Level, SPL) and then sends it to the sink. After that, the Noise application go to sleep for 5 minutes before repeat the procedure. Figure 16 reports the measured noise level during Thursday, January 14, 2016. As expected, the highest levels of noise are found in the early morning (around 9.00 a.m.) and, approximately near to the end of each lesson units. Despite this, the noise level always remains at acceptable levels with few peaks greater than 50 dB (SPL).
On the other hand, also the temperature in the building is influenced by the presence of people. In fact, analyzing Figure 17 , which shows the average temperature on the building, it is possible to find the same increasing trend in correspondence of the periods where there are more people. Notice that, even if the induced variations are clearly identifiable, they are limited within a degree of Celsius. Figure 17 also shows, by means of dashed lines, the upper and the lowers values recorded during the day. Interestingly, from the chart it can also be deduced that the building heating system turns on around 6.00 a.m..
B. RELIABILITY
During the first year of operation the overall loss rate calculated on data packet was about 6% with maximum peaks of about 10%. Notice that VirtualSense makes use of the Contiki rime unicast protocol to deliver data packets, which is an acknowledged protocol without retransmission. In particular, the acknowledge is used only to immediately notify to the sender the reception of the packet, which can immediately shut down the radio transceiver and save energy, but it will not trigger a retransmission in case of miss. Furthermore, also at the application level no retransmission has been expected. So, if a packet created by a source node does not arrive to the sink for any reason, this will never be sent again and not will even be required by the sink. Due to this intrinsically not reliable communication protocol, and to the characteristics of the building (some walls are thicker than one meter), the average packet loss reaches 6%. In order to mitigate this phenomenon, and to guarantee that an appropriate number of packets will be received by the sink, each source node has been programmed to oversample the physical quantity to be monitored at a rate 10% higher (the transmission rate increases accordingly). Over-sampling and over-transmission provides a simple, rather effective way of counteracting possible losses, though at the expense of increased average traffic. Figure 18 shows the cumulative packet loss percentage measured during Thursday, January 14, 2016 plotted together with the number of persons in the building.
A total of 11.095 packets were received throughout the day, while the total amount of packets sent by the nodes was 12.000, for a percentage of lost packets of about 7.5%. Interestingly, the growth rate of the cumulative packet loss changes during the day and in particular, it seems to be influenced by the presence of people in the building, as it apparently increases with the number of persons. Furthermore, from the analysis of the system logs we observed that the connectivity appreciably changes during a day, probably due to the interferences (perhaps introduced by students' smartphones and laptops) and to the shielding effect produced by the body of people in the building. Indeed, in case of protracted interferences and shielding effect, which make a node unreachable for an appreciable period of time, the CTP will define a new route thus changing the network topology.
Normally, data packets reach the sink by passing through at maximum 4 hops while more than 50% of the packets are directly received by the sink without using multi-hops. But, during the most busy hours we recorded the higher values of packet loss and the higher number of topology changes. In any case, the proposed testbed architecture has effectively adapted the routing strategy and it has managed to ensure the continuous monitoring of the comfort parameters in the building.
C. ENERGY EFFICIENCY
The extremely low power consumption of the VirtualSense nodes allows the proposed testbed to reach a high energy efficiency which translates into a longer expected lifetime of the system once powered by means of finite energy buffer such as traditional batteries. Notice that the current testbed is powered through the wired backbone described in section III-D and, obviously, it has not lifetime issues but, in order to evaluate the energy efficiency, a node of the testbed has been instrumented and its power consumption has been measured using a National Instruments NI-DAQmx PCI-6251 16-channel data acquisition board during the daily activity. Figure 19 reports a section of a power consumption trace collected at node #2. The power trace highlights several events which occur during the daily life of a node. In particular, the periodic Channel Clear Assessment (CCA), performed every 125ms by the Contiki rime protocol to sense the transmission channel, is clearly visible as it entails a very short peak in power consumption which reaches about 70mW . Notice that, the CCA is the explicit synchronization point used by Contiki OS to manage the wireless channel so that it triggers the start of both packet transmission and packet reception. The trace also shows the power consumption associated to the reception and decoding of a packet directed to another node in the range (Heard packet). It is interesting to note that the heard packet does not produce any action in the node because this packet is simply discarded. On the other hand, a reception of a proper packet (Received packet) is immediately followed by its transmission (Sent packet) to forward it to the next hop. Finally, from the trace of Figure 19 it is also possible to evaluate the power consumption due to the execution of a node application (CPU burst) which entails a short peak lower than 20mW . In particular, the reported CPU burst, showing a duration of about 20ms is related to the execution of an application which manages a single node capability. In fact, the application fractioning, due to the multitasking approach, and to the high level programming paradigm of the Java language, leads to the creation of applications which are extremely short in number of bytecodes. These applications can be executed in a very small time allowing to shutdown the CPU to a low power mode very soon in order to save valuable energy.
D. PROGRAMMING EFFORT AND REUSABILITY
The multitasking capabilities as well as the high abstraction level of the Java language used on the proposed testbed strongly impact the programming effort and the reusability of the code.
Traditionally, in WSNs domain, quantifying the programming effort has been done by considering the number of lines of code required to implement a particular algorithm or a particular task [17] . In the proposed testbed, our implementation of the CTP requires 823 lines of code while, for instance, the NesC implementation in TinyOS uses 1, 613 lines of source code [40] and 993 lines on the TeenyLIME middleware implementation [41] . Moreover, in our implementation, a simple sampling and sending task ranges from 18 to 35 lines of source code, as shown in Figures 6 and 7 , making the programming effort required for each single application extremely low. VOLUME 6, 2018 Finally, the use of a high abstraction level programming language such as Java, and the partitioning of the nodes applications into very simple and short tasks, lead to a high degree of decoupling of the code which, ultimately, leads to an easy reuse of it. For instance, in a new deployment with a different number of nodes, each equipped with a different number of sensors, most of the code can be easily reused.
VI. CONCLUSIONS
Wireless sensor networks are nowadays considered a key technology for complex monitoring in many civil and historical buildings because of their reduced cost, power consumption and structural invasiveness, which make them an attractive solution both in the design of automation systems in new buildings and in the retrofitting of existing ones. A major goal of WSN design for built environment has been, in the last decade, monitoring of structural properties of critical infrastructures (i.e. bridges) or historical buildings, and energy consumption metering for driving automated actuation chains in HVAC systems. Despite some effort in the direction of adopting WSN to monitor occupants comfort, there is the need for the resolution of issues related to the design, deployment and management of sensornets in this specific application domain, together with a more comprehensive assessment of performance in real-world testbeds. In particular, evaluating human comfort is a complex task because it involves the measurement of several variables influencing it. Given the constraints imposed by ultra-low-power motes in terms of processing, memory and communication capabilities, sensing multiple parameters at possibly different rates might result in a non-trivial task, which entails careful design choices to achieve flexibility, ease of administration and scalability of the sensing infrastructure.
In this article we introduced and described a WSN testbed for monitoring indoor human comfort. The testbed has been deployed in a two centuries old building hosting a university campus in Urbino, Italy. The designed WSN is based on motes equipped with multitasking capabilities, which allow concurrent execution of multiple independent applications on the same sensor node. This results into a flexible solution which allows to monitor several physical quantities (possibly at different time resolutions on the same sensor node) and to operate according to event-based policies.
Extensive experimental evaluations highlighted the usability of the deployed network for sensing several quantities (e.g. temperature, CO 2 , noise, light, pressure) and for measuring trigger-based events (e.g. to count the number of persons flowing into the building). All sensing applications are implemented as independent programs running concurrently on the same physical node, thereby making it easier and flexible to deploy and maintain the whole WSN and enabling a thorough exploitation of the available hardware resources. The overall architecture guarantees ease of maintenance and configuration thanks to the independence of several existing applications that could be run on top of the software stack. For instance, adding a node for power metering purposes only implied to write one more capability description into the server configuration file, which can be done in a transparent way with respect to the system functioning (i.e. without the need of shutting down and/or restarting any resource).
MATTEO DROMEDARI received the Laurea degree in science and information technologies from the University of Urbino, Italy, in 2010. Since 2013, he has been with the Department of Basic Sciences and Foundations, University of Urbino, cooperating as self-employed, mainly in the development of wireless sensor networks and embedded systems. Since 2016, he has been with the Automation Research and Development Group, Schnell S.p.A. His main research interests are related to wireless sensor networks and low-power embedded systems.
VALERIO FRESCHI received the degree in electronic engineering from the University of Ancona, Italy, in 1999, and the Ph.D. degree in computer science engineering from the University of Ferrara, Italy, in 2006. He is currently a Research Fellow in computer engineering with the Department of Pure and Applied Sciences, University of Urbino, Italy. His research interests include wireless sensor networks, networked embedded systems, graph algorithms, bioinformatics, and optimization. VOLUME 6, 2018 
