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Abstract 
 
Ultra-high field (≥7 T) magnetic resonance imaging (MRI) offers improved image quality to 
facilitate clinical diagnosis. However, the wavelength of radiofrequency (RF) electromagnetic (EM) 
waves becomes a fraction of the size of the human body at ultra-high fields; therefore, constructive 
and destructive interference of RF magnetic field (B1 field) forms in the human body, causing bright 
and dark regions in the output images. These artefacts seriously affect the accuracy and diagnostic 
value of the images. The RF power deposited in the human body is dramatically increased at ultra-
high fields and the resultant overheating could potentially damage tissues. The long scan duration is 
also an issue which is reported as the most unpleasant factor during an MRI scan at 7 T. It can cause 
patient discomfort, both psychologically and physically; consequently, inevitable motion of the 
patient could induce motion artefacts in the images that seriously degrade image quality for clinical 
use.  
 
In terms of hardware, phased array coils are considered to be the best choice to implement parallel 
transmission and parallel imaging for solving ultra-high field issues. Parallel transmission and 
parallel imaging use multiple coils to transmit and receive signals. Theoretically, increasing the 
number of coils in an array can improve the performance of parallel transmission and parallel 
imaging. However, this raises RF coil related issues, such as reduced B1 penetration and increased 
mutual coupling, which undermine the efficiency of parallel transmission/imaging. Alternatively, a 
physical rotating RF coil is capable of emulating a large number of coils without these RF coil 
related issues, so it could be employed as a solution. However, with only one coil element, the 
rotating RF coil (RRFC) is limited in its ability to reduce the scan duration. 
 
The specific aim of this project is to develop RF techniques that strategically combine the array 
structure with the rotating concept, to provide better solutions for ultra-high field issues. By 
introducing the rotation, the coil has the capability of acquiring a large number of transmit/receive 
sensitivity profiles, and thus fewer coils are needed for parallel transmission and parallel imaging. 
This offers the opportunity of constructing a coil array with lower coupling and bigger coils that 
have higher efficiency and B1 penetration. Compared to a stationary coil array, the rotating array 
will also introduce an extra degree of freedom in the spatial domain to facilitate B1 field 
homogenising (B1 shimming) and Specific Absorption Rate (SAR) control. 
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The geometry of a 4-element rotating RF coil array (RRFCA) was optimised to achieve natural 
decoupling and reasonable B1 penetration, and then the RRFCA prototype was built for imaging a 
head-size homogenous phantom at 7 T. In order to achieve an image reconstruction without 
significant 1B inhomogeneity, a time interleaved, spatial varying B1 inhomogeneity mitigation 
strategy for the RRFAC was developed. A dedicated rotating-SENSE algorithm was also developed 
to accelerate the image acquisition up to four-fold with an optimal chosen stepping angle of the 
rotation. The feasibility of using the RRFCA at 7 T is also tested with human subjects. At 7 T, the 
coil-tissue interaction becomes complex and unpredictable. In order to use the rotating-SENSE for 
fast imaging, a novel in vivo rotation-dependent sensitivity estimation algorithm based on a library 
and registration techniques was developed and validated with human subjects. With the assistance 
of this algorithm and the rotating-SENSE algorithm, the RRFCA was proved capable of 
reconstructing artefact-free images at a high reduction factor of scan time. However, mapping the 
sensitivity required extra scans that potentially extend the scan time, although the overall time was 
reduced by using dedicated algorithms. In addition, those methods cannot reconstruct images using 
built-in algorithms on the host computer of MRI system, which prevent their use for applications 
that require immediate image outputs. Instead of using Cartesian sampling, the feasibility of using 
radial trajectory to reconstruct artefact-free images with system built-in algorithm was investigated 
at 9.4 T. This imaging scheme was found to be more practical and can facilitate the rotating 
technique for in vivo applications. 
 
The results suggested that by introducing rotation and with the assistance of an in vivo sensitivity 
estimation algorithm, a low channel-count, large coil-size rotating array is capable of reconstructing 
images without significant inhomogeneity within only a quarter of the scan duration. By employing 
the radial sampling, the imaging scheme was more practical and could benefit those in vivo 
applications that require immediate on-line image reconstruction.  
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Chapter 1.  Introduction 
 
In this introduction, the radiofrequency (RF) coil related issues of ultra-high field (≥ 7 T) 
magnetic resonance imaging (MRI) are briefly introduced, and the importance of solving these 
issues is also outlined. The aim of this project is to develop RF techniques, both new acquisition 
and reconstruction methods, to mitigate ultra-high field related issues. The outline of this thesis is 
also summarised from research scope to methodology.  
1.1. Problems and motivations  
Great efforts have been made to increase the strength of the main magnetic field (B0) for MRI 
because of the potential advantages, such as higher signal-to-noise ratio (SNR), increased Blood-
Oxygen-Level-Dependent (BOLD) effect and wider applications of X-nuclei (sodium/phosphorus) 
imaging. Preliminary clinical results have confirmed the advantages of imaging at ultra-high fields 
[1-7]. 
However, there are a number of RF field (B1 field) related issues that come with higher fields. 
MRI relies on RF coils to transmit and receive MR signals in the form of electromagnetic (EM) 
waves. However, at ultra-high fields, the wavelength of RF EM waves is shorter than the 
geometrical size of human body, which forms constructive and destructive interference that in turn 
manifest as image distortions. This can seriously affect the diagnostic quality of images. The RF 
energy deposited into the human body is dramatically increased at ultra-high fields, which is 
proportional to the square of field strength [8]. The overheating may cause tissue damage and thus 
hinder the clinical use of ultra-high field MRI. Since in vivo temperature increases are very difficult 
to measure, the specific absorption rate (SAR) is used to indicate the RF power dissipation. In 
addition, long scan duration is a concern for both high and low field MRI. At 7 T, the long scan 
duration is considered to be the most unpleasant factor [9]. Patients find it hard to remain absolutely 
still for long periods which leads to motion artefacts that can seriously degrade image quality. A 
number of studies have been carried out to develop various methods for solving these issues [10-37]. 
However, there is no accepted standard solution to solve these issues. In order to achieve the 
promised benefits from ultra-high field MRI, these RF-field related issues need to be addressed.  
1.2. Objective and scope 
 The broad aim of this project is to develop novel RF techniques to solve ultra-high field 
problems. To date, in terms of hardware, phased array coils are considered to be the best option to 
implement parallel transmission [23, 24, 31, 36] and parallel imaging [10-13], which are efficient at 
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mitigating B1 inhomogeneity while controlling SAR and reducing scan duration. In parallel 
transmission, the B1 inhomogeneity and excessive SAR are mitigated by adjusting the magnitude 
and phase of each transmit channel in conjunction with an RF pulsing design in the spatial and time 
domains. In parallel imaging, the Generalized Autocalibrating Partially Parallel Acquisition 
(GRAPPA) algorithm [10] finds coefficients from coils to reconstruct undersampled k-space. The 
SENSitivity Encoding (SENSE) algorithm [11, 12] employs spatial sensitivity information of coils to 
reconstruct images with partially acquired k-space. In order to further improve performance of 
parallel transmission and parallel imaging, one method is to increase the number of coils. 
Specifically, with more coils and therefore transmit and receive channels, the parallel transmission 
has higher degrees of freedom to better homogenise B1 field and control SAR.  
 However, the efficiency of this method reduces with an increased number of elements, due to 
the decreased performance of RF coils, such as stronger coupling and reduced B1 penetration. On a 
confined surface, the coil size is necessarily smaller and mutual couplings are increased with a 
larger number of coils; the smaller coil size also leads to a shallower B1 penetration. These could 
reduce the efficiency of parallel transmission and parallel imaging, because coils are less efficient in 
modulating inhomogeneous B1 field and receiving signals at some (particularly deep) regions. Some 
studies have demonstrated the limitation of using phased array coils for improving the performance 
of parallel transmission [23, 24, 36] and parallel imaging [38, 39]. Alternatively, a recently 
developed single element rotating RF coil (RRFC) [40, 41] has proved to be capable of reducing 
scan time for in vivo imaging at low fields. With only one coil element, the coil size is big and there 
is no coupling, which improves the coil performance. However, with only one coil, the imaging 
acceleration strategy of the RRFC requires an increase of rotation speed and analogue-to-digital 
(ADC) sampling rate, which could be limiting factors especially for large volume coils. Phased 
array coils and the RRFC have complementary advantages, thus combining two techniques could 
synergize each other’s strengths and offset their disadvantages.  
The specific aim of this thesis is to develop rotating techniques that strategically combine the 
physically rotated coil concept and general array structures to better solve ultra-high field issues. 
Specifically, benefitting from rotation, each coil is capable of acquiring a large number of transmit 
and receive profiles for parallel transmission and parallel imaging, which allows the use of fewer 
but larger coils. Coils in such a rotating RF coil array (RRFCA) have lower coupling and deeper B1 
penetration which improves the performance of B1 shimming and acquisition acceleration. In 
addition, with the extra degrees of freedom introduced from rotating, the B1 shimming and SAR 
control could be achieved with relatively simple methods without complex pulsing design. With 
multiple rotating elements, imaging acceleration is achieved without modulating the rotation speed. 
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New algorithms based on SENSE that employ abundant rotation-dependent sensitivity maps can be 
developed to better accelerate acquisitions and reconstruct images.  
An important aspect of any new acquisition method is to ensure rapid image reconstruction that 
is achievable on the host computer of the MRI system. This ensures clinical workflow. A further 
aim of this thesis is to investigate the use of efficient reconstruction algorithms that are appropriate 
for the data generated by the rotating array system. One promising avenue is the use of radial k-
space acquisition trajectories, in combination with a novel artefact suppression and on-line 
reconstruction algorithm. A new rapid imaging scheme based on the use of radial trajectory 
acquisitions and related reconstruction methods in combination with rotating techniques will also be 
investigated. 
1.3. Thesis overview 
In Chapter 2, the theoretical improvement of the MRI signal at ultra-high fields is analysed and 
various clinical applications are investigated. These mathematical derivations and clinical 
validations are strong evidence of the ultra-high field MRI outperforming lower fields. The clinical 
benefits emphasise the importance of solving technical issues to benefit from ultra-high field MRI.  
In Chapter 3, the technical issues and the existing solutions are reviewed. Demonstrated with 
simulation results and clinical images, these RF-field related issues are shown to be a serious 
obstacle for successfully implementing clinical ultra-high field MRI. This strengthens the aim of 
this project to develop novel RF techniques for solving ultra-high field issues and facilitating 
clinical applications. 
In Chapters 4 and 5, the RRFCA and corresponding algorithms are developed with numerical 
models and then validated with a homogenous phantom. Afterwards, the feasibility of using the 
RRFCA will be tested on human subjects. In Chapter 4, assisted by the numerical modelling, the 
structure of the RRFCA is first optimised, and then the B1 shimming strategy is investigated when 
the extra degrees of freedom is introduced by rotation. The acquisition acceleration and 
reconstruction algorithms are also developed in this chapter. In Chapter 5, in order to use the 
RRFCA for human brain imaging, the rotation-dependent sensitivities need to be accurately 
estimated. Therefore, a registration technique based in vivo sensitivity estimation algorithm is 
developed and validated with human subjects.  
In order to extend the applications and improve practicability of the RRFCA, a new imaging 
scheme is developed in Chapter 6 by employing radial trajectories. By characterising artefacts 
caused by coil rotation, this method can reconstruct images with a customised algorithm without 
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mapping any transmit/receive sensitivity, therefore saving  time on sensitivity calibrations and 
extending the rotating technique to applications that requires immediate image output.  
In Chapter 7, this thesis will be concluded with a summary of the advantages of the rotating 
technique over conventional techniques, in terms of solving ultra-high field issues. In addition, the 
future work of using the RRFCA for wider applications will be discussed.  
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Chapter 2.  Benefits of ultra-high field MRI 
 
As one of the most important imaging modalities with various clinical applications, MRI has 
become widespread with over 25,000 scanners in use worldwide [42]. When looking back at the 
history of MRI, there is a clear trend of pushing the main magnetic field (B0) to higher strengths. 
The first clinical MRI scanner started with 0.35 T in 1983, which then rose to 1.0 T and 1.5 T in the 
late 1980s. High field MRI systems were tested in 1990s and 3 T became the highest permitted field 
strength for clinical use in 2002.  Ultra-high field (≥7 T) MRI systems became available in the late 
90s.   
The promised SNR improvement is one of the primary drives to increase the strength of the 
main magnetic field (B0). Besides the SNR increase, the signal sensitivity of functional MRI (fMRI) 
and X-nuclei are also considered higher at ultra-high fields. In this chapter, the mathematical 
derivations and clinical applications will be used to demonstrate the benefits of ultra-high field MRI. 
2.1. Theoretical analysis of SNR dependency on B0 
In order to reveal the relationship of the MRI signal and field strength, it is necessary to analyse 
the MR signal at an elementary level. The nuclear magnetic resonance (NMR) phenomenon is an 
ensemble effect of elementary particles in a volume of substance. Generally, the MRI signal is 
generated with three essential conditions, namely, spin, external magnetic field and RF EM waves. 
In the first part of this chapter, these factors and their relationships to the MR signal are 
mathematically analysed. 
2.1.1. The magnetisation and its dependency on B0 
The spin and the strong external magnetic field generate the magnetisation, M0, which is 
considered to be the maximum amount of MRI signal that can be received. Spin is an intrinsic 
property of elementary particles, composite particles and atomic nuclei [43, 44]. As shown in 
Figure 2-1 (a), a spinning proton can possess a magnetic dipole moment. Atomic nuclei with an odd 
number of protons have a non-zero net magnetic moment. The magnetic moment   of the proton is 
related to the quantised angular momentum [45]: 
  I                                                                   (2.1) 
where  is the Planck constant divided by 2 ( ); and  is the gyromagnetic 
ratio; for the proton, the value of  is . I is the angular momentum 
quantum number, which is in multiples of 1/2 and can be + or -. I= ½ for proton. With the presence 
 341.055 10  Joules 

8 1 12.68 10 rad s Tesla   
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of the external magnetic field, the proton only has two possible states with a quantum number of 
 and .  
The human body is made up of over 60% of water; therefore hydrogen protons are abundant in 
various soft tissues, such as muscles and brain. Under normal circumstances (i.e. no external 
magnetic field), the spin orientations of hydrogen protons in a sample are randomised as shown in 
Figure 2-1(b); consequently, the net magnetic moment in a sample is close to zero. However, under 
a strong external magnetic field, the hydrogen protons will experience forces and align with the 
magnetic field in two orientations as shown in Figure 2-1(c): parallel or anti-parallel.  
 
 
 
 
 
 
 
 
 
 
Figure 2-1. (a) Illustration of magnetic dipole induced by spin of the hydrogen proton; (b) 
hydrogen protons without external magnetic field, and (c) hydrogen protons align with the external 
magnetic field in parallel or anti-parallel direction. 
 The alignment direction is determined by the energy levels of a proton. The protons with 
higher energy level align to the magnetic field in an anti-parallel direction while low energy protons 
align in a parallel direction. Their energies are calculated in Eq. 2.2(a) and Eq. 2.2(b). More protons 
orient parallel than anti-parallel; therefore the difference of ensemble magnetic moments generates 
a net magnetisation along the direction, namely the magnetisation . 
The Zeeman energies E of the hydrogen protons spinning in two directions are calculated as Eq. 
2.2 a and 2.2 b [46], the difference of these two energy state ΔE is calculated as Eq. 2.2 c.  
                                                   (2.2a) 
                                                  (2.2b) 
1
2
 1
2
0B M 0
0 0
1
2
parallelE B B   
0 0
1
2
anti parallelE B B   
(a) (b) (c) 
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                                              (2.2c) 
In order to calculate the magnetisation , it is necessary to know the number of excessive 
protons. According to the Boltzmann distribution and Eq. 2.2(c), the number of spins aligned with 
 (  ) versus against ( ) is calculated as: 
                                                 (2.3) 
where k is the Boltzmann constant ( ) and T is the absolute temperature. At 
body temperature, since the , the number of protons that can generate the MR signal (N 
excess) is derived as [47]: 
                                    (2.4) 
where is the total number of the protons in the excited volume. With a known proton density 
of unit volume ρ, the magnetisation  can be calculated as [48]:  
                                                    (2.5)  
Eq. 2.5 indicates that in the same sample, the strength of magnetisation is proportional to the 
strength of the applied external magnetic field. The MR signal source is proportional to the number 
of excessive low energy protons (parallel) over the high energy protons (anti-parallel), which is 
only 3 protons per million per Tesla, at body temperature [49]. The straightforward method to 
improve the SNR is to increase the number of MR signal sources; namely, increase the main 
magnetic field strength . However, the MR signal strength is also closely related to the conditions 
during transmission and reception.  
2.1.2. MR signal excitation and reception 
When placing certain nuclei in a magnetic field, the nuclei absorb and emit RF energy while the 
RF power is on and off [50]. Working independently, Block et al. [51] and Purcell et al. [52] 
detected this proton magnetic resonance phenomenon in liquid water and solid paraffin, 
respectively. The frequency of the RF wave matches the external magnetic field according to the 
Larmor equation:   
0anti parallel parallelE E E B  
M
0
0B parallelN 0B anti parallelN 
0BE
anti parallel kT kT
parallel
N
e e
N


 
231.38 10  / KJoules
0B KT
0
2
total
excess parallel anti parallel
N B
N N N
KT

   
totalN
0M
2 2
0 0
0
2 2 4
B B
M
KT KT
   
 
0M
0B
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                                                        (2.6) 
where the 0  is normally referred to as the Larmor precessional frequency. The gyromagnetic ratio 
and resonant frequency of several commonly imaged isotopes are listed in Table 1.1. 
Table 1-1 Gyromagnetic ratio and resonant frequency of several commonly measured isotopes [47] 
 Gyromagnetic ratio 
(MHz) 
Resonant frequency 
at 1.5 T 
Resonant frequency 
at 3 T 
Resonant frequency 
at 7 T 
1
H 42.58 63.87 MHz 127.74 MHz 298.06 MHz 
31
P 17.24 25.86 MHz 51.72 MHz 120.68 MHz 
23
Na 11.26 16.89 MHz 33.78 MHz 78.82 MHz 
19
F 40.05
 
60.01 MHz 120.02 MHz 280.35 MHz 
 
During excitation, the low energy protons (parallel) absorb the RF energy and jump to the high 
energy level (anti-parallel); consequently, the collective net magnetisation is a spiral movement as 
shown in Figure 2-2 (a). Only the magnetisation in the XY plane is an effective MR signal that can 
be received. In Figure 2-2 (b), M  is the projection of flipped magnetisation 0M  in the XY plane 
and θ is the flip angle.  
 
 
 
 
 
 
Figure 2-2. (a) Net magnetisation M0 is flipped by RF waves. (b) Illustration of flip angle in the 
rotating frame of reference.   
The flip angle θ is directly related to the RF pulse as [53]: 
 1B                                                                   (2.7) 
0 0
E
B  
(a) (b) 
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where the  is the RF pulse duration and  is the magnitude of the spatial distribution of the RF 
magnetic field. The MRI signal generated from the transverse component ( M  ) of the flipped 
magnetisation 0M  is therefore calculated as: 
0 0 1sin( ) sin( )M M M B  
                                                 (2.8) 
When the RF pulse is removed, protons will experience forces to return to their original states, 
and the flipped magnetisation will return to equilibrium 0M . According to Faraday’s Law, if a 
receiver is placed orthogonal to the XY plane, a current will be generated in the loop. The measured 
voltage signal is called free induction decay (FID) and is shown in Figure 2-3.  
 
Figure 2-3. The FID signal before sending to a mixer. 
In Eq. 2.8, the flipped magnetisation M   is the maximum amount of signal that a coil can 
receive, despite of the efficiency of reception. It is clear that besides 0M , the received MR signal is 
also proportional to the RF magnetic field distribution 1B  and RF pulse duration  . Due to the 
complex coil-subject interaction, the 1B  distribution becomes subject-dependent at ultra-high field. 
The receive ability of the RF coil and the noises also affect the SNR of the final image. In the next 
section, all these factors will be considered in order to derive the SNR dependency on .  
2.1.3. SNR dependency on B0 
2.1.3.1. Intrinsic signal dependency on B0 
When the RF power is removed, the flipped magnetisation returns to its original state. The 
magnetic flux passing through a closed loop l  (RF coil) will induce an electromagnetic field ( ). 
The electromagnetic voltage received by the RF coil is calculated according to Faraday’s Law [54]: 
l
d
E dl
dt


                                                            (2.9) 

1B
0B
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The total magnetic flux   is determined by the concept of reciprocity [55]: 
   
1(t) (t) (t) 
sample
B M dV                                                (2.10) 
where 1B  
denotes the magnetic field produced by the RF coil to generate the time-dependent 
flipped magnetisation (t)M

 and V denotes the volume. Combining the Eqs. 2.9 and 2.10, the 
voltage signal received by the coil is:     
1(t) (t) 
sample
d
B M dV
dt
                                            (2.11) 
The RF coil is placed parallel to the z-axis, in which it generates a 1B  field that is perpendicular 
to 0B  during transmission. Therefore, during decay, the RF coil will only receive signals in the 
transverse plane from the X-axis and Y-axis component of the M  , namely, the xM
 and yM

. The 
partial solutions of the Bloch Equation in the transverse plane are [51]:  
           2/
0 0(t) ( (0)cos t (0)sin t)
t T
x x yM e M M 
                                (2.12a) 
2/
0 0(t) ( (0)cos t (0)sin t)
t T
y y xM e M M 
                                (2.12b) 
where is the Larmor frequency;  and are the longitude and transverse relaxation time. 
Substituting Eq. 2.12 into Eq. 2.11, the signal acquired by the receiver is illustrated as below: 
 
2
1x 1
0 xy 1x 0 0 1 0 0
[ ] 
e M [ sin( ) cos( )] 
x y y
t
T
y
d
signal B M B M dV
dt
B t B t dV    
 

  
   


            (2.13) 
where 1xB and 1yB are the components in the X- and Y-axis and calculated as: 
     
1x 1
1 1
cos
sin
B
y B
B B
B B




                                                          (2.14) 
Substituting Eq. 2.14 into Eq. 2.13 and with the trigonometric relation: 
sin(a+b)=sin(a)cos(b)+cos(a)sin(b)                                    (2.15) 
The intrinsic signal is obtained as Eq. 2.16:   
0 1T 2T
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                            (2.16) 
where is the projection of the net magnetisation on the transverse plane: 
xy 0 sin( )M M M 
                                                          (2.17) 
Substituting Eq. 2.17 with Eq. 2.16, the intrinsic signal in the sample is obtained as: 
2
2 2
0
0 1 0 0
2
0
e sin( ) sin( )
4
t
T
B
B
signal B t dV
KT
B
 
    

       

                    (2.18) 
Eq. 2.18 indicates an increase of the MR signal with a higher main field B0. However, in order 
to characterise the SNR, it is also important to analyse the dependency of noise behaviour on B0.  
2.1.3.2. Noise dependency on B0 
The noise in MRI is generated by the thermal motion of the charges and dipoles inside the 
sample and coil [8]. It is characterised by the Nyquist’s equation [56]: 
4noiseV kT R                                                       (2.19) 
where T is the absolute temperature in Kelvin;   equates the bandwidth of the receiver.  is the 
effective resistance in the sample ( ) and the coil ( ) which is hard to calculate accurately. 
However, the dissipated power P can be calculated as P=I
2
R, and calculating the power loss of the 
RF coil port ( coilP ) can indicate the noise level. Therefore, Eq 2.19 can be written as: 
     4 4noise coil coil sample sampleV KT P kT P                              (2.20) 
For a good conductor, the penetration depth δ is calculated as:  
                                                 (2.21) 
where  and are the magnetic permeability and electrical conductivity of the conductor, 
respectively. The resistance of the coil is [8]: 
                                              (2.22) 
2
0 xy 1 0 0e M sin( )
t
T
Bsignal B t dV   

      
xyM
R
sampleR coilR
0
2
2 c cw

  

c c
/ 2cR Length  
12 
 
Knowing that the power calculation is dependent on the electrical current and resistance, 
combining Eqs. 2.21 and 2.22, resulting in the following [8]:  
                             (2.23) 
The power dissipated into the sample is calculated as and according to Faraday’s 
law in time-harmonic form: 
                                                (2.24) 
From Eq. 2.24, it is seen that , and thereby  
                                                     (2.25) 
2.1.3.3. SNR in low, mid and high fields 
SNR in low field 
At low field (≤1T), the B1 distribution is independent to the B0 due to the much longer 
wavelength than the dimension of the subject. Therefore, combining the Eq. 2.17 – Eq. 2.25, the 
SNR at low field can be written as: 
                                              (2.26) 
where a and b scale the noise contribution from coil and sample, respectively. As the B0 → 0, the 
noise contribution from the coil will dominate, that is 1/2 20 0aB bB  [8]. Thus the SNR at low fields 
can be approximated as [55]: 
                                             (2.27) 
SNR in mid-field  
At mid-field (1 T − 3 T), the B1 distribution is still independent of B0; however, as the field 
strength is stronger than 1.5 T, the sample noise starts to dominate according to Eq. 2.25, and the 
SNR is approximately [57]:     
                                               (2.28) 
2 2
0/ 2coil cP I R I Length B    
2
sample cP E
2
l s
E dl jv B ds    
E v
2 2
0sampleP E B 
0
2
0
1/2 2
0
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noise
V B
V aB bB


0
2
7/40
0
1/2
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noise
V B
B
V aB
 
0
2
0
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V B
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 
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SNR in high field  
The RF wavelength inside the human body becomes a fraction of the size of the subject at high 
field (>3 T), and the SNR is closely related to the B1 distribution in a volume [58]: 
                                       (2.29) 
where W is a weighting factor related to tissue and sequence.
 
is the excitation profile 
proportional to the flip angle and 
 
is the coil reception profile, illustrating the coil’s receive 
ability. 
 
and 
 
are calculated as [53]: 
                                                    (2.30a) 
                                                 (2.30b) 
where and denote the position dependent complex magnetic field quantities; i is the 
imaginary unit and the asterisk indicates the complex conjugation. 
According to Eq. 2.25, the Eq. 2.29 can be modified as: 
                                             (2.30) 
Eq. 2.30 indicates that at high field, the SNR increases with B0; however, the transmit and 
receive profiles need to be homogenous to make this increase meaningful. The B1 inhomogeneity 
and mitigation strategy will be illustrated in Chapter 3. 
2.1.4. Benefits of functional MRI (fMRI) with increased B0  
As one of the primary application of ultra-high field MRI, fMRI investigates the brain activity 
by detecting the changes of blood flow [59].  In 1990, a series of experiments carried out by Ogawa 
et al. [60] demonstrated the ability of MRI to detect and image the magnetic property changes in 
oxygenated and deoxygenated blood. The acronym “BOLD” was used to describe this Blood-
Oxygen-Level Dependent effect, which has underpinned thousands of studies for non-invasive fmri 
[61].  
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The BOLD signal is detected from magnetic property changes when haemoglobins are 
oxygenated and deoxygenated. Neurons cannot store oxygen internally; therefore, during activation, 
haemoglobins release their oxygen to neurons and become deoxygenated. The deoxygenated 
haemoglobins are strongly paramagnetic, in contrast to the diamagnetic oxygenated haemoglobins. 
This net change in the magnetic susceptibility causes a magnetic field distortion in and around the 
blood vessels. Such susceptibility changes cause dephasing of the MRI signals and attenuates the 
signal intensity, leading to darkened pixels in a T2* weighted image. 
As explained above, the spatial SNR increases with the field strength and the BOLD contrast is 
theoretically stronger from the microvasculature. Therefore, the BOLD effect at higher fields should 
be more sensitive than that of lower fields. The BOLD sensitivity (BS) is expected to be maximised 
for best fMRI image quality, which is calculated as [61]:  
                                                         (2.31) 
where tCNR denotes the temporal contrast-to-noise ratio. The TRvolume is the volume repetition time, 
which is constant with the same sequence parameters. The tCNR is calculated as [61]: 
                                                    (2.32) 
where the SNR0 increases with the B0 and λ is constant and independent of B0 [62]. The TE is chosen 
to match the tissue T2*. R2 is the relaxation rate (1/T2*) and for the gradient echoes, the R2 is 
replaced as R2*.  Theoretically, the (*) increases linearly with B0 linearly for large veins and 
quadratically for microvasculature [63]. Experimentally, it is proven that the (*) increase is 
supra-linear and linear for large veins and linear and super-linear for grey matter [3, 64, 65].   
2.2. Clinical applications  
In the previous section, the improvement of SNR and BOLD sensitivity with higher field 
strength has been mathematically derived. In this section, clinical images acquired at 3 T and 7 T 
are presented and compared to demonstrate the clinical benefits from ultra-high field MRI. The 
intrinsic higher SNR allows the visualisation of small lesions that normally have ambiguous 
boundaries and details shown in images acquired at lower field. In addition, the higher SNR is 
immediately transferred into higher spatial resolution without a clearly elevated noise level. These 
advantages are extremely useful for detecting and diagnosing disease at an early stage. The 
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improved BOLD sensitivity also facilitates the characterisation of brain activities. Clinical images 
of cerebrum, blood vessels, breast, musculoskeletal system and fMRI are exhibited to demonstrate 
the above mentioned advantages of ultra-high field MRI. Additionally, the new application for X-
nuclei imaging is also presented to demonstrate the wider application of ultra-high field MRI. 
2.2.1. Morphological imaging 
 
Figure 2-4.The Magnetisation-Prepared RApid Gradient-Echo (MP RAGE) images at 3 T and 7 
T for patients A, B and C [1]. (Reproduced with permission.) Patient A: tissue defect areas are 
marked with white arrowheads and the Virchow-Robin spaces are marked with red arrowheads. 
Patient B: The chronic lesions are marked with white arrowheads and the sub-acute lesions were 
marked with red arrowheads. The cortical bands are marked with asterisks. Patient C:  Small white 
matter lesions are marked with red arrowheads. 
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As MP RAGE is one of the most popular sequences for structural brain imaging [66], it was 
used to acquire brain images at 3 T and 7 T, respectively. In Figure 2-4, brain images acquired from 
three different patients are compared and the boxed areas are magnified for better visual comparison 
[1]. In patient A, the tissue defect area (white arrowheads) was larger and better confined at 7 T. 
The Virchow-Robin space (red arrowheads) was also easier to be detected with more details at 7 T. 
In patient B, the chronic lesion (white arrowheads) presented as a disruption of the cortical band, 
was better depicted with clearer boundaries and more details in the 7 T image. The area marked 
with red arrowheads indicated a sub-acute lesion, which was not well characterised and shown with 
ambiguous details in the 3 T image. However, benefited from a higher SNR and resolution at 7 T, 
the sub-acute lesion can be clearly detected. In addition, the cortical band can also be characterised 
as a superficial hyperintense layer and a deeper hypointense layer (asterisk) [1]. In patient C, the 
large infarct marked with white arrowheads, the differentiation of healthy tissue and hypointense 
gliosis was much easier at 7 T with richer details and clearer boundaries.  
 
Figure 2-5. Angiography images for patients A and B at 3 T (left column) and 7 T (right column) 
[1] (Reproduced with permission). 
In Figure 2-5, angiography images of two patients were acquired using the time-of-flight (TOF) 
method at 3 T and 7 T, respectively. Compared to images in the left column, the images obtained at 
7 T not only have a lower global noise level, but also the branches of the main cerebral arteries are 
well depicted. The details of arteries marked by white arrows in both patients can be barely seen 3 T 
whilst the images acquired at 7 T clearly reveal the small arteries. 
3 T 7 T 
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Figure 2-6. Knee images obtained at 3 T (a) and 7 T (b and c) with proton density (PD) turbo 
spin echo (TSE) sequence. The femoral condyle with meniscus is enlarged for better visualisation 
of the image quality [2]. (Reproduced with permission.) 
The Figure 2-6 (b) was obtained at 7 T with a shorter scan time but the same resolution as the 3 
T image in Figure 2-6 (a). The image quality of Figure 2-6 (b) is comparable to Figure 2-6 (a), both 
globally and locally.  The image in Figure 2-6(c) was acquired with the same scan time as the 3 T 
image in Figure 2-6 (a). In this application, with the same scan time, the 7 T image clearly has less 
noise (white dots) than 3 T. The cartilages at the femoral condyle and meniscus are better 
characterised and more easily segmented. 
(a) (b) (c) 
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Figure 2-7. Comparisons between 3 T (right column) and 7 T (left column) breast images from 
the same subject with standard resolution (top row) and high resolution (bottom row) obtained with 
T1-weighted fat suppression (FS) sequence [4]. (Reproduced with permission.) 
MRI has inherent higher sensitivity of soft tissue than mammography or ultrasound, offering 
better image quality regardless of the breast density [67, 68]. At higher fields, this advantage can be 
further enhanced. With a 1.1 × 1.1 × 1.6 mm
3
 voxel size, the 7 T image in the first row of Figure 2-
7 [4] has lower background noise and more detail than that of the 3 T image. The higher SNR of 7 T 
can be employed to increase the spatial resolution and facilitate clinical diagnosis. When the voxel 
size is 0.6 mm isotropic, the 7 T image was capable of clearly revealing dendritic patterns and 
ligaments without noise. In contrast, the 3 T image was contaminated by noise and the details were 
not clearly visible. The significantly higher image quality of ultra-high field MRI facilitates the 
clinical diagnosis with greater accuracy and a higher possibility of detecting small lesions at early 
stages of cancer, therefore increasing the survival rate. 
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2.2.2. fMRI  
In addition to the increased SNR for morphological imaging, the BOLD sensitivity is also 
increased as illustrated in Eq. 2.31 and Eq. 2.32.  Images and statistic data acquired at 3 T and 7 T 
are compared to demonstrate the superior advantages of ultra-high field MRI in fMRI applications. 
 
Figure 2-8. Functional Echo planar imaging (EPI) slices covering central parts of the primary 
motor hand area at 3 T and 7 T [6]. (A) Morphological EPI images. (B) Detected primary motor 
hard areas. (C) Region of interests (ROIs) of suprathreshold voxels. (Reproduced with permission). 
In each group of comparisons, images shown in the top rows were obtained from 3 T and 
images in the bottom rows were obtained from 7 T. The 3 T (top row) and 7 T (bottom row) EPI 
images are shown in group A. In group B, light green neuroanatomical ROIs depict the primary 
motor hand area at 3 T (top row) and 7 T (bottom row). Larger areas are seen in the 7 T images, 
which indicate higher fMRI signal sensitivities than that of 3 T. Quantitative comparisons are 
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shown in Figure 2-8(C), suprathreshold voxels (p <= 0.05) within which the neuroanatomical ROIs 
are marked. With higher signal sensitivity at 7 T, both the area and the maximum t-value of the 
active voxels are larger than that of 3 T ( , ).  
Table 2-1.  Statistical measurements of fMRI  at 3 T and 7 T  
 
 
 
 
 
 
Beisteriner et.al [6] conducted and compared statistical measurements of fMRI parameters of 17 
patients for 3 T and 7 T, respectively. The data were used to provide a quantitative comparison as 
shown in Table 2-1. Due to the higher signal sensitivity at 7 T, more suprathreshold voxels were 
counted than at 3 T. In addition, all the statistical measurements showed a clear improvement at the 
higher field strength.  
2.2.3. X-nuclei imaging 
Theoretically, any unpaired protons, such as 
23
Na, 
31
P, 
13
C can be employed for imaging.  
However, the inherent low concentration (i.e. 
23
Na concentration is 22,000 times smaller than 
1
H) of 
those nuclei in the human body prevent their clinical applications at low fields. With increased 
sensitivity from higher field strengths, specific imaging applications on X-nuclei become possible. 
In addition, the much longer RF wavelength and lower resonance frequency of X-nuclei MRI 
exempts it from engineering challenges that proton imagining has, such as the inhomogeneous 
image intensity and tissue overheating.   
 
 
 
 
 
,3 22.3t value TMax   ,7 25.3t value TMax  
Measure 3 T value (SD) 7 T value (SD) 
Voxel count 666 (292) 896 (385) 
Mean t-value 10.7 (2.4) 11.6 (2.1) 
Peak t-value 24.7 (8.0) 25.6 (6.6) 
Signal change (%, 
mean of fROI) 
1.8 (0.5) 2.3 (0.7) 
Contrast to noise 
ratio(CNR) 
3.3 (0.7) 4.3 (0.8) 
Peak CNR 9.7 (3.2) 13.0 (3.3) 
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Figure 2-9. A morphological proton image (a) and a colour-coded sodium image (b) were 
acquired from a 27-year-old healthy volunteer at 7 T. A morphological proton image (c) and a 
colour-coded sodium image (d) were acquired from a 46-year-old patient with Achilles 
tendinopathy. Morphological images were acquired with proton-density-weighted turbo-spin-echo 
(PDW-TSE) and the corresponding sodium images were acquired with gradient echo sodium 
sequence [7]. (Reproduced with permission). 
 Comparing the proton images in Figure 2-9 (c) to those in Figure 2-9 (a), only a locally 
increased intensity is seen, which could be a result of various causes and thus is insufficient for 
clinical diagnosis of Achilles tendinopathy. On the contrary, significant increased sodium signals 
were found in the Achilles tendon of the patient with Achilles tendinopathy (1451 compared to 
1392 in healthy people), which correspond to a higher glycosaminoglycan (GAG) content in the 
Achilles tendon that could be used for diagnosis of Achilles tendinopathy [5, 69]. The ultra-high 
field sodium MRI offers the opportunity of detecting the cartilage degeneration or injury at an early 
stage before morphological changes are seen by proton MRI. 
2.3. Conclusion 
In this chapter, the benefits of higher B0 are illustrated with mathematical derivations and 
clinical examples. As shown, the increase of the intrinsic SNR with stronger B0 provides better 
image quality with less noise for anatomical images, which can facilitate clinical diagnoses with 
less interference. The enhanced sensitivity of ultra-high field MRI enables new and earlier insights 
(a) (b) 
(c) (d) 
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of brain pathologies that are not available at lower fields. In addition, the benefits of ultra-high 
fields are also reported with increased various functional measurements. Ultra-high field MRI also 
finds its applications in X-nuclei imaging with significantly higher sensitivity for certain 
applications. However, before successfully reaping these benefits, several technical challenges 
related to RF engineering, namely, the inhomogeneous RF transmit field, the excessive heating and 
the long scan time, need to be overcome. These issues and the existing solutions will be reviewed in 
the next chapter. 
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Chapter 3. Technical Challenges and solutions of ultra-high field MRI 
 
As demonstrated in Chapter 2, ultra-high field MRI brings improved SNR and BOLD effect 
that can facilitate clinical diagnoses and neuroimaging research. In addition, the X-nuclei imaging 
also finds its applications in ultra-high field MRI, which introduces new protocols for diagnosing 
certain diseases. However, the RF field related issues hamper these benefits. These issues occur 
during the RF transmission and reception. Specifically, the inhomogeneous transmit field can 
generate images with bright and dark spots that affect diagnostic accuracy. In addition, more RF 
power is deposited into the human body during transmission, which may cause irreversible tissue 
damage. During reception, the typical sequential acquisitions of the MRI protocols require a long 
duration scan; any motion occurring during this period can contaminate the received RF signal and 
cause motion artefacts, thus degrading the clinical value of the images. The primary aim of this 
project is to develop novel RF techniques for solving these RF-related issues. However, before 
reviewing the existing solutions for these issues, numerical models and clinical images are 
employed to present these RF related issues; thus demonstrating the importance of solving these 
issues. After analysing the advantages and disadvantages of existing solutions, the novel RF 
technique that combines an array structure with a rotating coil concept is investigated. In Chapters 4, 
5 and 6, such a technique and corresponding algorithms are developed which make up the primary 
work of this thesis.  
3.1. Inhomogeneous magnetic field 
3.1.1. Interference of electromagnetic waves 
Interference is a physical phenomenon existing in all types of waves that describes the 
interaction of waves. The interference of waves can form a resultant wave pattern with greater and 
lower amplitude. In MRI, the transmit and receive MR signals are presented as transmit and receive 
electromagnetic waves. As one form of waves, the electromagnetic waves exhibit the wave 
behaviour which may cause interference dependent on the coil-subject configuration and frequency. 
The wavelength λ in the dielectric is calculated as: 
r
c
v


                                                               (3.1) 
where c is the speed of the light in free space, v is the frequency of the electromagnetic wave and 
r  denotes the relative permittivity of the dielectric subject. Since the relative permittivity is highly 
dependent on the frequency and tissue type, the wavelength of the RF field is different at various 
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field strengths and in different tissues. The Table 3-1 lists relative permittivity and conductivity 
values for several brain tissues at different field strengths.  
Table 3-1 Values of the relative permittivity and conductivity at 1.5 T and 3 T [70] 
 Relative permittivity Conductivity (S/m) 
1.5 T 3 T 1.5 T 3 T 
Cerebrospinal Fluid (CSF) 97.13 84.04 2.07 2.14 
Gray matter 97.43 73.52 0.51 0.59 
White matter 67.84 52.53 0.29 0.34 
 
As shown in the Table 3-1, the relative permittivity decreases at higher field strength; however, 
the frequency increases faster than the change of relative permittivity. Therefore, according to Eq. 
3.1, the wavelength decreases at a higher field. The wavelength of RF field in the air at 1.5 T and 3 
T is about 468 cm and 234 cm [71, 72]. Since the relative permittivity of human tissues vary from 
10~100, the wavelength of the RF waves reduce by a ratio of 3~10 in the human body. Given the 
fact that a large portion of human tissues is water, which has a relative permittivity of 78, the 
wavelength in human tissue is about 53 cm and 27 cm at 1.5 T and 3 T. Both of these wavelengths 
are longer than the dimensions of the human head and will not form interference inside the human 
head. However, the latter is smaller than the size of the torso and thus the interference is seen in the 
3 T torso images as darkened and brightened regions [73]. The wavelength of the RF field in the air 
decreases to 100 cm at 7 T; correspondingly, the wavelength decreases to 11 cm in human tissue. 
This wavelength is only a fraction of the dimension of the human head, and thus constructive and 
destructive interference can form inside the human head, exhibiting darkened and brightened 
artefacts that degrade the image quality.  
3.1.2. Transmit RF magnetic field (
1B
 ) and receive RF magnetic field (
1B
 ) 
In ultra-high field MRI, the transmit and receive RF fields are significantly different and both of 
them can influence the acquired image; therefore, it is important to investigate their influences on 
the image homogeneity. The RF magnetic field in MRI is normally referred as the B1 field to 
distinguish it from the B0 field. During excitation, the transmit RF field perturbs the net 
magnetisation away from the parallel or anti-parallel B0 direction. After removing the RF wave in 
the consequent reception, the flipped magnetisation realigns to the initial direction and induces a 
detectable RF field that is received by RF coils. The transmit profile 
1B
  denotes the regions and the 
strength of the flipped magnetisation, which is proportional to flip angle, and the receive profile 
1B

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depicts the capability of receiving signal for a coil. The mathematical calculation for 
1B
  and 
1B
  
are shown in Eq. 2.30. A numerical model built in the commercial software FEKO (EMSS, SA) is 
used to illustrate the changes of 
1B
  and 
1B
 associated with the field strengths.  
In Figure 3-1, the length of the coil was 200 mm (longitudinal) and the width was 80 mm 
(transversal). Eight capacitors and one voltage source (1V) were inserted into copper patches with 5 
mm width. A phantom with human head size (  = 200 mm) was placed 25 mm away from the coil. 
The dielectric constants of the phantom were set differently to simulate distilled water, 
physiological saline water and white matter at different resonance frequencies. Those parameters 
were set as r =78,  = 0.03 S/m for distilled water, r = 78,  = 1.67 S/m for physiological saline 
water [74] and r =67.8,  = 0.292 S/m, r = 52.5,  = 0.342 S/m, r =43.8,  = 0.413 S/m for 
white matter at 64MHz (1.5 T), 128MHz (3 T) and 298MHz (7 T) [75].  
 
Figure 3-1. Numerical model of RF coil and dielectric phantom 
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Figure 3-2. The simulated
1B
 and 
1B
  of the distilled water phantom, saline water phantom and 
white matter phantom. All plots are normalised. 
The relative permittivity of the distilled water and saline water are the same, that is, they have 
the same wavelength according to Eq. 3.1. However, two dielectric media have very different 
conductivity constants. The former one is a nearly lossless dielectric, whereas the latter one is a 
heavily lossy dielectric. The impacts of this difference on 
1B
 and 
1B
  are shown in the first and 
third row of Figure 3-2. With the very high conductivity of the saline water, the magnetic field loses 
its power rapidly as it propagates in the phantom. The 
1B
  and 
1B
  can only penetrate a short 
distance, resulting in a shallower B1 penetration. In contrast, since magnetic fields are not heavily 
dampened in the distilled water phantom, with the increases in the B0 from 1.5 T to 7 T, the 
interference starts to emerge with darkened and brightened spots in the distilled water phantom. 
Comparing phase maps from 1.5 T to 7 T, we can see that more phase variations existed at higher 
field strengths. Since the dielectric property of the white matter is closer to the average value for 
human brain tissue, the 
1B
 and 
1B
  profiles in the fifth and six rows can better demonstrate the 
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magnetic field distribution inside of the human brain. Both the transmit and receive profiles start to 
become asymmetric to the central axis at 7 T, and this distribution can cause destructive and 
constructive interference while using a volume transceive coil array.  
3.1.3. Inhomogeneity B1 and SI image 
The inhomogeneous 
1B
  field and 
1B
  field of the single coil at different field strengths are 
shown in Figure 3-2. However, when using a coil array to transmit and receive signals at ultra-high 
fields, the transmit magnetic fields generated by every coil will superpose and form constructive 
and destructive interference, a phenomenon commonly referred to as “B1 inhomogeneity”. 
Consequently, the images will have brightened and darkened regions. By ignoring the susceptibility 
effect, a gradient-echo (GRE) image can be calculated as [53, 76, 77]:  
*
1 1sin( ) ( )SI W V B B
                                             (3.2)   
where W is the weighting factor and the asterisk * denotes the complex conjugate operation. V and τ 
is the magnitude of the excitation voltage and the duration of the RF pulse.  is the gyromagnetic 
ratio. This equation enables the presentation of the simulated SI images by using numerically 
calculated 
1B
  and 
1B
 fields. 
In Figure 3-3, an 8-element coil array loaded with a spherical phantom is built using FEKO. 
The magnetic fields obtained from this model are used to demonstrate the B1 inhomogeneity and the 
corresponding inhomogeneous SI images. The size of the coils and the size and the dielectric 
constant of the phantom have the same values as those in Figure 3-2.  

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Figure 3-3. Numerical model of the RF coil array and the dielectric phantom 
As shown in Figure 3-4, none of three dielectrics exhibit an inhomogeneous 
1B
  or 
inhomogeneous SI at 1.5 T. However, when the field strength increases to 3 T, the lossless property 
of the distilled water results in deep B1 penetration that forms constructive interference, which 
exhibits as the brightened centre of the phantom. On the contrary, the centre of the SI image 
obtained with the saline water phantom is dark because the coil can barely transmit or receive 
signals from the centre due to the high conductivity dampening effect. This correlates with the 
1B
  
and 
1B
  maps of the saline water phantom in the Figure 3-2. Since the dampening effect becomes 
stronger with higher fields, the centre of the saline water SI image at 3 T is darker than at 1.5 T. 
With a very low conductivity constant (σ = 0.03), the magnetic fields in the distilled water are not 
dampened much and therefore have the strongest interferences, showing the most obvious 
inhomogeneous 
1B
  and SI image at 7 T. We can see the brightened centre and a darkened circular 
ring adjacent to the centre. In the SI image of the white matter phantom at 7 T, apart from the 
brightened centre, the areas near the coil are also brightened with higher local receive sensitivity. 
The inhomogeneous pattern in the white matter phantom is similar to the pattern in a human head, 
which has to be mitigated for better diagnostic accuracy.  
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Figure 3-4. The 
1B
 and SI images of the distilled water phantom, saline water phantom and 
white matter phantom at different field strengths. The constructive and destructive interferences are 
clearly seen at 7 T SI images. All plots are normalised. 
3.2. Specific absorption rate (SAR) 
The excessive heating is considered to be the most intractable and primary issue that prevents 
clinical use of the ultra-high field MRI. It is caused by the over-dosed RF energy dissipation into 
human bodies. Since the rise in temperature inside human bodies is unable to be measured directly, 
the specific absorption rate (SAR) is used to measure the rate at which the RF energy is absorbed by 
the human bodies. It is calculated as: 
2
( ) ( )
( )
sample
r E r
SAR dr
r


                                                      (3.3) 
where E denotes the electric field inside of the subject, and ( )r and ( )r are conductivity and 
density at the r voxel location. From Eq. 3.3, we know that 
2 2
0SAR E   , and 0 0B  ; 
therefore, SAR is linearly proportional to 2
0B  up to 250 MHz [8]. The SAR has a quadruple 
increase when the field increase from 1.5 T to 3 T. In a worst scenario, the SAR at 7 T has a 21.8-
fold increase compared to at 3 T. Several studies have drawn different conclusions in regard to the 
SAR dependency on B0 above 250 MHz. By using FDTD simulations, Collins et al. [78] suggested 
that the SAR increase at ultra-high fields would not be as linearly as low field. They also indicated 
that the slope of the SAR increase with the frequency would drop at ultra-high fields. The 
experiments carried by Vaughan et al. [79] indicated the SAR at 7 T had a two-fold increase 
compared to that of at 4 T.  
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Besides the
0B , the SAR is also dependent on the sequence parameters of a protocol, such as 
pulse duration, flip angle and repetition time. In order to compare the SAR at different frequencies 
with the same parameters, we assume the flip angle is excited to 90º with a 3 ms rectangular RF 
pulse (magnitude of 
1B
  is 1.957 T ) [80]. According to Eq. 2.7, 
1
V
B

 
 , and since SAR 
increases with the square of the driving voltage at any given condition [8], the SAR induced at a flip 
angle   for pulse duration  is calculated as [78]: 
2 2
3 /90
3
( ) ( )
90
oo ms
ms
SAR f SAR



                                        (3.4) 
where f is a scaling factor determined by the pulse type [81]. f = 1 for a rectangular pulse. For a 
given pulse sequence, the SAR is calculated as the sum of the energy absorbed in a repetition time 
(TR) divided by the TR [78]: 
1
(  )
n
n
N
n
n
SAR
SAR
TR





                                                   (3.5) 
where n  and n denote the flip angle and pulse duration of the n-th pulse in a pulse train. It is 
reported that the average SAR increases to 6.130 W/kg at 8 T, about 45 times higher than 0.1349 
W/kg at 1.5 T [78]. 1W/kg of SAR would increase the temperature of an insulated slab about one 
degree Celsius [82]. The International Electrotechnical Commission (IEC) and the US Food and 
Drug Administration have strict limits for both whole body heating and localised heating. The head 
and torso SAR limits are 3.2 W/kg for the whole head and 10 W/kg over any 10 grams of tissue in 
any 6-minute period. The whole body SAR is limited to 4 W/kg over any 15-minute period [83]. 
The SAR increases dramatically at ultra-high fields and imposes potential damage to tissues. In 
order to obtain an image with the same flip angle under the safety limit, the scan time may be 
extended with a longer TR to achieve a low SAR.   
While the global SAR can be monitored and maintained under the safety limit, the patient-
specific local SAR cannot easily be measured or monitored in vivo; therefore, predicting the local 
SAR via numerical models is important. The Finite Element Method and the Finite-Difference 
Time-Domain (FDTD) [84] methods are normally employed to calculate the SAR distribution. 
Studies that adopted the FDTD algorithm reported that the local SAR distributions are patient-, coil- 
and position-dependent [15, 85]. Demonstrated with the virtual family [86], these studies predicated 
31 
 
that the global and local SAR values and distributions were closely related to the coil structure and 
patient-coil positions.     
3.3. Long scan time 
The first live human MRI scan on 3
rd 
June, 1977 took about 5 hours from the experiment started 
[87]. Nowadays, a MRI scan normally takes from 20 minutes to over 2 hours depending on the 
purpose [88]. A long scan time could cause discomfort to the patient, both physically and 
psychologically, and consequent movements will lead to motion artefacts in the images, degrading 
their clinical value. In a study of subjective acceptance of 7 T MRI, Theysohn et al. [9], reported 
that the long scan duration was the most disturbing factor that caused patient discomfort. The noise, 
low temperature and positioning/padding were also reported as secondary reasons for discomfort. 
With longer scan time, discomfort caused by these factors could become even worse and 
inevitability generate poor quality images. I have personally witnessed several scans that had to be 
ceased due to patient discomfort, which was attributed to the long scan time and the associated low 
temperature.  As shown in Figure 3-5 (a), the brain image has obvious motion artefacts (marked 
with red arrows), which were induced during a part of the scan [89], that can seriously affect the 
diagnosis. The shoulder image in Figure 3-5 (b) is ambiguous due to the motion artefacts [90], and 
therefore has less clinical value. For brain functional investigations, the low temporal resolution 
prevents the acquisition of the fast brain reactions that carry important information. Therefore, it is 
important to shorten the MRI scan time.  
  
 
 
 
32 
 
Figure 3-5. (a) A human brain image with serious motion artefacts. Red arrowheads marked the 
aliasing artefacts that can seriously affect diagnosis. (b) A shoulder image contaminated with 
motion artefacts. 
3.4. Solutions to high field issues 
3.4.1. B1 inhomogeneity mitigation 
Different shimming strategies have been developed to improve the B1 homogeneity, from 
hardware through to algorithms. They range from static shimming strategies that homogenise B1 
distribution, to those dynamic strategies that homogenise the flip angle with a Bloch equation. 
3.4.1.1. Hardware design solution 
The centre of the human brain is often brightened when the RF coil array is excited in circular 
polarised (CP) mode at 7 T. In addition, the left and right regions adjacent to the centre have about 
50% lower intensity [78, 79]. For this specific application at 7 T, the B1 homogeneity can be simply 
solved by the RF coil design. Since placing coupled surface coils on the sample can alter the 
transmit B1 field excited by a volume coil, using a surface coil array passively or actively coupled to 
a transmit volume coil array could mitigate the B1 homogeneity for human brain imaging. As 
demonstrated in [91] with numerical models, the B1 homogeneity was improved one third by an 8-
element passive coupled coil array. The follow up study with an 8-element actively tuned coupled 
coil array demonstrated the capability of improving B1 homogeneity by 23%. However, the off-
resonant coupled coils were manually adjusted and lack of freedom to realise a volume B1 shimming. 
In order to fully exploit this method, a rapid B1 field mapping strategy and a dynamic element 
tuning strategy should be developed. 
(a) (b) 
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3.4.1.2. Dielectric shimming 
Another relatively simple way of homogenising B1 distribution is to use high permittivity 
dielectric pads, in which the strong displacement current is induced to modify the B1 distribution 
inside the subject. In their early study, Yang et al. [92] used both experimental and simulation 
results to demonstrate the possibility of using a water pad to improve the B1 homogeneity. Later 
publications that used dielectric pads for abdomen imaging achieved improved image homogeneity 
at 3 T [93-96]. These dielectric pads were normally made with water or ultrasound gel mixed with 
dissolved paramagnetic material; therefore, the permittivity values of those pads were not very high, 
which limited the ability to mitigate B1 inhomogeneity. In addition, a 3.2 kg dielectric pad of 30 mm 
thickness prevented the use of two pads, above and below the subject. In the last several years, both 
the weight and thickness of the dielectric pads have been dramatically reduced by using very high 
permittivity material [22, 35, 37]. The saturated suspension, made with barium titanate and water, 
has a very high permittivity ( 300r  ), which enhances the B1 modification and the SAR control 
ability by manipulating displacement current. More importantly, the thickness can be reduced to 10 
mm and the weight to about 2 kg. These advancements make it possible to use multiple small pads 
for both local and global B1 shimming. There is currently no standard model of this shimming 
strategy. It is hoped that an optimisation algorithm can take both the geometry and the dielectric 
property of the pads into consideration, to maximise the performance of dielectric shimming.  
3.4.1.3. Parallel transmission  
To date, parallel transmission is considered to be the most effective shimming strategy. The 
philosophy behind this method is to modulate the transmit profile with/without pulse design to 
realise a homogeneous transmit profile.  
3.4.1.3.1. Parallel transmission without pulse design (RF shimming) 
As a special case of parallel transmission, the RF shimming only employs the transmit profiles 
to modulate the magnitude and phase of each transmit channel. Therefore, constructive and 
destructive interference is avoided and eventually a homogeneous image is achieved. The shimmed 
transmit profile 
1 shimB


 is calculated as:  
 
1 1
1
( ) n
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j
shim n n
n
B w B e
 


                                                   (3.6) 
where N is the number of individual channels, and nw and n are the weighting factors of the n-th 
channel to modulate the magnitude and phase of the transmit 
1B
 . 
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As illustrated above, the B1 distribution in the human brain has a certain pattern if the coil array 
is excited in CP mode, which enables the manual adjustment of the magnitude and phase of each 
channel to obtain a homogeneous 
1B
 . In [32, 33], the homogeneous head and torso images were 
obtained by manually adjusting the driving current of each channel. However, for better shimming 
of the inhomogeneous 
1B
 , the transmit profiles can be measured and used in an optimisation 
algorithm to determine the magnitude and phase of each channel. Ibrahim et al. [21] employed a 
FDTD model and optimisation algorithm to explore the effect of homogenising 
1B
  with a 24-strut 
TEM resonator at 8 T. The magnitude and phase of each driving point was achieved by minimising 
the 
1B
  standard deviation referenced to that of CP mode. It is reported that the standard deviation 
of 
1B
  had a 2.5-fold improvement using the described method. A similar method was also 
employed to improve whole body and localised 
1B
  homogeneity at 7 T [31].  However, Mao et al. 
[36] indicated the incapability of this method for B1 shimming by using FDTD simulations. In his 
study, he used a human head model with 23 tissue types and two sets of coil arrays were built, 
namely a 16-element coil array (element size: 150 mm × 20 mm) and an 80-element coil array 
(element size: 25 mm × 20 mm). The 16-element coil array was capable of shimming B1 of a whole 
brain at 300 MHz (7 T) or a single slice of human brain at 600 MHz (14 T). However, it is 
incapable of shimming the whole brain at 600 MHz. A larger number of elements or a smaller 
region of interest (ROI) is beneficial to the B1 shimming. With more elements, the 80-element coil 
array was capable of shimming B1 for a whole brain up to 600 MHz. However, this will 
dramatically increase the hardware expense for elements and individual amplifiers to modulate the 
magnitude and phase. In addition, the B1 mappings [97-99] for a large number of coils are time 
consuming.  
3.4.1.3.2. Parallel transmission with pulse design  
Besides modulating the magnitude and phase of each channel, the RF pulse modulation can be 
employed in the time or spatial domain to avoid using a large number of RF coils. Collins et al. 
[100] combined the transmit profiles and a sequence of RF pulses to homogenise the 
1B
  and 
remarkable improvement in 
1B
  homogeneity for a whole brain was reported with a 16-element coil 
array at 600 MHz. This method was considered as an intermediate strategy between RF shimming 
and more elaborated spatially selective RF pulsing techniques [23, 24]. The aim of the parallel 
transmission is to obtain a homogeneous transmit profile with simultaneously excited RF coils, 
where the RF pulse can be individually modulated in conjunction with the transmit profiles. This 
process will be briefly introduced and more explicit mathematical explanations can be found in [23, 
24]. As mentioned, the homogenous transmit profile can be obtained as iP [101]: 
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                                                    (3.7) 
where the desired transmit pattern desireP  at voxel r is obtained as a linear superposition of 
individual RF pulses pattern iP  , which are weighted by the complex transmit sensitivity profiles iS . 
Various B1 mapping sequences and techniques [97-99] have been developed to acquire the transmit 
sensitivity (
1B
 ) of each coil. However, Eq. 3.8 is in the image domain; therefore, to derive the 
individual RF pulse waveform, Eq. 3.8 must be transformed into the frequency domain. Thus desireP  
is calculated as:  
1
( ) ( ) ( )
N
desire i i
n
P k S k P k

                                                  (3.8) 
where k is the corresponding k-space coordinates and  denotes the convolution. In order to solve 
the individual ( )iP k , a matrix inversion must be performed. To facilitate this nontrivial task, the 
sensitivity profiles ( )iS k  are grouped into a single invertible matrix Sfull, and the all ( )iP k  are 
formed into a vector Pfull [23]. Therefore, Eq. 3.7 is modified as:  
   ( ) ( ) ( )desire full fullP k S k P k                                                 (3.9) 
and Pfull is calculated as: 
   1( ) ( ( ) ( )) ( ) ( )H Hfull full full full fullP k S k S k S k P k
                              (3.10) 
where individual ( )iP k  can be extracted from ( )fullP k . 
Once the ( )iP k  is solved, the actual B1 waveform in time domain is determined as: 
1 ( ) ( ) ( ( ))i iB t W t P k t                                                  (3.11) 
where the W(t) is the weighting function that corresponds to the k-space sampling trajectory.   
3.4.2. SAR control 
While the B1 is well shimmed for homogeneous imaging, the SAR is more critical for a safe 
scan. The global SAR can be monitored and controlled [17-20, 29], whereas the local SAR is 
impossible to be measured in real time. As demonstrated above, the local SAR is coil-, position- 
and patient-dependent; therefore, the distribution and value of the local SAR may vary dramatically 
across different cases. Based on the work done by Collins et al. [16], a safety scaling of 60 was 
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considered to be enough to ensure the local SAR remained under the limit in a worst case scenario. 
However, Greef et al. [34] claimed a safety factor of 1.4 was sufficient, a conclusion was derived 
from local SAR calculations on six numerical models using the FDTD algorithm. The variation in 
the safety factors could have resulted from different coil arrays used for scans, different coil-patient 
positioning and different sequences. While the generic factor for RF power scaling is not 
determined, it is certain that this scaling will inevitably limit the efficiency of the RF system, 
thereby compromising the benefits of using ultra-high field MRI, such as extended scan time of up 
to 67% [17] and low flip angles with poor SNR. Therefore, it is meaningful to accurately predict 
and estimate the local SAR distributions and values. By employing the low-resolution pre-scan, 
numerical modelling and calculations, registration techniques, the method proposed by Jin et al. [15] 
has reported to dramatically improve the accuracy of the prediction of SAR values. Alternatively, a 
group of methods called electric property tomography (EPT) [14, 28, 30, 34, 102] were developed 
in the last decade. This type of approach estimates the dielectric property of the subjects from the 
acquired B1 maps. Currently, this approach is still under development since it relies heavily on the 
B1 mappings, which normally have singular values at noises at ultra-high fields. It is hoped the EPT 
method can benefit in vivo SAR estimation once the dielectric property can be mapped precisely.  
3.4.3. Scan time reduction 
MRI scans take a long time because they acquire data in a sequential fashion, realised by the 
switching magnetic gradient field firstly described by Lauterbur [103]. As illustrated above, the 
scan time may be extended further than it should be in order to maintain SAR values under the 
safety limits at ultra-high fields. The scan duration depends on the switching rate and the strength of 
the gradient coils. Scans with a higher slew rate normally require less time to perform. Hardware 
developments have dramatically improved the performance of the gradient coils and enable fast 
imaging protocols, such as the echo planer imaging sequence [104], the fast spin echo sequence 
[105], and the fast gradient echo imaging [106]. However, these expensive hardware improvements 
are reaching limitations. As the gradient field strength and the switching frequency increase, the 
electrophysiological reactions become stronger, which could cause peripheral nerve stimulation 
[107, 108] and cardiac stimulation [109, 110].    
Meanwhile, parallel imaging with partial k-space data has been intensively studied and 
developed in the last decade. Different from the full k-space fast imaging sequence mentioned 
above, parallel imaging acquires only partial k-space data and uses different algorithms to 
reconstruct the image. Simultaneous Acquisition of Spatial Harmonics (SMASH) [13] employs the 
sensitivity variations of a coil array to partially replace the gradient encoding. SENSitivity Encoding 
(SENSE) [11, 12] exploits the spatial sensitivity weightings of the coils to reconstruct images with 
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partially acquired k-space data. Generalized Autocalibrating Partially Parallel Acquisition (GRAPPA) 
[10] uses the acquired k-space data to find the coefficients from coils and reconstruct the missing 
(not collected) k-space data. More recently, compressed sensing (CS) [111, 112] has attracted 
interest as it exploits the sparsity of the MRI data and acquires less data than the above mentioned 
algorithms. The researchers have shown the promising possibilities of combining parallel imaging 
and compressed sensing for greater scan time reduction [113, 114]. However, the compressed 
sensing is still under the development due to its randomised sampling pattern and long-time non-
linear reconstruction, whereas the parallel imaging has been successfully integrated on the host 
computer of the MRI system.    
All parallel imaging methods share the same philosophy, which employs spatial encoding 
provided by RF coils to partially replace the time-consuming gradient encoding. Theoretically, 
increasing the number of RF coils in the phased array can achieve higher acceleration factors and 
further reduce the scan time [11, 38, 39, 115-120]. However, this method has certain practical 
limitations for both head and cardiac imaging. It is necessary to reduce the coil size while increasing 
the number of coils for the same application. Although the acquisition acceleration is improved with 
more elements, the B1 penetration is reduced and the mutual coupling is increased, which can 
undermine the coil performance. As reported by Schimitt et al. in [116], due to the coupling and 
eddy current losses, the SNR of a coil in the 128-channel array is only 43% that of a single coil of 
the same size. The side effects of smaller and denser coil array limit improving SNR by means of 
increasing the number of coils, especially for the central SNR. Wiggins et al. [39] reported that the 
50 mm diameter coil in a 96-element coil array was on the edge of sample noise dominance at 3 T, 
even with a close-fitting helmet and optimised coil design. Compared to a 32-element coil array [38] 
built on the same helmet, the unoptimised (root-sum-of-square) central SNR of the 96-element array 
was even 20% lower than that of the 32-element coil array. After optimisation of the SNR 
combination [38], the central SNR was still 5% lower than the 32-element coil array. This highlights 
the importance of maintaining a large coil size to achieve a better B1 penetration and sample noise 
dominance for better SNR, especially those signals in the centre. Similarly, a 128-channel array with 
small coils (64 mm×64 mm) improved central SNR by only 3% compared to array with a quarter of 
coils (32 channels). In contrast, with larger coils for a 32-channel array, the central SNR and surface 
SNR had a 1.4-fold and 2.5-fold SNR increase compared to an 8-element commercial coil array. In 
terms of imaging acceleration, the reduction factor increased from three for the 32-channel array to 
four for the 96-channel array. That is, only 8.3% of data can be further dropped when the number of 
the channels is tripled.  
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As illustrated in the above studies, employing a large number of receive-only coils has 
successfully demonstrated the superficial SNR increase, whereas the central SNR increase is subject 
to the coil structure. The scan time can be reduced by about 10% by tripling or quadrupling the 
number of coils. However, as the MRI enters the ultra-high fields, the whole body coils for uniform 
excitation are no longer available. Instead, a custom made multi-channel transmit/transceive coil 
array is necessary to provide homogeneous excitation. This will further reduce the advantages 
introduced by more coils since the transmit penetration will also be shallower with smaller coils. 
Therefore, the ability to improve the central SNR will be less than that when using lower field MRI. 
With a shallower B1 penetration and stronger coupling, not only is the parallel imaging ability 
undermined, but also the B1 homogeneity mitigation, by means of transmit SENSE, is impaired. In 
addition, the hardware expense will increase with the number of coils and those of the associated 
transmit and receive RF channels.  
As an alternative method, the recently developed single element rotating RF coil (RRFC) [40, 41] 
can also be used for scan time reduction without the above-mentioned issues. With a single coil 
element, the coil is naturally decoupled and the size of the coil can be larger to provide a deeper B1 
penetration. Since the rotation violates the time-invariant requirement of the Fourier transform, the 
Time Division Multiplexed – SENSitivity Encoding (TDM-SENSE) algorithm was developed to 
reconstruct artefact-free images by solving simultaneous linear equations Ax=b, where A is the 
encoding matrix, b is the acquired k-space data and x is the unsolved image. As shown in Figure 3-6 
(a), the coil element rotates about the subject, transmitting and receiving signals at different time t0, 
t1, t2… The extra degree of freedom provided by the rotation enables the RRFC to emulate a large 
number of sensitivity profiles without increasing the number of coils. Comparing Figure 3-6 (a) with 
(b), it is clear that a large number of sensitivity maps introduced more variations in the encoding 
matrix, thereby improving the condition of the encoding matrix. This property could be used for 
acquisition acceleration with the RRFC. Theoretically, the undersampled k-space was able to be 
compensated by increasing the digital signal sampling rate and the rotation speed. However, in 
practice, this method is restricted by the limitations of the rotation speed, the sampling rate and the 
rank of the encoding matrix with the compensated data. Validated with the human head imaging, the 
single element RRFC was able to achieve a two-fold scan time reduction with a single element.    
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Figure 3-6. (a) The single element rotating coil and its time-varying sensitivity encoding. (b) A 
sensitivity of a static coil and its encoding matrix.  
3.5. Discussion and conclusion 
In this chapter, we have introduced the technical challenges of ultra-high field MRI and the 
corresponding existing solutions. The inhomogeneous B1 biases the image and affects the clinical 
diagnoses. The excessive energy (high SAR) deposited in human body and the consequent heating 
may cause potential tissue damage. In order to maintain the RF energy level, the scan time may be 
extended with a lower flip angle. But a lengthy scan time can cause inevitable motion that will 
violate the time-invariant requirement of Fourier transform and result in artefacts which seriously 
degrade the image quality.  
To overcome these high field problems from a hardware point of view, phased array coils with 
multiple elements and their individual channels are widely adopted with appropriate algorithms to 
cope with those issues. As the most promising method to mitigate B1 inhomogeneity, RF shimming 
and parallel transmission with spatial-selective pulse require multiple coils and individual transmit 
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channels to modulate the transmit profiles or RF pulses. The dependent SAR control also prefers 
multiple coils that have higher degrees of freedom to maintain the SAR under the safety limits. 
Since the local SAR is more likely to exceed the limits before the global SAR reaches its limit [121-
123], accurate estimation of the SAR distribution is critical for SAR control. Intensive studies [124-
127] based on numerical models have demonstrated the successful control of local SAR with coil 
arrays. Recently, in vivo electric properties tomography (EPT) [14] has been developed to estimate 
the dielectric property using information from B1 maps. This method provides opportunity of 
estimating an in vivo, real-time local SAR that is patient-, coil- and position-dependent, which may 
not be accurately modelled by numerical simulations. Essentially, all the parallel imaging 
algorithms [10-12, 128] share the common philosophy of using multiple coils and their spatial 
information to partially replace the time-consuming gradient encodings. The compressed sensing 
technique [111, 112] can also be combined with parallel imaging with multiple coils to further 
reduce the scan time [113, 114, 129].     
Since all the techniques that solve the ultra-high field issues require the use of phased array 
coils, it is worth optimising the coil array design to benefit parallel transmission and parallel 
imaging. More coils provide higher degrees of freedom for better efficiency of B1 shimming and 
SAR control. In addition, in parallel imaging, more distinct spatial sensitivity profiles can be 
employed to further reduce scan duration. However, placing more coils in a confined space will 
inevitably increase mutual coupling and decrease the size of the element. Consequently, the reduced 
B1 penetration and increased coupling will undermine the performance of parallel transmission, 
SAR control and parallel imaging.  
The newly developed single element rotating coil offers new vision in regard to solving ultra-
high field issues. The rotation introduces another degree of freedom in the spatial domain to design 
solutions for B1 shimming, SAR control and parallel imaging. Specifically, the rotating coil has 
abundant transmit/receive coil sensitivity profiles that can be used for RF shimming, parallel 
transmission and parallel imaging. The rotation also tends to scatter the RF local heating across a 
wider region instead of allowing it to accumulate in a certain region. However, with only one coil, 
the rotating coil has its own limitations in regard to resolving above mentioned issues. Since both 
methods have their advantages and limitations in ultra-high field MRI, in Chapters 4 and 5, we will 
strategically combine the rotating coil concept with a coil array structure to exploit their advantages 
in attempting to solve ultra-high field issues.  
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Chapter 4. A phantom based study to realise highly accelerated 
acquisition and mitigated B1 inhomogeneity with a rotating RF coil 
array (RRFCA) at 7 T 
 
As discussed in Chapter 3, strategically combining the rotating technique and the coil array 
could provide enhanced imaging acceleration and better B1 inhomogeneity mitigation. In this 
chapter, the imaging acceleration ability and B1 inhomogeneity mitigation strategy of a 4-element 
rotating radiofrequency coil array (RRFCA) was numerically investigated and experimentally 
validated at 7 T with a homogeneous phantom. This chapter is largely based on the journal article 
“Highly accelerated acquisition and homogeneous image reconstruction with a rotating RF coil 
array at 7 T – A phantom based study”, accepted for publication by the Journal of Magnetic 
Resonance in November, 2013. Editing has been mainly carried out in the introduction for the best 
coherence with other chapters. 
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4.1. Introduction  
As illustrated in chapter 3, phased array coils (PACs) and a single rotating coil accelerated 
acquisitions differently and thus each had limitations and advantages. PACs need more coils to 
further reduce the scan time however, this raises other issues related to RF coil performance that 
may undermine the capability of parallel imaging and parallel transmission. For a single element 
RRFC, in order to achieve a higher reduction factor with the dedicated TDM-SENSE algorithm [40], 
the ADC sampling rate and (mechanical) rotation velocity need to be increased, which could be a 
practical issue particularly for large volume coils. 
 The aim of this chapter is to strategically combine the array structure and the rotating concept 
to potentially address those limitations and achieve better performance. A new algorithm was 
developed for the rotating RF coil array (RRFCA) to provide higher imaging acceleration factors 
and reconstruction without significant B1 inhomogeneity. During the course of rotation, each coil in 
the rotating RF coil array (RRFCA) provided a larger number of distinct and useful sensitivity 
profiles (as a function of time/rotation) for acceleration. This means that to reach the same reduction 
factor, fewer coils are needed, allowing room for larger coils to benefit parallel imaging and parallel 
transmission. An additional benefit of this scheme is the increased signal-to-noise ratio (SNR) 
owing to increased number of coils, thus potentially providing better image quality.  
The proposed transceive rotating coil array were used for imaging a homogeneous phantom at 7 
T. However, as demonstrated in Chapter 3, if the coil array was excited in the commonly used 
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circularly-polarised (CP) mode [79, 130], centre-brightened and periphery-darkened images were 
typically seen at 7 T. Compared to conventional methods introduced in Chapter 3, the RRFCA 
offered additional spatial degrees of freedom that could be used to mitigate the B1 inhomogeneity. 
In this chapter, a 4-element RRFCA model with a human head-sized homogeneous phantom 
was first numerically tested. New algorithms for acquisition acceleration and B1 shimming strategy 
were investigated and developed for the RRFCA. An RRFCA prototype was then built and tested at 
7 T to validate the numerical results.  
4.2. Method 
4.2.1. General Theory 
4.2.1.1. SENSE for Stationary Phased Array Coils (PACs) 
In SENSitivity Encoding (SENSE), the phased array coils are employed to provide multiple 
sensitivity profiles, which are used to partially replace Fourier encoding by magnetic field gradients 
[12]. Each RF coil weighs the received MR signal with its sensitivity, which has both magnitude 
and phase. Consequently, the density of k-space samples can be reduced by exploring the 
redundancy of signals, thereby reducing the image acquisition time. Since the k-space is partially 
acquired, image reconstruction with the inverse Fourier transform will generate aliasing artefacts. 
The general method to reconstruct an image is to solve a system of simultaneous linear equations: 
  Ax b                                                         (4.1) 
where A is the encoding matrix in the form of Eq. 4.2; x is the unknown image; b denotes the k-
space data acquired in the experiment, arranged in a vector form with size (c × K) × 1, wherein  c 
denotes the number of the receivers, and K denotes the size of the k-space acquisition. To resolve N 
pixels with R times acceleration, the length of K is N / R. 
In matrix form, A is given by: 
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where k[1, K], n[1, N]   
where A is formed by concatenating c blocks of matrices, each of which represents the encoding 
matrix of the corresponding coil c. ek,n and Sc,n represent the Fourier and sensitivity encoding 
kernels as function of the voxel position, respectively. The explicit expression of matrix A is: 
  , ( ) ( )
ikn
c k cA n e S n                                                    (4.3) 
where n denotes the position of the n-th voxel, k is the k-th sampling position in k-space and Sc is 
the complex spatial sensitivity of the c-th coil. The size of A is (c × K) × N, 
The received noise increases as gradient encoding is partially substituted by the RF sensitivity 
encoding [11]. In parallel image reconstruction, the noise amplification is characterised by the RF 
coil-dependent geometry factor map (g-map) [11], which can be calculated as follows: 
 11 1[( ) ] ( )H Hn ng SS SS 
                                              (4.4) 
where S is the sensitivity matrix and n denotes the voxel under consideration within the set of 
voxels to be separated, and   is the receiver noise correlation matrix.  
4.2.1.2. Rotating-SENSE for Rotating Radiofrequency Coil Array (RRFCA) 
For stationary arrays, the sensitivity profiles for encoding matrix remain unchanged from row to 
row within the same block (i.e. same coil). The number of sensitivity maps is therefore limited by 
the number of stationary coils. The RRFCA encoding matrix has a similar form to Eq. 4.2; 
nevertheless, the encoding matrix for RRFCA needs to take into account the varying sensitivity 
profiles: 
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where k[1, K], K = N / R, n[1, N], t[1, N / M / R], M is the length of a k-space line. 
where the element of A
R
 is written as:  , , , ( )  
R ikn
c k t c tA n e n S . 
It is clear that the Fourier encoding kernel is consistent between the stationary and rotating 
array; however, it can be seen from Eq. 4.5 that, sensitivity encodings for each coil c (in each curly 
braces) at different step t (in round bracket) are different to each other as the coil rotates. Therefore, 
more variations exist between the rows of the system matrix, which can potentially be used to 
improve its condition. These additional degrees of freedom can be exploited to further reduce the 
scan time. 
The noise behaviour analysis of the rotating-SENSE is similar to that of the stationary case. 
However, to employ Eq. 4.4 for noise analysis, the encoding matrix 
RA was represented as 
multiplication of two matrices as [131]: 
               
RA FS                                                         (4.6) 
where F and S represent the Fourier encoding matrix [11] and sensitivity matrices, respectively. Eq. 
4.6 delineates F and S, while the latter is used to calculate the g-maps by using Eq. 4.4.  
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4.2.2. RRFCA Optimisation 
4.2.2.1. Coil Geometry Optimisation & Comparison 
In this study, the stationary coil array and rotating coil array were compared in terms of parallel 
imaging acceleration ability. Typically, the coil size is closely related to the parallel imaging and 
parallel transmission [132] performance [23, 24, 101, 133]. Larger coils can penetrate deeper, 
providing improved performance in transmission and reception, albeit at a higher mutual coupling 
and noise propagation, which consequently degrades the imaging and transmission performance. In 
the rotating scheme, each coil of the RRFCA generates a number of sensitivity profiles depending 
on its position. To begin a comparative process, an 8-element stationary PACs was first optimised. 
To provide a balanced comparison, the elements of the 4-channel RRFCA and the stationary 8-
channel PACs had the same physical dimensions.  
To eventually facilitate neuroimaging, the diameter of coil former for the 8-element PACs was 
set to 280 mm. The width of each element was set at 90 mm, leaving enough interspace (20 mm) for 
accommodating the counter-wound inductive decouplers. Once the width of the coil was 
determined, the B1 penetration depth and mutual coupling were only related to the longitudinal 
length of coil. The B1 penetration depth was characterised by the normalised magnetic field strength 
calculated along the axis orthogonal to the coil at the z = 0 plane. The calculation was facilitated by 
using a commercially available package FEKO (EMSS, SA). FEKO is a computational 
electromagnetics software package which is based on the Method of Moments (MoM) integral 
formulation of Maxwell's equations. FEKO/MoM is especially suitable for coil simulation and field 
calculation for homogeneous phantom because it employs surface meshing that significantly 
reduces the number of unknowns, instead of using volume meshing of the entire calculation space. 
Figure 4-1 (e) illustrates the magnetic fields from the proximal end to distal end. Figure 4-1 (a) 
shows that a larger coil had a smaller magnetic field strength in the proximal region (section a: 0 
mm to 35.2 mm). In section b (35.2 mm to 105.6 mm), coils of different sizes seemed to produce 
magnetic fields with similar strength. Beyond the centre point (section c: 105.6mm to 220 mm), it is 
revealed that larger coils penetrated deeper into the sample. Magnetic fields measured at sections a, 
b and c, and their coefficients (c1, c2 and c3) were adopted for optimising the coil size. The 
relationship between coil size and mutual coupling is shown in Figure 4-1 (d). We note that the 
mutual coupling increases with the coil size. The coil size was optimised as follows: 
 2 2 3 3 1 1 4 4max c m c m c m c m                                          (4.7) 
where, c1, c2, c3 denote coefficients for normalised magnetic field; m1, m2, m3 are the calculated 
magnetic field strength; m4 and c4 are mutual coupling vector and its coefficient, respectively.  
47 
 
 
Figure 4-1. Penetration depth (normalised magnetic field) and coupling with varying coil sizes from 
180 mm to 220 mm. (a) Normalised magnetic field in proximal end (section a); (b) normalised 
magnetic field in middle end (section b); (c) Normalised magnetic field in far end (section c);  (d) 
Relationship between mutual coupling and coil. (e)  Illustration of normalised magnetic field along 
axes at z = 0 plane; (f) Illustration of proposed RRFCA  
The proposed RRFCA consisted of four coils as shown in Figure 4-1 (f). Similar to the structure 
of the single-channel RRFC, the RRFCA had three layers. The outer and inner layers formed a U-
shape shell, which was stationary, providing support for the rotor and isolation to the patient. The 
middle layer, where the RF elements were attached, was rotatable. The diameter of inner layer and 
outer layer were set to 250mm and 300mm, respectively.   
4.2.2.2. Sensitivity Encoding Optimisation  
In the previous works [40, 41], the RRFC rotated about the subject continuously.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           
In order to improve the sensitivity encoding ability of the RRFCA, we firstly modify the previous 
continuous rotating into a stepping fashion as shown in Figure 4-2, and then strategically choose 
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angular sampling positions in the stepping fashion according to Eq. 4.8. As illustrated in Figure 4-2, 
the proposed RRFCA coil rotated in a counter-clockwise direction starting from the t-th angular 
position. At each angular position, the coil sampled one phase-encoding line. The angular 
displacement θ between adjacent acquisitions was calculated to achieve the best imaging 
acceleration performance (minimised g-factor) as follows: 
     
2
,( ( ) 1)
argmin
yx y x
g
N
  
 
  
 
                                             (4.8) 
where θ was the angular displacement between two k-space lines, gx,y(θ) was the g-factor 
calculation at voxel (x, y) in an image with N pixels. The summation was performed in both 
directions over the entire image. 
 
Figure 4-2. The illustrations of stepping mode by a single rotating element in the RRFCA. The coil 
visits three sampling positions from (t-1)-th step angular position on the left to right counter-
clockwisely. Interval of each sample position is θ. By optimising θ, imaging acceleration ability of 
RRFCA is maximised.  
 
4.2.3. Prototyping 
The 4-element RRFCA was numerically modelled and the circularly polarised components of 
the steady state magnetic field were calculated to generate signal intensity (SI) images. The images 
were then compared with the experimental SI image to validate the accuracy of the numerical 
calculations. The good correlation between the two images permitted further investigation of B1 
shimming strategies and image reconstruction by means of rotating sensitivity encoding. 
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4.2.3.1. Experimental Setup 
The 4-element RRFCA prototype consisted of four coils, each of which was 90 mm in width 
(transversal) and 210 mm in length (longitudinal) determined by the optimisation results of Eq. 4.7. 
Coils were placed equidistantly around the coil former (  : 280 mm). The acrylic cylindrical 
phantom ( : 220 mm, h: 300 mm) was filled with a liquid solution consisting of 2.62 g (0.0448 
mol) NaCl and 2.14 g (0.0047 mol) NiSO4·6H2O per 1000 g distilled water. The dielectric 
properties of the resulting solution were subsequently measured with the Dielectric Assessment Kit 
(SPEAG, Switzerland) as εr = 78.35 and σ = 0.53 S/m, respectively. All images were acquired on a 
Siemens 7 T whole body system (Magnetom 7 T, Siemens Healthcare, Erlangen, Germany) with 
standard FLASH sequence as shown in Figure 4-3 (a).  
 
 
Figure 4-3. (a) The standard FLASH sequence. Repetition time (TR) is 300ms and Echo time (TE) 
is 7.9ms. (b) Experimental setup for RRFCA in CP-mode. Extended shaft allows adjusting rotating 
degree of RRFCA manually outside the tunnel without moving the RRFCA in and out from tunnel.  
This is important for the accuracy of experiment. The angular position is measured with a resolution 
of 1 degree using the rotation degree indicator. 
In the stepping mode, after transmitting and receiving one k-space line of data at one angular 
position, the RRFCA moved to the next position for the subsequent sampling. In this preliminary 
study, the stepping angle was manually adjusted. The angular displacements were determined 
according to the sensitivity encoding optimisation results. At each required position, a complete k-
space matrix was acquired. The accelerated acquisitions with RRFCA were achieved retrospectively; 
that is, corresponding k-space lines were extracted and combined to numerically model the k-space 
data in stepping mode with a reduction factor R. The experimental setup is shown in Figure 4-3 (b). 
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The Siemens standard Dual Echo Steady State (DESS) sequence was employed to acquire B0 map 
with the 4-element transceive array. The B0 map was then used to determine the current adjustment 
of second-order shim coil to realise the B0 field corrections over a region that slightly larger than the 
phantom. The current adjustment stopped till the full width at half maximum was less than 10Hz 
and the shim current kept constant throughout experiment.  
4.2.3.2. Numerical Calculations 
Numerical simulations were performed according to the experimental setup as described in the 
previous section. All simulations were performed using FEKO. Programs for post-processing and 
optimisation were written in MATLAB (Mathworks, Natick, MA). The steady state RF magnetic 
fields were transferred from FEKO to MATLAB in order to calculate the circularly polarised 
magnetic field [53] and signal intensity [53, 77, 134]. The elliptical magnetic fields can be 
decomposed into two circularly polarised components as:  
                
 
1  
2
x yB iB
B

                                                               (4.9a) 
*
1
( )
 
2
x yB iB
B

                                                             (4.9b) 
where 
1B
 , 
1B
 , xB and yB  denote the position dependent complex magnetic field quantities; xB and 
yB  are the vector components calculated in FEKO, i is the imaginary unit, * asterisk indicates the 
complex conjugation. 
By employing 
1B
 and 
1B
 , the SI image for a single coil can be estimated as [77]: 
0 1 1( ) sin( )calcSI W B V B
                                                     (4.10a) 
where W0 is proportional to the proton density distribution, that is the water content within the 
voxels that contributes to the magnetic resonance (MR) signal; 
1B
 which is the magnitude of 
1B

field calculated when the driven voltage V of the coil is 1V. γ is the gyromagnetic ratio, τ is the RF 
pulse duration.  
In this work, the coil array was excited in circularly polarised (CP) mode, and the SIcalc of the 
coil array is calculated as the sum of squares of individual coil images: 
 
2
1
c
calc calc CP c
SI SI                                                    (4.10b) 
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where c counts the number of the coils, and calc CPSI  stands for SI image of each coil under the CP-
mode excitation. 
4.2.4. Homogeneous Image Reconstruction by Rotating SENSE 
4.2.4.1. Ensemble 
1B
 Shimming Strategy  
At ultra-high fields, 
1B
 shimming is typically required for conventional array coils to achieve 
homogenous excitation. Given that a large number of transmit profiles are available with the 
rotating scheme, more degrees of freedom are available for mitigating the 
1B
  inhomogeneity. In the 
stepping mode of RRFCA, each k-space acquisition in phase direction is associated with a unique 
angular position, and therefore unique transmit and receive sensitivities. This implies that lost 
signals (dark spots) in one angular position could be compensated at other angular positions, as long 
as the ‘ensemble’ 
1B
  is homogeneous.  
The ‘ensemble 
1B
 ’ is not an instantaneous excitation profile as the common notion of 
1B
 ; 
instead, it can be expressed as the summation of 
1B
  profiles during all acquisitions. Homogeneous 
ensemble 
1B
  represents equalised excitation of each voxel throughout the scan. By optimally 
choosing the excitation phase of each individual channels, the ensemble 
1B
  can be homogenised.  
 
1 1
1 1
2
arg min ( ( , ))
t c
c desired
p c p
B V B

 
 
                                        (4.11) 
where 
1| |desiredB
  represent the magnitude of desired uniform excitation profile. 1( ( , ))c p
B V  is the 
magnitude of excitation profiles passing t angular positions with an array with c channels. V and α 
are the excitation voltage and phase for each channel, respectively. They remain unchanged for all 
acquisitions. In this work, only the phases of channels were set as optimisation variables. 
4.2.4.2. Homogeneous Image Reconstruction Preparation  
The k-space data with ensemble B1 shimming as described by Eq. 4.11 was simulated. SIcalc 
images at each optimised angular position were calculated according to Eq. 4.10 and then 
transformed into k-space. The k-space lines with corresponding phases were extracted and used to 
form the equivalent k-space data for the RRFCA in the stepping mode. Uniform undersampling was 
then achieved along the phase encoding direction.  
Since each acquisition of the RRFCA is associated with different excitation and reception 
profiles, the image reconstruction requires a different approach to that of conventional imaging. By 
52 
 
introducing the concept of composite sensitivity that includes the contribution to the image from 
both excitation and reception, the proton density weightings can be extracted using a reconstruction 
algorithm in a similar form to conventional parallel imaging. The composite sensitivity can be 
expressed as:  
                
1 1sin( | | )com shimsensitivity V B B
                                            (4.12) 
where comsensitivity  is the composite sensitivity, which is the combination of specific transmit 
profile 
1 shim
B  and the coil sensitivity 
1 B
 . 
1 shim
B  and 
1 B
  were calculated by numerical 
simulations.  
4.2.5. SNR 
In MRI, one of the main drives to increase the main magnetic field strength (B0) is to improve 
the SNR. At low field, the 
1B
 and 
1B
 are relatively independent of B0 because of the much longer 
wavelength inside the sample, leading to the independence of SNR from both 
1B
 and 
1B
 . 
Compared to low-field MRI, in ultra-high field MRI, the 
1B
 and 
1B
 vary dramatically in the image 
domain, and the SNR varies spatially with RF fields [78, 135]: 
2 *
0 1 1( | |) ( )
  
signal
noise sample
B Wsin V B BV
V P
   
                                        (4.13) 
where W is the weighting factor related to tissue- and sequence-specific factors. τ, V, ϒ are the same 
parameters explained in Eq. 4.10 . Psample is the power dissipated throughout the sample.  
In parallel imaging with the coil array, the SNR is penalised by the reduction factor R and 
geometric factor g [11]: 
1
 PPI
full
SNR
SNR g R
                                                               (4.14) 
where 
fullSNR and PPISNR  denote the SNR without and with acceleration. The SNR produced by the 
8-PACs and 4-RRFCA as function of the reduction factor was numerically analysed according to 
Eq. 4.13 and Eq. 4.14.  
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4.3. Results  
4.3.1. SI Mapping and Comparison 
The experimentally acquired FLASH image in CP mode is shown in Figure 4-4(a). After 
applying scaling factor W0 and  U V obtained as [136], the simulated image SIcalc in Figure 4-4 
(b) showed little difference compared with the experimental data. The excitation profile of CP mode, 
the corresponding flip angle map and the single coil receive sensitivity profile are shown in Figure 
4-4 (c), (e) and (d), respectively.  
 
 
Figure 4-4. Experimentally acquired and simulated SI image. (a) SIexp at 60˚ position.  (b) SIcalc 
after applying the mapping coefficient at 60˚ position; (c) 
1B
  in CP mode with 4-element RRFCA 
(simulated). (d) 
1B
 of single coil (simulated). (e) flip-angle after applying the coefficients 
(simulated). 
The maximum and average flip angles in CP mode were around 70˚ and 18˚, respectively. A 
good correlation between SIcalc and SIexp validated the numerical calculations, which allowed us to 
accurately investigate the subsequent B1 shimming and image reconstruction using numerical 
simulations. 
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4.3.2. B1 Shimming Result from Simulation  
Without B1 shimming, the 1B
  profile excited under CP mode is shown in Figure 4-5 (a). Since 
the wavelength was shorter than the diameter of the phantom, the signal loss caused by destructive 
interference was clearly seen in the form of dark spots. Combined with the centre-brightening as a 
result of constructive interference, the excitation was extremely inhomogeneous. With an ensemble 
1B
  shown in Figure 4-5 (b), it was not feasible to reconstruct a homogeneous image by RRFCA. 
However, by strategically choosing the individual drives of each channel as illustrated in Eq. 4.11, a 
specific excitation profile can produce a homogeneous ensemble 
1B
 once the RRFCA has visited all 
the angular positions. Since multiple RF amplifiers might not be widely available, here a more 
feasible approach of adjusting the phases of individual channels was simulated. Setting the phases 
of each channel to 161˚, 112˚, 73˚ 31˚, produces the corresponding 
1B
  profiles shown in Figure 4-5 
(c). In contrast to conventional B1 shimming for stationary PACs at 7T, the adjusted excitation 
profile of RRFCA (Figure 4-5(c)) was inhomogeneous for each transmission. However, the 
superposition of such a  
1B
  field profile over all angular positions generated a homogeneous 
ensemble 
1B
 as shown in Figure 4-5 (d). By comparing Figures 4-5 (b) and (d), it is clear that the 
circular signal dropout in Figures 4-5 (b) can be successfully compensated. 
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Figure 4-5 (a) 
1B
   in CP mode by simulation (b) ensemble 
1B
 of RRFCA under CP mode 
excitation. (c) 
1B
  shimming profile at certain angular position. (d) Homogeneous ensemble
1B
 . 
The plots are normalised. 
4.3.3. Composite Sensitivity and g-map Comparisons 
Under this scheme, composite receive sensitivity was dependent on 
1B
 . As shown in Figure 4-
6 (b), the composite sensitivity calculated using Eq. 4.12 had more variations compared to the 
traditional sensitivity in Figure 4-6 (a). More unique profiles could potentially further improve the 
parallel imaging performance due to the increased orthogonality of sensitivity encodings.  
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Figure 4-6. (a) Sensitivity profile under homogeneous excitation for stationary PACs. (b) 
Composite sensitivity for RRFCA under specific excitation. The plots are normalised. 
The g-map is an important visualisation tool to analyse the performance of imaging acceleration. 
In Figure 4-7 (a), g-maps of 4-element RRFCA, 4-element PAC and 8-element PAC are compared 
as function of the reduction factor R (with R ranging from 2 to 4). This figure illustrates that under 
all reduction factors, the RRFCA had the most uniform g-maps and lowest max g-factors, that is, 
best noise suppression and imaging acceleration ability. The advantage of RRFCA over the 
stationary 4-element PACs (i.e. with the same number of coils) was evident from Figure 4-7. The g-
maps of the RRFCA were also slightly better than those of the stationary 8-element PACs, even 
though the latter had twice as many elements. Figure 4-7 (b) displays the max g-factor of PACs and 
RRFCA at various reduction factors. With only 4 coils, max g-factors of stationary PACs increased 
from 1.2 to 4.9 (R: 2~4), while the same measure for the RRFCA only varied from 1.05 to 1.3, 
which was an improvement compared to the 8-element stationary PACs (i.e. with g-factors ranging 
from 1.1~1.7). 
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Figure 4-7. (a) left column, g-maps of RRFCA under different reduction factors; middle column, 
g-maps of 4-element stationary PACs under different reduction factors; right column, g-maps of 8-
element stationary PACs under different reduction factors. (b) Max geometry factors obtained and 
plotted versus the type of coil array and the reduction factor R.  
4.3.4. SNR Comparisons 
In ultra-high field MRI, the stationary coil array normally has a higher SNR (brighter spots) 
near the coils along the wave propagation direction, but lower SNRs are commonly seen in areas 
between adjacent coils. The RRFCA is able to address this issue with the rotating scheme. In Figure 
4-8 (a), the SNR maps of RRFCA, 4-element PACs and 8-element PACs are illustrated in the left, 
middle and right column respectively, at different reduction factors. Compared to the stationary 
PACs, the SNR of RRFCA was notably more uniform. Signals were evenly distributed within the 
subject as a result of sampling at multiple angular positions. Compared to the 4-element PACs, with 
the same number of coils, RRFCA had better SNR uniformity than its counterpart due to the 
rotating scheme. However, with twice as many coils, the SNR of 8-element PACs was comparable 
to that of RRFCA; nevertheless, spatial variations were apparent for the PACs. Figure 4-8 (b) shows 
that higher SNR of RRFCA was produced along the central axis of the phantom at z = 0 plane. 
Compared to the stationary PACs with the same coil element (red dotted line), the SNR of RRFCA 
(blue solid line) was not only higher, but also more uniform (i.e. with no significant signal 
dropouts). Compared to the RRFCA, the SNR of the 8-element PACs was only higher in the central 
region of the sample, albeit with significantly more variations across the FOV.   
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Figure 4-8. (a) SNR comparisons among RRFCA, 4-element PACs, 8-element PACs under 
different reduction factors. Left column, SNR of the RRFCA in stepping mode under different 
reduction factors; middle column, SNR of the 4-element stationary PACs under different reduction 
factors; right column, SNR of 8-element stationary PACs under different reduction factors. 
(b) SNR profiles along axes of phantom at z = 0 plane for RRFCA, 4- and 8-element PACs 
under different reduction factors. From top to bottom, R = 2, 3 and 4 respectively. 
4.3.5. Image Reconstruction and Error Maps 
The simulated homogeneous phantom image reconstructions obtained with the RRFCA and 8-
element PACs at R = 4 are shown in Figure 4-9 (a) and (c), respectively. A typical aliasing artefact 
was observable with the 8-element stationary PACs, and error map (d) also correlated with the same 
aliasing characteristics. Different from the stationary coil array, the rotating array displayed 
uniformly dispersed artefacts across the FOV, as shown in Figure 4-9 (b). When converged to the 
same level of residual, the RMSD (Root-Mean-Square-Deviation) and AP (Artefact Power) of 
RRFCA reconstructed image were 13.3% and 24% lower compared to the 8-element PACs, 
respectively (i.e. RRFCA: RMSD = 1.1e
-2
 and AP = 2.5e
-4
; 8-PACs: RMSD = 1.28e
-2
 and AP = 
3.3e
-4
). 
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Figure 4-9. (a) Image reconstructed with RRFCA and (c) 8-element stationary PACs at R = 4. 
(b) and (d), error images of RRFCA and 8-element stationary PACs. 
4.4. Discussion 
4.4.1. On 1B

and 1B

 
Performing B1 shimming and SENSE using RRFCA involves a large amount of sensitivity 
mappings. It is impractical to measure all 
1B
  and 
1B
  profiles at all positions.  Instead,  
1B
  and 
1B
  
were only acquired at several angular positions. At other positions, 
1B
  and 
1B
  profiles were 
estimated by numerically rotating the acquired profiles, thanks to the use of homogeneous phantom 
and perfect symmetry of the experimental setup. An extended shaft was used to adjust the stepping 
angle of the coil just outside the MRI system without repositioning the coil-phantom set for each 
acquisition. Plastic foam was used to align the cylindrical coil former and the phantom along the z 
axis with good symmetry. Before sampling, several images at different angular positions were 
acquired and studied to ensure the alignment of RRFCA system and phantom. The alignment 
between RRFCA and phantom along the z direction was important to ensure accurately estimating 
sensitivity profiles by means of numerical rotation. In-vivo imaging may require multiple B1 
mappings. 
1B
  can be obtained by Actual Flip-angle Imaging method [98], and the 
1B
  can be 
obtained by employing the inverse method [136] with the help of accurate numerical calculations.  
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4.4.2. On Practical Consideration 
4.4.2.1. Cabling the Rotating Array 
In our previous work [40, 41], the frictionless inductive coupler was used to transmit/receive 
signal for RRFC with continuous rotation. However, because of the different mechanisms for signal 
encoding and reconstruction, the RRFCA was not required to rotate continuously during sampling, 
but only to sample each k-space line at certain pre-calculated angular positions in different 
acquisitions. Since the angular displacement of coil array is between -180 and +180 for position 
control, RF cables for individual channels were properly extended (Figure 4-3 (b)) to accommodate 
any angular rotations within this range.   
4.4.2.2. Motorising the Rotating Array 
The reconstruction algorithm presented in the current study is based on SENSE [11], albeit with 
varying sensitivity profiles provided by rotating arrays. This SENSE-based algorithm requires 
accurate sensitivity mapping using pre-scans, which implies that the coil positions in actual imaging 
should be identical to those in the pre-scans. Inaccurate positioning would result in sensitivity 
misalignment and corresponding imaging artefacts. Methods to motorise the array coil with 
automatic and accurate coil-positioning will be investigated in our future studies. For example, 
piezoelectric motors are known for their excellent positioning accuracy, non-magnetic nature, high 
torque, fast response time and hard brake without backlash.  
4.4.2.3. Rotation speed and Safety 
The RRFC revolves about the subject in a continuous fashion and reconstruct image with TDM-
SENSE [40] algorithm which needs a high rotation speed. The experiments on 2 T whole-body and 
4.7 T small-animal showed that rotation velocity up to 1200 rpm (revolutions per minute) was 
sufficient to achieve good images [40]. It was evidenced that rotational velocity of small animal 
coils up to 20,000 rpm is feasible using air turbines and ceramic bearing [137]. However, in the 
present study, the RRFCA adopted SENSE-like encoding with stepping mode does not need high 
angular velocity. The time required for the transition of adjacent angular position is on the same 
order of the sequence repetition time (TR). For example, the average angular velocity required is 
merely 25 rpm for a 15 rotation in 100 ms. With such a rotation speed (on the order of 10 rpm), the 
acoustic noise induced by mechanical rotation is not considered significant. To ensure safety, the 
rotor of the RRFCA is fully enclosed by a stationary U-shape hollow shell, which isolates any 
moving mechanical parts from subjects. 
The specific absorption rate (SAR) [138, 139] issue was not discussed in this preliminary study. 
However, local SAR control is of paramount importance for in vivo imaging. Complex tissue 
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distribution and the interaction with transmit coils may cause unpredictably high local SAR, which 
may cause tissue damage. Our initial study on this subject indicated that RRFCA with larger 
number of transmit magnetic and electric profiles can significantly increase the capacity in both B1 
shimming and local SAR control [140].  
4.5. Conclusion 
In this chapter, the imaging acceleration ability and an image reconstruction strategy for a 4-
element RRFCA were numerically investigated and experimentally validated. Under the rotating 
scheme (stepping mode), each coil was capable of acquiring multiple sensitivity profiles, leading to 
good imaging acceleration performance demonstrated by uniform g-maps and small maximum g-
factors (max-g = 1.3 at R = 4). The 4-channel RRFCA outperformed both the 4- and 8-element 
stationary PACs in terms of SNR uniformity and g-map. By carefully choosing the acquisition 
positions and corresponding transmit/receive profiles in the rotation scheme, the RRFCA was able 
to reconstruct uniform images for the homogeneous phantom at high reduction factors using 
relatively simple methods. In the next chapter, we report the RRFCA for in vivo imaging. However, 
since tissue-coil interactions become more complex in heterogeneous subjects, the simple 
sensitivity estimation methods used in this chapter are no longer suitable for in vivo applications. 
Therefore, a dedicated rotation-dependent in vivo sensitivity estimation algorithm will be developed 
in the next chapter.  
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Chapter 5 
In vivo rotation-dependent sensitivity estimation and imaging 
acceleration for human brain imaging with rotating coil arrays at 7 T  
 
In this chapter, the feasibility of using the RRFCA for human brain imaging was tested. Unlike 
homogenous phantoms, human heads have complex structures with heterogeneous dielectric 
properties. Therefore, the sensitivity estimation method used in the previous chapter for the 
homogeneous phantom is insufficient to accurately estimate in vivo rotation-dependent sensitivity. 
In order to use the proposed rotating rotating-SENSE algorithm introduced in Chapter 4 for fast 
imaging, a dedicated rotation-dependent sensitivity estimation method for in vivo imaging is 
developed in this chapter. This chapter is largely based on the journal article “In vivo sensitivity 
estimation and imaging acceleration with rotating RF coil arrays at 7 T”, which was accepted for 
publication by the Journal of Magnetic Resonance in December, 2014. Slight editing has been carried 
out for best coherence with other chapters.  
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5.1. Introduction 
As introduced in Chapter 4, the rotating-SENSE algorithm was developed for acquisition 
acceleration and image reconstruction with the rotating array. Similar to SENSE [11, 12], the 
rotating-SENSE algorithm requires sensitivity information for image reconstruction and 
acceleration. In the last chapter, a small number of sensitivity maps ( 1B
 ) acquired at several 
angular positions were numerically rotated to estimate the sensitivity at other positions. This 
technique was used for human brain imaging at 2 T [40, 41] owing to the relatively weaker coil-
tissue interaction [141-145] (dielectric resonance [8, 130, 134, 146, 147]). In the previous chapter, 
this approach has also been used for imaging a homogeneous phantom at 7 T, provided the phantom 
and the RRFCA system are both symmetrical. However, this method is not applicable for in vivo 
sensitivity estimation at 7 T, because the in vivo sensitivity maps at different angular positions vary 
significantly due to the strong coil-tissue interactions. Since measuring the sensitivity at every 
angular position is impractical and affects fast imaging performance, a practical and robust 
sensitivity estimation method is needed for in vivo applications of the RRFCA at ultra-high fields.  
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In this chapter, a novel sensitivity estimation method is specially developed for in vivo 
applications of the RRFCA. Instead of simply rotating the acquired sensitivity to new angular 
positions, the in vivo sensitivity maps will be deformed in a non-linear fashion. These deformations 
can be calculated with image registration techniques by registering in vivo sensitivity profiles to 
those in a library acquired from volunteers scans or numerical calculations. This approach is based 
on the observation that the 
1B
  map is not particularly sensitive to small local changes, in terms of 
dielectric properties and structures of tissues. Instead, 
1B
  maps are typically related to the global 
dielectric property distribution relative to the RF system [21, 134, 148], with lower spatial 
frequencies. This sensitivity deformation can be modelled numerically using image registration 
techniques [149-151], as these techniques are commonly used in finding the spatial correspondence 
between two images. Additionally, image registration has recently found application in modelling 
the magnetic field variations due to changes in dielectric distributions between different subjects 
[15].  
In this chapter, the proposed numerical method will be applied to estimate the sensitivity maps 
within a human head when RF elements are at various angular positions. The estimated sensitivity 
profiles will then be used to reconstruct images. Additionally, they can assist the optimisation of the 
rotating techniques, in which the rotation parameters are adjusted to minimise the maximum g-
factor associated with the rotating coil array. The g-maps, reconstructed images and SNR maps of 
the RRFCA and stationary coil array will then be compared. 
5.2. Methods and materials 
As described in last chapter, the RRFCA moves to various angular positions during acquisition, 
so that different k-space phase-encoding lines are associated with distinct coil sensitivity profiles 
which improve encoding capability. In order to reduce the overall scan time, sensitivity maps at 
most angular positions are estimated from a small number of measured in vivo sensitivity maps, by 
employing the proposed algorithm. The linear superposition of individual sensitivity maps with 
global coverage of the sample can benefit the registration algorithm [152] (details are discussed in 
later sections). However, four physical elements with 90˚ intervals of the RRFCA prototype are 
insufficient to provide a complete coverage. Consequently, two sets of sensitivity maps, with 
angular separation of 45˚ (e.g. position 1: 0˚+45˚ in Figure 5-1), are used together to simulate a 
rotating array with 8 elements equidistantly distributed in the angular direction. Considering that all 
elements are identical, the range of angular displacement that the RRFCA needs to travel is from -
22.5˚ to + 22.5˚. In order to test the robustness of the estimation algorithm at the maximum angular 
rotation, sensitivity with 22˚ displacement (position 3) from position 1 is estimated. In addition, the 
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intermediate angular position displacement (10˚ at position 2) is also estimated. (as shown in Figure 
5-1, estimate 
1B
  at position 2 and 3 from acquired  at position 1).  To verify the robustness of 
the proposed algorithm, two volunteers of different genders and distinctly different head sizes were 
imaged. 
 
Figure 5-1. The sensitivity profiles of the 4-element RRFCA were acquired at angular positions at 
0, 10, 22, 45, 55 and 67, denoted with red, yellow, green, dashed red, dashed yellow and 
dashed green. Sensitivity maps acquired at these positions were recombined as three positions for 
better registration performance: position 1 (0 + 45), position 2 (10 + 55), position 3 (22 + 67). 
5.2.1. Registration based in vivo sensitivity estimation  
In this work, the new sensitivity estimation method uses the acquired sensitivity at the initial 
position to estimate the sensitivity at other positions by employing a sensitivity library and 
registration techniques. The library provides source images, which are made up of sensitivity maps 
at all angular positions acquired during scans of volunteers. The registration techniques are 
employed to find the spatial transformation that aligns the source image (library sensitivity) to the 
target image (actual acquired sensitivity) from its initial position, and this transformation is applied 
to other angular positions for estimating corresponding sensitivity maps. The rotational sensitivity 
at arbitrary angular positions is acquired by following four steps: 
 (1). Create a library by acquiring sensitivity maps at all angular positions from the scans of the 
volunteers. During the actual patient scanning, sensitivity maps at an initial position (i.e., position 1 
in Figure 5-1) are acquired. Image processing is applied to both groups of sensitivity maps to 
smooth profiles and correct singular values.  
1B

66 
 
(2). Instead of registering individual coil sensitivity maps, they are linearly combined before 
being registered, to improve accuracy and efficiency. The combination coefficients are determined 
with a condition number of 1 to achieve the optimal sensitivity estimation when individual 
sensitivity profiles are later extracted (see Step (4)).    
 (3). As illustrated using a flow chart in Figure 5-2, the source profile 8
1S  (combined 8 library 
1B
  maps at position 1) is registered to the target profile 8
1T  (combined 8 in vivo 1B
  maps at 
position 1). The corresponding transformation 8
1  is extracted and applied to the combined library 
sensitivity map at arbitrary angular position (α) to obtain the estimated combined sensitivity map 
8E .  
(4).Repeat step (3) 8 times for all the linear combinations to estimate all the combined 
sensitivity maps. The individual sensitivity map 1E  at α angular position (i.e., position 2, 3 in 
Figure 5-1) is calculated by multiplying the inverse of the coefficient matrix. N
2
 in Figure 5-2 
denotes the number of pixels. 
 
Figure 5-2. Flow chart of the registration based rotation-dependent sensitivity estimation.  
5.2.1.1. In vivo sensitivity mapping and singular value correction  
The most common sensitivity mapping method for a stationary coil array is to derive relative 
coil sensitivity by dividing the individual coil image using a predominantly uniform reference 
image. Both the coil image and the reference image can be obtained from either full k-space 
sampling [11, 153] or fully sampled central k-space [154, 155]. Without a uniform volume transmit 
coil, the reference image is typically approximated as the root sum of square (RSS) image: 
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where J is the total number of coils in an array; 
jI  is the full-FOV image obtained with the j-th coil; 
jS  is the sensitivity map of the individual coil. 
The direct division in Eq. 5.1-b can easily generate singular values. The different singular value 
distributions of each coil can cause inaccurate reconstructions which, particularly in this work, can 
misinform the registration process. 
Singular values are commonly seen at the interfaces (i.e. skin and skull, skin and air) for both 
magnitude and phase of the sensitivity maps. In addition, the phase of sensitivity is often 
unpredictably wrapped for the ultra-high field MRI. To prepare sensitivity profiles for registration, 
a multi-level singular value removal algorithm was developed.  Similar to methods employed in 
[156], the map was first divided into reliable and unreliable regions. The unreliable regions consist 
of singular values of the magnitude map, sensitivity voids and phase discontinuities [157]. An 
interpolation/extrapolation procedure [158], based on polynomial fitting, was then performed to 
correct the sensitivity profiles in the unreliable regions.  
5.2.1.2.Optimal sensitivity combination  
Due to the complex coil-tissue interactions at the ultra-high fields, after loading a heterogeneous 
subject like the human brain, the sensitivity of each coil becomes distinct [159]. For this reason, 
single coil sensitivity based estimation is compromised by insufficient coil-tissue information.  In 
addition, the registration algorithm works less efficiently with signal voids that are commonly seen 
in single-channel sensitivity maps. For better estimation, sensitivity profiles are linearly combined 
before applying registration. A similar method has been reported for optimal B1 mapping [152]. 
This process is expressed as: 
 coef single combinedC S S                                                       (5.2)  
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where 
coefC  denotes an 8×8 coefficient matrix; singleS is the sensitivity matrix resized to 8×N
2
 
(resolution is N×N) and each row is a single coil sensitivity. combinedS  contains the linearly combined 
sensitivity maps.  
During rotating, the coil-tissue interaction is fully transformed from one angular position to 
another and Eq. 5.2 is applied accordingly. As shown in Figure 5-2, to decompose the estimated 
individual coil sensitivity 1E  from estimated combined sensitivity maps 
8E , the inversion of coefC  
is multiplied to both sides of equation. With the method described in [152], the matrix coefC  is 
determined with condition number 1 to minimise error.    
5.2.1.3. The registration technique for sensitivity estimation  
The goal of registration is to find the spatial correspondence between the source and target 
images. Registration techniques are widely used in medical imaging [149, 150, 160, 161], such as 
when information from multiple modalities are combined (computed tomography (CT), MRI, 
positron emission tomography (PET)), intra-subject motion correction, distortion correction, 
dynamic imaging reconstruction  and high-field MRI safety assessment [15]. A typical registration 
algorithm includes two components: a similarity metric and geometric deformation. The registration 
algorithm employed here followed, in part, previously published works [151, 162], while various 
components were adapted to suit the current application. For example, a similarity metric was 
modified to cope with complex-valued sensitivity maps. 
Similarity metric 
The similarity metric measures how well the source image aligns to the target image. Various 
metrics have been developed for image registration, such as squared difference (SD), mutual 
information (MI) [163, 164] and pattern intensity (PI) [165].  
Sensitivity maps are complex images. Both magnitude and phase of 1B
  and 1B
  exhibit a 
rotational property [159] which offers opportunities to apply image registration techniques for 
estimating sensitivity maps. Magnitude images are relatively easy to be registered because the 
features are clear; however, registering phase images is problematic due to phase-wrapping. Even 
when the phase images are unwrapped, the unwrapping quality and phase ranges are difficult to 
control which can undermine the registration performance. To avoid this problem, the registration 
process in this work was not solely performed on phase images, but on the complex sensitivity 
maps. The PI metric was modified to cope with complex numbers. The SD metric was chosen for 
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registering magnitude images due to its fast processing speed. Two registration processes were set 
to different convergence parameters for optimal performance.  
For a source image ( , )sI x y  and a target image 
( , )tI x y , a two-dimensional SD and PI are 
defined as: 
                                                   
(5.3-a) 
                           
( 5.3-b) 
where x and y are the voxel coordinates in the image, X and Y are the numbers of the voxels along 
each dimension. In Eq. 5.3-b, Idiff  is the difference image. The parameter r defines the size of the 
neighbourhood, in which the variations are taken into account. The parameter  is a sensitivity 
controller to decide whether the variation is a structure or not.  
Geometric deformation 
Two types of geometric deformation, affine transformation and non-rigid transformation, were 
employed in this work. The affine transformation included translations and rotations, making it best 
suited for global transformations. The non-rigid transformation was applied to compensate the 
inefficiency of the affine transformation in local areas.  In the non-rigid transformation, a 
deformation field recorded all displacement vectors at each voxel from an aligned source image to 
the target image. In this work, a free-from deformation (FFD) based on B-splines [166] was adopted 
for non-rigid transformations. The FFD worked by deforming a source image by manipulating a 
mesh of control grids [167]. To improve its efficiency, a coarse-to-fine multilevel B-spline 
approximation was adopted to generate a series of B-spline functions incorporating bicubic 
interpolation functions for calculation of the deformed pixel values.    
5.2.2. Image reconstruction and encoding optimisation  
The rotating coil array emulates a large amount of coils with only four physical RF elements, 
thereby improving the condition of the encoding matrix to facilitate a higher reduction factor. 
However, the encoding ability of RRFCA can be further improved by strategically choosing the 
rotating degree for each stepping, which is determined by the g-map based optimisation algorithm 
[168].  
2
1 1
( ( , ) ( , ))
X Y
s t
x y
I x y I x y
SD
XY
 



2 2 2
2
, 2 2
, ( ) ( ) ( ( , ) ( , ) )
r
x y x u y v r diff diff
diff t s
PI
I x y I u v
I I I


   

 
 
 
70 
 
5.2.2.1. Image reconstruction with rotating-SENSE  
The number of sensitivity profiles limits the sensitivity encoding ability of a stationary coil 
array; therefore, the sensitivity profiles in the encoding matrix remain unchanged from row to row 
for each coil. However, the encoding matrix (AR) of the RRFCA has more variations in its rows by 
taking rotational sensitivity into account: 
                                                                    (5.4) 
where   and ( , )j jS S r t ;  [1, M×N / R], t[1, M / R], N is the length of a k-space line, 
M is the number of k-space lines and R is the reduction factor. E and Sj denote the Fourier encoding 
and sensitivity encoding matrices, respectively. K denotes the  -th k-space sampling position; r  
and t in Sj denote the sensitivity at the position of ρ-th voxel of the step t. 
The Fourier encoding kernel is consistent between the stationary and rotating array; however, 
sensitivity maps for individual coils j at each step t are different as the coil rotates. This variation 
improves the condition of encoding matrix and can be exploited for further scan time reduction 
[168]. 
The noise behaviour analysis of the rotating-SENSE is similar to that of the traditional 
stationary array. However, to employ g-maps [11] for noise analysis, the sensitivity matrix S needs 
to be delineated from encoding matrix RA : 
                                                                            (5.5) 
where F and S represent the Fourier encoding matrix and sensitivity matrix, respectively. The 
sensitivity matrix S consists of the acquired sensitivity and estimated sensitivity profiles. See [168] 
for the process of separating F and S. 
5.2.2.2. Sensitivity encoding optimisation  
The proposed method of estimating in vivo sensitivity maps enables us to investigate the 
optimal rotating scheme using numerical simulations. By optimally choosing the sampling position 
of each step, the sensitivity encoding capability can be maximised. At each angular position, the 
coil sampled one phase-encoding line. The angular displacement θ between adjacent acquisitions 
was determined by achieving the best imaging acceleration performance as follows: 
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where θ denotes the angular displacement between two k-space lines, gx,y(θ) is the g-factor 
calculation [11] at voxel (x, y) in an image with M×N pixels. 
5.2.3. Experimental validation  
The 4-channel RRFCA was used to scan two subjects, A and B, at 6 angular positions (0, 10, 
22, 45, 55 and 67 in Figure 5-1). These data were firstly combined to simulate an 8-channel 
RRFCA (for reasons described previously). To test the proposed algorithm in an intra-subject case, 
images of subject A were acquired at two slices with 12 mm spacing. Sensitivity maps of one slice 
were used as the library. In the inter-subject case, sensitivity maps of subject A were used as the 
library to estimate sensitivity maps of subject B. The image registration techniques were then 
applied to both datasets for the estimation of the rotation-dependent sensitivity profiles at desired 
positions.  
To study the rotating coil array in the reception mode independently without the complication 
from changing transmission profiles, a 4-element RRFCA was used as a receive-only coil array 
[168]. An additional transmit coil array was built to provide an unchanged and relatively uniform 
transmission. The experimental setup is shown in Figure 5-3 (b) with one healthy volunteer on a 
whole-body 7T MRI scanner (Magnetom 7T MRI, Siemens Medical Solutions, Erlangen, Germany). 
All imaging protocols were approved by institutional review board of Institute of Biophysics of 
Chinese Academy of Sciences (Beijing), and signed consent forms were collected. Small-flip-angle 
(FA = 30˚) GRE images of two slices were acquired with TE/TR = 4/1000 ms (in plane voxel size = 
2mm × 2mm).  
The RRFCA system consisted of three layers. The stationary inner layer was isolated from the 
rotating coils and provided support to a patient’s head. The receive coils were attached to a rotatable 
middle layer and the transmit coils were attached to a stationary outer layer. The radius of the inner 
layer was set to 125 mm to comfortably accommodate the human head. As shown in Figure 5-3 (a) 
and (c), the transmit coil array consisted of eight loop coils, each of which was 160 mm in length 
and 130 mm in width. They were attached equidistantly to a coil former. A capacitance decoupling 
method was used to keep the coupling at a reasonably low level of −12dB ~ −14dB when loaded. 
To reduce the interaction and parasitic capacitance between the transmit and receive coils, besides 
employing active detuning circuits, a transmit coil former with a large radius should be used. 
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However, in order to minimise the signal drop caused by the increased distance and to guarantee 
consistent rotation, the radius of the middle layer was set to 140 mm to provide a 15 mm separation 
from the inner layer. (Figure 5-3 (a), Øtransmit: 400mm, Øreceive: 280mm).  
An extended shaft [168] was used to adjust the rotation angle outside of the MRI tunnel without 
repositioning the coil-subject set for acquisition at each angular (stepping) position. However, 
unlike the experiment setup using phantoms [168], the rotation indicator and the extended shaft 
were installed at the rear of the magnet bore (Figure 5-3(b)) to allow enough space for the patient.  
  
Figure 5-3. (a) Top view of the RRFCA setup. The outside layer is the stationary 8-element transmit 
coil array with 400 mm diameter, inner layer is the 4-element RRFCA with 280 mm diameter. (b). 
RRFCA system loaded with a volunteer. [A] RRFCA system. [B] Volunteer. [C] Extended shaft 
pointing to rear of MRI. (c). Close-up of the RRFCA system. [D] Transmit coils made of copper 
patches attached to outside stationary former. [E] Receive coil attached to the internal rotatable 
former. [F] Detuning circuits on both transmit and receive coils. 
5.3. Results 
Figures 5-4 (a) and (b) show the gradient recalled echo (GRE) images of two slices from subject 
A. The GRE image of subject B (same slice location as Figure 5-4 (b)) is shown in Figure 5-4 (c). 
Their corresponding sensitivity maps are shown in (d), (e) and (f). Since there is a large difference 
in head size and thus in global dielectric properties between subjects, large sensitivity variations are 
found even at the same slice location. As seen from Figures 5-4 (a) and (b), the anatomical structure 
and dielectric property of the two slices (subject A) from one subject are very different, but their 
sensitivity maps have minor changes shown in Figures 5-4 (d) and (e). This correlates with the 
observation that the sensitivity is more related to global dielectric changes rather than local changes.  
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Figure 5-4. (a) and (b) are GRE images of two slices (12 mm separation) from subject A at position 
1 (0). (c) Image from subject B of the same slice position in (b) at position 1 (0). Their 
corresponding sensitivity maps are shown in (d), (e) and (f) respectively. 
The raw magnitude and phase maps of sensitivity derived from Eq. 5.1 are shown in Figures 5-5 
(a) and (c), respectively. As predicted, coil sensitivity maps should be smooth with a small local 
gradient. However, in Figures 5-5 (b) and (d), we can see that the coil sensitivity maps had abrupt 
changes which were associated with high gradients (marked as red dots). Magnified regions in the 
red boxes show the singular values. In addition, the phase map in Figure 5-5 (c) also exhibits the 
phase wrapping at the skin/air and the skull/tissue interface. 
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Figure 5-5. (a) and (c) are raw magnitude and phase plots of sensitivity. The areas in the red boxes 
are enlarged to show singular values. In (b) and (d), the red dots denote the singular values. 
Compared to adjacent areas, these spikes have higher gradients and are mostly seen at the interfaces. 
Besides singular values, undulating errors across the raw sensitivity profiles also need to be 
corrected for better registration efficiency. 
With the developed multi-level fitting algorithm, both the magnitude and phase images were 
smooth with the singular values corrected.  In Figure 5-6 (a), the signal voids were also extrapolated 
for image registration purposes. Compared to Figures 5-5 (b) and (d), the high gradient and 
undulating errors were corrected. Both the magnitude and phase plots of sensitivity were smooth 
and natural. 
 
Figure 5-6. (a) magnitude (top row) and phase (bottom row) plots of refined sensitivity map at 0. 
(b) 3D magnitude (top row) and phase (bottom row) plots of refined sensitivity map for single coil. 
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Figure 5-7. Intra-subject case: comparisons between experimentally measured and numerically 
estimated sensitivity maps at position 2 (p2 in (a)) and position 3 (p3 in (b)). First row, 
experimentally acquired magnitude maps at p2; second row, numerically estimated magnitude maps 
at p2; third row: experimentally acquired phase maps at p3; fourth row, numerically estimated 
phase maps at p3.    
The experimentally acquired and numerically estimated sensitivity maps for the intra-subject 
case are compared in Figure 5-7. With a 10 angular displacement (p2 in Figure 5-7 (a)), the 
estimated magnitude maps in the second row of Figure 5-7 (a) were very similar to the measured 
sensitivity maps in the first row. Both the global features and the local details were estimated 
accurately. Estimated phase maps in the fourth row only showed small local variations compared to 
the acquired maps. Combining the magnitude and phase plots into a complex-numbered sensitivity, 
the root-mean-square error (RMSE) of the estimated sensitivity is 0.048. In Figure 5-7(b), the 
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angular displacement increased to 22 (position 3), which was also the largest displacement for the 
rotational sensitivity estimation under the current configuration. From the comparisons between the 
estimated and measured sensitivity maps in Figure 5-7(b), we note that the minor local 
discrepancies started to present, although the global features of sensitivity maps were well captured 
by the registration based algorithm. The RMSE increased to 0.068 at p3, which suggested a slightly 
decreased accuracy of estimating sensitivity with a larger angular displacement.     
 
Figure 5-8. Inter-subject case: comparisons between experimentally measured and numerically 
estimated sensitivity maps at position 2 (p2 in (a)) and position 3 (p3 in (b)). First row, 
experimentally acquired magnitude maps at p2; second row, numerically estimated magnitude maps 
at p2; third row: experimentally acquired phase maps at p3; fourth row, numerically estimated 
phase maps at p3.        
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For the inter-subject case, the experimentally acquired and numerically estimated sensitivity 
maps at position 2 (p2 in Figure 5-8 (a)) and position 3 (p3 in Figure 5-8 (b)) are compared in 
Figure 5-8. The female subject had a noticeably smaller head than that of the male subject, therefore 
the sensitivity maps of two subjects have more differences compared to the intra-subject case. 
However, as shown in Figure 5-8 (a), the registration based algorithm was able to estimate the 
magnitude and phase maps of sensitivity accurately, both globally and locally. The RMSE was 
0.054, which is slightly higher than that of the same position in the intra-subject case (RMSE = 
0.048). Different from the intra-subject case, the RMSE reduced to 0.045 when the angle was then 
increased to 22 for position 3. 
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Figure 5-9. g-map, image reconstruction and relative-SNR map comparisons between 4- and 8-
element stationary coil array (first and second rows), 4-element RRFCA visiting 6 positions (third 
rows), 4- and 8-element RRFCA visiting 32 positions (fourth and fifth rows). Left column, g-map 
comparisons; middle column, image reconstruction comparisons; right column, relative-SNR map 
comparisons.  All SNR calculations were relative to that of a single rotating coil without 
undersampling (SNR = 1). 
To illustrate the imaging acceleration and reconstruction ability of the RRFCA, the g-maps, 
reconstructed images and the SNR maps are shown in Figure 5-9 when the reduction factor was 
four (R = 4). The measurements with 4-element RRFCA sampled at two angular positions (position 
1: 0˚+45˚) were used together to emulate an 8-element stationary coil array. In the first and second 
rows, results reconstructed from the experimental data for 4- and 8-element stationary arrays are 
shown, respectively. However, the coils of the RRFCA were naturally decoupled (−18dB Sxy), 
which would be more difficult to realise with an 8-element coil array in the same size. Therefore the 
max g-factor in the second row may be higher than 1.7 and the averaged relative-SNR may be lower 
than 2.35 in practice.  
Since the SNR is hard to calculate accurately for ultra high field MRI, the SNR maps in this 
work were calculated relative to that of a single rotating coil without undersampling (R = 1). As we 
can see in Figure 5-9, with a high reduction factor (R = 4), the 4-element stationary coil array had a 
very high g-factor (max-g = 3.7) and a 0.95 averaged relative-SNR, which corresponded to a very 
noisy image with strong aliasing artifact. In contrast, under the rotating scheme of visiting 32 
positions, the max g-factor (the fourth row) of 4-element RRFCA decreased to 1.6, which was 
comparable to the stationary coil array with twice as many elements (max g = 1.7) in the second 
row. The reconstructed image was better with lower RMSE and artifact power [169] (RMSE = 
0.023, artifact power = 0.0082) compared to the 4-element stationary array (RMSE = 0.039, artifact 
power = 0.0231). However, fewer sensitivity profiles were available when visiting fewer angular 
positions, leading to higher g-factors and less capability in imaging acceleration. As shown in the 
third row, the maximum g-factor increased to 2.5 by only visiting six positions, and aliasing 
artifacts started to emerge in the reconstructed image. It is well known that the SNR is proportional 
to the square root of the number of channels [170, 171]. To provide a fair comparison, an 8-channel 
RRFCA was simulated by combining two sets of sensitivity profiles of the 4-channel RRFCA with 
a 45˚ rotation. The g-map, reconstructed images and the SNR maps were shown in the fifth row for 
such a coil array. Compared to the second row, we can see that with the same number of coils, not 
only was the relative-SNR of RRFCA (relative-SNR = 2.83) higher than that of the stationary array 
(relative-SNR = 2.35), but also the global SNR map was more uniform.    
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5.4. Discussion 
5.4.1. The library data  
The library data was used to provide sensitivity maps at all angular degrees, and the registration 
algorithm was used to bridge the discrepancy between the library and actual sensitivity maps. 
Theoretically, the library data can be either experimentally measured or numerically calculated. The 
experimentally acquired sensitivity maps may be more realistic, but obtaining 3-dimensional maps 
at multiple positions can be time-consuming. Acquisition speed may be further restricted due to the 
potential heating problems for ultra-high field MRI. 
Commercially available electromagnetic (EM) software can be employed to calculate sensitivity 
maps and avoid such problems. With different algorithms, EM field distributions and related coil 
sensitivity can be calculated by solving Maxwell’s equations. The Method of Moments (MOM) 
[144, 158, 172-175], used for calculating the EM field, is efficient for homogeneous loads, but it is 
not feasible to calculate heterogeneous dielectric loads due to the complexity of calculating the 
Green function [176]. The Finite Element Method (FEM) [177], discretising heterogeneous subjects 
into tetrahedral or hexahedral elements, is capable of representing complex heterogeneous subjects 
smoothly and providing a more accurate solution. However, the FEM requires very large 
computational resources for discretising the subjects and would have taken substantial amount of 
time to accurately evaluate B1. The Finite-Difference Time-Domain (FDTD) method [78, 84, 178-
182] has advantages over the FEM as it simplifies the discretisation into regular boxes, and the 
iterative solution saves on computational resources. Working in conjunction with a graphical 
processing unit (GPU), the calculation time can be dramatically reduced [183].  
5.4.2. Transmit  
A signal intensity image is determined by both transmit profile 1B
  and receive sensitivity 1B
  
as illustrated in Eq. 5.7. At low field, the 
1B
  is uniform and thus can be excluded from the 
sensitivity encoding matrix in the SENSE reconstruction. However, to include the 
1B
  influence in 
the SENSE reconstruction at ultra-high fields, the actual sensitivity map in the encoding matrix 
should be in the form of Eq. 5.8 [77].  
*
0 1 1sin( )SI M B V B
                                                      (5.7) 
1 1sin( )actual shim
sensitivity V B B                                                  (5.8) 
1B

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where γ is the gyromagnetic ratio and M0 is proportional to the proton density distribution. τ and V 
denotes the RF pulse duration and coil driving voltage. The asterisk denotes the complex conjugate 
operation.   
In this work, an 8-element coil array was manufactured and actively detuned to provide an 
unchanged 
1B
  in the course of rotation. However, the 
1B
  inevitably changed as the array rotated, 
which may have introduced a small bias into the reconstruction when this changing field was not 
considered in the encoding matrix. To further improve the sensitivity encoding ability of the 
RRFCA and faithfully reconstruct the image, it may be advantageous to adopt a composite 
sensitivity concept [168]. Our future work will involve the development of the sensitivity 
estimation algorithm for the RRFCA working in transceive mode.  
5.4.3. SNR calculation  
As an important metric to quantitatively evaluate image quality, the SNR calculation for MRI 
has been extensively studied [55, 78, 79, 171, 184]. At ultra-high field (>3T), the SNR can be 
expressed as [78, 135]:  
2
0 1 1sin( )
signal VOI
noise sample
B W V B B dv
V
SNR
V P
  
 

                                     (5.9) 
where the integration is performed over the volume of interest (VOI) and W is a weighting factor 
related to tissue and sequence. The sampleP is the power dissipated in the sample, which is too 
complex to be efficiently calculated for rotating array coils at ultra-high fields. Thus the relative 
SNR was reported. In this work, to simplify the comparison, the sampleP  
for different arrays were 
considered the same [182], since transmission power remained approximately the same for different 
arrays.  
In parallel imaging, the reduced k-space data are recovered by employing the coil sensitivity 
profiles. However, the noise is inevitably amplified in the reconstruction process, especially with a 
high reduction factor. The SNR calculation when employing parallel imaging algorithms, such as 
SENSE, can be calculated as below [11], provided that the channel number does not change: 
1PI
full
SNR
SNR g R
                                                           (5.10) 
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where g and R denotes the g-map and reduction factor, respectively. The SNR is also proportional 
to the square root of the number of channels [171, 185]. In order to provide a fair SNR comparison, 
we simulated the 8-channel RRFCA by combining data obtained with a 45˚ separation. 
5.4.4. RRFCA structure and data sampling 
5.4.4.1. Coil geometry 
Using a large number of RF coils can increase the SNR and significantly accelerate the imaging 
process [38, 39, 116, 117].  However, placing a large number of coils in a constrained space will 
decrease the coil size, leading to a shallower B1 penetration. Namely, the smaller coils receive less 
signal from the centre compared to larger coils. In addition, a coil array with higher density can 
increase the difficulty of decoupling. Coil coupling undermines the parallel imaging performance 
and reduces the SNR. By employing the rotating scheme, the RRFCA not only provides a large 
number of sensitivity profiles without additional RF channels, but also allows bigger coils to be 
used with less decoupling complexity.  
5.4.4.2. Data sampling 
The RRFCA is designed to sample one k-space line at each stepping position, and then move to 
the next angular position for the following sampling. In this preliminary in vivo study, the stepping 
angle was manually adjusted and a full k-space matrix was sampled at each angular position. The 
accelerated acquisition was numerically modelled by extracting and combining the corresponding k-
space lines.  
5.4.4.3. Rotation speed and acoustic noise 
In this proof-of-concept work, the RRFCA was manually rotated to sample data at several 
angular positions in order to validate the proposed in vivo sensitivity estimation algorithm. In our 
previous works [40, 41], the rotating coil was pneumatically driven to achieve up to 870 rpm for 
human head imaging with negligible acoustic noise, compared with noise generated by the gradient 
system. For animal imaging, since the coil is much smaller, the rotation speed can easily exceed 
10,000 rpm. Our recent experiments on a 9.4 T pre-clinical system have shown that the rotating coil 
can faithfully reconstruct the images at speeds of, or exceeding, 5500 rpm.  
5.5. Conclusion 
In this chapter, an in vivo rotational sensitivity estimation algorithm for the RRFCA was 
proposed and verified using human head imaging. Using registration techniques and library data, 
the algorithm was able to estimate sensitivity maps with arbitrary angular displacement. The 
estimated sensitivity maps were then fed into the rotating-SENSE algorithm to improve the imaging 
acceleration ability of the 4-element RRFCA. The 4-element RRFCA outperformed the 4-element 
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stationary array and was comparable to 8-element stationary PACs in terms of g-map and 
reconstruction quality. The 8-element RRFCA has been shown to significantly improve image 
quality compared to a stationary 8-element coil array. In the future, a sensitivity estimation 
algorithm for a transceive RRFCA with “composite sensitivity” (discussed in Chapter 4) will be 
developed. Additionally, an automatic rotation control system for the RRFCA will be developed by 
means of, for example, a non-magnetic piezo-electric or ceramic motor.  
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Chapter 6.  A rapid and practical imaging scheme for a rotating RF coil 
with radial trajectory at 9.4 T 
 
In the previous two chapters, with the developed rotating-SENSE and rotation-dependent in 
vivo sensitivity estimation algorithms, the 4-element RRFCA was able to reconstruct artefact-free 
images with only a quarter of scan duration compared with a typical full k-space acquisition. 
However, those custom-developed algorithms cannot reconstruct images on the host computer of 
the MRI system, which prevents the use of rotating technique for applications that require prompt 
image output.  
 In this chapter, we report the possibility of using radial sampling to develop a practical and 
rapid imaging strategy in the rotating framework. A large part of this chapter is modified from a 
manuscript which is ready to be submitted as a journal paper, “A rapid and practical imaging scheme 
for a rotating coil with radial trajectory at 9.4 T”.  
6.1. Introduction 
In the previous works described in Chapters 4 and 5 [40, 41, 168, 186-188], MR image data 
were collected in Cartesian sampling trajectories with various sequences, such as, Fast-Low-Angle-
SHot (FLASH) [189] or Gradient Recalled Echo (GRE). Motion artefacts would appear using direct 
inverse Fourier transform since the rotation of the RF coil violated the time-invariant requirement of 
Fourier transform. In order to obtain artefact-suppressed images, the rotating-SENSE algorithm was 
developed to iteratively reconstruct images with the information from rotation-dependent sensitivity 
maps. At low field, the rotation-dependent sensitivity maps can be estimated with extra scans and 
simple numerical operations. However, the unpredictable coil-tissue interactions at ultra-high fields 
complicate the in vivo sensitivity estimation, hence a hybrid numerical algorithm using registration 
techniques and a library database was developed to achieve an accurate in vivo sensitivity 
estimation [190]. In this algorithm, low-resolution scans and numerical calibrations are needed for 
sensitivity estimation, which will slightly extend the overall scan time. In addition, images can only 
be reconstructed off-line, since the custom-developed estimation and reconstruction algorithms are 
not built into the MRI system. An efficient and practical image reconstruction scheme is needed to 
apply the rotating technique for clinical use that requires fluent workflow.  
The motion artefact caused by coil rotation is similar to those generated by patient motions, 
which raises the possibility of using a radial trajectory to mitigate motion artefacts. Although the 
mechanisms of artefact generation are different for coil rotation and subject motion, the unique 
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features of the radial sampling and rotating technique could be employed to suppress the motion 
artefacts generated by the rotating coil. Consequently, the image can be rapidly reconstructed on-
line without measuring 
1B
 and 
1B
 maps.  
In this chapter, the feasibility of using radial sampling with a single-element rotating coil for 
rapid imaging was investigated. The mathematical analysis of such an imaging scheme is first 
undertaken, and then the numerical modelling and experimental validations are performed on 
various subjects using a 9.4 T preclinical system. The radial trajectory is further optimised in order 
to achieve optimal image reconstruction quality with algorithms that can reside on the host 
computer.  
6.2. Methods and Materials 
6.2.1. Radial sampling and its unique features  
For completeness of discussion, the radial sampling scheme is briefly reviewed here. Radial 
sampling was firstly introduced in [103] in 1970s. But shortly afterwards, Cartesian trajectories 
became more popular thanks to its superior robustness against system imperfections. However, in 
recent years, radial sampling has been actively revisited for a wide range of applications such as 
dynamic imaging [129, 191-193] and noise suppression. As shown in Figure 6-1 (b) and (c), a radial 
trajectory samples k-space along radial spokes instead of horizontal lines as used in Cartesian 
sampling in Figure 6-1 (a). The spokes of a standard “full-length” radial trajectory (Figure 6-1 (b)) 
start and end at the high-frequency regions of the k-space; whereas, for the “half-length” radial 
trajectory, sampling starts from k-space centre as shown in Figure 6-1 (c). In this chapter, they are 
referred as “full-length” radial trajectory and “half-length” radial trajectory, respectively. Both 
spokes are used in this chapter with the same ultra-short TE (UTE) sequence to compare their 
effects against the image reconstruction. The angle between adjacent spokes is calculated as: 
                                                         (6.1) 
where denotes the number of spokes, which is usually suggested to be [194]: 
                                              (6.2) 
where N denotes the image resolution.  
2 / spokeN  
spokeN
      full-length
2
       half-length
spoke
spoke
N N
N N


 
 
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Figure 6-1 Three different sampling trajectories. (a). Cartesian trajectory where readout is along 
the frequency encoding direction. Δt denotes the time needed for a frequency encoding. TR denotes 
the repetition time. (b). A “full-length” radial trajectory. Δk denotes the Nyquist distance and Δq 
denotes the distance of the outmost rim (c). A “half-length” radial trajectory starts from the k-space 
centre. 
Two unique features of radial trajectory sampling could be used to suppress motion artefacts, 
namely the varying readout directions and the oversampled central k-space [192, 193, 195]. As 
shown in Figure 6-1(a), Cartesian trajectory samples each phase-encoding (PE) line in the same 
readout direction. Therefore, the motion induced during a PE step (TR) is much larger than from 
within in a frequency encoding step (TR >> Δt), and thus motion artefacts constantly accumulate in 
the PE direction as shown in Figure 6-2 (b). However, with varying readout directions of the radial 
trajectories in Figs. 6-1(b) and (c), motion artefacts are “smeared” over the image to reduce the 
motion artefacts. More importantly, the oversampled central k-space is the primary feature used to 
suppress motion artefacts. As shown in Figure 6-1(b) and (c), the sampling distance (Δq) between 
two adjacent k-space points is smaller than the Nyquist distance (Δk) except in the outermost ring 
(Δq = Δk). In addition, Δq becomes much smaller towards the k-space centre. This feature offers the 
oversampling of the central k-space, providing an averaging effect that suppresses the motion 
artefacts as shown in Figure 6-2(c).  
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Figure 6-2 (a) Original image acquired without motion. (b) Image reconstructed from Cartesian 
sampling with simulated motions (c) Image reconstructed from radial sampling with simulated 
motions.  
Data acquired via radial trajectory are not located on a regular grid, which prevents the use of 
fast inverse Fourier transform (IFFT) to reconstruct images. Two types of algorithms are usually 
used to reconstruct radial sampled data, namely the filtered back projection algorithm or the 
regridding algorithm [196]. As a more widely used algorithm, the procedure to reconstruct images 
using the regridding is explained here.  
The goal of the regridding is to interpolate the data on the radial spokes to the Cartesian grid; 
and then the IFFT can be performed to reconstruct the image. The common steps of the regridding 
algorithms include density compensation, convolution and evaluation on a grid, 2D IFFT, and roll-
off correction. Since the radially sampled data do not have a uniform sampling density, the density 
compensation is adopted before the interpolation. To derive a good interpolation without distortion 
in the image domain, an approximated sinc kernel is convoluted to the radial data. Usually, the 
Kaiser-Bessel kernel is used to interpolate with a reasonable window size, which is calculated as 
[197]: 
                                    (6.3) 
where L denotes the desired kernel width, I0(k) is the zero-order modified Bessel function of the 
first kind, and β is the shape factor reported in [198]. However, convoluting to a finite kernel to the 
k-space will generate a signal modulation in the image domain, which is referred to as the roll-off 
effect. This effect can be compensated by dividing the image by the Fourier transform of the 
Kaiser-Bessel window, which is approximated as: 
                                                 (6.4) 
6.2.2. Characterising the averaging effect  
In an image sampled using Cartesian trajectory, motion artefacts are caused by three types of 
motion, namely, subject motion, coil motion and hybrid motion that contain coil and subject motion. 
As illustrated above, artefacts resulting from these three types of motions can be reduced by the 
averaging effect of radial trajectories. However, the mechanisms of artefacts suppression have not 
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been mathematically analysed, especially for the coil motion induced artefacts. In this work, by 
characterising motion artefact and deliberately utilising averaging effect, motions artefacts caused 
by rotation could be mitigated by using a rotating coil with its varying sensitivity. 
6.2.2.1. Subject motion  
After regridding the radial data to the Cartesian grid, multiple acquisitions are located on the 
same grid positions that lead to the averaging effect as illustrated in Eq. 6.5: 
                                  (6.5) 
where f is the transfer function that describes the subject motion from the initial position. In this 
scenario, we assume that the image is acquired by using a volume coil with a uniform transmission 
profile. Therefore, the transmit sensitivity is not considered in the encoding process. Assume that, at 
a k-space grid k, acquisitions are repeated s times due to the oversampling and the corresponding 
transfer function varies from 1f  to 2f , the final value of grid bk becomes the average of a series 
of samples, which are obtained by encoding the transformed voxels  using the Fourier 
kernels , where  and the image resolution is . As illustrated in the 
second row of Eq. 6.5, this is equivalent to first computing the average of the voxels in a series of 
movements before applying the Fourier kernel to the average. It is clear that the motions are not 
corrected or removed; instead, through the averaging of a series of voxels with movements, the 
coherent signals that represent the static voxels or average positions are enhanced, and those 
incoherent motions are weakened.  
6.2.2.2. Motion of coil rotation  
The rotating coil transmits and receives the signals while rotating about the subject. The coil 
sensitivity map varies with the coil angular position, and after regridding the radial data to the 
Cartesian grid, the k-space data on the grid k is characterised as: 
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Compared to Eq. 6.5, the encoding process with coil motion now has an extra weighting of 
receive sensitivity S, which varies with angular position (α from α1 to αs), for the repeated 
acquisitions at grid k. In transceive mode, the sensitivity S is a “composite sensitivity” that need to 
consider the transmit profile [199]. In the second row of Eq. 6.6, it can be seen that the averaging 
effect of the multiple acquisitions amounts to the averaging of the sensitivity profiles. Eventually, 
the averaged sensitivity 
kS  at point k, plays an important role in reducing artefacts as illustrated by 
rewriting Eq. 6.6 in matrix form below.  
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In Eq. 6.7, the k-space data bk is generated by multiplying the voxels with the encoding matrix 
E, which is the element-wise product of the standard Fourier weighting ek,r and sensitivity weighting 
Sα,r. For a stationary coil, the sensitivity weightings of each row in the matrix E are identical (α1= 
α2=… αn). Therefore, the sensitivity weightings in matrix E can be extracted and form a diagonal 
matrix diag(S). Thus, an image weighted by sensitivity can be obtained by applying IFFT (F
-1
) to 
the k-space data as:  
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where the element in decoding matrix F
-1
 is   
However, if the data are sampled using a rotating coil in Cartesian trajectory, the sensitivity 
weightings vary from row to row in matrix E, therefore separating S from matrix E becomes 
infeasible. Compared to Eq. 6.8 for a stationary coil, the elements of encoding matrix in Eq. 6.9 
includes not only sensitivity weightings, but also Fourier kernel . Consequently, applying F
-1 
to 
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the encoding matrix E will yield a more complex hybrid sensitivity matrix Sh, in which each 
element is calculated as a summation of the product of the sensitivity weightings, Fourier kernel and 
inverse Fourier kernel of different angular positions αi (α1~ αn) at the corresponding voxels r. Each 
voxel of the reconstructed image is the superposition of all voxels with a variety of sensitivity 
values, leading to fold-over artefacts.  
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However, according to Eq. 6.6, if the equivalent sensitivity 
kS  can be modulated into a uniform 
one, sensitivity encodings can be extracted out of the summation operation in the Eq. 6.9, and 
motion artifacts can be suppressed. Given that the non-oversampled outer k-space region has a 
much lower energy, the hybrid sensitivity matrix hS  could be approximated to a diagonal matrix by 
adjusting the rotation speed and the repetition time (TR).  
The combination of the sampling position α and the times of the repeated acquisitions 
(oversampling rate) is critical to the uniformity of the equivalent sensitivity 
kS . The sampling 
positions are dependent on the angular increment θ, which is described as the angular position 
difference (α2 −α1) of the coil when two adjacent spokes are sampled. The best uniformity of the 
equivalent sensitivity should be achieved with the appropriate angular increment as
360 / oversampling rate  . In addition, the uniform sensitivity transfers the single-element 
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rotating coil into a static volume coil without local intensity biases, which are commonly seen in a 
stationary surface coil.  
The equivalent sensitivity maps with different oversampling rates are shown in Figure 6-3. 
When the oversampling rate is increased to three, both the magnitude and the phase of the 
sensitivity uniformity can be dramatically improved, compared with the first and second columns. 
The uniformity of the sensitivity is further improved with six and eight oversamplings. To 
maximise the uniformity of the equivalent sensitivity 
kS , the rotation speed and repetition time (TR) 
should be adjusted accordingly to acquire suitable angular positions that are uniformly distributed 
around the subject. The angular increment θ is determined by the rotation speed and repetition time 
(TR) as: 
                        (6.10) 
 
Figure 6-3. The magnitude and phase plots of the averaged sensitivity (equivalent sensitivity 
kS ) 
with various oversamplings. 
6.2.3. Prototyping 
6.2.3.1. Simulation 
The numerical model was constructed first to investigate the averaging effect for a mouse brain 
and a Shepp-Logan phantom. These two images were chosen because they have very different k-
space features. The mouse brain has a large amount of detailed tissue information and an ambiguous 
interface in the image domain, which correlates to a larger low-frequency k-space central region and 
less high-frequency information. In another words, the central k-space is dominant. The Shepp-
mod(360 , ( ) / 60 /1000 360 )speed rpm s ms TR   
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Logan phantom however, has distinct interfaces; therefore both high and low frequency information 
are of importance.  
The simulation of the RF coil was performed on the electromagnetic simulation platform FEKO 
(EMSS, SA). The numerical coil model had the exact geometry as the coil used in the experiments 
(to be discussed in the following section). Matlab (Massachusetts, USA) was used to calculate the 
circularly polarised magnetic field and simulate the data collection process in Cartesian and radial 
trajectories with a rotating coil. The elliptical magnetic field can be decomposed into circularly 
polarised components which are normally referred to as the transmit profile and receive profile [53]:  
 
1  
2
x yB iB
B

                                                      (6.11a) 
*
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( )
 
2
x yB iB
B

                                                    (6.11b) 
where 
1B
 , 
1B
 , xB and yB  denote the position dependent complex magnetic field quantities; and 
 are the vector components calculated in FEKO, i is the imaginary unit, and * asterisk indicates 
the complex conjugation. In this application at 9.4 T, since the size of the phantom is much smaller 
than the RF wavelength and there is only one coil element, the 
1B
 and 
1B
 are less affected by the 
interference and other elements. The xB and yB  are numerically rotated by the Matlab function 
“imrotate” to generate the corresponding k-space data.  
 “Half-length” radial trajectory is used in the simulation and the sampling density along the k-
space centre is plotted in Figure 6-4. For a 256×256 image, the spoke number is 256·π ≈ 804. The 
k-space centre is sampled 804 times and the points in the extended central region are oversampled at 
least 20 times. The smallest oversampling rate (>1) is three, which corresponds to a 120˚angular 
increment to produce a uniform sensitivity. Another very small angle, 3˚, that needs much more 
oversampling to generate a uniform sensitivity was chosen as for comparison purpose. 
xB
yB
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Figure 6-4. The sampling density along the central PE line. (PEcentral = N/2) 
6.2.3.2. Experiment setup 
The experiments were performed on a Bruker 9.4 Bruker Biospin MRI preclinical scanner 
(Ettlingen, Germany) with a single channel RRFC in transceive mode. The rotating coil was driven 
pneumatically with compressed air. The rotating coil and the disassembled rotating structure are 
shown in Figure 6-5. (B) and (D) are the wires to connect the optical sensor and gating signal to a 
USB data logger. By using the data stored in the USB data logger, the rotation speed was calculated 
and the speed variation was found to be less than 5% throughout the experiment. The RF element (E) 
with an open angle of 60º was attached to a rotatable coil former. All the holes of the pneumatic 
actuator (G) have the same angle of inclination, by which the coil will rotate in one direction with 
incoming compressed air.  A LEGO phantom, a homogeneous phantom and a tomato were used for 
imaging at different rotation speeds. The “half-length” ultra-short TE (UTE) sequence [200-203] 
(TE/TR = 0.3481ms/30ms) and the fast low angle shot (FLASH) sequence (TE/TR = 4ms/30ms) 
were used with radial and Cartesian trajectories, respectively. Data collected using both trajectories 
were reconstructed by the algorithms available with the scanner software (Paravision 6.0).  
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Figure 6-5. The mechanical structure of the rotating coil. (A) is rotating system and includes the 
pneumatic driving component attached a RF coil. (B) and (D) are the optical sensor connection wire 
and gating signal connection wire, respectively. (C) is the port connects the compressed air to the 
actuation system. (E) is the rotating coil that is attached to a rotatable former. (F) is the ceramic 
bearing of the rotating system. And (G) is the pneumatic actuator which is connected to the rotating 
coil former. All holes have the same angle of inclination, thus when the compressed air enters, the 
structure rotates in one direction.    
6.3.Results 
6.3.1. Simulation results 
The images reconstructed from the simulated data in Cartesian and radial trajectories of RRFC 
are shown in Figure 6-6. Images from (a) to (h) were reconstructed from the simulated Cartesian 
sampling, and images from (i) to (p) were reconstructed from the simulated radial sampling. The 
angular increments were chosen as 3º and 120º to demonstrate its impact on the reconstruction for 
both Cartesian sampling and radial sampling.  
A comparison of the images reconstructed from radial trajectory sampling against those from 
Cartesian trajectory revealed two clear differences. First, the motion artefacts of the reconstructed 
images are more successfully suppressed using radial trajectory than Cartesian trajectory, with both 
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3º and 120º angular increments. Second, for the radial sampling, the angular increment is critical for 
the quality of the image reconstruction. It is clear that by satisfying Eq. 6.10, uniform sensitivity can 
produce the best image reconstruction as shown in Figure 6-6 (j) with less than 5% error for the 
mouse brain image. Even when the error was amplified two times (Figure 6-6(l)), only few minor 
streak artefacts are visible. In contrast, with an angular increment as small as 3º, the reconstructed 
images have more artefacts (see Figure 6-6 (i)), especially at the interface. This resulted from the 
non-uniform equivalent sensitivity in the outer k-space region, which primarily contains the high 
frequency information that related to the interface. With a Shepp-Logan phantom that contains more 
high-frequency information, the artefacts resulting from this inefficient averaging effect (3º) were 
more obvious as shown in Figure 6-6 (m). However, these visible streak artefacts can be better 
suppressed with a 120º angular increment as shown in Figure 6-6 (n).  
 
Figure 6-6. The simulated image reconstruction and error maps of a mouse brain and a standard 
Shepp-Logan phantom with radial sampling. The angular increments and corresponding rotation 
speeds are listed at the top of each column. The error range for each is listed at the bottom of the 
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error maps. (a)~(h), images reconstructed from the simulated Cartesian sampling. (i)~(p), images 
reconstructed from the simulated radial sampling. 
6.3.2. Experiment results 
 
Figure 6-7 Experiment results of the reconstructed LEGO images at different angular 
increments θ (averaged θ from actual measured data) and rotation speeds.    
A LEGO phantom was used to acquire images at different rotation speeds in the experiment. 
The results are listed in ascending order of the angular increment θ to reveal the relationship 
between the θ and the image quality. At the top and the bottom of each image in Figure 6-7, the 
average value of the measured angular increment θ and the pre-set rotation speed are listed 
respectively. There is a clear trend that the quality of the image varies with the θ. We can easily 
detect several types of artefacts that contaminate the images, including the streak artefacts, image 
distortions and dark rims. According to image quality, we classified the images in Figure 6-7 into 4 
grades and plotted the corresponding θ in Figure 6-8. The image quality tends to improve with θ 
from 0˚ in both directions, except the 180˚ region. A 180˚ angular increment θ is inefficient to 
provide a uniform sensitivity as shown in Figure 6-3. 
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Figure 6-8. The image quality was classified into four grades with the corresponding angular 
increment. The small circles are the angular increments used in the experiment. Major artefacts: 
image distortion, intensity bias, serious streak artefacts or bright rim. Moderate artefacts: clear 
streak artefacts inside the FOV, but details were not seriously distorted. Minor artefacts:  very light 
streak artefacts, details were well reconstructed. Good: images without detectable artefacts. 
In order to better quantify the image quality and reveal its relationship to rotation speed 
(angular position), the artefact power [169] of each reconstructed image at the corresponding 
rotation speed was calculated and plotted in Figure 6-9. We can easily detect several rotation speeds 
that correspond to very high artefact powers, marked as red and green arrows in Figure 6-9. At 
rotation speeds of 1750 rpm and 2350 rpm, the primary artefacts are the dark rims, while the details 
are well reconstructed. It is noticeable that the image quality is particularly worsened at rotation 
speeds of about 2000 rpm, 4000 rpm and 6000 rpm. At those speeds, the rotating coil travelled 
approximately one revolution (360˚), two revolution (720˚) and three revolutions (1080˚) within a 
TR of 30 ms. The variation in rotation speed generated corresponding angular increments as 3˚, 8˚ 
and 11˚. This correlates well with the theory and simulation results that with a small angular 
increment, the averaging effect was less effective and then the appearance of artefacts are more 
serious, especially at the interfaces. 
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Figure 6-9. The artefact power of the reconstructed image at corresponding rotation speed. 
The worst and the best reconstructions are chosen to be compared and analysed, as shown in 
Figs. 6-10 (a) and (b). It is clear that the image in Figure 6-10 (a) not only has a large number of 
streak artefacts and distorted details, but also biased intensity. The latter artefact implies unequal-
distanced sampling in angular direction shown in Figure 6-10 (c), which is calculated using an 
optical sensor. With an average increment angle of -3˚, a 360˚ sampling should be achieved by 120 
spokes; and for with a full k-space sampling of 804 spokes, the same sampling angular positions 
(regions) should be revisited at least 6 times. However, in Figure 6-10 (c), we only see two 
complete lines from 0˚ to 360˚, which suggests some angular regions are visited more than others. 
In addition, red arrows indicate the angular regions that are sampled more often. A good image 
reconstruction without intensity bias requires equidistant sampling in angular direction. This is 
demonstrated in Figure 6-10 (f) as a straight line in the ascending order of sampling positions.  
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Figure 6-10. Comparison of worst (a) and best (b) scenarios of reconstructed images and 
sampling angular positions of corresponding spokes. (c) and (d) are the sampling positions at 
corresponding spokes order (ascending spoke order). (e) and (f) are the sorted sampling positions 
regardless of spoke order (ascending with sampling positions). 
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Figure 6-11. (a) and (b) are phantom images reconstructed from “half-length” radially sampled 
data. (c) and (d) are tomato images reconstructed from “half-length” radially sampled data. (e) and 
(f) are tomato images reconstructed from “full-length” radially sampled data. 
To test the reproducibility of the reconstruction quality, a homogeneous phantom and a tomato 
were also used for imaging at the speeds that produced good images for the LEGO phantom. As 
shown in Figure 6-11(a) ~ (d), the reconstructed images were free of artefacts at those speeds. 
However, similar to the reconstructed LEGO images, both the homogeneous images and the tomato 
images exhibited reduced signal intensity in the centre. Such a signal loss was attributed to the 
implementation of the “half-length” trajectory with the UTE sequence. The UTE sequence is 
specially designed to sample data at the gradient “ramp-up” phase. Therefore, the data sampled at 
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the beginning are easily contaminated by the gradient distortions [204-206]. It was found that k-
space data in a small region including and surrounding the k-space centre was not sampled. 
Consequently, the energy at the central of the k-space was slightly reduced. Using “full-length” 
radial trajectory can effectively avoid such distortion as shown in Figure 6-11 (e) and (f).  
6.4. Discussions 
6.4.1. Coil structure 
The coil sensitivity is primarily determined by the coil structure given a certain subject. In the 
rotating scheme, a small coil naturally has a narrow sensitivity beam that needs more repeated 
oversamplings to generate a uniform equivalent sensitivity. The RRFC prototype has only one coil 
element with a 60˚ open angle, which needs approximately needs three oversamplings with a 120˚ 
angular increment to generate uniform sensitivity and facilitate on-line regridding reconstruction. 
To achieve a range of optimal angular increments, the rotation speeds are constrained to a certain 
region. Increasing the coil size and therefore coverage, or having a number of simultaneous RF 
elements will alleviate such constraint and allow more flexible choices of rotation speeds.  
6.4.2. Reconstruction  
In this chapter, by matching the rotation speed and sequence parameters, images were rapidly 
reconstructed with system built-in regridding algorithm. However, the drawback of this rapid 
imaging scheme is the incomplete k-space sampling. The radial trajectory only sample data in a 
circular region that excludes the four corners of the square k-space; therefore, some high-frequency 
information are missing. This will not cause apparent artefacts for a subject rich in details, like a 
brain demonstrated in Figure 6-6(j); however, artefacts can exhibit while imaging a subject with a 
large portion of high-frequency information, such as angiography or Shepp-Logan phantom in 
Figure 6-6 (m) and (n). It is hoped that the pseudo-radial trajectory which covers whole k-space or 
other rapid radial-wise reconstruction could be employed to improve image reconstruction quality 
in the future. 
6.5. Conclusions 
In this chapter, a single-element transceive rotating coil was constructed and tested on a 9.4T 
preclinical MRI scanner. The feasibility of using the radial trajectory for rapid and practical 
imaging scheme without sensitivity mapping was investigated. The averaging effect was firstly 
mathematically characterised, and then used for artefact suppression. With both simulations and 
experiments, it is proved that with a good match-up of TR and rotation speed, the uniform resultant 
sensitivity allows a rapid, artefact-free reconstruction on the host computer. Additionally, it is 
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demonstrated that the rotating coil can provide a uniform excitation without intensity bias, allowing 
rotation to be successfully used in transceive mode. This extends the possible application of the 
method to multi-nuclear (X-nuclei) imaging. Planned future work includes the optimisation of the 
RF elements and exploring the undersampling potential of radial acquisition for real-time imaging. 
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Chapter 7. Conclusion 
7.1. Contributions and implications 
Using mathematical derivation and evidence from clinical images, the benefits of ultra-high 
field MRI were demonstrated in Chapter 2. However, the inhomogeneous B1 field, the elevated 
heating hazard and the long scan duration are practical issues that need to be addressed before the 
benefits that ultra-high fields offer can be realised. In order to overcome these issues and realise the 
potential of ultra-high field MRI, many studies have been carried out to develop various methods. 
As reviewed in Chapter 3, each method has advantages and limitations, but until now, there has 
been no universally accepted solution to these ultra-high field issues. 
As the most effective methods to solve transmit and receive related issues, parallel transmission 
and parallel imaging require the use of phased array coils (PACs) and theoretically, a large number 
of coils improve the efficiency of those methods. However, placing more coils in a confined surface 
requires the use of smaller coils that are closer to each other. This may undermine coil efficiency by 
stronger coupling and shallower B1 penetration. As an alternative method, the single element 
rotating RF coil (RRFC) was developed for image reconstruction and scan duration reduction. The 
single rotating coil element is naturally big and decoupled, leading to much better efficiency and 
deeper B1 penetration than PACs. Additionally, the rotating coil is capable of acquiring a large 
number of transmit and receive sensitivities during rotation; therefore, it could also be employed for 
B1 shimming and SAR control. However, with only one coil, the RRFC must increase the rotation 
velocity to accelerate acquisition, which is a limiting factor in practice, especially used as large 
volume coil. Since the rotating technique allows more sensitivity profiles to be acquired without 
increasing the number of coils, fewer coils are needed for a coil array. Therefore, coil efficiency 
issues are avoided and the performance of parallel transmission/imaging could be improved. At the 
same time, with multiple rotating elements, the rotating technique could employ algorithms based 
on parallel imaging to accelerate acquisition without increasing rotation velocity. 
In this thesis, for the first time, the coil array concept was combined with the rotating technique 
to synergize strengths from each method and to address their shortcomings. The development 
process for this rotating technique and corresponding algorithms for fast imaging and B1 
inhomogeneity mitigation was presented in Chapter 4 and Chapter 5. In order to extend the rotating 
technique to a broader range of applications that requires prompt image output, in Chapter 6, a new 
imaging scheme employing radial trajectory and a fast on-line reconstruction algorithm was 
developed. 
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In this thesis, the rotating techniques were developed with the aim of designing better solutions 
for ultra-high field issues. The contributions of this research, its implications and limitations will be 
examined in the following sections. Future research directions are also discussed in terms of 
improving performance and extending the applications of rotating technique. 
7.1.1. Contributions 
7.1.1.1. Highly accelerated acquisition and B1 inhomogeneity mitigation with a Rotating RF 
coil array (RRFCA) at 7 T (Chapter 4) 
A novel 4-element rotating RF coil array (RRFCA) was manufactured and employed for scan 
time reduction and image reconstruction with mitigated inhomogeneous intensity. Incorporating 
advantages of the rotating technique and array structure, coils in the RRFCA were bigger and well 
decoupled, which provided better efficiency and deeper B1 penetration to facilitate B1 
inhomogeneity mitigation and imaging acceleration. More importantly, each coil was capable of 
acquiring a large number of transmit and receive sensitivity profiles thus facilitating scan time 
reduction and B1 inhomogeneity mitigation. By employing numerical models, the geometry of the 
RRFCA was optimised to minimise coupling and to maximise B1 field penetration. Dedicated 
algorithms for image reconstruction and acquisition acceleration were developed and validated 
using a homogenous phantom. 
The results indicated that, with the assistance of rotation and larger coils, the RRFCA was able 
to reconstruct images without inhomogeneous artefacts at high reduction factors using the proposed 
methods. In addition, our proposed algorithms were also capable of reconstructing images faithfully 
with higher global and more uniform signal-to-noise ratio (SNR) distribution at high reduction 
factors of scan duration. The rotating coil array has the potential to facilitate rapid, high quality 
human imaging for ultra-high field MRI. 
7.1.1.2. Realising fast in vivo imaging with the rotating coil array via use of a novel 
sensitivity estimation method (Chapter 5) 
After validating the imaging ability of the RRFCA with a homogeneous phantom, the feasibility 
of using the RRFCA for in vivo imaging was investigated. The in vivo sensitivity profiles (
1B
 ) 
become distinct at various angular positions at 7 T. Therefore, sensitivity maps at angular positions 
cannot be obtained with the simple numerical methods used in phantom imaging.  
A novel rotation-dependent in vivo sensitivity estimation algorithm was developed to facilitate 
in vivo fast imaging with the RRFCA at 7 T. Based on the observation that sensitivity is more 
related to the global dielectric properties rather than local changes, this method employed 
registration techniques to find the relationship between sensitivity in a library and acquired profiles. 
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This relationship was then transferred to an arbitrary angular position to estimate corresponding 
sensitivity profiles. In order to improve the accuracy, the individual coil sensitivities were optimally 
combined before feeding into the registration process. The results indicate that the proposed method 
is capable of accurately estimating both the magnitude and the phase of the sensitivity maps at an 
arbitrary angular position, which enables us to employ the rotating-SENSE method to perform 
imaging acceleration and reconstruction. Compared to a stationary coil array with the same number 
of coils, the RRFCA was able to reconstruct images with better quality at a higher reduction factor. 
It is hoped that the proposed sensitivity estimation algorithm and the acceleration ability of the 
RRFCA will be particularly useful for human imaging in ultra-high field MRI. 
7.1.1.3. A rapid and practical imaging scheme using rotating technique with radial sampling 
at 9.4 T (Chapter 6) 
The dedicated rotating-SENSE and the in vivo rotation-dependent sensitivity estimation is 
capable of reconstructing images faithfully at high reduction factors; nevertheless, these methods 
require dedicated sensitivity calibration algorithms; therefore, images cannot be reconstructed on-
line with built-in system algorithms. This may limit using the rotating technique for applications 
that require immediate image output.  
In order to improve the practicality of the rotating technique for in vivo applications, a rapid and 
practical imaging scheme was developed for the rotating coil by employing radial trajectory and 
characterising rotation-related motion artefacts. The numerical and experimental results (see 
Chapter 6) indicate that, by exploiting the averaging effect of the radial sampling and the 
optimisation of rotation velocity, images can be faithfully and rapidly reconstructed by built-in 
system algorithms without measuring and maps. The successful experimental validation on a 
9.4 T pre-clinical system represents an important step toward applying the rotating technique for in 
vivo imaging.  
7.1.2. Implications 
In this thesis, a 4-element rotating coil array was built to accelerate acquisition and reconstruct 
images without B1 inhomogeneity. This rotating array was used to acquire proton images from a 
homogeneous phantom and two human subjects. As demonstrated in Chapter 4 and 5, the 4-element 
RRFCA was able to reconstruct better images with higher and more uniform SNR compared to an 
8-element stationary coil array. This will improve the diagnostic accuracy by reducing dark and 
bright interference. In addition, the RRFCA is capable of reconstructing images in only a quarter of 
the time compared to a full k-space sampling. This dramatically increases the possibility of 
acquiring high quality images without contamination from motion artefacts. It is also hoped these 
1B

1B

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methods will benefit neuroimaging such as the fMRI, which is considered one of the major reasons 
for developing ultra-high field MRI. The fast partial acquisition in conjunction with fast gradient 
sequences could offer higher temporal resolution that has better opportunity to capture brain 
reactions under one second.  
7.2. Limitations  
7.2.1. SNR 
With four elements, the coils of the RRFCA are large and decoupled, which benefits the image 
reconstruction and B1 mitigation. As shown in Figure 5-9, the 4-element RRFCA is able to 
reconstruct an image to a similar quality as compared to an 8-element stationary coil array. 
However, since the SNR is proportional to the square root of the number of simultaneous channels 
[171], the SNR of a 4-channel RRFCA is naturally lower than that of an 8-element coil array. It is 
hoped the SNR of the rotating array can be improved by optimising the number of coils and the 
geometry. Besides the number of channels, the SNR is also proportional to the square root of the 
number of acquisitions. In Chapter 6, it was noted that when the single element rotating coil 
sampled data in a radial trajectory, the central k-space was oversampled. The consequent averaging 
effect of the central k-space region can improve SNR. It is expected that the SNR can be further 
improved with the optimisation of the radial sequence.  
7.2.2. Actuation mode and signal transportation 
Currently, two rotating strategies have been designed, namely stepping mode and continuous 
mode. The RRFCA rotates in the stepping mode, which samples a k-space line at each stepping 
angular position. Currently, the stepping rotation is realised manually to develop acquisition 
acceleration and B1 mitigation algorithms. The automatic pneumatic rotation system has been 
successful constructed and adopted by the RRFC. The continuous rotation prevents the use of 
conventional RF connections with wires; therefore, a frictionless inductively coupled RF link was 
used to connect the rotating coil. Although the inductive coupling was well adjusted, signal loss was 
inevitable. In addition, it may be hard to accommodate more than two coils by this signal 
transportation method. The compressed air pressure varied during the experiment, and even with a 
modulator, the rotation speed still varied by about 5%. This could cause inaccurate positioning and 
undermine the reconstruction quality of the newly developed imaging scheme, which requires a 
stable rotation velocity to match up the radial sampling. In the future, the automatic rotating system 
in stepping mode is expected to be manufactured to overcome the shortcomings of the continuous 
mode.  
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7.2.3. Image reconstructions 
By using radial sampling, the method developed in Chapter 6 can faithfully reconstruct images 
using system built-in algorithms. However, since radial trajectory only samples data in the circular 
region of the k-space, four corners of the square k-space that contain high-frequency information are 
not sampled. This is not an issue for a subject rich in details, since detailed low-frequency 
information is mostly located in the central k-space region; however, this could cause artefacts for a 
subject rich in high-frequency information, such as angiography images or a Shepp-Logan phantom. 
It is hoped that pseudo-radial trajectory that covers the whole k-space will be used for improving 
image quality. 
7.3. Future work 
Future work will mainly focus on the improvement of existing solutions and extending the 
applications of the rotating technique. Specifically, the imaging scheme developed in Chapter 6 
could achieve better performance with optimised coil geometry and improved reconstruction 
algorithms. The rotating technique could be used for simultaneous X-nuclei imaging (proton 
imaging with simultaneous sodium/phosphorus imaging), since multiple coils with different 
frequencies could be arranged and rotate together without coupling. In addition, algorithms similar 
to rotating-SENSE could be developed for coils travelling in other motions to accelerate acquisition 
and mitigate B1.  
7.3.1. Improvement of current solutions 
7.3.1.1. Coil geometry optimisation 
Coil sensitivity is closely related to coil structure; therefore, the optimised coil geometry assures 
better image quality. In Chapter 6, the reconstruction quality of the radially sampled data by the 
RRFC is highly dependent on the oversampled data and the uniformity of their superposed 
sensitivity profiles. A coil with a larger open angle has greater likelihood to form a more uniform 
superposed sensitivity, thereby improving the reconstruction quality. However, since the area of the 
coil former is confined, the number and the size of coils need to be optimised in the future.  
7.3.1.2. Improving reconstruction and acceleration algorithms 
Currently, with radial sampling, given the optimised rotation speed, the image can be readily 
and faithfully reconstructed with a built-in system regridding algorithm. However, the image quality 
could be further improved and the rotation speed could be more flexible by potentially 
incorporating the previously developed methods, such as sensitivity removing [207] and iterative 
solutions [129, 192]. By removing sensitivity weightings from k-space data before the inverse 
Fourier transform, it is not necessary to consider the non-uniformity of sensitivity superposition of 
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oversampled k-space data, thus data acquired at any speed can be reconstructed using a direct 
inverse fast Fourier transform. Alternatively, the iterative solution could be employed to resolve a 
full k-space instead of a circular radial sampling region. However, all of those methods require 
accurate sensitivity mappings, which could be offered by a more robust and controllable rotating 
system. In the future, such an automatic rotating system will be built by means of nonmagnetic 
driving schemes, such as using electro-piezo motors.  
It is well known that the radial sampling has great potential in dynamic imaging and fast 
imaging. Our next step is to investigate its undersampling potential with compressed sensing, which 
is a recently developed iterative algorithm that allows the use of much less data for faithful 
reconstruction. Since regridding and inverse regridding algorithms are time-consuming in iterative 
solutions, pseudo-polar sampling and reconstruction [208] or other radial-wise reconstruction 
algorithms will also be explored. 
7.3.2. Extending rotating techniques for wider applications 
7.3.2.1. Simultaneous X-nuclei imaging 
In Chapter 6, the rapid imaging scheme using radial sampling with the rotating coil was 
validated with proton images. In fact, this method is particularly suitable for sodium/phosphorus 
imaging, since its reconstruction does not rely on sensitivity information, which may be hard to 
acquire for sodium/phosphorus imaging, due to the much lower concentration of sodium and 
phosphorus in the human body. This novel coil structure offers other key advantages for 
simultaneous X-nuclear imaging, such as low coupling and large coil size that provide deeper B1 
penetration and higher SNR. Based on the proposed rotating technique, a simultaneous X-nuclei 
imaging scheme is being developed with our industry partner, Bruker BioSpin (Germany). 
7.3.2.2. Coils traveling in other motions 
The rotating-SENSE technique used in Chapter 4 and Chapter 5 is based on SENSE algorithms, 
which could be employed by coils travelling in other motions, such as horizontal translation that 
parallels B0. A “shifting coil array” with a low number of channels could be used for imaging the 
whole spine with reduced scan duration by using a corresponding “shifting-SENSE” algorithm. 
Similar to the in vivo sensitivity estimation algorithm developed in Chapter 5, the sensitivity for a 
spine scan could also be estimated by using library data and registration techniques.  
7.3.2.3. SAR management 
The preliminary results of SAR control with the rotating technique were reported in [182]. The 
simulation results demonstrated the SAR management of the single element rotating coil was better 
than that of an 8-element stationary coil array. In the future, this capability will be further explored 
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with a multi-element rotating coil array. Much better SAR management by such a rotating coil array 
is expected, since the ability to modulate transmit magnetic fields and electric fields is much 
improved with multiple coils. In order to accurately control subject-dependent local-SAR, a 
practical method to estimate SAR distribution is desperately needed. 
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