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Zusammenfassung
Nach dem verheerenden Tohoku-Erdbeben und der darauf folgenden Kernschmelze
im Atomkraftwert Fukushima Daiichi im Jahre 2011 wurden Roboter mit anpassbarem
Fahrwerk, wie der iRobot Packbot, zur Aufklärung des Katastrophengebiets eingesetzt.
Diese Roboter untersuchten anstelle von Menschen die kontaminierten Bereiche der
Anlage. Andere Umweltkatastrophen wie die zwei großen Erdbeben in Norditalien im
Mai 2012 hatten viele Opfer zur Folge und beschädigten eine große Anzahl historischer
Gebäude schwer. Aufgrund der Einsturzgefahr dieser Gebäude, war es für Einsatzkräfte
zu gefährlich diese Gebäude zu betreten. Daher wurden für die Inspektion der Gebäudein-
tegrität auch hier Roboter mit veränderbarem Fahrwerk eingesetzt, die in der Lage sind,
über Schutt und Trümmerteile zu fahren.
Diese Arbeit entwickelt ein neues Navigationssystem, das es bereiften Robotern wie
auch Robotern mit Kettenantrieb ermöglicht, unwegsames Gelände sicher zu befahren.
Das System besteht aus einer Planungs- und einer Reglungskomponente, wobei der
Fokus der Arbeit auf der Bewegungsplanung liegt. Das Planungsverfahren verwendet
einen hierarchischen Ansatz zur Bestimmung geeigneter Bewegungen für Robotern mit
aktiv anpassbarem Fahrwerk. Zunächst wird eine Umgebungskarte benutzt, um die
Befahrbarkeit des Geländes unter Berücksichtigung von Unsicherheiten zu schätzen.
Basierend auf dieser Analyse wird ein vorläufiger, approximativer Pfad bestimmt, der
die Bewegungsmöglichkeiten des Robotersystems beachtet.
Ein anschließender detaillierter Planungsschritt verfeinert diese vorläufige Lösung an
den Stellen, an denen es notwendig ist. Dabei werden die Aktuatoren des Roboters und
die Stabilität des Gesamtsystems zusätzlich zu den bisherigen Kriterien evaluiert. In
diesem Zusammenhang spielt die Bestimmung der Roboterlage in unwegsamem Gelände
eine besondere Rolle. Diese Arbeit stellt zwei Verfahren zur detaillierten Bewegungspla-
nung vor, einen deterministischen und einen randomisierten Ansatz.
Die vorgestellten Verfahren werden sowohl in der Simulation als auch in Feldstudien
untersucht. Die Ergebnisse erlauben es, die breite Verwendbarkeit des Verfahrens zu
bewerten. Darüber hinaus zeigen diese, dass eine solche Bewegungsplanung notwendig
ist, um Roboter sicher in unwegsamem Gelände zu bewegen.
i

Summary
In the aftermath of the Tohoku earthquake and the nuclear meltdown at the power
plant of Fukushima Daiichi in 2011, reconfigurable robots like the iRobot Packbot were
deployed. Instead of humans, the robots were used to investigate contaminated areas.
Other incidents are the two major earthquakes in Northern Italy in May 2012. Besides
many casualties, a large number of historical buildings was severely damaged. Due to the
imminent danger of collapse, it was too dangerous for rescue personnel to enter many
of the buildings. Therefore, the sites were inspected by reconfigurable robots, which are
able to traverse the rubble and debris of the partially destroyed buildings.
This thesis develops a navigation system enabling wheeled and tracked robots to safely
traverse rough terrain and challenging structures. It consists of a planning mechanism
and a controller. The focus of this thesis, however, is on the contribution to motion
planning. The planning scheme employs a hierarchical approach to motion planning for
actively reconfigurable robots in rough environments. Using a map of the environment
the algorithm estimates the traversability under the consideration of uncertainties. Based
on this analysis, an initial path search determines an approximate solution with respect
to the robot’s operating limits.
Subsequently, a detailed planning step refines the initial path where it is required.
The refinement step considers the robot’s actuators and stability in addition to the
quantities of the first search. Determining the robot-terrain interaction is very important
in rough terrain. This thesis presents two path refinement approaches: a deterministic
and a randomized approach. The experimental evaluation investigates the separate
components of the planning scheme, the robot-terrain interaction for instance.
In simulation as well as in real world experiments the evaluation demonstrates the
necessity of such a planning algorithm in rough terrain and it provides strong evidence
for the generality and the usability of the algorithm with real robots.
iii

Contents
Contents
1 Introduction 1
1.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Goal of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Review of the State of Research 9
2.1 Traversability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Space Robotics . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Search and Rescue Robotics . . . . . . . . . . . . . . . . . . . . 14
2.1.3 Stability of Robotic Platforms . . . . . . . . . . . . . . . . . . . 16
2.2 Rough Terrain Navigation . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Semi-Autonomous Traversal . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Traversal of Specific Structures . . . . . . . . . . . . . . . . . . 19
2.2.3 Classification and Motion Primitives . . . . . . . . . . . . . . . . 20
2.2.4 Robot-Terrain Interaction . . . . . . . . . . . . . . . . . . . . . 22
2.2.5 Hierarchical Architectures . . . . . . . . . . . . . . . . . . . . . 25
2.2.6 Deterministic Path Search . . . . . . . . . . . . . . . . . . . . . 27
2.2.7 Randomized Path Search . . . . . . . . . . . . . . . . . . . . . 29
2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3 Basic Search Algorithms 33
3.1 Dijkstra Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 A* Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Adaptive A* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4 Rapidly Exploring Random Tree . . . . . . . . . . . . . . . . . . . . . . 38
3.5 Asymptotic Optimal Rapidly Exploring Random Tree . . . . . . . . . . . 39
4 Experimental Actively Reconfigurable Robotic Platforms 43
4.1 Cobham Telemax . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 iRobot Packbot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
v
Contents
5 Hierarchical Planning Scheme 49
5.1 Map of the Environment . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Traversability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2.1 Roughness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2.2 Slopes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.3 Finding an Initial Path . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.4 Identifying Rough Path Segments . . . . . . . . . . . . . . . . . . . . . 60
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6 Robot-Terrain Interaction 63
6.1 Modelling Robot-Terrain Interaction . . . . . . . . . . . . . . . . . . . . 64
6.1.1 Iterative Geometric Method . . . . . . . . . . . . . . . . . . . . 64
6.1.2 Quasi-Static Physics Simulation . . . . . . . . . . . . . . . . . . 68
6.1.3 Static Stability Evaluation . . . . . . . . . . . . . . . . . . . . . 70
6.1.4 Modelling under Uncertainty . . . . . . . . . . . . . . . . . . . . 72
6.1.5 Experimental Evaluation of Modelling Methods . . . . . . . . . . 75
6.2 Cost Function for Path Refinement . . . . . . . . . . . . . . . . . . . . 91
6.2.1 System Safety . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.2.2 Execution Time . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7 Deterministic Path Refinement 101
7.1 Search Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.2 Focusing the Path Search . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.3 Improving the Heuristic . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.4 Replanning Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
8 Randomized Path Refinement 115
8.1 Search Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8.2 Biasing the Path Search . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.3 Sampling Actuator Configurations . . . . . . . . . . . . . . . . . . . . . 124
8.4 Pruning the Planning Trees . . . . . . . . . . . . . . . . . . . . . . . . 128
8.5 Replanning Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
8.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
9 Experimental Evaluation of Developed Algorithms 133
9.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
9.2 Comparison of Deterministic and Randomized Path Refinement . . . . . 136
9.2.1 Hill of Rubble . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
vi
Contents
9.2.2 Testing Hill . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
9.3 Influence of Actuator Planning Scheme . . . . . . . . . . . . . . . . . . 144
9.4 Applicability to different Robotic Platforms . . . . . . . . . . . . . . . . 146
9.5 Field Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
9.5.1 Hill of Rubble . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
9.5.2 Testing Hill . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
9.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
10 Conclusions and Perspectives 155
References 161
vii

1 Introduction
1 Introduction
Traversing rough terrain and challenging environments received increasing attention in
the last couple of years. The space robotics community is investigating advancements in
rough terrain traversal to enhance the supervisory control of planetary rovers. Avoiding
hazardous situations and predicting the robot mobility are of special concern. Failure to
do so could jeopardize an entire multi-billion dollar mission. Hence, terramechanics and
the prediction of robot mobility are important issues in space robotics.
Rescue robotics is also concerned with the navigation of mobile robots in rough and
unstructured environments. The situations at disaster sites usually require robots with
enhanced mobility capabilities. The robots are typically deployed to assist first responders
in areas where it is too dangerous for humans. A recent catastrophic event of this kind
is the Tohoku earthquake in Japan in 2011, which led to the failure of the cooling
system of some of the reactors at the nuclear power plant of Fukushima Daiichi and the
subsequent nuclear meltdown. Instead of humans, several different mobile reconfigurable
robots, amongst others iRobot Packbots (see section 4.2 and figure 1.1d), were deployed.
They were teleoperated to assess the situation in contaminated areas (Kawatsuma et al.,
2012; Nagatani et al., 2013).
In May 2012 two major earthquakes in Northern Italy caused many casualties and
severe damage to a large number of historical buildings. Therefore, it was too risky for
human rescue personnel to enter many disaster sites. A search and rescue team utilized
reconfigurable mobile robots to assess the structural integrity of the buildings (Kruijff
et al., 2012a). The team also employed an unmanned aerial vehicle (UAV) to build 3D
models of the buildings. The 3D models were used to decide where to drive with a
reconfigurable ground robot which was able to carry more sensor payload and allowed a
more thorough investigation.
However, field reports point out that the operators are quickly exhausted by the
demanding task of teleoperating reconfigurable robots in rugged environments (Kruijff
et al., 2012b). In such environments the operators have to assess the drivability and the
potential risk of the terrain given the typical narrow and limited view provided by the
robot’s sensors. This includes constantly evaluating the robot’s stability as tipping over
becomes increasingly more likely and also bearing in mind inertia and momentum when
operating a system close to its limits. In addition, the operators must not only steer
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(a) iRobot ATRV
(b) QinetiQ Longcross
(c) Cobham Telemax
(d) iRobot Packbot
Figure 1.1: Fixed-chassis and reconfigurable robots. The iRobot ATRV and the QinetiQ
Longcross are fixed-chassis systems which cannot change their drive configuration. The Cob-
ham Telemax and the iRobot Packbot can reconfigure their tracks as shown by the different
configurations on the right.
the robot but also control the actuators while the system may react differently to the
same commands because the contact points with the ground can change often in rough
terrain. Maps, generated for example by UAV deployments as mentioned above, enable
planning algorithms to assist the operator. These plans can already consider the above
mentioned aspects of navigating a ground robot in such hostile environments. Since this
provides information on where and how to drive, it can reduce the mental workload of
the operators and, therefore, significantly contribute to the overall system performance
and reliability. This is the basic idea of the work presented in this thesis. Similarly,
assisting operators by the suggestion of suitable paths is also proposed in (Magid et al.,
2011).
Many objects which are regularly encountered in outdoor robotic tasks, like urban
search and rescue missions, are perceived as obstacles for wheeled and tracked fixed-
chassis robots. Steps and stairs are usually untraversable obstacles in urban environ-
ments; debris, rocks, hills of rubble or steep inclinations in unstructured outdoor envi-
ronments are often impossible to traverse with normal fixed-chassis systems (figures 1.1a
and 1.1b). Those systems are bound to fairly flat areas and must circumvent such struc-
tures if possible. The ability of fixed-chassis robots to overcome obstacles is limited due
to their mechanical design. The challenges they can overcome are directly restricted by
the diameter of their wheels, their track heights and the positions of their centers of
2
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mass.
Wheeled and tracked robots with reconfigurable chassis, like the Cobham Telemax
or the iRobot Packbot (figures 1.1c and 1.1d), can use their actuators to change their
configuration which provides them with increased mobility compared to fixed-chassis
robots. Hence, they are able to traverse a wide variety of environments and challenging
structures including many of the ones mentioned above. The actuators may be employed
to improve traction and stability or to lift themselves over edges. Along with the size of
the robot, the weight distribution and the type of locomotion, the number, length and
agility of the actuators are the main aspects which determine the mobility and abilities
of reconfigurable robots.
In this thesis a hierarchical motion planner is developed which produces efficient and
safe plans for actively controlled reconfigurable wheeled and tracked robots over rough
terrain and challenging structures. The planning scheme utilizes the robot’s actuators,
if available, and plans safe paths with respect to the robot’s stability. The descriptions
within this thesis focus on the planning aspect of rough terrain navigation. However,
a complete navigation architecture was developed including a controller to validate the
planning results in real-world environments.
1.1 Problem Formulation
The problem of rough terrain navigation, meaning autonomously traversing rough
terrain and challenging structures, is a very demanding task in mobile robotics. However,
rough terrain, challenging structures and rough terrain navigation are not clearly defined
in the literature.
Approaches for navigating rough environments do not necessarily involve reconfig-
urable robots and, hence, no planning of actuator configurations. Also, the objective
may vary. At one end of the spectrum, rough terrain navigation involves driving with a
fixed-chassis robot through rough environments while avoiding all potentially dangerous
regions - similar to 2D-navigation. At the other end of the spectrum, it also means to
actually cross rocks, hills, steep inclinations, stairs etc. with a reconfigurable robot - with
passive suspension or actively controlled. The latter definition is the meaning used in
this thesis. The objective is to be able to actually overcome such demanding challenges
based on innovative planning algorithms.
The lack of a clear definition of rough terrain and challenging structures may to some
extent be due to the fact that the difficulty of traversing terrains depends on the robot’s
size and locomotion mechanism. With respect to this work, rough terrain and challenging
structures describe terrains and structures which constitute substantial challenges to the
robot and involve the danger of tip-over. Rough terrain denotes unstructured outdoor
3
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environments, whereas challenging structures describe structures in urban environments,
like stairs, steep ramps or very high curbs. The terrains and structures considered in this
thesis expose the robot to considerable danger of tipping over during traversal. They
usually cannot be traversed with fixed-chassis robots or only with extreme caution.
1.2 Goal of the Thesis
The goal of this thesis is the development and evaluation of a fast path planning
algorithm which enables actively reconfigurable tracked and wheeled robots to traverse
rough terrain efficiently and safely. Planning or global navigation is a higher level process
which is usually followed by a control mechanism. As a planning algorithm the presented
approach considers large areas which exceed the sensor range of the robot. In addition,
especially in rough terrain often areas of the environment are not visible by the low-
positioned sensors. Therefore, the algorithm uses a static map of the environment and
produces high-level plans. However, the introduced algorithm does not rely on a terrain
classification or motion sequences. The produced plans are executed by a subsequent
controller which performs the low-level motion control of the robot.
At this point it is important to distinguish between planning and controlling. Control-
ling or local navigation is concerned with finding a sequence of motions which leads from
a start state into a goal state in space without any collisions. In contrast to planning
methods, local navigation algorithms use sensor readings to reactively control the robot
such that they can avoid collisions with dynamic obstacles. However, the sensor depen-
dence limits the scope of such algorithms to the sensor range such that the robot may
get stuck in difficult environments due to the limited look-ahead. Therefore, higher level
planning algorithms are required to overcome such problems by providing the necessary
look-ahead. This is especially important in difficult and unclear terrain.
This thesis develops an integrated navigation system enabling wheeled and tracked
robots to safely traverse rough terrain and challenging structures. It consists of a plan-
ning mechanism and a controller. The focus of this thesis, however, is on the contribution
to motion planning. The planning scheme employs a hierarchical approach to motion
planning of actively reconfigurable robots in rough environments. Using a map of the
environment the algorithm estimates the traversability under the consideration of un-
certainties. Based on this analysis, an initial path search determines an approximate
solution with respect to the robot’s operating limits. Subsequently, a detailed planning
step refines the initial path where it is required. This step considers the robot’s actuators
and stability in addition to the first search.
The controller completes the navigation system by allowing the execution and valida-
tion of the planning results in the real environment. It executes the planned trajectory
4
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Figure 1.2: The planner performs a traversability analysis of the terrain using a map. The initial
path search provides an approximate solution which is subsequently refined where necessary
with respect to the robot’s actuators and its stability. A feedback controller follows the planned
trajectory as closely as possible.
as closely as possible by constantly comparing the robot’s current pose with the desired
trajectory and correcting the course if required. Figure 1.2 shows a system overview.
1.3 Outline
This thesis is organized as follows: Chapter 1 closes with the main contributions of
this thesis. In chapter 2 a review of related work is presented. It describes the current
state of the art in rough terrain traversal and related areas. It discusses the approaches,
the challenges and issues in this field of research and embeds the results of this thesis
into the related work.
Before starting the discussion of the main contributions, chapters 3 and 4 provide
preliminary material. Chapter 3 explains the basic algorithms on which the approach
of this thesis is built upon and provides a common algorithmic basis for the following
discussions; the descriptions of the robotic platforms and their capabilities in chapter 4
facilitate a better understanding of the subsequent explanations.
The planning scheme follows a hierarchical approach (chapter 5). Determining the
validity and quality of different path options in rough terrain requires a map of the en-
vironment (chapter 5.1) and an analysis of the terrain traversability (chapter 5.2). This
traversability analysis is fundamental for the subsequent planning steps. Planning in a
high-dimensional space is computationally expensive. Therefore, the algorithm deter-
mines an initial approximate solution (chapter 5.3) and determines path segments which
lead through rough areas (chapter 5.4). Only these segments need to be reevaluated
5
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during the path refinement.
The refinement evaluates the robot’s pose with respect to its actuator configuration
(chapter 6). The pose estimation can be accomplished through a standard physics simu-
lation (chapter 6.1.2) which is computationally expensive, or through a fast approximate
geometry-based method (chapter 6.1.1). The pose estimates are required to predict
the robot’s stability (chapter 6.1.3). Since robotic motion as well as terrain models are
always associated with noise, chapter 6.1.4 shows how uncertainties can be incorporated
into this prediction. The stability is part of a more comprehensive cost function for rough
areas (chapter 6.2).
This thesis presents two methods to accomplish the path refinement. The deterministic
A* planner (chapter 7) searches a discrete state space and always finds the optimal
solution if a solution exists. These strong guarantees are beneficial for path planning
approaches in rough and hostile environments. As the search in a high-dimensional space
is computationally expensive, the search must be focused (chapter 7.2). The efficiency
of the search can be increased through a new heuristic which models the actual cost
more closely (chapter 7.3). Since in rough terrain replanning may become necessary,
chapter 7.4 explains how this heuristic can be adjusted to answer replanning queries
faster.
However, the A* planner searches a discrete state space. Especially in situations where
the regular search grid does not align with terrain slopes or edges, this may result in
suboptimal solutions. Therefore, chapter 8 presents a randomized RRT* (Asymptotically
Optimal Rapidly Exploring Random Tree) approach to path refinement which operates
in continuous state spaces. Searching such a considerably larger state space with a
sampling-based method results in weaker properties. RRT* is probabilistically complete
and asymptotically optimal. This larger state space requires even more to focus the
search to the initial path (chapter 8.2) and to direct the sampling of the actuators
(chapter 8.3). If replanning becomes necessary, the planner must provide a new plan.
How this can be implemented efficiently is described in chapter 8.5.
After the discussion of the different components of the presented planning scheme
and the evaluation of relevant aspects alongside the explanations, chapter 9 provides an
experimental evaluation of the planning approaches as a whole. To this end, the deter-
ministic and randomized refinements are comparatively examined in simulation (chap-
ter 9.2). Further, chapter 9.4 provides experiments to illustrate the applicability of the
presented approach to different robots. Additionally, the transfer of the planning ap-
proach onto a real robot and field experiments in real-world environments are described
in chapter 9.5.
Chapter 10 summarizes the major results of this thesis. It discusses strengths and
weaknesses of the deterministic and the randomized planner as well as the planning
scheme as a whole. Finally, this thesis ends with possible research directions for the
6
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future.
1.4 Contribution
This thesis extends the current state of the art in rough terrain motion planning in
a number of ways. It introduces a practical and robot-independent planning architec-
ture for mobile tracked or wheeled robots, reconfigurable or not, in rough terrain. The
planning method requires no preceding terrain classification or motion patterns. It uses
simple geometric robot and environment models for pose estimation and considers the
uncertainty of the robot pose and the environment model. In detail the primary contri-
butions are:
No Structure/Terrain Classification The planning scheme does not rely on a de-
tailed structure/terrain classification or on motion sequences/patterns a priori de-
signed to overcome specific challenges. Classifications and motion sequences are
typically used to determine how to plan or control the robot (Dornhege and Kleiner,
2007). While on the one hand they aid planning, they limit the applicability of the
algorithms to the type of environments which are covered by the beforehand de-
fined terrain classes, structures or motion sequences (Mourikis et al., 2007). Also,
it must be possible to reliable identify and classify those terrains and structures
with the sensors available on the robot; otherwise the planning algorithm cannot
work properly. While the algorithm presented in this thesis distinguishes between
flat and rough areas, it uses this information to decide where rather than how to
refine the initial path. As a consequence the algorithm can be applied to a wide
range of environments including rough outdoor environments as well as urban en-
vironments with challenging structures. There is no need to foresee and define
categories, classification schemes or motion sequences for possible future terrain.
However, the cost of this generality is that such specialized planners as described
above may outperform the algorithm presented in this thesis in their respective
scenarios.
Robot Independent Although the planning scheme presented in this thesis was orig-
inally developed for tracked actively reconfigurable robots, like the Cobham Tele-
max or the iRobot Packbot, it is applicable to other robot models with similar
locomotion, i.e. tracked or wheeled robots. Also, if actuators are available, the
algorithm is able to consider them within the plans. As shown later, this also
includes robots with a fixed locomotion system but which are able to change their
weight distribution, through a manipulator for instance. Therefrom, some parts
of the planning scheme may even be applicable to other kinds of locomotion, e.g.
the traversability analysis or the initial path search.
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Fast Planning The algorithm discussed in this thesis is able to provide safe and valid
paths within a few minutes. Furthermore, the planning scheme considers the un-
certainty about the environment and the robot’s position and actuation during the
traversability analysis. On the one hand, optimal control algorithms can produce
optimal plans for hard problems. However, they typically require a differentiable
cost function, a fixed path length, complex models and a high planning time (Ratliff
et al., 2009), (Kalakrishnan et al., 2011). On the other hand, partially observable
Markov-Decision Processes (POMDPs) are usually applied to planning problems
which involve uncertainties about the robot states. Even the more efficient vari-
ants of POMDPs require very long planning times, i.e. for comparable problem
sizes about 90 minutes (Kurniawati et al., 2008).
Simple Models Especially in planetary rover path planning many approaches require
detailed models of the robot and the environment. These detailed dynamics
and mechanics models are used to capture the robot-terrain interaction in depth
which usually involves slippage and includes terrain parameters like friction coef-
ficients (Howard and Kelly, 2007). Such complex robot and environment models
are often hard to obtain. If they are not available, they must be estimated which
can be arbitrarily inaccurate especially if the terrain changes more frequently, like
on earth. In contrast, the planning scheme presented in this thesis applies simple
geometric models to determine the robot’s pose and its supporting contact points
given a configuration and the environment model. These simple models increase
the applicability of the proposed planning scheme as they are easily obtained.
Further, they do not require the acquisition or estimation of the aforementioned
parameters.
8
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2 Review of the State of Research
As the mobility capabilities of robots continue to evolve, they are employed in more
challenging terrains. New applications arise requiring the adaption of previous methods
and the development of new algorithms to be able to navigate safely through cluttered,
uneven and rough environments. Rough terrain navigation requires, first, a robotic
platform capable of negotiating more complex terrain, second, a technique to identify
hazards and assess traversability, and third, algorithms able to consider the robot’s
capabilities and to process the terrain information in order to provided safe and efficient
motion plans.
In the past many distinct locomotion concepts have been proposed for negotiating
rough terrain all with their individual strengths and weaknesses. The most established
locomotion concepts include legged, tracked and wheeled systems with fixed chassis,
passive suspension or actively articulated. Figure 2.1 shows a selection of different
robotic systems deployed in rough terrain, providing an overview of the systems and the
mechanical capabilities available.
Safe and efficient motion planning in rough terrain needs a sound analysis of the
robot mobility and the terrain traversability. Inclined surfaces increase the risk of tip-
over and perturb the motion dynamics. The system’s safety in terms of stability may be
estimated by evaluating the geometric shape of the terrain, while identifying roughness
and mechanical properties of the terrain may assist in providing dynamically stable paths.
Finally, planning algorithms are needed to deal with newly arising problems in rough
terrain. Actuators, such as flippers, provide the robot with enhanced mobility capabilities.
As some situations may only be solvable with specific robot configurations, they influence
the feasibility of a trajectory significantly. Hence, the robot configuration must be
taken into account when evaluating different path options. Additionally, the terrain
characteristics should be considered to balance risk of traversal and efficiency.
The following discussion of related work concentrates on the algorithmic part of rough
terrain navigation. The review begins with discussing different approaches to traversabil-
ity analysis as it is an essential part of rough terrain navigation. Subsequently, the hier-
archical planning scheme presented in this thesis is embedded into the body of related
work. This covers semi-autonomous approaches, algorithms for the traversal of specific
structures, planning methods using terrain/structure classification schemes or motion
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(a) Kenaf1 (b) Lurker2 (c) Silver3 (d) VSTR4 (e) Packbot5
(f) Absolem6 (g) Telemax (h) Amoeba 27 (i) MSRox8 (j) SRR9
(k) Asguard10 (l) Athlete11 (m) Asterisk12 (n) RHex13 (o) LittleDog14
Figure 2.1: Robots for rough terrain navigation. Sources: 1(Magid et al., 2008), 2(Dornhege
and Kleiner, 2007), 3(Mihankhah et al., 2009), 4(Choi et al., 2007), 5(Helmick et al., 2002), 6(Kruijff
et al., 2012b), 7(Eich et al., 2008), 8(Dalvand and Moghadam, 2006), 9(Iagnemma et al., 2003), 10(Li
et al., 2012), 11(Hauser et al., 2008), 12(Theeravithayangkura et al., 2008), 13(Campbell and Buehler,
2003), 14(Kalakrishnan et al., 2010b).
primitives, different approaches of modelling the robot-terrain interaction, hierarchical
planning architectures, deterministic and randomized search methods.
2.1 Traversability Analysis
For applications in 2D navigation typically a binary notion of traversability based on
height differences is employed (Bogoslavskyi et al., 2013; Thrun and Buecken, 1996). In
this context often referred to as obstacle negotiation, an area is either an obstacle and not
traversable or it is free and can be traversed. Closely related to obstacle negotiation are
the path costs in trajectory planning. For instance, the proximity to obstacles increases
the probability of collisions and may be penalized (Khatib, 1986), or the robot’s speed
is reduced to avoid collisions (Fox et al., 1997). In 2D motion planning the path length
often suffices as cost measure while criteria like stability and traction are assumed and
neglected during planning. However, some approaches consider other quantities, for
instance energy consumption (Liu and Sun, 2013).
As the terrain becomes more challenging and the navigation involves the traversal
of rough areas, a binary traversability assessment based on height differences does not
suffice any more. Especially with reconfigurable robots, traversability becomes a function
of the terrain shape, the roughness and mechanical properties of the terrain, and the
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robot configuration. Hence, multivariate traversability assessments to evaluate stability,
slip or traction are required for ground-based robots in rough environments. Since most
traversability assessments provide a qualitative measure, they are often incorporated into
the cost criteria or otherwise guide the planning process. Analyzing the traversability is
fundamental to rough terrain navigation. Consequently, this area of research has received
and still continues to receive significant attention.
A recent survey about traversability analysis categorizes the different methods with
respect to the type of sensor data used (Papadakis, 2013).
Proprioceptive methods infer terrain properties related to traversability, like slip and
traction, from the robot-terrain interaction, for instance from vibration data (Brunner
et al., 2010, 2011; Thrun et al., 2006). They usually are trained classifiers. As those
methods identify traversability during traversal the potential risk of failure is very
high. Thus, proprioceptive analysis is less favored as stand-alone method, it rather is
used complementary to refine previous exteroceptive assessments.
Exteroceptive methods are more popular as they use sensors like laser scanners or
cameras to estimate the traversability of the terrain within the sensor range.
Geometry-based approaches are more common. They regress terrain traversability
with respect to its geometric shape, often in terms of 2D elevation maps built from
range data.
Appearance-based approaches use image data to reason about the traversability
from vision features, usually in the form of discrete terrain classes.
Both, geometry-based and appearance-based approaches have strengths and weaknesses.
On the one side, the terrain type and associated properties cannot be obtained from range
data whereas they can be obtained from image data. On the other side, the quality of
image data is subject to varying illumination conditions while range data is invariant.
Papadakis (2013) categorized the traversability analysis methods from a sensor data
point of view as proprioceptive and exteroceptive, geometry-based and appearance-based.
The following review chooses a different structure and subdivides the algorithms accord-
ing to the domains they are motivated by in order to highlight application domain specific
differences. Two domains are considered: space robotics and search and rescue robotics.
Both domains have different mission parameters and objectives which are reflected by
the choice of sensors, the research direction and the methods developed.
2.1.1 Space Robotics
While there are exceptions, the main body of research in space robotics related
to traversability analysis and mobility prediction concentrates on online exteroceptive
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appearance-based classification or proprioceptive analysis. Rovers are usually equipped
with passive energy efficient stereo-camera systems which encourage appearance-based
assessments. They also allow inference of terrain properties necessary for thorough mo-
bility predictions. Due to the wheeled locomotion rovers are mechanically simpler and
wheel-terrain interaction is more easily modeled compared to tracked vehicles (Ishigami
et al., 2011). This supports a more robust proprioceptive analysis.
The Spirit mars rover mission was a very successful mission. It was originally planed for
about 90 days and lasted over 2500 days. However, Spirit and other rovers experienced
several mobility issues related to soil properties and terramechanics. The Spirit rover
finally embedded itself ending not only a successful mission but also a multi-million
dollar mission. Therefore, the National Aeronautics and Space Administration (NASA)
and the affiliated research center, the Jet Propulsion Laboratory (JPL), concentrated
on improving the prediction of rover mobility on loose and deformable soil. The efforts
are aimed at creating a simulator software, the Adams-based Rover Terramechanics
and Mobility Interaction Simulator (Atermis) (Trease et al., 2011; Zhou et al., 2014).
The simulator has 3 main purposes: 1) it facilitates software development for planetary
rovers, 2) it provides physical insight into rover mobility issues, and 3) it is used to
evaluate candidate paths for the rovers currently active on mars. The simulator includes
realistic mechanical rover models, i.e. models composed of about 200 separate elements,
and is based on classical terramechanics to model the rover-terrain interaction. This also
involves quite complex and detailed wheel-terrain interaction models for rigid and flexible
wheels on deformable soil based on physics, dynamics and mechanics (Ishigami et al.,
2009, 2011).
Online appearance-based assessment with fuzzy rules to account for measurement
uncertainties and noise is introduced in Seraji (1999). The so-called Traversability In-
dex is combined from the environmental slopes and the roughness measure in terms of
average rock size and concentration. Ayanna Howard extends this work by including
discontinuities, such as cliffs or valleys, and the hardness of the terrain through a texture
classification by a neural network (Howard and Seraji, 2001).
Iagnemma et al. presents an online proprioceptive method to improve traversability
prediction and robot mobility (Iagnemma et al., 2004). The algorithm estimates the
terrain cohesion and internal friction angles from vertical load and the wheels’ torque,
sinkage as well as angular and linear velocities. He extended this estimation to additional
terramechanical parameters, among which are sinkage exponent and shear modulus,
using telemetry data (Iagnemma et al., 2011).
Another proprioceptive approach to increase position estimates by using terrain fea-
tures is presented in (Rogers-Marcovitz et al., 2012b). The authors develop an accurate
continuous vehicle slip model by an integrated perturbation dynamics approach. This
allows to take into account all forces acting on the vehicle and to calibrate the system
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online. Integration of the learned vehicle-terrain interaction model with the perturba-
tion dynamics algorithm, i.e. combining pose estimation and slip model identification in
a single filter process, improves the estimates of the rover position (Rogers-Marcovitz
et al., 2012a).
Geometry-based analysis can also be performed with stereo-camera systems as they
can provide range data. Helmick et al. introduce a hierarchical traversability analysis
based on the geometry and appearance of the terrain (Helmick et al., 2009). Using the
range data from a stereo-camera system the slope, step height and roughness in terms
of standard deviation is determined considering the robot’s footprint. This goodness
map is classified into traversable, not traversable and uncertain. For uncertain areas
an additional slip cost is estimated based on the texture and trained slip models. The
classification results of the goodness map are updated. On the third level, path segments
leading through uncertain areas are evaluated by a physical forward simulation.
A means to improve the performance of traversability assessments and mobility predic-
tions is the combination of several distinct assessments of terrain parameters by fusing
the results. Halatci et al. evaluate different methods for terrain classification and fu-
sion of classifier results (Halatci et al., 2007). Building upon this evaluation Brooks
et al. present a self-supervised learning framework to predict mechanical properties of
future terrain based on similar terrain known through traversal (Brooks and Iagnemma,
2012). A proprioceptive classifier utilizes data from rover-terrain interaction, i.e. wheel
vibrations and traction forces, to predict terrain classes. This terrain classes are used
to train exteroceptive appearance-based support vector machine (SVM) classifiers for
several image features. A naive Bayes formulation fuses the SVM results of each fea-
ture. Iagnemma et al. describe a weighted average fusion of two wheel slip estimation
models to reduce false immobilization predictions (Iagnemma and Ward, 2009). First, a
Kalman filter integrates a dynamics model, odometry data, inertial measurements and
optional global positioning system (GPS) measurements to estimate the robot’s linear
velocity and wheel slip. The second classifier is a SVM predicting the system state as
normal, immobilized or unknown based on the attitude, vibration and the wheels’ angular
acceleration.
The amount and scope of the research in traversability assessment and mobility pre-
diction in the space robotics community indicate that those are very important issues in
planetary rover exploration. Considering the ramifications of a failed immobile planetary
rover, significant effort is devoted to create accurate vehicle-terrain interaction models
to facilitate terrain parameter estimation and improved mobility predictions. Due to the
sensor payload, most methods are appearance-based or proprioceptive.
In contrast to planetary exploration missions, during which rovers explore unknown
terrain, this thesis aims at traversing rough terrain with reconfigurable robots. By con-
centrating on the planning problem, the presented approach assumes a map of the
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environment. Proprioceptive or appearance-based traversability analysis is less suited for
offline planning approaches. Hence, this thesis utilizes an exteroceptive geometry-based
traversability assessment.
2.1.2 Search and Rescue Robotics
In contrast to approaches in space robotics, in other domains terrain traversability
is commonly assessed exteroceptively and based on the geometry of the terrain. The
extensive use of laser scanners for navigation and the potential availability of maps
facilitates geometry-based assessments. The shortcomings of geometry-based methods
not being able to predict slip or drift are compensated by trajectory following controllers
or rapid replanning.
The National Institute of Standards and Technology (NIST) has introduced step-
fields, artificial terrain profiles composed of wooden posts, as a standardized means of
describable, reproducible and repeatable test beds for robot mobility to capture statis-
tically significant performance information (Jacoff et al., 2008). The NIST also pro-
posed geometry-based traversability metrics to quantify the difficulty of terrain and path
queries. Two of them measure the difficulty of an entire region with respect to the vari-
ations in height differences, and one depicts the difficulty to move between two specified
locations (Molino et al., 2007). The latter is defined by the least cost path in terms of
the terrain roughness along the path, the amount of turning and the path length as in
(Iagnemma and Dubowsky, 2004). All metrics are scaled by the robot size as well as
wheel diameter or track height since these parameters influence the ability of the robot
to overcome obstacles.
An exteroceptive geometry-based traversability analysis incorporating uncertainty is
proposed in (Joho et al., 2007). Joho et al. determine the local slope, roughness in
terms of variation and the step heights with respect to planes fitted to local areas.
Those estimates are combined to a single traversability value. Cells for which the step
height exceeds a threshold are untraversable. To account for uncertainties in the map
and the robot pose, the traversability values are iteratively propagated using a Gaussian
filter until the filter size coincides with the robot size. However, untraversable regions
are grown rather than smoothed.
A geometry-based method to detect and predict traversability for negative obstacles,
like potholes or ditches, in the vicinity of the robot is presented in (Sinha and Papadakis,
2013). 3D points are projected onto a plane and converted into a gray scale image,
where morphological filters and a contour detection algorithm identify the gap. Given
the dimensions and orientation of a gap, it is considered traversable if it is smaller
than the robot and no other obstacles are close by. For traversable gaps the algorithm
determines preferred start and end poses for crossing.
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A combination of an appearance-based assessment and a proprioceptive method for a
Packbot robot (figure 2.1e) is developed in Guo et al. (2011) to plan easier traversable
trajectories. Several image features, like color and texture, are processed by a SVM
regression model to distinguish different terrain classes. The classes are associated with
a difficulty value according to the vibrations experienced during traversal. The SVM
classifies sub-regions of the camera image aiding the planner to find paths which prefer
easier traversable terrains.
Traversability can also be determined by a physical simulation of the robot pose.
Norouzi et al. use the Open Dynamics Engine (ODE) (Smith, 2001) (ODE uses equations
of motions which are derived from a Lagrange multiplier velocity-based model according
to Stewart/Trinkle (Stewart and Trinkle, 1996) and Anitescu/Potra (Anitescu and Potra,
1997).) to estimate the contact points between the robot and the terrain through an
iterative process (Norouzi et al., 2012). The terrain is traversable with the given robot
configuration if the simulated pose is stable, collision-free and does not indicate high
slippage. To facilitate path planning, the robot pose is evaluated according to its attitude
and stability value. A similar traversability assessment based on physical simulation is
described in (Papadakis and Pirri, 2012). The pose determination proceeds in two steps:
first, the robot’s attitude is estimated using ODE to simulate the physics involving only
the chassis and the main tracks of the Absolem robot (figure 2.1f). If stable, the flippers
of the robot are adjusted to increase stability. As in Norouzi et al. (2012) collision-free
poses allow traversal and they are rated by their 3D orientation and stability value.
This thesis uses a two step traversability analysis which builds on the previous work
in this area. Since proprioceptive or appearance-based algorithms are not suited for
global motion planners, an exteroceptive geometry-based method is chosen. The first
assessment determines the terrain traversability based on the slope and roughness. The
roughness is determined through the height differences of neighboring cells as in (Molino
et al., 2007). The traversability values are processed with filters similar to (Joho et al.,
2007). In contrast, a more formal approach is applied using image processing filter oper-
ators, i.e. a maximum filter to grow dangerous regions and a Gaussian filter to propagate
the values. A single filter iteration with a kernel of the size of the robot is performed.
This assessment is executed for the entire map to guide the path searches with respect
to the terrain difficulty. The second traversability analysis is a more thorough evaluation
involving the robot configurations and an iterative geometric method to determine the
contact points. Since this assessment is computationally expensive, it is only used during
the path refinement to evaluate specific robot configurations.
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2.1.3 Stability of Robotic Platforms
While other quantities may result in sub-optimal behavior if falsely estimated, a wrong
stability assessment of a physical robotic platform could result in tip-over and damage
to the system. Therefore, the system’s stability is one of the most important criteria
for rough terrain motion planning. Stability margins can be evaluated based on static or
dynamic measures. The appropriate choice of a stability margin depends on the system
and its application as there is no optimal stability margin for all applications (Garcia
et al., 2002). Most stability measures originate from walking robots as those are the
first works who where concerned about stability.
Stability measures such as the popular Zero Moment Point (ZMP) method (Vuko-
bratovic et al., 1970) consider dynamic effects due to inertia, momentum or elasticity.
The ZMP is the point on the supporting polygon where the moment due to the terrain-
reaction forces and moments is zero. It assumes the supporting polygon to be confined
in a plane, hence, it is not suited for rough terrain (Yoneda and Hirose, 1997). The
Force-Angle Stability Margin (FASM) (Papadopoulos and Rey, 2000) measures the an-
gle between the resulting force acting from the center of gravity on the ground and the
normal to the edges of the supporting polygon. If all angles are positive, the system is
considered dynamically stable. The FASM is a valid criteria for rough terrain. It is often
applied to quantify the dynamic stability of robotic machines.
A simple way to measure the static stability of a system is to project the center of
gravity onto the supporting polygon (McGhee and Frank, 1968). If the projection lies
within the supporting polygon, the system will be statically stable. However, this stability
criterion does not consider the height of the center of mass. The Energy Stability Margin
(ESM) is described as the minimal potential energy necessary to tip the robot around
the edges of the supporting polygon (Messuri, 1985). Hirose et al. normalized the ESM
to the robot’s weight resulting in the Normalized ESM (NESM) (Hirose et al., 2001).
The NESM is the most efficient static stability margin (Garcia et al., 2002; Hirose et al.,
2001). Hence, the NESM is also widely used in robotic applications.
Norouzi et al. use a quasi-static FASM formulation for a statistical evaluation of the
robot’s stability (Norouzi et al., 2013). The analysis considers the uncertainty in the
robot’s configuration, the robot’s position and the environment model and estimates the
resulting probability distribution. This distribution is used to predict the robot’s contact
points with the environment, its center of mass and subsequently the robot’s stability in
the presence of noise.
In this thesis the static stability of the system is considered due to the slow speed of
the robot when traversing rough terrain, as it is an accepted approach in this situation
(Norouzi et al., 2012, 2013; Papadakis and Pirri, 2012). According to Garcia et al.
(2002), for the static case the NESM is the more accurate stability margin on inclined
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surfaces compared to the FASM. Therefore, instead of the FASM this work uses the
NESM (Hirose et al., 2001).
2.2 Rough Terrain Navigation
Rough terrain navigation is a challenging problem in robotics. The characteristics of
the terrain and the increased danger of tip-over render most approaches developed for
flat terrain unsuited. This concerns the terrain and traversability analysis as discussed
before but also navigation approaches which need to respect the restrictions the terrain
imposes onto the robot. As robots with fixed chassis are relatively limited in terms of
mobility, often robots with more degrees of freedom (DOF), i.e. passively or actively
reconfigurable robots, are used. Their enhanced capabilities allow those systems to
negotiate more challenging terrain compared to fixed-chassis robots. However, these
additional degrees of freedom, for instance flippers, must be incorporated in the planning
and controlling process.
A wide variety of methods has been proposed for rough terrain navigation. The
problem can be perceived and approached on different levels of complexity and autonomy.
Semi-autonomous mechanisms and algorithms for traversing a specific structure reduce
the complexity of the problem by involving an operator or concentrating on a specific
sub-problem. These algorithms are mainly concerned with controlling since planning is
usually done by the operator or incorporated into the algorithm in terms of knowledge
about the structure’s geometry.
Additionally, methods using terrain/structure classifications or motion primitives to
develop algorithms for rough terrain navigation are proposed. Those mechanisms are
utilized to apply specific knowledge and planners, or to reduce the size of the search
space. An important part of most algorithms is the validation of the robot pose consid-
ering both the non-convex polygon of the robot and the terrain shape. The robot-terrain
interaction in rough terrain with possibly reconfigurable robots is a complex function.
Many different approaches have been proposed, involving machine learning techniques,
physics prediction models and simulation. From an algorithmic point of view, hierarchi-
cal architectures are used to break down the problem into several sub-problems or to
perform a step-wise refinement of the solution. Further, deterministic planners as well
as randomized planners have been used to search for paths through rough terrain.
2.2.1 Semi-Autonomous Traversal
Semi-autonomous approaches to rough terrain navigation reduce the complexity of
the task by involving the operator in the controlling and the decision making process
otherwise performed by a planning algorithm. Thus, they usually leave a substantial
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proportion of the problem to the operator which allows less comprehensive assistance
functions to be applied to the remaining tasks. Semi-autonomous approaches aim at
reducing the cognitive burden of the operator by increasing the situation awareness
(Gianni et al., 2013) or by taking over some sub-tasks (Nagatani et al., 2008; Okada
et al., 2011).
Nagatani et al. propose a shared autonomy approach to traverse rough terrain with a
tracked robot having four actively controlled flippers (Kenaf robot, figure 2.1a) (Nagatani
et al., 2008). The operator controls the velocity and orientation of the robot while the
flippers are adjusted automatically to the terrain to keep the robot stable. To this end,
two laser scanners are mounted on each side of the robot parallel to the flippers scanning
the workspace of the flippers. The flippers are adjusted according to a stability prediction
based on a contact point estimation. Okada et al. extended this algorithm by using a
third laser scanner at the front tilted toward the ground to consider obstacles which
fit between the two laser scanners (Okada et al., 2011, 2010). While the operator is
driving the robot, the new algorithm now lifts the body of the robot over obstacles which
otherwise would have hit the robot body.
Another approach increases the situation awareness of the operator through an aug-
mented reality approach. In Gianni et al. (2013) an augmented reality interface is pre-
sented allowing the operator to view the scene from arbitrary angles when specifying the
path for the robot. Given a 3D model of the environment and the robot, the operator
uses a marker pen to draw the path the robot should take. This path is transformed into
a smooth and feasible trajectory by basically optimizing the sequence of points obtained
from the operators path with respect to the kinematics of a tracked robot with four
flippers (Absolem robot, figure 2.1f).
Fukuoka et al. argue that controlling of a robot with flippers in rough terrain with
joypads or joysticks is unintuitive and prone to mistakes and control errors (Fukuoka
et al., 2013). Therefore, they propose a master-slave operation mechanism to control a
tracked robot with a human-like torso and optional arms. The operator wears a control
interface and a head mounted display to control the motion of the robot and the torso.
However, while this requires no complex planning algorithm and presents a direct and
intuitive way of controlling the robot, the experiments indicate that the system requires
a quite flexible operator.
Kruijff et al. (2012a) describe a human robot teaming project called NIFTi. After
earthquakes, structurally damaged historical buildings were investigated by the project
team. A set of robots was deployed because it was too dangerous for human personnel
to enter the damaged buildings. First, an unmanned aerial vehicle (UAV) was deployed
to build 3D models of the buildings. This map was utilized by the team to increase
their situation awareness and to decide where to drive with an unmanned ground vehicle
(UGV) equipped with additional sensors. Both the UAV and the UGV were teleoperated.
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The approach presented in this thesis resembles a planning algorithm for reconfigurable
robots. As such the algorithm decides where to drive. This decision making task is usually
performed by the operator in most of the aforementioned approaches. Therefore, the
algorithm introduced in this thesis differs conceptually from those approaches as it solves
the planning problem. However, the planner could be used to assist the operator by
selecting a suitable path for ground vehicles, like in (Gianni et al., 2013; Kruijff et al.,
2012a).
2.2.2 Traversal of Specific Structures
Another way to reduce the problem complexity of rough terrain navigation is to con-
centrate on a specific structure. This almost exclusively concerns the traversal of flights
of stairs. Stairs are frequently encountered in robotic tasks. Hence, the stair climbing
capability enhances the operational range of robotic systems fundamentally, for instance,
enabling exploration of multiple levels of a building. Due to their well-defined structure,
stairs can easily be detected through heuristics even with 2D laser scanners. Further,
climbing algorithms can be implemented based on a simple state machine incorporating
knowledge about stair geometries. This makes planning algorithm typically superfluous
and renders stair climbing as a controlling task.
Stairs are identified in the sensor data by exploiting prior knowledge about the geom-
etry of stairs. The algorithms define stairs as a set of straight and equidistant lines of
a certain size. They are either found through vertically and horizontally mounted laser
scanners detecting the riser of steps and the stairs boundaries (Kalantari et al., 2009;
Mihankhah et al., 2009) or by applying image filters to camera images detecting the
edges of the steps (Helmick et al., 2002; Mourikis et al., 2007). Through observation
of teleoperated trails two main control paradigms were identified which determine the
safety of stair climbing. First, the robot should drive in the center of the staircase, and
second, it should face the gradient of the stairs. This knowledge governs the control
of the robot by tracking the robot’s position and heading relative to the center and
gradient of the stairs (Helmick et al., 2002; Kalantari et al., 2009; Mihankhah et al.,
2009; Mourikis et al., 2007).
The control of the robot is often implemented as a state machine involving at least
three stages: approaching the stairs, driving on the stairs, and landing (Ben-Tzvi et al.,
2009; Mihankhah et al., 2009). During those stages the actuators of the robot are ad-
justed to assume different configurations which allow initially climbing onto the staircase,
driving safely on the stairs, and safely landing on the next level without falling onto the
floor too hard. Depending on the complexity of the robot’s mechanics and joints (fig-
ure 2.1h) the state machine might have more stages to guarantee safe and collision-free
stair climbing (Li et al., 2012).
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For walking robots the stair climbing process usually does not involve different stages.
Instead, the challenge is to coordinate the legs and gait to maintain stability and avoid
collisions with the stairs (Eich et al., 2009; Moore et al., 2002; Theeravithayangkura
et al., 2008). Also most approaches are only concerned with climbing stairs; descending
stairs may even be more challenging as it is crucial to control the momentum of the
robot. Campbell and Buehler (2003) describe an approach to slide down a flight of
stairs on the chassis of a hexapod robot (figure 2.1n).
Many control mechanisms of the aforementioned algorithms for climbing stairs with
tracked robots may also be applicable to similar structures such as ramps. Tracked robots
interact with the edges of the steps which build a plane of a constant inclination similar
to ramps. On the other hand, the preceding classification step limits the algorithms
to the structures they can reliably detect in the sensor data, i.e. in this case stairs.
Further, the algorithms use specific knowledge about the stairs to derive control rules.
To extend those methods to more general terrain with other geometric shapes, new
control rules must be defined for each distinct shape. In this case, the algorithm relies
on a classification scheme to identify the correct planning/controlling algorithm to be
applied (Rusu et al., 2009). Approaches for traversing specific structures also involve the
implicit assumption that the structure is traversable even though the structure exceeds
the sensor coverage (Mihankhah et al., 2009). In more general terrain this assumption
is likely to be violated.
The algorithm introduced in this thesis is a planning algorithm considering a terrain
model rather than online sensor data. In order to be able to generate plans for a wide
variety of different terrains, the planning algorithm does not rely on any knowledge
about specific structures like stairs. It rather selects appropriate motions based on the
geometric shapes, not knowing that it is a flight of stairs.
2.2.3 Classification and Motion Primitives
As indicated in the previous section, rough terrain navigation can be considerably
simplified if a classification provides information about the terrain. While the previous
section concentrated on algorithms for autonomous stair climbing and descending, this
section considers more general approaches which are able to traverse more than a single
structure. Besides a structure classification, a priori defined motion primitives provide
another way to build efficient planning algorithms. Motion primitives can be small
patterns which are used to construct the motion plan or they are longer sequences to
traverse entire regions, for instance stairs or ramps.
Terrain classification is applied in a comprehensive approach to rough terrain explo-
ration with a RHex mobile robot (figure 2.1n) in (Morisset et al., 2009; Rusu et al., 2009).
A stereo-camera is used to generate a polygonal model with local planar patches. This
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3D terrain model is processed by a classification scheme to label the areas as level,
ground, vertical, stairs or unknown, based on geometric properties (Rusu et al., 2008).
A high-level planner determines a global path across different terrains and assigns spe-
cialized sub-planners according to the terrain labels. Each sub-planner is optimized to
provide motion sequences for the respective terrain, e.g. stair-climbing gait primitives.
The sub-plans are combined to a complete global plan.
In Dornhege and Kleiner (2007) a priori defined motion sequences are used in so-
called Behavior Maps to explore a RoboCup search and rescue arena involving ramps
and steps. While building the map, updated regions are classified as flat ground, walls
or obstacles using fuzzy rules and Markov random fields. The type of obstacle already
defines the appropriate skill routine for traversal. The execution of skills requires certain
preconditions, i.e. starting position and orientation. Those are identified assuming
straight line borders to obstacles. Like the stair climbing algorithm, obstacles are climbed
in the center and in the direction of the gradient. The authors propose an A* exploration
algorithm which utilizes the preconditions as sub-goals before executing skills. Sinha
and Papadakis (2013) apply a similar idea to the traversal of gaps. Dimensions and
orientation of a gap are estimated and, if deemed as traversable, start and end poses for
successful crossing are determined from the gap properties.
Hertle and Dornhege (2013) pick up the idea of Behavior Maps encoding skills by
defining two behavior modules, one for ramped ground and one for steps. The step
module allows only motions perpendicular to the edges of the steps. The ramp module
includes several motion primitives as long as the robot does not tip-over. A preceding
classification scheme identifies flat ground, steps, stairs and untraversable areas. The
labels enable the A* planner to decide which behavior module to apply.
Shkolnik et al. (2011) introduce motion primitives for generating bounding motions for
a LittleDog robot (figure 2.1o). The motion primitives reduce the size of the action space
and result in smoother motions. They are combined by a randomized search algorithm to
find a smooth action sequence over rough terrain using the bounding motion. Thomas
M. Howard defines parameterized controls reducing the complexity and increasing the
efficiency of the search for control sequences (Howard, 2009; Howard and Kelly, 2007).
Actions are represented as splines. Hence, the spline parameters determine the shape
and duration of actions. Rather than searching for arbitrary motions in a considerably
larger space, the algorithm needs to find a set of spline parameters which satisfies the
boundary states and the problem constraints.
With the exception of sufficiently small motion primitives and parameterized actions,
terrain or structure classifications as well as motion primitives designed to overcome
entire obstacle regions limit the applicability of the proposed methods. All terrain or
structure classes must be determined and described a priori. Thus, the algorithm can
only handle terrain and structures which are represented by the classification scheme.
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Further, if the classification fails due to erroneous data, the planning result may also be
faulty. The same holds for motion primitives large enough to traverse entire obstacles.
First, the algorithm always requires a classification to know which primitive to apply.
Second, the method is limited to the set of obstacles which can be traversed with the
defined motion primitives.
This thesis presents a planning algorithm which deliberately does not rely on any
classification scheme. Therefore, the described algorithm is not limited to any set of
terrain/structure classes or set of motion sequences and can be applied to a wide range
of different terrains. Segmentation of flat and rough regions is used to decide where to
refine the initial path rather than to decide how to refine it.
2.2.4 Robot-Terrain Interaction
The robot-terrain interaction becomes a non-linear function depending on the type
of locomotion, possible actuators and the shape and parameters of the terrain. Inclined
surfaces change the dynamics of the robot. Additionally, slip may occur more often
in rough terrain. Hence, traction and propulsion are more dominant issues than they
are on flat ground. Modelling the robot-terrain interaction is, therefore, important and
is addressed in several ways. Due to low speeds when traversing rough terrain, some
planners assume sufficient traction and propulsion and concentrate on finding safe and
stable paths in a quasi-static examination. On the contrary, physics-based models of the
robot and the terrain can be derived and accurate predictions of the state variables can
be performed. However, without intimate knowledge about the robot design and the
terrain those models are very difficult to generate.
To approximate difficult non-linear functions, machine learning is a popular technique.
In machine learning identifying a set of features which encode the necessary information
to enable learning is crucial to the performance. Also generating a representative training
set allowing generalization without overfitting is important. In Kadous et al. (2006) a
supervised learning technique called behavior cloning for a tracked articulated robot
traversing rough terrain is introduced. The algorithm learns which action to apply given
a set of terrain features and human expert demonstrations. Terrain features are extracted
from segmented regions in front of the robot, including the region height, roll and pitch
as well as location and magnitude of the largest deviation (Sammut et al., 2007). Sheh
(2010) extended this technique by learning the value of an action instead of the situation-
action mapping. This enables learning also from negative examples and increases the
overall performance. In addition, an automated instructor which allows training from
simulation rather than from human expert demonstrations reduces the training effort
significantly (Sheh, 2010; Sheh et al., 2011).
Another supervised learning method by demonstration is proposed for the foot place-
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ment of a quadruped LittleDog robot (figure 2.1o) (Kalakrishnan et al., 2010b, 2009).
Small discretized height map patches augmented with friction and slip properties, so-
called terrain templates, are rated by an expert. They are combined with additional
terrain features, i.e. slope, curvature and terrain variation, to learn a reward function
of foothold placements. Learning is performed with support vector machines (SVM)
enabling a foothold planner to select good footholds for rough terrain traversal.
The robot-terrain interaction can also be estimated through detailed mechanic and
dynamic models. Green et al. (2005) use the Open Dynamics Engine (ODE) to include
physics and mechanics of the robot as well as geometry and material properties of the
terrain to perform a forward simulation of the robot’s path. Howard et al. propose a
model-predictive trajectory generator which involves several comprehensive models for
capturing robot-terrain interaction dynamics (Howard, 2009; Howard and Kelly, 2007).
The algorithm models the system dynamics, kinematics, suspension and propulsion with
respect to the terrain. Therefore, the kinematic constraints of the robot’s mobility
system, the robot’s elevation and attitude as well as wheel slip and actuator dynamics
are taken into account when generating trajectories for a wheeled mars rover (SRR rover,
figure 2.1j). In Furlong et al. (2009) this model-predictive method was also applied to
another articulated wheeled mars rover to level out the rover chassis and increase its
stability in sloped terrain. Approximation of the robot’s reaction to different terrain
conditions through a lookup function is proposed in Kobilarov and Sukhatme (2005)
to enable fast simulation for a real-time application. The kinodynamic robot-terrain
interaction is encoded in a lookup function constructed by recording the system’s velocity
and acceleration bounds for several slopes. On the basis of this approximate model a
path through the environment is determined.
Instead of detailed knowledge about terrain parameters or mechanical properties of
the robot and a forward simulation of the path, some approaches favor an approxima-
tion of the robot-terrain interaction through heuristics and evaluations of quasi-static
configurations. Hait et al. concentrate on the geometric shapes of the robot and the
terrain when they minimize the total energy to estimate the contact points between the
robot’s passive suspension and the terrain (Hait et al., 2002). The placement model
considers the uncertainty in the robot’s pose and the terrain and performs a worst-case
analysis. This approximated model is used by the planner to find paths through rough
environments. Inclined areas increase the uncertainty, and thus, are penalized by the
algorithm. In Bonnafous et al. (2001) an iterative process determines the placement of
the robot in rough terrain. Given a geometric terrain model, the algorithm iteratively
identifies the placement of each axis and the corresponding wheels for a 3-axis rover
with passive suspension. The resulting configuration is associated with a risk value to
enable the planner to select safer paths.
Without explicitly considering slip and traction or other disturbances related to terrain
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parameters, physics-based simulation models are used to estimate the robot’s pose given
the robot’s geometric configuration and a shape model of the terrain. A quasi-static
approach is chosen by Papadakis and Pirri (2012) to determine the orientation and
elevation of a tracked robot with four articulated flippers (Absolem robot, figure 2.1f) in
rough terrain. The pose determination is a two-step process: first, the robot’s attitude is
estimated using the Open Dynamics Engine (ODE). This step only involves the chassis
of the robot without the flippers. Robot poses which would require the flippers to be
stable are discarded due to low mobility. The flippers are adjusted in the second phase
to increase stability. Norouzi et al. introduce an algorithm to plan stable paths for a
Packbot robot (figure 2.1e) while maximizing the elevation of a sensor head to increase
sensor coverage for exploration (Norouzi et al., 2012). In contrast to Papadakis and
Pirri (2012), the complete robot configuration is used to estimate the contact points
between the non-convex shaped robot with the terrain using also an ODE simulation. In
an iterative process the gravitational and reaction forces are considered until four contact
points are identified. If the pose is based on less than four contacts, collides with the
chassis, or deviates to far from the original position, i.e. is slip prone, it is discarded. To
account for not modeled or unexpected disturbances the uncertainty of the robot pose
and the terrain are considered in a stochastic stability analysis (Norouzi et al., 2013).
All presented approaches have strengths and weaknesses. Machine learning techniques
are well suited to learn the highly non-linear interaction models between robots and
the terrain. Further, they do not require a detailed knowledge about the dynamics
involved. However, providing appropriate features and a representative training set can
be complicated. The features must also be extractable for classification. Hence, to a
certain degree those methods are subject to the same problems as classification schemes.
Methods employing physical forward simulation of the robot motions produce very good
results since they consider many different aspects of the robot motions. However, these
methods rely on the fidelity of the models they use (Howard and Kelly, 2007). Such
algorithms are popular in the space robotics community where detailed rover and terrain
models exist. In other settings where such models are unavailable the application of
such methods may be more difficult. Finally, algorithms which approach the robot-
terrain interaction problem from a static or almost static angle are usually quite efficient.
However, they do not consider dynamic effects which might lead to less feasible plans.
This can be compensated to some degree by accounting for unknown or unexpected
disturbances by incorporating uncertainties into the evaluation.
In this thesis the robot-terrain interaction is modeled using a self-developed iterative
geometry-based method to evaluate the robot pose of actively reconfigurable robots. The
method determines the robot pose and contact points for a static stability evaluation.
The approach has the advantage that no detailed terrain models are required which are
usually hard to obtain. Moreover, since only a geometric robot model is needed, the
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algorithm can easily be used with different robots. Also there is no need to identify
features which are viable for multiple robots. On the contrary, this approach does not
account for kinematics or dynamics. However, it has considerably lower computation
costs compared to a physics simulation. Hence, it facilitates fast planning. Uncertainties
in the robot position and the terrain model are accounted for during the traversability
analysis. Therefore, the initial path and the path refinement are determined with respect
to the possible disturbances.
2.2.5 Hierarchical Architectures
Hierarchical search architectures are another powerful tool to address complex prob-
lems. The original problem may be divided into several sub-problems of a smaller com-
plexity which are solved individually. Or the solution to the original problem is coarsely
approximated and subsequently improved since more comprehensive algorithms can be
applied to the smaller problems. Hierarchical methods are also applied to rough terrain
navigation as it is a rather difficult problem especially if reconfigurable robots with many
degrees of freedom are considered.
An iterative refinement through a sequence of planning steps can improve an ini-
tially coarse approximation to a high-quality solution. A hierarchical planning scheme is
proposed in Green (2007a) combining a computationally efficient long horizon planner
with a high-fidelity planner of limited range resulting in long dynamically feasible tra-
jectories. The fast long horizon planner determines a global path based on a geometric
traversability assessment. For each sub-goal of the global plan a physical forward simu-
lation determines a more accurate plan. The dynamic planner validates the global path.
If the assessment differs, a weighting scheme decides which path to follow. This way
the coarse global plan is locally optimized increasing the overall path quality compared
to the single planners (Green, 2007b). Similar Beck et al. (2009) propose to optimize
the robot’s stability along a given path according to criteria which may not initially be
considered globally due to their computational complexity. The described optimization
investigates the tip-over stability, the force distribution over the contact points, the joint
positions with respect to their limits and the energy consumption to find balanced and
flexible states on a smooth trajectory. Howard and Kelly propose a hierarchical motion
planning algorithm for refining an initially guessed solution (Howard and Kelly, 2007).
To generate an initial approximate solution, a lookup table of motions on flat terrain is
utilized. This path is iteratively refined using an inverted forward model of the vehicle
dynamics and numerical optimization. The optimization modifies parameterized controls
until the simulated trajectory reaches the desired target and satisfies all constraints. This
method is later combined with an adaptive local sampling technique which is guided by
a preceding global motion plan (Howard, 2009).
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A hierarchical planning architecture allows to reduce the size of the search space for
subsequent planners using the results of preceding steps. A hierarchical architecture
consisting of two levels and several different specialized planners determines plans across
distinct terrain classes (Morisset et al., 2009; Rusu et al., 2009). A classification scheme
labels the terrain as flat, wall, stairs or unknown. A high-level planner samples a transi-
tion graph across the different terrain classes. Subsequently, the specialized sub-planners
determine the paths for the sections leading through the separate terrain types. As the
algorithm is developed for a RHex robot (figure 2.1n), those sub-planners return gait
primitives, for instance stair climbing primitives. Another approach presented in Stach-
niss and Burgard (2002) concentrates the search in a high-dimensional state space to a
channel determined through a preceding search in a lower dimensional space. This effec-
tively reduces the size of the high-dimensional search space while covering the necessary
state space portion. The method was applied to mobile robot navigation: first, search-
ing for an approximate path using a 3D robot state, i.e. 2D position and orientation,
second, determining a dynamically feasible path by adding the robot’s translational and
rotational velocities.
Hierarchical architectures are also applied to control legged locomotion for rough
terrain navigation. Legged robots such as the LittleDog (figure 2.1o) have more degrees
of freedom resulting in a generally harder problem. Being one team of the DARPA
Learning Locomotion Project, Kalakrishnan et al. introduce a quadruped locomotion
mechanism for a LittleDog robot to traverse rough terrain (Kalakrishnan et al., 2010a,b).
The algorithm decomposes the task of generating feasible and safe joint trajectories into
several smaller sub-tasks. First, an approximate body path through regions with good
footholds is planned. Second, a footstep planner selects the next four footholds with
respect to the terrain reward. Next, the robot’s pose considering kinematic reachability
and collisions is identified. A subsequent step generates a stable and smooth body
trajectory. To finalize the trajectory planning, collision-free swing motions for the legs
are determined and the joint trajectories are computed through inverse kinematics. In
Zucker et al. (2010) a similar decomposition of the rough terrain legged locomotion into
smaller problems is proposed. A footstep planner determines a set of footholds according
to a learned cost map. Subsequently a full body trajectory generator determines an initial
sequence of motions. Before being executed by a controller this trajectory is optimized
to guarantee it is smooth, stable and collision-free.
This thesis presents a hierarchical planning architecture which employs a fast path
search to provide an initial approximation. This initial solution is refined afterwards using
a more comprehensive evaluation of the path in areas where it is necessary, i.e. for path
segments through rough areas. Iteratively refining an initial solution is a well established
tool to reduce the complexity of a problem. However, most methods refine the entire
path in subsequent iterations, like (Green, 2007a). Similar to this thesis, Green’s initial
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path is also traversability guided. In contrast, the refinement is organized differently
using a complete physical forward simulation. For the deterministic refinement, the
algorithm considers the spatial neighborhood of the initial path similar to the channel-
based refinement approach for 2D navigation (Stachniss and Burgard, 2002). With
respect to the randomized refinement, the adaptive sampling procedure of Howard (2009)
also focuses the path refinement to the proximity of the initial path. However, instead of
defining the horizon and angular range of the area to be sampled uniformly, the solution
presented in this thesis draws random samples from a Gaussian distribution centered at
the initial path.
2.2.6 Deterministic Path Search
Deterministic planners build a discrete state graph according to heuristics and cost
criteria, and find paths by utilizing graph searches, such as Dijkstra or A*. They are
a very popular choice. Since mostly standard search algorithms are used, the challenge
becomes to generate a suitable graph and define an appropriate cost function to allow
successful and efficient planning. Even though deterministic planners need to discretize
the search space and struggle with higher dimensions, they are widely used. The at-
tractive guarantees of resolution completeness and optimality are appreciated in rough
terrain applications mitigating the discretization issues.
As just mentioned, graphs or cost maps are used to facilitate planning. However,
a number of different ways of generating those data structures have been proposed.
Miro et al. present a breadth-first search algorithm, i.e. the Fast Marching Method
(FMM), for finding stable kinodynamic paths for a Packbot robot (figure 2.1e) in rough
terrain (Miro et al., 2010). The stability is integrated into the FMM as slowness factor,
generating an environmental potential map to find safer paths by considering the stability.
In Howard et al. (2002) the Traversability Index (Howard and Seraji, 2001; Seraji, 1999)
is used to generate a traversability map for a terrain-based path planning method. The
A* planner considers the weighted sum of the grid cells’ traversability value and the
path length to find paths of minimal traversal costs. The search is guided by a line-of-
sight heuristic. Ohki et al. (2010) present a three-step planning algorithm which takes a
different approach to generate the state graph. First, the terrain is segmented into flat
and rough regions based on slopes. Assuming flat regions exist, the center points of the
flat regions are connected to form a graph. The graph is searched for the shortest path
which involves a minimum of inclined areas. An entirely different approach is presented in
Dornhege and Kleiner (2007) using Behavior Maps which encode terrain classes and skill
routines to enable planning over obstacles. The A* search evaluates those skills and their
associated costs when searching for a path. Pivtoraiko et al. propose a varying resolution
state lattice formulation to increase the efficiency and solution quality at the same time
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(Pivtoraiko and Kelly, 2008). The resolution is higher in more complex situations and
lower elsewhere. The fidelity of the state lattice can be adjusted between replanning to
account for unpredicted obstacles (Pivtoraiko et al., 2009).
While the validity of transitions between configurations is often identified by heuristic
rules, it is also possible to determine the validity empirically through extensive simulation.
Magid et al. present a graph search approach for traversing rough terrain with a tracked
robot (Kenaf robot without flippers, figure 2.1a) (Magid et al., 2011). The approach
allows for motions of loosing balance in a controlled manner since they are identified as
essential to navigate rough terrain successfully. Such motions are small insignificant falls
which result in discontinuous changes in orientation, for instance the landing phase in
stair climbing if no flippers can mitigate the fall. To generate a state graph and define
valid neighborhood relationships, several different types of states are distinguished mainly
based on the stability (Magid et al., 2008). The transitions between those states are
characterized and analysed through extensive simulations to identify valid neighborhood
relations for the state graph generation (Magid and Tsubouchi, 2010a,b). To allow
controlled balance losing while guaranteeing the safety of the robot, the transitions
between the involved states are most important and have been investigated in detail
(Magid et al., 2010, 2011). The target application for the developed system is assisting
operators by proposing safe paths through rough terrain.
Many algorithms use the default line-of-sight heuristic because designing an admissible
and valid heuristic can be complicated. However, the quality of the A* heuristic influences
the performance of the search tremendously as the number of evaluated nodes can be
reduced if the heuristic is a good approximation of the true costs. Hait et al. (2002)
present an A* planner for rough environments which generates the configuration graph
iteratively during the search to be more efficient. To evaluate validity and quality of
robot configurations, a placement method determines the contact points between the
robot and the terrain. The final pose is checked for chassis collision with the terrain.
The cost function balances distance and security in terms of proximity to joint limits.
A heuristic which considers the terrain characteristics is proposed to increase the search
efficiency and to reduce unnecessary graph development. The heuristic involves the slope
and roughness of the terrain covered by the robot’s footprint and potential field values.
Close to the goal the robot’s orientation is taken into account.
Generating configuration graphs or searching for safe paths can also be approached
by an iterative evaluation of configurations and paths, respectively. An A* search is
employed in Norouzi et al. (2012) to find safe paths in rough environments while max-
imizing the elevation of a sensor head to increase sensor coverage for exploration. To
generate a node for the search graph, the elevation of the sensor head is iteratively deter-
mined by evaluating the robot’s contact points with the terrain and its stability through
a quasi-static physics simulation. The height of the sensor head is stepwise reduced until
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stability is satisfied and a new node is found. The A* search considers a weighted sum
of distance and stability to identify a suitable path, i.e. with high sensor coverage but
stable. An iterative planning scheme for mobile robots in rough environments is intro-
duced in (Iagnemma and Dubowsky, 2004). First, an A* search produces a path using
a cost function which involves the terrain roughness, the amount of turning and the
path length. This path is subsequently validated by evaluating each path position using
physics models of the robot and the terrain. If the stability, the kinematic constraints
or the force requirements are not satisfied, a penalty term is added to this path location
and a new A* search is performed using the updated cost function. The iterative process
continues until the entire path is validated.
In this thesis two deterministic planners are employed: one for finding an initial path
and another to refine path segments leading through rough areas. The initial path search
utilizes a motion graph based on terrain characteristics and the robot’s operating limits.
By sourcing it on the goal node, one iteration of the Dijkstra algorithm determines
all shortest paths from any node to the goal. This is beneficial for replanning. The
path refinement utilizes an A* search on an iteratively developed graph representing
complete robot configurations including optional actuators, like flippers. The validity of
collision-free configurations is subject to the robot’s stability, to this end an iterative
robot-terrain interaction model is used. The cost function considers the terrain shape
in terms of inclination and roughness, the system stability, a traction estimate and the
time of motion. The newly developed A* heuristic reflects a best-case approximation of
the cost function. It allows the usage of the developed cost function and enables fast
replanning. With respect to the target application, i.e. assisting operators and actually
driving over very rough terrain, Magid et al. (2011) is the most similar work.
2.2.7 Randomized Path Search
Objectively the application of randomized search algorithms to rough terrain navigation
is less common compared to deterministic planners. The completeness and optimality
properties of randomized algorithms are not as strong as they are for deterministic meth-
ods. On the other hand, those techniques scale better with the dimensionality of the
problem and allow to search the continuum instead of a discretized state space. These
properties make randomized methods a reasonable choice for path planning of potentially
reconfigurable robots with many degrees of freedom. However, if the sampling is purely
random, it becomes very difficult to provide a valid plan which satisfies all constraints in
a reasonable amount of time. Therefore, many methods involve some sort of exploration
bias to increase the efficiency of the search.
For example, increasing the obstacle tolerance of the search algorithm iteratively bi-
ases the search space exploration toward low obstacle regions. Ettlin et al. present a
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randomized potential field planner for rough terrain robot motion planning (Ettlin et al.,
2005). The potential field is based on obstacleness, a measure consisting of elevation, in-
clination, and coefficients for restitution, static and kinetic friction. The planner follows
the inverse gradient of the potential. Random walk is used to escape local minimums.
The potential field planner was later replaced by a rapidly exploring random tree (RRT)
planner (Ettlin and Bleuler, 2006b). To control the exploration of the terrain in order
to find paths through easier terrain, the obstacle tolerance of the planner is iteratively
increased. This approach was extended by growing multiple RRTs simultaneously, one
at each local cost minimum of the obstacle function (Ettlin and Bleuler, 2006a). If it is
possible to connect two trees, they are merged to reduce the number of computationally
expensive connection tests. Even if not directly applied to rough terrain motion plan-
ning, Jaillet et al. (2008, 2010) present a similar idea called transition-based RRT. The
basic RRT algorithm is extended by an stochastic optimization method which adapts the
cost tolerance of the tree expansion according to the overall acceptance/rejection rate
of states. Starting at a low cost level, it is increased if states are rejected and decreased
if states are accepted, implementing a self-controlling mechanism to find low cost paths
in continuous cost spaces.
The randomized search can be biased through stochastic processes incorporating in-
herent uncertainties of the planning problem. In Melchior et al. (2007) an RRT algorithm
for kinodynamic planning in uncertain environments is developed. Each addition to the
planning tree is treated as a stochastic process to model the uncertainties introduced
by sensing, actuation and modelling. When extending the tree, an action is simulated
under different conditions drawn from the uncertainty distribution. The resulting states
are clustered and each cluster is added as separate node to the tree. High quality nodes
have a high number of states and still low variance. They are preferred for expansion dur-
ing the search because they indicate good traversability and fewer disturbances. Kewlani
et al. (2009) also present a stochastic RRT search by incorporating a stochastic response
surface model. Considering the uncertainty in the robot parameters and motions, the
algorithm derives confidence ellipses used for collision tests. The search is guided by a
mobility estimation based on the same surface model.
A somewhat different approach is to adapt the search space through a directed sam-
pling procedure. Howard introduces an adaptive search space formulation to increase
state space sampling performance in constraint environments (Howard, 2009). A global
motion plan guides the search for dynamically feasible motions through low risk regions
and toward the goal. The adaptive sampling is specified through several parameters: the
terminal position horizon, the number of samples on the terminal horizon, the angular
range of the terminal position sampling and the angular range of terminal heading offset
(Howard et al., 2008). The procedure samples a specified number of states uniformly to
guarantee a good coverage of the target area. In general, this both guided and adaptive
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method provides higher quality solutions as it exploits maximally different trajectories in
the sampled area. Shkolnik et al. also sample from a set of motion primitives biasing the
sampling procedure through reachability guidance (Shkolnik et al., 2011). The sampling
is directed to locally reachable regions increasing the probability of a successful tree
expansion. This also adapts the sampling distribution automatically every expansion, as
new regions become available.
The randomized refinement of the initial path developed in this thesis uses the asymp-
totically optimal RRT, i.e. RRT*, algorithm. The sampling is biased by the initial path
determined through a preceding planning step. Many approaches control the space
expansion by biasing and guiding the sampling procedure. Among the discussed ap-
proaches, Howard (2009) represents a similar method by specifying the horizon and
range of the local sampling area with respect to the global path. Unlike this approach,
this thesis uses a Gaussian distribution centered at the initial path. Depending on the
bias intensity, the sampling bias concentrates the sampling to locally reachable areas.
Although not as strong, this has some parallels to reachability guidance (Shkolnik et al.,
2011).
2.3 Summary
Overall, extensive research has been done in the area of terrain traversability analysis.
Exteroceptive appearance-based methods and proprioceptive methods have been investi-
gated and developed mainly in the field of space robotics. Exteroceptive geometry-based
traversability assessments are more popular in search and rescue robotics. Furthermore,
several different established approaches to measure the stability of systems are available
including stochastic evaluations.
To solve the rough terrain navigation problem a broad spectrum of approaches have
been proposed. Semi-autonomous methods involve the operator and aim at increasing
the situation awareness during control of robots in rough terrain and decreasing the
cognitive burden on the operator. Another type of methods are designed to overcome
specific challenges such as stairs. They typically use prior knowledge about the structures
to develop individual traversal strategies. A large number of approaches uses a classifi-
cation of the environment to distinguish between different challenges in rough terrain.
This categorization allows to apply specialized planners for each type of challenge and
to traverse the areas.
The estimation of the robot-terrain interaction is a central issue in rough terrain nav-
igation. Machine learning, iterative geometric methods, fully dynamic and quasi-static
physics simulations have been applied to predict the robot behavior in rough terrain.
Hierarchical architectures are a popular tool to approach the complexity of the problem
31
2.3 Summary
of rough terrain navigation. Tasks are divided into smaller and less complex sub-tasks
or initial approximate solutions are improved in subsequent optimizations. Deterministic
search algorithms are more frequently applied to rough terrain navigation than random-
ized searches. Deterministic searches provide preferable completeness and optimality
properties while the main challenge is to find a suitable discrete graph representation of
the state space and an appropriate cost function. Randomized sampling-based searches
provide weaker guarantees. However, they are able to search for solutions in the contin-
uum. The continuous state representation requires mechanisms to steer and direct the
state space exploration.
In conclusion, the body of previous work shows that rough terrain navigation is a
challenging problem which is very difficult to solve comprehensively. Terrain traversability
analysis and stability margins are thoroughly investigated and many good and accurate
methods exist. With respect to autonomous approaches to rough terrain navigation,
the developed algorithms usually exhibit a high complexity. No standard methods are
applied to the problem directly. Basic algorithms are often adapted and embedded
into a hierarchical architecture. Search methods direct the exploration of the search
space in some way to cope with the size and dimensionality of the space. Considering
actively reconfigurable tracked or wheeled robots, not many planning algorithms are
available which apply to general rough terrain and as such are not restricted by terrain
classes or motion sequences. Of these algorithms even fewer are evaluated in real-world
environments during field tests.
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3 Basic Search Algorithms
This section describes the different search algorithms used within this thesis to deter-
mine shortest paths during the initial path search and during the refinement of the initial
path in rough areas.
3.1 Dijkstra Search
The Dijkstra algorithm is a graph search algorithm first published by Edsger Dijkstra
in 1959 (Dijkstra, 1959). The algorithm solves the single-source shortest path prob-
lem for graphs G(V,E) with non-negative edge weights, i.e. c(e) ≥ 0 ∀e ∈ E. It
computes the shortest paths from a start vertex vstart to all other vertices in the graph.
The version of the Dijkstra algorithm commonly employed today has a complexity of
O(|E|+ |V | log |V |) using a Fibonacci heap (Fredman and Tarjan, 1987). The Dijkstra
algorithm is widely used in computer science, especially in network routing protocols.
As the Dijkstra algorithm visits all vertices of the graph and implements the dynamic
programming principle, it is optimal and complete (Cormen et al., 2001). Meaning, the
Dijkstra algorithm finds a solution if one exists and this solution has minimal costs.
Algorithm 3.1 shows the Dijkstra method. It first initializes the distance value D[·] of
all vertices but the start vertex vstart to infinity; the distance to the start vertex is zero,
i.e. D[vstart] = 0. The predecessors P [·] of all vertices are undefined at the beginning.
While not all vertices are visited, the vertex u with the smallest distance is selected and
removed from the data structure Q. If the smallest distance is infinity, no further vertex
can be reached and the algorithm stops (lines 10-12). Otherwise all neighbors of the
current vertex u are evaluated. If a neighbor can be reached faster through the vertex u,
its distance and predecessor are set to the new values and the data structure is updated
(lines 15-19).
The distances and the predecessors determined during the Dijkstra search can be
used to determine the shortest path and its cost to an arbitrary vertex within the graph.
Beginning at the goal vertex the predecessor array P [·] contains all necessary information
to reconstruct the path to the start vertex (algorithm 3.2). The distance from the start
vertex vstart to any other vertex v is given by that vertex’s entry in the distance array
D[v].
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Algorithm 3.1 Dijkstra Search (G(V,E), vstart)
1: for all vertices v ∈ V do
2: P [v]← ∅
3: D[v]←∞
4: end for
5: D[vstart]← 0
6: Q← V
7: while Q 6= ∅ do
8: u← arg minv∈QD[v]
9: Q← Q \ u
10: if D[u] =∞ then
11: break
12: end if
13: for all neighbors v of u do
14: a← D[u] + dist(u, v)
15: if a ≤ D[v] then
16: P [v]← u
17: D[v]← a
18: update Q
19: end if
20: end for
21: end while
22: return distances D, predecessors P
Algorithm 3.2 Path Reconstruction (predecessors P , vgoal)
1: u← vgoal
2: while u 6= ∅ do
3: path← u+ path
4: u← P [u]
5: end while
6: return path
The initial path search (chapter 5) utilizes the Dijkstra algorithm. However, the
algorithm is used in reverse order, i.e. the goal vertex serves as start vertex. This way
the Dijkstra algorithm provides the shortest paths from every vertex to the goal vertex.
This is very helpful for replanning queries to the same goal position because only the
predecessor array P [·] is needed to reconstruct the new path and the algorithm does not
need to run again.
3.2 A* Search
The A* algorithm (Hart et al., 1968) is an informed search algorithm which uses
heuristics to achieve better results. It is widely used to solve path finding problems in
34
3 Basic Search Algorithms
Algorithm 3.3 A* Search (G(V,E), vstart, vgoal)
1: Sclosed ← ∅
2: PQopen ← {vstart}
3: for all vertices v ∈ V do
4: P [v]← ∅
5: g[v]←∞
6: f [v]←∞
7: end for
8: g[vstart]← 0
9: f [vstart]← g[vstart] + h(vstart)
10: while PQopen 6= ∅ do
11: u← arg minv∈PQopen f [v]
12: if u = vgoal then
13: return path(P ,vgoal)
14: end if
15: PQopen ← PQopen \ u
16: Sclosed ← Sclosed + {u}
17: for all neighbors v of u do
18: d← g[u] + dist(u, v)
19: if v ∈ Sclosed or d ≥ g[v] then
20: continue
21: end if
22: P [v]← u
23: g[v]← d
24: f [v]← g[v] + h(v)
25: if v /∈ PQopen then
26: PQopen ← PQopen + {v}
27: else
28: update PQopen
29: end if
30: end for
31: end while
32: return failure
computer science. Like the Dijkstra algorithm the A* search also considers the cost g(v)
from the start vertex vstart to another vertex v in the graph. In addition A* estimates
the expected cost from the vertex v to the goal through a heuristic h(v). The Dijkstra
algorithm evaluates the vertex with the smallest distance to the start vertex next. Instead
A* uses f(v) = g(v) + h(v), the estimated cost from the start vertex vstart to the goal
vertex vgoal through vertex v, to decide which vertex to expand next.
The A* algorithm (algorithm 3.3) maintains an open list of vertices PQopen to be
visited next and a closed set Sclosed of vertices already visited. At the beginning the open
list contains the start vertex vstart and the closed set is empty. Further, all predecessors
P [·] are undefined and the cost g[·] to reach any vertex is infinity. The cost to reach
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the start vertex s is zero, i.e. g(vstart) = 0, and the f -value is initialized to vstart(s) =
h(vstart). A* always selects the vertex u with the smallest f -value from the open list
to visit next. If this vertex is the goal vertex, the algorithm returns the found path
(lines 11-13). Otherwise, the vertex u is removed from the open list and added to the
closed set (lines 14-15). Afterwards the cost of the path from the start vertex vstart
through the current vertex u to every of its neighbors is computed. If the cost indicates
that a neighbor v can be reached cheaper through vertex u, its predecessor, the cost to
reach this neighbor and its f -value is updated accordingly (lines 18-23). The neighbor is
added to the open list or updated if it was already in the open list (lines 24-28). The A*
algorithm runs until the goal vertex is selected (u = vgoal). Hence, only in the worst-case
scenario the algorithm visits all vertices of the graph.
The A* algorithm always finds a solution if one exists, i.e. it is complete. If the
heuristic h does not overestimate the distance, it is called admissible. If the heuristic
is admissible, A* is optimal and considers fewer vertices than any other optimal search
using the same heuristic (Pearl, 1984). If the heuristic function is also consistent, i.e.
h(v) ≤ d(v, u) + h(u), then every vertex must be visited at most once and the search
algorithm can be implemented more efficiently by maintaining a closed set of already
visited vertices. Since usually only a small portion of the graph is actually visited, the
graph can be developed iteratively during the search. This can reduce the memory
consumption while increasing the performance.
3.3 Adaptive A*
Adaptive A* (Koenig and Likhachev, 2006) is a variant of the A* search which is
able to solve multiple similar queries more efficiently (algorithm 3.4). In each iteration
it performs an A* search and uses the information of previous searches to improve its
performance. Adaptive A* can handle subsequent queries between which the edge costs
may increase but not decrease. Also the start vertex vstart can change but the goal
vertex vgoal must remain the same.
To carry the information across subsequent calls, Adaptive A* maintains a number of
different variables. The iteration counter i represents the number of invocations of the
A* searches (algorithm 3.6). search[v] indicates the last iteration in which vertex v was
generated. The cost of the optimal path found by the ith search is given by Cpath[i].
The key innovation of Adaptive A* is to update the heuristic over time such that the
searches become more informed and more focused. Let f ∗ be the cost of the optimal
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Algorithm 3.4 Adaptive A* Search (G(V,E), vstart, vgoal)
1: if i = 0 then
2: i← 1
3: for all vertices v ∈ V do
4: search[v]← 0
5: h[v]← h(v)
6: g[v]←∞
7: f [v]← g[v] + h[v]
8: end for
9: else
10: i← i+ 1
11: end if
12: initializeState(vstart)
13: initializeState(vgoal)
14: g[vstart]← 0
15: f [vstart]← g[vstart] + h(vstart)
16: PQopen ← {vstart}
17: Sclosed ← ∅
18: pathSearch(vgoal, PQopen, Sclosed)
19: Cpath[i]← g[vgoal]
20: return path(P ,vgoal)
Algorithm 3.5 initializeState (v)
1: if search[v] 6= i and search[v] 6= 0 then
2: if f [v] < Cpath[search[v]] then
3: h[v]← Cpath[search[v]]− g[v]
4: g[v]←∞
5: end if
6: search[v]← i
path found by A*. For any vertex v expanded during the A* search, it holds:
g[v] + h[v] = f [v] ≤ f ∗
h[v] ≤ f ∗ − g[v] (3.1)
This new heuristic is still admissible since it is at most as large as the optimal cost f ∗,
i.e. it underestimates f ∗. Additionally, it is a better approximation of the actual path
cost because it is no smaller than the original heuristic. Algorithm 3.5 performs the
update of the heuristic if new information about the vertex is available. This is the case
if vertex v was already generated and expanded during a previous search but not yet
during the current search.
The Adaptive A* algorithm has the same properties as the original A*. It returns
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Algorithm 3.6 pathSearch (vgoal, PQopen, Sclosed)
1: while PQopen 6= ∅ do
2: u← arg minv∈PQopen f [v]
3: if u = vgoal then
4: break
5: PQopen ← PQopen \ {u}
6: Sclosed ← Sclosed + {u}
7: N ← neighbors(u)
8: for all neighbors v ∈ N do
9: if v ∈ Sclosed then
10: continue
11: initializeState(v)
12: d← g[u] + dist(u, v)
13: if d ≥ g[v] then
14: continue
15: P [v]← u
16: g[v]← d
17: f [v]← g[v] + h[v]
18: update PQopen
19: end for
20: end while
21: return costs f , predecessors P
an optimal solution in finite time if one exists or no solution otherwise. Provided an
admissible and consistent heuristic, Adaptive A* also expands each vertex at most once
and considers fewer vertices than any other optimal search using the same heuristic.
The deterministic planner (chapter 7) employs a variant of the Adaptive A* search
algorithm. It is used to refine the rough path segments of the initial path. Remembering
previous results avoids repeating expensive validity checks and cost computations. Fur-
thermore, the previous solution may be included in the heuristic to further reduce the
replanning time.
3.4 Rapidly Exploring Random Tree
Rapidly Exploring Random Tree (RRT) is a popular algorithm for robotics path plan-
ning introduced by Steven M. LaValle (LaValle, 2006). RRT is an incremental sampling-
based search algorithm initially developed for kinodynamic planning but is often used
in geometric planning as well. It incrementally constructs a tree by sampling a random
configuration and connecting it to the closest configuration in the tree. Because RRT
samples the configuration space, it can efficiently search high-dimensional continuous
spaces.
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Algorithm 3.7 RRT (xinit, iterations N)
1: V ← {xinit}
2: E ← ∅
3: i← 0
4: while i < N do
5: xrand ← sample(i)
6: xnearest ← nearest(V,xrand)
7: xnew ← steer(xnearest,xrand)
8: if collisionFree(xnearest,xnew) then
9: V ← V + {xnew}
10: E ← E + {(xnearest,xnew)}
11: end if
12: i← i+ 1
13: end while
14: return G(V,E)
Algorithm 3.7 shows the RRT algorithm. At the beginning the tree contains only the
initial configuration. Until the specified number of iterations is reached, the algorithm
adds new configurations to the tree in the following manner: first, a random configuration
is generated and the closest configuration in the tree is determined (lines 5-6). If these
two configurations are too distant, the steer -method determines a configuration closer
to the tree by moving a given distance in the direction of the sampled configuration. The
new configuration is added to the tree if the path from the tree to the new configuration
is free of obstacles (lines 8-11). The RRT algorithm is probabilistically complete (LaValle
and Kuffner, 2001), meaning the probability that RRT finds a solution approaches one as
the number of iterations approaches infinity. However, as shown recently the algorithm
almost surely does not converge to the optimal solution (Karaman and Frazzoli, 2011).
Figure 3.1 shows typical RRT planning trees for a 2D navigation problem.
3.5 Asymptotic Optimal Rapidly Exploring
Random Tree
Recently Karaman and Frazzoli have introduced an extension to the RRT algorithm,
called RRT*, which achieves asymptotic optimality (Karaman and Frazzoli, 2011). The
basic idea is to test whether configurations close to the newly added configuration can
be reached cheaper through this new configuration and if so, reconnect the neighbors
accordingly.
The RRT* algorithm (algorithm 3.8) basically operates the same way as the RRT algo-
rithm does. They differ merely on how configurations are added to the tree. While RRT
connects the new configuration to the nearest configuration in the tree, RRT* considers
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Algorithm 3.8 RRT* (xinit, iterations N)
1: V ← {xinit}
2: E ← ∅
3: i← 0
4: while i < N do
5: xrand ← sample(i)
6: xnearest ← nearest(V,xrand)
7: xnew ← steer(xnearest,xrand)
8: if collisionFree(xnearest,xnew) then
9: V ← V + {xnew}
10: xmin ← xnearest
11: Xnear ← near(V,xnew, |V |)
12: for all xnear ∈ Xnear do
13: if collisionFree(xnear,xnew) then
14: c← cost(xnear) + cost(xnear,xnew)
15: if c < cost(xnew) then
16: xmin ← xnear
17: end if
18: end if
19: end for
20: E ← E + {(xmin,xnew)}
21: for all xnear ∈ Xnear \ {xmin} do
22: if collisionFree(xnew,xnear)
and cost(xnear) > cost(xnew) + cost(xnew,xnear) then
23: xparent ← parent(xnear)
24: E ← E \ {(xparent,xnear)}
25: E ← E + {(xnew,xnear)}
26: end if
27: end for
28: end if
29: i← i+ 1
30: end while
31: return G(V,E)
a set of close configurations Xnear and chooses the configuration which minimizes the
costs (lines 11-20). It then further tests the remaining configurations in Xnear whether
they can be reached with lower costs through the just added new configuration. If this
is the case, the configurations are rewired to guarantee optimality (lines 21-27). The
RRT* algorithm is also probabilistically complete as the RRT algorithm. Additionally,
through the rewiring of configurations according to the minimal cost, the RRT* algo-
rithm is also provable asymptotically optimal (Karaman and Frazzoli, 2011). However,
while the computational complexity of RRT* remains within a constant factor of that
of the RRT algorithm, the optimization results in an higher average run time of 30 to
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40 times longer (Karaman and Frazzoli, 2010). Figure 3.1 compares typical RRT and
RRT* trees for a 2D navigation problem. The trees exhibit a directed form which is
characteristic of RRT*.
Figure 3.1: Planning trees of the RRT (top row) and the RRT* (bottom row) for a 2D
navigation problem after 1000, 5000 and 15.000 iterations (source: (Karaman and Frazzoli,
2010)).
The randomized planner (chapter 8) uses a bi-directional RRT* algorithm (Jordan and
Perez, 2013) to refine the initial path. The bi-directional algorithm builds two trees, one
rooted at the initial configuration and one rooted at the goal configuration. For state
space planning problems a bi-directional search is usually more efficient (LaValle, 2006).
Further, if the robot deviates from the path during execution and replanning becomes
necessary, the goal tree can be kept and the information can be reused. Utilizing the
goal tree which was optimized throughout an entire planning cycle allows to reduce
the planning time or to increase the quality of the solution within the same number of
iterations.
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4 Experimental Actively
Reconfigurable Robotic
Platforms
This section introduces the actively reconfigurable robotic platforms used in this thesis
to evaluate the planning scheme. In principle, the planning scheme can work with
any robot of similar locomotion and comparable degrees of freedom, i.e. wheeled or
tracked robots. The Cobham Telemax and the iRobot Packbot serve as exemplary
platforms for evaluation. They are chosen because they can adjust their drives and have
enhanced capabilities in terms of mobility. The robots are also small and compact which
eases deployment and tests in representative terrains compared to larger platforms. The
planning scheme is evaluated with both robots. Additionally, real-world experiments are
carried out with the Cobham Telemax robot.
4.1 Cobham Telemax
The Telemax is a robot designed by Cobham (figure 4.1). It is a small Explosive
Ordnance Disposal (EOD) platform with high mobility. The Telemax is specially designed
to be employed in confined space, like airplanes. It is 60 cm long, 40 cm wide and
weighs about 70 kg. The four adjustable tracks can rotate independently 170◦ from
entirely folded, −90◦, (figure 4.1a) all the way down to 80◦ (figure 4.1e) lifting the
robot about 45 cm up. Completely stretched the robot has a length of about 160 cm
(figure 4.1c). The robot is equipped with a skid-drive. Optionally wheels can be attached
increasing the speed from 1.0 m
s
to 1.2 m
s
. Originally the Telemax robot comes with a
manipulator for EOD tasks. However, the model used in this work does not have a
manipulator and is heavily modified to allow autonomous operation. In the following,
Telemax configurations which have the same angle for all actuators, i.e. front left, front
right, rear left, rear right, will be depicted with C = (c1, c2, c3, c4).
The box on the modified Telemax robot houses the electronic wiring and the control
computer. The computer is a Spektra PowerBox with 4GB memory and an Intel Mobile
Core i7 with 2.1 GHz. The communication with the Telemax robot is established via a
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(a) −90◦ (b) −45◦
(c) 21◦
(d) 45◦ (e) 80◦
Figure 4.1: Left: Two images of the Cobham Telemax robot. Right: Different actuator
configurations. All displayed configurations consider the four actuators to be equal. However,
this is not a requirement; the actuators can be controlled separately.
wireless network.
The robot is equipped with two laser range finders of the type Hokuyo UTM-30LX.
These 2D outdoor laser range finders have a detection range of 30 meters and their field
of view is 270◦ wide. They have an angular resolution of 0.25◦ and provide scans at
40Hz. See table 4.1 for more details.
Table 4.1: Hokuyo UTM-30LX laser range finder specifications. Source: www.hokuyo-aut.jp
Hokuyo UTM-30LX
Detection Range 0.1 to 30m
Accuracy 0.1 to 10m: σ < 1 cm, 10 to 30m: σ < 3 cm
Scan Angle 270◦
Angular Resolution 0.25◦
Scan Speed 25ms
Output Rate 40Hz
Supply Voltage and Power Consumption 12V DC, < 8W
Dimensions 6 cm× 6 cm× 8.7 cm
Weight 210 g
The localization of the robot is accomplished through a Global Navigation Satellite
System (GNSS) with Real-Time Kinematic (RTK) functionality. The Topcon Legacy-E+
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GPS receiver can use the American GPS satellites and the Russian GLONASS satellite
system. It can track up to 20 satellites over the L1/L2 carrier and can use correc-
tion signals to improve its position estimates up to an accuracy of 10mm under static
conditions. Some specifications are shown in table 4.2.
Table 4.2: Topcon Legacy-E+ GPS receiver specifications. Source: www.topcon.co.jp
Topcon Legacy-E+
Tracking Channels
40 L1 GPS/GLONASS
20 L1/L2 GPS/GLONASS
Real-Time Kinematic (RTK) Accuracy 10mm L1 + L2, 15mm L1
Output Rate up to 20Hz
Supply Voltage and Power Consumption 6− 28V DC, 3.3W
Dimensions 23 cm× 11 cm× 3.5 cm
Weight 600 g
The system also has an inertial measurement unit (IMU), i.e. a Xsens MT9 accelerom-
eter. It measures 3D accelerations, 3D rates of turn and the 3D magnetic field. Besides
those values the unit provides orientation values and velocities. It uses a Kalman filter to
reduce the drift of values and to provide high accuracy measurements. In addition, the
Xsens device utilizes the gravity and the earth magnetic field to stabilize the orientation
values. Table 4.3 summarizes the Xsens specifications.
Table 4.3: Xsens MT9-28-A53-G25 inertial measurement unit specifications. Source:
www.xsens.com
Xsens MT9-28-A53-G25
Altitude and Heading
Accuracy 2 deg RMS
Resolution 0.05 deg
Rate of Turn
Full Scale ±1200 deg/s2
Noise 0.396 deg/s
Acceleration
Full Scale ±50m/s2
Noise 0.014m/s2
Magnetic Field
Full Scale ±750mGauss
Noise 0.5mGauss
Output Rate 120Hz
Supply Voltage and Power Consumption 4.5− 30V DC, 0.35W
Dimensions 3.8 cm× 5.3 cm× 2.1 cm
Weight 30 g
The ability to rotate its tracks allows the Cobham Telemax to overcome steps as high
as 50 cm and slopes of up to 45◦. The robot’s specifications and mobility capabilities
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are summarized in table 4.4.
4.2 iRobot Packbot
The Packbot 510 was developed by iRobot (figure 4.2). It is a very light, mobile and
flexible robot for a variety of tasks and is deployed amongst others by the US Army. The
robot is about 69 cm long and 52 cm wide. If the actuators are completely extended
(figure 4.2d), the robot’s length is 89 cm. The robot is skid-steered and is able to drive
up to 2.6m/s. The robot’s weight is about 30 kg. The Packbot and the Telemax differ
in their actuation. The Packbot robot has just two actuators which can be adjusted
360◦ through a continuous joint. Further, the actuators are mechanically linked and
have always the same configuration angle. As for Telemax, the Packbot configurations
are referenced by C = (c1).
(a) 163◦ (b) −45◦
(c) −140◦ (d) 17◦
(e) 30◦ (f) 90◦
Figure 4.2: Left: Two images of the iRobot Packbot robot. Right: Different actuator config-
urations. The actuators are mechanically linked, i.e. they have the same angle at any time.
The Packbot robot has smaller actuators compared to the Telemax robot. Conse-
quently, it is able to overcome steps of only up to 25 cm. However, due to the very low
center of mass, the Packbot robot can climb steeper slopes, i.e. up to 60◦. Table 4.4
depicts the robot’s specifications and capabilities. Unfortunately, there was no Packbot
platform available for real-world experiments.
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Table 4.4: List of specifications for the Cobham Telemax and the iRobot Packbot.
Cobham Telemax iRobot Packbot
Length (stowed/extended) 60 cm / 160 cm 69 cm / 89 cm
Width 40 cm 52 cm
Weight 70 kg 30 kg
Velocity −1.2 to 1.2m/s −2.6 to 2.6m/s
Acceleration −2.0 to 2.0m/s2 −5.0 to 5.0m/s2
Number of Actuators 4 independent 2 mechanically coupled
Actuator Velocity −0.2 to 0.2 rad/s −0.8 to 0.8 rad/s
Actuator Acceleration −1.1 to 1.1 rad/s2 −10.0 to 10.0 rad/s2
Actuator Operation Range 170◦, [−90◦, 80◦] 360◦n, [−180◦n, 180◦n]
Maximum Ground Contact State C21 = (21◦, 21◦, 21◦, 21◦) C17 = (17◦)
Maximum Traversable Height 50 cm 25 cm
Maximum Traversable Slope 45◦ 60◦
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This chapter presents the overall scheme of the hierarchical motion planner for ac-
tively reconfigurable mobile robots and the single procedures it consists of (Brunner
et al., 2012a, 2014a). Planning in rough terrain for this kind of robots presents several
challenges. Actively reconfigurable mobile robots, like the Packbot or the Telemax robot
(section 4), introduce a large planning space. Furthermore, in rough terrain the robot’s
safety is not naturally satisfied and must be permanently evaluated. The planning pro-
cess must incorporate the robot’s actuators and must consider the path quality with
respect to the robot’s stability.
The hierarchical motion planner involves several steps including two planning phases.
The environment model is evaluated through a traversability analysis using filters from
image processing. The analysis involves height differences and inclinations and considers
the uncertainty of the robot position and the environment model. The analysis results
are used in both planning phases to adjust the planning according to the environmental
boundary condition.
For the initial path search a motion graph which represents the traversability of the
terrain is generated. A Dijkstra search is performed to find an initial environment-guided
path to the goal. This first planning phase considers the robot’s operating limits instead
of the entire robot state to quickly provide a first idea through which areas of the
environment the final path leads and whether detailed motion planning will be necessary.
In flat areas of the environment a detailed motion planning which involves the robot’s
actuators is not necessary. In contrast, in rough areas the planner should consider
the entire robot state in order to generate safe plans that enable a successful task
execution. Therefore, the algorithm distinguishes between flat and rough areas using the
traversability analysis in order to reduce planning time and avoid unnecessary planning
in a high-dimensional space for easily accessible parts of the environment.
Using a default actuator configuration with the initial path suffices in flat areas. In
rough areas a second planning step is required which considers a comprehensive cost
function. To increase the efficiency of the second planning phase, the initial path is
used to focus the search. The second search applies only to rough path segments
and provides a refinement of the initial path which accounts for the entire robot state
including available actuators.
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Figure 5.1: Planning scheme overview: The traversability analysis of the map uses filters from
image processing. The initial path is found within a regular grid performing a graph search.
Afterwards the rough segments are identified: flat segment plans are produced by a 2D planning
scheme whilst rough path segments are refined by a detailed motion planning step. Finally, the
segment plans are merged to provide the final path.
When all segment plans are available, they are combined to the final path from the
start to the goal. Figure 5.1 shows the scheme of the motion planning algorithm. The
method does not rely on terrain or structure classifications or on fixed motion sequences.
Therefore, it can be applied to rough, unstructured outdoor environments as well as to
challenging structures in urban surroundings, like stairs.
This chapter introduces the separate steps that constitute the developed hierarchical
motion planning approach. The discussion will be in the following order: starting in
this chapter with the map (section 5.1) and traversability analysis which uses a formal
filter formulation motivated by image processing filter operators (section 5.2). Also the
uncertainty about the robot position and the terrain model is considered. The initial
path search uses a traversability-based cost function (section 5.3). Subsequently, the
identification of rough path segments (section 5.4) allows to use the computational
resources for the path refinement in areas where they are needed. The robot-terrain
interaction models required for the path refinement and a more comprehensive cost
function for rough terrain are discussed in chapter 6. The algorithms to perform the
actual path refinement are described in chapters 7 and 8.
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5.1 Map of the Environment
The key difference between a navigation algorithm to operate a mobile robot in flat
areas of an environment and a navigation application to also traverse rough terrain is the
notion of traversability. In 2D navigation often a binary traversability concept is used;
everything below a certain threshold is traversable, everything above this threshold is
untraversable and perceived as obstacle (Moravec and Elfes, 1985; Thrun et al., 2005).
In contrast, whether rough terrain or a challenging structure is traversable by a robot
with an adjustable chassis is much harder to decide. While for 2D navigation a 2D
laser range finder mounted at an appropriate height is sufficient to gather the necessary
information about the surroundings, even a 3D sensor is often not enough to navigate
through rough environments due to the still limited sensor coverage.
There are several reasons why it is often very difficult to reliably decide on the
traversability of rough terrain based on local sensor information only. First, the limiting
narrow view of sensors mounted on a mobile robot makes it difficult to get a sufficient
overview; second, the dimensions of rough terrain areas or challenging structures usually
exceed the sensor range; third, some sections of such environments are often occluded;
and finally, while traversing rough terrain, the robot’s pose often orients the sensors such
that they are unable to cover the environment. A good example to illustrate these points
is a flight of stairs. The very limited view makes it hard to recognize the stairs especially
all the way to the top. While on the stairs and close to the top the sensors cover very
little of the ground. Hence, some assumptions about the future traversability must be
made.
Additionally, navigation in rough terrain exposes the mobile robot to a greater risk
compared to operation in flat environments. Further, while presuming an existing path
to the goal is often a valid assumption in 2D navigation, this assumption is less valid
in rough terrain navigation. Hence, exploring rough terrain with a mobile robot seems
less desirable and avoiding situations in which a mobile robot starts to traverse an area
which turns out to be ultimately untraversable more preferable.
A map of the environment can solve some of these issues. A map allows to decide
whether an area is likely to be traversable (without considering traction). Further, it
enables to assess the risk of a path and whether driving through a hazardous area is
worth the risk or circumventing the region is more appropriate. Assuming the map is up
to date, a potentially dangerous exploration of the environment is not necessary.
On the other side, the validity of planning is closely related to the fidelity of the map.
Large detailed maps are rarely available and require a huge amount of storage capacity.
However, one way to solve this issue are variable resolution maps (Araujo et al., 2002;
Kaplow et al., 2010). To build such a map the environment is decomposed into larger
cells which cover open, flat areas and smaller cells in cluttered areas.
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Figure 5.2: Heightmaps: A map of an unstructured outdoor environment (left) and a simplified
urban environment (right).
This thesis presents a planning scheme that uses a heightmap to represent the envi-
ronment (figure 5.2). Such 2.5D maps reduce the memory consumption compared to full
3D point clouds and are simple to access. Therefore, heightmaps are popular in robotics
across different fields (Grzonka et al., 2009; Gutmann et al., 2008; Hygounenc et al.,
2004; Park et al., 2011) as well as in rough terrain applications (Dornhege and Kleiner,
2007; Magid et al., 2011). Using a map simplifies the perceptual task of 3D navigation
in rough terrain and allows us to focus on the motion planning aspect of rough terrain
navigation (Kalakrishnan et al., 2010b).
The maps used throughout this thesis have a resolution of 5 cm. Assuming the avail-
ability of such maps is not unrealistic. Unmanned aerial vehicles (UAVs) can be used to
generate high accuracy geo-referenced point clouds of environments, using high resolu-
tion imagery. An automated approach which uses the positioning system of the UAV can
generate 3D models of an accuracy of about 10− 30 cm (Nagai et al., 2009). Methods
which utilize reference points on the ground (ground control points, GCPs) are able
to generate dense point clouds with 1 − 3 cm point spacing and a considerably higher
accuracy of 2.5 − 4 cm (Harwin and Lucieer, 2012). A sequential deployment of UAV
and a ground unmanned vehicle (UGV) was used at disaster sites after the earthquakes
in Italy 2012 (Kruijff et al., 2012a). The teleoperated robots carried additional sensors
and were used to access the structurally damaged buildings. The UAV built a 3D model
of the building, which the operators used to decide how and where to deploy the UGV.
This project demonstrates that even at disaster sites for which naturally no maps initially
exist, it is possible to build maps with UAVs to enable planning algorithms like the one
presented in this thesis. However, developing or implementing an UAV mapping mecha-
nism is beyond the scope of this work. The maps used in this work are generated using
two rotating 2D laser scanners and a standard mapping tool.
5.2 Traversability Analysis
The traversability of an area is mainly determined by two factors: the height differences
within this area and the overall slope. Both are important to quantify the traversability
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Figure 5.3: Heightmap profiles of environments that illustrate the requirement of evaluating
the height differences as well as the slopes. For both a certain area (the filters’ window size)
is considered. Left: While all slopes (arrows) computed for the individual cells lie within the
operating limits, the peek exceeds the abilities of the robot. Right: The height differences are
all small and traversable for itself (green raisers) but together they amount to an inclination
(arrows) which cannot be traversed by the robot.
of an area; even if the slope is feasible for a given robot model, a single peek might
exceed its climbing capabilities and, on the other side, bearable height difference may
amount to a slope which as a whole is not traversable. Therefore, the traversability
analysis consists of two parts; each accounts for one aspects. Figure 5.3 illustrates the
described situations.
5.2.1 Roughness
In order to assess the risk at a position within the map, the developed method uses
techniques from image processing. The two-fold filter mechanism consists of a maximum
filter and a Gaussian blur.
For a given map cell c(x, y) the algorithm determines the maximum height difference
of all direct neighbors within a window Wx,y of area kx · ky (kx, ky ∈ N>0) centered at
the cell
h(x, y) = max
(i1,j1)∈Wx,y
{|c(i1, j1)− c(i2, j2)| ∀(i2, j2) ∈ Ni1,j1}
with neighborhood
Nx,y = {(i, j) : |x− i| ≤ 1 ∧ |y − j| ≤ 1}
and window
Wx,y = {(i, j) : |x− i| ≤ kx ∧ |y − j| ≤ ky} .
To handle outliers the values can be limited to the robot’s maximum traversable height.
The maximum traversable height is used to normalize the values to [0, 1]. Subsequently,
a Gaussian blur is applied to the grid of height differences to propagate the values. The
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Figure 5.4: Roughness: The height differences of an unstructured outdoor environment (left)
and an urban environment (right). The colors indicate the degree of roughness, ranging from
green for flat areas over yellow to red for very rough areas. Ramps are evaluated to be easier
than stairs due to the smoother surface (right image).
Gaussian kernel for a two-dimensional blur is defined as
G(x, y) =
1
2piσ2
e−
x2+y2
2σ2 .
Given kernel sizes of kx and ky for both dimensions, this formulation leads to a matrix
G ∈Mkx+1,ky+1 with elements
G(i, j) =
1
2piσ2
e−
|i− kx2 |2+
∣∣∣∣j− ky2
∣∣∣∣2
2σ2 ,
where kx/2 and ky/2 indicate integer divisions. σ is chosen according to the 3σ-rule
such that the filter size and the 3σ-confidence interval coincide approximately. The
Open Source Computer Vision library (OpenCV) (Bradski, 2000) uses the following
approximation: σ = 0.3(n
2
− 1) + 0.8, where n is the kernel size, i.e. kx and ky
respectively. The convolution of the kernel matrix with the window of the same size
centered at each cell c(x, y) of the map provides the final result of the filter process.
See figure 5.4 for examples.
The maximum filter virtually inflates the hazardous areas whereas the Gaussian filter
propagates the values. This two-step process ensures two things. First, no isolated peaks
are smoothed away. Second, and more important, this formulation implements a safety
margin, thus, deals with the inherent uncertainties involved in the robot position and
the environment model.
The formulation can be applied to unstructured outdoor environments as well as
structures like staircases or ramps. Moreover, this formulation allows further distinctions.
For instance, comparing a flight of stairs with a ramp of the same width and slope, the
stairs provides less contact points for traversal with a tracked robot and turning is much
more difficult on these discrete contacts. Hence, a flight of stairs should have a higher
roughness compared to a ramp. The introduced formulation coherently rates the stairs
to be riskier than the ramp. Figure 5.4 shows the thinner safe area on the middle of the
flight of stairs, which has the same width and slope as the ramp.
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5.2.2 Slopes
The computation of the gradients utilizes the Sobel operator (Petrou and Petrou,
2010) which is a discrete differentiation operator used in image processing to estimate
image intensity gradients. It is mainly used for edge detection. The Sobel operator is
composed of a differentiation kernel d and an averaging kernel a:
d =

−1
0
1
 and a =

1
2
1
 . (5.1)
The differentiation kernel is given through the finite difference method using the central
difference form (Boole, 1880). The smoothing is applied perpendicular to the direction
of the derivative. The normalized Sobel operators to compute the horizontal and vertical
approximations of the derivatives are now defined as the outer product of a and d, i.e.
Dx = a ·dᵀ = 1
8

−1 0 1
−2 0 2
−1 0 1
 and Dy = d ·aᵀ = 18

−1 −2 −1
0 0 0
1 2 1
 .
Applying these kernels to a source image S results in two images Gx and Gy which
represent the approximated derivatives for both directions, i.e.
Gx = Dx ∗ S and Gy = Dy ∗ S,
where ∗ denotes the two-dimensional convolution. Given a kernel A ∈ Mna×ma and
source image B ∈Mnb×mb the 2D convolution is defined as
C(x, y) =
na−1∑
i=0
ma−1∑
j=0
A(i, j)B(x− i, y − j),
with C ∈ Mna+nb−1×ma+mb−1. To achieve the same dimensions for the convolution
image C as for the source image B the central nb × mb block of C is extracted. In
the context of the slope analysis, images Gx and Gy represent the central blocks of the
convoluted image and have the same dimensions as the source image S.
Given Gx and Gy the magnitude G and the orientation Θ of the gradient can be
determined through
G =
√
G2x +G
2
y and Θ = arc tan
(
Gy
Gx
)
.
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Figure 5.5: Gradients: The gradients of an unstructured outdoor environment (left) and an
urban environment (right). The colors indicate the degree of the slope, ranging from green for
flat areas over yellow to red for areas with steep inclinations.
It seems likely to base the computation of the derivatives on the same area as the
roughness computation. Hence, the operator’s size should also be (kx + 1)× (ky + 1).
To generate a Sobel operator with a larger base, the 3 × 3 operator is progressively
convoluted with a smoothing matrix M obtained by the outer product
M =
1
4

1
2
1
 · 14 [ 1 2 1 ] = 116

1 2 1
2 4 2
1 2 1
 .
Each convolution increases the size of the operator by two. In a general formulation this
is S(n+2)×(n+2) = M ∗Sn×n. This way a Sobel operator of size (kx + 1)× (ky + 1) can
be generated.
The arc tangent of the ratio between the gradient magnitude and the resolution of the
map h, i.e. arc tan(G
h
), provides the slopes within the map. The maximum traversable
slope of a given robot model is either provided by the manufacturer or can easily be
determined. The maximum is used to bound the slope values as well as to normalize
their range to [0, 1]. Figure 5.5 shows two examples.
Using such filters from image processing to compute the roughness and the slopes
makes the computation simple and highly parallelizable. Both quantities are combined
to a single traversability value. Consider a position p within the map. Let r ∈ [0, 1] be
the roughness value provided by the analysis of the height differences at this position.
And let s ∈ [0, 1] be the slope determined by the differentiation operator. Since r and
s correlate, e.g. a higher slope comes with larger height differences, the traversability
value at position p can be defined as the mean of r and s, i.e.
R =
r + s
2
. (5.2)
The smaller the value, the better the terrain traversability at this position.
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Figure 5.6: Motion graph of an outdoor environment. The motion graph encodes whether
the given robot is likely to be able to traverse the terrain. Areas with good traversability have
white edges; areas with poorer traversability have grey edges.
A good way to determine a reasonable size of the filter operators is to base them
on the size of the robot. If the robot size changes due to different configurations, a
reasonable value would be the maximal size as a worst-case approach. Choosing the
filter sizes according to this principle results in traversability values which incorporate all
the environmental features within the robot’s footprint. Given a map resolution of 5 cm,
the filter size of the Telemax should be kx = ky = 32 and of the Packbot kx = ky = 19.
The traversability analysis presented in this section utilizes well established measures,
i.e. roughness and slopes, to quantify the terrain traversability. However, such a formal
approach using image processing filters in the described manner has not been applied
before to this problem. Further, growing and propagating dangerous areas results in
traversability values which involve the uncertainties in the robot position and the envi-
ronment model.
Both planning phases use the values of the traversability analysis to adjust the planning
behavior according to the difficulty of the environment. While this analysis evaluates
environmental features, quantifying the quality of the robot configuration in terms of
stability takes place during path refinement. Evaluating every possible configuration to
estimate the robot’s stability already at this point would be computationally expensive
and infeasible.
5.3 Finding an Initial Path
The purpose of this planning phase is to identify the areas of the environment which
have to be passed in order to reach the goal. This information will be used later to focus
the search in the robot’s full state space which includes the actuator configurations.
Therefore, the first planning phase concentrates on quickly finding an environment-
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Figure 5.7: An initial path determined by the Dijkstra algorithm.
guided path from the start to the goal position.
In order to find the initial path this preliminary planning phase uses the traversability
analysis to guide the robot, i.e. to avoid hazardous areas and to prefer low risk routes.
The consideration of the complete state, especially possible actuators, is not necessary
in flat regions, whereas it is essential in rough regions to increase the robot’s safety and
to ensure successful traversal. At the beginning the parts of the environment through
which the path will lead are unknown. Hence, it is also not clear at this point whether
the complete state has to be considered. Therefore, this search uses the operating
limits of the mobile robot and sets the actuators aside. The maximum height difference
traversable by the robot and the maximum traversable slope constitute the operating
limits. If the operating limits are not provided by the manufacturer, they can be obtained
through tests at ramps and edges.
The initial path search utilizes the completeness and optimality of a graph search on
a regular grid. Thus, a motion graph which represents the ability of the mobile robot
to traverse the environment is built (figure 5.6). The motion graph Gm = (Vm, Em) is
based on the operating limits of the robot. The vertices vi ∈ Vm model positions pi
of a dense regular grid. A vertex v will be added to Vm if the maximal traversability
value R within the robot’s footprint does not exceed a threshold, i.e. resides within the
given operating limits. If the transition from a position pi to a neighboring position pj
does not violate the robot’s limits in terms of inclination and height differences, the edge
eij = (vi, vj) will be included in Em.
A good way to determine the resolution of the motion graph is to base it on the minimal
size of the robot. If diagonal edges are chosen to be used, their length should be no
more than the half of the minimal robot size to avoid the requirement of intermediate
validity tests. Otherwise the motion must be interpolated and tested for validity at the
intermediate position. A higher resolution reduces the discretization error but increases
the run time. The resolution of the motion graph is chosen to be 30 cm for the Telemax
as well as the Packbot robot. Choosing the same value for both robots makes the
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Figure 5.8: Influence of the safety weight on the initial path search. The images show two
maps each with three paths obtained with different safety weights w1 ∈ {0.0, 0.75, 1.0}. The
higher the safety weight, the lighter is the coloring of the path. The map is colored according
to the traversability values.
comparison unbiased in the sense that, if valid, the same positions, i.e. vertices of the
motion graph, will be used to determine an initial solution.
To apply a search algorithm, the graph edges must be associated with costs. To define
the motion costs for graph edges, the cost function utilizes a common sense approach.
Human drivers adjust their driving speed according to the quality and uniformity of
the roads; driving faster on highways, slower on country roads and very slow offroad.
Using the traversability analysis, the motion cost can be defined as a function of the
traversability. The motion cost for a graph edge is given by the time tv(i, j) required to
move from a position pi to a neighboring position pj. Let dij be the distance between
pi and pj, and Rij = max{Ri, Rj} be the higher traversability value of the involved
positions as given by equation 5.2. Then tv is defined such that the permissible velocity
is reduced according to the terrain traversability
tv(i, j) =
dij
max (vmin, (1−Rijw1)vmax) , (5.3)
where vmin and vmax are the minimal and maximal forward velocity in m/s. The safety
weight w1 ∈ [0, 1] adjusts the importance of safety: low safety weights diminish the
influence of the terrain traversability, hence, lead to possibly shorter but riskier paths. On
the contrary, high values increasingly force the robot to take low risk paths. Those edge
weights enable the usage of the Dijkstra algorithm to find the initial path (figure 5.7). If
applied to the goal, a single execution of the Dijkstra algorithm computes the shortest
paths from every vertex to the goal. Subsequent planning queries to the same goal can
use this information without searching anew. This is particularly useful if replanning
becomes necessary because the underlying path execution scheme deviated too far from
the previous path.
The safety weight of the first planning phase determines the major direction of the
final path. Subsequent route corrections of the second planning phase are subject to the
focus on rough path segments. Figure 5.8 shows two maps and several planning queries
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with the same start and goal location and different safety weights. Disregarding safety
completely (w1 = 0.0) leads to straight paths within the motion graph. At a value of
w1 = 0.75 the path avoids the high risk areas by considering a slightly longer path. With
a value of w1 = 1.0 the path leads through the dig in the middle of the hill (left image)
or climbs the hill at the less risky side (right image).
In summary, the safety weight w1 influences the direction of the path. The appropriate
value depends on the desired trade-off between safety and path length. Obviously, the
path length has a significant influence on the total costs. Further, the effect of the safety
weight depends on the distribution of the traversability values and may be different for
different situations (figure 5.8). For instance, consider a map with a single flat corridor
surrounded by very rough terrain; increasing the safety weight from 0.0 will quickly force
the path to follow the corridor and stay there since the possible path options are very
similar. On the contrary, if the traversability changes more gradually, the safety weight
influences the course of the path more strongly.
The maximal velocity vmax is given by the robot’s maximum speed while we chose
10% of the maximum speed as the minimal forward velocity vmin. Hence, this becomes
0.12m/s and 1.2m/s for the Telemax and 0.26m/s and 2.6m/s for the Packbot. For
the initial path search safety weights of 0.5 ≤ w1 ≤ 0.75 produce paths which cross
rough areas and avoid the most risky areas.
5.4 Identifying Rough Path Segments
Similar to 2D navigation, the robot’s stability is high in flat areas since any robot
configuration may be applied with little or no risk. Hence, the planning problem can
be considerably simplified because the robot’s actuators do not need to be considered.
Instead the initial path combined with a default actuator configuration suffices as plan for
flat path segments. Avoiding unnecessary planning in a high-dimensional space for easily
accessible areas of the environment also saves computational resources and reduces the
planning time. On the contrary, rough regions require a detailed planning of the robot’s
configurations including the actuators and the validation of the robot’s safety to ensure
a successful task completion.
While constructing the motion graph, the algorithm distinguishes between flat and
rough areas (figure 5.6). Flat areas correspond to moderate height differences and slopes
which can be handled with the default configuration; rough areas involve challenging
height differences and slopes. The algorithm labeled the graph edges according to their
category using thresholds for the height differences and the slopes. The thresholds must
be chosen such that the robot is able to traverse the flat segments using a default actuator
configuration at increased speed. This distinction is used to efficiently segment the initial
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Figure 5.9: Path segments of an initial path. Segments through flat areas are yellow, segments
through rough regions are purple.
path into flat and rough path segments (figure 5.9). Those segments determine whether
an expensive detailed path refinement is necessary without a new analysis. Hence, instead
of using simply the initial path, the path refinement concentrates on the path segments
which pass through rough areas. The default configuration for the two robots used during
evaluation are C−45 = (−45◦,−45◦,−45◦,−45◦) and C−45 = (−45◦) for the Telemax
and the Packbot robot, respectively. To distinguish between moderate and challenging
areas, we set the thresholds to 20% of the maximum traversable height and to 33% of
the maximum traversable slope. This results in 10 cm and 15◦ for the Telemax robot
and in 5 cm and 20◦ for the Packbot platform.
Refining only the rough path segments saves computational resources and reduces the
planning time. The actual amount by which the planning time can be reduced depends
on the ratio between the flat and rough path segments and on the size of the state
space used during refinement. The state space size is dominated by the length of the
rough segments and the dimension of the space itself, i.e. the number of actuators to
be included.
5.5 Discussion
In the previous sections the developed hierarchical planning scheme was introduced.
The hierarchical scheme utilizes a formal approach to traversability analysis which is
based on filter operators from image processing to quantify the roughness and slopes of
the terrain. By growing hazardous areas, it also considers the uncertainty in the robot
position and the terrain model. The initial path search performs a fast traversability-
guided search to provide a first approximation of the final solution path. This initial path
is subdivided into flat and rough segments according to the traversability of the terrain
they cross. This path segmentation enables the planning scheme to focus the refinement
of the path to the segments for which it is really necessary, i.e. segments through rough
61
5.5 Discussion
areas.
This hierarchical planning architecture combines a fast traversability-guided global
path search with a more thorough refinement of the initial solution in rough areas of
the environment. The concentration on rough path segments allows to save computa-
tional resources. The evaluation of the terrain is based on a traversability analysis while
the selection of appropriate actions is based on the robot pose, its configuration and
properties, like the robot’s stability (see chapter 6). Therefore, the planning scheme
does not require a classification of the terrain or structures. Moreover, the quality of
the planning does not rely on the fidelity of the classification scheme. Also, as will be
discussed in chapter 6, the scheme does not require any motion sequences either. As a
consequence, the hierarchical planner introduced in this thesis can be applied to a wide
variety of terrains without the need to anticipate and generate a set of terrain/structure
classes and/or a set of motion primitives.
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6 Robot-Terrain Interaction
Compared to flat environments, driving on rough terrain is more challenging and
exposes the robot to a significantly greater risk. Therefore, using simply the operating
limits of the robot as before is not sufficient. Instead, the planner needs to consider the
complete robot configuration including actuator values during the path refinement. It
must evaluate the robot pose and stability in rough terrain to determine valid and stable
paths. The state of a reconfigurable robot is defined as
x = (p,v,a, j)ᵀ
with position and attitude vector p = (x, y, z, θ, ψ, φ, a1, . . . , an)ᵀ encoding the 6D robot
pose represented in a Cartesian system and the n actuator values ai. Furthermore, v = p˙
represents the velocity, a = v˙ the acceleration and j = a˙ the jerk. Since the robot
drives at low speeds in rough terrain, we concentrate on quasi-static state variables. In
rough terrain, kinematic feasibility is very difficult to consider during planning. This
involves knowledge about different terrains and robot specific parameters, which are
likely to change during the course. Hence, they are hard to estimate. However, during
execution of the path, a controller can use sensor readings to predict those quantities
and to reactively correct the course. The quasi-static part of the state x is defined as
xs = (x, y, z, θ, ψ, φ, a1, . . . , an)
ᵀ.
Not all values of the robot pose are controllable; some result from the interaction of the
robot with the terrain. Pitch ψ, roll φ and elevation z are determined by the robot’s
pose and its interaction with the terrain. Hence, the controllable vector components are
represented by:
xsc = (x, y, θ, a1, . . . , an)
ᵀ . (6.1)
To estimate the remaining values, i.e. z, ψ and φ, the robot-terrain interaction must
be modeled. Section 6.1.1 introduces therefore a self-developed iterative geometric
method to predict the robot’s contact points and pose. Additionally, a state-of-the-art
quasi-static physics simulation is introduced based on the work of Norouzi et al. (2013)
(section 6.1.2). The predicted robot pose is subsequently used to evaluate the static
stability of the robot (section 6.1.3). Since the robot state and the terrain model are
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subject to random fluctuations, section 6.1.4 shows how to predict the robot pose in
the presence of Gaussian noise. Section 6.1.5 presents a structured evaluation of the
robot-terrain interaction models in a number of different situations.
Section 6.2 develops a new cost function for the path refinement in which the stability
is integrated. This cost function is more comprehensive compared to the cost function
of the initial path search. Besides the system stability, the cost function considers a
qualitative measure of the traction and the time required for translation and rotation
and to move the actuators. It is only applied during path refinement in rough areas.
6.1 Modelling Robot-Terrain Interaction
As established through chapter 2.2.4, there exist four major approaches to estimate
the robot-terrain interaction: machine learning, full dynamic physics simulation, quasi-
static physics simulation and iterative geometric methods. Machine learning methods
need a training phase and a set of typical terrain features, which are hard to determine
for a variety of rough terrains. A full dynamics simulation requires sufficiently accurate
mechanical models of the robot and the terrain to achieve the desired simulation ac-
curacy. Among other parameters, this involves softness and friction coefficients. It is
difficult to estimate these parameters for rough terrain.
Therefore, we decided to concentrate on two methods from the remaining categories:
a self-developed iterative geometric procedure and a state of the art quasi-static physics
simulation for estimating the contact points of actively reconfigurable robots. Both
methods require a geometric model of the robot and a terrain model. Given a state which
includes the 2D-position (x, y), the orientation θ and the actuator angles a0, . . . , an of
the robot (equation 6.1), the algorithms predict the robot pose which results from the
interaction with the terrain. Hence, they determine the height z and the roll φ and pitch
ψ angles of the robot. The physics simulation uses a triangle mesh of the terrain and is
able to consider the actual shape of the terrain. The iterative geometric method approx-
imates the terrain below the robot by a least-squares plane. While this approximation
makes the iterative geometric method less accurate, it allows a significantly faster pose
estimation.
6.1.1 Iterative Geometric Method
When planning paths, typically flatter and less difficult areas are preferred if possible.
Such paths reduce the risk of tip-over or any other damage and, thus, generally increase
the safety of the system. Consequently, in most robotic applications including rough
terrain navigation, the robots mainly drive on fairly smooth surfaces. It is only rarely
required to navigate through very rough areas of the terrain. Therefore, we developed a
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Algorithm 6.1 contactPointsIGM (state x)
1: ϕconfig ← Identity,ϕold ← Identity
2: iter← 0
3: repeat
4: ϕold ← ϕconfig
5: CPrc ← calcContactPoints(ϕconfig,x)
6: CM rc ← calcCenterOfMass(ϕconfig,x)
7: ST ← {(T,C) : T ∈ P (CPrc) ∧ |T | = 3 ∧ C = CPrc \ T}
8: for all (T,C) ∈ ST do
9: if all c ∈ C are above Plane(T ) then
10: [dist, inside]← barycentricCoordinates(T , CM rc)
11: STBC ← STBC + {(T, c, dist, inside)}
12: end if
13: end for
14: [Tmin, Cmin]← mindist,inside STBC
15: ϕplane ← rotation(Plane(Tmin),PlaneXY)
16: ϕconfig ← ϕplane ·ϕconfig
17: iter← iter + 1
18: until angle(ϕold,ϕconfig) < τϕ or iter > maxIter
19: CPrc ← calcContactPoints(ϕconfig,x)
20: CM rc ← calcCenterOfMass(ϕconfig,x)
21: Tnew ← T ⊂ CPrc : T =̂ Tmin
22: Cnew ← CPrc \ Tnew
23: ϕenv ← detTerrainInclination(x, CPrc,Env)
24: for all crc ∈ CPrc do
25: cgc ← transform(crc,x,ϕenv)
26: if cgc ∈ Cnew and Plane(Tnew).absDistance(cgc) > τ then
27: CPgc ← CPgc + {(cgc, false)}
28: else
29: CPgc ← CPgc + {(cgc, true)}
30: end for
31: CM gc ← transform(CM rc,x,ϕenv)
32: return CPgc, CM gc
new iterative contact point estimation method (IGM) for actively reconfigurable robots.
It is based on a geometric model of a robot and a simplified environment model. The
terrain below the robot is approximated by a least-squares plane. As long as the residual
sum of squares is low, this procedure is very accurate. The larger the residuals, the
less accurate the method becomes and the larger the risk of tip-over. However, the
experiments in the subsequent chapters show that this approach provides a sufficiently
accurate approximation for the used robotic platforms in typical rough terrain. Addition-
ally, it reduces the computation time required to estimate the contact points between
robot and terrain significantly.
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The contact point estimation (algorithm 6.1) starts with a leveled robot orientation
and iteratively determines the rotation which the robot configuration introduces. The
algorithm computes the potential contact points CPrc and the center of mass CM rc
based on the geometric robot model in the robot coordinate system (lines 5 and 6). Given
the robot’s configuration and orientation, a procedure determines for each locomotion
component (like wheels, tracks, flippers etc.) the lowest point as a contact candidate.
The current implementation of the algorithm assumes four contact candidates. However,
this is easily extendable to a larger number for more complex robotic platforms. The
robots considered in this work (section 4) require at least three contact points to be
stable. Hence, the algorithm determines all possible support triangles ST from CPrc
and remembers the remaining candidate points (line 7):
ST = {(T,C) : T ∈ 2CPrc ∧ |T | = 3 ∧ C = CPrc \ T}, (6.2)
where 2P denotes the power set of P . If one of the remaining candidate points c ∈ C
lies below the plane through the points of the triangle T , the three contact candidates
cannot result in a valid pose. If the robot assumed this pose on a plane, the candidate
point c would penetrate the ground.
For each valid triangle, the algorithm evaluates how well the triangle supports the
robot. We use barycentric coordinates which are a coordinate system to specify a location
of a point with respect to the center of a simplex, in this case a triangle. We project
the triangle and the center of mass onto the XY-plane and test whether the center of
mass lies within the triangle and determine its distance d to the center of the triangle
(lines 8 to 13).
Let t1 = (x1, y1), t2 = (x2, y2), t3 = (x3, y3) be the three corners of the support
triangle and p = (x, y) the center of mass, all projected onto the XY-plane. Then the
barycentric coordinates λ1, λ2, λ3 are given by
λ1 =
(y2 − y3)(x− x3) + (x3 − x2)(y − y3)
(y2 − y3)(x1 − x3) + (x3 − x2)(y1 − y3) (6.3)
λ2 =
(y3 − y1)(x− x3) + (x1 − x3)(y − y3)
(y2 − y3)(x1 − x3) + (x3 − x2)(y1 − y3) (6.4)
λ3 = 1− λ1 − λ2. (6.5)
It must hold λ1 + λ2 + λ3 = 1. If the point p lies in the center of the triangle,
it is λ1 = λ2 = λ3 = 13 . The distance to the center of the triangle is given by
d =
√
λ21 + λ
2
2 + λ
2
3. If 0 ≤ λi ≤ 1 for i = 1, 2, 3 then the point p resides within the
triangle, otherwise it lies outside.
At this point of the algorithm, the goal is to find the optimal support triangle. This
does not necessarily require the resulting robot pose to be stable. Nevertheless, we
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Figure 6.1: The different stages of the IGM method. The center of gravity is represented by
the black sphere. The not displayed equipment moves the center of gravity above the robot
chassis. The green spheres and lines denote the contact points and the supporting polygon.
Left: the initial robot pose and the lowest points of each part of the locomotion, i.e. the first
contact candidates. Middle: after the iterative contact point estimation. The contact points
and robot pose adjusted by the rotation ϕconfig the actuator configuration introduces. Right:
the final contact points and supporting polygon adjusted by the terrain slope ϕenv.
prefer triangles which contain the center of mass according to the barycentric coordinates
(inside = 1) and select the triangle with the minimal d. If, however, no triangle contains
the center of mass (inside = 0), we select the one which minimizes d, i.e.
stmin = min
d,inside
STBC, (6.6)
where STBC are the set of valid support triangles from ST annotated with the relative
position information of the center of mass, i.e. the distance to the triangle center and
whether it lies within the triangle (line 14). Given stmin, the algorithm adjusts the
current rotation ϕconfig by the rotation ϕplane the triangle plane introduces (line 15).
This process is performed until the rotation ϕconfig converges to some limit value (i.e.
changes in rotation are below some threshold τϕ) or a maximum number of iterations is
reached.
The resulting rotation represents the rotation of the robot body which is introduced
by the robot’s configuration. For fixed chassis robots no iterative process is required;
instead, the rotation can be determined by fitting a plane to the candidate points CPrc
and measuring the induced rotation.
The function detTerrainInclination(·) determines the most likely inclination of the
terrain ϕenv. Beforehand, several possible surface normals were computed with respect
to different footprint sizes of the robot. Given the footprint size and the normal, the size
of the inclined surface can be computed. The function selects the surface approximation
whose size best fits the dimensions of the current robot configuration (lines 19 to 22).
The robot dimensions are represented by the possible contact points CPrc.
The triangle points T and the remaining contact candidates which are close to the
triangle plane build the corners of the support polygon. Note, the remaining candidates
lie above the plane since other constellations where excluded at the beginning. If re-
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Algorithm 6.2 contactPointsODE (state x)
1: iter← 0
2: setState(Robot, x)
3: while not simDone do
4: if iter ≥ maxIter then
5: CPgc ← calcContactPoints(Pcollisions)
6: CM gc ← calcCenterOfMass(Robot,x)
7: simDone← true
8: else
9: Pcollisions ← runODESimulation(Robot, Env, ∆t)
10: if x violates operating limits then
11: CPgc ← ∅
12: CM gc ← ∅
13: simDone← true
14: else
15: if |Pcollisions| = 0 then
16: distz ← minDistance(Robot, Env)
17: x← adjustRobotState(x, distz)
18: setState(Robot, x)
19: resetForces(Robot)
20: else
21: if |accRobot| >  or |velRobot| >  then
22: resetForces(Robot)
23: else
24: CPgc ← calcContactPoints(Pcollisions)
25: CM gc ← calcCenterOfMass(Robot,x)
26: simDone← true
27: end if
28: end if
29: end if
30: end if
31: iter← iter + 1
32: end while
33: return CPgc, CM gc
maining candidates are too far apart (> τ), they are marked as invalid. Finally, the
algorithm determines the contact points CPgc and center of mass CM gc in the global
coordinate system. They are computed using the plane orientation ϕenv of the terrain
approximation and the given robot state x (lines 23 to 29). Figure 6.1 illustrates the
different stages of the IGM approach.
6.1.2 Quasi-Static Physics Simulation
Another way to approach the problem of estimating the contact points between the
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robot and the terrain is to simulate the objects’ interaction through a physics engine.
Using the Open Dynamics Engine (ODE) (Smith, 2001) we referred a state-of-the-art
simulation module to estimate the robot pose in a quasi-static fashion. The estimated
pose and especially the resulting contact points between the robot and the terrain are
subsequently used to evaluate the robot’s stability. In contrast to the IGM, this approach
uses a triangular mesh to model the terrain. This is more accurate but also significantly
more expensive to compute.
The idea of utilizing a quasi-static simulation to determine the robot pose in rough
terrain was previously introduced by Papadakis and Pirri (2012) as well as Norouzi et al.
(2013). The iterative procedure (algorithm 6.2) uses ODE to carry out the simulation
of system dynamics over a specified time range ∆t, after which the algorithm tries to
find valid contact points. If not enough valid contacts are found, the built-up forces are
reset and a new cycle is started continuing with the final pose of the previous iteration.
This process is repeated until the robot reaches a pose which is assumed to be stable,
the simulated pose violates the operating limits, or a maximum number of iterations
has been reached. If three or more contact points are identified, the stability of the
final pose can be evaluated by a subsequent algorithm. Otherwise, no valid pose can
be determined and the robot configuration is deemed unstable. The iterative procedure
reduces the effect of momentum and friction as they are reset every cycle.
In more detail, the ODE-based contact point estimation (algorithm 6.2) starts out with
the robot being placed above the surface. Iteratively it simulates the robot’s interaction
with the terrain for a duration ∆t. If the simulation results in an invalid state which
violates the operating limits of the robot, the simulation is aborted (lines 10 to 13). The
ODE collision points Pcollisions constitute the set of contact candidates. If no collision
points are detected, the minimal distance between robot and surface is computed. This
distance is used to place the robot directly onto the surface. Before the next iteration
starts, the forces of the robot object are reset (lines 15 to 19). If the simulated robot
pose is valid and collision points are present, the algorithm tests the simulated velocities
of the robot body. If they are greater than a constant , the robot has not reached a
pose which is assumed to be stable at this iteration and the simulation continues after
resetting the robot body forces. If, however, a stable pose is found, the simulation is
done. In this case or if the maximum number of iterations is reached, the contact points
CPgc and the center of gravity CM gc are computed (lines 4 to 7 and 23 to 26) in the
global coordinate system. For each element of the locomotion system (tracks, flippers,
wheels etc.) which causes collision points, the function calcContactPoints determines
the outermost to be the associated contact point. CPgc and CM gc are used by a
subsequent algorithm to estimate the system’s stability.
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Figure 6.2: Illustration of the Energy Stability Margin. F 1 and F 2 represent a border of the
supporting polygon, i.e. a rotation axis within the plane p. E is the vector from the border to
the center of mass (CM). Θ depicts the angle between E and the vertical plane and ψ the
inclination of the rotation axis with respect to the horizontal plane. E′ is obtained by rotating
E around the rotation axis until it is contained in plane p. The quantity h = |E|(1−cosΘ)cosψ
provides the energy stability level.
6.1.3 Static Stability Evaluation
The pose estimation through a robot-terrain model allows the evaluation of the robot
stability. In this thesis the static stability of the robot is considered because the robot’s
speed is low when traversing hazardous areas (Norouzi et al., 2013; Papadakis and
Pirri, 2012). According to Garcia et al. (2002), the Normalized Energy Stability Margin
(NESM) (Hirose et al., 2001) is the more accurate static stability margin on inclined
surfaces compared to the force-angle stability margin (FASM) (Papadopoulos and Rey,
2000). Therefore, we use the NESM. In contrast to commonly used margins like the
projection of the center of mass onto the supporting polygon, the NESM considers the
actual position of the center of mass and directly provides a notion of quality. The
NESM basically indicates the kinetic energy which is required to tip the robot over the
“weakest” edge of the supporting polygon. It is derived from the well-known Energy
Stability Margin (ESM) (Messuri, 1985).
The Energy Stability Margin is illustrated in figure 6.2. The rotation axis is given by
F 1 and F 2 as a border of the supporting polygon within the plane p. E is the vector
from the border to the center of mass (CM). The angle between E and the vertical
plane is given by Θ, and ψ depicts the inclination of the rotation axis with respect to
the horizontal plane. E′ is obtained by rotating E around the rotation axis until it is
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(a) iRobot Packbot: 30◦ flipper angle, side view (left); −45◦ flipper angle, side view
(middle); and −45◦ flipper angle, front view (right).
(b) Cobham Telemax: 21◦ flipper angle, side view and front view (left); 45◦ flipper angle,
side view and front view (right).
Figure 6.3: Two-dimensional illustration of the stability margin for (a) the iRobot Packbot and
(b) the Cobham Telemax robot for different configurations. Side and front views show separate
situations, highlighting the pitch and roll angle, respectively.
contained in plane p. It holds that
h = |E|(1− cosΘ)cosψ. (6.7)
The energy stability level of the ith rotation axis is given by
ei = mtotalghi, (6.8)
where mtotal is the system mass and g the acceleration of gravity. Normalizing these
energy levels to the system weight leads to the NESM
s = min
i
(hi), (6.9)
where hi represents the normalized energy level with respect to the ith boundary of
the supporting polygon as defined in equation 6.7. Stable states have positive values,
unstable states have negative values and the equilibrium is reached at zero. Another way
to describe the normalized energy levels hi is that they represent the height difference
the center of mass overcomes when rotated directly vertical over the ith supporting edge
(figure 6.3).
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(a) iRobot Packbot: The values are: l1 = 59.0 cm, l2 = 68.6 cm, l3 = 25.0 cm, l4 = 8.8 cm,
l5 = 7.6 cm, l6 = 5.0 cm, l7 = 7.5 cm, l8 = 25.5 cm, r1 = 8.8 cm and r2 = 4.0 cm. The
configuration angle θ is −45◦.
(b) Cobham Telemax: The values are: l1 = 60.0 cm, l2 = 49.5 cm, l3 = 18.0 cm, l4 = 35.5 cm,
l5 = 20.0 cm, l6 = 6.0 cm, l7 = 27.0 cm, r1 = 14.0 cm and r2 = r3 = 8.5 cm. The
configuration angles θ1 and θ2 are −30◦.
Figure 6.4: Illustration of the centers of mass of the iRobot Packbot and the Cobham Telemax.
The computation of the NESM depends on the accuracy of the center of mass. There-
fore, rather than using a fixed center of mass position, the distributed center of mass is
computed through
CM =
1
mtotal
n∑
i=1
mici, (6.10)
where CM is the position of the center of mass of the complete system. mtotal is the
total mass of the system. ci and mi are the centers of mass and the masses of the n
body parts, i.e. with respect to this work the chassis and the actuators. Thereby, we can
determine the center of mass with respect to the current actuator configuration, which
increases the accuracy of the CM estimate. Figure 6.4 shows the centers of mass for
the robots considered in this work.
6.1.4 Modelling under Uncertainty
The deployment of mobile robots in the field involves uncertainties in many aspects.
These are the robot’s position and attitude, the actuator configuration for reconfigurable
robots and, if used for planning, the terrain model. Modelling these uncertainties requires
a stochastic robot-terrain interaction model. An integrated model based on a 2D robot
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pose in conjunction with the contact points of the actuators was recently proposed by
Norouzi et al. (2013). Norouzi et al. introduced and evaluated two methods to estimate
the probability density functions (PDFs) of the contact points and the corresponding
stability. The first one uses a standard Monte Carlo technique. Rather than drawing
a high number of random samples, the second method uses an unscented transform
(UT) to determine a sufficient number of samples to represent the densities. Hence, for
the robot-terrain interaction problem it needs significantly less iterations (Norouzi et al.,
2013).
In general, the problem of estimating the model’s output distribution can be formalized
as follows. The input is represented by an n-dimensional random vector x with expec-
tation µx and covariance Σx. The goal is to predict the expectation µy and covariance
Σy of an m-dimensional random vector y, where y is given by a non-linear function g
y = g(x). (6.11)
For the given robot-terrain interaction problem, g represents the robot-terrain inter-
action function, i.e. either the iterative geometric method (IGM) or the quasi-static
physics simulation (ODE). The two functions take input data of the form x = (xsc, s)
containing the 2D robot pose including the actuators xsc (equation 6.1) and a vector
s = (s1, . . . , sl) representing the l different terrain sections of the robot footprint. Noise
is applied to these terrain sections separately since applying noise to the entire footprint
at once would result in an overall similar terrain shape. Following Norouzi et al. (2013),
we divide the footprint of the iRobot Packbot into 16 longitudinal and 2 lateral sections
to apply noise separately. A finer resolution for the Cobham Telemax affected the output
only slightly. Hence, keeping the computational complexity in mind, we also chose 16×2
sections for the Telemax robot. Using 32 terrain sections for both robots - and their
corresponding robot states of dimensions 7 and 4 - results in input state dimensions
of n = 39 for the Cobham Telemax robot and n = 36 for the iRobot Packbot robot.
Applying the robot-terrain interaction models, i.e. function g, to an input state x yields
a result vector y of dimension m = 19. y contains the full 6D robot pose, the four
contact points and the stability of the system.
To account for the noise associated with the input state x, a standard Monte Carlo
technique can be used to draw a high number of samples in order to approximate the input
distribution. However, using the unscented transform (UT) (Julier et al., 2000) allows
us to determine a small number of representative sigma points which also approximate
the input distribution. The mean µx and covariance matrix Σx of the random variable x
are approximated by 2n+ 1 weighted sigma points. For i = 0, . . . , 2n the sigma points
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xi are determined through
xi =

µx if i = 0
µx +
(√
(n+ k)Σx
)
i
if 0 < i ≤ n
µx −
(√
(n+ k)Σx
)
i
if n < i ≤ 2n
(6.12)
and the weights are given by
wi =
 k/(n+ k) if i = 01/(2(n+ k)) if i > 0 (6.13)
where k is used to preserve the moments of the modelled distribution. If the distribution
is assumed to be Gaussian, the value of k is chosen to be k = 3 − n. Julier et al.
(2000) propose an iterative trial-and-error procedure to determine an appropriate value
for k. Using this approach Norouzi et al. (2013) showed that for the considered problem
the model output is not Gaussian and that k = 1 provides better results. Under this
condition the sigma points are positioned further from the origin and the weights are
more balanced. With k = 1 the RMSE between the PDFs determined by the unscented
transform and the PDFs deduced from 1 000 Monte Carlo samples is 2.7% on average.
The sigma points xi are transformed using the function g, i.e. the robot-terrain
interaction model, to yield yi:
yi = g(xi) (6.14)
The expectation µy and the covariance Σy of the output distribution are computed using
the weights wi and the transformed sigma points yi:
µy =
2n∑
i=0
wiyi (6.15)
and
Σy =
2n∑
i=0
wi(yi − µy)(yi − µy)ᵀ (6.16)
The mean of all transformed sigma points µy represents the final prediction for the
input state x. It contains the mean 6D robot pose, the mean contact points and the
mean stability value. Modelling the robot-terrain interaction under uncertainty requires
to transform all sigma points to arrive at a prediction for an input state x. Due to
the input state dimensions, 79 and 73 sigma point transformations are necessary for the
Telemax and the Packbot robot, respectively.
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(a) iRobot Packbot: The configuration angles are −45◦, 17◦ and 30◦ from left to right.
(b) Cobham Telemax: The configuration angles are −30◦, 21◦ and 45◦ from left to right.
Figure 6.5: Illustration of the changing shapes of the support polygons for different robot
configurations.
6.1.5 Experimental Evaluation of Modelling Methods
This section describes a systematic experimental evaluation of several robot-terrain
interaction approaches to determine the robot pose in rough terrain and to subsequently
estimate the stability. These approaches are based on the two algorithms described
earlier. First, the experimental setup is explained, followed by a series of experiments in
a number of different environments.
6.1.5.1 Experimental Setup
Four different approaches to estimate the contact points and the stability of a system
in rough terrain were evaluated. These approaches are based on the iterative geometric
method (IGM) and the quasi-static physics simulation (ODE) algorithms. The first two
approaches are deterministic variants of each method which estimate the stability for a
given state x. The second IGM/ODE pair of approaches involves uncertainties about
the robot state and the terrain model. It, first, determines the 2n+1 sigma points xi as
described above and estimates the stability for each of those points. The final prediction
is the mean value over all sigma point estimates. As the number of sigma points is 2n+1,
the time required to provide a single estimate is about 2n+ 1 times higher compared to
the deterministic versions. For each estimation the stochastic variants must evaluate 79
states (n = 39) for the Telemax robot or 73 states (n = 36) for the Packbot robot.
IGM Deterministic (IGMD) estimates the contact points for state x using the iter-
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ative geometric method.
ODE Deterministic (ODED) estimates the contact points for state x using the quasi-
static physics simulation.
IGM Stochastic (IGMS) involves uncertainties by estimating the contact points for
the 2n+ 1 sigma points xi which include state and terrain fluctuations using the
iterative geometric method. The mean value is returned as final estimation.
ODE Stochastic (ODES) involves uncertainties by estimating the contact points for
the 2n+ 1 sigma points xi which include state and terrain fluctuations using the
quasi-static physics simulation. The mean value is returned as final estimation.
Most of the times the iterative geometric method requires less than 10 iterations, so
the maximum number of iterations is set to 15. The threshold for the rotation changes
is 0.2◦. The maximum number of iterations for the physics simulation is 2500 with
simulation time steps of 0.025s. If angular and linear velocities are below  = 1e−10, the
pose is assumed to be stable and the simulation is stopped. ODE internal parameters
are important for the behavior of the simulation. We use a low object softness value
of 0.01. Further, we enforced hard contact constraints and allow an error correction of
80% within one simulation step.
To involve uncertainties into the computation, we assume noise parameters for the
robot position and orientation, the actuator configuration and the terrain model. Fol-
lowing the remarks in Norouzi et al. (2013), we assume a position variance of 5 cm,
an orientation variance of 2◦ and a variance of 3◦ in the actuator angles. To build the
real-world maps, we use SICK laser scanners to acquire the data and merge the scans
using a standard iterative closest point method. The models are inspected afterwards
and corrected manually if necessary. For the resulting models we assume Gaussian noise
with zero mean and a variance of 2 cm. However, applying the noise to the entire robot
footprint at once would result in a similar surface shape. Therefore, we subdivide the
footprints of both robots into 32 sections, 16 longitudinal and 2 lateral sections (see
section 6.1.4). Noise is applied separately to each of the 32 sections.
The evaluation aims at comparing the iterative geometric method (IGM) with the
quasi-static physics simulation (ODE). IGM is quite fast because it uses an approximate
terrain model. ODE is the more accurate but also the computationally more expensive
method. To show limitations of both methods, we follow a structured approach by
testing the four variants on increasingly complex environments. First, we investigate
all approaches on inclined flat surfaces as they pose ideal conditions under which the
plane approximation of the IGM algorithm is fully valid (section 6.1.5.2). The evaluation
continues on a series of stairs because they violate the plane assumption but result in the
76
6 Robot-Terrain Interaction
(a) Offset: 0◦ (b) Offset: 45◦ (c) Offset: 90◦
Figure 6.6: The different evaluated offsets to the gradient of the inclined surfaces.
same overall inclination (section 6.1.5.3). These sets of experiments are followed by an
evaluation on single steps since they even more increase the fitting error of the regression
planes (section 6.1.5.4). To eliminate effects of regular structured environments, the
final set of experiments evaluates the approaches on irregular terrain. These terrains
are based on smoothed random stepfields (Jacoff et al., 2008) of increasing difficulty
(Green, 2007a) (section 6.1.5.5). Subsequently the results are discussed with respect
to realistic scenarios and the differences in the computational complexity are described
(section 6.1.5.6).
The majority of experiments use the Cobham Telemax robot. The four actuators and
the higher center of mass compared to the iRobot Packbot make the Telemax the more
interesting system. Also the terrain’s effects on the robot’s stability are more apparent
and are easier to illustrate using the Telemax robot. We selected three representative
actuator configurations of the Cobham Telemax; a rather compact configuration of
C−30 = (−30◦,−30◦,−30◦,−30◦), the configuration which yields the maximum ground
contact on flat surfaces C21 = (21◦, 21◦, 21◦, 21◦), and a configuration which raises
the chassis and the center of mass of the robot C45 = (45◦, 45◦, 45◦, 45◦). These
configurations are illustrated in figure 6.5.
At this point it is important to stress that the experimental scenarios are selected
to provide more insight into the different approaches. They are part of a systematic
evaluation to show the influence of the actuator configuration, the orientation and the
terrain on the static stability of the robot. As such, they do not all represent realistic
scenarios. For instance, inclined terrain is usually approached in the direction of its
gradient. Offsets to this direction are avoided such that the slope affects the often
stronger pitch-stability of the robot. This holds for inclined flat surfaces and even more
for stairs and single steps. Additionally, inclinations and stairs are traversed with a high
ground contact configuration. Folded configurations provide too little support. Elevated
configurations raise the center of gravity too much.
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(a) Offset: 0◦, Config: C−30 (b) Offset: 45◦, Config: C−30 (c) Offset: 90◦, Config: C−30
(d) Offset: 0◦, Config: C21 (e) Offset: 45◦, Config: C21 (f) Offset: 90◦, Config: C21
(g) Offset: 0◦, Config: C45 (h) Offset: 45◦, Config: C45 (i) Offset: 90◦, Config: C45
Figure 6.7: Comparison of the stability estimates of the four approaches on inclined flat
surfaces. The top row shows the results for the Telemax robot with a folded configuration of
C−30, the second row for the maximum ground contact configuration C21 and the third row for
an elevated configuration C45. The columns correspond to the offset to the surface gradients,
i.e. 0◦, 45◦ and 90◦. The higher the stability value, the more stable the pose. Zero represents
the equilibrium and is regarded as unstable. The bars indicate the standard deviation across
the sigma point estimates.
6.1.5.2 Inclined Flat Surfaces
In this section, the evaluation starts with a series of experiments on inclined flat sur-
faces to study the four different approaches under conditions where the plane assumption
of the IGM is perfectly valid.
The experiments involve flat surfaces of ten different inclinations; starting at 0◦ and
increasing the slope gradually in steps of 5◦ up to a maximum inclination of 45◦. We
test the three actuator configurations C−30, C21 and C45. With respect to the system’s
stability, it is important at which angle to the gradient of the surface inclination the
robot travels. Therefore, we evaluate three different offsets to the surface gradient, i.e.
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0◦, 45◦ and 90◦ (figure 6.6). Since the Telemax robot is assumed to be symmetrical
in terms of its geometry and mass distribution, other offsets being multiples of 45◦ are
equivalent to one of the three.
The results are shown in figure 6.7. The x-axis shows the inclination of the surface
in degrees, the y-axis the stability estimations in centimeter. The stability value is the
minimal difference in height the center of mass must overcome when being rotated over
an edge of the supporting polygon (see figure 6.2). Hence, the higher this value, the more
stable the robot pose. A value of zero indicates that the center of mass is directly above
an edge of the supporting polygon. Thus, such situations are regarded as marginally
stable.
If the robot faces the gradient of the inclined surface (offset 0◦), a higher inclination
will worsen the pitch-stability of the system. Since the folded configuration C−30 has no
additional support through the actuators, its roll and pitch-stability are almost the same
and its overall stability decreases rapidly with increasing terrain slope (figure 6.7a). As
the most support is granted by C21, it is the most stable configuration for an offset of
0◦ (figure 6.7d). The stability values of C45 are dominated by the small roll-stability of
the elevated configuration. However, at a surface inclination of 40◦ the pitch stability
becomes smaller than the roll-stability and the overall value decreases (figure 6.7g). For
the Cobham Telemax, like for most robotic systems, the pitch-stability is better than
the roll-stability. As expected, if the offset to the gradient of the surface inclination
increases, the roll angle of the system also increases and the stability declines quickly.
However, what is interesting is the fact that the most folded configuration C−30 is more
stable than the maximum contact configuration C21. This is explained by the buckling
of the Telemax actuators. This buckling causes a more elevated chassis for the C21
configuration (figures 6.7b, 6.7c, 6.7e and 6.7f). As the center of mass is the highest
for C45, it is the least stable configuration in these situations (figures 6.7h and 6.7i).
IGMD and ODED predict in almost every situation very similar stability. In contrast,
IGMS and ODES show larger differences. In general, the estimated stability using IGMS is
closer to the other approaches than the predictions of ODES. This is due to a combination
of factors. First, the least-squares plane of the robot’s footprint has a normalizing
effect reducing the influence of the terrain distortions. Second, if the terrain distortions
influence the overall surface slope as it is the case in the 45◦ and 90◦ offset scenarios,
then the pairs of opposing sigma points cancel themselves out; one reduces the surface
slope, the other increases it. As the 0◦ offset scenarios show, this effect only comes into
play if the weakest support edge is influenced by the general surface inclination. This is
not the case for C21 (figure 6.7d) and not for C45 until an inclination of 40◦ (figure 6.7g).
And of course for 0◦ surface slope across all scenarios. The differences between ODES
and IGMS are due to the more accurate terrain model. Since the terrain variations are
not smoothed, they in general cause less stable poses. Consequently, ODES estimates a
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(a) Offset: 0◦ (b) Offset: 45◦ (c) Offset: 90◦
Figure 6.8: The different evaluated offsets to the gradient of the stairs.
Table 6.1: RMSE of the least-squares planes on the stairs maps in cm.
Stairs Slope 5◦ 10◦ 15◦ 20◦ 25◦ 30◦ 35◦ 40◦ 45◦
Plane RMSE 0.63 1.23 1.82 2.41 2.97 3.49 4.00 4.47 4.91
lower stability in all scenarios. However, this effect diminishes for C45 at an offset of 0◦.
The very small contact areas with the surface make the robot less prone to the terrain
variations. Hence, IGMS and ODES estimate very similar values.
The bars show the standard deviation of the sigma points predictions. Since IGMS
smooths the terrain variations of the sigma points, its standard deviation is generally
smaller compared to ODES. If the terrain becomes steeper and the stability smaller, the
variation in the stability values of the sigma points decreases. An increasing number of
sigma points become unstable, i.e. 0 cm, which shortens the range. For the configura-
tions C21 and C45 and an offset of 0◦ (figures 6.7d and 6.7g) the standard deviation is
large even for steeper inclinations since the weaker roll-stability is not affected by the
inclination. The sigma point predictions vary stronger for a configuration of C21 than
for C45. Due to the larger ground contact of C21, the robot stability is more affected by
terrain variations. C45 has only four contact points, usually at the tip of the actuators,
and is less affected.
Comparing the different approaches we find the deterministic versions, IGMD and
ODED, agree in almost every scenario with only a few exceptions in which ODED es-
timates a slightly lower stability. The predictions of IGMS and ODES are further apart
due to the aforementioned reasons.
6.1.5.3 Flight of Stairs
The next set of experiments evaluates the different robot-terrain interaction models on
stairs of increasing steepness. Stairs are chosen since they violate the plane assumption
of the IGM models to some extent but still result in a constant overall inclination as
assumed by those models. This is especially the case for tracked robots as they usually
interact solely with the edges of the stairs. Table 6.1 shows the root-mean-squared errors
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(a) Offset: 0◦, Config: C−30 (b) Offset: 45◦, Config: C−30 (c) Offset: 90◦, Config: C−30
(d) Offset: 0◦, Config: C21 (e) Offset: 45◦, Config: C21 (f) Offset: 90◦, Config: C21
(g) Offset: 0◦, Config: C45 (h) Offset: 45◦, Config: C45 (i) Offset: 90◦, Config: C45
Figure 6.9: Comparison of the stability estimates of the four approaches on flights of stairs
of varying inclination. The top row shows the results for the Telemax robot with a folded
configuration of C−30, the second row for the maximum ground contact configuration C21 and
the third row for an elevated configuration C45. The columns correspond to the offset to the
stairs gradients, i.e. 0◦, 45◦ and 90◦. The higher the stability value, the more stable the pose.
Zero represents the equilibrium and is regarded as unstable. The bars indicate the standard
deviation across the sigma point estimates.
(RMSE) of the regression planes for the stair scenarios.
The experimental setup is similar to the one on inclined flat surfaces. By setting the
step depth to 25cm and adjusting the height of the risers accordingly, we again achieve
inclinations of 0◦, . . . , 45◦ in 5◦ steps. We consider the same three offsets to the direction
of the stairs gradients, i.e. 0◦, 45◦ and 90◦, as well as the same three configurations
C−30, C21 and C45. Figure 6.8 illustrates the setup.
The results on the flights of stairs are shown in figure 6.9. In contrast to the previous
series of experiments the IGM and ODE estimates differ to a greater extent on the flights
of stairs. This is due to the more distinct geometry of stairs which is considered by the
ODE methods only. Like on flat surfaces, the IGM estimates are smoothly declining in
81
6.1 Modelling Robot-Terrain Interaction
(a) Stairs 25◦: Offset: 0◦, Configu-
ration: C−30
(b) Stairs 15◦: Offset: 90◦, Configu-
ration: C−30
(c) Stairs 40◦: Offset: 0◦, Configu-
ration: C21
(d) Stairs 35◦: Offset: 0◦, Configu-
ration: C45
(e) Stairs 10◦: Offset: 45◦, Configu-
ration: C45
Figure 6.10: Selection of simulated situations on flights of stairs. The center of mass is the
black sphere, the green spheres are the determined contact points and the green lines are the
edges of the supporting polygon.
most instances if the slope increases. The ODE methods consider the actual geometry
of the stairs and can catch contact points which do not lie on the actuators’ lowest
points. This can result in larger supporting polygons and is the reason why the ODE
methods estimate higher stability values than the IGM versions for configuration C−30
and steeper slopes at an offset of 0◦ (figures 6.9a and 6.10a). For 0◦ offset C21 and C45
behave almost as before. However, since contact with the stairs is not always with the
tip of the actuators or on the step rather than on the risers’ edges, the support polygon
is smaller or the robot’s pitch more severe. This effect results in the rapid decrease in
ODE stability estimates at higher inclinations for C21 and C45 (figures 6.9d and 6.9g).
These situations are visualized by figures 6.10c and 6.10d.
At an offset of 45◦ the ODE stability estimates are generally lower than the IGM
estimates. For C−30 and C21 the ODE and IGM predictions decrease in a similar manner
for an increasing inclination (figures 6.9b and 6.9e). The normalizing effect of the least-
squares plane lessens the slope which is introduced by the actual geometry of the stairs.
Thus, the IGM versions overestimate the stability. For C45 the ODE variants already start
at low slopes to estimate relatively small stability values since the simulation finds only
three contact points compared to the four of the IGM approaches (figure 6.9h and 6.10e).
This highlights another difference between the two concepts. Due to the approximated
terrain model, the IGM is always able to determine four contact points for the considered
configurations even if they result in unstable poses. In contrast, the ODE simulation
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(a) Offset: Front (b) Offset: Center (c) Offset: Top
Figure 6.11: The different evaluated offsets to the edge of the step.
Table 6.2: RMSE of the planes fitting on the step maps in cm.
Step Height 20 cm 25 cm 30 cm 35 cm 40 cm 45 cm
Plane RMSE 4.86 5.97 7.04 8.03 8.96 9.57
accounts for the mass distribution and gravity force and determines the actual number
of valid contact points. This usually results in more realistic estimates. Nevertheless, it
points to a problem with the ODE simulation. During parameter evaluation, we found
the simulation to be quite volatile to ODE internal parameters.
Finally, at 90◦ offset to the stairs’ inclinations the ODE methods predict higher stability
values than their IGM counterparts. The actual geometries of the stairs work in favor
of the robot’s stability, by slightly decreasing the inclination of the terrain (figures 6.9c,
6.9f and 6.9i). Additionally, figure 6.10b illustrates these situations.
When comparing the different IGM and ODE versions, we find that the IGM versions
behave much like before. Also IGMS and ODES tend to estimate the lowest stability
as usual. However, the differences between IGM and ODE are larger as on inclined
flat surfaces but still quite small in most cases. This is especially the case in the more
realistic scenarios. The general behavior of the standard deviation of the sigma point
predictions is the same as before. ODES stability estimates deviate stronger from the
mean than IGMS estimates. The more often the final stability predictions correspond to
unstable robot states, the smaller the variations become. Also, the more ground contact
the robot has, the larger the stability estimates of the sigma points vary.
6.1.5.4 Single Steps
The flat surfaces do not violate the IGM assumption at all while the flights of stairs
do moderately. This set of experiments is conducted on single steps of different heights.
They cause an even higher error of the least-squares planes, see table 6.2.
As before, we evaluate the stability estimates of the four approaches for the same three
configurations C−30, C21 and C45. We consider step heights between 20 cm and 45 cm
with a gradual increase of 5 cm. The ground-step proportion of the robot’s footprint
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(a) Offset: Front, Config: C−30 (b) Offset: Center, Config: C−30 (c) Offset: Top, Config: C−30
(d) Offset: Front, Config: C21 (e) Offset: Center, Config: C21 (f) Offset: Top, Config: C21
(g) Offset: Front, Config: C45 (h) Offset: Center, Config: C45 (i) Offset: Top, Config: C45
Figure 6.12: Comparison of the stability estimates of the four approaches on single steps of
varying heights. The top row shows the results for the Telemax robot with a folded configuration
of C−30, the second row for the maximum ground contact configuration C21 and the third row
for an elevated configuration C45. The columns correspond to the ground-step proportion,
namely 25%, 50% and 75% of the step within the robot’s footprint. The offset to the step is
45◦. The higher the stability value, the more stable the pose. Zero represents the equilibrium
and is regarded as unstable. The bars indicate the standard deviation across the sigma point
estimates.
influences the orientation of the least-squares planes. Therefore, we test three positions
with different proportions: a little in front of the steps, directly on the step edges and
almost on top of the steps, i.e. 25%, 50% and 75% step proportion of the footprint
(figure 6.11). Previous experiments showed that the influence of steps is less obvious
if they degrade only the pitch-stability. The roll-stability is actually lower and, thus,
represents the overall stability. Therefore, we present experiments with an offset of 45◦
to the steps, such that the roll-stability is also affected by the steps. However, in a real
scenario steps of this height would not be approached at such an angle.
The results are shown in figure 6.12. All IGM and ODE approaches estimate very low
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(a) Step 35 cm: Offset: Top, Config-
uration: C−30
(b) Step 40 cm: Offset: Front, Con-
figuration: C45
(c) Step 40 cm: Offset: Center, Con-
figuration: C45
Figure 6.13: Selection of simulated situations on single steps. The center of mass is the black
sphere, the green spheres are the determined contact points and the green lines are the edges
of the supporting polygon.
stability values for configuration C−30 in the three scenarios (figures 6.12a, 6.12b and
6.12c, different scale). A folded configuration like C−30 provides too little support for
the robot in order to overcome steps of the tested height.
With the configuration C21 the situation is different. If only a small portion of the robot
resides on the step, the ODE methods estimate a low stability. One of the actuators
rests on the steps edge and increases the inclination through its buckling (figure 6.12d).
Directly on the step, the influence of the steps is reduced as the edges reach between
two actuators without touching the chassis. As a result, the simulations predict a better
stability compared to the IGM approaches (figure 6.12e). Almost on top of the steps,
the ODE methods are unable to find a stable pose for C21 and predict marginal stability
(figures 6.12f). The situation is illustrated in figure 6.13a. The IGM methods overesti-
mate the stability if the footprint includes 75% of one level (figures 6.12d and 6.12f).
However, the stability predictions decrease for higher steps.
Figure 6.12g also shows unexpected results for configuration C45 in front of the steps.
The stability estimated by ODE actually increases slightly with the height of the step.
This effect is caused through a single contact point on top of the step and two on the
ground. With an increasing step height the center of mass moves further and further
to the broader area of the support triangle, making the pose more stable (figure 6.13b).
As an elevated configuration, C45 provides quite a lot of space between the actuators.
When placed directly onto the step, the robot contacts with the ground and the step
level while the edge resides in the space between the actuators (figure 6.12h and 6.13c).
This leads to a less inclined robot orientation and, hence, to a more stable pose compared
to the IGM approaches. Just on top of the steps, ODE predicts unstable poses as before
(figure 6.13a). Like for C21, IGM estimates higher stability compared to ODE due to the
same reasons.
The experiments on top of the steps revealed a minor issue with the ODE simulation.
Despite testing several parameter settings of the ODE simulation, there remain isolated
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(a) s = 0 (b) s = 5 (c) s = 10
Figure 6.14: The random terrain with different values for the slope modifications.
Figure 6.15: The RMSE of the least-squares planes on the random terrain modules. The values
are averaged over 200 random positions. The bars indicate the standard deviation. Depicted
are the Cobham Telemax and the iRobot Packbot.
situations in which the simulation does not converge. This being said, these situations
are usually borderline cases with very low stability and would be regarded as unstable for
real-world applications. Thus, an “unstable” prediction due to insufficient contact points
does not hurt much.
In summary, the IGM approaches overestimate the stability in some of these scenarios.
The IGM variants always find valid contact points on the fitted planes. The ODE
methods also detect invalid states due to contact with the robot chassis. Furthermore,
if the edge of a step resides between the actuators of the robot, the robot pose is less
inclined and the stability increases, a situation only the ODE methods are able to identify.
However, the tested situations are artificial and unlikely to occur in real applications.
6.1.5.5 Random Terrain
The final set of experiments is performed on random terrain modules to eliminate
effects of manually constructed environments and to evaluate the methods on irregular
terrain. To generate the maps for this experiment series, we used a method from the
literature. First, we determined a field of small terrain patches at random similar to
random stepfields (Jacoff et al., 2008) and smoothed the resulting map with a Gaussian
blur. Second, to increase the difficulty of the terrain incrementally, we used the method
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(a) Cobham Telemax (b) iRobot Packbot
Figure 6.16: Comparison of the stability estimates of the four approaches on smoothed random
stepfields. The results are generated on a series of maps with increasing slopes for the Telemax
robot with configuration C21 (left) and the Packbot robot with configuration C17 (right). For
each map 200 random positions are evaluated and the average stability is determined. The
higher the stability value, the more stable the pose. Zero represents the equilibrium and is
regarded as unstable. The boxes indicate the standard deviation of the sigma point stability
predictions of the stochastic approaches. The bars show the standard deviation of the stability
estimates for the randomly sampled positions.
proposed by Green (2007a). The terrain slopes are increased by scaling the height values
∀v ∈ V : h′(v) = h(v)(1 + Ss), (6.17)
where we chose the scaling factor S = 2.5 with s ∈ [0, 10] for the experiments. This
results in a total of 11 maps, which allows an evaluation of the robot-terrain interac-
tion approaches on terrains of increasing difficulty. Figure 6.14 illustrates these terrain
modifications and figure 6.15 shows the RMSE of the least-squares planes.
We again test the performance of the two IGM approaches and the two ODE meth-
ods. Besides the Cobham Telemax robot, we also used the iRobot Packbot for these
experiments. 200 random positions (x, y, θ), i.e. 2D position and heading, with the
maximum ground contact configuration are evaluated on each map. This configuration
is C21 for the Telemax and C17 = (17◦) for the Packbot (figure 6.5).
The static stability of the Telemax and the Packbot robot are evaluated on the random
terrains. Figure 6.16a and 6.16b shows the average stability values on the increasingly
steeper environments. The bars represent the standard deviation of the stability values.
The boxes depict the standard deviation of the sigma point predictions for IGMS and
ODES. The IGM and ODED stability estimates for the Telemax robot start at similar
values on the flattest terrain module. The ODE predictions decrease faster for higher
slopes since ODE more often estimates low stability due to just three valid contact points.
With increasing slopes the IGM stability estimates of all approaches vary stronger due
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to more and more emerging terrain characteristics. The ODE estimates vary less in
steeper environments since the values approach zero stability. The variations within the
set of sigma point predictions are almost constant for IGMS. This is caused by the
normalization of the regression planes. For ODES the fluctuations are relatively large
at low slopes and decrease for higher slopes since greater numbers of sigma points are
predicted to be unstable.
Similarly, the ODE stability estimates for the Packbot robot decrease faster than the
IGM estimates. Again ODES predicts the lowest values. In contrast to the Telemax
robot, the stability estimates vary more strongly. The standard deviation of the IGMS
sigma point predictions has a similar size than those for the Telemax. For ODES the
standard deviation of the sigma point estimates is considerable larger for the Packbot.
These sets of experiments underline the fact that in general the Packbot is the more
stable system compared to the Telemax. Compared to the ODE methods, the IGM
approaches estimate higher stability values due to the normalizing effect of the regression
planes. The estimates of the IGM variants are quite close together. The ODES stability
predictions are noticeably lower than the ODED.
6.1.5.6 Discussion
With only few exceptions the curves of the stability estimates related to IGM methods
are smoothly decreasing with increasing difficulty of the terrain. Due to the normalizing
effect of the plane fittings, edges are less influential. Therefore, the IGM methods tend
to overestimate the stability in general but are quite accurate in realistic situations as
discussed later. IGMD and IGMS usually produce very similar estimates. Only if the
noise in the robot state or the terrain model affects the roll-stability while the general
terrain shape does not, or if the robot state is just stable/unstable, IGMS predicts
different stability values. In these cases the IGMS estimates usually tend toward the
ODE predictions. However, since the differences between IGMD and IGMS are very
small, the stochastic version results in too little improvement to justify the significantly
higher computational effort.
This leads to another important point not discussed so far, namely the computational
complexity and the run time. Table 6.3 depicts the run times for all compared approaches
split up for the two robots and the different terrains. It shows that the main advantage
of the IGM approaches is their very low run time. The computing time of the different
approaches differ significantly. IGMS is about three orders slower than IGMD.
The ODE-based simulation methods estimate lower stability values in general. While
the predictions of the ODE methods and the IGM methods are very close for flat inclined
surfaces, they are more apart on stairs and even more on single steps and the random
terrains. Since the ODE methods consider the actual shape of the terrain, their predic-
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Table 6.3: The average run times over all estimations in the respective scenarios. The values
are in milliseconds measured on a computer with a 3.33GHz Intel Xeon CPU and 12GB memory.
Robot Maps IGMD ODED IGMS ODES
Telemax
Planes 0.47 104.69 19.91 12 897.23
Stairs 0.57 222.06 19.52 20 128.98
Steps 0.94 293.98 19.98 24 358.19
Random 0.42 239.57 17.26 34 321.18
Packbot Random 0.20 107.41 14.31 24 372.07
Figure 6.17: The testing hill (left) and the hill of rubble (right).
tions are more accurate. Also the curves are less smooth compared to the IGM curves
and not necessarily decreasing in more difficult or inclined terrain. Especially on the
single steps it becomes apparent that considering the actual terrain shape can increase
the stability if the robot state diminishes the influence of the step edges. In general,
because the shape of the terrain is accounted for by the ODE methods, the stability
estimates of ODES are lower compared to the other approaches. The run times of the
ODE methods, even of ODED, are significantly higher compared to the IGM approaches.
ODED is by an order of four slower than IGMD. ODES can require more than 30 seconds
depending on the complexity of the terrain to make a good prediction. Therefore, the
ODE run times are prohibitively high for planning algorithms which have to evaluate
several 10 000 configurations.
If time is not an issue, ODES represents the best choice as it is the most accurate and
most valid method. However, for real applications the high computational efforts of the
ODE methods become a factor. This begs the question whether the IGM approaches
and, due to the aforementioned reasons, especially IGMD can be used in realistic real-
world scenarios. To answer this question, first, we concentrate our discussion of the
IGMD performance on the realistic scenarios in the previous experiments. Second, we
take a look at two real-world environments (figure 6.17).
As mentioned earlier, inclined terrain is approached best in the direction of its gradient.
This is yet more important on stairs or steps with discrete contact points. Even if not
all of the inclined flat surface scenarios (section 6.1.5.2) are realistic, IGMD and ODED
predict almost identical stability for these scenarios. Driving on inclined terrain requires
an actuator configuration with a large area of ground contact. That provides high
support for the robot while maintaining a low center of gravity. Therefore, a good
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(a) Plane RMSE for the Packbot (left) and the Telemax
(right) on the testing hill environment. Areas with small
errors are green, high error areas are red.
(b) Plane RMSE in cm for the testing hill environment.
(c) Plane RMSE for the Packbot (left) and the Telemax
(right) on the hill of rubble environment. Areas with small
errors are green, high error areas are red.
(d) Plane RMSE in cm for the hill of rubble environment.
Figure 6.18: Root-Mean-Squared Error in cm of the regression planes for the robot footprints
on two real-world terrains. The RMSE for the larger Telemax footprints is shown in red; the
RMSE for the smaller Packbot footprints is shown in green.
way to traverse stairs is with configuration C21 and 0◦ offset to the stairs gradient
(figure 6.9d). The predictions of IGMD and ODED are again almost the same up to an
inclination of 30◦. The manufacturer-specified operating limit for the Telemax is 45◦
slope. Traversing stairs of inclinations so close to the operating limit autonomously is
very risky and, hence, less realistic. The artificial step scenarios (section 6.1.5.4) do
not represent realistic scenarios. Such challenging terrain cannot be approached at a
45◦ angle. The experiments are meant to provide more insight into the methods and to
show their limitations. It is difficult to comment on how realistic the randomly chosen
positions in the final experiment series are. IGM estimates higher stability than ODE
which is problematic. The general shapes of the curves are similar enough such that
an appropriate safety margin is able to adapt the IGM stability estimates to the ODE
estimates. Preceding experiments indicate that the difference in stability estimates is
due to risky combinations of robot state and terrain. Such combinations are usually
discarded by the planning scheme. However, it is reasonable to apply a safety margin
of 0.1, and thus, to view all IGM stability estimates below 10% as unstable and the
corresponding states as unfit for traversal.
Figure 6.18 and table 6.4 show the root-mean-squared error of the least-squares planes
on two real-world maps (figure 6.17): an artificial testing hill and a hill of rubble. The
graphs show the actual values and the colored maps the distribution of these values
across the terrain. Since the iRobot Packbot is smaller than the Cobham Telemax, its
footprints and the fitting errors are smaller. The extreme values are caused by fences,
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Table 6.4: RMSE values in cm for the two natural terrains “Testing Hill” and “Rubble” and
the two considered robots, the Cobham Telemax and the iRobot Packbot.
Robot Terrain Min Median 75% Quantile 90% Quantile Max
Telemax
Hill 0.108 1.382 2.543 4.387 36.054
Rubble 0.112 0.790 2.013 4.216 36.038
Packbot
Hill 0.083 1.063 1.935 3.367 27.383
Rubble 0.059 0.641 1.413 2.733 27.364
(a) Stability for the Packbot (left) and the Telemax
(right) on the testing hill environment.
(b) Stability for the Packbot (left) and the Telemax
(right) on the hill of rubble environment.
Figure 6.19: IGMD stability values for the Telemax and the Packbot robot on the two real-world
terrains. Shown is the mean stability determined with the maximal ground contact configuration
(Telemax: C21, Packbot: C17) over four orientations 0◦, 45◦, 90◦ and 135◦. High stability areas
are shown green, low stability areas are red.
lamp posts or trees. The median and the quantiles indicate that the RMSE for most of the
environments lies within the range considered in the previous experiments. Additionally,
figure 6.19 shows the testing hill and the hill of rubble colored with the IGMD stability
values for the Telemax and the Packbot robot. The values are the average over four
orientations, i.e. 0◦, 45◦, 90◦ and 135◦. The stability values in all figures show that IGMD
is able to provide a valid basis for a relative comparison of the stability within a planning
application. Therefore, the performance of IGMD in realistic scenarios is sufficiently
high to be used in our planning framework. Since it is also very fast, IGMD supports
reasonably fast planning in rough terrain. Section 9.5 presents field trials for which IGMD
was used within our planning framework to model the robot-terrain interaction.
6.2 Cost Function for Path Refinement
Using a subsequent planner to refine the initial path in rough areas allows the usage
of an alternative cost function. The different cost function accounts for the higher
importance of the robot’s safety in those areas. The previously discussed robot-terrain
interaction is a crucial part of the path refinement. It is the component which determines
the robot pose with respect to the actuator configuration and the terrain shape. The
estimated pose is used to predict the static stability of the robot. Besides the system’s
stability, the cost function integrates the environmental risk, its traction and the time
91
6.2 Cost Function for Path Refinement
consumed by translation, rotation and the actuator movements. It can be divided into
a safety term and a time consumption term.
6.2.1 System Safety
The safety of the system is affected by several factors. The safety value incorporates
the environmental risk and the configuration cost. The environmental cost is given by the
traversability analysis (section 5.2); the configuration cost is measured by the stability
of the system and an estimate of the traction.
6.2.1.1 Static System Stability
In this thesis the static stability of the robot is considered because the robot’s speed
is very low when traversing hazardous areas. The static stability of the robot is assessed
by using the Normalized Energy Stability Margin (NESM) (Hirose et al., 2001). The
NESM describes the minimal height difference the center of gravity overcomes when
rotated directly vertical over the edges of the supporting polygon. See figure 6.3 for an
illustration.
To define the stability cost, recall the NESM formulation from equation 6.9 in sec-
tion 6.1.3:
s = min
i
(hi), (6.18)
where hi is the normalized energy stability level for the ith boundary of the supporting
polygon. If s is positive, the state is stable, and unstable otherwise. The equilibrium
is reached at zero. The stability cost is derived from the stability s of a robot state x
through
S = 1− ξss(x), (6.19)
where ξs = 1smax is a normalization term using the maximum stability value of a given
robot model to scale the cost to [0, 1]. It can be determined through the most stable
configuration on flat ground.
6.2.1.2 Traction Estimate
When driving through rough environments the danger of tip-over is inherent. Lower
actuator configurations can increase the stability and prevent tip-overs. The weight
of the actuators is usually smaller than the weight of the robot’s chassis. Hence, the
actuators’ influence on the center of mass is relatively small. The stability may stay
almost the same for several consecutive actuator positions. The cost of moving the
actuators to such positions usually exceeds the benefit of a slightly more stable pose.
The stability changes primarily when a larger supporting area is achieved (figure 6.5).
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Even if a low actuator configuration does not lead to a significant increase in stability
by enlarging the supporting area, it may still be useful. Lower actuators are required as
intermediate steps to reach actuator configurations which increase the supporting area;
and, equally important, they are able to catch a potential tip-over before too much
momentum has built up. Hence, lower actuator configurations increase the safety of the
robot in general. Consequently, it is beneficial to plan such actuator movements. Since
such actuator configurations do not immediately gain stability, the stability measure is
not suited to value those configurations. Therefore, another cost incentive is required
to reward these actuator movements.
The traction of the robot can serve as such an incentive. It is increasingly important
when traversing rough terrain or obstacles. Classically, traction is quantified involving
friction and as such proportional to the normal force. However, relying on any physical
quantities which involve knowledge about terrain parameters is undesirable. It would
limit the entire algorithm to scenarios for which such information is available. Reliable
estimation of friction coefficients is difficult especially if the terrain material varies or
is unknown and tracked vehicles are used. Therefore, this work presents a traction
approximation which does not rely on friction parameters. Based on the fact that the
friction force between two objects often increases with the size of the real contact area
between those objects, the actuators’ ground contact is used as an indicator for traction.
In the approach introduced in this thesis, the ground contact of an actuator ck is
defined as its angle to the surface. The traction cost T of a state x is given as the
average over those n angles.
T =
ξt
n
n∑
k=1
|ψ(ck)− φ|, (6.20)
where ψ(ck) is a function providing the angle of actuator ck and φ is the surface angle.
ξt =
2
pi
normalizes the cost to [0, 1]. Hence, the smaller the angle, the greater the
estimated traction value, the safer the robot configuration in terms of traction. This
formulation provides a qualitative measure of the traction and approves the utility of
lower actuator configurations for rough terrain traversal. Hence, it serves the desired
purpose.
The safety term csafety of the cost function is composed of costs quantifying the terrain
costs and costs quantifying the state costs. The terrain costs are given by the value of
the traversability analysis (chapter 5.2). The state costs consist of the stability cost and
the traction cost. Since terrain and state costs are evenly important for a safe robot
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pose, they are weighted equally. Given two states xi,xj the safety cost is defined by
csafety(i, j) =
Rij +
1
2
(Sij + Tij)
2
, (6.21)
where Rij = max{Ri, Rj} is the maximum traversability value of both states. Similar,
Sij = max{Si, Sj} and Tij = max{Ti, Tj} are the maximum stability cost and the max-
imum traction cost, respectively. Interpolated states are considered when determining
the maximum values.
6.2.2 Execution Time
Since shorter paths are more desirable than longer paths, the cost function should
involve some measure of the path length. Moving the actuators requires time but does
not result in any spatial gain. Therefore, the execution time captures the actual path
length more accurately than a Euclidean distance measure would be able to do. The
refinement phase considers the time required for translation, rotation and the movement
of the actuators.
The initial path search defined the translational velocity as a function of the maximum
velocity and the terrain traversability (equation 5.3). The second planning phase keeps
this formulation but omits the safety weight for the single cost terms. Hence, the time
required for a translation from state xi to state xj is defined as:
tv = tv(i, j) =
dij
max (vmin, (1.0−Rij)vmax) ,
where dij is the distance between the positions corresponding to the states xi and xj,
and vmin and vmax are the minimal and maximal forward velocity in m/s, respectively.
Rij is defined like before as the maximum traversability value of both states. The
minimal velocity vmin specifies the velocity the robot should drive in the riskiest areas.
The velocity value should be chosen small enough such that the safety of the system is
not jeopardized by driving too fast.
The maximum rotational velocity which is physically possible depends on the ground
contact of the robot’s actuators. This is particularly conspicuous for the Telemax robot
(figure 4.1). If the actuators of the Telemax robot are completely stretched with maxi-
mum ground contact of 1.6m in length, rotating is almost impossible as the engines are
not strong enough to overcome the friction. To capture this effect, the rotational veloc-
ities for different actuator configurations were determined through several experiments.
We determined two functions which approximate this relationship for the Telemax and
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the Packbot robot (figure 6.20). For the Cobham Telemax this function is:
ω˜(ψ) =

0.204 −90◦ ≤ ψ < −11◦
0.085 −11◦ ≤ ψ < 21◦
0.0638ψ3 − 0.0676ψ2 + 0.0319ψ + 0.0201 21◦ ≤ ψ ≤ 80◦
For the iRobot Packbot this function is:
ω˜(ψ) =

0.7854 −180◦ ≤ ψ ≤ 16◦
−0.3254ψ + 5.9974 16◦ < ψ ≤ 18◦
−0.0515ψ3 + 0.3519ψ2 − 0.3888ψ + 0.2486 18◦ < ψ ≤ 162◦
0.7854 162◦ < ψ ≤ 180◦
Even though different surfaces are not considered, the quantities are sufficient for
planning at this level of detail. The essential information these values provide is that the
maximal rotational velocity varies with the robot configuration, and some configurations
are more qualified for turning than others.
Using this information, the time required for turning from state xi to state xj is given
by
tω = tω(i, j) =
|θi − θj|
1
2
(ω˜(ψi) + ω˜(ψj))
,
where θi and θj are the orientations of the poses corresponding to xi and xj, respec-
tively. ω˜(·) provides the rotational velocity of an actuator configuration through the
approximated function in rad/s. Further, ψi and ψj are the average actuator angles of
xi and xj, respectively.
Similar to the previous equations, the cost of the actuator movements is given by the
Figure 6.20: Functions which model the dependency of the maximal rotational velocity on the
actuator configuration. Left: Cobham Telemax. Right: iRobot Packbot.
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time needed to transform one actuator configuration into another.
ta = ta(i, j) = max
k
( |ck(i)− ck(j)|
vk
)
,
where ck(i) and ck(j) are the values of the kth actuator of states xi and xj, respectively.
vk is the actuator velocity of the kth actuator in rad/s.
To derive the final time cost from the three separate time measures, we use an ex-
ponential function. It allows us to map the time values to [0, 1] (Huang et al., 2006).
Additionally, it can handle “outliers”, i.e. motions which require a lot of time, automati-
cally. This is especially necessary for sampling algorithms, which draw states at random.
There is no maximal duration determinable which could be used for normalization.
ctime(i, j) = 1− e−0.5||t(i,j)||, (6.22)
where t(i, j) = (tv(i, j), tω(i, j), ta(i, j))ᵀ is the vector containing the different time
measures.
Finally, the cost function used in the planning phase for refining initial path segments
combines the safety cost csafety and the time cost ctime as given by equations 6.21 and
6.22, respectively. The trade-off between safety and speed can be adjusted by w2 ∈ [0, 1].
Given two neighboring states xi and xj the cost of the transition is defined by
c(i, j) = w2csafety(i, j) + (1− w2)ctime(i, j). (6.23)
This cost function is only used for path refinement, i.e. in rough areas. It may
not be applicable in flat areas. In flat areas a default actuator configuration satisfies
the safety requirements. With respect to this work, the default actuator configurations
are C45 = (45◦, 45◦, 45◦, 45◦) for the Telemax robot and C45 = (45◦) for the Packbot
robot. Maximizing the stability through lower actuator configurations in flat areas is
not beneficial. On the contrary, it reduces the systems agility through a larger ground
contact. This requires time for moving the actuators and increases the time needed for
rotation. Thus, actuator movements should not be performed on flat ground, unless the
robot is preparing for a rough path segment.
Looking at rough path segments, the validity of transitions is subject to the mobility
constraints of the robot. The terrain traversability in terms of roughness, slopes and
height differences must be satisfied with the applied actuator configurations. In addition,
the stability becomes significantly more important in rough areas.
The safety weight w2 of the path refinement phase mainly influences the choice of
the actuator configurations. However, moderate path corrections are possible. A higher
safety weight forces the robot to reach safer states at each path position. A set of
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Rubble Query 1
Rubble Query 2
Hill Query 1
Figure 6.21: Safety weight (w2) effect on the path refinement for three different queries. No
course corrections are allowed during refinement to eliminate the effect of different routes.
The three queries are depicted on the right hand side. The graphs show the path safety in an
arbitrary unit used as comparative measure (top), the paths’ execution time in minutes (middle)
and the number of actuator changes (bottom).
experiments illustrates the effects of different safety weights. Three different paths are
refined using the deterministic planner (chapter 7) with safety weights of 0.0, . . . , 1.0
in 0.01 steps. Path corrections during the refinement are prevented to eliminate effects
of different routes. This fixes the number of translations and rotations. The actuator
configurations remain adjustable and are the main tool to increase the safety of the
robot.
Figure 6.21 shows the safety value of the paths in an arbitrary unit used as comparative
measure, the paths’ execution time in minutes and the number of actuator changes for
three different paths. Raising the safety weight causes the actuators to alter more often
in order to reach better configurations in every single position. This increases the total
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safety of the path. Similar, more state corrections through actuator adjustments and
turning with more ground contact result in a higher execution time. For these examples,
the execution time with a safety weight of w2 = 1.0 is larger by a factor of 5 to 7 than
for w2 = 0.0. Although the actuator changes occasionally decrease, both the safety and
the execution time still rise. The rising safety is explained by the fact that a very stable
actuator configuration is applied over several consecutive positions making intermediate
changes unnecessary; the rising execution time is due to the lower rotational velocities
of more stable configurations with more ground contact.
Ultimately, the planning of the actuator positions is essential to increase the safety of
the robot system during rough terrain traversal. However, this leads to a significant in-
crease of the path’s execution time. The safety weight of the path refinement constitutes
the second weight to adjust the behavior of the algorithm. The safety weights should be
chosen close to each other or even equal to represent a consistent objective. This being
said, this thesis deliberately chose two weights to stress the fact that the path refine-
ment considers additional aspects, like the robot pose and the system stability, which
the initial path search does not. Appropriate weights depend on the application and the
robot model. However, moderate values are advisable and both, safety and time, should
be represented. Values of 0.5 ≤ w2 ≤ 0.85 provide a good trade-off between safety and
time as supported by the graphs in figure 6.21.
6.3 Discussion
This chapter introduced a novel geometry-based method (IGM) to estimate the robot-
terrain interaction of actively reconfigurable robots. The method approximates the ter-
rain through least-squares planes to reduce the computational complexity of the pose
estimation. A systematic comparison with a state-of-the-art quasi-static physics simula-
tion showed that the new IGM approach allows competitive static stability estimates in
realistic situations. In addition it is significantly faster than a physics simulation, i.e. by
a factor of 2.7 ·103 on average depending on the terrain complexity. Thus, IGM is a valid
and practical alternative to a physics simulation. The results are competitive in realistic
scenarios whereas the quality decreases if the plane approximation is not correct. The
evaluation also revealed that using a stochastic approach to include uncertainties about
the robot state and the terrain model into the prediction results in only little benefit
since the normalizing nature of the plane approximation diminishes the influence of the
random fluctuations.
This chapter also presented the cost function of the path refinement. The robot pose
estimated by the robot-terrain interaction model is used to predict the static stability
of the robot. This stability estimation, the terrain traversability, an qualitative traction
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measure and the time required for translation, rotation and the actuator movements are
considered by the comprehensive cost function. It is used to evaluate the utility and
quality of a robot pose during planning. However, states of the form of xsc, like defined
above, introduce a large high-dimensional search space, which cannot be searched ex-
haustively for the entire map. Therefore, the path refinement focuses on the proximity
of the initial path, more precisely on the path segments which lead through rough ar-
eas. The following two chapters describe how focusing on the path is implemented for
the deterministic approach (chapter 7) and for the randomized approach (chapter 8),
respectively.
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The A* planner is one of two planners introduced in this thesis to perform the refine-
ment of the initial path’s rough segments. It is a combinatorial planner which uses a
modified version of the Adaptive A* algorithm (Koenig and Likhachev, 2006). The A*
planner searches a discrete state space within a tube around rough path segments and
expands nodes only if required to save memory consumption and computational time. It
is guaranteed to find the best solution and to evaluate the fewest nodes possible.
This work introduces several adjustments and extensions made to the original Adaptive
A* algorithm. Section 7.1 discusses the modified algorithm. The refinement concentrates
on the area around the initial path (section 7.2). The new heuristic resembles the
developed cost function (section 7.3). Further, the heuristic allows for fast replanning
to the same goal (section 7.4). Section 7.5 closes the chapter with a discussion of the
newly developed algorithm.
7.1 Search Algorithm
The deterministic planner utilizes a modified Adaptive A* algorithm to find minimal
cost paths. A previous version of the planner used the Dijkstra algorithm (Brunner et al.,
2012b, 2013a, 2014b) but this was changed for the following reasons. The A* algorithm
is a widely used graph search algorithm. As a heuristic search algorithm it has several
advantages over the Dijkstra algorithm. Like the Dijkstra algorithm, the A* algorithm
too is guaranteed to find the best solution, i.e. it is complete and optimal. In addition,
it considers the minimal number of nodes possible if its heuristic is admissible. Hence,
A* allows to use less memory by developing the graph iteratively during the search such
that only necessary nodes are allocated. Because the validity of a state and of the con-
nections to this state are tested upon its allocation, this also saves computational time.
The Adaptive A* algorithm (Koenig and Likhachev, 2006) remembers the information
acquired in previous searches and solves several similar search queries faster.
The A* planner searches a state graph Gs = (Vs, Es) which models a discrete subset
Xs ⊂ X of the state space. Each vertex v ∈ Vs corresponds to a state x ∈ Xs. Each
edge eij ∈ Es models a valid transition from state xi to xj. The validity of a transition
is subject to the movement constraints of the robot model. The environmental risk must
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Algorithm 7.1 Tubed Adaptive A* Search (G(V,E), Stube, vstart, vgoal)
1: if i = 0 then
2: i← 1
3: for all vertices v ∈ V do
4: if v /∈ Stube then
5: remove v from P [·], g[·], h[·], f [·], search[·]
6: continue
7: end if
8: if v /∈ Pprev then
9: P [v]← ∅
10: g[v]←∞
11: end for
12: initializeState(vstart)
13: initializeState(vgoal)
14: g[vstart]← 0
15: f [vstart]← g[vstart] + heuristic(vstart)
16: PQopen ← {vstart}
17: Sclosed ← ∅
18: pathSearch(vgoal, PQopen, Sclosed, Stube)
19: Cpath[i]← g[vgoal]
20: i← i+ 1
21: return Pprev ← path(P , vgoal)
not exceed the safe region, the stability of the system must be satisfied and the height
differences must be bearable with the applied actuator configurations. The edge weights
are given by the cost function derived in the previous section, i.e. equation 6.23:
c(i, j) = w2csafety(i, j) + (1− w2)ctime(i, j)
As described in chapter 3, the Adaptive A* utilizes the information from previous
queries to solve similar queries faster. The algorithm keeps track of the current itera-
tion i, the previous path costs Cpath and the iteration in which a state was initialized
search[·]. In each iteration the algorithm performs an A* search. The updated heuristic
is integrated in the initializeState(·) function. The function path(·) backtraces the
path using the predecessors array. If the goal is not reachable (g[t] =∞), the function
returns an empty path.
The developed deterministic planner uses a modified Adaptive A* search to find valid
paths within the state graphGs (algorithm 7.1). The main procedure must be adjusted to
meet the new requirements. Combinatorial planners suffer from a high memory consump-
tion due to the construction of a graph which covers the state space; this is especially
apparent for the presented planning problem because the graph models a potentially
high dimensional space. In contrast to the original algorithm, the modified version post-
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Algorithm 7.2 initializeState (v)
1: if search[v] 6= i and search[v] 6= 0 then
2: if f [v] < Cpath[search[v]] then
3: h[v]← Cpath[search[v]]− g[v]
4: h[v]← max{h[v], heuristic(v, Pprev, Cpath)}
5: g[v]←∞
6: else if search[v] = 0 then
7: h[v]← heuristic(v, Pprev, Cpath)
8: g[v]←∞
9: end if
10: search[v]← i
Algorithm 7.3 pathSearch (vgoal, PQopen, Sclosed, Stube)
1: while PQopen 6= ∅ do
2: u← arg minv∈PQopen f [v]
3: if u = vgoal or u ∈ Pprev then
4: break
5: PQopen ← PQopen \ {u}
6: Sclosed ← Sclosed + {u}
7: N ← neighbors(u)
8: for all neighbors v ∈ N do
9: if v /∈ Stube or v ∈ Sclosed then
10: continue
11: initializeState(v)
12: d← g[u] + dist(u, v)
13: if d ≥ g[v] then
14: continue
15: P [v]← u
16: g[v]← d
17: f [v]← g[v] + h[v]
18: update PQopen
19: end for
20: end while
21: return costs f , predecessors P
pones the initialization of states. It initializes states only if they are expanded during the
search. Therefore, the computation of the heuristic value now exclusively takes place
in initializeState(·) (algorithm 7.2). Furthermore, the modified algorithm generates
nodes only upon request during the search (function neighbors(·) in algorithm 7.3).
Additional adjustments of algorithms 7.1 and 7.3 ensure the concentration of the search
to the tube around rough path segments. They are explained in more detail in sec-
tion 7.2. The new heuristic (algorithm 7.4) also requires modifications at several points
in the algorithm. A new variable Pprev stores the previous solution. It is used by the
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Figure 7.1: The initial path is divided into path segments through flat regions (yellow) and
segments through rough regions (purple). The tube (blue grid) focuses the search of the state
space to the proximity of rough segments of the initial path.
developed heuristic to increase the search efficiency. Sections 7.3 and 7.4 discuss these
modifications in more depth.
It is important to find a discretization which covers the state space reasonably well.
The spatial resolution of the state space should be the same as the motion graph’s reso-
lution of the initial path search. If a finer resolution is desired, both, the motion graph’s
and the state space’s resolution could be increased. The most common resolutions with
respect to the heading of the robot are 45◦ or 90◦, i.e. eight or four different orientations
in each position. The possible actuator values differ from robot to robot. However, very
folded configurations are of little use when traversing rough terrain and so are config-
urations which result in a very high center of mass. Therefore, the value range should
cover moderate configurations and configurations which result in high stability and high
traction states. A good spacing between actuator values depends on the computational
capabilities of the system. Values between 5◦ and 15◦ seem reasonable. Depending on
the number of actuators and whether they are linked, further restrictions are possible. It
also may be desirable to require the angles of all actuators to be equal or just the front
actuators or rear actuators to be equal. This reduces the combinatorial possibilities and,
in turn, allows to use a smaller spacing for instance.
7.2 Focusing the Path Search
To focus the refinement to the initial path’s rough segments, the algorithm considers
a subset of the possible robot positions. The positions which lie within a certain distance
to the rough segments of the initial path are evaluated. Those positions cover a tube-like
area around the initial segments.
The tube focuses the refinement to the promising area determined by the initial path
search (figure 7.1). Therefore, it prevents the algorithm from potentially searching the
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(a) 30 000 nodes and 25.42 s (b) 100 000 nodes and 93.01 s (c) 300 000 nodes and 281.06 s
(d) 30 000 nodes and 24.64 s (e) 75 815 nodes and 68.54 s
Figure 7.2: Without the focus the A* planner first explores the flatter area before considering
rougher parts of the environment. Concentrating the search to the initial path’s proximity is
more effective in finding a solution path to the desired goal. It requires less time and less
computational resources. The images show the state space expansion without (a-c) and with
(d-e) path focus. In e) a solution path is found.
entire map and from exceeding the system’s computational resources. Especially if the
initial path leads through rough areas, the algorithm would first explore a good part of
the flatter area before the costs allow the consideration of rougher areas. Figure 7.2
illustrates this behavior. The tube also provides a limit on the number of nodes which
can be expanded. In general, a wider tube leads to a greater number of expanded nodes.
Hence, the width of the tube is one factor to control the number of expanded nodes.
Therefore, the path focus renders the search feasible and reduces the planning time
compared to a non-biased search.
Because it increases the efficiency of the overall algorithm, the tube-like focus allows a
more detailed search in the area of interest. A similar mechanism was used in Stachniss
and Burgard (2002) to integrate planning and collision avoidance in a 5-dimensional
state space. To introduce this focus to the initial path, lines 4-7 in algorithm 7.1 ensure
that the data structures contain only information about nodes within the tube. During
expansion algorithm 7.3 (line 9) considers only neighbors which reside within the tube.
Hence, the open list PQopen and the closed set Sclosed of the algorithm do only contain
nodes within the tube.
The width of the tube determines the spatial state space expansion around rough path
segments. The tube width allows to tradeoff the state space expansion against planning
time. A wider tube induces a larger search area for solutions. A tighter tube focuses the
refinement stronger to the initial path. Since the refinement considers additional robot
105
7.3 Improving the Heuristic
Algorithm 7.4 heuristic (v, Pprev, Cpath)
1: if Pprev = ∅ then
2: return heuristic(v)
3: else
4: min←∞
5: for all vertices p ∈ Pprev do
6: if heuristic(v) + Cpath[i− 1]− g[v] < min
7: min← heuristic(v, p) + Cpath[i− 1]− g[p]
8: end for
9: return min
10: end if
state properties which the initial search did not, the tube should not be chosen too
small to still allow path corrections. On the contrary, depending on the computational
resources available and the desired planning time, the tube should not be chosen too
large. If the tube includes a more cost effective route or shortcuts, a wider focus can
allow a better solution as a more narrow one. However, this solution may differ strongly
from the initially desired safety-time trade-off. In this work a tube width of two hops
distance to the initial path is chosen.
7.3 Improving the Heuristic
The A* heuristic estimates the expected costs from a node to the goal. It must
have certain properties and influences the number of nodes expanded and, thus, mem-
ory consumption and planning time. The better the heuristic approximates the actual
costs, the fewer nodes are visited. Consequently, the efficiency of the search increases.
Therefore, a good heuristic models the true costs as closely as possible. However, the
A* heuristic must be admissible, i.e. it must not overestimate the true costs to reach
the goal at any time. An admissible heuristic guarantees the optimality of the A* search
such that it finds the best solution while expanding as few nodes as possible. The A*
implementation of this thesis uses an open list and a closed set; hence, it processes no
node more than once. This requires the heuristic to also be consistent, i.e. it must
satisfy h(xi) ≤ c(xi,xj) + h(xj) for all xi,xj ∈ Xs.
The heuristic h(x) developed in this thesis is a best case estimation of the true
cost from a state x ∈ Xs to the goal state g ∈ Xs (algorithm 7.4). If x and g
are not neighboring states, c(x, g) represents the minimal path cost from x to g, i.e.
c(x, g) =
∑n−1
i=0 c(xi,xi+1) for x0 = x and xn = g. It assumes a flat environment
and perfect stability and traction on a line-of-sight path to the goal. All actions are
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performed with maximum speed, hence, minimal time requirement.
h(x) = h(x, g)
= min (c(x, g))
= w2 min (csafety(x, g)) + (1− w2) min (ctime(x, g))
Consequently, all states on this path will have perfect utility and no safety costs with
respect to the cost function (equation 6.23). Thus, the safety cost term (equation 6.21)
becomes zero, leading to
h(x) = (1− w2) min (ctime(x, g)) .
Further, all actions can be executed with maximum speed. Hence, the time required
for these actions are minimal. Let vmaxt be the maximal translational velocity in m/s,
max ω˜(·) the maximal rotational velocity in rad/s and vmaxa the maximal actuator ve-
locity in rad/s. d(·) depicts the spatial distance between two states. Then the minimal
time functions are given by:
tminv (x, g) =
d(x, g)
vmaxt
(7.1)
tminω (x, g) =
|θx − θg|
max ω˜(·) (7.2)
tmina (x, g) =
maxk |ax,k − ag,k|
vmaxa
(7.3)
With these definitions a time norm can be defined as follows:
‖x− g‖time =
√
tminv (x, g)
2 + tminω (x, g)
2 + tmina (x, g)
2
Since ‖x− g‖time is a combination of the norms 7.1, 7.2 and 7.3, it satisfies the norm
axioms.
The heuristic h(x) of a state x is therefore the normalized minimal time required to
transform the state x to the goal state g.
h(x) = h(x, g)
= (1− w2) min (ctime(x, g))
= (1− w2)(1− e−0.5‖x−g‖time) (7.4)
This heuristic is admissible because all safety costs are minimal and the actions are
performed with maximal velocities and require minimal time. Hence, the heuristic un-
derestimates the actual costs since any other path cannot involve less safety costs and
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cannot be executed faster. For any two distinct states xi,xj ∈ Xs it holds
h(xi,xj) = (1− w2) min (ctime(xi,xj))
≤ (1− w2)ctime(xi,xj)
≤ w2csafety(xi,xj) + (1− w2)ctime(xi,xj)
= c(xi,xj). (7.5)
The heuristic is also consistent. To be consistent, it must hold h(xi) ≤ c(xi,xj) +
h(xj) for all xi,xj ∈ Xs. If xi = xj, then c(xi,xj) = 0 and h(xi) = h(xj). Let
xi 6= xj be two arbitrarily distinct states. With equation 7.5 follows that
h(xi, g) ≤ h(xi,xj) + h(xj, g)
≤ c(xi,xj) + h(xj, g). (7.6)
Hence, according to equation 7.6 it is sufficient to show h(xi, g) ≤ h(xi,xj)+h(xj, g).
To this end, the zero addition can be used to proof this inequality.
h(xi, g) = (1− w2) min (ctime(xi, g))
= (1− w2)(1− e−0.5‖xi−g‖time)
= (1− w2)(1− e−0.5‖xi−xj+xj−g‖time)
≤ (1− w2)(1− e−0.5‖xi−xj‖time+‖xj−g‖time)
= (1− w2)(1− e−0.5‖xi−xj‖timee−0.5‖xj−g‖time)
≤ (1− w2)(1− e−0.5‖xi−xj‖time + 1− e−0.5‖xj−g‖time)
= (1− w2)(1− e−0.5‖xi−xj‖time) + (1− w2)(1− e−0.5‖xj−g‖time)
= h(xi,xj) + h(xj, g) (7.7)
The exponential term 1− e−0.5‖xi−g‖time is greater or equal to 0 and less or equal to 1.
Therefore, the second inequality is valid since in general it holds for 0 ≤ a, b ≤ 1:
1− ab ≤ 1− a+ 1− b
⇔ 0 ≤ 1− a− b+ ab
= (1− a)(1− b). (7.8)
As a, b ≤ 1, the factors (1− a) and (1− b) are greater zero. In conclusion, the heuristic
h of equation 7.4 is admissible (equation 7.5) and consistent (equation 7.7). Thus, it
represents a valid heuristic for the algorithm introduced in this thesis.
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7.4 Replanning Strategy
The Adaptive A* algorithm is specially developed to solve similar queries more effi-
ciently by reusing previous search results. The original algorithm allows changing start
and goal states. This work concentrates on planning queries to the same goal. That is
the case if the robot deviates too far from the current plan and the controller requests
a new plan. Because of the high memory requirements of such combinatorial planners,
especially in the potentially high-dimensional problem at hand, the algorithm does not
keep any data if the goal state changes.
At the beginning of an iteration only states which reside within the tube are kept; all
other states are discarded (see algorithm 7.1 lines 4-7). This helps to reduce the number
of states which must be generated anew. In addition, the existing states do not need to
be tested for validity again. As this already saves computational time, the main boost
comes from an extended heuristic. The new heuristic is used if a previous solution Pprev
exists. It considers each state p ∈ Pprev of the solution from the previous search as a
goal state (lines 4-8 of algorithm 7.4). The heuristic value is the minimal estimate of
all heuristic values to a previous solution state p plus the corresponding cost to reach
the goal state from that state CPprev(p, g). Since those states are part of the previous
optimal solution, the costs to reach the goal from there are already minimal. Since the
goal state has not changed, it is also part of the previous solution and is considered by
this heuristic.
hN(x) = hN(x, g)
= min
p∈Pprev
{h(x,p) + CPprev(p, g)} (7.9)
From the previous search we know the optimal way from each state p of the previous
solution P to the goal. Therefore, the search terminates if the current state is either
the goal state or one of the previous path states (line 3 of algorithm 7.3). Since the
search stops earlier if a state of the previous solution is reached, the planning time may
decrease significantly.
This heuristic is also admissible because it uses the admissible heuristic of equation 7.4
to one of the previous solution states p and adds the minimum cost to reach the goal
from this state CPprev(p, g). Hence, it always underestimates the true cost. Let x ∈ Xs
and P be the previous solution path, then
hN(x) = min
p∈Pprev
{h(x,p) + CPprev(p, g)}
≤ min
p∈Pprev
{c(x,p) + CPprev(p, g)}
= c(x, g). (7.10)
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The consistency of this heuristic also follows from the consistency of the first heuristic
of equation 7.4. Let xi,xj ∈ Xs two arbitrary distinct states. It is to show that hN(xi) ≤
c(xi,xj) + hN(xj). However, as h(xi,xj) underestimates the costs (equation 7.5), i.e.
h(xi,xj) ≤ c(xi,xj), it is sufficient to show hN(xi) ≤ h(xi,xj) + hN(xj). The proof
utilizes equation 7.8 and zero addition.
hN(xi, g) = min
p∈Pprev
{h(xi,p) + CPprev(p, g)}
= min
p∈Pprev
{(1− w2)(1− e−0.5‖xi−p‖time) + CPprev(p, g)}
= min
p∈Pprev
{(1− w2)(1− e−0.5‖xi−xj+xj−p‖time) + CPprev(p, g)}
≤ min
p∈Pprev
{(1− w2)(1− e−0.5‖xi−xj‖time+‖xj−p‖time) + CPprev(p, g)}
≤ min
p∈Pprev
{(1− w2)(1− e−0.5‖xi−xj‖time) + (1− w2)(1− e−0.5‖xj−p‖time)
+CPprev(p, g)}
= min
p∈Pprev
{h(xi,xj) + h(xj,p) + CPprev(p, g)}
= h(xi,xj) + min
p∈Pprev
{h(xj,p) + CPprev(p, g)}
= h(xi,xj) + hN(xj,p) (7.11)
To summarize, the heuristic hN of equation 7.9 is admissible (equation 7.10) and con-
sistent (equation 7.11). Therefore, it constitutes a valid heuristic with respect to the
application presented in this thesis.
A set of replanning queries demonstrates the reduction in planning time by this new
heuristic. Replanning was investigated for a plan on the hill of rubble and for a plan on
an artificial hill. The trench of the hill of rubble pose a clear preference area whereas the
artificial hill can be crossed at several positions equally well. For each original plan a total
of 20 replanning start positions are considered; 10 random positions within the planning
tube size (2 hops to the plan) and 10 random positions within the double planning tube
size (4 hops to the plan). Since replanning is triggered if the robot deviates too far
from the original path, greater distances are not considered. The experimental setup is
illustrated in figure 7.3.
Figure 7.4 shows the results for the individual replanning points in terms of node
expansion ratio with respect to the path length. In most cases the replanning heuristic
hN leads to a significant reduction of the replanning time. If replanning points are
positioned toward the end of the original paths (smaller solution length), the probability
that a completely new path is preferred increases. In such a case the new heuristic
cannot improve the planning time. These situations occur more often for the path on
the artificial hill due to its straight ending. Another effect which can be observed from
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Figure 7.3: Top: Original paths on the hill of rubble and an artificial hill environment. Bottom:
Experimental setup. It shows the single tube size (red), the double tube size (blue), the original
path (green) and the randomly selected replanning start positions (black). 10 restart positions
are in the single tube area and 10 are in the double tube area.
Figure 7.4: The node expansion ratio (replanning node expansions / planning node expansions)
for the hill of rubble (left) and the artificial hill (right).
comparing both experiments is that the original path on the hill of rubble is reused
more frequently than the original path on the artificial hill. The hill of rubble is more
restrictive and there are fewer solutions possible. In contrast, there exist several parallel
and almost equivalent solutions and no clear preference like a trench for the traversal of
the artificial hill. The less restrictive environment of the artificial hill is also the reason
why the difference between the single and the double tube area is more visible. On the
hill of rubble the distance to the original path is less important because all plans prefer
the trench.
The overall performance is depicted in table 7.1. Utilizing the previous solution to
define the new heuristic hN saves a significant amount of node expansions and com-
putational time. For the hill of rubble setup, the usage of hN saved on average about
47 seconds in planning time and 51 370 expansion steps. These values correspond to
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Table 7.1: Results of the replanning performance.
Hill of Rubble Artificial Hill
Original Solution
Planning Time 104.86 s 78.10 s
Expansions 120 268 nodes 90 240 nodes
Solution Length 60 nodes 43 nodes
Replanning Solutions
Avg. Time Saved 46.97 s (78.26%) 22.92 s (52.48%)
Avg. Expansions Saved 51 370.2 nodes (79.36%) 25 981.9 nodes (51.20%)
Avg. Solution Length 31.35 nodes 21.9 nodes
reductions of more than 78% and 79% compared to planning anew. Due to the afore-
mentioned reasons, the decrease for the artificial hill scenario is smaller but nevertheless
significant. Compared to planning without previous information, the hN heuristic saved
about 23 seconds in computational time and 25 982 node expansions, i.e. 52% and 51%
respectively. Therefore, the new heuristic is an effective tool to increase the efficiency
of replanning significantly.
7.5 Discussion
The A* planner uses a modified Adaptive A* to refine the rough segments of the
initial path. The planner implements a path focus which concentrates the state space
expansion on the area around the initial path. The introduced heuristic approximates
the cost function presented in the previous chapter (equation 6.23). Replanning queries
can be answered very fast because the Adaptive A* remembers the information from
previous searches and saves computational time. Especially the developed heuristic for
replanning requests increases the efficiency significantly.
The Adaptive A* finds the optimal solution in the state space while visiting the mini-
mum number of nodes possible. It is guaranteed to find the optimal solution if a solution
exists. Another advantage of this planner is the very low number of parameters. Only the
width of the tube and the discretization of the state space are arbitrary. This makes the
planner very easy to use and to control. In addition, the solutions and more importantly
the solution quality are better assessable compared to a randomized approach. Combi-
natorial planners, like the planner presented in this chapter, were successfully applied to
similar planning problems and are able to provide good solutions in a reasonable amount
of time.
However, planning on a discrete state space bears some inherent problems. The plan-
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ners are limited by the discretization since they are bound to the grid. This may prevent
them from finding better solutions which are not represented by the grid structure. For
instance, this is the case if the grid is not aligned with an inclination. In such scenarios,
discrete planners can only produce paths which are skew to the slope. Also combina-
torial planners usually do not scale well with the problem dimensions since the state
graph grows exponentially with the dimensions. Randomized algorithms overcome those
limitations by sampling a continuous state space. Hence, the next chapter presents a
randomized approach.
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The second method to refine the initial path’s rough segments is based on a random-
ized algorithm. Among other asymptotically optimal sampling-based methods, Karaman
and Frazzoli introduced the RRT* algorithm (Karaman and Frazzoli, 2011). The algo-
rithm guarantees asymptotic optimality through rewiring of the planning tree according
to a cost function. Therefore, the RRT* is better suited for planning problems in rough
environments than non-optimal methods.
This chapter describes a randomized planner. The first version of this planner used
an unidirectional RRT* to refine the rough segments of the initial path in a continuous
state space (Brunner et al., 2013b). State space sampling is more efficient compared to
control space sampling if environmental constraints severely limit the space of accept-
able motions (Howard et al., 2008). The current version utilizes a bi-directional RRT*
algorithm (Jordan and Perez, 2013). For geometric or state space planning problems a
bi-directional search is usually more efficient (LaValle, 2006). However, the problem of
using randomized planners in constrained environments is that the number of acceptable
solutions is very small. This is the so called narrow passage problem. To mitigate this
problem, the sampling of new states is controlled through biasing, for instance.
This chapter presents several adjustments and extensions to the basic bi-directional
RRT* algorithm. The planner uses the path of the first planning phase to initialize the
planning trees (section 8.1). The planner also utilizes a sampling procedure which serves
two purposes. First, it biases the spatial sampling to focus the search to the area around
rough path segments (section 8.2). Second, it uses a heuristic to guide the actuator
sampling based on the utility of actuator configurations (section 8.3). Further, states
are rejected if their costs do exceed the costs of the current best solution, i.e. if they
cannot contribute to the optimal solution (section 8.4). Finally, in such environments
replanning is an important issue. Instead of discarding the previous trees and planning
completely anew, the planner keeps the goal-tree to increase efficiency and solution
quality (section 8.5).
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Algorithm 8.1 Tubed Bi-directional RRT* (Pinit, bpath, bact, N)
1: (Pbest, cbest)← (∅,∞)
2: Ts(Vs, Es), Tg(Vg, Eg)← initialize(Pinit)
3: for i = 1 to N do
4: xrand ← sample(Pinit, bpath, bact)
5: xnearest ← nearest(Ts,xrand)
6: xnew ← steer(xnearest,xrand)
7: Xnear ← near(Ts,xnew)
8: Lnear ← ∅
9: for all xnear ∈ Xnear do
10: cnear ← cost(xnear) + cost(xnear,xnew)
11: if cnear > cbest then
12: continue
13: Lnear ← Lnear + {(xnear, cnear)}
14: end for
15: sort(Lnear)
16: findParent(Ts, Lnear, xnew)
17: rewire(Ts, Lnear, xnew)
18: xconnect ← nearest(Tg,xnew)
19: (Psol, csol)← connect(Tg, xconnect, xnew)
20: if csol < cbest then
21: (Pbest, cbest)← (Psol, csol)
22: prune(Ts)
23: end if
24: if uniformSample([0, 1]) < PV C then
25: randomVertexContraction(Pbest)
26: swap(Ts,Tg)
27: end for
28: return (Pbest, cbest)
8.1 Search Algorithm
Refining the initial path with a bi-directional RRT* allows to search for asymptotically
optimal solutions within a continuous state space. This is a considerably larger space
compared to the discrete state space used by the A* planner (chapter 7). Due to the
continuous state space, this version of the planning scheme has access to a larger set
of solutions and, hence, the potential to better cope with challenges. It also solves a
significantly harder planning problem than discrete state space planners do.
The biased bi-directional RRT* algorithm is shown in algorithm 8.1. In line 2 the
planning trees are initialized with the path from the initial path search (algorithm 8.2).
The first half of the path is inserted into the start-tree and the second half in reverse
order into the goal-tree. The planner samples a random state xrand from a continuous
state space Xc ⊂ X (algorithm 8.6). The sampling procedure implements a path
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Algorithm 8.2 initialize (Pinit)
1: Ts ← (Vs, Es), Tg ← (Vg, Eg)
2: l← length(Pinit)
3: xprev ← ∅
4: for all x ∈ Pinit[0 : l/2] do
5: Vs ← Vs + {x}
6: if xprev 6= ∅ then
7: Es ← Es + {(xprev,x)}
8: xprev ← x
9: end for
10: xprev ← ∅
11: for all x ∈ Pinit[l : l/2 + 1] do
12: Vg ← Vg + {x}
13: if xprev 6= ∅ then
14: Eg ← Eg + {(xprev,x)}
15: xprev ← x
16: end for
17: return Ts(Vs, Es), Tg(Vg, Eg)
Algorithm 8.3 findParent (T (V,E), Lnear, xnew)
1: for all (xnear, cnear) ∈ Lnear do
2: if collisionFree(xnear,xnew) then
3: if cnear + heuristic(xnew) < cbest then
4: V ← V + {xnew}
5: E ← E + {(xnear,xnew)}
6: break
7: end if
8: end if
9: end for
10: return T (V,E)
bias (section 8.2) and a category-based heuristic for the actuator values (section 8.3).
The biased RRT* algorithm iteratively builds a tree of states xi ∈ Xc. The closest
state from the current planning tree is determined using the nearest-procedure. If the
distance between two states exceeds a certain threshold, the steer-procedure returns a
state between those two states with distance to the first state equal to the threshold.
The near-procedure determines the set of states in the planning tree Xnear which are
at most a certain distance from the new state xnew apart. The neighbors which do not
exceed the costs of the current best solution are sorted by their costs (lines 9-15). The
algorithm identifies the neighbor which allows to reach the new state with the lowest
cost and inserts the state into the tree (algorithm 8.3). The costs are computed using
the cost-function derived in chapter 5 (equation 6.23). The collisionFree-function
117
8.1 Search Algorithm
Algorithm 8.4 rewire (T (V,E), Lnear, xnew)
1: for all (xnear, cnear) ∈ Lnear do
2: if cost(xnew) + cost(xnew,xnear) < cost(xnear) then
3: if collisionFree(xnew,xnear) then
4: xparent ← parent(T,xnear)
5: E ← E \ {(xparent,xnear)}
6: E ← E + {(xnew,xnear)}
7: end if
8: end if
9: end for
10: return T (V,E)
tests whether a state can be reached without any collisions. The validity of a transition
depends on the mobility of the robot. The traversability must stay within the safety
margin, the stability must be guaranteed and the height differences must be traversable
with the applied actuator configurations. If the distance between two states exceeds a
certain threshold, the motion is interpolated and the validity is evaluated at intermediate
positions. The threshold and the step size of the interpolation is directly deduced from
the robot size.
The function heuristic estimates the costs like in the A* algorithm. Therefore, the
RRT* algorithm uses the same heuristic as it was derived for the A* planner (equa-
tion 7.4). The asymptotic optimality of RRT* is achieved by rewiring the neighbors
according to their costs (algorithm 8.4). The bi-directional algorithm alternately adds
states to the start-tree and to the goal-tree. When states are added to the goal-tree, all
operations are performed in reverse order. The costs are computed from the children to
the parents and the validity of the transitions is also tested in the direction of driving.
This way the algorithm ensures valid paths in both trees. Algorithm 8.5 is used to con-
nect the start-tree and the goal-tree. The algorithm determines the nearest neighbors
in the other tree and selects the collision-free path with minimal costs to connect both
trees. If an iteration improves a solution, the tree is pruned by removing all states which
exceed the costs of the new solution (see section 8.4). To further straighten the solution
path, a random vertex contraction is performed. It selects two random states of the
solution and tries to directly connect them. If the new path is valid, the solution will be
updated; otherwise, it is discarded (algorithm 8.1 lines 24-26). Since the robot might
deviate from the planned path, especially in such environments like they are considered
in this work, replanning becomes more important. To profit from the previous planning
efforts, the planner keeps the goal-tree if it has to provide a new plan to the same goal
(section 8.5).
The RRT* algorithm uses an adaptive ball formulation to determine an appropriate
radius for the neighborhood area of the near-function. Setting the initial radius to the
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Algorithm 8.5 connect (T (V,E), xb, xa)
1: xnew ← steer(xb,xa)
2: Xnear ← near(T,xnew)
3: Lnear ← ∅
4: for all xnear ∈ Xnear do
5: cnear ← cost(xnear) + cost(xnear,xnew) + cost(xnew,xa) + cost(xa)
6: if cnear > cbest then
7: continue
8: Lnear ← Lnear + {(xnear, cnear)}
9: end for
10: sort(Lnear)
11: for all (xnear, cnear) ∈ Lnear do
12: if cnear + heuristic(xnew) < cbest then
13: if collisionFree(xnear,xnew) and collisionFree(xnew,xa) then
14: V ← V + {xnew}
15: E ← E + {(xnear,xnew)}
16: p← path(xnew,xa)
17: return (p, cnear)
18: end if
19: end if
20: end for
21: return NULL
Algorithm 8.6 sample (Pinit, bpath, bact)
1: r ← uniformSample([0, length(Pinit)])
2: (x, y)← gaussianSample(Pinit[r], bpath)
3: θ ← uniformSample(Pinit[r], pi2 )
4: c← sampleCategory(bact)
5: a(0, . . . , n− 1)← uniformSample(c)
6: xrand ← (x, y, θ, a0, . . . , an−1)
7: return xrand
same size as the path bias yielded good results. This way, the ball initially spans over
the complete width of the sampling area. As the number of states increases, the ball
radius is automatically reduced to keep the number of neighbors relatively stable. If the
radius is chosen too small, no neighbors will be found and rewiring will not take place.
If the radius is chosen too large, too many unnecessary configurations will be checked
for rewiring which slows down the algorithm.
The number of iterations the RRT* algorithms uses to find a refinement of the initial
path segment influences the quality of the solution and the run time. The appropriate
number depends on the length, difficulty of the path segment and the desired solution
quality. The longer the path segment, the more iterations are required to achieve a certain
sampling density. The harder the terrain, the harder to find good solutions and the more
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Figure 8.1: The left image shows an initial path and the path bias centered at the rough
segment. On the right an exemplary planning tree after 15 000 iterations is displayed. The start-
tree and the goal-tree of the bi-directional algorithm are dark blue and light blue, respectively.
iterations are needed. The more iterations are used, the more improvements to the
solution path are possible. However, if many iterations are performed for a short query,
the planning time increases drastically as many rewiring options are tested. Without
optimizing the number of iterations for each planning query, 10 000 iterations provide
most often a reasonable trade-off between planning time and quality of the solution.
8.2 Biasing the Path Search
The introduced sampling procedure (algorithm 8.6) accomplishes two things. First, it
implements a path bias bpath which focuses the search to the initial path’s rough seg-
ments. Second, it utilizes a category-based sampling heuristic to increase the efficiency
of the actuator sampling. This section concentrates on the path bias (see figure 8.1 for
an example).
The first planning phase provides an approximate solution. To focus the RRT* expan-
sion on the search space around the initial path’s rough segments, the planner samples
a position from a Gaussian distribution centered at the initial path. The sampling pro-
cedure first selects a position p on the path uniformly at random and then samples from
a two dimensional Gaussian distribution around p. The standard deviation σ of the
Gaussian distribution determines the degree of focus. This procedure approximates a
Gaussian distribution centered at the initial path. The orientation is sampled uniformly
at random centered at the orientation of p with a specified span, i.e. 90◦. The procedure
is illustrated by figure 8.2. Focusing the RRT* search to the area of the initial path is
similar to the local biasing approach in (Akgun and Stilman, 2011). It reduces the num-
ber of iterations required to achieve better solutions compared to a non-biased search.
Since the path bias prohibits the spread of the search, it is more useful and effective in
open terrains than in confined areas.
A set of experiments evaluated the effect of the path bias on the planning results.
It also allowed the selection of the best value for the path bias. Biases of σ = 2.0,
σ = 0.65, σ = 0.3, σ = 0.15 were compared to a non-biased search. The experiment
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Figure 8.2: Illustration of the path bias sampling: 1) initial path and initial planning tree
(blue), 2) random position on the path (green), 3) Gaussian distribution centered at the random
position (red) and the new sampled position (already connected to the planning tree), 4)-7)
repeated sampling (steps 2 and 3), and 8) the rewired planning tree. This procedure converges
to a Gaussian distribution centered at the initial path (figure on the right).
Figure 8.3: The six start and the six goal positions. All combinations of these positions result
in a total of 36 planning queries.
setup involved six start and six goal positions resulting in a total of 36 different planning
queries crossing a hill of rubble (figure 8.3). With random start and goal positions
it is difficult to guarantee a certain problem complexity. For each query the number
of necessary repetitions was determined by the Indifference-Zone Selection Approach
with the Rinott procedure and Multiple Comparisons with the Best (MCB) (Banks,
1998). Given the variance over an initial number of runs (n0 ≥ 10), the final number
of repetitions was determined with respect to a confidence of 95% (α = 0.05) and an
indifference zone of δ = 1.0. Meaning, the best approach is selected over the others with
95% probability whenever it is at least δ = 1.0 better. The number of RRT* iterations
was 10 000 for each query since it provides a good trade-off between planning time and
path quality.
Figure 8.4 depicts the results of the path bias experiments. It shows the mean costs
for each start-goal pair, the path costs for each path bias value and the number of times
the approaches provided the best solution. A path bias of σ = 0.3 outperformed the
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Figure 8.4: The results of the path bias experiments. The top image shows the mean costs
for each start-goal pair and all path bias values. For each column, the best approach is the one
with the lowest mean cost. The bottom left image depicts the mean cost values with respect to
the different path bias values. The green markers represent the average over all paths and the
MCB confidence intervals. The bottom right image shows the number of times the different
path bias values achieved the best solution.
other approaches for 21 queries out of 36. Using no path bias provided the best solutions
for nine queries. The other approaches achieved at most three times the best solution.
While these values exhibit a clear preference, the average costs over all paths show that
the different approaches are close. For a path bias of σ = 0.3, the average cost is lowest.
The costs increase for σ = 0.65 and are even higher for σ = 2.0. Hence, if the path bias
becomes weaker, the search spreads more and fewer high quality connections are found.
As a consequence, the costs increase. If the bias tightens the state expansion too much,
the costs also increase (σ = 0.15). The algorithm is more restraint such that it cannot
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Table 8.1: Results of the path bias experiments. The table shows the path cost, the MCB
confidence intervals for the difference to the best, i.e. µi −minl 6=i µl, and the planning time.
The stability values are normalized by the maximal stability. Since stability and execution time
are two quantities among others which are combined through the cost function, they may not
be consistent with the total costs. The values are averaged over all paths.
Path Bias Path Cost 95% Confidence Interval Planning Time
None 18.04 [−0.38, 1.62] 19.32 s
0.15 17.74 [−0.68, 1.32] 132.68 s
0.3 17.42 [−1.32, 0.68] 116.12 s
0.65 18.04 [−0.38, 1.62] 97.73 s
2.0 18.41 [−0.01, 1.99] 40.77 s
Path Bias Path Cost
Relative Stability Expected Execution Time
Min. Max. Avg. Min. Max. Avg.
None 18.04 0.009 0.999 0.648 50.29 s 925.38 s 260.16 s
0.15 17.74 0.017 0.984 0.636 47.13 s 982.17 s 339.19 s
0.3 17.42 0.017 0.984 0.673 50.27 s 953.08 s 274.49 s
0.65 18.04 0.018 0.989 0.635 50.98 s 907.31 s 328.69 s
2.0 18.41 0.013 0.994 0.637 40.92 s 955.55 s 266.83 s
Figure 8.5: The MCB confidence intervals for the path bias experiments.
select better alternative routes in the proximity of the initial path. The average costs of
an unbiased search are lower than for σ = 2.0 since the solution paths lead through the
flat area around the hill of rubble.
The actual values are summarized in table 8.1 and figure 8.5. The increasing time
requirements are due to a greater number of rewiring options. As the trees are more
dense, more neighbors are tested whether they can be reached cheaper through the new
node. However, this behavior is desired as it samples the search space around the initial
path more densely and explores more possible solutions. Hence, it increases the quality
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Figure 8.6: The images show exemplary planning queries with different path bias values. From
top left to bottom right, the values are “no path bias”, σ = 2.0, σ = 0.65, σ = 0.3 and
σ = 0.15. The planning trees are displayed after 10 000 iterations.
of the path. Figure 8.6 shows the sample planning trees for the different path bias values.
The images visualize two dimensions (x, y) of a high-dimensional state (3D position plus
n actuator values). They do not illustrate the orientations and actuator configurations.
Therefore, the displayed planning trees do not exhibit the RRT* characteristic structure
in every detail. The experiments show that the path bias increases the sampling density
in the area around the initial path and allows the algorithm to find better solutions within
fewer iterations.
The path bias specifies the standard deviation of the Gaussian distribution which is
centered at the initial path. It, therefore, determines the spatial dimensions of the area in
which the algorithm searches for an optimal solution. In general, the tighter this focus,
the fewer iterations are required to achieve solutions of comparable quality. However, if
the focus is too tight, the refinement may be too limited. For instance, shortcuts and
alternative routes in the proximity of the initial solution may be not available due to the
tight focus.
8.3 Sampling Actuator Configurations
The previous section discussed the biasing of the spatial state exploration. This section
discusses the exploration of the actuator subspace. Some robots have several actuators
which can be controlled separately, like the BlueBotics Absolem, the Kenaf robot or the
Cobham Telemax (see figure 2.1). Due to the independent actuators, the state spaces
of such robots are considerably larger. The actuators allow the robot to assume many
different configurations. However, the better part of them is usually less suited for safe
traversal.
The robots can use their actuators to compensate for the terrain and assume safe
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poses even in rough areas. Certain actuator configurations are useful in certain situa-
tions. However, not all situations are equally likely. In fact some are extremely dangerous
and are avoided during planning. For instance, actuator configurations which mitigate
roll-angles of the robot are useful in situations if the robot drives orthogonally to the
inclination of a hill. However, such movements are not preferred by planning applica-
tions unless absolutely necessary. Similar, situations which require all actuators to be
different are most likely associated with very complex and difficult maneuvers. Thus,
such situations are also better avoided by planning algorithms. Another aspect to keep
in mind is the traction of the robot with different actuator configurations. Compared to
the two following categories, the just discussed actuator categories typically have worse
traction, which is another reason why they should be less favored. Driving with such
actuator configurations is more likely to result in a different motion than planned or may
even fail.
Keeping all actuators at the same angle limits the robot’s options to compensate the
terrain inclinations. However, on ramps or stairs such configurations are still very useful.
When reaching the ending of the inclination, it is more advantageous to adjust the front
and rear actuators separately to smooth the transition onto the leveled ground. Most
rough terrain is approached best by directly facing its gradient. This mainly effects the
pitch angle of the robot. Through independent front and rear actuators the pitch angle
can be controlled best.
In summary, the four discussed actuator configurations are the following:
• all actuators different,
• all actuators equal,
• left as well as right actuators equal, and
• front as well as rear actuators equal.
To account for the distinct utility of these categories, the sampling procedure (algo-
rithm 8.6) also implements a category-based heuristic to sample actuator configurations.
It increases the efficiency of the search algorithm by directing the state expansion with
respect to the actuator configurations. The biasing of the actuator sampling is more
important in restrictive areas where only a few good or even safe solutions exist. If the
terrain is relatively easy, many actuator configurations would allow safe traversal and the
search could be less biased.
The actuator sampling procedure is a two-step mechanism. First, one of the above
categories is selected at random. The categories are biased by their utility. Subsequently,
the actuator values are sampled uniformly at random from the valid range. Each category
requires a particular number of actuator values. For a four tracked robot like the ones
mentioned earlier, the first category needs four, the second needs one, and the third and
last category need two random actuator values (see lines 4 and 5 of algorithm 8.6).
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Table 8.2: Results of the actuator bias experiments. The table shows the path cost, the MCB
confidence intervals for the difference to the best, i.e. µi −minl 6=i µl, and the planning time.
The stability values are normalized by the maximal stability. Since stability and execution time
are two quantities among others which are combined through the cost function, they may not
be consistent with the total costs. The values are averaged over all iterations. The best bias is
5% all actuators different, 20% all actuators equal, 10% left as well as right actuators equal,
and 65% front as well as rear actuators equal.
Actuator Bias Path Cost 95% Confidence Interval Planning Time
(0.0, 0.1, 0.05, 0.85) 9.70 [−0.83, 1.17] 285.86 s
(0.05, 0.2, 0.1, 0.65) 9.53 [−1.05, 0.95] 237.78 s
(0.25, 0.25, 0.25, 0.25) 9.58 [−0.95, 1.05] 285.61 s
(1.0, 0.0, 0.0, 0.0) 12.04 [0.0, 3.51] 144.37 s
Actuator Bias
Path Relative Stability Expected Execution Time
Cost Min. Max. Avg. Min. Max. Avg.
(0.0, 0.1, 0.05, 0.85) 9.70 0.018 0.981 0.676 355.11 s 942.75 s 520.53 s
(0.05, 0.2, 0.1, 0.65) 9.53 0.020 0.978 0.675 328.66 s 832.57 s 456.07 s
(0.25, 0.25, 0.25, 0.25) 9.58 0.027 0.982 0.675 337.29 s 932.98 s 459.67 s
(1.0, 0.0, 0.0, 0.0) 12.04 0.015 0.992 0.682 254.41 s 776.99 s 388.84 s
Figure 8.7: The MCB confidence intervals for the actuator bias experiments.
To quantify the effect of the sampling bias for the actuators bact and to select the best
bias, a series of experiments evaluated planning results obtained with four different biases.
Since the biasing of the actuator sampling is more useful in restrictive environments, a
steep flight of stairs was selected as test scenario. As before the required numbers of
reruns for each setting were determined by the Indifference-Zone Selection Approach with
the Rinott procedure and Multiple Comparisons with the Best (MCB) (Banks, 1998).
The confidence, again, was 95% (α = 0.05) and the indifference zone δ = 1.0. The
number of iterations of the RRT* algorithm was 10 000.
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(a) (0.0, 0.1, 0.05, 0.85) (b) (0.05, 0.2, 0.1, 0.65)
(c) (0.25, 0.25, 0.25, 0.25) (d) (1.0, 0.0, 0.0, 0.0)
Figure 8.8: The left image shows the map with the planning query and an exemplary solution.
The plots show the actuator values of sample solutions using the different actuator biases.
Table 8.2 provides the mean path costs, the Rinott-MCB confidence intervals and the
mean planning time for the four biases. The MCB confidence intervals are additionally
visualized in figure 8.7. Using no actuator bias (1.0, 0.0, 0.0, 0.0) results in high costs
since four randomly chosen actuator angles provide only very rarely useful and stable
configurations. Consequently, the planning tree is smaller and the planning time is
significantly lower compared to the other biases. Sampling uniformly from the four
determined categories (0.25, 0.25, 0.25, 0.25) reduces the path cost and, thus, confirms
the category selection approach. The best bias is (0.05, 0.2, 0.1, 0.65), i.e. 5% all
actuators different, 20% all actuators equal, 10% left as well as right actuators equal,
and 65% front as well as rear actuators equal. It allows the planning algorithm to find
better solutions within the same number of iterations. This bias gives a preference to
the last category. However, increasing costs of the bias (0.0, 0.1, 0.05, 0.85) show that
too strongly preferring one category over the others, even if it is the most useful one,
reduces the quality of the found solutions. To illustrate the results, figure 8.8 shows
sample solutions.
An alternative to the proposed two-fold actuator sampling could be to bias the sam-
pling of actuator values during the path refinement on an initially guessed sequence of
actuator configurations. This could increase the sampling efficiency and path quality
similarly. However, this approach would require an additional intermediate step to aug-
ment the initial solution with appropriate actuator values. As this constitutes a major
change to the general planning scheme, this approach is not pursued. Nevertheless, it is
an extension worth investigating in the future.
In summary, the two-fold actuator sampling procedure and the proposed bias do im-
prove the solution quality. Also the results exhibit smoother robot motions and less
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erratic actuator movements. Besides the reduced costs and improved path quality, op-
erators feel more comfortable with such a robot behavior. This is important because
it reduces the stress level of operators and increases the acceptance of such planning
methods in real applications.
8.4 Pruning the Planning Trees
Pruning the trees is important to keep them as small as possible and to increase the
planner efficiency by not wasting time on sub-optimal branches of the trees. States are
evaluated at two points in the algorithm. First, before being inserted into the tree and,
second, if the solution was improved.
The cost of reaching a new sampled configuration is compared to the cost of the
best solution so far (lines 10-12 of algorithm 8.1). If reaching a new configuration is
more expensive than the current best path, the new configuration cannot contribute to a
better solution. Therefore, the algorithm rejects configurations which are guaranteed not
to be part of the final best solution (Akgun and Stilman, 2011). Furthermore, if a better
solution with fewer costs is found by the algorithm, the costs of reaching configurations
which already existed in the planning trees may now exceed the new solution costs. To
single out these configurations, a list with the costs of all configurations is maintained.
If an iteration improves the currently best solution, the configurations which are more
expensive to reach are removed from the planning trees (lines 20-23 of algorithm 8.1)
(Jordan and Perez, 2013). Both mechanism prevent the planning trees from becoming
cluttered with obstructive configurations and increase efficiency.
8.5 Replanning Strategy
In the complex environments considered in this thesis the robot deviates from the plan
more often than in flat terrain. Hence, replanning becomes more important. Planning
in this domain is computationally expensive. Therefore, the RRT* planner keeps the
goal-tree if a new plan to the same goal is requested. The start-tree is discarded since,
when the robot moves, the start position of the planning query changes and the start-
tree must be rooted at a new position. In the case of a new goal, the goal-tree is also
discarded for the same reasons.
However, the planner still reuses valid information from previous searches by keep-
ing the goal-tree for replanning queries. This saves time since validity tests and cost
computations for the configurations in the goal-tree do not have to be performed again.
In addition, the goal-tree is already optimized through the rewiring during the previous
search. However, the larger number of configurations results in more rewiring options
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and increases planning time. On the other side, building the search upon the already
optimized goal-tree can produce higher quality solutions within the same number of
iterations or even less.
When keeping parts of earlier results for new planning queries, it has to be taken care
of the resource requirements. Otherwise, the algorithm may accumulate huge planning
trees. Pruning those trees, especially the goal-tree, is important for the algorithm to be
efficient. The pruning of the tree is accomplished not through an additional mechanism
but through the two mechanism already in place. First, new states which exceed the
cost of the current best solutions are discarded before they are even inserted into the
trees. Second, after improving the solution, all states which exceed the new minimal
costs are removed from the trees (see section 8.4). Depending on the query a large
amount of no longer required goal-tree configurations may be discarded upon finding
the first replanning solution.
The evaluation of the replanning strategy is accomplished through a set of replanning
queries similar as in the previous chapter. The same experimental setup as for the
deterministic replanning technique was chosen (section 7.4). With a graph resolution of
0.3m, 2 hops correspond to a maximal distance of about 0.85m (diagonal edges). Using
a path bias of σ = 0.3 as determined earlier results in an 3σ interval of 0.9m. Hence,
both planners consider approximately the same area. Using the same setup also makes
the results of both approaches easier to compare. The experimental setup is shown in
figure 8.9. The safety weights were w1 = 0.5 and w2 = 0.5. The number of iterations
for the planning was set to 10 000. Since the optimal solution is not as unique as it is
for the deterministic refinement, the replanning performance is measured by the number
of iterations required to find an at least as good solution as the normal planning did. If
no such solution was found in less than 10 000 iterations, the replanning was terminated
with best solution at this point. As before, the Rinott procedure was used to determine
the required number of repetitions. The indifference zone was δ = 2 000 iterations with
a confidence of 95% (α = 0.05).
Figure 8.10 compares the number of iterations used for planning, i.e. 10 000, with the
average number of replanning iterations required to achieve the same solution quality.
It displays the ratio between the replanning iterations and the planning iterations with
respect to the initial path length. Since the lengths of the randomized refinement solu-
tions vary, the constant initial path length was chosen. The average saving of iterations
by the replanning strategy ranges between 10% and 40% for most queries. Savings of
more than 60% are only rarely achieved. Also, there is no clear difference between the
single and the double corridor for either of the scenarios. However, the strategy tends
to be more effective on longer paths as the number of iterations required for replanning
decreases. Due to the trench of the hill of rubble, the ratios are closer together for similar
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Figure 8.9: Top: Original paths on the hill of rubble and an artificial hill environment. Bottom:
The experimental setup is the same as for the deterministic planner since both planners consider
almost the same area. The single bias size (red), the double bias size (blue), the original path
(green) and the randomly selected replanning start positions (black). 10 restart positions are
in the single bias area and 10 are in the double bias area.
Figure 8.10: The iteration ratio (replanning iterations / planning iterations) for the hill of
rubble (left) and the artificial hill (right).
path lengths. The values for the artificial hill are more spread because the scenario does
not pose a clear optimum for traversing the hill.
Table 8.3 reflects the tendency for the iteration ratios. On the hill of rubble about
31% of iterations are saved compared to planning anew. On the artificial hill scenario
the saving is about 23%. Replanning requires almost the same time as planning anew.
By keeping the goal-tree more configurations are tested for rewiring, which increases
the planning time. Due to the smaller number of replanning iterations, this results in
small time savings of about 2% for the hill of rubble scenario and 5% for the artificial
hill scenario. Because of the random nature of the algorithm, the chances that the
new start-tree can be connected to the kept goal-tree after only a few iterations is very
small. Therefore, big savings are less likely. In consequence, the replanning strategy of
the randomized path refinement is less effective compared to the replanning strategy of
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Table 8.3: Results for the replanning performance.
Hill of Rubble Artificial Hill
Original Solution
Planning Time 118.80 s 142.71 s
Iterations 10 000 10 000
Initial Path Length 60 nodes 43 nodes
Replanning Solutions
Avg. Time Saved 4.75 s (1.79%) 18.51 s (5.42%)
Avg. Iterations Saved 3 081.05 (30.81%) 2 265.5 (22.66%)
Avg. Initial Path Length 30.8 nodes 21.8 nodes
the deterministic refinement approach. However, it still achieves solutions of the same
quality as planning anew in less time and with less iterations.
8.6 Discussion
The RRT* planner uses the bi-directional RRT* algorithm to search for a path re-
finement in a continuous state space. It is probabilistically complete and asymptotically
optimal. The path bias focuses the search to the proximity of the initial path and in-
creases the sampling density to achieve better solutions within fewer iterations. The
actuator bias is based on the utility of actuator configurations and produces smoother
motions and, more importantly, increases the quality of the solution. Rejecting states
which cannot contribute to the optimal solution and pruning the tree is necessary to
make the search more efficient. If a new plan to the same goal is requested, the planner
keeps the goal-tree to increase the solution quality within fewer iterations.
Due to its random nature, the RRT* planner presented in this chapter is able to refine
the initial path through a search in a continuous state space. This gives access to more
possible solutions. In general, this increases the quality of the planning results since
solutions are not limited to a discrete state space. However, the RRT* planner has to
solve a significantly harder problem compared to the discrete planning problem the A*
planner solves. But in contrast to combinatorial planners, the sampling-based planner
scales better with the problem dimensions.
These advantages come at some cost in terms of weaker completeness and optimality
properties. In contrasts to the A* planner, the RRT* planner is only probabilistically
complete and asymptotically optimal. Another drawback of the RRT* planner is the
number of parameters. It comes with many more parameters than the deterministic
planner does. Additionally, these parameters are less intuitive and often crucial to the
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solution quality and the run time of the planning procedure. This makes the RRT*
planner harder to configure and harder to handle.
132
9 Experimental Evaluation of Developed Algorithms
9 Experimental Evaluation of
Developed Algorithms
This thesis presented several experiments evaluating separate aspects of the algorithms
within the respective chapters. They show the effect of different parameter choices and
allow more insight into the behavior of the algorithms. Among these aspects are the
safety weights for the initial path search and for the path refinement as well as the robot-
terrain interaction models. For the deterministic path refinement, the path focus and
the new heuristic which increases the efficiency of replanning are investigated. Similar,
for the randomized path refinement, the biasing to the initial path, the actuator biasing
and the replanning strategy are evaluated within the chapter.
This chapter evaluates the algorithms as a whole. It compares the deterministic
and randomized path refinement (section 9.2) to show strengths and weaknesses of
the two approaches. In section 9.3 the necessity of planning actuator configurations
in rough terrain is demonstrated by an evaluation in increasingly difficult environments.
Section 9.4 provides proof that the developed planning scheme can be applied to different
robots. For this purpose, the Cobham Telemax, the iRobot Packbot and a robot equipped
with a manipulator are used. Finally, section 9.5 presents field experiments with the
Cobham Telemax in two different outdoor environments. The tests show the validity
and utility of the proposed scheme in real scenarios. The discussion starts with the
common experimental setup in the following section.
9.1 Experimental Setup
This section provides the parameter setup used for the experiments in this chapter. The
description is structured as follows: first, the common robot-independent parameters;
second, the robot-dependent parameters; and finally, the chosen parameter values for
the refinement algorithms.
The resolution of the maps is 0.05m. The robot-terrain interaction model (IGM)
makes at most 15 iterations. It terminates if the rotation changes less than 0.2◦ in an
iteration. Remaining contact candidates are considered valid if they are within 2 cm of
the final support triangle. These parameters are summarized in table 9.1.
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Table 9.1: Robot-independent parameters and parameter values.
Map
Cell Size 0.05m
Robot-Terrain Interaction (IGM)
Maximum Iterations 15
Rotational Difference Threshold (τϕ) 0.2◦
Contact Distance Threshold (τ) 0.02m
Table 9.2: Parameters and parameter values directly deduced from the robots, i.e. the Cobham
Telemax and the iRobot Packbot.
Cobham Telemax iRobot Packbot
Dimension
Spatial Motion Graph Resolution 0.3m 0.3m
Angular Motion Graph Resolution 45◦ 45◦
Filters’ Kernel Size 165 cm× 165 cm 95 cm× 95 cm
Velocity
Minimal Forward Velocity 0.12m/s 0.26m/s
Maximal Forward Velocity 1.2m/s 2.6m/s
Traversability
Flat/Rough Height Threshold 10 cm 5 cm
Maximal Traversable Height 40 cm 20 cm
Flat/Rough Slope Threshold 12◦ 15◦
Maximal Traversable Slope 35◦ 45◦
Actuators
Default Configuration C−45 C−45
Minimum Space Configuration C−90 C−163
Maximum Ground Contact Configuration C21 C17
The spatial resolution of the motion graph is 0.3m for the Telemax as well as for the
Packbot. The resolution for the Packbot could be set to 0.34m, i.e. half the robot
length. However, using the same value for both systems allows a better comparison
since the same positions are considered during planning. The angular resolution is 45◦,
i.e. eight orientations. The roughness and slope filters use a kernel size of 165 cm,
i.e. 33 cells, for the Telemax and 95 cm, i.e. 19 cells, for the Packbot. The default
configurations are C−45 for both robots. Table 9.2 lists these and further parameters
which are directly deduced from the robots.
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Table 9.3: Parameters and parameter values for the refinement algorithms.
Cobham Telemax iRobot Packbot
Deterministic Refinement (A*)
Position Resolution 0.3m 0.3m
Orientation Resolution 45◦ 45◦
Actuator Resolution 15◦ 5◦
Actuator Range [−45◦, 45◦] [−45◦, 45◦]
Path Focus 2 hops 2 hops
Randomized Refinement (RRT*)
Path Bias 0.3m 0.3m
Actuator Bias (0.05, 0.2, 0.1, 0.65) -
Goal Bias 0.25 0.25
Contraction Probability 0.0 0.0
Initial Ball Radius 0.3m 0.3m
Finally, the deterministic path refinement uses the same spatial and angular resolution
as the motion graph. The actuator values are bound to [−45◦, 45◦] since more folded
(smaller −45◦) or more elevated (greater 45◦) configurations provide little more benefit.
Further, both front, respectively both rear actuators of the Telemax are required to be the
same, i.e. C = (a◦front, a◦front, a◦rear, a◦rear). The actuators of the Packbot are mechanically
linked and have always the same angle. The angular resolution of the actuators is 15◦ and
5◦ for the Cobham Telemax and for the iRobot Packbot respectively. The deterministic
path refinement focuses the search on all nodes which are reachable from the initial path
within 2 hops. The randomized path refinement utilizes a path bias of σ = 0.30m for
the Gaussian distribution as determined in chapter 8. Also according to chapter 8, the
probabilities of the actuator categories are p = 0.05 for all actuators different, p = 0.20
for all actuators equal, p = 0.10 for left as well as right actuators equal and p = 0.65 for
front as well as rear actuators equal. Hence, the actuator bias is (0.05, 0.2, 0.1, 0.65).
The path bias is equal for both robots to ease the comparison between the solutions.
The actuator bias only applies to the Telemax robot since the Packbot robot has a single
actuator angle. In about every fourth iteration the RRT* tries to connect to the goal
(goal bias: 25%). The random vertex contraction was disabled (0%) since it tends to
produce line-of-sight paths. The node neighborhood is determined through an adaptive
ball formulation (Karaman and Frazzoli, 2011) with an initial radius of 0.3m. The radius
is reduced with respect to the size of the planning tree. In table 9.3 these parameter
values are depicted.
The safety weights and the number of RRT* iterations can change the different ex-
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Figure 9.1: Trade-off between solution quality and planning time with respect to the number
of RRT* iterations. The values are obtained from 10 runs on a representative sample path.
The graphs show the mean and standard deviation.
periments and are specified in the respective sections.
9.2 Comparison of Deterministic and Randomized
Path Refinement
This section provides a comparison of the two refinement approaches introduced in
this thesis. The deterministic path refinement utilizes an A* variant and searches a
discrete state space. On the one hand, the discretization may cause the algorithm to
miss potential solutions which are not represented by the state space. On the other
hand, the discretization allows the algorithm to be quite fast. The randomized path
refinement uses a bi-directional RRT* to search a continuous state space. Hence, the
issues of discrete representations do not apply to this planner. However, the planning
problem is considerably harder. Both refinement approaches are evaluated on two maps
with the Telemax robot.
9.2.1 Hill of Rubble
The first environment is the hill of rubble. To evaluate the refinement performance on
this map, six start and six goal positions were selected in two rows at either side of the hill
(figure 9.2). All combinations of these positions formed the set of planning queries. In
total 36 queries crossing the hill of rubble were tested. This setup was chosen since with
random positions it is difficult to guarantee a certain problem complexity. The planner
configurations were like they are described in section 9.1. In addition, the safety weights
were w1 = 0.5 and w2 = 0.5. The number of RRT* iterations was 10 000 since it provides
a good trade-off between planning time and path quality (see figure 9.1). The number
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Figure 9.2: The six start and the six goal positions alongside the hill of rubble. All combinations
of these positions result in a total of 36 planning queries.
Table 9.4: The results of the comparison of the deterministic and randomized path refinement
on the hill of rubble. The table shows the path cost, the MCB confidence intervals for the
difference to the best, i.e. µi − minl 6=i µl, and the planning time. The stability values are
normalized by the maximal stability. Since stability and execution time are two quantities
among others which are combined through the cost function, they may not be consistent with
the total costs. The values are averaged over all paths.
Refinement Path Cost 95% Confidence Interval Planning Time
Deterministic 17.04 [−1.38, 0.62] 90.42 s
Randomized 17.42 [−0.62, 1.38] 116.12 s
Path Bias Path Cost
Relative Stability Expected Execution Time
Min. Max. Avg. Min. Max. Avg.
Deterministic 17.04 0.018 0.979 0.715 64.32 s 185.94 s 129.99 s
Randomized 17.42 0.017 0.984 0.673 47.13 s 953.08 s 328.69 s
Figure 9.3: The MCB confidence intervals for the hill of rubble experiments.
of repetitions for the randomized refinement were determined by using the Indifference-
Zone Selection Approach with the Rinott procedure and Multiple Comparisons with the
Best (MCB) (Banks, 1998). The indifference zone was δ = 1.0 and the confidence was
137
9.2 Comparison of Deterministic and Randomized Path Refinement
(a) Start-goal combination: S0 and G3.
(b) Start-goal combination: S4 and G4.
Figure 9.4: Sample planning results for two different start-goal combinations. Displayed are
the solutions of the deterministic path refinement (left) and of the randomized refinement
(right) on the hill of rubble. The front and rear pair of Telemax actuators are required to be
the same for the discrete A* planner; for the RRT* the biased actuator sampling is used. The
actuator motions proposed by the A* approach are smoother compared to the more erratic
RRT* sequences.
95% (α = 0.05).
The planners’ performances were evaluated by the quality of the final solution, i.e. the
path costs. Figure 9.4 shows two sample planning results, one for each refinement ap-
proach. Even though the RRT* planner randomly determines the actuator configuration
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Figure 9.5: The results of the comparison of the deterministic and randomized path refinement
on the hill of rubble. The top image shows the solution costs of both approaches for the
individual paths. The bottom left image categorizes the results by the refinement approaches
and identifies the mean and MCB confidence intervals. The bottom right image illustrates how
often the approaches provided the best solution path.
using the category-based sampling procedure, the final solution consists only of configu-
rations with all actuators equal or front and rear actuators equal. The Indifference-Zone
Selection Approach with the Rinott procedure and Multiple Comparisons with the Best
(MCB) provides a framework to select the best approach with probability 1−α (95%) if
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Figure 9.6: The nine start and the four goal positions for the testing hill. All combinations of
these positions result in a total of 36 planning queries.
the solution quality differs at least δ = 1.0. Figure 9.5 displays the results of this evalua-
tion. The first image shows the path costs for the individual paths. It demonstrates the
degree to which the deterministic and the randomized approach differ for each problem.
The next image shows the results categorized by the two approaches and identifies the
mean over all queries. The final image shows how many times the two refinement ap-
proaches provided the best solution. The deterministic path refinement outperforms the
randomized refinement. In 27 out of 36 cases it supplies the better solution. Only for
nine queries the randomized planner found a better solution. While those numbers show
a clear predominance of the deterministic approach, the actual average path costs are
close. Table 9.4 depicts the actual values and figure 9.3 visualizes the MCB confidence
intervals. With an average path cost (over all 36 queries) of 17.04 the deterministic
path refinement is 0.38 cost points better than the randomized path refinement with an
average path cost of 17.42. To achieve these solutions the A*-based planner requires
about 90 seconds on average. The RRT*-based planner needs more than 116 seconds
on average. Therefore, the deterministic path refinement provides not only the better
solutions for 75% of the planning queries, it also requires about 22% less time compared
to the randomized path refinement for the hill of rubble queries.
9.2.2 Testing Hill
The experimental setup for the second environment, the testing hill, is similar. The
two rows of start and goal positions ensured rough terrain traversal on the hill of rubble.
To ensure the same for the testing hill, nine start positions were selected on the ground
level around the hill and four goal positions were chosen on top of the hill (figure 9.6). All
combinations result in 36 different path queries. The general planner setup is described
in section 9.1 and was not altered. The safety weights w1 = 0.5 and w2 = 0.5 as well
as the number of RRT* planning iterations (10 000) remained the same. The numbers
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(a) Start-goal combination: S2 and G0.
(b) Start-goal combination: S8 and G1.
Figure 9.7: Sample planning results for two different start-goal combinations. Displayed are
the solutions of the deterministic path refinement (left) and of the randomized refinement
(right) on the testing hill. Due to the planning grid orientation the deterministic approach can
traverse the hill’s sides only askew to the inclination gradients. The images indicate that the
randomized method chose to follow the gradient direction more closely. It reaches the top of
the hill more to the left compared to the deterministic solution. The front and rear pair of
Telemax actuators are required to be the same for the discrete A* planner; for the RRT* the
biased actuator sampling is used.
of query repetitions for the randomized approach were again determined by the Rinott
procedure. Its parameters stayed the same, i.e. δ = 1.0 and 95% confidence (α = 0.05).
141
9.2 Comparison of Deterministic and Randomized Path Refinement
Figure 9.8: The results of the comparison of the deterministic and randomized path refinement
on the testing hill. The top image shows the solution costs of both approaches for the individual
paths. The bottom left image categorizes the results by the refinement approaches and identifies
the mean and MCB confidence intervals. The bottom right image illustrates how often the
approaches provided the best solution path.
On this environment the planning grid of the discrete A* refinement is not aligned
with the inclination gradients of the hill. Figure 9.7 shows this situation and sample
planning results for the deterministic and randomized path refinement. Again, the final
solution of the randomized planner contains almost only actuator configurations with all
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Table 9.5: The results of the comparison of the deterministic and randomized path refinement
on the testing hill. The table shows the path cost, the MCB confidence intervals for the
difference to the best, i.e. µi − minl 6=i µl, and the planning time. The stability values are
normalized by the maximal stability. Since stability and execution time are two quantities
among others which are combined through the cost function, they may not be consistent with
the total costs. The values are averaged over all paths.
Refinement Path Cost 95% Confidence Interval Planning Time
Deterministic 17.10 [−2.51, 0.0] 56.67 s
Randomized 18.61 [0.0, 2.51] 171.96 s
Path Bias Path Cost
Relative Stability Expected Execution Time
Min. Max. Avg. Min. Max. Avg.
Deterministic 17.10 0.027 0.987 0.792 50.06 s 266.35 s 118.53 s
Randomized 18.61 0.022 0.993 0.733 68.55 s 878.47 s 391.52 s
Figure 9.9: The MCB confidence intervals for the testing hill experiments.
actuators equal or the front and rear actuator equal. The results of figures 9.8 and 9.9
and of table 9.5 show an even clearer predominance of the deterministic approach over
the randomized refinement. Only for a single planning query the RRT*-based refinement
provided a better solution than the A*-based refinement. The average path costs differ
more strongly. The deterministic approach provides paths of an average cost of 17.10.
In contrast, the randomized method’s average path cost lies at 18.61. On the testing hill
the planning times are also in favor of the A* planner. It requires about 56 seconds to
find a solution whereas the RRT* planner needs ca. 172 seconds. Thus, the deterministic
path refinement dominates the randomized path refinement on the testing hill as well.
In 97% of the 36 queries it provided better solutions in 67% less time. The deterministic
planner performed this way despite the misalignment of the A* planning grid with the
inclination gradients. This misalignment prohibited the deterministic solutions to follow
the gradient of the slopes with a minimal roll-angle of the system.
The experiments on both maps exhibit a clear predominance of the deterministic path
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refinement approach. It outperforms the randomized method in more than 86.1% of the
planning queries. It also provides better solutions in less time. By searching a continu-
ous state space, the RRT* planner avoids the discretization issues of the deterministic
approach. Hence, theoretically, the randomized RRT* planner has the potential to out-
perform the deterministic A* planner by finding better solutions outside of the discrete
state space. The experimental results, however, are contrary to this assumption for the
investigated environments. Even in scenarios where the grid alignment is not optimal the
performance of the deterministic approach is superior. The main reason for the inferior-
ity of the randomized path refinement is the significantly harder problem the continuous
state space introduces. Also the number of good solutions is very small compared to
the size of the state space. Hence, it is difficult to find good solutions.
The results also indicate that the chosen discretization in terms of spatial positions,
orientations and actuator configurations is well suited to solve rough terrain planning
problems like they are considered in this thesis. Increasing the number of RRT* itera-
tions can improve the solution quality. However, it already requires significantly more
time with the current setting. One justification of the randomized path refinement re-
mains. That is, it scales better with the problem size. If the problem size becomes
too large, the A* requires too many resources and the RRT* approach is better suited.
In summary, if the solution space can be reasonably discretized and if the problem size
is acceptable, the deterministic refinement produces better solutions compared to the
randomized approach.
9.3 Influence of Actuator Planning Scheme
To safely navigate in rough terrain, it is necessary to use the robot’s actuators to
improve the robot poses. This section compares the proposed planning scheme to a
planner which assumes a fixed chassis and does not plan any actuator motions. Both
approaches are evaluated on environments of increasing difficulty. The results also pro-
vide an indicator at which point a planning algorithm which considers the possible robot
configurations becomes necessary to guarantee the robot’s safety in rough terrain. For
these experiments the Cobham Telemax was used.
For this set of experiments a random environment was generated. Similar to random
stepfields (Jacoff et al., 2008), a field of random terrain patches was determined. A
Gaussian blur was applied to achieve a smooth surface. Subsequently, the terrain mod-
ification method introduced by Green (2007a) produces a set of increasingly difficult
environments. This procedure was already used in section 6.1.5.5 to evaluate the robot-
terrain interaction models on random terrain. The terrain slopes are increased by scaling
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(a) The random stepfield (25m×25m) with
different values of the slope scaling parameter,
i.e. s = 2, 6, 10. The small robots allow to
assess the dimensions.
(b) The five start and the five goal posi-
tions on the random stepfield environment.
All combinations of these positions result in
a total of 25 planning queries.
Figure 9.10: The experimental setup on the random stepfield.
the height values:
∀v ∈ V : h′(v) = h(v)(1 + Ss). (9.1)
For these experiments the scaling factor was S = 40 and s ∈ [0, 10]. This results in a
total of 11 maps. Figure 9.10a illustrates these terrain modifications. On these maps
five start positions and five goal positions were chosen such that the planning queries
involve rough terrain (figure 9.10b). On each map all possible combinations between
these start and goal positions were evaluated, resulting in a total of 25 planning queries.
To improve the initial paths, the deterministic refinement was used with safety weights
of w1 = 0.5 and w2 = 0.5. The other parameters remained the same as described in
section 9.1. For the fixed-chassis planner the default configuration C−45 was chosen.
Figure 9.11 shows the results of the comparison. The left image depicts the increasing
fluctuation in the surface heights for the series of environments. On the right, the
planning success rate is shown. The fixed chassis planner has a perfect success rate for
the first four slope levels (0 to 3). From there on its performance decreases constantly
down to a success rate of only 4% on the most difficult terrain (s = 10). The biggest drop
in success rate is between level 5 and 6 from 84% to 32%. The proposed rough terrain
motion planner finds valid paths for all queries on the first seven terrains (s = 0, . . . , 6).
Starting with s = 7 the success rate decreases gradually to 80% for the most difficult
environment (s = 10).
This experiment series shows that considering the actuators increases the success rate
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Figure 9.11: The left image depicts the growing roughness for increasing slope parameters.
The right image shows the success rates of the proposed planning method compared to the
fixed-chassis planner.
of the planner in rough terrain significantly. Naturally, the rougher the terrain, the more
imperative the consideration of the robot’s actuators. More important, however, for
the point at which a fixed-chassis planner is not sufficient anymore is the degree of
roughness. Given the success rates of both planners, we can see that this is somewhere
between slope scaling factors of 3 and 5, when the performance of the fixed-chassis
planner starts to decrease. Beyond this point, a rough terrain motion planner, like the
proposed algorithm, is required to guarantee a high planning success rate.
9.4 Applicability to different Robotic Platforms
This section demonstrates the generality of the introduced planning scheme in terms
of applicability to different robots. Throughout this thesis the Cobham Telemax is used
as sample platform. Compared to the iRobot Packbot, it is the more challenging robot.
It has independent actuators at the front and the back and a relatively high center of
mass due to the attached equipment. In this section the algorithm is used with other
robots to show its adaptability to different system capabilities.
To illustrate that the proposed planner respects the different capabilities of the robots,
a steep staircase of 40◦ inclination is chosen. This inclination is not traversable by the
Telemax but within the climbing abilities of the Packbot (see table 9.2). Consequently,
the planning algorithm cannot find a path for the Telemax robot. Figure 9.12a shows
the missing vertices of the motion graph on the flight of stairs. On the other hand,
the Packbot is able to climb this staircase due to its lower center of mass and its
generally higher stability. The path and the planned actuator configurations are shown
in figures 9.12b and 9.12c. Since the Packbot has only one actuator angle, the planning
is very fast. This query took only 1.8 seconds.
The algorithm does not only apply to reconfigurable robots which are able to adjust
their drives. Even if no actuators are available, the algorithm evaluates the different robot
poses and proposes the most stable path. However, this application is less interesting.
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(a) Motion graph for the Cobham Telemax.
The flight of stairs is not traversable as its
inclination exceeds the climbing capabilities of
the robot.
(b) Path for the iRobot Packbot. The Pack-
bot can climb the flight of stairs. Due to its
lower center of mass, it has better climbing
abilities compared to the Telemax.
(c) Actuator configurations of the flippers for the Pack-
bot path.
Figure 9.12: Results of the planning scheme for a steep flight of stairs with the Cobham
Telemax and the iRobot Packbot. a) shows the motion graph for the Cobham Telemax, b) the
path for the iRobot Packbot and c) the actuator configurations for the Packbot path.
A more important application are weight shifting robots. Consider a robot with a fixed
chassis but with a manipulator. By moving the manipulator, the robot changes its
weight distribution. The weight distribution is even more affected if the manipulator
is holding an object. Figure 9.13 shows a sample query for this type of robot. For
simplicity, the manipulator is represented by a movable pole with a ball on top. In
order to climb the ramp the algorithm determines that the manipulator should move
to the front to increase the stability of the robot. Planning was done in 1.74 seconds.
Therefore, the algorithm can also be used in path planning application in the area of
mobile manipulation. This includes many different systems, such as dredgers. Hence,
it opens up a wide area of applications. The weight of manipulators is often significant
compared to the total system weight. Therefore, considering the stability with respect
to the weight distribution is also important for mobile manipulation path planning in
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(a) Using the movable pole, the robot is able to climb the ramp.
(b) Actuator configurations of the movable pole for the
planned path.
Figure 9.13: Results of the planning scheme for a fixed-chassis robot with a movable manipula-
tor (represented by a movable pole). a) shows the path of the robot and several configurations
and b) the actuator configurations of the planned path.
flatter environments.
9.5 Field Experiments
In addition, tests were performed with a real mobile robotic platform, the Cobham
Telemax, operating in an outdoor environment. The presented experiments serve as
proof-of-concept that the developed planning scheme is able to safely guide a real robot
through real-world terrain. Two environments were available; a hill of rubble and a
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Figure 9.14: The hill of rubble: two pictures of the hill, a bird’s eye view and the map of size
36.4m× 30.45m captured with a laser range finder.
testing hill at an outdoor test site. The maps of these environments were recorded using
a laser range finder. Subsequently, missing patches were filled by a median filter and the
data was smoothed by a Gaussian filter. This mitigates the noise caused by grass and
other vegetation. The dimensions of the maps are comparatively large for rough terrain
applications. Related works often concentrate on smaller areas of purely rough terrain.
The tests used the experimental setup as described in section 9.1. The deterministic
path refinement with safety weights of w1 = 0.75 and w2 = 0.5 was used. The local-
ization of the robot was achieved through differential GPS (Topcon Legacy-E+). This
provided pose estimations of the moving robot with an accuracy of about 10 cm. The
robot’s orientation was measured using an IMU (Xsens MT9). See chapter 4 for more
details about the Telemax robot. To execute the paths, a simple controller was used.
It first corrects the actuator configuration, then turns toward the desired direction and
drives forward until the next control is to be applied. If the robot deviates too far from
the plan, the controller requests a new plan.
9.5.1 Hill of Rubble
The hill of rubble map is about 36.4m× 30.45m in size. Figure 9.14 shows pictures,
a bird’s eye view and the map. It is composed of small-grained material with sand and
small rocks. The hill has several peeks with a maximum height of about 1.70m. It was
necessary to attach the wheels to the Telemax robot. Otherwise the robot embeds itself
quickly and the small-grained material gets into the tracks, damaging the robot. The
robot model used for planning included the additional wheels.
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Figure 9.15: Results of the hill of rubble traversal: The images show the planned path (yellow
and purple), the GPS track (blue) and the robot during execution.
Figure 9.16: Actuator configurations of the hill of rubble traversal.
The robot was given a query for which it had to cross the hill of rubble through the
low risk areas, avoiding high elevations. Figure 9.15 shows the planned path, the GPS
track of the robot and pictures of the path execution.
The robot was able to follow the proposed path. It adjusted the actuators to the
planned configurations which stabilized the robot and prevented it from falling over. See
figure 9.16 for the different actuator configurations. During the traversal of the hill of
rubble, the actuators were often adjusted. This is because at each position safety and
agility of the configurations are balanced. The deviation from the path was partially due
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Table 9.6: Results of the hill of rubble traversal.
Traveled Distance Execution Time Planning Time
19.87m 143 s 67.6 s
to GPS offsets and partially due to the position tolerance of the controller. However,
this did not cause any safety-critical situations. The robot slipped occasionally due to
the small-grained material of the rubble. Eventually, the Telemax traversed the hill of
rubble safely. Table 9.6 shows the traveled distance, the time the robot needed for the
execution of the plan and the planning time.
9.5.2 Testing Hill
The map dimensions of the testing hill are about 43.95m× 32.95m. Pictures of the
hill, a bird’s eye view and the map are shown in figure 9.17. On one side, the hill has
two flights of stairs of different steepness and an asphaltic ramp. On two other sides
there are also asphaltic ramps of different inclinations. The fourth side is very steep and
covered with grass. The top of the hill is also asphaltic. The hill is about 3m high. Even
though the wheels were not actually required for this environment, they stayed attached
to provide the same conditions as on the hill of rubble.
The proposed plan required the robot to climb the testing hill at the steep ramp, drive
over the top and descend on the other side’s ramp. The plan had two rough segments,
one on each ramp, and a flat segment on top of the hill. This plan, the GPS track and
pictures of the robot during execution are displayed in figure 9.18.
The robot climbed the steep ramp at the beginning of the path with the most stable
configuration. On the flat top, it returned to the default setting. For the descent
the Telemax adjusted the actuators anew. The less inclined ramp did not require the
same very stable configuration as at the start. Therefore, less stable but more agile
actuator configurations were applied. The actuator values are shown in figure 9.19. The
localization, which was solely based on differential GPS, and the map’s noise caused
some difficulties for the controller when determining which part of the plan should be
executed. However, these were minor issues. The traveled distance, the time the robot
required for executing the plan and the planning time are depicted in table 9.7.
Summarizing the field experiments, the robot was able to execute all plans of the
motion planning algorithm and successfully traversed the rough terrains. Further, the
path and the proposed configurations proved to be suited to ensure the safety of the
robot. Problems during the execution were related to one of two reasons. On the
one hand, the terrain properties, like the small-grained rubble, caused the robot to
slip occasionally. These effects are not modelled by the planner. However, a more
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Figure 9.17: The testing hill: two pictures of the hill, a bird’s eye view and the the map of
size 43.95m× 32.95m. The map was built with a laser range finder.
Figure 9.18: Results of the testing hill traversal: The images show the planned path (yellow
and purple), the GPS track (blue) and the robot during execution.
sophisticated controller could monitor the robot’s terrain interaction and react more
appropriately. On the other hand, the inaccuracy of the sensor data, i.e. the map and
the localization with differential GPS, resulted in difficulties during the plan execution.
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Figure 9.19: Actuator configurations of the testing hill traversal.
Table 9.7: Results of the testing hill traversal.
Traveled Distance Execution Time Planning Time
41.15m 784 s 107.3 s
Sometimes the robot deviated from the path more than the tolerance allowed, due to the
noisy position data. However, these issues are not associated with the planner, instead
they are caused by the used hardware or the simple controller implementation. However,
in some situations the proposed plan may not be executable due to high slippage. Even
though the planner selects the least risky and most stable route, it does not consider such
aspects. Thus, there remains a probability that such situations occur. In conclusion, the
proposed plans are valid and enable robots in real applications to safely traverse rough
terrain. Most observed problems during execution are caused by other components than
the planner.
9.6 Discussion
In addition to the experimental evaluations throughout this thesis, the experiments in
this chapter investigated the planning scheme as a whole. The comparison between the
deterministic and randomized path refinement showed the strengths and weaknesses of
the two approaches. Since the actuator configurations are selected from a discrete state
space, the deterministic path refinement provides smooth and steady sequences of actu-
ator motions. On the contrary, the state space is limited to the discrete values to render
the search feasible. Especially, if the grid of positions is not aligned with an inclination,
only suboptimal paths can be considered. However, the A* algorithm always returns the
optimal path within the discrete state space. The comparison to the randomized path
refinement revealed that the discretization is beneficial. The randomized planner is not
bound to any state space resolution as it searches the continuum. This allows the RRT*
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planner to access a larger solution space and find, at least theoretically, better solutions.
However, searching the continuum also results in a significantly harder problem, which
cannot be solved with the same quality as the discretized problem for the evaluated
terrains. As a consequence, the deterministic planner produces better plans in less time.
Nevertheless, the random path refinement should be preferred for large problems when
the deterministic approach requires too many system resources.
Another experiment series demonstrated the necessity of the introduced planning
scheme in rough terrain. The comparison to a fixed-chassis planner on increasingly diffi-
cult terrains showed that for rougher environments the robot’s actuators are required to
ensure the safety of the robot. Further, the results provided an indicator at which point
a rough terrain motion planner, like the one developed in this thesis, should be used.
The next set of experiments proved the applicability of the proposed planning scheme
for different robotic platforms. The introduced method can provide valid and safe plans
for robots like the Cobham Telemax or the iRobot Packbot. In addition, the algorithm
also produces valid plans for fixed-chassis robots which can adjust their mass distribution
by a manipulator for instance. The components, like the traversability analysis, the robot-
terrain interaction, the stability evaluation and the cost functions, are all abstracted from
specific robot capabilities. They capture the required information to evaluate the terrain
as well as the robot poses in a way which is suited for path planning in rough terrain.
This allows the utilization of the planning scheme with robotic platforms of different
type.
The field experiments showed that the solutions provided by the introduced planning
algorithm enable actual robots to cross rough terrain in real-world scenarios. Following
the path of the planning scheme, the Telemax robot safely crossed two hills which
cannot be traversed without using its actuators. These tests also revealed problems in
real applications. Some issues are related to the used hardware, like the localization
accuracy, or to the automatic control which was only implemented to have an executing
component. However, even with these problems and the current sensors and controller
implementation, the planning scheme enables robots to traverse rough terrain in real-
world environments.
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10 Conclusions and Perspectives
This thesis considers the problem of rough terrain motion planning for actively recon-
figurable robots. The discussion starts with a review of related work which presents the
state of the art in traversability analysis and rough terrain navigation. Based on this
review a hierarchical planning scheme for actively reconfigurable robots was developed.
The relatively fast planner extends the current state of the art in rough terrain motion
planning. It does not rely on any terrain classification or motion primitives; it uses simple
geometric robot and terrain models; and it applies not only to robots with flippers but
also to systems which can modify their weight distribution.
For navigating rough terrain, an evaluation of the environment is fundamental. This
thesis utilizes an exteroceptive and geometry-based traversability analysis. The assess-
ment requires a model of the terrain. Both the roughness and the slopes of the terrain
are determined by applying image processing filters to the environment model. The ker-
nel size of the filters is adjusted to the dimensions of the robot. A worst case estimation
accounts for the uncertainty in the environment model and the robot position.
Based on this analysis an initial path search determines an approximate solution. Since
areas with low traversability result in higher costs, this search favors easier terrain with
respect to an adjustable trade-off parameter. The goal of this planning phase is to
quickly provide an idea through which areas of the environment the final path leads.
This information allows the concentration of the more computationally expensive path
refinement. Therefore, rather than evaluating the robot pose including potential actuator
configurations, the initial path search utilizes the robot’s operating limits as constraints
for validity. Given this approximate solution, the algorithm determines whether parts of
it lead through rough terrain and whether a subsequent path refinement is required.
Each path segment of the initial path which leads through rough areas of the envi-
ronment is reevaluated in a path refinement step. This step is more comprehensive and
also more computationally expensive than the previous planning step. It accounts for the
safety of the robot in terms of terrain traversability, system stability and traction. It also
considers the time the robot requires to translate, to rotate and to move the actuators.
In rough terrain, modelling the robot-terrain interaction is important to determine the
robot’s pose with respect to its configuration. This thesis systematically compares a
quasi-static physics simulation and a self-developed iterative geometric method. Both
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approaches determine the robot pose in rough terrain considering the actuator configu-
ration. The new method provides competitive results while being up to four orders faster
than the physics simulation. The determined poses enable a subsequent evaluation of
the stability of the robot.
This thesis presents two approaches to refine the initial solution in rough areas: a
deterministic method and a randomized method. The deterministic path refinement
employs an Adaptive A* formulation to search a discrete state space. A tube around
the initial solution focuses the search to the promising area. It prevents the algorithm
from searching large areas of the environment and guarantees the feasibility of the com-
binatorical approach. Additionally, this thesis developed two A* heuristics and proved
them to be admissible and consistent. One models the cost function of the path re-
finement. The other uses the solution of the previous search to reduce the replanning
time. In combination with the reuse of information from previous searches, this increases
the search efficiency significantly. Due to the properties of the A* algorithm, the de-
terministic approach is optimal and complete. Because of the deterministic nature, the
solutions and more importantly their quality are better assessable compared to a ran-
domized algorithm. The deterministic approach is simple to use because it has just a
few and intuitive parameters. However, the discretization of the state space introduces
the known problems. Potentially better solutions may be missed as they are not rep-
resented in the state space. The combinatorical nature of the algorithm requires high
computational resources and scales badly with the problem size.
The randomized path refinement addresses some of these issues. It uses a bi-directional
RRT* algorithm to search a continuous state space. This is a significantly harder prob-
lem. Therefore, the search is directed in several ways. First, the spatial state expansion
is biased through a Gaussian distribution centered at the initial path. For robots with
several independent actuators, it is helpful to steer the selection of actuator configura-
tions. Hence, an actuator bias introduces a distribution based on the utility of actuator
categories. In cases of replanning, the algorithm remembers the goal tree, to save com-
putational time or increase the solution quality. Due to the search in a continuous state
space, the randomized planner does not suffer from discretization issues and scales bet-
ter with the problem size. On the contrary, the approach provides weaker guarantees in
terms of completeness and optimality. It is only probabilistically complete and asymp-
totically optimal. In addition, the RRT* algorithm has many parameters which are less
intuitive but crucial to the solution quality and the run time of the algorithm. This
makes it harder to configure.
Throughout the chapters individual properties of the presented algorithms were evalu-
ated; the influence of the safety weights, the robot-terrain interaction methods, the new
A* heuristics, the replanning mechanisms, and the path and actuator biases. Further-
more, the deterministic and randomized path refinement were compared in a statistic
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evaluation. In theory the randomized planner can produce better results since it has
access to a broader range of possible solutions by searching a continuous state space.
However, the experiments revealed that the deterministic approach is superior in terms
of solution quality and planning time due to mainly two reasons: first, the continuous
state space introduces a significantly harder problem, which cannot be solved with same
quality as the discrete problem in the same time; and, second, the presented motion
planning task in rough terrain can be reasonably discretized, at least for the terrains
investigated. The RRT* still scales better with the problem size and can be used for
large planning tasks for which the A* would require too many system resources.
Other experiments show the necessity of using the proposed method when traversing
rough terrain. Further, the generality of the introduced algorithm is demonstrated. It
applies not only to robots with flippers such as the Telemax or the Packbot but also
to robots with a fixed locomotion system which can adjust their weight distribution by
a manipulator for instance. Finally, field experiments show that the planning algorithm
can be used on actual robots to traverse real world rough terrain.
The introduced planning scheme for actively reconfigurable robots in rough terrain
was developed with regard to several properties. First, the developed algorithm does not
require any predefined motion sequences or terrain classifications. Therefore, it is appli-
cable to a wide variety of terrains. It is not limited to terrains which are traversable with
a defined set of motion primitives or identifiable by a classification scheme. Additionally,
it does not dependent on any classification quality.
Second, another benefit of the proposed motion planner is its usability with simple
geometric terrain and robot models. Such models are more easily determined com-
pared to full dynamic robot models and terrain models which include terrain parameters.
The geometric models used do not require the knowledge or the estimation of physical
parameters, such as friction, in varying terrain and conditions.
Third, the developed planning algorithm is comparatively fast and requires a reasonable
amount of time to provide a solution, i.e. a few minutes. In addition, it considers the
inherent uncertainties of the robot pose and the terrain model during the evaluation
of the traversability. While Partially Observable Markov-Decision Processes (POMDPs)
consider involved uncertainties in a more comprehensive way, they require prohibitively
long planning times of more than an hour for similar problem sizes.
Finally, the planning scheme is designed with respect to general applicability. Hence, it
does not rely on specific robot models or robot capabilities. If the robot is equipped with
actuators, the algorithm considers them during planning. Furthermore, the introduced
method applies not only to robots which are able to adjust their drive, through flippers
for instance. It was shown that the algorithm produces valid plans for robots with a
fixed drive configuration which can adjust their weight distribution. This allows the
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application of the proposed planner to the large area of mobile manipulation.
The goal of this thesis was to enable actively reconfigurable robots to traverse rough
terrain. As shown, reconfigurable robots do not only include robots with adjustable
drives but also robots with manipulators. The developed motion planning algorithm is
an essential part of the architecture of a rough terrain navigation system. Even with a
simple baseline controller, the Telemax robot was able to safely traverse rough terrain.
Especially the interaction between the planner and the controller provides plenty of room
for possible extensions of the proposed system.
The planner uses geometric models of the robots and the terrain for the aforementioned
reasons. Therefore, it cannot foresee certain problems related to terrain properties, like
slippage. In this situations, the planner can profit from a more comprehensive controller.
By using information acquired during traversal, plans can be adjusted and the planning
quality can be improved. The controller can use its sensor readings to detect possible
slippage during traversal. In severe cases the planner can propose a new plan which
avoids the problematic area.
Due to the low velocities during traversal of rough terrain, the planner considers only
the static stability of the robots. Dynamically stable plans would extend the applicability
of the planning algorithms to faster robots or faster motions in general. To realistically
include dynamic effects, such as inertia, momentum and jerk, terrain properties are
necessary. In a similar manner as before, the sensor readings can be used to infer terrain
parameters in a proprioceptive way. Augmenting the terrain model with this information
allows the planner to consider the terrain properties for subsequent queries in the same
area. This incremental proprioceptive acquisition is more reliable than exteroceptively
estimating the terrain parameters before planning. Consequently, the planning quality
can be increased by considering the terrain information. However, this also implies that
to a certain extend the planning quality depends on the quality of the terrain parameter
estimation.
To approach the challenging problem of rough terrain motion planning, this thesis
considers static environments. An obvious extension of the planner is the handling of
dynamic environments. This requires the planner to adapt to new situations quickly
before the state of the environment changed again and invalidated previous plans. To
this end, the replanning strategy can be enhanced. The algorithm may keep the previous
solution and adapts only the section which became invalid. On the one side, the necessary
requirements are relatively easy to introduce to the deterministic planner. On the other
side, the longer run times of the RRT* algorithm render it less suited for such applications
where even faster replanning is required. Hence, the adaption of the sampling-based
method is more difficult.
Dynamic environments also require regularly updating the terrain model. This is
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difficult from the low position of the robot. Hills etc. may limit the sensor coverage
from the robot position. In this context the interaction between a UAV and the ground
robot in a multi-robot system is an interesting future research direction. The UAV
can not only monitor already known terrain for changes but also acquire information
about previously unknown areas and extend the terrain model. If the planner cannot
determine a valid path with the current information about the environment, the UAV
can automatically be instructed to update or to extend the environment information.
With the new model the planner may be able to find a valid solution.
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