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Abstract 
We have a critical void in the clinical informatics ecosystems in enabling 
information captured in the Electronic Health Record (EHR) to be 
transformed into actionable knowledge. Incorporating knowledge into 
clinical practice leveraging informatics based analytical tools is critical in 
delivering optimal clinical care and lead us toward an effective Learning 
Healthcare System (LHS). A robust infrastructure plays a very critical role 
in enabling such clinical informatics ecosystems. This robust infrastructure 
must guarantee the ability to manage data volume and velocity, variety and 
veracity. This thesis work accomplishes i) Proposal of a data model to 
support building robust analytics framework to automatically compute the 
knowledge within the EHR ii) Infrastructure to scale-up analytics and 
knowledge delivery iii) Clinical and Research projects that utilize this 
infrastructure for near real-time analysis of text data to derive intuitive 
clinical inferences of patient’s multi-dimensional data. 
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Chapter 1: Introduction 
 
Informatics driven analytics has led to the evolution of Learning Healthcare 
System (LHS): Incorporating knowledge into clinical practice is critical in 
delivering optimal clinical care. There is a gap in the current clinical 
informatics ecosystem between the time the knowledge is 
captured/discovered and the time this knowledge is incorporated into clinical 
practice.[1] Informatics based analytical tools can help reduce the existing 
gap in the knowledge delivery mechanisms towards building an effective 
LHS [2]. Robust scalable Infrastructure enables access to longitudinal and 
real time data. 
 
Electronic health record (EHR) contains a wealth of information which can 
be leveraged to aid in high throughput phenotyping[3] and various 
secondary uses including patient safety, clinical quality metrics. [4]. 
Secondary use of EHR require capturing some of the important data 
elements that are often considered during clinical decision making such as 
Signs/symptoms, disease/diagnosis, medications, procedures and labs  as 
outlined by Wu et al [3]. The temporal relationship between the basic 
clinical data elements brings a complex dimension to the clinical scenario. It 
is very important to trace and interpret the interplay between these data 
elements over a period of time to enable delivery of meaningful knowledge 
to support the clinician in making the right clinical decision for the patient 
[5].  
 
Besides building a robust analytical solution, infrastructure plays a very 
critical role in the delivery of knowledge derived from the data to the clinical 
practice. Traditionally, data generated by clinical workflow is processed in 
real-time where data generation and processing lacked a distributed 
computing infrastructure making it vulnerable because of (a) the 
infrastructure being less scalable (volume and velocity) (b) the ability of the 
infrastructure to handle diverse data (variety) and (c) the infrastructure being 
less fault tolerant and hence less accurate (veracity). The complexity 
increases manifold given that the data may be in both the unstructured and 
structured form. Hence, they lack the ability to process disparate real-time 
data to deliver advance analytical solutions for clinical practice at the point 
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of care. In this work, we plan to overcome the infrastructure limitations 
through the big-data infrastructure scale up and deliver real-time knowledge 
solutions at the point of care. 
 
Information systems designed to capture data at the point-of-care during the 
course of providing care and subsequent events that are part of the encounter 
can be regarded as EHR data. This data can generally be thought of as wide 
and shallow as these data points relate to the events of a given patient’s life 
time.  
 
This enormous amount of data generated in the process of providing care to 
patients encompass a wide set of categories including clinical narratives, 
laboratory data, medication data, billing data, to name a few. There are 
various benefits and a few hurdles in leveraging EHR data for secondary 
uses [6]. Beyond the realm of benefits to the patients, there are positive 
implications from an individual patient’s healthcare experience perspective 
and benefits for research, quality, public health by leveraging aggregated 
health data. Although EHR data is a valuable resource for various secondary 
uses, there exists challenges to be overcome in utilizing the vast amount of 
unstructured data in its heterogenous form.  
 
Interoperability  
 
The vast amount of heterogenous clinical data also contains unstructured 
data which is generated in the process of providing care. This unstructured 
data poses a challenge as this is not conducive for computation. This 
information in the unstructured form can be transformed into actionable 
knowledge utilizing Natural Language Processing (NLP) backed by a robust 
common form of representation which then becomes interoperable as 
described by Wu et al [3]. Chapter 2 elaborates on the common 
infrastructure required to enable interoperability. 
 
Clinical Decision support use cases  
 
Enormous amounts of data are generated as part of providing care to the 
patients and this data is captured in disparate systems. Clinical Decision 
Support Systems (CDSS) play a key role in processing this large amount of 
historical and streaming data to present extracted knowledge with evidence 
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to the practitioners. Chapter 4 covers two specific use cases: 
MayoExpertAdvison (MEA) and Peripheral Artery Disease (PAD) that 
leverage the infrastructure described in Chapter 3. 
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Chapter 2: NLP data models 
 
This chapter builds on the work described in the previous chapter to propose 
a data model to store various data elements from unstructured text for 
analytics in both clinical and research use cases.  
 
A well-established fact is that any large organization that specializes in 
healthcare, to be able to provide the optimal care the organization needs to 
have the capability to gather knowledge from disparate sources (Viz., other 
hospitals, vendors). Data captured from disparate sources need to be 
processed so that it is in a computable form. It has been demonstrated by 
Oniki et al., that normalizing data is a required step to enable meaningful use 
of data captured as part of interactions with patients [7] from disparate data 
sources. These disparate data sources being implementations of EMRs 
where data is captured generally in the form of narrative, the Clinical 
Element Model (CEM) based Common Type System (CTS) is a natural fit to 
capture semantics as well as referential semantics [3].  
 
We propose to adopt the Referential semantic types, which represents six 
core types, Anatomical site, Disease/Disorder, Signs/Symptoms, Procedures, 
Medications and Labs[3]. A snapshot of the type-system which represents 
Referential semantic types is shown in the figure below. One of the 
Referential Semantic types represented in CEM and how that maps to the 
type system along with the example in the form of cough represented as 
Signs and Symptoms CEM here has been adapted here from Common Type 
System [3]. 
 
FHIR becoming the industry standard to represent clinical data to, we further 
propose to adopt the FHIR standards to represent our data, make data 
computable and to enable SMART on FHIR applications as our next steps.  
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<cetype kind="statement" name="CoughAssert" xmlns="">
<key code="Assertion_KEY_ECID" />
<data domain="CoughType_VALUESET_ECID" type="cwe" />
...
<qual card="0-M" name="periodicity" type="Periodicity" />
<qual card="0-1" name="course" type="Course" /> 
<qual card="0-1" name="severity" type="Severity" /> 
...
<mod card="0-1" name="subject" type="Subject" /> 
<mod card="0-1" name="negationInd" type="NegationInd" />
<mod card="0-1" name="uncertainty" type="Uncertainty" />
<att card="0-1" name="observed" type="Observed" /> 
<att card="0-1" name="reportedReceived" type="ReportedReceived" />
<att card="0-1" name="verified" type="Verified" /> </cetype>
Figure 1: CEM which represents “cough” using the core Signs and Symptoms CEM
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example semantic type from common type system: The core CEM types 
(Anatomical Sites, Diseases and Disorders, Signs and Symptoms, 
Procedures, Medications and Labs) which represents referential semantic 
grouping in the CTS have a “concrete type” defined for each of these 
referential semantic types. These types in the CTS represents specialized 
attributes such as qualifiers, modifiers and attributions as just features. In 
other words, the qualifier “course” in the CEM for Cough in figure 1 
 
Methods 
 
Data model to support Analytics 
 
 
 
This work investigated traditional and modern approaches to represent 
knowledge contained within the unstructured data within the EHR that 
would aid downstream applications. We used MedTagger, a state-of-the-art 
NLP framework to automatically extract clinical concepts from the 
unstructured clinical narratives. This might potentially help contextualize the 
information about the data elements – demographics, diseases, diagnosis, 
Encounter
Body Site
Anatomical Site
Condition
Disease/Disorder Signs/Symptoms
Procedure
Procedure
Medication
Medication
Observation
Labs
Figure 2: Mentions captured in real-time from sources including Clinical Notes, Radiology and Pathology reports are mapped 
to higher order representations in the form of Observation or Body Site which then are mapped to an Encounter
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medication, procedure for a particular patient. We propose to adopt a 
common representation of a patient data which we call as “Patient Centric 
Data Model (PCDM)” derived from Common Type System [3] for Clinical 
Natural Language Processing and further extended for near real-time 
analytics and Decision Support Systems [8]. PCDM is an abstract or high-
level representation of clinical concepts. Our intention in proposing this 
representation is that it will facilitate meaningful abstractions at the level of 
episodes/encounters based on the fundamental data elements extracted from 
the individual visits/documents. This physical layer to house the EHR data is 
implemented on scalable infrastructure discussed in the next section. 
 
Infrastructure to scale up 
 
Traditionally, data generation and processing lacked a distributed computing 
infrastructure making it vulnerable because of these reasons: (a) the 
infrastructure was not scalable to support the volume and velocity of the data 
generated in real time. (b) variety and veracity: because the infrastructure 
was not scalable, to keep up with the data generated in real time, only 
common use cases were addressed resulting in less diverse data being 
processed. 
 
 
Infrastructure design and implementation is driven by two core 
Cluster
Node 1
Worker 
(JVM)
Executor 
(T1)
Task: 
Spout
Task: 
Bolt
Worker 
(JVM)
Executor 
(T2)
Task: 
Spout
Task: 
Bolt
Node 2
Worker 
(JVM)
Executor 
(T1)
Task: 
Spout
Task: 
Bolt
Executor 
(T3)
Task: 
Spout
Task: 
Bolt
Figure 3: A machine in a cluster runs one or more worker processes for one or more topologies. These worker processes runs 
executors (>=1 executors per worker) that belong to a specific topology (ex: T1). Each executor is a thread created by the worker. 
A spout or a bolt executes a specific task and is depicted as Task above.
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requirements: (a) the ability to process data in real time and (b) the ability to 
process cohorts of data in a batch mode. 
 
In this work, we consider big data infrastructure as a promising one that 
offers immense capabilities to deliver the modeled data and knowledge to 
the clinical practice in near real-time fashion.  
 
We explored which we believe are three concrete building blocks (a) Data 
processing, (b) Data Storage and (c) Data retrieval in an analytics solution in 
our perspective.  
 
Data Processing: Data elements mentioned earlier extracted using the 
MedTagger framework in a near real-time fashion utilizing the ability to 
parallelize processes enabled by stream processing framework – Apache 
Storm. Figure 3 provides a high-level overview of the building blocks that 
make up the processing pipeline called the Topology. These building 
blocks are Spouts that read data from a source and emit the read data for 
processing by Bolts. Each task performed by these bolts such as reading 
data, parsing and writing output are performed by executors. Execution of 
tasks in parallel is achieved by configuring “parallelism hint” for each of 
the building blocks. This “parallelism hint” identifies the number of threads 
to spawn to execute tasks. The worker process that spawn off these threads 
can be further tuned by setting the “number of workers” setting.     
 
Data storage: Data elements thus extracted in the ‘Data processing’ step is 
represented in a higher order abstraction representing encounters of an 
individual patient. These higher order abstractions are stored in HBase 
which is linearly scalable (HBase can scale by just adding additional nodes, 
not needing any change in the application itself), sparsely populated (HBase 
is not adversely affected by the sparsely populated data – no column is 
required to have data), column family oriented (Columns that belong to a CF 
is stored together to enable ease of processing) database that allow fast reads 
and writes. 
 
Data retrieval: Data stored based on a combination of patient-identifier and 
encounter timestamp allows retrieval of data or two primary use cases (1) 
accessing data based on a patient id and (2) accessing data based on a patient 
id for a given encounter date range.  
  9 
 
Although HBase provides a robust and scalable solution to store data, 
retrieving data that require searching unstructured text is not natively 
provided. This shortcoming of HBase is addressed by utilizing Elastic 
search, a clustered search engine to index the unstructured data. Accessing 
data-based mentions of textual features is accomplished by a combination of 
building blocks (i) Elasticsearch enables searching for presence of textual 
features and to retrieve row-identifier, (ii) native HBase Application 
Programing Interface (API) enables us to retrieve data base row-identifier 
returned from elasticsearch. 
 
 
This body of work described thus far adds the capability to support the needs 
of different clinical use cases (both real time or historical) as well as 
research use cases (batch processing or retrospective processing) described 
in the section ‘Clinical Decision Support use cases’. This implementation, 
we believe is robust and has the immense potential to scale-up to the needs 
of a large health care organization. Modeling and processing of large-scale 
data in real time are some of the important milestones one needs to 
accomplish for building clinical data analytics. However, for these benefits 
to translate into a meaningful use, it is important to present the knowledge to 
the clinician in a meaningful way.   
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Chapter 3: NLP computing infrastructure 
 
 
 
Introduction  
The rapid adoption of electronic health records (EHRs) as a result of the 
HITECH act of American Recovery and Rein- vestment Act has ushered 
significant changes in the quality of clinical practice in the United States.[9] 
Besides the use of EHR for clinical practice, the EHR data have the potential 
to advance health care by generating and implementing new knowledge 
through informatics and analytics. Informatics- driven analytics has recently 
gained national prominence and momentum, thereby enabling the evolution 
of a novel field known as the Learning Health-care System (LHS).[10] The 
Institute of Medicine defines the LHS as a system that generates new 
knowledge and embeds it into the clinical practice. This is done by utilizing 
clinical data and a robust technology infrastructure to enable seamless 
refinement and delivery of best practices for continuous improvement in 
health care.[11] Secondary use of EHR data has facilitated the learning 
cycles in discovery, implementation, and the evaluation of new knowledge 
toward better health care. One prerequisite to implement LHS is an 
infrastructure, which allows access to both longitudinal and near real-time 
patient EHR data in order to facilitate discovery and delivery of best 
practices.  
 
EHR data consist of information in both structured data elements and 
unstructured formats. Much clinical information is embedded in clinical 
narratives, which pose significant challenges in streamlining the information 
to be utilized for the LHS.[12] For example, detailed information about 
patient conditions, interventions, clinical progress, and treatment outcomes 
is often captured in clinical notes. Natural language processing (NLP) offers 
opportunities to tap into clinical narratives to extract the information needed 
for various clinical applications.[13-15] Estimates indicate that around 80% 
of the clinical information resides in the unstructured narrative.[16] NLP 
solutions, which automatically extract discrete, action- able data from 
clinical narratives, pave the way to data-driven health care, the key 
development toward outcome-based care and payment models.  
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In general, NLP can be computationally very intensive not only due to the 
sheer volume of the unstructured clinical data but also due to the complexity 
of NLP where traditional computing infrastructure does not have the 
inherent capacity for implementing scalable NLP solutions.[16] [17]  
In this study, we introduce a big data-empowered NLP infrastructure, which 
delivers high-performance, scalable, and real-time NLP solutions at the 
Mayo Clinic. In the following sections, we provide background and related 
work followed by a summary of various NLP initiatives at the Mayo Clinic. 
We then describe the compelling need and the implementation of a big data-
empowered NLP infrastructure. We finally discuss an application 
MayoExpertAdvisor (MEA) that delivers near real-time care 
recommendation to clinicians at the point of care and the significant role 
played by big data-empowered NLP infrastructure in this process.  
Background and Related Work  
Figure 1 illustrates the learning cycle in an LHS: practice, data, research, and 
knowledge. With the rapid adoption of EHRs, clinical practice generates 
large amounts of clinical data.[18] Researchers have been extensively 
utilizing EHR data for secondary purposes including clinical decision 
support, outcomes improvement, biomedical research, and epidemiologic 
monitoring of the nation’s health. Knowledge discovered through research 
can then be utilized to improve patient care. The most significant initiative 
related to the LHS is The National Patient-Centered Clinical Research 
Network (PCORnet) formed in 2013 by Patient-Centered Outcomes 
Research Institute (PCORI), which consists of 11 clinical data research 
networks (CDRNs) and 18 patient-powered research networks. These 
organizations have made significant progress toward analyzing the data 
within these networks focusing on common conditions, rare conditions, and 
genetic disorders. There are nationwide networks other than PCORnet that 
also play positive role in facilitating LHS. For instance the collaboration 
between Kaiser Permanente and Strategic Partners, Patient Outcomes 
Research To Advance Learning,[19] Scalable Collaborative Infrastructure 
for a Learning Health-care System,[20] PaTH (University of 
Pittsburgh/UPMC, Penn State, College of Medicine, Temple University 
Hospital, and Johns Hopkins University), leading four academic health 
centers,[21] and PEDSnet, another consortium of eight children’s hospitals, 
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are initiatives involving multiple institutions.[22] Large initiatives such as 
the PCORnet provide an infrastructure for a national LHS.		
 
Figure 1. Learning cycle in an LHS. 
Analytics experts enable the cycle. 
Domain pragmatics provides the 
contextual information related to the 
domain, which is needed for 
discovering knowledge. Users are 
people who consume the knowledge. 
 
NLP has been an integral 
component in the LHS, as 
evidenced by one of the review 
criteria in the recent CDRN phase 
II request for application, being the 
demonstration of NLP capability for phenotyping.[23] Figure 2 provides an 
over- view of clinical NLP. At a high level, NLP generally consists of the 
following components: tokenization, syntactic parsing, semantic parsing, 
and pragmatic interpretation. It may also include upstream components such 
as speech recognition or optical character recognition or downstream 
components of data mining, text analytics, visualization, and summarization 
of the NLP results. In health care, a critical additional component is required 
– terminology mapping. This component takes the content that is clinically 
relevant and produces codes for unified semantic representations of clinical 
concepts. These codes are subsequently used in various applications such as 
billing, compliance, quality measurement, clinical decision support, and 
others.  
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Figure 2. Generic clinical NLP process. Clinical NLP involves processing textual 
data obtained from clinical notes and voice dictated text. The process includes 
both syntactic and semantic processing. While syntactic components identify the 
grammatical structure of the text, the semantic components identify clinical 
concepts and its context such as experiencer, certainty, and negation. 
 
Since the 1980s, NLP has been utilized to harness the information embedded in 
clinical narratives. One of the oldest and most studied clinical NLP systems is the 
Medical Language Extraction and Encoding System (MedLEE) developed by 
Friedman et al at the Columbia University in the mid-1990s.[24] MedLEE was 
initially developed on chest radiology reports[25] but further extended to work on 
any kind of clinical notes. An NIH-funded national center, Informatics for 
Integrating Biology, and the Bedside (i2b2), has organized both challenges and 
shared tasks focusing on problems less studied in clinical NLP and sharing 
annotated clinical notes that removed some of the barriers to the development of 
clinical NLP systems.[26-32] 
  
However, one of the major bottlenecks in integrating NLP into clinical workflow 
has been the lack of computing infrastructure to implement real-time NLP 
solutions. With the recent advances in big data, it becomes apparent that the 
streaming and distributed computing capacity in the big data technology stack 
makes the implementation of NLP in the LHS possible.  
 
One example of big data-empowered NLP solution is IBM Watson, a cognitive 
system developed by IBM Research Center with the capability of analyzing 
natural language content.[33] Watson incorporates multiple layers of NLP 
technologies including machine learning and a question answering system.[34-
37] Recently, building upon the technologies behind Watson, IBM has invested in 
health-care analytics by improving clinical NLP capability. For example, Wang et 
al improved the performance of medical relation extraction in Watson.[38] IBM 
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Watson is an independent analytical application that needs to be integrated into 
an EHR workflow for an effective use in clinical practice. In the recent past, EHRs 
do have some inbuilt NLP capabilities in their workflow. Cerner corporation has 
developed a sophisticated EHR that is not only safer and easier to use but smart 
enough to decipher the contextual meaning behind the descriptions in clinical 
text.[39] Chart Search, a search platform within Cerner has the capabilities to 
understand the intent of a query to perform semantic search.  
 
Besides these big corporation initiatives, there are few efforts in academic 
institutions where big data-empowered NLP solutions have significantly 
advanced the clinical care by reducing the processing times of clinical data. 
Agerri et al (2015)[17] have demonstrated that the big data infrastructure can 
help scale NLP analytics to provide near real-time solutions.[40] On the other 
hand, Divita et al (2015)[41] explored an alternative approach for scaling NLP 
solutions through multithreading and running NLP modules concurrently. They 
took software engineering approach instead of assembling a robust hardware 
infrastructure for scaling the computing performance.  
 
Essentially, we have two models for performance scaling, as discussed above. 
One option is to have the right choice of robust hardware infrastructure, while the 
other is to engineer a robust software solution. At the Mayo Clinic, we took a 
middle path for scaling NLP applications, striking a fine balance between 
engineering a robust software solution and choosing a sophisticated big data 
infrastructure for deploying software. While big data-empowered NLP offers the 
best hardware infrastructure, MedTagger is a suite of best-of-breed NLP modules 
developed based on rigorous software engineering models. We believe that this 
combination will help us realize the LHS as a possibility in the near future at 
Mayo Clinic.  
 
NLP Implementation Prior to the Big Data Era at Mayo Clinic	
	
Mayo Clinic has a long history of using patient records as an organized resource 
to support research and quality improvement.[42] Early efforts to create an EHR 
for surgical recording system associated with ICD coding of diagnosis and 
procedures began in the late 1980s. The deployment of the first EHR project 
introducing clinical notes launched in the mid- 1990 and introduced 
semiautomated coding of master sheet diagnosis in Medical Index using NLP. 
These efforts evolved into creating a data warehouse, a joint development with 
IBM to create a comprehensive clinical data repository derived from EHR.[43] 
The Mayo–IBM collaboration resulted in the first version of the Mayo Clinic Life 
Science System, which provided search capability for structured data, 
unstructured text, and NLP annotated text. However, a systematic utilization of 
the data (i.e., normalization, extraction, transform, and load) was recognized as a 
critical need for a semantically integrated data store at the enterprise level. 
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Hence, in 2007, Mayo initiated work on a data repository, the Enterprise Data 
Trust (EDT), built on industry standard and optimized for business intelligence 
and flexible data utilization.[44] This integrated source of data across the Mayo 
enterprise, as shown in Table 1, has served as a foundation for many aspects of 
clinical research and practice using NLP.  
 
 
 
Since 2001, Mayo Clinic has invested in NLP for processing clinical notes using 
syntactic and semantic features of the language. Mayo has pioneered clinical 
NLP research in multiple aspects. As part of Mayo–IBM collaboration, Mayo has 
released an open-source clinical NLP system: clinical Text Analysis and 
Knowledge Extraction System (cTAKES)[45] built on the Unstructured 
Information Management Architecture (UIMA). cTAKES has been recognized by 
many clinical informatics communities and has improved its functionality and 
portability through collaborations. cTAKES became an Apache project in 2012. 
Additional NLP pipelines have been developed by the Mayo Clinic and released 
in open source through the Open Health Natural Language Processing 
Consortium. * MedTagger for indexing medical concepts, information extraction, 
and named entity recognition,[46] MedXN for medication extraction and 
normalization,[47] MedTime for clinical temporal information extraction,[48] and 
MedCoref for coreference resolution in clinical text [48] are some of the tools 
available in open source.  
 
Currently, we provide two main types of NLP services in clinical practice. One is 
concept indexing, and the other is high-level information extraction. An NLP 
pipeline identifies the clinical concept mentions and the contextual information 
such as negation, certainty, and experiencer mentioned in a document. The 
concepts were also subsequently indexed as a separate field in a database to 
facilitate better cohort retrieval. The NLP program also provides a framework for 
  16 
high-level information extraction that is very use-case driven. MedTaggerIE, an 
information extraction component in MedTagger, has been used for various use-
case driven information extraction tasks. It is a pattern-based information 
extraction framework developed under UIMA. There are three knowledge 
components for an information extraction engine, i.e., dictionary, normalization, 
and regular expression. Dictionary specifies the terms or patterns to extract the 
concept mentioned in the text, normalization defines the target concept to which 
the textual extractions needs to be mapped, and regular expressions define the 
overall rules based on the other two components. These knowledge components 
are all externalized in order to maximize customizability and maintenance. [48] 
Given a large collection of clinical narratives, we have conducted multiple large-
scale research studies yielding NLP processing knowledge that is ready to be 
part of NLP engines used in production.  
 
Implementation of Big Data-Empowered Clinical NLP at Mayo Clinic	
	
One of the major reasons for the big data initiative at the Mayo Clinic is the ability 
to extract information from the EHR near real time to meet the information needs 
at the point of care. Figure 3 shows a high-level architecture of the Mayo big data 
implementation.  
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i. The bottom layer of Figure 3 represents EHR data sources, which 
generate data during clinical care. The data can be in diverse formats 
including structured fields, problem lists, laboratory values, unstructured 
notes, images, and other information.  
ii. In the middle layer, data from the primary sources are streamed to the big 
data environment via messaging queues. The big data layer itself consists 
of the following components:  
Data ingestion (messaging system) – accepts data from multiple sources, 
both streaming data as well as archived data;  
Data analytics (NLP) – enables stream and batch processing of data;  
Data storage and retrieval – consists of next-generation approaches for 
storing and indexing intermediate or final datasets.  
iii. The topmost layer represents various applications, which consume the 
semantically enriched data provided by the analytical processing layer.  
Big Data Technologies Adopted  
 
The big data implementation at Mayo has been designed for both analytical 
processing and new storage methodologies to facilitate faster retrieval. We chose 
Apache Hadoop as the big data platform, which includes components such as 
Apache Storm to provide real-time distributed computation environment, HBase 
for fast key-based data retrieval, and Elasticsearch for efficient indexing and 
querying of information. In the following, we briefly describe these technologies.  
 
Apache Storm is a programming model agnostic stream- processing 
environment, which we used for streaming and scalable computing. Storm 
architecture consists of a cluster, where a master node distributes jobs to the 
slave nodes. The underlying structure of Storm is a graph topology, which 
consists of nodes that serve as the processing environment while the edges 
serve as the message broker communicating between the nodes. Nodes in the 
Storm topology essentially fall into two categories as follows: (i) Spouts to stream 
data from sources and (ii) Bolts to perform processing on data stream emitted by 
a Spout. A Bolt in turn emits a stream that can be utilized by other bolts. Apache 
Storm enables real-time analytics environment and data delivery through multiple 
processing streams of data effectively increasing the throughput.  
 
Apache Hadoop is inherently designed for large-scale processing, predominantly 
in batch-processing mode across multiple, horizontally scaled server nodes built 
from commodity hardware.[49]  Apache Hadoop allows the data to be processed 
faster and more efficiently than it would be in conventional supercomputer 
architecture. It relies on a parallel file system where computation and data are 
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connected via high-speed networking. The Hadoop framework relies on map 
reduce formalism to deliver fault-tolerant scaling. In our big data implementation, 
we use MapReduce jobs to quickly search across clinical documentation to 
extract particular subsets of information that need to be processed through our 
Storm infrastructure. Currently, we are not using MapReduce jobs to scale the 
processing of any process in the big data implementation at the Mayo Clinic. We 
continue to investigate and develop more MapReduce and Spark capabilities in 
our infrastructure.  
 
Apache HBase is an open-source distributed, nonrelational database modeled 
after Google’s Big Table.[50] HBase does not support SQL as a query language, 
instead HBase provides a rich Java API. It is built on HDFS and hence can be 
deployed on commodity hardware. HBase is meant for a large amount of data in 
the range of billions of rows. An instance of HBase has a collection of tables. 
Each table contains rows with row- keys and arbitrary number of columns. These 
columns contain key–value pairs, which are versioned by timestamp by default. 
HBase was chosen to enable very fast key-based retrieval of documents stored 
in the big data environment.  
 
Elasticsearch is a distributed full-text search engine that is built on Apache 
Lucene. Elasticsearch can handle large-scale real-time data to perform real-time 
analytics, which will enable the application layers to access the semantically 
enriched data in big data in near real time. Elastic search provides mechanisms 
to horizontally scale the retrieval by adding additional nodes for processing. It is 
fairly resilient that it can auto detect failure nodes and perform load balancing to 
ensure both data safety and accessibility. It also supports the notion of 
multitenancy where multiple indices can be housed on an instance of 
Elasticsearch.  
 
NLP Implementation in Big Data  
 
The implementation of big data-empowered NLP infrastructure is a critical 
component in the Mayo Clinic Unified Data Platform (UDP) initiative. The mission 
of UDP is to provide a centralized, yet collaborative and community-oriented data 
services framework that enables and facilitates all data-driven projects across the 
Mayo Clinic enterprise. The big data infrastructure itself plays a significant role in 
data enrichment, discovery, and delivery. Prior efforts on clinical data have 
empowered retrospective studies and research. Before the big data initiative, the 
UDP had been limited in its ability to provide real-time data analytics and 
delivery, which had hampered the ability to implement decision support systems 
at the point of care.  
 
The current big data infrastructure at the Mayo Clinic has the following 
configurations: one production cluster, one integration cluster, one development 
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cluster, and a discovery cluster. The discovery cluster is utilized for research 
work and other analytical purposes.  
 
Figure 4 shows the big data-empowered NLP architecture that uses Apache 
Storm to realize real-time NLP processing. Specifically, we implement a bolt for 
NLP processing in the Storm topology, which can instantiate the required NLP 
pipeline configurable through a configuration file. Clinical documents in HL7 
format (input data) are read from message queues using the Java Messaging 
System. We implemented multiple bolts related to the NLP processing in our 
Storm Topology. The “Parse-Bolt” parses the HL7 messages utilizing the open-
source HL7-HAPI-based parser.** The “NLP-Bolt” initializes the required NLP 
pipeline to be used for processing based on the project-specific configuration. 
We have two storage-related bolts: “Elasticsearch-Bolt” and “HDFS-Bolt”. While 
the former is used to index the HL7 messages and the NLP results, the latter is 
used to store them in HDFS.  
 
 
Big Data Implementation – a Clinical Use Case  
 
Very recently, we implemented a decision support system, namely, MEA, an 
application that delivers individualized care recommendations for clinical practice 
using the big data infrastructure. This section describes the broad goal of MEA 
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and the specific big data implementation. We, also describe the performance of 
NLP modules in terms of computational time in three different server 
environments including the big data. We summarize the performance of each 
infra- structure especially on how the reduced processing times of big data 
infrastructure will impact the overall goal of the LHS implementation.  
 
Mayo Expert Advisor  
 
To deliver the optimal care to individual patients, Mayo Clinic has made a 
significant investment in developing knowledge assets regarding best practice 
pathways, guidelines, and the associated tools to manage these guidelines. 
Currently, Mayo-vetted best practices are being authored by Specialty Councils, 
Centers, or others and are available through a web-based application, 
AskMayoExpert (AME).[51] AME currently has over 115 Care Process Models 
(CPMs) and 40 risk factor scoring tools. These risk factors are taken into account 
when choosing the right intervention as outlined in the CPMs. However, the 
provider has to manually enter patient data into scoring tools and then review the 
protocols in AME to see what care recommendation or intervention is best suited 
for the patient. For a given patient, there might be many CPMs that are 
applicable to enable individualized knowledge delivery; all applicable 
recommendations have to be taken into account. Thus, to fully realize the value 
of all these knowledge assets in AME, we need to incorporate the knowledge into 
the clinical workflow of the providers in the context of individual patient care.  
However, there is no consistent mechanism to present relevant knowledge in the 
context of patient-specific data. Therefore, knowledge delivery at the point of 
care requires real-time information extraction to populate data elements needed 
for delivering patient-specific screening reminders, follow-up recommendations, 
shared decision-making tools, patient-specific links to AME, and other resources.  
MEA was implemented through a multiunit collaborative effort, leveraging the 
work that was already done in another web-based solution (Generic Disease 
Management System).[52] An NLP pipeline deployed on big data provided 
unstructured text analysis, which was then integrated with the information from 
structured resources such as coded problem list, laboratory tests, procedures, 
and medications to understand the patient context and deliver relevant 
knowledge for patient care at the point of care.  
 
We successfully implemented the knowledge workflow outlined in three CPMs 
namely, atrial fibrillation, hyperlipidemia, and congestive heart failure (CHF) 
during the pilot phase of MEA. The domain experts identified nearly 25 data 
elements (refer Table2) to be relevant in order to make a care recommendation. 
According to the New York Heart Association Classification, some of the 
information such as (for CHF CPM) implanted cardiac devices, CHF diagnosis, 
and the heart failure stage can only be obtained reliably from clinical notes. The 
NLP pipeline extracts the concepts/data elements outlined in Table 2 from the 
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clinical notes. Besides detecting the mention level of each concept in a clinical 
note, the pipeline also detects additional metadata of the concept such as its 
certainty/affirmation, negation status, and the context such as experiencer to 
identify whether the concept was mentioned in the context of the patient or 
family. As previously described in the NLP Implementation prior to big data era at 
Mayo Clinic section, the whole pipeline was implemented using Apache UIMA 
framework.  
 
 
 
One of the main challenges for MEA is the rapid processing of historical clinical 
notes, radiology notes, and other unstructured data resources in order to deliver 
real-time, personalized clinical care recommendations. For some of the patients, 
the required information may occur in multiple documents at different time points. 
The information extracted from the individual documents of a patient needs to be 
synthesized across documents to check if a particular patient disease condition is 
consistent and trust worthy. The information extracted by the NLP pipeline is 
reconciled with the information from structured resources to infer at patient level 
whether the concept/data element is relevant to the patient. By combining the 
information from both the structured and unstructured sources, the resulting 
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information is fed to a decision rule system that generates the care 
recommendation to be delivered to the clinician at the point of care. Figure 5 
gives the outline of the overall workflow architecture of MEA. In this study, we 
restrict our focus to only the specific role of big data infrastructure-empowered 
NLP system in making care recommendations as outlined in CPMs to the 
clinicians.  
 
 
 
Figure 5. MEA 
workflow 
architecture. MEA 
workflow consists of 
three components: 
(i) MedTagger, a 
clinical NLP 
pipeline reads data 
from clinical notes, 
radiology notes, 
ECG text, and other 
reports and 
identifies data elements; (ii) Webservices aggregate the information from both 
the NLP pipeline and structured data sources such as laboratory values, patient 
provided information to synthesize concept assertion at patient level; and (iii) 
synthesized information is fed to a decision rule system that generates care 
recommendation for the clinician at the point of care. 
 
Results and Discussion  
 
In our pilot study, we benchmarked the performance of the same NLP pipeline in 
a fixed number of documents (20,000 clinical notes) in three different 
environments, namely, a standalone server, a data stage server, and the big data 
environment. Table 3 gives a broad outline on the hardware con- figuration of the 
three server environments.  
 
  23 
 
 
Figure 6 shows the average processing time taken to process 20,000 clinical 
documents in the three server environments. The standalone server had an 
average processing time of 23.97 minutes; data stage averaged 85.67 minutes, 
while the big data averaged 20.13 minutes to process 20,000 clinical notes. The 
data stage had significantly higher processing times when compared with the 
other two environments. After further investigation, there may be two reasons for 
this low performance of such a very powerful server: (i) the specific configuration 
of the data stage server was not optimal for high throughput and (ii) the data 
stage server was configured to run in a shared environment. It was not possible 
for us to schedule a job for MEA processing in a controlled and isolated data 
stage environment at this time. On the big data server, all the computations 
during this run were concentrated on a single node. There was not any significant 
difference in the performance of the big data (shown in Fig. 6) when compared 
with the standalone server, while there is a significant performance gain over the 
data stage.  
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Figure 6. Average processing time of different server environments. Time taken 
for big data-empowered NLP to process 20,000 documents in three different 
server environments. On an average, (i) standalone server takes 23.97 minutes 
to complete the NLP process, (ii) data stage takes the maximum time of 85.67 
minutes for the same, while (iii) big data take 20.03 minutes for the same task. 
 
 
Further experiments were performed with the Storm architecture by increasing 
the number of parallel instances to 2, 4, 8, and 16, essentially doubling the 
parallel instances each time. Figure 7 clearly demonstrates the significant 
improvement in the performance due to increased parallelism. A substantial drop 
in the processing time was observed while increasing parallel instances. A 
configuration of 16 parallel instances took only 1.01 minutes (approximately 3 
milliseconds to process a single document) to process 20,000 documents 
considered for the earlier experiment. The parallel system was 20 times faster 
than the configuration with a single instance (Fig. 6). The resilience of parallel 
processing power is one factor that gave big data the edge over other 
environments. While the drop in the processing time was very steep initially, the 
gain in the time tapers with increase in parallelism. This shows that there is a 
threshold to the number of the parallel instances beyond which there is no 
significant gain in the processing times. However, the optimal threshold may vary 
depending on the size of the data.  
 
We also studied the performance behavior of the big data with varying data size. 
We did this in order to ascertain the limits of gain in performance due to 
parallelism with increasing data. In Figure 7, we saw that for a fixed number of 
documents to process 20,000 (335.08 MB of data), 40,000 (635.22 MB of data), 
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80,000 (1,270 MB of data), and 160,000 (2,792.99 MB of data) documents, 
essentially doubling the number of documents. Figure 8 shows the performance 
of the MEA algorithm while increasing the number of documents in big data.  
From Figure 8, we can infer that the processing time increases linearly with 
increasing number of documents. We can infer that further optimization of the 
number of parallel instances may be required with increasing amounts of data. At 
a fixed parallel instance (16 in this case), the performance of the MEA algorithm 
in big data may become a rate-limiting one. We believe that by adding additional 
nodes in big data infra- structure and increased parallelism of the Storm 
architecture the performance of MEA algorithm will ramp up to appreciable levels 
(as seen in Fig. 7).  
 
 
Figure 7. Time taken to process 20,000 documents with varying number of 
parallel threads in big data. With increasing parallelism, there is a significant drop 
in the processing times of NLP empowered MEA algorithm. 
 
 
Figure 8. Processing time using 16 threads on varying number of documents. As 
the number of documents processing doubles, the processing time increases 
almost linearly. 
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For the MEA project, we piloted the implementation on 14,000 patients, which 
requires running NLP on 1.6 million documents. NLP in big data (empowered by 
16 parallel instances) allowed the entire set to be processed within 90 minutes, 
which would not have been possible in the traditional Mayo Clinic infrastructure.  
In summary, we have shown that the big data implementation, with the ability to 
run algorithms in parallel using the storm architecture, offers immense potential 
to realize our goal in delivering near real-time information, thereby enabling the 
delivery of optimal care in practice.  
 
Limitations and Future Work  
 
In this work, we explored the scaling performance of NLP through big data 
computing. Some of the technology choices that were made for this work were 
based on the technology stack available at the time of the project and the 
maturity of the software pack- ages. Specifically, Apache Storm was chosen over 
Spark due to its more reliable and mature code base compared with the relatively 
new and not fully vetted functionality of Spark streaming. As Spark matures, it will 
be worthwhile to compare the technologies and see what benefits can be 
leveraged from each.  
 
As far as the MedTagger NLP processing, the current NLP modules in 
MedTagger can be redesigned to run asynchronously using UIMA-AS or run in a 
nonlinear fashion. For example, Divita et al, 20159 explored multithreading to 
scale the performance of NLP. Additionally, we are currently exploring the use of 
Map Reduce/Spark to scale up some NLP module processing, which can be 
another way to improve the performance of NLP on a Hadoop environment. We 
can also remove certain overheads in preprocessing by adopting messaging and 
documentation standards.  
 
More work is needed to fully leverage the potential of this infrastructure to deliver 
NLP solutions. There are some challenges identified in the process of our 
implementation that are listed as follows.  
 
Data challenges. The uneven and complex nature of clinical documentation is a 
challenge in analyzing EHR data. Detailed patient treatment and outcome 
information is scattered in heterogeneous formats in various EHR platforms and 
standards in both structured and unstructured formats. Although extensive efforts 
has been dedicated at Mayo Clinic and other organizations to develop advanced 
NLP technologies, common problems in observational data such as confounding 
variables, bias, and missing data add to the complexity of the analytic problem.  
Resource challenges. The investigation, development, testing, and deployment 
of NLP analysis pipelines are not trivial tasks. Based on the needs of each 
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project, varying levels of sensitivity and specificity are required. Also, based on 
the clinical project requirements, there can be specific definitions or context 
required for NLP extracted concepts. This can make the development cycle and 
production implementation of NLP an expensive process, both in terms of time 
and money invested. Efforts are underway to build standardized processes and 
development tools to ensure that projects can be completed in an efficient and 
cost-effective manner.  
Domain expertise challenges. Often, the end users of NLP analytics solutions 
are not experts themselves in all aspects of the health-care domain. It takes 
partnerships with subject-matter experts in various subspecialties of health care 
to build analysis pipelines that provide accurate and relevant NLP extracted 
information. Without the time and effort required to foster these collaborations, 
the level of precision required by consumers of NLP data would not be met.  
Awareness challenges. Even though NLP has been around at Mayo Clinic for 
many years, the ability to leverage its potential in clinical settings is relatively 
new. The use case listed in this study shows the initial investment and success of  
utilizing the big data platform to provide clinically focused NLP solutions. There 
are many opportunities to utilize this type of big data-empowered NLP solution. 
Adoption of big data technology is still in its infancy at the Mayo Clinic and has 
not penetrated different practice divisions across the Mayo Clinic. As successful 
projects leverage the information provided by NLP solutions, they can serve as 
models for future endeavors.  
Conclusions  
 
In this study, we demonstrated the benefits of a big data- empowered NLP 
computing infrastructure, for the processing and delivery of NLP solutions, which 
enable knowledge delivery in an LHS. We have clearly shown that using big data 
architecture significantly reduces the processing time of clinical narratives. It 
enables real-time NLP processing of clinical documents to deliver care 
recommendations for clinical practice. This is a significant step toward 
implementing an LHS. Big data computing paves way for building a robust and 
fault- tolerant NLP infrastructure.  
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Chapter 4: Use cases 
 
Clinical Decision Support use cases 
 
Clinical Decision Support Systems (CDSS) aid practitioners in decision making 
utilizing patient data present in the Electronic Health Record (EHR) [53].  
Although CDSS have been developed for a variety of clinical applications, this 
work highlights two specific examples that have been built based on the work 
described in this body of work. Both of these use cases have been deployed as 
part of MedTagger NLP pipeline on the Big Data infrastructure as described in 
the “Infrastructure to Scale Up” section above. This robust infrastructure plays a 
key role of this voluminous data which ranges between 20K documents on a 
weekend to about 200K documents on a weekday. 
 
 
Peripheral Artery Disease Surveillance (PAD) 
 
 
Figure 1:Peripheral Artery Disease Surveillance block diagram 
 
 
PAD is a highly prevalent disease affecting millions of individuals worldwide [54] 
[55] and there has not been enough effort expended by the healthcare providers 
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in diagnosing and educating patients. It has been demonstrated that 
underdiagnoses of PAD in primary care that leads to ischemic cardiovascular risk 
associated with PAD.[56, 57] The lack of Ankle-brachial index which is an 
indicator of PAD in the EHR would require a labor-intensive task of manually 
curating clinical narratives. This project leverages knowledge-driven NLP 
algorithm to automatically identify cases from clinical narratives. The NLP 
algorithm to identify PAD related concepts as described in table 1 by Naveed et 
al.,[55] were implemented utilizing MedTagger, an open source clinical NLP 
engine that enables processing textual data.  
 
Patients identified by the PAD NLP system as at-risk are written out to a data 
store along with the evidence of “location” term along with the “diagnosis” term 
extracted from the narratives. This evidence is made available for consumption of 
downstream applications. 
 
Mayo Expert Advisor (MEA) 
 
The “Mayo Expert Advisor” section in Chapter 3 outlines the history that lead to 
the development of MEA to extract knowledge. This subsection is to reiterate the 
importance of extraction of knowledge from the EHR.  
 
Institution-wide guidelines encapsulating expert opinions, best practices toward 
standardizing patient care as “Care Process Model” (CPM) is made available to 
clinicians through computer-based tool called AskMayoExpert. The “Impact of 
Electronic Clinical Decision Support on Adherence to Guideline Recommended 
Treatment for Hyperlipidemia, Atrial Fibrillation, and Heart Failure: Protocol for a 
Cluster Randomized Trial” study argues that while knowledge in the form of 
guidelines is useful, there is still a gap in clinicians having to “dig up” information 
contained in the Electronic Health Record (EHR) before the guidelines could be 
applied.[58] MEA seamlessly performs these tasks of (a) extracting the relevant 
knowledge (b) applying the algorithm to patient data and finally (c) delivers 
action-oriented recommendation with brief justifications.   
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