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Abstract 
Stringent gas monitoring of harmful gases associated with industrial activities has received 
considerable attention lately with the research and development of novel nanostructured 
semiconducting gas sensors. Zinc oxide (ZnO) nanostructures have shown electrical 
properties highly suitable for gas sensing, and can be manipulated with specific properties 
for desired applications; however, the adsorption of different molecules on the non-polar 
ZnO surfaces remain poorly understood. Ab-initio density functional theory (DFT) and 
some experimental techniques were used to study the electronic and structural properties of 
different gases on ZnO surfaces for gas sensing applications. 
The two low index non-polar ZnO surfaces, namely the (10 0) and (2 0) surfaces 
were studied as these are commonly found on different ZnO nanostructures. Nitrous oxide 
(N2O) and ethanol (CH3CH2OH) were adsorbed on each surface and the effect of surface 
facet, gas coverage, and the presence of surface defects (oxygen vacancies) was 
investigated. It was found that nitrous oxide physisorbed on both stoichiometric surfaces at 
1 ML coverage, with evidence of weak chemisorption on the (2 0) surface. Multiple 
stable structures were found with N2O adsorbing via the O or the terminal N atom to a 
surface Zn atom. The calculated charge transfer for each surface indicated that N2O 
behaves as a charge acceptor, withdrawing charge from the surface after adsorption, in line 
with other theoretical and experimental results. 
Ethanol also adsorbed in multiple stable orientations on the stoichiometric and 
defect surfaces at ¼, ½ and 1 ML coverages, with the binding being stronger than for 
adsorbed N2O. Ethanol can form two types of adsorbate-substrate interactions; one being 
between the ethanol O atom and a surface Zn atom; and the other being a hydrogen bond 
between the ethanol hydroxyl H atom and a surface O atom. The formation of a hydrogen 
bond stabilises the adsorbate-substrate interaction, and can be identified by a red shift in 
the adsorbate OH stretching mode. Due to the reduced number of surface oxygen atoms on 
1 11
11
 XIII 
the defect surfaces, the binding was weaker as either a hydrogen bond could not form or it 
was not as strong as on the stoichiometric surfaces. In contrast to nitrous oxide, ethanol 
was calculated to donate charge to the surface, behaving as a reducing gas. 
  Experimentally, several characterisation techniques: Raman, Fourier Transform 
Infrared (FTIR) Spectroscopy and X-Ray Diffraction (XRD) were used to detect the 
presence of hydrogen gas (H2) adsorbed on nanopowdered ZnO surfaces having a high 
proportion of the low index (10 0) surface. We propose that the interaction of hydrogen 
gas on the ZnO surfaces can lead to the formation of surface hydroxyl groups, as was 
indicated by the FTIR spectroscopy. The presence of hydrogen was not observed for highly 
crystalline ZnO nanopowders with larger grain sized, while for smaller grain sized 
powders, clear peak shifts confirm the presence of hydrogen. 
Our theoretical and experimental findings have shed new light on the design and 
synthesis of potential nanostructured gas sensors and their interaction with different gases. 
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Chapter 1  
 
Introduction 
  
1.1 Introduction  
The prolonged concern over pollution and its effect on human health, as well as stringent 
gas monitoring of industrial activities involving harmful gases, has resulted in substantial 
research and development of semiconducting gas sensors [1].  
 Monitoring atmospheric concentrations of different gases is an important part of 
any scheme to help mitigate their effects. This involves the development and refinement of 
devices used in estimating gas emissions, and reducing uncertainties and errors in the 
monitoring process. Improved technologies in the monitoring of gas emissions and 
leakages can reduce the effect caused by these gases. Some of the drawbacks of 
commercially available gas sensors are the instrument size [2, 3], the requirement of 
preheating the sensor for long hours before they can be used [4], and their strong 
dependence on temperature and gas concentration [5]. The market is in need of better 
solutions for efficient gas monitoring. 
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Surface chemistry plays an important role in modern industries, with the gas-
surface interaction affecting the operation of many electronic devices, including gas 
sensors. Realistically, metal oxide materials exist in multiple crystalline structures, also 
known as different surface terminations. Therefore, a lot of work is needed to improve our 
understanding of the structure and properties of single crystal surfaces at the molecular 
level. The aim of this dissertation is to study the adsorption of selected gas species on 
different zinc oxide (ZnO) surfaces that are present in materials used for gas sensors.  
 In this dissertation, ZnO is employed as the material of choice as it is already used 
in gas sensing devices. In order to study the adsorption mechanism on the ZnO surfaces, a 
solid understanding of the structure of each surface and its interaction with different 
molecules must be obtained. With computer resources becoming cheaper, and with more 
well-established computational codes being developed, the interaction of molecules with 
different crystal facets can be accurately modelled using electronic structure calculations. 
In this study, this is achieved using density functional theory (DFT) calculations along with 
some experimental characterisation techniques. 
 
1.2 Gas Sensors 
In general, gas sensors can be categorised into several types, including infrared [6], 
electrochemical [7, 8] and catalytic combustion sensors [9]. They are used in a range of 
applications from chemical engineering, to medicine, agriculture, architecture and others.  
 
1.2.1 Metal Oxide Semiconductor Gas Sensors  
Metal oxide based sensors commonly used include SnO2, TiO2, In2O3, and ZnO. It 
was discovered in the 1950s that common metal oxides change their electrical properties 
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when exposed to reducing gases, with the change being more apparent at elevated 
temperatures [10, 11]. About a decade later, Seiyama et al [12] used this phenomenon to 
propose the idea of constructing a ZnO thin film gas sensor. In the same year, the more 
commonly used metal oxide SnO2 was also proposed as a gas sensing material, and was 
patented by Naoyoshi Taguchi, who later founded the gas sensor manufacturing facility 
Figaro Engineering [13-15]. The oxide based gas sensors were initially in the form of thick 
films; however, as they showed poor sensitivity [16], they were made thinner to produce 
increased sensitivity. Since then, thin film gas sensors have increased in popularity and are 
still used frequently today [17-19]. 
As will be discussed in Section 1.2.2, ZnO nanostructures have been investigated 
for use as gas sensors. Their large surface areas with single crystal facets make them highly 
popular for these applications.  
The presence of a gas is detected by measuring a change in conductivity when the 
gas adsorbs on the sensor surface. It has been shown that oxidising gases (such as O2, N2O 
and NO2 [20]) withdraw charge from the surface and decrease the conductivity, while 
reducing gases (such as NH3 [20] and H2 [21]) donate charge to the surface causing an 
increase in conductivity [22]. Although the full sensing mechanism is not clear, it involves 
the interaction of the gas directly with the oxide surface or with pre-adsorbed oxygen 
atoms. The adsorbed oxygen (which comes from the surrounding environment) withdraws 
electrons from the oxide, trapping them at the surface. This leads to an electron depleted 
region or space charge layer. When an adsorbing molecule interacts directly with the 
surface, or with the adsorbed oxygen, it changes the free charge carrier density, which can 
lead to an increase or decrease in the sensor conductivity.  
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1.2.2 Recent Advances in Metal Oxide Gas Sensors 
One of the most popular advances in metal oxide gas sensors has been the investigation of 
sensors using nanostructures. The Sberveglieri [23] and Wang [24] groups have been 
instrumental in shedding light on the gas sensing properties of metal oxide nanomaterials. 
The successful collaboration between the two groups in 2002 stemmed from the discovery 
of semiconducting zinc oxide nanowires and nanobelts by Wang et al. [24], and their 
ability to detect a variety of gas species including CO, NO2, and ethanol [23, 25]. The gas 
detection was demonstrated by the measurement of significant current changes of SnO2 
nanowires towards target gases in synthetic air [23]. The group of Kalantar-zadeh et al. 
have also been instrumental in reporting the structural properties, synthesis, and 
applications of various metal oxide nanostructures, including ZnO [26-28], WOX [29-32], 
MoO3 [32], and TiO2 [33], for gas sensing applications [21]. The interest in this area has 
since been growing rapidly due to relatively simple and inexpensive nanostructure 
fabrication methods. 
The Electronic Nose sensing approach, inspired by the olfactory systems of humans 
and animals, is a commercially available technology that uses an array of metal oxides in a 
sensor device to measure the conductance of various gas species on the same chip. This 
approach discriminates different gas species by characterising the conductivity pattern of 
various metal oxides [34]. This electronic nose is used in identifying spoilt wine [35] and 
has also been proposed for potential applications including explosives detection [36]. This 
approach, however, is not very efficient in distinguishing different gas species because the 
reactions do not vary much between a specific target gas and the different oxide thin film 
surfaces. To overcome this issue, the nanoelectronic nose that employs a hybrid of 
nanostructures for sensitive gas discrimination has been used [36]. The sensor array 
contains individual sensors (In2O3 nanowires, SnO2 nanowires, ZnO nanowires, and single-
walled carbon nanotubes), with integrated micromachined hot plates for accurate 
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temperature control of each sensor. The assembled sensors on a chip successfully 
demonstrated a major improvement in gas selectivity when exposed to important industrial 
gases such as hydrogen, ethanol and nitrogen dioxide.  
 Another novel approach in gas sensing is the use of self-heated metal oxide 
nanowires as sensors. Essentially, the device consisting of single nanowire sensor is 
powered by heat (without the aid of a heater) from other electronic devices that are already 
generating heat surrounding the nanowire. The advantage of self-heated gas sensors is their 
efficiency in power consumption, using a mere 10-5 watt, compared to 10-2 watts of power 
in traditional sensors [37, 38]. Prades et al. [39] investigated the power consumption of gas 
sensors based on self-heated individual SnO2 nanowires. The study showed that the gas 
sensor produced nearly identical results to sensors operated with an external microheater. 
The ultralow power consumption of the nanostructure sensors proved to be an advantage 
for mobile devices and has certainly stimulated interest in employing other metal oxide 
nanostructures for self-heated gas sensors. 
 Based on the above approaches, the next generation of gas sensors can be 
envisioned to be based on nanostructured materials. Although the sensing mechanisms are 
complicated and they are not well understood, metal oxide nanostructures have shown 
promising potential in the detection or monitoring of a target gas at higher efficiencies.  
 
1.2.3 Sensitivity and Selectivity of Semiconductor Gas Sensors 
The performance of metal oxide gas sensors can be characterised by their sensitivity, 
selectivity, response time, recovery time, and stability [14]. The measurable parameter in 
this type of sensor is the resistance of the semiconducting material, which corresponds to 
the sensitivity. The sensitivity of a sensor can be defined as Rgas/Rair, where Rgas and Rair 
are the resistance in the presence or absence of a gas species, respectively. The variable 
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resistivities (Rgas/Rair) enable the sensitivity of a material in reducing and oxidising gases at 
different concentrations to be compared. After exposure to a target gas, the higher (or 
lower) the measured resistance, the more sensitive the sensor is showing [40].  
 The selectivity of a gas sensor can be described as the sensitivity of one target gas 
compared to another under the same environment [2]. Often, metal oxide gas sensors 
exhibit poor selectivity toward specific gases since their reaction mechanism involves pre-
adsorbed species such as oxygen or water [2, 14, 41-43]. Achieving an absolutely selective 
metal oxide gas sensor is usually complex, as most of the sensors are prone to detecting 
humidity and other gases (cross-sensitivity) that may be present in the working 
environment [3, 44]. An experimental study, however, has shown that quartz crystal 
microbalance (QCM) gas sensors coated with ZnO nanorods exhibit high selectivity 
toward NH3 gas at room temperature over other  gases such as liquefied petroleum gas 
(which consists of hydrocarbons like CH4, C3H8, and C4H10), N2O, NO2, CO, and CO2 [45].  
 The response time and recovery time are the time required to reach 90% of the final 
change in resistance following a change in the target gas concentration [46, 47]. Because 
the chemical reaction occurs very quickly, response times are often expressed in 
percentage values of the total time [47]. A sensor’s response and recovery time are crucial 
factors in determining the applicability of the sensor. In general, sensors with shorter 
recovery time will have the advantage of broader applications in the market.  
 Another major characteristic of a gas sensor is the stability. An ideal sensor would 
be able to provide reproducible results over a certain period of time, while retaining the 
sensitivity, selectivity, response, and recovery time [48]. Some metal oxide gas sensor are 
known to have low stability, as evidenced by the nanotube and nanorod forms of SnO2 [49, 
50], that are prone to baseline resistance change over time, due to their degradation [48, 
51]. Although sensor degradation/ageing is inevitable, the stability of a sensor can be 
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increased, to some extent, by the post-processing heat treatment, i.e. annealing. For 
example, greater current stability has been reported for multiple ZnO nanorod gas sensors 
in comparison with single nanorod ZnO sensor devices [51]. Doping of metal oxides is 
also a common practice to increase the stability of sensors [2, 52]. 
 
1.3 ZnO Nanostructures for Gas Sensing 
1.3.1 Applications of ZnO 
The history of ZnO is well-documented and the material has been used in a multitude of 
products for thousands of years, including medicinal ointments, body lotions and metal 
production [53]. Several emerging applications of ZnO in the more recent years are in the 
areas of dye-sensitized solar cells [54-56], piezoelectrics [57, 58], liquid crystal displays 
(LCD) [59] and light emitting diodes (LED) [60, 61] in optoelectronics [62], spintronics 
[63], and sensors and actuator devices [26, 27, 53, 54, 64]. ZnO has a wide band gap of 3.4 
eV and a large exciton binding energy of ~60 meV, characteristics that make it highly 
attractive as a material for sensing and optoelectronic devices in particular [65, 66].  
 Unlike many of the materials which it competes against, ZnO is inexpensive, 
abundant, chemically stable, biocompatible [67] and is known to be non-toxic. As a result, 
the emergence of ZnO in numerous industries is not surprising, especially in the cosmetics 
and food packaging industries where ZnO provides protection against ultraviolet rays [68], 
sterilisation effects [69], and the ability to deactivate a number of harmful food pathogens 
[69, 70]. The use of ZnO in electronic products has been on the rise and is even being used 
as a substitute for the more expensive GaN transistors in LED devices [71].  
 Naturally, ZnO is capable of withstanding high energy radiation [72-74] due to its 
strong ionic properties [72], enabling it to be resistant to radiation damage compared to 
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other common semiconductor materials such as Si, GaN, CdS and GaAs [72, 75]. As the 
advancement in nanotechnology continues, the use of ZnO nanoparticles in sunscreen 
products has proven to be safer (with lower toxicity) than conventional UV-blocking 
sunscreens when applied to the skin [53, 76, 77]. The high thermal resistance of ZnO 
provides an alternative to SiC materials commonly used as a high temperature sensing 
material [78, 79]. This allows ZnO to have even wider potential applications in the 
military, aeronautical, medical and industrial markets, where these factors are crucial [65]. 
  ZnO owes its importance as a flat panel display material to its ability to maintain 
high optical transparency. This niche feature is especially useful for transparent transistors, 
electrodes and solar cells [65]. Currently, the major impediment of ZnO for a wider range 
of applications in electronics is directly associated with the difficulty in achieving p-type 
doping in the material. This has consequently led to a significant amount of research 
focused on the development of p-type conductivity in ZnO materials, as mentioned in a 
number of articles and reviews [53, 80-82]. 
For gas monitoring, the success of ZnO based gas sensors is due to the high 
sensitivity as a thin film. Using ZnO based nanostructures, they show more improvements 
[83-85], operating at lower temperatures and consuming less electricity compared to 
traditional thin film sensors [37, 39, 86].  
 Despite a long history of ZnO studies and the recent studies of nanostructures in 
gas sensing, some fundamental properties remain unclear. For instance, one question 
relates to the effect of surface defects on the gas-sensor reaction [65].  
 In addition to having a wide band gap and large exciton binding energy, there are 
other properties that make ZnO the preferred material over other metal oxides. One major 
advantage for ZnO is the fact that it can be grown in an abundant number of nanostructure 
morphologies, include nanorods [62, 87, 88], nanowires [54, 87, 89], nanobelts [89-91], 
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nanorings [92], nanohelices [93], nanosprings [94], nanosheets [95], nanocombs [96], 
nanoflowers [97], and multipods [98-100], to name a few. Descriptions encompassing the 
discovery, growth methods, properties, potential applications and recent advances of these 
nanostructures can be found in the following review papers [67, 68, 71, 89, 90, 101-103].  
 
1.3.2 ZnO Growth and Characterisation Techniques 
ZnO crystals can be grown by employing the following methods: physical vapour 
deposition [104], electrodeposition [105], thermal evaporation [91], chemical-vapour 
transport [106], seeded vapour-phase growth [107], hydrothermal growth [108, 109], and 
chemical vapour deposition (although this method is mostly used in growing epitaxial 
layers) [110, 111]. Epitaxial layers of ZnO can be produced via molecular beam epitaxy 
[112, 113], pulsed laser deposition [114-116], metal-organic chemical vapour deposition 
[117, 118], and hydride [119] or chloride [120] vapour phase deposition. Characterisation 
methods are now routine procedures that are part of most studies on ZnO. For brevity, the 
characterisation techniques of metal oxide samples can be found in the following reports 
([121-125] and references therein). Based on these current growth techniques, the 
extremely versatile ZnO can be fabricated into various nano-sized structures with different 
morphologies by varying the temperature, pressure and reactant types (see for example 
Refs. [68, 102]). 
 
1.3.3 Crystal Structures of ZnO 
ZnO crystallises in three forms: zincblende, wurtzite, and rocksalt crystals [65]. The two 
common crystal structures of ZnO are the wurtzite and zincblende structures, whereas the 
rocksalt structure can be formed at high pressures at about 10 GPa [126]. The hexagonal 
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wurtzite structure is the most stable structure at room temperature, and is characterised by 
polar and non-polar surfaces, with the most stable surfaces being the {0001}, {1010} and 2
110} facets. Here, the four index Miller notation {hkil} denotes the set of all planes that 
are equivalent to (hkil) by the symmetry of the lattice. The surface plane is denoted by the 
(hkil) notation. The (0001) polar surface is either Zn or O terminated, whereas the non-
polar (1010) and (2110) surfaces can be described by having equal amounts of Zn and O 
atoms (see Figure 1.1). Unlike polar surfaces of other materials, where they are reported to 
be meta-stable [127], the ZnO (0001) and (0001) polar surfaces are stable without 
exhibiting surface reconstructions [128, 129]. Properties of these surfaces, that are 
physically and chemically different than the non-polar surfaces [130], are also known to 
contribute to the piezoelectric effect [101]. Under normal atmospheric conditions, the 
overall surface of ZnO nanostructures have been reported to comprise up to 80% of non-
polar surfaces, namely the (1010) and (2110) surfaces, with the polar surfaces, (0001) and 
(0001), accounting for the remaining 20% of the total surfaces [131]. 
  Hence, the (1010) and (2110) crystal facets of ZnO are important because they 
constitute the majority of the surface area of ZnO nanostructures [89, 132]. ZnO 
nanostructures containing (1010) rich surfaces include nanocrystallites [133], nanowires 
[134, 135] and nanorods [136], whereas the (2110) surface can be found dominating in 
nanoplatelets [137], nanocombs [138], nanobelts [96] and nanowires [65, 139]. The 
difference between ZnO nanowires and nanorods is that nanorods contain hexagonal cross-
sections and nanowires may have non-hexagonal cross-sections [22]. 
 
 
Chapter 1 Introduction 
 
11 
 
 
Figure 1.1 Hexagonal ZnO, showing the a) wurtzite ZnO crystal structure; b) bulk unit 
cell of ZnO showing tetrahedral coordination of Zn and O atoms; and c) various commonly 
studied surfaces of ZnO, i.e. the (2110) surface is represented by the dotted line, whereas 
the (10 0) surface is represented by the solid line. The Zn atoms are represented by grey 
circles; the O atoms are represented by red circles. 
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1.3.4 Impurities and Defects in ZnO 
In reality, ZnO surfaces do not exist in their perfect crystalline structure; they are 
commonly found with structural defects or contaminated with foreign particles [65]. The 
presence of surface defects in ZnO materials, however, can be used as an advantage in 
sensing applications, as an improved sensing performance can be achieved [140, 141].  
 Among the defects that can form on ZnO surfaces, oxygen vacancies have the 
lowest formation energy [142]. A low formation energy implies a high equilibrium 
concentration of the defect; a high formation energy indicates that defects are unlikely to 
form [65].  
Investigation of the effect of surface VO on gas-surface reactions could contribute 
to the development of more efficient gas sensors with high reusability. It has already been 
shown that oxygen vacancies on the ZnO(1010) surface can be healed by promoting 
dissociative adsorption of gas molecules at the defect site, via the adsorption of molecular 
oxygen (O2) [143, 144] or nitrogen dioxide [20, 132, 145]. Due to the lack of studies in this 
particular area, the relationship between surface defects and overall sensing performance is 
yet to be thoroughly investigated. 
 
1.4 Current Challenges in ZnO Materials and Device Applications  
Current ZnO gas sensing studies primarily focus on the synthesis and characterisation of 
the sensing material, and the sensitivity and response time toward common gases. Much 
less theoretical research on the sensing mechanism has been carried out. Here is where 
computational simulations can be used to determine the effect of surface facets and 
structural properties on the nanostructured sensor reactions to help assist in improving the 
efficiency of gas sensors.  
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1.5 Gas Monitoring 
Health and safety issues caused by toxic, hazardous, pollutant and greenhouse gases have 
long been affecting human activities and the environment. The production of these gases, 
however, is sometimes inevitable. For instance, the gases emitted by livestock and soil 
account for a large portion of greenhouse gas emissions annually [146]. The volume of 
these gases released is great, yet the concentrations are variable, such that any meaningful 
monitoring can be impractical or impossible. In general, pollutant gases include 
greenhouse gases and volatile organic compounds (VOCs). Some of these pollutants are 
highly toxic (carbon monoxide) or explosive (methane), while others may cause irritation 
in humans or animals, e.g. paint coatings, new furniture or vehicles. Examples of 
greenhouse gases are H2O, CO2, CH4, O3, N2O, and chlorofluorocarbons (CFCs) [147]. 
While greenhouse gases are important in maintaining the earth’s temperature, so that the 
planet is habitable, high concentrations of greenhouse gases are undesirable and can cause 
a rapid heat distribution to the earth’s surface.  
Under the Kyoto Protocol, these greenhouse gases (amongst others) must be 
reported to the United Nations Framework Convention for Climate Change (UNFCCC) 
each year by each treaty party. On top of that, developed countries are also required to 
provide information on the indirect greenhouse gases, namely carbon monoxide (CO), 
nitrogen oxides (NOX), and non-methane VOCs such as ethanol (CH3CH2OH)  [148]. 
Efficient gas sensing in our environment allows us to assess how far emission reduction 
targets are being met at the domestic, company or global level. The gases studied in this 
work are nitrous oxide (N2O), ethanol (CH3CH2OH), and hydrogen (H2). The source and 
detection of these gases are described in the following sections. Importantly, the sensing 
mechanism these gases is not currently well understood. 
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1.5.1 Nitrous Oxide 
Nitrous oxide exists as a non-flammable and colourless gas under room conditions [149]. 
Some of the main characteristics of this greenhouse gas is that it has an atmospheric 
lifetime of 120 years [150] and a global warming potential of 310 times higher than that of 
CO2 [148]. The rise in the global atmospheric concentration of N2O can be traced back to 
the Industrial Revolution [151], where its global concentration has risen as the world has 
become increasingly industrialised [151-153].  
 The N2O concentration in the atmosphere is approximately 320 ppb (as measured in 
2010) [441]. Changes in the atmospheric concentration of this gas have attracted 
considerable concern, mainly due to the role of N2O in regulating ozone levels, 
contributing to the greenhouse effect and formation of acid-rain [152]. Additionally, N2O 
is used extensively in dentistry and surgical operations as an anaesthetic gas [154-156]. It 
has been reported that N2O contamination in the operating room is very common, being 
caused by poor management of waste anaesthetic gas [157]. Due to the euphoric effect 
caused by N2O via inhalation, the residual gas poses risks to the personnel working in 
operating rooms over a prolonged period of time [158]. Lesser known, though, is that it 
also produces NO and NO2 indirectly through the oxidation processes of N2O [159] by 
reacting with high-energy oxygen atoms that contribute to the ozone depletion [147, 160-
162]. The NO molecule that is produced is rapidly oxidised in air to NO2, which is a major 
air pollutant and toxic gas with a sharp odour. Although the emission of N2O resulting 
from human-related activities is well known (through deforestation, fertilisers and 
combustion of fossil fuels), the gas is also released to the atmosphere through a series of 
natural processes, such as microbial activities in soil and water [152].  
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1.5.2 Ethanol Vapour 
The concentration of indoor volatile organic compounds (VOCs) is ten times higher than 
the outdoor concentration. VOCs may cause both short and long term health effects arising 
from inhalation of irritant gases and vapours. Even small amounts of ethanol can irritate 
the nose and throat, causing coughing and difficulty in breathing. For this reason, VOCs in 
the air pose a real threat to those who suffer from asthma and other respiratory problems. 
The current occupational (airborne) exposure limit for the United Kingdom, the United 
States and Australia to ethanol is 1,000 ppm over an 8-hour work shift, which is equivalent 
to ingestion of 10g of ethanol (approximately a glass of alcoholic beverage) [163]. The 
interest in ethanol detection is also motivated by its wide application in medicine [164, 
165], food and beverages [166, 167], as well as the food packaging industry [168, 169].  
  
1.5.3 Hydrogen Gas 
To reduce the overall release of greenhouse gases caused by human activities, there is 
growing interest in developing alternative fuels that may improve energy efficiency while 
reducing pollution. Examples of alternative ‘clean’ fuels are hydrogen and ethanol. In 
order to develop these technologies the demand for more efficient sensing materials has 
increased. Hydrogen, as an alternative fuel, eliminates the emission of carbon dioxide from 
vehicles, while increasing those of water vapour.  
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1.6 Research Objectives 
The adsorption interaction of different gases on ZnO surfaces is investigated in this thesis. 
Specifically, the objectives of this dissertation are as follows: 
• To adsorb different gases, including nitrous oxide and ethanol on different ZnO 
surfaces using DFT calculations. 
• To obtain a set of stable structures of different gases adsorbed on the ZnO (1010) 
and (2110) surfaces and their associated structural and electronic properties. 
• To investigate using DFT calculations, the influence of surface morphology, 
molecular configuration, surface defects, and gas coverages, on the gas-surface 
interaction. 
• To experimentally characterise the presence of hydrogen (H2) in ZnO nanopowder 
samples, using Scanning Electron Microscopy (SEM), Transmission Electron 
Microscopy (TEM), X-ray Diffraction (XRD), Diffuse Reflectance Infrared Fourier 
Tansform (DRIFT), Attenuated Total Reflectance (ATR), Fourier Transform 
Infrared (FTIR) and Raman spectroscopy. 
• Where possible correlate the theoretical simulations with the measured device 
characteristics to better understand the principles of the gas sensing mechanism. 
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1.7 Thesis Outline 
The main goal of this dissertation is to provide further understanding of the adsorption 
interaction of a number of gases with ZnO surfaces using a theoretical and experimental 
approach. 
In Chapter 1, an introduction to the gases and materials used for gas sensing 
applications is given. 
Chapter 2 provides the theoretical background of DFT calculations, as well as a 
variety of first principles approaches used at different levels of chemical accuracies for 
electronic structure calculations. 
Chapter 3 addresses the computational methods and parameters employed in the 
simulations. Here, properties of bulk ZnO and the (1010) and (2110) surfaces are 
described, as well as the set-up of the gas-surface models. 
Using DFT calculations, the adsorption of different gases on the ZnO (1010) and (2
110) surfaces is presented in chapters 4-6. Chapter 4 covers the adsorption of N2O on the 
ZnO (1010) and (2110) surfaces, and describes why ZnO is particularly suitable for the 
monitoring/detection of this gas. Chapters 5 and 6 report the adsorption of ethanol on the 
ZnO (1010) and (2110) surfaces, respectively, including the role of surface defects on the 
overall adsorption.  
Chapter 7 reports the synthesis and experimental characterisation of ZnO 
nanomaterials for gas sensing of hydrogen (H2).  
In the final chapter, the author summarises the major findings and provides some 
links between the simulated adsorption results and the experimental characterisation 
outcomes. 
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Chapter 2  
 
Electronic Structure Calculations: Theory 
and Algorithms 
 
 
2.1 Introduction: The First Principles Approach 
The first principles (ab-initio) methods employ a quantum mechanical approach for 
determining the physical properties of many-body systems by utilising a set of ions, 
according to their atomic number. This group of methods has been refined over the years 
and is now capable of describing systems ranging from a few molecules to thousands of 
atoms [170], made possible by the exponential growth and availability of computational 
resources, and improved algorithms. The advantage of first principles calculations is that 
they are capable to provide microscopic properties that may not be available from other 
techniques. First principles methods have been employed to accurately describe the 
structural and electronic properties of: molecules [171], solids [172], surfaces (including 
defects) [173-176], nanomaterials [177], as well as large-scale nanostructures [170]. This 
chapter will describe the theoretical foundation of the first principles methods, as well as 
their capabilities and limitations. 
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 The only inputs required for first principles methods are the physical constants used 
to solve the Schrödinger equation. The ground state energy structure can then be calculated 
to represent the physical structure of a system. This is a computationally demanding task 
and approximations are used. However, those approximations are of the algorithmic nature 
and contain no adjustable physical parameters [178]. The two main groups of first 
principles methods are wave function based methods and density functional theory (DFT) 
based methods. 
 
2.2 The Born-Oppenheimer Approximation  
Max Born and J. Robert Oppenheimer assumed the mass of the nuclei and the electrons to 
be different [180], where a nucleus is approximately 1836 times heavier than an electron 
[181]. Under this assumption, a separation exists between the electronic and nuclear 
motion time scales, as the electrons relax very rapidly into the instantaneous ground state 
configuration. This assumption allows the electronic ground state to be determined first, 
followed by the nuclear motion. Thus, the approach of treating the nuclei adiabatically 
(fixed) and separating the electrons and the nuclear motion in the many body wave 
function is known as the Born-Oppenheimer (BO) approximation [182]. This 
approximation solves the Schrödinger’s equation in fewer steps (TISE), as motion implies 
time-dependence.  
 In quantum mechanics, the information required to describe a system is contained 
in the system’s wave function (Ψ). The simplest representation of the BO approximation 
can be described in terms of the wave function Ψ: 
 
∑
∞
=
ΨΨ=Ψ
1
),()(),(
i
iniTot rRRrR  (2.1) 
Chapter 2 Electronic Structure Calculations: Theory and Algorithms 
 
20 
 
where the total wave function is the sum of the electronic wave function and the nuclear 
wave function (R denotes the nuclear positions and r the electronic coordinates). The 
electronic energy consists of the kinetic and potential energy of the moving electrons, 
where nuclear repulsion is only added to the electronic energy when the nuclear position is 
changed. Due to the possibility that a number of meta-stable arrangements of the nuclei 
may exist under the BO approximation, a solution such as energy minimisation is required 
to determine the ground state configuration(s) [178]. 
 
2.2.1 Statement of the Problem  
Realistically, the size of the systems of interest ranges from atoms and molecules to solids. 
Assuming the Born-Oppenheimer approximation, one must solve the problem of 
determining the electronic ground state of the Hamiltonian (for a fixed position of the 
nuclei) in quantum chemistry. Therefore, a description of different approximation methods 
for finding the ground state will be the subject of the following sections. 
 
2.3 The Wave Function Methods 
The wave function can be solved by using the nonrelativistic time-independent 
Schrödinger’s equation (TISE):  
 
 (2.2) 
This is a simplification of the time-dependent Schrödinger equation, where  is 
represented by Planck’s constant; the electron mass, m; the external potential, , and the 
Laplacian for the kinetic energy operator, . A single particle (e.g. an electron) is 
considered in this theory, where the electron motion in space (r) is characterised by the 
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wave function , and the groundstate energy ( ) is independent of time, hence the time-
independent Schrödinger equation.  
 Possible solutions to the Schrödinger equation are often required to have certain 
conditions such as normalisation, orthogonality and orthonormality. These are described 
below: 
1) For the probability of finding a particle over all space, if integrating the square of an 
electronic wave function yields the value of 1, then the particle must exist somewhere in 
space: 
  (2.3a) 
Wave functions that satisfy this rule are normalised. The term  simply indicates that the 
integration is over all space.  
2) Also, it is usual to require the solutions to Schrödinger’s equation to be orthogonal, i.e. 
the two wave functions Ψ𝑚 and Ψ𝑛 belong to different energies (𝐸𝑚 ≠ 𝐸𝑛): 
  (2.3b) 
3) Orthonormality is a term coined to describe different wave functions that satisfy both 
the above normalisation and orthogonality rules:  
  (2.3c) 
where the Kronecker delta ( ) equals to 1 if m=n, and zero otherwise. 
 Equation (2.2) can be reduced to HΨ = EΨ, where H is the Hamiltonian operator: 
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It contains all the terms that contribute to the energy of a system. This two-part 
Hamiltonian contains the kinetic energy operator as the first part, whereas Vext represents 
the external potential (independent of time). 
 About four decades after the formulation of Schrödinger’s equation, the ground 
state energy was proved to be a unique functional of the electron density by Pierre 
Hohenberg and Walter Kohn (Hohenberg-Kohn theorem), which serves as the basis of 
density functional theory (DFT) [179]. The theorem states that the electron density that 
minimises the energy of the overall functional is the true electron density, corresponding to 
the full solution of the Schrödinger equation. In the context of first principles, the term 
“true” can be used interchangeably with “exact” (i.e. true energy), unless stated otherwise. 
The theory behind DFT will be discussed further in Section 2.7. 
 
2.4 The Hartree Approximation  
The oldest and the simplest method of evaluating the electronic wave function is the 
Hartree approximation, developed by Hartree [183]. The Hartree approximation states that 
the total electronic wave function ( ) of a single-particle system is the product of N 
single-particle orbitals. When this constraint is satisfied, the total electronic wave function 
( ) is unchanged (symmetric), and the product is called the Hartree Product: 
  (2.5) 
The single-particle wave functions, including electron spin (see page 24), are denoted by 
χ  (however, the notation  is also commonly found in the literature, which can be 
confusing if not used correctly) to distinguish them from the N-particle (total) wave 
function , whereas the capital letter N represents the number of electrons. The drawback 
of this approach is that Pauli’s exclusion principle is not taken into account, therefore, the 
Ψ
Ψ
( ) ( ) ( ) ( )NNN rrrrrr ˆ...ˆˆˆ,...,ˆ,ˆ 221121 χχχ=Ψ
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electrons are considered as occupying single-particle orbitals in this system. Most 
importantly, this method fails to satisfy the antisymmetry principle for spin orbitals that 
requires the electrons to be indistinguishable, which will be discussed in the following 
section. 
 
2.5 The Hartree-Fock Method  
The Hartree-Fock (HF) method utilises self-consistent field (SCF) technique [184] to solve 
the electronic Schrödinger equation for many-electron systems under the Born-
Oppenheimer approximation. It was developed after the lack of antisymmetry in the 
electron wave function was noticed later by Fock [185] and Slater [186]. The antisymmetry 
principle was met by implementing a linear combination of the Hartree products, often 
found described in the form of Slater’s determinant. The solution ensured that the set of N-
particle wave function must either remain unchanged (symmetric) or change sign 
(antisymmetric) when any pair of the electron coordinates are exchanged. 
 It is important to introduce the variational principle (before introducing the Slater 
determinant), as the starting point for the Hartree-Fock approach is to construct a 
variational* wave function. The variational theorem states that any inexact/approximate 
orthonormal wave function has energy larger than the true ground state. Consider E0 as the 
lowest energy En (ground state energy), the energy of an arbitrary state Ψ can be expressed 
as: 
                                                 
* To solve the equation for many-body systems, it is necessary for the variation principle to be applied, as the 
stationary Schrödinger equation (2.2) can only be applied to a restricted amount of system [181]. 
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 (2.6) 
Here, the eigenstates of the Hamiltonian operator (Ψ) are chosen to be orthonormal, i.e. 
〈Ψ|Ψ〉 =  𝛿𝑚𝑛, where the expansion coefficients C are the subsets of the Hilbert space; m 
and n denote two basis vectors [181]. The equation above states that any wavefunction in 
the Hilbert space has an energy En larger than that of the ground state. Since the Hartree-
Fock theory states that the energy calculated from an approximation of the true wave 
function will always be greater than the true energy , it can be safely assumed that the 
most accurate wave function will yield the closest calculated energy to the  value (but 
not below the true energy).  
 Here, the wave functions from (2.5) can be re-written in the form of a Slater 
determinant, Ψ𝐻𝐹. The antisymmetric many-body wave function that contains a set of 
orthonormal single-electron states (N spin-orbitals) can be described as: 
 
 (2.7) 
where  is the one-electron wave functions. The use of determinantal wave functions 
ensures that the Pauli exclusion principle (antisymmetry) is satisfied, that no two electrons 
may occupy the same orbital state. For orthonormal spin orbitals, only the identical wave 
functions from the determinant will be non-zero when integrated over all space. For the 
one-electron orbitals to be not only normalised, but also mutually orthogonal, the 
orthonormality constraint is imposed: 
00
22
,
*ˆ
EECEC
ECCH
n
n
n
nn
nm
mnnnm
=≥=
=ΨΨ
∑∑
∑ δ
0E
0E
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )NNNN
N
N
HF
rrr
rrr
rrr
N
ˆˆˆ
ˆˆˆ
ˆˆˆ
!
1
21
22221
11211
χχχ
χχχ
χχχ




=Ψ
χ
Chapter 2 Electronic Structure Calculations: Theory and Algorithms 
 
25 
 
  (2.8) 
 Before moving to the next step, the electron spin that will be incorporated to solve 
the Schrödinger equation in this section is explained. The spin states for an electron can be 
characterised by the quantum number s, where the angular momentum (ms) on the z axis 
(±1/2), is commonly referred to as the “up spin” or “down spin”. A general spin orbital 
( iχ )  of equation (2.5) may be described by the spin functions (“α ” for spin up and “ β ” 
for spin down). Spin functions, depending on the ms, can have the values of either 0 or 1. 
They can be defined as α (+1/2) = 1, α (–1/2) = 0, β (+1/2) = 0 and β (–1/2) = 1. These 
general spin orbitals can be used to describe the General Hartree-Fock (GHF) formalism. 
 Subsequently, the Hamiltonian for a many-body system can be reduced with 
simplified notations:   
 






+++−−∇−=Η ∑
=

1312111
2 1111
2
1ˆ
rrrr BA
N
i
i  (2.9) 
where the nuclei are labelled as A, B, C, etc., and the electrons are labelled 1, 2, 3, etc. A 
more detailed derivation of the non-relativistic Hamiltonian can be found in the literature, 
for example, in the review by Echenique and Alonso [181]. The Hamiltonian consists of 
the kinetic energy for each electron plus the potential energy operator due to the Coulomb 
attraction between the electrons and nuclei, and also the Coulomb repulsion between the 
electrons [182]. 
 Together with the Hamiltonian and the determinantal wave function, as described 
in (2.7) and (2.9), the energy of the many-body system can be calculated using (2.6), in the 
following form: 
.,,1, Njiijji == δχχ
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 ( )∑∑ −+=ΨΨ=
ji
ijij
i
iHFHFHF KJHHE
,2
1ˆ  (2.10) 
Equation (2.10) includes the three types of interactions ( iH , , and ) that contribute to 
the total electronic energy of the system. They can be expressed in the following equations: 
 ( ) ( )1
2
11 21 iextii VdH χχτ 




 +∇−= ∫  (2.11a) 
 
 (2.11b) 
 
 (2.11c) 
where iH has been defined together with the two-electron integrals, Jij and Kij. The 
numerical values “1” and “2” are used to represent an integral with a single-electron and 
two-electrons, respectively. The one-electron integrals iH  are a one-particle part (that 
only operates on the ith coordinates) of the total Hamiltonian in (2.9), since it only operates 
on either of i or j. It is associated with the kinetic and potential energy of the electron 
moving within the field of the nuclei. The two-electron integral (Jij) is often associated 
with the Coulomb interaction between electrons in spin orbitals (i and j), i.e. the 
electrostatic repulsion between pairs of electrons. The third contribution (Kij) to the total 
energy is the exchange interaction. 
 The advantage of this approach (GHF) is that additional constraints can be added to 
the single-electron orbitals to obtain different variants of Hartree-Fock theory. In general, 
there are three types of restrictions that affect the spin part of the one-electron orbitals 
( ); the unrestricted HF theory, restricted HF theory (closed-shell system), and the 
ijJ ijK
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restricted open-shell HF theory [181]. Specifically, the general and restricted HF methods 
will be discussed in this chapter. 
 
2.5.1 Hartree-Fock Energy for a Closed-shell System  
The restricted Hartree-Fock method, which can also be referred to as a closed-shell 
system, is a more common method of approximation than the general Hartree-Fock. As 
mentioned before, this method utilises a set of restricted electron orbitals, by treating the 
number of “spin-up” and “spin-down” electrons to be equal, and therefore, can only be 
used with systems containing an even number of electrons. For a closed-shell system 
containing N electrons and N/2 orbitals, the orbitals can be described by the spatial orbital 
:  and  (each spatial wavefunction occurs twice: once multiplied by α and once by 
β). For a molecular spin orbital ( ) containing only one electron, the energy contribution 
can be represented by . Therefore, the  term represents two electrons in the 
orbitals . The energy contribution can be represented by  and N/2 orbitals in the 
following form: 
 
 (2.12) 
where the energy calculation for a closed-shell system can be represented by the three 
types of interactions that contribute to the total energy: 
 
 (2.13) 
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This approach reduces the size of the search space, as a consequence of reduced N/2 
functions compared to the GHF method (N). Also, this method benefits from restrictions 
that lower the computational cost at the expense of a reduction in accuracy [181]. 
 
2.5.2 The Hartree-Fock Equations 
As the Hartree-Fock energy functional in (2.10) is derived, it is desirable to have the 
equation optimised under the orthonormality constraint (2.8). The Hartree-Fock equations 
are derived by requiring the functional to be orthonormal, as well as the functional 
derivative to be zero, i.e. Therefore, a most accurate wave function (minimum) 
is obtained when the first derivative of the energy ( ) is zero. For this reason, this 
process is called energy minimisation. The notation Sij is used to describe the overlap 
integral between two orbitals (i and j) under the orthonormal condition:  
       ( is the Kronecker delta) (2.14) 
This type of constrained energy minimisation can be achieved by introducing Lagrange 
multipliers ( ) to impose normalisation: 
  (2.15) 
However, because the multiplier  is actually related to the molecular orbital energies* 
[187], the multipliers can be written in eigenvalues as ijε2− , and the equation now 
becomes: 
                                                 
* Orbitals energies are represented by eigenvalues iε as described by Koopmans’ theorem [187] 
.0=δψδE
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  (2.16) 
The Hartree-Fock energy can be expressed in a way similar to (2.11), in the form of three 
operators: 
 
          (2.17a) 
 
 (2.17b) 
 
   (2.17c) 
The first operator  is the one-electron core Hamiltonian operator that corresponds 
to the motion of an electron in the field of fixed nuclei, where ZA indicates the atomic 
number, and Ar1  corresponds to the i
th coordinate of the electron. The second operator 
)1(ˆ jJ  is the Coulomb operator, where the Coulomb integrals are the expectant values of 
spin-orbitals with the operator. The exchange operator )1(ˆ jK  (the third operator) is a non-
local operator, as it is dependent on the value of the spin orbital iχ , i.e. the value of the 
function in all space is needed in order to calculate the expectant values of the exchange 
integrals.  
 In brevity, the operators that contribute to the Hartree-Fock energy for the electron 
in  can be expressed as a non-linear integro-differential equation: 
 
 (2.18) 
Next, the Hartree-Fock equations can be further reduced by introducing a Fock operator: 
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  (2.19) 
where  is the Fock operator. The Fock operator is a one-electron Hamiltonian in the 
polyelectronic system. Using the self-consistently constructed Fock operator, the Hartree-
Fock equation can be written as a function of one-electron orbitals. This leads to the 
derivation of the Fock operator for GHF and RHF formalisms, written as: 
 
 (2.20) 
 
 (2.21) 
The N-coupled and N/2-coupled equations of the GHF and RHF operators in (2.20) and 
(2.21), respectively, can then be simplified to a standard eigenvalue representation: 
  (2.22) 
We recall that the electrons are assumed to move within the field of stationary nuclei in 
describing the time-independent equations. First, a set of trial solutions  to the Hartree-
Fock eigenvalue equations are obtained. A typical iterative procedure begins by proposing 
an initial guess for the set of N spin-orbitals . A Fock operator  is then imposed on the 
Hartree-Fock equation, then solving a set of N equations in (2.22) as one simple eigenvalue 
problem. Subsequently, the following set of solutions ( ) that correspond to the N lowest 
eigenvalues ( ) are selected to obtain the new Fock operator . This process is 
repeated until the nth set of solutions ( ) yields a difference from the (n – 1)th set ( ) 
by less than a value, which is reasonably small. When this criterion is met, a system is said 
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to be converged and the solution orbitals are self-consistent. Therefore, this type of 
iterative process is also known as self-consistent field (SCF) calculation.  
 
2.5.3 Linear Combination of Atomic Orbitals: The Roothaan-Hall Approach  
It is widely accepted that it is impossible to compute a general function as it is (complete 
basis sets tend to have an infinite number of functions), and therefore, the problem must be 
discretised in some way. Unfortunately, the direct solution to the HF equations in the form 
of the Slater determinant is not practical for most solid-based systems [188]. Also, solving 
the RHF equations numerically using finite-difference methods (numerical Hartree-Fock 
method) on a discrete grid is only feasible for very small molecules [189].  
 To deal with larger systems, Roothaan and Hall independently proposed in 1951, 
that discretisation must be performed in the Hilbert space of the one-electron orbitals [190, 
191]. The term “discretisation” is used to describe the truncation of the one-electron 
Hilbert space using a finite basis set. Although the Hilbert space is infinite in actuality, any 
function in it can be approximated by a finite linear combination of atomic orbitals 
(LCAO). This method expresses each molecular orbital in K amount of atomic orbitals 
(basis functions). A set of these functions is called a basis set. A molecular orbitals can 
then be written as: 
 
 (2.23) 
where  is the spatial molecular orbital, and  is a coefficient. The one-electron orbitals 
 are regarded as basis functions and correspond to one of the K atomic orbitals. The 
basis functions will be represented by the letters , , , and . There are a total of K 
molecular orbitals (finite) that can be derived from the K basis functions, although not all 
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orbitals would necessarily be occupied by electrons. The result (calculated up to several 
significant values) of the above equation leads to the identification of the Hartree-Fock 
limit, where the energy of the system can no longer be reduced any further by the 
imposition of additional basis functions. 
 The lowest energy wave function (i.e. ) for a given set of coefficients  can 
be written as:  
  (2.24) 
Subsequently, by introducing the linear combination in (2.23) to the Hartree-Fock 
equations in (2.22), we obtain 
 
 (2.25) 
Multiplying each side of equation (2.25) with  (which is also a basis function) and 
integrating the one-electron function on (1) gives: 
 
 (2.26) 
The equation above can be simplified by introducing the Fock matrix on the left side of the 
equation and an overlap matrix on the right side of the equation. A more elaborate 
derivation of the matrices can be found in the Roothaan-Hall equations [190, 191], and also 
in the literature [181, 182]. In short, the Fock matrix can be represented as: 
  (2.27) 
and the overlap matrix can be written as: 
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  (2.28) 
Note that in this case, the overlap between the basis functions “ ” and “ ” is not required 
to be mutually orthogonal, i.e. not necessarily zero. The two matrices above can then be 
represented as (F= ) and (S= ). Next, if the coefficients of  and the orbital energies
 can also be expressed as matrix equations, they can then be represented as (C= ) 
and (E= ) [182]. Thus, the Roothaan-Hall equation (2.26) can be expressed in the matrix 
form: 
 FC=SCE (2.29) 
 In fact, computational implementation of the Hartree-Fock theory was not feasible 
until this formalism became available. The procedure for solving the Roothaan-Hall 
equations in matrix form (iteratively) is essentially the same as that mentioned in the 
Hartree-Fock equations (Section 2.6.2). The iterative steps are available in the following 
literature [181, 182]. 
 
2.5.4 Introduction to Basis Sets 
A basis set refers to a set of one-particle functions used to define molecular orbitals, where 
one electron has one atomic orbital. There are two main types of basis functions in the HF 
formalism, where their strengths and limitations will be described in this section. Basis sets 
are an important component of the Hartree-Fock method, which is a precursor to density 
functional theory, and as such will be briefly mentioned here. 
 Importantly, only the non-relativistic hydrogen-like atom can be described exactly 
at the HF level. A hydrogen-like system contains a nucleus and only one electron, (e.g. H, 
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He+, Li2+). Acceptable hydrogen-like molecular orbitals are those where the orbital 
exponent takes into account the screening effect by inner-shell electrons. Hence, it is a 
good practice to choose functions that are centred at the atomic nuclei, and also partially 
resemble the exact solutions for the hydrogen-like atoms.  
 The first type of basis set involved the Slater-type orbitals (STO), proposed by 
Slater [192] and Zener [193]. Slater-type orbitals have the functional form as:  
 ( ) ( )ϕθφµ ，YrR lmnSTO =  (2.30) 
The function ( )ϕθ，Ylm  is the real spherical harmonics, and the integers l and m are 
considered as quantum numbers. The radial function ( )rRn  can be written as:  
 
( ) ( )
( )
( ) ,3,2,1exp
!2
2 1
2/1
=−= −
+
nrr
n
rR n
n
n α
α  
(2.31) 
where α  is an adjustable parameter. Within the set of all possible STOs, every hydrogen-
like energy eigenfunction can be formed as a linear combination, constituting a complete 
basis set. This is important because it shows that the Hartree-Fock limit can be reached by 
increasing the K value (linear combination of K functions). Despite the theoretical quality 
of an STO, for which it expands the molecular orbitals that make up the N-particle solution 
to the Hartree-Fock equations, it presents significant limitations in calculating the 
properties of large molecules. In a large system, STO becomes inapplicable in the SCF 
calculations from calculating the orbitals of four-centre integrals (e.g. < |1/r12| >) 
[194, 195]. For instance, equation (2.27) that involves only two-centred basis functions (  
and ) can be expressed as < |1/r12| > and is solvable. Therefore, STO only scales 
well with the generalised eigenvalue problem in equation (2.29), with two-centre integrals, 
up to three-centre integrals (e.g. < |1/r12| >) [194, 195]. As the Slater type orbitals are 
µv λσ
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v µv µv
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not good for molecular orbital calculations (on different atoms), it is common to replace 
the Slater orbitals with Gaussian type orbitals (GTO). 
 Gaussian-type orbitals can be written in the form of: 
  
(2.32) 
where x, y and z consist of the Euclidean coordinates of the electron and the nucleus, and 
the letters a, b and c are the orbital quantum numbers (which take values from 0 to ∞), 
which can take values from 0 to [181]. It was roughly around the same period when 
Roothaan and Hall proposed the discretisation of the one-electron orbitals, Boys showed 
that all the integrals appearing in the SCF theory can be calculated if the function ( ) in 
equation (2.23) can be described in the form of equation (2.32) [196]. This approach, also 
known as the Cartesian GTO (cGTO), makes possible the use of much larger number of 
functions to have the  expanded, by expressing the product of two Gaussians as a single 
Gaussian [182, 195]. The physical properties of these Gaussian-type orbitals are not as 
precise as the STO, as STOs are known to have better short- and long-range behaviour than 
that of GTOs [181]. However, the enormous computational advantage overshadows this, 
which has resulted in the universal acceptance of GTO in SCF calculations. 
 To overcome the poor physical properties of the cGTOs mentioned above, the 
linear combination of the basis functions (K) in cGTO can be employed, which leads to the 
uncontracted Gaussian method, also known as primitive GTO (pGTO). Each linear 
combination can be written as: 
 
 (2.33) 
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L is the number of functions in the expansion, where  is the coefficient of the pGTO 
function , which has an exponent . This method also requires a significant amount of 
computational power; however, the number of numerical integrals can be reduced by 
contracting the basis sets [182].  
 The method of combining a single basis function with a number of primitive 
Gaussian functions, minimal basis set, was developed by Pople and co-workers [197], 
where one basis function is selected for every atomic orbital that is required to describe the 
free atom*. The term STO-nG can be used to indicate all minimal basis sets in which n 
Gaussian functions are used to represent each orbital. Examples of STO-nG basis sets are: 
STO-3G, STO-4G, STO-6G and STO-3G* (polarised version of STO-3G). The drawback 
of this method is that a minimal basis set contains only one contraction per atomic orbital, 
where the functions cannot expand or contract in size in accordance with the molecular 
environment [182]. 
 Pople and co-workers, again, implemented improvements on the minimal basis sets 
using the split-valence approach, where the core shells and valence shells are different (i.e. 
the hydrogen atom has a 1s valence shell, whereas the first row atoms have 2s and 2p 
shells as valence and the 1s as core shells). Some of the examples of split-valence basis 
sets† are: 3-21G, 4-21G, 4-31G, etc. Split-valence basis sets, including some minimal basis 
sets, can be augmented with diffuse functions for calculations involving charged species, 
especially anions [198-200]. This is due to the nature of charged species having extended 
charge density (a ‘tail’) in space, where there is a need to study the tails of the density 
distribution to account for relevant chemical interactions in the system. Subsequently, 
                                                 
* Examples for the minimal basis set is the 1s orbital for hydrogen, whereas for carbon, the minimal basis set 
consists of a 1s orbital, a 2s orbital and the full set of three 2p orbitals. The minimal basis set for a molecule, 
for example methane, consists of four 1s orbitals (one per hydrogen atom), and the set of five (1s, 2s and 2p) 
orbitals described for carbon. Therefore, the minimal basis set consists of nine basis functions. 
† In general, these basis sets can be further calibrated to include: polarisation for heavy atoms (non-
hydrogen), polarisation on hydrogen and helium, diffuse functions, etc. 
µid
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Pople’s contribution to the development of basis sets, as well as reducing the 
computational cost, resulted in the award of a Nobel Prize in chemistry. 
 
2.6 Post-Hartree-Fock Methods 
Post Hartree-Fock methods were developed with the aim to improve the Hartree-Fock or 
the self-consistent field theories, where the correlation effect is often neglected. The term 
post Hartree-Fock implies a single determinant starting point [201], where functionals at 
this level utilise the unoccupied orbitals and eigenvalues [202]. Like its predecessor, the 
quality of a post Hartree-Fock method depends on the level of theory and the size of the 
basis set [195]. There are different categories of post Hartree-Fock methods: the 
configuration interaction (CI) methods [203], quadratic configuration interaction (QCI) 
[204], many-body perturbation theory (MBPT) [205], also known as MP [201]), and the 
coupled-cluster theory (CC) [206, 207]. To date, post Hartree-Fock methods are known to 
be an affordable yet accurate approach to electron correlation [208].  
 The post Hartree-Fock methods will be described briefly in this section. The CI 
optimisation method is based on the variational principle, where the trial wave function is 
written in a linear combination of determinants, hence the name configuration. The 
extended version of the CI (Quadratic CI) that corrects the size-consistency is based on the 
CI theory. The second method is based on the Møller-Plesset perturbation theory, often 
referred to as MPn where n is the order of the perturbation* (MP2, MP3, MP4 and 
beyond). While the perturbation theory adds all types of corrections to a given order n, the 
third method, Coupled cluster (CC) attempts to include all corrections of a given type to 
infinite order.  
                                                 
* The zeroth-order wave function is the Hartree-Fock determinant, whereas the zeroth-energy is the exact 
Hartree-Fock energy. 
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 Another type of post Hartree-Fock method, called the composite method, employs 
a high level of theory but smaller basis sets. This is in contrast to the majority of 
calculations with lower level of theory but larger basis sets. Some of the composite 
methods are the Gaussian-type (G2, G3 and G4) and complete basis set (CBS) methods 
[195]. 
 Almost all post Hartree-Fock methods share a combination of poor scaling with the 
system size and a strong dependence on basis sets, thus limiting their application to small 
systems in practice. However, a reduced error and improved geometrical accuracy can be 
obtained by the introduction of empirical parameters [209]. 
 
2.7 Density Functional Theory 
There are numerous first principles approaches in calculating the electronic properties of 
materials at different levels of sophistication. However, choosing the most appropriate first 
principles method for a particular application, for instance transition metal oxides, can be 
challenging. It was shown in the previous sections that the Hartree-Fock method provides a 
good approximation for systems where the exchange effect is emphasised, neglecting the 
importance of the correlation effect. Density functional theory is an approach beyond the 
Hartree-Fock formalism to include correlation effects in a material, with increased 
accuracy at a similar computational cost. It is used for a wide range of materials to produce 
a ground state property of a system, giving accurate results to within a few percent of 
experimental data [172, 210]. An intuitive way of describing this theory is that the number 
of electrons, the nuclei positions and nuclear charges in a system can be determined by the 
electron density [195]. Specifically, the integral of the density defines the number of 
electrons; the cusps in the density define the position of the nuclei; the heights of the cusps 
define the corresponding nuclear charges. The main advantage of DFT is perhaps best 
Chapter 2 Electronic Structure Calculations: Theory and Algorithms 
 
39 
 
exemplified by comparing it with the Hartree-Fock wave function approach as described in 
the previous sections. 
 
Wave function approach: 
• The wave function scales as N4 for an N-electron system containing 4N variables 
for each electron, three spatial and one spin coordinate. 
• Complexity of wave function increases exponentially with the increase of N-
electrons. 
Density functional approach: 
• The electron density is the square of the wave function, where each spin density 
depends on three spatial x-, y-, and z-coordinates of the individual electron. Hence, 
it can be said to scale three-dimensionally as N3. 
• The electron density is independent of the system size, having the same amount of 
variables. 
 
2.7.1 Hohenberg-Kohn Theorem 
One of the most important breakthroughs in quantum mechanics occurred in 1964, when 
Hohenberg and Kohn made significant contributions in predicting the electronic ground 
state of many-body systems, long after the approximate model developed by Thomas [211] 
and Fermi [212] in the late 1920s. It is important to know that the foundation of the DFT 
formalism rests on the two theorems proved by Hohenberg and Kohn, as well as the 
derivation of a set of equations formulated by Kohn and Sham later in 1965 [213].  
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 Consider an electron in a time-independent external potential (with exchange and 
correlation effect included); the Hamiltonian for this system consists of three contributions, 
i.e. kinetic energy, electron-electron interaction and the electron-ion interaction. The first 
Hohenberg-Kohn theorem states that the ground state energy of the system, described by 
Schrödinger’s equation, is a unique functional of the electron density . The energy 
functional can be written as: 
  (2.34) 
where the first term describes the interaction of electrons with an external potential . 
The second term, the Hohenberg-Kohn functional , is the sum of the kinetic 
energy of the electrons and contribution from interelectronic interactions. However, the 
precise form of this functional was unknown in this postulation, until it was approximated 
by Kohn and Sham [213]. 
The second Hohenberg-Kohn theorem proved that the ground state electron density 
and energy can be obtained using the variational principle, via the minimisation of 
. As usual, the exact ground state wave function is given by , 
corresponding to the ground state density . The ground state wave function must 
produce not only the ground state density, but also minimise the energy. Any electron 
density other than the ground state density will have energy higher than the ground state 
energy. A constraint is imposed on the electron density such that the number of electrons 
(N) is fixed. To minimise the energy , a Lagrangian multiplier ( ) is introduced 
to the minimisation scheme 
 
 (2.35) 
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which can be reduced to the DFT equivalent of the Schrödinger equation, under the 
constraint of the fixed external potential 
 
 (2.36) 
where the Lagrange multiplier is now a chemical potential that corresponds to the 
electronegativity.  
 
2.7.2 Kohn-Sham Theorem 
The success of modern DFT is based on the Kohn-Sham equations that were formulated 
based on the difficulty in determining the unknown energy functional . Kohn and 
Sham showed that finding the correct electron density can be achieved in a way that 
involves solving a set of equations, in which each equation involves only one electron. 
Here, the density of an N-particle system can be described as 
 
 (2.37) 
where the equation is the sum of square moduli of the one-electron orthonormal orbitals set 
. By replacing a many-body problem with a set of self-consistent equations for a 
single electron, the Kohn-Sham model of the density functional theory can take on the 
energy contribution form, similar to that of the Hartree-Fock method. The Kohn-Sham 
equation can be written as 
  (2.38) 
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where F[ρ(r)] is the sum of the following energy functions: kinetic energy , 
Coulombic electron-electron contribution, also known as the Hartree electrostatic energy 
[ ])(rEH ρ , and the exchange-correlation functional energies [ ])(rE XC ρ  [182, 213]. 
 The key to the Kohn-Sham theory is to obtain the one-particle Schrödinger 
equation in a fictitious system, i.e. the kinetic energy  of the system is calculated 
under the assumption of non-interacting electrons, where the density of the electrons 
remains the same as the real system. The Kohn-Sham energy of an N-electron system is 
then derived from the equation above (2.38), where the total energy equates to the sum of 
the three contributions and an external potential (pseudopotential energy), i.e. the 
difference between the real kinetic energy of the system and   
 
 (2.39) 
The fourth term is the electrostatic potential that describes the contributions from both the 
nuclei (RA) and electrons (r), written in the form appropriate to the interaction with M 
number of nuclei, where ZA is the nuclear charge. Next, by applying the electron density 
expression in (2.37) to the equation above, the one-particle Schrödinger equation for N-
orbitals lowest in energy can be written in an eigenvalue representation 
 
 (2.40) 
where the first term is the kinetic energy of the non-interacting electrons. The one-electron 
potential )( 1rv  is also known as the Kohn-Sham potential, containing all the contributions 
from the electron-nuclear interaction, electron-electron interaction, and the exchange and 
correlation potential. On the right side of equation, iε  are the orbital energies.  
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 The lowest energy can be calculated self-consistently by using equation (2.40) with 
an initial guess of electron density. Consequently, the solved equation yields a set of Kohn-
Sham orbitals, where they are used to derive an improved density for the following 
iteration. This process is repeated until the density and exchange-correlation energy have 
satisfied the convergence criteria [182]. 
  
2.7.3 Kohn-Sham Approximations: Exchange-Correlation Functionals 
To more accurately describe a many-body system, we recall that the electron exchange 
contribution and the electron correlation contribution (Section 2.8) are required. The main 
difference between the Hartree-Fock and Kohn-Sham theories is that the former treats just 
the electron exchange contribution; Hartree-Fock neglects the electron correlation 
contribution. In the Kohn-Sham theorem, both the exchange and correlation terms are 
treated reasonably well but not precisely. In other words, the unavoidable approximations 
of the DFT method concern only the exchange-correlation energy, which is one of the key 
ingredients to accurate DFT calculations. Several methods of approximating the exchange-
correlation energy of a system will be introduced in this section. 
 Approximation methods for the exchange-correlation can be illustrated by the 
biblical Jacob’s ladder (see Figure 2.1). Jacob’s ladder of approximations starts from the 
Hartree formalism (without exchange-correlation), where each step up to the next rung 
consists of functionals based on the previous rung, where the level of constraints and 
accuracy are iteratively increased, as well as the computational cost. 
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Figure 2.1 Jacob’s ladder of density functional approximations for the exchange-
correlation energy. 
 
2.7.3.1 Local Density Approximation (LDA)  
Local density approximation (LDA) is the simplest way of describing the exchange-
correlation energy of a system based on a uniform electron gas model [179, 213]. The 
assumption states that the total exchange-correlation energy of a non-uniform electron 
density can be approximated as a sum of contributions characterised by a uniform electron 
density . In other words, the electron density is constant throughout all space. 
The total exchange-correlation energy can be written as 
   (2.41) 
To treat magnetic fields, the local spin density approximation (LSDA) was introduced, 
where the spin-polarisation of a material is taken into account by having a spin-up and a 
spin-down electron density [214]. 
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 LDA-based Kohn-Sham equations can be described as entry-level DFT, and are 
often regarded as the lowest rung of the approximations ladder. Examples of the commonly 
used LDA functionals that incorporate the correlation energy of a homogeneous (uniform) 
electron gas calculated by Ceperley and Alder [215] include the Perdew and Zunger 
functional [216], and the functional by Vosko et al. [217]. In general, this approximation 
method (LDA or LSDA) describes accurately the bulk properties of metals, where the 
electron density in this type of system varies slowly. However, most molecular structures 
are spatially inhomogeneous and the electron density varies rapidly in reality. This causes 
an underestimation of the exchange energy by ~10%, for which the error itself is larger 
than the total correlation energy. Furthermore, electron correlation and bond strengths are 
often overestimated. The resulting accuracy in this approximation method is therefore 
comparable to that of Hartree-Fock method, and because of the drawbacks, the LDA 
approximation is often not suitable for chemical applications. In general, LDA is known to 
underestimate the atomic ground state energies, whereas in the case of binding energies, 
hydrogen bond calculations are often overestimated [172, 202, 210]. 
 
2.7.3.2 Generalised Gradient Approximation (GGA) 
The generalised gradient approximation (GGA) is an improvement over LDA which takes 
into account not only the density-dependent exchange and correlation energies, but also the 
exchange and correlation, which is dependent on the gradient of the density, ∇ρ(r) [210]. 
An improvement upon this was proposed by Hohenberg, Kohn and Sham [179, 213], 
however the GGA exchange-correlation energy discussed in this section is the collective 
work by Langreth and Mehl [218], and Perdew [219] and Becke [220]. The general form 
of GGA can be expressed as   
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  (2.42) 
 Unlike LDA which contains no empirical data, the exchange-correlation functionals 
of the GGA form may include empirical information [221-224]. Many different GGA-
based functionals have been developed since the late 1980s with specific applications and 
advantages, with further information on these functionals being well documented and 
reviewed in the literature [225, 226]. Similar to LDA, the exchange-correlation energy of 
GGA may also include the spin-polarisation of up and down electron spin densities 
(GGSA).  
 Only the general features and the more common functionals will be discussed here. 
For calculations involving solids, the non-empirical Perdew-Wang (PW91) [227] and 
Perdew-Burke-Ernzerhof (PBE) [228] functionals are two of the more commonly used 
GGA functionals, where the latter was developed based on the correct features of PW91. 
Another functional that is well-established is the Lee-Yang-Parr (LYP) functional, 
although not based on LDA [229]. The popular LYP correlation functional is derived from 
the properties of the exact HF orbital of helium atom [229, 230], in contrast to the uniform 
electron gas approach employed by the PW91 functional [227], showing that the energy of 
the ground state of a many-body system can be solved in the HF-like single consistent 
calculations at a lower computational cost [231]. 
 It is generally accepted that the GGA methods perform better than LDAs [210, 222, 
228, 232]. This is because GGA retains the correct features of LDA and includes another 
important feature, the gradient-corrected functional [228]. Furthermore, GGA was 
designed to include some inhomogeneity effects based on the LSDA model. GGA was 
tested against LDA in a series of calculations involving metals, where the GGA results 
compared favorably with the LDA values [178]. More importantly, the inclusion of 
gradient terms in GGA generally leads to a significant shortening of the overestimated 
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hydrogen bond in LDA calculations, as well as reduced hydrogen dissociation energy of 
the overestimated binding energy in LDA calculations [233-236]. As such, GGA methods 
account for hydrogen bonds much better than the LDA [178]. Compared to the LDA 
approach, errors produced in GGA-based calculations are reduced drastically, resulting in 
an improved accuracy of the total energy [171, 228] and structural energy differences [228, 
237, 238].  
 One of the disadvantages of this approximation is that GGA-predicted bond lengths 
are not always superior to the corresponding results obtained with the LDA. This is 
because GGA is known to soften and expand bondings, but sometimes the effect does 
overcorrect the LSDA prediction [228]. It is well known that both LDA and GGA 
underestimate the band gap in semiconductors, e.g. ZnO [239], which is a bottleneck for 
band structure calculations. Also, it has been shown that the PW91 functional, in some 
cases, describes the electron density of a uniform electron gas less accurately than LSDA 
[240, 241]. Although the above limitations proved GGA can be a nuisance in accurate 
energy calculations, physical and chemical reactions are not just determined by the total 
energy, but also energy differences, dissociation energy, atomisation energy, hydrogen 
bonding, etc [178]. Therefore, it is important to consider the overall advantages and 
computational accuracy relative to the drawbacks in using an approximation functional for 
a specific application.  
 
2.7.3.3 Meta-GGA  
In LDA, only one electron density at r is needed (2.41), whereas in GGA both the electron 
density and its gradient are utilised (2.42). To increase the accuracy of the approximation 
method, meta-GGA can be employed, which includes the dependence on higher 
derivatives. This trend sees the move from the local LDA functional (one variable) to the 
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semi-local GGA functional (two variables), as well as the inclusion of empirical 
parameters as the level of theory increases. Based on GGA, the meta-GGA exchange-
correlation functional includes an additional third-order gradient density  variable, 
and another local parameter, the kinetic energy density . At this level, the third rung 
semi-local meta-GGA is a step closer to becoming a fully non-local functional. The 
exchange-correlation energy of the meta-GGA can take on the following general form 
  (2.43) 
where  is a Laplacian of the electron density.  
 This method is less commonly used because it is computationally much more 
demanding than the GGA method, while the additional variable provides only a limited 
correction to the GGA calculation. Furthermore, it has been reported that this method 
shows no significant improvement over GGA for calculations involving bond lengths, and 
only moderate advance for vibrational frequencies, however, better atomisation energies 
are observed [178]. Hence, meta-GGA is often applied in conjunction with other methods, 
such as using the solutions obtained from a self-consistent GGA or Hartree-Fock 
calculation.  
 An example of meta-GGA functionals, such as the non-empirical Tao-Perdew-
Staroverov-Scuseria (TPSS) developed by Perdew, Scuseria and co-authors, can be 
considered as the next improvement over the PBE functional [195, 242]. Interestingly, this 
functional does not depend on the Laplacian at all,  [242, 
243]. It has been shown that TPSS provides an improved description of hydrogen bonds 
[244] and reduces the error in lattice constants of solids compared to PBE-GGA [242]. 
Other meta-GGA functionals have originated from the concepts of Becke (B88C and B95) 
[245, 246] and co-workers (Becke-Roussel) [247].  
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2.7.3.4 Hybrid Functionals  
Hybrid-GGA, also known as hyper-GGA, is placed at the fourth rung of the approximation 
ladder. Hybrid-GGA functional describes the exchange using a combination of functionals 
that must include the contribution from the exact (Hartree-Fock) exchange energy, and a 
mixture of GGA-type functionals. The role of the exact exchange, mainly the complete 
cancellation of the self-interaction, is described in the following article [248]. In general, 
hybrid functionals have been found to be a significant improvement over semilocal GGA 
type functionals as a result of some cancellations of errors [178, 243].  
 An example of the tremendously well-received hybrid-GGA functional is the 
B3LYP functional [249, 250]. The B3LYP exchange-correlation functional can be written 
as: 
 [ ] [ ] )]([)])([,,,(,,, 2121 rErEEE GGAXCGGAXNXNhybridXC ρρχχχαχχχ +−=   (2.44) 
where  is the Hartree-Fock expression for the exchange energy. The term 
 is the Becke 88 exchange functional, and the Lee-Yang-Parr correlation functional is 
written in . The constant  is a numerical parameter that can be chosen arbitrarily, 
e.g.  [243, 251]. Another hybrid-GGA method (PBE0) that includes the PBE 
exchange-correlation coupled with the exact exchange energy was found to compare well 
with the empirical hybrid B3LYP functional [252]. 
 To date, there are more than ten hybrid functionals reported in the literature. A 
detailed description of different functionals can be found in the review article by Sousa and 
co-workers [210], which provides further understanding of the general performance and 
limitations on the functionals. 
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2.7.4 Dispersion and van der Waals Forces 
It is generally accepted that the most popular approximate functionals (i.e. LDA and GGA) 
fail to accurately describe weak interactions. This is because the transition state in 
chemical interactions is often characterised by weakly interacting atoms and molecules. 
This type of interaction is known as the weak van der Waals (vdW) interaction, where the 
force between instantaneously induced dipoles can be described by the London dispersion 
force.  With the increasing popularity of DFT in biological simulations where weak 
interactions play an important role, as shown by the critical role of vdW forces in the 
stabilisation of protein structures [253], there is a need to improve the description of vdW 
or dispersion interactions.  
 The consequence of using an approximate functional for both biological and 
industrial materials, as opposed to having the exact functional, is that the dispersion force 
is always miscalculated. The London dispersion force can be described by the asymptotic 
 behaviour [202, 254, 255], where if the distance between two interacting systems 
increases (R ), there should be an attractive part of the energy that asymptotically 
decays as . The Hellmann-Feynman theorem states that the origin of vdW long-range 
attractions can be attributed to the accumulation of electron density between two closed-
shell systems [256]. It was also shown that vdW interactions can exist between two neutral 
systems without the overlap of electron densities [257].  
 Fortunately, the inability to describe the weak interactions can be overcome by 
applying some simple corrections, where the dispersion force can be treated with empirical 
[254, 255] and non-empirical methods [258-263]. In the correction method, the 
coefficients C6 can be derived using experimental data (fitted with atomic polarisabilities) 
[254, 264, 265], or calculated using first principles methods [202]. The C6 coefficients, 
however, can vary considerably depending on the chemical environment and atom pairs. 
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When the distance between two systems R is small and there is an overlap of electron 
densities, the R-6 dependance behaviour is no longer appropriate, thus, the vdW energy 
term should have a damping factor [255, 266]. Correctly assigning the coefficients in a 
bonding environment with an appropriate damping function still remain a challenge. The 
application of the C6 coefficient is therefore known as the DFT-D method. More recent 
ideas have been proposed to capture the dispersion interaction [267-269], and multiple 
efficient implementations of the dispersion correction have since been developed [270-
272].  
 
2.8 Bloch’s Theorem: Solving the Schrödinger Equation in Periodic 
System 
In the previous section, it was shown how Kohn and Sham derived the single-particle 
Schrödinger equations. The next problem to solve is the single-particle Kohn-Sham 
equations for periodic systems such as crystalline solids. Although it was shown in the 
previous section that the electronic structure of a many-body system can be calculated 
using DFT, the large number of electrons* contained in a macroscopic crystalline structure 
translates to an extremely large basis set with too many wave functions, hence, the 
Schrödinger equation cannot be solved directly for such a system. To overcome this 
problem, the symmetry of periodic crystals can be exploited to reduce the system size 
significantly by assuming that the solid possesses an ideal crystalline structure. Bloch’s 
theorem enables the Schrödinger equation for an infinite periodic solid to be solved by 
replacing the solid with a unit cell that is repeated throughout space using periodic 
boundary conditions. In this section, the method of treating periodic solids in unit cells 
with Bloch’s theorem will be explained. 
                                                 
* A 1 cm3 crystal solid contains some 1023 nuclei and 1024 electrons 
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 Although this method facilitates calculations with perfect periodicity, in reality, 
solids contain imperfections such as stacking faults, defects (point, line, and surface), 
dopants, dangling bonds, interstitials, for example. Nevertheless, there are usually large 
regions of crystalline structures that possess the quality of a periodic structure. For this 
reason, the discussion in this section will be restricted to ideal systems without any 
imperfections. 
  In the context of the electronic structure of crystals with nuclei that are highly 
ordered in a periodic lattice, a lattice can be defined as an infinitely periodic arrangement 
of points in space. The crystal structure can be constructed by filling the space (real space) 
with unit cells without leaving gaps and overlapping. The content in a unit cell, e.g. atom, 
molecule, solid, etc., is called the basis. There are fourteen different basic unit cells that 
can be defined by three vectors, which are known as the Bravais lattices. The common 
lattices include hexagonal and cubic (e.g. body-centered and face-centered) cells. 
Examples of such unit cells with the symmetry of the Bravais lattices, as well as their 
structural properties can be found in the literature [273].  
 To model a periodic material, a primitive cell in real space with the minimum 
amount of atoms required to define a periodic material must be re-described in reciprocal 
space in a reciprocal cell. A reciprocal cell can be defined by three vectors b1, b2 and b3. 
They are derived from the Cartesian a1, a2 and a3 vectors of the unit cell that corresponds 
with the real space (see Figure 2.2), where bi·aj = 2  ( is the Kronecker delta).  ijπδ ijδ
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Figure 2.2 Schematic diagrams of a) real space and b) reciprocal space. The 
real space and reciprocal space vectors, r and G, respectively, are not necessarily in 
the same direction. 
 
It is useful to know that larger lattice vectors in real space correspond to shorter 
lattice vectors in reciprocal space. In other words, the doubling of a cell size in real space 
halves the reciprocal cell. The equivalent of a primitive cell in reciprocal space is called the 
first Brillouin zone (FBZ), whereas a further reduced zone in the reciprocal space can be 
derived from the first BZ, called the irreducible Brillouin zone.  
 Just as a point in real space can be represented by a vector r, similarly, a point in 
reciprocal space (k-space) can be represented by a vector k, which plays an important role 
in simplifying the periodic wave function in a periodic structure. The cell volume can then 
be reduced to an integral corresponding to the k-space values in the BZ, where the FBZ is 
restricted to only one cell in the reciprocal lattice. This is necessary for calculating the 
wave function and energy for a solid as the Kohn-Sham equations are solved in reciprocal 
space by sampling of k-points in the BZ. The sampling of k-points is crucial for accurate 
ground state energy calculations because insufficient k-points results in poor energy 
calculations and excessive k-points (finer mesh size) results in costly computation. 
However, it is generally accepted that an increase in k-points produces more precise 
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results. In DFT calculations, the popular k-point sampling scheme of Monkhorst and Pack 
can be employed to represent the BZ [274]. 
 The periodicity in ideal solids implies that the nuclei arrangement in each cell must 
be identical under the Born-von Karman boundary condition. The condition can be stated 
as  
 (r+R) = (r) (2.45) 
i.e. the external potential on an electron in space r can be described as  
 (r) =  (r+R) (2.46) 
where R is a lattice vector that describes the size of the system. Bloch’s theorem states that 
in a periodic system, solutions to the time-independent Schrödinger equation must be in the 
form of  
 k(r) = exp(ik · r)uk(r) (2.47) 
where  is an arbitrary wave function that can be expanded as a Fourier series* over the 
reciprocal lattice vectors, and k is the crystal momentum that reflects the periodicity of the 
system. This allows the eigenfunctions to be restricted to within one unit cell. 
Alternatively, Bloch’s theorem can be explained as a product of a wave-like part and a 
cell-periodic part. The wave-like part exp(ik · r) is defined as the plane wave functions, 
where calculations based on this term are referred to as plane-wave calculations. The cell-
periodic part uk(r), also known as the Bloch orbital, and can be written as a plane wave 
basis 
                                                 
* Computationally, the fast Fourier transform (FFT) algorithm is used to switch the complex Fourier series 
from reciprocal space to real space, or vice versa. 
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 uk(r)= ci,G exp[iG·r] (2.48) 
where G are the reciprocal lattice vectors, such that G·R =  where M is an integer 
number. A cell that is repeated periodically in space can be described by the Bloch orbital 
with the lattice vectors a1, a2 and a3. That is, uk(r + n1a1 + n2a2 + n3a3) = uk(r) for any 
integers n1, n2 and n3. For this reason, the term uk(r) is a function that is strictly periodic in 
space within the lattice.  
 For a finite crystal, Bloch’s theorem allows the full electronic structure to be solved 
in real space by considering one cell of the lattice for each k, and then applying boundary 
conditions to the unit cell, as dictated in the cell-periodic part in (2.47). Introduction of the 
periodic boundary conditions is equivalent to treating an infinite Bravais lattice, where 
each facet of the unit cell boundary has a bounded facet that is translated over the lattice 
vector R (see Figure 2.3).  
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Figure 2.3 Illustration of periodic boundary conditions. 
  
A supercell is an artificial cell constructed by replicating the crystal unit cell to a 
sufficiently large number of repetitions in all three directions. As the doubling of cell size 
halves the reciprocal cell, doubling of cell to construct a supercell translates to a doubled 
basis size and a halved Brillouin zone. In the supercell, a vacuum space in the z-direction is 
necessary in order to create a “slab” or surface structure along the (x,y) plane. Under 
periodic boundary conditions, the structure inside the supercell then becomes an infinite 
number of states as indexed by the vector k. The supercell structure is then calculated 
(relaxed) for convergence testing with respect to the vacuum spacer size and slab 
thickness. A well-considered supercell size not only minimise the computational effort, but 
also prevents interactions of the system with its neighbouring images. Similarly, this 
procedure can be employed to study impurities, grain boundaries, and surfaces including 
Primitive cell
R
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defects. A defect surface structure is constructed by introducing the defect species by 
removing an atom at the topmost surface layer, for example.  
 Bloch’s theorem enables the calculation of the energy band structure of a 
crystalline material via the band theory method. Let us consider a group of free atoms 
brought together to form a periodic solid. The electronic wave function in the solid can be 
expressed as a linear combination of atomic orbitals (LCAO). Assuming the atoms form a 
crystal structure on a lattice with lattice vector R, the Hamiltonian of the solid is obtained 
as the potential (r) is periodic in the real lattice and can be expanded in a Fourier 
series. Therefore, the solutions to the Schrödinger equation can be expressed as  
 k(r)=E(r) k(r) (2.49) 
 The consequence of this theorem is that the resultant energy spectra produced can 
be represented by their band structure [188]. This provides the electronic levels in crystal 
structures that are characterised by the Bloch vector k and a band index n. The way the 
energy of all states in a cell changes with k is called a band structure, where it is obtained 
by plotting the calculated orbital energy values against k within the first Brillouin zone. 
The total number of energy states within an energy interval (dE), plotted against the total 
energy, is known as the density of states (DOS).  
 
2.9.1 The Fermi Surface, Metals, Semiconductors and Insulators 
The calculated band structure and DOS of a solid show us whether the material under 
investigation is a metal, semiconductor or insulator by showing the highest occupied 
molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) near the 
Fermi level, i.e. conduction and valence bands. The energy of the highest occupied 
electronic state is called the Fermi energy, whereas the energy that separates the 
extV
φHˆ φ
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conduction and valence bands is called band gap*. In general, band gaps larger than 3eV 
are considered as wide band gaps [251]. Besides electrical properties, the band structure 
also allows optical and even some magnetic properties of a solid to be determined. 
 A brief description of the difference between metal and semiconductor materials in 
quantum computing is explained here. In a metal the BZ can be separated into two regions, 
one unoccupied, and the other occupied by electrons, where the separation in between 
these two regions is called the Fermi surface. In contrast, the BZ is unoccupied by 
electrons in semiconducting materials, with only a small fraction of it occupied by the 
Fermi surface. The number of k-points required to accurately represent the wave function 
in metals is also much higher than that of semiconductors. This is because the bands in 
metals have more dispersion than semiconductors or insulators.  
 
2.10 Plane-wave Methods and Pseudopotentials 
To solve the KS equations (2.40), the cell-periodic wave function in Bloch’s theorem 
needs to be expanded in a basis set, with the two common methods of representing this 
basis set in DFT calculations being the Gaussian and the plane wave basis sets, however, 
only the plane wave method (employed in this study) will be discussed in this section. As 
equation (2.47) can be constructed as a linear combination of localised or delocalised 
functions, these functions serve as the basis set. In the basis set containing periodic basis 
functions, only certain plane waves within a cutoff wave vector are included in the set. The 
convergence of DFT calculations with respect to the basis set size is therefore determined 
by varying the cutoff energy hence, calculated ground state energies must be compared 
with identical cutoff energy values.  
                                                 
* Standard DFT calculations often fail to describe accurately the electronic states near the Fermi energy, 
resulting in band gap underestimation. 
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 Similar to molecular systems, the electrons in a solid can be separated into core and 
valence electrons. Core electrons are strongly localised around the nuclei in closed shells 
while the valence electrons take part in the bonding between atoms. Even though the core 
electrons contribute to most of the total energy in a system at about a thousand times more 
than the valence electrons, they are negligible in chemical bonding [275, 276]. As the core 
orbitals change very little (depending on the chemical bonding situation), majority of the 
computational effort is spent calculating the chemically uninteresting part of the basis 
functions. In contrast, the important chemical region, which is the valence electrons, plays 
an important role in determining the chemical and transport properties of a material.  
 The plane wave approach neglects the ionic core region, unlike Gaussian basis sets 
that include the core regions. This is because a significantly large number of plane waves 
would be required to describe the fast oscillations in the core region. The advantage of 
using plane waves over the Gaussian approach is that the plane waves are orthogonal and 
are independent of atomic positions. Most importantly, a plane wave basis set utilises the 
same basis set for molecules and solids, whereas the Gaussian method requires the basis 
sets to be different for molecules and solids. 
The essence of the plane wave approach is that the Coulombic electron-nucleus 
interaction is replaced with pseudopotentials in the Kohn-Sham equations, i.e. the valence 
electrons are described via a set of pseudo-wave functions. Since the core states are 
chemically inert and chemical binding happens far away at the valence region, the 
pseudopotentials should have identical properties as the exact valence wave functions. The 
introduction of pseudopotentials results in two major outcomes. First, the total energy 
calculation becomes much more attainable than the all-electron calculation, which is an 
advantage in the especially costly ab-initio molecular dynamics (MD) calculations. 
Secondly, by having the true core-valence wave functions replaced by pseudopotentials, a 
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smaller basis set size is obtained via the removal of electrons within the ionic core region 
(e.g. 20 valence electrons are kept instead of 30 for zinc).  
 Despite the reduced plane wave basis set size, this approach still requires a large 
number of basis functions compared to other methods such as the localised basis sets in the 
Hartree-Fock approach (see 2.5.4). This computational bottleneck can be overcome by 
employing the fast Fourier transform (FFT) method. As the wave functions can have a 
finite Fourier representation (described previously), FFT, enable the number of plane 
waves to be significantly reduced from  to a Npwln(Npw) scaling. The FFT algorithm 
transforms the electron density from reciprocal space to real space, or vice versa. 
 There are several variants of pseudopotentials such as the frozen-core 
approximation [277], norm-conserving pseudpotentials [278-281], projector augmented 
wave (PAW) [172, 282], fully non-local pseudopotentials and Vanderbilt ultrasoft 
peudpotentials (USPP) [279, 283]. 
 The key advantage of the USPP approach is that the necessary energy cutoff for 
transition metals is reduced by a factor of 2-4, effectively reducing the basis set size* 
[212]. Instead of representing the full valence wave function by plane waves, only a small 
portion of the wave function is calculated; allowing the plane wave energy cutoff to be 
reduced substantially. Pseudopotentials that require high cutoff energies are said to be 
hard, while a more computationally efficient pseudopotentials with low cutoff energies are 
soft, hence the naming of the USPP approach. 
 The PAW method originally introduced by Blochl [282], was introduced to avoid 
some of the disadvantages in USPPs. It is generally accepted that a well-constructed 
USPPs and the PAW method produce results of identical accuracy and are in good 
agreement with full-electron calculations [251]. However, the PAW method gives more 
                                                 
* A typical energy cutoff of 200 eV corresponds to a basis set with ~20,000 plane wave functions [195] 
2
pwN
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reliable results than the former in calculations involving transition metals with strong 
magnetic moments [277]. 
 
2.11 Quantum Mechanics Calculation Packages  
Because of the significant number of simulation packages available for first principle 
calculations, it is quite impossible and unnecessary to summarise all the codes and their 
distinctions. The codes given below are therefore not a complete listing and encompass 
only DFT based software, where they can be differentiated by the basis sets utilised. 
 Examples of the plane-wave scheme used in electronic structure calculation 
software include, but not limited to, VASP [211, 212, 279], CASTEP [275], ABINIT 
[284], QUANTUM-ESPRESSO [285] and CPMD [286] packages. Software programs 
such as WIEN2K [287] employ the computationally-demanding all-electron approach. In 
contrast, the programs DMOL3 [288], SIESTA [289], ONETEP [290] and CONQUEST 
([291-293] and references therein) utilise the less costly numerical basis sets and linear-
scaling algorithms. The Gaussian basis set is employed in GAMESS [294], CRYSTAL 
[295], and GAUSSIAN [296] simulation packages, whereas the approach of using 
transport basis sets in DFT calculations is adopted in the software packages SMEAGOL 
and WANNIER-TRANSPORT. While most of these computational packages would be 
suitable to examine the systems studied in this thesis, VASP was chosen to be consistent 
with our previous calculations of ZnO surfaces and their interactions with other gases. 
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Models  
 
 
 
3.1 VASP: Introduction and General DFT Setup 
All the calculations were performed within the framework of density functional theory 
(DFT) using the Vienna ab-initio simulation package (VASP) [211, 212, 279]. VASP is a 
program capable of performing quantum mechanical calculations using pseudopotentials 
with a plane wave basis set; concepts that have been explained in detail in Chapter 02 
(Section 2.9). The interaction between ions and electrons is described by either the 
projector-augmented wave (PAW) method or by Vanderbilt’s ultrasoft pseudopotentials 
(USPP). VASP is used to perform a variety of ab-initio calculations such as static (single 
point) and relaxation (geometry optimisation).  
 As the computational set up may have multiple combinations of different 
parameters, the choice of an electronic structure method can have significant impact on the 
numerical accuracy, i.e. density functional, pseudopotentials, Fast Fourier Transform 
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(FFT) grid, k-point mesh, energy cutoff, to name just a few. Where not otherwise 
specified, our DFT calculations have been performed using the Vanderbilt US 
pseudopotentials [283]. The Generalised Gradient Approximation (GGA) with the 
functional of Perdew and Wang (PW91) was used [227]. Our calculations have also 
included spin-polarisation. In this study, a plane wave pseudopotential cutoff energy of 
400 eV is adopted for the energy calculations. The PREC-tag in a VASP input file 
determines this energy cutoff and the density of the FFT mesh size of a system. For 
PREC=ACCURATE, the energy cutoff for the system represented here is set to a 
maximum value of 400 eV, where the wrap around errors are eliminated if the FFT meshes 
are sufficiently large [297]. The Monkhorst-Pack [274] k-point mesh sizes employed in 
this study will be presented later in Section 3.4.3. The type of properties calculated using 
VASP of the adsorbate-substrate systems are described in this chapter. 
 
3.2 Computational Methods 
The energy of a system varies according to its structural configuration, which can be 
represented by different electronic states on the potential energy surface (PES) as shown in 
Figure 3.1. They are minima, transition states and higher order saddle point structures.  
 Once the Kohn-Sham equations have been solved for a large number of nuclear 
geometries consisting of multiple electronic states, the PES is known. Mapping a complete 
PES for systems containing more than four atoms is virtually impossible; however, it is 
possible to obtain useful information from parts of a PES. For instance, by starting with 
different initial geometries it is possible to find multiple minimum energy arrangements of 
an adsorbate-substrate system that correspond to unique adsorption geometries. 
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Figure 3.1 Schematic representation of a potential energy surface (PES) showing 
minima, transition states and higher-order saddle points.  
 
3.2.1 Energy Minimisation 
 The DFT geometry optimisation method minimises the total energy of a system as 
a function of the ion configuration and the electron density. In this method, small 
adjustments are made to the location of ions to find the new position that is lower in energy 
than the previous one. This process is repeated (and the total energy recalculated) until a 
stationary point is found.  
 Commonly used electronic optimisation algorithms (defined by the IALGO tag in 
VASP) are the block-Davidson scheme [298, 299] and the residual minimisation - direct 
inversion in the iterative subspace scheme (RMM-DIIS) [300, 301]. Geometry 
optimisation schemes available in VASP include the quasi-Newton algorithm or the 
conjugate gradient method (IBRION = 2), of which the latter is employed in this study 
Global
Minimum
Transitional State
Minima
Higher-order 
Saddle Points
Transitional State
Conformational
coordinate
Chemical
reaction
coordinate
Energy
Chapter 3 Computational Methodology and Surface Models 
 
65 
 
and which uses energy-based optimisers to determine the minimum energy states [302]. In 
VASP the POTIM parameter specifies the size of the ionic relaxation trial steps in the 
geometry optimisation calculations, where a smaller value generally provides a more 
accurate relaxation. We use a POTIM step size of 0.1 Å.  
 
3.3 Calculated Properties  
Once the optimised stable structures are obtained, the position of atoms (e.g. bond 
distances and angles) of a system, as well as other electronic properties can be determined 
and examined. These are described in the following sub-sections. 
 
3.3.1 Binding Energies  
The binding energy (BE) for a geometrically optimised minimum energy structure can be 
calculated to determine the adsorption stability of an adsorbed species on a surface, 
including an estimation of the strength of the bonds formed between the adsorbate and the 
surface. For a system consisting of only one adsorbed molecule, the BE is calculated as 
follows: 
 BE = E(ads/subs) – (Eadsorbate + Esubstrate) (3.1) 
where Eads/subS is the total energy of the minimised adsorbate/ZnO system; Eadsorbate is the 
total energy of the free molecule; and Esubstrate is the total energy of the relaxed ZnO 
surface. 
 For an optimised adsorbate/ZnO system consisting of two molecules, the binding 
energy per molecule can be determined by using two approaches. The first approach 
considers the binding energy of a molecule on the ZnO substrate which already has an 
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adsorbed species (referred to as sequential adsorption), and the second approach considers 
the binding energy of the two molecules adsorbed on to the ZnO substrate at the same time 
(referred to as co-adsorption). The BE for a sequential adsorption is calculated as: 
 BEseq− = Eads1,2/sub − (Eads2 + Eads1/sub) (3.2) 
where Eads1,2/sub is the total energy of the geometry optimised system with two molecules; 
Eads2 is the total energy of the free molecule; and Eads1/sub is the total energy of the pre-
adsorbed molecule on the ZnO surface. Next, the BE value for co-adsorption (per 
molecule) is calculated as follows: 
 BEco− = Eads1,2/sub − (Eads1 + Eads2 + Esub)2  (3.3) 
where Eads1,2/sub is the total energy of the geometry optimised system with two molecules; Eads1 and Eads2 are the total energy of the free molecules; and Esub is the total energy of 
the relaxed ZnO surface. 
 
3.3.2 Structural Geometry: Molecular and Surface Configurations 
The formation of a bond between an adsorbate and surface can be inferred by the 
adsorption geometry (together with the calculated BE). The presence of additional bond(s), 
such as hydrogen bonds can also be determined. Specifically, the distance between the 
closest adsorbate and substrate atoms can give an indication whether the adsorbate is 
physisorbed or chemisorbed on the surface.  
 Surface reconstructions and relaxations caused by the adsorbate-substrate 
interaction can also be calculated for the systems studied. Surface reconstruction is the 
movement of surface atoms along the x- and y- directions (i.e. in the plane of the surface), 
whereas surface relaxation is defined as movement of the surface atoms in the direction 
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perpendicular to the surface plane (i.e. z-direction). Adsorbate-induced surface 
reconstruction and relaxations are calculated by measuring the change in the position of the 
substrate surface atoms with adsorbate present, relative to the relaxed clean surface atom 
positions.  
 
3.3.3 Vibrational Frequencies 
Vibrational frequency calculations using DFT methods not only provide information about 
the vibrational properties of the adsorbed system, but also determine the type of stationary 
point on the potential energy surface. The procedure for vibrational frequency calculations 
using VASP is based on diagonalisation of a finite difference construction of the Hessian 
(second derivative) matrix, where we use a displacement of 0.015 Å (as defined by the 
POTIM tag in VASP). In other words, the calculation is only valid when the first 
derivatives of the energy with respect to the atomic positions are zero [297, 303]. A stable 
structure is identified when there are no calculated imaginary frequencies, a metastable 
structure (transition state) contains one imaginary frequency and an unstable structure two 
or more imaginary frequencies. The changes in the magnitude of the calculated vibrational 
frequency values of an adsorbate-substrate system, relative to the isolated molecule, can be 
described as being red shifted (to a lower frequency) or blue shifted (to a higher frequency) 
[304]. The visualisation tool wxDragon is used to identify the different types (e.g. 
stretches, bends, twists, etc.) of vibrational modes calculated for the systems in this study 
[305]. 
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3.3.4 Planar Averaged Charge Density Difference and Electron Localisation 
Functions 
The ground state electron density of a material as determined by DFT, provides 
information about the charge distribution in a system. A planar averaged charge density 
calculation is useful for determining the redistribution of charge after adsorption, and 
specifically the magnitude of charge accumulation or depletion at a particular location in 
the material. Such information can provide an insight into the spatial charge redistribution 
and bonding between the gas species and the ZnO surface. The charge density difference is 
defined as the difference between the electron density of the adsorbed system and those of 
the relaxed clean surface and a free (isolated) adsorbate molecule. The colouring scheme 
used in the charge density difference plots (presented in later chapters) is as follows; “red” 
denotes charge accumulation, while “blue” indicates charge depletion.  
 The electron localisation function (ELF) in DFT calculations, formulated by Savin 
et al. [306], is a simplified representation of the electron density distribution that can be 
computed from the outer valence shell [307, 308]. An ELF plot is useful for showing the 
extent of electron localisation in the surrounding space of a reference electron, at a given 
point and with the same spin. The ELF has values that lie between 0 and 1 and describes 
the degree of localisation; 1 corresponds to perfect localisation, 0.5 corresponds to 
electron-gas-like pair probability, and ELF close to zero corresponds to delocalisation. The 
characterization of chemical bonds using ELF calculations is generally qualitative rather 
than quantitative, and an ELF plot can indicate the type of bonding between atoms as being 
covalent or ionic in nature [308]. Bonding electron pairs are represented by a region of 
high ELF along the bond path, whereas a low ELF value in between the core attractors (or 
atoms) represents non-bonding electron pairs [308].  
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 The charge density and ELF in this study are calculated using VASP and are 
plotted using the VASP data viewer [309], by taking slices through the adsorbate and 
substrate along different directions. 
 
3.3.5 Bader Analysis 
There are numerous schemes proposed for determining the partial charges on atoms. The 
correct assignment of charges to individual atoms is important for calculating the transfer 
of charge in a system. Some common charge analysis methods include Mulliken [310], 
natural [311], Hirshfeld [312], Bader [313, 314], Merz-Kollman [315] and the ChelpG 
scheme [316]. The different charge analysis methods have their own benefits and 
drawbacks. The Mulliken population method, for example, is sensitive to the choice of 
basis set and may only produce acceptable results on certain materials [317]. The Bader 
analysis method, however, is preferred over other methods using DFT calculations because 
this analysis is based solely on the charge density [318]. Comparative studies of different 
charge analysis schemes have been conducted by the groups of Jacquemin [319] and 
Guerra [320]. 
 In this study, the Bader charge analysis is employed to calculate the partial charges 
on the atoms within a system, and hence the transfer of charge between the adsorbate and 
surface. Bader charge analysis is a post-processing method that uses the calculated charge 
density to generate the net charge associated with each of the atoms in a system. By 
integrating the electronic density within the Bader region (where an atom’s nucleus is 
located), and possibly taking into account the electronic charge in nearby regions that do 
not include a nucleus, the total charge on an atom can be calculated [318]. Because the 
analysis quantifies the charge on each atom, the distribution of the total electronic charge 
in a system can be estimated by summing over the corresponding individual charges.  
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 We employ the procedure described by Henkelman et al. [318] to calculate the 
Bader charge of individual atoms in stable structures, relaxed clean surfaces, and isolated 
gas molecules studied in this thesis. Further information related to the description of the 
analysis parameters has been described by Henkelman and co-workers in Refs. [318, 321].
 As mentioned above, the input for the Bader analysis is a charge density grid which 
gives the value of the electron density specified on a regular grid of points in space (the 
CHGCAR file in VASP). The spacing between the grid points should be fine enough for a 
sufficiently good approximation in the bonding region between atoms [318]. In the Bader 
algorithm, the accuracy of the charge values is dependent on the number of grid points 
used in the representation of electron density, which scales linearly with computational 
effort [318]. In general, an FFT mesh (see Chapter 2 Section 2.9) with a finer grid is 
essential to obtain accurate total charge values, which is achieved by increasing the size of 
the NG(X,Y,Z)F grid within VASP.  
We employed the PAW and GW potentials, in addition to the US pseudopotential 
(USPP), to validate our Bader charge calculations. This approach allows us to compare the 
Bader charge values of a system calculated using the three potentials with different grid 
sizes. Using each of the three potentials, we performed single-point calculations on stable 
structures with NG(X,Y,Z)F grid sizes of up to eight times the original mesh size. The 
USPP-calculated charge transfer values in this study were found to be identical to those 
calculated using the PAW and GW potentials, which validates the suitability of the USPP 
values and reduces the required computational effort. We also showed that finer mesh sizes 
were not required as the partial charge values were converged using the initial mesh size. 
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3.3.6 Work Function Changes 
The work function describes the minimum amount of energy required to remove an 
electron from a surface. It can differ from one crystal plane to another, which means the 
work function of the (10 0) single crystal facet could be different to the (2 0) surface. 
Other factors influencing the work function change could be the adsorbate coverage, and 
the bonding configuration of the adsorbate on the surface. Work function calculations are a 
useful method for determining the direction of charge transfer after adsorption of a gas 
species on a ZnO surface. Experimental [322] and theoretical [323-325] methods can be 
employed to measure the work function of ZnO materials. 
 In this study, the work function is determined theoretically by using DFT 
calculations. The work function, φ, and work function change, ∆φ, were calculated for 
optimized minimum energy structures using the following equation: 
 φ = Evac – EF (3.4) 
where Evac is the electrostatic potential in the vacuum region of the supercell on the 
adsorbate side and EF is the Fermi energy (i.e. the energy of the highest occupied quantum 
state in a system of fermions at absolute zero temperature). The workfunction change ∆φ is 
calculated as follows: 
 ∆φ = φ – φc (3.5) 
where the φc is the workfunction of the clean ZnO surface. 
 
3.3.7 Density of States 
The total and partial density of states (DOS) of a system can be calculated by performing a 
static self-consistent calculation, which produces a DOSCAR file (in VASP). The total 
1 11
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DOS and partial DOS of an adsorbed system is often compared with that of a reference 
system (e.g. surface), to highlight the effect of the adsorbate on the electronic structure of 
the surface [297]. For the partial DOS calculation, the Wigner Seitz radius (RWIGS-tag as 
supplied by VASP) for each atomic species is specified, enabling the partial spd-orbital 
character of a DOS to be calculated. The band gap for a structure can be obtained by 
determining the difference in energy between the top of the valence band and the bottom of 
the conduction band in the DOS plot. It is well known that GGA based exchange-
correlation functionals often underestimate the band gap in semiconductor materials, 
however, changes in the band gap can be useful for determining the effect of an adsorbate 
on the surface conductivity. Information on ZnO band gap underestimation and correction 
in GGA-based calculations can be found in articles published together by Lany and Zunger 
[326, 327]. 
An accurate DOS representation requires a fine k-point mesh size. This problem 
directly affects the calculated DOS patterns because an increased number of k-points are 
required to produce dense packing of data points in the Brillouin zone for a smoother 
interpolation line.  
Our DOS are calculated by using the charge density profile (CHGCAR file in 
VASP) from the self-consistent (SC) calculation of a converged structure, to perform a 
non-SC calculation with high k-point density to produce the DOS (DOSCAR file in 
VASP). We tested and validated our DOS calculations by using different k-point mesh 
sizes, as well as using the band gap corrected GW algorithm. We calculated the total DOS 
and orbital resolved local DOS of the relaxed clean surfaces and the adsorbed structures. 
By comparing the DOS before and after adsorption, the effect the adsorbate has on the 
surface electronic structure can be determined. In addition, it can be determined whether 
the adsorbate increases or decreases the band gap which can be related to a change in 
conductivity after detection of the gas.  
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3.4. Modelling of ZnO with DFT 
In this section, the procedure employed to represent the different ZnO nanostructure 
surfaces is presented. There are two theoretical approaches for simulating oxide surfaces 
[328]. The first approach is the cluster method, where a surface is represented by a group 
of atoms. The second, more popular method, uses two-dimensional slab models which are 
repeated under periodic boundary conditions (PBCs), and which is used in this study.  
 
3.4.1 Bulk ZnO 
As discussed in Chapter 1, wurtzite and zincblende are the common crystal structures of 
ZnO, while the rock-salt structure is rarely observed. Wurtzite ZnO can be represented by a 
hexagonal unit cell with two lattice parameters a and c (see Chapter 01 Figure 1.1.). Within 
the unit cell, the structure comprises two interpenetrating hexagonal closed-packed (hcp) 
sublattices, each of which contains four atoms in a unit cell. Here, each atom of one kind is 
surrounded by four atoms of the other kind (i.e. tetrahedral coordination), in other words, 
each sublattice consists of one type of atom displaced from the other along the threefold c-
axis by an amount u = b/c (the internal parameter u is defined as the length of the bond 
parallel to the c-axis divided by the c lattice parameter). The u parameter has been defined 
as 0.375 for an ideal wurtzite structure [65]. However, as real wurtzite ZnO crystals tend to 
deviate from the ideal conformation, the u parameter may deviate from the ideal value, 
giving an increased value when the c/a ratio decreases. 
 The lattice parameters for wurtzite ZnO are commonly measured via x-ray 
diffraction (XRD) based methods experimentally and using first principles calculations 
theoretically [65]. The lattice parameters (a, b and c) of the wurtzite ZnO with an internal 
parameter (u), that have been reported previously and obtained experimentally and 
theoretically, are presented in Table 3.1. From these studies, the a and c values range from 
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3.166 to 3.298 Å, and from 5.070 to 5.294 Å, respectively [329-331, 338]. The c/a ratio 
and the u parameter range from 1.572 to 1.617, and from 0.376 to 0.389, respectively [329, 
332-334]. Our calculated lattice constants, using DFT [335], agree well with previously 
determined values. It has been noted that the presence of free charge, stress, temperature, 
impurities, oxygen vacancies and other point defects can be responsible for the increase of 
the lattice constants [65, 336] and may explain some of the small differences in the values 
obtained from theory and experiment. 
 
Table 3.1 The lattice parameters calculated using DFT for wurtzite ZnO that are used 
in this study [335]. The values obtained from previous experimental and theoretical studies 
are also presented. 
Ref Year Technique 
Lattice Parameters 
a c u 
[337] 2013 
QM (DFT-GGA) 
        (DFT-PBESOL) 
3.276 
3.237 
5.278 
5.220 
- 
[338] 2012 QM (DFT-GGA)a 3.2978 5.2843 0.3816 
[330] 2012 QM (DFT-LDA+U) 3.166 5.070 0.380 
[331] 2012 
QM (DFT-GGA+U) 
       (DFT-GGA) 
3.258 
3.295 
5.227 
5.294 
0.381 
0.381 
[335] 2010 QM (DFT-GGA) 3.268 5.233 0.3826 
[339] 2010 XRD-RSMb 3.254 5.206 - 
[34] 2010 XRD 3.249 5.205 - 
[340] 2009 
QM (HF) 
        (DFT-LDA) 
        (DFT-PBE) 
        (DFT-B3LYP) 
        (DFT-PBE0) 
3.297 
3.200 
3.285 
3.285 
3.263 
5.231 
5.125 
5.248 
5.261 
5.195 
0.384 
0.382 
0.383 
0.382 
0.383 
[128] 2008 QM (DFT-B3LYP) 3.259 5.205 0.382 
[139] 2008 QM (DFT-LDA) 3.20 5.16 - 
[341] 2007 QM (DFT-GGA) 3.25 5.20 - 
[342] 2006 QM (DFT-GGA) 3.1959 5.1585 - 
[343] 2005 
QM (DFT-GGA) 
XRD 
3.270 
3.253 
5.218 
5.213c 
0.3822 
0.3820 
[344] 2003 QM (HF) 3.286 5.241 0.383 
[345] 2003 QM (DFT) 3.270c 5.252d 0.383d 
[333] 2003 
QM (DFT-LDA)  
        (DFT-GGA) 
3.193 
3.282 
5.163 
5.291 
0.3783 
0.3792 
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[346] 2002 MM 3.2518 5.1969 0.3806 
[347] 2001 
QM  (HF) 
        (B3LYP) 
3.290 
3.253 
5.200 
5.207 
0.3858 
0.3850 
[348] 2000 QM (DFT-B3LYP) 3.249d 5.21d 0.383d 
[332] 1999 QM (DFT-LDA) 3.175 5.121 0.376 
[329] 1996 MM 3.2303 5.0767 0.389 
[349] 1994 QM (HF) 3.290 5.241 0.386 
[350] 1989 HRPDe 3.2501 5.2071 0.3817 
[351] 1989 Neutron diffractionf 3.2417 5.1876 0.3819 
[352] 1987 MM 3.250 5.207 - 
[334] 1978 LEED 5.628 5.210 - 
The lattice parameters obtained in this study are shown in bold.  
a Available from the article’s supporting information 
b X-ray reciprocal space mapping (RSM) 
c Calculated from strain-free wurtzite ZnO 
d Calculated from other values given in paper (value not given directly) 
e Neutron High Resolution Powder Diffractometer  
f Measured at a temperature of 20 K 
 
3.4.2 ZnO Non-polar Surfaces 
For wurtzite ZnO, the non-polar (1010) surface is the most stable surface and has been 
extensively studied (see for example [22]). Comparatively less attention has been focused 
on the non-polar (2110) surface. The (1010) and (2110) surfaces are two of the most 
commonly found facets in ZnO nanostructures, where the later surface structure contains 
twice the number of Zn and O atoms per unit cell (Figures 3.2 and 3.3).  
 
3.4.3 Molecular and Surface Models with Periodic Boundary Conditions 
In this section, the molecule and surface models employed in this work (using PBCs) are 
described.  
The isolated gas molecules are modelled by placing an individual molecule in the 
middle of a 15 x 15 x 15 Å3 cubic cell. A characteristic of insulators or semiconductors 
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(like ZnO) is that there is a gap at the Fermi level, where the bands above are empty, and 
bands below the gap are filled for all values of k. In this case, integrations over k handle 
these discontinuities by the broadening of energy-levels using the Gaussian function. The 
Gaussian smearing method (ISMEAR-tag) with a smearing width (SIGMA-tag) of 0.1 eV, 
and a cutoff energy of 400 eV were used. A single k-point (Γ point) was used for each of 
the isolated gas molecules  
Both surfaces employed in this study corresponded to those cleaved from the bulk 
wurtzite structure of ZnO. It is important to choose the right number of surface layers and 
vacuum thickness, not only to ensure that the slab is sufficiently thick to contain bulk 
layers and to prevent interactions between adjacent slabs, but also to be computationally 
feasible. Our surfaces were modelled using eight-layered surface slabs with a vacuum 
spacer of ~15 Å (as shown in Figures 3.2 and 3.3). 
 We used different sized supercells to represent different surface gas coverages. A 
supercell with vectors spanning m𝑎1����⃗  and n𝑎2����⃗  is named [mxn], in which the cell is 
represented by vector lengths of |m| and |n|, for instance, a [1x1] cell will have an apparent 
1x1 periodicity. A larger surface cell, [1x2] cell, is a product of doubling of the [1x1] cell 
in the y-direction. In this study, [1x1], [1x2], and [2x2] supercells were used for both 
surfaces. 
 As the cell size increases, the doubling in real space of the supercells reduces the 
number of k-points (in the direction of the cell size increase) required to achieve 
convergence [251]. We tested the number of k-points for the (1010) and (2110) surface 
slabs and found that the total energy was converged to ~4 meV using a Monkhorst-Pack 
mesh of 7 x 7 x 1 and 5 x 5 x 1, respectively [335]. For the [1x2] cell, mesh sizes of 7 x 3 x 
1 and 5 x 3 x 1 were used for the (1010) and (2110) surface slabs, respectively. For the 
[2x2] cell, a mesh size of 3 x 3 x 1 was used for both the (1010) and (2110) surface slabs. 
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For the stoichiometric and defect surface structures, the same k-point configuration was 
used.  
 The geometry optimisation and single point energy calculations were performed 
using the tetrahedron scheme (a method of dividing the Brillouin Zone into tetrahedra) 
[353], with a smearing width of 0.1 eV. For the geometry optimisation calculations, the 
bottom two layers were kept fixed, while the rest of the atomic positions were relaxed until 
the total energy was converged to 10-4 eV and the Hellmann-Feynman force on each 
relaxed atom was less than 0.02 eV/Å [335].  
 
3.4.3.1 Stoichiometric Surfaces 
For testing and evaluation of the slab thickness, in order to determine how many layers 
were required to converge the surface energy (SE), slabs of 8-42 layers (16-84 atoms) for 
the (1010) surface and 4-20 layers (16-80 atoms) for the (2110) surface were constructed. 
The bottom two layers were fixed for each surface during the geometry optimisation 
calculation, while the remaining surface atoms were allowed to relax in the x-, y- and z- 
directions. For both surfaces, eight ZnO layers were sufficient to describe the surfaces, as 
the bulk-like properties were reached after the fourth layer on both surfaces. Also, the 
increases from eight to a greater number of layers produced no significant changes in 
geometry of the topmost surface layers [335]. Comparison of our calculated SE values and 
the surface relaxation parameters with the literature are presented later in Section 3.5. For 
the purpose of charge transfer calculations, the work function for the clean ZnO (1010) and 
(2110) surfaces were calculated to be 5.86 and 6.22 eV, respectively.  
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Figure 3.2 Top and side views of the relaxed ZnO(1010) surface models: (a) [1x1], (b) 
[1x2], (c) [2x2] supercells. A perspective view of the [2x2] surface is also shown (right). 
The grey spheres represent zinc atoms, and the red spheres represent oxygen atoms. 
 
 
Figure 3.3 Top and side views of the relaxed ZnO(2110) surface models: (a) [1x1], (b) 
[1x2], (c) [2x2] supercells. 
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A diagram of the relaxed stoichiometric surfaces showing different calculated 
parameters is presented in Figure 3.4. We present the geometric parameters that have been 
calculated for the two surfaces in Tables 3.2 and 3.3, along with a summary of the values 
obtained from previous theoretical and experimental studies. The stoichiometrically 
balanced surfaces contain equal numbers of Zn and O atoms. The previous experimental 
studies of the two ZnO surfaces encompasses techniques such as low energy electron 
diffraction (LEED), X-ray diffraction (XRD), scanning tunnelling microscopy (STM), 
scanning tunnelling spectroscopy (STS), and low energy He+ ion-scattering spectroscopy 
(LEIS). The theoretical studies have included quantum mechanical (QM) and molecular 
mechanics (MM) type calculations, using either periodic slab or cluster models. 
 
 
Figure 3.4 Parameters calculated for the relaxed ZnO (a) (1010) and (b) (2110) 
surfaces, showing top (above) and side (below) views. 
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3.4.3.2 Defect Surfaces 
To create a surface containing oxygen vacancies (VO), an oxygen atom was removed from 
the topmost surface layer of the supercell. These surfaces are referred to as ZnO(1010)-VO 
and ZnO(2110)-VO. By varying the supercell size ([1x1], [1x2] and [2x2]), the 
concentration of oxygen vacancies was varied from 100% to 25% for the (1010) surface, 
and from 50% to 12.5% for the (2110) surface. As with the stoichiometric surfaces, during 
geometry optimisation the bottom two surface layers were fixed. The relaxed ZnO (1010)-
VO and (2110)-VO defect surfaces are presented in Figures 3.5 and 3.6, respectively. We 
present the geometric parameters that have been calculated for the two surfaces in Tables 
3.2 and 3.3, along with a summary of the values obtained from previous theoretical and 
experimental studies. 
 
 
Figure 3.5 Top and side views of the relaxed ZnO(1010)-VO surface models, in 
orthographic and perspective representations: (a) [1x1], (b) [1x2], (c) [2x2] supercells. 
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Figure 3.6 Top and side views of the relaxed ZnO(2110)-VO surface models, in 
orthographic and perspective representations: (a) [1x1], (b) [1x2], (c) [2x2] supercells. 
 
3.5 Relaxed Clean ZnO (1010) and (2110) Surfaces  
3.5.1 ZnO (1010) and (2110) Surface Energies 
For the (1010) surface, the surface energy (SE) was found to be converged to at least 0.01 
Jm-2 for a slab of 8 layers comprising 16 atoms, while for the (2110) surface the SE was 
also converged to at least 0.01 Jm-2 for an 8 layer slab comprising 32 atoms [335]. The 
relaxed surface energy values were 1.04 and 1.06 Jm-2 for the (1010) and (2110) surfaces, 
respectively, and are in general agreement with previous theoretical studies (see Tables 3.2 
and 3.3). The calculated SE values also agree with experiments which suggest that the (101
0) surface is more stable than the (2110) surface. In particular, previous STM studies [354, 
355] indicate that the (2110) surface contains a rougher morphology than the (1010) 
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surface, consistent with it being less stable. The SE values of our unrelaxed surfaces (1.20 
and 1.19 Jm-2, respectively) are as expected, higher than after relaxation.  
 
Table 3.2 Calculated surface relaxation parameters and surface energy values for the 
ZnO(1010) surface, obtained from experimental and theoretical studies. 
Ref. Yr. Tech. δZ1 Zn 
(Å) 
δZ1 O  
(Å) 
θ 
(°) 
d (bulk)  
(Å) 
Layers 
(atoms) 
SE 
(unrelaxed) 
(Jm-2) 
[356] 2013 GGA - - 
10.2-
10.6 
1.846 
1.849 
1.852 
12 
16 
20 
- 
[357] 2013 GGA –0.129 –0.03 10.27 1.872 8 - 
[337] 2013 GGA –0.32 - - - 12 - 
[338] 2012 
GGA –0.42 –0.08 10.4 1.883a 
40 
(80) 
- 
HRTEM 
–0.44 
±0.05 
–0.07 
±0.07 
9.4 1.893a 20exp - 
[331] 2012 GGA –0.341 –0.003 10.3 ~1.9(2.02) 12 0.833b 
[335] 2010 GGA –0.21 0.1 9.56 1.864(2.001) 8 1.04(1.20) 
 2009 PBE0 
–0.34 
- 
- 0.02 
- 
10.1 
9.6 
 
8 
10 
1.25 
- 
[341] 2007 GGA     8 1.025 
[128] 2008 B3LYP –0.21 0.002 - 1.861(1.979) 12 1.3 
[358] 2007 HRTEM c d - - - - 
[342] 2006 GGA –0.33 –0.05 - 1.83(1.98) 12(24) 1.19 
[343] 2005 GGA 
- - 9 1.849-1.859 
(1.997-1.999) 
8-24 1.6-2.4 
[345] 2003 DFT –0.285 –0.041 7.48 1.858(2.009) 6,8,10 - 
[333] 2003 LDA –0.36 –0.04 10.7 1.866 4-20 
(8-40) 
(1.15) 
GGA 10.1 1.862 (0.80) 
[346] 2002 MM –0.25 0.036 - - 6 1.003 
[347] 2001 HF –0.147 –0.103 1.52 2.007 8e 1.86 
B3LYP –0.171 –0.094 2.74 2.006 1.76 
[348] 2000 B3LYP –0.255 –0.083 5.20 1.905(1.998) 6f(12) - 
[359] 2000 B3LYP - - - - - 1.16 
[360] 2000 XRD –0.06 ± 
0.02 
–0.12 ± 
0.06 
–1.8 
± 2.3 
1.9 ± 0.06 - - 
[332] 1999 LDA –0.50 –0.13 - g 9(18) 0.85 eV 
(1.22) 
[361] 1998 LDA - - 7.35 1.844 4f - 
[329] 1996 MM –0.22 –0.26 - (1.948) 8 1.1 
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[362] 1994 LDA –0.32 –0.2 3.6 1.83(1.99) 8 - 
[349] 1994 HF –0.23 –0.158 2.31 1.876(2.021) 4 0.72(0.92) 
[352] 1987 MM - 0.57h - - 8 - 
[363] 1982 ARPES –0.4 ± 
0.05 
- - - - - 
[334] 1978 LEED –0.45 ± 
0.1 
–0.05 ± 
0.1 
- - - - 
[364] 1977 LEED –0.3 ± 
0.1 
–0.1 ± 
0.05 
- - - - 
[365] 1976 LEED < 0.1 < 0.1 - - - - 
[366] 1976 LEED –0.3 –0.1 - - - - 
 
References, Ref.; year, Yr.; techniques, Tech.; relaxation of Zn in z-direction, δZ1 Zn; relaxation of O in z-
direction, δZ1 O; θ, and d, as shown in Figure 3.4; surface energy, SE. 
 
a Values calculated based on a bulk value of 2.02 Å 
b Contribution from the fixed bottom layers was subtracted 
c –13% of d(0110). 
d –0.1d(0110) + 0.1c. 
e Only relax in x-, z-directions. 
f Full relaxation not allowed for all atoms. 
g Bond contraction of 6%. 
h Displacement of the top O layer relative to Zn. 
 
List of acronyms: 
GGA: DFT generalised gradient approximation 
B3LYP: DFT Becke, three-parameter, Lee-Yang-Parr 
HRTEM: high resolution transmission electron microscopy 
LDA: DFT local density approximation 
MM: molecular modelling 
HF: Hartree Fock 
XRD: X-ray diffraction 
ARPES: angle-resolved photoelectron spectroscopy 
LEED: low energy electron diffraction 
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Table 3.3 Calculated surface relaxation parameters and surface energy values for the 
ZnO(2110) surface, obtained from experimental and theoretical studies. 
Ref. Yr. Tech. δZ1  
Zn (Å) 
δZ1  
O  
(Å) 
θ 
(°) 
αO αZn d1  
(bulk)  
(Å) 
d2  
(bulk)  
(Å) 
Layers 
(atoms) 
SE 
(unrel
axed) 
(Jm-2) 
[357] 2013 GGA –0.085 –0.006 10.75 - - 1.890 - 8 - 
[331] 2012 GGA   7.7   ~7%a ~7%a 12 0.881b 
[335] 2010 GGA –0.14 0.10 7.45 105.2 (108) 
119.7 
(108) 
1.901 
(1.984) 
1.882 
(2.002) 
8 1.06 
(1.19) 
[128] 2008 B3LYP –0.093 0.064 - - - 1.877 
(1.979) 
1.893 12 1.4 
[139] 
2008 LDA - - - 
100.3 
92.4c 
(109.9) 
117.1 
118.0c 
(109.9) 
1.857 
1.881c 
(1.951) 
1.843 
1.853c 
(1.954) 
12 
- 
(48) 
- 
[341] 2007 GGA - - - - - - - 8 1.122 
[342] 2006 DFT - - - - - 1.84 - 5 
(20) 
- 
[343] 2005 GGA - - 8 - - - - 4-16 1.8-
2.0 
[367] 2004 GGA - 0.24 7.48 - - 1.875d 1.886d 7(56) - 
[333] 
2003 
LDA e e 7.6 - - –5.8 - 4-8f 
(16-32) 
(1.25) 
GGA 7.4 –6.4 (0.85) 
[359] 2000 B3LYP –0.03 0 - - - - - 4-7 
(16-28) 
2.05 
[329] 1996 MM –0.15 –0.17 - - - (1.948) - 8 1.2 
[352] 1987 MM - 0.54g - - - - - 8 - 
[364] 1977 LEED 0 0 - - - - - - - 
 
References, Ref.; year, Yr.; techniques, Tech.; relaxation of Zn in z-direction, δZ1 Zn; relaxation of O in z-
direction, δZ1 O; θ, αO, αZn, d1, d2, as shown in Figure 3.4; surface energy, SE. Where it is not clear if d1 or d2 
are presented, the value is listed as d1.  
 
a Bond lengths contraction of  about 7% was reported  
b Contribution from the fixed bottom layers was subtracted 
c Measured from the optimised ZnO(2110) nanowire outermost layer 
d Measured against our measured bulk values of d1 and d2 of 1.984 and 2.002, respectively 
e Atomic displacements are of same order of magnitude as the ZnO(2110) surface 
f Zn constrained in in-plane directions (results shown for converged 4-layer slab) 
g Displacement of the top O layer relative of Zn 
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3.5.2 Geometry 
The geometric parameters that have been calculated for the two surfaces are presented in 
Tables 3.2 and 3.3, along with a summary of the values obtained from previous theoretical 
(including quantum mechanical (QM) and molecular mechanics (MM) methods) and 
experimental studies. It should be noted that while some surface geometry features have 
been described in previous studies, not all the same parameters are determined. In some 
studies different parameters to those shown in Figures 3.4 and 3.7 were calculated, 
however, as they give similar information we do not present them here. The previous 
experimental studies of the two ZnO surfaces have included techniques such as Low 
Energy Electron Diffraction (LEED), X-Ray Diffraction (XRD), Scanning Tunneling 
Microscopy (STM), Scanning Tunneling Spectroscopy (STS) and Low Energy He+ Ion-
scattering Spectroscopy (LEIS). The theoretical studies have included quantum mechanical 
(QM) and molecular mechanics (MM) type calculations, using either periodic slab or 
cluster models.  
  
3.5.3 Geometrical Properties of ZnO (1010) and (1010)-VO  
For the (1010) surface, the atoms are arranged in rows comprising anion-cation dimers. 
Each surface atom is three-fold coordinated, bonding to one surface atom and two next 
layer atoms, all of the same atom type. Our results indicated that the surface Zn atom 
relaxes inwards by –0.21 Å, while the O atom expands by 0.1 Å, resulting in a buckling of 
the surface layer and tilting of the Zn-O bond by 9.56°. The ZnO bond length shortens by 
0.14 Å to become 1.86 Å. For the defect surface in a [2x2] cell, the formation of an oxygen 
vacancy at the defect site can be characterised by two identical Zn-Zn bonds each 
measuring 2.55 Å. These changes are generally consistent with the majority of previous 
works which indicate a buckling of the surface atoms and shortening of the Zn-O surface 
Chapter 3 Computational Methodology and Surface Models 
 
86 
 
bond, though both Zn and O contract. The calculated values agree very well with the DFT 
study of Marana et al. [128], even though they used a larger surface slab. In contrast, the 
surface movements found by Jedrecy et al. [360], were considerably different to most 
previous results as they determined from grazing incidence XRD that the Zn atom only 
contracts by –0.06 ± 0.02 Å and the O atom by –0.12 ± 0.06 Å, indicating that Zn may sit 
higher on the surface.  Due to their uncertainty in the O position, they were unable to 
provide the Zn-O distance or rotation angle with accuracy. They suggested that a better 
agreement with DFT calculations may be obtained by inclusion of GGA or fractional site 
occupancies; however, such recent studies (including our own) do not give better 
agreement with their results. The calculations of Nyberg et al. [329] also showed that O 
relaxed more than Zn, however, by only 0.04 Å. The magnitude of relaxation of both 
atoms, however, was greater than the XRD results and similar to the other studies. The 
early LEED studies were consistent with movements of the Zn and O surface atoms of 
<0.1 Å each [365] and up to 0.45±0.1 Å and -0.05±0.1 Å, although we note that the error 
bar is larger than the result itself [334, 364, 366].  
 For the defect (1010) surface, the unpaired Zn surface atom further relaxed towards 
the bulk (as compared to the stoichiometric surface) by 0.13 to 0.16 Å, in agreement with 
previous calculations [134, 144, 368, 369], forming three Zn-Zn bonds with the two 
neighbouring Zn atoms of the second topmost layer. We have also observed a noticeable 
surface reconstruction, with the unpaired surface Zn atom moving towards the vacancy site 
(along the [0001] direction). For the [1x1] supercell, the Zn-Zn bonds were calculated to be 
2.64, 2.64, and 3.27 Å. The Zn-Zn bond lengths in the [1x2] and [2x2] supercells, 
however, were calculated to be 2.55, 2.55, and 3.55 Å. The shorter Zn-Zn bonds in the 
larger cells show good agreement with the surface Zn-Zn bond lengths reported previously 
[134, 370], which tend to be highly metallic, as they are shorter than that of the hexagonal 
bulk Zn bonds (2.6 Å) [371].  
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3.5.4 Geometrical Properties of ZnO (2110) and (2110)-VO  
For the (2110) surface, the topmost surface atoms are again three-fold coordinated, 
however, each atom is bonded to two surface atoms and one next layer atom. Our 
calculations indicated that the surface Zn atom was found to contract by 0.14 Å, while the 
O atom expanded by 0.1 Å, resulting in a tilting of the Zn-O bond by 7.45°, and shortening 
to 1.90 Å. The O-Zn-O angle (αZn) increased from 108° to 119.7°, while the Zn-O-Zn 
angle (αO) decreased from 108° to 105.2°.  
For the defect surface, the formation of an oxygen vacancy at the [2x2] cell 
topmost layer can be characterised by three Zn-Zn bonds (L1, L2 and L3) measuring 2.46, 
2.62 and 2.61 Å, respectively. Our results are generally in agreement with previous studies, 
however, this surface has been far less studied than the (1010) surface. Our calculated 
parameters agree well with the DFT calculations by Marana et al. [128], however, they 
calculated a smaller contraction of the Zn atom of only –0.093 Å. The values of Wang et 
al. [139], agree very well with our calculations, however, they do not present values for 
δz1(Zn), δz1(O) and θ. Our results are consistent with those of Meyer and Marx [333], 
however, they only say that the atomic displacements of the surface atoms are of the same 
order of magnitude as the (1010) surface and do not give the exact values. The relaxation 
of the Zn atom in the calculations of Nyberg et al. [329] is almost the same as our value; 
however, they indicate that the O atom relaxes significantly more than found by us or any 
other study, and in fact slightly more than Zn. They mention that there are some lateral 
movements of the surface Zn and O atoms, but they do not give the tilting angle or rotation 
angles within the surface plane. The results of Wander et al. [348] indicate much smaller 
relaxations of the Zn and O atoms in the z-direction; however, their surface energy value is 
almost twice as large as other studies.  
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 To date, the geometry of the ZnO(2110) surface has only been characterised by a 
limited number of experimental techniques. The LEED experiments performed by Duke 
[364, 366] indicated that this surface is basically bulk terminated and does not reconstruct 
and surface deviations are smaller than 0.1 Å [365]. In our calculations, the smaller 
geometry changes after relaxation of the surface are in line with the smaller change in SE 
values after relaxation.  
These relaxed surfaces are used in this thesis for the adsorption of different gas 
species, which are presented in the following chapters. 
 
3.6 Adsorption of Molecules on ZnO Surfaces  
The adsorption of gas molecules on the 8-layer ZnO surface models was examined for 
different adsorption sites and surface coverage. The calculated total energy for the relaxed 
gas and surface models are show in Table 3.4. The molecule of interest (for example, 
ethanol) was placed on a relaxed surface (clean or VO) ~3 Å above from the topmost layer, 
or on a relaxed surface which contains a pre-adsorbed molecule. Different adsorption sites 
can yield different adsorbed orientations depending on the type of molecules (and hence 
have different relative adsorption stability, provide an insight into the sensing performance 
of a gas sensor). Different orientations of the adsorbed molecule were also considered. 
Examples of the adsorption sites that are commonly found on both surfaces are shown in 
Figure 3.7. The adsorbate may, however, reposition itself during geometry optimisation.  
 The interaction between adjacent adsorbate molecules can give rise to repulsive (or 
attractive) energies of interaction between the adsorbates, with a larger disparity in 
adsorption energy values between different supercell sizes (at very high coverage) [439]. 
The interaction energy was calculated as follows: 
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 Eint. =  𝐸(2𝑒𝑡ℎ𝑎𝑛𝑜𝑙/𝑍𝑛𝑂) –  2𝐸(𝑒𝑡ℎ𝑎𝑛𝑜𝑙/𝑍𝑛𝑂) (3.6) 
where E(2ethanol/ZnO) is the energy of two adsorbed molecules in a [1x2] cell and 
𝐸(𝑒𝑡ℎ𝑎𝑛𝑜𝑙/𝑍𝑛𝑂) is the energy one ethanol adsorbed on ZnO in a [1x1] cell. 
 
Table 3.4 Ultrasoft pseudopotential (USPP) calculated total energy values for the gas 
molecules and ZnO (1010) and (2110) surfaces (including VO defect surfaces). 
Material 15 x 15 x 15 Å3  
cell (eV) 
[1x1] cell  
(eV) 
[1x2] cell 
(eV) 
[2x2] cell  
(eV) 
N2O –21.30 - - - 
Ethoxy –41.36 - - - 
Ethanol –47.08 - - - 
H2O –14.26 - - - 
ZnO(1010) - –70.47 –140.86 –281.72 
ZnO(1010)-VO - –62.34 –132.82 –273.81 
ZnO(21 10) - –141.43 –282.78 –565.47 
ZnO(21 10)-VO - –133.56 –274.98 –557.93 
 
 
Figure 3.7 Top view of the surface models showing different adsorption sites (as 
indicated by “X”) on the ZnO: (a) (1010) and (1010)-VO surfaces; (b) (2110) and (2110)-
VO surfaces. 
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3.7 Surface Coverages 
The surface coverages considered in this study are stated in terms of a fraction of 
monolayer (ML), in other words, the number of adsorbate molecules per surface unit cell 
(Figure 3.8). One gas molecule in a ZnO(1010)-[1x1] surface cell has a surface coverage 
of one monolayer (1 ML). Coverages of ½ ML and ¼ ML were modelled using [2x1] and 
[2x2] cells, respectively. To test for the formation of adsorbate superstructures, two 
molecules were adsorbed in a [2x1] cell which represents a single ML coverage. 
 
 
Figure 3.8 Top view of the relaxed stoichiometric ZnO(1010) surface models showing 
adsorbate molecule(s) (in yellow) at different coverages. 
 
3.8 Chapter Summary 
In this chapter, the methods employed to model the gas molecules and surfaces have been 
described, together with the specific surface defects, gas coverages and adsorption sites 
that were examined.  
For the ZnO surface models, the lattice parameters, slab thickness, vacuum 
thickness, k-point mesh size, cut off energy, and other parameters used in the DFT 
calculations were presented. An eight layer slab was used to model each surface, where the 
bottom two layers were fixed while relaxing all other atoms. Upon optimisation, the 
surface properties including work function and structural geometry were determined. 
1 ML 1 ML ½ ML ½ + ½ ML ¼ ML 
[1x1] cell [1x2] cell [1x2] cell [1x2] cell [2x2] cell 
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Previously reported experimental and theoretical findings of the ZnO (1010) and (2110) 
surface properties were also presented and compared. Overall, our data obtained for both 
surfaces are in line with the values reported in the literature. Our calculations showed that 
the topmost layer on the (1010) and (2110) surfaces became tilted after relaxation, as a 
result of the topmost Zn atom displacing inwards on the stoichiometric and defect surfaces. 
Noticeable surface reconstructions were found only at the defect site on both surfaces. 
The surface unit cells used in this work ([1x1], [1x2] and [2x2] cells) enables 
different gas coverages (in terms of ML coverages), adsorption sites, as well as surface 
defect concentrations to be modelled. 
For the adsorbate-surface calculations, a description of the properties that are 
presented in the following chapters was given, including: binding energy, work function, 
geometry, vibrational frequencies, charge density, electron localisation function, charge 
transfer, and density of states. 
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Chapter 4  
 
N2O Adsorption on ZnO (1010) and (2110) 
Surfaces 
 
 
4.1 Background 
Adsorption of the greenhouse pollutant gas nitrous oxide (N2O) has been studied on 
surfaces of various materials, including TiO2 [372-378], ZnO [45, 379-381], ZrO2 [382], 
MgO [383], Cu2O [384], GaN [159], Si [385], and a number of transition metals [386-
395]. The gas molecule adsorbs not only in linear and bent molecular configurations [14], 
but also in dissociated configurations on defect-containing metal oxide surfaces. The 
decomposition of N2O has been reported specifically on TiO2 [376, 378], ZnO [381, 396], 
ZrO2 [382], and Cu2O [384] surfaces.  
For metal oxide surfaces, Kanazawa and co-workers [380] tested 23 types of single 
oxides experimentally to determine which material gives the highest sensitivity to N2O. 
The n-type oxides SnO2, WO3, In2O3 and ZnO were reported to have sensitivity values to 
300 ppm N2O of 1.66, 1.32, 1.21, and 1.05 at 450 °C. In the work by Quy et al. [45], a 
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quartz crystal microbalance gas sensor coated with ZnO nanorods was employed for the 
detection of various gases, including N2O, NO2, CO, CO2, natural gas (CH4), and liquefied 
petroleum gas (C3H8, C4H10). The thermal decomposition of N2O over ZnO powder 
between 725 K and 825 K was investigated by Zemva et al. [379] using kinetic isotope 
methods. The activation energy was found to be 120 ± 4 kJ/mol [379]. The adsorption 
energies calculated for the adsorption of N2O on the TiO2 and ZnO surfaces reveal that the 
gas molecule physisorbs and chemisorbs on these surfaces [378, 396]. Using a DFT 
approach the possible decomposition of N2O on the TiO2(110) surface has been examined 
[373]. It was found that dissociation is not favourable on the stoichiometric surface; 
however, decomposition is possible with the presence of oxygen bridging vacancies [384]. 
A recent DFT study by Kaewruksa et al. [396] revealed the structural and electronic 
parameters of N2O and other gases (including CO/N2O coadsorption) on the graphene-like 
ZnO nanosheet; only one adsorption configuration of N2O on the nanosheet was, however, 
reported.  
Although extensive studies of N2O on different materials have been reported in the 
literature, the adsorption mechanism of the gas molecule on single crystalline ZnO surfaces 
remains unclear. Moreover, theoretical studies performed on the adsorption of N2O are 
limited and it appears to have only been studied on one particular ZnO nanomaterial [396]. 
In this chapter, the adsorption of N2O on the ZnO (1010) and (2110) surfaces is examined 
using DFT calculations. The most stable adsorption structures, their binding energy, work 
function change, optimised adsorption geometry, vibrational frequencies, and charge 
density are presented. The outcomes of this chapter have been published in the journal of 
Materials Chemistry and Physics [335]. 
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4.2 Results and Discussion 
The relaxed clean ZnO (1010) and (2110) surfaces described in Chapter 3 are used as 
surface models for the adsorption of N2O.  
 
4.2.1 Binding Energy 
N2O was found to adsorb on both surfaces in multiple stable configurations. Table 4.1 
shows the calculated BE values for these structures.  
 On (1010), four minimum energy structures were found at the monolayer coverage. 
Although structure 1 has the strongest binding energy, the value of –0.11 eV indicates that 
the adsorption is very weak. The weakest adsorbate (structure 4) has a binding energy of 
only –0.02 eV, which indicates an extremely weak physisorption which is likely to be 
easily reversible and possibly represents a meta-stable structure.   
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Table 4.1 Calculated parameters for minimum energy structures of N2O adsorbed on 
the ZnO (1010) and (2110) surfaces at one monolayer coverage. 
Surf. Struct. BE 
(eV) 
∆Φ 
(eV) 
N2O-
ZnO 
d(ads-sub)  
(Å) 
d⊥(ads-sub)  
(Å) 
d(N-N-O) 
(Å) 
∠ 
NNO 
∠ 
NNO⊥ 
(10 0) 
1 –0.11 –0.58 NNO-
ZnO 
2.66 2.17 1.14, 1.21 178.7 27.8 
2 –0.06 –0.65 NNO-
ZnO 
2.53 2.27 1.14, 1.20 179.8 36.5 
3 –0.05 –0.06 NNO-
ZnO 
3.51 2.68 1.14, 1.20 179.3 27.3 
4 –0.02 –0.12 NNO-
ZnO 
3.63 3.13 1.14, 1.20 179.4 42.9 
(2 0) 
1 –0.25 –0.76 NNO-
ZnO 
2.36 1.79 1.14 , 1.20 179.6 9.8 
2 –0.16 –0.76 NNO-
ZnO 
2.39 2.01 1.14 , 1.20 179.7 35.7 
3 –0.11 –0.31 N2O-
ZnO 
2.67 2.39 1.14 , 1.20 179.6 31.4 
4 –0.11 –0.43 N2O-
ZnO 
2.99 2.62 1.14 , 1.20 179.9 16.2 
5 –0.09 –0.32 N2O-
ZnO 
2.77 2.52 1.14 , 1.20 179.8 22.7 
Binding energy of N2O/ZnO (10 0) or (2 0), BE; work function change, ∆Φ; in bold type, the specific 
atom on the adsorbate and substrate that are closest together, (N2O-ZnO); shortest distance between 
adsorbate and substrate, d(ads-sub); perpendicular height of adsorbate above the top ZnO surface layer, 
d⊥(ads-sub); N-N and N-O bond distances of N2O after adsorption on the surface, d(N-N-O); N2O bond 
angle after adsorption on the surface, ∠NNO; angle between the plane of the top surface layer and the 
molecule axis, ∠NNO⊥.  
  
 For N2O adsorbed on the ZnO(2 0) surface, five minimum energy structures were 
found, with the most stable having a binding energy of –0.25 eV. The binding energy of 
the other stable structures ranged from –0.16 to –0.09 eV. Again, these values indicate 
weak binding of N2O on the surface, however, adsorption on this surface is stronger than 
on ZnO(10 0). These weak binding energies are consistent with a previous study by 
Kanazawa et al. [380] that examined the gas sensing response of N2O adsorption on 23 
different metal oxide surfaces and reported a relatively low surface sensitivity value for 
1
11
1 11
11
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ZnO, suggesting weak adsorbate-substrate interactions between N2O and the metal oxide 
surfaces.  
 Weak binding energies of N2O on the TiO2 (110) and (101) surfaces were also 
observed. Binding energies of –0.12 and –0.18 eV were calculated for N2O binding to the 
(110) surface via the O or N atom [373]. Similarly, weak binding energies of –0.13 and –
0.17 eV were calculated for N2O binding to the (101) surface [378]. Our previous studies 
of NOx (x = 1,2) compounds adsorbing on the (1010) and (2110) surfaces also indicate 
weak binding with values of –0.31 and –0.25 eV for the adsorption of NO2 and NO, 
respectively, on ZnO(10 0) (using the same computational method) [324, 325]. 
Additionally, the theoretical study of N2O adsorption on the graphene-like ZnO nanosheet 
by Kaewruksa et al. [396] reported a BE value of –0.12 eV. Adsorption of N2O, however, 
still appears to be generally weak. Although plane wave DFT methods have been used to 
investigate weak interactions of adsorbates on different ZnO surfaces [389, 397], the nature 
of the interaction of N2O with ZnO surfaces is unclear. For this reason, the transfer of 
charge for the N2O/ZnO (1010) and (2110) interactions have been calculated and will be 
discussed in Section 4.2.5.  
 At the 1 ML N2O coverage we are modelling, it could be expected there would be 
an interaction between adjacent molecules on the surface. We calculated the interaction 
energy (equation 3.6) between adjacent molecules using the same computational 
parameters to be –0.01 and –0.02 eV for the (1010) and (2110) surfaces, respectively. 
These values correspond to approximately 11% and 9% of the BE values for the two 
surfaces. While not very high, such an interaction between the molecules likely reduces the 
interaction of the adsorbate with the surface, hence contributing to the weak BE values. 
One would expect that at lower coverages, where the N2O-N2O interaction is weaker the 
binding to the surface would be stronger. 
1
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4.2.2 Work Function Change 
The calculated change in work function (∆Φ) values of the minimum energy structures are 
shown in Table 4.1. The most stable structure on the (10 0) surface showed a decrease in 
the work function value of 0.58 eV. The other 3 minimum energy structures also showed a 
decrease in work function values of 0.65, 0.06, and 0.12 eV, respectively. On the (2110) 
surface, a negative work function change is also calculated with the most stable structure 
showing a decrease of 0.76 eV. The other minimum energy structures show decreases of 
between 0.31 to 0.76 eV. The decrease in work function after N2O adsorption on both 
surfaces indicates that N2O is behaving as an electropositive adsorbate, donating electrons 
to the surface. The magnitude of the ∆Φ values tends to increase with increasing binding 
energy, corresponding with a greater charge transfer for the more stable structures. In 
addition, when N2O bonds via the N atom to the surface, it causes a larger decrease in the 
work function, which indicates a larger donation of charge to the surface than when the O 
atom bonds to the surface, possibly due to the greater electronegativity of O than N. 
 The calculated work function changes, are however, in contrast to the experimental 
results obtained by Kanazawa et al. [380] which indicate that N2O behaves as an electron 
accepting adsorbate on n-type oxides such as SnO2, WO3, In2O3 and ZnO, as exposure to 
the gas results in an increase in electrical resistance. However, the explanation offered for 
this resistance increase suggests it is the presence of both negatively charged adsorbed N2O 
as well as negatively charged surface O species (resulting from N2O decomposition) that 
give rise to the resistance increase. The amount of adsorbed O species from decomposition 
does vary with surface temperature and composition; however it is thought that the 
contribution of the adsorbed N2O species to the resistance change is negligible. The 
decrease in work function values may warrant a more detailed experimental analysis to 
fully explain our calculations. It should be noted that a balance between a fast rate of 
1
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decomposition and a slow one is needed for an effective gas sensor material (although the 
adsorbate decomposition is not necessary for gas sensors). An intermediate rate of 
dissociation on the surface allows the N2O to diffuse into the material before dissociation 
in order to maximise the surface area available for negatively charged O adsorption. 
Decomposition of N2O is not observed in the 0K simulations; however including 
temperature effects may lead to dissociation of the molecule on the surface. Specifically, 
the presence of surface defects or impurities may also enhance the likelihood of 
dissociation, as was seen on the Cu2O(111) surface [384]. These factors are not within the 
scope of this study, however, but will be considered in future work. 
 
4.2.3 Geometry 
The optimized geometry of the minimum energy structures for N2O adsorbed on the ZnO 
(1010) and (2110) surfaces are shown in Figures 4.1 and 4.2, with the calculated structural 
parameters, including distances and angles, presented in Tables 4.1, 4.2, and 4.3. As it is 
not always clear from the figures which atom on the adsorbate and substrate are closest 
together, this structural information has been included in Table 4.1. 
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Figure 4.1 Top and side views (bottom) of the minimum energy structures of 
N2O/ZnO(10 0). 
 
On the (10 0) surface, N2O generally prefers to adsorb to a surface Zn atom via the 
O atom on N2O, as seen for structures 1, 3 and 4. For structure 2, N2O also adsorbs to a 
surface Zn atom, but via the N atom instead. The shortest adsorbate-substrate distances 
calculated are 2.66, 2.53, 3.51 and 3.63 Å, respectively, while the perpendicular distance of 
N2O above the surface is 2.17, 2.27, 2.68 and 3.13 Å, respectively. As can be seen the 
adsorbate-substrate bond lengths for structures 3 and 4 are quite large, indicating weaker 
interaction of N2O with the surface, as reflected by the small BE values. 
Following adsorption, the geometry of the N2O molecule is little changed; the N-N 
bond length remains the same for all structures, the N-O bond length increases by no more 
than 0.8% and the N2O bond angle only decreases by < 0.7% from its original linear 
2 3 41
1
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arrangement. The largest change in the N2O geometry is observed for the most stable 
structure, which is not unexpected as there is a stronger interaction between the adsorbate 
and the substrate. However, overall, adsorption on the (1010) surface has little, if any, 
effect on the geometry of the adsorbate molecule.  
For all structures, N2O prefers to adsorb to the surface in a tilted orientation relative 
to the surface plane. For structure 1, N2O is tilted at an angle of 27.8° to the surface. For 
this structure, as well as structures 3, and 4, the N2O molecule axis lies between 25° and 
32° off the [0001] direction. For structure 2, the gas molecule axis (tilted at an angle of 
36.5° on the surface) axis lies parallel to the Zn-O bond in the [0001] direction, as can be 
seen from the top view in Figure 4.1. 
 
 
Figure 4.2 Top and side views of the minimum energy structures of N2O/ZnO(2 0). 
1 2 4 53
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Of the five local minima found for adsorption of N2O on ZnO(2 0), the two most 
stable structures showed N2O bonding to a surface Zn atom via the N atom. For the other 
minima, N2O also adsorbs on a surface Zn atom, but via the O atom. Such a preference was 
also seen on ZnO(10 0) and is similar to adsorption on other oxide surfaces such as 
Cu2O(111) where N2O adsorbs to surface Cu atoms via the N atom [384]. 
In the most stable configuration on the (2110) surface, N2O adsorbs on the surface 
at a distance of 2.36 Å which is the shortest of all structures on either surface, and is 
consistent with the larger binding energy. Similarly, the N2O molecule tends to sit closer to 
the surface, as measured by the perpendicular height above the topmost surface layer in the 
more stable configuration. Overall, the N2O geometry is little changed upon adsorption, 
with a largest decrease in the bond angle of only ~ 0.2%, similar to the (1010) surface. 
N2O also adsorbs at an angle to the (2 0) surface, being closer to a parallel arrangement 
for the most stable structure, to possibly increase the interaction with the surface. 
Adsorption of N2O on both surfaces was found to cause some surface relaxations 
(movements in the z-directions) as well as an adsorbate-induced reconstruction 
(movements in the x-, y- directions) of the surface. A negative relaxation value indicates a 
contraction of the layer towards the bulk, while a positive value indicates an expansion. 
The movements were calculated relative to the relaxed stoichiometric surface geometry. 
These calculated values are shown in Table 4.2.  
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Table 4.2 Magnitude of relaxation/reconstruction (Å) of the top three surface layers of 
the ZnO (1010) and (2110) surfaces after adsorption of N2O. 
 
The blue and yellow shaded values represent Zn and O atoms, respectively. Bold number indicates a 
displacement of ≥ 0.15 Å 
 
For the ZnO(10 0) surface, none of the Zn or O atoms in the third layer displaced 
more than 0.10 Å after adsorption of N2O, indicating that the interaction with this surface 
layer is very weak. While the reconstructions were also minor for the second layer atoms, 
1
Surf. Struct. 
Layer 1 Layer 2 Layer 3 
δx1 δy1 δz1 δx1 δy1 δz1 δx1 δy1 δz1 
(10 0) 
1 
–0.02 0.24 –0.16 –0.02 0.07 0.17 –0.02 0.08 0.03 
–0.02 0.10 0.11 –0.02 0.07 0.09 –0.02 0.07 0.08 
2 
–0.04 0.17 –0.17 –0.03 0.01 0.16 –0.03 0.03 0.03 
–0.03 0.03 0.08 –0.03 0.00 0.08 –0.03 0.01 0.07 
3 
–0.03 0.19 –0.19 –0.03 0.01 0.20 –0.03 0.03 0.03 
–0.03 0.03 0.12 –0.03 0.00 0.09 –0.03 0.02 0.10 
4 
0.02 0.24 –0.19 0.02 0.06 0.20 0.00 0.07 0.03 
0.02 0.08 0.12 0.02 0.05 0.10 0.00 0.06 0.10 
(2 0) 
1 
0.13 0.10 –0.05 0.00 –0.02 0.10 –0.01 –0.03 0.04 
–0.24 0.12 –0.19 –0.04 –0.02 0.08 –0.02 –0.02 0.00 
0.01 –0.01 0.07 0.01 –0.01 0.08 0.01 –0.01 0.04 
–0.07 –0.01 0.08 –0.04 –0.01 0.04 –0.03 –0.01 0.04 
2 
0.20 0.07 –0.05 0.06 –0.06 0.11 0.04 –0.05 0.05 
–0.15 0.09 –0.20 0.03 –0.05 0.12 0.03 –0.04 0.01 
0.08 –0.05 0.09 0.07 –0.04 0.09 0.05 –0.04 0.06 
0.02 –0.04 0.10 0.04 –0.05 0.04 0.02 –0.03 0.05 
3 
0.18 0.09 –0.09 0.02 –0.04 0.12 0.00 –0.03 0.04 
–0.20 0.10 –0.17 –0.02 –0.04 0.12 –0.01 –0.03 0.02 
0.04 –0.04 0.10 0.02 –0.03 0.08 0.00 0.00 –0.01 
–0.02 –0.03 0.10 –0.01 –0.03 0.06 0.00 –0.02 0.04 
4 
0.19 0.07 –0.09 0.03 –0.07 0.12 0.01 –0.05 0.05 
–0.18 0.07 –0.17 –0.01 –0.06 0.12 0.00 –0.05 0.02 
0.04 –0.07 0.10 0.03 –0.05 0.09 0.02 –0.04 0.06 
–0.02 –0.06 0.10 –0.01 –0.06 0.05 –0.01 –0.04 0.06 
5 
0.19 0.13 –0.18 0.01 –0.03 0.10 0.00 –0.03 0.01 
–0.19 0.11 –0.12 –0.03 –0.02 0.10 –0.01 –0.03 0.03 
0.02 –0.02 0.08 0.01 –0.02 0.05 0.01 –0.02 0.05 
–0.05 –0.01 0.09 –0.03 –0.02 0.07 –0.02 –0.02 0.05 
1
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the relaxations were larger, with both Zn and O atoms moving outwards by up to 0.20 and 
0.10 Å, respectively, leading to an expansion of this layer. In the first layer, the movements 
were more significant than the other layers, reflecting the stronger interaction of N2O with 
these atoms. In contrast to layer 2, the Zn atoms relaxed downwards (by up to 0.19 Å), 
while the O atoms relaxed outwards (by up to 0.12 Å), emphasising the tilt of the Zn-O 
surface bond. Surface reconstructions were also calculated for this layer, with the Zn atoms 
moving in the y-direction by up to 0.24 Å, leading to a small stretching of the Zn-O bond 
(d1 in Table 4.3). 
 
Table 4.3 Calculated structural parameters of the ZnO (10 0) and (2 0) surfaces 
after adsorption. 
Surf. Struct. d1 
(Å) 
d2 
(Å) 
αZn 
(°) 
αO 
(°) 
(10 0) 
1 1.88 - - - 
2 1.88 - - - 
3 1.87 - - - 
4 1.87 - - - 
(2 0) 
1 1.89 1.90 119.3 100.2 
2 1.89 1.90 117.9 100.0 
3 1.89 1.90 119.0 100.9 
4 1.89 1.90 118.4 100.7 
5 1.89 1.91 118.3 102.6 
Surface ZnO bond lengths at the topmost layer, d1 and d2; Surface ZnO 
bond angles at the topmost layer, αZn and αO; as illustrated in Figure 3.7 
 
For the ZnO(2 0) surface, the relaxations and reconstructions for the third surface 
layer atoms were minor (≤ ± 0.06 Å), indicating little interaction of the adsorbate with this 
layer. Some larger displacements were seen for the second topmost layer atoms, however, 
they were generally smaller than for the (10 0) surface and all were < 0.12 Å. The most 
noticeable movements were seen in the top layer. Here, the Zn atoms relaxed towards the 
1 11
1
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surface while the O atoms moved outwards, resulting in a further tilting of the Zn-O bonds 
to yield a buckled surface with O atoms located higher on the surface, similar to the (10 0) 
surface. The Zn-O bond lengths (d1 and d2) and the in-plane angles (αZn and αO), as shown 
in Table 4.3, are also little changed upon adsorption, consistent with the weak interaction 
with the surface. 
 
4.2.4 Vibrational Frequencies 
The calculated vibrational frequency values for the minimum energy structures of N2O 
adsorbed on both surfaces, as well as those obtained for the isolated N2O molecule are 
shown in Table 4.4.  
 
Table 4.4 Calculated vibrational frequencies (cm-1) of N2O adsorbed on the ZnO (10
0) and (2 0) surfaces. The experimental values reported by Hussain et al. [399] are 
compared. 
Surf. Struct. υ(N-N) ∆v(N-N) υ(N-O) ∆v(N-O) δNNO (∆δNNO) 
N2O 
calc. 
(exp.) 
2271 
(2224) 
- 
1293 
(1285) 
- 
578 
(589) 
- 
(10 0) 
1 2285 (14) 1282 (–11) 575 (–3) 
2 2291 (20) 1304 (11) 581 (3) 
3 2278 (7) 1291 (–2) 578 (0) 
4 2279 (8) 1293 (0) 581 (3) 
(2 0) 
1 2289 (18) 1308 (15) 571 (–7) 
2 2283 (12) 1304 (11) 574 (–4) 
3 2272 (1) 1280 (–13) 581 (3) 
4 2267 (–4) 1287 (–6) 576 (–2) 
5 2271 (0) 1282 (–11) 574 (–4) 
 
1
1
11
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For all N2O/ZnO(10 0) structures, the υ(N-N) band is shifted to a higher energy 
(blue shift) after the molecule adsorbs on the surface, while two υ(N-O) values decrease 
(red shift), while structure 2 shows an increase of 11cm-1. The bending mode is little 
changed (< 3 cm-1) after adsorption. On the (2 0) surface, the υ(N-N) band is also 
generally blue shifted, while the υ(N-O) values decrease by less than 13 cm-1, except for 
structures 1 and 2 which increase by less than 15 cm-1. Again, the bending mode is 
changed by no more than 7 cm-1. Overall, the υ(N-N) band is shifted the most by 
adsorption on the surface. In addition, when N2O adsorbs on the surface via the N atom, 
the υ(N-N) band is blue shifted more than when N2O adsorbs via the O atoms. Likewise, 
the υ(N-O) band is blue shifted when the N atom adsorbs to the surface, and red shifted 
when the adsorption occurs via the O atom. All these changes are minor, consistent with 
the weak BE values. 
Previous high resolution electron energy loss spectroscopy (HREELS) studies of 
N2O adsorption on Pt(111) [389], W(110) [387], and Ru(0001) [387, 398] surfaces also 
indicated a blue shift in the υ(N-N) stretching band which increased from 2224 cm-1 in the 
gas phase to 2290 cm-1 or more upon adsorption. No change in the υ(N-O) band was found 
[387, 389, 398]. On a reduced or oxidized pressed powder ZnO sample [399], infrared 
studies showed that N2O adsorption caused an increase in the υ(N-N) of 13 cm-1 and a 
decrease in the υ(N-O) of 30 cm-1, inferring bonding through the O atom. Our results are in 
general agreement with this study; however, Hussain et al. [399] did not consider single 
crystalline faces and were unable to identify the actual binding sites with the techniques 
they applied. From our calculated vibrational frequencies, it seems that there is no big 
difference between the two bonding configurations of N2O on the surface, nor does the 
type of crystal face appear to alter the resulting bands. The large number of local minima 
found for these surfaces also suggests that N2O may be adsorbed in multiple adsorption 
sites, leading to a spectrum comprising mixed surface species. 
1
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4.2.5 Charge Density, Electron Localisation Function and Transfer of Charge 
Charge density difference plots of the most stable structures for N2O adsorbed on both 
surfaces are presented in Figures 4.3 and 4.4. The charge density difference, ∆ρ, is 
calculated according to the following equation: 
∆ρ=  ρ (N2O/ZnO) – ρ (ZnO) – ρ (N2O) 
where ρ (N2O/ZnO), ρ (ZnO), and ρ (N2O) are the charge density of the adsorption system, 
the isolated clean surface and the isolated N2O molecule, respectively, all at their relative 
positions in the adsorption system. 
 
Figure 4.3 (a) Charge density difference and (b) electron localisation function slices of 
the most stable structure of N2O/ZnO(10 0). Note the different colourings used here for 
the atoms (oxygen in green, nitrogen in red, and zinc in blue). 
 
The slices are taken so that they lie in the plane that cuts the two atoms forming the 
shortest adsorbate-substrate distance (that is Zn-N for the (10 0) surface and Zn-O for the 
a)
HighLow
b)
10
1
1
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(2 0) surface) as well as the adjacent surface O atom. It should be noted that the N2O 
molecule lies out of the plane of the page so the slice does not cut the other adsorbate 
atoms. 
 On the (10 0) surface, some regions of charge accumulation and depletion can be 
seen after adsorption. A region of charge accumulation as well as depletion can be seen 
along the closest adsorbate-substrate atoms with the area of charge accumulation being 
located closer to the adsorbate atom, while the region of charge depletion is located closer 
to the substrate Zn atom. Going between these atoms, however, there is also a region of 
charge accumulation around the Zn atom and some depletion around the O atom. Such 
changes are only minor and consistent with the weak binding energies calculated for this 
structure.  
The charge density changes located around the adjacent surface O atom indicate 
that the adsorbed N2O interacts with this surface atom as well, and explains the relaxation 
of this atom after adsorption, as discussed in Section 4.2. The regions of charge 
accumulation around this O atom tend to be directed along the ZnO bond, with a region of 
depletion being located perpendicular to this atom, pointing away from the surface. There 
is also a region of accumulation surrounding this atom which extends away from the 
surface region, but is weaker than the accumulation seen between the surface bonds. 
11
1
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Figure 4.4 (a) Charge density difference and (b) electron localisation function slices of 
the most stable structure of N2O/ZnO(2 0). Note the different colourings used here for 
the atoms (oxygen in green, nitrogen in red, and zinc in blue). 
 
 The charge density difference slice for the (2 0) surface is very similar to that of 
the (10 0) surface, even though it is the O atom that bonds to the surface instead of the N 
atom. Again, regions of charge accumulation and depletion seem to be located in similar 
regions on this surface, indicating the same type of interaction between the adsorbate and 
surface. The magnitude of the charge density changes, however, is larger on this surface, 
which explains the stronger binding energy of N2O on this surface, also reflected by the 
shorter adsorbate-substrate distances. These changes on both surfaces reflect the 
polarization of the adsorbate electrons, which are attracted by the surface Zn cation. The 
larger reorganization is expected for the N-facing configurations due to the N-end of N2O 
being more polarisable than the O-end. 
  
HighLow 10
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Table 4.5 Bader charges of the most stable structures of N2O adsorbed on the ZnO (10
10) and (2110) surfaces; Na= terminal N atom, Nb= middle N atom. 
Atom N2O 
ZnO 
(1010) 
N2O/ZnO 
(1010) 
Atom ZnO(21 10) 
N2O/ZnO 
(21 10) 
Na 0.20 - 0.24 Na - 0.19 
Nb 0.13 - 0.12 Nb - 0.11 
O –0.33 - –0.38 O - –0.31 
Zn1 - 1.14 1.13 Zn1a, Zn1b 1.14, 1.14 1.13, 1.13 
Zn2 - 1.19 1.18 Zn2a, Zn2b 1.18, 1.18 1.19, 1.19 
Zn3 - 1.19 1.19 Zn3a, Zn3b 1.19, 1.19 1.19, 1.19 
Zn4 - 1.18 1.17 Zn4a, Zn4b 1.20, 1.20 1.19, 1.19 
Zn5 - 1.20 1.18 Zn5a, Zn5b 1.19, 1.19 1.19, 1.19 
Zn6 - 1.20 1.19 Zn6a, Zn6b 1.18, 1.18 1.18, 1.18 
Zn7 - 1.18 1.19 Zn7a, Zn7b 1.18, 1.18 1.18, 1.18 
Zn8 - 1.13 1.17 Zn8a, Zn8b 1.15, 1.15 1.18, 1.14 
O1 - –1.14 –1.15 O1a, O1b –1.14, –1.14 –1.15, –1.15 
O2 - –1.18 –1.17 O2a, O2b –1.18, –1.18 –1.18, –1.17 
O3 - –1.20 –1.18 O3a, O3b –1.18, –1.18 –1.18, –1.19 
O4 - –1.18 –1.18 O4a, O4b –1.20, –1.20 –1.19, –1.19 
O5 - –1.20 –1.18 O5a, O5b –1.19, –1.19 –1.19, –1.19 
O6 - –1.19 –1.20 O6a, O6b –1.19, –1.19 –1.19, –1.19 
O7 - –1.17 –1.19 O7a, O7b –1.19, –1.19 –1.19, –1.18 
O8 - –1.15 –1.15 O8a, O8b –1.13, –1.13 –1.15, –1.15 
 
The Bader charges calculated for these systems are presented in Table 4.5. For both 
surfaces, the charge on the atoms is little affected by the adsorbed N2O. Likewise, the 
charges on the individual N2O atoms are not significantly changed, however, on the (10 0) 
surface the N atom of N2O redistributes charge to the adsorbate O atom while on the (2
0) surface, the redistribution of charge is in the opposite direction. These changes can be 
correlated to the arrangement of the adsorbed molecule on the surface, where the atom 
facing the surface gains charge. The calculated charge transfer, ∆q, for each system (per 
molecule) is –0.01 e and –0.02 e for the (10 0) and (2 0) surfaces, respectively, 
indicating that N2O behaves as a charge acceptor. Although we note that there is a 
discrepancy of the calculated work function change (Section 4.2.2), the calculated ∆q 
1
11
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values correspond with experimental findings that show the resistance of a ZnO powder 
sensor increases when exposed to N2O gas [380]. This behaviour (i.e. electronegativity) is 
also in agreement with the charge transfer calculated for NO2 adsorbed on a ZnO single 
walled nanotube using DFT [20, 135, 145]. The discrepancy with the calculated work 
function values warrants further investigation. 
 The electron localisation function (ELF) plots for N2O adsorbed on these surfaces 
are also shown in Figures 4.3 and 4.4 and are taken through the same atoms as the charge 
density difference slices. The ELF can be particularly useful as high values (~ 0.8) can be 
interpreted as bonding and non-bonding electron pairs. On both surfaces an intermediate 
value (~ 0.65) of the ELF can be seen in the middle of the bond between the surface Zn 
and O atoms and is indicative of the covalent nature of the bonding in ZnO. The highest 
value of the ELF (~ 0.75) for both surfaces appears around the terminal O and N atoms of 
the N2O molecule. This localisation becomes asymmetric on the atom that lies closest to 
the surface, with the region of highest localisation being oriented slightly away from the 
surface, indicating lone pairs on these atoms. The absence of high ELF values in between 
the N2O and the surface reflects the lack of covalent bonding. Overall, the ELF is 
indicative of the weak binding energy values and small geometric changes seen after 
adsorption of N2O on both surfaces. The charge difference therefore is generally confined 
to the admolecule and the closest surface atom, indicating that the major effect of 
adsorption is internal charge redistribution (with polarization of the adsorbate and the 
surface) rather than surface to adsorbate charge transfer. 
 It is to be expected that inclusion of defects or impurities will model more realistic 
surfaces, which may also show stronger interactions with the N2O molecule. The 
calculations presented in this chapter provide a necessary reference for comparison with 
future studies which will examine gas adsorption on the defect surfaces. 
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4.3 Summary 
N2O adsorbs relatively weakly on the (10 0) and (2 0) surfaces, being more strongly 
bound to the (2 0) surface. Multiple surface species were found for both surfaces, with 
N2O preferring to adsorb to surface Zn atoms. Adsorption via either the O or the N atom of 
N2O was seen on both surfaces, being more stable on the (10 0) surface via O-facing 
configurations and on the (2 0) surface via N-facing configurations. The geometry of the 
N2O molecule was little changed upon adsorption due to the weak interaction with the 
surface. It adsorbs in a tilted orientation on the surface, causing small surface relaxations 
and adsorbate-induced reconstructions. The interaction of N2O with each surface mainly 
leads to charge polarization within the adsorbate molecule and the surface, resulting in a 
small transfer of charge from the surface to the adsorbate. 
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Chapter 5  
 
Adsorption of Ethanol on the ZnO(1010) 
Surface 
 
 
 
5.1 Background 
It is generally accepted that optimum gas sensing can be achieved at lower temperatures 
with nanostructure-based sensors, rather than thin film based sensors. Using ZnO 
nanostructure based sensors, a high sensitivity toward ethanol, with a quick response and 
recovery time has been demonstrated [47, 108, 400], with the increased response of the 
nanostructures to the gas, compared to the thin film, being attributed to their high surface 
area-to-volume ratio. While there are already theoretical [401] and experimental [402] 
studies that have investigated the interaction of ethanol with ZnO, the gas sensing 
mechanism for this system is still unclear. At elevated temperatures, ethanol dissociates to 
form acetaldehylde and adsorbed hydrogen species on ZnO surfaces. Kwak and Yong 
[402] used temperature-programmed desorption (TPD) experiments to determine the 
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desorption products from the reaction of ethanol with ZnO nanowires (having primarily 
(1010) crystal facets) at different temperatures and gas exposures. In their study they 
propose surface reactions for ethanol on the nanowires; the details of the specific surface 
reactions are however, not certain. The geometry of the adsorbed ethanol, the preferred 
adsorption sites and the associated electronic properties are also unknown. More recently, 
Yuan et al. [401] used DFT calculations to explore the gas-sensing mechanism of ethanol 
with the ZnO(1010) surface at ¼ ML coverage. They showed that the ethanol O atom 
forms a bond to a surface Zn atom, with the distance between the ethanol hydroxyl H atom 
and a surface O atom indicating formation of a second interaction, namely a hydrogen 
bond. Their results also indicate that ethanol causes an increase in electronic conductivity 
after detection, in agreement with experiment. While these studies have provided important 
information to help understand the ethanol-ZnO interaction, a number of factors have not 
been determined, including the effect of different ethanol coverages and surface defects. 
 In this chapter, DFT calculations are used to examine adsorption of ethanol on one 
of the most common crystal faces found on the ZnO nanowires examined by Kwak and 
Yong [402] namely the (1010) facet. Some of the different factors that contribute to the 
sensing mechanism, such as the effect of gas coverage, the presence of surface oxygen 
vacancies and the possibility of the adsorbed ethanol forming superstructures are 
investigated. A better understanding of such factors in the gas-nanostructure sensing 
reactions will facilitate improvements in gas sensing device performance. The outcomes of 
this chapter resulted in the publication in the Journal of Physics: Condensed Matter [371].  
 
5.2 Surface models 
Three different sized supercell models were used in this study (see Chapter 3 Figure 3.3), 
each containing eight layers with 16, 32 and 64 atoms for [1x1], [1x2] and [2x2] slabs of 
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ZnO(1010), respectively. The defect surface, (1010)-VO, was modelled by removing one 
of the topmost surface oxygen atoms (Figure 3.5) to create an oxygen vacancy, VO, 
yielding 3 defect concentrations of 100%, 50% and 25% for the [1x1], [2x1] and [2x2] 
supercells, respectively. Although these seem quite high, it enables us to explore different 
types of surface environments that may be present on the ZnO nanostructure surface for 
ethanol adsorption. The measured structural properties of the (1010) surface are shown in 
Figure 3.7. Ethanol was initially positioned between 2.5 to 3 Å above the ZnO surface in 
different surface sites and initial orientations (see Figure 3.8a). The [1x1], [1x2], and [2x2] 
supercells correspond to coverages of 1, ½ and ¼ monolayer (ML), respectively. 
 
5.3 Results and Discussion 
5.3.1 Binding Energy 
The minimum energy structures for ethanol adsorbed on the ZnO(1010) surface at 1, ½ 
and ¼ ML coverages are shown in Figure 5.1, with the calculated binding energy (BE) 
values presented in Table 5.1. Three minimum energy structures were found for each of the 
ethanol coverages examined. While Yuan et al. [401] suggested that more than one stable 
structure may exist at ¼ ML coverage, they only presented one structure. In this study, it is 
demonstrated that other stable structures do exist on the surface at this coverage. 
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Figure 5.1 Minimum energy structures of ethanol/ZnO(10 0) at: (a) 1, (b) ½ and (c) ¼ 
ML coverages. Charge density (CG) and electron localisation function (ELF) plots are 
shown for the 1 ML structures 1 and 2, which correspond to adsorption configurations 
Type A and B, respectively. 
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Table 5.1 Calculated binding energy and structural parameters for ethanol adsorbed 
on the ZnO(1010) surface at the coverages indicated. Note that [1x1], [1x2] and [2 x 2] 
denote the size of the supercell used for the coverage intended. 
Surf. Struct. Type BE (eV) 
d(Oads-
Znsub) 
(Å) 
d⊥ (ads-
sub) 
(Å) 
d(O-
H)  
(Å) 
d(Hads-
Osub) 
(Å) 
∠O-H⋅⋅O  
(°) 
d1 
(Å) 
θ 
(º) 
Ethanol 
(exp) 
- - - - 0.97 - - - - 
Clean 1x1 - - - - - - - 1.86 
9.5 
9.3 
9.4 
1 ML 
[1x1] 
1 A –0.69 2.07 0.99 1.08 1.41 165.3 1.95 1.1 
2 B –0.25 2.21 1.53 1.02 1.70 137.6 1.96 5.6 
3 B –0.02 2.18 1.54 1.02 1.68 137.1 1.97 5.6 
1 ML 
[1x2] 
1P 
A 
A 
–0.74 
(–0.78) 
2.07 
2.07 
1.03 
1.03 
1.08 
1.08 
1.42 
1.42 
165 
165 
1.95 1.1 
2AP 
A 
B 
–0.41 
(–0.11) 
2.10 
2.22 
1.00 
1.63 
1.04 
1.00 
1.51 
1.85 
168 
135 
1.90 
1.99 
2.5 
5.8 
½ ML 
[1x2] 
1 A –0.71 2.08 1.09 1.04 1.54 161.0 1.90 1.5 
2 B –0.35 2.18 1.61 1.01 1.77 133.3 1.96 4.3 
3 B –0.09 2.15 1.57 1.01 1.72 134.7 1.97 4.3 
¼ ML 
[2x2] 
1 A –1.08 2.06 1.17 1.04 1.57 159.7 1.90 0.5 
2 A –1.06 2.04 1.11 1.04 1.54 158.6 1.89 0.6 
3 B –0.68 2.14 1.76 1.00 1.94 125.0 1.95 5.0 
 
Binding energy of ethanol adsorbed on the ZnO surfaces, BE (calculated sequential BEs for the 
superstructures are shown in brackets); distance between the O atom of ethanol and the closest Zn atom of 
ZnO, d(Oads-Znsub); perpendicular height of adsorbate above the top ZnO surface layer, d⊥(ads-sub); the 
ethanol OH group bond length, d(O-H); distance between hydrogen of the ethanol OH group and the surface 
oxygen atom, d(Hads-Osub); bond angle of O-H···O between the OH group of ethanol and the surface oxygen 
atom (∠O-H···O); ZnO surface bond length, d1; Zn-O-Zn surface bond angle, θ. 
 
At 1 ML coverage, the binding energy of structure 1 is −0.69 eV, which we classify 
as strongly physisorbed. The BE for structures 2 and 3 are weaker and consistent with 
physisorption. At ½ ML coverage, the BE values are stronger than at 1 ML, with the BE of 
structure 1 indicating it is chemisorbed (at −0.71 vs −0.69 eV), while structures 2 and 3 are 
physisorbed. At ¼ ML coverage, the BE of structures 1 and 2 are again stronger than at the 
higher coverages, indicating chemisorption, while we classify structure 3 as being strongly 
Chapter 5 Adsorption of Ethanol on the ZnO(1010) Surface 
117 
 
physisorbed. The minimum energy structure found previously by Yuan et al. [401] at ¼ 
ML coverage was calculated to have a BE value of −1.18 eV, which compares well with 
our BE of −1.08 eV for the most stable structure we found at this coverage. The small 
difference between the two BE values may be attributed to the different computational 
approach employed, where Yuan et al. [401] used a numerical basis set and a smaller 
supercell with a slab comprising 4 layers (as opposed to our 8 layers).  
Our results show that ethanol binds more strongly at the lower coverage indicating 
there may be an interaction between adjacent ethanol molecules at the higher coverage that 
reduces the interaction of ethanol with the surface. We calculated the interaction energy 
(equation 3.6) between adjacent adsorbate molecules at 1 and ¼ ML coverages to be 73% 
and 9% (of the total BE), respectively, indicating that the cross interaction is very strong at 
the high coverage, while it is relatively minor at the lower coverage.  
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Figure 5.2 Minimum energy structures of ethanol/ZnO(10 0)-VO at: (a) ½ and (b) ¼ 
ML coverages. Charge density (CG) and electron localisation function (ELF) plots are 
shown for most structures. 
  
On the defect surface, we found 3 minimum energy structures at ½ ML coverage 
and 2 structures at ¼ ML coverage (see Figure 5.2, Table 5.2). At 1 ML coverage we did 
not find any stable orientations of ethanol adsorbed on the surface, indicating that the 
presence of surface O atoms is essential to stabilise the binding. At ½ ML coverage, all 
three structures are more weakly adsorbed than on the stoichiometric surface (see Table 
5.1), with BE values of −0.43, −0.23, and −0.22 eV for structures 1, 2 and 3, respectively. 
Hence, ethanol may be considered strongly physisorbed in structure 1, and weakly 
physisorbed in structures 2 and 3. At ¼ ML coverage, the binding is stronger with ethanol 
being chemisorbed with a BE value of −0.85 eV for both structures; however, the binding 
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is still weaker than on the stoichiometric surface. Such a trend is in contrast to previous 
findings that surface oxygen vacancies enhance the binding strength and charge transfer 
and hence the sensor change in conductivity [132, 135, 145]. 
 
Table 5.2 Calculated binding energy and structural parameters for ethanol adsorbed 
on the ZnO(1010)-VO surface at the coverages indicated. 
 
Surf. Struct. 
BE 
(eV) 
d(Oads-Znsub) 
(Å) 
d⊥ (ads-sub) 
(Å) 
d(O-H)  
(Å) 
d(Hads-Osub) 
(Å) 
∠O-H⋅⋅O  
(°) 
1 ML 
[1x1] 
- - - - - - - 
1ML 
[1x2] 
1P 
–0.32 
–0.20 
2.20 
2.22 
1.29 
1.00 
0.99 
1.03 
- 
1.62 
- 
167.8 
2AP 
–0.28 
–0.13 
2.23 
2.23 
1.56 
0.97 
1.00 
1.02 
1.75 
1.67 
138.2 
173.1 
½ ML 
[1x2] 
1 –0.43 2.20 1.05 1.02 1.68 165.8 
2 –0.23 2.20 1.27 0.99 - - 
3 –0.22 2.25 1.53 0.98 - - 
¼ ML 
[2x2] 
1 –0.85 2.14 1.02 1.02 1.66 165.7 
2 –0.85 2.14 1.02 1.02 1.66 165.4 
 
Binding energy of ethanol adsorbed on the ZnO surfaces, BE; distance between the O atom of ethanol and 
the closest Zn atom of ZnO, d(Oads-Znsub); perpendicular height of adsorbate above the top ZnO surface 
layer, d⊥(ads-sub); the ethanol OH bond length, d(O-H); distance between hydrogen of the ethanol OH 
group and the surface oxygen atom, d(Hads-Osub); bond angle of O-H···O between the OH group of ethanol 
and the surface oxygen atom (∠O-H···O). 
 
Overall, our calculated relatively weak binding energies are consistent with the 
observation by Kwak et al. [402] that molecular ethanol desorbs between 250–275 K from 
the nanowires, as the energy barrier for desorption of the physisorbed ethanol is likely to 
be overcome at this temperature. This is in contrast to Ref. [11] which proposes that 
ethanol dissociates on the surface, into chemisorbed ethoxy and hydrogen, which then 
subsequently recombined and desorbed in the molecular form at elevated temperatures. 
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However, we note that the work of Kwak and Yong [402] and Vohs et al. [403] examined 
the (0001)-terminated ZnO surface. Hence, the difference between our findings may be due 
to the different surface terminations examined.  
In order to investigate the likelihood of dissociation of ethanol on the surface we 
performed a number of calculations involving of adsorbed ethoxy and H. The ethoxy is 
bound to a surface Zn atom and the H bound to an adjacent surface O atom at ¼ ML 
coverage on the stoichiometric surface. Our calculations show that the two species 
spontaneously recombine to form adsorbed ethanol (in the geometry of structure 1 at ¼ 
ML, in Figure 5.2) indicating that dissociation of ethanol is not favourable in this case. 
Next, we performed a calculation of adsorbed ethoxy and H on the defect (1010) 
surface containing an O vacancy, as it is suggested that these are strong adsorption sites for 
ethoxy [402]. We find the ethoxy adsorbs on the surface with its O atom sitting in the 
surface vacancy site, and the H atom adsorbing on a surface Zn atom (see Figure 5.3). This 
structure is however, 0.36 eV higher in energy than the molecularly adsorbed structure 1, 
indicating that it is preferable for ethanol to adsorb molecularly. 
 
 
Figure 5.3 Side views of the adsorbed ethoxy species and atomic H on the ZnO(1010)-
VO surface at ¼ ML coverage. 
 
[0001]
[1010]
[1210]
[1010]
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Finally, we also modelled the same adsorption configuration but with the H atom 
adsorbed on a surface O atom which is energetically more favourable [27] than the Zn site; 
however, this binding was found to be unfavourable.  
While there may be other arrangements of ethoxy and H on the surface, we believe 
our results indicate that ethanol prefers to adsorb associatively at low temperatures on the 
(1010) surface. Although the surface bound ethoxy and H were identified to be stable by 
our calculations and could lead to recombinative desorption after heating and contribute to 
the molecular desorption peak observed by Kwak and Yong [402], it is likely to be a small 
contribution relative to the molecularly adsorbed ethanol, consistent with the findings by 
Vohs et al. [403]. 
 
5.3.2 Geometry 
As seen in Figure 5.1, all the structures on the stoichiometric surface can be classified into 
two general geometric types, based on the relative orientation of the ethanol OH group to 
the surface atoms: the first where the OH group is positioned above the second layer 
surface atoms (orientation A); and the second, where the OH group is positioned above the 
topmost surface layer atoms (orientation B). Structures 1 (1 ML, ½ ML and ¼ ML) and 
structure 2 (¼ ML) correspond to geometry A, while the remaining structures correspond 
to geometry B. This geometric distinction correlates with the binding energy values, where 
structures in orientation A are more strongly bound or chemisorbed on the surface, 
indicating this orientation is favourable, while structures in orientation B are less stable. 
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Table 5.3 Calculated properties for ethanol adsorbed on the ZnO(1010) surface at the 
coverages indicated. 
 
Free molecule, ethanola; bond angle of O-H···O between the OH group of ethanol and the surface oxygen 
atom (∠O-H···O); bond angle of Zn···O-C between the surface Zn atom and the carbon and oxygen atoms 
of ethanol (∠Zn···O-C); overall transfer of charge, ∆q; bond angle of carbon-carbon-oxygen in ethanol, <C-
C-O; bond angle of carbon-oxygen-hydrogen in ethanol, <C-O-H; carbon-oxygen bond length, d(C-O). 
 
Table 5.4 Calculated parameters for ethanol adsorbed on the ZnO(1010)-VO surface at 
the coverages indicated. 
 
Free molecule, ethanola; distance between hydrogen of the ethanol OH group and the surface oxygen atom, 
d(H⋅⋅⋅O); bond angle of O-H···O between the OH group of ethanol and the surface oxygen atom, (∠O-
H···O); bond angle of Zn···O-C between the surface Zn atom and the carbon and oxygen atoms of ethanol, 
(∠ Zn⋅⋅O-C); oxygen deficient site Zn-Zn bond lengths changes, δL1, δL2, δL3; overall transfer of charge, 
Surf. Struct. Type ∠O-H⋅⋅O  
(°) 
∠Zn⋅⋅O-C  
(°) 
∆q 
(e) 
∠C-C-O  
(°) 
∠C-O-H  
(°) 
d(C-O)  
(Å) 
Ethanol ethanola  - - - 107.8 108.7 1.44 
1 ML 
[1x1] 
1 A 165.3 133.5 –0.01 111.7 112.0 1.43 
2 B 137.6 136.3 –0.01 110.6 113.3 1.44 
3 B 137.1 132.5 0.00 118.2 113.6 1.44 
½ ML 
[1x2] 
1 A 161.0 131.4 0.02 110.9 112.6 1.44 
2 B 133.3 137.0 0.02 110.5 113.3 1.44 
3 B 134.7 132.5 0.01 118.0 113.0 1.45 
¼ ML 
[2x2] 
1 A 159.7 121.7 0.01 109.3 112.8 1.45 
2 A 158.6 131.4 0.01 109.7 114.2 1.44 
3 B 125.0 131.2 0.00 113.3 112.8 1.45 
Surf. Struct. d(H⋅⋅⋅O) 
(Å) 
∠O-
H⋅⋅O  
(°) 
∠Zn⋅⋅O
-C  
(°) 
δL1, δL2, 
δL3 
(Å) 
∆q 
(e) 
∠C-C-
O  
(°) 
∠C-O-
H  
(°) 
d(C-O)  
(Å) 
Ethanol ethanola - - - - - 107.8 108.7 1.44 
½ ML 
[1x2] 
1 1.68 165.8 133.5 
0.09, 0.08, 
0 
0.00 110.5 110.3 1.44 
2 - - 133.7 
0.03, 0.05, 
0 
–0.02 110.2 110.8 1.45 
3 - - 117.6 
0.06, -0.01, 
0 
0.02 111.7 108.9 1.45 
¼ ML 
[2x2] 
1 1.66 165.7 125.7 
0.08, 0.08, 
–0.15 
0.02 109.8 109.6 1.45 
2 1.66 165.4 124.7 
0.08, 0.08, 
–0.15 
0.02 109.4 110.4 1.44 
Chapter 5 Adsorption of Ethanol on the ZnO(1010) Surface 
123 
 
∆q; bond angle of C-C-O in ethanol, (∠C-C-O); bond angle of C-O-H in ethanol, (∠C-O-H); C-O bond 
length, d(C-O). 
 
 From Table 5.1 it can be seen there is a distinct difference between a number of the 
calculated distances and angles for these two adsorption geometries. For both orientations 
there appear to be two types of interactions between the ethanol and the surface; the first 
between the ethanol O atom and the topmost surface Zn atom; and the second between the 
ethanol hydroxyl H atom and the topmost surface O atom. The structure found by Yuan et 
al. [401] has geometry of type A, showing 2 interactions with the surface, however, our 
calculations identified other stable structures and geometries. For structures of type A, the 
distance from the ethanol O atom to the closest surface Zn atom, d(Oads-Znsub), is between 
2.04–2.07 Å, which is only <3.5% longer than the bulk Zn-O bond distance (~2.00 Å), 
indicating ethanol is chemisorbed. For orientation B, the d(Oads-Znsub) distances are 
between 2.14–2.21 Å, which are at least 7% longer than in bulk ZnO, indicating a weaker 
interaction more typical for a physisorbed structure.  
For the second type of ethanol-surface interaction, the distance between the ethanol 
hydroxyl H atom and the topmost surface O atom, d(Hads-Osub) is between 1.41–1.57 Å for 
structures with geometry A, while for structures with geometry B, this distance in between 
1.68–1.94 Å. Together with the calculated bond angles between the ethanol OH group and 
the surface O atom (∠O-H…O) of between ~159°–165° for geometry A and between 
~125°–138° for geometry B, this indicates formation of a hydrogen bond between ethanol 
and the surface. This is consistent with the increase of the ethanol OH bond length for all 
structures, and suggests a weakening of this bond due to the interaction with the surface. 
Since the presence of a H-bond generally correlates with linearity of the O-H...O bond 
angle (up to a value of 180°), this could be expected to hold also on the ZnO surface. 
Hence, the greater degree of linearity of the ∠O-H...O bond angle and the shorter Hads-Osub 
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bond length for structures in geometry A might suggest a stronger H-bond, which is 
consistent with the calculations by Cooke et al. [342] who found a short, strong hydrogen 
bond (with an Hads-Osub distance of 1.53 Å) for water adsorption on the (101�0) surface. 
Charge density and electron localisation function (ELF) plots of structures 1 and 2 at the 
monolayer coverage are taken through the plane intersecting the OH bond of ethanol and 
the surface Zn atom it bonds to (see Figure 5.1). Note that the slices do not intercept all of 
the atoms in the ethanol molecule, hence only the OH atoms of ethanol and the surface Zn 
atom should be considered when looking at these plots. The bond formed between the 
ethanol O atom and the surface Zn atom and the H-bond can be seen in the charge density 
plots, and in the ELF plots of structure 1 and structure 2 which represent geometries A and 
B, respectively. The charge density distribution between these atoms is similar to that 
between the surface Zn-O atoms which indicates the bonding type is similar. For both 
geometries A and B, the region of delocalised electrons (shown in green) between the 
ethanol hydroxyl H atom and the surface O atom confirms the H-bond interaction, and is 
more pronounced for geometry A where the H-bond is stronger. Hence, the formation of a 
secondary interaction with the surface, namely an H-bond, results in the increased stability 
of structures with geometry type A.  
There is also a clear distinction between the calculated values for the perpendicular 
height of the ethanol above the surface (d⊥(ads-sub)) for geometries A and B (as seen in 
Tables 5.1 and 5.2) where this distance is <1.17 Å for geometry A and >1.53 Å for 
geometry B. The shorter Hads-Osub distance and more linear O-H…O bond angle of 
structure 1 (at 1 ML) compared to the other structures correspond to the shorter 
perpendicular height of ethanol above the surface, as well as the larger increase in the OH 
bond length. While this suggests a stronger H-bond, the disparity in the BE values (ethanol 
adsorbs more strongly at the ½ and ¼ ML coverages in geometry A) can be explained by 
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the interaction energy values discussed in 5.3.1, which showed that the adsorbate-adsorbate 
interaction is very high at 1 ML coverage.  
On the defect surface (see Figure 5.2) at ½ ML coverage, the primary interaction 
between the adsorbate and the surface is also between the ethanol O atom and the surface 
Zn atom, as was found for the stoichiometric surface. For structure 1, the ethanol is 
oriented in geometry A, as on the stoichiometric surface, so that the ethanol also forms an 
H-bond with the surface. Due to the surface reconstruction on the defect surface, the Oads-
Znsub distance is ~6% longer than on the stoichiometric surface, which results in the 
weaker binding. For structures, 2 and 3, the ethanol is oriented so that the H atom of the 
ethanol sits above the defect site and hence is not able to form an H-bond to a surface O 
atom, suggesting a weaker interaction. The larger perpendicular height of the molecule 
above the surface and shorter OH bond for these structures are also consistent with the lack 
of an H-bond. At ¼ ML coverage, both structures adsorb with geometry A, forming an H-
bond to the surface. Similar to the structures at the higher coverage, the longer adsorbate-
substrate distance constitutes a weaker binding. 
Adsorption of ethanol on the stoichiometric surface causes some minor adsorbate-
induced relaxation (see Table 5.6). While the surface O atom relaxes by <0.14 Å, the 
movement of the topmost surface Zn atom is greater (shown as δZ1(Zn)) with the Zn atom 
moving upwards or away from the surface. The magnitude of this movement is greater for 
the more strongly bound structures adsorbed in orientation A. This relaxation results in a 
reduction of the tilt of the surface bond that is seen on the relaxed clean surface, being 
larger in magnitude for structures adsorbed in orientation A than B. These changes result in 
the ethanol O atom adsorbing very close to where the next surface O atom would be 
located, which may also explain the greater stability. The surface Zn-O bond distance (d1) 
is found to increase for all structures (see Table 5.1), with the increase being generally 
smaller in magnitude for the structures in orientation A, which may be related to the 
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greater relaxation of the surface Zn atom. It may also be related to a reduction of the 
surface Zn-O-Zn bond angle (θ) in all structures, more so when ethanol adsorbs in 
orientation A. 
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Table 5.6 Surface induced relaxations and reconstructions for ethanol adsorbed on the 
ZnO (1010) and (1010)-VO surfaces at the coverages indicated.  
Surface, Sur.; Structure, Str.; Significant atomic displacements in the z-direction are highlighted in red. 
Sur. Str. 
Layer1 Layer2 
Zn1 O1 Zn2 O2 
δx δy δz δx δy δz δx δy δz δx δy δz 
(1010) 
1 ML 
1A 0.09 –0.16 0.30 0.10 –0.04 0.03 0.10 –0.03 –0.10 0.09 0.00 0.01 
2B 0.03 –0.16 0.13 0.04 –0.04 0.01 0.04 –0.06 –0.03 0.04 –0.04 –0.01 
3B –0.04 –0.06 0.10 –0.04 0.06 –0.02 –0.04 0.04 –0.06 –0.03 0.05 –0.04 
(1010) 
½ ML 
1A 
0.09 0.05 –0.02 0.10 0.07 0.01 0.09 0.00 0.01 0.09 0.06 0.01 
0.09 –0.02 0.27 0.09 0.04 0.01 0.10 0.11 –0.11 0.09 0.08 –0.02 
2B 
0.02 –0.10 0.18 0.03 0.02 0.02 0.03 0.01 –0.01 0.03 0.01 0.01 
0.03 0.00 –0.06 0.03 –0.01 0.00 0.03 –0.03 –0.02 0.03 –0.01 –0.04 
3B 
–0.04 –0.10 0.14 –0.03 0.02 –0.02 –0.03 0.02 –0.02 –0.03 0.02 –0.02 
–0.03 0.02 –0.05 –0.03 0.01 –0.01 –0.03 –0.01 –0.05 –0.03 0.01 –0.03 
(1010) 
¼ ML 
1A 
0.01 0.11 –0.06 0.01 0.11 –0.03 0.00 0.13 –0.05 0.02 0.12 –0.01 
0.01 0.02 0.31 0.01 0.08 0.00 –0.01 0.07 –0.01 –0.01 0.10 0.00 
0.01 0.08 –0.04 0.01 0.08 –0.01 0.02 0.12 –0.04 0.02 0.10 –0.01 
0.00 0.12 0.01 0.01 0.14 0.05 0.02 0.07 –0.02 0.00 0.11 –0.01 
2A 
–0.01 0.03 –0.04 0.00 0.03 –0.01 0.00 0.02 0.00 0.00 0.05 –0.01 
–0.01 0.05 –0.01 0.00 0.07 0.04 0.01 0.07 –0.05 –0.01 0.06 –0.03 
–0.01 0.04 –0.04 –0.01 0.05 0.00 –0.02 0.02 0.00 0.01 0.06 0.00 
0.00 –0.03 0.32 –0.01 0.03 0.01 –0.01 0.08 –0.04 –0.01 0.04 –0.01 
3B 
–0.01 –0.02 0.16 –0.01 0.09 0.01 –0.01 0.09 –0.01 –0.01 0.08 –0.02 
–0.02 0.09 –0.02 –0.01 0.08 0.01 –0.02 0.09 –0.01 –0.01 0.08 0.00 
–0.01 0.08 –0.03 –0.01 0.09 0.00 –0.02 0.07 –0.01 –0.01 0.08 –0.01 
–0.01 0.09 –0.03 –0.01 0.08 0.02 –0.01 0.07 –0.01 –0.01 0.08 –0.01 
(1010)-
Vo  
½ ML 
1A 
0.03 –0.06 0.23 - - - 0.04 0.08 –0.14 0.03 0.05 –0.07 
0.03 0.09 0.03 0.04 0.13 0.04 0.02 0.00 0.08 0.03 0.10 0.04 
2B 
0.01 0.02 0.01 - - - 0.01 –0.02 –0.01 0.01 0.03 0.01 
–0.03 –0.05 0.20 0.01 0.00 0.01 0.02 0.05 –0.05 –0.03 0.03 –0.04 
3B 
0.02 0.03 –0.01 - - - 0.01 0.01 –0.01 0.03 0.04 0.00 
–0.03 –0.02 0.16 0.01 0.03 0.02 3.24 0.06 –0.04 3.25 0.05 –0.03 
(1010)-
Vo  
¼ ML 
1A 
0.02 0.06 –0.05 - - - 0.04 0.02 –0.07 –6.49 0.01 –0.03 
0.01 –0.12 0.26 0.00 0.06 –0.02 –0.05 0.01 –0.07 –0.01 0.00 –0.04 
0.01 –0.05 –0.03 –0.01 –0.04 –0.01 –0.07 –0.02 0.03 6.51 0.02 0.01 
0.01 0.08 0.02 0.00 0.11 0.03 0.08 –0.02 0.03 0.05 0.02 0.01 
2A 
–0.01 0.08 –0.06 - - - 0.05 0.03 –0.07 0.02 0.02 –0.04 
0.01 –0.10 0.25 0.00 0.08 –0.03 –0.04 0.04 –0.08 –0.03 0.03 –0.04 
0.01 –0.03 –0.03 0.00 –0.02 –0.02 –0.07 0.00 0.03 6.51 0.04 0.01 
0.01 0.10 0.02 0.00 0.13 0.03 0.08 0.00 0.03 0.05 0.03 0.01 
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 At temperatures above ~517 K, Kwak et al. [402] showed that ethylene desorbed 
from the surface. They proposed that it forms as a result of bond scission of the C-O bond 
and a C-H bond of the methyl group (through β-hydride elimination) of adsorbed ethoxy. 
Our calculations show that bond scission of adsorbed ethoxy can be facilitated by its 
adsorption geometry. In Figure 5.3, it can be seen that the O atom of ethoxy fills the 
vacancy site, bonding to the surrounding surface Zn atoms. In this site, the ethoxy sits 
closer to the surface, with the methyl H atoms being located 2.63 Å from the closest 
surface atom, as compared to 3.37 Å for the molecularly adsorbed species. Hence, it may 
be facile for the ethoxy to tilt towards the surface, allowing scission of the O-Zn bond, 
followed by β-hydride elimination. We also suggest that the stronger binding of the 
chemisorbed molecular ethanol, determined from our calculations, may also allow it to 
remain bonded to the surface until it may dissociate into adsorbed ethoxy and then further 
to the ethylene at a higher temperature.  
 
5.3.3 Vibrational Frequencies 
The calculated vibrational frequencies for the adsorbed ethanol on the (1010) and (1010)-
VO surfaces are shown in Tables 5.7 and 5.8, respectively. The following vibrational 
modes have been identified: stretching mode for the O-H, C-C and C-O bonds; asymmetric 
and symmetric stretching modes for the C-H bond in CH3 and CH2 groups; asymmetric and 
symmetric stretching modes for the bonds in C-C-O; bending, wagging, twisting and 
rocking modes for the CH2 group; bending mode for the C-O-H and C-C-O bond angles. 
The corresponding vibrational frequencies for the free molecule are also shown (and are 
within 3% agreement with the experimental value [404]). 
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Table 5.7 Calculated vibrational frequencies (cm-1) for ethanol adsorbed on the 
ZnO(1010) surface at the coverages indicated. 
Site  
(cm-1) ethanol 
1 ML ½ ML ¼ ML 
1A 2B 3B 1A 2B 3B 1A 2A 3B 
υ(O-H) 3784 1899 3019 2993 2605 3171 3088 2631 2576 3380 
υ(C-H3)a 
3067 
3065 
3316 
3085 
3123 
3094 
3087 
3065 
3119 
3084 
3127 
3095 
3092 
3066 
3062 
3052 
3062 
3057 
3050 
3035 
υ(C-H3)s 2992 3011 3009 3009 3008 3013 3011 2980 2985 2971 
υ(C-H2)a 2956 3062 3086 3145 3070 3086 3151 3001 2992 3065 
υ(C-H2)s 2929 2942 2944 3029 2954 2961 3041 2957 2961 2986 
β(C-H2) 1476 1478 1473 1461 1483 1475 1459 1479 1479 1467 
β(C-O-H) 1225 1517 1318 1296 1469 1272 1289 1450 1453 1246 
υ(C-C) 1393 1363 1355 1349 1365 1357 1350 1372 1370 1364 
ω(C-H2) 1393 1342 1391 1387 1340 1388 1384 1324 1329 1351 
τ(C-H2) 1256 1288 1286 1361 1288 1296 1365 1261 1263 1319 
ρ(C-H2) 
1137 
797 
- 
779 
1120 
772 
1139 
- 
1126 
771 
1117 
768 
1136 
778 
1142 
801 
1140 
797 
- 
802 
υ(C-O) 1064 1092 - 1080 - - 1073 - - - 
υ(C-C-O)a 1004 1060 1051 1050 1055 1039 1047 1043 1051 1025 
τ(O-H) 295 1144 846 874 985 795 830 1014 991 746 
υ(C-C-O)s 
- 
870 
- 
875 
1088 
893 
- 
842 
1088 
872 
1081 
876 
- 
850 
1085 
871 
1088 
872 
- 
856 
β(C-C-O) 406 474 441 486 469 441 491 469 475 416 
 
Vibrational frequencies for free ethanol molecule calculated in this study, ethanol. 
Calculated vibrational modes: υ = stretching; β = bending; ω = wagging; τ = twisting; ρ = in-plane rocking 
 
For all structures, the magnitude of the OH stretching frequency decreases when 
ethanol adsorbs on the surface. The largest decrease is calculated for the structures with 
geometry A, while for the more weakly bound or physisorbed structures with geometry B, 
the decrease in the OH frequency is smaller. For the structures with orientation B, the 
decrease of this frequency is between 11–21%, while for the chemisorbed species in 
orientation A, it is between 30–50%. Hence, the decrease in magnitude of the OH 
stretching mode is greater when the OH group lies above the second layer of the ZnO 
surface atoms as opposed to above the top layer. This decrease confirms the formation of a 
hydrogen bond, as suggested by the adsorption geometry and ELF charge density plots. 
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Table 5.8 Calculated vibrational frequencies (cm-1) for ethanol adsorbed on the ZnO 
(1010)-VO surface at the coverages indicated. 
 
 
 
 
 
 
 
 
 
Vibrational frequencies for free ethanol molecule calculated in this study, ethanol.  
υ = stretching; β = bending; ω = wagging; τ = twisting; ρ = in-plane rocking 
 
On the defect surface, the trend is similar, with the decrease in the OH stretching 
mode being >22% for structure 1 (½ ML and ¼ ML) and structure 2 (¼ ML), where 
ethanol adsorbs in geometry A. For the other structures, the decrease in the magnitude of 
this frequency is <9%, consistent with the fact that no H-bond is formed for these 
structures. 
Hence, the magnitude of the OH stretching frequency could be used as an 
indication of the binding strength of the ethanol to the surface as well as assist in 
distinguishing different adsorption geometries. To the best of our knowledge the 
Site  
(cm-1) ethanol 
½ ML ¼ ML 
1A 2B 3B 1A 2A 
υ(O-H) 3784 2967 3457 3598 2869 2860 
υ(C-H3)a 
3067 
3065 
3118 
3084 
3126 
3091 
3115 
3086 
3066 
3054 
3067 
3058 
υ(C-H3)s 2992 3009 3010 3010 2983 2986 
υ(C-H2)a 2956 3068 3078 3078 2995 2997 
υ(C-H2)s 2929 2941 2968 3052 2953 2951 
β(C-H2) 1476 1484 1476 1493 1478 1475 
β(C-O-H) 1225 1459 1262 1234 1466 1458 
υ(C-C) 1393 1356 1390 1371 1366 1363 
ω(C-H2) 1393 1334 1361 1355 1330 1326 
τ(C-H2) 1256 1285 1292 1317 1234 1261 
ρ(C-H2) 
1137 
797 
1127 
772 
1117 
771 
1110 
763 
1142 
796 
1140 
793 
υ(C-O) 1064 - - 1013 - - 
υ(C-C-O)a 1004 1053 1031 1038 1043 1039 
τ(O-H) 295 846 513 539 943 944 
υ(C-C-O)s 
- 
870 
1083 
886 
1065 
863 
- 
857 
1078 
865 
1076 
866 
β(C-C-O) 406 455 399 441 458 449 
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experimental vibrational frequencies of ethanol adsorbed on the (1010) surface have not 
been reported. The study by Yuan et al. [401] did not present calculated frequency data for 
their minimum energy structure of ethanol/ZnO(1010)-¼ML. The values presented here 
may be useful for characterising the adsorbed geometry and binding strength of ethanol in 
future experimental studies. 
 
5.3.4 Density of States 
To further investigate the electronic properties of the gas-surface interaction, the density of 
states (DOS) have been calculated for the most stable structures of ethanol adsorbed on the 
relaxed (1010) stoichiometric and defect surfaces (see Figure 5.4). The total density of 
states for the clean relaxed stoichiometric and defect surfaces are shown for comparison 
(Figure 5.4a,b). The orbital resolved local DOS are also shown to indicate the contribution 
of ethanol (Figure 5.4c,d) or ZnO (Figure 5.4e,f) to the total DOS.  
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Figure 5.4 Total density of states (DOS) of clean and ethanol-adsorbed ZnO(1010) (a) 
stoichiometric and (b) defect surface. For the ethanol/ZnO and ethanol/ZnO-VO systems, 
the orbital resolved local DOS of the (c), (d) ethanol and (e), (f) ZnO atoms on the 
respective surfaces are presented. Orbital resolved local DOS of the relaxed [2x2]-sized 
clean (g) stoichiometric and (h) defect surfaces. The zero of energy (EF) is aligned to the 
highest occupied level. 
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The main change due to the interaction of ethanol with the surfaces is the decrease 
in intensity of the ZnO d-orbital states at −5.1 eV and −5.8 eV on the stoichiometric and 
defect surface, respectively, along with an increase in states at −4.7 eV and −5.3 eV, 
respectively (see Figure 5e,f). There is also an increase in states on both surfaces in the 
region just below the Fermi level (EF) to ~1.2 eV below EF, which are primarily due to Zn 
p- and to a lesser extent d- orbitals. The contribution of ethanol to the total DOS is less on 
the defect surface than on the stoichiometric surface, consistent with the weaker 
interaction. On the stoichiometric surface we calculated no change to the band gap (any 
change is within our calculation accuracy), however, the calculated charge transfer of 0.03 
e from ethanol to the surface is consistent with the findings of Yuan et al. [401]. On the 
defect surface, the same trend is seen, where ethanol donates charge to the surface (0.02 e) 
resulting in a decrease in the band gap by ~0.07 eV. Hence, despite the weakened H-bond 
interaction on the defect surface for this adsorbate orientation, we still observe the ability 
of ethanol to donate electrons to the surface, which results in an increase in conductivity. 
This is in agreement with an experimental study [405] that confirms ethanol acts as a 
reducing gas, donating electrons to the surface, causing an increase in conductivity. 
 
5.3.5 Orientational Effects on Structure and Stability of Ethanol Monolayer on 
ZnO(1010) 
We have considered the possibility that ethanol molecules may adsorb in different 
orientations to each other, forming superstructures on the stoichiometric and defect 
surfaces. Such structures have been seen for other systems, such as water which forms a 
highly ordered superstructure on defect-free surfaces of ZnO, in which every second water 
molecule is dissociated [406]. We investigate the possibility of ethanol superstructure 
formation by modelling two molecules within a [1x2] supercell, which corresponds to 1 
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ML coverage. We consider two different relative orientations of the ethanol molecules; the 
first structure corresponds to two molecules aligned in a parallel arrangement (where the 
Znsub...Oads bonds are parallel and the methyl groups face the same direction); the second 
structure corresponds to an anti-parallel arrangement (where the Znsub...Oads bonds are anti-
parallel and the methyl groups face each other). For the parallel structure, the initial 
orientation of each ethanol molecule was identical to that for structure 1 (1 ML). For the 
anti-parallel structure, the initial orientation of one of the ethanol molecules was the same 
as structure 1 (1 ML), while for the other molecule, it was the same as that of structure 2 (1 
ML). For the defect surface the same two models were considered, with one of the surface 
O atoms removed to create the defect surface. We then performed a geometry optimisation 
of each structure, and calculated a BE value for co-adsorption of the two ethanol molecules 
as well as a BE value for adsorption of ethanol on the surface with a pre-adsorbed ethanol 
at ½ ML coverage (sequential adsorption). The optimised structures are shown in Figure 
5.5 with the calculated properties in Tables 5.1 and 5.2. 
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Figure 5.5 Minimum energy structures of ethanol adsorbed on the ZnO (a) (1010) and 
(b) (1010)-VO surfaces at 1 ML coverage in parallel and antiparallel alignments. Electron 
localisation function (ELF) plot is shown for the anti-parallel arrangement of ethanol 
molecules on ZnO(1010). 
 
5.3.5.1 Stoichiometric Surface 
The BE values (Table 5.1) for the parallel (structure 1P) and anti-parallel (structure 1AP) 
structures with ethanol co-adsorbed simultaneously are −0.74 eV/molecule (consistent with 
the [1x1]-1 ML calculation) and −0.41 eV/molecule, respectively. These values indicate 
that the preferred orientation of ethanol molecules at 1 ML coverage is the parallel 
arrangement. For sequential adsorption, the BE values for the second molecule are −0.78 
eV and −0.11 eV, respectively, again indicating that the adsorbate molecules prefer to be 
adsorbed in the same orientation on the surface (parallel to each other). It also shows that 
once ½ ML coverage of ethanol is adsorbed it is unfavourable to adsorb further ethanol 
molecules in an anti-parallel arrangement. 
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Considering the geometry of the parallel arrangement, the ethanol molecules 
remain adsorbed in the same orientation as each other, with both molecules adsorbed in 
geometry A. The calculated bond lengths and angles are identical (see Table 5.1) and only 
differ by <4% compared to the geometry of ethanol structure 1 ([1x1]-1 ML). For the anti-
parallel arrangement, the ethanol molecules also remain in their initial orientation, with one 
molecule adsorbed in geometry A and the other in geometry B. The adsorption geometry 
indicates one molecule is chemisorbed while the other is physisorbed, consistent with the 
A and B geometries. The weaker binding for the anti-parallel arrangement can be 
explained by the adsorption geometry. Specifically, for the parallel arrangement each 
surface O atom is involved in an H-bond; however for the anti-parallel arrangement both 
ethanol molecules are H-bonded to the same surface O atom, leading to the weaker 
interaction and hence stability of this arrangement. The red shifts of the OH stretching 
mode, calculated but not presented in Table 5.7, support the formation of hydrogen bonds 
at the parallel (1948 and 1924 cm-1) and anti-parallel (2467 and 3384 cm-1) configurations 
of the ethanol molecules. From the ELF plot of this structure (Figure 5.5), the two H-bond 
interactions can be seen, showing that one is stronger than the other due to the higher 
degree of electron localisation between the surface O atom and the ethanol hydroxyl H 
atom (i.e. some electron delocalisation at the H-bond region in geometry B can be seen). 
Hence, the ethanol prefers to adsorb so as to maximise the number and strength of the 
hydrogen bonds formed with the surface. 
 
5.3.5.2 Defect Surface 
The BE values for the parallel (structure 1P) and anti-parallel (structure 2AP) orientations on 
the defect surface are −0.32 eV/molecule and −0.28 eV/molecule, respectively. Hence, the 
slightly preferable orientation is for the ethanol molecules to be aligned in the same 
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direction, as we also showed for the stoichiometric surface. These values are significantly 
weaker than the corresponding values on the stoichiometric surface. For the parallel 
arrangement, the adsorption configuration of the two ethanol molecules is not the same as 
on the stoichiometric surface, which results in the weaker binding. Specifically, only one 
ethanol molecule forms an H-bond to the surface, due to the lack of available surface O 
atoms, which is in contrast to the stoichiometric surface where both ethanol molecules 
formed H-bonds to the surface, resulting in stronger binding. Again, the difference in the 
OH stretching mode associated with each molecule can be used to distinguish the presence 
or absence of the H-bond, where the molecule (shown to the left of the surface, Figure 
5.5a) has a smaller frequency value of 2717 cm-1, while the molecule on the right (Figure 
5.5a) has a larger value of 3431 cm-1, reflecting the absence of the H-bond. For the anti-
parallel arrangement, one molecule is adsorbed in geometry A while the other is in 
geometry B; however the absence of one of the surface O atoms prevents the molecules 
from adsorbing as close to the surface, resulting in weaker binding. The calculated OH 
stretching frequencies for ethanol molecules (3207 and 2964 cm-1) correspond to ∠O-
H···O angles of 138° and 173°. Hence, on the oxygen deficient surface ethanol forms 
fewer H-bonds which results in weaker binding. 
 
5.4 Summary 
The adsorption of ethanol on the stoichiometric and oxygen deficient ZnO(1010) nanowire 
surface at ¼, ½ and 1 ML coverages has been analysed using density functional theory 
calculations. We have shown that ethanol adsorbs in multiple stable sites at all coverages 
investigated, with the binding being stronger at lower coverages presumably due to the 
weaker interaction between adjacent ethanol molecules. After adsorption, there were minor 
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surface reconstructions, indicating that the adsorption of ethanol would not cause major 
structural changes to the surface and affect the stability of the sensing device. 
We have identified two adsorption geometries which are defined by the orientation 
of the OH bond of the ethanol molecule relative to the topmost surface atoms. For the first 
geometry, the OH bond lies over the second topmost surface Zn and O atoms, while for the 
second geometry, it lies over the topmost surface Zn and O atoms. The first geometry is 
more stable, representing chemisorption, while the second geometry corresponds to 
physisorption. For both geometries, ethanol forms two types of interactions with the 
surface; one being between the ethanol O atom and a surface Zn atom; and the other being 
a hydrogen bond between the ethanol hydroxyl H atom and a surface O atom. Our 
calculations show that the difference in the OH stretching frequency of these two 
adsorption configurations could be used to distinguish the two types of adsorption 
experimentally. Importantly, on the oxygen deficient surface, we show that the presence of 
surface defects does not strengthen the surface-ethanol binding interaction, in contrast to 
the other adsorbates on ZnO surfaces. We have demonstrated that the reason for the 
weaker binding is that the secondary adsorbate stabilising interaction — a hydrogen bond 
— is weaker or cannot be formed on an oxygen deficient surface.  
Our results indicate that multiple ethanol molecules prefer to be adsorbed in the same 
geometry, parallel to each other on the surface, in contrast to aligning in an antiparallel 
orientation or superstructure, as this maximises the hydrogen bond formation and hence 
binding strength. While the adsorption of the ethanol dissociation products, ethoxy and H, 
at low temperatures is less stable than molecular adsorption, we have shown that on the 
defect surface, the ethoxy will adsorb so that the O atom of the adsorbate fills the O 
vacancy site. The lower stability of the dissociated products indicates that the ethanol 
detected experimentally desorbs from the surface below room temperature is likely to be 
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from molecularly adsorbed species rather than from the re-association of adsorbed ethoxy 
and H.  
Overall, the adsorption behaviour of ethanol described here provides a better 
understanding of the gas-surface interaction and clarifies some of the uncertainties that 
existed previously.  
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Chapter 6  
 
Adsorption of Ethanol on the ZnO(2 0) 
Surface 
 
 
6.1 Background 
To date, there is very little information about the (2 0) surface sensing properties. The 
adsorption of ethanol on the (2 0) surface has not been theoretically studied and the 
sensing mechanism is not fully understood.  
 Our previous study (presented in Chapter 5) and that by Yuan et al. [401] of ethanol 
adsorption on the ZnO(10 0) stoichiometric and oxygen deficient (Vo) surfaces, revealed 
that the ethanol O atom forms a bond to the surface Zn atom, and the hydroxyl H atom 
forms a hydrogen bond with the surface O atom [371, 401]. In this chapter we examine the 
adsorption of ethanol on the (2 0) stoichiometric and oxygen deficient (Vo) surfaces 
using DFT calculations, since the nanostructures comprising this morphology have been 
shown to enhance their sensing ability for ethanol [407]. In order to understand and 
optimise the sensing performance of this surface and compare it to the (10 0) surface we 
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analysed the ethanol binding energy values, adsorption geometry and electronic properties 
and discussed them in relation to the available experimental observations of the ZnO 
sensing performance.  
 
6.2 Surface Models 
Similar to the (10 0) surface approach, three different sized supercells were used in this 
study, each containing eight layers with 32, 64 and 128 atoms for [1x1], [1x2] and [2x2] 
slabs of ZnO(2 0), respectively. The (2 0)-VO surface (see Figure 3.6) was modelled by 
removing one of the topmost surface oxygen atoms to create VO concentrations of 50%, 
25% and 12.5% for the [1x1], [1x2] and [2x2] supercells, respectively. The calculated 
structural properties of the (2 0) and (2 0)-VO surfaces are shown in Figure 3.7. 
Ethanol was initially positioned between 2.5 to 3 Å above the ZnO surface at different sites 
and orientations. The [1x1], [1x2], and [2x2] supercells correspond to coverages of 1, ½ 
and ¼ ML, respectively. 
 
6.3 Results and Discussion 
6.3.1 Binding Energy 
The binding energies of ethanol adsorbed on the ZnO(2110) stoichiometric and oxygen-
deficient surfaces at different coverages, are presented in Tables 6.1 and 6.2. Multiple 
minimum energy structures were found on all surfaces.  
 
  
1
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Table 6.1 Calculated binding energy and structural parameters for ethanol adsorbed 
on the ZnO(2 0) surface at the coverages indicated. 
Surf. Struct. BE (eV) 
d(Oads-
Znsub) 
(Å) 
d⊥(ads
-sub) 
(Å) 
d(O-
H)  
(Å) 
∠O-
H⋅⋅O  
(°) 
δz1(Zn) 
(Å) 
δz1(O) 
(Å) 
d1 
(Å) 
d2 
(Å) 
θ 
(º) 
Ethanol 
(exp) 
- - - 0.97 - - - - - - 
ZnO 1x1 - - - - - - - 1.90 1.88 
10.3 
10.5 
10.4 
1 ML 
[1x1] 
1 –0.95 2.10 0.87 1.04 171.6 0.20 –0.06 2.00 1.93 0.7 
2 –0.89 2.09 0.95 1.04 164.2 0.21 0.00 1.95 1.95 2.5 
3 –0.09 - 2.53 0.97 - –0.02 –0.03 1.90 1.89 10.2 
1 ML 
[1x2] 
1P 
–1.01 
(–0.96) 
2.10 
2.10 
0.87 
0.87 
1.04 
1.04 
172 
172 
0.20 
0.20 
- 
- 
2.00 
2.00 
1.92 
1.92 
0.8 
0.8 
2AP 
–0.96 
(–0.86) 
2.10 
2.09 
0.85 
1.00 
1.04 
1.04 
173 
163 
0.23 
0.17 
- 
- 
2.00 
1.96 
1.96 
1.92 
0.5 
3.3 
½ 
ML 
[1x2] 
1 –1.06 2.08 0.88 1.03 171.6 0.22 –0.05 2.00 1.93 1.2 
2 –1.05 2.07 0.88 1.03 168.7 0.22 –0.04 2.00 1.92 0.9 
3 –0.98 2.09 1.00 1.03 161.4 0.23 0.01 1.96 1.92 2.2 
4 –0.98 2.06 1.17 1.01 149.4 0.20 –0.01 1.96 1.91 4.4 
¼ 
ML 
[2x2] 
1 –1.13 2.07 0.92 1.02 169.8 0.23 –0.04 1.95 1.93 1.1 
2 –1.12 2.08 1.01 1.02 166.5 0.22 –0.04 1.95 1.93 1.1 
3 –1.08 2.06 0.93 1.03 160.8 0.24 –0.01 1.96 1.92 2.5 
Binding energy, BE; binding energy of the sequential adsorption for the superstructures  are shown in 
brackets; distance between the O atom of ethanol and the closest Zn atom of ZnO, d(Oads-Znsub); 
perpendicular height of adsorbate above the top ZnO surface layer, d⊥(ads-sub); the ethanol OH bond 
length, d(O-H); bond angle of O-H···O between the OH group of ethanol and the surface oxygen atom (∠O-
H···O); relaxation of the topmost Zn and O atoms along the z-direction, δz1(Zn), δz1(O); ZnO surface bond 
lengths, d1 and d2; Zn-O-Zn surface bond angle, θ; parallel and anti-parallel arrangements of ethanol 
molecules in the [1x2] supercell are denoted by 1P and 2AP, respectively. 
 
 On the stoichiometric (2110) surface, the most stable structures at 1, ½ and ¼ ML 
coverages had BE values of –0.95, –1.06 and –1.13 eV, respectively, indicating that ethanol 
adsorbs more strongly at lower coverages. At 1 ML coverage, structures 2 and 3 had BE 
values of –0.89 and –0.09 eV, respectively, indicating chemisorption for the former and 
weak physisorption for the latter structure. At ½ ML coverage, structures 2, 3 and 4 had BE 
values of –1.05, –0.98 and –0.98 eV, respectively, indicating that ethanol is chemisorbed on 
11
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the surface. Similarly, ethanol was found to be chemisorbed on the surface at the ¼ ML 
coverage with BE values between –1.13 and –1.08 eV. The increased BE values at lower 
coverages implies a stronger adsorption interaction due to less significant cross-adsorbate 
interactions. Generally, in comparison with the (1010) surface (see Tables 5.1 and 5.2), 
ethanol adsorbs more strongly on the (2 0) surface with higher BE values calculated for 
all coverages investigated. 
 
Table 6.2 Calculated binding energy and structural parameters for ethanol adsorbed 
on the ZnO(2110)-VO surface at the coverages indicated. 
Surf. Struct. BE (eV) 
d(O-H)  
(Å) 
∠O-H⋅⋅O  
(°) 
δz1(Zn) 
(Å) 
δL1, δL 2, δL 3 
(Å) 
1 ML 
[1x1] 
1 –0.70 1.03 162 0.18 –0.13, 0.08, 0.13 
1 ML 
[1x2] 
1P 
–0.92 
(–0.91) 
1.03 
1.03 
174 
173 
0.23 
0.21 
0.11, 0.12, 0.00 
2AP 
–0.86 
(–0.92) 
1.03 
1.02 
172 
168 
0.21 
0.18 
0.10, 0.13, –0.06 
½ ML 
[1x2] 
1 –0.93 1.02 174 0.24 0.06, 0.07, –0.05 
2 –0.91 1.03 172 0.27 0.00, 0.03, 0.00 
3 –0.76 1.03 157 0.22 0.06, –0.12, 0.15 
4 –0.72 1.01 165 0.23 0.08, 0.10, –0.07 
¼ ML 
[2x2] 
1 –1.00 1.02 168 0.24 0.01, 0.01, –0.01 
2 –0.99 1.02 172 0.21 0.05, 0.05, –0.05 
3 –0.87 1.02 150 0.21 0.06, –0.10, 0.10 
4 –0.75 1.01 160 0.26 0.08, 0.12, –0.07 
5 –0.43 0.98 - 0.16 0.05, 0.05, –0.05 
Binding energy, BE; binding energy of the sequential adsorption for the superstructures are shown in 
brackets; the ethanol OH bond length, d(O-H); bond angle of O-H···O between the OH group of ethanol and 
the surface oxygen atom (∠O-H···O); relaxation of the topmost Zn atom along the z-direction, δz1(Zn); 
oxygen deficient site Zn-Zn bond lengths changes, δL1, δL 2, δL 3; parallel and anti-parallel arrangements of 
ethanol molecules in the [1x2] supercell are denoted by 1P and 2AP, respectively. 
 
For the (2110)-VO surface, only one stable structure with a BE value of –0.70 eV 
was found at 1 ML coverage. However, at ½ ML coverage four chemisorbed structures 
were found. At ¼ ML coverage, five stable structures were found, of which four were 
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chemisorbed and one physisorbed. Again, ethanol adsorbs on the (2 0)-VO surface more 
favourably at a lower coverage, as evidenced by the increased number of minima and 
general increased binding strength at the lower coverages (Table 6.2). However, in 
comparison with the stoichiometric surface, ethanol was found to adsorb on a VO site with 
much lower binding energy. These findings indicate that ethanol behaves differently to 
other gases when comparing its adsorption on the stoichiometric and defect surfaces. For 
example, the adsorption of molecular NO2 on the (2 0)-VO surface was found to be 
stronger due to the presence of an oxygen vacancy site, generating a BE almost three times 
higher than for adsorption on a stoichiometric (2 0) surface at the same coverage [132].  
 Overall, the BE values of ethanol adsorbed at the three different coverages 
examined indicate a stronger interaction with the (2 0)-VO surface compared to the (10
0)-VO surface (Table 5.2), with more unique minimum energy structures being found at 
lower coverages on the former surface. Also, the interaction of ethanol with the defect (10
0) and (2 0) surfaces was found to be 12–26% and 21–39% weaker than with the 
stoichiometric surfaces, respectively (see Tables 5.1, 5.2, 6.1, and 6.2). This finding is 
particularly useful in identifying the relative adsorption stability of ethanol on ZnO 
surfaces at different molecular concentrations.  
 
6.3.2 Geometry 
The optimised geometries of ethanol adsorbed on the (2 0) and (2 0)-VO surfaces are 
shown in Figures 6.1 and 6.2; the structural parameters of the adsorbed configurations are 
summarised in Tables (6.1, 6.3) and (6.2, 6.4), respectively. The structures are presented in 
descending order of stability. In general, two types of adsorption configuration were found 
where the ethanol OH group aligns either along the [0001] or [0 10] directions on both the 
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(2 0) and (2 0)-VO surfaces.  
 
 
Figure 6.1 Minimum energy structures of ethanol adsorbed on the stoichiometric 
ZnO(2 0) surface at: (a) 1 ML, (b) ½ ML and (c) ¼ ML coverages. The relaxed 
structures in c) are shown in perspective view for clearer visualisation of the surface atoms 
involved in the adsorption. Electron localisation function (ELF) plots are shown for the 1 
ML structure 1. 
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Table 6.3 Calculated structural parameters for ethanol adsorbed on the ZnO(2 0) 
surface at the coverages indicated. 
Surf. Struct. 
d(Hads-
Osub) 
(Å) 
∠Zn⋅⋅O-
C  
(°) 
d⊥(ads
-sub) 
(Å) 
d(Oads-
Znsub) 
(Å) 
∠C-C-
O  
(°) 
∠C-O-
H  
(°) 
d(C-O)  
(Å) 
∆q 
(e) 
Ethanol free 
molecule 
- - - - 107.8 108.7 1.44 - 
1ML 
[1x1] 
1 1.58 123.4 0.87 2.10 112.9 110.4 1.44 0.03 
2 1.53 122.8 0.95 2.09 110.1 110.5 1.44 0.03 
3 2.77 - 2.53 - 108.0 108.6 1.44 0.04 
½ ML 
[1x2] 
1 1.60 123.2                                                 0.88 2.08 112.7 110.3 1.44 0.02 
2 1.60 122.3 0.88 2.07 109.2 112.5 1.44 0.02 
3 1.58 120.9 1.00 2.09 109.5 110.9 1.45 0.03 
4 1.74 125.6 1.17 2.06 107.8 116.1 1.45 0.03 
¼ ML 
[2x2] 
1 1.60 123.4 0.92 2.07 112.7 110.5 1.45 0.03 
2 1.59 122.6 1.01 2.08 109.1 112.7 1.45 0.03 
3 1.60 120.4 0.93 2.06 109.4 110.7 1.45 0.04 
Distance between hydrogen of the ethanol OH group and the surface oxygen atom, d(Hads-Osub); bond angle 
of Zn···O-C between the oxygen and carbon atoms of ethanol and the surface zinc atom (∠Zn···O-C); 
perpendicular height of adsorbate above the top ZnO surface layer, d⊥(ads-sub); distance between the O 
atom of ethanol and the closest Zn atom of ZnO, d(Oads-Znsub); bond angle of C-C-O in ethanol (∠C-C-O); 
bond angle of C-O-H in ethanol (∠C-O-H); C-O bond length d(C-O); overall transfer of charge, ∆q. 
 
At 1 ML coverage, ethanol adsorbs on the (2 0) surface with the alcohol O atom 
at a distance from the surface Zn atom, of 2.10 and 2.09 Å, for structures 1 and 2, 
respectively. Compared to the bulk Zn-O bond distance of ~2.00 Å, the only slightly longer 
distance, d(Oads-Znsub), suggests that ethanol adsorbs strongly on the surface. In addition to 
this interaction, the H atom of the ethanol OH group interacts with a surface O atom, 
whereby both the H(ethanol) to O(surface) distance, d(Hads-Osub), and O-H···O angles for 
the adsorbed structures indicate the formation of a surface hydrogen bond that leads to an 
increased stability. The electron localisation function (ELF) plot for structure 1 (Figure 
6.1a) confirms the formation of a hydrogen bond. We note two possible orientations of the 
bond, e.g. lying along the [0 10] direction for structure 1 and along the [0001] direction 
11
11
1
Chapter 6 Adsorption of Ethanol on the ZnO(21 10) Surface 
147 
 
for structure 2. The former orientation may be slightly more stable due to the location of 
the second layer atoms that help stabilise the adsorption as they are closer to the adsorbed 
OH group.  
For structure 3, the adsorbate molecule is located further from the surface with the 
alcohol OH group oriented away from the surface; hence the lack of a hydrogen bond 
between the adsorbate and substrate, which is consistent with the weak BE value.  
At ½ ML coverage, the O-H···O bond angles and distances again indicate the 
formation of a hydrogen bond that stabilises structures 1, 2 and 3. Despite the similar 
strength of adsorption and structural parameters for structures 1 and 2, we note that the 
difference between these structures is due to the direction of the C-C bond, which for 
structure 2 is oriented along the [0 10] direction. The changes to the ethanol geometry 
after adsorption are similar to those observed at the higher coverage as well as on the (10
0) surface, indicating a similar interaction. At ¼ ML coverage, structures 1, 2 and 3 
resemble their counterparts at ½ ML coverage, showing similar distances and angles and 
hence type of bonding. The most stable structures at each coverage exhibit O-H···O angles 
between 170–172° for the (2 0) surface, compared to 160–165° for the (10 0) surface 
(Table 5.1). The more linear ∠O-H⋅⋅O values for the structures on the (2 0) surface 
suggest a stronger H-bond which may explain the greater adsorption strength of these 
structures compared to those on the (10 0) surface.  
At all coverages, surface relaxation of the stoichiometric (2 0) surface due to the 
adsorption of ethanol (while small on both surfaces) is less significant in comparison with 
the stoichiometric (10 0) surface (Table 5.6). For both surfaces investigated, the adsorbate-
induced surface relaxations were observed mainly at the top layer of ZnO surfaces where 
the ethanol adsorbs (see Table 6.1). On the clean (2 0) surface the topmost Zn-O bond 
length (1.88 Å) is similar to that on the (10 0) surface (1.83 Å). Specifically, there is <0.01 
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Å change in the surface Zn-O bond lengths (Table 6.1, d1 and d2 values) after adsorption on 
the (2 0) surface, compared to <0.13 Å on the (10 0) surface. The topmost Zn atom 
relaxes upwards by ~0.20 Å (Table 6.1, dZ1(Zn)) or 0.30 Å on the (2 0) and (10 0) 
surfaces, respectively. On both surfaces, these changes remove the tilt (Table 6.1, θ) of the 
topmost Zn-O bond. 
 
 
Figure 6.2 Minimum energy structures of ethanol adsorbed on the oxygen deficient 
ZnO(2 0) surface at: (a) 1 ML, (b) ½ ML and (c) ¼ ML coverages. Selected ELF plots 
are also shown. 
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Table 6.4 Calculated structural parameters for ethanol adsorbed on the ZnO(2 0)-VO 
surface at the coverages indicated. 
Surf. 
(2 0)-Vo 
Struct. BE (eV) 
d(Hads-
Osub) 
(Å) 
∠Zn⋅⋅O
-C  
(°) 
d⊥(ads-
sub) 
(Å) 
∠C-C-O  
(°) 
∠C-O-H  
(°) 
d(C-O)  
(Å) 
∆q 
(e) 
Ethanol free 
molecule 
- - - - 107.8 108.7 1.44 - 
1 ML 
[1x1] 1 –0.70 1.62 118.9 1.03 110.1 108.3 1.45 
–
0.01 
½ ML 
[1x2] 
1 –0.93 1.69 114.1 0.82 109.1 110.5 1.45 0.01 
2 –0.91 1.60 129.9 0.84 111.6 111.7 1.44 0.00 
3 –0.76 1.58 126.1 1.01 113.6 112.4 1.45 0.01 
4 –0.72 1.75 - - - - - - 
¼ ML 
[2x2] 
1 –1.00 1.62 115.7 0.96 111.9 120.1 1.45 0.03 
2 –0.99 1.62 122.8 0.83 109.2 110.5 1.45 0.02 
3 –0.87 1.65 128.2 1.11 108.5 115.0 1.45 0.03 
4 –0.75 1.75 136.7 1.00 109.5 111.9 1.45 - 
5 –0.43 - 97.1 1.59 108.8 109.6 1.47 0.02 
Binding energy of ethanol adsorbed on the ZnO surfaces, BE; distance between hydrogen of the ethanol OH 
group and the surface oxygen atom, d(Hads-Osub); bond angle of Zn···O-C between the oxygen and carbon 
atoms of ethanol and the surface zinc atom (∠Zn···O-C); perpendicular height of adsorbate above the top 
ZnO surface layer, d⊥(ads-sub); bond angle of C-C-O in ethanol (∠C-C-O); bond angle of C-O-H in 
ethanol (∠C-O-H); C-O bond length d(C-O); overall transfer of charge, ∆q. 
 
 On the defect surface at 1 ML coverage, one minimum energy structure was found, 
which indicates that adsorption of ethanol on the (2 0)-VO surface is more favourable 
than on the (10 0)-VO surface (Table 5.2), where no stable structures were found at this 
coverage. Interestingly, the adsorbed ethanol geometry is similar to the most stable 
structures found on the (10 0)-VO surface at ½ and ¼ ML coverages (Figure 5.2). As 
stated before, ethanol adsorbs less favorably on the defect surface compared to the 
stoichiometric surface, as indicated by the BE value.  
 At ½ ML coverage, ethanol is found to adsorb in multiple configurations on the 
defect surface, and more strongly than at 1 ML. Again, ethanol adsorbs more strongly 
when its OH group is oriented along the [0 10] direction (structures 1 and 2), than along 
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the [0001] direction (structures 3 and 4). The difference between structures 1 and 2 is that 
in structure 1 ethanol adsorbs on a surface defect site Zn atom, whereas in structure 2, 
ethanol adsorbs on a stoichiometric site next to the oxygen vacancy. While the d(Hads-Osub) 
distance between ethanol and surface for structure 1 is longer compared with structure 2, 
the slightly higher BE value for structure 1 can be attributed to the lower perpendicular 
height of the adsorbate above the topmost ZnO surface layer. Structure 1 shows similar 
structural parameters to the most stable ethanol structure on the (10 0)-VO surface at ½ 
ML coverage, but the binding energy is significantly stronger (Table 5.2). The almost 
linear O-H···O angle of 174° of the hydrogen bond between the ethanol and the surface on 
(2 0)-VO correlates with the greater stability than on the (10 0) surface. Compared to 
structures 1 and 2, the O-H···O angle for structure 3 is less linear (157°), consistent with a 
weaker BE. The large distance (1.75 Å) between the hydrogen atom of the ethanol OH 
group in structure 4 and the surface oxygen atom (Table 6.4) explains why it has the 
weakest BE value at this coverage. Thus, the orientation of the ethanol OH group along the 
[0001] direction and the larger distance between the ethanol OH group and closest surface 
oxygen atom may explain why the adsorption of ethanol is weaker on the defect surface 
compared to that on the stoichiometric surface.  
 At ¼ ML, there are five unique minimum energy configurations indicating that the 
adsorption of ethanol is more favourable on the (2 0)-VO surface compared to the (10 0)-
VO surface where only two unique structures were identified (Table 5.2). Again, the ethanol 
OH group was aligned along the [000 ] direction for the most stable structures.  
 The weaker adsorption of ethanol on the (2 0) surface at 1 and ½ ML coverages, 
compared to at ¼ ML, is due to the separation between the adsorbed molecules. The 
shortest distance between two neighboring ethanol molecules, measured along the [0 10] 
direction, is 5.66 Å at both 1 and ½ ML coverages, whereas it is 11.32 Å at ¼ ML 
1
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coverage. Hence, there is a greater interaction between adjacent molecules at the higher 
coverages that reduces the interaction with the surface. In general, the adsorption 
configuration of ethanol on the (2 0) and (2 0)-VO surfaces can be described by the 
relative orientation of the alcohol OH group to the surface which is either along the [0001] 
or the [0 10] directions. Ethanol is found to adsorb favourably above the second topmost 
ZnO layer atoms to allow shorter distances between the alcohol OH group and the surface 
zinc and oxygen atoms, as well as a lower height of the adsorbate above the ZnO surface. 
This is in contrast to that of the (10 0) and (10 0)-VO surfaces, where ethanol can adsorb 
either above the first, or the second topmost surface layer atoms.  
 On the (2 0)-VO surface the oxygen vacancy site can be characterised by three 
Zn-Zn bonds (see L1, L2 and L3 in Chapter 03 Figure 3.4) corresponding to lengths of 2.46, 
2.62 and 2.61 Å, respectively. The calculated Zn-Zn bond lengths are in good agreement 
with the values reported by Breedon et al. [132].  The orientation of the ethanol OH group 
above the oxygen vacancy site affects the elongation or contraction of the surface Zn-Zn 
bonds, with the largest lengthening of this bond being 0.15 Å and the largest contraction 
being 0.13 Å (Table 6.2). 
 Overall, stronger BE values were calculated for adsorption of ethanol on the (2 0) 
stoichiometric and defect surfaces at 1, ½ and ¼ ML coverages compared to the 
ethanol/ZnO(10 0) stoichiometric and defect surfaces (Tables 5.1 and 5.2). This can be 
related to the increased surface area of the (2 0) surface, as well as the higher oxygen 
content on the surface. The surface area for the (2 0) surface is ~88% larger than that of 
the (10 0) surface, thus resulting in less interaction between ethanol molecules in the 
adjacent periodic cells. In contrast to some other gases, in the case of ethanol, the VO site 
of (2 0) does not act as a reactive adsorption site since it disables the formation of the 
additional hydrogen bond and makes the adsorption weaker.  
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6.3.3 Vibrational frequencies 
The ethanol vibrational frequency modes calculated after adsorption on the (2 0) and (2
0)-VO surfaces are presented in Tables 6.5 and 6.6, respectively. The calculated 
vibrational frequency modes of the free molecule, shown in Table 6.5, are in good 
agreement with the experimental [404] and theoretical values [408] as discussed in Chapter 
5. The vibrational frequency modes identified previously are also described in this chapter 
(Section 5.3.3). 
 
Table 6.5 Calculated vibrational frequencies for ethanol adsorbed on the ZnO(2 0) 
surface at 1, ½ and ¼ ML. All frequencies are in wave numbers (cm-1).  
Frequency  
(cm-1) 
Free 
ethanol 
ZnO(2110) 1 ML ZnO(2110) ½ ML ZnO(2110) ¼ ML 
1 2 3 1 2 3 4 1 2 3 
υ(O-H) 3784 2570 2462 3768 2660 2664 2740 3137 2791 2801 2760 
υ(C-H3)a 
3067 
3065 
3057 
3034 
3061 
3056 
3069 
3050 
3060 
3045 
3072 
3055 
3066 
3053 
3060 
3052 
3061 
3047 
3071 
3054 
3072 
3057 
υ(C-H3)s 2992 2959 2985 2981 2970 2985 2982 2980 2971 2987 2986 
υ(C-H2)a 2956 3012 2982 2974 3022 3003 2990 3012 3026 3008 2999 
υ(C-H2)s 2929 2963 2947 2891 2971 2965 2956 2968 2976 2968 2962 
β(C-H2) 1476 1457 1468 1469 1456 1474 1471 1480 1456 1473 1472 
β(C-O-H) 1225 1499 1495 1226 1491 1468 1463 1282 1468 1455 1459 
υ(C-C) 1393 1360 1365 1390 1355 1363 1367 1364 1355 1366 1367 
ω(C-H2) 1393 1343 1340 1226 1342 1342 1329 1400 1343 1336 1327 
τ(C-H2) 1256 1272 1263 1254 1271 1270 1263 1261 1271 1268 1264 
ρ(C-H2) 
1137 
797 
1134 
793 
1139 
800 
1141 
809 
1133 
792 
1142 
798 
1140 
797 
1146 
814 
1134 
793 
1141 
800 
1141 
798 
υ(C-O) 1064 - 1069 1066 - - - - - - - 
υ(C-C-O)a 1004 1037 1041 1011 1033 1043 1044 1023 1030 1038 1038 
τ(O-H) 295 996 1098 300 972 948 1005 829 950 925 1004 
υ(C-C-O)s 
- 
870 
1088 
869 
- 
869 
- 
878 
1085 
862 
1082 
872 
1084 
866 
- 
866 
- 
860 
1081 
871 
- 
864 
β(C-C-O) 406 431 463 415 426 455 454 464 420 459 453 
υ = stretching; β = bending; ω = wagging; τ = twisting; ρ = in-plane rocking. 
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Table 6.6 Calculated vibrational frequencies for ethanol adsorbed on the ZnO(2 0)-
VO surface at 1, ½ and ¼ ML. All frequencies are in wave numbers (cm-1).  
Frequency  
(cm-1) 
Free 
ethanol 
ZnO 
(2110)-VO 
1 ML 
ZnO(2110)-VO ½ ML ZnO(2110)-VO ¼ ML 
1 1 2 3 4 1 2 3 4 5 
υ(O-H) 3784 2678 2847 2655 2712 3089 2818 2819 2957 3124 3710 
υ(C-H3)a 
3067 
3065 
3060 
3056 
3068 
3057 
3064 
3056 
3061 
3050 
3068 
3052 
3066 
3057 
3063 
3055 
3061 
3060 
3068 
3058 
3067 
3062 
υ(C-H3)s 2992 2985 2988 2983 2978 2981 2986 2983 2984 2989 2986 
υ(C-H2)a 2956 2982 3002 3017 3025 3003 3028 3008 3010 3011 3016 
υ(C-H2)s 2929 2932 2964 2981 2982 2964 2979 2969 2974 2965 2977 
β(C-H2) 1476 1467 1477 1464 1462 1468 1482 1477 1482 1458 1475 
β(C-O-H) 1225 1481 1467 1487 1423 1440 1452 1472 1304 1442 1219 
υ(C-C) 1393 1366 1363 1366 1366 1362 1366 1366 1361 1355 1389 
ω(C-H2) 1393 1334 1342 1350 1347 1319 1348 1339 1408 1326 1366 
τ(C-H2) 1256 1263 1268 1275 1272 1263 1269 1267 1269 1270 1265 
ρ(C-H2) 
1137 
797 
1137 
798 
1144 
805 
1132 
780 
1121 
780 
1140 
798 
1136 
785 
1145 
804 
1144 
809 
1136 
784 
1137 
811 
υ(C-O) 1064 - - - - - - - - - - 
υ(C-C-O)a 1004 1048 1033 1036 1029 1034 1030 1034 1023 1042 1010 
τ(O-H) 295 1024 899 905 1006 911 964 925 890 801 392 
υ(C-C-O)s 
- 
870 
- 
863 
1078 
864 
1080 
870 
1082 
858 
1072 
862 
1079 
855 
1080 
867 
1079 
861 
1077 
870 
1041 
841 
β(C-C-O) 406 440 454 415 429 442 481 459 464 459 448 
υ = stretching; β = bending; ω = wagging; τ = twisting; ρ = in-plane rocking 
 
Our calculated OH stretch of the free molecule is in good agreement with the 
experimental (3658 cm-1) and theoretical (3779 cm-1) values reported by Barnes et al. [404] 
and Durig et al. [408], respectively. For the (2110) surface, the OH stretching frequency is 
significantly reduced after ethanol adsorption. This observation is consistent with 
experimental results reported previously, that show a red shift in the OH stretching mode is 
typically associated with an increase in the hydrogen bond strength [304]. The OH 
stretching frequency values calculated in this study are slightly higher than those for 
ethanol/ZnO(1010) (Table 5.7), which can be attributed to the small differences in the OH 
bond lengths and C-O-H bond angles after adsorption on the two surfaces. Nevertheless, 
11
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the shifts in the frequencies displayed similar trends to the (1010) surface, as evidenced by 
the blue shift of the C-O-H bending mode as well as the OH twist modes. The exception is 
for structure 3 at 1 ML (Table 6.5), where ethanol is adsorbed far from the surface and is 
only weakly bound. It is not surprising the frequencies for this structure are hardly changed 
from those of the free molecule.  
For the (2110)-VO surface, the calculated vibrational frequency shifts again are 
similar to those observed for the ethanol/ZnO(1010)-VO systems, where the OH stretching 
frequency is significantly reduced after ethanol adsorption. Compared to the stoichiometric 
(2110) surface, the magnitude of the OH red shifts are smaller, consistent with a weaker 
interaction. To the best of our knowledge, detailed vibrational frequencies of ethanol 
adsorbed on the (2110) and (2110)-VO surfaces have not been reported. The frequency 
values presented in this study may be useful for characterising the adsorbed geometry of 
ethanol experimentally in future studies. 
  
6.3.4 Density of States  
The total density of states (DOS) for the relaxed (2 0) and (2 0)-VO surfaces, including 
the ethanol-adsorbed systems at ¼ ML coverage have been calculated in order to determine 
how the band gap changes after adsorption (Figure 6.3a,b). While DFT typically 
underestimates the size of the band gap in semiconductor materials, a comparison of the 
change in band gap size is useful. It was previously shown that the DOS is directly 
influenced by the number of surface atoms nearest to the adsorption site (Section 5.3.4).  
11 11
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Figure 6.3 Total density of states (DOS) of clean and ethanol-adsorbed ZnO(2 0) (a) 
stoichiometric and (b) defect surface. For the ethanol/ZnO and ethanol/ZnO-VO systems, 
the orbital resolved local DOS of the (c), (d) ethanol and (e), (f) ZnO atoms on the 
respective surfaces are presented. Orbital resolved local DOS of the relaxed [2x2]-sized 
clean (g) stoichiometric and (h) defect surfaces. The zero of energy (EF) is aligned to the 
highest occupied level. 
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It has been previously shown that the presence of oxygen vacancies on the surface 
lead to a band gap narrowing [409]. In our calculations, the introduction of a VO on the 
ZnO(2 0) surface indeed caused a band gap narrowing compared to the stoichiometric 
surface, as was also found for the ZnO(10 0) surface (see Section 5.3.4). Specifically, the 
band gap for the clean (2110) and (2110)-VO surfaces in a [2x2] cell was calculated to be 
1.02 and 0.92 eV, respectively. 
 After adsorption of ethanol on the stoichiometric and defect surfaces at ¼ ML 
coverage, the most stable structures showed a band gap narrowing of 0.03 and 0.15 eV, 
respectively. These changes to the band gap after adsorption of ethanol are in good 
agreement with experiments that report an increase in conductivity after detection of 
ethanol, indicating a donation of electrons from ethanol to ZnO, resulting in an increased 
surface electron concentration [405]. The magnitude of the charge transfer for the most 
stable structures at ¼ ML coverage on the stoichiometric and defect surfaces was found to 
be 0.03 and 0.02 e, respectively, indicating that ethanol donates charge to the surface. A 
similar transfer of charge was reported for the chemisorption of ethanol on MgO(100) 
[410] and ZnO(10 0) [401] surfaces. A charge transfer of 0.03 and 0.02 e was also 
calculated for ethanol adsorbed on the ZnO (10 0) and (10 0)-VO surfaces, respectively 
(see Chapter 5). 
 As a comparison, the charge-accepting NO2 molecule was found to adsorb on the (2
0)-VO surface with a charge transfer value of 1.25 e, suggesting a significant decrease in 
the ZnO surface conductivity after adsorption [132]. While the adsorbate-induced charge 
transfer is less for ethanol (as compared to NO2) on the (2 0)-VO surface, this can be 
ascribed to the smaller structural changes that ethanol undergoes on the surface. In 
contrast, the NO2-induced (2 0)-VO surface reconstruction was found to be significant, 
with large increase in the Zn-Zn bond lengths for all the adsorbed NO2 molecule structures 
11
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[132]. This transfer of charge to the ZnO surfaces confirms ethanol as a reducing gas 
leading to an increase in conductivity, which is consistent with experimental findings 
[405]. 
  
6.3.5 Orientational Effects on Monolayer Adsorption Stability 
To investigate the possibility of hydrogen bonds forming between neighboring ethanol 
molecules and the effects of ethanol orientation on the surface, two ethanol molecules in 
different adsorption configurations were placed in a [1x2] supercell to form a 
superstructure. Parallel (1P) and anti-parallel (2AP) arrangements of the ethanol molecules 
within the supercell were examined on both surfaces. The BE values and structural 
parameters of the optimised superstructures are shown in Tables 6.1 and 6.2, with the 
optimized geometries shown in Figure 6.4. 
 We adopted two approaches to calculating the BE values for the optimised 
superstructures: (1) co-adsorption of the two molecules; (2) sequential adsorption of two 
ethanol molecules on the surface. The latter model had a pre-adsorbed ethanol on the 
surface at ½ ML coverage before an extra molecule was added. The binding energy (BE) 
values for the two molecules adsorbed on the (2110) superstructures were calculated by 
employing equations 3.2 and 3.3 (see Chapter 3 Section 3.3.1). The two ethanol molecules 
(ethanol01 and ethanol02) can be treated as equivalent interacting molecules in the co-
adsorption BE calculation. For the sequential adsorption calculation, ethanol01 is the pre-
adsorbed ethanol molecule on the surface. The BE value for the sequential adsorption was 
evaluated by subtracting the total energy of an isolated ethanol molecule and the pre-
adsorbed ethanol at ½ ML coverage from the total energy of the optimised superstructure 
(see equation 3.2).  
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Figure 6.4 Top and side views of the converged superstructures of ethanol adsorbed 
on: (a) ZnO(2110) and (b) ZnO(2110)-VO at 1 ML coverage. 
 
 Stable superstructures of ethanol molecules in parallel and anti-parallel 
configurations can exist on both the stoichiometric and defect surfaces. The calculated BE 
values for ethanol adsorption, whether simultaneously or sequentially (see Tables 6.1 and 
6.2), can be indicative of the adsorption preference of the gas molecules on these surfaces. 
For the stoichiometric surface, the calculated BE values indicated that a parallel 
arrangement of ethanol molecules is more likely to be formed via co-adsorption (–1.01 eV) 
than via sequential adsorption (–0.96 eV), whereas on the defect surface, co- (-0.92 eV) or 
sequential (–0.91 eV) adsorption is of almost equal stability. Hence, for all superstructures 
studied, the calculated BE values indicated that co-adsorption is favourable over sequential 
adsorption, except on the defect surface in the anti-parallel arrangement.  
The shift to a lower vibrational frequency of the OH stretching mode supports the 
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formation of hydrogen bonds in the parallel (2590 and 2574 cm-1) and anti-parallel (2479 
and 2541 cm-1) configurations. The change in the calculated O-H stretching frequency 
again serves as a good indication of the adsorption strength.  
 
6.4 Summary 
ZnO materials that contain surface oxygen vacancies play a pivotal role in the 
conductometric gas sensing efficiency of nanosensors, where the sensing performance of 
different ZnO-VO surfaces varies depending on the VO concentration. This chapter 
provided an insight into the relationship between the binding energy, charge transfer and 
band gap changes and the structural properties of the adsorption interactions (such as the 
type of surface, surface area-to-volume ratio, coverage, surface oxygen vacancy, and the 
adsorbate molecule content), where they have been shown to affect the overall sensing 
performance of a semiconducting gas sensor. We found that ethanol adsorption is more 
favourable on the stoichiometric (2110) surface, compared to the more stable (1010) 
surface, most likely due to the larger surface area and the higher density of surface oxygen 
atoms available. While multiple stable configurations of adsorbed ethanol were found on 
the stoichiometric and defect sites at all coverages investigated, ethanol adsorbs most 
strongly on the (2110) surface at ¼ ML coverage due to the reduced interactions between 
adjacent molecules on the surface. Besides the primary Oads-Znsub interaction, ethanol 
adsorption was further stabilised by the formation of a hydrogen bond with a surface 
oxygen atom, which is particularly strong when the ethanol OH group is aligned along the 
[0110] direction. Minor surface relaxations did not cause significant structural changes, 
and are smaller in comparison with those observed on the (1010) and (1010)-VO surfaces. 
Hence, ZnO nanostructures with (2110) crystal facets may show less structural changes 
when used for ethanol sensing. Similar to the (1010) surface, the presence of oxygen 
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vacancies did not enhance the binding energy of the (2110) surface towards ethanol, 
although the reduction in the binding strength caused by the (2110)-VO surface was not as 
severe as that on the (1010)-VO surface. The adsorption of ethanol superstructures on both 
the (2110) stoichiometric and oxygen deficient surfaces showed that it is more likely for 
ethanol to form a highly uniform arrangement where the molecules are similarly (parallel) 
oriented on the surface. No difference was found between the simultaneous or sequential 
adsorption of ethanol on the (2110) and (2110)-VO surfaces unlike on the (1010) and (101
0)-VO surfaces.  
 The adsorption interaction of ethanol on ZnO can be suggested to involve charge 
transfer from ethanol to the surface after adsorption that is associated with the calculated 
band gap narrowing, corresponding to an increase of the substrate conductivity. The 
favourable adsorption of ethanol at a variety of concentrations (or coverages) explains why 
ZnO nanostructures comprising the (2110) surface morphology can be highly efficient for 
gas sensing applications in line with experimental observations.  
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Chapter 7  
 
Experimental Study of Gas Interaction in 
ZnO Nanomaterials 
 
 
7.1 Background  
This chapter is devoted to the experiments that we conducted in order to elucidate the 
interaction of different gas molecules with ZnO nanoparticles. From the theoretical point 
of view, the use of ab-initio density functional theory (DFT) method for gas sensing 
studies provided us with structural and electronic properties of ZnO based nanostructures 
at the atomic scale. Here, we employ multiple characterisation techniques to study the 
interaction of different gases with ZnO nanoparticles, where theoretical and experimental 
results are compared where appropriate. The outcomes of this chapter have been published 
in the Journal of Nanotechnology [28]. 
 As was established in previous chapters, the gases and vapour species we have 
investigated based on DFT calculations include ethanol (CH3CH2OH) and nitrous oxide 
(N2O). The focus of this chapter is only on the interaction of ZnO nanostructures with a 
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small molecule, namely the hydrogen (H2) gas. Larger molecules, such as CH3CH2OH and 
N2O will be considered in future work. 
 There are several reports on the interaction study of H2 with ZnO. Lavrov et al. 
[411] identified two shallow donors of hydrogen (H2) using Raman spectroscopy, as bond-
centered hydrogen (HBC) and hydrogen bound within the oxygen vacancy (HO). HBC was 
found to be unstable at annealing temperatures above 190 °C. However, the HO donor was 
found to be stable at temperatures up to 500 °C. It was also believed that these H shallow 
donors (typically found in hydrothermally grown ZnO samples) are undetected in the 
sample using IR spectroscopy, even though they have sufficient thermal stability to remain 
in ZnO for a month or longer at room temperature [412, 413]. Two OH local vibrational 
modes (3326 and 3611 cm-1) were identified directly using IR absorption spectroscopy 
when ZnO was annealed in H2 gas at ambient temperature [412, 414]. Nonetheless, these 
two IR absorption lines are strongly dependent on the source of the ZnO material; 
therefore, shifted IR spectral lines are expected for different ZnO nanostructures. In order 
to completely remove hydrogen from ZnO, an annealing temperature of at least 500–
700 °C is necessary, depending on the ZnO source material [412, 415, 416]. Atomic 
hydrogen present in ZnO can be reactive enough to reduce the Zn-polar surface of the 
ZnO(0001) material into metallic Zn clusters, yet can be almost inert on the O-polar 
ZnO(000 ) surface [417]. When annealed at higher temperatures, the number of 
interstitials (Zni) accumulating on the ZnO surfaces increases, leading to an abundant 
number of oxygen vacancies (VO) in the oxide material. Zni, in this instance, act as a 
shallow donor on the surface [368].  
 The effects of hydrogen on ZnO, with different morphologies and stoichiometry, 
have also been investigated using different methods [415, 418, 419]. However, conclusive 
experimental studies of the interaction of hydrogen with ZnO nanostructures are far fewer 
in number. It has been suggested that hydrogen is much more susceptible to being trapped 
1
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between, or adsorbed onto ZnO nanoparticles, due to the increased surface area and larger 
amount of interstitial spacing between individual nanostructures, as opposed to 
microstructures [27]. Using DFT calculations, it has been demonstrated that hydrogen can 
be molecularly and dissociatively adsorbed between closely spaced ZnO nanorods, which 
provided an explanation as to why the nanostructures perform better in gas sensing 
applications [27]. It has been shown that the behaviour of macroscopic hexagonal ZnO 
prisms [411] was quite different to that of ZnO nanoparticles in studying a particular gas 
reaction. Additionally, there are different views on what the optimum temperature should 
be for the gas-ZnO interaction [43], as well as what dopants and concentrations are best 
[46, 420]. However, understanding the detailed properties of H interacting with ZnO 
nanostructures obtained from different sources also remains limited.  
 To date, there have been very few, if any, reports on the in-situ analysis of the gas-
surface interaction using Raman spectroscopy, which are also confirmed by other 
characterization techniques such as x-ray diffraction (XRD) and Fourier transform infrared 
(FTIR) spectroscopy. IR absorption studies of hydrogen in ZnO at a high temperature have 
been performed, but IR absorption data at a lower temperature has not been reported [421]. 
It has been suggested that the direct IR measurement of H-related shallow donors in ZnO is 
hardly possible [421]. In several investigations, there have been reports on the existence of 
IR absorption lines, and Raman and photoconductivity signals that are being detected but 
they have not been clearly assigned to hydrogen-related defects, as indicated in the 
publications of Lavrov [411, 422]. 
 Very few experimental investigations reported real time monitoring of the 
interaction of hydrogen with ZnO surfaces. For ZnO powders, in particular, Windisch et al. 
[423] suggest that further testing is needed in order to make direct comparisons between 
XRD and Raman spectra results in order to determine the presence of hydrogen. Also, the 
work by Du and Biswas [424] advise that there appears to be a hidden hydrogen reservoir 
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in ZnO that is invisible to IR spectroscopy, which can be associated with an interstitial H2 
species [424].  
 In light of the aforementioned uncertainties, we conduct in situ Raman 
spectroscopy, and ex situ XRD and IR spectroscopy characterisation experiments to 
investigate H2-ZnO interactions within ZnO nanopowders of various dimensions. The 
primary focus of this study is to determine the effect of H2 on the IR, Raman spectra and 
XRD peak positions and relative intensities obtained from the H2 exposed ZnO 
nanopowders and analysing the results. 
 
7.2 Characterisation Equipment and Methods 
Two different sizes of ZnO nanopowders used in this study (Samples A and B) were 
sourced from Sigma Aldrich (< 50 nm particle size) and CRM (China Rare Metal Material 
Co.), respectively, both with 99.99% purity. The polycrystalline powders were drop cast 
deposited onto quartz substrates after being dispersed in ethanol solution, and then heat 
treated (80 °C) on a hot plate to remove the volatile compound.  
 The morphology of the samples was characterised by scanning electron microscopy 
(SEM) and transmission electron microscopy (TEM). SEM was performed using a FEI 
Nova NanoSEM operating at 15kV in immersion mode. ZnO powders were deposited onto 
silicon substrates to prevent electron charging, using the same procedure as the deposition 
of ZnO on quartz substrates.  TEM was performed using a JEOL 2010 TEM equipped with 
a LaB6 filament operating at 200 kV. TEM samples were prepared by dropping the 
nanoparticles on a copper grid (Lacey GSCu300FL). 
 The customised Raman spectrometer for this in-situ study consists of a sample 
chamber (Linkham HFS91-PB4) that has a quartz glass cover to allow the penetration of 
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the Raman system laser. It was equipped with a built-in sample heater and thermostat. The 
chamber outlet connects to a mass flow controller, regulating the flow of gas at 200 
standard cubic centimetre per minute (sccm). In situ Raman spectroscopy was carried out 
with the sample chamber positioned under a standard Olympus microscope (Olympus 
objective lens Mplan 10× or SLMplan 50×) equipped with a 532 nm green laser (Shanghai 
Dream SD2-532-050T). The Raman spectra were collected and analysed using 
Spectrasuite 2009 software. 
 The crystal structure of the ZnO nanoparticles was studied by XRD using a  Bruker 
D8 ADVANCE diffractometer fitted with a scintillation counter detector, using graphite-
monochromated Cu Kα (lambda = 1.5406 Å) radiation. Data were collected at room 
temperature with a scan range of 2θ = 5–70°, a step size of 0.02°, and a count time of 2 
seconds per step.  
 Diffuse reflectance infrared Fourier transform (DRIFT) spectroscopy was 
employed to study the ZnO surface vibrational frequency using a Perkin Elmer Spotlight 
400 device. The samples were then mixed with potassium bromide (KBr powder), which is 
transparent to the incident IR radiation, and pressed into pellets for the IR absorbance 
analysis. The KBr powder must be of spectroscopy grade and spectroscopically dry [425]. 
As a result, the powder was heated at 100 °C for a few minutes to remove residual water. 
 
7.3 Procedures 
The ZnO samples (samples A and B) were annealed before being exposed to target gases. 
Sample A consist of ZnO grains in the order of less than 50 nm and sample B consist of 
grains in the order of several hundreds of nm. The ZnO samples were annealed at 300 °C, 
using a ramping rate of 20 °C per minute. It is suggested that such an annealing 
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temperature can only eliminate ~ 80% of the interstitial hydrogen from the ZnO interstitial 
site (Hi+), leaving the more thermally stable hydrogen in the defect site (shallow donor, 
HO+) in ZnO [412]. Nevertheless, the majority of the H donors were removed from the 
surface, as will be shown later in the characterisation results. 
 In situ Raman spectrum measurements were carried out when the ZnO samples 
were exposed to the following gas mixtures: N2, 3% H2 in N2 balance (i.e. 97% N2), and 
zero air. Zero grade air contains ~23% purified oxygen, with the remaining being nitrogen, 
and 1 ppm total hydrocarbon (THC). N2 gas served as an inert gas carrier for the H2, while 
zero air replenished the O-atom lost during the H2/ZnO interaction. In the experiment, the 
ZnO samples were placed in the chamber at room temperature and a Raman spectrum was 
taken as a background comparison. Following that, Raman spectra were taken throughout 
three different durations (30 minutes for N2, 10 minutes 3% H2 in N2 balance, and 
20 minutes in zero air). The measurements were conducted at 300 °C. 
 For the XRD measurements, the two ZnO nanopowder samples were exposed to 
3% H2 in N2 balance for 30 mins at 300 °C. After that, one sample was examined 
immediately, while the other was stored in atmospheric condition for 5 days at room 
temperature before being examined.  
 For the FTIR measurements, the two ZnO nanopowder samples were annealed at 
300°C for 30 minutes, one in zero air and the other in 3% H2 in N2 balance. These samples 
were then mixed with IR grade potassium bromide (KBr powder) and pressed into pellets 
for the IR absorbance analysis. A DRIFT experiment was carried out to study the change in 
frequency of the ZnO local vibrational modes induced by the presence of H2 using the 
FTIR spectrometer (Perkin Elmer Spotlight 400). 
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7.4 Results  
Here, we present and discuss the characterisation experiments conducted to assess the 
effect of H2 gas exposure on ZnO nanopowder samples, that lead to the identification of 
the resulting gas-surface interactions.  
 
7.4.1 Scanning Electron Microscopy 
SEM images of the two different types of ZnO nanopowders are shown in Figure 7.1. 
 
Figure 7.1 SEM micrographs of the prepared ZnO nanopowder samples obtained from 
(a) Sigma Aldrich (sample A) and (b) CRM (sample B). 
 
 As can be seen there is clear distinction between the two types of nanopowders in 
terms of their structural dimensions and homogeneity. The grain sizes of the annealed ZnO 
nanopowder samples from CRM (sample B) are much larger and different than those of 
Sigma Aldrich (sample A). For sample A (Figure 7.1(a)), ZnO nanograins of varying sizes 
were identified on the substrate, being typically as small as 10 nm to as large as several 
tens of nm in length. However, the average grain size was overall less than 50 nm. The 
dimensions of the annealed ZnO nanopowder sourced from sample B were found to be of 
the order of several hundreds of nm. 
 
1 µm
(a)
1 µm
(b)
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7.4.2 Transmission Electron Microscopy 
 TEM images for samples A and B are shown in Figure 7.2. ZnO nanoparticles with 
varying grain sizes are evident in Figure 7.2(a), whereas it is apparent that sample B is 
composed of larger particles with spherical morphology as shown in Figure 7.2(b), which 
is in good agreement with the SEM images obtained.  
 
 
Figure 7.2 TEM micrographs of the non-annealed samples A (a) and B (c). Higher 
resolution images (b) and (d) are seen showing the atomic structures and lattice spacings of 
the ZnO samples A and B, respectively. 
 
 It can be seen that the nanoparticles are crystalline with lattice spacings of 2.81 and 
2.71 Å for samples A and B, respectively. The lattice spacing in sample A can be 
 
(c) 20 nm
(a) 20 nm
2 nm(d)
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correlated to the (10 0) planes in the ZnO crystal structure, whereas the calculated lattice 
spacing in sample B may be identified as the (0002) lattice plane of the ZnO nanopowder 
[426]. 
 
7.4.3 Raman Spectroscopy 
 Raman spectroscopy was conducted during the exposure of both samples to a 
selected mixture of gases. Raman spectroscopy was utilized as it can be the best tool to 
reveal any surface interactions with the target gas due to its sensitivity to the type of 
functional groups that can be formed as a result of such interactions. In our apparatus, the 
customised gas chamber could allow in situ observations of the surface reaction of 
hydrogen with both ZnO nanopowder samples in real time. 
The Raman spectra of sample A exposed to N2, 3% H2 in N2 and zero air at 300 °C 
are shown in Figure 7.3; the Raman spectra of sample B for the same conditions are shown 
in Figure 7.4. The phonon modes, observed in this study, have been previously reported in 
Raman spectra [428, 431]. The identified Raman band modes are the E2(high) at 435 cm-1, 
A1 longitudinal optical (LO) at 543 cm-1, E1 longitudinal optical (LO) at 566 cm-1, and a 
secondary A1 longitudinal optical (2LO) at 1105 cm-1 [427]. A1 and E1 are the polar 
modes, and are both Raman and infrared active [429]. Another low frequency feature 
involving bands associated with the difference between the E2(high) and E2(low) modes 
was also identified at 333 cm-1 [423]. Conversely, the E2 modes, E2(high) and E2(low), are 
non-polar and are Raman active only [429]. There exists a peak at 979 cm-1 that has been 
assigned as A1(LO)+E2(high) mode, which is known to correspond to the vibrational mode 
caused by the two phonon combination [427]. 
 
1
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Figure 7.3 Raman spectra of sample A annealed at 300 °C sequentially in (a) N2, (b) 
3% H2 in N2, and (c) zero air. 
 
 
Figure 7.4 Raman spectra of sample B annealed and recorded at 300 °C sequentially in 
(a) zero air, (b) 3% H2 in N2, (c) zero air and (d) 3% H2 in N2. 
 
Raman Shift (cm-1)
In
te
ns
ity
 (c
ou
nt
s)
(b) 3% H2 in N2
(a) N2
(c) Zero air
E2(high)
A1(LO)
E2(high)-E2(low)
A1(2LO)
A1(LO)+E2(high)
E1(LO)
Raman Shift (cm-1)
In
te
ns
ity
 (c
ou
nt
s)
(a) Zero air
(c) Zero air
(d) 3% H2 in N2
(b) 3% H2 in N2
E2(high)E2(high)-E2(low)
A1(2LO)
(b), (c) and (d)
(a)
A1(LO) E1(LO)
A1(LO)+E2(high)
Chapter 7 Experimental Study of Gas Interaction in ZnO Nanomaterials 
171 
 
The most intense mode identified in the Raman spectra of the ZnO nanopowder 
samples is in good agreement with previously reported values, and corresponds to the 
oxygen vibration mode E2(high) of ZnO [428, 429]. A strong peak at the E2(high) mode 
correlates to the oxygen vibration in the ZnO crystal lattice, and hence good crystallinity 
[427, 429]. Conversely, the relatively weak signal mode at E2(high) suggests poor 
crystallinity of the ZnO nanostructures. The relative interaction of this band [427], thus 
indicated poorer crystallinity of sample A (smaller sized ZnO nanopowder), with a higher 
degree of crystallinity for sample B.  
The A1(LO) and the E1(LO) modes at 543 and 566 cm-1 wavenumbers, 
respectively, are fairly close to each other and would be unresolved. The very weak 
A1(LO) mode has been reported [423, 430, 431] but rarely assigned a band mode in the 
literature [423]. The present band at 566 cm-1 is thus considered to be predominant 
(E1(LO)). A detailed relationship between the A1(LO) and E1(LO) modes however has 
been reported by Cusco et al., where the E1(LO) mode is more strongly affected by 
impurity and/or defect than the A1(LO) mode [431]. The intensity of the E1(LO) mode is 
correlated with surface defects such as oxygen vacancy or Zn interstitials in the 
nanopowder. Thus, the E1(LO) mode which is present in the obtained spectra, indicates the 
presence of defects in the ZnO samples [430].  
For the interaction of hydrogen with sample B (larger sized ZnO nanopowder), a 
similar pattern of Raman signals was identified. Two measurements (each in zero air and 
3% H2 in N2) were carried out and depict the similar trend of gas/ZnO interaction and 
repeatability. The relatively sharper E2(high) peak indicates a more homogeneous 
distribution of the nanopowder grain size and dimension. Comparing the relative ratio of 
the A1(LO) and E1(LO) modes to the E2(high) mode, where the later peak is much more 
dominant, it can be implied that the ZnO nanopowder sample contains lesser amount of 
surface defects.  
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For sample A, the intensity of the Raman peak at 483 cm-1 increased more 
significantly after exposure to 3% H2 in a balance of N2 gas, relative to the other two 
exposures (Figure 7.3). The intensity of this particular band has been observed to be 
dependent to the presence of H2 [423]. While Windisch et al. reported an additional peak 
at ~570 cm-1, and regarded it as an anomalous mode arising from oxygen vacancies in ZnO 
powders, Wang et al. assigned this peak to the E1-LO mode of oxygen deficiency in ZnO 
nanowires [423, 432]. Xu et al. have also reported a strong intensity of the E1(LO) band 
with a sharp peak at 556 cm-1, indicating their thin film was severely oxygen deficient 
[433].  
In all these studies, none of the authors have identified a band that could be 
correlated with the presence of hydrogen (and the formation of hydroxyl groups) on the 
ZnO surface. The formation of surface hydroxyls has been reported, however, mostly by 
FTIR or photoluminescence methods [434, 435]. We thus suggest that the H-sensitive peak 
at 483 cm-1 can be associated with OH formation. To the best of our knowledge, the 
identification of a Raman peak correlated with a surface hydroxyl species has not been 
presented previously. We therefore conducted complementary XRD and FTIR 
characterization of the ZnO samples after the exposure to H2 to find any correlation of the 
483 cm-1 band with the formation of surface hydroxyl groups on the ZnO nanopowder 
surfaces. 
A similar procedure for H2 exposure was applied to ZnO nanopowder sample B. No 
change of peak was observed in this experiment. It seems that the high crystallinity and 
grain size of nanopowder sample B is an important factor to inhibit the H2 gas interaction 
with ZnO. 
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7.4.4 X-ray Diffraction 
 A series of XRD measurements were carried out to identify the presence of surface 
hydroxyl groups in the ZnO samples. The XRD patterns of sample A before annealing, 
after annealing, and after exposure to H2, are shown in Figure 7.5 (a) and (b). Figure 7.6 
shows the XRD patterns of samples A and B annealed at 300 °C.  Similarly, the XRD 
patterns of sample B, before and after exposure to H2 can be found in Figure 7.7.  
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Figure 7.5(a) XRD patterns of sample A: (i) before annealing (hydrated), (ii) annealed at 
300 °C in atmosphere and (iii) taken immediately after annealing (300 °C) with 3% H2 in 
N2 balance. 
 
 
Figure 7.5(b) XRD patterns of sample A annealed at 300 °C with 3% H2 in N2 balance: (i) 
XRD measurement performed immediately after the annealing and (ii) XRD measurement 
performed five days after the annealing. 
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Figure 7.6 XRD patterns of: (a) sample A and (b) sample B, both annealed at 300 °C in 
atmosphere. 
 
 
Figure 7.7 XRD patterns of sample B: (a) annealed at 300 °C and (b) annealed with 
3% H2 in N2 balance. 
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 From the XRD data (Figures 7.5.(a) and 7.7), a decrease in most of the peaks can 
be seen when samples A and B were exposed to H2 as compared to the annealed samples. 
For both samples the strongest reflection was attributed to the (1011) and (1010) planes, 
where the highest peak corresponds to the semi-polar (1011) planes, and the second 
highest peak corresponds to the non-polar (1010) plane. The peak intensity at (1011) 
corresponds to the crystallinity of ZnO; a high intensity indicates poor crystallinity, and a 
lower peak intensity corresponds to a higher degree of crystallinity [440]. The (1010) and 
(2110) peaks that correlate to the non-polar facets suggest that both our samples are 
comprised of hexagonal wurtzite nanostructures to a considerable degree [436, 437]. Next, 
the diffraction intensity ratio (I(0002)/I(10 1 0)) of the (0002) polar plane to the (1010) plane 
was calculated to be ~0.735 for both samples A and B. The diffraction intensity ratio 
(I(0002)/I(1010)) is the ratio that describes the portion of polar to non-polar surfaces. Here, the 
low ratio indicates a larger portion of the non-polar planes as opposed to the polar planes, 
i.e. a greater proportion of non-polar terminated ZnO surface facets exist in our 
nanopowder samples. Furthermore, sample B is shown to be more crystalline as indicated 
by the greater intensity of the (10 1) peak in the XRD pattern (Figure. 7.6). The same 
discussion that was presented for the XRD patterns in Figures 7.5 is also similarly 
applicable for the Figure 7.6 XRD patterns. Basically the crystal phases and the peak 
intensity ratios are quite alike.  
 Both ZnO samples were exposed to H2 gas in N2 balance for 30 minutes, with the 
XRD plots being taken immediately after. While no extra peak was identified for the larger 
grain size sample (sample B), an additional peak at 44° was found for sample A (Figure 
7.5.(a)). This peak can also be seen in the non-annealed ZnO nanopowder (hydrated) 
sample that was dried before being exposed to H2. This XRD study also shows that the 
1
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adsorption stability of H2 on ZnO surfaces is directly related to the particle size and 
crystallinity of the ZnO material.  
An XRD of sample A, taken after several days of storage under atmospheric 
condition, showed no peak at 44° (Figure 7.5.(b)). The XRD plot showed that the critical 
loss of the adsorbed species from the surface of the ZnO samples that were stored in a 
room temperature environment is possible within days. To support our result, Lavrov et al. 
[412] have also observed that hydrogen leaves bulk ZnO after a period of a month or more 
[413].  
 
7.4.5 Infrared Spectroscopy 
The IR absorption spectra of both samples were examined. Again, the coarse 
powder (sample B) did not show any changes after H2 exposure compared to the finer 
grained (sample A) which did demonstrate a change in the spectrum. Figure 7.8 shows the 
effect of introducing H2 gas to the ZnO sample at 300 °C, where the increase in the 
absorbance at 1618 cm-1 is associated with the emergence of surface bound hydroxyl 
groups. An infrared study by Kleinwechter et al. [435] suggested that the IR peak at 1618 
cm-1 can be specifically correlated to hydroxyl groups, most likely present on the particle 
surface. Previous high resolution electron energy loss spectroscopy (HREELS) study of 
hydrogen-induced metallicity on ZnO(10 0) [438] also indicated the formation of surface 
hydroxyl groups (but not Zn-H species), as only an OH (but no Zn-H) vibration was found 
in the HREELS data.  
1
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Figure 7.8 Infrared spectra of sample A recorded immediately after (a) annealing with 
zero air at 300 °C for 30 mins, and (b) annealing with 3% H2 in N2 balance at 300 °C for 
30 mins. 
 
7.5 Discussion 
In this work, we demonstrated how H2 gas can interact with ZnO nanopowders. Out of the 
two types of ZnO nanopowders that were studied, those with smaller grain dimensions and 
lower crystallinity could more efficiently interact with H2 gas molecules. While previously 
the change in the Raman spectra of such an interaction has been mostly associated with 
ZnO interstitials and oxygen vacancies, the author strongly believes that surface bound 
hydroxyl groups are formed during the interaction and that the change in the Raman peak 
at 483 cm-1 can be strongly correlated with this change. 
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 The results also correspond with some of the DFT calculations that show the 
adsorption of atomic H onto ZnO [139, 438] forms two possible arrangements; one where 
the H atoms adsorbed to surface Zn and O atoms; the other (corresponding to higher 
temperatures) where the H atoms adsorb to only surface O atoms. For both (2 0) and (10
0) structures corresponding to the references [139, 438], respectively, a hydroxyl species 
is formed. The interaction of H2 with the (2 0) surface has also been investigated using 
DFT, and atomic hydrogen was found to chemisorb to the surface [139]. Hydrogen was 
found to preferably adsorb to the O site on the ZnO (10 0) and (2 0) surfaces [27, 139, 
438], again indicating that the formation of a surface hydroxyl group is favourable. The 
effect of surface oxygen concentration on the (2 0) surface was also studied [139], where 
adsorption of hydrogen on the O-rich surface was found to cause the surface to become 
metallic, whereas adsorption on the stoichiometric surface retained the semiconducting 
nature of the material. In that study, two types of energetically stable adsorptions were 
found. The first, where H atoms adsorbed on both Zn and O sites (ZnO-2H), and the 
second where H atoms adsorbed on the O atom of the (2 0) surface (ZnO-H), where the 
ZnO-H type adsorption was identified as partial hydrogen adsorption.  
  
7.6 Summary 
This study has demonstrated, tentatively via infrared absorption, the presence of surface 
hydroxyl groups in small-sized ZnO grain nanopowder (~30 nm) samples at elevated 
temperatures. The complementary methods, Raman spectroscopy and XRD experiments, 
both suggest that the interaction of H2 with the ZnO nanopowders leads to the adsorption 
of hydrogen, although more strongly in small sized powders. Collectively, these 
experiments indicate the importance of the size and crystallinity of the ZnO grains for their 
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interaction with hydrogen. The presence of hydrogen was not observed for highly 
crystalline ZnO nanopowders with larger grain sizes, while for the smaller grain sized 
powders, clear peak shifts confirm the presence of hydrogen. The presence of hydrogen on 
ZnO surfaces was found to be more prevalent on the non-polar surfaces, as supported by 
changes in the XRD patterns.  
 The experiments suggest that ZnO nanopowder can be used to detect the presence 
of hydrogen at low concentrations, if the crystallinity and the grain size of the ZnO sample 
are reduced. The relatively low intensity of the E2(high) Raman peak can possibly be used 
as a good indicator of the material’s suitability. Tentatively, the existence of surface 
hydroxyls reported in this work and the effect of ZnO grain size established a benchmark 
for the identification of surface bound hydrogen in ZnO nanopowders. This work can be 
associated with our previous DFT studies on ethanol that is hydrogen terminated, as both 
ethanol as well as hydrogen were found to have similar adsorption features on the (10 0) 
surface, i.e. reducing gas H atom bounds to a surface O atom. 
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Chapter 8  
 
Conclusions 
 
 
 
8.1 Summary 
In this dissertation, density functional theory (DFT) and some experimental techniques 
have been employed to study the structural properties of adsorbate molecules on ZnO 
surfaces. The influence of gas type, surface facet, adsorption site, oxygen vacancy, gas 
coverage, and grain size on the adsorption interaction of ZnO nanostructures have been 
investigated.  
 The adsorption of nitrous oxide (N2O) on the stoichiometric ZnO (10 0) and (2
0) surfaces at 1 ML coverage was computed using the DFT-GGA method. It was found 
that N2O adsorbs relatively weakly (physisorbs) on both surfaces, being more strongly 
bound to the (2 0) surface. Adsorption via either the O or the N atom of N2O was seen on 
both surfaces, though it is more stable on the (10 0) surface when adsorbed via the O-atom 
and on the (2 0) surface via the N-atom. Due to the weak interaction with the surface, 
N2O causes small surface relaxations and adsorbate-induced reconstructions. The 
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interaction of N2O with each surface mainly leads to charge polarization within the 
adsorbate molecule and the surface, but results in only a small transfer of charge from the 
surface to the adsorbate. 
Likewise, the adsorption of ethanol (CH3CH2OH) on the stoichiometric and oxygen 
deficient (10 0) and (2 0) surfaces at ¼, ½ and 1 ML coverages was computed using the 
DFT-GGA method. We found that ethanol also adsorbs in multiple stable orientations, 
with the adsorption being stronger than that of N2O, as possibly because it can form two 
bonds to the surface. One bond is between the ethanol O atom and a surface Zn atom, and 
the other is a hydrogen bond between the ethanol hydroxyl H atom and a surface O atom. 
For the defect surface, the binding is weaker, possibly because the additional hydrogen 
bond cannot be formed due to the reduced number of surface oxygen atoms. The formation 
of the hydrogen bond with a surface oxygen atom can be identified by a red shift of the 
ethanol OH stretching mode. 
Overall, ethanol adsorbs more strongly on the (2 0) surface, compared to the (10
0) surface, with the binding being stronger at lower coverages due to the weaker 
interaction between adjacent ethanol molecules. The adsorption stability of ethanol on the 
different oxygen deficient surfaces varies depending on the oxygen vacancy (VO) 
concentration. Although ethanol adsorbs in multiple stable sites at the lower coverages, the 
presence of surface defects does not strengthen the surface-ethanol binding interaction, in 
contrast to the other adsorbates on these surfaces. For instance, ethoxy (from the 
dissociation of ethanol) adsorbs strongly on the (10 0)-VO surface at ¼ ML coverage, with 
its O atom filling the vacancy site and the dissociated H atom adsorbing on an adjacent O 
atom.  
Adsorption of ethanol on the (2 0) surface caused less structural changes 
compared to the (10 0) and (10 0)-VO surfaces. Overall, the changes are minor, indicating 
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that the adsorption of ethanol by ZnO would not cause major structural changes to the 
surface and affect its stability as a sensing device. We found that it is more likely for 
ethanol to form a highly uniform arrangement on the stoichiometric and VO surfaces as this 
maximises the hydrogen bond formation and hence binding strength. In contrast to N2O, 
there is a transfer of charge from ethanol to the surface after adsorption, whereas N2O 
behaves as a charge acceptor; ethanol is a charge donor. 
The differences in adsorption properties between the different gases (utilising the 
stoichiometry-dependence and the dynamics of the surface size) could help in 
understanding the selectivity and sensing performance of ZnO gas sensors. Both gases 
could be adsorbed on stoichiometric and defect (10 0) and (2 0) surfaces, corresponding 
with the semiconducting behaviour of ZnO in both reducing and oxidising environments. 
In our case, the stoichiometric surfaces showed a greater response to the reducing gas than 
the surfaces with oxygen vacancies. The ZnO surface with the higher oxygen content, 
namely the stoichiometric (2 0) surface, had stronger adsorbate-substrate interactions, 
suggesting that a greater sensitivity could likely be induced by oxidising or reducing gases.  
Overall, our findings indicate that ZnO is a good candidate for N2O and ethanol adsorption, 
in line with experimental observations, as the molecules can adsorb at different locations 
on the surface and at different gas coverages. 
Experimentally, we have proposed, via IR spectroscopy, the identification of 
surface hydroxyl groups in small-sized ZnO grain nanopowder samples at elevated 
temperatures, through their interaction with hydrogen. The Raman and XRD 
characterisation techniques may provide additional/complementary information to further 
support the identification of adsorbate species present in the ZnO nanopowder samples. 
Importantly, our experiments demonstrate the influence of ZnO grain size and crystallinity 
on their interaction with hydrogen. The presence of hydrogen was not observed for highly 
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crystalline ZnO nanopowders with larger grain sizes, while for the smaller grain sized 
powders, Raman peak shifts confirm the presence of hydrogen. The presence of hydrogen 
on ZnO surfaces was found to be more prevalent on the non-polar surfaces, as supported 
by changes in the XRD patterns. Compared to our adsorption calculations, we propose that 
while ethanol and hydrogen are both reducing gases, hydrogen can only adsorb stably to 
surface O atoms, whereas ethanol can adsorb to both Zn and O atoms on the non-polar 
surfaces.  
 The experiments suggest that if the crystallinity and the grain size of the ZnO 
nanopowder sample are reduced, the presence of hydrogen at low concentrations could be 
detected. Furthermore, the relative intensity of the Raman signals may be used as a good 
indicator of the gas sensitivity of ZnO. The presence of hydrogen adsorbates and the effect 
of ZnO grain size established a benchmark for the identification of hydrogen in ZnO 
nanopowders. 
 
8.2 Future Work 
This study has raised important issues that require continued investigation and should be 
addressed in future research. Firstly, this dissertation is almost exclusively based on ab-
initio DFT calculations, which are limited by the underestimation of the calculated band 
gap of semiconductors. The use of other theoretical approaches and analyses, such as ab-
initio molecular dynamics and reaction pathway analysis, will further elucidate the ZnO 
sensing mechanism at elevated temperatures, and specifically the intermediate or transition 
state structures that are formed during the gas-surface reaction.  
Further research is required to shed light on the effect of preadsorbed surface 
species on the adsorption of nitrous oxide, ethanol and hydrogen on ZnO surfaces. The 
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effect of preadsorbed oxygen or water species needs to be investigated both theoretically 
and experimentally in order to determine their effect on the sensing mechanism.  
The modelling of true nanostructures of ZnO that will determine the effect of 
nanostructure morphology on the gas interaction also needs to be considered. A number of 
these factors are already being considered in the group of Dr. Spencer, amongst others. 
The use of a combination of in-situ and ex-situ experimental techniques for the 
characterisation of metal oxide nanostructures will provide broad results for our 
understanding of the nanostructure gas sensing performance. Different types of annealed 
ZnO nanostructures could be used for the detection of other target gases. In addition, 
doping of ZnO may improve and optimise the gas sensitivity of ZnO nanostructures.  
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