We extend the Sauer-Shelah-Perles lemma to an abstract setting that is formalized using the language of lattices. Our extension applies to all finite lattices with nonvanishing Möbius function, a rich class of lattices which includes all geometric lattices (or matroids) as a special case.
Introduction
Vapnik-Chervonenkis dimension [31, 32] , or VC dimension for short, is a combinatorial parameter of major importance in discrete and computational geometry [9, 17, 19] , statistical learning theory [7, 32] , and other areas [2, 12, 15, 20] . The VC dimension of a family of binary vectors F ⊆ {0, 1}
n is the largest cardinality of a set shattered by the family, that is, a set S ⊆ {1, . . . , n} such the projection of F into the coordinates of S is {0, 1}
S . The Sauer-Shelah-Perles lemma [27, 28, 32] states that the largest cardinality of a family on n points with VC dimension d is n 0 + · · · + n d , a bound achieved by the family {S : |S| ≤ d} (where we identify an n-bit string with its set of 1's and vice versa).
VC dimension (and the attendant Sauer-Shelah-Perles lemma) has been extended to various settings, such as non-binary vectors [1, 16, 18, 30] , integer vectors [33] , Boolean matrices with forbidden configurations [3, 4] , multivalued functions [16] , continuous spaces [25] , graph powers [8] , and ordered variants [5] . In this paper, we formulate a new generalization of VC dimension, to graded lattices, and prove a Sauer-Shelah-Perles lemma for lattices with nonvanishing Möbius function, a rich class of lattices which includes the lattice of subspaces of a finite vector space as well as all geometric lattices (flats of matroids).
VC dimension for ranked lattices One can rephrase the definition of shattering for Boolean vectors in terms of the lattice of subsets of {1, . . . , n} (see Section 2 for the relevant notations and definitions regarding lattices and the Möbius function). A family F of subsets of {1, . . . , n} shatters a set S if for all T ⊆ S, the family F contains a set A with A ∩ S = T . This definition readily generalizes to lattices (indeed, to meet-semilattices): a family F of elements in a lattice L shatters an element S ∈ L if for all T ≤ S, the family F contains an element A such that A ∧ S = T . If the lattice is ranked, then it is natural to define the VC dimension of a family as the maximum rank of an element it shatters.
Given a lattice Λ, the family has maximum size among all families of VC dimension d. Our main result in this paper generalizes this to ranked lattices with nonvanishing Möbius function:
The condition on the Möbius function is somewhat mysterious, and we do not know whether it is necessary (i.e. whether any ranked lattice that satisfies the conclusion of Theorem 1.1 has a nonvanishing Möbius function). Fortunately, there is a large class of lattices for which this condition is satisfied, namely geometric lattices. These are lattices whose elements are the flats of a finite matroid. A particularly compelling example of a geometric lattice is the lattice of all subspaces of F n q , where F q is a finite field of order q. Another example is the Boolean lattice, which is the lattice of all subsets of {1, . . . , n}; this is the setting of classical VC theory. Theorem 1.1 follows from a stronger result, whose version for the Boolean lattice is due to Pajor [26] and Aharoni and Holzman (unpublished).
If L is a ranked lattice in which µ(x, y) = 0 for all x ≤ y then every family F ⊆ L shatters at least |F | elements.
On the proof The original proofs of the Sauer-Shelah-Perles lemma used induction on n. Alon [1] and Frankl [10] gave an alternative proof using combinatorial shifting, and Frankl and Pach [11] , Anstee [3] , Gurvits [14] , Smolensky [29] , and Moran and Rashtchian [24] gave other proofs using the polynomial method. Our proof employs the polynomial method, whose use of inclusion-exclusion begets the condition on the Möbius function in our main theorems. The other proof methods -induction and shiftingseem to fail even for the particular case of subspace lattices.
Preliminaries
Posets A poset is a partially ordered set. Unless mentioned otherwise, all posets we discuss are finite. We will use ≤ to denote the partial order. An antichain is a collection of elements which are pairwise incomparable. An element x is covered by y, denoted x ⋖ y, if x < y and no element z satisfies x < z < y. We can describe a poset using its Hasse diagram, in which the edges correspond to the covering relation, and lower elements are smaller.
A meet-semilattice is a poset in which any two elements x, y have an element z ≤ x, y such that w ≤ z whenever w ≤ x, y. The element z is denoted x ∧ y, and is called the meet of x, y. The dual operation is the join x ∨ y. A poset in which any two elements have both a meet and a join is known as a lattice. The meet of all elements in a meet-semilattice is called the minimal element, denoted by 0.
A meet-semilattice is ranked if each element x is associated with a non-negative integer rank r(x), subject to the following two constraints (which completely specify the rank): r(0) = 0, and r(y) = r(x)+1 if x ⋖ y. Not every meet-semilattice can be ranked. The rank of a meet-semilattice is the maximum rank of an element. We denote the number of elements of rank d in a poset Λ by The standard example of a lattice is the Boolean lattice of all subsets of {1, . . . , n} ordered by inclusion. The meet of two elements is their intersection, and the join of two elements is their union. The rank of a subset is its cardinality.
Möbius function
The Möbius function of a finite poset is a function µ(x, y) defined for any two elements x ≤ y in the following way: µ(x, x) = 1, and for x < y,
For example, on the Boolean lattice the Möbius function is µ(x, y) = (−1) |y\x| , and on the integer lattice (the integers 1, . . . , n ordered by divisibility) the Möbius function is µ(x, y) = µ(y/x), where µ(·) is the number-theoretic Möbius function.
The Möbius function is important due to the two Möbius inversion formulas:
Lemma 2.1 (Möbius inversion). If f, g are two real-valued function on a poset then
We say that a poset has nonvanishing Möbius function if µ(x, y) = 0 for all x ≤ y in the poset. For example, the Boolean lattice has nonvanishing Möbius function, and the integer lattice has nonvanishing Möbius function iff n is squarefree.
Matroids and geometric lattices A matroid over a finite set U is a finite non-empty collection of subsets of U called indepedent sets, satisfying the following two axioms: if a set is independent, then so are all its subsets; and if A, B are independent and |A| > |B|, then there exists an element x ∈ A \ B such that B ∪ {x} is also independent.
The rank of a subset S ⊆ U is the maximum cardinality of a subset of S which is independent. The rank of a matroid is the rank of U . A flat is a subset of U whose supersets all have higher rank.
Given a matroid, we can construct a poset whose elements are all flats of the matroid, ordered by inclusion. This poset forms a ranked lattice, and a lattice formed in this way is called a geometric lattice. The rank of an element in the lattice is the rank of the corresponding flat in the matroid. Weisner's theorem implies that geometric lattices have nonvanishing Möbius functions:
For a proof, see [13, Corollary 16.3] . The collection of all subsets of {1, . . . , n} forms a matroid of rank n whose flats are all subsets of {1, . . . , n}. The corresponding geometric lattice is the Boolean lattice described above. A more interesting example of a matroid is the collection of all subsets of F n q which are linearly independent, which forms a matroid of rank n whose flats are all subspaces of F n q . The corresponding geometric lattice is called the subspace lattice of F n q .
VC theory for lattices 3.1 Definitions
In order to develop VC theory on lattices, we need to define two concepts: shattering and VC dimension. We start with the more basic concept, shattering: Definition 3.1 (Shattering). Let Λ be a meet-semilattice. A set F ⊆ Λ shatters an element y ∈ Λ if for all x ≤ y there exists an element z ∈ F such that z ∧ y = x.
We denote the set of all elements shattered by F by Str(F ).
We comment that the definition can be extended further to general posets: in this case, the condition z ∧ y = x should be understood as follows: z ∧ y exists, and equals x.
A basic property of shattering is that it is hereditary: Lemma 3.2. Let Λ be a meet-semilattice. If a set F ⊆ Λ shatters an element z ∈ Λ and y ≤ z, then F also shatters y. In other words, Str(F ) is downwards-closed.
Proof. Let x ≤ y. Since F shatters z and x ≤ z, there exists an element w ∈ F satisfying w ∧ z = x. Since y ≤ z, the same element satisfies
Having defined shattering, the definition of VC dimension is obvious:
Definition 3.3. Let Λ be a ranked meet-semilattice. The VC dimension of a non-empty set F ⊆ Λ, denoted VC(F ), is the maximum rank of an element shattered by F .
These definitions specialize to the classical ones in the case of the Boolean lattice.
Proof of the main result
Our main result is Theorem 1.2, from which all other results follow as corollaries. Let F be an arbitrary field of characteristic zero. We will prove Theorem 1.2 by giving a spanning set of size | Str(F )| for the F -dimensional vector space F[F ] of F-valued functions on F . Theorem 3.4 is then implied since the cardinality of any spanning is at least the dimension. The spanning set we will construct will consist of functions of the form given by the next definition.
In the case of the Boolean lattice, we can think of the elements of the lattice as encoded by sets S ⊆ {1, . . . , n} as well as by Boolean variables x 1 , . . . , x n . The reader can verify that
Definition 3.5 extends this idea to general posets.
We will show that F[F ] is spanned by X(Str(F )). The first step is showing that X(Λ) is a basis for F[Λ], which for the Boolean lattice just states that every function on {0, 1} n can be expressed uniquely as a multilinear polynomial:
, it suffices to show that X(Λ) is linearly independent. Consider any linear dependency of the form ℓ := x c x χ x = 0. We will show that c x = 0 for all x ∈ Λ, and so X(Λ) is linearly independent.
Arrange the elements of Λ in an order x 1 , . . . , x N such that x i < x j implies i < j. We prove that c xi = 0 by induction on i. Suppose that c xj = 0 for all j < i. Then, in particular c xj = 0 for all x j < x i and therefore
The crucial step of the proof of Theorem 3.4 is an application of (generalized) inclusion-exclusion, which shows that if F does not shatter z then χ z | F can be expressed as a linear combination of χ w | F for w < z. In the case of the Boolean lattice, the argument is as follows. Suppose that F does not shatter S, say A ∩ S = T for all A ∈ F . Then all elements of F satisfy 
|S\(T ∪R)|+1
j∈T ∪R x j .
The argument for general posets is very similar, and uses Möbius inversion:
Lemma 3.7. Suppose that z / ∈ Str(F ). There exist coefficients γ y such that for all p ∈ F ,
Proof. For an element p ∈ F , define the following two functions:
Clearly f p (x) = y≥x g p (y), and so Lemma 2.1 shows that g p (x) = y≥x µ(x, y)f p (y). Since f p (y) = 0 unless y ≤ z, we can restrict the sum to the range x ≤ y ≤ z. When y ≤ z, the condition y ≤ p ∧ z is equivalent to the condition y ≤ p, and so we conclude that
Since z / ∈ Str(F ), there exists an element x ≤ z such that p ∧ z = x for all p ∈ F . In other words, g p (x) = 0 for all p ∈ F . Therefore all p ∈ F satisfy
using the nonvanishing of the Möbius function.
We can now complete the proof, employing exactly the same argument used for the Boolean lattice. We can generalize Corollary 3.8 to arbitrary antichains to obtain a further corollary. Since A is a maximal antichain, either x ∈ A or x ≥ y for some y ∈ A. In both cases F shatters some set in A (in the second case, according to Lemma 3.2).
Next, let us show that F A does not shatter any element of A. Suppose that F A shatters some element a ∈ A. Then some x ∈ F A satisfies x ∧ a = a, that is, x ≥ a. Since x ∈ F A , we know that x < y for some y ∈ A. Put together, this implies that a < y, contradicting the fact that A is an antichain.
A final corollary is a dichotomy theorem, a direct consequence of the Sauer-Shelah-Perles lemma which is the source of many of its applications. Before describing our generalized dichotomy theorem, let us briefly describe the classical one. Let F ⊆ {0, 1}
X , where X is infinite. For every finite I ⊆ X, we can consider the projection of F to the coordinates of I, denoted F | I . The growth function of F is
The Sauer-Shelah-Perles lemma immediately implies the following polynomial versus exponential dichotomy for the growth function:
• Either VC(F ) = ∞, in which case Π F (n) = 2 n ;
For example, it implies that there is no F for which π F (n) = Θ(2 log 2 n ). We can extend this result to vector spaces (we leave extensions to more general domains to the reader). Let F q be a finite field, let X be an infinite set, let V denote the linear space of all functions v : X → F q with a finite support (i.e. v(x) = 0 for all but finitely many x ∈ X), and let L denote the (infinite) lattice of all finite dimensional subspaces of V. Let F ⊆ L be a family. For every I ∈ L, we can consider the projection F | I = {V ∩ I : V ∈ F }. The growth function of F is defined as in the classical case, with dimension replacing cardinality:
Corollary 3.8 immediately implies a dichotomy as in the classical case. In order to understand the resulting orders of growth, we need to be able to estimate
In particular, |Λ| ≥ q 
Calculation shows that the summand with highest exponent, corresponding to
This implies that
We can assume that n ≥ 1, and so nq n ≥ 2, implying that
This proves the main inequalities. The lower bound on |Λ| follows from taking m = ⌊n/2⌋.
Combining the lemma with Corollary 3.8 specialized to the subspace lattice, we immediately obtain the following dichotomy theorem: Theorem 3.11. For every family F ⊆ L, exactly one of the following holds:
Concluding remarks
The idea of VC dimension has found many applications in mathematics and computer science, and has been studied extensively. We believe that our generalization also merits study on its own right. Theorem 3.4 shows that the Sauer-Shelah-Perles lemma extends to our generalized setting. What other properties extend? One place to initiate such a study is sets with small VC dimension. An explicit description of all sets of VC dimension 1 exists in the classical case: they correspond to forests [6, 21] . In particular, every set of VC dimension 1 can be extended to a set of size n + 1 without increasing the VC dimension. The same does not hold in the case of vector spaces, as the following example shows: Proof. Let us start by noting that |U | = q n−1 and so |F n q \ U | contains q n − q n−1 = (q − 1)q n−1 vectors, all of them non-zero. Since every one-dimensional vector space contains q − 1 non-zero vectors, we see that there are q n−1 different one-dimensional vectors spaces of the form x for x / ∈ U . This implies that |F | = q n−1 + 2. Next, let us show that VC(F ) = 1. Since F clearly shatters x for any x / ∈ U , it suffices to show that F does not shatter any two-dimensional subspace. Indeed, if dim Q = 2, then Q must intersect U at some non-zero vector x. By construction, if V ∩ Q ∋ x for some V ∈ F then V = F n q . It follows that V ∩ Q = x , and so F does not shatter Q.
Finally, let us show that VC(F ∪ {V }) ≥ 2 for any V / ∈ F . Notice first that V must contain some non-zero vector u ∈ U . If dim V = 1 then this is clear, and otherwise it follows from the fact that any subspace of dimension at least 2 intersects U non-trivially. It is easy to see that F n q \ U spans all of F n q , and so there must be some vector w / ∈ U which is missing from V . We claim that F ∪ {V } shatters u, w , and so VC(F ∪ {V }) ≥ 2. First, 0 ∧ u, w = 0 and F n q ∧ u, w = u, w . Every other subspace of u, w is a one-dimensional subspace x . If x / ∈ U then x ∈ F , and otherwise x = u , in which case V ∧ u, w = u . This shows that F ∪ {V } indeed shatters u, w .
Can we describe all inclusion-maximal sets of VC dimension 1? What can we say about shatteringextremal systems of small VC dimension [21] [22] [23] ? We leave these questions for future work.
