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FORMALITY AND LUSZTIG’S GENERALIZED SPRINGER
CORRESPONDENCE
LAURA RIDER AND AMBER RUSSELL
Abstract. We prove a derived equivalence between each block of the derived
category of sheaves on the nilpotent cone and the category of differential graded
modules over a degeneration of Lusztig’s graded Hecke algebra. Along the
way, we construct and study a mixed version of the geometric category. This
work can be viewed as giving a derived version of the generalized Springer
correspondence.
1. Introduction and Review of the generalized Springer
correspondence
Let G be a connected, reductive algebraic group defined over an algebraically
closed field of good characteristic, and let N denote its nilpotent cone. In this
note, we complete the description of DbG(N ), the G-equivariant derived category
of sheaves on the nilpotent cone as initiated in [R]. Lusztig’s generalized Springer
correspondence relates PervG(N ), the category of perverse sheaves on N , to rela-
tive Weyl group representations. We extend this to a derived equivalence between
DbG(N ) and the (perfect) derived category of differential graded (dg) modules for
the associated Ext-algebra. This completes the proof of a version of the Soergel–
Lunts conjecture (see [Lu, So]) for the nilpotent cone.
The category PervG(N ) is semisimple. However, two irreducible perverse sheaves
S and S′ may have “geometric” extensions between them, i.e. Homi(S, S′) need
not equal 0 for i > 0. In [L1], Lusztig classified the irreducible perverse sheaves
on N in terms of cuspidal data for G: each is a summand of a unique Lusztig
sheaf Ac, the parabolic induction of some simple cuspidal perverse sheaf for a Levi
subgroup of G. In fact, Homi(S, S′) 6= 0 if and only if S and S′ are both summands
of the same Lusztig sheaf. Hence, we have an orthogonal decomposition of the G-
equivariant derived category according to Lusztig’s classification of cuspidal data c
up to G-conjugacy
(1.1) DbG(N )
∼=
⊕
c/∼
DbG(N ,Ac), [RR, Theorem 3.5],
where DbG(N ,Ac) denotes the triangulated subcategory of D
b
G(N ) generated by the
summands of Ac. Recently, several examples of related orthogonal decompositions
have appeared. Achar, Henderson, Juteau, and Riche have made progress in the
modular case [AHJR], Lusztig and Yun have proved an orthogonal decomposition
for Z/m-graded Lie algebras in [LY], and Gunningham has proved an orthogonal
decomposition in the setting of equivariant D-modules on the Lie algebra in [G].
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Now we consider the Springer block. The perverse sheaves in the Springer corre-
spondence occur as summands of what is known as the Springer sheaf, denoted A.
This is the Lusztig sheaf for the cuspidal datum when the Levi is a maximal torus.
Let W be the Weyl group of G, T be a maximal torus in G, and t = Lie(T ). Con-
sider the graded algebra A = Hom•(A,A) isomorphic to a smash product algebra,
Qℓ[W ]# St
* (see [DR2, Kw] for defintion and details). In degree 0, this reduces to
the ring isomorphism End(A) ∼= Qℓ[W ] which yields the Springer correspondence
linking the simple summands of A to irreducible W representations, see [BM1, L1].
Regard A as a dg-algebra with trivial differential. In [R], the first author proves
that the Springer correspondence extends to an equivalence of derived categories
DbG(N ,A) ∼= DG(A).
There are many obstructions to constructing a triangulated functor DbG(N ,A) →
DG(A) directly. For one thing, objects in DbG(N ,A) are not complexes of sheaves.
To overcome this difficulty, we construct and study a graded version of DbG(N ,A)
built from Deligne’s category of mixed ℓ-adic sheaves. This construction requires
that Frobenius acts on Homi(A,A) as multiplication by qi/2. This allows a proof of
formality for an intermediate dg-algebra which is quasi-isomorphic to A. Another
important component of the proof is that the category from which the Springer
sheaf is induced, DbT (pt), is known to be formal by [BL]. We use this category as
a sort of dg-enhancement to DbG(N ,A). This equivalence gives a description of one
block in the orthogonal decomposition (1.1) of DbG(N ).
Our present goal is to give a similar description for the other blocks in the de-
composition. To that end, fix a cuspidal datum c = (L,OL, C) (see Defintion 2.2)
and let W (L) = NG(L)/L. Let Z(L)
◦ be the identity component of the center
of L and z = Lie(Z(L)◦). Then W (L) is a Weyl group ([L0, Theorem 5.9]) and
W (L) acts on z by the reflection representation. Now, we consider the dg-algebra
Ac = Hom
•(Ac,Ac). Lusztig’s work implies this algebra is isomorphic to a de-
generation of the graded Hecke algebra from [L3]: Ac ∼= Qℓ[W (L)]#Sz
∗ (see [K,
Theorem 3.1] for a proof of this isomorphism). In degree 0, this reduces to an iso-
morphism End(Ac) ∼= Qℓ[W (L)] proven in [L1] which yields Lusztig’s generalized
Springer correspondence: a bijection between the simple summands of Ac (up to
isomorphism) and irreducible W (L) representations. In the present note, we prove
the derived equivalence (see Theorem 4.3):
DbG(N ,Ac)
∼= DG(Ac).
We follow the procedure as in [R] but must address the added complication of Ac
arising from a non-constant local system. In particular, we construct in Theorem
4.1 a graded version of DbG(N ).
The problem of extending Lusztig’s generalized Springer correspondence is also
considered by Gunningham in [G]. However, [G] relies on tools from the setting
of infinity categories. Furthermore, Gunningham focuses on the category of D-
modules as opposed to constructible complexes. This approach allows deduction of
an equivalence without considering Deligne’s mixed sheaves and formality.
We expect that similar techniques can be applied in the setting of K-orbits on
the flag variety G/B, since in this setting, general perverse sheaves are obtained
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by an induction-type procedure from some cuspidal ones which are known to be
clean.1
Organization. The paper is organized as follows. In Section 2, we review the
setup required to study Lusztig’s generalized Springer correspondence. We also
prove formality directly for a cuspidal block (see Proposition 2.4). In Section 3, we
study the Frobenius action on Homi(Ac,Ac) (see Propositions 3.3 and 3.5). This
is the key ingredient in the construction of the mixed/graded version of DbG(N ,Ac)
(see Theorem 4.1). Then we prove a mixed version of the generalized Springer
correspondence, Theorem 4.2, and finally our main result, Theorem 4.3.
2. Preliminaries
2.1. Notation. We fix an algebraically closed field k of positive characteristic. All
varieties we consider are defined over k except in Section 3 when we need to employ
mixed sheaves as developed in [De] and [BBD, Section 5]. For an action of an
algebraic group G on a variety X , we consider the categories, denoted PervG(X) ⊂
DbG(X), of G-equivariant perverse sheaves on X and the G-equivariant (bounded)
derived category of sheaves on X . See [BL] for background and definitions related
to these categories. All of our sheaves will have Qℓ coefficients. For F,G ∈ D
b
G(X),
we let Homi(F,G) := HomDb
G
(X)(F,G[i]). All sheaf functors are understood to be
derived. We denote the constant sheaf on X by QℓX or just Qℓ when there is no
ambiguity. Let j : O →֒ X be an inclusion of a locally closed smooth subset and
let L be an irreducible local system on O. Then the intermediate extension of L to
X , denoted IC(O,L) := j!∗L[dimO], is a simple perverse sheaf on X . We denote
by D the verdier duality functor preserving the category of perverse sheaves. For a
local system L, we let L∗ denote the local system given by RHom(L,Qℓ).
Our main theorem relates a geometric derived category to an algebraic category
of differential graded modules. For a differential graded (or dg from now on) algebra
A, we will consider the derived category of finitely generated dg-modules denoted
by DG(A). See [BL] for definitions.
2.2. Induction and Restriction Functors. Let G be a connected, reductive
algebraic group defined over k of good characteristic. We consider N , its nilpotent
cone with the adjoint G-action. Let P be a parabolic subgroup of G with Levi
decomposition P = LUP . We denote by NL the nilpotent cone for L and uP =
Lie(UP ). We consider the following G-varieties and G-maps
N˜P := G×P (uP +NL) and CP := G×
P NL,
N
µ
←− N˜P
π
−→ CP .
The variety N˜P is called a partial resolution of N and is studied in [BM2]. Note
that µ is proper and π is smooth of relative dimension dP = dimUP , so we have
µ! ∼= µ∗ and π
! = π∗[2dP ](dP ). We consider the following functors
IGP = µ!π
∗[dP ](
dP
2 )
∼= µ∗π
![−dP ](
−dP
2 ),
RGP = π∗µ
![−dP ](
−dP
2 ), R˜
G
P = π!µ
∗[dP ](
dP
2 ),
(2.1)
which we will refer to as induction and restriction functors. We have adjoint pairs
(IGP ,R
G
P ) and (R˜
G
P , I
G
P ). Lusztig proves that the functors I
G
P , R
G
P , and R˜
G
P are
1This suggestion was communicated to the first author by W. Soergel.
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exact with respect to the perverse t-structure. See [L2, Theorem 4.4] or for more
general coefficient rings (Noetherian commutative ring of finite global dimension),
see [AHR, Proposition 4.7]. The notation (i) for a half-integer i indicates a Tate
twist ; see Section 3. We include the Tate twist in the definition of these functors
in anticipation of when we apply them in the mixed setting in Section 3. With the
above twists, the functors IGP ,R
G
P , and R˜
G
P preserve weights.
Remark 2.1. Let H be a closed subgroup of G, with dH = dimH and dG =
dimG. Let X be an H-space, and ν : X →֒ G ×H X . Then equivariant induction
equivalence is given by ν∗◦ForGH : D
b
G(G×
HX)→ DbH(X), [BL, 2.6.3]. This functor
is exact with respect to the constructible t-structure, and its shift by dH − dG
preserves the perverse t-structure ([BL, 5.1]). Let V denote the inverse. Obviously,
ν! ◦ ForGH : D
b
G(G×
H X)→ DbH(X) is also an equivalence, though now it does not
preserve the constructible t-structure. The two are related by ν∗ ∼= ν![2(dG− dH)].
Hence, the inverse to ν! is isomorphic to V[2(dH −dG)] (or V[2(dH −dG)](dH −dG)
in the mixed setting).
Since UP acts trivially on NL and is contractible, Remark 2.1 gives an equiv-
alence of categories DbG(CP )
∼= DbL(NL). Thus, often we will think of the induc-
tion (respectively, restriction) functor as having domain (respectively, codomain)
DbL(NL):
IGP : D
b
L(NL)→ D
b
G(N ) and R
G
P , R˜
G
P : D
b
G(N )→ D
b
L(NL).
2.3. Formality for a Cuspidal Block.
Definition 2.2. A simple perverse sheaf IC(O, C) ∈ DbG(N ) is called G-cuspidal if
RGP (IC(O, C)) = 0 for all proper parabolics P in G. A cuspidal datum for G is a
tuple c = (L,OL, C) where L is a Levi subgroup of G, OL is an L-orbit in NL so
that IC(OL, C) is L-cuspidal. We say two cuspidal data c and c′ are equivalent if
they are conjugate in G, and in this case, we write c ∼ c′.
Associated to each cuspidal datum c = (L,OL, C) is the semisimple perverse
sheaf Ac = IGP (IC(OL, C))[dP ](
dP
2 ), which we refer to as a Lusztig sheaf. We will
often work with the triangulated subcategory of DbG(N ) generated by the simple
summands of Ac which we denote by D
b
G(N ,Ac). We call a block D
b
G(N ,Ac) in
the orthogonal decomposition of (1.1) cuspidal if c = (G,OG, C) and so, Ac =
IC(OG, C) is a simple perverse sheaf, which we denote by ICc. Let j : OG →֒ N
be the inclusion. A cuspidal simple perverse sheaf is clean, which means that
ICc ∼= j!C[dimOG] ∼= j∗C[dimOG]. (Cleanness for cuspidals is due to Lusztig. See
[RR, Proposition 4.2] for a proof.)
The following lemma can be deduced from Lusztig [L3]. A proof of the statement
(along with a study of the Frobenius action) can be found in [RR, Lemma 4.4].
However, the Ext computation given there assumes that the cuspidal local system
is rank one, which is not always true. Cuspidal local systems are rank one in every
simple type except type D, where their rank can be a power of 2.
Lemma 2.3. Let c = (G,OG, C) and so, Ac = IC(OG, C). We have an isomor-
phism Ac ∼= Sz
∗, where z = Lie(Z(G)◦).
Proof. We begin as in [RR, Lemma 4.4] to get Hom•(ICc, ICc) ∼= H
•
G(OG, C ⊗ C
∨).
Let pt ∈ OG. Then OG = G · pt ∼= G ×S pt where S denotes the centralizer in
G of pt, and S◦ denotes its identity component. Then equivariant induction gives
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H•G(OG, C⊗C
∨) ∼= H•S(pt, (C⊗C
∨)pt). The stalk E := Cpt is naturally an irreducible
representation of S/S◦. Recall Z(G)◦ denotes the identity component of the center
of G. Now we apply an argument similar to [L3, 1.12 (b)]:
H•S(pt,E⊗ E
∗) ∼= (H•S◦(pt,E⊗ E
∗))S/S
◦
, by [L3, 1.9],
∼= (H•Z(G)◦(pt,E⊗ E
∗))S/S
◦
, S◦/Z(G)◦ is unipotent, [L1, Prop. 2.8],
∼= (H•Z(G)◦(pt)⊗ E⊗ E
∗)S/S
◦
, Z(G)◦ acts trivially on E
∼= H•Z(G)◦(pt)⊗ (E⊗ E
∗)S/S
◦
, S/S◦ acts trivially on z,
∼= H•Z(G)◦(pt), (E⊗ E
∗)S/S
◦ ∼= Qℓ.

The following proposition establishes formality for a cuspidal block DbG(N , ICc).
Understanding the cuspidal case will be instrumental in proving formality in the
other cases.
Proposition 2.4. There is an equivalence DbG(N , ICc)
∼= DbZ(pt), where Z =
Z(G)◦. In particular, a cuspidal block is formal.
Proof. Let pt ∈ OG. Then OG = G·pt ∼= G×Spt where S denotes the centralizer in
G of pt, and S◦ denotes its identity component. First, since the nilpotent orbit OG
supports a cuspidal local system, the group S◦/Z is unipotent by [L1, Proposition
2.8]. This implies we have an equivalence DbS◦(pt)
∼= DbZ(pt). Our proof proceeds
by the following sequence of equivalences:
DbS◦(pt)
For
←− DbS(pt, triv)
A
→ DbG(OG, triv)
−⊗C
−→ DbG(OG, C)
j!→ DbG(N , ICc).
Arrow A is the perverse shift of equivariant induction equivalence restricted to the
triangulated subcategory generated by the trivial representation of S/S◦. To see
that the above functors indeed give equivalences, we simply note that they all take
the (only) simple object to the next (hence, each equivalence is exact with respect
to the perverse t-structure), and that End• of these simple objects coincides in
all categories. This is outlined in the proof of computing the Frobenius action in
[RR, Lemma 4.4] and Lemma 2.3. Exactness of j! restricted to this subcategory
is implied by cleanness of C. Formality for torus-equivariant sheaves on a point
follows from [BL, 12.4.6]. 
3. Frobenius Actions
In what follows, we must employ mixed sheaves as developed in [BBD, Section
5]. Our schemes/varieties are defined over the fields Fq and F¯q. We follow the
convention of [BBD]: the index ◦ denotes an object defined over Fq, while removal
of the index ◦ indicates the extension of scalars to F¯q. IfX◦ is a scheme over Fq, then
X := X◦×SpecFq SpecF¯q, and there is an extension of scalars functor η : D
b
c (X◦)→
Dbc (X). On X◦, we will only consider sheaves in the triangulated subcategory
of mixed complexes Dbm(X◦) ⊂ D
b
c (X◦). See [BBD, 5.1.5] for a definition and
properties. When a groupG◦ acts onX◦, we will consider the mixed G◦-equivariant
derived category, but will suppress the ◦ index on the G in our notation: DbG,m(X◦).
For F◦ ∈ Dbm(X◦), the extension to F¯q is endowed with an isomorphism F
∼
→ Fr∗F
where Fr : X → X is the Frobenius map. We denote by Homi(F,F′) the vector
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space HomiDb
c
(X)(F,F
′) endowed with the action of Frobenius induced from the Fq
structure of F◦ and F
′
◦. We also need notation to denote Tate twist: F◦(i) denotes
tensor product of F◦ with the ith power of the Tate sheaf.
Let G◦ be a connected, reductive algebraic group split over Fq. We also con-
sider Fq-versions of other varieties appearing in previous sections with the obvious
notation. We assume that Fq is large enough (by taking a finite field extension if
necessary) so that all nilpotent G◦ orbits have geometric points.
3.1. A choice of mixed cuspidal local systems. Suppose IC(O,L) isG-cuspidal.
Fix a closed, Frobenius fixed point x ∈ O. By [Sp, Proposition 12.1.2], the
group Z◦ = (ZG(x))◦, an Fq-version of the centralizer of x in G, is defined and
O◦ = G◦ · x = G◦ ×Z◦ {x}. Similarly, [Sp, Proposition 12.1.1] implies the identity
component Zo◦ is defined, so we let O˜◦ := G◦ ×Zo {x}. Then there is an obvi-
ous morphism π : O˜◦ → O◦ which is a finite, e´tale covering, with covering group
Z◦/Z
o
◦
∼= π
G,e´t
1 (O). In particular, π is proper and small. We define the local system
R◦ := π!QℓO˜◦
. It is pure of weight 0 since it is the proper push-foward of QℓO˜◦
,
[BBD, 5.1.14]. Although R◦ need not be semisimple, the local system η(R◦) = R
is semisimple by [BBD, Theorem 5.3.8] and it corresponds to the regular represen-
tation of πG,e´t1 (O). Moreover, we have a short exact sequence:
0→ Hom(S, S′)Fr → Hom
1
Db
G,m
(O◦)
(S, S′)→ Hom1(S, S′)Fr → 0
for any two S, S′ ∈ DbG,m(O◦). For simple perverse sheaves S and S
′ with ηS 6∼=
ηS′ in DbG(O), the first term vanishes since it is a quotient of the vector space
HomDb
G
(O)(ηS, ηS
′) which is trivial by Schur’s lemma. Similarly, the last term
vanishes since the G-equivariant cohomology of a nilpotent orbit is concentrated
in even degrees. Hence, for each irreducible representation χ of πG,e´t1 (O), there is
a summand Lχ◦ ⊗ En with η(L
χ
◦ ) ∼= Lχ and En a Qℓ vector space of dimension
rank(Lχ) with possibly non-trivial, but unipotent Galois action, so there is an
injection Lχ◦ →֒ L
χ
◦ ⊗ En →֒ R◦, where Frobenius acts trivially on L
χ
◦ . Similarly,
for any cuspidal datum (L,OL, C), there exists a choice of local system C◦ which
has trivial Frobenius action. We fix this choice once and for all for each cuspidal
datum. This allows us to define specific Fq-versions of ICc and Ac for a general
cuspidal datum c. Moreover, we note that Ac◦ is pure of weight 0 since IGP preserves
weights.
Lemma 3.1. Any Fq-version C◦ of a cuspidal local system C is clean.
Proof. Let IC◦ be the IC-extension of C◦, and let S◦ be any simple perverse sheaf
in DbG,m(N◦) so that η(S◦) 6
∼= η(IC◦). Denote by T the triangulated subcategory of
DbG,m(N◦) generated by all simple perverse sheaves S
′
◦ with η(S
′
◦)
∼= η(IC◦). We
have the following short exact sequences
0→ Homi−1(S, S′)Fr → Hom
i
Db
G,m
(N◦)
(S◦, S
′
◦)→ Hom
i(S, S′)Fr → 0
0→ Homi−1(S′, S)Fr → Hom
i
Db
G,m
(N◦)
(S′◦, S)→ Hom
i(S′, S)Fr → 0.
The first and third term vanish in each short exact sequence by [RR, Theorem
3.5], so the middle term vanishes as well. Hence, T is orthogonal to the ‘rest’
of DbG,m(N◦). In particular, T contains no simple perverse sheaves with support
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strictly smaller than IC◦. Hence, the proof of [RR, Proposition 4.2] applies without
change. 
Remark 3.2. The technique in the proof of Lemma 3.1 implies an orthogonal de-
composition of DbG,m(N◦) similar to [RR, Theorem 3.5] where each piece in the
decomposition corresponds to a single cuspidal datum. However, in the mixed set-
ting, it is likely that each of these pieces can be refined further according to the
Galois action.
3.2. Semisimplicity of Frobenius. Fix a cuspidal datum c = (L,OL, C) with
Lusztig sheaf Ac and parabolic subgroup P . To study the Frobenius action on
Hom(Ac,◦,Ac,◦), we use its relationship with the cohomology of a generalized Stein-
berg variety, Z◦ = N˜P◦ ×N◦ N˜
P
◦ . For the rest of this section, we let S◦ = V ICc◦,
and S¯◦ = VD ICc◦. Consider the composition
(3.1) τ : N˜P◦ ×N◦ N˜
P
◦
i
→֒ N˜P◦ × N˜
P
◦
π×π
−→ CP,◦ × CP,◦.
In the following proposition, we compute the dimension of H0G(Z◦, τ
!S¯◦⊠S◦). Con-
sider the partial flag variety G◦/P◦. Let WL be the Weyl group of the Levi L.
Then the G◦-orbits in G◦/P◦ × G◦/P◦ are in bijection with coset representatives
WL\W/WL. Since G◦ is split, this is defined over Fq. Consider the following
diagram:
Zw := ̟
−1(Ow) Z
Ow G/P ×G/P
pt
̟
ιw
̟
According to [DR1], the irreducible components of Z◦ are exactly the closures of
Zw,◦, and so are in bijection with G◦ orbits of G◦/P◦ × G◦/P◦, and hence with
coset representatives WL\W/WL. We call a G◦-orbit Ow,◦ of G◦/P◦ ×G◦/P◦ good
if there is (P ′, P ′′) ∈ Ow,◦ such that P ′ and P ′′ share a Levi subgroup. Similarly, we
say that a double coset w ∈ WL\W/WL is good or an irreducible component Zw,◦
is good if w corresponds to a good G◦-orbit of G◦/P◦ × G◦/P◦. Lusztig proves in
[L0, Section 5] that the set of good cosets inWL\W/WL identifies with the Coxeter
group W (L). Note that Lusztig uses the term “distinguished” in [L0] instead of
“good”.
The proof of the following Proposition is strongly influenced by [L3, Proposition
4.7], but Lusztig’s proof doesn’t apply directly in our situation. In order to get
that the vector space (in his case, equivariant homology) decomposes according to
the irreducible components, Lusztig uses that the algebra has cohomology only in
even degrees. Of course, this is true for Hom•(Ac,Ac), but in the mixed setting
Hom1Db
G,m
(N )(Ac◦,Ac◦) 6= 0.
Proposition 3.3. Let Z◦ be as above. Then, H
0(Zw◦, ι
!
wτ
!S¯ ⊠ S) = 0 when
w is bad and is isomorphic to Hom(ICc◦, ICc◦) when w is good. In particular,
dimH0(Z◦, τ
!S¯ ⊠ S) = |W (L)|.
Proof. Throughout, we work in the mixed derived category. For simplicity of no-
tation, we drop the subscript ◦.
8 LAURA RIDER AND AMBER RUSSELL
First we compute the (shriek) restrictions to the irreducible components. We
apply an approach similar to [RR, Proposition 3.2], and recall the setup. Let n ∈ G
so that (1) L and nLn−1 share a maximal torus and (2) the point (P, nP ) is in the
G-orbit of G/P×G/P corresponding to w. Let Z(n) := ̟−1((P, nP )) ∼= NP ∩NP ′ .
Recall the following commutative diagram from [RR, Proposition 3.2] where
L′ = nLn−1, P ′ = nPn−1, f : CP ′
∼
→ CP , and E = NP ′∩L ×NL∩L′ NP∩L′ .
Z CP × CP CP × CP ′
NL ×NL′
Z(n) NP ∩ NP ′ E
τ ∼
∼ α
ιn
ν1 × ν2
∆
Let S′ = f∗S. The map α is smooth of relative dimension dP∩P ′ = dimUP∩P ′ ,
hence α∗[2dP∩P ′ ](dP∩P ′) ∼= α
!. Now we apply a special case of Braden’s hyperbolic
localization: equation (1) in [Br, Section 3]. In the diagram below, we let the
multiplicative group Gm act on all varieties with compatible positive weights. Let
e : {(0, 0)} →֒ E be the inclusion of the fixed point of this action, and let ℓ : E →
{(0, 0)} be the map that sends every point to its limit.
{0} {(0, 0)}
NP ∩ NP ′ E
b
=
α
ℓa e
Then hyperbolic localization implies that we have isomorphisms e! ∼= ℓ! and a! ∼= b
!.
Furthermore, the diagram commutes. Combining these, we see that a!α
! ∼= b!α! ∼=
e! ∼= ℓ!. By applying Verdier duality and since α is smooth, we also have
(3.2) a∗α
! ∼= ℓ∗[2dP∩P ′ ](dP∩P ′).
Recall from [DR1, Theorem 3.1] that Zw ∼= G ×P∩P
′
NP ∩ NP ′ . Consider the
map ν3 : NP ∩ NP ′ →֒ Zw. Equivariant induction gives
HiG(Zw, ι
!
wτ
!(S¯ ⊠ S)) ∼= HomiDb
P∩P ′
(Z(n))(ν
!
3Qℓ, ν
!
3ι
!
wτ
!(S¯ ⊠ S)).
Furthermore by Remark 2.1, we have that ν!3Qℓ
∼= Qℓ[−2d1](−d1), where d1 =
dimG− dimP ∩ P ′. Since the diagram commutes, we have that
(3.3) HiG(Zw, ι
!
wτ
!(S¯ ⊠ S)) ∼= HiP∩P ′(Z(n), α
!∆!(ν1 × ν2)
!(S¯ ⊠ S′)[2d1](d1)).
Step 1: If w is bad, H0G(Zw◦, ι
!
wτ
!S¯ ⊠ S) = 0.
Assume that w is bad. Then, the parabolics P and P ′ = nPn−1 do not share a
common Levi. Hence, P ′ ∩L×P ∩L′ is a proper parabolic subgroup of L×L′. In
this case, an argument Verdier dual to [RR, Proposition 3.2] implies that ℓ∗∆
!(ν ×
ν′)!S¯⊠S′ = 0. Hence, hyperbolic localization implies that a∗α
!∆!(ν×ν′)!S¯⊠S′ = 0.
Finally, (3.3) yields Step 1.
Step 2: If w is good, H0G(Zw◦, ι
!
wτ
!S¯ ⊠ S) ∼= Hom(ICc, ICc). Now we assume
that w is good. Then, the parabolics P and P ′ = nPn−1 share the Levi L. In this
case, we see that E = NL and the above diagram becomes
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Z CP × CP CP × CP ′
NL ×NL
Z(n) NP ∩NP ′ NL = E
τ ∼
∼ α
ιn
ν1 × ν2
∆
Recall that a : Z(n) → pt and ℓ : NL → pt. We also have that ν!1(S¯)
∼=
(D ICc)[−2dP ](−dP ) and ν!2(S
′) ∼= ICc[−2dP ](−dP ) by Remark 2.1. Furthermore,
−4dP + 2d1 = −2dP∩P ′ . Thus,
a∗α
!∆!(ν1 × ν2)
!(S¯ ⊠ S′)[2d1](d1) ∼= a∗α
!∆!(D ICc⊠ ICc)[−4dP + 2d1](−2dP + d1)
which is isomorphic to ℓ∗(RHom(ICc, ICc)). Finally, (3.3) yields Step 2.
Step 3: Replace cohomology with cohomology with compact support so that the
coefficient is a constructible sheaf.
We make the following renormalizations of S and S¯ to ease calculations. Let
Q := S[dp](
dp
2 ). This is a (simple) perverse sheaf, pure of weight 0 with Verdier
dual DQ ∼= S¯[dp](
dp
2 ). We also let F denote S[− dimOL](
− dimOL
2 ) and F¯ denote
S¯[− dimOL](
− dimOL
2 ). These are both pure of weight 0 and in the constructible
t-structure by cleanness of C. Furthermore, note that Ac = µ!π∗Q[dp](
dp
2 ).
First, [CG, 8.6.4], H0G(Z, τ
!S¯ ⊠ S) ∼= HomDb
G
(N )(Ac,Ac), and this is isomorphic
to degree 0 morphisms in the non-equivariant derived category HomDbc (N )(Ac,Ac),
which is isomorphic to HomDbc (N )(Ac[m](n),Ac[m](n)) for any m,n ∈ Z. Thus,
H0G(Z, τ
!S¯⊠S) is isomorphic to HomDbc (N )(µ!π
∗Q,µ!π
∗Q). Let d2 = 2dP +dimOL.
For clarity, we extend (3.1) to the diagram below.
(3.4)
Z N˜P × N˜P CP × CP
N N ×N
pt
µ12
i
µ×µ
π×π
a
∆
To finish step (1), we use the following chain of isomorphisms
HomDbc (N )(µ!π
∗Q,µ!π
∗Q)
∼= H0(N ,D(µ!π
∗Q)⊗! (µ!π
∗Q)
∼= H0(N ,∆!(µ× µ)!(π × π)
∗((DQ)⊠Q)[2dP ](dP ))
∼= Hom(∆∗(µ× µ)!(π × π)
∗Q⊠ (DQ)[2dP ](4dB + dP ), ωN )
∼= Hom(µ12!i
∗(π × π)∗(F ⊠ F¯ [2d2](d2 + 2dB)), ωN )
∼= Hom−2d2(a!µ12!i
∗(π × π)∗(F ⊠ F¯)(d2 + 2dB),Qℓpt)
∼= H2d2c (Z, i
∗(π × π)∗(F ⊠ F¯)(d2 + 2dB))
∗.
10 LAURA RIDER AND AMBER RUSSELL
Here, [CG, 8.3.16] implies the first isomorphism. The second follows from
definition of ⊗! along with the identification D(µ!π∗Q) ∼= µ!π∗(DQ)[2dP ](dP )
using properness of µ and smoothness of π. The third uses the isomorphism
Hom(A,B) ∼= Hom(DB,DA). The fourth is by base change for diagram (3.4)
and renormalization. Lastly, the fifth uses ωN = a
!Qℓpt
and adjunction.
Note that i∗(π× π)∗(F ⊠ F¯)(d2 +2dB) is a constructible sheaf since the functor
i∗(π × π)∗(d2 + 2dB) is exact with respect to the constructible t-structure.
Step 4: H0G(Z, τ
!S¯⊠S) ∼=
⊕
w H
0
G(Zw◦, ι
!
wτ
!S¯⊠S).We’ll prove the corresponding
statement for (non-equivariant) cohomology with compact support: H2d2c (Z, i
∗(π×
π)∗(F ⊠ F¯)(d2 + 2dB))∗. Let Zc := (G×P (OL + uP )×N (G×P (OL + uP ). This
is a closed subvariety of Z and [DR1, Corollary 2.5] implies it has dimension at
most d2. For w = id, we have Zw ∩ Zc ∼= G ×P (OL + uP ) which has dimension
equal to d2, so we see that Z
c has dimension d2. Note that the constructible sheaf
G := i∗(π × π)∗(F ⊠ F¯)(d2 + 2dB) has support contained within Zc, so using the
open/closed long exact sequence, we see that Hic(Z,G) ∼= H
i
c(Z
c,G) for all i. In
particular, H2d2c (Z
c,G) ∼= H2d2c (Z,G) decomposes according to the dimension d2
irreducible components of Zc since Zc has dimension d2. Now, it is clear that
Zc = ∪wZc ∩Zw. Furthermore, we know by Step 1, that our cohomology vanishes
along Zc ∩ Zw for w bad. Recall the notation from Step 2. Using [DR1, Lemma
2.2], for w good, we have Zc ∩ Zw = G×
P∩P ′ (OL + uP ∩ uP ′). This is irreducible
so its closure is an irreducible component of Zc, and it has dimension d2. Finally,
summing over all w good, we see that the cohomology has dimension equal to
|W (L)|. 
Remark 3.4. We note that the proof of the above theorem did not rely in any way
on the choice of Fq-version of the cuspidal local system. In particular, one should be
able to use the techniques in Propositions 3.3 and 3.5 to show that the induction
and restriction functors preserve semisimple Frobenius actions, and so satisify a
version of the standard conjectures. See [Mi, Proposition 1.15], for instance.
Proposition 3.5. The Frobenius action on Homi(Ac,Ac(
i
2 )) is trivial and Ac is
semisimple.
Proof. First assume i = 0. The argument in [CG, 8.6.4] implies we have an isomor-
phism HomDb
m
(N◦)(Ac◦,Ac◦)
∼= H0(Z◦, τ !S¯⊠S). By [BBD, 5.1.2.5], we have a short
exact sequence relating the Frobenius coinvariants and invariants to morphisms in
Dbm(N◦)
0→ Hom−1(Ac,Ac)Fr → HomDb
m
(N◦)(Ac◦,Ac◦)→ Hom(Ac,Ac)
Fr → 0.
Since Ac is perverse, we see that Hom
−1(Ac,Ac) = 0. Hence, there is an isomor-
phism HomDb
m
(N◦)(Ac◦,Ac◦)
∼= Hom(Ac,Ac)Fr. Furthermore, we have an injection
Hom(Ac,Ac)
Fr →֒ Hom(Ac,Ac). Finally, this injection must be equality since the
dimensions of HomDb
m
(N◦)(Ac◦,Ac◦) and Hom(Ac,Ac) are both |W (L)| by Propo-
sition 3.3 and [L1].
To see Ac is semisimple, we simply note that the argument after the proof of [R,
Lemma 5.3] applies replacing the role of W with W (L).
Finally, recall that we have an adjoint pair of functors (IGP ,R
G
P ). Hence, the
above argument implies HomDb
L
(NL◦)(IC◦,R
G
P I
G
P IC◦) also has dimension |W (L)|.
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Hence RGP I
G
P IC◦ is isomorphic to a direct sum of |W (L)|-many copies of IC◦. Ad-
junction gives the first isomorphism and Lemma 2.3 gives the second isomorphism:
Homi(Ac◦,Ac◦) ∼=
⊕
W (L)Hom
i(ICc◦, ICc◦) ∼=
⊕
W (L)H
i
Z(L)◦(pt). Finally, it is
well-known that Frobenius acts on HiZ(L)◦(pt) as multiplication by q
i/2, and so
Frobenius acts on Homi(Ac◦,Ac◦(
i
2 )) trivially. 
4. Mixed and Derived Versions of the Generalized Springer
Correspondence
Fix a cuspidal datum c = (L,OL, C). Our goal is to define and study a mixed
version of the triangulated category DbG(N ,Ac). Instead of recording full proofs
here, we apply the construction and proofs in [R, Sections 5, 6, Appendix] to our
setting with the following replacements:
• the Springer sheaf A with the Lusztig sheaf Ac
• the Weyl group W with the relative Weyl group W (L)
• the G-equivariant cohomology of the flag variety HG(G/B) ∼= St* (denoted
Sh∗ in [R]) with HL(OL) ∼= Sz
∗, the L-equivariant cohomology of the nilpo-
tent orbit OL that supports the cuspidal local system C
• the category DbG(G/B)
∼= DbT (pt) with D
b
L(NL, ICc)
∼= DbZ(pt) (see Propo-
sition 2.4)
• the graded ring Qℓ[W ]# St
* (denoted AG in R) with Qℓ[W (L)]#Sz
∗
• Induction and Restriction functors
As in [R, Section 5], we define Pure(N◦,Ac) as the full subcategory of D
b
G,m(N◦)
where objects are finite direct sums of summands of the pure sheaves Ac◦[2n](n),
n ∈ Z. We denote by Kb Pure(N◦,Ac) the corresponding homotopy category of
Pure(N◦,Ac). This triangulated category has a natural perverse t-structure and a
second t-structure which we refer to as the Koszul dual t-structure. See [R, Section
4] and [AR, Proposition 5.4]. The idea that Kb Pure(X0) (appropriately defined)
should be a good substitute for a mixed, derived version of Dbc (X) is due to [AR].
Theorem 4.1. (1) The category Pure(N◦,Ac) is Frobenius invariant in the
sense of [R, Definition 2.3].
(2) There is a realization functor β : Kb Pure(N◦,Ac)→ D
b
G,m(N◦,Ac◦) which
is perverse exact and restricts to inclusion on Pure(N◦,Ac).
(3) The triangulated category Kb Pure(N◦,Ac) is a mixed version of DbG(N ,Ac).
Proof. Part (1) is implied by Theorem 3.5 and an argument similar to [R, Lemma
5.4] which computes the Frobenius action on Hom between two indecomposable
objects in Pure(N◦,Ac◦). The realization functor is constructed in [R, Proposition
3.7] assuming Frobenius invariance. Finally, [R, Theorem 4.3] yields part (3). 
Let Db(Qℓ[W (L)]#Sz
∗) denote the bounded derived category of finitely gen-
erated graded Qℓ[W (L)]#Sz
∗ modules. The following mixed version of Lusztig’s
generalized Springer correspondence holds.
Theorem 4.2. For each cuspidal datum c, we have an equivalence of triangulated
categories Kb Pure(N◦,Ac) ∼= Db(Qℓ[W (L)]#Sz
∗).
Proof. The proof follows by the same reasoning as [R, Theorem 6.3, Proposi-
tion 6.5]. The idea is to show the functor φ =
⊕
iHom(Ac◦[2i](i),−) takes each
12 LAURA RIDER AND AMBER RUSSELL
ICχ◦[2i](i) to the indecomposable projective module {i}Vχ⊗ Sz∗, where ICχ corre-
sponds to the irreducible W (L)-representation Vχ under the generalized Springer
correpondence and {i} denotes shift by i. It’s easy to see that φ induces an isomor-
phism on morphisms between objects in Pure(N◦,Ac◦) and projective modules for
the algebra Qℓ[W (L)]#Sz
∗. 
Let DG(Qℓ[W (L)]#Sz
∗) denote the derived category of finitely generated dg-
modules over Qℓ[W (L)]#Sz
∗, regarded as a dg-algebra with trivial differential. Fi-
nally, we apply Section 7 and the appendix from [R] to arrive at our main result.
Theorem 4.3. The category DbG(N ,Ac) is equivalent as a triangulated category to
DG(Qℓ[W (L)]#Sz
∗).
Proof. We do not give full details and instead refer the reader to [R, Section
7, Appendix] with the above replacements. The sketch is as follows: first take
a projective resolution P˜ • of Ac◦ in the heart of the Koszul dual t-structure.
Let P • denote its image under η ◦ β : Kb Pure(N◦,Ac◦) → DbG(N ). Let R
n :=∏
n=i+j,k∈Z HomDbG(N )(P
−i+k, P j [k]). Then R =
⊕
n∈ZR
n is a differential graded
algebra with differential given by dR(f) = dP f − (−1)nfdP for f homogeneous
of degree n. Because of Theorem 4.1, R also has a second grading, and more-
over, R is formal. See [R, Theorem 7.4] for details. Hence, [BL] implies that
DG(R) ∼= DG(Qℓ[W (L)]#Sz
∗).
Now we must construct a functor from DbG(N ,Ac) to DG(R). Let M be an
object in DbG(N ,Ac). Define the R dg-module Φ(M) in degree i as Φ(M)
i =∏
j∈ZHomDbG(N )(P
−i+j ,M [j]) with differential dΦ(M)f = (−1)
i+1dP f for f homo-
geneous of degree i. Because our functor is defined in terms of a complex P • of
objects in DbG(N ,Ac), it isn’t obvious the functor is triangulated. It’s clear that
it is additive. The argument in [R, Lemma 7.5] implies Φ commutes with shift.
We apply [R, Appendix] to show Φ takes distinguished triangles to distinguished
triangles. Key roles are played by the adjoint pair of induction and restriction
functors and the category DbG(G/B)
∼= DbT (pt) from which the Springer sheaf A is
induced. The proof that the functor is triangulated requires the prior knowledge
that DbT (pt) is formal and equivalent to DG(St
*) due to [BL]. In the general set-
ting, the Lusztig sheaf Ac = IGP ICc is induced from the category D
b
L(NL, ICc). By
Proposition 2.4, we have DbL(NL, ICc)
∼= DbZ(pt)
∼= DG(Sz∗). Hence, the proof in
the appendix applies in our setting as well.
Finally, since we know the functor is triangulated, Beilinson’s Lemma implies
that it suffices to check morphism matching on a collection of objects that generate
the categories. This is outlined in [R, Theorem 7.9]. 
Acknowledgements
We are very grateful to George Lusztig for answering questions about his work;
in particular, for pointing us to [L3, Proposition 4.7]. We’d also like to thank Matt
Douglass and Pramod Achar for helpful discussions.
References
[AHJR] P. Achar, A. Henderson, D. Juteau, and S. Riche, Constructible sheaves on nilpotent
cones in rather good characteristic, Selecta Math. 23 (2017), 203–243.
[AHR] P. N. Achar, A. Henderson, and S. Riche, Geometric Satake, Springer correspondence,
and small representations II, Represent. Theory 19 (2015), 94–166.
DERIVED GENERALIZED SPRINGER CORRESPONDENCE 13
[AR] P. Achar and S. Riche, Koszul duality and semisimplicity of Frobenius, Ann. Inst.
Fourier 63 (2013), 1511–1612.
[BBD] A. Beilinson, J. Bernstein, and P. Deligne, Faisceaux pervers, Analysis and topology
on singular spaces, I (Luminy, 1981), Aste´risque, vol. 100, Soc. Math. France, 1982,
pp. 5–171.
[BL] J. Bernstein and V. Lunts, Equivariant sheaves and functors, Lecture notes in Mathe-
matics, Springer-Verlag, Berlin, 1994.
[BM1] W. Borho and R. MacPherson, Repre´sentations des groupes de Weyl et homologie
d’intersection pour les varie´te´s nilpotentes , C. R. Acad. Sci. Se´r. I Math. 292 (1981),
no. 15, 707–710.
[BM2] W. Borho and R. MacPherson, Partial resolutions of nilpotent varieties, Analysis and
topology on singular spaces, II, III (Luminy, 1981), Asterisque 101-102 (1983), 2374.
[Br] T. Braden, Hyperbolic localization of intersection cohomology, Transform. Groups 8
(2003), 209–216.
[CG] N. Chriss and V. Ginzburg, Representation theory and complex geometry, Birkha¨user
Boston, Inc., 1997.
[De] P. Deligne, La conjecture de Weil II, Publ. Math. IHES. 52 (1980), 137–252.
[DR1] J. Douglass and G. Ro¨hrle, The geometry of generalized Steinberg varieties, Adv. Math.
187 (2004), no. 2, 396–416.
[DR2] J. Douglass, G. Ro¨hrle, Homology of the Steinberg variety and Weyl group coinvariants,
Doc. Math. 14 (2009), 339–357.
[G] S. Gunningham, A Derived Generalized Springer Decomposition for D-modules on a
Reductive Lie Algebra, arXiv:1705.04297.
[K] S. Kato, A homological study of Green polynomials, Ann. Sci. E´c. Norm. Supe´r. (4) 48
(2015), no. 5, 103–1074.
[Kw] N. Kwon, Borel–Moore homology and K-theory on the Steinberg variety, Michigan
Math. J. 58 (2009), no. 3, 771–781.
[Lu] V. Lunts, Equivariant sheaves on toric varieties, Compositio Math. 96 (1995), no. 1,
63–83.
[L0] G. Lusztig, Coxeter orbits and eigenspaces of Frobenius, Invent. Math. 38 (1976/77),
no. 2, 101–159.
[L1] G. Lusztig, Intersection cohomology complexes on a reductive group, Invent. Math. 75
(1984), no. 2, 205–272.
[L2] G. Lusztig, Character Sheaves I, Adv. in Math. 56 (1985), no. 3, 193–237.
[L3] G. Lusztig, Cuspidal local systems and graded Hecke algebras. I, Inst. Hautes E´tudes
Sci. Publ. Math. 75 (1988), no. 67, 145–202.
[LY] G. Lusztig and Z. Yun, Z/m-graded Lie algebras and perverse sheaves I,
arXiv:1602.05244.
[Mi] J.S. Milne, Motives over finite fields, in Motives (Seattle, WA, 1991), Proc. Sympos.
Pure Math., 55, Part 1, Amer. Math. Soc., Providence, RI, 1994.
[O] V. Ostrik, A remark on cuspidal local systems, Adv. in Math. 192 (2005), 218–224.
[R] L. Rider, Formality for the nilpotent cone and a derived Springer correspondence, Adv.
Math. 235 (2013), 208–236.
[RR] L. Rider and A. Russell, Perverse sheaves on the nilpotent cone and Lusztig’s gener-
alized Springer correspondence, in Lie algebras, Lie superalgebras, vertex algebras and
related topics, 273–292, Proc. Sympos. Pure Math., 92, Amer. Math. Soc., Providence,
RI, 2016.
[S] T. Shoji, On the Green Polynomials of classical groups, Invent. Math. 74 (1983), no. 2,
239–267.
[So] W. Soergel, Langlands’ philosophy and Koszul duality, Algebra— representation theory
(Constanta, 2000), NATO Sci. Ser. II Math. Phys. Chem., vol. 28, Kluwer Acad. Publ.,
Dordrecht, 2001, pp. 379–414.
[Sp] T. Springer, Linear algebraic groups. Second edition. Progress in Mathematics, 9.
Birkha¨user Boston, Inc., Boston, MA, 1998.
14 LAURA RIDER AND AMBER RUSSELL
Department of Mathematics, University of Georgia, Athens Georgia 30602
E-mail address: laurajoy@uga.edu
Department of Mathematics and Actuarial Science, Butler University, Indianapolis
Indiana 46208
E-mail address: acrusse3@butler.edu
