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Abstract
The hippocampus is an essential brain region for spatial memory and learning. Re-
cently, a theoretical model study on the hippocampus applying temporal difference (TD)
learning, one of reinforcement learning algorithms, has been published. The theory was
inspired by the successor representation (SR) learning algorithms, which decompose value
function of TD learning into reward and state transition: it argued that the probability
of state transition is represented by the rate of firing of CA1 place cells in the hippocam-
pus. This theory, called predictive map theory, claims that the hippocampus representing
space learns the probability of transition from the current state to the future state. The
neural correlates of expecting the future state are the firing rates of the CA1 place cells.
This explanation is plausible for the results recorded in behavioral experiments, but it is
lacking the neurobiological implications.
I tried to add biological implications to the predictive map theory by modifying the
SR learning algorithm. Similar with the simultaneous needs of information of the current
and future state in the SR learning algorithm, the CA1 pyramidal neurons receive two
inputs from CA3 and entorhinal cortex. Mathematical transformation showed that the
SR learning algorithm is equivalent to the heterosynaptic plasticity rule. Then I discussed
papers that reported heterosynaptic plasticity phenomena in CA1; and I compared them
with our transformed rule from SR the algorithm. This study provides answers to what is
the neurobiological mechanisms of the TD algorithms invented in reinforcement learning,
which can be a cornerstone for further researches in neuroscience and artificial intelligence
fields.
Keywords: hippocampus, predictive map, cognitive map, successor representation,
temporal difference learning
1. Introduction
The navigating environment, including foraging, nesting, and finding a mate, is the
essential ability for surviving animals. To achieve a navigating goal, animals developed
a specific nervous system, which is believed to be the hippocampus. After discovery of
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The biological synaptic rule for SR agent
place cell (OKeefe and Dostrovsky, 1971), it emerges the cognitive map theory which
believed that hippocampus encodes spatial memory (McClelland et al., 1995). With
the case studies of patient H.M. (Milner et al., 1968), the cognitive map theory has ex-
panded into a complementary learning system (Kumaran et al., 2016). The hippocampus
encodes and transfers not only spatial memory but also semantic memory and episodic
memory to the neocortex. Episodic memories linking specific locations and events are
essential to animal survival. It is important to remember not only the location of the
foods and the predators but also its existence. From the point of view of reinforcement
learning (RL) in psychology, foods and predators can be regarded as rewards and pun-
ishments, respectively. However, it is not well known how the hippocampus processes
the informations of rewards and punishments for spatial and episodic memories.
Leveraging the concept of RL derived from psychology is not limited to neuroscience.
In artificial intelligence, research using the concept of RL has been conducted for a long
time (Sutton and Barto, 2018). The recent research results, such as AlphaZero and Al-
phaStar, have been shown to exceed human performance in playing Go and StarCraft
II (Silver et al., 2017, Vinyals et al., 2019). From a computational point of view, RL
computes the value of the current state or environment, and predicts the value of the
future state after the agent takes action. To achieve this computational goal, artificial
intelligence researchers have developed many algorithms. Among them, temporal dif-
ference (TD) learning is related to neuroscientific mechanisms of RL found in the brain
(Schultz, 1998, Suri, 2002). TD learning updates the expectations for the value of the
current state by observing the difference between the predicted and observed values after
taking the action: this is the TD error. It is equivalent to prediction error in the concept
of the predictive coding (ODoherty et al., 2003). Although the prediction error hypoth-
esis give integrating insight for psychology, artificial intelligence, and neuroscience, it is
little known about the biological mechanisms of how learning of spatial memory in the
hippocampus is occurring by prediction errors.
One limitation of TD learning is that the agent does not differentiate between the
rewards earned and the states change when it updates the value of the states after
taking an action. Because of that, even if the position of the reward changes in the same
environment, the TD agent have to learn again from the scratch. But animal learning is
more robust and adaptive than this. To overcome this problem, successor representation
(SR) learning has been proposed (Dayan, 1993). This algorithm decomposes the reward
and state transition functions from the value function update. By applying this idea
to hippocampal learning, a recently published study developed predictive map theory
(Stachenfeld et al., 2017). The study reported that the learned results from exploring
the environment according to the SR learning rule were similar to the responses recorded
in the animal hippocampus. They argued that place cell of the hippocampus represents
the probability of transition the successor location from the current location rather than
a neural correlate of simple geodetic. They, however, have not explored the biological
mechanisms of SR learning.
In this article, I attempted to elaborate on the SR model of the hippocampus based on
the biological basis of neuroscience. To compensate for the lack of biological mechanisms
in the SR model, I derived the synaptic weight update rule from the SR learning rule. I
treated the term indicating states of SR learning equation as presynaptic neuron of the
CA1 pyramidal cells. As a result, I found that the co-activity of the two presynaptic
inputs to the CA1 place cell is important to update the synaptic weights. And I noted
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that this update rule is comparable to the heterosynaptic plasticity of the CA1 pyramidal
neuron.
2. Key ideas from the SR learning model
The key idea of predictive map theory is that place cells encode expectations of future
location from a viewpoint of the current location: the probability of transition is reflected
by the firing rate of the place cells (Stachenfeld et al., 2017). If the place cell encodes a
location close to the animal’s current location, it means that the transitional probability
is high, therefore the firing rate of the place cell will also be high. It is noteworthy
that the transitional probability depends not only on the simple Euclidean distances
but also on the choices of the agent. Even if the location is far away from the current
location, if there is a reward, the transitional probability will be high, and vice versa.
Besides reward/punishment, the habitual behavior of the agent, obstacles, and detours
also affect the probability of transition. These factors are not considered in the classical
cognitive map theory that only considers Euclidean distance, but are considered in the
predictive map theory.
The Stachenfeld et al. (2017) introduced the SR learning model as an algorithm to
elaborate predictive map theory. The SR learning was derived from the TD algorithm
that discounts the value of a state depending the distance to the reward. (From now on,
I will use the term state instead of location. The term state is a term mainly used for
reinforcement learning and includes not only a spatial location but also an agent state
including selectable actions.) The expectation of distal rewards R(st) multiplied by a
discount factor γ ∈ [0, 1] given current state shows the value of state V (s)
V (s) = E[
∞∑
t=0
γtR(st)|s0 = s] (1)
s(t) indicates the state visited at time t.
The essential idea of the SR learning is that the value function is a combination of
prediction of transition to the successor states s′ and the reward of that states (Dayan,
1993). Thus, we can decompose them as following equation.
V (s) =
∑
s′
M(s, s′)R(s′) (2)
We can derive the function M(s, s′) from the value function (1) by imputing trajec-
tories of the states instead of R(st) as following equation.
M(s, s
′
) = E[
∞∑
t=0
γtI(st = s
′)|s0 = s] (3)
I(st = s
′) is a Boolean function that returns 1 if the agent visited s at time t, or 0
otherwise.
The agent can learn the environment incrementally by the TD algorithm. After taking
action and observing the next state, it updates the value of the current state. Therefore,
the estimation of M(s, s′) can be updated by same manner as following equation.
Mt+1(st, s
′) = Mt(st, s
′) + η[I(st = s
′) + γMt(st+1, s
′)−Mt(st, s
′)] (4)
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Although the updating TD algorithm manipulates only the information of the next
state, it is the bootstrap method based on previously learned values. Thus, the horizon of
s′ in M(s, s′) can be infinite as defined by equation (3). Without prior knowledge about
the environment, the only successor state of the current state is the current state if the
agent does not take action. Thus, the M(s, s′) is 1 if s = s′, otherwise 0; mathematically,
the agent initializes matrix M as the identity matrix. The size of row and column of
matrix M is the number of the states in the environment where the agent will explore (I
will discuss this in the limitations).
The simulation results of the SR agent shown in the abovementioned paper are inter-
esting. The estimated M(s, s′) value after learning seems similar to the firing pattern of
place cells recorded in the hippocampus CA1 of the murine model. In the meantime, the
recorded data in the murine model has not been fully explained by the simple geodesic
model. It cannot reflect the dynamic response of place cells to environmental changes
such as barriers or detour, or to the direction of the moving animal. However, such
a dynamic environmental change cause a change in the transition probability from the
perspective of the SR model. For examples, on the one-way track, place fields often
show the ramp patterns that gradually increase and abruptly decrease, which are asym-
metric firing patterns. Considering the SR model, the probability of transition increases
gradually before the animal arrives at the place field. However, since the animal on the
one-way track rarely goes back, the probability of the transition to the place filed after
passing it is almost zero. Therefore, the SR model explains the firing pattern of the place
cells better than the simple geodesic model.
3. Limitations of the SR model
Based on the similarity of the pattern between the estimated M and the place field,
we can interpret the firing pattern of place cells as the transition probability to the future
state. Despite the similar generated pattern, however, the SR model has some limitations
from the perspective of biological neurosciences.
The major concern with the SR model is that it did not reflect realistic interactions
between biological agents and the environment. In the SR model, the artificial intelligence
(AI) agent must determine the size of the M matrix based on the number of movable
points in the environments to be exposed in prior: it is given by the human programmer.
If we expose the AI agent to a new environment after learning the other environment once,
the agent must not only re-learn the probability of transition in the new environment,
but also change the size of the M matrix according to the new environment. However,
knowing the number of place fields in an unfamiliar environment in prior is not a plausible
condition for biological agents. Rather, the place fields of the biological agents are
generated by exploring the unfamiliar environment, which is impossible to the AI agent
of the SR model.
Nevertheless, the similarity of the response pattern between M and place cells is
sound evidence for predictive coding of the hippocampus. To interpret data from animal
by applying predictive map theory, we must interpret the algorithmic level description
of the SR model at the implementation level of the biological brain, especially at the
cellular level.
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Figure 1: Schematic figure for CA1 place
cells and its presynaptic inputs.
To update the current state element of the M
matrix, the AI agent in the SR model needs to com-
pare Mt(st, s
′) with Mt(st+1, s
′) after takes action
and observes. This is a simple arithmetic at the
algorithm level, but not at the cellular level. The
firing rate of the place cells that responded to the
current place field should be updated by reflect-
ing the firing rate to be responded after visiting
the next place field. We can raise some biologi-
cal questions. How the firing rate of place cell for
the same sensory input (same place field) changes:
what is the fundamental mechanism for that? If
changing the synaptic weights between neurons is
the answer, what is the update rule for the synaptic
plasticity? And how the neuron perceive the tem-
poral difference of the inputs from the current and
the next place filed? To apply biological analysis,
we should address these issues in the SR model.
4. Toward biological model
Given that the Mt(st, s
′) reflect the activity of
place cells, we can suppose it as a composition of
synaptic weight and presynaptic neural activity as following equation.
Mt(st, s
′) = Wt · Pre(st) (5)
where Wt and Pre(st) is a vector of synaptic weights and of presynaptic activities at the
given time step, respectively. The presynaptic activities mean sensory inputs from other
neural layers or brain regions; Pre(st) acting like I(st = s
′) in equation (3) estimates
the occupancies of the individual states (Vertes and Sahani, 2019). Thus, I presumed
that the inner product of Wt and Pre(st) shows the estimated values related to the
transitional probability, which is equivalent to the place cell activities. For the conve-
nience of the discussion, I omitted the activation function of the artificial neural function
approximation.
To derive the synaptic update rule for biological neuron from equation (4) of the SR
model, we can replace the M(s, s′) with W · Pre(s) as following.
Wt+1 · Pre(st) = Wt · Pre(st) + η[Pre(st) + γWt · Pre(st+1)−Wt · Pre(st)] (6)
Note that we still should deal with the presynaptic activities occurring at St and St+1
simultaneously: for animals, St is the place field just before, and St+1 is the place filed just
observed. To resolve this issue biologically, I hypothesized that two distinct presynaptic
neural layer simultaneously convey estimated state occupancies for St and St+1. Two
major presynaptic inputs to the CA1 place cells are anatomically Schaffer collateral (SC)
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inputs from the CA3 and temporal-ammonic (TA) inputs from the entorhinal cortex
(EC)(Figure 1). Thus, we can rewrite equation (6) as follows.
Wt+1 · Pre
CA3(st) = Wt · Pre
CA3(st)+
η[PreCA3(st) + γW
TA · PreTA(st+1)−Wt · Pre
CA3(st)]
(7)
where Wt and W
TA are synaptic weights for SC inputs and for TA inputs, respectively.
PreCA3 and PreTA are presynaptic activities of the CA3 and of the EC, respectively.
I assumed that the CA3 and the EC convey an estimated occupancy for St and St+1,
respectively.
The CA1 response to the place field at St is learned by updating the synaptic weights
with CA3. Based on equation (7), we can derive the synaptic weight update rule as
following.
∆W · PreCA3(st) = η[Pre
CA3(st) + γW
TA · PreTA(st+1)−Wt · Pre
CA3(st)]
∆W = η[γWTA · PreTA(st+1) · inv(Pre
CA3(st))−Wt + 1]
(8)
where inv(PreCA3) is the Samelson inverse of PreCA3 vector.
In our derived update rule, ∆W depends on the dot product of PreTA and PreCA3;
simultaneous activity of the CA3 and the EC potentiate the synaptic weights between the
CA1 place cells and CA3 input. Modulation of the synapse by cooperative activity of two
distinct presynaptic input is called the heterosynaptic plasticity. Deriving equation (8)
from the SR model implies that the heterosynaptic plasticity occurring at the CA1 place
cells is the candidate for the biological implementation of the predictive map theory, the
SR learning model.
5. Discussion
In recent years, the convergences of the field of AI and neuroscience have brought new
ideas to each other, which lead to interesting results. One of these ideas that used the
concept of the TD learning gave new insights that interpret the results from recording
place cells of a moving animal in spatial navigation task (Stachenfeld et al., 2017). In
the study, the SR model, which decompose the probability of state transition from the
TD algorithm, showed that the learned pattern of the state transition is comparable to
the pattern recorded in place cells of a moving animal. This provided the rationale for
the predictive map theory of the hippocampus. In this article, I attempted to elaborate
the SR model into a biologically plausible model and derived heterogeneous synaptic
plasticity rules from the SR model.
To support the predictive map theory, I suggested that the place cells require two
distinct presynaptic inputs to satisfy the condition that operate heterosynaptic plasticity.
The input-timing dependent plasticity (ITDP) is a good candidate for the biological
implementation of synaptic weight modification for predictive coding (Dudman et al.,
2007). They found that preceded stimulus of the TA pathway before stimulus of SC
potentiated the synaptic strength between SC and CA1 pyramidal neurons. When the
stimuli came in the opposite order, they observed no change in synaptic strength at both
pathways. Based on the simulation, they presumed that the potentiated Ca2+ transients
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of proximal dendrite elicited by stimuli to distal dendrite from PP are responsible for the
ITDP; the opposite order of stimuli did not sufficiently potentiate the Ca2+ transients of
the proximal dendrite. The propagating excitatory post-synaptic potential (EPSP) from
distal dendrite was enough slow to be summated with the elicited EPSP at proximal
dendrite where receive inputs from SC pathway. The summated EPSP open the NMDA
receptor important for the influx of Ca2+ which starts the intracellular signal cascades
for synaptic potentiation.
Conjunctive activation of TA and CA3 input leads not only to eliciting synaptic plas-
ticity but also to forming a place field of moving rodent. In vivo experiment has shown
that dendritic plateau potentials precede prior to forming new place fields (Bittner et al.,
2015). To form this dendritic plateau potential, it was required an interaction between
the EC and CA3 inputs at the appropriate time interval and sequence. The dendritic po-
tential elicited Ca2+ transients which induced potentiation of EPSP from CA3. The time
window width of this asymmetric synaptic potentiation was several seconds. They named
the synaptic rule as behavioral time scale synaptic plasticity (Bittner et al., 2017). This
biological mechanism reported in CA1 pyramidal neurons is comparable with our het-
erosynaptic plasticity rule derived from the TD algorithm: to the best of my knowledge,
this is a novel finding.
However, several questions remain. First, in terms of reward learning, both orig-
inal SR model and my model did not resolve where is the region of brain compos-
ing state transitions and reward functions together, and how the composition occur.
One of the projection targets of the hippocampus is the ventral striatum, where is be-
lieved to compose value functions by integrating information from other brain regions
(Johnson et al., 2007, Lansink et al., 2009, Pennartz et al., 2011). In relation to value
functions, the orbitofrontal cortex is one region where reward-based decision-making oc-
curs (Rushworth et al., 2011). The hippocampal-prefrontal replay has been reported to
be important for spatial learning and memory-based decision making (Shin et al., 2019).
Therefore, further research is needed on how each region including hippocampus, ven-
tral striatum, and orbitofrontal cortex interacts and learn the value of a given state of
environment (Hirokawa et al., 2019).
Second, I did not address what presynaptic input means and how it formed. Never-
theless, my suggestion is based on the anatomy of the hippocampus. The major inputs
to CA1 place cells can be divided into intrinsic input and extrinsic input. The extrinsic
input from outside of the hippocampus conveys sensory information from multiple sen-
sory cortical areas. The EC, where grid cell was found (Hafting et al., 2005, Fyhn et al.,
2004), projects the TA pathway to CA1 place cells. The activity of the grid cells increases
as the animal moves a certain distance in the environment, forming a hexagonal grid field.
The hexagonal grid field acts similarly to the latitude and longitude of the map, pro-
viding an allocentric location for moving animals (Buzski and Moser, 2013). Thus, the
extrinsic input from the EC might provide the immediate location of the agent: it would
be the biological correlates of Mt(st+1, s
′) in the SR model.
Another component of the SR model, Mt(st, s
′), would be comparable to the intrinsic
input of the hippocampus from CA3 to the CA1 place cell along the SC pathway. The
CA3 receive signals simultaneously from the EC and the dentate gyrus where receive
signals via perforant pathway from the EC. Together the mossy fiber input and EC
input, the recurrent connection of CA3 is the key feature of regarding CA3 as an attractor
network (Rebola et al., 2017). The attractor network based on the SR model has been
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reported to resemble preplay and rapid path planning, which are known to be key features
of the hippocampus (Corneil and Gerstner, 2015). Based on these anatomical features,
there have been suggestions that CA1 would be a subregion for predictive coding which
compare the outputs of CA3 to sensory information from the EC (Lisman, 1999).
I tried to unify the solving problem of spatial navigation in the algorithmic level
and biological finding. The functions of the entorhinal cortex and hippocampus are not
limited to representations of places, but are diverse in concept representation, sematic
memory, and episodic memory (Buzski and Moser, 2013). The discovery of these func-
tions in the same anatomical structure suggests that they employ similar algorithms.
Therefore, it is needed to research further to apply the biological implementation of the
SR model in the abovementioned cognitive functions (Momennejad et al., 2017).
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