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SINGULAR DIFFUSION
WITH NEUMANN BOUNDARY CONDITIONS
GIUSEPPE MARIA COCLITE, HELGE HOLDEN, AND NILS HENRIK RISEBRO
Abstract. In this paper we develop an existence theory for the nonlinear
initial-boundary value problem with singular diffusion ∂tu = div (k(x)∇G(u)),
u|t=0 = u0 with Neumann boundary conditions k(x)∇G(u) · ν = 0. Here x ∈
B ⊂ Rd, a bounded open set with locally Lipchitz boundary, and with ν as the
unit outer normal. The function G is Lipschitz continuous and nondecreasing,
while k(x) is diagonal matrix. We show that any two weak entropy solutions u
and v satisfy ‖u(t)− v(t)‖L1(B) ≤ ‖u|t=0 − v|t=0‖L1(B) eCt, for almost every
t ≥ 0, and a constant C = C(k,G,B). If we restrict to the case when the
entries ki of k depend only on the corresponding component, ki = ki(xi), we
show that there exists an entropy solution, thus establishing in this case that
the problem is well-posed in the sense of Hadamard.
1. Introduction
We here study the nonlinear boundary value problem with singular diffusion
∂tu = div (k(x)∇G(u)) , u|t=0 = u0
with Neumann boundary conditions
k(x)∇G(u) · ν = 0.
Here x ∈ B ⊂ Rd, a bounded open set with locally Lipchitz boundary, and with
ν as the unit outer normal at the boundary of B. The function G is Lipschitz
continuous and nondecreasing, while k(x) = diag(k1(x1), . . . , kd(xd)) is a smooth,
diagonal matrix with positive entries ki > 0. The fact that G
′ may vanish, allows
for singular diffusion, and the factor k permits for spatially dependent diffusion.
Due to the singular diffusion, this equation has weak solutions.
Our goal is to prove well-posedness of this equation in appropriate spaces. Work-
ing with weak solutions, we need to impose an appropriate entropy condition, and
we here demand, see Definition 2.2, that∫
ΩT
[
η(u)∂tϕ− η′(u)(k(x)∇G(u))∇ϕ
]
dxdt−
∣∣∣t=T
t=0
∫
B
η(u)ϕdx
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≥
∫
ΩT
η′′(u) |h(x)∇g(u)|2 ϕdxdt
holds for every smooth convex entropy η and for all nonnegative test functions φ.
Here ΩT = [0, T ]×B. One of our main theorem reads, see Theorem 2.3, as follows:
For two weak entropy solutions u and v with initial data u0 and v0, respectively,
we have
(1.1) ‖u(t)− v(t)‖L1(B) ≤ ‖u0 − v0‖L1(B) eCt,
for almost every t ≥ 0. The constant C depends on k, G, and B. Here we only
need to assume that k is a diagonal matrix.
As is common, existence and stability are proven by two independent arguments.
Assuming existence of two weak entropy solutions u and v, we proceed using the
ingenious doubling of variables due to Kruzˇkov, see [10]. In this approach, one starts
with entropy conditions for u (in variables (t, x)) and v (in variables (s, y)), and
considers a test function ϕ that depends on all four variables (t, x, s, y). Integrating
over all variables, and adding the entropy expressions for u and v, one finds the
inequality (2.9). The next step is the choice of test function. Here we follow in
the steps of Kruzˇkov and choose an approximate Dirac delta function in the time
variable t − s and space variables x − y in addition to a smooth cut-off function
near the boundary. See equation (2.15). Next comes the delicate limits. We start
by taking the s → t limit. The fact that we deal with a bounded domain goes
beyond the standard Kruzˇkov theory. We find that we need to remove the spatial
singularity and the cut-off at the boundary simultaneously, and, importantly, at
a fixed ratio where the spatial singularity has to vanish at a faster rate than the
boundary cut-off, see (2.23). This proves equation (1.1).
As for existence of weak entropy solutions, our starting point is the regularized
equation where we add non-degenerate diffusion. Thus we consider for µ positive
∂tu
µ = div (k(x)∇G(uµ)) + µ∆uµ, uµ|t=0 = u0
with boundary condition
(
k(x)∇G(uµ(t, x)) + µ∇uµ(t, x)) · ν = 0. Existence of
solutions for this problem follows from [17, Theorem 1.7.8].
In our case we have only been able to prove existence of a solution under the
restriction that ki = ki(xi). Our proof is based on showing compactness of the
sequence {uµ}µ>0, we were not able to deduce this without the simplifying as-
sumption that ki only depends on xi. Our main existence result, Theorem 3.1,
reads as follows:
Assume that ki = ki(xi) > 0. Then there exists a weak entropy solution u the
initial-boundary value problem. In particular, we have, as µ→ 0, that
uµ → u a.e. and in Lp(ΩT ) for every T > 0 and 1 ≤ p <∞.
Thus the problem is well-posed in the sense of Hadamard.
The proof starts with the entropy formulation for smooths solutions, which yields
(cf. (3.5))
d
dt
∫
B
η(uµ) dx+
∫
B
η′′(uµ)G′(uµ)|h(x)∇uµ|2 dx+ µ
∫
B
η′′(uµ)|∇uµ|2 dx = 0
for convex entropies η. By choosing different functions for the entropy, we can show
a wide range of properties of the approximate solution uµ, see Lemma 3.2. In partic-
ular, we show that ‖∇G(uµ)‖L2(ΩT ) is bounded independently of µ. Furthermore,
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we verify that ∥∥∂xjuµ(t)∥∥L1(Bσ) ≤ ∥∥∂xju0∥∥L1(B) eCσt,
where Bσ is the subset of B with distance at least σ from ∂B, holds. From these
estimates, we can prove, as µ → 0, that uµ → u in Lp(ΩT ) for every T > 0 and
1 ≤ p <∞.
The problem of analyzing parabolic equations with singular diffusion has of
course been studied by several researchers, and the literature is too comprehensive
to be discussed in detail here. Our paper relies on the seminal paper by Carrillo [3]
where the Kruzˇkov doubling of variables, see, e.g., [10], is applied to study multi-
dimensional degenerate parabolic problems, and with an entropy condition due to
Vol’pert–Hudjaev [18]. Carrillo studied the case of Dirichlet boundary conditions.
An early result can be found in [1]. Further generalizations of the results by Carrillo
can be found in [6, 5] by Chen and Karlsen, extending the analysis to the whole
space and allowing for spatial and temporal dependence the various terms, as well
as nonlinear transport. We have relied on the work by Karlsen and Ohlberger [14],
in particular their result regarding the weak chain rule, see equation (2.7). Differ-
ent boundary conditions in one dimension are studied in [2]. Karlsen and Risebro
[15]studied uniqueness and stability of nonlinear degenerate parabolic equations
with rough coefficients. See also [4].
In Section 4 we study a convergent difference scheme for this equation in one
dimension with B = (0, 1). Let unj be an approximation to u(tn, xj) with tn = n∆t
and xj = (j + 1/2)∆x for small positive numbers ∆t,∆x. The implicit first-order
difference scheme is given by
un+1j − µ∆+
(
kj−1/2∆−G
(
un+1j
))
= unj , j = 0, . . . , N,
with boundary conditions that ∆−un+10 = ∆+u
n
N = 0. Here ∆+ (∆−) is the forward
(backward) spatial difference, kj−1/2 = k(xj−1/2), and µ = ∆t/∆x
2 (assumed to
be bounded from below). We define the function u∆t(t, x) on [0,∞)×B by making
it equal to unj on the rectangle [tn, tn+1) × [xj−1/2, xj+1/2). See [16] for related
results on numerical methods.
Our interest in this equation stems from the modeling of multilane dense traffic.
Each lane is modeled by the traditional Lighthill–Whitham–Richards model, which
gives a scalar hyperbolic conservation law where the unknown function describes
the density of vehicles. Our aim was to model unidirectional multilane traffic.
We discovered, see [11, 12, 13], that the model we studied, allowed for an infinite
number of lanes limit, resulting in an equation resembling the one of this paper.
2. Space dependent singular diffusion
We are interested in the boundary value problem
(2.1)

∂tu = div (k(x)∇G(u)) , (t, x) ∈ (0,∞)×B,
(k(x)∇G(u)) · ν = 0, (t, x) ∈ (0,∞)× ∂B,
u(0, x) = u0(x), x ∈ B,
where we shall assume that
(H.1) B ⊂ Rd is a bounded open set with locally Lipchitz boundary and ν the
unit outer normal to its boundary;
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(H.2) k ∈ C2(B;Rd×d) is a diagonal matrix
k(x) =
k1(x) . . . 0... . . . ...
0 . . . kd(x)
 , x ∈ B,
with ki ∈ C2(B) and ki(x) > 0;
(H.3) G is Lipschitz continuous and nondecreasing;
(H.4) u0 ∈W 2,1(B) ∩ L∞(B).
We use the notation Ω = [0,∞) × B and ΩT = [0, T ] × B. It is also useful to
define
h(x) =
h1(x) . . . 0... . . . ...
0 . . . hd(x)
 , hi(x) = √ki(x), g(u) = ∫ u√G′(ξ) dξ.
Definition 2.1. A function u ∈ C([0,∞);L1(B)) is a weak solution of (2.1) if
u ∈ L∞(Ω),(2.2)
∇G(u) ∈ L2(ΩT ;Rd),(2.3)
(k(x)∇G(u)) · ν = 0 in the sense of traces on ∂B for a.e. t,(2.4)
and for every test function ϕ ∈ C∞0 (Ω)
(2.5)
∫
Ω
[
u∂tϕ− (k(x)∇G(u)) · ∇ϕ
]
dtdx+
∫
B
u0(x)ϕ(0, x) dx = 0.
Definition 2.2. A function u ∈ C([0,∞);L1(B)) is an entropy solution of (2.1)
if it is a weak solution of (2.1) in the sense of Definition 2.1 and for every convex
entropy η ∈ C2(R) and for all nonnegative test functions ϕ ∈ C∞0 (Ω)∫
ΩT
[
η(u)∂tϕ−η′(u)(k(x)∇G(u))∇ϕ
]
dxdt
−
∫
B
η(u(T, x))ϕ(T, x) dx+
∫
B
η(u0(x))ϕ(0, x) dx(2.6)
≥
∫
ΩT
η′′(u) |h(x)∇g(u)|2 ϕdxdt.
Recall that the following weak chain rule holds, see [14]. Let A be a continuous
function on [0,∞) with A(0) = 0 and b a continuous function. If u is an entropy
solution in the sense of Definition 2.2 then
(2.7) b(u)∇
(∫ u
A
(√
G′(ξ)
)
dξ
)
= ∇
(∫ u
b(ξ)A
(√
G′(ξ)
)
dξ
)
,
weakly in Ω. Then the following theorem holds.
Theorem 2.3 (Uniqueness and Stability). Assume that (H.1), (H.2), (H.3),
and (H.4) hold. Let u and v be two weak entropy solutions of the initial-boundary
value problem (2.1). Then
(2.8) ‖u(t, · )− v(t, · )‖L1(B) ≤ ‖u(0, · )− v(0, · )‖L1(B) eCt,
for almost every t ≥ 0. Here C is a finite positive constant depending on k, G, and
B.
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Proof. We define the signum function as
sign (ξ) =

1 ξ > 0,
0 ξ = 0,
−1 ξ < 0,
and its regularized version
signε (ξ) =

1 ξ > ε,
sin
(
piξ
2ε
) |ξ| ≤ ε,
−1 ξ < −ε.
Now set
|σ|ε =
∫ σ
0
signε(ξ) dξ, ηε(u, v) = |u− v|ε .
Let now u = u(t, x) and v = v(s, y) be two entropy solutions with initial data
u0 and v0, respectively. The maps u 7→ ηε(u, v) and v 7→ ηε(u, v) are admissible
entropies. Let ϕ = ϕ(t, x, s, y) be an admissible test function both in (t, x) and in
(s, y). By adding the entropy condition for u and v we get∫
Ω2T
[ |u− v|ε (∂t + ∂s)ϕ− signε(u− v)(k(x)∇xG(u)) · ∇xϕ
+ signε(u− v)(k(y)∇yG(v)) · ∇yϕ
]
dX
−
∫
B×ΩT
|u− v|ε ϕdxdyds
∣∣∣t=T
t=0
−
∫
ΩT×B
|u− v|ε ϕdxdtdy
∣∣∣s=T
s=0
≥
∫
Ω2T
sign′ε(u− v)
[
|h(x)∇xg(u)|2 + |h(y)∇yg(v)|2
]
ϕdX,(2.9)
where
dX = dtdxdsdy,
with dx = dx1 . . . dxd and similarly for dy = dy1 . . . dyd. Using the basic inequality
a2 + b2 ≥ ±2ab, this can be rewritten
τε(ϕ) + iε(ϕ)− fε(ϕ)−Bε(ϕ)
+
∫
Ω2T
signε(u− v)
[
(k(x)∇xG(u)) · ∇yϕ− (k(y)∇yG(v)) · ∇xϕ
]
dX
≥ ±2
∫
Ω2T
sign′ε(u− v)(h(x)∇xg(u)) · (h(y)∇yg(v))ϕdX,
(2.10)
where
τε(ϕ) =
∫
Ω2T
|u− v|ε (∂t + ∂s)ϕdX,
iε(ϕ) =
∫
B×ΩT
|u(0, x)− v(s, y)|ε ϕ(0, x, s, y) dxdsdy
+
∫
ΩT×B
|u(t, x)− v(0, y)|ε ϕ(t, x, 0, y) dtdxdy,
fε(ϕ) =
∫
B×ΩT
|u(T, x)− v(s, y)|ε ϕ(T, x, s, y) dxdsdy
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+
∫
ΩT×B
|u(t, x)− v(T, y)|ε ϕ(t, x, T, y) dtdxdy,
Bε(ϕ) =
∫
Ω2T
signε(u− v) [k(x)∇xG(u)− k(y)∇yG(v)] · (∇x +∇y)ϕdX.
By the weak chain rule (2.7)
signε(u− v)∇xG(u) = signε(u− v)∇x
(∫ u
v
γ2(ξ) dξ
)
= ∇x
(∫ u
v
signε(ξ − v)γ2(ξ) dξ
)
,
signε(u− v)∇yG(v) = − signε(u− v)∇y
(∫ u
v
γ2(ξ) dξ
)
= −∇y
(∫ u
v
signε(u− ξ)γ2(ξ) dξ
)
,
where γ(u) = g′(u) =
√
G′(u). Therefore, using the diagonal structure of k and
the fact that ϕ = ϕ(t, x, s, y) vanishes for x ∈ ∂B or y ∈ ∂B, we have∫
Ω2T
signε(u− v)
[
(k(x)∇xG(u)) · ∇yϕ− (k(y)∇yG(v)) · ∇xϕ
]
dX
=
∫
Ω2T
[
(k(x)∇yϕ) · (signε(u− v)∇xG(u))
− (k(y)∇xϕ) · (signε(u− v)∇yG(v))
]
dX
=
∫
Ω2T
[
(k(x)∇yϕ) · ∇x
(∫ u
v
signε(ξ − v)γ2(ξ) dξ
)
+ (k(y)∇xϕ) · ∇y
(∫ u
v
signε(u− ξ)γ2(ξ) dξ
)]
dX
= −
∫
Ω2T
[
∇2xy (k(x)ϕ)
(∫ u
v
signε(ξ − v)γ2(ξ) dξ
)
+∇2xy (k(y)ϕ)
(∫ u
v
signε(u− ξ)γ2(ξ) dξ
)]
dX,
where
divx (k(x)) =
∂x1k1(x)...
∂xdkd(x)
 ,
∇2xy (k(x)ϕ) =
d∑
i=1
∂xi∂yi
(
ki(x)ϕ
)
.
Similarly,
sign′ε(u− v)∇xg(u) = sign′ε(u− v)∇x
(∫ u
v
γ(ξ) dξ
)
= ∇x
(∫ u
v
sign′ε(ξ − v)γ(ξ) dξ
)
,
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sign′ε(ξ − v)∇yg(v) = sign′ε(ξ − v)∇y
(∫ v
ξ
γ(σ) dσ
)
= ∇y
(∫ v
ξ
sign′ε(ξ − σ)γ(σ) dσ
)
,
so that
sign′ε(u− v)(∇xg(u) · ∇yg(v)) = ∇2xy
(∫ u
v
∫ v
ξ
sign′ε(ξ − σ)γ(ξ)γ(σ) dσdξ
)
.
Using the diagonal structure of h and the fact that ϕ = ϕ(t, x, s, y) vanishes for
x ∈ ∂B or y ∈ ∂B, we have∫
Ω2T
sign′ε(u− v)(h(x)∇xg(u)) · (h(y)∇yg(v))ϕdX
=
∫
Ω2T
sign′ε(u− v)(h(x)h(y))(∇xg(u) · ∇yg(v))ϕdX
=
∫
Ω2T
(∫ u
v
∫ v
ξ
sign′ε(ξ − σ)γ(ξ)γ(σ) dσdξ
)
∇2xy (h(x)h(y)ϕ) dX.
Then, (2.10) can be written
τε(ϕ) + iε(ϕ)− fε(ϕ)−Bε(ϕ)
−
∫
Ω2T
[(∫ u
v
signε(ξ − v)γ2(ξ) dξ
)
∇2xy (k(x)ϕ)
+
(∫ u
v
signε(u− ξ)γ2(ξ) dξ
)
∇2xy ((k(y)ϕ)
]
dX
≥±
∫
Ω2T
(∫ u
v
∫ v
ξ
sign′ε(ξ − σ)γ(ξ)γ(σ) dσdξ
)
∇2xy (2h(x)h(y)ϕ) dX.
(2.11)
Next, we observe that
lim
ε→0
∫ v
ξ
sign′ε(ξ − σ)γ(σ) dσ = − sign (ξ − v) γ(ξ),
and consequently
lim
ε→0
∫ u
v
signε(ξ − v)γ2(ξ) dξ = Γ(u, v),
lim
ε→0
∫ u
v
signε(u− ξ)γ2(ξ) dξ = Γ(u, v),
lim
ε→0
∫ u
v
∫ v
ξ
sign′ε(ξ − σ)γ(σ)γ(ξ) dσdξ = −Γ(u, v),
where
Γ(u, v) :=
∫ u
v
sign (ξ − v) γ2(ξ) dξ.
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Choosing the plus sign in the above inequality (2.11) and using the definition of h,
we get
τ(ϕ) + i(ϕ)− f(ϕ)−B(ϕ)
≥ −
∫
Ω2T
Γ(u, v)∇2xy ((k(x)− 2h(x)h(y) + k(y))ϕ) dX
= −
∫
Ω2T
Γ(u, v)∇2xy
(
(h(x)− h(y))2 ϕ
)
dX =: −C(ϕ),
(2.12)
with
τ(ϕ) =
∫
Ω2T
|u− v| (∂t + ∂s)ϕdX,
i(ϕ) =
∫
B×ΩT
|u0 − v|ϕ(0, x, s, y) dxdsdy
+
∫
ΩT×B
|u− v0|ϕ(t, x, 0, y) dtdxdy,
f(ϕ) =
∫
B×ΩT
|u(T, x)− v(s, y)|ϕ(T, x, s, y) dxdsdy
+
∫
ΩT×B
|u(t, x)− v(T, y)|ϕ(t, x, T, y) dtdxdy,
B(ϕ) =
∫
Ω2T
sign (u− v) [k(x)∇xG(u)− k(y)∇yG(v)] (∇x +∇y)ϕdX.
The inequality (2.12) implies the bound (2.8) as we shall now demonstrate. We
choose a suitable test function ϕ. To this end let ωσ(ξ) be a standard
1 non-negative
smooth mollifier with support inside [−σ, σ]. Recall that∣∣∣ω(k)σ (ξ)∣∣∣ = O (σ−(k+1)) and ∫
R
|ξ|n
∣∣∣ω(k)σ (ξ)∣∣∣ dξ = O (σn−k) ,
for k ≥ 0 and n ≥ 0. We then define
(2.13) Bσ = {x ∈ B | dist(x, ∂B) ≥ σ}.
Let χσ is a C
∞ function such that χσ(ξ) = 0 for ξ 6∈ B, χσ(ξ) = 1 for ξ ∈ Bσ,
0 ≤ χσ(ξ) ≤ 1. Due to the smoothness of ∂B, we have that |∇χσ(ξ)| ≤ C/σ.
Furthermore, the smoothness of ∂B implies that we can choose χσ such that for
every smooth vector field F
(2.14) lim
σ→0
∫
B
F · ∇χσdx =
∫
∂B
F · νds.
Then we choose ϕε as
(2.15) ϕε(t, x, s, y) = ωε0(t− s)Wε1(x− y)χε2(x)χε2(y),
where
ε = (ε0, ε1, ε2), Wε1(x− y) = ωε1(x1 − y1) · · ·ωε1(xd − yd).
With this choice
(∂t + ∂s)ϕε = 0,
1We let ωσ(ξ) =
1
σ
ω( ξ
σ
) where ω : R→ [0,∞), ω ∈ C∞, supp(ω) = [−1, 1], ∫R ω(x)dx = 1.
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(∇x +∇y)ϕε = ωε0(t− s)Wε1(x− y) (∇xχε2(x)χε2(y) + χε2(x)∇yχε2(y)) ,
it is straightforward to show that
lim
ε→0
i(ϕε) =
∫
B
|u0(x)− v0(x)| dx,(2.16)
and
lim
ε→0
f(ϕε) =
∫
B
|u(T, x)− v(T, x)| dx.(2.17)
Next we claim that
(2.18) lim
ε2→0
(
lim
(ε0,ε1)→0
|B(ϕε)|
)
= 0.
To prove this claim first observe that
B(ϕε) =
∫
Ω2T
sign (u− v) (k(x)∇xG(u)− k(y)∇yG(v))
× ωε0(t− s)Wε1(x− y) (∇xχε2(x)χε2(y) + χε2(x)∇yχε2(y)) dX,
and hence
lim
(ε0,ε1)→0
|B(ϕε)| ≤ 2
∫
ΩT
|(k(x)∇xG(u)) · ∇xχε2(x)| dxdt
+ 2
∫
ΩT
|(k(y)∇yG(v)) · ∇yχε2(y)| dyds.
Since both u and v satisfy the Neumann boundary conditions (see (2.14))
lim
ε2→0
∫
B
|(k(x)∇xG(u)) · ∇xχε2(x)| dx = 0 a.e. t,
equation (2.18) holds. Next we tackle the troublesome term, cf. (2.12),
C(ϕε) :=
∫
Ω2T
Γ(u, v)∇2xy
(
(h(x)− h(y))2 ϕε
)
dX.
We start by computing
∇2xy
(
(h(x)− h(y))2ϕε
)
= ∇2xy
(h1(x)− h1(y))
2ϕε · · · 0
...
. . .
...
0 · · · (hd(x)− hd(y))2ϕε

= divy
∂x1((h1(x)− h1(y))
2ϕε)
...
∂xd((hd(x)− hd(y))2ϕε)

=
d∑
i=1
∂2xiyi((hi(x)− hi(y))2ϕε)
= −2
d∑
i=1
∂xihi(x)∂yihi(y)ϕε
+ 2
d∑
i=1
(hi(x)− hi(y))∂xihi(x)∂yiϕε
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− 2
d∑
i=1
(hi(x)− hi(y))∂yihi(y)∂xiϕε
+
d∑
i=1
(hi(x)− hi(y))2∂2xiyiϕε.
Also recall that
Γ(u, v) =
∫ u
v
sign (ξ − v)G′(ξ) dξ ≤ C |u− v| .
Consequently
|C(ϕε)| ≤ C
d∑
i=1
∫
Ω2T
|u− v| |∂xihi(x)∂yihi(y)|ϕε dX︸ ︷︷ ︸
C1(ϕε)
+ C
d∑
i=1
∫
Ω2T
|u− v| |(hi(x)− hi(y))∂xihi(x)| |∂yiϕε| dX︸ ︷︷ ︸
C2(ϕε)
+ C
d∑
i=1
∫
Ω2T
|u− v| |(hi(x)− hi(y))∂yihi(y)| |∂xiϕε| dX︸ ︷︷ ︸
C3(ϕε)
+ C
d∑
i=1
∫
Ω2T
|u− v| (hi(x)− hi(y))2
∣∣∂2xiyiϕε∣∣ dX︸ ︷︷ ︸
C4(ϕε)
.
Below we shall repeatedly use that since v is an entropy solution, v has a modulus of
continuity, i.e., there is a continuous function ν : [0, 1]→ [0,∞) such that ν(0) = 0
and
sup
t∈[0,T ]
(
sup
|δ|≤σ
∫
Bσ
|v(t, x)− v(t, x+ δ)| dx
)
≤ ν(σ).
With our choice of test function it readily follows that
lim
ε0→0
|C1(ϕε)| ≤ C
∫
ΩT
∫
B
|u− v|Wε1(x− y) dydxdt
≤ C
∫
ΩT
|u(t, x)− v(t, x)|
∫
|y−x|<ε1
Wε1(x− y) dydxdt
+ C
∫
ΩT
∫
|y−x|<ε1
|v(t, x)− v(t, y)|Wε1(x− y) dydxdt.
Thus
(2.19) lim
ε0→0
|C1(ϕε)| ≤ C
(∫
ΩT
|u(t, x)− v(t, x)| dxdt+ ν(ε1)
)
.
To estimate C2(ϕε) we observe that
∂yiϕε = ωε0(t− s) [−∂yiWε1(x− y)χε2(x)χε2(y) +Wε1(x− y)χε2(x)∂yiχε2(y)] ,
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and we split C2(ϕε) = C2,1(ϕε) + C2,2(ϕε) accordingly. Then
lim
ε0→0
|C2,1(ϕε)|
≤
d∑
i=1
∫
ΩT
∫
B
|u(t, x)− v(t, y)| |hi(x)− hi(y)|
× |∂xihi(x)| |∂yiWε1(x− y)| χε2(x)χε2(y) dydxdt
≤ C
∫
ΩT
∫
B
|u(t, x)− v(t, y)| |x− y| |∇yWε1(x− y)| dydxdt
≤ C
∫
ΩT
|u(t, x)− v(t, x)|
∫
B
|x− y| |∇yWε1(x− y)| dydxdt
+ C
∫
ΩT
∫
|y−x|<ε1
|v(t, x)− v(t, y)| |x− y| |∇yWε1(x− y)| dydxdt
≤ C
∫
ΩT
|u(t, x)− v(t, x)| dxdt+ Cν(ε1).
Similarly we find that
lim
ε0→0
|C2,2(ϕε)|
≤
d∑
i=1
∫
ΩT
∫
B
|u(t, x)− v(t, y)| |hi(x)− hi(y)|
× |∂xih(x)|Wε1(x− y)χε2(x) |∂yiχε2(y)| dydxdt
≤ C
∫
ΩT
|u(t, x)− v(t, x)| 1
ε2
∫
|y−x|<ε1
|x− y|Wε1(x− y) dydxdt
+
C
ε2
∫
ΩT
∫
|y−x|<ε1
|v(t, x)− v(t, y)| |x− y|Wε1(x− y) dydxdt
≤ C ε1
ε2
(∫
ΩT
|u(t, x)− v(t, x)| dxdt+ ν(ε1)
)
.
Therefore we have that
(2.20) lim
ε0→0
|C2(ϕε)| ≤ C
(
1 +
ε1
ε2
)(∫
ΩT
|u(t, x)− v(t, x)| dxdt+ ν(ε1)
)
.
The term C3(ϕε) can similarly be bounded as
(2.21) lim
ε0→0
|C3(ϕε)| ≤ C
(
1 +
ε1
ε2
)(∫
ΩT
|u(t, x)− v(t, x)| dxdt+ ν(ε1)
)
.
To estimate the final term C4(ϕε) we first note that
∂2xiyiϕε = ωε0(t− s)
[
− ∂2xiyiWε1(x− y)χε2(x)χε2(y)
+ ∂xiWε1(x− y)χε2(x)∂yiχε2(y)
− ∂yiWε1(x− y)∂xiχε2(x)χε2(y)
+Wε1(x− y)∂xiχε2(x)∂yiχε2(y)
]
,
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and we split C4(ϕε) = C4,1(ϕε)+C4,2(ϕε)+C4,3(ϕε)+C4,4(ϕε) accordingly. These
terms are estimated as follows:
lim
ε0→0
|C4,1(ϕε)|
≤
d∑
i=1
∫
ΩT
∫
B
|u− v| (hi(x)− hi(y))2
∣∣∂2xiyiWε1(x− y)∣∣χε2(x)χε2(y) dydxdt
≤ C
d∑
i=1
∫
ΩT
∫
B
|u− v| |x− y|2 ∣∣∂2xiyiWε1(x− y)∣∣ dydxdt
≤ C
d∑
i=1
∫
ΩT
|u(t, x)− v(t, x)|
∫
|y−x|<ε1
|x− y|2 ∣∣∂2xiyiWε1(x− y)∣∣ dydxdt
+
d∑
i=1
∫
ΩT
∫
|y−x|<ε1
|v(t, x)− v(t, y)| |x− y|2 ∣∣∂2xiyiWε1(x− y)∣∣ dydxdt
≤ C
∫
ΩT
|u(t, x)− v(t, x)| dxdt+ Cν(ε1),
and
lim
ε0→0
|C4,2(ϕε)|
≤
d∑
i=1
∫
ΩT
∫
B
|u− v| (hi(x)− hi(y))2 |∂xiWε1(x− y)|χε2(x) |∂yiχε2(y)| dydxdt
≤ C
d∑
i=1
∫
ΩT
|u(t, x)− v(t, x)| 1
ε2
∫
|y−x|<ε1
|x− y|2 |∂xiWε1(x− y)| dydxdt
+ C
d∑
i=1
∫
ΩT
|v(t, x)− v(t, y)| 1
ε2
∫
|y−x|<ε1
|x− y|2 |∂xiWε1(x− y)| dydxdt
≤ C ε1
ε2
(∫
ΩT
|u(t, x)− v(t, x)| dxdt+ ν(ε1)
)
.
The term C4,3(ϕε) is similar,
lim
ε0→0
|C4,3(ϕε)| ≤ C ε1
ε2
(∫
ΩT
|u(t, x)− v(t, x)| dxdt+ ν(ε1)
)
.
It remains the term C4,4(ϕε),
lim
ε0→0
|C4,4(ϕε)|
≤
d∑
i=1
∫
ΩT
∫
B
|u− v| (hi(x)− hi(y))2Wε1(x− y) |∂xiχε2(x)∂yiχε2(y)| dydxdt
≤ C
∫
ΩT
∫
B
|u− v| |x− y|2Wε1(x− y)
1
ε22
dydxdt
≤ C
∫
ΩT
|u(t, x)− v(t, x)| 1
ε22
∫
|y−x|<ε1
|x− y|2Wε1(x− y) dydxdt
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+ C
∫
ΩT
|v(t, x)− v(t, y)| 1
ε22
∫
|y−x|<ε1
|x− y|2Wε1(x− y) dydxdt
≤ C ε
2
1
ε22
(∫
ΩT
|u(t, x)− v(t, x)| dxdt+ ν(ε1)
)
.
Then we can conclude that
(2.22) lim
ε0→0
|C4(ϕε)| ≤ C
(
1 +
ε1
ε2
+
(ε1
ε2
)2)(∫
ΩT
|u(t, x)− v(t, x)| dxdt+ ν(ε1)
)
.
Using (2.19)–(2.22) we find
(2.23) lim
ε0→0
|C(ϕε)| ≤ C
(
1 +
ε1
ε2
+
(ε1
ε2
)2)(∫
ΩT
|u(t, x)− v(t, x)| dxdt+ ν(ε1)
)
,
and hence we can send ε1 and ε2 to zero in such a manner that the quotient ε1/ε2
remains finite to conclude that
(2.24) lim
ε→0
|C(ϕε)| ≤ C
∫ T
0
∫
B
|u(t, x)− v(t, x)| dxdt.
Taking the limit ε→ 0 in (2.12), using (2.16), (2.17), (2.18) and (2.24) we get∫
B
|u(T, x)− v(T, x)| dx ≤
∫
B
|u0(x)− v0(x)| dx+C
∫ T
0
∫
B
|u(t, x)− v(t, x)| dxdt.
The inequality (2.8) then follows by Gronwall’s lemma. 
Remark 2.4. If u is an entropy solution, then u(t, x) ≥ u a.e. (t, x) for some
finite constant u. Since ∇G(u) = ∇ (G(u)−G(u)), there is no loss of generality in
assuming G(u) = 0. Then define
G(u) =
∫ u
u
G(σ) dσ.
The G(u(t, x)) ≥ 0 for almost all (t, x), and
d
dt
∫
B
G(u(t, x)) dx = −
∫
B
(k(x)∇G(u(t, x))) · ∇G(u(t, x)) dx(≤ 0).
Since ki ≥ k > 0 this means that∫
ΩT
|∇G(u(t, x))|2 dxdt ≤ 1
k
∫
B
G(u0(x))−G(u(T, x)) dx
≤ 1
k
∫
B
G(u0(x)) dx <∞.
We then claim that an entropy solution satisfies the following regularity estimate
(2.25)
∫ T
0
|G(u(t, x))−G(u(t, y))| dt ≤ CT
√
|x− y|,
for some constant C which depends only on u0 and T , and for almost all x and y
in B. To substantiate this claim we calculate∫ T
0
|G(u(t, x))−G(u(t, y))| dt
≤
∫ T
0
∣∣∣∫ 1
0
∇G(u(t, θy + (1− θ)x)) · (y − x) dθ
∣∣∣ dt
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≤
√
|x− y|T 1/2
(∫
ΩT
|∇G(u(t, z))|2 dzdt
)1/2
.
3. Existence of a solution
Given µ > 0, let uµ be the unique classical solution of the initial-boundary value
problem [17, Theorem 1.7.8]
(3.1)

∂tu
µ = div (k(x)∇G(uµ)) + µ∆uµ, t > 0, x ∈ B,
(k(x)∇G(uµ(t, x)) + µ∇uµ(t, x)) · ν = 0, t > 0, x ∈ ∂B,
uµ(0, x) = u0(x), x ∈ B.
The main result of this section is the following.
Theorem 3.1 (Existence). Assume that (H.1), (H.2), (H.3), (H.4) hold and
that every ki depends only on xi. Then there exists an entropy solution u in the
sense of Definition 2.2 to the the initial-boundary value problem (2.1). In particular,
we have, as µ→ 0, that
(3.2) uµ → u a.e. and in Lp(ΩT ) for every T > 0 and 1 ≤ p <∞.
First observe that by the Neumann boundary conditions, the solution operator
is conservative, i.e.,
d
dt
∫
B
uµ(t, x) dx = 0.
Lemma 3.2. We have that
‖uµ(T, · )‖2L2(B) +
∫
ΩT
2G(uµ)|h(x)∇uµ|2 dxdt
+2µ
∫
ΩT
|∇uµ|2 dxdt = ‖u0‖2L2(B) ,(3.3a)
inf
x¯∈B
u0(x¯) ≤ uµ(t, x) ≤ sup
x¯∈B
u0(x¯), (t, x) ∈ Ω(3.3b)
‖uµ(t, · )‖L1(B) ≤ ‖u0‖L1(B) ,(3.3c)
‖∇G(uµ)‖L2(ΩT ) ≤
‖G(u0)‖L∞(B) ‖u0‖L1(B)√
min
i, x∈B
ki(xi)
,(3.3d)
‖∂tuµ(t, · )‖L1(B) ≤ C ‖u0‖W 2,1(B) ,(3.3e)
‖div (k∇G(uµ)) (t, · )‖L1(B) ≤ C ‖u0‖W 2,1(B) ,(3.3f)
for every µ > 0 and t ∈ [0,∞).
Proof. If we multiply with η′(uµ) where η is a smooth convex function (entropy),
using that uµ is a classical smooth solution, we get
∂tη(u
µ) = η′(uµ)div (k(x)∇G(uµ)) + µη′(uµ)∆uµ
= div (η′(uµ) (k(x)∇G(uµ) + µ∇uµ))
− η′′(uµ)G′(uµ)|h(x)∇uµ|2 − µη′′(uµ)|∇uµ|2.
(3.4)
Integrating over B and using the boundary conditions we get
(3.5)
d
dt
∫
B
η(uµ) dx+
∫
B
η′′(uµ)G′(uµ)|h(x)∇uµ|2 dx+µ
∫
B
η′′(uµ)|∇uµ|2 dx = 0.
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Choosing η(u) = 12u
2 we get (3.3a). By an approximation argument, we can choose
η(u) = (u− c)± where c is a constant, to get∫
B
(uµ(t, x)− c)± dx ≤
∫
B
(u0 − c)± dx.
This implies the bound (3.3b). Setting c = 0 and adding the (u)+ and (u)−
inequalities we get (3.3c).
Without loss of generality, we can assume that G(0) = 0. If necessary by an
approximation argument, we can use the entropy
η(u) =
∫ u
0
G(v) dv.
Note that η(u) ≥ 0. Since η′(u) = G(u) we get the bound
d
dt
∫
B
η(uµ) dx+
∫
B
|h(x)∇G(uµ)|2 dx ≤ 0.
This means that ∇G(uµ) is uniformly bounded in L2(ΩT ) and (3.3d) holds.
Since, from (3.1),
(k(x)∇∂tG(uµ(t, x)) + µ∇∂tuµ(t, x)) · ν = 0, t > 0, x ∈ ∂B,
differentiating the equation in (3.1) we gain
d
dt
∫
B
|∂tuµ|dx =
∫
B
∂2ttu
µ sign (∂tu
µ) dx
=
∫
B
div ((k(x)∇∂tG(uµ)) + µ∇∂tuµ) sign (∂tuµ) dx
= −
∫
B
(
G′(uµ)(k(x)∇∂tuµ) · ∇∂tuµ + µ|∇∂tuµ|2
)
sign′(∂tuµ)dx︸ ︷︷ ︸
≤0
−
∫
B
G′′(uµ)∂tuµ(k(x)∇uµ) · ∇∂tuµsign′(∂tuµ)dx︸ ︷︷ ︸
=0
+
∫
∂B
(k(x)∇∂tG(uµ) + µ∇∂tuµ) · ν sign (∂tuµ) ds.︸ ︷︷ ︸
=0
The middle term disappears as the integrand contains a term of the form ψ sign′(ψ)
(with ψ = ∂tu
µ). Integrating over (0, t) we get (3.3e) and from the equation
(3.3f). 
Lemma 3.3. For every σ > 0 there exists a constant Cσ > 0 independent of µ
such that
(3.6)
∥∥∂xjuµ(t, · )∥∥L1(Bσ) ≤ ∥∥∂xju0∥∥L1(B) eCσt,
for every µ > 0, t ≥ 0, and j ∈ {1, . . . , d}, where Bσ is defined in (2.13).
Proof. Define
vµi = ∂xiu
µ.
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The equation (3.1) reads
∂tu
µ =
d∑
i=1
∂xi
(
ki(xi)G
′(uµ)vµi
)
+ µ∆uµ.
Differentiating with respect to xj we get
∂tv
µ
j =
d∑
i=1
∂xi
(
ki(xi)G
′(uµ)∂xiv
µ
j
)
+
d∑
i=1
∂xi
(
ki(xi)G
′′(uµ)vµi v
µ
j
)
+
d∑
i=1
∂xi
(
(∂xjki(xi))G
′(uµ)vµi
)
+ µ∆vµj .
Let χ be a cut-off function such that
χ ∈ C∞(Rd), 0 ≤ χ ≤ 1, χ(x) =
{
1, if x ∈ Bσ,
0, if x 6∈ Bσ
2
,∣∣∣∂2xixjχ∣∣∣ ≤ c(σ)χ, |∂xiχ| ≤ c(σ)χ.
Using the facts
χ
∣∣
∂B
= ∂xiχ
∣∣
∂B
= 0, i 6= j ⇒ ∂xjki = 0,
we have that
d
dt
∫
B
|vµj |χdx =
∫
B
∂tv
µ
j sign v
µ
j χdx
=
d∑
i=1
∫
B
∂xi
(
ki(xi)G
′(uµ)∂xiv
µ
j
)
sign
(
vµj
)
χdx
+
d∑
i=1
∫
B
∂xi
(
ki(xi)G
′′(uµ)vµi v
µ
j
)
sign
(
vµj
)
χdx
+
∫
B
∂xj
(
(∂xjkj(x))G
′(uµ)vµj
)
sign
(
vµj
)
χdx
+ µ
∫
B
∆vµj sign
(
vµj
)
χdx
= −
d∑
i=1
∫
B
ki(xi)G
′(uµ)(∂xiv
µ
j )
2sign′(vµj )χdx︸ ︷︷ ︸
≤0
−
d∑
i=1
∫
B
ki(xi)G
′(uµ)∂xi |vµj |∂xiχdx
−
d∑
i=1
∫
B
∂xiki(xi)G
′′(uµ)vµi v
µ
j (∂xiv
µ
j )sign
′(vµj )χdx︸ ︷︷ ︸
=0
−
d∑
i=1
∫
B
ki(xi)G
′′(uµ)vµi |vµj |∂xiχdx
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−
∫
B
(∂xjkj(x))G
′(uµ)vµj (∂xjv
µ
j )sign
′(vµj )χdx︸ ︷︷ ︸
=0
−
∫
B
(∂xjkj(x))G
′(uµ)|vµj |∂xjχdx
−µ
∫
B
|∇vµj |2sign′(vµj )χdx︸ ︷︷ ︸
=0
+µ
∫
B
|vµj |∆χdx
≤ −
d∑
i=1
∫
B
ki(xi)∂xi
(
G′(uµ)|vµj |
)
∂xiχdx
−
∫
B
(∂xjkj(x))G
′(uµ)|vµj |∂xjχdx+ µ
∫
B
|vµj |∆χdx
=
d∑
i=1
∫
B
(∂xiki(xi))G
′(uµ)|vµj |∂xiχdx
+
d∑
i=1
∫
B
ki(xi)G
′(uµ)|vµj |∂2xixiχdx
−
∫
B
(∂xjkj(x))G
′(uµ)|vµj |∂xjχdx+ µ
∫
B
|vµj |∆χdx
≤ c(σ)
∫
B
|vµj |χdx.
The term
∫
B
|∇vµj |2sign′(vµj )χdx vanishes due to [10, Lemma B.5]. The Gronwall
lemma gives the claim. 
Proof of Theorem 3.1. We claim that there exists a function u ∈ L∞(Ω) and a
subsequence {µ`}`, µ` → 0, such that
(3.7) uµ` → u, a.e. and in Lp(ΩT ) for every T > 0 and 1 ≤ p <∞.
Consider the sequence {uµχBσ}µ. Thanks to Lemmas 3.2 and 3.3 for every σ we
can find a sequence {µσ` }`, µσ` → 0, and a function uσ ∈ BV (ΩT ) such that
uµ
σ
` → uσ, a.e. and in Lp((0, T )×Bσ) for every T > 0 and 1 ≤ p <∞.
Since
uµ
σ
` = uµ
σ′
` in Bσ, if σ
′ < σ.
The function uσ can be extended to a function u ∈ L∞(Ω) such that
uσ = u in Bσ.
and using a diagonal argument we can find a subsequence {µ`}`, µ` → 0, such that
(3.7) holds.
The dominated convergence theorem, Lemmas 3.2, 3.3, (3.4), and (3.7) guarantee
that (2.2), (2.3), (2.5), (2.6) hold. Regarding (2.4), we observe that thanks to (3.3e)
div (k(x)∇G(u)) = ∂tu ∈ L∞((0,∞);L1(B)).
In light of [4, Theorem 2.1], we have that (k∇G(u)) ·ν admits trace on (0,∞)×∂B
and (2.4) holds.
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Finally, we can improve the convergence along a subsequence in (3.7) to the one
along all the family in (3.2) due to the uniqueness of the entropy solutions. 
4. Convergence of a difference scheme in one space dimension
We now consider the problem in one space dimension with B = (0, 1). Thus
∂tu =
(
k(x)∂xG(u)
)
x
, u|t=0 = u0,
with Neumann boundary conditions
(
k(x)∂xG(u)
)|x=0,1 = 0.
Let ∆x = 1/(N + 1) for some positive integer N . We use the notation
∆±aj = ± (aj±1 − aj) ,
and xj = (j + 1/2)∆x, tn = n∆t, and kj+1/2 = k(xj+1/2) for (small) positive
numbers ∆x and ∆t. With the shift operator
(S±a)j = aj±1,
we can write
S±∆∓ = ∆±.
We use the common convention that unj is an approximation to u(tn, xj). Let u
n
j ,
j = 0, . . . , N , n ≥ 0 be the solution to the following system of equations
(4.1) un+1j − µ∆+
(
kj−1/2∆−G
(
un+1j
))
= unj , j = 0, . . . , N,
with the boundary conditions that ∆−un+10 = ∆+u
n
N = 0. Here µ = ∆t/∆x
2
(which is only assumed to be bounded from below). As to the initial condition we
define
(4.2) u0j =
1
∆x
∫ xj+1/2
xj−1/2
u0(x) dx, j = 0, . . . , N.
For later use we also define the function u∆t : [0,∞)×B → R as
(4.3) u∆t(t, x) = u
n
j for (t, x) ∈ [tn, tn+1)× [xj−1/2, xj+1/2).
Regarding the solvability of (4.1), we have the following result.
Lemma 4.1. For any given un = (un0 , . . . , u
n
N ) ∈ RN+1, the equation (4.1) has a
unique solution un+1 ∈ RN+1.
Proof. Let α = (α0, . . . , αN ) ∈ RN+1 be given. Consider the map RN+1 3 u 7→
F (u) ∈ RN+1, where
F (u)j = uj − µ∆+
(
kj−1/2∆−G(uj)
)− αj .
Then the statement of the lemma is equivalent to the existence of a unique u such
that F (u) = 0. We have(
F (u), u
)
= ‖u‖2 − µ
N+1∑
j=0
∆+
(
kj−1/2∆−G(uj)
)
uj −
(
α, u
)
= ‖u‖2 + µ
N+1∑
j=0
kj−1/2∆−G(uj)∆−uj −
(
α, u
)
= ‖u‖2 + µ
N+1∑
j=0
kj−1/2G′(u˜j)|∆−uj |2 −
(
α, u
)
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≥ ( ‖u‖ − ‖α‖ ) ‖u‖ .
Here u˜j is a number between uj and uj+1, and we have used the monotonicity of
G. For a given α with norm r = ‖α‖, we have that (F (u), u) ≥ 0 for all u with
‖u‖ ≥ r. Then [7, Thm. 9.9-3] gives the existence of an u¯ such that F (u¯) = 0.
Uniqueness follows from (4.9). More precisely, we consider two solutions
uj − µ∆+
(
kj−1/2∆−G(uj)
)
= fj
vj − µ∆+
(
kj−1/2∆−G(vj)
)
= gj
}
for j = 0, . . . , N,
with the boundary conditions ∆−u0 = ∆+uN = 0 and ∆−v0 = ∆+vN = 0. After
a detailed analysis of each term we conclude (cf. (4.9))
(4.4)
N∑
j=0
|uj − vj | ≤
N∑
j=0
|fj − gj | .

It will also be useful to define the (artificial) value u−1 by taking an explicit step
in the negative t direction,
u−1j = u
0
j − µ∆+
(
kj−1/2∆−G(u0j )
)
, j = 0, . . . , N,
so that the scheme (4.1) is valid for n ≥ −1.
Due to the boundary condition, the scheme is conservative,
N∑
j=0
unj =
N∑
j=0
un+1j − µ
N∑
j=0
∆+
(
kj−1/2∆−G
(
un+1j
))
=
N∑
j=0
un+1j + µ
(
k−1/2∆−G(u
n+1
0 )− kN+1/2∆+G(un+1N )
)
=
N∑
j=0
un+1j .
If η(u) is a twice continuously differentiable function,
η′
(
un+1j
) (
un+1j − unj
)
= η
(
un+1j
)− η(unj ) + 12η′′ (un+1/2j ) (un+1j − unj )2 ,
where u
n+1/2
j is some value between u
n+1
j and u
n
j . We can then multiply the scheme
(4.1) by η′(un+1j ) to find that
η
(
un+1j
)−µη′(un+1j )∆+ (kj−1/2∆−G (un+1j ))+12η′′ (un+1/2j ) (un+1j − unj )2 = η(unj ).
Using the “Leibniz rule” ∆+ (ajbj) = aj∆+bj + bj+1∆+aj , this can be rewritten
(4.5) η
(
un+1j
)− µ∆+ [kj−1/2η′(un+1j )∆−G (un+1j )]
+ µkj+1/2
(
∆+η
′(un+1j )
) (
∆+G(u
n+1
j )
)
+
1
2
η′′
(
u
n+1/2
j
) (
un+1j − unj
)2
= η(unj ).
If we sum this over j, then, due to the boundary conditions, the second term on
the left vanishes, and we are left with
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(4.6)
N∑
j=0
η(un+1j ) + µ
N∑
j=0
kj+1/2
(
∆+η
′(un+1j )
) (
∆+G(u
n+1
j )
)
+
1
2
N∑
j=0
η′′
(
u
n+1/2
j
) (
un+1j − unj
)2
=
N∑
j=0
η(unj ).
Setting η(u) = 12u
2, we get the “L2” bound
1
2
N∑
j=0
(
un+1j
)2
+ µ
N∑
j=0
kj+1/2
(
∆+u
n+1
j
) (
∆+G(u
n+1
j )
)
+
1
2
µ2
N∑
j=0
(
∆+
(
kj+1/2∆−G(u
n+1
j )
))2
=
1
2
N∑
j=0
(
unj
)2
.
Summing this over n = 0, . . . ,M − 1 we find that
N∑
j=0
(
uMj
)2
+ 2µ
M−1∑
n=0
N∑
j=0
kj+1/2
(
∆+u
n
j
) (
∆+G(u
n
j )
)
+ µ2
M−1∑
n=0
N∑
j=0
(
∆+
(
kj+1/2∆−G(unj )
))2
=
N∑
j=0
(
u0j
)2
.
In particular, this implies the uniform L2 bound on u∆t,
(4.7) ‖u∆t(t, · )‖L2(B) ≤ ‖u0‖L2(B) .
We can also choose η(u) = |u|ε in (4.6), and then let ε→ 0 to conclude that
‖u∆t(t, · )‖L1(B) ≤ ‖u0‖L1(B) .
If we choose η(u) =
∫ u
0
G(v) dv in equation (4.6) we find
N∑
j=0
η(un+1j ) + µ
N∑
j=0
kj+1/2
(
∆+G
(
un+1j
))2 ≤ N∑
j=0
η(unj ).
If ∆x
∑
j η(u
0
j ) is uniformly bounded, then
(4.8) ∆t∆x
M∑
n=0
N∑
j=0
kj+1/2
(∆+G(un+1j )
∆x
)2
≤ C.
Next we show stability of solutions to (4.1) with respect to the initial data. To
keep the notation simple, let u and v solve
uj − µ∆+
(
kj−1/2∆−G(uj)
)
= fj
vj − µ∆+
(
kj−1/2∆−G(vj)
)
= gj
}
for j = 0, . . . , N,
with the boundary conditions
{
∆−u0 = ∆+uN = 0,
∆−v0 = ∆+vN = 0.
Subtracting these equations
(uj − vj)− µ∆+
(
kj−1/2∆− (G(uj)−G(vj))
)
= fj − gj .
Multiplying with signε(uj − vj)
signε(uj − vj) (uj − vj)− µ∆+
[
kj−1/2 signε(uj − vj)∆− (G(uj)−G(vj))
]
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+ µkj+1/2 [∆+ signε(uj − vj)] [∆+ (G(uj)−G(vj))]
= signε(uj − vj) (fj − gj) .
Summing over j = 1, . . . , N and sending ε→ 0,
N∑
j=0
|uj − vj |+µ
N∑
j=0
kj+1/2 [∆+ sign (uj − vj)] [∆+ (G(uj)−G(vj))] ≤
N∑
j=0
|fj − gj | .
Consider the second sum on the left, each summand reads
kj+1/2 [sign (uj+1 − vj+1)− sign (uj − vj)] [G(uj+1)−G(vj+1)− (G(uj)−G(vj))] .
We have that
sign (uj+1 − vj+1)− sign (uj − vj) =

2 if uj+1 > vj+1 and uj < vj ,
1 if uj+1 > vj+1 and uj = vj ,
1 if uj+1 = vj+1 and uj < vj ,
−1 if uj+1 = vj+1 and uj > vj ,
−1 if uj+1 < vj+1 and uj = vj ,
−2 if uj+1 < vj+1 and uj > vj ,
0 otherwise.
Similarly we find that
G(uj+1)−G(vj+1)− (G(uj)−G(vj))

≥ 0 if uj+1 > vj+1 and uj < vj ,
≥ 0 if uj+1 > vj+1 and uj = vj ,
≥ 0 if uj+1 = vj+1 and uj < vj ,
≤ 0 if uj+1 = vj+1 and uj > vj ,
≤ 0 if uj+1 < vj+1 and uj = vj ,
≤ 0 if uj+1 < vj+1 and uj > vj .
Thus each summand in the second sum over j above is nonnegative and we find
that
(4.9)
N∑
j=0
|uj − vj | ≤
N∑
j=0
|fj − gj | .
This completes the argument used to prove (4.4).
If vnj is another solution of (4.1), with initial data v
0
j , then we have that
(4.10)
N∑
j=0
∣∣unj − vnj ∣∣ ≤ N∑
j=0
∣∣u0j − v0j ∣∣ .
Since the update un 7→ un+1 is conservative, by the Crandall–Tartar lemma [10,
Lemma 2.13], it is also monotone, i.e., if unj ≤ vnj , then un+1j ≤ vn+1j . If we set
vnj = u
n+1
j we get the estimate
N∑
j=0
∣∣un+1j − unj ∣∣ ≤ N∑
j=0
∣∣u0j − u−1j ∣∣ = µ N∑
j=0
∣∣∆+ (kj−1/2∆−G(u0j ))∣∣ .
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Now we assume that u0 is such that k∂xG(u0) ∈ BV (B). This then gives the
estimates
‖u∆t(t+ ∆t, · )− u∆t(t, · )‖L1(B) ≤ C∆t
∫
B
|∂x(k∂xG(u0(x)))| dx
= C∆t |k∂xG(u0)|BV (B) ,
(4.11)
and
∆x
N∑
j=0
∣∣∣∆+ (kj−1/2∆−G(unj ))
∆x2
∣∣∣ ≤ C |k∂xG(u0)|BV (B) .(4.12)
As for the viscous regularization (3.1), we now establish a BV bound on u∆x.
Define vnj−1/2 = ∆−u
n
j . Then v
n
−1/2 = v
n
N+1/2 = 0, and v
n
j−1/2 solves the equation
(4.13) vn+1j−1/2 − µ∆−∆+
(
kj−1/2Γ
n+1
j−1/2v
n+1
j−1/2
)
= vnj−1/2, j = 1, . . . , N,
where
Γn+1j−1/2 =
∆−G(un+1j )
∆−un+1j
=
∆−G(un+1j )
vn+1j−1/2
.
Set η(v) = |v|ε, multiply with η′(vn+1j−1/2) to get
η(vn+1j−1/2)− µ∆+
[
η′(vn+1j−1/2)∆−
(
kj−1/2Γ
n+1
j−1/2v
n+1
j−1/2
)]
− µkj+1/2
[
∆+η
′(vn+1j−1/2)
] [
∆+
(
kj−1/2Γ
n+1
j−1/2v
n+1
j−1/2
)]
≤ η(vnj−1/2).
Here we have used that
η(vnj−1/2)− η(vn+1j−1/2) ≥
(
vnj−1/2 − vn+1j−1/2)
)
η′(vn+1j−1/2)
due to the convexity of η, and
η′(vn+1j−1/2)∆−∆+
(
kj−1/2Γ
n+1
j−1/2v
n+1
j−1/2
)
= ∆+
[
η′(vn+1j−1/2)∆−
(
kj−1/2Γ
n+1
j−1/2v
n+1
j−1/2
) ]
− (∆+η′(vn+1j−1/2))S+(∆− (kj−1/2Γn+1j−1/2vn+1j−1/2))
= ∆+
[
η′(vn+1j−1/2)∆−
(
kj−1/2Γ
n+1
j−1/2v
n+1
j−1/2
) ]
− (∆+η′(vn+1j−1/2))∆+ (kj−1/2Γn+1j−1/2vn+1j−1/2) .
Now we sum this over j = 0, . . . , N , the second term on the left vanishes due to the
boundary condition on vn+1j−1/2, and the fact that η
′(0) = 0. Then we can let ε→ 0
to conclude that
N−1∑
j=0
∣∣∣vn+1j+1/2∣∣∣+µ N∑
j=1
kj−1/2
[
∆+ sign
(
vn+1j−1/2
)] [
∆+
(
Γj−1/2v
n+1
j−1/2
)]
≤
N−1∑
j=0
∣∣∣vnj+1/2∣∣∣ .
SINGULAR DIFFUSION 23
Now
sign
(
vn+1j+1/2
)
− sign
(
vn+1j−1/2
)
=

2 vn+1j−1/2 < 0 < v
n+1
j+1/2,
1 vn+1j−1/2 < 0 = v
n+1
j+1/2,
1 vn+1j−1/2 = 0 < v
n+1
j+1/2,
−1 vn+1j−1/2 = 0 > vn+1j+1/2,
−1 vn+1j−1/2 > 0 = vn+1j+1/2,
−2 vn+1j−1/2 > 0 > vn+1j+1/2,
0 otherwise,
and
Γn+1j+1/2v
n+1
j+1/2 − Γn+1j−1/2vn+1j−1/2

≥ 0 vn+1j−1/2 < 0 < vn+1j+1/2,
≥ 0 vn+1j−1/2 < 0 = vn+1j+1/2,
≥ 0 vn+1j−1/2 = 0 < vn+1j+1/2,
≤ 0 vn+1j−1/2 = 0 > vn+1j+1/2,
≤ 0 vn+1j−1/2 > 0 = vn+1j+1/2,
≤ 0 vn+1j−1/2 > 0 > vn+1j+1/2.
Thus the second sum above is nonnegative, and we conclude that
(4.14)
N−1∑
j=0
∣∣unj+1 − unj ∣∣ ≤ N−1∑
j=0
∣∣u0j+1 − u0j ∣∣ , n ≥ 0.
We have established that {u∆t}∆t>0 is uniformly bounded in L∞(ΩT ) and also
C([0, T ];L1(B)), and that we have a uniform (in t and ∆t) bound on |u∆t(t, · )|BV (B).
By Kolmogorov–Riesz’s theorem (see [10, Thm. A.11], [8, 9]), there exists a subse-
quence of ∆t’s and a function u = u(t, x), such that u∆t → u in C([0, T ];L1(B)).
Since G is a Lipschitz continuous function, also G(u∆t) converges to G(u). We shall
have use for the notation
D± =
1
∆x
∆± and Dt+η
(
unj
)
=
η(un+1j )− η(unj )
∆t
.
Define the continuous function kDG∆x by piecewise linear interpolation
kDG∆x(t, x) = kj−1/2D−G(u∆t(t, xj)) +
x− xj−1/2
∆x
D+
(
kj−1/2D−G(u∆t(t, xj))
)
,
for x ∈ (xj−1/2, xj+1/2]. Then, for fixed t, by the estimate (4.12), kDG∆x(t, · ) is
in BV (B) (with a uniformly bounded BV seminorm). Hence there is a (further)
subsequence of ∆t’s such that kDG∆t(t, · ) → H(t, · ) in L1(B). Furthermore
H = k∂xG(u) weakly in B. This also implies that ∂xG(u) ∈ L∞([0, T ];BV (B)).
The bound (4.8) implies that ∂xG(u) is in L
2(ΩT ). In order to prove that u is an
entropy solution, we start with the discrete entropy inequality (4.5), which implies
that
Dt+η
(
unj
)−D+ (η′(un+1j )kj−1/2D−G(un+1j ))
+ kj+1/2
(
D+η
′(un+1j )
) (
D+G(u
n+1
j )
) ≤ 0.
Let ϕ be a suitable nonnegative test function and set
ϕnj =
1
∆t∆x
∫ tn+1
tn
∫ xj+1/2
xj−1/2
ϕ(s, y) dyds.
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We multiply the above inequality with ∆t∆xϕnj and do summation by parts in n
and j to get
∆t∆x
M∑
n=0
N∑
j=1
ηnj D
t
−ϕ
n
j −∆x
N∑
j=1
ηM+1j ϕ
M
j + ∆x
N∑
j=0
η0jϕ
0
j(4.15)
−∆t∆x
M∑
n=0
N∑
j=0
(
η′
)n+1
j
kj−1/2D−G
n+1
j D−ϕ
n
j(4.16)
−∆t∆x
M∑
n=0
N∑
j=0
kj+1/2
(
D+
(
η′
)n+1
j
) (
D+G
n+1
j
)
ϕnj ≥ 0,(4.17)
where ηn+1j = η(u
n+1
j ), etc. By using the compactness properties of u∆t, in particu-
lar that u∆t(t, · ) ∈ BV (B) and that ∂xG(u∆t) is bounded, it follows by a standard
Lax–Wendroff calculations, see [10, Thm. 3.4] that
lim
∆t→0
(4.15) =
∫
ΩT
η(u)∂tϕdxdt−
∫
B
η(u(T, x)ϕ(T, x) dx+
∫
B
η(u0(x))ϕ(0, x) dx,
and
lim
∆t→0
(4.16) = −
∫
ΩT
η′(u)k∂xG(u)∂xϕdxdt.
Regarding (4.17), by Jensen’s inequality(
∆+
(
η′
)n+1
j
) (
∆+G
n+1
j
)
ϕnj = η
′′(un+1j+1/2)∆+u
n+1
j ∆+G
n+1
j
= η′′(un+1j+1/2)
(
∆+u
n+1
j
)2 [ 1
∆+u
n+1
j
∫ un+1j+1
un+1j
(g′(s))2 ds
]
≥ η′′(un+1j+1/2)
(
∆+u
n+1
j
)2 [ 1
∆+u
n+1
j
∫ un+1j+1
un+1j
g′(s) ds
]2
= η′′(un+1j+1/2)
(
∆+g
n+1
j
)2
,
where un+1j+1/2 is between u
n+1
j and u
n+1
j+1 and g(u) =
∫ u√
G′(s) ds. Since η′′ is
continuous, “η′′(un+1j+1/2) → η′′(u)” as ∆t → 0. We also have that g(u∆t) → g(u)
and that ∂xg(u∆t)→ ∂xg(u) weakly. Therefore
lim
∆t→0
∆t∆x
M∑
n=0
N∑
j=0
kj+1/2
(
D+
(
η′
)n+1
j
) (
D+G
n+1
j
)
ϕnj
≥ lim
∆t→0
∆t∆x
M∑
n=0
N∑
j=0
kj+1/2η
′′(un+1j+1/2)
(
D+g
n+1
j
)2
ϕnj
=
∫
ΩT
η′′(u)k (∂xg(u))
2
ϕdxdt.
We have now shown that the limit u is an entropy solution, i.e., we have proved to
following theorem:
Theorem 4.2. Assume that G is a non-decreasing, Lipschitz continuous function,
that k ∈ C1([0, 1]) is a strictly positive function, and that the initial data u0 ∈
SINGULAR DIFFUSION 25
BV ([0, 1]) ∩ L∞([0, 1]). Then the sequence {u∆t}∆t>0 defined by (4.3), (4.2) and
the scheme (4.1) converges to an entropy solution of (2.1) for B = (0, 1).
Proof. The compactness and convergence of a subsequence is already proved above,
and we observe that since the entropy solution is unique, the whole sequence con-
verges. 
4.1. An example. We present an example of how this method works in practice.
Let
(4.18) G(u) =

0 u < 0,
u(2− u) 0 ≤ u ≤ 1,
1 1 < u,
and
(4.19) u0(x) = 2 sin(2pix).
In Figure 1 we show the approximate solution for t = 0, t = 0.07, t = 0.13 and
t = 0.2, computed with the implicit finite difference scheme (4.1) with N = 512,
∆x = 1/513, and ∆t = 0.01∆x. The nonlinear equation was solved numerically
using Newton iteration which terminated when the error was less than 0.1∆x2. In
Figure 1. The approximate solution for various times.
Figure 2 we also show the same approximate solution as a function of (t, x).
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Figure 2. The appoximate solution for 0 ≤ t ≤ 0.2.
References
[1] H. Bre´zis and M. G. Crandall. Uniqueness of solutions of the initial-value problem for ut −
∆ϕ(u) = 0. J. Math. Pures Appl. (9), 58(2):153–163, 1979.
[2] R. Bu¨rger, S. Evje, and K. H. Karlsen. On strongly degenerate convection-diffusion problems
modeling sedimentation-consolidation processes. J. Math. Anal. Appl., 247(2):517–556, 2000.
[3] J. Carrillo. Entropy solutions for nonlinear degenerate problems. Arch. Ration. Mech. Anal.,
147(4):269–361, 1999.
[4] G.-Q. Chen and H. Frid. On the theory of divergence-measure fields and its applications. Bol.
Soc. Brasil. Mat. (N.S.), 32(3):401–433, Oct 2001.
[5] G.-Q. Chen and K. H. Karlsen. Quasilinear anisotropic degenerate parabolic equations with
time-space dependent diffusion coefficients. Commun. Pure Appl. Anal., 4(2):241–266, 2005.
[6] G.-Q. Chen and K. H. Karlsen. L1-framework for continuous dependence and error esti-
mates for quasilinear anisotropic degenerate parabolic equations. Trans. Amer. Math. Soc.,
358(3):937–963, 2006.
[7] P. G. Ciarlet. Linear and Nonlinear Functional Analysis with Applications. Society for In-
dustrial and Applied Mathematics, Philadelphia, PA, 2013.
[8] H. Hanche-Olsen and H. Holden. The Kolmogorov–Riesz compactness theorem. Expo. Math.,
28(4):385–394, 2010.
[9] H. Hanche-Olsen, H. Holden, and E. Malinnikova. An improvement of the Kolmogorov–Riesz
compactness theorem. Expo. Math., 37(1):84–91, 2019.
[10] H. Holden and N. H. Risebro. Front Tracking for Hyperbolic Conservation Laws, volume 152
of Applied Mathematical Sciences. Springer, Heidelberg, second edition, 2015.
[11] H. Holden and N. H. Risebro. The continuum limit of Follow-the-Leader models—a short
proof. Discrete Contin. Dyn. Syst., 38(2):715–722, 2018.
[12] H. Holden and N. H. Risebro. Follow-the-leader models can be viewed as a numerical approx-
imation to the Lighthill–Whitham–Richards model for traffic flow. Netw. Heterog. Media,
13(3):409–421, 2018.
[13] H. Holden and N. H. Risebro. Models for dense multilane vehicular traffic. SIAM J. Math.
Anal., 51(5):3694–3713, 2019.
[14] K. H. Karlsen and M. Ohlberger. A note on the uniqueness of entropy solutions of nonlinear
degenerate parabolic equations. J. Math. Anal. Appl., 275(1):439–458, 2002.
SINGULAR DIFFUSION 27
[15] K. H. Karlsen and N. H. Risebro. On the uniqueness and stability of entropy solutions of
nonlinear degenerate parabolic equations with rough coefficients. Discrete Contin. Dyn. Syst.,
9(5):1081–1104, 2003.
[16] K. H. Karlsen, N. H. Risebro, and E. B. Storrøsten. L1 error estimates for difference ap-
proximations of degenerate convection-diffusion equations. Math. Comp., 83(290):2717–2762,
2014.
[17] A. Maugeri, D. Palagachev, and L. Softova. Elliptic and Parabolic Equations with Discontinu-
ous Coefficients, Volume 109. Wiley-VCH, Berlin-Weinheim-New York-Chichester-Brisbane-
Singapore-Toronto, 2000.
[18] A. I. Vol’pert and S. I. Hudjaev. The Cauchy problem for second order quasilinear degenerate
parabolic equations. Mat. Sb. (N.S.), 78 (120):374–396, 1969.
(G. M. Coclite) Department of Mechanics, Mathematics and Management, Polytechnic
University of Bari, Via E. Orabona 4, 70125 Bari, Italy
E-mail address: giuseppemaria.coclite@poliba.it
URL: https://sites.google.com/site/coclitegm/
(H. Holden) Department of Mathematical Sciences, NTNU Norwegian University of
Science and Technology, NO-7491 Trondheim, Norway
E-mail address: helge.holden@ntnu.no
URL: https://www.ntnu.edu/employees/holden
(N. H. Risebro) Department of Mathematics, University of Oslo, NO-0316 Oslo, Nor-
way
E-mail address: nilshr@math.uio.no
URL: https://www.mn.uio.no/math/english/people/aca/nilshr/index.html
