We propose a novel method for comparing nonaligned graphs of different sizes, based on the Wasserstein distance between graph signal distributions induced by the respective graph Laplacian matrices. Specifically, we cast a new formulation for the one-to-many graph alignment problem, which aims at matching a node in the smaller graph with one or more nodes in the larger graph. By integrating optimal transport in our graph comparison framework, we generate both a structurally-meaningful graph distance, and a signal transportation plan that models the structure of graph data. The resulting alignment problem is solved with stochastic gradient descent, where we use a novel Dykstra operator to ensure that the solution is a one-to-many (soft) assignment matrix. We demonstrate the performance of our novel framework on graph alignment and graph classification, and we show that our method leads to significant improvements with respect to the state-of-the-art algorithms for each of these tasks.
Introduction
The importance of graphs has recently increased in various tasks in different application domains, such as molecules modeling, brain connectivity analysis, or social network inference. Even if this development is partially fostered by powerful mathematical tools to model structural data, important questions are still largely open. In particular, it remains challenging to align, classify, predict or cluster graphs, since the notion of similarity between graphs is not straightforward. In many cases (e.g., dynamically changing graphs, multilayer graphs, etc. . . ), even a consistent enumeration of the vertices cannot be trivially chosen for all graphs under study.
When two graphs are not aligned a priori, graph matching * Equal contribution 1 Ecole Polytechnique Fédérale de Lausanne, Signal Processing Laboratory (LTS4), Lausanne, Switzerland 2 Laboratoire d'informatique Gaspard-Monge, CNRS, ESIEE Paris, Univ Gustave Eiffel, Marne-la-Vallée, France. Correspondence to: Pascal Frossard <pascal.frossard@epfl.ch>. must be performed prior to any comparison, leading to the challenging problem of estimating an unknown assignment between their vertices. Since this problem is NP-hard, there exist several relaxations that can be solved by minimizing a suitable distance between graphs under the quadratic assignment model, such as the 2 -norm between the graph adjacency matrices (Yu et al., 2018) , or the Gromow-Wasserstein distance (Xu et al., 2019) . However, these approaches may yield solutions that are unable to capture the importance of edges with respect to the overall structure of the graph. An alternative that seems more appropriate for graph comparison is based on the Wasserstein distance between the graph signal distributions (Petric Maretic et al., 2019) , but it is currently limited to graphs of the same size.
In this paper, we consider the challenging alignment problem for graphs of different sizes. In particular, we build on (Petric Maretic et al., 2019) and formulate graph matching as a one-to-many soft-assignment problem, where we consider the Wasserstein distance to measure the goodness of graph alignment in a structurally meaningful way. To accommodate for the nonconvexity of the problem, we propose a stochastic formulation based on a novel Dykstra operator to implicitly ensure that the solution is a one-to-many soft-assignment matrix. This allows us to devise an efficient algorithm based on stochastic gradient descent, which naturally integrates Bayesian exploration in the optimization process, so as to help finding better local minima. We illustrate the benefits of our new graph comparison framework in representative tasks such as graph alignment and graph classification on synthetic and real datasets. Our results show that the Wasserstein distance combined with the one-to-many graph assignment permits to outperform both Gromov-Wasserstein and Euclidean distance in these tasks, suggesting that our approach outputs a structurally meaningful distance to efficiently align and compare graphs. These are important elements in graph analysis, comparison, or graph signal prediction tasks.
The paper is structured as follows. Section 3 presents the graph alignment problem with optimal transport, as well as the formulation of the one-to-many assignment problem. Section 4 introduces our new Dykstra operator and proposes an algorithm for solving the resulting optimization problem via stochastic gradient descent. In Section 5, the performance of the proposed approach is assessed on synthetic arXiv:2003.06048v1 [cs. LG] 12 Mar 2020 and real data, and compared to different state-of-the-art methods. Finally, Section 6 concludes the paper.
Related work
Numerous methods have been developed for graph alignment, whose goal is to match the vertices of two graphs such that the similarity of the resulting aligned graphs is maximized. This problem is typically formulated under the quadratic assignment model (Yan et al., 2016; Jiang et al., 2017) , which is generally thought to be essential for obtaining a good matching, despite being NP-hard. The main body of research in graph matching is thus focused on devising more accurate and/or faster algorithms to solve this problem approximately (Neuhaus et al., 2006) .
In order to deal with the NP-hardness of graph alignment, spectral clustering based approaches (Caelli & Kosinov, 2004; Srinivasan et al., 2007) relax permutation matrices into semi-orthogonal ones, at the price of a suboptimal matching accuracy. Alternatively, semi-definite programming can be used to relax the permutation matrices into semi-definite ones (Schellewald & Schnörr, 2005) . Spectral properties have also been used to inspect graphs and define different classes of graphs for which convex relaxations are tight (Aflalo et al., 2015; Fiori & Sapiro, 2015; Dym et al., 2017) . Based on the assumption that the space of doublystochastic matrices is a convex hull of the set of permutation matrices, the graph matching problem was relaxed into a nonconvex quadratic problem (Cho et al., 2010; Zhou & Torre, 2016) . A related approach was recently proposed to approximate discrete graph matching in the continuous domain by using nonseparable functions (Yu et al., 2018) . Along similar lines, a Gumbel-sinkhorn network was proposed to infer permutations from data (Mena et al., 2018; Emami & Ranka, 2018) and align graphs with the Sinkhorn operator (Sinkhorn, 1964) to predict a soft permutation matrix.
Closer to our framework, some recent works studied the graph alignment problem from an optimal transport perspective. Flamary et al. (Flamary et al., 2014) proposed a method to compute an optimal transportation plan by controlling the displacement of vertex pairs. Gu et al. (Gu et al., 2015) defined a spectral distance by assigning a probability measure to the nodes via the spectrum representation of each graph, and by using Wasserstein distances between probability measures. This approach however does not take into account the full graph structure in the alignment problem. Later, Nikolentzos et al. (Nikolentzos et al., 2017) proposed instead to use the Wasserstein distance for matching the graph embeddings represented as bags of vectors.
Another line of works looked at more specific graphs. Memoli (Mémoli, 2011) investigated the Gromov-Wasserstein distance for object matching, Peyr et al. (Peyré et al., 2016) proposed an efficient algorithm to compute the Gromov-Wasserstein distance and the barycenter of pairwise dissimilarity matrices, and (Xu et al., 2019) devised a scalable version of Gromov-Wasserstein distance for graph matching and classification. More recently, Vayer et al. (Vayer et al., 2018) built on this work to propose a distance for graphs and signals living on them, which is a combination between the Gromov-Wasserstein of graph distance matrices, and the Wasserstein distance of graph signals. However, while the above methods solve the alignment problem using optimal transport, the simple distances between aligned graphs do not take into account its global structure and the methods do not consider the transportation of signals between graphs.
Problem Formulation
Despite recent advances in the analysis of graph data, it stays challenging to define a meaningful distance between graphs. Even more, a major difficulty with graph representations is the lack of node alignment, which is necessary for direct quantitative comparisons between graphs. We propose to use the Wasserstein distance to compare graphs (Petric Maretic et al., 2019) , since it has been shown to take into account global structural differences between graphs. Then, we formulate graph alignment as the problem of finding the assignment matrix that minimizes the distance between graphs of different sizes.
Preliminaries
Optimal transport Let (ν, µ) be the set of two arbitrary probability measures on two spaces (X , Y). The Wasserstein distance 1 W 2 (ν, µ), arising from the Monge and Kantorovich optimal transport problem, can be defined as finding a map T : X → Y that minimizes
where T # ν = µ means that T pushes forward the mass from ν to µ. Intuitively, T can be seen as a function that preserves positivity and total mass, i.e., moving an entire probability mass on X to an entire probability mass on Y.
Equation (1) can be seen as the minimal cost needed to transport one probability measure to another with respect to a quadratic cost c(x, y) = x − y 2 2 . The Wasserstein distance between Gaussian distributions has an explicit expression in terms of their mean vectors and covariance matrices Σ 1 and Σ 2 , respectively. With ν = N (0, Σ 1 ) and µ = N (0, Σ 2 ), the above distance can 1 x.
(3)
Smooth graph signals Let G = (V, E) be a graph defined on a set of N vertices, with (non-negative) similarity edge weights. We denote by W ∈ R N ×N the weighted adjacency matrix of G, and
We further assume that each vertex of the graph G is associated with a scalar feature, forming a graph signal. We denote this graph signal as a vector x ∈ R N . Following (Rue & Held, 2005) , we interpret graphs as key elements that drive the probability distributions of signals, and thus we consider that a graph signal follows a normal distribution with zero mean and covariance matrix L †
where † denotes a pseudoinverse operator. The above formulation means that the graph signal varies slowly between strongly connected nodes (Dong et al., 2016) . This assumption is verified for most common graph and network datasets. It is further used in many graph inference algorithms that implicitly represent a graph through its smooth signals (Dempster, 1972; Friedman et al., 2008; Dong et al., 2018) . Furthermore, the smoothness assumption is used as regularization in many graph applications, such as robust principal component analysis (Shahid et al., 2015) and label propagation (Zhu et al., 2003) .
One-to-many assignment problem
Assume that we are given two graphs G 1 and G 2 with the same number of nodes, and that we have knowledge of the one-to-one mapping between their vertices.
Following (Petric Maretic et al., 2019) , instead of comparing graphs directly, we look at their signal distributions, which are governed by the graphs. Specifically, we measure the dissimilarity between two aligned graphs G 1 and G 2 through the Wasserstein distance of the respective distributions ν G1 = N (0, L † 1 ) and µ G2 = N (0, L † 2 ), which can be calculated explicitly as
The advantage of this distance over more traditional graph distances (eg. 2 , graph edit distance...) is that it takes into account the importance of an edge to the graph structure. This allows to better capture topological features in the distance metric. Another advantage is that the Wasserstein distance comes with a transport map that allows to transfer signals from one graph to the other. Hence, the mapping of signals over graphs yields
which represents the signal x, originally living on graph G 1 , adapted to the structure of graph G 2 .
The above Wasserstein distance W 2 2 requires the two graphs to be of the same size. However, we want to compare graphs of different sizes as well, which represents a common setting in practice. Throughout the rest of this work, we will consider two graphs G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ), and we arbitrarily pick G 1 as the graph with the smaller number of nodes.
We now compare graphs of different sizes by looking for the one-to-many assignment between their vertices, similarly to (Zaslavskiy et al., 2010) . This is illustrated in the toy example of Figure 1 , where every vertex of the smaller graph G 1 is assigned to one or more vertices in the larger graph G 2 , and every vertex of G 2 is assigned to exactly one vertex in G 1 . Let k max ≥ 1 be the maximum number of nodes in G 2 matched to a single node in G 1 . Such a one-to-many assignment can be described by a matrix P ∈ R |V1|×|V2| satisfying the constraints
In words, the matrix P only takes values zero or one, which corresponds to a hard assignment. Moreover, the sum of each matrix row has to be between 1 and k max , ensuring that every vertex of G 1 is matched to at least one and at most k max vertices of G 2 . Finally, the sum of each matrix column has to be exactly one, so that every vertex of G 2 is matched to exactly one vertex of G 1 . To ensure that C hard is a nonempty constraint set, we require that
Given the true assignment matrix P * ∈ C hard , the larger graph G 2 can be aligned to the smaller graph G 1 by transforming its Laplacian matrix as P * L 2 P * (Zaslavskiy et al., 2010) , yielding an associated distribution of signals:
The graph alignment with the one-to-many assignment solution thus naturally leads to the use of W 2 2 (ν G1 , µ G2 P * ) of Figure 1 . One-to-many assignment between different-size graphs.
Equation (5) for evaluating the distance 2 between graphs that originally have different sizes.
Of course, the true assignment matrix P * is often unknown beforehand. We are thus interested in estimating the best alignment, or equivalently in finding the assignment matrix P that minimizes the distance between two graphs G 1 and G 2 , leading to the optimization problem
The main difficulty in solving Problem (10) arises from the constraint C hard defined in (7), since it leads to a discrete optimization problem with a factorial number of feasible solutions. To circumvent this issue, we propose a relaxation of the one-to-many assignment problem in the next section.
Optimization algorithm
To deal with the nonconvexity of the alignment problem in Equation (10), we rely on two main ideas. Firstly, we relax the binary constraint into the unitary interval, so that P becomes a soft-assignment matrix belonging to the set
(11) Secondly, we enforce the relaxed constraints implicitly using the Dykstra operator
which transforms a rectangular matrix into a soft-assignment matrix, as explained in Section 4.1. This operator can be injected into the cost function to remove all the constraints, thus yielding the new unconstrained optimization problem
Problem (13) is highly nonconvex, which may cause gradient descent to converge towards a local minimum. As we will see in Section 4.2, using the Dykstra operator A τ ( P ) will allow us to devise a stochastic formulation that can be efficiently solved with a variant of gradient descent integrating Bayesian exploration in the optimization process, possibly helping the algorithm to find better local minima.
Dykstra operator
Given a rectangular matrix P and a small constant τ > 0, the Dykstra operator normalizes the rows and columns of exp( P /τ ) to obtain a one-to-many assignment matrix, where a node in the smaller graph is matched to one or more (but at most k max ) nodes in the larger graph. It is defined as
This operator can be efficiently computed by the Dykstra algorithm (Dykstra, 1983) with Bregman projections (Bauschke & Lewis, 2000) . Indeed, Problem (14) can be written as a Kullback-Leibler (KL) projection (Benamou et al., 2015) A τ ( P ) = argmin
with
The Dykstra algorithm starts by initializing
and then iterates for every t = 0, 1, . . .
where all operations are meant entry-wise. 3 The KL projections are defined, for every Ξ ∈ R |V1|×|V2| + , as follows
In the limit τ → 0, the operator A τ yields a one-to-many assignment matrix. It is also differentiable (Luise et al., 2018) , and can be thus used in a cost function optimized by gradient descent, as we will see in Section 4.2.
CONNECTION TO SINKHORN
In the special case where the two graphs have the same size |V 1 | = |V 2 | = |V |, the condition in (8) leads to k max = 1, and thus C soft reduces to the space of doubly-stochastic matrices. The Dykstra operator then reverts to a Sinkhorn operator (Sinkhorn, 1964; Cuturi, 2013; Genevay et al., 2018; Mena et al., 2018; Petric Maretic et al., 2019) . Given a square matrix P and a small constant τ > 0, the Sinkhorn operator normalizes the rows and columns of exp( P /τ ) so as to obtain a doubly stochastic matrix. Formally, it is defined as
where C doubly is the set of doubly stochastic matrices
(23) It is well known that the above operator can be computed with the following iterations
In the limit τ → 0, the operator S τ yields a permutation matrix (Mena et al., 2018) . It is also differentiable (Luise et al., 2018) , and can be thus used in a cost function optimized by gradient descent, as we will see in Section 4.2.
Stochastic formulation
With help of the Dykstra operator, the cost function in Problem (13) becomes differentiable, and can be thus optimized by gradient descent. However, the nonconvex nature of the problem may cause gradient descent to converge towards a local minimum. Instead of directly solving Problem (13), we propose to optimize the expectation w.r.t. the parameters θ of some distribution q θ , yielding
The optimization of the expectation w.r.t. the parameters θ aims at shaping the distribution q θ so as to put all its mass on a minimizer of the original cost function, thus integrating the use of Bayesian exploration in the optimization process, possibly helping the algorithm to find better local minima.
Algorithm 1 Approximate solution to Problem (10). 1: Input: Graphs G 1 and G 2 2: Input: Sampling S ∈ N, step size γ > 0, and τ > 0 3: Input: Random initialization of matrices η 0 and σ 0 4: for t = 0, 1, . . . do 5:
Approximate the cost function with Equation (27) J
Aτ (ηt+σt s)
7:
g t ← gradient of J t evaluated at (η t , σ t ) 8:
(η t+1 , σ t+1 ) ← update of (η t , σ t ) with step size γ using g t 9: end for 10: Output:
A standard choice for q θ in continuous optimization is the multivariate normal distribution, leading to θ = (η, σ) with η and σ being |V 1 | × |V 2 | matrices. By leveraging the reparameterization trick (Kingma & Welling, 2014; Figurnov et al., 2018) , which boils down to setting N (0, 1) . (26) The problem of Equation (25) can thus be reformulated as
where q unit = i,j N (0, 1) denotes the multivariate normal distribution with zero mean and unitary variance. The advantage of this reformulation is that the gradient of the above stochastic function can be approximated by sampling from the parameterless distribution q unit , yielding
The problem can be thus solved by stochastic gradient descent (Khan et al., 2017) . Our approach is summarized in Algorithm 1.
Under mild assumptions, the algorithm converges almost surely to a critical point, which is not guaranteed to be the global minimum, as the problem is nonconvex. The computational complexity of a naive implementation is O(N 3 ) per iteration, due to the matrix square-root operation, but faster options exist to approximate this operation (Lin & Maji, 2017) . Moreover, the computation of pseudo-inverses can be avoided by adding a small diagonal shift to the Laplacian matrices and directly computing the inverse matrices, which is orders of magnitude faster. The graph G2 is a four stochastic block model with 24 nodes. The graph G1 is a random distorted version of G2, where the edges are collapsed until the target percentage of nodes is fused. We compare three different distances: Gromov-Wasserstein (GW), the 2 defined as L1 − P L2P 2 and solved using our stochastic algorithm and the proposed distance W 2 2 ν G 1 , µ G 2 P . The first plot shows the 2 distance between aligned graphs (closer to 0 the better), while the second one shows the community detection performance using spectral clustering technique in terms of Normalized Mutual Information (NMI closer to 1 the better).
Experiments
We now analyse the performance of our new algorithm in two parts. Firstly, we assess the performance achieved by our approach for graph alignment and community detection in structured graphs, testing the preservation of both local and global graph properties. We investigate the influence of distance on alignment recovery and compare to methods using different definitions of graph distance for graph alignment. Secondly, we extend our analysis to graph classification, where we compare our approach with several state-of-the-art methods.
Prior to running experiments, we determined the algorithmic parameters τ (in the Dykstra operator) and γ (step size in SGD) with grid search, while S (sampling size) was fixed empirically. In all experiments, we set τ = 3, γ = 1 and S = 10. We set the maximal number of Dykstra iterations to 20, and we run stochastic gradient descent for 1000 iterations. As our algorithm seems robust to different initialisations, we used random initialization in all our experiments. The algorithm was implemented in PyTorch with AMSGrad method (Reddi et al., 2018) .
Graph alignment and community detection
In this section, we test our proposed approach for graph alignment and recovery of communities in structured graphs. Namely, apart from the direct comparison of two graphs matrices, we evaluate the preservation of global properties by comparing the clustering of nodes into communities. We consider two experimental settings. In the first one ( Figure  2) , we generate a stochastic block model graph G 2 with 24 nodes and 4 communities. The graph G 1 is a noisy version of G 2 constructed by randomly collapsing edges, merging two connected nodes into one, until a target percentage of nodes is merged. We then generate a random permutation to change the order of the nodes in graph G 1 .
In the second experimental setting (Figure 3) , the graph G 2 is again generated as a stochastic block model with four communities. For each G 2 , six graphs G 1 are created as random instances of stochastic block model graphs with the same number of communities, but with a different number of vertices and edges. Apart from the number of communities, there is no direct connection between G 1 and G 2 .
We investigate the influence of a distance metric on alignment recovery. We compare three different methods for graph alignment, namely the proposed method based on the Wasserstein distance between graphs, the proposed stochastic algorithm with the Euclidean distance ( 2 ), and the stateof-the-art Gromov-Wasserstein distance (Peyré et al., 2016) for graphs (GW), using the Euclidean distance between shortest path matrices, as proposed in (Vayer et al., 2018) . We repeat each experiment 50 times, after adjusting parameters for all compared methods, and show the results in Figures 2 and 3 . The experiment is performed on random instances of stochastic block model graphs as a function of the graph size. The graph G2 is a four stochastic block model with 24 nodes. The graph G1 is a random graph with four stochastic block model with different number of nodes. We compare three different methods: Gromov-Wasserstein (GW), the 2 defined as L1 − P L2P 2 and solved using our stochastic algorithm and the proposed distance W 2 2 ν G 1 , µ G 2 P . The first plot shows the 2 distance between aligned graphs (closer to 0 the better), while the second one shows the community detection performance using spectral clustering technique in terms of Normalized Mutual Information (NMI closer to 1 the better).
We now evaluate the structure recovery of the communitybased models through spectral clustering. Namely, after alignment estimation, we cluster the nodes in both graphs. A good alignment should detect and preserve communities, keeping the nodes in the same clusters, close to their original neighbours, even when the exact neighbours are not recovered. We evaluate the quality of community recovery with normalized mutual information (NMI) between the clusters in the original graph and the recovered clusters. We further evaluate the alignment quality by checking the difference between the two graphs in terms of the 2 norm. While it is not the best possible distance measure for graphs, it is used here as a complementary measure to the NMI, not taking any special structural information into account. It can also be seen as an unbiased metric to compare the two methods performing the best in terms of NMI.
As shown in Figure 2 , the proposed approach manages to capture the structural information and outperform methods based on different distance metrics, especially under large perturbations. In Figure 3 , we observe an increase in performance in terms of NMI for both 2 and W 2 2 . The emergence of this phenomenon despite the growing size difference between compared graphs suggests our assignment matrix has the ability to fuse nodes into meaningful groups, forming well defined clusters.
Graph classification
We now tackle the task of graph classification on two different datasets: PTC (Kriege et al., 2016) and IMDB-B (Yanardag & Vishwanathan, 2015) . We randomnly sample 100 graphs from each dataset. The graphs have a different number of nodes and edges. We use W 2 2 to align graphs and compute graph distances, and eventually use a simple nonparametric 1-NN classification algorithm to classify graphs. We compare the classification performance with methods where the same 1-NN classifier is used with different stateof-the-art methods for graph alignment: GW (Peyré et al., 2016; Vayer et al., 2018) , GA (Gold & Rangarajan, 1996) , IPFP (Leordeanu et al., 2009) , RRWM (Cho et al., 2010) , NetLSD (Tsitsulin et al., 2018) , and the proposed stochastic algorithm with the Euclidean distance ( 2) instead of the Wasserstein distance in Eq. (25) . We present the accuracy scores in Table 1 , where the classification with the proposed W 2 2 clearly outperforms the other methods in terms of general accuracy. Furthermore, we analyse the performance of W 2 2 , GW and 2 on several examples from the two datasets.
PTC dataset
PTC dataset contains the molecular structure of the NTP dataset. Figure 4 presents a set of graph examples from two different classes (0 and 1). In the first example (first row), W 2 2 outperforms both 2 and GW in separating the 4 . PTC dataset with two classes. Each row presents a set of graph examples, from the left to the right: G1, G2, G3 and G4. G1 and G2 belong to class 0. G3 and G4 belong to class 1. Each table provides two kind of distances: an intra (D(G1, G2) and D(G3, G4)) and inter (D(G1, G3)) classes. We evaluate three different methods in terms of distances in order to classify the graphs e.g. D(G1, G2) ≤ D(G1, G3) or D(G3, G4) ≤ D(G1, G3) . 5 . IMDB-B dataset with two classes. Each row presents a set of graph examples, from the left to the right: G1, G2, G3 and G4. G1 and G2 belong to class 0. G3 and G4 belong to class 1. Each table provides two kind of distances: an intra (D(G1, G2) and D(G3, G4)) and inter (D(G1, G3)) classes. We evaluate three different methods in terms of distances in order to classify the graphs e.g. D(G1, G2) ≤ D(G1, G3) or D(G3, G4) ≤ D(G1, G3) . two classes. The distinguishing feature between G 1 and G 3 is the number of nodes that forms the ring, which has been captured by W 2 2 , thanks to the soft permutation applied to the larger graph G 3 (|V 3 | > |V 2 |).
The second example shows in a very intuitive way how W 2 2 and GW are able to capture structural similarities in graphs, even when those largely vary in size. This is especially clear when comparing the almost two times larger W 2 2 (G 1 , G 3 ) and W 2 2 (G 1 , G 2 ), with structurally very similar G 1 and G 2 , and an easy-to-imagine assignment of one node in the graph G 1 to several nodes in the graph G 2 . However, it is not always as simple to understand the similarities. The third row shows an example in which all the three methods fail to find structural similarities with graphs in the same class.
IMDB-B dataset
IMDB-B dataset contains two classes: Comedy and sciencefiction movies, with several examples shown in Figure 5 . The striking difference between example 2 and 3 shows that, while taking into account the global graph structure can be crucial in distinguishing some samples (second row), it remains a challenging dataset with very similar graphs often belonging to different clusters (third row). This possibly explains the low accuracy across all examined methods. However, example 1 shows the high flexibility of the assignment matrix proposed in our algorithm, where the one-to-many assignment is able to detect that graph G 1 is very close to a graph with 2 communities, even if it technically has 3. This combination of putting emphasis on structural information, and allowing for flexibility might be the reason why W 2 2 still manages to outperform the other investigated methods.
Conclusion
In this paper, we have proposed a new method to align graphs of different sizes. Equipped with an optimal transport based approach to compute the distance between two smooth graph distributions associated to each graph, we have formulated a new one-to-many alignment problem to find a soft assignment matrix that minimizes the "mass" transportation from a fixed distribution to a permuted and partially merged distribution. The resulting nonconvex optimization problem is solved efficiently with a novel stochastic gradient descent algorithm. It allows us to align and compare graphs, and it outputs a structurally meaningful distance. We have shown the performance of the proposed method in the context of graph alignment and graph classification. Our results show that the proposed algorithm outperforms state-of-the-art alignment methods for structured graphs.
