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Controlling the scrape-off layer (SOL) properties in order to limit divertor erosion
and extend component lifetime will be crucial to successful operation of ITER and de-
vices that follow, where intermittent thermal loads on the order of GW/m2 are expected.
Steady state transport in the edge region is generally turbulent with large, order unity,
fluctuations and is convection dominated. Owing to the success of the past fifty years
of progress in magnetically confining hot plasmas, in this work we examine convective
transport phenomena in the SOL that occur in the relatively ”slow”, drift-ordered fluid
limit, most applicable to plasmas near MHD equilibrium. Diamagnetic charge separation
in an inhomogeneous magnetic field is the principal energy transfer mechanism power-
ing turbulence and convective transport examined in this work.
Two possibilities are explored for controlling SOL conditions. In chapter 2 we re-
view basic physics underlying the equations used to model interchange turbulence in
the SOL and use a subset of equations that includes electron temperature and externally
vii
applied potential bias to examine the possibility of suppressing interchange driven turbu-
lence in the Texas Helimak. Simulated scans in E0 × B0 flow shear, driven by changes in
the potential bias on the endplates appears to alter turbulence levels as measured by the
mean amplitude of fluctuations. In broad agreement with experiment negative biasing
generally decreases the fluctuation amplitude. Interaction between flow shear and inter-
change instability appears to be important, with the interchange rate forming a natural
pivot point for observed shear rates.
In chapter 3 we examine the possibility of resonant magnetic perturbations (RMPs)
or more generally magnetic field-line chaos to decrease the maximum particle flux inci-
dent on the divertor. Naturally occurring error fields as well as RMPs applied for stability
control are known to cause magnetic field-line chaos in the SOL region of tokamaks. In
chapter 3 2D simulations are used to investigate the effect of the field-line chaos on the
SOL and in particular on its width and peak particle flux. The chaos enters the SOL dy-
namics through the connection length, which is evaluated using a Poincare´ map. The
variation of experimentally relevant quantities, such as the SOL gradient length scale and
the intermittency of the particle flux in the SOL, is described as a function of the strength
of the magnetic perturbation. It is found that the effect of the chaos is to broaden the pro-
file of the sheath-loss coefficient, which is proportional to the inverse connection length.
That is, the SOL transport in a chaotic field is equivalent to that in a model where the
sheath-loss coefficient is replaced by its average over the unperturbed flux surfaces. Both
fully chaotic and the flux-surface averaged approximation of RMP application signifi-
cantly lower maximum parallel particle flux incident on the divertor.
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Chapter 1
Introduction
The initial construction phase of the International Thermonuclear Experimental
Reactor (ITER) is expected to be complete in 2020. While there is great optimism in
achieving high fusion energy gain factors, with Q ≥ 10 expected, concerns regarding
large intermittent thermal loads as well impurity contamination must be addressed. The
expected steady state heat flux on ITER’s divetor plates is expected to be up to 20MW/m2
on the divertor plates and about .5 MW/m2 on the first wall [51, 40], and larger still in
reactors that follow. In addition to steady state loads, high thermal loads (on the order
of GW/m2) due to edge localized modes (ELMs) and disruptions, lasting on the order of
(1ms - 10ms) may cause unacceptable plasma facing component (PFCs) erosion, shorten
material lifetimes and challenge the capacity of the actively cooled heatsinks situated
immediately behind the PFCs. A partial solution to the excessive heat flux problem is
to use higher Z value PFC materials with superior thermo-mechanical properties, tung-
sten being the prime example. However the steady state transport in the edge region is
generally turbulent with large, order unity, fluctuations and readily forming, coherent,
field-aligned, convective transport structures facilitating inward transport of impurities
and outward transport of particles and heat. While partially addressing previously raised
concerns, the use of higher Z materials may exacerbate radiative cooling due to higher Z
impurity transport.
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The principal goal of modern fusion research is to understand how externally ap-
plied sources of particles, momentum, energy or appropriate rearrangements of magnetic
geometry can reduce overall transport and lengthen intervals free of violent bifurcations
such as ELMs or sawtooth disruptions [43, 82]. In this work we choose to consider two
externally applicable control mechanisms. Specifically in section we turn attention to
the Texas Helimak plasma device in section 2, we consider how externally applied po-
tential and the resulting changes in the equilibrium E0 × B0 convection and more im-
portantly velocity shear may suppress, enhance or otherwise alters interchange driven
density fluctuations[86]. Discussion of tailoring an appropriate 2D two-fluid model is
presented in section 2.2. In section 3 we consider how augmenting the classical symmet-
ric toroidal field with an external set of antenna coils (RMPs) rearranges the magnetic
geometry and in turn changes profile of quasi-steady-state SOL plasmas.
The literature uses the term ’anomalous transport’ to describe transport mecha-
nisms that enable transport in excess of simple diffusion. This label is something of a
misnomer, as it is in fact the norm rather than the exception. In the best, but exper-
imentally unfounded scenario, in the far scrape-off-layer (SOL) fast parallel transports
dominates the relatively weak cross-field Bohm diffusion, resulting in relatively short e-
folding lengths in the scrape-off layer (SOL) facing the main chamber wall. However
experimentally observed large SOL widths [73], direct observation of convected coher-
ent structures, and order unity density fluctuations in the edge region are consistent with
anomalous transport. Typically twomajor types of coherent object are associated with en-
hanced transport in the region beyond the last closed flux surface(LCFS), edge localized
modes and blobs that are smaller, generally amenable to electrostatic treatment, and less
2
disruptive.
1.1 Tokamaks and the scrape-off layer
Two major complementary pathways to predicting and understanding how a fu-
sion device behaves are available; experimental scans along dimensionless parameters
[59, 50] and theoretical modeling that often involves extensive numerical work. The fo-
cus of this dissertation is the edge region where a large set of instabilities and practi-
cal complications can negatively impact core plasma conditions, possibly keeping ITER
and other next-generation devices from reaching predicted fusion power conditions. The
edge region is thus uniquely important in fusion because of the need to sustainably ab-
sorb outgoing thermal and particle fluxes, control plasma recycling at both divertor and
main chamber wall surfaces, and enable conditions that minimize anomalous transport.
Each objective is difficult to treat in isolation from the others. Here we concentrate on the
convective transport phenomena in the edge region of magnetic confinement machines.
Not unlike simpler system that can often be formulated as boundary value prob-
lems, where the boundary conditions completely determine the interior solution, the core
region in fusion plasma devices is very sensitive to the edge region conditions. Extending
this analogy further, the edge region is in fact a turbulent dynamic boundary condition.
Changes in the SOL turbulence character, flow and flow shear, and magnetic geometry
in turn influence the set of allowed eigenmodes in the core region, which in turn mod-
ifies the transport and then the plasma profiles in the core. Thus we see that there is a
two way coupling of the edge and plasma profiles. The core and edge regions are usu-
ally treated separately, due to very different collisionalities, consequently the dominant
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transport channels and instabilities differ in the two regions. Collisionality influences
the appropriate closure scheme in a fluid description or in the extreme case of very low
collisionaity precludes a fluid closure altogether, demanding a kinetic treatment. From
a modeling stand point core turbulence and transport will typically demand the use of
gyro-kinetic codes, while the edge region where plasmas are more collisional can be mod-
eled with an appropriate subset of the traditional two-fluid Braginskii equations. Addi-
tionally a more complex geometry found in the edge regions further encourages the use
of edge-specific codes well suited to the non-trivial geometry.
The edge plasma outside the separatrix operates in a regime where parallel trans-
port greatly exceeds cross-field transport simply due the nature of magnetic confinement
where
ρ
L << 1, where ρ is the Larmor radius and L is macroscopic length scale descrip-
tive of the system. The field lines terminate on the divertor plates designed with high
thermal fluxes in mind. In the best case scenario perpendicular transport provides an ad-
ditional, well controlled, diffusive channel that lessens the thermal and particle loads on
the divertor plates. However, the reality is that the edge regions in fusion devices univer-
sally exhibit plasma turbulence, zonal flows, and violent edge localized modes (ELMs)
all resulting in large variances in heat and particle flux on the plasma facing components
and a scrape-off layer width that greatly exceed predictions based on purely diffusive
transport. Should excessive heat or particle flux impact on the vessel walls the resulting
introduction of impurities to the core will greatly enhance radiative cooling - moving the
plasma conditions away from a self-sustaining exothermic state.
The task of minimizing intermittent cross-field transport is complicated by the
presence of a fast convective transport channel facilitated by cohesive self-propagating
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structures commonly called ’blobs’, in reference to their shape and their order unity as-
pect ratio in the plane normal to the magnetic field-lines. While blobs travel radially
outward, closely related ’holes’ or localized depletions travel inward and will readily fa-
cilitate impurity transport into the core region. Even if the edge region is sufficiently
wide and blob velocity is sufficiently slow such that the vessel walls are only minimally
impacted just the localized nature of these structures typically implies a corresponding
localized heat and particle deposition footprint on the divertor plates [25]. While the di-
vertor plates are built withmaximum tolerable heat and particle flux inmind, nonetheless
highly localized heat flux loads can result in excessive erosion, material sputtering, and
sub-optimal device operation.
Parameter Value
collision frequency νei ≈ 1× 102Hz− 1× 105Hz
major radius R0 ≈ 50cm− 150cm
parallel connection length L‖ ≈ 2πqR0 ≈ 300cm− 1× 103cm
electron temperature Te = 1eV − 1000eV
electron density ne ≈ 1× 1011cm−3 − 1× 1013cm−3
ion temperature Ti ≈ 1eV − 10eV
ion-acoustic gyroradius ρs ≈ .1cm− 2cm
ion-acoustic gyro frequency ωci ≈ 5× 107− 5× 108
Table 1.1: Typical SOL parameters[81]
1.2 fluid models
Lorentz force together with Maxwell equations gives us a complete description of
the plasma motions. This physical description generally lives in a 6-N, with N being the
total number of particles in the system, dimensional phase (q, p) space. Keeping track
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of the position and velocity of each particle in phase phase is not practical nor can this
information be immediately understood in terms of experimental observables. The most
common approach is to reformulate the Maxwell-Lorentz equations in terms of one-body
particle distributions fα (x, p, t) in phase space, where α denotes the type of particle - ion,
electron or impurity ions. The assumptions and mathematical machinery underlying this
approach are well reviewed in Hazeltine and Meiss [35]. Specifically fluid theory only
keeps a few leading moments of the particle distribution in velocity space and generates
models in terms of several fluid variables in two or three dimensional coordinate space.
As pointed out by [35], this has the advantage of working with variables that are directly
observed in experiments.
Fluid theories describe plasma motion in terms of a hierarchy of coupled moments
of the ensemble averaged distribution function fs(r, v, t), where the lowest order moments
have names and a clear physical interpretation associated with them, density, flow veloc-
ity, pressure and a few others [35, 36, 41]. The moments of the kinetic equation provide
equations that describe the evolution of any given moment in coordinate space, in terms
of itself, lower moments, as well as higher order moments. Letting Mk represent the kth
moment of the particle distribution in velocity space, then kth of the Vlasov equation will
couple Mk to a set of moments,
Mk = F [M0, ...Mk ,Mk+1] . (1.1)
Unless additional assumptions are made, the evolution of any given moment will
depend on higher order moments. To truncate the system at some finite number of
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equations we have to close it by expressing higher moments in terms of lower order
moments. A description of asymptotic closure of plasma fluid equations for collisional
plasmas, where the small ratio of the mean-free-path to some characteristic macroscopic
length-scale is the used as the basis of asymptotic expansion, was first presented by
S.I.Braginkskii in 1967 [11]. For example, the single fluid MHD description truncates the
simple description at Mk=3 and reduces Mk=2 by assuming the off diagonal term of Mk=2
terms are negligible. Excluding the possibilities offered by more exotic closure schemes
[38, 13], the typical closed system of fluid plasma equations is most applicable in col-
lisional regimes, such as the scrape-off layer (SOL) of magnetically confined machines.
As such, we limit our attention to regimes where background length scales are much
longer than the ion Larmor radius and timescales are longer than the typical inverse
gyro-frequencies. Fluid models depend on kinetic assumptions for closure, typically an
assumption of a shifted Maxwellian distribution in velocity space with small FLR correc-
tion term. Fluid closure schemes that can reproduce parallel Landau damping and some
other kinetic effects can be used [70].
In terms of both physical fidelity and numerical complexity fluid-based modeling
is often a compromise between more empirically oriented 1D and 112D transport codes
[60] and more complex, and physically complete, gyro-kinetic codes such as GYRO and
GS2 [12, 19]. Drift ordered fluid models in particular are well suited to describing plasma
phenomena that are slow compared to typical thermal velocities Vth and provide a sim-
ple, if not totally systematic, but reasonably accurate description of plasma fluctuations
and instabilities near MHD equilibrium [35, 26]. Unlike cold-plasma and MHD limits,
where pressures driven drifts are neglected or are very small compared to E× B drifts,
7
fluid equations in the drift limit retain ion and electron pressure driven magnetic drifts
that are on the same order as E× B drifts. Diamagnetic charge separation is the principal
energy transfer mechanism powering turbulence and convective transport examined in
this work. In seeking to equilibrate radial inhomogeneities of a typical SOLmagnetic field
diagmagnetic currents will polarize localized pressure homogeneities and drive them ra-
dially outward with respect to the prevailing magnetic curvature.
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Chapter 2
Sheath connected blobs in the Texas Helimak
2.1 The Texas Helimak
The Texas Helimak is designed to investigate basic SOL physics without the geo-
metric complications that are specific to tokamak SOL regions. In particular in a toroidal
system a given blob, while highly localized in the plane normal to the field line may
in fact be greatly extended along the field line such that the radius of curvature varies
accordingly. As pointed out by D.D. Ryutov [68] estimating the effect of net curvature-
induced polarization and subsequent cross field motion requires a nontrivial averaging
procedure and an inclusion of sufficiently large viscous forces to allow a blob-filament to
move as a single unit through the SOL even as different segments experience differing
effective gravity. In the Helimak the major radius associated with a given field does not
vary, making the average radius of curvature trivial to compute and uniform along the
field line. The geometry is well suited to verifying results obtained from models in the
slab approximation, while retaining shear and curvature effects found in tokamak SOL
regions.
The device combines sixteen toroidal field coils with three vertical field coils. The
toroidal field dominates the magnetic geometry with a magnetic field that is at least 10
times greater than the vertical, effective poloidal, field at roughly .1 Tesla. In general the
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resulting set of nested helical surfaces are characterized by very long connection lengths,
up to several kilometers. Four groups of four (two on top and bottom, 180 degrees apart)
toroidally facing bias plates covering the radial extents of the vacuum chamber allow
for the addition of externally applied bias to the natural sheath potential. This external
biasing can in turn change the equilibrium E× B vertical flow velocities present in the
plasma.
(a) The Helimak is an experimental real-
ization of a sheared slab scrape-off layer
with curvature drive. The pictured end-
plates allow for biasing the potential as
well proving a platform for diagnostics.
(b) The toroidal coil (in red) provides
the dominant field and allows for
kilometer long connections lengths in
an otherwise practically sized device.
The much smaller vertical field is
generated by three vertical field coils
(blue coils).
Figure 2.1: Helimak
Shear suppression of turbulence in both plasmas and neutral fluids [74] is intu-
itively straightforward to understand. A coherent object such as a blob once stretched
10
to several times it’s coherence length will rapidly breakup as it interacts with its similar
deformed neighbors, shortening the spatial correlation length in the shear-wise (radial)
direction. The new smaller structures will be elongated along the flow direction. For
the particular case of blobs, that depend on co-located potential structures to be con-
vected radially outward, this may further reduce convective radial flux. As illustrated
in figure (3.1), the potential dipole is driven by electron pressure inhomogeneity along
the bi-normal direction, which in the presence strong flow shear may itself be reduced.
Plasma devices conditioned to operate with long intervals of steady-state flow shear and
associated transport barriers are largely responsible for improved confinement for the last
two decades [74]. The Texas Helimak is a unique platform to test shear facilitated turbu-
lence suppression, with a simple one-dimensional equilibrium, straightforward means of
influencing the mean φ profile via external biasing, detailed diagnostics, and SOL-like
physics.
The pitch angles are typically small enough for all field lines to terminate on the
bias plates. In addition to shifting the sheath potential the plates are a convenient plat-
form to mount an array of Langmuir probes[32].
2.2 model equations
To put the equations used in modeling a Helimak-like system in context a quick
review of the fundamentals and discussion of specific terms are useful. A number of great
references exist that follow up on Braginskii’s original work [11], and derive equations
specifically geared to SOL simulations [21, 78]. In building our model we seek to start
with a relatively general subset of fluid equations that are applicable to low-β, small TiTe ,
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Parameter Value
collision frequency νei ≈ 1× 105Hz
major radius 〈R0〉 = 1.1cm
parallel connection length L‖ ≈ 1× 104cm− 3× 106cm
electron temperature Te = 10eV
electron density ne <= 1× 1011cm−3
ion temperature Ti ≈ .1eV
ion-acoustic gyro-radius ρs ≈ 2cm
ion-acoustic gyro-frequency ωci ≈ 2× 105 rads
cs 5××103 cms
B field toroidal BT ≈ .1T
B field poloidal BP ≤ .01T
Collisionality λeeL‖
≈ 40
Table 2.1: Typical Helimak parameters(Argon gas) [32],[58]
SOL plasmas with characteristic frequencies much slower that ion-gyro frequencies for
either ion or electrons.
∂t ≈ 1
τ
≈
(ρs
L
)2
ωci << ωci (2.1)
To model interchange turbulence in the Helimak we concentrate on a subset of
Braginskii equations with cold ions, which significantly simplifies the equations [86] by
removing Pi equation as well as additional terms in the remains. This approximation
often stays close to experimentally relevant regimes for edge plasmas, where Ti < Te is
a common condition due to the heating schemes and mass difference. In particular, in
the Helimak the plasma is generated by applying electron cyclotron heating on a neutral
argon or helium gas, and as mentioned in more detail in section 2.5 this heating scheme
preferentially heats electrons. The slow thermalization time between electrons and ions
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assures the the cold ion limit is valid. In the Helimak the relative ion temperature re-
mains very cold, with TiTe ≈= .1− .01. Still situations where Ti ≈ Te happen frequently
enough and finite ion temperature effects on SOL transport have been included in de-
tailed SOL studies [84]. In the cold-ion, electrostatic limit prior to normalizing or aver-
aging along magnetic field lines, our basic equations are continuity, charge conservation,
electron temperature as well parallel ion velocity. We obtain parallel current and veloci-
ties in the limit of massless electrons from parallel electron momentum balance, or in the
case of open fields from elementary sheath theory where electrons and ions have to be
considered separately.
The relative amplitude of fluctuations in the SOL is often comparable to the mean
value of the field in question, specifically for the Helimak the density fluctuations are ob-
served to ∆nn ≈ .4. Rather than drive our system with some predetermined gradient we
instead have a flux driven system where both the mean gradient and the fluctuations are
set by the physics of the system in addition to the source term [69]. Barring a more com-
plex model where the fluctuating and mean part of a given field are evolved separately
and are coupled in a self-consistent way, simply evolving the entire profile is a justified
approach for the Helimak and similar SOL systems.
2.2.1 continuity
We can start with a relatively general continuity expression that includes E× B
convection, curvature drive, parallel losses, diffusive terms as well external sources and
sinks. In the drift-ordered limit, discussed in section 1, we are free to evolve either an ion
or an electron fluid, to avoid including the somewhat cumbersome ion polarization drift
13
we evolve the electron number density.
∂tn +VE · ∇n = 2
B
bˆ× κˆ · (∇Pe − n∇φ)−∇‖
(
nVe,‖
)
+Dn∇2n + Sn (2.2)
2.2.2 charge conservation or vorticity
Demanding a locally quasineutral plasma we conclude that divergence of the cur-
rent must vanish everywhere,
∂tne = ∂tni → ∇ (n (Vi − ZVe)) = 0. (2.3)
In equation 2.3 Z is the ionization state of the ions and the fluid velocities are composed
of lowest order perpendicular drifts , as well as parallel velocities and the ion polarization
drift. The quasi-neutrality constraint, simplified using the Boussinesq approximation 1,
can be rewritten in terms of dynamic VE×B flow vorticity, or equivalently ∇2⊥φ. For con-
venience we define ̟ ≡ ∇2⊥φ.
As illustrated in figure (3.1), the boxed curvature term in the vorticity equation
∂t̟ +
(
VE +Vi,‖bˆ
)
· ∇̟ = 2Bbˆ× κˆ · ∇Pe
n
+
B2
n
∇‖ j‖ +D̟∇2̟, (2.4)
is key to polarizing local density maxima and enabling fast convective transport in re-
gions with unfavorable curvature. Many SOL blob studies neglect the curvature terms
in the density and temperature equations, as the basic blob generation does not require
those particular terms, however curvature terms are physical in all three equations and
1motivated by mostly mathematical convenience this approximation unfortunately assumes small den-
sity fluctuations, ∆nn << 1, which is definitely not true for flux driven systems considered in this work
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from basic linear analysis can be shown to be stabilizing at larger wavelengths. In a nu-
merical context this is a helpful feature which stabilizes fluid models without introducing
un-physical, ad-hoc diffusion. Perhaps the principal justification for this common ap-
proximation is that for many cases
Ln,T
R0
<< 1 resulting in diamagnetic drifts that dwarf
curvature drifts.
While a blob may still form and convect with E× B velocty in the absence of a cur-
vature drive, without curvature drive to create a co-located dipole potential structure the
density maxima cannot propagate as quickly and will interact with existing turbulence
found in the plasma and be at the mercy of random correlation of fluctuations, rather
than “bring its own” radially bound coherent transport structure.
2.2.3 electron temperature, energy
If we wish to address heat flux in addition to density flux an electron pressure or a
temperature equation is required.
∂tTe +
(
VE +Ve,‖bˆ
)
·∇Te = 4
3
Te
Bn
bˆ× κˆ ·
(
∇Pe − n∇φ + 5
2
n∇Te
)
+
2Te
3ni
(
β∇‖ j‖ − n∇‖Ve,‖
)
+STe
(2.5)
2.2.4 simplified geometry
For devices where the major radius of curvature R varies weakly along the field
line, or studies where we chose to focus on regions described by such magnetic geometry
locally, we can do away with much of the vector notation in eqs. (2.2), (2.4) and (2.5).
15
expanding around BPBT << 1 we can show that
κˆ ≈ − 1
R
(
1−O
(
BP
BT
)2)
eˆr, (2.6)
bˆ× κˆ · ∇F = 1
R
Cos (θ)
r
∂θF +O
(
BP
BT
)
, (2.7)
where θ is a displacement along the poloidal projection of a field line as it travels
over a flux surface. Note that the curvature drive flips sign when the field moves between
to the high B field side of the torus, with the radially outward directed curvature drive
defining the region of destabilizing, commonly named bad curvature.
In SOL models, we frequently define some effective gravity coefficient g where
g =
2
R
= −2κr (2.8)
As pointed out above the effective gravity due to curvature drift can vary greatly as we
move along a field line. However for geometries where the major radius is uniform along
a field line and BPBT << 1 such is the at the Texas Helimak, or when we limit the scope
of a given study to the outer midplane, we can greatly simplify the vector notation in
eqs. (2.2), (2.4) and (2.5).
bˆ× κˆ · ∇ ( . . . )→ g
2
∂y ( . . . ) (2.9)
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2.2.5 J‖ closure
In the electrostatic limit we can find the parallel current from the parallel compo-
nent of the electron momentum equation, this is simply Ohm’s law for our context.
✟
✟
✟
✟
✟✯≈ 0
mene
dve
dt
= −∇pe − ene
[
E +
ve
c
× B
]
+ Rei (2.10)
Calculating perpendicular electron velocities consistent with electron momentum
balance yields the usual vE×B, vde drifts. Parallel momentum balance will allow us to to
close our equations. The collisional force is
Rei = (ne
j‖
σ‖
− βn∇‖Te) (2.11)
where the parallel conductivity is set by the collisionality of the plasma
σ‖ = 2ne
2
νeime
with νei ≈ Ze f f ne
4λ
4πǫ0
√
meT
3
2
e
putting it all together yields j‖
j‖ = σ‖
(∇‖pe
en −∇‖φ + βe∇‖Te
)
with a little bit of algebra we can rewrite j‖ in terms of normalized quantities
j‖ = (en0vth,e)︸ ︷︷ ︸
j0
✚
✚
✚
✚
✚
✚
✚
✚
✚❃
σ˜‖2 mime︸︷︷︸
µ
τeiωci︸ ︷︷ ︸
τ˜
T˜e 32 (∇˜‖ log[n˜]− ∇˜‖φ˜ + (β + 1)∇˜‖T˜e) (2.12)
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dropping˜superscript the re-scaled parallel current when quasineutrallity is satis-
fied will appear as:
j‖ = σ‖T
3
2
e
(
∇‖ log[n]−∇‖φ + (β + 1)∇‖Te
)
(2.13)
In simulations where 3D geometry is implemented or 2D simuluations where a
particular parallel mode is fixed [58], the preceding description of j‖ is appropriate, how-
ever as we reduce the dimensionality of our system by averaging along the field lines the
closure scheme must somehow express ∇‖ j‖ in the plane normal to the field-line.
2.2.6 sheath boundary conditions - sheath connected limit
In the far SOL we can consider blobs in the sheath connected limit, and use parallel
current predicted by basic sheath theory as a boundary condition or equivalently a closure
method to eliminate ∇‖ j‖ from our equations. Near the sheath our plasma is no longer
quasineutral, so we have to treat electrons and ions separately. Taking cold ions ni =
n
[
1− 2e
miV
2
th
(φ− φw)
]− 12
and Boltzmann electrons ne = ne
e(φ−φw)
Te ,
we can show that
(2.14)j ‖,sheath = en
√
T
mi
[
1−
(
mi
2πme
) 1
2
e
e(φs−φ)
Te
]
.
We define φs, the plasma potential on the sheath edge, by considering the steady
condition j‖ = 0 at the sheath edge, and define a convenient sheath parameter Λ.
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e(φs)
Te
= ln
(
mi
2πme
) 1
2
= Λ
It follows that in general the potential profile can related to the equilibrium tem-
perature profile Te(x), and wall bias φw(x).
φs(x) =
ΛTe(x)
e
− φw(x), (2.15)
where φw(x) is the potential on the conducting wall, this is where any externally applied
wall bias would enter the physics.
Near the field-line ends current and parallel electron velocity are then shown to
be:
j‖,sheath = j0
[
1− eΛ− eφTe
]
(2.16a)
V‖,e = Vth
[
eΛ−
eφ
Te
]
(2.16b)
.
often small
eφ
Te
deviations from the sheath parameter are assumed and only the
fluctuating component is taken into account.
j‖,sheath ≈ j0 eφTe0
V‖,e ≈ Vth
[
1− eφTe0
]
In normalized form, with a uniform temperature, the field line average of ∇ · j‖
and ∇ · V‖,e reduces to simpler expressions commonly seen in interchange models. To
illustrate, consider an average along the field, being careful to recognize that expression
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2.16 refers to current directed towards the divertor, so the direction changes sign when
we go from one end of the field line to another, yielding a factor of two in the definition
of α as it appears in equation (2.17).
〈∇‖ j‖〉‖ ⇒
2ρ
L‖︸︷︷︸
α
n
(
1− eΛ−φ
)
≈ α n δφ (2.17a)
〈n∇‖v‖,e〉‖ ⇒ α n eΛ−φ ≈ α n (1− δφ) (2.17b)
Several other closure schemes for J‖ that facilitate 2D representation exists, includ-
ing schemes appropriate in the vicinity of the X-point, purely dissipative closure, electro-
magnetic closure, and others described clearly by Krasheninnkov et al. (2008) [43].
2.2.6.1 Field line averaging
Not all terms in eqs. (2.2), (2.4) and (2.5) can easily be averaged along the field line
without assuming some parallel mode structure.
1
L‖
∫
sheath
∇‖F =
Fsheath+ − Fsheath−
L‖
(2.18a)
1
L‖
∫
sheath
V‖∇‖F =? (2.18b)
To address equation (2.18b) we need assume something about the parallel mode
structure. The simplest and often physically justified assumption is that convected field
quantities vary weakly along the field lines, ∇‖F ≈ 0.
1
L‖
∫
sheath
V‖∇‖F ≈ 0 (2.19)
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2.2.7 Log[n] or χ representation
A simple way to enforce positivity by considering a simple transformation
χ = log(n) (2.20a)
n = eχ (2.20b)
With this definition we can choose to evolve χ rather than n, it’s straightforward to show
the equations take a mildly different appearance, in particular the continuity equation
takes the form:
∂tχ +VE · ∇χ = 2
B
bˆ× κˆ · (∇Te − Te∇χ−∇φ)−∇‖
(
Ve,‖
)
+Dn
(
∇2χ + (∇χ)2
)
+
Sn
eχ
,
(2.21)
elsewhere n is replaced with eχ.
Log[n] representation was used extensively in this work, especially in examining
steady state profiles where the flux-surface average density may vary by several orders
of magnitude and turbulent coherent structures that can induce shocks that in traditional
representations may generate unphysical negative densities.
2.3 Field line averaged equations
With discussion in section (2.2.6.1) in mind the field-line averaged version of equa-
tions (eqs. (2.2), (2.4) and (2.5)). These equations have been re-scaled by the Bohm gyro-
radius ρs = cs/Ωi , ion gyro-frequency Ωi, and ion-acoustic speed Cs =
√
kTe,0/mi. We
focus on sheath connected, far SOL blobs and thereby use the closure described in section
2.2.6, where elementary sheath theory gives the parallel current flow to the sheath but
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parallel plasma resistivity is neglected.
∂tn +VE · ∇n = g
B
(
∂yPe − n∂yφ
)−( 2
L‖
)
(nT
1
2
e )
(
eΛ−
φ
Te
)
+Dn∇2n + Sn (2.22a)
∂t(∇2φ) +VE · ∇(∇2φ) = g
(
B
n
)
∂yPe +
(
2
L‖
)
B2T
1
2
e
(
1− eΛ− φTe
)
+D̟∇4φ (2.22b)
∂tTe +VE ·∇Te = g
(
2
3
Te
Bn
)(
∂yPe − n∂yφ + 5
2
n∂yTe
)
−
(
2
L‖
)
2T
3
2
e
3
(
(1 + β)eΛ−
φ
Te − β
)
+STe
(2.22c)
(2.22)
One shortcoming of a 2D reduced model is that it is unable to account for the
variation of the curvature along the field lines and variations in the parallel mode struc-
ture. Resolving the parallel mode structure requires a full three dimensional simulation
[64], however fixing k‖ at the most unstable wavenumber as given by analytic theory is
one alternative. When the sheath-decoupled structures with k‖ 6= 0 are considered both
driftwaves and interchange turbulence enter the physical picture. Recent work [2] indi-
cates substantial qualitative changes in the behavior of this system when this full three
dimensional, drift-wave inclusive, picture is taken into account. The simplifying nature
of the 2D model, by contrast, enables a greater focus on properties that are independent
of the 3D geometry of the SOL. As pointed out by B.Li [47] for shorter connection lengths
(L‖ < 100m) simple linear analysis show that interchange instabilities dominate - justify-
ing the application of a dimenisionally reduced 2D model.
22
2.4 Linear analysis
We consider the linear mode structure and specifically the influence that consistent
inclusion of curvature drive terms in all equations has on the growth of the dominant
mode. Linearizing the 2D reduced model near some characteristic background profiles,
with length scales Ln,LT and so on, where n0(r) = n0e
− rLn , Te,0(r) = Te,0e
− rLT , we can exam-
ine the growth rates and mode structure in the resulting dispersion relation. Particular
attention is paid to the linear response in the large k⊥ limit, where the nature of the linear
response may demand special attention to numerics.
Linearizing the normalized equation 2.22, taking the local approximation, and
some algebraic simplification yields a set of linear equations
ωn +
2
R︸︷︷︸
ge f f
k (−n + φ− Te) + k
(
− φ
Ln
+
nΛ
Lφ
)
+ iα (n− φ + ΛTe) + ik2Dn = 0 (2.23a)
ωφ +
Λφ
kL3φ
+
(−1 + k2R2)Λφ
kR2Lφ
− 2
kR
(
n− Λφ
L2φ
+ Te
)
+ i
α (φ−ΛTe)
k2
+ ik2Dφ = 0 (2.23b)
ωTe + 2
R
k
(
−2n
3
+
2φ
3
− 7Te
3
)
+ k
(
− φ
LT
+
ΛTe
Lφ
)
+ i
2
3
α(1 + β) (φ−ΛTe) + ik2DTe = 0
(2.23c)
(2.23)
These equations yield a cubic dispersion relation that can be solved analytically for the
eigenfrequency ω. In the following subsections we will examine the solutions of this
equation in simple limits.
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2.4.1 Thermalized electron limit
If we consider thermalized electrons with electron temperature fluctuations, Te,
set to 0 and for the moment neglect both diffusion and curvature drive in the continuity
equation we recover the linear growth rate for commonly given SOL 2-field interchange
driven system. The relatively long expression should not obscure the basic physical fact
that the instability is analogous to that observed in an inverted pendulum where γ ∝
√
g
L
with the effective gravity now set by the centrifugal force experienced by a fluid element
ge f f ≈ v
2
t
R , yielding a normalized growth rate γ˜ =
√
1
RL , which is boxed here for emphasis.
γ = −1
2
(
1 +
1
k2
)
α +
√√√√(−1 + k2)2 α2
4k4
+
2
RLn
if Te = 0 (2.24)
For convenience we associate
√
2
RLn
with γ0, the most simple and physically im-
portant expression of the linear growth rate associatedwith this system. Adding diffusion
is necessary to control the amplitude of large-k (wavenumber) fluctuations, and saturate
any present turbulence at some well resolved wavenumber. Consider the complex eigen-
value, ω, that satisfies equation (2.23), in the limit of negligible parallel dissipation. We
can see that in this limit, for large wavenumber k⊥, inclusion of curvature drifts in the
continuity suppresses the linear growth rate, and perhaps less surprisingly shifts the real
part of the dominant eigenfrequency by some characteristic curvature drift frequency, 2kR .
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lim
α→0
k→∞
ω =
2k
R
− iα +O[α]2 +O[1
k
]1 with ∝ ge f f term in the n eqn. (2.25)
lim
α→0
k→∞
ω = i
(
γ0 − α
2
)
+O[α]2 +O[1
k
]1 without ∝ ge f f term in the n eqn. (2.26)
(2.27)
2.4.2 Non-thermalized blobs
To discuss energy transport in the SOL of a flux driven system our description
must evolve a temperature field rather that ignore temperature fluctuations or fix a tem-
perature profile[56]. Inclusion of temperature does change the linear response picture,
and necessitate the inclusion of a diffusive term in the electron temperature equation.
lim
k>>1
ω ≈ iα
(
2
3
1.71Λ− 1
)
+
14
3
k
R
− ik2DT +O[1k ]
3 with Te (2.28)
In figure (2.2) we observe that the exclusion of diamagnetic terms coupled with
negligible diffusion (red dashed curve) results in a linear response without a well defined
dominant mode. The importance of selecting a correct value of diffusion in modeling sin-
gle blob dynamics has been shown by A. Aydemir [3], this simple linear analysis suggests
that including diamagnetic terms in all equations seems to be similarly important.
2.5 Reference State and Numerical details
We are interested in examining the effect E0 × B0 velocity shear has on the ob-
served turbulence in theHelimak. We performed series of simulations based on equations
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Figure 2.2: Dominant growth rate γ for a few variations of the linear dispersion relation
equation 2.23. The normalized diffusion coefficients have been set to Dn = D̟ = 1× 10−4,
the temperature diffusion coefficient has been set to DT = 1× 10−2. Other normalized
parameters have been set to values characteristic of a typical SOL with: α = 1× 10−2,
ge f f = 5× 10−1, and with normalized gradient length scales Ln = 20 and LT = 20.
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2.22 using the BOUT++([23, 79, 22]) framework to discretize and evolve equation (3.2).
The framework uses a local polynomial approximation to compute derivatives along the
x coordinate, pseudo-spectral methods to compute derivatives along the y coordinate,
and a CVODE([15]) solver to advance the fields in time. A set of Helimak-like parame-
ters was selected as summarized in table 2.2. Note that we do not attempt to simulate
the full device in the vertical dimension but consider a vertical segment corresponding to
roughly 13 of the device height. Neumann boundary conditions with zero gradient were
selected for the radial ends of the simulation domain, allowing the mean profile value
to move unconstrained except for the value of the slope. Enforcing Dirichlet boundary
conditions that are sufficiently different from the field values directly to the interior may
cause sharp, numerically troublesome gradients, benign but unrealistic regions of stabi-
lizing curvature in the far SOL or equally nonphysical sinks that may drive cold coherent
structures into radially inward.
Parameter Value
mesh size: nx× ny = 720× 512
physical dimensions: Lx × Ly = 70ρs × 30ρs
curvature drive: ge f f ≈ 1× 10−2− 3× 10−2
parallel dissipation: α ≈ 5× 10−4− 1× 10−3
diffusion : Dn = D̟ = DTe = 1× 10−2
magnetic field geometry:
B0,T
Bp
= 10
boundary conditions: ∂xn = ∂xTe = 0 on both ends in x
Table 2.2: Typical Helimak-like simulation parameters
In experimental realization the plasma is generated from a neutral gas via electron
cyclotron resonance heating (ECRH) at a radius where the natural electron cyclotron fre-
quency and the frequency of the external microwave source match (2.45 GHz). Due to
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incomplete energy deposition at the cyclotron resonance layer the somewhat diminished
microwave beam will continue on radially outward and impede on the upper hybrid res-
onance layer. Due to the turbulent nature of system and density dependence in the upper
hybrid resonance condition there may be multiple positions where the resonance con-
dition will be met and additional energy deposition and neutral ionization takes place.
We opt to not address this potentially important source of error and model the source
with a simple Gaussian with a well defined stationary maximum for both density and
temperature.
Since the parallel losses are in fact the primary loss mechanism here we can easily
show that the radial integral of externally applied sources must be of the orderO[α× Lx]
to balance the losses. One can solve a simplified version of equations 2.22 to verify this.
Both density and temperature source terms, Sn and STe respectively, were set to
Sn = STe =
αLx√
2πσ2
e
−
(
x−x0
2σ
)2
, (2.29)
with x0 = 56ρs and σ ≈ 6ρs. As pictured in figures 2.3 the mean values of normal-
ized Te and n equilibrium settle on values of order unity, implying that sources and sinks
are well balanced in this system.
The cited range of values for curvature driven effective gravity and parallel dissi-
pation in table 2.2, ge f f and α respectively, reflect our choice to vary these parameters in
accord with the magnetic geometry. Specifically
α =
2ρs
L‖
, where L‖ =
H
ρs
√
1 +
(
BT0RR,0
BPR
)2
. (2.30)
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As mentioned in section 2.3 we are working in the sheath connected limit and therefore
consider a relatively short connections length of about 50 meters. Much longer connec-
tions lengths from the experimentally accessible range of length values available to the
Helimak would generally require resolving the parallel mode structure and are better
treated with a full 3D geometry.
Figure 2.3 displays the mean normalized (averaged in both time and vertical di-
rections) density and temperature profiles.
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(a) As we consider several bias voltages on
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Figure 2.3: Both density and temperature profiles equilibrate on mean values on the or-
der unity, and are only weakly affected by external biasing. The region where a potential
bias was applied is dashed. The mean density and temperature peaks are shifted in-
ward rather than being aligned with the source peak, with blob facilitated transport on
the bad curvature side chiefly responsible for this feature. We see that the experimental
density profile is qualitatively similar to the simulation results, the apparent discrepancy
can possibly be attributed to source terms in eqs. (2.2) and (2.5) that may overestimate
turbulent broadening. The experimental and computational profiles can also be brought
into very close agreement by reducing the spatial normalization ρs by about 20% from
the experimentally reported value of 2cm, under this interpretation simulations appear
to correspond to a somewhat warmer plasma than the experiment.
2.6 Numerical Studies of E× B shear and density fluctuations
As pointed out in section 2.2 we opt to evolve the entire bulk of the fields consid-
ered rather than simply evolve perturbation around some fixed equilibrium profile. A
typical simulation initialized the fields n,̟, Te with sum of a flat profiles and a very large
σ Gaussian perturbation. An initial condition with a large spatial footprint but one that
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still has a multi-component Fourier decomposition ensures that a number of modes rep-
resented is reasonably large, the initial gradients are gentle and avoid numerical issues,
and that the interchange instability has a maximum growth at a wavelength smaller than
the initial blob size. The net effect is that the initial condition destabilizes quickly and
breaks up into smaller structures that are representative of the physics modeled - not the
choice of initial conditions. Both the initial flat background and the Gaussian perturbation
typically had a normalized amplitude of 110 .
As we probe the relationship between velocity shear and turbulence we systemati-
cally vary the bias potential in increments of Λ2 of normalized potential, corresponding to
unnormalized increments of
Λ〈Te,0〉
2e ≈ 10 eV for typical Te profile values. As the poloidi-
ally averaged shear rate , ∂xVx, approximately exceeds the interchange rate we expect an
inverse cascade process to stabilize interchange modes, shorten radial correlation lengths,
and decrease fluctuation levels [71]. This theoretical prediction of shear facilitated stabi-
lization has not been conclusively observed at the Texas Helimak.
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Figure 2.4: Examining the mean potential for saturated turbulent states we see that
equation (2.15), provides a useful rule of thumb in estimating the mean potential. The
shear rates pictured in figure (b) seem to pivot around the estimated maximum value of
the interchange rate on both interchange stable and unstable sides of the density max-
imum. This observation suggests a strong interaction between Kelvin-Helmholtz and
interchange dynamics in this system.
We see in figure 2.4 as we increase a negative bias on the second plate the resulting
plasma potential trends up, generally increasing E0 × B0 flow shear immediately outside
the biased region, in agreement with equation (2.15). To review, in section 2.2.6, we dis-
cuss how external biasing will be reflected in the final plasma potential profile, and here
we see that the approximate expression
φs(x) ≈ ΛTe(x)
e
− φw(x), (2.31)
is in fact satisfied in the simulation.
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Figure 2.5
2.7 Summary of current findings
We considered a 2D model applicable to sheath connected interchange turbulence
in the Texas Helimak. Our chosen model is expected to yield best agreement for relatively
short connection length regimes where L‖ < 100 meters. Simple analysis of fluctuation
levels as quantified by rms values of density fluctuations shows that profiles that maxi-
mize E0 × B0 flow shear can significantly reduce the mean amplitude of the density fluc-
tuations as pictured in figure 2.6. The simulated temperature profile is more peaked than
the experimentally observed profile raising the possibility that some cross-field transport
channel is neglected in our temperature equation or that the complex nature of turbu-
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Figure 2.6: While there is an overall trend of turbulence suppression associated with in-
creased flow shear the observed variance is very large.
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lently broadened power deposition is not correctly represented. In contrast, the density
profiles appear somewhat more broad than the corresponding experimental profile, again
suggesting an incorrect account of the cross-field transport, source width, or a spatial dis-
placement rescaling that is more appropriate for a warmer, larger ρs, plasma. Interaction
between flow shear and interchange instability appears to be important, with the inter-
change rate coinciding with a pivot point for shear rates in figure 2.4 and shear rates in
excess of of the interchange rate appearing to limit normalized density fluctuations in fig-
ure 2.6. Additional work is required to positively identify Kelvin-Helmholtz instabilities,
interchange driven blobs, and examine the interaction between the two phenomena.
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Chapter 3
SOL system with field-line chaos and thermalized
electrons1
Naturally occurring error fields aswell as resonant magnetic perturbations applied
for stability control are known to cause magnetic field-line chaos in the scrape-off layer
(SOL) region of tokamaks. Here, 2D simulations are used to investigate the effect of the
field-line chaos on the SOL and in particular on its width and peak particle flux. The
chaos enters the SOL dynamics through the connection length, which is evaluated using
a Poincare´ map. The variation of experimentally relevant quantities, such as the SOL gra-
dient length scale and the intermittency of the particle flux in the SOL, is described as
a function of the strength of the magnetic perturbation. It is found that the effect of the
chaos is to broaden the profile of the sheath-loss coefficient, which is proportional to the
inverse connection length. That is, the SOL transport in a chaotic field is equivalent to
that in a model where the sheath-loss coefficient is replaced by its average over the un-
perturbed flux surfaces. A 2Dmodel with uniform electron temperature does not include
the effects of magnetic shear, enhanced cross-field transport or chaotic features other than
the parallel connection length.
1This chapter is based on previously published work [52]. The author acknowledges multiple revisions
and discussions with Dr. FrancoisWaelbroeck andDr. CraigMichoski. The author is grateful to Dr. Wendell
Horton’s insightful feedback.
36
In diverted tokamaks, the separatrix defines the boundary between open and closed
flux surfaces and acts as a riverbed for the scrape-off layer (SOL). In the SOL, the flow
across the magnetic field balances the parallel streaming along the field towards the
plasma-facing components (PFC). A picture of how tokamak turbulence and transport
in the SOL scale with experimentally controllable parameters is necessary to minimize
peak heat and particle flux loads on the PFC,[42] to minimize introduction of impuri-
ties, and to simultaneously maintain conditions that are consistent with global plasma
confinement.[28, 46, 43, 18] In the presence of edge-resonant non-axisymmetric pertur-
bations, however, the separatrix is readily shattered and replaced by a region exhibiting
field-line chaos, or magnetic stochasticity, which manifests its presence by the splitting
of the separatrix footprints.[80] Field-line chaos can be introduced by deliberately ap-
plied resonant Magnetic Perturbations (RMPs) [39], ergodic magnetic limiters [49, 33] and
naturally-occurring instabilities. RMPs have been the subject of intense recent interest for
their use in controlling edge localized modes by keeping the edge pedestal conditions
below some critical threshold and by effectively replacing impulsive intermittent ELM
transport with a series of smaller less disruptive transport events, or even by achieving
full suppression.[25]
While the turbulent SOL has a complex three dimensional geometry, its physics is
dominated by curvature-driven interchange instabilities characterized by a short exten-
sion across but a long extension along the field lines.[18] Following standard practice, we
average vorticity and density equations along the field-aligned dimension and work in
the resulting 2D plane normal to the field-lines. Excluding regimes where full drift-wave
physics has a strong influence on the dynamics [64, 2, 1], this dimensionally-reduced ap-
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proach has provided experimentally validated descriptions of turbulent transport, inter-
play between zonal flows and turbulence,[57, 67, 83] creation of coherent structures, and
SOL density length scales, among other results.[69, 44, 88, 17, 30, 57] End-losses along the
field appear as a damping term in the density equation characterized by a coefficient α
that is inversely proportional to the connection length L‖:
α = 2ρs/L‖ (3.1)
In this chapter we specify L‖ by a map that describes chaotic connection lengths in the
region spanning the outer portions of the core and the SOL. To maintain the density in
the presence of the end-losses, we include a particle source at the core-facing edge of the
simulation domain. The resulting turbulence is thus flux-driven. The particle source can
be thought of as modeling the injection of particles by gas feed, neutral beams, pellets
and recycling.
It is generally accepted that cross field transport in the region between the plasma
edge and the vessel wall is dominated by intermittent transport [7, 69, 31] mediated by
coherent, radially propagating plasma filaments called blobs.[44, 10, 48, 29, 87] Typically
the magnetic-curvature drift combined with the usual E× B convection will drive a blob
radially outward (Fig. 3.1). Continuity and charge conservation equations govern their
dynamics. Blobs provide a mechanism for radial transport of heat and momentum that
greatly exceeds neoclassical predictions. The usefulness of blobs, as a concept, depends
on their ability to survive long enough to affect transport and demonstrate a clear depen-
dence of their properties on model plasma parameters. Blob lifetimes have been exam-
ined theoretically by Krasheninnikov [44] and other authors [56, 31] and experimentally
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in tokamaks[10, 48] and other devices.[5, 76, 75] These studies have shown the existence
of a most-stable blob size. The mechanisms underlying the interplay between parallel
transport, diffusion, convective processes, and spontaneous formation of blobs affects the
width of the SOL layer and the intermittency of transport. These mechanisms have been
studied in some detail.[18, 30, 3, 2, 67]
Figure 3.1: A simple blob with key forces, length scales and directions
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In this paper we examine how magnetic chaos, modeled with a chaotic map that
mimics the application of static RMPs, changes statistical characterization of blobs and
the scaling of their properties with plasma parameters. As an example of how our current
understanding of blob behavior may be challenged by the presence of chaos, consider the
simplest analytic prediction of radial blob velocity:Vx ∝ L‖/(Rδ2y), where δy is the blob
size (Fig. 3.1). With the addition of a chaotic field, there will be large variations in the L‖
value over the spatial footprint of the blob - possibly affecting its coherence and thus the
mean particle transport and intermittency of density fluctuations. From previous work
we also know that for a constant sheath-loss coefficient α there is a strong selection for a
specific blob size.[3, 44] It is natural to ask whether magnetic chaos might seed blobs of
different sizes, or favor hole creation over blob creation. Such effects on blob dynamics
would clearly affect the observed density scaling distance in the SOL density profile. The
aim of the present paper is to answer these questions within the framework of the 2D
model of SOL transport.
The remainder of this chapter is organized as follows. In Sec. 3.1, we describe
the formulation of the problem and some simple analytic considerations. In Sec. 3.2, we
review the results for unperturbed SOL dynamics and use this review to verify our code.
We then examine the effect of the field-line chaos in Sec. 3.3, with particular attention to
the scaling of the density length-scale and the selection of the dominant blob size. We
conclude by summarizing and discussing our results in Sec. 3.4 .
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3.1 Formulation and Analytic considerations
Weuse a simple two fluid interchangemodel that nonetheless containsmany of the
most important features: curvature and density gradient drifts, convective nonlinearities,
blob formation, and a parallel closure scheme that is able to model both closed and open
field lines. Similar models have a been used by many authors to study SOL turbulence,
zonal flows and transport in both mirror machines and tokamaks edge plasmas.[2, 89, 18,
3]
The equations used here have been normalized by the gyro-radius ρs = cs/Ωi , ion
gyro-frequency Ωi, and ion-acoustic speed cs =
√
kTe/mi. They are
∂tn +VE · ∇n− Dn∇2n + αn = Sn, (3.2a)
∂t̟ +VE · ∇̟− D̟∇2̟− αφ− β(b · ∇x×∇n)
n
= S̟ , (3.2b)
̟ = ∇2φ, (3.2c)
VE = b×∇φ, (3.2d)
β =
2ρs
R0
and α =
2ρs
L‖
(3.2e)
. The loss terms containing the coefficient α come from averaging the parallel current and
velocities given by elementary sheath theory. Notice that we assume no scale-separation
between some background and a perturbed portion. This is consistent with the observed
character of the SOL layer. External density andmomentum sources can be specifiedwith
Sn and S̟ respectively. In this work we set S̟ = 0. We will discuss the choice of Sn in
section 3.1.3.
In arriving at equation (3.2), the full three dimensional geometry is reduced to two
dimensions by averaging along the field lines, where we take the flute approximation [65]
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and assume that all introduced quantities vary weakly along uniform magnetic field lines
(i.e. the blobs are interchange-like). The influence of RMPs is then reflected in the parallel
connection length to the divertor that enters into the α parameter of equation (3.2).
Note that α, the inverse of the total escape path, is in fact the only place magnetic
geometry enters our system of equations. Local changes in magnetic shear and enhanced
cross-field transport due to magnetic chaos are neglected in this work. Enhanced cross-
field diffusion could be represented empirically with an additional diffusive transport
channel, Dchaos(x, y)∇2n, in the density equation. A more detailed analysis of how vary-
ing the overall diffusion coefficient changes blob coherence and overall transport has been
presented by A.Aydemir [3] and others [18, 88]. Additionally note that by fixing the elec-
tron temperature at a constant reference value our equilibrium sheath potential is fixed
as well, in a more realistic realization we expect an equilibrium with a radially varying
equilibrium sheath potential, φ0(x) = eΛTe(x), and a subsequent equilibrium E0× B0 con-
vection to be present.
We benchmark our numerical calculations with single blob dynamics and many-
blob turbulence results from E. Garcia’s, [30], and A.Y. Aydemir’s work [3]. Some pre-
existing published result can be reexamined with the presence of chaos in mind. We can
For example, how does the previously posited and observed strong selection for a spe-
cific blob size, [3, 44] , change in the presence of magnetic chaos? Does chaos seed blobs
or holes? Does it break up blobs or otherwise change the average blob size as compared
to the laminar, flux-surface averaged, case? How does the observed e-folding distance in
SOL density profile differ between cases with andwithout magnetic chaos? What effect, if
any, does magnetic chaos have on the intermittency of density fluctuations? The purpose
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of this work is to address these questions.
We observe that radial transport in this simpler edge region model, with constant
coefficients, is dominated by blobs of specific size. The observed e-folding length is only
weakly affected by the state of the plasma at the interface where blob birth takes place,
once a sheath-connected blob is established. However an introduction of a chaotic in-
terface where externally introduced magnetic fields deform, or even break up, what was
the last closed flux surface can effectively encourage blob formation over a wider radial
region and consequently change the observed mean density profile. Similarly we observe
that the introduction of chaotic field lines and generation of a magnetic mixing layer can
increase the width of the transition region that connects the internal region with weak
parallel dissipation (often with strong zonal flow) and the far SOL layer where a well de-
fined e-folding length and a clear dominant blob size is evident. We compute probability
density functions (PDFs) for the observed density fluctuations to see that a chaotic con-
nection length will generally encourage less intermittency in the density fluctuation, as
compared to an abrupt transition from closed to open field lines.
Given that experimentally observed coherent structures have amplitudes that are
of order unity compared to background, there is no way to justify differentiating between
an equilibrium background and fluctuations, other than perhaps in the context of linear
analysis and linear numerical verification of growth rates. Rather than consider some
background density profile that drives fluctuations we consider a particle source on the
core edge of the domain that has been selected to be of size that is compatible the physics
of our system.
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3.1.1 Geometry
While BOUT++ is designed primarily for field-aligned, non-orthogonal coordi-
nates, it also allows for simulations in slab geometry. A shortcoming of the 2D slab
model is that it is unable to account for the variation of the curvature along the field
lines or for the resulting variation in the mode structure. Various estimates of the parallel
wavenumber can be made.[89] Resolving the parallel mode structure requires a full three
dimensional simulation.[64] Recent work [2] indicates substantial qualitative changes in
the behavior of this system when the full three dimensional picture is taken into account.
The simplifying nature of the 2Dmodel, by contrast, enables a greater focus on properties
that are independent of the 3D geometry of the SOL. Some consquences of this reduction
are discussed in section 3.4.
3.1.2 RMPs and the Ullmann Map
Magnetic fields have a field-line structure governed by Hamilton‘s equations, with
the toroidal angle playing the role of time. The field lines of axisymmetric equilibria lie
on nested toroidal surfaces, constituting integrable Hamiltonian systems, and perturba-
tions of such axisymmetric equilibria are naturally described by Poincare´ sections, the
intersection of field lines with a poloidal section. The Ullmann map [77, 63] is a Poincare´
magnetic field line map that was created to study the effects of an ergodic divertor on
toroidal plasmas. Repeated application allows us to assign a parallel connection length
value based on the number of applications necessary for a given field line to hit the di-
vertor. One advantage of this map over some others is that it is characterized in terms of
experimental quantities such as major and minor radius, Iext/Ip and some safety factor,
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q(r).
The connection lengths are said to exhibit chaos when two neighboring points are
traversed by field lines that follow very different trajectories. For example, one field line
may quickly terminate on the divertor or the wall while another may stay trapped. A
sheath-loss coefficient α may be assigned based on Eq. (3.1) and this computed chaotic
parallel connection length.
The Ullmann map [77] is a composition of a map with good flux surfaces, where
rn+1 =
rn
1− a1sinθn , (3.3a)
θn+1 = θn +
2π
qeq(rn+1)
+ a1cosθn, (3.3b)
and a perturbation map, given by
rn = rn+1 +
mCǫb
m− 1
(rn+1
b
)m−1
sin (mθn) , (3.4a)
θn+1 = θn − Cǫ
(rn+1
b
)m−2
cos (mθn) . (3.4b)
where q is the safety factor, C is a geometric factor, and ǫ is current in the external coil
normalized by the plasma current
C =
2mla2
R0b2qa
, (3.5a)
ǫ =
Il
Ip
, (3.5b)
with m = 2, 3, .... Given some effective minor radius a we can approximate the field-line
length once we know how many applications of the map connect a given point to the
divertor:
L‖ ≈ q(a)2πaNturns (3.6)
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Ultimately what enters equation (3.2) is the inverse of this parallel connection
length, α = 2ρs/L‖.
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Figure 3.2: Contour plot of the inverse connection length, α, associated with magnetic
chaos generated by the Ullmann map and the corresponding q profile of the left. Escape
basins appear as darker regions, whereas trapped regions appear white and have α = 0.
Note that the contour values change discretely. A few hundred applications of the map
are typically sufficient to map out escape basins and trapped field-lines for the resolutions
considered.
To fix the parameters used in this study we adopt an NSTX-like geometry, with
minor radius = 68 cm, plasma radius = 60 cm, external coil size =10 cm, R0 = 85 cm, a1
=-.01, and consider Iext/Ip = ǫ = 0, .1, .2, .3. We use the map to fix α(x, y) for the duration
of the run. The resulting distribution of α values is shown in Fig. 3.2.
For the parameters selected the typical radial excursion of a chaotic field line is on
the order ofO[1cm], which for typical values of ρs translates into radial values ofO[3ρs−
10ρs]. Note that given a typical blob size, a
∗, as discussed in section (3.3.2), the regimes
we consider are one where the typical radial excursion, δr & a∗, as well as a reference
46
case where δr = 0. In regimes where delta δr < a∗ calculating localized enhancements
to cross-field transport may be a more appropriate strategy. The size of the typical radial
excursion does not appear explicitly in the current model, only the total connection length
does. As discussed in section 3.1.2.1 chaotic features beyond the net connection length can
be included in the overall discription, but for the parameters considered here it may be
be necessary.
From a macroscopic point of view, one of the effects of the magnetic field chaos is
to broaden the transition between closed field lines and open field lines, which appears
in an axisymmetric system as a jump in the connection length L‖. In order to distinguish
the effect of the spatial fluctuations of L‖ in a chaotic SOL field from the effect of the
broadening of the transition, it is interesting to consider a model in which the chaotic
inverse connection length is averaged over an unperturbed flux-surface. We will refer to
this case, illustrated in Fig. 3.3, as the “smooth alpha” case.
3.1.2.1 Cross-Field Diffusion
While the diffusion coefficient does not come from Braginskii equation directly, it
can estimated in number of ways. The simplest and perhaps the least realistic approach
is assume a random walk in the magnetized limit.
Dcollision ≈ νeiρe2 ≈ ×10
−(6−8)
(
ρ2sωci
)
(3.7)
While we expect to resolve collective transport phenomena on scales larger that
our chosen grid size, we cannot expect to resolve subscale turbulence. Turbulent Bohm
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Figure 3.3: The flux-surface averaged α as a function of the radial position with the full
range of α superimposed.
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diffusion is the next best estimate after simple collisional diffusion [37, 6].
DBohm =
∆x2
τ
Associating ∆xτ with the turbulent fluctuations in E× B velocity
∆x
τ
≈ δΦ
∆xB
→ DBohm ≈ δΦ
B
(3.8)
Turbulent fluctuations in the electric potential, δΦ, can be related to the mean elec-
tron temperature with an approximate factor of 116 , δΦ ≈ 116 Te . With respect to character-
istic parameters of our plasma Bohm diffusion becomes
DBohm =
1
16
(
ρ2sωci
)
≈ 5× 10−2
(
ρ2sωci
)
.
This estimate is comparable to that used in many 2D SOL simulations.
A natural question to ask is how much does parallel transport contribute to the
cross-field transport in the 2D plane of interest by connecting a set of points with fast
parallel transport. Specifically consider simple parallel diffusion, where thermal electrons
move along some mean-free-path before colliding, where electron-ion collisions are the
fastest relevant collision process. For typical SOL parameters this diffusivity exceeds any
perpendicular transport processes by orders of magnitude, as shown in equation 3.9,
For a quasineutral plasmawe can compute the composite parallel plasma diffusion
from standard collisional diffusion and the resulting ambipolar electric field [6],
D‖ ≈
(
1 +
Te
Ti
)
V2th,iτi =
(
1 +
Ti
Te
)
C2s τi ≈ C2s τi ≫ C2sω−1ci , (3.9)
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where for a magnetized plasma the ion collision frequencies are slow compared to the
ion gyro-frequency, τ−1i = νi ≪ ωci. A similarly fast parallel vorticity diffusivity can
be found. Given some typical magnetic field fluctuation, δB, an enhanced Rechester-
Rosenbluth diffusivity in the plane normal to the field-lines can be estimated [27],
DR,R ≈ D‖
(
δB
B
)2
. (3.9)
Substituting ambipolar parallel diffusion from equation 3.9 and normalizing to time and
displacement scales of ω−1ci and ρs respectively, yields a diffusion rate somewhat smaller
than the diffusivity used in our simulations,
D˜R,R =
ωci
νi
(
δB
B
)2
≈ (1× 10−4− 1× 10−2), (3.9)
where ωciνi ≈ 1× 103 and
δB
B ≈ 1× 10−3 have been estimated based on typical SOL and
RMP parameters. The range of normalized Rechester-Rosenbluth diffusion values falls
below the typical diffusion values used in the simulations performed here, suggesting
that magnetic chaos facilitated cross-field diffusion can generally be neglected in this par-
ticular study. However, depending on the degree of magnetic chaos and collisionality of
the plasma Rechester-Rosenbluth diffusion has the potential to greatly enhance cross-field
transport.
3.1.3 Reference state
We are interested in characterizing intermittency and the SOL profile as a function
of the RMP amplitude. Since we will be driving turbulence by introducing a particle
source Sn on the core-side edge of the simulation, it is useful to consider how to select Sn
in our model.
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The primary density sink in our system is loss through the divertor sheaths (the
αn term). If we account for the nonlinear terms through an anomalous diffusivity Da
and assume a source localized at the boundary of the simulation and of the form Sn =
S0 Θ(x⋆ − x), the profile of the average density will take the form
n(x) = n0e
−x√ αDa for x > x⋆, (3.9)
where S0 = 2n0. This simple result reflects the fact that the source must roughly balance
the dominant sink, represented by the αn term in the density equation.
Note that without a particle source the equations are invariant under a change in
the global background density, n → n + n0. The source strength thus has the effect of
setting the background density for given Da.
3.2 Unperturbed SOL Dynamics
Just as in a later Helimak study 2 we use the BOUT++ framework to evolve equa-
tion (3.2). To assess the reliability of our numerical tools we verify the linear dispersion
relation in section(3.2.1) as well as verify that nonlinear analytic predictions favorably
compare to the single blob dynamics of two other codes ([54], [30]) in section (3.2.2), and
finally match published SOL width values [3] in section (3.2.3).
3.2.1 Linear Verification
We compare the growth rate of the SOL interchange mode as deduced from a sim-
ulation of a linearized version of equation (3.2) with the analytically derived growth rate
γ. Expanding equation (3.2) to the lowest order in φ, u, n, setting D̟ = Dn, and dropping
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parallel dissipation in the density equation yields the analytic result
(3.10)γ = −
(
α + 2Dk4⊥
)
2k2⊥
+
√√√√( α
2k2⊥
)2
+
β
ℓn
.
The above expression for the growth rate shows that the mode is driven by the inter-
change term β/ℓn and is stabilized by dissipation for short wavelengths. The growth rate
peaks for wavelengths of a few times the Larmor radius ρs.
For the numerical calculation, several γ−1 time increments may be required to con-
verge on the solution, unless one sets the initial condition such that u, φ correspond to an
eigenvector of the linearized version of equation (3.2). Fig. 3.4 shows that the simulations
are in satisfactory agreement with the analytic dispersion relation.
0.2 0.4 0.6 0.8 1.0
kyρs
−1.0
−0.8
−0.6
−0.4
−0.2
0.0
0.2
0.4
γ
ωci
1e−2 γlinear
BOUT++
analytic
0.5 1.0 1.5 2.0 2.5
kyρs
−3
−2
−1
0
1
2
3
4
5
γ
ωci
1e−3 γlinear
BOUT++
analytic
Figure 3.4: Growth rate γ as a function of the poloidal wavenumber ky, where D = µ =
1× 10−2 and 1× 10−3 on left and right charts respectively, β = 6× 10−4, α = 3× 10−5.
Good agreement between analytic theory and BOUT++ results is observed.
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3.2.2 Single-blob dynamics
In their insightful paper, Garcia et al. (2006) ([30]) have shown how to characterize
the motion of individual blobs by their center of mass. We have repeated some of their
simulations using the initial and boundary conditions shown in Table (3.1). We chose a
simulation domain large enough to keep the blob far away from the boundaries for the
duration of the run. In particular, the size of the domain is such that changing bound-
ary conditions between Dirichlet (nx boundary = 0), and Neumann (∂xnx boundary = 0), only
weakly affects the history of the leading moments describing the blob.
Parameter Value
Nx 1056
Ny 1024
Lx 60
Ly 40
n(t = 0) e
(x2+y2)
2
u(t = 0) 0
BCx ∂xu = ∂xn = 0
BCy periodic
Ra 102,4,6
Table 3.1: Numerical Blob Parameters
Fig. 3.5 compares the evolution of the velocity of the center of mass as well as the
maximum amplitude of the density in the blob. We find consistent agreement between the
results of BOUT++ and those presented by Garcia et al. (2006) as well as with recent work
by Michoski [54] and Hakim [34] using discontinuous Galerkin algorithms (not shown in
the figure).
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Figure 3.5: Comparison of blob trajectories calculated with BOUT++ to the results of E.
Garcia [30], Two cases are compared corresponding to Rayleigh number 104 and 106.
3.2.3 Saturated turbulence
As an additional verification we examined flux-driven, many-blob interchange tur-
bulence as described by Aydemir.[3]We used equation (3.2) as for single blob simulations,
but with a nonzero density source term, Sn, and with radial boundary conditions that al-
low the profile to relax. Except for having a constant value of α, the simulation setup
here is similar to ones described in section 3.3.2 of the present paper. Using β/α = 5, we
see excellent agreement of λSOL with the results present by Aydemir [3] across a wide
range of parameters. Here as in [3], λSOL is determined by fitting a profile of the form
n = n0 exp(−x/λSOL), to observed flux-surface averaged density values.
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3.3 Numerical Studies of chaotic SOL
We now examine the effects of field-line chaos on SOL dynamics. We begin in
Sec. 3.3.1 by describing the propagation of an isolated blob in a chaotic region. This mo-
tivates the investigation in Sec. 3.3.2 of the effect of chaos on saturated SOL turbulence.
We then examine the modifications of the density profile in the SOL in Sec. 3.3.3 and the
statistics of the associated fluctuations in 3.3.4.
3.3.1 Effect of field-line chaos on an isolated blob
In contrast to cases where α is a constant value or is simplified by averaging over
flux-surfaces, blobs quickly lose coherencewhen propagating through a regionwith chaotic
α as pictured in Fig. (3.6). This suggests that magnetic chaos may bring about significant
changes in the properties of the SOL. The fine fractal structures of the Poincare´ map, how-
ever, are not immediately apparent in the single blob response. In order to evaluate the
impact field-line chaos has on the overall transport and the width of the SOL, it is clearly
necessary to examine the saturated turbulent state with a distribution of self-consistently
generated blobs.
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Figure 3.6: Evolution of a density blob across a region with chaotic magnetic fields for
Rayleigh number = 104. The approximate extension of the chaotic region is shown here
by the two equidistant curves. The structure quickly loses coherence as it propagates
radially outward.
3.3.2 Effect of field-line chaos on saturated turbulence and mean blob size
In this section we are interested in examining the effect of field-line chaos on the
SOL. Rather than focus on individual blobs we probe the changes in the mean blob be-
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havior as we consider three scenarios: a) chaotic (Fig. 3.2), b) smooth (Fig. 3.3), and c)
unperturbed flux surfaces.
The parameter space of parallel dissipation, diffusion, and source strength values
is large and we opt to fix key parameters to be consistent with an NSTX tokamak config-
uration [67], with αmax = 3.0× 10−3, β = 1.0× 10−2, Dn = D̟ = 1.0× 10−2. Typical mesh
size is Nx × Ny = 1024x512, the simulation domain represents a quarter of a full torus,
and typical radial range is Lx ≈ 300ρs. The large radial range, while not representative of
the physical distance between the plasma and the wall, is useful in fitting density scaling
parameters, see section 3.3.3. We see that the normalized inverse connection length, α, is
similar to the mean α used in modeling a Helimak-like system shown in table ().
Simulations are initialized with a smooth density profile that gently peaks at the
core-side edge and a small driving source term, Sn, as described in section (3.1.3). We use
simple boundary conditions, ∂xn ≈ 0 and u = 0 on both radial boundaries, that allows
the entire density profile to adjust as needed to settle on a turbulent equilibrium profile.
Additionally we fix the potential, φ = 0, on the inner radial boundary to ensure that the
radial particle flux through the bounder vanishes so that the density is solely set by the
balance between the source, Sn, and the sheath losses parametrized by α.
We can better interpret the many-blob turbulence results in terms of single blob
theory by extracting mean blob behavior. To this end we consider fluctuations in the
radial convective particle flux,
Γx = ΓE×B,x(x, y, t) = −n∂yφ, (3.10)
and employ spatial spectral analysis and radially resolved auto-correlation analysis to in-
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fer the mean scale length of the saturated interchange turbulence present in our system.
Specifically we considered the auto-correlation along the poloidal coordinate of the parti-
cle flux Γx(x, y, t) at some fixed point x. We extract the mean periodic scale length and the
smallest non-periodic statistically significant scale length, which we refer to as λblob and
δsmall respectively.
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Figure 3.7: The mean size of the smallest reoccurring feature in y can be shown to be
〈δsmall〉y ≈
√
2σ, where σ is determined by a least-squares fit of a Gaussian, e
− y2
2σ2 , around
the central peak of R(y)
When evaluating the flux Γx from the results of simulation, blobs will show up as
isolated, generally radially outward propagating local maxima in Γx − 〈Γx〉y. Consider
Fig. (3.8), where a snapshot of the particle flux at a point in time is presented (3.8a), and
more detailed figures follow, where E× B velocity fields are overlaid to give a sense of
flow direction.
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Figure 3.8: Details of radially outward particle flux Γx with average blob size 〈δblob〉y. The
difference in the values of the α parameter is reflected in the size of the blobs in the two
closeups images.
Parameter Value
inertial lower limit: km =
√
2
(β/α2)1/5
diffusive upper limit: kDn =
√
2(αDn)
β
parallel upper limit: kα =
√
2
(β/α2)1/3
viscous lower limit: kD̟ =
√
2
(D̟/α)1/4
linear scale: klin(γmax) ≈
(
α
Dn
)1/4
mean detected blob size: kλblob ≈ 2πλblob
width of central peak of RΓx : kσ =
√
2
δsmall
Table 3.2: Wavenumber definitions
In Fig. (3.9) we superimpose the spectral density of fluctuations, analytic predic-
tions, and scale lengths obtained from auto-correlation onto a single image that summa-
rizes all important length scales as a function of x. The intensity of the filled contour
plot is proportional to a time-averaged value of the spectral density. The spectral density
is re-normalized at each radial location to clearly display the spectral density for all x,
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even as the amplitude of fluctuations decays exponentially in the radially outward direc-
tion. See appendix (A) for additional details on auto-correlation analysis and background
information on spectral density.
Wavenumbers associated with a few analytically predicted length scales are over-
laid in Fig. (3.9). These expressions can be extracted from equation (3.2) using term bal-
ancing, see Aydemir.[3] As seen in Fig. (3.9) the blob size, for the parameters considered,
stays close to the inertial scale length, and themean size of the finer structures, δsmall, stays
close to the most unstable linear scale. The inertial scale is the length scale at which both
inertia and parallel momentum losses are comparable with the curvature drive. Relating
operators in the momentum equation (3.2a) to some typical blob size a we may write the
various terms of this equation symbolically as(
φ
a2
)2
+
β
a
− αφ + D̟φ
a4
= 0, (3.10)
the desired length scale am follows by balancing the curvature term against the inertia
and the sheath-loss: (
φ
a2m
)2
≈ β
am
, αφ ≈ β
am
. (3.10)
It follows easily that equation (3.3.2) is satisfied when
a5m = β/α
2. (3.10)
Examining Fig. (3.9) further, we observe that the spectral density appears to taper
off below the parallel upper limit kα. Modes below this value are dominated by end-
losses, and typically lose mass and lose coherence quickly. We can derive this length scale
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similarly to the preceding example. Rewriting operators in the continuity equation in
terms of the scale length a yields
Dn
a2
+
φ
a2
+ α = 0. (3.10)
When parallel particle losses roughly balance particle flux in equation (3.3.2), and cur-
vature drive is comparable to parallel momentum losses in equation (3.3.2) the implied
length scale aα must satisfy
φ
a2α
+ α ≈ 0 αφ ≈ β
aα
, (3.10)
from which it follows that
a3α = β/α
2. (3.10)
We also note that the curvature-drive term gets bigger as a gets smaller, there-
fore aα must be the smallest length scale at which parallel dissipation can be compa-
rable to curvature drive. In k-space this will correspond to some upper wavenumber
limit, where kα =
√
2/aα, when we correctly relate periodic and spatially localized/non-
periodic length scales. As an aside, we observe that in order to correctly associate a
non-periodic or spatially localized length scale with a wavenumber we use the auto-
correlation function of the two signal types. Consider an auto-correlation function of
a sine wave, and an auto-correlation function of some non-periodic signal, call them
Rsine and Rnoperiod respectively. As reviewed in figure(3.7) the central peak of the auto-
correlation function Rnoperiod will have a standard deviation of
√
2σx, where 2σx can be
equated with a diameter a. The auto-correlation of a periodic signal will be another pe-
riodic signal with the same period as the input signal. Using least-squares we can fit a
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Gaussian around the central peak of Rsine to see that it has a standard deviation of 1/k. It
follows that 1/k =
√
2σx =
√
2a/2⇒ k = √2/a.
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√
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√
2(αDn)
β
parallel upper limit: kα =
√
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√
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mean detected blob size: kλblob ≈ 2πλblob
width of central peak of RΓx : kσ =
√
2
δsmall
Figure 3.9: Wavenumbers or length scales present in Γx fluctuations indicate that the in-
ertial scale length, with a corresponding wavenumber km, provides a good estimate of
the mean blob size. Additionally we observe that the smallest significant scale length cor-
responds to a length scale for which we expect the linear growth rate γ to peak, where
k = klin ≈ (α/Dn)1/4. The nature of the abrupt jump in α field is clear in Fig. (a). The dif-
ferences between smooth (Fig. 3.3) and chaotic (Fig. 3.2) cases, however, is more modest.
As indicated by the black curve, significant blob break-up is observed in all three cases.
Fig. 3.9(a) shows that in the unperturbed equilibrium, the SOL turbulence is well-
localized outside the separatrix, whereas Fig. 3.9(b) shows that in the presence of chaos
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the turbulent spectrum spreads smoothly as one traverses the chaotic layer. In the laminar
region outside of the chaotic layer, x/ρs > 160, the spectra for the unperturbed, chaotic,
and smoothed-α cases are indistinguishable: the dominant blob size adjusts rapidly to the
prevailing α. Comparison of the chaotic and smoothed spectra in the region 75 < x/ρs <
160 in Figs. 3.9 (b) and (c) shows that the mean blob size does not seem to be strongly af-
fected by the fractal character of the α field but does seem to respond quickly to the local-
in-x variations in the y-averaged parallel connection length, as indicated by the curve
labeled kλ. We expect the smallest observed, δsmall-sized, fluctuation and its correspond-
ing wavenumber kσ to be most sensitive to the chaotic nature of the field-lines. While
generally kσ closely tracks the most unstable linear wavenumber, klin ≈ (α/Dn)(1/4), in
the region where α transitions from 0 to αmax the kσ wavenumber seems to be consistently
smaller in the case with chaotic field-lines than in the case with the smooth simplifica-
tion pictured in Fig. 3.9(c). The simplest explanation for this observed difference is that
highly spatially localized variations in α, associated with fast escape times, are essentially
ignored by the smallest coherent flux structures, lowering the effective average value of
α which determines the unstable linear scale length. In relation to the Poincare´ magnetic
field-line map this observation implies that highly localized escape basins, while allowing
individual particles to escape toroidal confinement quickly, do not qualitatively change
the character of the average radially propagating coherent structure.
We have seen that the mean blob size does not seem to be strongly affected by the
fractal character of the α field but does seem to respond quickly to the local-in-x variations
in the y-averaged parallel connection length. For many machines inertial blobs can be
expected to be several multiples of the ion-acoustic gyro-radius,
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am = (
(2πq(R))2R
ρs
)1/5ρs ≈ (2− 3)ρs. (3.10)
Note that the simple approach taken above to arrive at a set of characteristic length
scales on the non-vanishing α end of the simulation domain neglects zonal flows which
are seen to dominate the α = 0 end of the simulation domain, and are in fact present
throughout. Zonal flows are important in setting the blob creation rate and have a non-
trivial interaction with radial electric field shear.[67]
One expects the above differences between unperturbed and chaotic SOL dynam-
ics to have an influence on the profile of density in the SOL. To characterize this influence,
we next examine ways of modeling this profile that enable the effect of the chaos to be
quantified.
3.3.3 Profile characterization
In order to describe the effect of chaos on the density profile, we fit a simple profile
to our simulation results where the gradient of log(nfit) along x smoothly changes from
some λcore to another λSOL with some transition region of width wn linking inner and
outer regions,
∂x log(n) = A + B arctan
(
x− x0
∆x
)
= 0, (3.11)
A =
λcore + λSOL
2
, (3.11)
B =
λSOL − λcore
π
. (3.11)
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Integrating equation(3.11) yields a longer analytic expression and introduces a con-
stant of integration. We minimize the difference of the squares to compute ∆x, λSOL, λcore
and the constant of integration. We find a region of width wn where the derivative of nave
is within one standard deviation of maximum value. This wn is the value reported on the
y-axis in Figure(3.11).
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Figure 3.10: Typical nave profile (solid) with the detected shoulder region shaded, along
with a fit of a smoothly connected two-λ profile model (dashed).
The width of the density shoulder, wn, appears to scale linearly with the width of
the α-transition, wα, irrespective of whether chaotic (Fig. 3.2) or smooth (Fig. 3.3). The
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Figure 3.11: Dependence of the transition width in the density profile (‘shoulder’) on the
width of the transition in the α profile. While for the chaotic cases we see a greater number
of large deviations from a simple linear relationship between the width of the α mixing
length and the width of the nave shoulder, the linear relationship seems to lie within the
same scaling range as the smooth α set of values.
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Figure 3.12: The width of the far SOL, λ, does not show any clear dependence on the
chaotic properties of the α profile
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density scale length λSOL in the far SOL, by contrast,displays no clear dependence on the
character of the α transition. This observation, combined with blob size measurements in
section (3.3.2), indicates that both globally averaged profiles and the mean blob-size are
consistently insensitive to the finer details of how α transitions from 0 to some maximum
αmax. In the next section, rather than simply compute the average profiles and blobs sizes,
we examine the distribution of fluctuations in greater detail. Aydemir [3] has proposed
modeling transport in the SOL with a collection of blobs, sized at roughly the most un-
stable linear scale length at birth that propagate radially outward. Our observations are
consistent with this approach and explicitly verify that inertial blobs dominate convective
particle flux fluctuations.
While resolving the large spatial variations in α along the poloidial dimension as
opposed to approximating with an average value does not seem to strongly influence
the mean blob size or the mean profile shape these measures are partially meant to help
us understand how RMPs change the incident particle flux on the divertor, which can
also examine directly from 〈αn〉 f lux sur f .. What we see is that regardless of the level of
poloidal details retained in α, the application of RMPs does change the mean profile and
perhaps the most importantly for divertor erosion greatly reduces the maximum of the
incident particle flux on the divertor. Specifically as illustrated in figure 3.13 the flux-
surface average value of parallel flux is reduced by a factor 3.5 when RMPs are applied.
3.3.4 Statistics of density and convective flux fluctuations in the SOL
Single point measurements of density fluctuations are possibly the most common
way to detect large bursty events in the SOL and a large body of experimental and theo-
68
0 50 100 150 200 250 300 350
x/ρs
0.000
0.005
0.010
0.015
0.020
C
s
ρ
s
L
∥n
0
parallel particle flux, αn, ǫ=0.2
jump
chaos
smooth
Figure 3.13: The parallel particle flux incident on the divertor is greatly reduced with
RMP application. Both fully chaotic and flux-surface averaged models produce a similar
reduction
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retical work surrounds this diagnostic in the context of blobs and many-blob turbulence
[29, 87, 45]. One difference between data-gathering permitted by numerical work over
experiment is that rather than being limited to several locations where probe data is avail-
able we can consider fluctuations across the entire computational domain. Additionally
we can consider fluctuations in the radial component of the particle flux, Γx. This is a sim-
ple way to limit our attention to density fluctuations that have a nonzero radial velocity
component. To examine how different distributions deviate from an idealized Gaussian
we can normalize the bins enumerating the number of counts of a particular flux ampli-
tude with the Γrms specific to that numerical experiment. With this approach all Gaussian
distributions, regardless of their individual Γrms values would sit on a single curve.
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(a) Histogram of normalized convective parti-
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chaotic and smooth α distributions deviate
from a Gaussian is similar.
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Figure 3.14: Histogram of (a)normalized and (b)unnormalized fluctuations in the convec-
tive particle flux Γx near the maximum in the density gradient (in practice this is usually
just outside the separatrix). The chaotic and smoothed cases correspond to a magnetic
perturbation with Iext/Ip = .2. As seen in panel (b), the precise distribution of the of the
chaotic α has little effect on the frequency of high flux events as compared to the smooth
case.
Figure 3.14 shows two histograms for normalized and unnormalized fluctuations
in the convective particle flux Γx near themaximum in the density gradient, i.e. at the sep-
aratrix for the unperturbed case and in the chaotic region for the perturbed case (Fig. 3.2)
and the smoothed-α model (Fig. 3.3). Fig. 3.14(a) shows that the manner in which chaotic
and smooth α distributions deviate from a Gaussian is similar. Fig. 3.14(b) confirms the
similarity of the smoothed-α model with the chaotic case, and further reveals that the
unperturbed case has a strongly bimodal distribution and the largest absolute deviations
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from its mean value.
Looking beyond the shoulder region to the laminar region where the field-line
length (and thus the sheath-loss coefficient α) is independent of the presence of a pertur-
bation, Fig. 3.15(a) shows that all three cases appear to have a very similar distribution
of fluctuations. In Fig. 3.15(b), the significantly lower values of flux fluctuation for the
unperturbed case (abruptly changing α) can be understood by noticing that for a given
position outside the separatrix, the density field has experienced more parallel dissipa-
tion as it moved radially outward, due to lack of intermediate values of α between 0 and
αmax.
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(a) Histogram of normalized convective parti-
cle flux Γx fluctuations. The three distributions
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the separatrix.
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Figure 3.15: Histogram of (a) normalized and (b) unnormalized fluctuations in the con-
vective particle flux Γx far from the separatrix.
The histograms of density fluctuations shown in Fig. 3.16 tell a similar story, with
little difference in either the overall shape of the fluctuation distribution or maximum
values of particle flux between the chaotic α case and the smoothed-α model. The unper-
turbed case, by contrast, (abruptly changing α), displays a significantly different distri-
bution that is strongly bi-modal and exhibits a greater number of high intensity events.
This observation is qualitatively consistent with section (3.3.2) where we note that imme-
diately outside the separatrix for the unperturbed case, the observed blobs, as inferred
from auto-correlation of Γx, are smaller and therefore can be expected to travel faster and
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generate sharper wave-fronts [9] relative to larger blobs. Whatever initial differences may
have been observed between the three distributions immediately outside the separatrix
mostly disappear when the point of observation moves 1/2 of the total radial domain size
away from the separatrix, as pictured in Fig. (3.15).
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Figure 3.16: (a) Probability density function (PDF) of density fluctuations near the peak
density gradient show that the case with an unperturbed α, in red, has the highest relative
number of high density events. When fluctuation counts are normalized, the differences
between smoothly varying and chaotic α fields are small and subtle. Only the ǫ = .2 case
is illustrated here, however other values of ǫ yield qualitatively similar results. (b) Prob-
ability density function (PDF) of density fluctuations outside of the chaotic region. Here
the probability distributions collapse onto a single curve characterized by some positive
skewness, indicative of intermittent positive density events. (c) Again near the peak den-
sity gradient linear y-axis scaling reveals that the case with an unperturbed α, in red, has
the most clearly bimodal (two-peak) distribution among the considered cases, indicating
a region where blobs and holes tend to have a relatively narrow range of typical density
values, respectively, as compared to the other cases.
We note that fluctiations in divetor incident parallel particle flux are simply density
fluctuations rescaled with α. With this interpretation in mind we see from figure (3.16)
that RMP generated α fields, both fully chaotic and flux-surface averaged versions, lower
the maximum divertor incident flux. As evidenced in figure (3.14) the absolute value of
radial particle flux fluctuations is similargly damped when RMPs are applied.
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A quantitative treatment examining skewness and kurtosis, the leading moments
of the density PDF beyond the simple mean and standard deviation, can be used to fur-
ther quantify intermittency and identify the blob birth zones. This analysis, however,
reveals little systematic difference between chaotic and smooth α fields.
3.4 Conclusion
Using a simple, 2D edge-turbulence model applicable to a broad range of devices,
we have shown that magnetic chaos created by RMP broadens the steady-state density
profiles in turbulent SOL. In the far scrape-off layer (outside of the chaotic region), the
characterization of the SOL density by the common metric of an e-folding length remains
largely unchanged. Closer to the separatrix however, in the region where chaos causes the
sheath-loss parameter α to transition between α = 0 and αmax, the mean density profile
has an inflection point and a local maximum in the density gradient. The width wn of
the peak in the density gradient is proportional to the width of the chaotic region, wα.
The broadening is insensitive to the details of the field-line chaos and we observe almost
identical properties when replacing the chaotic sheath-loss parameter by its average along
the unperturbed magnetic surfaces.
We observe that radial transport in this SOL model is dominated by blobs of a spe-
cific size, regardless of the nature of the interface between the closed flux surfaces and the
far SOL. Furthermore, the observed density scale-length is only weakly affected by the
state of the plasma at the interface where blob birth takes place, once a sheath-connected
blob is established. While the introduction of a chaotic interface, where externally intro-
duced magnetic field deforms or even breaks the last closed flux surface, does encourage
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blob and hole formation over a wider radial region, the same effect can be modeled by
running the numerical experiment with smoothly varying connection lengths lacking any
chaotic features.
Ideally, a 2D simulation of magnetic field line chaos would include highly localized
parallel transport effects that strongly couple physical observables between a set of points
intersected by the same field-line. Specifically we expect parallel current to short points,
that may be well displaced in the perpendicular plane, but are in fact neighbors along a
chaotic field line. The equilibrium sheath potential would then be determined by both
sheath physics as well as other parallel transport channels. Parallel currents facilitated
by magnetic chaos have the potential to disrupt the coherent potential dipole structures
essential to radial blob propagation in this study. The most straightforward solution to
this geometric issue is to include the parallel dimension in the simulation domain rather
than develop non-local computational techniques in the perpendicular plane.
Our calculations of probability density functions (PDFs) for the observed density
and convective radial flux fluctuations show that a chaotic magnetic field will generally
produce fluctuation statistics that differ insignificantly from the smoothly varying case.
This again suggest that assuming a smoothly varying parallel connection length between
just inside separatrix and the far SOL is a sufficient description when dealingwith physics
that is otherwise well characterized by a simple 2D electrostatic model. Additionally, as
seen in Fig. 3.14 as well as Fig. 3.13, the application of chaotic magnetic fields does in
fact lower the maximum radial convective and mean parallel particle fluxes that can be
expected, suggesting that RMPsmay be helpful in limiting divertor damage and impurity
contamination.
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Our results are consistent with experiments on MAST in double-null L-mode dis-
charges [72]. These experiments showed only a small reduction in SOL particle-transport
during application of the error-field correction coil (ECC) of amplitude such as to create
magnetic chaos in the absence of plasma response. The MAST observations and our own
results, however, differ from observations on TORE-Supra [16] and TEXTOR [85] that
found large reductions in the size and velocity of blobs and thus in the turbulent radial
flux in the SOL. A possible explanation for this is that in these two machines, neither
of which had an X-point, the application of resonant perturbations led to a significant
decrease in the electron temperature in the SOL.[72] This explanation is undermined,
however, by the 3D simulations of Reiser showing that a constant temperature model
can reproduce the stabilizing effect of an RMP.[64] Those simulations displayed flatten-
ing around the X-points of the RMP-induced islands, suggesting that parallel transport
may be responsible for the changes to the SOL turbulence. In particular, parallel transport
caused by RMPs reduces the flux that has to be carried by blob filaments. In the 2Dmodel
used here, however, reducing the driving flux does not affect the size or velocity of the
blobs, so that we cannot account for the observations in the circular machines by invok-
ing the diversion of flux by parallel transport. The flattening around the X-point could
also be understood in terms of localized enhancement of cross-field diffusion, which we
did not account for in this work, but would be implicitly present in a 3D simulation with
parallel transport effects. Additionally if the dominant mechanism by which experimen-
tally realizable RMPs disrupt blob creation and propagation is by shorting out the po-
tential dipole structure, responsible for radial blob propagation, rather than by creating a
chaotic α field, this important physical mechanism, missing from our current model, may
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be in part responsible for incomplete agreement with experiment. More work experimen-
tal and theoretical work is clearly needed to clarify the circumstances when RMP reduce
intermittency in the SOL.
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Appendix A
Autocorrelation
We consider the auto-correlation along the poloidal coordinate of the particle flux
Γx(x, y, t), at some fixed point x. We define the auto-correlation as the usual measure of
similarity of a signal with itself shifted by some poloidal displacement,
As shown in Fig. (3.7) at least two characteristic length scales can be extracted: the
width of the central peak of R, referred to as 〈δ〉y and some primary period 〈λblob〉y, or in
shorthand notation δsmall and λblob. We anticipate that λblob is a wavelength that can be
related to mean blob size, and δsmall is simply the smallest observed coherent convective
density flux structure that is statistically significant. In the subsequent discussion we
show that δsmall and λblob agree well with simple analytic predictions of dominant linear
instability scale length and blob size, respectively.
In addition to computing the auto-correlations of Γx, we can consider a discrete
Fourier transform of Γx , specifically
Γ˜x = Γ˜x(x, ky , t) =
∫ Ly
0
dy e−i2πkyy Γx . (A.0)
We can go on to compute a time average of the spectral density P(x, ky , t), where
P(x, ky) = P(x, ky , t) =
1
(t1 − t0)
∫ t1
t0
dt Γ˜x Γ˜
⋆
x . (A.0)
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Note that this is simply the absolute value of the Fourier transform Γ˜x, squared and time
averaged, or equivalently a Fourier transform of the auto-correlation R(x, ky) time av-
eraged. Local maxima of P(x, ky) along ky indicate dominant wavenumbers; important
periodic features along the poloidal direction.
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Appendix B
Extracting phase and growth rates
Given some system response A(xn, t) We can consider consider a Fourier space
representation.
A˜k(t) = ∑
n
A(xn, t)e
−i2πkn/N (B.0)
A(xn, t) =
1
N ∑
k
A˜k(t)e
i2πkn/N =
1
N ∑
k
Ak(t)e
iφkei2πkn/N (B.0)
For a linear system the response can be represented by a linear combination of
several frequencies for any given ~k, as usual the relationship between ω˜ and k can be
established by substituting this form of the solution back into the linearized equations
evolving the system.
A(xn, t) =
1
N ∑
k,ω˜
Ak,ω˜e
i2πkn/Neiω˜t (B.0)
In practice k is a discreet vector, and ω˜ is complex.
k =~k = 3
2πnx
Lx
2πny
Ly
2πnz
Lz
(B.0)
We can identify relevantmodes by considering the power profile at any given point
in time or by selecting them at will as needed, especially if wewant to measure the growth
rate,γ, for a damped or otherwise not dominant modes.
P(t)k = A˜k(t)A˜k(t)
⋆ (B.0)
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We can extract phase and amplitude associated with any given k vector. Numerically
integrating the system for any significant period of time will effectively filter all but the
fastest growing mode for any given k. Define Ω˜
Ω˜ = ω + iγmax (B.0)
A(xn, t) = ∑
k,ω˜
Ak,ω˜e
i2πkn/Neiω˜t → 1
N ∑
k
Ak,Ωe
i2πkn/NeiΩ˜t (B.0)
So given sufficient integration time the Fourier coefficient only reflects the dominant
mode for any given k.
A˜k(t) = Ake
iΩ˜t+φ0 (B.0)
Having computed A˜k(t) , for a single fixed k consider
Ak(t+∆t)
Ak(t)
A˜k(t + ∆t)
A˜k(t)
=
eiΩ˜kt+iΩ˜k∆t
eiΩ˜kt
= eiΩ˜k∆t (B.1)
Ω˜k = −i ddt ln(A˜k(t)) = −
i
∆t
ln
(
A˜k(t + ∆t)
A˜k(t)
)
(B.1)
B.0.0.1 Uncertainty Estimation
To estimate the uncertainty we propagate the absolute tolerance of the field using
the chain rule. We approximate δAk(t) ≈ δAk(t + ∆t)
δω˜k = − i
∆t
(
A˜k(t)
A˜k(t + ∆t)
δ
(
A˜k(t + ∆t)
A˜k(t)
))
(B.2)
δω˜k = − i
∆t
(
δA˜k(t + 1)
A˜k(t)
+
δA˜k(t)
A˜k(t + 1)
)
≈ − 2i
∆t
δA˜k(t)
A˜k(t)
(B.2)
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If we estimate the uncertainty of the field A(xn, t) as Gaussian white noise we can show
δAx,t = |δA˜k,t| (B.3)
δA˜k,t =
1 + i√
2
|δA˜k,t| (B.3)
Putting everything together
δω = δγ =
√
2
∆t
δA
A
(B.3)
We can identify δAA as the relative tolerance of the system. Typically this quantity is on the
order of 10−7 for cases considered in this work.
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