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Abstract
We consider the summatory function of the number of prime factors for integers
≤ x over arithmetic progressions. Numerical experiments suggest that some arithmetic
progressions consist more number of prime factors than others. Greg Martin conjec-
tured that the difference of the summatory functions should attain a constant sign for
all sufficiently large x. In this paper, we provide strong evidence for Greg Martin’s
conjecture. Moreover, we derive a general theorem for arithmetic functions from the
Selberg class.
1 Introduction and statement of results
Let Ω(n) be the number of prime factors of n counted with multiplicity, and ω(n) be the
number of distinct prime factors of n. Hardy and Ramanujan [3] showed that∑
n≤x
ω(n) = x log log x+ Ax+O
(
x
log log x
)
, (1.1)
and ∑
n≤x
Ω(n) = x log log x+Bx+O
(
x
log log x
)
, (1.2)
for some constants A and B. Thus, the average order of Ω(n) and ω(n) is log log n. The
famous Erdo˝s-Kac Theorem (see [1] or [10]) says that the limiting distribution of
ω(n)− log log n√
log log n
is the standard normal distribution.
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One may get better error terms for the summatory functions in (1.1) and (1.2) by assum-
ing the Riemann Hypothesis. Wolke [13] proved that the Riemann Hypothesis is true if and
only if ∑
n≤x
ω(n) = x
∑
0≤j≤log x/2
Pj(log log x)
logj x
+O
(
x
1
2
+
)
, (1.3)
where Pj are some polynomials of degree 1. Similarly, under the Extended Riemann Hypoth-
esis (ERH) for Dirichlet L-functions, we expect the following formula for the corresponding
summatory function over arithmetic progressions,∑
n≡a mod q
n≤x
ω(n) =
x
φ(q)
∑
0≤j≤log x/2
Pj(log log x)
logj x
+O
(
x
1
2
+
)
, (a, q) = 1.
Thus, when we compare two different arithmetic progressions a 6≡ b mod q, (a, q) = 1 and
(b, q) = 1, under the ERH, we have∑
n≡a mod q
n≤x
ω(n)−
∑
n≡b mod q
n≤x
ω(n) = O
(
x
1
2
+
)
.
Based on the above analysis, one may expect that there are roughly equal number of prime
factors in different arithmetic progressions.
However, Greg Martin noticed that some arithmetic progressions actually have more
number of prime factors by doing numerical calculations. He conjectured that∑
n≡1 mod 4
n≤x
ω(n)−
∑
n≡3 mod 4
n≤x
ω(n) < 0 (1.4)
holds for all sufficiently large x.
In this paper, we give strong evidence for Greg Martin’s conjecture (1.4). We consider
both cases of Ω(n) and ω(n). Let χ 6= χ0 be a non-principal Dirichlet character modulo q,
and denote
ψf (x, χ) :=
∑
n≤x
χ(n)f(n),
where f = ω or Ω.
Theorem 1. Assume the ERH, the zeros of L(s, χ) are simple, and L(1
2
, χ) 6= 0. For any
fixed large T0, we have
ψω(x, χ) =− a(χ)
{
L
(
1
2
, χ
) √
x
log x
+
(
2L
(
1
2
, χ
)
− L′
(
1
2
, χ
)) √
x
log2 x
}
+
√
x
log2 x
∑|γ|≤T0
L′(ρ, χ)xiγ
1
2
+ iγ
+ Σ(x, T0)
 , (1.5)
where a(χ) = 1 if χ is real, 0 otherwise, and ∀ > 0,
lim sup
Y→∞
1
Y
∫ Y
1
|Σ(ey, T0)|2 dy  1
T 1−0
. (1.6)
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Similarly, we have the following result for ψΩ(x, χ).
Theorem 2. Assume the ERH, the simplicity of zeros, and L(1
2
, χ) 6= 0. For any fixed large
T0,
ψΩ(x, χ) =a(χ)
{
L
(
1
2
, χ
) √
x
log x
+
(
2L
(
1
2
, χ
)
− L′
(
1
2
, χ
)) √
x
log2 x
}
+
√
x
log2 x
∑|γ|≤T0
L′(ρ, χ)xiγ
1
2
+ iγ
+ Σ(x, T0)
 , (1.7)
where a(χ) = 1 if χ is real, 0 otherwise, and ∀ > 0,
lim sup
Y→∞
1
Y
∫ Y
1
|Σ(ey, T0)|2 dy  1
T 1−0
. (1.8)
The Linear Independence Conjecture (LI) states that all the positive imaginary parts of
zeros of L(s, χ) are linearly independent over Q. In [7] and [8], the author used ERH and
LI to study the the distribution of k-free numbers and subtle difference of the number of
products of k primes among different arithmetic progressions.
Let χ−4 be the non-principal Dirichlet character mod 4, i.e. χ−4(1) = 1 and χ−4(3) = −1.
Let
Pω :=
{
N ∈ N :
∑
n≡1 mod 4
n≤N
ω(n)−
∑
n≡3 mod 4
n≤N
ω(n) < 0
}
,
and
PΩ :=
{
N ∈ N :
∑
n≡1 mod 4
n≤N
Ω(n)−
∑
n≡3 mod 4
n≤N
Ω(n) > 0
}
.
Since L
(
1
2
, χ−4
)
>0, by Theorems 1 and 2 and further assuming LI, we deduce that the
logarithmic densities of the sets Pω and PΩ are both equal to 1. The logarithmic density of
a set S is defined to be
δ(S) := lim
X→∞
1
logX
∑
n≤X,n∈S
1
n
.
Although we cannot prove the full Greg Martin’s conjecture (1.4), we give strong evidence
to support this conjecture subject to the ERH and LI. In order to prove the full conjecture,
one may need to formulate new ideas and introduce more powerful tools.
We numerically calculated ψΩ(x, χ−4) and ψω(x, χ−4) for x ≤ 108. See Figures 1.2 and
1.1. In these two graphs, the blue dots are numerical data and the red lines are the functions
of the main terms predicted in our theorems. We see that our theorems match very well
with numerical calculations.
Greg Martin provided us more numerical data for different Dirichlet characters, including
both real and complex characters. See Figures 1.3 and 1.4.
The structure of this paper is as follows. In Section 2, we give the proof of our main
theorems. In Section 3, we generalize the method used in [8] and this paper to more general
arithmetic functions in Selberg class.
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Figure 1.1: Graph of ψΩ(x, χ−4)
Figure 1.2: Graph of ψω(x, χ−4)
4
Figure 1.3: Real Dirichlet character mod 7
5
Figure 1.4: Complex Dirichlet character mod 7
2 Proof of Theorems
Consider the Dirichlet series,
Fω(s, χ) :=
∞∑
n=1
ω(n)χ(n)
ns
= L(s, χ)F (s, χ), (2.1)
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and
FΩ(s, χ) :=
∞∑
n=1
Ω(n)χ(n)
ns
= L(s, χ)
(
F (s, χ) + F (2s, χ2) + F (3s, χ3) + · · ·) , (2.2)
where
F (s, χ) =
∑
p prime
χ(p)
ps
= logL(s, χ)− 1
2
logL(2s, χ2) +G(s), (2.3)
with G(s) absolutely convergent for <(s) ≥ σ0 = 0.34.
In our proof, we borrow the idea developed in [8] to deal with the singularities of Fω(s, χ)
and FΩ(s, χ). In [8], we mainly dealt with powers of logL(s, χ). In this paper, we have to
take care of L(s, χ) logL(s, χ) with more careful calculations.
2.1 Contour Integral Representation
By Perron’s formula ([5], Chapter V, Theorem 1), we have
Lemma 1. For any T ≥ 2,
ψf (x, χ) =
1
2pii
∫ c+iT
c−iT
Ff (s, χ)
xs
s
ds+O
(
x log x
T
+ 1
)
,
where c = 1 + 1
log x
, and f = ω or Ω.
Under the ERH, using the similar method as in [12] (Theorem 14.16), one can show that,
for any  > 0 and ∀χ 6= χ0 mod q, there exists a sequence of numbers T = {Tn}∞n=0 satisfying
n ≤ Tn ≤ n+ 1 such that, T−n  |L(σ + iTn, χ)|  T δ+n , (12 − δ < σ < 2).
Let ρ be a zero of L(s, χ), ∆ρ be the distance of ρ to the nearest other zero, and Dγ :=
min
T∈T
(|γ − T |). For each zero ρ, and X > 0, let H(ρ,X) denote the truncated Hankel contour
surrounding the point s = ρ with radius 0 < rρ ≤ min( 1x , ∆ρ3 , Dγ2 ), which includes the circle|s− ρ| = rρ excluding the point s = ρ− rρ, and the half-line (ρ−X, ρ− r] traced twice with
arguments +pi and −pi respectively. Let H(1
2
, X) denote the corresponding Hankel contour
surrounding s = 1
2
with radius r0 =
1
x
.
Take δ = 1
100
. By Lemma 1, we pull the contour to the left to the line <(s) = 1
2
− δ
using the truncated Hankel contour H(ρ, δ) to avoid the zeros of L(s, χ) and using H(1
2
, δ)
to avoid the point s = 1
2
. See Figure 2.1.
Then we have the following lemma.
Lemma 2. Assume the ERH, and L(1
2
, χ) 6= 0 (χ 6= χ0). Then for T ∈ T ,
ψf (x, χ) =
∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
Ff (s, χ)
xs
s
ds+ a(χ)
1
2pii
∫
H( 1
2
,δ)
Ff (s, χ)
xs
s
ds
+O
(
x log x
T
+
x
T 1−δ−
+ x
1
2
−δT δ+
)
, (2.4)
where a(χ) = 1 if χ is real, 0 otherwise, and f = ω or Ω.
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Figure 2.1: Integration contour
Proof. By (2.1) and (2.2), if χ is not real, s = 1
2
is not a singularity. Under the ERH, the
integral on the horizontal line is bounded by
O
(
T δ+
∫ c
1
2
−δ
xσ
T
dσ
)
= O
( x
T 1−δ−
)
. (2.5)
And the integral on the vertical line <(s) = 1
2
− δ is bounded by
O
(∫ T
−T
(|t|+ 2)δ+x 12−δ
|t|+ 2 dt
)
= O
(
x
1
2
−δT δ+
)
. (2.6)
Then by Lemma 1, we get the desired formula.
Let H(0, X) be the truncated Hankel contour surrounding 0 with radius r. For simplicity,
we denote
1
Γj(u)
:=
[
dj
dzj
(
1
Γ(z)
)]
z=u
.
Lemma 3 ([6], Lemma 5). For X > 1, z ∈ C and j ∈ Z+, we have
1
2pii
∫
H(0,X)
w−z(logw)jewdw = (−1)j d
j
dzj
(
1
Γ(z)
)
+ Ej,z(X),
8
where
|Ej,z(X)| ≤ e
pi|=(z)|
2pi
∫ ∞
X
(log t+ pi)j
t<(z)et
dt.
Lemma 4 ([8], Lemma 12). For any integers k ≥ 1 and m ≥ 0. We have∫ δ
0
|(log σ − ipi)k − (log σ + ipi)k|σmx−σdσ m,k (log log x)
k−1
(log x)m+1
.
Similar to the proof of Lemma 8 in [8], we have the following result.
Lemma 5. Let H(a, δ) be the truncated Hankel contour surrounding a complex number
a (<(a) > 2δ) with radius 0 < r  1
x
. Then, for any integers k ≥ 1, l ≥ 0
1
2pii
∫
H(a,δ)
(s− a)l logk(s− a)x
s
s
ds
=
(−1)kxa
a(log x)l+1
k∑
j=1
(
k
j
)
(log log x)k−j
1
Γj(−l) −
(−1)kxa
a2(log x)l+2
k∑
j=1
(
k
j
)
(log log x)k−j
1
Γj(−l − 1)
+Ok,l
( |xa|
|a|2|<(a)− δ|
(log log x)k−1
(log x)l+3
)
+Ok,l
( |xa−δ/2|
|a| +
|xa−δ/2|
|a|2
)
.
Proof of Lemma 5. We have the equality
1
s
=
1
a
+
a− s
a2
+
(a− s)2
a2s
.
With the above equality, we write the integral in the lemma as
1
2pii
∫
H(a,δ)
(s− a)l logk(s− a)
(
1
a
+
a− s
a2
+
(a− s)2
a2s
)
xsds =: I1 + I2 + I3.
For I3, using Lemma 4, we get∫
H(a,δ)
(s− a)l logk(s− a)(s− a)
2
a2s
xsds
≤
∣∣∣∣∫ δ
r
(
(log σ − ipi)k − (log σ + ipi)k)σl+2x−σ xa
a2(a− σ)dσ
∣∣∣∣
+
∫ pi
−pi
x<(a)+r
(
log
1
r
+ pi
)k
rl+2
|a|2|<(a)− r|rdα
 |x
a|
|a|2|<(a)− δ|
(∫ δ
0
|(log σ − ipi)k − (log σ + ipi)k|σl+2x−σdσ + (log
1
r
+ pi)k
(1/r)l+3
)
k,l |x
a|
|a|2|<(a)− δ|
(
(log log x)k−1
(log x)l+3
+
1
xl+3−
)
k,l |x
a|
|a|2|<(a)− δ|
(log log x)k−1
(log x)l+3
(2.7)
For I1, using change of variable (s− a) log x = w, by Lemma 3,
I1 =
1
2pii
1
(log x)l+1
∫
H(0,δ log x)
wl(logw − log log x)kx
aew
a
dw
9
=
xa
a(log x)l+1
(−1)k(log log x)k 1
2pii
∫
H(0,δ log x)
wlewdw
+
xa
a(log x)l+1
k∑
j=1
(
k
j
)
1
2pii
∫
H(0,δ log x)
(− log log x)k−jwl(logw)jewdw
=
(−1)kxa
a(log x)l+1
k∑
j=1
(
k
j
)
(log log x)k−j
1
Γj(−l)
+
xa
a(log x)l+1
k∑
j=1
(
k
j
)
Ej,−l(δ log x)(− log log x)k−j. (2.8)
By Lemma 3,
|Ej,−l(δ log x)| ≤ 1
2pi
∫ ∞
δ log x
tl(log t+ pi)j
et
dtj e−
δ log x
2
∫ ∞
δ log x
2
tl(log t)j
et/2
dtj,l x− δ2 .
Hence, we get ∣∣∣∣∣ xaa(log x)l+1
k∑
j=1
(
k
j
)
Ej,−l(δ log x)(− log log x)k−j
∣∣∣∣∣
k,l x
<(a)
|a|(log x)l+1
k∑
j=1
x−
δ
2 (log log x)k−j k,l |x
a−δ/2|
|a| . (2.9)
For I2, we have
1
2pii
∫
H(a,δ)
(s− a)l logk(s− a)a− s
a2
xsds = −1
a
1
2pii
∫
H(a,δ)
(s− a)l+1 logk(s− a)x
s
a
ds. (2.10)
Then, we replace l by l + 1 in the formula of I1 and multiply by − 1a . Thus, we get
I2 = − (−1)
kxa
a2(log x)l+2
k∑
j=1
(
k
j
)
(log log x)k−j
1
Γj(−l − 1) +Ok,l
( |xa−δ/2|
|a|2
)
. (2.11)
Combining (2.7), (2.8), (2.11), and (2.9), we get the conclusion of this lemma.
2.2 Proof of Theorems 1 and 2
By (2.1) and (2.2), we have
Fω(s, χ) = L(s, χ) logL(s, χ)− 1
2
L(s, χ) logL(2s, χ2) + L(s, χ)G1(s), (2.12)
and
FΩ(s, χ) = L(s, χ) logL(s, χ) +
1
2
L(s, χ) logL(2s, χ2) + L(s, χ)G2(s), (2.13)
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where G1(s) and G2(s) are absolutely convergent for <(s) ≥ σ0 = 0.34.
On H(ρ, δ), by integration from 3) in Lemma 8 (see Section 2.3 below), we have
logL(s, χ) = log(s− ρ) +Hρ(s), (2.14)
with
Hρ(s) =
∑
0<|γ′−γ|≤1
log(s− ρ′) +O(log |γ|). (2.15)
We write
L(s, χ) = L′(ρ, χ)(s− ρ) +M(s, ρ)(s− ρ)2, (2.16)
where
M(s, ρ) :=
∫ 1
0
(1− t)L′′(ρ+ t(s− ρ), χ)dt. (2.17)
Under the ERH, we have |M(s, ρ)|  |γ|δ+ on H(ρ, δ).
Now we define a function T (x) as follows, for Tn′ ∈ T satisfying
[
e
5
6
( 5
4
)
n] ≤ Tn′ ≤[
e
5
6
( 5
4
)
n]
+ 1, let T (x) = Tn′ for e
( 5
4
)
n ≤ x ≤ e( 54 )n+1 . In particular, we have
1
2
x
2
3 ≤ T (x) ≤ 2x 56 (x ≥ e 54 ).
Thus, by Lemma 2, for T = T (x),
ψω(x, χ) =
∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
L(s, χ) logL(s, χ)
xs
s
ds− a(χ)
2
1
2pii
∫
H( 1
2
,δ)
L(s, χ) logL(2s, χ2)
xs
s
ds
+O
(
x
1
2
− δ
10
)
, (2.18)
and
ψΩ(x, χ) =
∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
L(s, χ) logL(s, χ)
xs
s
ds+
a(χ)
2
1
2pii
∫
H( 1
2
,δ)
L(s, χ) logL(2s, χ2)
xs
s
ds
+O
(
x
1
2
− δ
10
)
. (2.19)
On each truncated Hankel contour H(ρ, δ),
L(s, χ) logL(s, χ) = L′(ρ, χ)(s− ρ) log(s− ρ) +M(s, ρ)(s− ρ)2 log(s− ρ) + L(s, χ)Hρ(s).
(2.20)
Since s = ρ is not singularity of L(s, χ)Hρ(s), and by Lemma 5,∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
L(s, χ) logL(s, χ)
xs
s
ds
=
∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
(
L′(ρ, χ)(s− ρ) log(s− ρ) +M(s, ρ)(s− ρ)2 log(s− ρ)) xs
s
ds
11
=√
x
log2 x
∑
|γ|≤T
L′(ρ, χ)xiγ
1
2
+ iγ
+O
( √
x
log3 x
)
+
∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
M(s, ρ)(s− ρ)2 log(s− ρ)x
s
s
ds.
(2.21)
For the second integral in (2.18), if χ is real, s = 1
2
is a pole of L(2s, χ2). On the truncated
Hankel contour H(1
2
, δ), we have
logL(2s, χ2) = − log
(
s− 1
2
)
+HB(s), (2.22)
where HB(s) = O(1) on H(12 , δ). And we write
L(s, χ) = L
(
1
2
, χ
)
+ L′
(
1
2
, χ
)(
s− 1
2
)
+MB
(
s,
1
2
)(
s− 1
2
)2
, (2.23)
where,
MB
(
s,
1
2
)
:=
∫ 1
0
(1− t)L′′
(
1
2
+ t
(
s− 1
2
)
, χ
)
dt = O(1), on H
(
1
2
, δ
)
. (2.24)
By (2.22), (2.23), and Lemma 5, we get
1
2pii
∫
H( 1
2
,δ)
L(s, χ) logL(2s, χ2)
xs
s
ds
=− 1
2pii
∫
H( 1
2
,δ)
(
L
(
1
2
, χ
)
+ L′
(
1
2
, χ
)(
s− 1
2
))
log
(
s− 1
2
)
xs
s
ds
− 1
2pii
∫
H( 1
2
,δ)
MB
(
s,
1
2
)(
s− 1
2
)2
log
(
s− 1
2
)
xs
s
ds
=2L
(
1
2
, χ
) √
x
log x
+
(
4L
(
1
2
, χ
)
− 2L′
(
1
2
, χ
)) √
x
log2 x
+O
( √
x
log3 x
)
− 1
2pii
∫
H( 1
2
,δ)
MB
(
s,
1
2
)(
s− 1
2
)2
log
(
s− 1
2
)
xs
s
ds. (2.25)
Then, by Lemma 4, since r0 =
1
x
,
1
2pii
∫
H( 1
2
,δ)
MB
(
s,
1
2
)(
s− 1
2
)2
log
(
s− 1
2
)
xs
s
ds

∣∣∣∣∫ δ
r0
MB
(
1
2
− σ, 1
2
)
σ2 ((log σ − ipi)− (log σ + ipi)) x
1/2−σ
1/2− σdσ
∣∣∣∣
+
∫ 2pi
0
r20
(
log
1
r0
+ pi
)
r0dα

√
x
log3 x
+
log x
x3

√
x
log3 x
. (2.26)
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By (2.25) and (2.26), we deduce that
1
2pii
∫
H( 1
2
,δ)
L(s, χ) logL(2s, χ2)
xs
s
ds
=2L
(
1
2
, χ
) √
x
log x
+
(
4L
(
1
2
, χ
)
− 2L′
(
1
2
, χ
)) √
x
log2 x
+O
( √
x
log3 x
)
. (2.27)
Thus, by (2.18), (2.19), (2.21), and (2.27), we have
ψω(x, χ) =− a(χ)
{
L
(
1
2
, χ
) √
x
log x
+
(
2L
(
1
2
, χ
)
− L′
(
1
2
, χ
)) √
x
log2 x
}
+
√
x
log2 x
∑
|γ|≤T
L′(ρ, χ)xiγ
1
2
+ iγ
+
∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
M(s, ρ)(s− ρ)2 log(s− ρ)x
s
s
ds
+O
( √
x
log3 x
)
, (2.28)
and
ψΩ(x, χ) =a(χ)
{
L
(
1
2
, χ
) √
x
log x
+
(
2L
(
1
2
, χ
)
− L′
(
1
2
, χ
)) √
x
log2 x
}
+
√
x
log2 x
∑
|γ|≤T
L′(ρ, χ)xiγ
1
2
+ iγ
+
∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
M(s, ρ)(s− ρ)2 log(s− ρ)x
s
s
ds
+O
( √
x
log3 x
)
. (2.29)
In the following, for T = T (x), define
Σ(x, χ) :=
log2 x√
x
∑
|γ|≤T
∫
H(ρ,δ)
M(s, ρ)(s− ρ)2 log(s− ρ)x
s
s
ds. (2.30)
For fixed large T0, let
S(x, T0;χ) :=
∑
|γ|≤T (x)
L′(ρ, χ)xiγ
1
2
+ iγ
−
∑
|γ|≤T0
L′(ρ, χ)xiγ
1
2
+ iγ
. (2.31)
Then we have the following results. We give their proof in later subsection.
Lemma 6. ∫ Y
2
|Σ(ey, χ)|2dy = O(1). (2.32)
The following lemma is similar to Lemma 11 in [8].
Lemma 7. For any  > 0,∫ Y
2
|S(ey, T0;χ)|2dy  Y
T 1−0
+
log Y
T 1−0
+ T 0 . (2.33)
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By (2.28), (2.29), and Lemmas 6 and 7, Theorems 1 and 2 follow.
Remark. The result of Lemma 6 seems good. Actually, we have∫ X
2
|Σ(x, χ)|2dx = o(X). (2.34)
However, Lemma 7 prevents us from proving a better result for our theorem.
2.3 Proof of Lemmas 6 and 7
First, we need the following lemmas on the zeros of Dirichlet L-functions.
Let γ be the imaginary part of a zero of L(s, χ) in the critical strip.
Lemma 8 ([2], Lemma 2.2). Let χ be a Dirichlet character modulo q. Let N(T, χ) denote
the number of zeros of L(s, χ) with 0 < <(s) < 1 and |=(s)| < T . Then
1) N(T, χ) = O(T log(qT )) for T ≥ 1.
2) N(T, χ)−N(T − 1, χ) = O(log(qT )) for T ≥ 1.
3) Uniformly for s = σ + it and σ ≥ −1,
L′(s, χ)
L(s, χ)
=
∑
|γ−t|<1
1
s− ρ +O(log q(|t|+ 2)). (2.35)
Similar to Lemma 2.4 in [2], we have
Lemma 9. Assume L(1
2
, χ) 6= 0. For A ≥ 0 and 0 ≤ δ < 1
2
,∑
|γ1|,|γ2|≥A
|γ1−γ2|≥1
1
|γ1|1−δ|γ2|1−δ|γ1 − γ2| 
log(A+ 2)
(A+ 1)1−2δ
.
Proof of Lemma 9. We only need to estimate the case |γ2| ≥ |γ1|. By Lemma 8 and
partial summation, the sum in the lemma is

∑
|γ2|≥A
1
|γ2|1−δ
 1|γ2| ∑
|γ1|< |γ2|2
1
|γ1|1−δ +
1
|γ2|1−δ
∑
|γ2|
2
≤|γ1|≤|γ2|
|γ2−γ1|≥1
1
|γ2 − γ1|


∑
|γ2|≥A
1
|γ2|1−δ
log(|γ2|+ 2)
|γ2|1−δ 
log(A+ 2)
(A+ 1)1−2δ
. (2.36)
We get the conclusion of this lemma.
In the following, we use the above lemmas to prove Lemmas 6 and 7.
Proof of Lemma 6. We rewrite Σ(x, χ) as
log2 x
∑
|γ|≤T
∫
H(ρ,δ)
xiγM(s, ρ)(s− ρ)2 log(s− ρ)x
s−ρ
s
ds. (2.37)
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Let Γρ represent the circle in the Hankel contour H(ρ, δ). Denote
E(x; ρ) :=
∫
H(ρ,δ)
M(s, ρ)(s− ρ)2 log(s− ρ)x
s−ρ
s
ds
=
∫ δ
rρ
M(1/2− σ + iγ, ρ)σ2 ((log σ − ipi)− (log σ + ipi)) x
−σ
1/2− σ + iγ dσ
+
∫
Γρ
M(s, ρ)(s− ρ)2 log(s− ρ)x
s−ρ
s
ds
=:Eh(x; ρ) + Er(x; ρ). (2.38)
Since we assume rρ  1x , and T (x) x
5
6 ,∣∣∣∣∣∣
∑
|γ|≤T
xiγEr(x; ρ)
∣∣∣∣∣∣
2

∑
|γ|≤T
|Er(x; ρ)| 
∑
|γ|≤T
1
|γ|1−δ−
1
x2
rρ
(
log
1
rρ
+ pi
)
 1
x2−
. (2.39)
Next, we take care of the following sum∣∣∣∣∣∣
∑
|γ|≤T
xiγEh(x; ρ)
∣∣∣∣∣∣
2
=
 ∑
|γ1−γ2|≤1
|γ1|,|γ2|≤T
+
∑
|γ1−γ2|>1
|γ1|,|γ2|≤T
xi(γ1−γ2)Eh(x; ρ1)Eh(x; ρ2)
=: Σ1(x) + Σ2(x). (2.40)
By (2.38) and using change of variable,
|Eh(x; ρ)|  1|γ|1−δ−
∫ δ
0
σ2x−σdσ  1|γ|1−δ−
1
log3 x
(2.41)
Hence, ∫ Y
2
y4Σ1(e
y)dy 
∫ Y
2
1
y2
∑
γ
1
|γ|2−2δ−dy = O(1). (2.42)
For Σ2(x),
Σ2(x) =
∑
|γ1−γ2|>1
|γ1|,|γ2|≤T
xi(γ1−γ2)Eh(x; ρ1)Eh(x; ρ2). (2.43)
For e(
5
4
)
l ≤ x ≤ e( 54 )l+1 , T = T (x) = Tl′ is a constant, so we define
J(x) :=
∑
|γ1−γ2|>1
|γ1|,|γ2|≤Tl′
xi(γ1−γ2)
∫ δ
rρ1
∫ δ
rρ2
Rρ1(σ1;x)Rρ2(σ2;x)
dσ1dσ2
i(γ1 − γ2)− (σ1 + σ2) , (2.44)
where Rρ(σ;x) = M(1/2− σ + iγ, ρ)σ2 ((log σ − ipi)− (log σ + ipi)) x−σ1/2−σ+iγ . Thus,∫ e( 54 )l+1
e(
5
4 )
l
∑
|γ1−γ2|>1
|γ1|,|γ2|≤Tl′
xi(γ1−γ2)Eh(x; ρ1)Eh(x; ρ2)
dx
x
= J(e(
5
4
)
l+1
)− J(e( 54 )l). (2.45)
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By Lemma 9,
|J(x)| 
∑
|γ1−γ2|>1
1
|γ1|1−δ−|γ2|1−δ−|γ1 − γ2|
1
log6 x
 1
log6 x
. (2.46)
Hence, for any positive integer l,∫ ( 5
4
)l+1
( 5
4
)l
Σ2(e
y)dy  1
(5/4)6l
. (2.47)
Therefore,∫ Y
2
y4Σ2(e
y)dy 
∑
l≤ log Y
log(5/4)
+1
(
5
4
)4l ∫ ( 5
4
)
l+1
( 5
4
)
l
Σ2(e
y)dy 
∑
l≤ log Y
log(5/4)
+1
1
(5/4)2l
= O(1). (2.48)
Combining (2.39), (2.42), and (2.48), we get the desired result.
Proof of Lemma 7. For fixed T0, let X0 be the largest x such that T = T (x) ≤ T0. Since
x
2
3  T (x) x 56 , logX0  log T0. Under the ERH, |L′(ρ, χ)|  |γ|, by Lemmas 8 and 9,
∫ Y
2
|S(ey, T0;χ)|2dy ≤
∫ logX0
2
∣∣∣∣∣∣
∑
|γ|≤T0
1
|γ|1−
∣∣∣∣∣∣
2
dy +
∫ Y
logX0
∣∣∣∣∣∣
∑
T0≤|γ|≤T (ey)
L′(ρ, χ)eiγy
1
2
+ iγ
∣∣∣∣∣∣
2
dy
 T 0 +
∑
log logX0
log(5/4)
≤l≤ log Y
log(5/4)
+1
∫ ( 5
4
)l+1
( 5
4
)l
 ∑
|γ1−γ2|≤1
T0≤|γ1|,|γ2|≤Tl′
+
∑
|γ1−γ2|>1
T0≤|γ1|,|γ2|≤Tl′
 L′(ρ1, χ)L′(ρ¯2, χ)ei(γ1−γ2)y(1
2
+ iγ1)(
1
2
− iγ2) dy
 T 0 +
∑
log logX0
log(5/4)
≤l≤ log Y
log(5/4)
+1
(5
4
)l ∑
|γ|≥T0
1
|γ|2− +
∑
|γ1|,|γ2|≥T0
1
|γ1|1−|γ2|1−|γ1 − γ2|

 Y
T 1−0
+
log Y
T 1−0
+ T 0 .
This completes the proof of this lemma.
3 General Theorem in the Selberg class
Selberg class S consists a class of Dirichlet series introduced by Selberg [11]. A Dirichlet
series
F (s) =
∞∑
n=1
a(n)
ns
(σ > 1), (3.1)
is in S provided it satisfies the following hypotheses.
1) Ramanujan Hypothesis: a(n) n for any  > 0;
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2) Analyticity: (s − 1)mF (s) is an entire function of finite order for some nonnegative
integer m;
3)Functional Equation: there exist positive real numbers Q, λ1, · · · , λr, and complex
numbers w, µ1, · · · , µr with <µj ≥ 0 and |w| = 1 such that
ΛF (s) = wΛF (1− s¯),
where
ΛF (s) = F (s)Q
s
r∏
j=1
Γ(λjs+ µj);
4) Euler Product: for prime powers pk there exist complex numbers b(pk) satisfying
logF (s) =
∑
p
∞∑
m=1
b(pm)
pms
and b(pm) pmθ for some θ < 1
2
.
Let dF be the degree of F ∈ S defined by
dF = 2
r∑
j=1
λj.
We assume the corresponding Hypotheses, 1) Grand Riemann Hypothesis (GRH): if F ∈
S, then F (s) 6= 0 for σ > 1
2
; and the Lindelo¨f Hypothesis (LHS): ∀ > 0, |F (s)|  (|t|+ 2)
for 1
2
≤ σ ≤ 1.
If the Dirichlet series
∑∞
n=1
f(n)
ns
can be written as linear combinations of the form
logk F (s) for F ∈ S and F (s) has no pole, then we can prove the existence of a limiting
distribution related to the summatory function
Sf (x) :=
∑
n≤x
f(n). (3.2)
It suffices to consider
1
2pii
∫ a+i∞
a−i∞
logk F (s)
xs
s
ds. (3.3)
Suppose
∞∑
n=1
s(n)
ns
= logk F (s), (3.4)
let
S(x) :=
∑
n≤x
s(n). (3.5)
We have the following theorem.
Theorem 3. Under the assumptions GRH and LHS,
S(x) =
(−1)kk√x
log x
(log log x)k−1
∑|γ|≤T0
mk(γ)xiγ
1
2
+ iγ
+ Σ(x, T0)
 , (3.6)
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where
lim sup
Y→∞
1
Y
∫ Y
1
|Σ(ey, T0)|2 dy  (log T0)
2k+2
T0
. (3.7)
3.1 Sketch of the proof of Theorem 3
We have corresponding results for Selberg class.
Lemma 10 ([4], (2.4), or [9], (4)). Let F (s) be in Selberg class. Let NF (T ) denote the
number of zeros of F (s) with 0 < <(s) < 1 and 0 < =(s) < T . Then
NF (T ) =
dF
2pi
T log T + cFT +O(log T ), (3.8)
where dF is the degree of F (s) and cF is a positive constant.
Lemma 11 ([9], Lemma 2.1). Let F (s) be in the Selberg class and denote the nontrivial
zeros of F (s) by ρ = β + iγ. Then, for −5
2
≤ σ ≤ 7
2
,
logF (s) =
∑
|t−γ|≤1
log(s− ρ) +O(log |t|), (3.9)
where −pi < = log(s− ρ) ≤ pi for any t not equal to an ordinate of a zero of F (s).
By Lemma 10, for any integer n ≥ 0, there exists n ≤ Tn ≤ n+ 1 such that the distance
of σ + iTn to the nearest zero is dF 1logn for all −1 < σ < 2. Then, by Lemma 11, for−1 < σ < 2,
| logF (σ + iTn)| dF log n log log ndF log2 Tn. (3.10)
Denote T := {Tn}∞n=0.
Then, using the same type of integration contour as Figure 2.1, we have
Lemma 12. Assume the GRH, LHS, and F (
1
2
) 6= 0. Let ρ be nontrivial zero of F (s). Then
for T ∈ T ,
S(x) =
∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
logk F (s)
xs
s
ds+Ok
(
x log x
T
+
x(log T )2k
T
+ x
1
2
−δ(log T )k+1
)
.
(3.11)
By Lemma 11, on H(ρ, δ), we have∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
logk F (s)
xs
s
ds
=
∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
(m(γ) log(s− ρ))kx
s
s
ds
+
∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
k∑
j=1
(
k
j
)
(m(γ) log(s− ρ))k−j(Hρ(s))j x
s
s
ds, (3.12)
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where m(γ) is the multiplicity of the zero ρ and m(γ) log |γ| by Lemma 10, and
Hρ(s) =
∑
0<|γ′−γ|≤1
m(γ′) log(s− ρ′) +O(log |γ|) on H(ρ, δ). (3.13)
For the first integral in (3.12), by Lemma 5 and Lemma 10, we get∑
|γ|≤T
1
2pii
∫
H(ρ,δ)
(m(γ) log(s− ρ))kx
s
s
ds
=
(−1)k√x
log x
(
k∑
j=1
(
k
j
)
(log log x)k−j
1
Γj(0)
) ∑
|γ|≤T
mk(γ)xiγ
1
2
+ iγ
+Ok
(√
x(log log x)k−1
log2 x
)
.
(3.14)
For the second integral in (3.12), with the same T (x) as before, using the same proof as
Lemma 14 in [8], we have the following lemma.
Lemma 13. Let ρ be a zero of F (s). Assume the function g(s)  (log |γ|)c on H(ρ, δ) for
some constant c ≥ 0, and
Hρ(s) =
∑
0<|γ′−γ|≤1
m(γ′) log(s− ρ′) +O (log |γ|) on H(ρ, δ). (3.15)
For any integers l, n ≥ 0, denote
E(x; ρ) :=
∫
H(ρ,δ)
(m(γ) log(s− ρ))l (Hρ(s))n g(s)x
s−ρ
s
ds.
Then, for T = T (x), we have
∫ Y
2
∣∣∣∣∣∣y
∑
|γ|≤T (ey)
eiγyE(ey; ρ)
∣∣∣∣∣∣
2
dy = o
(
Y (log Y )2l+2n−2
)
.
Denote
S1(x) := (−1)k
(
k∑
j=2
(
k
j
)
(log log x)k−j
1
Γj(0)
) ∑
|γ|≤T
mk(γ)xiγ
1
2
+ iγ
, (3.16)
and
S2(x;T0) :=
∑
|γ|≤T (x)
mk(γ)xiγ
1
2
+ iγ
−
∑
|γ|≤T0
mk(γ)xiγ
1
2
+ iγ
. (3.17)
Similar to Lemma 11 in [8], we have
Lemma 14. ∫ Y
2
|S1(ey)|2dy = o(Y (log Y )2k−2), (3.18)
and for fixed large T0,∫ Y
2
|S2(ey, T0)|2dy  Y (log T0)
2k+2
T0
+ log Y
(log T0)
2k+3
T0
+ (log T0)
2k+5. (3.19)
19
Combining (3.12) and (3.14) with Lemmas 13 and 14, Theorem 3 follows.
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