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Abstract
We introduce two methods which reduce the checking of the joint relations on element pairs x, y (i.e.,
checking if μ(x, y) = 0, see 1.2) inside a two-sided cell of the symmetric group Sn to some special cases
up to star operations. One involves the involutions in Sn, and the other involves the set Σλ for λ ∈ Λn (see
3.1 and 5.1). We give a detailed investigation for the properties of the set Σλ in terms of standard tableaux.
Also, we study the sets U(S∞) and U′(S∞) and give an affirmative answer to a question of N.H. Xi (see
Proposition 2.9).
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
0.1. Let W be a Coxeter group with S its distinguished Coxeter generator set. Let H be the
Hecke algebra associated to (W,S). In their construction for the representations of W and H,
Kazhdan and Lusztig introduced the concept of left, right and two-sided cells of W (see [7]).
The joint relations w—y (i.e., μ(w,y) = 0) on the pairs of elements w,y ∈ W (call {w,y} a
joint pair in this case) play an important role in the representation of W andH afforded by these
cells (see [7]). However, checking the joint relation on a pair of elements w,y ∈ W is usually
a difficult task, which involves the complicated computation of the related Kazhdan–Lusztig
polynomial Pw,y or Py,w (see [7]). Thus it is desirable to reduce the amount of such work to be
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with the case where W is the symmetric group Sn, i.e., the Coxeter group of type An−1 for n > 1.
0.2. The Robinson–Schensted map w → (P (w),Q(w)) is a bijection between Sn and the set of
standard tableaux of the same shape and of rank n. This induces a surjection φ : w → (λ1, . . . , λr )
from Sn to the set Λn of partitions of n, where λi is the number of boxes in the ith column of
P(w) (from the left). It is well known that w,y ∈ Sn are in the same two-sided cell of Sn if and
only if φ(w) = φ(y), and that w,y ∈ Sn are in the same left (respectively, right) cell of Sn if and
only if P(w) = P(y) (respectively, Q(w) = Q(y)) (see [1,14] and [15, Subsection 1.7 (iv)]).
0.3. Lusztig showed that each left cell of a Weyl group contains a unique distinguished involution
(see [11, Theorem 1.10]). We see from 0.2 that each left cell of Sn contains a unique involution
by the fact that w ∈ Sn is an involution if and only if P(w) = Q(w). Hence each involution of Sn
is distinguished. We show that checking the relation w—y for w,y ∈ φ−1(λ) can be reduced to
the case where one of w,y is an involution (set w to be an involution for the sake of definiteness).
Then by applying some unpublished results of Lusztig and Springer (see [12,19]), we show that
μ(w,y) = 0 if and only if y ∈D1 (see 1.5 and (1.6.3)). When the equivalent conditions hold, we
have μ(w,y) = π(y), the leading coefficient of the Kazhdan–Lusztig polynomial Pe,y , where e
is the identity element of Sn (see 2.7 and (2.4.2)).
Let μ(Sn), μ′(Sn), U(S∞) and U′(S∞) be the sets defined as in 2.4 and 2.8, which are
concerned with the values of μ(x, y) for x, y ∈ Sn with n ∈ N. In his recent paper [22, Propo-
sition 3.2], N.H. Xi proved the inclusion μ(Sn) ⊆ μ′(Sn) and hence U(S∞) ⊆ U′(S∞). Then he
asked if the reversing inclusion U′(S∞) ⊆ U(S∞) also holds. We shall give an affirmative answer
to the question (see Proposition 2.9).
0.4. Using standard tableaux, we can find more joint pairs in Sn from a given one (see Theo-
rem 7.3). Let Σλ be the left cell of Sn consisting of all the elements w ∈ Sn with φ(w) = λ
and R(w) = Jλ (see 5.1). We show that checking the relation w—y for w,y ∈ φ−1(λ) can be
reduced to the case where both w and y are in Σλ (see 7.4).
0.5. We give a detailed study of the set Σλ. To any w ∈ Σλ, we associate a tableau T (w) in Tλ
(see 3.2) in a natural way, which can be shown to be the transpose of the tableau Q(w) (see
Proposition 5.5). This defines a bijection from the set Σλ to the set Tλ. Then we describe the
left star operations, the length function and the Bruhat–Chevalley order on the set Σλ in terms of
standard tableaux (see Proposition 5.13, Theorems 5.11 and 6.4).
0.6. The contents are organized as follows. Section 1 serves as preliminaries, some notation,
definitions and known results are collected for later use. Then we focus our attention on the case
W = Sn in the subsequent sections. We study the values μ(x, y) on the pairs x, y ∈ Sn with x ∼
LR
y
and introduce the first method to simplify the checking of the joint relations on Sn in Section 2.
In Section 3, we define a partial order  on the standard tableaux. After recalling some known
results on the cells of Sn in Section 4 and constructing the tableau T (w) for any w ∈ Σλ in
Section 5, we show in Section 6 that for any λ ∈ Λn, the partial order  on Tλ coincides with
the Bruhat–Chevalley order on the set Σλ. Finally, we introduce the second method to simplify
the checking of the joint relations on Sn in Section 7.
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1.1. Let W be a Coxeter group with S its Coxeter generator set. Let  be the Bruhat–Chevalley
order and (x) the length function on (W,S). Let A= Z[u,u−1] be the ring of Laurent polyno-
mials in an indeterminate u with integer coefficients. Then the Hecke algebra H of (W,S) is an
associative algebra over A, which has two A-bases {Tw | w ∈ W } and {Cw | w ∈ W }, subject to
the following multiplication rule.
TwTw′ = Tww′, if (ww′) = (w)+ (w′);(
Ts − u−1
)
(Ts + u) = 0 for s ∈ S.
Note that the Tw’s defined here is just the T˜w’s defined by Lusztig in [11] with u = −q1/2.
The relation between these two bases is
Cw =
∑
yw
u(w)−(y)Py,w
(
u−2
)
Ty, for w ∈ W,
where the Py,w’s are Kazhdan–Lusztig polynomials (or KL-polynomials for short) in Z[u], satis-
fying: Py,w = 0 if y  w; Pw,w = 1; degPy,w  12 ((w)− (y)− 1) if y < w; Py,w = Py−1,w−1 .
1.2. For y,w ∈ W with (y)  (w), we write μ(y,w) or μ(w,y) for the coefficient of
u
1
2 ((w)−(y)−1) in Py,w . We have μ(y−1,w−1) = μ(y,w) since Py,w = Py−1,w−1 . We call y
and w joint, written y—w, if μ(y,w) = 0.
To any x ∈ W , we associate two subsets of S:
L(x) = {s ∈ S | sx < x} and R(x) = {s ∈ S | xs < x}.
We have the following relations: for any x ∈ W and s ∈ S,
CsCx =
⎧⎪⎨
⎪⎩
(u−1 + u)Cx, if s ∈ L(x);∑
y—x
sy<y
μ(x, y)Cy, if s /∈ L(x),(1.2.1)
CxCs =
⎧⎪⎨
⎪⎩
(u−1 + u)Cx, if s ∈R(x);∑
y—x
ys<y
μ(x, y)Cy, if s /∈R(x).(1.2.2)
1.3. The preorders
L
,
R
, 
LR
and the associated equivalence relations ∼
L
, ∼
R
, ∼
LR
on W are defined as
in [7]. The equivalence classes for ∼
L
(respectively, ∼
R
, ∼
LR
) on W are called left cells (respectively,
right cells, two-sided cells). The following result is well known:
(1.3.1) If x
L
y (respectively, x
R
y) then R(y) ⊆ R(x) (respectively, L(y) ⊆ L(x)). Hence
if x ∼
L
y (respectively, x ∼
R
y) then R(x) = R(y) (respectively, L(x) = L(y)) (see [7,
Proposition 2.4]).
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CxCy =
∑
z
hx,y,zCz.(1.4.1)
Then we have
(1.4.2) If hx,y,z = 0 then z
R
x and z
L
y (see [10, Subsection 4.3.3]).
In [10], Lusztig defined a function a : W −→ N ∪ {∞}, where a(z) is the smallest integer k
satisfying the condition
ukhx,y,z ∈ Z[u], for all x, y ∈ W,
for z ∈ W whenever it exists, and we set a(z) = ∞ if there is no such an integer k.
In the remaining part of the section, we assume W to be an irreducible finite or affine Weyl
group.
1.5. We have the following results.
(a) a(z)  12 |Φ| for any z ∈ W , where Φ is the root system associated to W (see [10, Corol-
lary 7.3]).
(b) The coefficients of the KL-polynomials Px,y and of the Laurent polynomials hx,y,z are non-
negative for any x, y, z ∈ W (see [7, Appendix], [8, Theorem 4.3], [10, Subsection 3.1]).
Write hx,y,z =∑i∈Z biui with bi ∈ Z. Then bi = 0 only if (x) + (y) + (z) ≡ i (mod 2)
(by (1.2.1) or (1.2.2)).
(c) If x 
LR
y then a(x) a(y). In particular, the function a is constant on a two-sided cell of W
(see [10, Theorem 5.4]).
(d) If a(x) = a(y) and x
L
y (respectively, x
R
y) then x ∼
L
y (respectively, x ∼
R
y) (see [10,
Corollary 6.3], [11, Corollary 1.9]).
For x, y, z ∈ W with z = e (e the identity element of W ), let γx,y,z and δx,y,z be the coeffi-
cients of ua(z) and ua(z)−1 in hx,y,z, respectively.
(e) We have γx,y,z = γy−1,x−1,z−1 = γy,z−1,x−1 = γz−1,x,y−1 (see [10, Theorem 6.1], [11, Theo-
rem 1.8]).
Let Dk := {z ∈ W | (z) − 2δ(z) − a(z) = k} for k ∈ Z, where δ(z) := degPe,z. Then Dk = ∅
only if k  0 (see [11, Subsection 1.3]).
(f) The set D0 is a finite set of involutions (called distinguished involutions by Lusztig). Each
left (respectively, right) cell of W contains exactly one distinguished involution (see [11,
Proposition 1.4 and Theorems 1.10, 2.2]).
(g) If γx,y,z = 0 then x ∼
L
y−1, y ∼
L
z and x ∼
R
z. In particular, if γx,y,d = 0 for some d ∈D0, then
x = y−1 and γx,y,d = 1 (see [11, Corollary 1.9 and Theorem 1.10]).
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(see [19, Subsection 1]). In this case, we have y ∼
L
z and δx,y,z = δz−1,x,y−1 if a(y) = a(z);
x ∼
R
z and δx,y,z = δy,z−1,x−1 if a(x) = a(z) (see [17, Lemma 2.1]). This further implies that
if δx,y,z = 0 and x ∼
LR
y then y ∼
L
z, x ∼
R
z and x ∼
L
y−1 (see [19, Subsection 6]).
1.6. Springer proved the following formula for the function μ(x, y) (see [19, Subsection 4]).
μ(x, y) =
∑
d∈D0
δx−1,y,d +
∑
f∈D1
γx−1,y,f π(f ) for any x−1 = y in W,(1.6.1)
where π(f ) is the leading coefficient of Pe,f .
(1.6.2) Let x, y ∈ W satisfy x—y. If a(x) = a(y), then either x ∼
L
y or x ∼
R
y holds. If a(x) <
a(y), then both y <
L
x and y <
R
x hold (see [19, Subsection 6] and 1.5 (d)).
(1.6.3) For any d ∈D0 and x ∈ W with x 
R
d ∼
LR
x (respectively, x 
L
d ∼
LR
x), we have μ(x, d) =
0 if and only if x ∼
L
d (respectively, x ∼
R
d) and x ∈D1 (see [19, Subsection 9]).
1.7. For s, t ∈ S with o(st) = 3 (o(st) the order of st), let DL(s, t) = {w ∈ W | |L(w)∩ {s, t}| =
1} and DR(s, t) = {w ∈ W | |R(w)∩ {s, t}| = 1}. When w ∈DL(s, t), there is exactly one (writ-
ten ∗w) of sw, tw in DL(s, t). Call the transformation w → ∗w a left {s, t}-star operation (or
a left star operation, or even a star operation for short) on w. Similarly we can define a right
{s, t}-star operation on w and write w∗ for the resulting element when w ∈ DR(s, t) (see [7,
Section 4]).
Let x, z ∈ DL(s, t) and y, z ∈ DR(s′, t ′) be such that s, t, s′, t ′ ∈ S and o(st) = o(s′t ′) = 3.
Let ∗x, ∗z, (respectively, y∗, z∗) be obtained from x, z (respectively, y, z) by a left {s, t}-star
operation (respectively, a right {s′, t ′}-star operation) respectively. We have
(1.7.1) μ(x, z) = μ(∗x, ∗z) and μ(y, z) = μ(y∗, z∗) (see [7, Theorem 4.2]).
(1.7.2) x ∼
L
∗x and y ∼
R
y∗. If x ∼
R
z (respectively, y ∼
L
z), then ∗x ∼
R
∗z (respectively, y∗ ∼
L
z∗) (see
[7, Corollary 4.3]).
(1.7.3) μ(x, ∗x) = μ(y, y∗) = 1 (see [7, Lemma 2.6]).
(1.7.4) μ(x, y) = 1 for any x < y with (y) = (x)+ 1 (see [7, Theorem 4.2]).
We write w = x · y for w,x, y ∈ W if w = xy and (w) = (x)+ (y).
(1.7.5) w = x · y implies w
L
y and w
R
x.
(1.7.6) If x, y ∈ W and s ∈ S satisfy x < y, sy < y, sx > x then x—y if and only if y = sx (see
[7, Subsection 2.3e]).
Lemma 1.8. Let s, t ∈ S be such that o(st) = 3 and let x, z ∈DL(s, t). Let ∗x (respectively, ∗z)
be obtained from x (respectively, z) by a left {s, t}-star operation. Then hx,y,z = h∗x,y,∗z. This in
particular implies that γx,y,z = γ∗x,y,∗z and δx,y,z = δ∗x,y,∗z.
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follow immediately from the equation.
We may assume ∗x = s · x (hence t ∈ L(x) \ L(∗x)) without loss of generality. If s ∈ L(z) \
L(∗z), then t ∈ L(∗z) \ L(z). By (1.3.1), we have z
R
x and ∗z
R
∗x since t ∈ L(x) \ L(z) and
s ∈ L(∗x) \ L(∗z). This implies hx,y,z = 0 = h∗x,y,∗z by (1.4.2). Now assume t ∈ L(z) \ L(∗z)
(hence s ∈ L(∗z) \L(z)). We have
CxCy =
∑
v
hx,y,vCv,(1.8.1)
CsCx = C∗x +
∑
x′
x′≺x
sx′<x′
μ(x′, x)Cx′ ,(1.8.2)
where x′ ≺ x means that x′ < x and x′—x. Then by associativity of multiplication on the product
CsCxCy , we get
∑
v
sv<v
(
u−1 + u)hx,y,vCv + ∑
v,v′
sv>v
v′—v
sv′<v′
μ(v′, v)hx,y,vCv′(1.8.3)
=
∑
v
h∗x,y,vCv +
∑
x′
x′≺x
sx′<x′
∑
v
μ(x′, x)hx′,y,vCv.
Comparing the coefficient of C∗z on both sides, we have
(
u−1 + u)hx,y,∗z + ∑
v
sv>v∗z—v
μ(∗z, v)hx,y,v = h∗x,y,∗z +
∑
x′
x′≺x
sx′<x′
μ(x′, x)hx′,y,∗z.(1.8.4)
We claim that
∑
x′
x′≺x
sx′<x′
μ(x′, x)hx′,y,∗z = 0.
For otherwise, there would exist some x′ ∈ W satisfying x′ ≺ x, sx′ < x′ and hx′,y,∗z = 0. This
would imply that ∗z
R
x′ by (1.4.2) and hence L(x′) ⊆ L(∗z) by (1.3.1). We have x′ = sx = ∗x
since sx′ < x′ and sx > x. So t ∈ L(x) ⊆ L(x′) ⊆ L(∗z), where the inclusion L(x) ⊆ L(x′)
follows by (1.7.6). This contradicts the assumption t /∈ L(∗z).
Again by (1.3.1) and (1.4.2), we have hx,y,∗z = 0 by the assumption t ∈ L(x)\L(∗z). Now we
claim that if v ∈ W satisfies sv > v and μ(∗z, v)hx,y,v = 0 then v = z. This is because for such
an element v, we have v
R
x and hence t ∈ L(x) ⊆ L(v). Since t ∈ L(v)\L(∗z), s ∈ L(∗z)\L(v)
and v—∗z, we get v = z by (1.7.6). Therefore our result follows by (1.8.4) and (1.7.3). 
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Lemma 1.9. Let s, t ∈ S satisfy o(st) = 3 and let y, z ∈ DR(s, t). Let y∗ (respectively, z∗) be
obtained from y (respectively, z) by a right {s, t}-star operation. Then hx,y,z = hx,y∗,z∗ . This in
particular implies that γx,y,z = γx,y∗,z∗ and δx,y,z = δx,y∗,z∗ .
Remark 1.10. Let s, t, s′, t ′ ∈ S satisfy o(st) = o(s′t ′) = 3. Let x ∈DL(s, t), y ∈DR(s′, t ′) and
v ∈ W satisfy x ∼
R
v∼
L
y. Then v ∈DL(s, t)∩DR(s′, t ′). Let ∗x (respectively, y∗) be the element
of W obtained from x (respectively, y) by a left {s, t}-star operation (respectively, by a right
{s′, t ′}-star operation). Let ∗v∗ be obtained from v by a left {s, t}-star operation followed by a
right {s′, t ′}-star operation, where the notation ∗v∗ makes sense since ∗(v∗) = (∗v)∗ (see [21,
Lemma 1.4.3]). Then N.H. Xi proved the equation hx,y,v = h∗x,y∗,∗v∗ in [21, Proposition 1.4.4].
The above proof of Lemma 1.8 follows the line of Xi’s proof for that equation. Here I would
like to point out a small gap in [21]: Xi actually applied Lemma 1.8 in his proof of [21, The-
orem 1.4.5]. But he only proved [21, Proposition 1.4.4] rather than Lemma 1.8 (though he is
apparently able to do so). We see that Lemmas 1.8 and 1.9 imply [21, Proposition 1.4.4], but not
the converse.
2. Joint relations on elements of Sn
From now on, we always assume W to be the symmetric group Sn on the set [n] :=
{1,2, . . . , n} unless otherwise specified. Let x, y ∈ Sn be with x ∼
LR
y such that either x < y or
y < x holds. In this section, we study the joint relation on such a pair x, y by applying Springer’s
formula (1.6.1) for the function μ.
2.1. Let S = {s1, . . . , sn−1} be the Coxeter generator set of Sn, where si = (i, i + 1) is the trans-
position of i, i + 1 for i ∈ [n− 1]. Then the following results on the group Sn are well known.
(2.1.1) If x ∼
L
y (respectively, x ∼
R
y) in Sn, then x, y can be obtained from each other by a se-
quence of left (respectively, right) star operations (see [7, Section 5]).
(2.1.2) Any involution d of Sn is distinguished and satisfies a(d) ≡ (d) (mod 2) (see 0.3 and
[12, Subsection (∗∗)]).
(2.1.3) If a left cell E and a right cell F are in the same two-sided cell of Sn, then the intersection
E ∩ F contains exactly one element (see [9, Proposition 12.15]).
The following is the reformulation of a concept introduced by Vogan (see [20]). Say x, y ∈ Sn
have the same left generalized τ -invariants if the following conditions hold:
(1) Suppose that x0 = x, x1, . . . , xr in Sn satisfy that for every i ∈ [r], xi is obtained from xi−1
by a left {shi , shi+1}-star operation. Then there is a corresponding sequence y0 = y, y1, . . . , yr in
Sn such that L(yk) = L(xk) for 0 k  r and that yi is obtained from yi−1 by a left {shi , shi+1}-
star operation for i ∈ [r].
(2) Condition (1) also holds when interchanging the roles of x and y.
In case (1), we say that the element yr is obtained from y0 by the same sequence of left star
operations as xr from x0.
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R
y in Sn if and only if x, y have the same left generalized τ -invariants (see
[20], [15, Chapter 16]).
We say that two elements x, y ∈ Sn have the same right generalized τ -invariants if x−1, y−1
have the same left generalized τ -invariants.
(2.1.5) We have x∼
L
y in Sn if and only if x, y have the same right generalized τ -invariants (see
[20], [15, Chapter 16]).
In [12, Subsection (∗)], Lusztig proved that if W is an irreducible finite Coxeter group and a
two-sided cell Ω of W does not contain the representation of degree 512 for W = E7 or 4096
for W = E8 then the conditions x—d and x, d ∈ Ω and d ∈ D0 imply x ∈ D1. Then in [17,
Theorem 3.3], I proved that if W is a finite or an affine Coxeter group and x ∈D1 then there is
some d ∈D0 satisfying x ∼L d and x—d . This implies that
(2.1.6) Let x ∈ Sn. Then x ∈D1 if and only if x ∼
LR
d and μ(x, d) = 0 for some d ∈D0.
Comparing with (1.6.3), the condition x 
R
d is not a prerequisite here.
Proposition 2.2. We have γx,y,z ∈ {0,1} for any x, y, z ∈ Sn.
Proof. We must show that if γx,y,z = 0 then γx,y,z = 1. Now assume γx,y,z = 0. Then x ∼
R
z by
1.5 (g). Hence by 1.5 (f), (2.1.1) and (2.1.2), we can transform z to a (distinguished) involution,
say d , by a sequence of left star operations. By (2.1.4), we can transform x to some element, say
x′, by the same sequence of left star operations as d from z. Then we have γx,y,z = γx′,y,d = 1
by 1.5 (g) and Lemma 1.8. 
Remark 2.3. From the above proof, we see that Proposition 2.2 can be stated in a more general
way. Let (W,S) be a Coxeter system and let x, y, z ∈ W be with γx,y,z = 0. Then we have
γx,y,z = 1 if at least one of x, y, z can be transformed to a distinguished involution of W by a
sequence of (two-sided) star operations.
2.4. Define μ(Sn) := {μ(x, y) | x ∼
LR
y in Sn}. Consider the case of n 3.
Clearly, 0 ∈ μ(Sn). Let x, y ∈ Sn satisfy x ∼
LR
y and μ(x, y) = 0. Then either x ∼
L
y or x∼
R
y
holds by 1.5 (c) and (1.6.2). We need only to consider (and hence may assume) the case of x∼
L
y
since μ(x, y) = μ(x−1, y−1) (see 1.2) and since x ∼
L
y if and only if x−1 ∼
R
y−1. Then R(x) =
R(y) by (1.3.1). By 1.5 (f) and (2.1.1), the element y can be transformed to a (distinguished)
involution, say d , by a sequence of right star operations. Then by (2.1.5), we can transform x to
some element, say z, by the same sequence of right star operations. Then we have
μ(x, y) = μ(z, d) =
∑
d ′∈D0
δz−1,d,d ′ +
∑
f∈D1
γz−1,d,f π(f )(2.4.1)
by (1.7.1) and (1.6.1).
J.-y. Shi / Journal of Algebra 319 (2008) 3197–3221 3205We have z∼
R
x ∼
L
y∼
R
d by (1.7.2), and hence z−1 ∼
LR
d . So by 1.5 (h), we see that if δz−1,d,d ′ = 0
for some d ′ ∈D0 then d ∼
L
d ′ and hence d ′ = d by 1.5 (f). We claim δz−1,d,d = 0. For otherwise,
we would have z−1 ∼
L
d−1 = d ∼
R
z−1 by 1.5 (h) and hence z = d by (2.1.3). But δd,d,d = 0 by
1.5 (b) and (2.1.2), a contradiction. The claim is proved.
On the other hand, condition γz−1,d,f = 0 implies γf−1,z−1,d = 0 by 1.5 (e) and hence z = f−1
and γf,d,f = 1 by 1.5 (g) and the assumption d ∈D0. So by (2.4.1), we have
μ(z, d) = π(z−1)= π(z) and z ∈D1,(2.4.2)
and hence
μ(Sn) =
{
π(z)
∣∣ z ∈D1}∪ {0}.(2.4.3)
Let z ∈ D1 and d ∈ D0 be as in (2.4.2). By (2.1.2) and (2.1.3), we have z
L
z−1 and so
d ∼
L
z
R
d .
If both L(z) R(z) and L(z) R(z) hold, then L(z)  L(d) and L(z)  L(d) by (1.3.1)
and the fact that L(d) =R(d). By (1.7.6), we see that d can be obtained from z by a left star
operation. This implies π(z) = μ(z, d) = 1 by (2.4.2) and (1.7.3).
Next assume L(z) =R(z). Since z
R
d , the elements z, d have different left generalized τ -
invariants by (2.1.4). So we can transform z, d to some x, y respectively by the same sequence of
left star operations such that L(x) = L(y). Hence x 
R
y by (1.3.1). By (1.7.1), (1.7.2), (1.6.2) and
the fact that z∼
L
d , we have μ(z, d) = μ(x, y) and x ∼
L
y. Then by (2.1.5), we can transform y to a
(distinguished) involution d ′ and transform x to some z′, both transformations being achieved by
the same sequence of right star operations. We have μ(x, y) = μ(z′, d ′) again by (1.7.2). So
z′ ∼
L
d ′ by (1.7.3). Clearly, we have L(z′) = L(x) = L(y) = L(d ′) =R(d ′) =R(z′) by (1.3.1).
So by (2.1.6), we get μ(z, d) = μ(z′, d ′) for some d ′ ∈ D0, z′ ∈ D1 with L(z′) = R(z′) and
z′ ∼
L
d ′.
Let D′1 = {z ∈D1 | either L(z) R(z) or L(z) R(z)}. Then (2.4.3) becomes
Theorem 2.5. The set μ(Sn) is equal to {π(z) | z ∈D′1} ∪ {0,1} for n 3.
Remark 2.6. In [19], Springer asked if the equation π(f ) = 1 holds for any f ∈ D1. The 0–1
Conjecture states that μ(x,w) is always 0 or 1 for any x,w ∈ Sn. However, McLarnan and
Warrington recently provided some counterexamples to the 0–1 Conjecture in the groups S10
and S16 (see [13]). The counterexample in S16 involves two elements x,w with x ∼
LR
w, which
gives a negative answer to Springer’s question by (2.4.3).
2.7. From the discussion in 2.4, we see that up to star operations, checking the relations w—y
in a two-sided cell Ω of Sn can be reduced to checking the relations d—z in the case where
d, z ∈ Ω satisfy the following conditions:
(i) d2 = 1 (see (2.4.2));
(ii) |(d)− (z)| 3 is odd (see 1.2 and (1.7.4));
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(a) d < z and either L(d) = L(z) R(z) or R(d) =R(z)  L(z);
(b) z < d and either L(d) = L(z) R(z) or R(d) =R(z)  L(z).
In such a case, one needs to check the validity of the equation
δ(z) = 1
2
(
(z)− a(z)− 1) (i.e., check if z is in D1).(2.7.1)
By (2.1.6), we have μ(d, z) = 0 if and only if (2.7.1) holds.
The values (z) and a(z) can be calculated easily (see [15, Lemma 4.2.2] and [16, Subsec-
tion 6.27]). The only difficult part in checking (2.7.1) is to determine the value δ(z).
2.8. A recent paper of N.H. Xi gets some results also concerning the values of μ(x, y) with
x, y ∈ Sn (see [22]). Define the following sets:
μ′(Sn) :=
{
μ(x, y)
∣∣ x 
LR
y in Sn
};
U(S∞) :=
⋃
n1
μ(Sn), U′(S∞) :=
⋃
n1
μ′(Sn).
Note that the condition x 
LR
y is equivalent to that a(x) = a(y) under the assumption of μ(x, y) =
0 by (1.6.2) and 1.5 (c). Xi proved that if y < w in Sn satisfy a(y) < a(w) then μ(y,w) ∈ {0,1}
and that the relation μ′(Sn) ⊇ μ(Sn) holds (see [22, Theorem 1.4 and Proposition 3.2]). Then Xi
raises a question that for y < w in Sn with μ(y,w) = 0 and a(y) > a(w), whether or not there
always exists some y′,w′ ∈ Sr with some r ∈ N such that y′ ∼
LR
w′ and μ(y,w) = μ(y′,w′) (see
[22, Subsection 3.2]).
The following result gives an affirmative answer to Xi’s question.
Proposition 2.9. U(S∞) = U′(S∞).
Let (W,S) be a Coxeter system. For any I ⊆ S, let IW = {w ∈ W | (sw) > (w) for any
s ∈ I }. Any element w of W has the unique decomposition of the form w = wI · Iw with
Iw ∈ IW and wI ∈ WI .
Lemma 2.10. Let y,w ∈ W and I ⊆ S. The relation y w implies I y  Iw.
Proof. The result is well known. See [2, Proposition 2.5.1] for the proof of the right-handed
version of the result. 
2.11. Let W = Sn and I = {si | i ∈ [n− 2]}. We write S(k, i) := sksk−1 · · · si for i  k + 1 in [n]
with the convention that S(k, k+1) = e, the identity element in Sn. Then IW = {S(n−1, k) | k ∈
[n]}. Clearly, S(n− 1, k) S(n− 1, h) if and only if k  h. Any element of Sn can be expressed
uniquely in the form w = S(1, i1(w))S(2, i2(w)) · · ·S(n−1, in−1(w)) for some integer sequence
ξ(w): i1(w), . . . , in−1(w) with ik(w) ∈ [k + 1]. The sequence ξ(w) determines w uniquely. By
Lemma 2.10, this implies that
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k ∈ [n− 1] such that ik(w) < ik(y) and ih(w) = ih(y) for all h > k.
Lemma 2.12 further implies that
Lemma 2.13. Suppose that y = x · S(n− 1, in−1(y)) and w = z · S(n− 1, in−1(w)) in Sn satisfy
in−1(w) = in−1(y) and x, z ∈ Sn−1. Then Py,w = Px,z.
Proof. It is easily seen that y  w if and only if x  z under our assumption. Set k = n + 1 −
in−1(y), yj = x · S(n − 1, in−1(y) + j − 1) and wj = z · S(n − 1, in−1(w) + j − 1) for j ∈ [k].
Then w1 = w, y1 = y, yk = x and wk = z. We have yi  wi+1 for any i ∈ [k−1] by Lemma 2.12.
Recall the recurrence formula of KL-polynomials in [7, Subsection 2.2c]: Let y < w be in Sn
and let v = sw for some s ∈ L(w). Then
Py,w = u1−cPsy,v + ucPy,v −
∑
yz≺v
sz<z
μ(z, v)u
−1/2
z u
1/2
v u
1/2Py,z,(2.13.1)
where c = 1 if sy < y; c = 0 if sy > y; ux := u(x) for any x ∈ Sn. By (2.13.1), we get Py,w =
Py1,w1 = Py2,w2 = · · · = Pyk,wk = Px,z, as required. 
2.14. Now we start to prove Proposition 2.9. By Xi’s result in [22, Proposition 3.2], we need
only to prove the inclusion U′(S∞) ⊆ U(S∞). Take any m ∈ U′(S∞). We want to prove that
m ∈ U(S∞). We may assume m = 0 for otherwise the result is obvious. There are some y < w
in some Sn such that a(y) = a(w) and μ(y,w) = m. Now we shall construct a pair of elements
(y′,w′) in Sr with r =
(
n+1
2
)
such that μ(y′,w′) = μ(y,w) = m and y′ ∼
LR
w′.
For any h, i, j ∈ [k] with j  i, let
S(k, i, j) := S(k − j + 1, i − j + 1) · · ·S(k − 1, i − 1)S(k, i),
R(k,h) := S
((
k − h+ 3
2
)
− 2 + h,
(
k − h+ 2
2
)
+ 1, k + 1 − h
)
,
y′ = y ·R(n− 1, n− 1)R(n− 1, n− 2) · · ·R(n− 1,1),
w′ = w ·R(n− 1, n− 1)R(n− 1, n− 2) · · ·R(n− 1,1).
By Lemma 2.13, we have Py′,w′ = Py,w . To prove Proposition 2.9, it remains to prove the relation
y′ ∼
LR
w′ in Sr , which will be postponed until 4.8.
3. A partial order on standard tableaux
Let Tn be the set of all the standard tableaux of rank n whose entry set is [n] (see 3.2). In
the present section, we define a partial order on Tn by regarding each T ∈ Tn as a sequence of
partitions of certain integers.
3.1. A partition of n is by definition a sequence of integers λ1  λ2  · · ·  λr  0 with∑r
λi = n. We do not distinguish between two such sequences which differ only by a stringi=1
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of zeros at the end. Let Λn be the set of all the partitions of n. For λ = (λ1, λ2, . . .) and
μ = (μ1,μ2, . . .) in Λn, μ is called the dual of λ if μj is the number of all the parts λi  j
for j  1. In this case, we denote μ by λ′. A partition λ ∈ Λn can be identified with the Young
diagram of shape λ. By a Young diagram, we mean a left-justified array of some boxes consecu-
tively into rows and columns such that the numbers of boxes in the rows (respectively, columns)
weakly decrease from top to bottom (respectively, from left to right).
A Young diagram Y has shape ψ(Y ) = λ = (λ1, . . . , λr ) if the number of the boxes in the
ith row of Y (from the top) is λi . For example, the Young diagram Y in Fig. 1 has the shape
λ = (5,4,2), and the dual of λ is the partition (3,3,2,2,1), just the shape of the transpose of Y
along the diagonal line. We say Y has rank n if Y contains exactly n boxes. For λ = (λ1, λ2, . . .)
and μ = (μ1,μ2, . . .) in Λn, we write λ μ if λ1 + · · · + λk  μ1 + · · · +μk for all k  1, and
write λ < μ if λ μ and λ = μ. This defines a partial order, called the dominance order, on the
set Λn (thus we can say that μ dominates λ or that λ is dominated by μ). We have
(3.1.1) λ μ if and only if μ′  λ′.
3.2. For λ ∈ Λn, a tableau T of shape λ is a filling of n pairwise distinct integers into the boxes
of the Young diagram Y of shape λ, one integer in each box. We write ψ(T ) for the shape λ
of T . The rank of T is defined to be the rank of Y . A tableau T is standard if the entries in each
row increase from left to right and also the entries in each column increase from top to bottom.
For example, in Fig. 2, the tableau on the left is standard but the one on the right is not. Let Tn
be the set of all the standard tableaux of rank n whose entry set is [n]. Let Tλ be the set of all
the tableaux in Tn that have shape λ for λ ∈ Λn. A standard tableau T in Tn can be associated to
(or even identified with) a sequence of Young diagrams Y1, Y2, . . . , Yn, where for any i ∈ [n], Yi
consists of all the boxes in T that are filled with the integers 1,2, . . . , i, respectively.
3.3. Define a partial order  on the set Tn as follows. For Ti ∈ Tn, i = 1,2, let Yi1, Yi2, . . . , Yin
be the associated sequence of Young diagrams. We write T1  T2, if Y2k dominates Y1k for any
k ∈ [n], regarded as partitions. This defines a partial order on the set Tn. Clearly, the relation
T  T ′ in Tn implies ψ(T )ψ(T ′).
Example 3.4. Let T , T ′ be as in Fig. 3.
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Then the sequence of partitions associated to T (respectively, T ′) are
(respectively,
(1), (2), (2,1), (2,1,1), (2,2,1), (3,2,1), (3,3,1), (3,3,2), (4,3,2)
(1), (2), (2,1), (3,1), (3,2), (3,3), (3,3,1), (4,3,1), (4,3,2)).
We have T  T ′.
We write T t for the transpose of a tableau T : for any k ∈ [n], k is the (i, j)-entry of T if and
only if it is the (j, i)-entry of T t .
The following result follows by repeatedly applying (3.1.1).
Proposition 3.5. For X,Y ∈ Tn, we have X  Y if and only if Y t Xt .
Remark 3.6. In [3], Björner and Wachs defined a partial order 
B′
on Tλ, which is generated by
T <
B′
T ′ if T ′ = sij T , where i < j in [n], the entry i appears in an earlier row than the entry j in T ,
and the transposition sij acts on T by interchanging the positions of the entries i and j . It can be
shown that the restriction of our partial order  on Tλ coincides with 
B′
(see Proposition 5.9 and
Section 6).
4. Cells in Sn
Following [7] and [15], we describe cells of the group Sn in this section. Also, we complete
the proof of Proposition 2.9 (see 2.14 and 4.8).
4.1. Let Sn and S = {s1, s2, . . . , sn−1} be as in 2.1. Write any w ∈ Sn in its permutation form w =
(i1, . . . , in), where ij = (j)w for j ∈ [n]. We associate a pair of standard tableaux (P (w),Q(w))
of the same shape by the following Robinson–Schensted algorithm. Starting with the pair of
empty tableaux (∅,∅), iterate the following procedure n times. Assume that (Pk,Qk) has been
constructed after k < n steps. Now, if ik+1 is greater than all entries in the first row of Pk , then
place it at the end of that row (adding a new box). Otherwise, let z be the smallest entry of
the first row of Pk greater than ik+1. Let P ′k be the Young tableau obtained by deleting the first
row of Pk . Then Pk+1 is the tableau obtained from Pk by replacing z by ik+1 and by inserting
(recursively) the value z in the tableau P ′k . With this algorithm, a new box is created somewhere
and the left tableau Pk grows to Pk+1. Let the right tableau Qk grow to Qk+1 by placing k + 1
in the correspondingly located new box.
The whole procedure is best explained by an example. Let w = (2,5,1,3,4) ∈ S5. The various
steps in the formation of P(w) and Q(w) are as shown in Fig. 4. The last pair of tableaux is
(P (w),Q(w)). It is well known that Q(w) = P(w−1) for any w ∈ Sn and that for any T ∈ Tn,
the inverse image P−1(T ) (respectively, Q−1(T )) is a left (respectively, right) cell of Sn (see
[15, Subsection 1.7]).
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We see that the position of the entry k ∈ [n] of P(w) (respectively, Q(w)) is entirely deter-
mined by the subsequence ik1, . . . , ikk (respectively, i1, . . . , ik) of i1, . . . , in with {ik1, . . . , ikk} =
{1,2, . . . , k}. For w = (2,5,1,3,4) ∈ S5, the position of 3 in P(w) (respectively Q(w)) is deter-
mined by the sequence 2,1,3 (respectively, 2,5,1) (see Fig. 4).
4.2. We associate to any w ∈ Sn a partition φ(w) ∈ Λn which is the dual partition of the com-
mon shape μ = (μ1,μ2, . . .) of P(w),Q(w) (see [15, Subsection 1.7]). For example, we have
φ(w) = (2,2,1) for w = (2,5,1,3,4) ∈ S5 (see Fig. 4). The partitions φ(w) = (λ1, λ2, . . .)
and μ = (μ1,μ2, . . .) can also be described as follows. Call an increasing integer sequence
j1, j2, . . . , jr in [n] a w-chain (respectively, a w-cochain), if (j1)w > (j2)w > · · · > (jr)w (re-
spectively, (j1)w < (j2)w < · · · < (jr)w). Then the sum λ1 + · · · + λk (respectively, μ1 + · · · +
μk), k  1, is just the maximum possible cardinality for a union of k w-chains (respectively, k
w-cochains) in the set [n] (see [5, Theorem 1.5]). It is well known that for any λ ∈ Λn, the set
φ−1(λ) forms a two-sided cell of Sn (see [15, Subsection 1.7]).
4.3. Write w ∈ Sn in the permutation form w = (i1, i2, . . . , in). From the Robinson–Schensted al-
gorithm described in 4.1, we see that for any k ∈ [n], the positions of the entries 1,2, . . . , k in the
tableau P(w) (respectively, Q(w)) are entirely determined by the subsequence ik1, ik2, . . . , ikk
(respectively, i1, i2, . . . , ik) of i1, i2, . . . , in, where {ikh | h ∈ [k]} = {1,2, . . . , k}. Set wrk =
(i1, i2, . . . , ik) and wlk = (ik1, ik2, . . . , ikk) for any k ∈ [n]. Let X1(w),X2(w), . . . ,Xn(w) (re-
spectively, Y1(w),Y2(w), . . . , Yn(w)) be the sequence of Young diagrams associated to P(w)
(respectively, Q(w)). Then we see that the Young diagram Xk(w) (respectively, Yk(w)), when
regarded as a partition of k, is just the dual of φ(wlk) (respectively, of φ(wrk)) for any k ∈ [n].
This describes the tableaux P(w) and Q(w).
4.4. Recall the sets L(w) and R(w) defined in 1.2 for any element w of a Coxeter group W .
When W = Sn and i ∈ [n − 1], it is well known that si ∈ L(w) (respectively, si ∈R(w)) if and
only if (i)w > (i + 1)w (respectively, (i)w−1 > (i + 1)w−1).
For any i ∈ [n− 2], we write
DL(i) :=DL(si, si+1) and DR(i) :=DR(si, si+1) (see 1.7).
We see that w is in DL(i) if and only if either (i)w > (i + 1)w < (i + 2)w or (i)w < (i +
1)w > (i + 2)w holds. We can describe the set DR(i) in the same way with w−1 in the place
of w.
Two elements w,y ∈ Sn are left Knuth equivalent, written w≈
L
y, if they can be transformed
to each other by a sequence of left star operations. Similarly, we can define the relation of right
Knuth equivalence ≈ on Sn (see [20]).R
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Proposition 4.5. (See [7], [15, Subsection 1.7].) Let x, y ∈ Sn. Then
(1) x≈
L
y ⇐⇒ x ∼
L
y ⇐⇒ P(x) = P(y);
(2) x≈
R
y ⇐⇒ x ∼
R
y ⇐⇒ Q(x) = Q(y);
(3) x ∼
LR
y ⇐⇒ φ(x) = φ(y).
The following well-known result shows that the set L(x) (respectively, R(x)) for any x ∈ Sn
can actually be read out from the tableaux P(x) and Q(x) (see [2, Fact A3.4.1]).
Proposition 4.6. For any i ∈ [n− 1], the element si is in the set L(x) (respectively,R(x)) if and
only if the entry i occurs to the north or the northeast of the entry i + 1 in the tableau Q(x)
(respectively, P(x)).
4.7. For any T ∈ Tn, we write T (T ) for the set of all the elements si ∈ S such that the en-
try i is located to the north or the northeast of the entry i + 1 in T . For example, we have
T (P (w)) = {s1, s2, s3, s5, s6, s8} and T (Q(w)) = {s1, s4, s5, s8} for the element w ∈ S9 in Ex-
ample 5.6 (see Fig. 9). The equalities L(w) = T (Q(w)) and R(w) = T (P (w)) hold for any
w ∈ Sn by Proposition 4.6. For any i ∈ [n− 2], let D(i) be the set of all the standard tableaux T
in Tn with T (T )∩ {si, si+1} containing exactly one element. We write T ∗ for the unique tableau
in D(i) which is obtained from T by interchanging the positions of the entries either i + 1, i + 2,
or i + 1, i. In this case, we say that T ∗ is obtained from T by an {si , si+1}-star operation.
4.8. Now we continue to prove Proposition 2.9. Let y′,w′ ∈ Sr , r =
(
n+1
2
)
, be as in 2.14. We
must prove y′ ∼
LR
w′ in Sr . By Proposition 4.5 (3), it is enough to show the equations φ(y′) =
φ(w′) = (n,n− 1, n− 2, . . . ,2,1). Let w0 be the longest element in Sn. Let αn = R(n− 1, n−
1)R(n − 1, n − 2) · · ·R(n − 1,1) (see 2.14 for the notation) and βn = w0 · αn. By (1.7.5), we
have βn
L
y′,w′
L
αn. Hence φ(αn) φ(y′),φ(w′) φ(βn) by [18, Theorem B]. We need only
to prove the equations φ(αn) = φ(βn) = (n,n − 1, n − 2, . . . ,2,1). By 4.2, this can be seen by
the following permutation expressions:
αn =
(
1,3,6, . . . ,
(
n+ 1
2
)
,2,5,4,9,8,7, . . . ,
(
n+ 1
2
)
− 1,
(
n+ 1
2
)
− 2, . . . ,
(
n+ 1
2
)
− n+ 1
)
,
βn =
((
n+ 1
2
)
, . . . ,6,3,1,2,5,4,9,8,7, . . . ,
(
n+ 1
2
)
− 1,
(
n+ 1
2
)
− 2, . . . ,
(
n+ 1
2
)
− n+ 1
)
.
For example, we have
α5 = (1,3,6,10,15,2,5,4,9,8,7,14,13,12,11) = R(4,4)R(4,3)R(4,2)R(4,1)
= (s5s4s3s2)(s6s5s4 · s7s6s5s4)(s8s7 · s9s8s7 · s10s9s8s7)(s11 · s12s11 · s13s12s11 · s14s13s12s11),
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= w0(s5s4s3s2)(s6s5s4 · s7s6s5s4)(s8s7 · s9s8s7 · s10s9s8s7)
× (s11 · s12s11 · s13s12s11 · s14s13s12s11),
where w0 is the longest element in S5. Hence φ(α5) = φ(β5) = (5,4,3,2,1); this can be seen
by considering chains to calculate φ(α5), and cochains for φ(β5).
5. Tableaux T (w) for w ∈Σλ
In this section, we define the set Σλ for λ ∈ Λn (see 5.1). Each w ∈ Σλ can be associated to a
standard tableau T (w) of shape λ in a natural way. We show that T (w) is equal to the transpose
of Q(w), where Q(w) is the right tableau obtained from w by the Robinson–Schensted algorithm
(see 4.1 and Proposition 5.5). Then we study the action of some elements of Sn on the set Tλ and
describe the length of w ∈ Σλ in terms of T (w) (see Propositions 5.9, 5.13 and Theorem 5.11).
5.1. Identify any J ⊆ [n−1] with the corresponding subset {si | i ∈ J } of S. In particular, identify
[n− 1] with S.
For any λ = (λ1, . . . , λt ) ∈ Λn, let Jλ = J1 ∪ · · · ∪ Jr be such that Jk = {ak−1 + 1, ak−1 +
2, . . . , ak − 1} and ah =∑hi=1 λi for k,h ∈ [r], with the convention of a0 = 0, where r is the
largest integer satisfying λr > 1 if λ1 > 1. If λ1 = 1, we set Jλ = ∅. Let Σλ be the set of all the
elements w ∈ Sn with φ(w) = λ and R(w) = Jλ. Let wλ be the longest element in the subgroup
of Sn generated by Jλ. Then wλ is the unique shortest element in Σλ, and any element of Σλ has
the form xwλ with (xwλ) = (x)+ (wλ).
5.2. A standard tableau T is called the row tableau of shape λ = (λ1, λ2, . . .) if the entries in the
first row are 1,2, . . . , λ1, those in the second row are λ1 +1, λ1 +2, . . . , λ1 +λ2, etc. On the other
hand, T is called the column tableau of shape λ if the entries in the first column are 1,2, . . . ,μ1,
those in the second column are μ1 + 1,μ1 + 2, . . . ,μ1 +μ2, etc., where μ = (μ1,μ2, . . .) = λ′.
For example, the left (respectively, right) tableau in Fig. 5 is the row (respectively, column)
tableau of shape (5,4,2).
The following result characterizes the set Σλ for any λ ∈ Λn.
Lemma 5.3. In the above setup, let μ = (μ1, . . . ,μt ′) be the dual partition of λ = (λ1, . . . , λt ).
(1) The element w ∈ Sn is in Σλ if and only if the following two conditions hold:
(a) (ak−1)w−1 < (ak−1 + 1)w−1 > (ak−1 + 2)w−1 > · · · > (ak)w−1 for k ∈ [t], where we
stipulate a0 = 0 and (0)w−1 = 0;
(b) (a1 + 1 − i)w−1 < (a2 + 1 − i)w−1 < · · · < (aμi + 1 − i)w−1 for i ∈ [t ′].
(2) The element w ∈ Sn is in Σλ if and only if P(w) is the column tableau of shape μ;
(3) The set Σλ forms a left cell of Sn.
Fig. 5.
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λ since (ak)w−1, (ak − 1)w−1, . . . , (ak−1 + 1)w−1 for k ∈ [t] are w-chains in [n] by (a). Then
under the assumption of condition (a), we have φ(w) = λ if and only if λ φ(w) if and only if
μ := λ′  φ(w)′ by (3.1.1); the latter holds if and only if the maximum possible cardinality for a
union of k w-cochains is not less than μ1 +· · ·+μk for any k  1 by 4.2. The last assertion is true
by [5, Theorem 1.5] since (a1 +1− i)w−1, (a2 +1− i)w−1, . . . , (aμi +1− i)w−1 for i ∈ [t ′] are
w-cochains in [n] by condition (b). This proves (1). Then (2) follows easily from Proposition 4.6
and from the description of the map φ : Sn → Λn in 4.3. Finally, (3) is an immediate consequence
of (2) by Proposition 4.5 (1). 
5.4. Let Bk = {ak−1 + 1, ak−1 + 2, . . . , ak} for k ∈ [t]. For a Young diagram Y , we write
ψ(Y ) = (ψ(Y )1,ψ(Y )2, . . .) for the associated partition. By the (i, j)-box of a Young diagram
(respectively, the (i, j)-entry of a tableau) Y , we mean the one located at the intersection of the
ith row (from the top) and the j th column (from the left) of Y .
To each w ∈ Σλ with λ = (λ1, . . . , λt ), we associate a tableau T (w) of shape λ whose (i, j)-
entry is (ai + 1 − j)w−1 for any i ∈ [t] and j ∈ [λi].
For example, the (i, j)-entry of the tableau T (wλ) is ai−1 + j . Hence T (wλ) is a row tableau
(see 5.2).
We see by Lemma 5.3 that T (w) is standard. In terms of Young diagrams, T (w) can
be identified with the sequence of Young diagrams Y1(w),Y2(w), . . . , Yn(w) obtained as fol-
lows. The Young diagram Y1(w) is the unique one of rank 1. Let 1 < m  n. Suppose that
we have got all the Young diagrams Yh(w) for h ∈ [m − 1] and that (m)w ∈ Bbm . Then the
Young diagram Ym(w) is obtained from Ym−1(w) by attaching one box at the right end of the
bmth row if ψ(Ym−1(w))bm  1, or by attaching one box at the bottom of the first column if
ψ(Ym−1(w))bm = 0 (in this case, Ym(w) has bm rows with the bmth row containing exactly one
box).
For example, let λ = (5,4,2). Then λ′ = (3,3,2,2,1). The left cell Σλ contains the element
w = (5,9,4,8,11,3,7,2,6,1,10) with the matrix form in Fig. 6, where B1 = {1,2,3,4,5},
B2 = {6,7,8,9} and B3 = {10,11}. Hence the corresponding sequence of Young diagrams
Y1(w), . . . , Y11(w) and the standard tableau T (w) are as in Figs. 7 and 8, respectively.
Proposition 5.5. For any w ∈ Σλ, we have T (w) = Q(w)t , where T t is the transpose of the
tableau T .
Proof. For any w ∈ Σλ, we see that P(w) is the column tableau of shape λ′ by Lemma 5.3 (2).
In applying the Robinson–Schensted algorithm to produce P(w) from w (see 4.1), there are
Fig. 6.
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n + 1 intermediate tableaux P0 = ∅, P1, . . . ,Pn = P(w), where for each j ∈ [n], Pj is obtained
from Pj−1 by inserting the number (j)w. We see by Lemma 5.3 (1) that in each Pk , an entry a
is in the hth column if a ∈ Bh. Thus when (j)w ∈ Bk , insert (j)w into Pj−1 is just to put the
number (j)w at the position (1, k), and at the same time knock all the entries in the kth column
one step down. Thus in the corresponding intermediate tableaux Q0 = ∅, Q1, . . . ,Qn = Q(w)
of producing Q(w), we see that for 1 < j  n, Qj is obtained from Qj−1 by attaching a box
at the bottom of the kth column if there was some box in the kth column before and by adding
a box to create a new kth column if not. Comparing with the process of producing the tableau
T (w) from w (see 5.4), we immediately obtain T (w) = Q(w)t . 
Let w ∈ Σλ. We have T (Q(w)) = S \ T (T (w)) (see 4.7) by Propositions 5.5 and 4.6. In
particular, for any i ∈ [n− 1], Q(w) ∈D(i) if and only if T (w) ∈D(i).
Example 5.6. Let w = (4,3,7,9,6,2,5,8,1) ∈ S9. Then w ∈ Σ432, B1 = {1,2,3,4}, B2 =
{5,6,7} and B3 = {8,9}. We have T (w) and (P (w),Q(w)) in Fig. 9.
Clearly, we have T (w) = Q(w)t .
5.7. The process of producing T (w) from w is reversible. Let T0 ∈ Tλ satisfy λ = (λ1, λ2, . . . ,
λt ) ∈ Λn. Let μ := λ′ = (μ1, . . . ,μr). Set ak =∑kh=1 λh for k ∈ [t]. Let cij be the (i, j)-entry
of T0 for i ∈ [t] and j ∈ [λi]. Define an element w ∈ Sn by setting (cij )w = ai + 1 − j for all
i, j . Then we have w ∈ Σλ by Lemma 5.3 and T (w) = T0 by 5.4. So the map T : Σλ −→ Tλ
is bijective. This further implies that |Σλ| = |Tλ| = n!(∏ hij !)−1, where the pair (i, j) ini,j
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hij = λi +μj +1− i− j is the hook length of Yλ at the (i, j)-position (see [6, Theorem 2.3.21]).
5.8. Now we consider two elements w,y in the set Σλ such that one can be obtained from
the other by left multiplication by a transposition. First assume y = siw. Then T (siw) can be
obtained from T (w) by interchanging the entries i and i +1. By Propositions 4.6 and 5.5, we see
that (siw) < (w) if and only if the entry i is located to the southwest of i +1 in T (w). In terms
of Young diagrams, the sequence Y1(siw), . . . , Yn(siw) can be obtained from Y1(w), . . . , Yn(w)
by replacing Yi(w) by the unique Young diagram, say Y ′, such that Y ′ = Yi(w) and Yi−1(w) ⊂
Y ′ ⊂ Yi+1(w), where for two Young diagrams X,X′, the notation X ⊂ X′ means X = X′ and
ψ(X)h ψ(X′)h for all h 1 (see 5.4).
For the (h, k)-entry a of the tableau T (w), we write ra(w) = h and ca(w) = k.
Next assume y = sijw in Σλ, where i < j are in [n], and sij is the transposition of i and j .
Then we have w < y if and only if (i)w < (j)w by [2, Section 2.1]. When the equivalent con-
ditions hold, let bij (w) be the number of integers h with i < h < j and (i)w < (h)w < (j)w;
we have (y) = (w) + 2bij (w) + 1 by [15, Lemma 4.2.2]. By the definition of the map T ,
we see that T (y) can be obtained from T (w) by interchanging the entries i, j and that bij (w)
is equal to the number of entries k of T (w) with i < k < j and ri(w) < rk(w) < rj (w) and
ci(w) > ck(w) > cj (w). Then by Propositions 4.6, 5.5 and the assumption of w,y ∈ Σλ, we get
the following result.
Proposition 5.9. Keep the notation in 5.8. Let w = sij y be in Σλ for some λ ∈ Λn and some
i < j in [n]. Then
(1) the tableau T (y) can be obtained from T (w) by interchanging the entries i, j ;
(2) we have w < y if and only if both ri(w) < rj (w) and ci(w) > cj (w) hold.
When the equivalent conditions hold, we have (y) = (w)+ 2bij (w)+ 1, where bij (w) is equal
to the number of entries k of T (w) with i < k < j , ri(w) < rk(w) < rj (w) and ci(w) > ck(w) >
cj (w).
5.10. For any T ∈ Tn and any (h, k)-entry a of T , we write ra(T ) = h and ca(T ) = k. A pair
i, j ∈ [n] with i < j is called an inversion in T if ri(T ) > rj (T ) and ci(T ) < cj (T ) hold. Let
n(T ) be the number of inversions in T . We denote n(T (w)) simply by n(w) for any w ∈ Σλ. For
any λ = (λ1, . . . , λr) ∈ Λn, we write
n(λ) =
r∑
k=1
(
λk
2
)
and m(λ) =
λ1−1∑
j=1
μj−1∑
i=1
(λi − j)(μj − i).(5.10.1)
Consider all ordered box pairs (b, b′) in the Young diagram Yλ of shape λ with b′ located to
the northeast of b (called invertible box pairs). Then (λi − j)(μj − i) is equal to the number of
invertible box pairs (b, b′) with b′ in the ith row and b in the j th column. So the total number of
invertible box pairs in Yλ is m(λ).
Now we give a formula for the length of any w ∈ Σλ in terms of T (w).
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(1) (w) = n(λ)+ n(w);
(2) n(w) = 0 and w = wλ if T (w) is the row tableau, and n(w) = m(λ) (we denote w by mλ in
this case) if T (w) is the column tableau.
Proof. (1) By Lemma 5.3 (2), we see that Q(w−1) = P(w) is the column tableau of
shape λ′. By the Robinson–Schensted insertion algorithm (see 4.1), the permutation form
((1)w−1, . . . , (n)w−1) of the element w−1 can be obtained from the tableau P(w−1) = Q(w) =
T (w)t by reading its entries column-by-column from left to right and also from bottom to top
in each column. (For example, let w ∈ S9 be as in Example 5.6. Then the permutation form
(9,6,2,1,7,5,3,8,4) of w−1 can be read out from the tableau Q(w) in Fig. 9 in the above
way.) We know that (w−1) = (w) is equal to the number of w−1-inversions, where by a w−1-
inversion, we mean a pair i < j in [n] with (i)w−1 > (j)w−1. We also see that n(λ) (respectively,
n(w)) is equal to the number of w−1-inversions i < j with (i)w−1, (j)w−1 being in the same
(respectively, different) row of T (w). This implies our result.
(2) The first assertion is immediate from (1). Thus it remains to show n(w) = m(λ) if T (w)
is the column tableau. But this follows by the fact that n(w) is equal to the number of invertible
box pairs in the Young diagram Yλ (see 5.10). 
There is a formula for the number m(λ).
Lemma 5.12. Write λ = λa11 λa22 · · ·λatt with λ1 > λ2 > · · · > λt > 0 and ai > 0 for any i ∈ [t].
Then we have
m(λ) =
t∑
k=1
[(
ak
2
)(
λk
2
)
+
∑
1i<k
[
λiλk −
(
λk + 1
2
)]
aiak
]
.(5.12.1)
Proof. To check this formula, one need only count the numbers of the invertible box pairs in
some different regions of the Young diagram Yλ. We see that the number of invertible box pairs
(b, b′) with both boxes b, b′ contained in the rectangle λakk (k ∈ [t]) is
(
ak
2
)(
λk
2
)
and that the
number of invertible box pairs (b, b′) with b contained in the rectangle λakk and b′ in λ
ai
i (1 i <
k  t) is (λk2 )aiak + λkak(λi − λk)ai , i.e., [λiλk − (λk+12 )]aiak . This implies formula (5.12.1) by
the fact that m(λ) is equal to the number of all invertible box pairs in Yλ (see 5.10). 
Note that the equation m(λ) = m(λ′) holds for any λ ∈ Λn.
In general, we cannot always expect the relation sij (Q(w)) = Q(y) when the relation y =
sijw in Sn holds for some i < j in [n], where for a tableau T , the notation sij (T ) stands for the
tableau obtained from T by transposing the entries i, j . We cannot expect this even when w∼
L
y:
the tableau sij (Q(w)) might be not standard. However, we have
Proposition 5.13. We have Q(x)∗ = Q(∗x) for any x ∈ DL(i) with i ∈ [n − 2], where ∗x is
obtained from x by a left {si, si+1}-star operation, and Q(x)∗ is obtained from Q(x) by an
{si , si+1}-star operation (see 4.7).
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obtained from T (x) by interchanging the entries j and j + 1 by Proposition 5.9 (1). This implies
T (x)∗ = T (∗x) by 4.7. So the claim follows by Proposition 5.5.
Next consider the general case. Let φ(x) = λ ∈ Λn. By (2.1.3), there exists a unique y ∈ Σλ
with y ∼
R
x. Then Q(y) = Q(x) by Proposition 4.5 (2). Let ∗x, ∗y be obtained from x, y by
a left {si, si+1}-star operation, respectively. Then ∗x ∼
R
∗y by (1.7.2). Hence Q(x)∗ = Q(y)∗ =
Q(∗y) = Q(∗x) by the above claim and Proposition 4.5 (2). 
Remark 5.14. (1) By (2.1.1) and Proposition 5.13, we see that for any λ ∈ Λn, the set Tλ is
transitive under the star operations in the following sense: for any two T ,T ′ ∈ Tλ, there exist
some T0 = T ,T1, . . . , Tr = T ′ in Tλ for some r  0 such that Ti can be obtained from Ti−1 by a
star operation for every i ∈ [r].
(2) Let x ∈DL(i) and ∗x = sx for some s ∈ {si , si+1}. The equation s · Q(x) = Q(sx) does
not hold in general. For example, the element x ∈ S5 with ((1)x, . . . , (5)x) = (2,5,1,4,3) is in
DL(3). We have ∗x = s3x and Q(s3x) = s4Q(x). But s ·Q(x) = Q(sx) holds when x ∈ Σλ and
λ ∈ Λn by Proposition 5.9 (1).
(3) It is interesting to generalize Theorem 5.11 by finding some formulae for the length func-
tion (w) in terms of the tableau pair P(w), Q(w) for more elements w than those in the set⋃
λ∈Λn Σλ.
6. Bruhat–Chevalley order on the set Σλ
In the present section, we describe the Bruhat–Chevalley order relations y w on the set Σλ
in terms of tableaux T (w),T (y) (see Theorem 6.4).
6.1. For any w ∈ Sn and any k ∈ [n], let ak1(w), ak2(w), . . . , akk(w) be the arrangement of the
numbers (1)w, (2)w, . . . , (k)w in increasing order. Then the following result is well known.
Proposition 6.2. (See [4].) We have w  y in Sn if and only if aki(w)  aki(y) for any i  k
in [n].
6.3. Let λ,μ ∈ Λn. We say that λ covers μ if μ < λ and if there does not exist any ν ∈ Λn
with μ  ν  λ. It is known that if λ covers μ with μ = (μ1, . . . ,μt ) then there exist some
i < j in [t] such that λ = (μ1, . . . ,μi−1,μi + 1,μi+1, . . . ,μj−1,μj − 1,μj+1, . . . ,μt ), where
μi−1 > μi = μi+1 = · · · = μj > μj+1.
Take any w ∈ Σλ with Y1(w), . . . , Yn(w) the sequence of Young diagrams associated to T (w)
(see 3.2 and 5.4). Let Fk(w) = {aki(w) | i ∈ [k]} for k ∈ [n]. Then Fk(w) ∩ Bj contains exactly
the ψ(Yk(w))j (see 5.4) largest numbers in the set Bj . More precisely, Fk(w) ∩ Bj = {aj , aj −
1, aj − 2, . . . , aj + 1 −ψ(Yk(w))j }, where aj :=∑ji=1 λi and λ = (λ1, λ2, . . .).
For example, let w = (5,9,4,8,11,3,7,2,6,1,10) ∈ Σ(5,4,2) be as in 5.4 and let k = 6.
Then F6(w) = {3,4,5,7,8,11}. We have (ψ(Y6(w))1,ψ(Y6(w))2,ψ(Y6(w))3) = (3,2,1) and
(F6(w)∩B1,F6(w)∩B2,F6(w)∩B3) = ({3,4,5}, {7,8}, {11}).
Let E be a totally ordered finite set. For any r  |E|, let Er be the set of all the subsets X of
E with |X| = r . For any X = {x1 < x2 < · · · < xr} and Y = {y1 < y2 < · · · < yr} in Er , we say
that X dominates Y , if xk  yk for any k ∈ [r]. This defines a partial order on the set Er . Then
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k  1.
Theorem 6.4. Let w,y ∈ Σλ for some λ ∈ Λn. Then w  y if and only if T (y) T (w).
Proof. First assume that Yk(w) covers Yk(y) (note that here we identify a Young diagram with
the corresponding partition) for some k ∈ [n] and Yh(w) = Yh(y) for any h = k in [n]. Then
Fh(w) = Fh(y) for any h = k in [n] and that the set Fk(w) can be obtained from the set Fk(y)
by an operation of the following kind:
(6.4.1) Replacing a number in Bi by a number in Bj for some i > j .
So Fk(y) dominates Fk(w). This implies by transitivity that if Yk(w) dominates Yk(y) for any
k ∈ [n], then Fk(y) dominates Fk(w) for any k ∈ [n]. By Proposition 6.2, this further implies that
if T (y) T (w) then w  y.
Next assume w  y. Then by Proposition 6.2, Fk(y) dominates Fk(w) for any k ∈ [n]. That
is, aki(w)  aki(y) for any i  k in [n]. Assume aki(x) ∈ Bbki (x) and H(x, k,h) = {j ∈ [k] |
bkj (x)  h} for x ∈ {w,y}, k ∈ [n] and h ∈ [t], where t is the number of parts of λ. Then we
have bki(w)  bki(y) for i  k in [n], and hence H(y, k,h) ⊆ H(w,k,h). This implies by 6.3
that for h ∈ [t],
ψ
(
Yk(y)
)
1 + · · · +ψ
(
Yk(y)
)
h
= ∣∣H(y, k,h)∣∣ ∣∣H(w,k,h)∣∣
= ψ(Yk(w))1 + · · · +ψ(Yk(w))h.
Hence Yk(w) dominates Yk(y) for k ∈ [n]. So T (y) T (w). 
6.5. We see that wλ (respectively, mλ) is the unique minimal (respectively, maximal) element in
Σλ under the Bruhat–Chevalley order (see 5.1 and Theorem 5.11).
A subset X of Sn is a left interval, written [u,v]L, if there exist some u,v ∈ Sn such that X
is the set of all the elements x of Sn such that (x) = (u) + (xu−1) = (v) − (vx−1). We
see by [3, Theorems 7.1 and 7.5] that Σλ is the left interval [wλ,mλ]L and that for any w < y
in Σλ, there exists a sequence x0 = w,x1, . . . , xr = y in Σλ with some r  1 such that xi =
shi ,ki xi−1 and (xi) = (xi−1) + 1 for every i ∈ [r] with some hi = ki . Thus by Proposition 5.9
and Theorem 6.4, this amounts to saying that for any T < T ′ in Tλ, there exists a sequence
T0 = T ,T1, . . . , Tr = T ′ in Tλ with some r  1 such that Ti = shi ,ki Ti−1 for every i ∈ [r], where
hi > ki , the entry hi is located to the northeast of the entry ki in Ti−1, and there is no entry mi
(ki < mi < hi ) that lies to the northeast of the entry ki and simultaneously to the southwest of
the entry hi in Ti−1.
Example 6.6. Let y = (4,3,7,9,6,2,5,8,1) and w = (4,3,7,2,6,5,9,1,8) be in S9. Then
T (y) = T and T (w) = T ′ with T ,T ′ as in Fig. 3. We have w < y since T (y) < T (w). We also
have a sequence of standard tableaux connecting T ,T ′ in Fig. 10.
7. More on the joint relations on Sn
In Section 2, checking the relations w—z for w ∼
LR
z in Sn was reduced to the case where w
is an involution and z satisfies conditions (i)–(iii) in 2.7. In the present section, we introduce one
J.-y. Shi / Journal of Algebra 319 (2008) 3197–3221 3219Fig. 10.
more way to check the relation w—z for w ∼
LR
z in Sn. More precisely, we reduce ourselves to
the case where both w and z are in the set Σλ for some λ ∈ Λn.
7.1. By (1.3.1), we know that if w∼
L
y in Sn then R(w) = R(y). Let L be a left cell of Sn.
Then it makes sense to write R(L) := R(w) for any w ∈ L. Hence L ⊂ DR(i) if and only if
R(L) ∩ {si, si+1} contains exactly one element. When the equivalent conditions hold, we can
define L∗ to be the set of all the elements each of which is obtained from some element of L by
a right {si , si+1}-star operation. By (1.7.2) and (2.1.1), we see that L∗ is also a left cell of Sn.
We say that L∗ is obtained from L by a (right) star operation. We see by (2.1.1) that any two
left cells in the same two-sided cell can be obtained from each other by a sequence of right star
operations.
Theorem 7.2. If φ(w) = φ(y) and w—y for w,y ∈ Sn, then exactly one of the following condi-
tions holds:
(1) P(w) = P(y), and either Q(w) < Q(y) or Q(y) < Q(w) holds;
(2) Q(w) = Q(y), and either P(w) < P(y) or P(y) < P (w) holds.
Proof. We have w ∼
LR
y by Proposition 4.5 (3) and the assumption of φ(w) = φ(y). Then by
(1.6.2) and the assumption of w—y, we see that either w∼
L
y or w∼
R
y holds. First assume w∼
L
y.
Then P(w) = P(y) by Proposition 4.5 (1). Let λ = φ(w). By (1.3.1), we see that w,y are either
both in or both not in the set Σλ. When w,y ∈ Σλ, we have Q(w) < Q(y) (respectively Q(y) <
Q(w)) according as w < y (respectively y < w) by Theorem 6.4, Propositions 5.5 and 3.5.
Now assume w,y /∈ Σλ. By (2.1.1) and (2.1.5), the elements w,y can be transformed to some
w′, y′ ∈ Σλ respectively by the same sequence of right star operations. Hence w′—y′ by the
assumption of w—y and (1.7.1). So either Q(w′) < Q(y′) or Q(w′) < Q(y′) holds by the above
discussion. By (1.7.2), we have w∼
R
w′ and y ∼
R
y′. So we have Q(w) = Q(w′) and Q(y′) =
Q(y) by Proposition 4.5 (2). This implies that condition (1) holds. Similarly, we can show that
condition (2) holds if w∼
R
y. 
Theorem 7.3. Assume that T = T ′ are in Tλ and that w ∈ Q−1(T ) and y ∈ Q−1(T ′) satisfy
the relation w—y. Then for any w′ ∈ Q−1(T ) and y′ ∈ Q−1(T ′), we have w′—y′ if and only if
P(w′) = P(y′).
Proof. We have φ(w′) = φ(y′) = λ′ and so w′ ∼
LR
y′ by Proposition 4.5 (3). Then the impli-
cation “⇒” follows by Theorem 7.2 and the assumptions that w′—y′ and Q(w′) = T =
T ′ = Q(y′). For the implication “⇐”, note that P(w) = P(y) by Theorem 7.2. So we have
w′ ∼y′ ∼y ∼w∼w′ by Proposition 4.5 and the assumptions that P(w′) = P(y′), Q(w) =L R L R
3220 J.-y. Shi / Journal of Algebra 319 (2008) 3197–3221Q(w′) and Q(y) = Q(y′). The element w can be obtained from w′ by a sequence of right star op-
erations by (2.1.1). Let y′′ ∈ Sn be obtained from y′ by the same sequence of right star operations
as w from w′. Then we have
y′′—w ⇐⇒ y′—w′(7.3.1)
by repeatedly applying (1.7.1). Now y′′ ∼
L
w∼
L
y ∼
R
y′ ∼
R
y′′ by (1.7.2). Hence y′′ = y by (2.1.3)
and by the fact that both y and y′′ are in Lw ∩ Ry , where Lw (respectively, Ry ) denotes the left
(respectively, right) cell of Sn containing w (respectively, y). This implies w—y′′ since w—y.
Hence w′—y′ by (7.3.1). 
7.4. Let Ω be a two-sided cell of Sn with φ(Ω) = λ ∈ Λn. Let w = y be in Ω . By Theo-
rem 7.3, the problem of checking the relation w—y can be reduced to the case where both
w and y are in Σλ as follows. First we calculate (P (w),Q(w)) and (P (y),Q(y)). We have
(P (w),Q(w)) = (P (y),Q(y)) by the Robinson–Schensted bijection between the set Sn and
the set of pairs of standard tableaux of the same shape and of rank n. If P(w) = P(y) and
Q(w) = Q(y), then w
L
y and w
R
y by Proposition 4.5. Hence w and y are not joint by (1.6.2).
Now assume P(w) = P(y) (the case of Q(w) = Q(y) can be dealt with similarly). Then w∼
L
y
by Proposition 4.5 (1). By (2.1.1) and (2.1.5), we may transform w,y to some w′, y′ ∈ Σλ re-
spectively by the same sequence of right star operations. Then w—y if and only if w′—y′ by
(1.7.1). Therefore, checking the relation w—y is equivalent to checking the relation w′—y′.
As Robinson–Schensted algorithm is much easier computationally, the above reduction sig-
nificantly simplifies the problem of checking the joint relation among elements of the group Sn.
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