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The first part of this study focuses on the Asian markets [10]. This is to 
see the relationships among the local Asian markets. Then, the inclusion of 
the US indices is carried out in the research and its effects on the opening 
price are also studied there [8]. The time-dependence nature of the correla-
tions among the markets is studied in the final part of the research [11] and 
9]. Hybrid system has been built for modelling such a time-dependent rela-
tionship among the markets with evolutionary computation [6]. Dual-listing 
indices have also been studied [4]. 
Neural network has played a more and more active role in the forecasting 
field. And, for the experts in the financial economics, they have employed 
various econometric tests (like the VAR method) for the analysis of the in-
terdependence of multivariate factors in the stock markets. While taking 
different weighting of the input variables can make predictions of various ac-
curacies, it is desirable to employ the most suitable expert at its fittest time. 
This task is achieved by the evolutionary computation. Combining these 
three procedures together, the hybrid VAR-NN-EC system for the predic-
tion is designed to automate the process of selecting input variables, expert 
predictions and the evaluations of various predictions. 
Keywords: hybrid system, neural network, evolutionary com-
putation, VAR method, Asian Pacific financial markets 
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The motivation for this study is to find out the interdependence relationships 
among the markets in the Asian Pacific region. From the previous studies, it 
has been found out that there are correlation between the stock markets in the 
Pacific Region, namely, Hong Kong, Korea, Japan, Australia and Singapore. 
Some market's index leads while others lag behind. The method they use 
is the traditional econometric VAR method. Based on these VAR results, 
it is attempted to employ non-parameter method NN for the prediction, as ^ 
such relationship is highly nonlinear and dynamics. Different from previous 
papers, not only the indices themselves, but also the interrelationship of their 
standard deviations (SD) has also been studied by both VAR and neural 
network. Both methods show positive results that correlation exists among 
the markets and better predictions can be made with the incorporation of 
the leading markets [8 • 
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1.1 Overview 
In these two papers [16，21], the relationship between the US and the Asian 
markets has been studied. Briefly, the monthly data between US's stock and 
interest rate and the HK's and SK's stock market has been studied using 
OLS. And the US stock market and Asian markets are investigated with 
daily data using VAR. 
In Gokce's paper [31], he has tried to determine the relationship between 
US's stock market and macroeconomic factors like the interest rate (T-bill 
yields here) and the stock markets in US and Latin America. He has used the 
weekly data before the Mexico financial crisis in 1994. Positive relationship 
has been found for the stock markets while negative relationship of various 
degree has been found between the US's interest rate and Latin American's 
stock market is observed. In this study, the similar econometric models 
ti'dve been employed but the influences of the T-bill yields have not been 
included. Instead, the focus has been on the analysis on the transmission of 
the index price movements among the markets and on the modelling of these 
relationship with hybrid econometric and computational intelligent methods. 
Similar VAR models have confirmed that the correlation between differ-
ent stock markets is statistically significant, which is to be shown in the first 
part of this study. So are their standard deviations. On tops of these finding, 
the neural network models are employed to form predictions from their his-
torical data. Positive results of varied degree are found. So are the standard 
deviations of the stock markets, which have not been studied in the previous 
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paper. The standard deviation can be viewed as a measure of the risk level 
and is very important in the calculation of option prices. 
1.2 Topics of this Study 
The first part of this study has focused on the Asian markets only while the 
US markets are excluded [10]. This is to see the relationships among the 
local Asian markets. Then, the inclusion of the US indices is carried out in 
the research and its effects on the opening price are also studied [8]. The 
time-dependence nature of the correlations among the markets is studied in 
the final part of the research [11] and [9]. Hybrid system has been built 
for modelling such a time-dependent relationship among the markets. The 
characteristics of the dual-listing indices are also studied in the later part of 
this thesis. 
1.3 Econometric Analysis 
Econometric analysis includes methods like linear regression, nonlinear re-
gression, generalized regression, panel data study, systems of regression equa-
tions and regressions with lagged variables etc. Among these many methods, 
VAR is used in this research. 
According to William H. Greene [20], the econometric analysis begins 
with a set of propositions about some parts of the economy. It is to specifies 
a set of precise, deterministic relationships among variables. These empirical 
studies can provide estimates of unknown parameters in the model. 
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1.4 Computational Intelligence 
1.4.1 Overview 
There have been different names and definitions given to this artificial intelli-
gent fields (AI) [18]. According to the recent IEEE Neural Networks Council 
in 1996, AI refers to the study of how to make computers do things at which 
people are doing better. 
Among the AI field, Computational intelligence (CI) is a sub-field of 
AI. And it includes methods like neural network (NN) [32], evolutionary 
computation (EC), swarm intelligence (SI) and fuzzy systems (FS). Among 
these, neural network and and evolutionary computation are used in this 
research. 
Computational intelligence mainly refers to the mechanism that has the 
the learning ability and can adapt to new situations. It also has the capa-
bility to generalize, abstract, discover and associate. There have been many 
successfully reports of applying CI in solving real-world problems. Financial . 
field is one of these many fields that are employing hybrid CI system to build 
models. 
1.4.2 Successful Cases of Applying CI in Time Series 
Analysis 
The adopting of neural networks for time series analysis began in the mid-
1980s [25]. Lapedes and Farber (1987) [26] were among the first explicit uses 
of the neural networks in this field. They demonstrated that feed-forward 
neural networks could be useful in modeling deterministic chaos. Since then, 
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there have been more and more researches on the predictability of the neural 
networks for asset pricing movement. 
Among these researches, there have been the comparisons of the neural 
networks with the classical regression models. The results show that in most 
cases the neural networks were better, or at least were equivalent to classical 
techniques. 
In [22], a total of 111 sets of time series data were analyzed and the neural 
networks were found to be superior to classical models in these data sets. In 
30], a total of also 111 sets of time series data were used and the neural 
networks again out-performed Box-Jenkins methods. 
Since the 90，s, there has been a rapid expansion of researches done on 
the commercialization of the genetic algorithm. It has been used in the fields 
like portfolio optimization, bankruptcy prediction, financial forecasting, and 
scheduling etc. The adopting the genetic algorithiTi for linancial time 
series analysis can be found, for example, in an early paper of Goonatilake 




2.1 Market Descriptions 
2.1.1 Overview of the Markets 
Here, we are going to see briefly how the markets perform in our study period. 
Figure 2.1 to 2.5 shows us the market trends of Hong Kong, Singapore, S&P, 
Nasdaq 100 and Dow Jones. We can observe that for all these markets, 
there is an upward trend m.the 90's. Hong Kong'? and Singapore's markets 
are more volatile than the US. We are going to investigate this relationship 
deeper in the following paragraphs. 
The period of the following figures is from 3th May 1990 to 3th May 
2002. The x-axis label 1000 refers to the date 2nd March 1994. Label 2000 
refers to the date 31st December 1997 while label 3000 refers to 31st October 
2001. The original data of the stock markets are used here. It is because, in 
technical analysis, there exist different levels like resistance level and support 
level. And the analysis has used original index data mostly. Here, the study 
has drawn a similar comparison of neural network with technical analysis of 
6 
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Figure 2.1: Plot of HNGKNGI 
its capability of recognizing the trading patterns. Thus, the original data is 
employed. The tests of the return rate time series of the markets liave also 
been done on some data sets and it has found that the results are more or 
less similar with the results using the original data. 
The sample mean of the Hong Kong Hi?n.g Soxig Index at this period is 
9716.72. The standard deviation is 3869.05. Its skewness is -0.0442 while 
the kurtosis is -0.81210. The Box-Jenkins test shows that all of the first to 
fourth lags are significant with 5% significance level. 
The sample mean of the Singapore Straits Time Index at this period is 
1620.14. The standard deviation is 375.04. Its skewness is -0.2418 while the 
kurtosis is -1.0945. The Box-Jenkins test shows that all of the first two lags 
are significant with 5% significance level. 
The sample mean of the S&P index at this period is 785.15. The standard 
deviation is 383.58 . Its skewness is 0.4255 while the kurtosis is -1.3705. The 
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Figure 2.3: Plot of S&P 
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Figure 2.4: Plot of NASAIOO 
Box-Jenkins test shows that all of the first and fourth lags are significant 
with 5% 
The sample mean of the Nasadaq 100 Composite Index at this period is 
1096.42. The standard deviation is 1012.71. Its skewness is 1.4642 while the 
kurtosis is 1.3902. The Box-Jenkir.s test shows that all of the first and fourth , 
lags are significant with 5% 
The sample mean of the Index at this period is 6369.85. The standard 
deviation is 3061.07. Its skewness is 0.2926 while the kurtosis is -1.5407. The 
Box-Jenkins test shows that all of the first and second lags are significant 
with 5% 
From the Box-Jenkins methodology, it is known that the first lag is signif-
icant for all the time series studied and it will be used in the later chapters. 
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Figure 2.5: Plot of DJINDUS 
2.2 VAR method 
The Vector Autoregression (VAR) techniques is used to assist the under-
standing of their interactions with each other [17]. In VAR modeling, there 
have been tools like Granger causality, impulse response function (IRF) and 
••‘ • • tr-
variance decompositions. The basic idea of VAR is to treat all variables sym-
metrically. Simply, VAR a multivariate system of equations such that we do 
not need to take the dependence versus independence into account. 
The VAR method is mainly used to investigate the relationship between 
different variables. Its advantage is that multiple variables can be investi-
gated at the same time and the interdependence can be tested automatically 
with the sophisticated statistically significance level. This characteristic is 
suitable for the research here to study the interactions among the Asian 
Pacific markets without pre-defined assumption. 
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2.2.1 Introduction 
The aim of the VAR is to treat each variable symmetrically. Here the case 
of two variables will be demonstrated first. For the simple bivariate case: 
oct = bio — bi2yt+ ruXt-i + ruyt-i + e^t 
Vt = ho - b2ixt+ r2iXt-i + r22yt-i + e讲 
where Xt and yt are affected by their current and last realizations of both 
sequences. The requirement here is that both sequences are stationary. The 
terms Cxt and Cyt are white-noise disturbances and uncorrelated. 
The above equations are called first-order VAR. It is because the longest 
lag length is one. This structure allows the existence of feedback between the 
variables since the variables are allowed to affect each other. As an example, 
&21 is the contemporaneous effect of the variable Xt on the variable yt. 
Using matrix algebra, the above equations can be written compactly as: 
Bzt = To + Tizt-i + e^  
where B, T, z, et are defined as followed: 
021 1 yt b20 
r 1 r -I ' 
±1 = ； and et = ； 
厂 21 r22 Cyt 
L J L 
The above equation is called the primitive form of VAR. The operation 
of pre-multiplying by changes the VAR model into its standard form: 
zt = Ao + Aizt-i + et 
where Jo, ^ i , and ct are defined as: 
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A) = B-'TO； = B-'Ti； et = B - � 
Now, the right sides contain only pre-determined variables and the error 
terms are serially uncorrelated with constant variance. So, the system can be 
estimated by applying OLS to each of the equations of the system. Moreover, 
it is noted that the OLS estimates are consistent and asymptotically efficient. 
2.2.2 Implementation of VAR by RATS 
In this study, the VAR modelling is computed with the software RATS. 
RATS is an econometric software tailor-made for the computation of time 
series data. 
In the building of the VAR models, it is necessary to determine the lag-
length of the structure. This can be done with either the Akaike or Schwarz 
information criteria, given by 
AIC = log\ Ep I + 2m?p/n, 1,2,…，K 
SIC = Ep I + (logn)m2p/n’ p = 1，2’ ...，K 
2.2.3 Impulse Response Functions 
Plotting the impulse response functions can enable the users to visually in- • 
spect the behavior of the time series data. The functions can be obtained as 
followed from the above matric form. 
With an addition notation: 
oo 
zt = u-\-Y^ A^t-i 
i=0 
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where 
u = [x y]' 
X 二 [ciio(l — ^22) + ai2a2Q]/6, 
y = [020(1 - ail) + 0'2iaio\/6, 
6 = {1- aii)(l - (222) -
the below equation can be obtained: 
厂 "I 厂 1 厂 n i 厂 "I 
QQ 
^t = X + 1 ail 0,12 eit-i 
_ Vt \ [ y J i=o a^Ti j [ e2t-i 
Writing the vectors of errors as followed: 
-1 � 1 � ] 
如 = [ 1 / ( 1 - 6—) ]‘卞 
—O2I 1 Cyt 
匕 J u J L 
Combining the above two equations together, we can have 
- 叫 二 [ 叫 +[1 / (1 — 6 — ) ] £ 卜 叫 1 i - 叫 卜 -
Vt \ [ y \ i=0 [ <^ 21 ^22 J [ -O21 1 � L EJ/F 
We can simplify the above notation by letting 
cf>i = [A\/(l-bub2i)] 
_ -021 1 
Then, it becomes 
- " i r " i r " i i「 -I 
而 = 无 ⑷ ^12(0 1 -bi2 e^t-i 
Vt y i=0 022(0 -^21 1 eyt-i 
• J L J L J L J L _ 
Finally, these four sets of coefficients � , < / > i 2 � ’ � and </)22� are 
obtained and they are the impulse response functions that we are looking 
for. 
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2.3 Neural Network 
2.3.1 Introduction 
The idea for the neural network is to mimic the working of our brain. It con-
sists of axons for inputs, synapses, soma, and axons for outputs [24, 27]. In 
the typical neural network, there are three layers-the input layer, the hidden 
layer and the output layer. All these layers are connected and the archi-
tecture of the neural network design is itself a field of worthy studies. To 
simplify the study here and to make comparison easier with other studies, the 
model employed is the back-propagation method, the most common struc-
ture among the neural network. Basically, it is a non-parametric modelling 
method that can deal with nonlinearities, while the nonlinear problems are 
the weakness of many econometric methods. 
The advantage of the neural network is that we do not necessarily pre-
deternune the relationship between inputs and outputs with the exact fiinc- ‘'. 
tional form. Instead, it is decided by the data. Theoretically, it can approx-
imate any functional forms of the input-output pair and can be used in the 
regression analysis. There are criticisms that, as the relationship among the 
variables is not known in advance, the network acts just like a black box. 
This is the motivation for the proposed hybrid system of neural network and 
econometric. 
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2.3.2 Supervised vs Unsupervised learning 
Generally speaking, neural network can be divided into two main categories, 
namely the supervised learning neural network and the unsupervised learning 
neural network. In the supervised NN, a set of input vectors, acting as the 
training set, and a set of target vectors, are required. The target vector is to 
guide the adjustments of the weighting in the neural network. The supervised 
learning mechanism is to try to find the functional mapping relationship 
between the input and the desired output vectors. The overall aim is to 
reduce the error of the network. The supervised learning NN includes types 
like standard multi-layer NNs, functional link NNs, simple recurrent NNs, 
time-dalay NNs and product unit NNs. The network in this study is the 
back-propagation network of the standard multi-layer NNs. This is for the 
ease of comparisons with other models. 
For the unsupervised learning, the relationships among the variables are 
going to discover without the help from the target vector. Basically, we 
can regard it as a clustering of the input space. It includes methods like 
Hebbian learning, principal component learning, learning vector quantizer 
and self-organizing feature maps. 
2.3.3 Back-Propagation network 
The back-propagation network is the most popular method for perfroming 
the supervised learning NN. The back-propagation can be regard as a non-
parametric modelling method which can deal with nonlinearities. It means 
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that the shape of the relationship between inputs and outputs is not pre-
determined by us. Instead, it is decided by the data. Theoretically, it can 
approximate any functional forms of the input-output pair and can be used 
in the regression analysis. 
In the back-propagation network, three-layer fully connected structure is 
used (fig. 2.6 to 2.8). Between the input layer and the output layer, there 
is one layer of hidden neurons. The training is accomplished in two stages. 
The first stage is the forward stage. And the second stage is the backward 
stage. 
The overall objective of the back-propagation learning is to minimize the 
error term of the network. The learning is implemented in the batch mode 
here. In the batch mode, adjustments are made to the free parameters of the 
network epoch-by-epoch. In one epoch, the network is exposed to the entire 
set of training examples. This mode is suited for nonlinear regression The 
adjustments of the parameters in each batch are to minimize the above error 
term. 
As said above, the first stage is the forward stage. During this stage, the 
weighting of the axons is fixed. The input signal is propagated through the 
network layer by layer, from the input layer to the hidden layer and then 
from the hidden layer to the output layer. 
In the hidden layer, there are the signal activation function to process the 
input data. Different types of activation functions can be used. There have 
been the linear function, step function, ramp function, sigmoid function, 
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CHAPTER 2. BACKGROUND 18 
sigmoid function, hyperbolic tangent and Gaussian function etc. The one 
used in this study is the sigmoid logistic function g(u), where 
9{u) = 1/(1 + l/exp(u)) 
This stage finishes with the computation of the error term: 
e[i]=力⑷ 一 z[i] 
where t[i] is the target response while z[i] is the actual response produced 
by the network. 
With the above error term, the weights of the parameters of the output 
layer are updated. Then, the other layers are updated one by one until 
the input layer. The goal is to reduce this error term. The details of the 
back-propagation algorithm are as followed: 
1. Present the input vector patterns to the network; 
2. Propagate the signals forwards, and calculate 
I J 
Uj = dQj + aijXi, Vk = + bjkyj, 
j=l 
Vj == = 1,…,J, ^k = 9{vk),k= 
3. Calculate the mean squared error 
E 二 2 — hn? 
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4. Update the weights according to the delta rule: 
N op 
5. Repeat the above steps until the error is less than a predefined value 
or for a predefined number of iterations. 
The above symbols are defined as followed: Uj is the input vectors, yj is 
the output values of the activation function, Zkis the output of the network, 
N is the number of examples in the data set, K is the number of outputs of 
the network, tkn is the A;th target output for the nth example, Zkn is the kth 
output for the nth example, A is the step length. 
2.4 Evolutionary Computation 
2.4.1 Motivation of Employing Evolutionary Compu-
tation 
In the stock market, there are different experts and they will make predictions 
basing on different assumption. It is a difficult task to select a suitable model 
for prediction. The objective here is to develop a system that can take over 
the task of an expert for the above model selection process. The system is 
expected to have the capability to learn which model should be employed at 
different periods. 
Previous studies [14] have recognized the close relationships between the 
economic learning models and models of evolutionary computation. The tac-
tic employed here is the genetic algorithm learning (GA) of the evolutionary 
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computation. The goal of the GA is to let the strategy with higher payoff to 
remain while that with lower payoff to disappear more likely. This methodol-
ogy is suitable for our evolutionary purpose. We can image that there exists 
many experts, who favor the different models dynamically as time passes. 
The evolutionary process come into play, as these imaginary experts with 
better prediction should survive more likely than the one with poor records. 
GA can be considered as a stochastic process [2] to search for a heuristic 
solution that best suits for the problem. The solutions set for the problem 
can be represented as the population of GA. Then, each solution can be re-
garded as a chromosome of the population. The genes inside the chromosome 
characterize the chromosome. The genes of the fitter chromosome are more 
likely to survive in each evolutionary cycle. In the evolutionary cycle, there 
are four main steps: 
1. Selection, which is to let the fittest to survive in the enlarged popula-
tion; 
2. Crossover, which is to produce child chromosome of genes from parent 
chromosomes; 
3. Mutation, which is to make stochastic changes to the chromosomes; 
4. Reproduction, which is to increase the population size by the above 
crossover and mutation process. 
The encoding and decoding of the problem set for this study here will be 
discussed later. 
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2.4.2 Brief Description 
The idea of evolutionary computation (EC) is inspired by the concept of 
natural evolution, which is formulated by Charles Darwin in the 19th cen-
tury. EC can be regarded as a broad collection of stochastic optimization 
algorithms that let the fittest to survive and the weak to die. 
EC contains algorithms like genetic algorithms, genetic programming, 
evolutionary programming, evolution strategies, differential evolution, cul-
tural evolution and co-evolution. The one employed here is a kind of simple 
genetic algorithm. 
In EC, the whole solution sets are called the population while an in-
dividual solution is referred to as a chromosome. In a chromosome, there 
exist different characteristics which is represented as the gene. They are cor-
responding to the different properties of an individual. There exist many 
generations in EC. The individuals V'li) try to reproduce in each generation. 
The survival of the genes will follow the process of what has said in the above 
section. 
2.4.3 Genetic Algorithm 
！ The first proposal of the genetic algorithm (GA) is made by John Holland, of 
the University of Michigan, in mid-1970s. Genetic algorithm models genetic 
evolution. The characteristics of each individual solution is expressed as 
genotypes. Genotypes are the term in GA which mean encoded solution. 
Other common terms are locus, alleles, phenotype. They mean position of 
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the gene, values of the gene and the decoded solution respectively. 
GA has the following properties. First, it works with a coding of the 
solution set, while not working with the solutions directly. Secondly, it search 
from a population of solution, instead of one solution. Thirdly, the fitness 
function (contains payoff values) is employed instead of the derivatives which 
are employed by many other optimization methods. Fourthly, it is a global 
search technique which depends on probability transition rules. 
The procedure codes of GA is as followed: 
1. Initialize P(t); 
2. Evaluate P(t); 
3. Recombine P(t) to yield C(t); 
4. Evaluate C(t); 
i _ 
5. Select P(t+1) from P(t) and C(t); 
6. Repeat the above three steps in the next generation t+1 until the ter-
mination condition is met. 
where t is the order of generation, P(t) is the population set at the gen-




Analysis of their 
Interdependence and SD 
3.1 Interdependence of the Asian Indices 
As the interrelationships between the different Pacific markets are going to 
study, the Vector Autoregression (VAR) techniques is used to assist the un-
derstanding of their interactions with each other. The VAR and IRF results 
are as followed. 
From these IRF figures 3.1 to 3.4, we can see how the four stock markets 
Hong Kong, Japan, Australia and Singapore response to the price movement 
of previous trading dates. Basically, IRF tells us, with the price movement 
of one standard deviation of a particular index, how large the other markets 
will response, also in term of its own standard deviation. The above figures 
show that the most prominent responses are the responses to their own past 
stock price. The second prominent responses are responses to Hong Kong. 
Japan is the third while Singapore seems to have least influence on other 
stock markets. The VAR results of table 3.1 also show similar results to 
23 
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Figure 3.1: Plot of Responses to HNGKNGI 
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Figure 3.2: Plot of Responses to JAPDOWA 
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Figure 3.4: Plot of Responses to SNGPORI 
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our above IRF figures. The significance level there tells us the probability 
that the hypothesis is found invalid. For example, with significance level at 
0.028 for the variable SNGPORI on HNGKNGI, it means that there is only 
statistically 2.8% of the independence of these two variables. In the order 
words, tlioy are likely to be correlated. ’, 
3.2 Forecasting Index Price with the Help of 
Neural Network 
The result of the forecasting made by Neural Network is as followed. It can 
be seen that we can use the Neural Network to assist us in the prediction of 
the stock market. All the series have used the first 12 to 611 data for training 
and then the next 200 data for the prediction validation. Figure 3.5 is an 
example of the first 30 data of the above predictions of the Japan market 
while table 3.2 is the detailed result analysis. 
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Table 3.1: VAR Results of the Stock Indices 
Dependent Variable HNGKNGI 
Usable Observations 3128 Degrees of Freedom 3127 
Centered R**2 0.997779 R Bar **2 0.997779 
F-Tests, Dependent Variable HNGKNGI 
Variable F-Statistic Signif 
HNGKNGI 32086.7500 0.0000000 
JAPDOWA 1.2100 0.3043429 
ASTFTIP 0.9137 0.4548928 
SNGPORJ 2.7283 0.0277406 
Dependent Variable JAPDOWA 
Usable Observations 3128 Degrees of Freedom 3127 
Centered R**2 0.995701 R Bar **2 0.995701 
F-Tests, Dependent Variable JAPDOWA 
Variable F-Statistic Signif 
HNGKNGI 0.0251 0.9987786 
JAPDOWA 83813.8749 0.0000000 
ASTFTIP 0.8473 0.4950404 
SNGPORJ 1.5470 0.1858209 . 
Dependent Variable ASTFTIP “ 
Usable Observations 3128 Degrees of Freedom 3127 
Centered R**2 0.998749 R Bar **2 0.998749 
F-Tests, Dependent Variable ASTFTIP 
Variable F-Statistic Signif 
HNGKNGI 2.8859 0.0212468 
JAPDOWA 0.9681 0.4237275 
ASTFTIP 99060.8497 0.0000000 
SNGPORJ 0.8801 0.4749010 
Dependent Variable SNGPORI ~ 
Usable Observations 3128 Degrees of Freedom 3127 
Centered R**2 0.996852 R Bar **2 0.996852 
F-Tests, Dependent Variable SNGPORI 
Variable F-Statistic Signif 
HNGKNGI 3.0093 0.0172171 
JAPDOWA 0.6812 0.6049297 
ASTFTIP 1.1490 0.3315422 
SNGPORI 53851.1409 0.0000000 
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Table 3.2: Prediction of the Stock Markets by NN 
Prediction Australia HK JP Singapore 
Mean Absolute Error 17.21 119.18 285.68 13.90 
Mean Index Value T558.31 6028.56 17921.63 1227.12 
Percentage Error 1.10% 1.98% 1.59% 1.13% 
Prom the above table, it can be seen that the prediction by neural network 
is quite satisfactory with 1% to 2% prediction percentage error. Hong Kong 
has the largest percentage error while Australia has the least. It may be due 
to the fact that Hong Kong's market is more volatile than Australia's. 
On the other hand, when trying to incorporate other countries' historical 
price into our NN model, the forecasting error has instead increased. It is 
amazing because we have only included the highly correlated indices (from 
the VAR results) into our model. For example, when Hong Kong's histori-
cal price is included in the prediction of Australia's market, the prediction 
percentage error has increased to 6.95%. More complicated NN system is 
needed to handle these multivariable cases. 
3.3 Interdependence of the Standard Devia-
tions of the Stock Indices 
The interrelationship of the stock markets' standard deviations (S.D.) was 
analyzed with the VAR model. The S.D. formulas we used here is to compute 
with of the last ten-days data of the index price. Similar results are obtained 
if we use the logarithm of the price changes instead of the index price. Their 
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Figure 3.6: Plot of Responses to HNGKNGI's SD 
IRF figures are shown below. It can be seen that Japan and Hong Kong has 
much more influence on the other market than the reverse way. 
From figures 3.6 to 3.9, it can be seen that its own stock market has largest 
influence on its standard deviation. Then, Hong Kong's standard deviation 
, has the second largest influence, followed by Japan, Austr'ilja ac d Singapore. 
The below table showing the VAR results also has similar observations. 
3.4 Using the Neural Network to Make Fore-
casting of the Standard Deviations 
From the VAR results above, we have found that there is a significant relation 
between the t-1 value and the current t value of the standard deviation. 
Neural network model is set up and the results are shown below. 
Prom the above table 3.4, it can be observed that the percentage errors 
are from about 14% to 21%. The most accurate one is Australian. Then, it 
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Table 3.3: VAR Results of the Standard Deviations of Stock Markets 
Dependent Variable HNGKNGLSD 
Usable Observations 3118 Degrees of Freedom 3117 
Centered R**2 0.953773 R Bar **2 0.953773 
F-Tests, Dependent Variable HNGKNGLSD 
Variable F-Statistic Signif 
HNGKNGLSD 7382.5999 0.0000000 
JAPDOWA_SD 5.7165 0.0001395 
ASTFT1P_SD 1.5597 0.1822918 
SNGPORI-SD 1.3767 0.2393946 
Dependent Variable JAPDOWA.SD 
Usable Observations 3118 Degrees of Freedom 3117 
Centered R**2 0.935880 R Bar **2 0.935880 
F-Tests, Dependent Variable JAPDOWA_SD 
Variable F-Statistic Signif 
HNGKNGLSD 0.6266 0.6434923 
JAPDOWA_SD 10618.0028 0.0000000 
ASTFT1P_SD 0.7474 0.5596704 
SNGPORI-SD 0.7165 0.58058b3 
Dependent Variable ASTFT1P_SD 
Usable Observations 3118 Degrees of Freedom 3117 
Centered R**2 0.922300 R Bar **2 0.922300 
F-Tests, Dependent Variable ASTFTIP—SD 
Variable F-Statistic Signif 
HNGKNGLSD 7.1796 0.0000094 
JAPDOWA_SD 0.5052 0.7319344 
ASTFT1P_SD 6792.3581 0.0000000 
SNGPORI-SD 0.6593 0.6202910 
Dependent Variable SNGPORLSD 
Usable Observations 3118 Degrees of Freedom 3117 
Centered R**2 0.954854 R Bar **2 0.954854 
F-Tests, Dependent Variable SNGPORLSD 
Variable F-Statistic Signif 
HNGKNGLSD 10.1240 0.0000000 
JAPDOWA_SD 0.2865 0.8868845 
ASTFTIP—SD 0.6608 0.6192594 
SNGPORI-SD 8006.3011 0.0000000 
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Figure 3.9: Plot of Responses to SNGPORFs SD 
Table 3.4: Prediction of the Standard Deviations by NN 
Prediction Australia HK JP Singapore 
Mean Absolute Error 2.63 23.87 50.98 2.75 
Mean Standard Deviati (^ 18.80 122.04 317.61 12.96 
Percentage Error 13.99% 19.56% 16.05% 21.21% 
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is Japan, Hong Kong and lastly Singapore. For all four cases, they are larger 
than the percentage errors of the stock markets themselves. It may be due 
to the more volatility nature of the standard deviation. 
3.5 Summary 
In this paper, the relationship of the stock markets of Australia, Hong Kong, 
Japan and Singapore has been studied. Their historical data has been used 
to form prediction by NN. The prediction errors of these markets have been 
compared. It is found out that the percentage error is between 1% and 2%. 
Different from the previous studies, the standard deviations of these re-
gional indices have also been studied. Standard deviations are used in the 
risk measurement and the option valuation. Its prediction by neural network 
can improve the option pricing and risk control. The percentage errors by 
our simple neural network have a range of 14 to 21%. Further study is needed i 
to reduce the percentage error. 
• End. 
Chapter 4 
Forecasting Opening Prices 
The interdependence of the stock markets in the Asian Pacific regions has 
been studied by econometric methods previously. It has been shown that 
there are statistically significant correlation between the stock markets in 
the Pacific Region, namely, Hong Kong, Korea, Japan, Australia and Sin-
gapore. The method they use is the traditional econometric VAR method. 
Some markets' index leads while others lag behind. Basing on these VAR re-
sults, in my previous study, it has been attempted to employ non-parameter 
method NN for the prediction, as such relationship between markets is highly 
nonlinear and dynamics. Here, the inter-correlation of markets is tested if 
they can assist in the prediction of the opening price of different markets. 
This is because different markets in the region have different opening hours. 
Two steps are used in the determination procedures. First, VAR method is 
used to identify the variables of highly correlation. Second, three-layer neural 
network is employed for nonlinear prediction by using the variables identified 
by VAR. The result shows that the error can be reduced by as much as 30%. 
In his paper, Gokce has tried to determine the relationship between US's 
34 
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stock market and macroeconomic factors like the interest rate (T-bill yields 
here) and the stock markets in US and Latin America. He has used the 
weekly data before the Mexico financial crisis in 1994. Positive relationship 
has been found for the stock markets while negative relationship of various 
degree has been found between the US's interest rate and Latin American's 
stock market is observed. In the other papers, the relationship between the 
US and the Asian markets has been studied. Briefly, in [2], the monthly data 
between US's stock and interest rate and the HK's and SK's stock market 
has been studied using OLS. The US stock market and Asian markets are 
investigated with daily data using VAR. 
Similar VAR models here have also confirmed that the correlation between 
different stock markets is statistically significant. So are their standard de-
viations. On tops of these finding, the neural network models are employed 
to form predictions. Positive results of varied degree are found. , 
As the VAR methods have shown that different markets have different 
degree of correlation, it is tested if systems can be developed here for the 
prediction of the opening price of the stock markets here. The VAR method 
is suitable in the identification stage as it does not require us to set up 
predetermined structure between the variables. For those variables that are 
statistically significant, they can serve as inputs in the prediction process 
using neural network. This would give more transparency to the neural 
network, which has sometimes been known as a black box. 
D A T A DESCRIPTIONSrThe daily stock data for the stock markets 
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in East Asia region, namely Hong Kong, JP, AU and SG have been used. The 
data is from 3rd May 1990 to 3rd May 2002, available from the DataStream 
and Reuters. The opening price data for Hong Kong and Japan are from 
Reuters of similar length. 
4.1 Step 1: Identificating of the Interdepen-
dence of the Opening Price on Different 
Stock Indices by VAR 
The interrelationship of the opening price of Hong Kong and Japan with 
different stock markets was analyzed with the VAR model. It can be seen 
that their opening price depends on its previous opening price and closing 
price with 5% statistical significance level. 
R-om the following table 4.1, it can be seen that the opening price of 
Hong Kong's market depends on its own previous opening and closing price 
over a long period (about 2000 trading days). Similar result is identified for 
the Japan market too. 
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Table 4.1: VAR Results of the Opening Prices Hong 
Kong and Japan with Different Stock Markets 
Dependent Variable JAPDOWA_PO 
Usable Observations 1901 Degrees of Freedom 1900 
Centered R**2 0.286975 R Bar **2 0.286975 
F-Tests, Dependent Variable JAPDOWA_PO 
Variable F-Statistic Signif 
JAPDOWA_PO 17.9230 0.0000000 
HNGKNGLPO 2.6876 0.0298239 
JAPDOWA 36.3518 0.0000000 
HNGKNGI 0.6715 0.6117364 
DJINDUS 0.3784 0.8241643 
Dependent Variable HNGKNGLPO 
Usable Observations 1901 Degrees of Freedom 1900 
Centered R**2 0.513522 R Bar **2 0.513522 
F-Tests, Dependent Variable HNGKNGLPO 
Variable F-Statistic Signif 
JAPDOWA_PO 0.2976 0.8796408 
HNGKNGLPO 47.5296 0.0000000 
JAPDOWA 0.3265 0.8603065 
HNGKNGI 44.0813 0.0000000 
DJINDUS 0.6635 0.6173790 
Dependent Variable JAPDOWA 
Usable Observations 1901 Degrees of Freedom 1900 
Centered R**2 0.991601 R Bar **2 0.991601 
F-Tests, Dependent Variable JAPDOWA 
Variable F-Statistic Signif 
JAPDOWA_PO 1.2707 0.2793184 
HNGKNGLPO 0.3887 0.8168623 
JAPDOWA 20699.1463 0.0000000 
HNGKNGI 0.2118 0.9319787 
DJINDUS 18.4522 0.0000000 
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Dependent Variable HNGKNGI 
Usable Observations 1901 Degrees of Freedom 1900 
Centered R**2 0.994585 R Bar **2 0.994585 
F-Tests, Dependent Variable HNGKNGI 
Variable F-Statistic Signif 
JAPDOWA_PO 1.2942 0.2700354 
HNGKNGLPO 0.0705 0.9909463 
JAPDOWA 1.7754 0.1311036 
HNGKNGI 19093.4244 0.0000000 
DJINDUS 43.6279 0.0000000 
Dependent Variable DJINDUS 
Usable Observations 1901 Degrees of Freedom 1900 
Centered R**2 0.998845 R Bar **2 0.998845 
F-Tests, Dependent Variable DJINDUS 
Variable F-Statistic Signif 
JAPDOWA_PO 0.0560 0.9941632 
HNGKNGLPO 1.3711 0.2415406 
JAPDOWA 0.5525 0.6972212 
HNGKNGI 1.4263 0.2227168 
，• . : DJINDUS 103858.1935 0.0000000 
4.2 Step 2: Using the Neural Network to 
Make Forecasting of the Opening Prices 
Prom the VAR results above, we have found that there is a significant relation 
between the t-1 value and the current t value of the opening price. The t-1 
value of closing price is also significant. Neural network model is set up and 
the results are shown below. HK_1 is the opening price (OP) prediction by 
its t-1 price only, while HK_2 by its t-1 opening and closing price. Similarly, 
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Table 4.2: Prediction of the Opening Price by NN 
" l^dic t ion H K � HK_2 J P � JP—2 
Mean Absolute Error 78.64 55.91 215.90 140.56 
"Mean Index Value 5 8 4 9 . ^ 5849.04 16998 "l6998 
Percentage Error 1.3446% 0.9559%~ 1.2701% 0.8269% 
JP_1 is by it t-1 opening price while JP_2 by both its t-1 opening and closing 
price. 
Prom the above table, it can be observed that the percentage errors are 
reduced by about one-third by including one more variable identified by the 
VAR method. 
4.3 Summary 
In this paper, the relationship of the opening price of a stock market with 
different stock markets has been studied. Their historical data has been used 
to form prediction by NN. The prediction errors of these markets have been 
compared. It is found out that the percentage error is between 1% and 2%. 
Different from the previous studies, two-steps procedures have been used 
• here for the study of open price. The first step is to identify variable of sta-
tistically significance. The second step is to use these variables for prediction 
by NN. The percentage errors by our simple neural network have a range 
of 0.8% to 1.4%. Generally, we can see that the two-variable input NN can 
reduce the percentage error by about 30%. Further study is needed to reduce 
the percentage error to an even larger degree. 





It has been found that neural network is suitable for prediction in the stock 
markets, while it is also well known that neural network acts more or less 
like a black box. This is a criticism made by many experts. In this paper, 
the neural network is used along with the econometrics in the loose-coupling 
form. The pi^rpose is to reveal more information from this hybrid system 
than that from working with neural network alone. Econometricians have 
employed many statistical methods to investigate the dynamics among the 
variables. VAR method has been developed for a while to investigate the 
relationship among the markets. Its advantage is its highly sophisticated 
testing of the hypothesis. With this VAR method, the result between the 
Asian countries with the US has been found to be positive in their recent 
research. While VAR method uses the whole sample period, in this paper, it 
has been suspected whether this kind of correlation among markets is time-
independent. The result is that it is time-dependent, sometimes affected 
largely by the local/regional events while at other times highly correlated 
41 
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with the US markets. The variables studied by the VAR method are then 
served as the input for the neural network to predict the stock price with 
highly correlated stock markets prices. It is found that this hybrid system 
with a mixture of the financial engineering and financial economic can im-
prove the predictability of the overall system by as much as 30% in another 
section for some indices in the simplified basis. 
The first part of this research devotes to the investigation of the dynamics 
of the stock markets with other regional markets and also US markets. In 
the previous part, the focus is on the Asian markets only. While here, the 
regional markets are Hong Kong, Singapore and Japan. The including of 
US market makes the analysis different from my previous study. This is 
because the influence of US market on the Asian markets is larger than 
the interdependence among any Asian markets. Our econometrical VAR 
results have confirmed the above finding and shown that the signaling of 
price changes has come from its most recent past prices and the US prices. 
For some regional countries, they also have interaction on each other too. 
While previous studies have focused only on the modeling of the interrela-
tion among the whole sample period, here it is tested whether the correlation 
between different markets are time-dependent. Our findings here pointed out 
that regional effects could significantly affect the magnitude of the correla-
tion. For example, before the Asian financial crisis, the correlation of Hong 
Kong and Singapore with the US is positive. The one between Hong Kong 
and US is in fact greater than 0.9. But, during the crisis, it becomes negative 
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instead. This means that, in our modeling of the stock markets movement, 
we have to take this time-dependence of the correlation into account. 
5.1 Overview of the Markets from the Pre-
spectives of VAR 
In VAR modeling, there have been tools like Granger causality, impulse re-
sponse function (IRF) and variance decompositions. The basic idea of VAR 
is to treat all variables symmetrically. Simply, VAR a multivariate system 
of equations such that we do not need to take the dependence versus in-
dependence into account. The IRF results are as followed in figure 5.1 to 
5.3, which show how the markets react to one standard deviation change of 
Nasdaq, DJI and S&P respectively. It is observed that Hong Kong and Sin-
gapore react with larger responses than Australia and Japan to the changes 
in US markets. In order words,. US's influence on Hong Kong and Singapore 
markets are larger than theirs on Australia and Japan. 
5.2 Investigation of the Correlations by VAR 
Method 
The result is as followed (the dependence is tested with 5% significance level): 
1. HK depends on its past price, JP, Nasdaq, S&P and DJ; 
2. AU depends on its past price, S&P and DJ; 
3. SG depends on its past price, HK, Nasdaq, S&P and DJ; 
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Figure 5.1: Plot of Responses to NASAIOO 
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Figure 5.3: Plot of Responses to SPCOMP 
4. JP depends on its past price, Nasdaq, S&P and DJ; 
5. Nasdaq depends on its past price only; , 
6. DJ depends on its past price and Nasdaq; 
7. S&P depends on its past price and Nasdaq; 
It can be observed that Nasdaq's influence on other markets is most 
significant during this period than the influence of the other six markets. 
From the dependence correlation, it is possible to develop modeling for higher 
prediction accuracy. 
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5.3 Prediction of the Market by Neural Net-
work 
A brief of the result of the forecasting made by neural network is as followed. 
All the series have used the first 12 to 611 dates for training and then the 
next 200 dates for the prediction validation. 
Table 5.1: Prediction of the Stock Markets by NN 
Prediction | HK | SG 
" I t o n Absolute Error 119.18 13.90 
~ lZean Index Value 6028.56~ 1227.12 
^Percentage E r r o r 1 . 9 8 % 1.13% 
From the above table, it can be seen that the prediction by neural network 
is quite satisfactory with 1% to 2% prediction percentage error. Hong Kong's 
percentage error is much larger than Singapore's. It may be due to the fact 
that Hong Kong's market is more volatile than Singapore's. We have pointed . � 
out the volatility difference in our overview section. 
5.4 Hypothesis: the Correlations of the Mar-
kets Are Time-Dependent 
The interrelationships between the different markets are studied here, build-
ing on the results of the above VAR modeling in section 4. As Hong Kong 
and Singapore markets are found to statistically link with the US, the cor-
relation between Hong Kong and Nasdaq, S&P, DJ are investigated further 
here. The correlation diagrams are plotted in the following diagrams. Dif-
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ferent numbers of historical days are used in the formulas of the correlation. 
It can be seen that during the Asian crisis, the Hong Kong and Singapore 
markets deviated from the positive correlation with the US market. It means 
that at this period, the positive correlation model will bring us inaccurate re-
sult. Thus, it is necessary to determine the magnitude of the correlation first 
before incorporating other markets' information into the prediction modeling. 
Another interesting property noticed here is that the number of historical 
trading days for the correlation calculation is important in the process. Dif-
ferent numbers of past days are used in the formulas of the correlation and 
the results are shown in the following diagrams. Similar diagram is obtained 
for Singapore-US too. 
One thing to be reminded is that the number of data of the resulting 
correlation series is less than that of the input data. For example, in the 
100-day model, the total number of data of the output series is less than 
the original number of data of the input series by 100, as the calculated 
correlation series starts with the day 101 of the original data. 
It can be observed when the trading days number is smaller, the pattern 
of correlation is not clear. In fact, the short-term noise has made the pat-
tern changing so fast that the range of correlation jumps between -0.5 and 
1. While more trading days are incorporate into our correlation formulas, 
the pattern become clearer. Thus, it become possible to do a segmentation 
process to classify a certain period as highly correlated, moderate correlated, 
negatively correlated. Modeling basing on this segmentation information 
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Figure 5.5: Correlation of HK with US with formulas of 300-trading days 
may be useful for our prediction. 
5.5 Testing this Hypothesis with Predictions 
by Neural Network 
The result of the forecasting made by neural network is as followed in table 
5.2. For the results HK_SP_1 and HK_1 (the first testing period), the 1st to 
200th dates have been used for training and then the next 100 dates for the 
prediction validation. For the results HK_SP_2 and HK_2 (the second testing 
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period), the 1651st to 1850th dates have been used for training and then the 
next 100 dates for the prediction validation. 
From the figure 11 of the correlation of Hong Kong and US, we can see 
that in the first testing period, the correlation between HK and S&P is very 
strong. In the second period, the correlation is very weak. The HK_SP 
results are obtained by using both HK and SP previous date as input for the 
neural network, while the HK results uses only HK's previous date data. 
Table 5.2: Prediction of the Hong Kong Stock Markets by NN for different 
time periods 
"p^diction HK_SP_1 HK_1 HK_SP_2 HK_2 “ 
Mean Abs. Error— 46.24 96.11 737.47 314.59 
Mean Index Value 3656.96— 3656.96 14904.71 "14904.71 
"l^centage Error | 1.26% | 2.63% | 4.95% | 2.11% — 
Prom the above table, it can be seen that the prediction by neural network 
is with 1% to 4% prediction percentage error in our testing. In the first test 
period, when HK had strong correlation with S&P, the prediction error of the 
Hong Kong market is much smaller with both HK and S&P indices serving as 
inputs than that with HK index as input only. It may be due to the fact that 
Hong Kong's market is led by the US market and to the strong correlation 
in that period. Whilst in the second period, the correlation between HK 
and S&P is weak. The prediction error is much smaller with HK as input 
only than that with both HK and S&P indices as inputs. It is interesting to 
observe this result, even though overall speaking the US market leads Hong 
Kong's market in the whole time interval. This suggest that the correlation 
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among markets may be piecewise and time-dependant. 
5.6 Summary 
In this paper, the correlation among different stock markets has been studied. 
Their historical data has been used to form prediction by neural network. 
The prediction errors of these markets have been compared. It is found out 
that the percentage error is between 1% and 2%. 
In order to reduce this percentage error, the properties of the correlation 
between different markets are studied. It is found that the correlation is 
time-dependent and non-regular. These non-regular patterns are found to 
be eliminable by using longer period of data in our correlation formulas. It 
is also found that the prediction errors at periods with various correlation 
strengths differs with each other too, even with the same input variables. 
5.7 F-tests Results on Different Periods of 
HK Markets 
• End. 
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Table 5.3: F-tests of the Hong Kong Stock Market for the Different Periods 
F-Tests, Dependent Variable HNGKNGI 
Variable F-Statistic Signif 
NASAIOO 13.5992 0.0000000 
DJINDUS 13.2047 0.0000000 
SPCOMP 15.1249 0.0000000 
HNGKNGI 31356.3897 0.0000000 
JAPDOWA 2.3873 0.0489743 
ASTFTIP 0.9876 0.4129305 
SNGPORJ 2.3935 0.0484775 
12/12/97 to 31/12/98 
F-Tests, Dependent Variable HNGKNGI 
Variable F-Statistic Signif 
NASAIOO 0.5061 0.7313037 
DJINDUS 0.5584 0.6930276 
SPCOMP 0.5046 0.7324210 
HNGKNGI 288.8344 0.0000000 
JAPDOWA 0.2411 0.9148557 
ASTFTIP ‘ '0.3924 0.8140115 
SNGPORI 0.4125 0.7996034 
1/1/2001 to 31/12/2001 
F-Tests, Dependent Variable HNGKNGI 
Variable F-Statistic Signif 
NASAIOO 2.7801 0.0273448 
DJINDUS 1.0914 0.3611806 
SPCOMP 1.5449 0.1895909 
HNGKNGI 228.9103 0.0000000 
JAPDOWA 0.3150 0.8678499 
‘ ASTFTIP 0.2061 0.9349222 
SNGPORI 1.5538 0.1871118 
Chapter 6 
Hybrid VAR-NN-EC System 
6.1 Introduction 
This part of the research is to further investigate the results that there is 
strong correlation between the US market and the Asian markets in the long 
run. The VAR analysis shows that the US indices lead the Asian ones. But, 
such correlation is time-dependent and affects the performance of using the 
historical US data to predict the Asian markets by neural network. Here, a 
simplified automated system is outlined to overcome this difficulty by em-
ploying the evolutionary computation to simulate the markets interactive 
dynamics. The aim is to supplement the previous studies, which have fo-
cused more or less solely on the local stock market's historical data, with 
additional information from other leading markets' movements. 
Many experts in the stock markets have employed the technical analy-
sis for better prediction for a long time. Generally speaking, the technical 
analysis derives the stock movement from the stock's own historical value. 
The historical data can be used directly to form the support level and the 
53 
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resistance or they can be plugged into many technical indicators for further 
investigation. It has been tried to incorporate other markets' historical data 
into the prediction of the index movement. Previous econometric study has 
shown that such lead-lag relationship does exist. Here, the neural network 
has been employed to incorporate other leading markets into the prediction 
of the lagging markets. The result has been found to be positive in general. 
But, it is also found that such correlation is time-dependent and experts' 
opinion or current correlation magnitude is needed to determine whether at 
a particular time, such a correlation is strong or weak and which model is 
to be adopted. Here, a system with the neural network working together 
with the evolutionary computation is built to see if such a process can be 
automated. 
6.1.1 Overview of the Econometric Analysis of the Lead-
Lag Relationship of Stock Markets 
The Vector Autoregression (VAR) method is mainly used to investigate the 
relationship between different variables. As said in the VAR chapter, its 
advantage is that multiple variables can be investigated at the same time 
and the interdependence can be tested automatically with the sophisticated 
statistically significance level. The results of the previous chapters are sum-
marized as followed (the dependence is tested with 5% significance level): 
The results from the VAR modeling suggest that, for the Asian markets, 
the relevant information are its own historical value as well as the stock 
movements from the US markets. It is also possible to know the extent 
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and time-dependant nature of the markets' dynamics when we draw the 
correlation diagram of the local market with the US markets. For example, 
the correlation diagrams of the previous chapter shows the changes of Hong 
Kong's correlation with S&P over the recent ten years. It can be observed 
that the correlation is time-dependent. Further investigation can tell us that, 
at the time of low correlation like the late 90，s of the Asian Financial crisis, 
the Hong Kong market (and similarly other Asian markets) are dominated 
by the local events like the currency problems. At other periods, the local 
markets are greatly correlated with the US markets. 
6.1.2 Previous Results of Employing the Stand-alone 
Neural Network 
The previous results of the prediction with neural network are shown in the 
table of the previous chapter, where neural network results of two periods 1 
and 2 respectively are compared. It can be observed that, for different peri-
ods, the prediction made with both HK and S&P inputs can outperform that 
with only HK inputs at the period 1，when there is with strong correlation 
between these two markets. At the time of weak correlation, the situation 
is reverse and it under-performs. As we can't obtain the current correlation 
data before the prediction is made, it is not possible to automate the process 
to decide which model will be employed. Human expert's opinion is needed 
to make the decision. Here, the evolutionary computation is employed to 
simulate this process. 
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6.2 Working Mechanism of the Hybrid VAR-
NN-EC 
The hybrid Vector Autoregression, neural network and evolutionary compu-
tation (VAR-NN-EC) can supplement its separate stand-alone components. 
The aim of the system here is to automate the decision process of prediction. 
The methodology of the VAR-NN-EC is shown as followed: 
(1) VAR analysis, which is to search for the correlated and leading indi-
cators by the VAR method automatically; 
(2) Neural network prediction, which is to make forecasting from the 
relevant inputs decided by the VAR analysis; 
(3) Evolutionary process, which is to evaluate each forecasting series by 
the neural network and select the fittest to survive. 
Generally speaking, this methodology can work for inputs data like indices 
,oi ti- r regional countries and influential countries. Input data, like the trade ：'„• 
volume, economic growth rate and currency exchange rate, etc., can also be 
tested in the VAR analysis. For the input variables with significance level 
below a pre-defined level, they can be served as the input variable for the 
neural network. The prediction made by the neural network with these input 
variable may be time-dependent. In some periods, some input variables may 
be fitter for the prediction, while, in other periods, they may be poorer in 
fact. These neural network predictors with different inputs can be regards 
as experts of different opinions of the relevant economical factors. Their 
prediction may vary with time, as said. The selection and evaluation of these 
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Figure 6.1: The scheme diagram of how this mechanism works 
expert predictors can be made in the evolutionary cycle. Experts with higher 
forecasting accuracy in each cycle are going to be weighted more heavily in 
the coming round. This process is achieved in step (3) of the evolutionary 
process. Fig. 6.1 is the scheme diagram of how this mechanism works. 
In this study, this methodology has been demonstrated with the regional 
index data as well as that from the US markets. The VAR analysis has 
shown that, as an example, Hong Kong's markets are influenced by its most 
recent price changes and that from the US. Then, it is to be followed by 
employing the neural network to make predictions with different input com-
binations. These predictions can be regarded as the population of experts of 
different weighting to the input variables. The different experts are going to 
be encoded as the chromosomes in evolutionary process. Fitter chromosome 
means the one with better prediction. The corresponding weightings of the 
input variables by each expert serve as the genes of the chromosome. For 
example, Fig. 6.2 shows us an example of an expert of the weighting of input 
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Figure 6.2: An example of how to form the chromosome with genes, repre-
senting the stock experts 
S&P, Nasdaq and HK data as 2:1:1 in the chromosome parent 1. In parent 
2, the ratio of the opinion of importance is 1:1:2. The child 1 is reproduced 
from the crossover of parent 1 and parent 2，by inheriting the first half of 
genes from parent 1 and the second half from parent 2. The child 2 is formed 
from the mutation process, by stochastically selecting the third and forth 
genes of parent 1 to change to other values. This mutation is to ensure that 
the population will be able to cover all possible opinions and has a globally 
suitable solution. 
6.3 Comparing Results from the VAR-NN-
EC System 
The simplified evolutionary computation is carried out to demonstrate how 
the GA works here. There are eleven chromosomes (experts of different 
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opinions)in the population. The initial opinions of the experts distribute 
evenly between 0% and 100% of the importance of the variable S&P. That 
is 0%, 10%, 20%, 30%, and up to 100%. For the case of an expert of 20% 
of the confidence of the HK_SP model, the genes of this chromosome will be 
assigned a probability of 20% being this model while 80% probability being 
the other model. This is to introduce the stochastic nature of the initial 
chromosomes. 
The results HK_SP_2 and HK_2 (the second testing period), where the 
1651st to 1850th dates have been used for training and then the next 100 
dates for the prediction validation, are used here for the investigation. When 
setting the mutation and crossover rate to zero, the mean absolute error 
is 514.49. That for the HK_SP model is 737.47 and that for HK model is 
314.59. It can be observed that the simplified GA model is better than the 
poor model, while not as accurate as the good mode). The advantage of this 
model is that we do not need the human expert to determine the nature of 
the interaction of S&P and Hong Kong (to what extent the correlation is at 
a particular period). The rate of the mutation and the crossover process in 
the GA model can be varied. Using different rates determines the stochastic 
search nature of the GA for the fittest solution, for example, how fast it is 
to reproduce and how much genes it is to exchange. In order to bring more 
accurate result in the real-life applications, the structure is needed to decide 
to suit the particular environment involved. 
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6.4 Summary 
Technical analysis has traditionally focused on the historical prices and the 
trading volume of the market studied. The experts in the field can recog-
nize different patterns of the market and make their prediction with this 
information. Neural network has been known for its capability for pattern 
recognition and has played a more and more active role in the forecasting 
field. For the experts in the financial economics, they have employed vari-
ous econometric tests for the analysis of the interdependence of multivariate 
factors in the stock markets. One of the most common methods is the VAR 
analysis. The hybrid VAR-NN system has been employed here to study the 
dynamics of the markets as a whole. While taking different weighting of the 
input variables can make predictions of various accuracies, it is desirable to 
employ the most suitable expert for each sub-period. This task is achieved 
by the evolutionary computation here. Combining these three procedures 
together, the hybrid VAR-NN-EC system for the prediction is designed to 
automate the process of selecting input variables, expert predictions and the 
evaluations of various predictions. 
• End. 
Chapter 7 
Hybrid System for Dual-Listing 
Indices 
7.1 Introduction 
In the previous studies [1，23, 29], it has been found that there is strong 
correlation between the American Depositary Receipts (ADRs) and the cor-
responding stocks in their native/primary markets in the long run. The 
results found t.Viat such correlation is mairly one way from the native mar-
kets to the ADRs. The method they employed is the econometrics and what 
they had studied are the correlation properties of these individual stocks. 
Here, a simplified automated system is outlined to study the index of dual-
listed stocks, namely the Hong Kong's Hang Seng Index and the Hang Seng 
London Reference Index. They have different trading hours and the possi-
bility of incorporating London Reference Index into the pricing of the Hong 
Kong's Hang Seng Index is tested. One of the difficulties of AR method and 
neural network is how to choose suitable input. Evolutionary computation is 
outlined here of how to overcome this difficulty by employing it to simulate 
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the markets' interactive dynamics. The study of the dual-listed index as a 
whole and the employment of the intelligent system in its pricing make it 
distinct from these previous econometrics studies in ADRs. The modelings 
here show positive results for incorporating the index movements of the sec-
ondary market into the pricing of the primary market. The percentage error 
is found to reduce by about 10%. 
7.2 HSI vs HSLRI 
The Hang Seng Index (HSI) has been the barometer for the Hong Kong 
stock market for years. Its constituent stocks are grouped under Finance, 
Utilities, Properties and Commerce and Industry sub-indexes. It consists of 
33 constituent stocks, which are representative of the market. The aggregate 
market capitalisation of these stocks accounts for about 70% of the total 
market capitalisation of the Hor.g Kong stock market. 
7.2.1 HSI's Selection Criteria 
The constituent stocks of the HSI are selected by a formal process of detailed 
analysis. And it is supported by extensive external consultation. Among the 
many eligible candidates, final selections are based on the following (details 
are available at HSI's corporate web site): 
1. The market capitalisation and turnover rankings of the companies; 
2. The representation of the sub-sectors within the HSI directly reflecting 
that of the market; 
CHAPTER 7. HYBRID SYSTEM FOR DUAL-LISTING INDICES 63 
3. The financial performance of the companies. 
7.2.2 Hang Seng London Reference Index 
The origin of the Hang Seng London Reference Index comes from the fact 
that many constituent stocks of the Hang Seng Index are also traded on the 
London Stock Exchange, in addition to a Hong Kong listing, Thus, the index 
is needed to monitor the price movements of these stocks on the London 
stock market. 
The Hang Seng London Reference Index (HSLRI) constituent stocks cover 
approximately 95 per cent of the total market capitalisation of the Hang Seng 
Index in value terms. And it covers about 65 per cent of the total market 
capitalisation of the Hong Kong stock market itself. 
7.2.3 Motivation for the Study 
Previous studies have focuf3ed o/i the individual stocks of the ADRs by e c o n o � • 
metrics methods. Here, about 95% (by value) of the HSI constituent stocks 
have listed in London too and the London Reference Index is available (com-
plied by the HIS Services Ltd, which complies the HSI Index too). Thus, it 
is possible to study the relationship of the index as a whole in its primary 
market and the secondary market. 
Different from the previous studies, it is interesting to observe the aggre-
gate behaviors of the stocks. And also it is worthy to study the application 
of the intelligent system on this dual-listing index prediction field, where the 
other studies have not employed the intelligent skills in their analysis. 
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7.3 Data Descriptions 
The daily index data for both the Hang Seng Index and the London Reference 
Index have been used for the analysis. The data is from 3rd June 1996 to 
18th March 2003, available from the DataStream. It covers the whole period 
during which the London Reference Index is available in DataStream. The 
Hang Seng Index and the Hang Seng London Reference Index are donated 
by HNGKNGI and HKHSREF respectively. 
7.4 Overviews of this Analysis System 
A system with the autoregression and neural network working together with 
the evolutionary computation is built to see if the process of dual-listing 
index forecasting can be automated. The working mechanics of its stand-
alone components and their results are presented in the following sections 
while the hybrid systom h^ve been outlined before. 
The Autoregression (AR) method is mainly used to investigate the rela-
tionship between the different lead-lag terms of the variable. Its advantage 
is that different lag length of the time series can be investigated at the same 
time and the significance level can be tested automatically with the sophisti-
cated statistically significance level. The results are summarized as followed 
(the dependence is tested with 5% significance level): the time series of the 
HSI is found to be correlated with the lag 1 of its own series data and lag 1 of 
the London Reference Index, separately with different degree. The London 
Reference Index is found to correlate with its own lag 1 term and both the 
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Figure 7.1: ACF and PACF of HNGKNGI, showing the significance of the 
different lags 
lag 0 and lag 1 terms of the HSI series. Figures 7.1 and 7.2 of the ACF 
and PACF can give us a visual inspection of the relation of the different 
lags. ACF (Antocv:.rrelation function) and PACF (Partial autocorrelation . 
function) show the structure of the lag term of the regressions. They are 
useful tools in the identification process. 
7.5 Results from the Simplified AR-NN Sys-
tem 
The simplified evolutionary computation is carried to demonstrate how the 
GA works here. It can be observed that the simplified GA model is better 
than the poor model, while not as accurate as the good model. The advantage 
of this model is that we do not need the human expert to determine the nature 
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Figure 7.2: ACF and PACF of HKHSREF, showing the significance of the 
different lags 
of the weighting of each lag length of the time series. The disadvantage is 
that it will not be better than the modal with the fittest inputs at any time. 
7.5.1 Regression Results ’ 
The details of the regression results are not shown here but are available 
upon request. Briefly, we can identify that the London Reference Index is 
correlated with the current Hang Seng Index and the lag 1 term of itself: 
HKHSREF[t] 二 A1 * HNGKNGI[t] + A2 * HKHSREF[t-l] 
where t represents the current time, t-1 the term of lag 1, A l and A2 the 
coefficients of the variables. 
Similarly, the linear structure of the Hang Seng Index is as followed: 
HNGKNGI[t] = B1 * HKHSREF[t-l] + B2 * HNGKNGI[t-l] 
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where B1 and B2 are the coefficients of the variables. 
Further simplification of the linear models to one independent variable 
shows the following results: 
1. HNGKNGI[t]，s error is the least when explained with HKHSREF[t-l] 
term; 
2. HKHSREF[t]’s error is the least when explained with HKGKNGI[t] 
term; 
This result demonstrates that the incorporation of the HKHSREF is use-
ful in the modeling of the HNGKNGI series. The above result is obtained by 
comparing the R-squared values from their regression equations respectively. 
7.5.2 NN Results 
Prom the AR results above, we can identify the relationships among the 
variables. Then, it can be proceed to employ the NN for the prediction 
process. The output is summarized in the following table. 
It can be observed that the pricing model of incorporating the HKHSREF 
into the HNGKNGI is about 10% less than the traditional NN model. And it 
is similar for incorporating HNGKNGI into HKHSREF series. The test uses 
one hundred data starting from 11th Jan 2002 for training and the following 
fifty data for prediction. HNGJ is the model for HNGKNGI with HKHSREF 
as the input. HNG_2 is the typical model of HNGKNGI with its own lag 1 
as the input. HKH_1 is that of HKHSREF with HNGKNGI as the input, 
while HKH_2 is the HKHSREF model with HKHSREF as the input. 
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Table 7.1: Prediction of the Indices by NN models 
"Prediction H N G � H N G _ 2 HKKLl HKH_2~ 
"Mean Abs. Error 105.36 116.43 104.88 110.90 
"Mean Index Value 9744.29 9744.29 9747.96 9747.96 
Percentage Error 1.08% 1.19% 1.08% 1.14% 
7.6 Summary 
Previous studies have focused on the analysis of historical data of the ADRs 
with econometrics methods only. Here, descriptive comparisons are made on 
the effectiveness of the three methods-AR, NN and EC respectively. Then, 
hybrid intelligent systems are built from these component methods. For 
the experts in the econometrics, they have employed various econometric 
tests for the analysis of the interdependence of the time series in the finance 
field. One of the most common methods is the AR analysis. AR metV«oH . 
is for identifying the independent variables involved and their respective lag 
length. Neural network is used to simulate the experts in this field, who can 
recognize different patterns of the market and who can make their prediction 
with this information. Neural network has been known for its capability 
for pattern recognition and has played a more and more active role in the 
forecasting field. 
The hybrid AR-NN system has been employed here to study the dynamics 
of the markets as a whole. While taking different weighting of the input 
variables can make predictions of various accuracies, it is desirable to employ 
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the most suitable expert at its fittest time. This task is achieved by the 
evolutionary computation here. Combining these three procedures together, 
the hybrid AR-NN-EC system for the prediction is designed to automate the 
process of selecting input variables, expert predictions and the evaluations of 
various predictions. And the simplified AR-NN is also demonstrated for its 
beauty of simplification. 
• End. 
Chapter 8 
Using EC for Selecting Stock 
Experts 
There is strong correlation between the US market and the Asian markets 
in the long run. The VAR analysis shows that the US indices lead the 
Asian ones. But, in my previous study [11], such correlation is found to be 
time-dependent and affects the performance of using the historical US data 
to predict the Asian markets by neural network. A simplified automated 
system is outlined to overcome this difficulty by employing the evolutionary 
computation to simulate the markets interactive dynamics. The aim is to 
supplement the previous studies, which have focused more or less solely on 
the local stock market's historical data, with additional information from 
other leading markets' movements. The EC result shows that the hybrid 
system is about 30% better than the best individual NN for the case study 
here. 
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Predictions Made by the Experts 1，2 
&EC 
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Figure 8.1: Predictions Made by the Experts 1, 2 & EC 
8.1 Example of Evolutionary Computation 
The below figure shows us the artificial sample data and how the EC works. 
There are two sets of prediction, let them be Expert 1 and Expert 2. They 
have different predictions which are different from the actual turnout t[n . 
Expert EC is the prediction made by the EC from the individual predictions. 
We can see that it is closer to the actual turnout as a whole. The following 
table shows this result more clearly. It can be observed that the result made 
by EC, which is a combination of the Experts 1 & 2，works better than 
its individual components. We will see how to incorporate the EC into our 
modeling and test it with real financial data in the coming sections. 
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Table 8.1: Prediction of the Sample Data by Experts 1, 2 & EC respectively 
Prediction Expert 1 Expert 2 Expert 3 
Mean Abs. Error 22.98 62.30 19.37 
Mean Index Value 2968.31 2968.31 2968.31 
Percentage Error 0.77% 2.10% 0.65% 
Table 8.2: Prediction of the Hong Kong Stock Market by NN of Inputs HK 
k SP, HK and by Hybrid NN-EC for the Combined Period 
Prediction HK_SP HK NN-EC 
Mean Abs. Error 1 46.24 96.11 42.03 
Percentage Error 1 "l.26% 2.63% 1.15% 
Mean Abs. Error 2 737.47 314.59 286.83 
Percentage Error 2 ~4.95% 2.11% 1.92% 
Mean Abs. Error "391.85 205.39 164.43 
Percentage Error "3.11% 1.54% 
8.2 Comparison of Results from the VAR-
NN-EC System 
The simplified evolutionary computation is carried to demonstrate how the 
GA works. It can be observed that the simplified GA model is better than 
the other models. The data here covers both periods 1 and 2 of the table 1. 
Results of label 1 and 2 are the sub-period results. 
The other advantage of this model is that we do not need the human 
expert to determine the nature of the interaction of S&P and Hong Kong. 
The rate of the mutation and the crossover process in the GA model can be 
varied. In order to bring more accurate result in the real-life applications, 
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the structure is needed to decide to suit the particular environment involved. 
8.3 Summary 
Many analyses have focused on the historical prices and the trading volume 
of the market studied. The experts in the field can recognize different pat-
terns of the market and make their prediction with this information. Neural 
network has been known for its capability for pattern recognition and has 
played a more and more active role in the forecasting field. For the experts in 
the financial economics, they have employed various econometric tests for the 
analysis of the interdependence of multivariate factors in the stock markets. 
One of the most common methods is the VAR analysis. The hybrid VAR-
NN system has been employed here to study the dynamics of the markets as 
a whole. While taking different weightings of the input variables can make 
predictions of various accuracies, it is desirable to employ the most suitable 
expert every time. The evolutionary computation is a suitable candidate for 
this mission. Combining these three procedures together, the hybrid VAR-
NN-EC system for the prediction is designed to automate the process, which 





We have seen in the previous chapters of how to do the market forecasting 
with the hybrid system. The below paragraphes are the summary of these 
results. 
In the first section, it is to investigate the Asian market alone. That is 
the relationship of the stock markets of Australia, Hong Kong, Japan and 
Singapore. Their historical data has been used to form prediction by NN. 
••’ . . • • •； 
‘ ‘ — ； 
The prediction errors of these markets have been compared. It is found out 
that the percentage error is between 1% and 2%. 
Different from the previous studies, the standard deviations of these re-
gional indices have also been studied. Standard deviations are used in the 
risk measurement and the option valuation. Its prediction by neural network 
can improve the option pricing and risk control. The percentage errors by 
our simple neural network have a range of 14 to 21%. Further study is needed 
to reduce the percentage error. 
In the section of studying the opening prices, their relationship among 
different stock markets has been studied. The historical data has been used 
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to form prediction by NN. The prediction errors of these markets have been 
compared. It is found out that the percentage error is between 1% and 2%. 
Two-steps procedures have been used here for the study of opening price. 
The first step is to identify variable of statistically significance. The second 
step is to use these variables for prediction by NN. The percentage errors 
by our simple neural network have a range of 0.8% to 1.4%. Generally, we 
can see that the two-variable input NN can reduce the percentage error by 
about 30%. Further study is needed to reduce the percentage error to an 
even larger degree. 
In parallel with the technical analysis which has traditionally focused on 
the historical prices and the trading volume of the market studied, we can 
view how NN works similarly. The experts in the field can recognize differ-
ent patterns of the market and make their prediction with this information. 
Neural network has been known for its capability for pattern recognition anc 
has played a more and more active role in the forecasting field. For the 
experts in the financial economics, they have employed various econometric 
tests for the analysis of the interdependence of multivariate factors in the 
stock markets. One of the most common methods is the VAR analysis. The 
hybrid VAR-NN system has been employed here to study the dynamics of the 
markets as a whole. While taking different weightings of the input variables 
can make predictions of various accuracies, it is desirable to employ the most 
suitable expert in each sub-period. This task is achieved by the evolutionary 
computation here. Combining these three procedures together, the hybrid 
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VAR-NN-EC system for the prediction is designed to automate this process 
of input variable selection, expert prediction and prediction evaluation. 
A simplified automated system is outlined to study the index of dual-
listed stocks, namely the Hong Kong's Hang Seng Index and the Hang Seng 
London Reference Index. They have different trading hours and the possi-
bility of incorporating London Reference Index into the pricing of the Hong 
Kong's Hang Seng Index is tested. One of the difficulties of AR method and 
neural network is how to choose suitable input. Evolutionary computation is 
employed to overcome this difficulty by simulating the markets' interactive 
dynamics. The study of the dual-listed index as a whole and the employment 
of the intelligent system in its pricing make it distinct from these previous 
econometrics studies in ADRs. The modelings here show positive results for 
incorporating the index movements in the secondary market into the pricing 
- of the primary market. The percentage error is found to reduce by about 
10%. 
In the section of utilizing EC, EC is employed to select the different 
models. There is strong correlation between the US market and the Asian 
markets in the long run. The VAR analysis shows that the US indices lead 
the Asian ones. But, in my previous study [11], such correlation is found 
to be time-dependent and affects the performance of using the historical US 
data to predict the Asian markets by neural network. Here, a simplified 
automated system is outlined to overcome this difficulty by employing the 
evolutionary computation to simulate the markets interactive dynamics. The 
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aim is to supplement the previous studies like [15, 23], which have focused 
more or less solely on the local stock market's historical data, with additional 
information from other leading markets' movements. The EC result shows 
that the hybrid system is about 30% better than the best individual NN for 
the case study here. 
Studies of the Asian markets with other method and of other times series 
data are covered in my following researches ([3], [12], [5] and [7] etc.). 
• End. 
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