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Using team averages in various statistical categories, such as field goals attempted, field goals 
converted, free throws attempted, free throws converted, turnovers, and offensive rebounds, we 
estimate the probability of a possession in a game ending in a free-throw attempt, shot attempt, 
or turnover. By utilizing these estimated possession outcome probabilities, we create a Monte 
Carlo model that simulates every possession in a NCAA Basketball Tournament game. The 
output of the model estimates the points scored for each team, the point spread, the total points 




The NCAA Men's Basketball Tournament is one of the most popular sporting events in the 
nation. In 2018, over 97 million Americans watched the 68-team basketball frenzy to see the 
madness ensue (Kiernan, 2019). In a tournament with 263 = 9.2 quintillion possible outcomes and 
known for upsets and unpredictability, 24 million people completed 60 million brackets and 
wagered an estimated $10 billion (Kiernan, 2019).  
 
In this single elimination tournament, 64 teams (after the two play-in games) from Division I 
conferences across the nation are assigned to compete in four regions. In each of these regional 
brackets, the selection committee seeds each of the teams from 1 to 16. The higher ranked teams 
are assigned to play the lower ranked teams. When a team wins, the team advances to the next 
round. The eventual champion will win six games throughout the tournament. 
 
In this paper, we construct a statistical model that attempts to predict the outcome of each NCAA 
Men’s Basketball Tournament game. To predict each game, our model forecasts the outcome of 
each possession by considering the effects of the offensive and defensive teams’ season averages 
and strength of schedule. Using our model we are able to estimate the likelihood of each team 
advancing in the NCAA Men’s Basketball Tournament.  
 
2. Literature Review 
 
In this section, we discuss literature related to predicting the outcome of the NCAA Men’s 
Basketball Tournament. A number of sports statisticians have focused on developing models that 
predict team performance in the tournament. Jacobson et al. (2011) analyzes seed distribution for 
the NCAA Men’s Basketball Tournament. Jacobson et al. (2011) create a model that calculates 
the probability of any set of seeds winning a given round. Jacobson et al. (2011) find that the 
distribution is most valid for elite eight, national semifinals, and national championship rounds.     
 
Khatibi et al. (2015) also studied seed distribution by developing two models to estimate the 
winning seed distribution of the NCAA Men’s Basketball Tournament. In these models, Khatibi 
et al. (2015) illustrate the non-monotonic effect of a team’s seed on their chance of winning. The 
Markov model summarizes the performance of seeds by estimating the probability of different 
seed combination.  
 
Caudil (2003) examined the benefits of using a maximum scoring estimator rather than 
probit/maximum likelihood models. The maximum score estimator maximizes the number of 
correct predictions. Caudil’s study finds that the maximum score estimator slightly outperforms 
probit/maximum likelihood models in both in and out of sample predictions. 
 
Štrumbelj et al. (2012) create a possession-based Markov model to forecast the outcome of an 
NBA game. Štrumbelj et al. (2012) compared the Markov model to other forecasting approaches: 
logit regression of the outcome, latent strength rating method, and bookmaker odds. Štrumbelj et 
al. (2012) find that the Markov model performs comparably to other statistical methods, while 
giving more basketball insight. However, bookmaker odds significantly outperformed all 
statistical methods. 
 
Kvam et al. (2006) create a logistic regression/Markov chain model to predict the outcome of the 
tournament games. Kvam et al. (2006) find that using criteria such as location of the game and 
margin of victory more accurately predicts the outcome of a close game compared to other 
common methods such as seeding, RPI (rating percentage index), and ESPN/USA Today polls.  
 
Kaplan et al. (2001) discuss how to maximize total points in a tournament pool. Kaplan et al. 
(2001) consider various Markov probability models based on regular season performance, 
professional sports rankings, and Las Vegas betting odds, in order to predict NCAA Men’s 
Basketball Tournament winners. Kaplan et al. (2001) find that these models perform similarly to 
the simple strategy of picking the seeds when the goal is to pick as many winners as possible. 
However, Kaplan et al. (2001)’s models outperform the strategy of picking seeds for more 
sophisticated point structure pools. 
 
Clair et al. (2017) study the optimal betting strategy. By incorporating pool participant behavior, 
Clair et al. (2017) are able to create a model that aims to maximize expected return in a 
tournament style pool. Clair et al. (2017) state that there is a distinction from expected accuracy 
and expected return. The model considers three factors: (1) a team’s probability of winning a 
game, (2) the proportion of people picking that team to win, and (3) the number of people in the 
bracket pool. Clair et al. (2017) discuss two major strategies. First, generally picking more 
conservatively in smaller pools and picking more upsets in larger pools maximizes expected 
return. Second, generally picking more conservatively in early rounds and picking more upsets in 
later rounds maximizes expected return. 
 
3.          Monte Carlo Simulation 
 
In the game of basketball, a team’s possession ends in 3 ways: (1) a field goal attempt, (2) a free 
throw attempt, or (3) a turnover. If a turnover occurs, the possession ends and the opposing team 
starts a new possession. Once a field goal or free-throw attempt has occurred the attempt can 
either be converted or missed. If a shot is converted the possession ends and the opposing team 
starts a new possession. If the shot is missed two things can happen: (1) an offensive rebound 
occurs and the team’s possession restarts, or (2) a defensive rebound occurs, ending the 
possession and the opposing team starts a new possession.  
 
By estimating the likelihood of each outcome listed above, we can then randomly generate the 
outcome of each possession in a basketball game, which in turn allow us to simulate the final 
outcome of a basketball game. Figure 1 depicts a loop to determine the outcome of a possession 
for a game between Team A and Team B. Once we have determined the likelihood of each 
outcome in the loop we can use a Monte Carlo simulation to simulate an entire game by 
randomly generating the outcome of each possession based upon the calculated likelihoods. 
 
 
Figure 1: Simulation loop for a single possession 
 
3. Input Data 
 
We use basic statistics from SportsReference.com to calculate the likelihood of a possession 
ending in a particular outcome. Table 1 illustrates an example of the basic season long team 
statistics that SportsReference.com provides.  
 
IOWA OFFENSE IOWA DEFENSE 
FGA 2006 Opp. FGA 2104 
FG 914 Opp. FG 943 
3PA 782 Opp. 3PA 866 
3P 285 Opp. 3P 281 
FTA 849 Opp. FTA 606 
FT 627 Opp. FT 418 
ORB 357 Opp. ORB 363 
TOV 427 Opp. TOV 457 
SOS 
9.84 
Table 1: Iowa’s 2018–19 basic season long statistics 
 
Using the season-long statistics depicted in Table 1, we first calculate the number of possessions 
each team played during the season. Equation 1 shows the four components that make up number 
of possessions: field goal attempts (FGA), offensive rebounds (OR), turnovers (TO), and the 
number of times a team went to the free throw line (free throw line appearances). However, 
SportsReference.com does not include statistics on the number of times a team went to the free 
throw line. In order to calculate the number of possessions we made one assumption: the number 
of times a team went to the free throw line equals the free throws attempted (FTA) multiplied by 
0.475 (shown in Equation 2) (KenPom). This equation is commonly used in the basketball 
analytics world and originated from Nate Silver’s KenPom rating system.  
 
Possessions = FGA – OR + TO + free throw line appearances 
Equation 1: Equation to calculate number of possessions for a team 
 
FTA = 0.475 * FTA 
 Equation 2: Equation to calculate number of free throw line appearances (KenPom) 
 
Once we were able to calculate the number of possessions, we can compute the percentage of 
times each possession ended in a given outcome. Table 2 shows Iowa’s offensive probabilities 
on the left side and defensive probabilities on the right. Offensive (defensive) probabilities 
represent the percentage of times a given outcome happened when a team was on offense 
(defense).  For example, Table 2 illustrates that when Iowa is on offense, 16.31% of their 
possessions end with Iowa shooting free throws. However, when Iowa is on defense, Iowa 
commits a foul and the opposing team shoots free throws on 11.55% of possessions. We call 
these percentages “possession outcome probabilities.” 
 
Iowa Offense Iowa Defense 
Chance of free-throw 16.31% Chance foul 11.55% 
Chance of turnover 17.19% Cause turnover 18.51% 
Chance of shot 66.50% Opp. chance of shot 69.94% 
Chance of 3pt shot 39.02% Chance of opp. 3 41.38% 
Chance of 2pt shot 60.98% Chance of opp. 2 58.62% 
3pt% 36.10% Opp. 3pt% 32.60% 
2pt% 51.52% Opp. 2pt% 53.44% 
Chance of ORB 29.96% Give up off. rebound 29.09% 
Free-throw % 74.00% 
 
Possessions per game 70.68 
Table 2: Iowa’s 2018–19 possession outcome probabilities 
 
4.       Modeling 
 
To simulate a possession between Team A and Team B, we must first model how Team A’s 
tendencies interact with Team B’s tendencies. For example, for a possession in which Team A is 
on offense and Team B is on defense, we must estimate the probability of each outcome. For 
example, Equation 3 illustrates the function to predict the likelihood of Team A attempting a 
three-point shot. To estimate the probability of this outcome, we considered a simple linear 
combination of three factors: Team A’s offensive probability of attempting a three-point shot, 
Team B’s defensive probability of allowing a three-point shot, and the difference between the 
two teams’ strength of schedule (SOS): 
 
𝑇𝑒𝑎𝑚 𝐴 𝑐ℎ𝑎𝑛𝑐𝑒 𝑜𝑓 3𝑝𝑡 𝑠ℎ𝑜𝑡 𝑣𝑠.  𝑇𝑒𝑎𝑚 𝐵 = 𝑏1, 3𝑝𝑡𝑆ℎ𝑜𝑡 × 𝑇𝑒𝑎𝑚 𝐴 𝑎𝑣𝑔.  𝑐ℎ𝑎𝑛𝑐𝑒 𝑜𝑓 3𝑝𝑡 𝑠ℎ𝑜𝑡 
+  𝑏2, 3𝑝𝑡𝑆ℎ𝑜𝑡 × 𝑇𝑒𝑎𝑚 𝐵 𝑎𝑣𝑔.  𝑐ℎ𝑎𝑛𝑐𝑒 𝑜𝑓 𝑜𝑝𝑝.  3 
+𝑏3, 3𝑝𝑡𝑆ℎ𝑜𝑡 × (𝑇𝑒𝑎𝑚 𝐴 𝑆𝑂𝑆 − 𝑇𝑒𝑎𝑚 𝐵 𝑆𝑂𝑆) 
Equation 3: Linear regression formula for predicting Team A’s chance of 3pt shot vs Team B 
 
In the preceding equation,  
• b1,3ptShot = weight on Team A’s season-long % of attempting 3-point shots 
• b2,3ptShot = weight on Team B’s season-long % of allowing 3-point shots 
• b3,3ptShot = weight the model puts on the difference in the teams’ SOS 
 
A similar linear equation is used to determine the probability of each possible possession 
outcome. Each possession outcome probability equation has its own distinct weights b1,●, b2, ●, 
b3,●  as each outcome is affected differently by the offensive team, defensive team, and SOS. 
Table 3 illustrates the 21 different weights used to estimate the likelihood of the possible 
outcomes of a possession.  
 












b1,Poss b1,Tov b1,Shot b1,3ptShot b1,3pt% b1,2pt% b1,ORB 
Def. 
Weight 
b2,Poss b2,Tov b2,Shot b2,3ptShot b2,3pt% b2,2pt% b2,ORB 
SOS 
Weight 
b3,Poss b3,Tov b3,Shot b3,3ptShot b3,3pt% b3,2pt% b3,ORB 
Table 3: Weights used in model to predict possession outcome probabilities when Team A vs. 
Team B 
 
We experimented with several ways of setting values for the 21 weights. In particular, we will 
discuss three competing models: 
 
• “Base Model (50/50 Weights)”: weights offense and defense impact on outcome 
probabilities equally, but does not consider strength of schedule 
 
• “50/50 Weights with SOS”: weights offense and defense impact on outcome probabilities 
equally and considers both teams’ strength of schedule 
 
• “ADJ Weights with SOS”: unequal weights on offense and defense determined by 
minimizing the prediction error on training data and considers both teams’ strength of 
schedule  
 
Our data set includes five years of NCAA Men’s Basketball Tournament games. We split the 
data into 80% training data and 20% validation data. That is, we used four tournaments (2014 – 
2017) to train the model and the 2018 tournament to validate the model. To create our models we 
consider both the minimization of the error in estimating the possession outcome probabilities 
(which we call input estimation error) and the minimization of the error in estimating the total 
points scored by a team (which we call point estimation error). Equation 4 and 5 illustrates the 
formulas for computing the input estimation error and point estimation error. Input estimation 
error sums the errors of all the possession outcome probability estimates On the other hand, point 
estimation error only sums the  errors of the teams’ predicted point totals. A team’s predicted 
point totals are calculated using the predicted number of possessions and possessions outcome 
probabilities (shown in equation 6). 
 
𝐼𝑛𝑝𝑢𝑡 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 𝑒𝑟𝑟𝑜𝑟
= Σ (Team A possession outcome probability estimates
− Team A actual possession outcome probability)
+ (Team B possession outcome probability estimates
− Team B actual possession outcome probability)  




























50/50 w/ SOS ADJ Weights w/
SOS













50/50 w/ SOS ADJ Weights w/
SOS
Total Point Error: Train 
𝑃𝑜𝑖𝑛𝑡 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 𝑒𝑟𝑟𝑜𝑟
= Σ (Team A total point estimate − Team A actual total points)
+  (Team B total point estimate − Team B actual total points)  
Equation 5: Point estimation error 
 
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑃𝑜𝑖𝑛𝑡 𝑡𝑜𝑡𝑎𝑙𝑠 = 𝑃𝑜𝑠𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠 ∗ ( (𝐶ℎ𝑎𝑛𝑐𝑒 𝑜𝑓 𝑓𝑟𝑒𝑒 𝑡ℎ𝑟𝑜𝑤 ∗ 2 ∗ Free throw %) + 
(𝐶ℎ𝑎𝑛𝑐𝑒 𝑜𝑓 𝑠ℎ𝑜𝑡 ∗ (𝐶ℎ𝑎𝑛𝑐𝑒 𝑜𝑓 3𝑝𝑡 𝑠ℎ𝑜𝑡 ∗ 3𝑝𝑡% ∗ 3) + 
𝐶ℎ𝑎𝑛𝑐𝑒 𝑜𝑓 2𝑝𝑡 𝑠ℎ𝑜𝑡 ∗ 2𝑝𝑡% ∗ 2) 
Equation 6: Predicted Point totals  
 
Figure 2 displays the error on the training set when minimizing input estimation error for the 
three models. Figure 3 displays the error on the training set when minimizing the point 
estimation error for the three models. Both graphs show that the “ADJ Weights with SOS” model 















Figure 4 shows the input estimation error on the validation set using the models created using the 
training data. Figure 5 shows the point estimation error on the validation set using the models 















Figure 2: Training set input estimation error 
 
Figure 3: Training set point estimation error 
Figure 4: Validation set input estimation error 
 












50/50 w/ SOS ADJ Weights w/
SOS
Input Error: Train
Figures 4 and 5 look very different than Figures 2 and 3. While, the “ADJ Weights with SOS” 
model results in the lowest training error, this model has the highest test error. This can be 
explained by the concept of overfitting. The “ADJ Weights with SOS” model had no constraints, 
which allows it to completely, fit the training data. However, this model overfits to the training 
data which decreases its ability to predict outside of the training data.  
 
We find that weighing the offense and defense evenly results in the best predictions. We also 
find that the “50/50 Weights with SOS” model performed better than the “Base Model (50/50 
Weights).” This shows the importance of strength of schedule on the outcome of a possession.  
 
Table 4 shows the values of the 21 weights of the best performing model, the “50/50 Weights 
with SOS” model. In the “50/50 Weights with SOS” model, each possession outcome probability 
weighs the offensive and defensive impact evenly while adjusting for strength of schedule. Each 
possession outcome probability is affected differently by strength of schedule. We found that the 
number of possessions, 2pt%, and 3pt% were unaffected by strength of schedule. However, 
chance of offensive rebound was greatly affected by strength of schedule.  
 




































Table 4: “50/50 Weights with SOS” model’s variable weights 
 
The weights in Table 4 allow us to calculate the possession outcome probabilities for our Monte 
Carlo simulation model. A game is simulated by randomly generating the outcome of each 
possession based upon the calculated possession outcome probabilities. Each possession goes 
through a loop depicted in Figure 1 until the possession ends with the offensive team scoring or 
losing the ball. Once Team A’s possession ends, the same process is run using Team B’s 
offensive possession outcome probabilities and Team A’s defensive possession outcome 
probabilities. The number of points for each possession is recorded based on the outcome of the 
possession. 
 
The number of possessions the model simulates for the game equals the average between Team 
A’s average possessions per game and Team B’s average possessions per game. The model will 
simulate every possession of the game for both Team A and Team B for the calculated number 
of possessions. After every possession is simulated both teams’ points recorded for every 
possession are totaled. 
 
6.         Model Output 
 
We simulate each game 500 times and estimate the average points scored for each team, the 
estimated point spread, the total points for the game, and the number of times each team won. 






















Cincinnati Iowa 67.74 69.21 -1.47 1.47 136.95 0.44 0.54 Iowa 
Table 5: Model output for 1st round Cincinnati vs. Iowa game 
 
We term “win confidence” as the percentage of times a team wins the 500 simulated games. 
 
7.            Results 
 
We used the previous five NCAA Men’s Basketball Tournaments to test the accuracy, percent of 
games in which the winner is correctly identified, of our models. Equation 7 illustrates how 
accuracy was calculated. For each game, we predict the winner as the team with the largest “win 
confidence” over the 500 simulated games. Table 6 shows the accuracy of each of the three 
models. Again, the “50/50 Weights with SOS” model performed significantly better than the 
other models. 
 
Accuracy = Number of games in which the winner is correctly identified / Total number of 
games 
Equation 7: Model accuracy 
 
Model Accuracy 
Base Model (50/50 Weights) 59% 
50/50 Weights with SOS 72% 
ADJ Weights with SOS 61% 
Table 6: Model Accuracy 
 
We next examine the relationship between win confidence and accuracy of the “50/50 Weights 
with SOS” model. Table 7 shows how accuracy increases as max confidence increases. Max 
confidence represents the win confidence of the projected winning team (team with the higher 
win confidence). While the overall accuracy of the model is about 72%, the accuracy for games 
in which the max win confidence is less than 60% is right at 60% and the accuracy for games 
where the max win confidence is greater than 80% is 97.5%. Table 8 further breaks down the 
accuracy of the model in regards to a range for max confidence. From this table we can see that 
our model is actually more accurate than the confidence level would suggest. 
 
Max Confidence Accuracy # of Games 
All 71.93% 285 
< 60% Confidence 59.87% 152 
> 60% Confidence 85.71% 133 
> 70% Confidence 91.14% 79 




Max Confidence  Accuracy # of Games 
All 71.93% 285 
50% - 60% Confidence 62.60% 152 
60% - 70% Confidence 77.78% 54 
70% - 80% Confidence 84.62% 39 
> 80% Confidence 97.50% 40 
 
 
To understand why the model’s accuracy is better than the predicted confidence level we 
examine the relationship between the model’s predicted confidence level and the actual winning 
percentage. Winning percentage represents the percentage of times a team wins a game (shown 
in equation 8). Table 9 compares a teams’ predicted confidence level (expressed in 10% ranges) 
with winning percentages. The table illustrates a strong positive correlation between predicted 
confidence level and winning percentage. However, we observe that for “underdogs” that only 
win 25.61% of their games, we estimate a higher win confidence (30% to 40%). Conversely, for 
“favorites” that win more than 50% of their games, our win confidence consistently 
underestimates their chances of winning.  
 
Winning percentage = Number of times a team won / Total number of games 
Equation 8: Winning percentage 
 
Win Confidence Win % # of Teams 
<30% 10.53% 95 
30% - 40% 25.61% 82 
40% - 50% 45.99% 137 
50% - 60% 62.60% 123 
60% - 70% 77.78% 54 
70% - 80% 84.62% 39 
> 80% 97.50% 40 
Table 9: Win confidence vs. team winning percentage  
 
Table 8: Max confidence (binned) vs. model accuracy  
 
Table 7: Max confidence vs. model accuracy  
 
8. 2019 March Madness Tournament 
 
We applied the model to predict the 2019 March Madness Tournament. Figure 2 shows the entire 
bracket. The number in the circle next to the predicted winner is the win confidence for that 
team. As you can see, sometimes we picked a team with a lower confidence. We considered 
these teams to be value picks. If a team with a larger seed number has a similar chance of 
winning as the team with the smaller seed number, it makes sense to pick the team with the 
larger seed number according to Clair et al.(2017)’s second consideration when maximizing 
expected return: probability of people picking that team to win. Generally, most people will pick 
the favorite. Picking the underdog will most likely differentiate your bracket from others and 
increase expected return.  Our general rule is that if the team with the larger seed number had a 
win confidence of above 40%, we would pick them. We also considered a few more factors other 
than win confidence when filling out our bracket: 
 Differentiation (value picks) 
 Probability team will get to game 





We discover the offensive team and defensive team’s statistics generally have an equal effect on 
the outcome of a possession. When attempting to optimize respective weights for the effect of 
the offense and the defense on the outcome of a possession, we were unable to improve 
predictive performance due to overfitting. The best model equally weights the offensive and 
defensive teams’ season-long averages and adjusts for strength of schedule. While number of 
possessions, 2pt% converted, and 3pt% converted were unaffected by strength of schedule,  
offensive rebound percentage was greatly affected by strength of schedule. 
 
Our model is able to predict the outcome of games during the last five tournaments at 72% 
accuracy. We were able to see a very strong positive correlation between our model’s predicted 
confidence and accuracy. However, we did notice we were slightly overvaluing the underdog. 
Applied to the 2019 NCAA Tournament, we were able to predict two of the final four teams and 
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