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Abstract
Automatic estimation and recognition of poses from video allows for a whole range
of applications. The research described here is an important step towards automatic
extraction of 3D poses. We describe our research to extract the 2D joint locations of
the people in meeting videos. The key point of the research described here is that we
generalize over variations in appearance of both people and scene. This results in a
robust detection of 2D joint locations. For the detection of different limbs, we employ
a number of limb locators. Each of these uses a different set of image features. We
evaluate our work on two videos that have been recorded in the meeting context. Our
results are promising, yielding an average error of approximately 3-5 cm per joint.
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Automatic estimation and recognition of poses from video allows for a whole range
of applications. Within the AMI (Augmented Multi-part Interaction) project, the
application that we have in mind is the automatic annotation of 3D body poses. A
3D pose is a convenient representation since variations in appearance between people,
variation in scene appearance and variations in viewpoint are ignored. This allows for
more robust detection of gestures and actions. Another application that we consider
is the 3D synthesized replay of meetings. We refer the interested reader to Reidsma
et al. [to appear] for an example of this idea.
The research described here is an important step towards automatic extraction of 3D
poses. We describe our research to extract the 2D joint locations of the people in the
AMI videos1. A set of 2D joint locations can be considered a 2D pose, but we extract
the locations semi-independently, without validating the 2D pose. Our motivation is
that it is more convenient to perform this validation in 3D space. In fact, we are
currently working on this topic.
The key point of the research described here is that we generalize over variations in
appearance of both people and scene. This results in more robust detection of 2D joint
locations. For the detection of different limbs, we employ a number of limb detectors.
Each of these uses a different set of image features.
The remainder of this report is as follows. In Section 2, we summarize the state of the
art in pose estimation. We describe our system in Section 3 and present the results of
our evaluation in Section 4. We conclude in Section 5. This report is a short version
of Broekhuijsen [2006]. The interested reader is referred to this document for a more
elaborate discussion of the parameters involved, and for a more extensive evaluation
of the work.
2 Related work on pose estimation
The analysis of human poses and motion has received a significant amount of research
attention over the last decades. Poppe [to appear] gives an overview of the field,
with a focus on recent work. Human motion analysis is divided into a modeling and
an estimation phase. Modeling is concerned with the construction of the likelihood
function, taking into account the camera model, the image descriptors, human body
model and matching function, and (physical) constraints. Estimation is concerned
with finding the most likely pose given the likelihood surface and temporal dynamics.
In addition, a separate class of model-free approaches is considered. These work do
not exploit an explicit human body model but instead model the relation between
image observations and body pose directly.
In this report, we focus on the modeling phase. In [Poppe, to appear], human body
models, image descriptors, camera considerations and environment considerations are
discussed. In our work, we do not employ a human body model, we assume a fixed
1 For evaluation and testing, we used the publicly available Scripted Meeting videos from
the M4 (Multimodal Meeting Manager project. However, we tested our approach informally
on the AMI hub corpus (http://www.amiproject.org/) with satisfying results.
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camera position (although the work is general enough to account for a range of view-
points) and we consider an indoor environment. The choice of image descriptors is the
key point of our research. In the following, we will discuss different image descriptors
that are used human motion analysis literature.
2.1 Silhouettes
Silhouettes are obtained by segmenting foreground and background in an image. The
foreground contour is the silhouette. The easiest way of performing this segmentation
task is to look at differences in color or grayscale intensity between a known back-
ground frame and the current frame. This method works well for indoor scenes but is
not robust enough when dealing with dynamic scenes. An overview of segmentation
methods can be found in Piccardi [2004].
For model-based approaches, silhouettes are a convenient representation. Silhouette
overlap between synthesized human model and extracted silhouette is often used as
a measure for pose likelihood Poppe et al. [2005]. Delamarre and Faugeras [1999]
generate forces between the projection and the extracted silhouette to refine the pose
estimate.
Silhouettes can be described in many ways. In Rosales and Sclaroff [2000], Hu moments
are used. Howe [2004] uses turning angle. Shape contexts of sampled contour points
are employed by Agarwal and Triggs [2006], Mori and Malik [2006]. A comparison
of the performance of different silhouette-based image descriptors for the task of pose
estimation appears in Poppe and Poel [2006]. In Lee and Cohen [2003], silhouette
templates are used to match the head and shoulders. Instead of using the silhouette
as a whole, the silhouette can be decomposed into smaller parts Sappa et al. [2003],
which can be used in subsequent analysis.
When multiple cameras are available, a visual hull can be constructed from the sil-
houettes that are extracted in each view. However, since we consider only monocular
video, we do not discuss these approaches here. The interested reader is again referred
to Poppe [to appear].
2.2 Edges
Edges appear at image locations where there is a significant difference in contrast
between several neighboring pixels. Convolution filters such as Sobel, Canny and
Laplace are often used to locate edges in grayscale image. In the context of video with
persons, edges usually appear at limb locations.
Edges are often used in pose estimation research Kakadiaris and Metaxas [2000],
Wachter and Nagel [1999], Shakhnarovich et al. [2003]. Matching functions take into
account the normalized distance between model’s synthesized edges and the closest
edge found in the image. Sidenbladh and Black [2003] has trained a limb-finder that
uses histograms of the edge values to determine if an edge belongs to a limb or belongs
to the background.
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2.3 Color and texture
The image can be segmented in regions of similar color. Color segmentation can also
be used to create a model of the body using color blobs. Each blob can then be tracked
and updated according to the new frame Wren et al. [1997]. These blobs are formulated
using both spatial information and color information using histograms. Pixels from
the image are allocated to the corresponding foreground blobs or background blob
based on the Mahalanobis distance to each blob.
Ramanan and Forsyth [2003] uses texture patches to find body parts in the image.
These patches are learned on-line. Barro´n and Kakadiaris [2004] minimize the sum of
pixel-wise intensity differences between the image and synthesized model.
2.4 Motion
Optical flow is the correspondence between small groups of pixels in consecutive frames.
Sometimes, motion can provide extra information where other features provide no
accurate data. Calculating motion however is very computationally intensive.
Since the body moves in certain patterns these patterns can be recognized and used for
pose estimation. Ning et al. [2004] trained a motion model which was used to calculate
the posture information from an image. Motion is also used to align the body model
to the image.
2.5 Combination of descriptors
A likelihood function that takes into account a combination of descriptors proves
to be more robust. Silhouette information can be combined with edges Deutscher
et al. [2000] or optical flow Lee and Cohen [2003]. In Sidenbladh and Black [2003],
edges, ridges and motion are used. Filter responses for these image cues are learned
from training data. Ramanan and Forsyth [2003] use edges and appearance cues and
Zhang et al. [2005] uses a whole range of image descriptors. Care must be taken in
constructing the likelihood function, especially when multiple image descriptors are
used. Not unusually, a body part configuration that results in a low cost for one image
descriptor, will also result in a low cost for a second one. When the likelihood function
simply multiplies the cost function for each image descriptor, this may lead to sharp
peaks in the likelihood surface. This results in less effective estimation.
3 Pose estimation system
Our aim is to extract the 2D joint locations of the joints in the upper body: neck,
elbows and shoulders. In addition, we would like to find the end-effectors of the arms
and the head: the hands and the top of the head. As can be seen in Figure 1, we
can use these locations to describe the 2D pose of the human body. To make the
estimation of the head more robust, we also consider the location of the center of the
face.
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Fig. 1: 2D joint locations projected on human body
We use specialized detectors for the different joint and end-effector locations. Each
detector uses a set of image descriptors. The choice for these descriptors is based on
the observations in the previous section. Next, we will describe each of the locators in
more detail.
3.1 Head and shoulder locator
Since the AMI videos are filmed in an indoor setting, the background is static. This
allows for background substraction. We recorded a number of background frames
and calculated the mean pixel intensity for each of the three RGB color channels. We
empirically set a threshold for the maximum difference between the background model
and a new frame. After the subtraction, we applied subsequent erosion and dilation.
Similar to Poppe et al. [2005], we selected the largest connected regions. An example
can be found in Figure 2.
(a) (b) (c) (d) (e)
Fig. 2: Background subtraction process: (a) input image, (b) thresholded after
background subtraction, (c) after applying erosion, (d) after applying
dilation and (e) with largest connected components selected.
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In the AMI videos, people’s head and shoulders tend to be clearly visible. We therefore
take a template-based approach to find both shoulders and head. Each template
contains an outline of the head and shoulders. Associated with each template are the
2D locations of the shoulders, neck and head. By fitting the template on the extracted
silhouette, we obtain these 2D locations. Because there can be other objects such as
chairs and artifacts in the silhouette, the silhouette image is snaked to match the edges
[Kass et al., 1988]. In Figure 3, the result of snaking is shown.
(a) (b)
Fig. 3: Snaking the silhouette: (a) original template overlaid on image and (b)
snaked template overlaid on image.
We tried several matching criteria to assess the likeliness of the snaked template given
the silhouette. Hu moments [Hu, 1962] and Pair-wise Geometrical Histograms [Evans
et al., 1992]) proved to be less suitable compared to the pixel-wise overlap ratio.
For each new frame, we fit each template to the silhouette. The template with the
best matching score is selected and the 2D locations of the top of the head and the
shoulders are deformed according to the snake deformation. This approach can be
initialized automatically since information from the previous frame is not required.
3.2 Head and hand locator
Skin color is a convenient image feature to find the regions that belong to the head and
the hands. Our first step is to identify these regions. We convert our image to the HSV
color space, since it has an intensity channel. By allowing small variations in intensity,
we account for small lighting changes. For each of the channels, we empirically set
thresholds. Again, we apply subsequent erosion and dilation to remove noise. Similar
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to the silhouette extraction, we select the largest connected components. Figure 4
shows an example of the skin color segmentation.
(a) (b) (c) (d) (e)
Fig. 4: Skin color segmentation: (a) input image, (b) after applying threshold,
(c) after applying erosion, (d) after applying dilation and (e) with largest
connected components selected.
After identifying these regions, we fit ellipses to each blob, similar to Argyros and
Lourakis [2004]. Figure 5 (left) shows the fitted blobs. The next task is to label each
blob, to identify the head and both hands. A tracker, described in Poppe et al. [2005]
was used. For the hands, an additional step needs to be taken, since it is not known
from the blobs at which side the hand is located. Therefore, we calculate the number
of edges inside the ellipse at both sides of the center of mass, in the direction of the
principal axis. Figure 5 (right) shows the edges associated to each blob. This simple
trick was found to work surprisingly well.
(a) (b)
Fig. 5: (a) Multiple hypotheses for each skin blob. For the person on the right,
the locations of head center and hands are shown. (b) Edge image that
is used to determine the locations of the hands.
The locator can automatically initialize by assuming an initial labelling based on
statistical locations of heads and hands. The labelling is propagated through time by
using a Kalman filter with ellipse location and orientation as state. The locations of
the ellipses are used to calculate the 2D locations of the center of the face, and the
tips of the hands.
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3.3 Elbow locator
In our system, we use the limb detector that is described in Sidenbladh and Black
[2003]. In short, for each edge pixel we calculate the likelihood of it being a limb-pixel.
We trained, using the data provided by Sidenbladh and Black [2003], edge response
distributions (histograms) of limb-like edges and background-edges. By comparing
both histograms, we can calculate the probability that an edge point lies on a limb
with certain orientation. The interested reader is referred to Sidenbladh and Black
[2003] for more details about training the models, and calculating the probabilities.
It was found that these limb detectors, although computationally very expensive, can
accurately find human limb-edges. Given these edges, we can estimate the width of
both the lower and upper arm in the images. This step is shown in Figure 6. We
estimate the 2D locations of the elbows by intersecting the lines through the centers
of the lower and upper arms.
Fig. 6: (a) Results for all edge scores in the search area for the elbow, with given
locations of shoulder and hands. (b) Edge scores overlaid on image. (c)
The limbs as calculated using Sidenbladh and Black [2003]. (d) Limbs
overlaid on image.
Since the approach is computationally expensive, we restrict the search window using
information about the location of the shoulder and the hands. This implies that the
accuracy of the locator depends heavily on the accuracy of both the head and hands
locators, and the head and shoulder locator.
4 Evaluation
Because we aim to apply our work in the context of meetings, we evaluate the per-
formance of our limb detectors in this domain as well. From the M4 Public Meet-
ing Recordings, we selected Scripted-Meeting-TRN-03 and Scripted-Meeting-TRN-30,
both camera 1 for evaluation. The videos have a resolution of 720x576 pixels and last
about 5 minutes each, which is approximately 7500 frames at 25 frames per second.
For each meeting, two videos are available, each showing two meeting participants.
The participants show typical meeting behavior such as listening, writing and talking.
We only use the two videos recorded with camera 1. For each meeting, the skin color
parameters have been tuned to reliably extract the head and hands for the person
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on the left (person 1). The results we present here are from the person on the right
(person 2). Also, the head-shoulder templates are taken from the person on the left.
The edge detector has been trained with the data used in Sidenbladh and Black [2003].
The Kalman filter parameters have been tuned to reliably track hands and head in
the movie used in Argyros and Lourakis [2004].
To obtain ground truth, we manually located the 2D locations of the hands, the elbows,
the shoulders, the face center and the top of the head. Additionally, we measured the
average widths of the upper and lower arms. Because the difference between frames
is small, we decided to annotate every 125th frame. Results of both meetings are
presented in Figure 7 and Figure 8 for TRN-03 and TRN-30 respectively. All errors
are in pixels. The white boxes depict the 95% confidence interval. For comparison,





























Fig. 7: Estimation results for each joint in pixels. The white boxes depict the
95% confidence interval.
The average error over all locations, including the arm widths, is 24.4 pixel (approxi-
mately 4.6 cm) for TRN-03 and 15.3 (approximately 2.9 cm) for TRN-30. A more elab-
orate evaluation of the individual limb locators can be found in Broekhuijsen [2006].
Results of additional experiments where we used information from the previous frames
are also discussed.































Fig. 8: Estimation results for each joint in pixels. The white boxes depict the
95% confidence interval.
5 Conclusions and future work
We presented our work on the localization of 2D joints in monocular videos of meetings.
We constructed a number of specific limb locators, each of which used a suitable
combination of image descriptors. From the limb locations, we derived the 2D joint
locations of the joints in the upper body. The context of our work is the meeting
domain. We evaluated our work on two videos that have been recorded in this context.
Our results are promising, yielding an average error of approximately 3-5 cm per joint.
We are currently extending our work to recover 3D upper body poses. We plan to use
these as descriptors for use in gesture recognition. Another application that we are
considering is the synthesis of human motion for replay of recorded meetings.
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