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In recent years, many different basic functions have been used
to estimate the solution of integral equations, such as orthog-
onal functions and wavelets [1–5]. Depending on the structure,
the orthogonal functions may be widely classiﬁed into three
families [6]. The ﬁrst includes sets of piecewise constanty. Production and hosting by
Shams University.
lsevierorthogonal functions (PCOFs) [7] (e.g., Walsh, block-pulse,
haar, etc.). The second consists of sets of orthogonal polyno-
mials (e.g., Laguerre, Legendre, Chebyshev, etc.). The third
is the widely used sets of sine–cosine functions in Fourier ser-
ies. One of the most attractive proposals made in the last years
was an idea connected to the application of wavelets as basis
functions in the numerical solution of integral equations.
The wavelets technique allows the creation of very fast algo-
rithms when compared to the algorithms ordinarily used. This
is due to speciﬁc attributes when it is used as a basis function.
Abel’s integral equation is one of the most important inte-
gral equations that derived directly from a concrete problem of
mechanics or physics (without passing through a differential
equation) [8–10]. Historically, Abel’s problem is the ﬁrst one
to lead to the study of integral equations. In 1823, Abel, when
generalizing the tautochrone problem derived the equation:
Z x
0
yðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x tp dt ¼ fðxÞ;
250 S. Sohrabiwhere f(x) is a known function and y(x) is an unknown func-
tion to be determined. This equation is a particular case of a
singular linear Volterra integral equation of the ﬁrst kind.
The generalized Abel’s integral equations on a ﬁnite segment
appeared for the ﬁrst time in the paper of Zeilon [11].
Several numerical methods for approximating the solution
of singular integral equations are known. Baker [8] studied
the numerical treatment of integral equations. A numerical
solution of weakly singular Volterra integral equations was
introduced in [12]. Babolian and Salimi [13] discussed an oper-
ational matrix method based on block-pulse functions for sin-
gular integral equations. In [14,15], wavelets approximation
have been used for numerically solution of Abel’s integral
equations. Moreover, a direct method based upon block-pulse
functions have been presented in [16].
In this paper, the construction of Chebyshev wavelets is
ﬁrst considered [17,18]. These wavelets are then used for
numerical solution of Abel’s integral equation of the form:
kyðxÞ ¼ fðxÞ þ
Z x
0
yðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x tp dt; 0 6 x; t 6 1 ð1Þ
where k= 0 or k= 1. The main characteristic of Chebyshev
wavelets technique is to convert Eq. (1) into an algebraic;
hence, the solution procedures are either reduced or simpliﬁed
accordingly. Finally, the numerical results obtained here are
compared with the results of BPFs method obtained in [16],
in sense of some numerical examples.
2. Chebyshev wavelets
In this section, we review the construction of Chebyshev wave-
lets in the framework of recursive wavelet construction given in
[18] for piecewise polynomial spaces on [0,1].
We ﬁrst introduce some notations. Throughout this work,
N denotes the set of all natural numbers, N0 :¼ {0,1, . . .} and
Zl :¼ {0,1,2, . . . ,l  1} for a positive integer l.
For an integer l> 1, we consider the contractive mappings
on I :¼ [0,1]:
wðtÞ ¼
tþ 
l
; t 2 ½0; 1;  2 Zl: ð2Þ
The mappings {we} clearly satisfy the following properties:
wðIÞ  I; 8 2 Zl;[
2Zl
wðIÞ ¼ I:
Let F0 denotes the ﬁnite dimensional linear space on [0,1]
that is spanned by Chebyshev polynomials:
T0ð2x 1Þ;T1ð2x 1Þ; . . . ;TM1ð2x 1Þ
where M 2 N and Tm(x) is the Chebyshev polynomial of order
m, namely,
F0 :¼ spanfTmð2x 1Þ; x 2 ½0; 1jm 2 ZMg:
It is well known that Chebyshev polynomials Tm(x) are
orthogonal with respect to the weight function wðxÞ ¼
ð1 x2Þ12 on the interval [1,1] and satisfy the following
formulae:
T0ðxÞ ¼ 1;
T1ðxÞ ¼ x;
Tmþ1ðxÞ ¼ 2xTmðxÞ  Tm1ðxÞ; m ¼ 1; 2; 3; . . . :To construct an orthonormal base of L2[0,1], we deﬁne for
each e 2 Zl an isometry Pe on L2[0,1]:
ðPfÞðxÞ :¼
ﬃﬃﬃ
l
p
f w1 ðxÞ
 
; x 2 wðIÞ
0; x R wðIÞ:
(
Starting from the space F0, we deﬁne a sequence of spaces
{FkŒk 2 N0} via the recurrence formula:
Fkþ1 :¼ a
2Zl
PFk; k 2 N0
where
A B :¼ ffþ g : f 2 A; g 2 Bg
denotes generally the direct sum of the spaces A and B.
The sequence of spaces {FkŒk 2 N0} is nested, i.e.
F0  F1      Fk  Fkþ1     ;
and
dimFk ¼ Mlk; k 2 N0:
In addition, we can prove that:
[1
k¼0
Fk ¼ L2½0; 1:
Next we construct an orthonormal base for each of the
spaces Fk. We ﬁrst note that:
G0 :¼ fgmTmð2x 1Þ; x 2 ½0; 1jm 2 Zmg
where
gm ¼
ﬃﬃ
2
p
q
; m ¼ 0;
2ﬃﬃ
p
p ; m > 0;
8><
>:
is an orthonormal base of space F0 and for all f(x) 2 L2 [0,1]
suppfP f g \ supp P0 ff g ¼ ;; –0
where supp f denotes the compact support of function f. It is
not difﬁcult to ﬁnd that:
Gk :¼ P0      Pk1 ðgmTmð2x 1ÞÞjm 2 Zm; l 2 Zl; l 2 Zk
 
is an orthonormal base of space Fk, where ‘‘’’ denotes compo-
sition of functions. In other words, for n= 1,2, . . . ,lk, k 2 N if
we set:
wðkÞn;mðxÞ ¼
gml
k
2Tmð2lkx 2nþ 1Þ; n1lk 6 x < nlk ;
0; otherwise;
(
ð3Þ
then the set of wðkÞn;mðxÞjn ¼ 1; 2; . . . ; lk;m 2 ZM
n o
forms an
orthonormal base for space Fk with respect to the weight func-
tion wn(x) where
wnðxÞ ¼ wð2l
kx 2nþ 1Þ; n1lk 6 x < nlk ;
0; otherwise:

For l= 2, k= 1 andM= 3, Chebyshev wavelets on [0,1)
are as follows:
wð1Þ1;0ðxÞ ¼ 2ﬃﬃpp
wð1Þ1;1ðxÞ ¼ 2
ﬃﬃ
2
p
q
ð4x 1Þ
wð1Þ1;2ðxÞ ¼ 2
ﬃﬃ
2
p
q
ð1 16xþ 32x2Þ
9>>>=
>>>;
0 6 x < 1
2
;
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wð1Þ2;1ðxÞ ¼ 2
ﬃﬃ
2
p
q
ð4x 3Þ
wð1Þ2;2ðxÞ ¼ 2
ﬃﬃ
2
p
q
ð17 48xþ 32x2Þ
9>>=
>>;
1
2
6 x < 1:3. Function approximationTheorem 1. A function f(x) deﬁned on [0,1), is with bounded
second derivative, say Œf00(x)Œ 6 B, can be expanded as an
inﬁnite sum of Chebyshev wavelets, and the series converges
uniformly to the function f(x), that is:
fðxÞ ¼
X1
n¼1
X1
m¼0
cnmw
ðkÞ
n;mðxÞ ð4Þ
where cnm ¼ hfðxÞ;wðkÞn;mðxÞi and Æ.,.æ denotes the inner product in
L2wn ½0; 1.
Proof.
cnm ¼
Z 1
0
fðxÞwðkÞn;mðxÞwnðxÞdx
¼
Z n
lk
n1
lk
fðxÞgmlk2Tmð2lkx 2nþ 1Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ð2lkx 2nþ 1Þ2
q dx
Now, let n^ ¼ 2n 1; 2lkx n^ ¼ t, then dx ¼ 1
2lk dt.
Hence
cnm ¼ gml
k
2
2lk
Z 1
1
f n^þ t
2lk
 	
TmðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 t2
p dt ¼ gm
2l
k
2
Z 1
1
f n^þ t
2lk
 	
TmðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 t2
p dt
If we let t= cosh, then we have dt=  sinhdh, and
cnm ¼ gm
2l
k
2
Z p
0
f
n^þ cos h
2lk

 
cosmhdh: ð5Þ
By using the integration by parts, we have:
cnm ¼ gm
2l
k
2
1
m
f
n^þ cos h
2lk

 
sinmhjp0 þ
1
2lkm


Z p
0
f0
n^þ cos h
2lk

 
sinmh sin hdh

¼ gm
8l
3k
2m
Z p
0
f0
n^þ cos h
2lk

 
½cosðm 1Þh cosðmþ 1Þhdh
¼ gm
8l
3k
2m
Z p
0
f0
n^þ cos h
2lk

 
cosðm 1Þhdh


Z p
0
f0
n^þ cos h
2lk

 
cosðmþ 1Þhdh

¼ gm
8l
3k
2m
1
4lkðm 1Þ
Z p
0
f00
n^þ cos h
2lk

 
½cosðm 2Þh

 cosmhdh 1
4lkðmþ 1ÞZ p
0
f00
n^þ cos h
2lk

 
½cosmh cosðmþ 2Þhdh

¼ gm
32l
5k
2m
Z p
0
f00
n^þ cos h
2lk

 
cosðm 2Þh cosmh
m 1

 cosmh cosðmþ 2Þh
mþ 1

dhConsider:

Z p
0
f 00
n^þ cosh
2lk

 
cosðm 2Þh cosmh
m 1 
cosmh cosðmþ 2Þh
mþ 1
 
dh

2
¼ j
Z p
0
f 00
n^þ cosh
2lk

 
 ðm 1Þ cosðmþ 2Þh 2m cosmhþ ðmþ 1Þ cosðm 2Þhðm 1Þðmþ 1Þ dhj
2
6
Z p
0
jf 00 n^þ cosh
2lk

 
j2dh

Z p
0
ðm 1Þ cosðmþ 2Þh 2m cosmhþ ðmþ 1Þcosðm 2Þh
ðm 1Þðmþ 1Þ


2
dh
< pB2
Z p
0
 ðm 1Þ
2
cos2ðmþ 2Þhþ 4m2 cos2mhþ ðmþ 1Þ2 cos2ðm 2Þh
ðm 1Þ2ðmþ 1Þ2 dh
¼ pB
2
ðm 1Þ2ðmþ 1Þ2
p
2
ðm 1Þ2 þ p
2
4m2 þ p
2
ðmþ 1Þ2
h i
¼ p
2B2
ðm 1Þ2ðmþ 1Þ2 ½3m
2 þ 1
Thus, we get
Z p
0
f00
n^þ cos h
2lk

 
cosðm 2Þh cosmh
m 1 
cosmh cosðmþ 2Þh
mþ 1
 
dh


<
pBð3m2 þ 1Þ12
ðm 1Þðmþ 1Þ :
Therefore, for m> 1, we have:
jcnmj < gm
32l
5k
2m
pBð3m2 þ 1Þ12
ðm 1Þðmþ 1Þ
<
gmpB
32ðnÞ52m
ð4m2Þ12
ðm 1Þ2  0:2cm ¼
gmpB
32ðnÞ52ðm 1Þ2
: ð6Þ
For m= 1, using Eq. (5), we get:
jcn1j <
ﬃﬃﬃ
p
p
4n
3
2
max
06x61
jf 0ðxÞj:
Hence, the series
P1
n¼1
P1
m¼1cnm is absolute convergent.
Moreover, It is obvious that, for m= 0, the seriesP1
n¼1cn0w
ðkÞ
n;0ðxÞ is convergence. Consequently, it follows that
the series
P1
n¼1
P1
m¼0cnmw
ðkÞ
n;mðxÞ converges to the function f(x)
uniformly. h
If the inﬁnite series in (4) is truncated, then it can be written
as:
fðxÞ ’
Xlk
n¼1
XM1
m¼0
cnmw
ðkÞ
n;mðxÞ ¼ CTUðxÞ ð7Þ
where C and U(x) are (lkM · 1) vectors given by:
C ¼ ½c1; c2; . . . ; clk T; ð8Þ
UðxÞ ¼ ½w1;w2; . . . ;wlk T; ð9Þ
and
ci ¼ ½ci0; ci1; . . . ; ci;M1;wiðxÞ ¼ wðkÞi0 ðxÞ;wðkÞi1 ðxÞ; . . . ;wðkÞi;M1ðxÞ
h i
;
for i= 1,2, . . . ,lk.
252 S. SohrabiTheorem 2. (Accuracy estimation)Let f(x) be a continuous
function deﬁned on [0,1), with bounded second derivative
Œf00(x)Œ bounded by B, then we have the following accuracy
estimation:
rk;M <
ﬃﬃﬃ
p
p
B
8
X1
n¼lkþ1
1
n5
X1
m¼M
1
ðm 1Þ4
0
@
1
A
1
2
; ð10Þ
where
rk;M ¼
Z 1
0
fðxÞ 
Xlk
n¼1
XM1
m¼0
cnmw
ðkÞ
n;mðxÞ
" #2
wnðxÞdx
0
@
1
A
1
2
:
Proof.
r2k;M ¼
Z 1
0
fðxÞ 
Xlk
n¼1
XM1
m¼0
cnmw
ðkÞ
n;mðxÞ
" #2
wnðxÞdx
¼
Z 1
0
X1
n¼1
X1
m¼0
cnmw
ðkÞ
n;mðxÞ 
Xlk
n¼1
XM1
m¼0
cnmw
ðkÞ
n;mðxÞ
" #2
wnðxÞdx
¼
Z 1
0
X1
n¼lkþ1
X1
m¼M
c2nm w
ðkÞ
n;mðxÞ
 	2
wnðxÞdx
¼
X1
n¼lkþ1
X1
m¼M
c2nm
Z 1
0
wðkÞn;mðxÞ
 	2
wnðxÞdx
¼
X1
n¼lkþ1
X1
m¼M
c2nm
Z n
lk
n1
lk
gml
k
2Tmð2lkx 2nþ 1Þ
h i2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ð2lkx 2nþ 1Þ2
q dx
¼
X1
n¼lkþ1
X1
m¼M
c2nmg
2
ml
k
Z n
lk
n1
lk
T2mð2lkx 2nþ 1Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ð2lkx 2nþ 1Þ2
q dx
As before, let n^ ¼ 2n 1; 2lkx n^ ¼ t, then:
r2k;M ¼
X1
n¼lkþ1
X1
m¼M
c2nmg
2
ml
k 1
2lk
Z 1
1
T2mðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 t2
p dt ð11Þ
For mP 1, we haveZ 1
1
T2mðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 t2
p dt ¼ p
2
;
then
r2k;M ¼
X1
n¼lkþ1
X1
m¼M
c2nm ð12Þ
Having (6) and (12), we get:
r2k;M <
pB2
26
X1
n¼lkþ1
X1
m¼M
1
n5
1
ðm 1Þ4
0
@
1
A: 4. Application to Abel’s integral equation
In this section we solve singular Volterra integral Eq. (1) by
using Chebyshev wavelets. We now approximate y(x) and
f(x) by the way mentioned in Section 3 as:yðxÞ ¼ YTUðxÞ; fðxÞ ¼ FTUðxÞ ð13Þ
where U(x) is deﬁned in (9), Y is lkM · 1 unknown vector
deﬁned similarly to C in (8) and coefﬁcients of F are known.
By using Eqs. (1) and (13) we get:
kYTUðxÞ ¼ FTUðxÞ þ
Z x
0
YTUðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x tp dt: ð14Þ
Since the basis of Chebyshev wavelets U(t) are polynomials,
it sufﬁcient to calculate the integral:Z x
0
tnﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x tp dt:
From calculus, we have:Z x
0
tnﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x tp dt ¼
ﬃﬃﬃ
p
p
x nþ
1
2ð ÞCðnþ 1Þ
C nþ 3
2
  : ð15Þ
Having Eq. (15), we get:Z x
0
UðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x tp dt ¼ KUðxÞ ð16Þ
where K is a lkM · lkM invertible matrix. Then from Eqs. (14)
and (16) we have:
kYTUðxÞ ¼ FTUðxÞ þ YTKUðxÞ;
or
kYT ¼ FT þ YTK: ð17Þ
The resulting Eq. (17) generates a system of lkM linear
equations which can be solved using direct or iterative methods
and the solution is:
YT ¼ FT  K1 for k ¼ 0;
or
YT ¼ FT  ðI KÞ1 for k ¼ 1:
Thus y(x) = YTU(x) is the solution of (1).
5. Illustrative examples
In this section, we applied the method presented in this paper
for solving integral Eq. (1) and solved some examples. The
computations associated with the examples were performed
using Mathematica 7. In the following examples we set l= 2.
Example 1. Consider the following Abel’s integral equation of
the second kind:
4yðxÞ ¼ 4ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xþ 1p  arcsin
1 x
1þ x

 
þ p
2

Z x
0
yðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x tp dt; 0 6 x < 1: ð18Þ
If we solve (18) for y(x) directly, the analytic solution can be
shown to be yðxÞ ¼ 1ﬃﬃﬃﬃﬃﬃ
xþ1p . The comparison among theChebyshev
wavelets solution, BPFs solution (by the way in [16]) and the
analytic solution for x 2 [0,1) is shown in Table 1 and Fig. 1
for k= 0 and M= 16, which conﬁrms that the Chebyshev
wavelets method in Section 4 gives almost the same solution
of the analytic method. The average relative errors of our
method is 1.199093526717480 · 1013 and by BPFs method is
Figure 1 The comparison among the Chebyshev wavelets, BPFs
and exact solutions for Example 1.
Table 2 Numerical results for Example 2.
xi Exact
solution
Presented method
ðk ¼ 0;M ¼ 16Þ
BPFs method
ðm ¼ 16Þ
0.1 0.414059 0.415689 0.402472
0.2 0.508352 0.505528 0.519751
0.3 0.564309 0.566205 0.554755
0.4 0.603347 0.601908 0.605031
0.5 0.632868 0.634188 0.640487
0.6 0.656323 0.655109 0.654785
0.7 0.675601 0.676588 0.678700
Table 1 Numerical results for Example 1.
xi Exact
solution
Presented method
ðk ¼ 0;M ¼ 16Þ
BPFs method
ðm ¼ 16Þ
0.1 0.953462589245592 0.953462589245673 0.95646081381695
0.2 0.912870929175277 0.912870929175386 0.90601007037324
0.3 0.877058019307029 0.877058019306891 0.88361513925322
0.4 0.845154254728517 0.845154254728650 0.84340093819493
0.5 0.816496580927726 0.816496580927598 0.80822420481499
0.6 0.790569415042095 0.790569415042217 0.79221049469412
0.7 0.766964988847370 0.766964988847260 0.76284677221990
0.8 0.745355992499930 0.745355992499993 0.74933888037055
0.9 0.725476250110012 0.725476250110099 0.72434536240934
Comparison Chebyshev wavelets method with BPFs method for solving Abel’s integral equation 2531.6156609047 · 104 for 16 terms. We make a simulation and
display in Fig. 2 for the computed average relative errors. Better
approximation is expected by choosing k= 0 and M= 18,
which we get the average relative error as 2.94356152603041
· 1015.
Example 2. As the second example, consider the following
Abel’s integral equation of the second kind:
yðxÞ ¼ 2 ﬃﬃﬃxp  Z x
0
yðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x tp dt: ð19ÞFigure 2 The average relative errors for k= 0 and M= 15,
16, . . . , 22.The analytic solution of this problem is yðxÞ ¼ 1
epxerfcð ﬃﬃﬃﬃﬃpxp Þ, where erfcð ﬃﬃﬃﬃﬃpxp Þ is complementary error func-
tion deﬁned by [14]:
erfcðxÞ ¼ 2ﬃﬃﬃ
p
p
Z 1
x
eu
2
du:
The comparison among the analytic solution, the Chebyshev
wavelets solution and BPFs solution is shown in Table 2 for
k= 0 andM= 16. The average relative error of our method is
1.07438 · 104 and by BPFs method in [16] is 1.85159 · 103,
for 32 terms.
Example 3. Consider the following ﬁrst kind Abel’s integral
equation:
2
105
ﬃﬃﬃ
x
p ð105 56x2 þ 48x3Þ ¼
Z x
0
yðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x tp dt: ð20Þ
If we apply the Chebyshev wavelets method in Section 4 to
solve Eq. (20) with k= 0 and M= 4, we obtain:
yðxÞ ¼ 15
16
ﬃﬃﬃ
p
2
r
wð0Þ0;0ðxÞ 
ﬃﬃﬃ
p
p
64
wð0Þ0;1ðxÞ þ
ﬃﬃﬃ
p
p
32
wð0Þ0;2ðxÞ þ
ﬃﬃﬃ
p
p
64
wð0Þ0;3ðxÞ
¼ x3  x2 þ 1;
which is the analytic solution of this problem [14,16].
Example 4. As the ﬁnal example, consider the Abel’s integral
equation of the ﬁrst kind as follows:
x ¼
Z x
0
yðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x tp dt: ð21Þ0.8 0.691842 0.691596 0.688860
0.9 0.705787 0.704377 0.706495
Table 3 Numerical results for Example 4.
xi Exact
solution
Presented method
ðk ¼ 1;M ¼ 8Þ
BPFs method
ðm ¼ 16Þ
0.1 0.201317 0.200128 0.200460
0.2 0.284705 0.286092 0.297987
0.3 0.348691 0.347394 0.337588
0.4 0.402634 0.404161 0.405769
0.5 0.450158 0.449568 0.464014
0.6 0.493124 0.492704 0.490550
0.7 0.532634 0.532315 0.539721
0.8 0.569410 0.569156 0.562698
0.9 0.603951 0.603742 0.606044
Figure 3 The comparison among the Chebyshev wavelets, BPFs
and exact solutions for Example 4.
Figure 4 The average relative errors for k= 1 andM= 6,7, . . . ,
18.
254 S. SohrabiIf we solve (21) for y(x) directly, the analytic solution can be
shown to be yðxÞ ¼ 2p
ﬃﬃﬃ
x
p
[13]. Table 3 and Fig. 3 present the
comparison among the analytic solution and the Chebyshev
wavelets solution for k= 1andM= 8, togetherwith the results
obtained by the way in [16] using BPFsmethod form= 16. The
average relative error of our method is 8.39173 · 104 and by
BPFs method is 7.74781 · 103, for 32 terms. We make a simu-
lation and display in Fig. 4 for the computed average relative
errors.6. Conclusion
In this work, we solved Abel’s integral equations of the ﬁrst
and second kind by using Chebyshev wavelets. Chebyshev
wavelets are well behaved basic functions that are orthonormal
on [0,1]. Four examples have proven that Chebyshev wavelets
method is superior to other piecewise constant orthogonal
functions method for Abel’s integral equations. We can modify
this method for the numerical solution of nonlinear singular
integral equations of the ﬁrst and second kind.References
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