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Introduction
Let us introduce the main geometric objects the following procedures are dealing with. For any 
further detail the interested reader is referred to the extensive mathematical treatment of the subject 
[RT] and to references therein. 
A weighted projective space (wps) is a suitable finite quotient of the -dimensional 
projective space, where is the weights vector, i.e. a -vector with coprime 
positive integer entries, characterizing the action defining the quotient [RT, 1.4]. It is probably the 
better known example of a singular, complete, normal toric variety.
Since normal toric varieties can be defined starting from convex geometric objects like cones, fans of
cones and, for projective ones, polytopes [RT, 1.1], the approach to wps's via toric geometry 
naturally provides an algorithmic treatment of the subject. Moreover polytopes associated with 
polarized wps's turns out to be simplices, meaning that their treatment can be further reduced to 
consider suitable associated matrices.
Here we will provide procedures which are able to produce the toric data associated with a 
(polarized) wps i.e. fans , polytopes and their equivalences. But more originally we will provide 
procedures which are able to detect a weights vector  starting from either a fan or a polytope: we 
will call this process the recognition of a (polarized) wps. Moreover we will give procedures 
connecting polytopes of a polarized wps with an associated fan and viceversa. 
Although there already exist many mathematical packages which are able to compute the toric data of
a given toric variety, and in particular of a given wps (the interested reader is referred to the well 
updated D. Cox web-page [Cox] and references therein), the recognition of toric data, the connection 
between fans and polytopes and the detection of equivalence between toric data with the computation
of the linking transformations are all original procedures which do not find comparisons elsewhere.
0.a Preliminaries
(2.2.6)
(2.2.5)
(2.2.1)
(2.2.2)
(2.2.4)
(2.2.3)
(2.1.1)
1. Reduction of weights vector
Given a weights vector Q, computes its reduction (see [RT, 1.6]:
Example: 
2. From fan and polytopes to matrices and conversely
The following procedures associate a matrix to the (ordered) 1-skeleton of a fan and viceversa. 
The same is done for vertices of a polytope.
Example: 
(2.3.1)
(2.3.3)
(2.3.6)
(2.3.9)
(2.3.2)
(2.3.5)
(2.3.7)
(2.3.8)
(2.3.4)
(2.3.10)
3. Is Gorenstein i.e. Fano
A wps is Gorenstein if and only if it is Fano. Therefore the following procedure are essentially the
same. IsFano gives also the index of when it is Fano. First of all let us compute the sum of 
weights in 
9
Then let us compute the least common multiple of weights in 
12
Finally the procedures IsGorenstein and IsFano
false
true
0.b Given a weights vector Q, determine a fan associated to Q
Given a weights vector Q, the following procedure computes a fan associated to Q:
(3.7)
(3.4)
(3.6)
(3.3)
(3.2)
(3.8)
(3.9)
(3.5)
(3.1)
Examples: 
Given a weights vector Q , determine the Q-canonical fan of P(Q)
Given a weights vector Q, QcanonicalFan returns the -canonical fan of , as defined in 
[RT, 2.4].
(3.1.2)
(4.1.1)
(3.1.1)
(4.1.2)
Example: 
0.c Given a weights vector Q and a polarization O(m),  
determine a polytope associated to (Q,m)
1. Transverse and weighted trasverse of a matrix
The weighted transversion is a process giving a matrix associated with the polytope of a 
minimally polarized wps when starting from a given fan of it [RT, 3.1]. Here this is realized by 
the procedure WeightedTransverse. 
Let us first introduce some technical procedures.  In the procedure Matri, M is a 
matrix,  an index with  and Matri(M,j) is the matrix obtained by 
eliminating from M the -th column.
Example: 
(4.1.2)
(4.2.2)
(4.1.3)
(4.2.1)
(4.1.4)
The procedure Vzero eliminates the first column from a   matrix by using Matri
Example: 
The procedure Transverse computes the transverse of a square matrix M, as defined in [RT,1.3]
Finally the procedure WeightedTransverse computing the weighted transverse matrix strating 
from a fan V.
Example: 
2. Computing the polytope matrix 
QpolMat(Q,m) computes a polytope matrix associated with as defined in [RT, 
Thm.3.3], starting from a weights vector  and a polarization : if not expressed as an input, the 
value is taken by default. FpolMat computes the same polytope matrix when starting from a 
fan. 
Examples: 
(4.1.2)
(4.3.2)
(4.3.1)
(4.2.2)
(4.2.5)
(4.2.3)
(4.2.4)
(4.3.3)
3. Computing the polytope
Qpolytope(Q,m) computes a polytope defining ; Fpolytope computes the same 
polytope starting from a fan of  and a polarization . Again the polarization is considered 
equal to 1 when not expressed as an input.
Examples: 
(4.1.2)
(4.3.4)
(4.2.2)
(4.3.3)
(4.3.5)
1. Given a fan, say if it is associated to P(Q) for some Q
(5.1.3)
(5.1.7)
(5.1.2)
(5.1.4)
(4.1.2)
(5.1.1)
(4.2.2)
(5.1.5)
(5.1.8)
(4.3.3)
(5.1.6)
Let us now introduce the procedures recognizing the fan of a wps following Section 2 in [RT].
1. Recognizing an admissible fan
IsWPSFan determines if  a given list of   vectors in  generates a fan of a wps, by checking
condition (3) in [RT, Thm.2.1]. 
Examples: 
false
false
true
true
2. Determining the weights vector Q
By using IsWPSFan the following procedure FWeights recognizes the fan of a wps and 
compute the weigths vector 
(5.3.1)
(5.2.1)
(5.3.4)
(5.2.2)
(4.1.2)
(5.3.3)
(4.2.2)
(5.2.5)
(5.3.5)
(5.3.6)
(5.3.2)
(5.2.4)
(5.2.3)
(4.3.3)
Examples: 
Error, (in FWeights) It is not a fan of a WPS
3. Given a weights vector Q and a fan, say if the latter is a fan of P
(Q)
The following procedure IsFanQ answers the question if a given fan  defines the wps of given 
weights 
Examples: 
true
true
false
2. Given a polytope, say if it is associated to P(Q) for some Q
Let us then pass to the recognition process for polytopes defining a polarized wps 
1. Technicalities
(4.1.2)
(4.2.2)
(6.1.2)
(6.1.1)
(4.3.3)
Given a square matrix W with coprime entries, the following procedure WPP computes a list 
containing
1) the list of associated pseudo-weights, which are effective weights when the columns of  and 
the origin are the vertices of a polytope defining a polarized wps,
2) the what of W as defined in [RT, Def. 3.10],
3) the associated pseudo-fan, which for general  may be gnerated by rational vectors in 
4) the associated polarization.
The different outputs of WPP will be individually recalled in the following by using the 
following procedures:
Examples 
(6.1.3)
(4.1.2)
(4.2.2)
(6.2.1)
(6.2.2)
(6.2.3)
(6.1.2)
(6.1.4)
(4.3.3)
2. Admissible matrices
The following procedure says if a given matrix is -admissible [RT, Def. 3.8] i.e. if it is the 
weighted transverse matrix of a wps fan. This is done by checking that the obtained pseudo-fan is 
actually a fan generated by integer vectors.  
Examples 
false
(6.3.5)
(6.3.4)
(4.1.2)
(6.2.4)
(6.3.7)
(4.2.2)
(6.3.8)
(6.3.3)
(6.3.6)
(6.3.2)
(6.2.3)
(6.1.2)
(4.3.3)
(6.3.1)
true
3. Recognizing an admissible polytope
The following procedure recognizes a polytope defining a polarized wps by running the previous 
procedure on the associated polytope matrix. 
Examples 
false
true
true
true
4. Determining the associated weights vector, fan and polarization 
The following procedures PPolarization, PWeights and PFan recognize the polytope of a 
polarized wps, by using IsAdmissible, and in the affermative case return the polarization , the 
weights vector  and a fan of respectively. The last two outputs are obtained by running
WPP.
(6.4.1)
(4.1.2)
(4.2.2)
(6.4.2)
(6.4.8)
(6.4.4)
(6.2.3)
(6.4.3)
(6.4.6)
(6.4.5)
(6.4.9)
(6.1.2)
(6.4.7)
(4.3.3)
Examples 
Error, (in PWeights) It is not an admissible polytope
1
1
(7.1.7)
(4.1.2)
(7.1.3)
(7.1.5)
(4.2.2)
(6.4.10)
(7.1.6)
(7.1.2)
(6.4.12)
(6.4.11)
(7.1.4)
(6.2.3)
(6.4.13)
(6.1.2)
(4.3.3)
(7.1.1)
3
3. Equivalences
In the following two fans are said equivalent if they defines isomorphic wps's. Analogously two 
polytopes are said equivalent if they defines isomorphic polarized wps's, meaning that two polytopes 
giving different polarizations on the same wps are not considered equivalent. We will give several 
procedures which are able to determine the equivalence of fans and polytopes and to give concrete 
transformations connecting equivalent toric data.  
1. Equivalent fans
The following procedure establishes if two fans are associated to the same reduced weights vector
. First it checks if the input fans are admissible, by using IsWPSFan, then it compares the 
associated reduced weights vectors. 
Examples 
false
false
(7.1.7)
(7.1.8)
(7.1.1.1)
(7.1.1.6)
(6.2.3)
(6.1.2)
(7.1.1.3)
(7.1.1.4)
(4.1.2)
(7.1.9)
(4.2.2)
(6.4.10)
(7.1.1.5)
(7.1.1.2)
(7.1.10)
(7.1.1.7)
(4.3.3)
Error, (in AreEquivalentFans) The first one is not a fan of 
a WPS
Error, (in AreEquivalentFans) The second one is not a fan of
a WPS
false
true
Compute switching matrices connecting equivalent fans
Let us first of all reduce the fan generators to the elementary generators of the 1-skeleton. The 
so obtained equivalent fan is called the reduced fan. 
Examples 
true
true
If S1, S2 are lists of lenght k with the same underlying multiset perm(S1,S2,*) is the 
permutation of  such that  S1=
Example
(7.1.1.8)
(7.1.1.9)
(7.1.7)
(7.1.1.10)
(4.1.2)
(4.2.2)
(6.4.10)
(7.1.1.12)
(6.2.3)
(6.1.2)
(7.1.1.11)
(4.3.3)
permutes the columns of the matrix M  
is the
Examples
Given two equivalent fans fan1 and fan2, let RedFan1 and RedFan2 their reductions. The 
procedure FSwitchMatrices computes  matrices  such that
and  are diagonal matrices with positive integer entries such that 
 
and    
 is an invertible integer matrix and  is a permutation matrix such that 
, according with [RT, Prop.2.7].
(7.1.7)
(4.1.2)
(4.2.2)
(6.4.10)
(7.1.1.14)
(7.1.1.13)
(7.1.1.15)
(6.2.3)
(6.1.2)
(4.3.3)
Examples
(7.1.1.18)
(7.1.7)
(4.1.2)
(7.1.1.19)
(4.2.2)
(6.4.10)
(7.1.1.16)
(7.1.1.15)
(6.2.3)
(6.1.2)
(7.1.1.21)
(4.3.3)
(7.1.1.17)
(7.1.1.20)
(7.1.7)
(4.1.2)
(7.1.1.22)
(7.1.1.23)
(7.1.1.24)
(4.2.2)
(6.4.10)
(7.1.1.15)
(6.2.3)
(6.1.2)
(7.1.1.21)
(4.3.3)
(7.1.1.27)
(7.1.7)
(7.2.2)
(7.2.4)
(4.1.2)
(7.1.1.24)
(4.2.2)
(6.4.10)
(7.1.1.25)
(7.2.3)
(7.2.1)
(7.1.1.15)
(6.2.3)
(6.1.2)
(7.1.1.21)
(4.3.3)
(7.1.1.26)true
false
2. Equivalent polytopes
The following procedure establishes if two polytopes are associated with isomorphic polarized 
wps's. First it checks if the input polytopes are admissible, by using IsPadmissible, then it 
compares the associated weights vectors and the associated polarizations. 
Examples
(7.1.7)
(7.2.6)
(7.1.1.24)
(7.2.9)
(7.2.8)
(7.2.7)
(6.2.3)
(7.2.11)
(6.1.2)
(7.1.1.21)
(7.2.12)
(7.2.5)
(7.2.13)
(4.1.2)
(4.2.2)
(6.4.10)
(7.1.1.15)
(7.2.10)
(4.3.3)
(7.2.14)
true
true
true
false
Compute switching data connecting equivalent polytopes
Given two equivalent polytopes pol1 and pol2,  let CP1 and CP2 be the  matrices 
whose columns are given by vertices of pol1 and pol2, respectively. The procedure 
PSwitchMatrices computes  matrices  and a vector  such that
 is an invertible  matrix (it is the transverse of the matrix  in the procedure
FSwitchMatrices);
 is an permutation matrix (it is the same matrix  given by the 
procedure FSwitchMatrices);
 is a vector in ,
and finally , according with [RT, Prop.3.21].
(7.2.5)
(7.1.7)
(4.1.2)
(7.2.1.6)
(7.1.1.24)
(4.2.2)
(7.2.1.4)
(7.2.1.3)
(6.4.10)
(7.1.1.15)
(7.2.1.2)
(6.2.3)
(7.2.1.5)
(7.2.1.1)
(6.1.2)
(7.1.1.21)
(4.3.3)
Example
true
4. Cohomology
Finally we want end up this collection of procedures on wps, by computing the cohomology of line 
bundles and sheaves of holomorphic forms. It is a well known fact that such a computation for toric 
varieties reduces to a count of lattice points in a polytope.    
1. Lattice points in a polytope
Given a polytope  pol, the following procedure PPP computes a list of two vectors: Lm is the 
vector of the smallest coordinates of the points in pol, LM is the vector of the greatest coordinates 
in pol.
(7.2.5)
(7.1.7)
(4.1.2)
(7.1.1.24)
(4.2.2)
(8.1.1)
(6.4.10)
(8.1.2)
(7.1.1.15)
(6.2.3)
(6.1.2)
(7.1.1.21)
(4.3.3)
Example
The following procedure determines the polytope, called the reduced polytope, whose vertices 
are obtained by reducing the vertices of a given polytope. 
The following procedures determines points which either belongs or are internal to a a given 
polytope. Namely IsInPolytope(point,pol) is true if the integer point belongs to the polytope pol,
false otherwise, while IsInternal(point,pol) verifies if the point is internal to the polytope pol:
(7.1.7)
(7.1.1.24)
(8.1.7)
(8.1.9)
(6.2.3)
(8.1.4)
(6.1.2)
(7.1.1.21)
(8.1.8)
(8.1.6)
(7.2.5)
(8.1.3)
(4.1.2)
(4.2.2)
(8.1.13)
(6.4.10)
(7.1.1.15)
(8.1.12)
(8.1.11)
(8.1.5)
(8.1.10)
(4.3.3)
Examples
true
false
true
false
true
true
false
true
false
The procedure PointsInPol computes the number of points belonging to the polytope and a list of
such points, by using procedures PPP and IsInPolytope; the procedure InternalPoints does the 
same for internal points by finally applying IsInternal.
(7.2.5)
(7.1.7)
(4.1.2)
(7.1.1.24)
(4.2.2)
(6.4.10)
(7.1.1.15)
(6.2.3)
(6.1.2)
(7.1.1.21)
(4.3.3)
(7.1.7)
(7.1.1.24)
(8.1.16)
(8.1.15)
(6.2.3)
(8.1.17)
(6.1.2)
(7.1.1.21)
(8.1.14)
(7.2.5)
(4.1.2)
(4.2.2)
(6.4.10)
(7.1.1.15)
(8.1.18)
(4.3.3)
Examples
(7.1.7)
(7.1.1.24)
(8.1.19)
(6.2.3)
(6.1.2)
(7.1.1.21)
(8.1.21)
(7.2.5)
(4.1.2)
(4.2.2)
(6.4.10)
(8.1.20)
(8.1.22)
(7.1.1.15)
(4.3.3)
The following procedure  returnes the dimension of the smallest face of pol 
containing the given point. This the key point to provide a procedure computing Bott-Tu 
formulas. This corresponds precisely to the function  in [RT, Theorem 4.8].
1
2
0
0
2. Cohomology of line bundles
The following procedure hO(q,m,Q) computes the complex dimension of complex q--th cohomogy
vector space where O  is the generator of Pic(P(Q)), and m is an integer. This
procedure produces a result for any and for any . Moreover if is Gorenstein 
then produces a result also for  , where 
(computed by procedures Qsum and Qdelta  in the Preliminaries). It is obtained by 
Proposition 4.6 in [RT]. Although it admits large ranges of uncomputability on the polarization
m, it is actually faster than the following powerful procedure hOmega(q,p,m,Q).  
(7.1.7)
(7.1.1.24)
(6.2.3)
(8.2.9)
(8.2.8)
(6.1.2)
(7.1.1.21)
(8.2.2)
(7.2.5)
(8.2.4)
(8.2.3)
(4.1.2)
(4.2.2)
(6.4.10)
(7.1.1.15)
(8.2.7)
(8.2.6)
(8.2.1)
(8.2.5)
(4.3.3)
Examples
Error, (in hO) Cohomology of negative level
21
0
"Unable to compute it: no Gorenstein case, please use hOmega"
true
"Unable to compute it in this range. Please use hOmega"
true
"Unable to compute it in this range. Please use hOmega"
1
1
true
"Unable to compute it in this range. Please use hOmega"
3. Bott-Tu formulas
The following procedure hOmega(q,p,m,Q) computes the complex dimension of complex q--th 
cohomogy vector space where m is a twisting integer. This procedure 
produces a result for any and for any . It is obtained by Theorem 4.9 in [RT]. 
Although it is a more powerful procedure than hO(q,m,Q) it is unfortunately slower. 
Examples
(8.3.18)
(7.1.7)
(8.3.17)
(8.3.21)
(8.3.2)
(8.3.7)
(7.1.1.24)
(8.3.14)
(8.3.8)
(8.3.3)
(6.2.3)
(8.3.10)
(6.1.2)
(7.1.1.21)
(8.3.16)
(8.3.19)
(8.3.1)
(8.3.6)
(7.2.5)
(8.3.5)
(8.3.11)
(4.1.2)
(8.3.13)
(4.2.2)
(8.3.9)
(6.4.10)
(8.3.12)
(8.3.4)
(7.1.1.15)
(8.3.20)
(4.3.3)
(8.3.15)
Error, (in hOmega) Cohomology of negative level
71
71
21
21
151
151
0
0
0
0
1
1
0
11
"Unable to compute it: no Gorenstein case, please use hOmega"
13
3
4
16
4
11
(7.2.5)
(7.1.7)
(8.3.22)
(4.1.2)
(7.1.1.24)
(4.2.2)
(6.4.10)
(7.1.1.15)
(6.2.3)
(6.1.2)
(7.1.1.21)
(4.3.3)
42
Error, (in hOmega) Cohomology of negative level differential
forms
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