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DEPHASING OF KURAMOTO OSCILLATORS IN KINETIC
REGIME TOWARDS A FIXED ASYMPTOTICALLY FREE
STATE
D. BENEDETTO, E. CAGLIOTI, AND U. MONTEMAGNO
Abstract. We study the kinetic Kuramoto model for coupled oscillators. We
prove that for any regular asymptotically free state, if the interaction is small
enough, it exists a solution which is asymptotically close to it. For this class
of solution the order parameter vanishes to zero, showing a behavior similar
to the phenomenon of Landau damping in plasma physics. We obtain an
exponential decay of the order parameter in the case on analytical regularity of
the asymptotic state, and a polynomial decay in the case of Sobolev regularity.
1. Introduction
The Kuramoto model is a mean-field model of coupled oscillators, proposed by
Kuramoto to describe synchronization phenomena (see [12],[16],[1]). The equations
for the phases of the oscillators are
(1.1) ϑ˙i(t) = ωi −
µ
N
N∑
j=1
sin(ϑi(t)− ϑj(t)), i = 1, . . . , N ;
where the phases ϑi can be considered in the one-dimensional torus T , i.e. defined
mod 2pi. The parameters ωi are the ’natural frequencies’ of the oscillators and
µ > 0 is the coupling intensity. It can be useful to represent the system (1.1) in the
unitary circle in the complex plane by considering N particles with position eiϑi(t).
The center of mass is in the point
(1.2) RN (t)e
iϕN (t) =
1
N
N∑
j=1
eiϑj(t),
where 0 ≤ RN (t) ≤ 1 and ϕN (t) is well defined only if RN (t) > 0. Using this
definition the system (1.1) can be rewritten in a clearer form:
(1.3) ϑ˙i(t) = ωi − µRN (t) sin(ϑi(t)− ϕN (t)), i = 1, . . . , N,
as follows from easy calculations. The interaction term here becomes an attraction
term towards the phase of the center of mass, and the intensity of the attraction is
driven by R(t), which grows when the particles get closer.
Taking the N → +∞ limit of the (1.1) we obtain the following equation:
(1.4)
{
∂tf(t, ϑ, ω) + ∂ϑ(v(t, ϑ, ω)f(t, ϑ, ω)) = 0
v(t, ϑ, ω) = ω − µ
∫
T ×R
sin(ϑ− ϑ′)f(t, ϑ′, ω′)dϑ′dω′
,
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where f(t, ϑ, ω) is a probability density in T × R. The distribution of the natural
frequencies is g(ω) =
∫
T f(t, ϑ, ω)dϑ, which is a conserved quantity.
Existence and uniqueness results for this equation are obtained in [13] where the
(1.4) is rigorously derived by doing the kinetic limit of (1.1).
The (1.2) passes to the limit giving
R(t)eiϕ(t) =
∫
f(t, ϑ, ω)eiϑdϑdω,(1.5)
so that v can be rewritten in a simpler form:
v(t, ϑ, ω) = ω − µR(t) sin(ϑ− ϕ(t)).(1.6)
The asymptotic behavior of the solutions of (1.1) and (1.4) is well understood
in the case in which all the oscillators have the same natural frequency, i.e. g(ω) =
δ(ω − ω¯): the oscillators synchronize in phase (see [8], [3]).
Otherwise, the behavior of solutions depends on the value of the coupling pa-
rameter µ; in particular, if g has compact support and µ is sufficiently large, the
oscillators synchronize in frequency (see [7], [6], [11], see also [3]).
The total synchronization is impossible if g has not compact support, and in
this case it is expected a partial synchronization (see [16]). Moreover, in [17] it is
firstly proved a Landau-damping type results for the kinetic equation (1.4), in the
linearized case: it is shown that, for a perturbation of a constant density, R decays
sub-exponentially to zero. More recently, in [14] it is shown that an exponential
decay of R can only be obtained if g(ω) is analytic (while in [17] the support of g
is compact).
A full Landau-damping type results for the non linear case have been obtained
in the recent works [10] (in the case of Sobolev regularity) and [4] (in the case
of analytical regularity): for regular initial data and sufficiently small coupling
parameter, it is shown that the order parameter R vanishes to zero, and the solution
f is asymptotically close to a free flow.
In this work we show a complementary result: we fix an asymptotically free flow
and we find a solution which converges to it. We take inspiration from the paper
[5], where it is proved a similar Landau damping type result for the Vlasov-Poisson
equation (for a reference about the Landau damping for Vlasov type equation see
[15],[2],[9]). As in [5], we obtain exponentially fast convergence in the case of
analytical regularity of the asymptotic state, but here we can also consider the case
of Sobolev regularity of the asymptotic state, which is the main novelty in this
work.
2. Exponential dephasing
In this section we prove our first result for the equation (1.4) where the as-
ymptotic datum f∞ is analytic and the decaying of R is exponential. The precise
statement of the result is:
Theorem 2.1. Let f∞ : T × R −→ R
+ be a probability density which satisfies
supk,η
∣∣∣fˆ∞(k, η)∣∣∣ eλ(|k|+|η|) < +∞ with λ > 0. If µ is small enough, then it exists a
solution f of (1.4) such that
sup
ϑ,ω
|f(t, ϑ, ω)− f∞(ϑ− ωt, ω)| −−−−−→
t−→+∞
0.(2.1)
The convergence is exponentially fast, and R(t) ≤ Ce−λt.
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This theorem can be read as an existence result for the kinetic Kuramoto equa-
tion with a prescribed asymptotic behavior. A formulation of (1.4) in term of
asymptotic data can be given by the use of the characteristics Θ(t, ϑ, ω):
(2.2) (P )


Θ˙(t, ϑ, ω) = ω − µR(t) sin(Θ(t, ϑ, ω)− ϕ(t)),
Θ(t, ϑ, ω)− ωt −−−−→
t→+∞
ϑ
R(t)eiϕ(t) =
∫
T ×R
eiΘ(t,ϑ,ω)f∞(ϑ, ω)dϑdω
f(t,Θ(t, ϑ, ω), ω) = f∞(ϑ, ω)e
−µ
∫
∞
t
R(s) cos(Θ(s,ϑ,ω)−ϕ(s))ds
.
We want to construct a solution of the problem (P ) by doing the limit of the
solutions of a sequence of the linear problems. Starting with R0 = 0, we shall solve
iteratively the following systems:
(Pn)


Θ˙n(t, ϑ, ω)=ω−µRn−1(t) sin(Θn(t, ϑ, ω)−ϕn−1(t)),
Θn(t, ϑ, ω)−ωt−−−−→
t→+∞
ϑ
Rn(t)e
iϕn(t) =
∫
T ×R
eiΘn(t,ϑ,ω)f∞(ϑ, ω)dϑdω
f(t,Θn(t, ϑ, ω), ω) = f∞(ϑ, ω)e
−µ
∫
∞
t
Rn−1(s) cos(Θn(s,ϑ,ω)−ϕn−1(s))ds
.
In order to prove the existence and the convergence of the solution of (Pn), we
prove some linear estimates in suitable functional spaces. We define, for λ > 0:
Xλ =
{
h : R+ × T × R→ C s.t. sup
t,ϑ,ω
∣∣h(t, ϑ, ω)eλt∣∣ ≤ C
}
;(2.3)
||h||λ = sup
t,ϑ,ω
∣∣h(t, ϑ, ω)eλt∣∣ .(2.4)
Given Rn−1(t)e
iϕn−1(t) ∈ Xλ, we prove an existence and uniqueness result for the
n-th characteristic:{
Θ˙n(t, ϑ, ω) = ω − µRn−1(t) sin(Θn(t, ϑ, ω)− ϕn−1(t))
Θn(t, ϑ, ω)− ωt −−−−→
t→+∞
ϑ
,(2.5)
If a solution of (2.5) exists, it satisfies the equation:
(2.6) Θn(t, ϑ, ω) = ϑ+ ωt+ µ
∫ ∞
t
Rn−1(s) sin(Θn(s, ϑ, ω)− ϕn−1(s))ds.
We prove the existence by a contraction argument, studying the following func-
tional:
(2.7) Fn(Θ) = ϑ+ ωt+ µ
∫ ∞
t
Rn−1(s) sin(Θ(s, ϑ, ω)− ϕn−1(s))ds.
We shall use another functional space tailored on Fn:
(2.8) X˜λ =
{
h˜ : R+ × T × R→ C s.t. h˜(t, ϑ, ω)− ϑ− ωt ∈ Xλ
}
.
Proposition 2.1. If Rn−1e
iϕn−1 ∈ Xλ and µ is small enough, Fn : X˜λ −→ X˜λ is
a contractive operator.
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Proof. Fn is well defined on X˜λ:
|Fn(Θ)− ϑ− ωt| ≤ µ
∫ ∞
t
Rn−1(s)ds ≤ µ||Rn−1||λ
∫ ∞
t
e−λsds ≤(2.9)
≤
µ
λ
||Rn−1||λe
−λt;
multiplying by eλt and taking the sup on t > 0 leads to
||Fn(Θ)− ϑ− ωt||λ ≤
µ
λ
||Rn−1||λ,(2.10)
which proves Fn (Xλ) ⊆ Xλ.
The operator Fn is a contraction if
µ
λ
||Rn−1||λ < 1: given Θ1,Θ2 in X˜λ
|Fn(Θ1)−Fn(Θ2)| ≤
∣∣∣∣∣µ
∫ ∞
t
Rn−1(s) sin(Θ1(s, ϑ, ω)− ϕn−1(s))ds+(2.11)
− µ
∫ ∞
t
Rn−1(s) sin(Θ2(s, ϑ, ω)− ϕn−1(s))ds
∣∣∣∣∣ ≤
≤µ
∫ ∞
t
Rn−1(s)|Θ1(s, ϑ, ω)−Θ2(s, ϑ, ω)|ds ≤
≤
µ
λ
||Θ1−Θ2||λ||Rn−1||λe
−λt.
The thesis follows by multiplying by eλt and taking the sup on t > 0. 
As a corollary, the system (2.5) has a unique solution Θn in X˜λ. Moreover, being
Θn the only fixed point of Fn, it satisfies
||Θn − ϑ− ωt||λ ≤
µ
λ
||Rn−1||λ.(2.12)
By the next lemma we show that if Rn−1e
iϕn−1 ∈ Xλ, then also Rne
iϕn ∈ Xλ.
Lemma 2.2. If Rn−1e
iϕn−1 ∈ Xλ and supk,η
∣∣∣fˆ∞(k, η)∣∣∣ eλ(|k|+|η|) < +∞, the fol-
lowing estimate holds true:
(2.13) ||Rn||λ ≤ C
µ
λ
[
||Rn−1||λ + sup
k,η
∣∣∣fˆ∞(k, η)∣∣∣ eλ(|k|+|η|)
]
.
Proof. By the definition of Rne
iϕn , it follows
Rn(t)e
iϕn(t) =
∫
T ×R
eiΘn(t,ϑ,ω)f∞(ϑ, ω)dϑdω =(2.14)
=
∫
T ×R
[
ei(Θn(t,ϑ,ω)−ϑ−ωt) − 1
]
ei(ϑ+ωt)f∞(ϑ, ω)dϑdω+
+
∫
T ×R
ei(ϑ+ωt)f∞(ϑ, ω)dϑdω.
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If α ∈ R, by |eiα − 1| ≤ |α| we do a first estimate:∣∣∣∣
∫
T ×R
[
ei(Θn(t,ϑ,ω)−ϑ−ωt) − 1
]
ei(ϑ+ωt)f∞(ϑ, ω)dϑdω
∣∣∣∣ ≤(2.15)
≤
∫
T ×R
|Θn(t, ϑ, ω)− ϑ− ωt| f∞(ϑ, ω)dϑdω ≤
≤
µ
λ
||Rn−1||λe
−λt,
where the last inequality uses the estimate (2.12). The second term of the r.h.s. in
(2.14) is easily estimated:
∣∣∣∣
∫
T ×R
ei(ϑ+ωt)f∞(ϑ, ω)dϑdω
∣∣∣∣ = ∣∣∣fˆ∞(−1,−t)∣∣∣ ≤ e−λt sup
k,η
∣∣∣fˆ∞(k, η)∣∣∣ eλ(|k|+|η|)
(2.16)
The thesis is given by (2.14), (2.15), (2.16). 
We proceed with the estimate of the difference between two consecutive charac-
teristics.
Lemma 2.3. If Rn−1e
iϕn−1, Rn−2e
iϕn−2 ∈ Xλ and µ is sufficiently small, the
following estimate holds true:
||Θn −Θn−1||λ ≤ µ
||Rn−1e
iϕn−1 −Rn−2e
iϕn−2||λ
λ
[
1− µ
λ
||Rn−1||λ
] .(2.17)
Proof. Recalling the definition of Θn as solution of the equation 2.6:
|Θn(t, ϑ, ω)−Θn−1(t, ϑ, ω)| ≤(2.18)
≤ µ
∫ ∞
t
∣∣∣Rn−1(s) sin(Θn(s, ϑ, ω)− ϕn−1(s))+
− Rn−2(s) sin(Θn−1(s, ϑ, ω)− ϕn−2(s))
∣∣∣ds ≤
≤ µ
∫ ∞
t
∣∣∣Rn−1(s)ei(Θn(s,ϑ,ω)−ϕn−1(s)) −Rn−2(s)ei(Θn−1(s,ϑ,ω)−ϕn−2(s))∣∣∣ ds.
Summing and subtracting Rn−1e
+iΘn−1−iϕn−1 in the absolute value and using the
triangular inequality, we have
|Θn(t, ϑ,ω)−Θn−1(t, ϑ, ω)| ≤(2.19)
≤µ
∫ ∞
t
∣∣∣eiΘn−1(s,ϑ,ω)∣∣∣ ∣∣∣Rn−1(s)e−iϕn−1(s) −Rn−2(s)e−iϕn−2(s)∣∣∣ ds+
+ µ
∫ ∞
t
∣∣∣Rn−1(s)eiϕn−1(s)∣∣∣ ∣∣∣eiΘn(s,ϑ,ω) − eiΘn−1(s,ϑ,ω)∣∣∣ ds ≤
≤
µ
λ
∣∣∣∣∣∣Rn−1(s)eiϕn−1(s) −Rn−2(s)eiϕn−2(s)∣∣∣∣∣∣
λ
e−λt+
+
µ
λ
||Rn−1||λ||Θn −Θn−1||λe
−λt;
that proves to the thesis. 
By this last lemma we can estimate the difference of two consecutive Rje
iϕj .
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Lemma 2.4. If Rn−1e
iϕn−1, Rn−2e
iϕn−2 ∈ Xλ and µ is sufficiently small, the
following estimate holds true:
∣∣∣∣Rneiϕn −Rn−1eiϕn−1∣∣∣∣λ ≤ Cµ ||Rn−1eiϕn−1 −Rn−2eiϕn−2 ||λλ [1− µ
λ
||Rn−1||λ
] .(2.20)
Proof. By Lemma 2.3∣∣∣Rn(t)eiϕn(t) −Rn−1(t)eiϕn−1(t)∣∣∣ =(2.21)
=
∣∣∣∣
∫ [
eiΘn(t,ϑ,ω) − eiΘn−1(t,ϑ,ω)
]
f∞(ϑ, ω)dϑdω
∣∣∣∣ ≤
≤
∫
|Θn(t, ϑ, ω)−Θn−1(t, ϑ, ω)| f∞(ϑ, ω)dϑdω ≤
≤ µ
||Rn−1e
iϕn−1 −Rn−2e
iϕn−2||λ
λ
[
1− µ
λ
||Rn−1||λ
] e−λt;
that closes to the thesis. 
We eventually give the proof of the main theorem of the section.
Proof of Theorem 2.1.
Given f∞ as in the hypothesis and R0 = 0, for any n ∈ N, (Pn) has a unique solution
(Rne
iϕn ,Θn, fn). First we prove by induction that Rn is a bounded sequence in
Xλ. R0 is bounded by hypothesis, let ||Rm||γ < M for m ≤ n− 1 and
M > 2
Cµ
λ
sup
k,η
[∣∣∣fˆ∞(k, η)∣∣∣ eλ(|k|+|η|)] ,
with C as in Lemma 2.2. In this case we have, by Lemma 2.2:
||Rn||λ < M
[
1
2
+
Cµ
λ
]
.(2.22)
which, if µ is sufficiently small, proves that ||Rn||λ < M .
By the boundness of Rn, we have a lower bound of λ
[
1− µ
λ
||Rn−1||λ
]
for any n ∈ N;
again, taking µ sufficiently small, by Lemma 2.4 it is true that
∣∣∣∣Rneiϕn −Rn−1eiϕn−1∣∣∣∣λ ≤ 12 ||Rn−1eiϕn−1 −Rn−2eiϕn−2 ||λ,(2.23)
which proves that Rne
iϕn is a Cauchy sequence in Xλ, then
Rn(t)e
iϕn(t) Xλ−−−−−−→
n−→+∞
R(t)eiϕ(t)(2.24)
and
Θn(t, ϑ, ω)
X˜λ−−−−−−→
n−→+∞
Θ(t, ϑ, ω).(2.25)
Now we can define the solution f of the problem (P ) as
f(t,Θ(t, ϑ, ω), ω) = f∞(ϑ, ω)e
−µ
∫
∞
t
R(s) cos(Θ(s,ϑ,ω)−ϕ(t))ds;(2.26)
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clearly it is true that fn −−−−−−→
n−→+∞
f , as n→ +∞. We are left with proving that f
is asymptotically close to f∞(ϑ− ωt, ω).
sup
ϑ,ω
|f(t, ϑ, ω)− f∞(ϑ− ωt, ω)| =(2.27)
= sup
ϑ,ω
|f(t,Θ(t, ϑ, ω), ω)− f∞(t,Θ(t, ϑ, ω)− ωt, ω)| =
= |f∞(ϑ, ω)e
−µ
∫
∞
t
R(s) cos(Θ(s,ϑ,ω)−ϕ(t))ds − f∞(t,Θ(t, ϑ, ω)− ωt, ω)| =
= ||f∞||L∞ |e
−µ
∫
∞
t
R(s) cos(Θ(s,ϑ,ω)−ϕ(t))ds − 1|+
+ ||∇f∞||L∞ ||Θ(s, ϑ, ω)− ϑ− ωt)| ≤
≤ ||f∞||L∞Cµ
eC||R||λ
||R||λ + 1
||R||λe
−λt+
+ ||∇f∞||L∞ |||Θ(s, ϑ, ω)− ϑ− ωt)||λe
−λt,
which vanishes to zero exponentially fast.
3. Polynomial dephasing
In this section we prove a second dephasing result where the asymptotic datum
f∞ is C
p-regular and the decaying of R is only polynomial. Defining
〈x〉 = (1 + x2)
1
2 , 〈k, η〉 = (1 + |k|2 + |η|2)
1
2 ,
the precise statement of the result is:
Theorem 3.1. Let f∞ : T × R −→ R
+ be a probability density which satisfies
supk,η
∣∣∣fˆ∞(k.η)∣∣∣ 〈k, η〉γ < +∞ with γ ≥ 2. If µ is small enough, then it exits a
unique solution f of (1.4) such that
sup
ϑ,ω
|f(t, ϑ, ω)− f∞(ϑ− ωt, ω)| −−−−−→
t−→+∞
0;(3.1)
the convergence is polynomial, and R(t) ≤ C〈t〉−γ .
The construction of the solution is done by iteration in suitable Banach spaces,
and the convergence is proved by showing that the sequence of the solutions of
the problems (Pn) is of Cauchy type; this last statement comes after some linear
estimates that are the contents of Lemmas 3.3, 3.4, 3.5.
We give some short-hand notation to make more readable the proof:
Γn(t, ϑ, ω) =
∫ ∞
t
Rn−1(s) sin(Θn(t, ϑ, ω)− ϕn(s))ds;(3.2)
∆Γn(t, ϑ, ω) = Γn(t, ϑ, ω)− Γn−1(t, ϑ, ω);(3.3)
zn(t) = Rn(t)e
iϕn(t);(3.4)
∆Zn(t) = Rn(t)e
iϕn(t) −Rn−1(t)e
iϕn−1(t);(3.5)
βn(t) =
∫ ∞
t
Rn(s)ds.(3.6)
The fixed point equation that arises from the problem (Pn) can be rewritten as
Θn(t, ϑ, ω) = Fn(Θn) = ϑ+ ωt+ Γn(t, ϑ, ω);(3.7)
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by the definition (3.6) it follows a simple estimate for Γn:
|Γn(s, ϑ, ω)| ≤ βn−1(s).(3.8)
We define the functional space where we shall perform our iterative procedure
Yγ =
{
h : R+ × T × R −→ C s.t. sup
t,ϑ,ω
|h(t, ϑ, ω)| 〈t〉γ < +∞
}
,(3.9)
||h||γ = sup
t,ϑ,ω
|h(t, ϑ, ω)|〈t〉γ .(3.10)
As in the previous section we define
Y˜γ =
{
h˜ : R+ × T × R −→ C s.t. h˜(t, ϑ, ω)− ϑ− ωt ∈ Yγ
}
.(3.11)
To start our iterative program we need these results for the functional Fn.
Proposition 3.1. If Rn−1e
iϕn−1 ∈ Yγ and µ is small enough, Fn : Y˜γ−1 −→ Y˜γ−1
is a contractive operator.
Corollary 3.2. Given Rn−1e
iϕn−1 ∈ Yγ and µ sufficiently small, the only fixed
point Θn of Fn is the unique solution of the problem (Pn). Moreover Θn satisfies
the following estimate:
||Θn − ϑ− ωt||γ−1 ≤ Cµ||Rn−1||γ .(3.12)
The corollary is a direct consequence of Prop. 3.1.
Proof of Proposition 3.1. Fn is well defined on Y˜γ−1
|Fn(Θ)− ϑ− ωt| ≤µβn−1(t) =(3.13)
=µ
∫ ∞
t
Rn−1(s)ds ≤ µ||Rn−1||γ
∫ ∞
t
1
〈s〉γ
ds ≤
≤Cµ||Rn−1||γ〈t〉
−γ+1.
If Cµ
λ
||Rn−1||γ < 1, Fn is contractive, as follows multiplying by 〈t〉
γ−1 the following
inequality:
|F(Θ1)−F(Θ2)| ≤
∣∣∣∣∣µ
∫ ∞
t
Rn−1(s) sin(Θ1(s, ϑ, ω)− ϕn−1(s))ds+(3.14)
− µ
∫ ∞
t
Rn−1(s) sin(Θ2(s, ϑ, ω)− ϕn−1(s))ds
∣∣∣∣∣ ≤
≤µ
∣∣∣∣
∫ ∞
t
Rn−1(s)|Θ1(s, ϑ, ω)−Θ2(s, ϑ, ω)|ds
∣∣∣∣ ≤
≤
Cµ
λ
||Θ1−Θ2||γ−1||Rn−1||γ〈t〉
−γ+1
.
In the next lemmas, we shall often use the first and the second order approxi-
mation of the phases:
1st order eix = 1 + eiξx, ξ ∈ R;
2nd order eix = 1 + ix− eiξ
x2
2
, ξ ∈ R.
where ξ is real and then |eiξ| ≤ 1.
Now we present an estimate for Rn(t)e
iϕn(t) in the norm (3.10).
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Lemma 3.3. Given Rn−1e
iϕn−1 ∈ Yγ and supk,η
∣∣∣fˆ∞(k, η)∣∣∣ 〈η〉γ < +∞ the follow-
ing estimate holds true.
||Rn||γ ≤ C
[
sup
k,η
∣∣∣fˆ(k, η)∣∣∣ 〈η〉γ + µ||Rn−1||γ + µ2||Rn−1||2γ
]
(3.15)
Proof. By the first order approximation of the phase, it is true that:
Rn(t)e
iϕn(t) =
∫
T ×R
eiΘn(t,ϑ,ω)f∞(ϑ, ω)dϑdω =(3.16)
=
∫
T ×R
f∞(ϑ, ω)e
i(ϑ+ωt)dϑdω+(3.17)
+ iµ
∫
T ×R
f∞(ϑ, ω)e
i(ϑ+ωt)Γn(t, ϑ, ω)dϑdω+(3.18)
−
µ2
2
∫
T ×R
f∞(ϑ, ω)e
iξΓn(t, ϑ, ω)
2dϑdω(3.19)
We start with an estimate for the term in (3.17)
∣∣∣∣
∫
T ×R
f∞(ϑ, ω)e
i(ϑ+ωt)dϑdω
∣∣∣∣ = ∣∣∣fˆ∞(−1,−t)∣∣∣ ≤ sup
k,η
[∣∣∣fˆ∞(k, η)∣∣∣ 〈η〉γ] 〈t〉−γ ,
(3.20)
then we bound the quantity in (3.19)
∣∣∣∣−µ22
∫
T ×R
f∞(ϑ, ω)e
iξΓn(t, ϑ, ω)
2dϑdω
∣∣∣∣ ≤ µ22 β2n−1 = µ
2
2
(∫ ∞
t
Rn−1(s)ds
)2
≤
(3.21)
≤
µ2
2
||Rn−1||
2
γ
(∫ ∞
t
1
〈s〉γ
ds
)2
≤ Cµ2〈t〉−2γ+2||Rn−1||
2
γ .
We rewrite the term in (3.18) using the definition of Γn and the Euler’s identity:
iµ
∫
T ×R
f∞(ϑ, ω)e
i(ϑ+ωt)Γn(t, ϑ, ω)dϑdω =
µ
2
∫
T ×R
dϑdωf∞(ϑ, ω)e
i(ϑ+ωt)·(3.22)
·
∫ ∞
t
dsRn−1(s)
[
ei(Θn(s,ϑ,ω)−ϕn−1(s)) − e−i(Θn(s,ϑ,ω)−ϕn−1(s))
]
,
then we decompose the r.h.s of the last identity in the sum of two addends:
A+1 =
µ
2
∫ ∞
t
dsRn−1(s)e
−iϕn−1(s)
∫
T ×R
dϑdωf∞(ϑ, ω)e
i(2ϑ+ω(t+s))+iµΓn(s,ϑ,ω)),
(3.23)
A−1 = −
µ
2
∫ ∞
t
dsRn−1(s)e
+iϕn−1(s)
∫
T ×R
dϑdωf∞(ϑ, ω)e
i(ω(t−s)−iµΓn(s,ϑ,ω)).
(3.24)
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By the expansion of eix to the first order:
A+1 =
µ
2
∫ ∞
t
dsRn−1(s)e
−iϕn−1(s)
∫
T ×R
dϑdωf∞(ϑ, ω)e
i(2ϑ+ω(t+s))
︸ ︷︷ ︸
A
+
1,0
+(3.25)
+ i
µ2
2
∫ ∞
t
dsRn−1(s)e
−iϕn−1(s)
∫
T ×R
dϑdωf∞(ϑ, ω)e
iξΓn(s, ϑ, ω)︸ ︷︷ ︸
A
+
1,1
,
A−1 =
µ
2
∫ ∞
t
dsRn−1(s)e
iϕn−1(s)
∫
T ×R
dϑdωf∞(ϑ, ω)e
iω(t−s)
︸ ︷︷ ︸
A
−
1,0
+(3.26)
−i
µ2
2
∫ ∞
t
dsRn−1(s)e
iϕn−1(s)
∫
T ×R
dϑdωf∞(ϑ, ω)e
iξΓn(s, ϑ, ω)︸ ︷︷ ︸
A−
1,1
.
The estimate for A±1,1 is easier:∣∣A±1,1∣∣ ≤ µ22 βn−1(t)2 ≤ Cµ2〈t〉−2γ+2||Rn−1||2γ .(3.27)
Using the definition of the Fourier transform it is clear that:
A+1,0 = µpi
∫ ∞
t
dsRn−1(s)e
−iϕn−1(s)fˆ∞(−2,−t− s),(3.28)
A−1,0 = µpi
∫ ∞
t
dsRn−1(s)e
iϕn−1(s)fˆ∞(0, s− t).(3.29)
By taking the absolute value in the previous identities, it follows:∣∣A+1,0∣∣ ≤piµ sup
k,η
∣∣∣fˆ∞(k, η)〈η〉γ ∣∣∣ ∫ ∞
t
dsRn−1(s)〈t+ s〉
−γ ≤(3.30)
≤piµ sup
k,η
∣∣∣fˆ∞(k, η)〈η〉γ ∣∣∣ ||Rn−1||γ〈t〉−γ ∫ ∞
t
〈t〉γ
〈s〉γ〈t+ s〉γ
ds ≤
≤Cµ sup
k,η
∣∣∣fˆ∞(k, η)〈η〉γ∣∣∣ ||Rn−1||γ〈t〉−γ ;
∣∣A−1,0∣∣ ≤piµ sup
k,η
∣∣∣fˆ∞(k, η)〈η〉γ ∣∣∣ ∫ ∞
t
dsRn−1(s)〈s− t〉
−γ ≤(3.31)
≤piµ sup
k,η
∣∣∣fˆ∞(k, η)〈η〉γ ∣∣∣ ||Rn−1||γ〈t〉−γ ∫ ∞
t
〈t〉γ
〈s〉γ〈s− t〉γ
ds ≤
≤Cµ sup
k,η
∣∣∣fˆ∞(k, η)〈η〉γ∣∣∣ ||Rn−1||γ〈t〉−γ .
The thesis follows by the estimate we just proved. 
Lemma 3.4. Let Rn−1e
iϕn−1 , Rn−2e
iϕn−2 ∈ Yγ , if µ is sufficiently small, it is true
that
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||∆Γn||γ−1 ≤
C
1− µC||Rn−2||γ
||∆Zn−1||γ(3.32)
Proof. Using the definition of ∆Γn
∆Γn(t, ϑ, ω) = Γn(t, ϑ, ω)− Γn−1(t, ϑ, ω) =
(3.33)
=
∫ ∞
t
dsRn−1(s) sin(Θn(s, ϑ, ω)− ϕn−1(s, ϑ, ω))+
−
∫ ∞
t
dsRn−2(s) sin(Θn−1(s, ϑ, ω)− ϕn−2(s, ϑ, ω)) =
=
1
2i
∫ ∞
t
ds
[
Rn−1(s)e
−iϕn−1(s) −Rn−2(s)e
−iϕn−2(s)
]
eiΘn(s,ϑ,ω)+
+
1
2i
∫ ∞
t
dsRn−2(s)e
−iϕn−2(s)
[
eiΘn(s,ϑ,ω) − eiΘn−1(s,ϑ,ω)
]
+
−
1
2i
∫ ∞
t
ds
[
Rn−1(s)e
iϕn−1(s) −Rn−2(s)e
iϕn−2(s)
]
e−iΘn(s,ϑ,ω)+
−
1
2i
∫ ∞
t
dsRn−2(s)e
iϕn−2(s)
[
e−iΘn(s,ϑ,ω) − e−iΘn−1(s,ϑ,ω)
]
;
then, taking the absolute value in the previous identity we have
|∆Γn(t, ϑ, ω))| ≤
(3.34)
∫ ∞
t
ds|zn−1(s)− zn−2(s)|+ µ
∫ ∞
t
ds|Rn−2(s)||Γn(s, ϑ, ω)− Γn−1(s, ϑ, ω)| ≤
≤ C||∆Zn−1||γ〈t〉
−γ+1 + Cµ||Rn−2||γ ||∆Γn||γ−1〈t〉
−2γ+2.
Multiplying by 〈t〉γ−1 and taking the sup on t gives
||∆Γn||γ−1 ≤ C||∆Zn−1||γ + µC||Rn−2||γ ||∆Γn||γ−1,(3.35)
which proves the thesis. 
We prove the last lemma that shows an estimate for ∆Zn.
Lemma 3.5. Let M > 0 such that supk,η
∣∣∣fˆ∞(k, η)〈η〉γ ∣∣∣ ≤M and
supj=1,...,n ||Rje
iϕj ||γ ≤ M ; then, if µ is sufficiently small, the following estimate
holds true
||∆Zn||γ ≤ CM
[
µ||∆Zn−1||γ + µ
2||∆Zn−1||γ
]
(3.36)
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Proof. The quantity ∆Zn can be rewritten as follows:
∆Zn(t) =
∫
T ×R
dϑdωf∞(ϑ, ω)
[
eiΘn(t,ϑ,ω) − eiΘn−1(t,ϑ,ω)
]
=
(3.37)
=
∫
T ×R
dϑdωf∞(ϑ, ω)e
i(ϑ+ωt)
(
eiµ(Γn(t,ϑ,ω)−Γn−1(t,ϑ,ω)) − 1
)
︸ ︷︷ ︸
B1
+
+
∫
T ×R
dϑdωf∞(ϑ, ω)e
i(ϑ+ωt)
(
eiµΓn−1(t,ϑ,ω) − 1
)(
eiµ(Γn(t,ϑ,ω)−Γn−1(t,ϑ,ω)) − 1
)
︸ ︷︷ ︸
B2
;
taking the absolute values on B2
(3.38) |B2| ≤ µ
2
∫
T ×R
dϑdωf∞(ϑ, ω)|Γn−1(t, ϑ, ω)||Γn(t, ϑ, ω)− Γn−1(t, ϑ, ω)|,
by Lemma 3.4
|B2| ≤
Cµ2||∆Zn−1||γ ||Rn−1||γ〈t〉
−2γ+2
1− µC||Rn−2||γ
.(3.39)
Using the second order expansion of the phase
B1 = B1,1 +B1,2,(3.40)
B1,1 = iµ
∫
T ×R
dϑdωf∞(ϑ, ω)e
i(ϑ+ωt) (Γn(t, ϑ, ω)− Γn−1(t, ϑ, ω)) ,(3.41)
B1,2 = −µ
2
∫
T ×R
dϑdωf∞(ϑ, ω)e
i(ϑ+ωt)eiξ (Γn(t, ϑ, ω)− Γn−1(t, ϑ, ω))
2
.(3.42)
The estimate for B1,2 is done as follows:
|B1,2| ≤µ
2|Γn(t, ϑ, ω)− Γn−1(t, ϑ, ω)|
2 ≤(3.43)
≤µ2 [|Γn(t, ϑ, ω)|+ |Γn−1(t, ϑ, ω)|] |Γn(t, ϑ, ω)− Γn−1(t, ϑ, ω)| ≤
≤Cµ2 [||Rn||γ + ||Rn−2||γ ] ||∆Γn||γ−1〈t〉
−2γ+2,
again by Lemma 3.4:
|B1,2| ≤
Cµ2 [||Rn||γ + ||Rn−1||γ ]
1− µC||Rn−2||γ
||∆Zn−1||γ〈t〉
−2γ+2−(3.44)
We are left with B1,1 = B˜
+
0 + B˜
+
1 + B˜
−
0 + B˜
−
1 , where:
B˜+0 =µ
∫
T ×R
dϑdωf∞(ϑ, ω)e
i(ϑ+ωt)
∫ ∞
t
ds∆Zn−1(s)e
iΘn(s,ϑ,ω);(3.45)
B˜−0 =− µ
∫
T ×R
dϑdωf∞(ϑ, ω)e
i(ϑ+ωt)
∫ ∞
t
ds∆Zn−1(s)e
−iΘn(s,ϑ,ω);(3.46)
B˜±1 =± µ
∫
T ×R
dϑdωf∞(ϑ, ω)e
i(ϑ+ωt)·(3.47)
·
∫ ∞
t
dsRn−2(s)e
∓iϕn−2(s)
[
e±iΘn(s) − e±iΘn−1(s,ϑ,ω)
]
.
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The easiest estimate is for B˜±1 ,∣∣∣B˜±1 ∣∣∣ ≤µ||Rn−2||γ ∫ ∞
t
〈s〉−γ |∆Γn(s, ϑ, ω)| ≤(3.48)
≤µ||Rn−2||γ ||∆Γn||γ−1
∫ ∞
t
ds
〈s〉γ〈s〉γ−1
≤
≤
Cµ||Rn−2||γ
1− µC||Rn−2||γ
||∆Zn−1||γ〈t〉
−2γ+2.
The more involved estimate is for B˜−0 :
B˜−0 = −µ
∫ ∞
t
ds
∫
T ×R
dϑdωf∞(ϑ, ω)e
iω(t−s)−iµΓn(s,ϑ,ω)∆Zn−1(s),(3.49)
expanding the non linear part of the phase up to the first order one write B˜−0 =
B˜−0,0 + B˜
−
0,1, where
B˜−0,0 = −µ
∫ ∞
t
ds
∫
T ×R
dϑdωf∞(ϑ, ω)e
iω(t−s)∆Zn−1(s),(3.50)
B˜−0,1 = −iµ
2
∫ ∞
t
ds
∫
T ×R
dϑdωf∞(ϑ, ω)e
iω(t−s)+iξΓn(s, ϑ, ω)∆Zn−1(s).(3.51)
As usual, we bound B˜−0,0 and B˜
−
0,1 by taking the absolute value in the integral:
|B˜−0,0| =
∣∣∣∣µ
∫ ∞
t
ds∆Zn−1(s)
∫
T ×R
dϑdωf∞(ϑ, ω)e
iω(t−s)
∣∣∣∣ ≤(3.52)
≤µ
∫ ∞
t
ds |∆Zn−1(s)|
∣∣∣fˆ∞(0, s− t)∣∣∣ ≤
≤µ||∆Zn−1||γ sup
k,η
∣∣∣fˆ∞(k, η)〈η〉γ ∣∣∣ ∫ ∞
t
ds
〈s〉γ〈s− t〉γ
≤
≤Cµ||∆Zn−1||γ sup
k,η
∣∣∣fˆ∞(k, η)〈η〉γ∣∣∣ 〈t〉−γ ;
∣∣∣B˜−0,1∣∣∣ ≤µ2 ∫ ∞
t
ds
∫
T ×R
dϑdωf∞(ϑ, ω)|∆Zn−1(s)||Γn(s, ϑ, ω)| ≤
(3.53)
≤µ2||∆Zn−1||γ ||Rn−1||γ
∫ ∞
t
ds
〈s〉γ〈s〉γ−1
≤ µ2C||∆Zn−1||γ ||Rn−1||γ〈t〉
−2γ+2.
We omit the simpler proof of the estimate for B˜+0 , because it follows by the same
calculations we just did for the estimate of B˜−0 , with t + s instead of t − s in the
formulas.
The thesis of the lemma comes by collecting the estimates we did above.

Proof of Theorem 3.1.
The proof proceeds like that of Theorem 2.1, as a consequence of Lemmas 3.3, 3.4,
3.5.
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