In this paper we design and evaluate a Deep-Reinforcement Learning agent that optimizes routing. Our agent adapts automatically to current traffic conditions and proposes tailored configurations that attempt to minimize the network delay. Experiments show very promising performance. Moreover, this approach provides important operational advantages with respect to traditional optimization algorithms.
INTRODUCTION
Recent trends in networking point to the use of Machine Learning (ML) techniques for the control and operation of the network. Although the concept in itself is not new [1] , these trends are gaining momentum thanks to two enabling technologies: Software-Defined Networking (SDN) [2] and Network Analytics (NA) [3, 4] . This new networking paradigm is referred to as Knowledge-Defined Networking (KDN) [5] .
In this paper we focus on the use of a Deep-Reinforcement Learning (DRL) agent for routing optimization. By taking advantage of the recent breakthroughs of deep neural networks applied to reinforcement learning [6, 7] we design and train a DRL agent capable of optimizing routing according to a predefined target metric: network delay. As we show, our DRL agent provides promising performance against an initial benchmark while providing important operational advantages.
STATE OF THE ART
Routing optimization and particularly traffic engineering (TE) are well-established topics in networking whose goal is to control the behavior of transmitted data in order to maximize the performance of the network, according to targets defined by the operator. A wide range of solutions exist, , , 2017.
generally based on analytical optimization or on local-search heuristic methods [8] .
The rise of the SDN paradigm has resulted in additional degrees of freedom in routing (flow-vs. destination-based forwarding). This has increased the size of the solution space as well as the optimization capabilities and as a result a plethora of new solutions are being proposed [9] .
In the area of ML, RL techniques have already been used in the context of routing optimization, which was pioneered in [10] . Recent attempts also use RL techniques, in this case to achieve QoS routing [11] . Such proposals use table-based RL agents, which during training fill a table [state × action] → reward that is then used while in operation.
In this context, we propose to improve with respect to the state of the art by: (i) being able to generalize over and provide solutions for unseen network states, which cannot be achieved by traditional table-based RL agents; (ii) overcoming the iterative improvement steps of optimization and heuristics by having a DRL agent provide a near-optimal solution in one single step (after training, either on-or off-line). To the best of our knowledge this is the first attempt to use DRL techniques for routing optimization.
DEEP RL AGENT
The proposed RL agent is an off-policy, actor-critic, deterministic policy gradient algorithm [12] that interacts with its environment (i.e. the network) through the exchange of the three signals state, action and reward [13] .
Specifically, the state is represented by the Traffic Matrix (TM, being the bandwidth request between each sourcedestination pair), the action by a tuple of link-weights (that univocally determine the paths for all source-destination node pairs), and the reward is based on the mean network delay.
The objective of the agent is to determine the optimal behavior policy π mapping from the space of states S to the space of actions A (π : S → A) that maximizes the expected reward r ∈ R (minimizes the network delay). It does so by iteratively improving its knowledge of the relationship between the three signals by means of two deep neural networks (one for the actor, one for the critic) [14] . Figure 1 : DRL learning progress.
EXPERIMENTAL RESULTS

Methodology:
To assess the performance of the proposed DRL agent we use a scale-free network topology of 14 nodes and 21 full-duplex links, with uniform link capacities and average node degree of 3. We use 10 traffic intensity levels (TI), ranging from 12.5% to 125% of the total network capacity. For each TI we generate 100 TMs of equal total traffic using a gravity model [15] , therefore having 1,000 distinct traffic configurations varying over both the total volume of traffic and its distribution.
As an initial step towards evaluating our DRL agent, we compare its performance against 100,000 randomly-generated routing configurations. These configurations are valid in the sense that: (i) all nodes are reachable, (ii) there are no loops. For each combination of TI and TM the same 100,000 routing configurations are used.
The DRL agent was trained for 100,000 steps with gravitygenerated TMs. Routing configurations (i.e. actions) were determined by the agent itself. We added a stochastic exploration rate to the agent's actions (overriding its deterministic action choices) to avoid it getting stuck in local minima during training [13] . We then presented each of the 1,000 test TMs to the trained DRL agent to obtain its predicted solution in one single step.
The OMNeT++ discrete event simulator (v4.6) [16, 17] was used throughout the experiment to obtain the network delay under given traffic and routing. All datasets and source code used in this paper are available at [18] .
Results: Figures 1 and 2 show the performance improvement of the DRL agent over training episodes and how it compares with our benchmark, respectively. Simulations are grouped per TI (x-axis); different strategies for routing determination are shown side-by-side. The bottom and the top of the box plots represent the 1st and 3rd quartile of data and the whisker lines the lowest/highest observation within 12.5% 25% 37.5% 50% 62.5% 75% 87.5% 100% 112.5% 125% traffic intensity The first relevant outcome is that the DRL agent's performance increases with training time, as is reasonably expected (Fig. 1) . The second is that our trained agent consistently computes, over all TIs, routing configurations that are, on average, well within the 1st quartile of our benchmark (Fig. 2) .
DISCUSSION
In this paper we have shown that a fully automated DRL agent can provide routing configurations that tend to minimize the network's delay. In the immediate future, we plan on expanding our experiments to include more sophisticated benchmarks and topologies for routing optimization.
We find several advantages of DRL architectures over traditional heuristic and linear/convex optimization techniques:
One-step optimization: Once trained, the DRL agent can produce a near-optimal routing configuration in one single step. On the contrary, traditional optimization requires a large number of steps to produce a new configuration. This represents an important advantage for real-time control of the network.
Model-free: DRL agents are model-free (they learn autonomously from experience the dynamics between state, action and reward [13] ) and can understand non-linear, complex, multi-dimensional systems, without making any simplifications. On the other hand, traditional optimization algorithms require an analytical model of the underlying system deriving from significant assumptions and simplifications.
Black-box optimization: An appealing advantage of DRL agents is that they assume the system being a blackbox and are automatic. Traditional mechanisms, particularly heuristics, are tailored for the problem they are trying to optimize. With DRL agents, different reward functions can be used to implement different target policies, without the need of designing a new algorithm.
