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A LAGRANGIAN PIUNIKHIN-SALAMON-SCHWARZ MORPHISM AND
TWO COMPARISON HOMOMORPHISMS IN FLOER HOMOLOGY
PETER ALBERS
Abstract. This article address two issues. First, we explore to what extent the techniques of Piunikhin,
Salamon and Schwarz in [PSS96] can be carried over to Lagrangian Floer homology. In [PSS96] an
isomorphism between Hamiltonian Floer homology and singular homology is established. In contrast,
Lagrangian Floer homology is not isomorphic to the singular homology of the Lagrangian submanifold,
in general. Depending on the minimal Maslov number, we construct for certain degrees two homomor-
phisms between Lagrangian Floer homology and singular homology. In degrees, where both maps are
defined, we prove them to be isomorphisms. Examples show that this statement is sharp.
Second, we construct two comparison homomorphisms between Lagrangian and Hamiltonian Floer
homology. They are defined without degree restrictions and are proven to be the natural analogs to the
homomorphisms in singular homology induced by the inclusion map of the Lagrangian submanifold
into the ambient symplectic manifold.
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1. Main results
Theorem 1.1. We consider a 2n-dimensional, closed, symplectic manifold (M, ω) and a closed, mono-
tone Lagrangian submanifold L ⊂ M of minimal Maslov number NL ≥ 2. Then there exist homomor-
phisms
ϕk : HFk(L, φH(L)) −→ Hn−k(L;Z/2) for k ≤ NL − 2 , (1.1)
ρk : Hn−k(L;Z/2) −→ HFk(L, φH(L)) for k ≥ n − NL + 2 , (1.2)
where H : S 1 × M −→ R is a Hamiltonian function and φH the corresponding Hamiltonian diffeo-
morphism. For n − NL + 2 ≤ k ≤ NL − 2 these maps are inverse to each other
ϕk ◦ ρk = idHn−k(L;Z/2) and ρk ◦ ϕk = idHFk(L,φH(L)) . (1.3)
These homomorphisms are constructed using the ideas introduced by Piunikhin, Salamon and Schwarz
in [PSS96]. We call them Lagrangian PSS morphisms.
Let us put this theorem into context. In the situation of theorem 1.1 both Lagrangian Floer homology
HF∗(L, φH(L)) and Hamiltonian Floer homology HF∗(H) are defined. Originally, Floer [Flo88a] de-
fined his theories under more restrictive conditions, which were generalized later by himself [Flo89]
and Oh [Oh93] to the above assumption of monotonicity (see definition 3.1).
Floer [Flo89] proved that Hamiltonian Floer homology HF∗(H) is isomorphic to the singular ho-
mology of the symplectic manifold M. The construction of Hamiltonian Floer homology together
with this isomorphism property was generalized to semi-positive symplectic manifolds by Hofer and
Salamon [HS95]. Another construction of an isomorphism was given later by Piunikhin, Salamon and
Schwarz in [PSS96].
In [Flo88a] Floer defined Lagrangian Floer homology under the assumption ω|π2(M,L) = 0, in which
case Lagrangian Floer homology in fact is isomorphic to the singular homology of the Lagrangian
submanifold L. But under the more general assumption of monotonicity of L this in no longer true.
Lagrangian Floer homology might even vanish completely, for example in case L ∩ φH(L) = ∅, that
is, if L is displaceable (cf. definition 2.4).
In [Oh96], Oh constructs a spectral sequence relating Lagrangian Floer homology and singular
homology, in particular proving that Lagrangian Floer homology still is isomorphic to the singular
homology of the Lagrangian submanifold L given that the minimal Maslov number NL (see definition
3.1) satisfies NL ≥ dim L + 2.
Serious technical difficulties in the construction of Floer homology are caused by holomorphic
spheres in (M, ω) in the case of Hamiltonian Floer homology and both, holomorphic spheres and
holomorphic disks with boundary on L, in the case of Lagrangian Floer homology. In the monotone
case holomorphic spheres and disks can be handled by a precise understanding of the behavior of the
Fredholm theory whenever holomorphic objects appear. When extending the construction of Floer
homology beyond the monotone case, Hofer and Salamon dealt with holomorphic spheres by proving
very subtle transversality results for moduli spaces of holomorphic spheres. This uses the dichotomy
between multiply covered and somewhere injective holomorphic spheres (see [HS95, MS04]). Like-
wise, the results in [PSS96] rely heavily on transversality results for holomorphic spheres. The men-
tioned dichotomy fails in the Lagrangian case since there exist holomorphic disks which are neither
multiply covered nor somewhere injective.
The obvious modification of the idea of Piunikhin, Salamon and Schwarz to Lagrangian Floer
homology is, in general, not well-defined due to bubbling-off of holomorphic disks. In this article
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we handle this problem using arguments involving only the Fredholm index. This leads to the degree
restrictions of the maps ϕ and ρ (see theorem 1.1).
Surprisingly, we still can prove that these maps are inverse to each other (in case they are defined
simultaneously). For this we cannot employ the methods of Piunikhin, Salamon and Schwarz due to
the above mentioned problems with holomorphic disks. We use a tricky mix out of Fredholm index
arguments and transversality methods to conclude. All proofs break down beyond certain obvious
degrees restrictions. This failure is not just a technical shortcoming but a necessity, as is illustrated by
(counter-)examples (see remark below).
Theorem 1.1 leads to a number of applications, e.g. new bounds on the Maslov index of displaceable
Lagrangian submanifolds and existence of holomorphic disks. It should be mentioned that not only
the isomorphisms statement but the mere existence of the Lagrangian PSS morphisms has applications
(see section 2).
Both Floer theories are graded. The degree in Hamiltonian Floer homology is given by the Conley-
Zehnder index µCZ (see definition 3.1). This gives rise to an integer grading modulo twice the minimal
Chern number NM . The grading of Lagrangian Floer homology is only well-defined modulo the
minimal Maslov number NL and up to an overall shift (see definition 3.1 and section 3 for details).
Remark 1.2. The statement of theorem 1.1 is sharp. In section 2 we recall examples provided by
Polterovich [Pol91], where theorem 1.1 fails precisely beyond the range of degrees specified in theo-
rem 1.1. Furthermore, this provides existence results for holomorphic disks, see section 2.
Remark 1.3. Singular homology is modeled via Morse homology, see [Sch93]. Both maps ϕk and
ρk are defined on chain level, that is on CFk(L, φH(L)) and on CMn−k( f ) for some Morse function
f : L → R. Furthermore, they are natural with respect to the continuation homomorphisms induced
by changing the Hamiltonian and the Morse function, respectively. The same holds for the comparison
homomorphisms χk and τk in theorem 1.5 below.
Remark 1.4. We note that the maps ϕk and ρk in theorem 1.1 vanish for k < 0 respectively k > n by
construction. As mentioned above the grading of Lagrangian Floer homology is modulo the minimal
Maslov number NL. Since there is exactly one k modulo NL between 0 and NL−2 respectively between
n − NL + 2 and n, the statement of theorem 1.1 is unambiguous.
Even though Hamiltonian Floer homology if graded modulo the twice the minimal Chern number NM
of M we need to reduce this grading to modulo the minimal Maslov number NL in the next statement.
We note that 2NM is a multiple of NL.
Theorem 1.5. Under the same assumptions as in theorem 1.1 there exist (for all degrees k) two
comparison homomorphisms
χk : HFk(L, φH(L)) −→ HFk−n(H) , (1.4)
τk : HFk(H) −→ HFk(L, φH(L)) , (1.5)
such that the following two diagrams commute whenever ϕk or ρk are defined
HFk(L, φH(L))
ϕk

χk // HFk−n(H) HFk(H) τk // HFk(L, φH(L))
ϕk

Hn−k(L;Z/2)
ρk
OO
ι! // H2n−k(M;Z/2)
PSS 
OO
Hn−k(M;Z/2)
PSS 
OO
ι∗ // Hn−k(L;Z/2)
ρk
OO
where the inclusion map ι : L ֒→ M induces on singular homology the pull-back map ι∗ and the shriek
map ι! = PD ◦ ι∗ ◦ PD−1. Here PD denotes Poincare´ duality.
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The following remark about the homomorphism χk : HFk(L, φH(L)) −→ HFk−n(H) is in order. The
author constructed the map χ in summer 2005. Later, it became apparent that the same construction
was simultaneously used by A. Abbondandolo and M. Schwarz in a different context. In [AS06] the
authors describe the construction of an isomorphism between the Floer homology of a quadratically
growing Hamiltonian function in a cotangent bundle and the singular homology of the corresponding
loop space. This isomorphism is proved to be compatible with the pair-of-pants product on Floer
homology and the loop product defined by Chas and Sullivan on loop space homology. Abbondandolo
and Schwarz provide a map h between the Lagrangian Floer homology of a fixed cotangent fibre and
Hamiltonian Floer homology. The map h corresponds under their isomorphism to the map induced by
the inclusion of the based loop space into the free loop space and is equal to χ in this context.
Floer homology for cotangent bundles for quadratically growing Hamiltonian functions is analyt-
ically much more demanding than Floer homology for compactly supported Hamiltonian functions.
On the other hand no bubbling issues are present since the symplectic structure is exact. The key point
in the work of Abbondandolo-Schwarz [AS06] is to relate the product structures in Floer homology
and those in loop space homology.
Finally, we point out that the idea of applying the ideas of Piunikhin, Salamon and Schwarz from
[PSS96] to Lagrangian Floer homology is certainly not original. When writing this article was nearly
finished the author learned about the recent work of Katic´ and Milinkovic´ [KM05] where the spe-
cial case of zero-sections in cotangent bundles is treated. Since the zero-section L is exact, i.e. the
symplectic form on cotangent bundles T ∗L is exact, ω = dλ, and furthermore λ|L = 0, neither holo-
morphic disks nor holomorphic spheres are present. In particular, the core part of this article, namely
understanding the limitations of the PSS-construction caused by bubbling-off of holomorphic disks,
is void for the case considered in [KM05].
Another appearance of the techniques of Piunikhin, Salamon and Schwarz can be found in the
work of Barraud and Cornea [BC06] and Cornea and Lalonde [CL06]. In the latter the framework for
Lagrangian Floer homology is extended to deal with bubbling by using cluster homology, cf. remark
4.12. Moreover, we want to remark that the purpose of this article is to demonstrate what can be
achieved with “classical” tools in (Lagrangian) Floer homology.
It should be mentioned that Lagrangian Floer homology can be defined using Novikov rings, see
for instance [BC06, section 3.2] for details.
We close with a brief remark about the coefficient ring Z/2. In certain cases it is possible to choose
Z as coefficient ring, e.g. if the Lagrangian submanifold is relative spin, cf. [FOOO]. We will not
pursue this direction is the present version of this article. The same applies to non-compact symplectic
manifolds which are convex at infinity or geometrically bounded.
Acknowledgements. The author thanks Octav Cornea for interesting and helpful discussions. He
also would like to thank the referees for their thorough and dedicated work.
The author was financially supported by the German Research Foundation (DFG) through Priority
Programm 1154 ”Global Differential Geometry”, grants SCHW 892/2-1 and AL 904/1-1, and by NSF
Grants DMS-0102298 and DMS-0603957. Part of this work was done when the author was affiliated
with the University of Leipzig.
2. Applications
Theorem 1.1 has the following immediate corollaries.
Corollary 2.1. In the situation of theorem 1.1
HFk(L, φH(L))  Hn−k(L;Z/2) (2.1)
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for all values of k satisfying n − NL + 2 ≤ k ≤ NL − 2. In particular, we obtain a full isomorphism
whenever NL ≥ n + 2, e.g. in case ω|π2(M,L) = 0, where NL = ∞. This recovers Floer’s original result
[Flo88a] as well as Oh’s [Oh96, theorem II].
Remark 2.2. Since L is closed corollary 2.1 can be stated as
HFk(L, φH(L))  Hk(L;Z/2) (2.2)
for all n − NL + 2 ≤ k ≤ NL − 2, since the bounds on the degree are symmetric with respect to the
change k 7→ n − k.
Corollary 2.3. In the situation of theorem 1.1
#
(
L ⋔ φH(L)) ≥ NL−2∑
k= n−NL+2
bk(L) , (2.3)
where bk(L) are the Z/2-Betti numbers of L.
Definition 2.4. A closed Lagrangian submanifold is called L displaceable (or Hamiltonianly dis-
placeable) in the closed symplectic manifold (M, ω) if there exists a Hamiltonian diffeomorphism
φH ∈ Ham(M, ω) such that L ∩ φH(L) = ∅. The displacement energy of L is e(L) := inf{||H|| |
L ∩ φH(L) = ∅}. Here ||H|| denotes the Hofer norm of H.
Corollary 2.5. If L is (Hamiltonianly) displaceable, then
Hi(L;Z/2) = 0 ∀n − NL + 2 ≤ i ≤ NL − 2 (2.4)
Remark 2.6. Following an construction by Audin, Polterovich [Pol91, theorem 4] provides La-
grangian embeddings of products of spheres S k into R2n. More precisely, if σk denotes the antipodal
map, then for r = 2, . . . , n the manifolds((
S r−1 × S 1)/(σr−1 × σ1)) × S n−r (2.5)
embed as monotone Lagrangian submanifolds Lr into R2n. Moreover, Lr has minimal Maslov number
NLr = r. For r ≥ n2 + 2 they satisfy
Hk(Lr;Z/2)
 = 0 if n − r + 2 ≤ k ≤ r − 2, 0 for k = n − r + 1 and k = r − 1 . (2.6)
Since any Lagrangian submanifold of R2n is displaceable, this shows that the isomorphism statement
in theorem 1.1 is sharp.
Definition 2.7. We set KL := max
{k | Hk(L;Z/2) , 0, k ≤ ⌊ n2⌋}. In particular, 0 ≤ KL ≤ ⌊ n2⌋ and
HKL+1(L) = 0, . . . ,Hn−KL−1(L) = 0 holds.
Theorem 1.1 implies new restrictions for monotone Lagrangian submanifolds to be displaceable.
We recall Oh’s result [Oh96, theorem II] (cp. corollary 2.1 above) asserting that the minimal Maslov
number of a monotone, displaceable Lagrangian submanifolds has to satisfy NL ≤ n + 1, where
n = dim L . This is sharpened as follows.
Corollary 2.8. If HF∗(L, φH(L)) = 0 (e.g. L is displaceable) then NL + KL ≤ n + 1 holds.
Proof. We note that by definition KL ≤ n2 . If NL < n2 + 2 the assertion is trivially true. If NL ≥ n2 + 2
we know that Hk(L;Z/2) = 0 for all n − NL + 2 ≤ k ≤ NL − 2 by corollary 2.1. In particular,
KL < n − NL + 2. 
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Corollary 2.9. Let L ⊂ M be a displaceable monotone Lagrangian submanifold which satisfies
H⌊ n2 ⌋(L;Z/2) , 0, then NL < n2 + 2.
According to Audin’s conjecture the minimal Maslov number of all (not just monotone) Lagrangian
embeddings of tori into R2n equals 2. Oh verified the conjecture for monotone Lagrangian tori T n up
to n ≤ 24, see [Oh96, theorem III]. Although not overly restrictive, the above corollary is the first
global result, i.e. valid for all dimensions, in this direction (besides NL ≤ n + 1 which holds for any
monotone Lagrangian submanifold in R2n).
A closer inspection of the proof of theorem 1.1 yields that the above mentioned results for the
minimal Maslov number NL can be strengthened as follows. The assertion that NL = r implies (by
definition) that there exists a disk d : D2 −→ M with boundary on L such that µMaslov(d) = r. In all
above cases this disk can be chosen to be a holomorphic disk. Moreover, the energy ω(d) of these
holomorphic disks is smaller than the displacement energy e(L) of the Lagrangian submanifold L
(cf. definition 2.4).
Corollary 2.1 is complemented by
Proposition 2.10. We assume that we are in the situation of theorem 1.1 and that NL ≥ n2 + 2. If
HFNL−1(L)  HNL−1(L), then there exists a holomorphic disk d realizing the minimal Maslov number
NL, i.e. µMaslov(d) = NL. If there exists no holomorphic disk of minimal Maslov number NL the
isomorphism in theorem 1.1 holds for all degrees n − 2NL + 2 ≤ k ≤ 2NL − 2. Moreover, the
homomorphism ϕk and ρk are defined for k ≤ 2NL − 2 and k ≥ n − 2NL + 2, respectively.
For the examples from remark 2.6 we can therefore conclude that there exist holomorphic disks
realizing the minimal Maslov number. This of course can be iterated. Namely, if there exists no
holomorphic disk of minimal Maslov number jNL then we obtain isomorphisms for all degrees n −
jNL + 2 ≤ k ≤ jNL − 2.
If L is displaceable there cannot exist an isomorphism in the top and bottom degree. This leads to
the existence of a holomorphic disk of Maslov index less than n + 1. This already follows from Oh’s
paper [Oh96]. Much more general results in this direction are known. Indeed, if L is displaceable
and monotone then through each point of L passes a holomorphic disk of Maslov index less than
n + 1, cf. [Alb05, CL06]. Moreover, in [CL06] a very similar result is given for general (i.e. possibly
non-monotone) Lagrangian submanifolds.
We end this section with an application of theorem 1.5.
Corollary 2.11. If the monotone, closed Lagrangian submanifold Ln ⊂ (M2n, ω) has vanishing Floer
homology, HF∗(L, φH(L)) = 0, then the following holds for the homomorphisms induced by the inclu-
sion map ι : L ֒→ M
ιk = 0 : Hk(M;Z/2) −→ Hk(L;Z/2) for k ≤ NL − 2 ,
ιk = 0 : Hk(L;Z/2) −→ Hk(M;Z/2) for k ≥ n − NL + 2 .
(2.7)
This improves theorem [Alb05, theorem 1.1] which asserts the statement (only for ιk) in case that
L is displaceable. We note that the displaceablility is essential in the proof given in [Alb05].
3. Elements of Floer theory
We briefly recall the construction of the Floer complex (CFi(L, φH(L)), ∂F) for a closed, monotone
Lagrangian submanifold L in a closed, symplectic manifold (M, ω).
Definition 3.1. A Lagrangian submanifold L of the symplectic manifolds (M, ω) is called monotone,
if there exists a constant λ > 0, such that ω|π2(M,L) = λ · µMaslov, where µMaslov : π2(M, L) −→ Z
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is the Maslov index. This implies that the symplectic manifolds (M, ω) is monotone as well, that is,
ω|π2(M) = ˜λ · c1|π2(M), where ˜λ > 0 and c1 is the first Chern class of (M, ω).
We define the minimal Maslov number NL of L as the positive generator of the image of the Maslov
index µMaslov(π2(M, L)) ⊂ Z. We set NL = +∞ in case µMaslov vanishes (this implies that ω|π2(M,L) = 0).
The minimal Chern number NM of M is defined analogously.
For a Hamiltonian function H : S 1 × M −→ R the Floer complex (CFi(L, φH(L)), ∂F) is generated
over Z/2 by the set of Hamiltonian chords
PL(H) :=
{
x ∈ C∞([0, 1], M)
∣∣∣ x˙(t) = XH(t, x(t)), x(0), x(1) ∈ L, [x] = 0 ∈ π1(M, L)} (3.1)
i.e. CF(L, φH(L)) = PL(H) ⊗ Z/2. Let us explain some notions. First, XH is the (time dependent)
Hamiltonian vector field generated by the Hamiltonian function H : S 1 × M −→ R and is defined by
ω(XH(t, ·), · ) = −dH(t, ·). The time-1-map of the flow φtH of XH is denoted by φH ≡ φ1H .
A certain subset of the intersection points L ∩ φH(L) is often taken to generate a chain complex.
There is an one-to-one correspondence between PL(H) and this subset by applying the flow φtH to
an intersection point. Furthermore, in either approach the Hamiltonian function H is required to be
non-degenerate meaning that L ⋔ φH(L).
The Maslov index defines a grading on PL(H), which is only defined modulo the minimal Maslov
number NL and up to an overall shift. Let us briefly recall the construction of the grading. Given
two elements x, y ∈ PL(H) we choose a map u : [0, 1]2 → M s.t. u(0, t) = x(t), u(1, t) = y(t)
and u(τ, 0), u(τ, 1) ∈ L. According to [Vit87, Flo88b] a Maslov index is assigned to the map u as
follows. Since the symplectic vector bundle u∗T M is trivial, a loop of Lagrangian subspaces in R2n is
obtained by following the Lagrangian subspaces of T L along the two u(τ, 0/1)-sides of the strip and
transporting them by the Hamiltonian flow along the u(0/1, t)-sides (and flipping them by 90 degrees
at the corners). To this loop of Lagrangian subspaces in R2n the classical Maslov index is assigned.
This gives rise to a relative Maslov index for x and y which certainly depends on the choice of u.
Indeed, let v : [0, 1]2 → M be another choice connecting x and y and let h : D2+ → M be a half-disk
realizing a homotopy of the chord x to a constant path. We can form the disk d := h#u#(−v)#(−h)
with boundary on L, where # denotes concatenation and −v is the map (τ, t) 7→ v(−τ, t). If the relative
Maslov index of x and y is computed with help of either u or v, the difference is given by the Maslov
index µMaslov([d]). We note that the Maslov index of [d] does not depend on the choice of the half-
disk h. Thus, we can assign a number µ(x, y) ∈ Z/NL to each pair x, y ∈ PL(H). By construction,
this number satisfies µ(x, z) = µ(x, y) + µ(y, z) for all x, y, z ∈ PL(H). Therefore, we artificially set
µ(x0) := 0 for a fixed x0 ∈ P(H) and define the degree µ(y) := µ(y, x0) ∈ Z/NL for all other y ∈ PL(H).
Assigning index zero to another element in PL(H) leads to a shift of the degree. Therefore, by this
procedure we define a mod NL grading on PL(H) up to an overall shift.
In this article we choose to fix the shifting ambiguity by requiring that the dimension of the moduli
space M(H; x) (see definition 4.2 below), is given by µ(x) mod NL. Equivalently, we could demand
that the space M(x; H) (see definition 4.13) has dimension n − µ(x) mod NL. More details can be
found in section 4. This convention is consistent by a gluing argument and additivity of the Fredholm
index.
The Floer differential ∂F is defined by counting perturbed holomorphic strips (a.k.a. semi-tubes or
Floer strips), see figure 1. For x, y ∈ PL(H) we define the moduli spaces
ML(x, y; J, H) :=
 u : R × [0, 1] −→ M
∣∣∣∣∣∣∣∣∣
∂su + J(t, u)(∂tu − XH(t, u)) = 0
u(s, 0), u(s, 1) ∈ L ∀s ∈ R
u(−∞) = x, u(+∞) = y
 (3.2)
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where J(t, ·), t ∈ [0, 1], is a family of compatible almost complex structures on (M, ω). If we would
u
L
Figure 1. A perturbed holomorphic strip u ∈ ML(x, y; J, H).
use the intersection point L ⋔ φH(L) to generate the Floer complex then the differential would be
defined by counting unperturbed holomorphic strips having one boundary component on L and the
other on φH(L). Again the flow of the Hamiltonian vector field provides a one-to-one correspondence
between perturbed and unperturbed strips.
Theorem 3.2 (Floer). For a generic family J, the moduli spaces ML(x, y; J, H) are smooth manifolds
of dimension dimML(x, y; J, H) ≡ µ(y) − µ(x) mod NL, carrying a free R-action if x , y.
We note that the dimension of the moduli spaces is given by the Maslov index modulo the minimal
Maslov number NL. In other words, if we fix the asymptotic data to be x, y ∈ PL(H), the moduli space
ML(x, y; J, H) consists (in general) out of several connected components each of which has dimension
≡ µ(y) − µ(x) mod NL.
Convention 3.3. We set ML(x, y; J, H)[d] to be the union of the d-dimensional components.
Theorem 3.4 (Floer, Oh). If the minimal Maslov number satisfies NL ≥ 2 then for all x, z ∈ PL(H)
the moduli space
M̂L(x, z; J, H)[d−1] :=ML(x, z; J, H)[d]/R (3.3)
is compact if d = 1 and compact up to simple breaking if d = 2, i.e. it admits a compactification
(denoted by the same symbol) such that the boundary decomposes as follows
∂M̂L(x, z; J, H)[1] =
⋃
y∈PL(H)
M̂L(x, y; J, H)[0] × M̂L(y, z; J, H)[0] . (3.4)
The boundary operator ∂F in the Floer complex is defined on generators y ∈ PL(H) by
∂F(y) :=
∑
x∈PL(H)
#2M̂L(x, y; J, H)[0] · x (3.5)
and is extended linearly to CF∗(L, φH(L)). Here, #2M̂L(x, y; J, H)[0] denotes the (mod 2) number of
elements in M̂L(x, y; J, H)[0].
The two theorems above justify this definition of ∂F , namely the sum is finite and ∂F ◦ ∂F = 0.
The Lagrangian Floer homology groups are HF∗(L, φH(L)) := H∗(CF(L, φH(L), ∂F). It is an important
feature of Floer homology that it is independent of the chosen family of almost complex structures
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and invariant under Hamiltonian perturbations. In particular, there exists an canonical isomorphism
HF∗(L, φH(L))  HF∗(L, φK(L)) for any two Hamiltonian functions H, K.
Floer theory is a (relative) Morse theory for the action functional AH defined on the space of paths in
M which start and end on L and are homotopic (relative L) to a constant path in L. By definition the
action functional is
AH(x, dx) :=
∫
D2+
d∗xω −
1∫
0
H(t, x(t))dt (3.6)
where dx : D2+ → M realizes a homotopy from a constant path to the path x. The value of the
action functional depends only on the relative homotopy class of dx. Its critical points are exactly the
elements of PL(H).
Given a Hamiltonian function H : S 1×M −→ R there exists Hamiltonian Floer homology HF∗(H).
It is generated over Z/2 by the set
P(H) :=
{
x ∈ C∞(S 1, M)
∣∣∣ x˙(t) = XH(t, x(t)), [x] = 0 ∈ π1(M)} (3.7)
i.e. CF∗(H) = P(H) ⊗ Z/2, and graded by the Conley-Zehnder index µCZ. We normalize the Conley-
Zehnder index by requiring that µCZ
(
t 7→ a(−t)) = −µCZ(a) for all a ∈ P(H) and that for C2-small
Morse functions f we have µCZ(a) = 12 dim M − µMorse(a) for all a ∈ P( f ) = Crit( f ).
The set P(H) correspond to a subset of the fixed points of the time-1-map φH . The Floer differential
∂F (we use the same notation as for Lagrangian Floer homology) is defined by counting perturbed
holomorphic cylinders (instead of strips). For a, b ∈ P(H) we define the space
M(a, b; J, H) :=
{
u : R × S 1 −→ M
∣∣∣∣∣∣ ∂su + J(t, u)
(
∂tu − XH(t, u)) = 0
u(−∞) = a, u(+∞) = b
}
. (3.8)
Its elements are called Floer cylinders. For generic choices, M(a, b; J, H) is a smooth manifold of
dimension µCZ(b) − µCZ(a) modulo twice the minimal Chern number NM (see definition 3.1). If
a , b then M(a, b; J, H) carries a free R-action and the quotient is denoted by M̂(a, b; J, H). The
zero-dimensional components of the quotient are compact and the one-dimensional are compact up
to simple breaking. In particular, the above construction can be carried out verbatim and we obtain
Hamiltonian Floer homology HF∗(H) := H∗(CF(H), ∂F).
In contrast to Lagrangian Floer homology the construction of Hamiltonian Floer homology can be
accomplished in more general situations, for instance for semi-positive symplectic manifold. A very
nice account with many details of Hamiltonian Floer homology for monotone symplectic manifolds
can be found in [Sal99]. Extensions to more general settings, e.g. using Novikov rings, can be found
in [HS95, MS04].
4. The Lagrangian Piunikhin-Salamon-Schwarz morphisms
4.1. The construction.
In this section we will describe the construction of the maps
ϕk : CFk(L, φH(L)) −→ CMn−k(L;Z/2) (4.1)
ρk : CMn−k(L;Z/2) −→ CFk(L, φH(L)) (4.2)
on the Floer resp. Morse chain complex and show that they are well-defined and chain maps whenever
k ≤ NL − 2 respectively k ≥ n − NL + 2.
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These maps are analogs of the Piunikhin-Salamon-Schwarz isomorphism, which is an isomorphism
PSS : H∗(M) −→ HF∗(H) between Hamiltonian Floer homology and singular homology. It is defined
for semi-positive symplectic manifolds (M, ω). Due to transversality problems for moduli spaces of
holomorphic disks, Lagrangian Floer homology is only defined for monotone Lagrangian submani-
folds L with minimal Maslov number NL ≥ 2, see [Oh93, Oh95]. Furthermore, a complete analogue of
the PSS isomorphism cannot exist since Lagrangian Floer homology is not isomorphic to the singular
homology in general.
Convention 4.1. Throughout the following sections we fix a family of compatible almost complex
J0(t, ·) for t ∈ [0, 1] for which the Fredholm operator given by the shift-invariant Floer equation, see
(3.2) and (3.8), is surjective. That is, J0(t, ·) is generic in the sense of theorem 3.2.
The following constructions will be made with reference to the family J0. Since all constructions
are natural with respect to the continuation homomorphisms in Floer homology they do not depend
on the choice of J0 in homology, cp. also remark 4.20. We will suppress J0 in the notation.
4.1.1. Construction of ϕ∗.
We define the moduli space Mϕ(q, x; J, H, β, f , g) to consist of pairs (γ, u) of maps
γ : (−∞, 0] −→ L and u : R × [0, 1] −→ M with E(u) =
∞∫
−∞
1∫
0
|∂su|2 dt ds < ∞ (4.3)
solving γ˙ + ∇g f ◦ γ = 0 and ∂su + J(s, t, u)(∂tu − β(s)XH(t, u)) = 0 , (4.4)
where β : R→ [0, 1] is a smooth cut-off function satisfying β(s) = 0 for s ≤ 0 and β(s) = 1 for s ≥ 1.
The function f : L → R is a Morse function on L and ∇g is the gradient with respect to a Riemannian
metric g on L. Moreover, J(s, t, ·), (s, t) ∈ R× [0, 1], is a smooth family of compatible almost complex
structures on M which as a map s 7→ J(s, ·, ·) is constant outside [0, 1], and which agrees for s ≥ 1
with the fixed J0 from convention 4.1. The pair (γ, u) is required to satisfy the boundary conditions
γ(−∞) = q , γ(0) = u(−∞) , u(+∞) = x and u(s, 0), u(s, 1) ∈ L , (4.5)
where q ∈ Crit( f ) is a critical point of f and x ∈ PL(H). Due to the cut-off function β the strip u
is holomorphic for s ≤ 0 and has, by assumption, finite energy E(u) < ∞. In particular, u admits a
continuous extension u(−∞), see [MS04, section 4.5]. In other words, topologically u forms a half
disk {z ∈ C : |z| ≤ 1 , Re(z) ≥ 0} such that the boundary part {|z| = 1} is mapped to L and {Re(z) = 0}
is mapped to the chord x (see figure 2). For brevity we denote this moduli space by Mϕ(q, x).
Definition 4.2. For x ∈ PL(H) we set
M(H; x) :=
u : R × [0, 1] −→ M
∣∣∣∣∣∣∣∣∣
∂su + J(s, t, u)(∂tu − β(s)XH(t, u)) = 0
u(s, 0), u(s, 1) ∈ L ∀s ∈ R
u(+∞) = x, E(u) < +∞
 (4.6)
where, as above, J is an element in the space of smooth families of compatible almost complex
structures which as maps s 7→ J(s, ·, ·) are constant outside [0, 1], and which agree for s ≥ 1 with the
fixed J0 from convention 4.1. We denote this space by J .
Remark 4.3. The maps in the moduli space M(x; H) are defined on strips with finite energy and we
need to use the removal of singularity theorem to fill in the point at ±∞, respectively. Instead we
A LAGRANGIAN PSS MORPHISM AND TWO COMPARISON HOMOMORPHISMS IN FLOER HOMOLOGY 11
J = J0
L
x
γ
q
u
Figure 2. An element (γ, u) ∈ Mϕ(q, x).
could have defined the maps on half-disk with a strip-like end. This is, in fact, easily achieved by a
conformal reparametrization. We will expand on this in section 4.2.2.
Definition 4.4. A non-degenerate Hamiltonian function H : S 1 × M −→ R is called admissible if
none of the (finitely many) element in PL(H)∪P(H) (see equations (3.1), (3.7)) are constant. In other
words, for each x ∈ M there exists t ∈ S 1 such that ∇H(t, x) , 0.
Remark 4.5. Fix a Hamiltonian function H. If there exists a fixed x ∈ M where ∇H(t, x) = 0
vanishes ∀t ∈ S 1, then an arbitrarily small perturbation of H will loose this property. In particular,
being admissible is a generic property.
Theorem 4.6. For an admissible Hamiltonian function H, fixed cut-off function β as above and a
Morse-Smale pair ( f , g) there exists a generic subset J reg of J , such that for J ∈ J reg the moduli
spaces Mϕ(q, x) =Mϕ(q, x; J, H, β, f , g) are smooth manifolds of dimension
dimMϕ(q, x) = µ(x) − n + µMorse(q) mod NL , (4.7)
where n = dim L. We denote by Mϕ(q, x)[d] the union of the d-dimensional components and remark
that Mϕ(q, x) carries no (natural) R-action.
Proof. We are required to prove that the moduli space M(H; x) given in definition 4.2 above is a
smooth manifold and that the evaluation map(
ev0 × ev−∞
)(γ, u) := (γ(0), u(−∞)) ⊂ L × L (4.8)
is transversal to the diagonal ∆ ⊂ L × L. This is contained as special cases of the proofs of theorems
4.35 and 4.30 in section 4.2.2. 
Compactness properties are a more subtle issue. We employ an index argument to rule out bubbling.
Since the bubbling occurs for the perturbed strips we give the following definition. We recall that
β : R→ [0, 1] is a smooth cut-off function satisfying β(s) = 0 for s ≤ 0 and β(s) = 1 for s ≥ 1.
Remark 4.7. A part of the proof of theorem 4.6 is to show that for generic choices, M(H; x) is a
smooth manifold. We recall that by our convention, the moduli space M(H; x) has dimension µ(x)
mod NL. As usual M(H; x)[d] denotes the union of its d-dimensional components.
The moduli space Mϕ(q, x) defined above is given by the intersection of the unstable manifold
Wu(q) of the critical point q ∈ Crit( f ) with M(H; x). In particular, dimMϕ(q, x) = dimM(H; x)−n+
µMorse(q).
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Theorem 4.8. Let L be a closed, monotone Lagrangian submanifold of minimal Maslov number NL.
Then for all d < NL the moduli spaces M(H; x)[d] are compact up to adding broken strips.
Proof. Using Floer’s equation the following inequality is easily derived for an element u ∈ M(H; x).
0 ≤ E(u) ≤ AH(x, u) + sup
M
H . (4.9)
For convenience we compiled the computations in appendix A. We refer to the appendix for the
notation and note that for each two elements u, v ∈ M(H; x)[d] the Maslov index of u#(−v) equals zero,
µMaslov(u#(−v)) = 0. Otherwise, u and v could not lie in components of the same dimension. Since L
is monotone this implies ω(u) = ω(v) and thus the value of the action functional AH(x, u) = AH(x, v).
We obtain a uniform bound on the energy for elements in the moduli space M(H; x)[d]. Hence,
we can apply Gromov’s compactness theorem. In particular, sequences converge up to breaking and
bubbling. We claim that, under the assumption d < NL, only breaking occurs.
Indeed, if a sequence (un) ⊂ M(H; x)[d] converges in the Gromov-Hausdorff topology, i.e. un ⇀
(u∞, v1, . . . , vΓ, s1, . . . , sΣ, d1, . . . , d∆), where
• u∞ ∈ M(H; x0)[d],
• vγ ∈ M̂L(xγ−1, xγ; J, H), where xγ ∈ PL(H) and xΓ = x,
• {sσ} are holomorphic spheres,
• {dδ} are holomorphic disks,
then (see [Flo89], [Oh93, proposition 3.7]) the Fredholm index of the linearized Cauchy-Riemann
operator F behaves as follows:
indFun = indFu∞ +
∑
γ
indFvγ +
∑
σ
2c1(sσ) +
∑
δ
µMaslov(dδ) . (4.10)
We know by transversality that indFvγ ≥ 0. Moreover, 2c1(sσ) ≥ NL and µMaslov(dδ) ≥ NL given that
the maps sσ and dδ are non-constant. By assumption, we have NL > d = indFun . Since indFu∞ ≥ 0
the theorem follows. 
Theorem 4.8 implies that the moduli space Mϕ(q, x) is compact up to breaking as long as the space
M(H; x) is compact up to breaking, i.e. if dimM(H; x) < NL.
Moreover, the standard gluing techniques (see for instance [Sch95, MS04]) imply that the moduli
spaces Mϕ(q, x) can be compactified by adding broken Morse trajectories or Floer strips, as long as
no bubbling occurs. In particular, we can compactify the one-dimensional moduli space Mϕ(q, x)[1]
by adding either a Morse trajectory or a Floer strip, see figure 3.
Corollary 4.9. If dimM(H; x) < NL we conclude,
∂Mϕ(q, x)[1] =
⋃
p∈Crit( f )
M̂(q, p; f , g)[0] ×Mϕ(p, x)[0]
∪
⋃
y∈PL(H)
Mϕ(q, y)[0] × M̂L(y, x; J0, H)[0] .
(4.11)
Here, M̂(q, p; f , g) is the moduli space of (unparametrized, negative) gradient-flow trajectories of the
Morse function f on L which run from q to p. The gradient is taken with respect to the metric g.
Moreover, J0 is as in convention 4.1.
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pq
y
x
q
L
x
Figure 3. Broken configurations in ∂Mϕ(q, x)[1].
Definition 4.10. For k ≤ NL − 1 we define on generators
ϕk : CFk(L, φH(L)) −→ CMn−k(L;Z/2)
x 7→
∑
q
#2Mϕ(q, x)[0] · q . (4.12)
The map ϕk is extended by linearity.
Theorem 4.11. For k ≤ NL − 1 the homomorphism ϕk is well-defined and for k ≤ NL − 2 a chain
morphism, that is ϕk+1 ◦ ∂F = δL ◦ ϕk.
Proof. If k ≤ NL − 1 we know by theorem 4.8 that all moduli spaces Mϕ(q; x)[d] are compact if
x ∈ CFk(L, φH(L)) and d = 0. In particular, the sum in the definition of ϕk is finite and the map is
therefore well-defined.
If k ≤ NL − 2, we know by theorem 4.8 that all moduli spaces Mϕ(q; x)[d] are compact if x ∈
CFk(L, φH(L)) and d = 0, 1. Equation (4.11) in corollary 4.9 implies that ϕk is a chain morphism. 
In particular, in homology we obtain homomorphisms
ϕk : HFk(L, φH(L)) −→ Hn−k(L;Z/2) for k ≤ NL − 2 . (4.13)
Before we define the map ρk we want to give a more geometric picture of the problems leading to the
restrictions k ≤ NL − 2. The most problematic issue arises when bubbling occurs at the continuous
extension u(−∞) for u ∈ M(H; x). Let us assume that there exists a sequence (γn, un) ⊂ Mϕ(q, x)
such that this kind of bubbling occurs. Then we obtain as limit object (see figure 4) a gradient half-
trajectory γ, an element u ∈ M(H; x) and a holomorphic disk d : (D2, ∂D2) −→ (M, L), such that
γ(−∞) = q, γ(0) = d(z0), d(z1) = u(−∞), u(+∞) = x , (4.14)
where z0, z1 are two point in ∂D2. This also can be viewed as breaking of the strip u near −∞.
L
q
γ
ud
x
Figure 4. A bubbling configuration.
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Remark 4.12. In general, there is no way around dealing with the bubbling-off phenomenon. The
cluster complex approach by Cornea and Lalonde [CL06] is build exactly to incorporate this phenom-
enon. Namely the above configuration (γ, d, u) is not considered a boundary point but as an interior
point, where the ”other side” consists out of a configuration (γ, d, δ, u), where δ : [0,R] −→ L is a
finite length gradient flow line, such that d(z1) = δ(0) and δ(R) = u(−∞).
4.1.2. Construction of ρ∗.
The homomorphism ρk is the mirror image of ϕk. The moduli space Mρ(x, q) ≡ Mρ(x, q; J, H, β, f , g)
consists of pairs (u, γ) of maps (see figure 5)
u : R × [0, 1] −→ M with E(u) =
∞∫
−∞
1∫
0
|∂su|2 dt ds < ∞ and γ : [0,∞) −→ L (4.15)
solving ∂su + J(−s, t, u)(∂tu − β(−s)XH(t, u)) = 0 and γ˙ + ∇g f ◦ γ = 0 , (4.16)
where f , g, J, β are as at the beginning of section 4.1.1. In the equation we replace J(s, ·, ·) and β(s) by
J(−s, ·, ·) and β(−s). In particular, J(−s, ·, ·) = J0(t, ·) for s ≤ −1. The pair (γ, u) is required to satisfy
boundary conditions
u(s, 0), u(s, 1) ∈ L , u(−∞) = x , u(+∞) = γ(0) and γ(+∞) = q , (4.17)
where q ∈ Crit( f ) is a critical point of f and x ∈ PL(H). Because of the change of the sign in the
cut-off function the strip u is holomorphic for s ≥ 0 and thus, u admits a continuous extension u(+∞).
J = J0
u
γ q
x
L
Figure 5. An element (u, γ) ∈ Mρ(x, q).
Definition 4.13. Analogously to M(H; x) (see definition 4.2) we set for x ∈ PL(H)
M(x; H) :=
u : R × [0, 1] −→ M
∣∣∣∣∣∣∣∣∣
∂su + J(−s, t, u)(∂tu − β(−s)XH(t, u)) = 0
u(s, 0), u(s, 1) ∈ L ∀s ∈ R
u(−∞) = x, E(u) < +∞
 (4.18)
As before for generic choices (see below for a precise statement) these moduli spaces are smooth
manifolds. The dimension is given by
dimM(x; H) = n − µ(x) mod NL . (4.19)
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The moduli space Mρ(x, q) is the intersection ofM(x; H) with the stable manifold W s(q) of the critical
point q ∈ Crit( f ).
Theorem 4.14. For an admissible Hamiltonian function H, fixed cut-off function β and a Morse-Smale
pair ( f , g) there exists a generic subset J reg of J , such that for J ∈ J reg the moduli spacesMρ(x, q) =
Mρ(x, q; J, H, β, f , g) are smooth manifolds of dimension
dimMρ(x, q) = n − µ(x) − µMorse(q) mod NL , (4.20)
where n = dim L. The space J and admissibility is defined in definitions 4.2 and 4.4, respectively.
Proof. This is completely analogous to the proof of theorem 4.6. 
As before a subscript [d] denotes the union of the d-dimensional components. The compactness
properties of M(x; H) are controlled in exactly the same way as for M(H; x) in theorem 4.8.
Theorem 4.15. Let L be a closed monotone Lagrangian submanifold of minimal Maslov number NL.
Then for all d < NL the moduli spaces M(x; H)[d] are compact up to adding broken strips.
Proof. The proof of theorem 4.15 and of the following corollary is literally the same as for theorem
4.8 up to a slight change of the uniform energy estimate for a solution u ∈ M(x; H), (see appendix A):
0 ≤ E(u) ≤ −AH(x, u) − inf
M
H . (4.21)

Corollary 4.16. If dimM(H; x) < NL, the zero dimensional moduli space is compact and the one
dimensional moduli space Mρ(x, q)[1] can be compactified such that
∂Mρ(x, q)[1] =
⋃
p∈Crit( f )
Mρ(x, p)[0] × M̂(p, q; f , g)[0]
∪
⋃
y∈PL(H)
M̂L(x, y; J0, H)[0] ×Mρ(y, q)[0] ,
(4.22)
where J0 is as in convention 4.1.
This leads to
Definition 4.17. For k ≥ n − NL + 1 we define on generators
ρk : CMn−k(L;Z/2) −→ CFk(L, φH(L))
q 7→
∑
x
#2Mϕ(x, q)[0] · x (4.23)
which then is extended by linearity.
The following theorem is proved in exactly the same way as theorem 4.11.
Theorem 4.18. For k ≥ n − NL + 1 the homomorphism ρk is well-defined and for k ≥ n − NL + 2 it is
a chain morphism, that is ρk−1 ◦ δL = ∂F ◦ ρk.
We obtain two homomorphisms
ϕk : HFk(L, φH(L)) −→ Hn−k(L;Z/2) for k ≤ NL − 2 , (4.24)
ρk : Hn−k(L;Z/2) −→ HFk(L, φH(L)) for k ≥ n − NL + 2 . (4.25)
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Remark 4.19. For trivial reasons the maps ϕk and ρk vanish for k < 0 and k > n, namely for these
degrees the corresponding moduli spaces are empty, since there are no critical points of Morse index
less than 0 or larger than n. This statement has non-trivial implications when the minimal Maslov
number NL exceeds dim L+1, e.g. Floer homology vanishes in the corresponding degrees, see [Sei00,
theorem 3.1] for applications.
We end this section with the following
Remark 4.20. The homomorphisms ϕ∗ and ρ∗ are natural with respect to the change of the Hamil-
tonian function. For the moment we denote by ϕH∗ and ϕK∗ the homomorphisms obtained by using
two different Hamiltonian function H, K : S 1 × M −→ R. Then ϕH∗ and ϕK∗ are intertwined by the
continuation homomorphisms ΩKH∗ : HF∗(L, φH(L))
−→ HF∗(L, φK(L)), i.e. ϕK∗ ◦ ΩKH∗ = ϕH∗ . The
same holds true for changing the Morse function. This is proved by a suitable cobordism argument as
used in the following sections. In particular, ϕ∗ and ρ∗ do not depend on the fixed J0, cp. convention
4.1.
4.1.3. Construction of the original Piunikhin-Salamon-Schwarz isomorphism.
We now recall very briefly the original construction by Piunikhin-Salamon-Schwarz from [PSS96]
which leads to an isomorphism PSS : Hn−k(M) −→ HFk(H) between singular cohomology of the
underlying manifold and the Hamiltonian Floer homology for all semi-positive symplectic manifolds.
Since the maps ϕ and ρ are analogs of the map PSS we will just indicate how to modify the moduli
space Mρ(x, p) (see definition 4.13 above). Let us recall that elements (u, γ) ∈ Mρ(x, p) are a Floer
strip u with Hamiltonian term cut off near +∞ and a gradient flow half-line γ in L which satisfy
u(+∞) = γ(0). Then the original PSS-construction is as follows. Replace Floer strips by Floer
cylinders (still with the cut-off) and gradient flow half-lines in L by such in M. The condition u(+∞) =
γ(0) remains. Counting zero-dimensional components defines a chain map PSS. This gives rise to a
moduli space MPSS(a, q).
The analogous modification of ϕ gives rise to another moduli space MPSS, inv(q, a) defining a map
PSS−1, which actually is the inverse map to PSS. The compactness properties of the moduli spaces
defining PSS are better than those of Mϕ(q, x) and Mρ(x, p) since the only bubbling phenomenon
is bubbling-off of holomorphic spheres (and no holomorphic disks). Holomorphic spheres are either
somewhere injective or multiply covered and therefore, the theorem analogous to theorems 4.8 and
4.15 hold with much less restrictive assumptions and for more general symplectic manifolds.
4.2. The isomorphism property.
In this section we will prove the second part of theorem 1.1 asserting that, whenever both homomor-
phisms ϕk and ρk are defined simultaneously, they are inverse to each other. This only occurs when
n − NL + 2 ≤ k ≤ NL − 2, that is, for 2NL ≥ n + 4.
For both compositions, ρk ◦ ϕk and ϕk ◦ ρk, we will describe cobordisms which relate the counting
defining the composition to the counting defining the identity map.
4.2.1. ρk ◦ ϕk = idHFk(L,φH(L)).
The proof is analogous to the original approach in [PSS96]. Geometrically, the cobordism relating the
composition to the identity is given by the following steps, see figure 6.
(1) The composition ρk ◦ ϕk is a map from Floer homology to Floer homology. The coefficient
of ρk ◦ ϕk(y) in front of x ∈ PL(H) is given by counting all zero dimensional configurations
(u+, γ+; γ−, u−), where (u+, γ+) ∈ Mρ(x, q) and (γ−, u−) ∈ Mϕ(q, y) and q ∈ Crit( f ) is arbi-
trary.
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(2) We glue the two gradient flow half-trajectories γ+ and γ− at the critical point q and obtain
(u+, Γ, u−), where Γ is a finite length gradient flow trajectory, say parameterized by [0,R],
such that u+(+∞) = Γ(0) and Γ(R) = u−(−∞).
(3) We shrink the length R of the gradient flow trajectory to zero. In the limit R = 0 we obtain a
pair (u+, u−) of two maps u+, u− : R × [0, 1] −→ M which satisfy Floer’s equation on one half
and are holomorphic on the ∓-half of the strip. Furthermore, they satisfy u+(+∞) = u−(−∞)
and u+(−∞) = x and u−(+∞) = y.
(4) Since (u+, u−) both are holomorphic around the point u+(+∞) = u−(−∞) we can glue them
and obtain a map u : R× [0, 1] −→ M which satisfies Floer’s equation with Hamiltonian term
given by H up to a compact perturbation around s = 0.
(5) We remove the compact perturbation and obtain an honest Floer strip connecting x to y. Since
we count zero dimensional configurations (and are not dividing out the R-action), this is only
non-zero if y = x, in which case there is exactly one such strip, namely the constant one.
In other words, in homology the coefficient ρk ◦ ϕk(y) in front of x equals zero or one
depending on whether x = y.
L
x
L
y
q
y
x
x
2
3
y
shrink length to zero
glue at q
finite length
glue
1
x
y
4
Figure 6. A cobordism proving ρk ◦ ϕk = idHFk(L,φH(L)).
We realize steps (1) to (3) of the above geometric picture by the following moduli spaceMρ◦ϕ(x, y) 
Mρ◦ϕ(x, y; J, H, β, f , g), which consists out of quadruples (R, u+, Γ, u−), where
R ≥ 0, u± : R × [0, 1] −→ M, Γ : [0,R] −→ L (4.26)
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satisfying
∂su± + J(±s, t, u±)(∂tu± − β(±s)XH(t, u±)) = 0 , (4.27)
u+(−∞) = x, u−(+∞) = y, u±(s, 0), u±(s, 1) ∈ L, E(u±) < +∞ , (4.28)
˙Γ(t) + ∇g f ◦ Γ(t) = 0 , (4.29)
u+(+∞) = Γ(0), Γ(R) = u−(−∞) . (4.30)
The Morse function f on L, the metric g, the cut-off function β, the family of compatible almost
complex structures J and the Hamiltonian function H are chosen as at the beginning of section 4.1.1.
Theorem 4.21. For an admissible Hamiltonian function H, fixed cut-off function β and a Morse-
Smale pair ( f , g) there exists a generic subset J reg of J (see definition 4.2), such that for J ∈ J reg
the moduli spaces Mρ◦ϕ(x, y) =Mρ◦ϕ(x, y; J, H, β, f , g) are smooth manifolds
dimMρ◦ϕ(x, y) = µ(y) − µ(x) + 1 mod NL , (4.31)
where the ”+1” accounts for the parameter R. We denote by Mρ◦ϕ(x, y)[d] the union of the d-
dimensional components.
Proof. This is proved in the same way as for the other moduli spaces, cf. e.g. theorem 4.6. 
Theorem 4.22. For x, y ∈ PL(H) satisfying µ(y) ≤ NL − 1 and µ(x) ≥ n − NL + 1 the moduli space
Mρ◦ϕ(x, y)[0] is compact. If µ(y) ≤ NL − 2 and µ(x) ≥ n − NL + 2 the moduli space Mρ◦ϕ(x, y)[d] is
compact up to breaking in dimension d = 0, 1. In particular, if d = 0 the moduli space is compact and
for d = 1 we conclude
∂Mρ◦ϕ(x, y)[1] = {(R, u+, Γ, u−) | R = 0}
∪
⋃
x′∈PL(H)
M̂L(x, x′; J0, H)[0] ×Mρ◦ϕ(x′, y)[0]
∪
⋃
y′∈PL(H)
Mρ◦ϕ(x, y′)[0] × M̂L(y′, y; J0, H)[0]
∪
⋃
q∈Crit( f )
Mρ(x, q) ×Mϕ(q, y)
(4.32)
where J0 is as in convention 4.1.
Proof. As explained in section 4.1.1 respectively 4.1.2 the only source of non-compactness apart from
breaking is bubbling-off. In theorems 4.8 respectively 4.15 we used that the Fredholm index drops
at least by the minimal Maslov number NL when a bubble appears. From this we concluded that no
bubbling occurs for sequences in the moduli spaces M(H; x) respectively M(x; H). The very same
argument works for the moduli spaces Mρ◦ϕ(x, y)[d] for d = 0, 1, but now we have to exclude bubbling
for both moduli spaces, M(H; y) and M(x; H). This is guaranteed for d = 0 by the assumptions
µ(y) ≤ NL − 1 and µ(x) ≥ n − NL + 1 and for d = 1 by µ(y) ≤ NL − 2 and µ(x) ≥ n − NL + 2, cp. the
proofs of theorems 4.11 and 4.18.
Since no bubbling occurs, the only non-compactness is due to breaking. The usual gluing argu-
ments show that we can compactify the moduli spaces by adding broken trajectories.
This is encoded in the formula for the boundary of (the compactification) of the one dimen-
sional moduli space as follows. First, R = 0 is an obvious boundary. Second, for a sequence
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(Rn, u(n)+ , Γn, u(n)− ) ⊂ Mρ◦ϕ(x, y) either (Rn) converges or diverges. In the former case either u(n)+ or
u
(n)
− breaks, creating an perturbed holomorphic strip in M̂L(x, x′; J, H)[0] or M̂L(y′, y; J, H)[0] and an-
other solution in Mρ◦ϕ(x′, y) or Mρ◦ϕ(x, y′). This comprises union two and three. In case Rn → ∞ the
sequence of finite length gradient trajectories (Γn) breaks into two gradient half-trajectories, creating
a solution in Mρ(y, q) and Mϕ(q, y) which both connect to the same critical point q ∈ Crit( f ). This is
expressed in the last union. 
Theorem 4.22 leads to the following definition of a chain homotopy.
Definition 4.23. For n − NL + 1 ≤ k ≤ NL − 2 we define on generators the map
Θ
ρ◦ϕ
k : CFk(L, φH(L)) −→ CFk+1(L, φH(L))
y 7→
∑
x
#2Mρ◦ϕ(x, y)[0] · x . (4.33)
Θ
ρ◦ϕ
k is extended linearly.
Before we prove that Θρ◦ϕk is a chain homotopy we set
ϑk : CFk(L, φH(L)) −→ CFk(L, φH(L))
y 7→
∑
x
#2
{(R, u+, Γ, u−) ∈ Mρ◦ϕ(x, y)[1] | R = 0} · x (4.34)
and note that the set {(R, u+, Γ, u−) ∈ Mρ◦ϕ(x, y)[1] | R = 0} is zero dimensional and compact by the
same argument as in theorem 4.22. Since this set is a boundary, ϑ descends to homology, which also
follows immediately from the next corollary.
Corollary 4.24. For n− NL + 1 ≤ k ≤ NL − 2 the map Θρ◦ϕk is well-defined and the following equality
holds (where signs are arbitrary as we use Z/2-coefficients).
∂F ◦ Θρ◦ϕk − Θ
ρ◦ϕ
k−1 ◦ ∂F = ρk ◦ ϕk − ϑk (4.35)
Proof. Θρ◦ϕk resp. Θ
ρ◦ϕ
k−1 is well-defined since the sum is finite by theorem 4.22 case d = 0. The case
d = 1 and the definition of ϑk immediately imply the equation of the corollary. 
Corollary 4.25. In homology
ρk ◦ ϕk = ϑk : HFk(L, φH(L)) −→ HFk(L, φH(L)) (4.36)
holds for all n − NL + 2 ≤ k ≤ NL − 2.
For the rest of this section we will prove the
Claim 4.26. In homology the identity ϑk = idHFk(L,φH(L)) holds.
This is realized by the remaining steps (4) and (5) of our geometric picture from the beginning of this
section. First, we note that the set
{(R, u+, Γ, u−) ∈ Mρ◦ϕ(x, y)[1] | R = 0} equals the set{(u+, u−) ∈ M(x; H)[0] ×M(H; y)[0] | u+(+∞) = u−(−∞)} . (4.37)
This moduli space is cobordant to the following moduli space
M˜L(x, y; J, H) :=
u : R × [0, 1] −→ M
∣∣∣∣∣∣∣∣∣∣
∂su + J˜(s, t, u)(∂tu − α(s)XH(t, u)) = 0
u(s, 0), u(s, 1) ∈ L ∀s ∈ R
u(−∞) = x, u(+∞) = y

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where α is a cut-off function such that α(s) = 0 for |s| ≤ 1 and α(s) = 1 for |s| ≥ 2 and J˜(s, t, ·) is
s-dependent only where α′(s) , 0 and equals J0(t, ·) for |s| ≥ 2, cp. convention 4.1. For the closed case
a very thorough and detailed proof of the analogous statement is contained in [MS04] (see theorem
10.1.2 as well as section 12.1). For the case at hand check [FOOO, proposition 23.2 and lemma 23.4].
A detailed account is contained in [BC07, section 4].
The elements of the moduli space M˜L(x, y; J, H) solve almost the same equation as the elements in
ML(x, y; J0, H), namely up to the compact perturbation introduced by α. A one parameter family of
Hamiltonian terms from α(s)XH(t, ·) to XH(t, ·) as well as from J˜(s, t, ·) to the s-independent family
J0(t, ·) gives rise to another chain homotopy relating ϑk to the map defined by counting elements in
ML(x, y; J0, H)[0]. But the latter space carries a free R-action as long as x , y. In particular, the zero
dimensional components are empty in case x , y and contain only the constant solution x, otherwise.
Thus, ϑk equals in homology the identity map idHFk(L,φH(L)). We will not write out explicit moduli
spaces for the last chain homotopy but refer the reader to the original work of Piunikhin, Salamon and
Schwarz [PSS96] as well as to the book [MS04, section 12.1].
This proves the claim and we conclude that if n − NL + 2 ≤ k ≤ NL − 2 we have
ρk ◦ ϕk = idHFk(L,φH(L)) . (4.38)
4.2.2. ϕk ◦ ρk = idHn−k(L;Z/2).
In the proof of the identity ϕk ◦ ρk = idHn−k(L;Z/2) we will glue two perturbed holomorphic strips along
a common chord. Thus, the glued object differs from those appeared before and we have to argue
differently to establish compactness. Furthermore, we cannot proceed as Piunikhin, Salamon and
Schwarz did in [PSS96] because they use the dichotomy between somewhere injective and multiply
covered which is true for holomorphic spheres but does not hold for holomorphic disks.
Let us start again with the geometric picture.
(1) The coefficient of ϕk ◦ ρk(p) in front of q ∈ Crit( f ) is given by counting zero dimensional
configurations (γ−, u−; u+, γ+) such that (γ−, u−) ∈ Mϕ(q, x) and (u+, γ+) ∈ Mρ(x, p) for
some x ∈ PL(H), see figure 7.
(2) We glue u− and u+ at the chord x ∈ PL(H) and obtain a single strip u : R× [0, 1] −→ M which
is a solution of Floer’s equation. The important fact to note is, that the Hamiltonian term in the
Floer equation is zero outside a compact subset of R×[0, 1] and that u satisfies γ−(0) = u(−∞)
and u(+∞) = γ+(0). Furthermore, the Morse indices of q and p are equal. The set of triples
(γ−, u, γ+) as described above is obtained by intersecting the space of maps u with the unstable
manifold of q and the stable manifold of p. In particular, the space formed by the maps u has
to be of dimension n = dim L. This implies that the integral of the symplectic form ω over
u vanishes: ω(u) = 0. At this point the monotonicity of the Lagrangian submanifold L is
essential.
(3) The compact perturbation by the Hamiltonian term can be removed and we end up with triples
(γ−, u, γ+), where u is a holomorphic map u : R × [0, 1] −→ M (of finite energy) satisfying
γ−(0) = u(−∞) and u(+∞) = γ+(0). Thus, u is a holomorphic disk with boundary on the
Lagrangian submanifold L.
(4) The integral ω(u) vanishes and therefore, u has to be constant and (γ−, γ+) form an gradient
flow line from q to p. Again we are interested in zero dimensional configuration and we are
not dividing by the R-action. By the same arguments as before we obtain the identity map
idHn−k(L;Z/2).
The above geometric idea is realized as follows. We consider the following domainΩ in C. We denote
byD− = {z ∈ C | 2z−i+6 ∈ D2, Re(2z−i+6) ≤ 0} andD+ = {z ∈ C | 2z−i−6 ∈ D2, Re(2z−i−6) ≥ 0}.
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p
L
x
q
Figure 7. The composition ϕk ◦ ρk.
Furthermore, we denote I := [−3, 3] × [0, 1] and set
Ω := D− ∪ I ∪ D+ . (4.39)
For convenience we denote by ±ζ := 12 (±7 + i) ∈ D±. We fix a sufficiently small ε > 0 and consider
the following cut-off function α on Ω
α(z) =
0 for z ∈ D− ∪D+1 for − 2 − ε ≤ Re(z) ≤ 2 + ε (4.40)
Moreover, we require 0 < α(z) < 1 for all other z ∈ Ω and ∂tα(s, t) = 0 for (s, t) ∈ I. For R ≥ 1 we
I
−1−2 1 2
D− D+
−3 3
α α
Figure 8. The set Ω. In the boxes containing the symbol α the cut-off function is non-constant.
define a family of conformal structures on Ω by choosing diffeomorphisms
φR : Ω \ {−ζ,+ζ} −→ R × [0, 1] (4.41)
satisfying:
• [−1, 1] × [0, 1] ⊂ Ω is mapped onto [−R,R] × [0, 1] via (s, t) 7→ (Rs, t),
• D− \ {−ζ} ∪ [−3,−2] × [0, 1] is mapped conformally onto (−∞,−R− 1]× [0, 1], moreover, we
require that ϕR− ◦ φR is independent of R, where ϕR−(s, t) := (s + (R − 1), t),
• [2, 3]×[0, 1]∪D+ \{+ζ} is mapped conformally onto [R+1,+∞)×[0, 1], moreover, we require
that ϕR+ ◦ φR is independent of R, where ϕR+(s, t) := (s − (R − 1), t),
• φ1 is a conformal throughout.
We denote by jR := φ∗R j the conformal structure obtained by pulling back the standard structure j
from R × [0, 1]. In other words, jR is the standard conformal structure on the set V := [−3,−2] ×
[0, 1] ∪ [2, 3] × [0, 1]. On [−1, 1] × [0, 1] we have jR∂s = R∂t. Moreover, j0 is the standard conformal
structure on Ω. Finally, we can push forward the cut-off function α via φR to obtain αR : R −→ [0, 1].
Remark 4.27. The conformal change (Ω \ {±ζ}, jR)  (R × [0, 1], j) from the disk to the strip relates
the following discussion to the geometric picture we gave above. Moreover, we note that from the
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J = J0
φR
R + 2
0
1
R + 1−R R
α α
−R − 2 −R − 1
Ω
αR
αR αR
VV
Figure 9. The conformal change. In the boxes containing the symbol α the cut-off
functions are non-constant.
conformal change it is easy to see that in the limit R → ∞ the disk Ω breaks into two half disks with
strip-like ends.
We recall from convention 4.1 that we fixed a smooth family J0(t, ·) of compatible almost complex
structures throughout. We denote by Ĵ the set of all Ck-families J(z, ·), z ∈ Ω, of compatible almost
complex structures which as Ck-maps z 7→ J(z, ·) are non-constant only in the closed set V . Moreover,
on [−1, 1] × [0, 1] ⊂ Ω we require that J(s, t, ·) = J0(t, ·).
An element J ∈ Ĵ and jR defines a Cauchy-Riemann operator ∂ jR,J .
Definition 4.28. For a Hamiltonian function H we denote by κ(H) the 1-form with values in T M
which is defined over Ω \ (D− ∪D+) = [−3, 3] × [0, 1] in (s, t)-coordinates by
κ(H)(s, t, ·) = −dt ⊗ XH(t, ·) − ds ⊗ J(s, t, ·)XH(t, ·) . (4.42)
So far we assumed R ≥ 1. We set
α˜R :=
Rα for 0 ≤ R ≤ 1α for R ≥ 1 (4.43)
and we extend the definition of jR by defining jR := j0 for 0 ≤ R ≤ 1. We recall from definition 4.4
that a non-degenerate Hamiltonian function H : S 1 × M −→ R is called admissible if for all x ∈ L
there exists t ∈ S 1 such that ∇H(t, x) , 0.
Definition 4.29. Let H be an admissible Hamiltonian function and J ∈ Ĵ . For a ∈ R we define the
moduli space M(J, H; a) to be the set of pairs (R, u) satisfying
u : Ω −→ M, R ≥ 0
∂ jR,Ju(z) + α˜R(z)κ(H)(t, u(z)) = 0
u(∂Ω) ⊂ L
µMaslov(u) = a
(4.44)
A LAGRANGIAN PSS MORPHISM AND TWO COMPARISON HOMOMORPHISMS IN FLOER HOMOLOGY 23
We remark that, since α˜R(z) , 0 implies z = (s, t) ∈ Ω \ (D− ∪ D+), the expression α˜R(z)κ(H)(t, u(z))
is well-defined over Ω.
Theorem 4.30. For a ≤ 0, an admissible Hamiltonian function H and a generic J ∈ Ĵ , the moduli
space M(J, H; a) is a smooth manifold of dimension dimM(J, H; a) = dim L + a + 1.
Remark 4.31. We will provide a proof of the above theorem within the category of Ck-maps for
sufficiently large k. Then the usual circle of arguments due Taubes extends this then to the C∞-setting,
see [MS04, Chapter 3.2]
Proof. We set B := {u ∈ H1,p(Ω, M) | u(∂Ω) ⊂ L, µMaslov(u) = a} for some p > 1. The proof relies
on two claims.
Claim 4.32. For R ≥ 0 the linearization D(R,J,u) of the operator
O : R>0 × Ĵ × B −→ Lp(Ω,ΛT ∗Ω ⊗ T M)
(R, J, u) 7→ ∂ jR,Ju(z) + α˜R(z)κ(H)(t, u(z))
(4.45)
is surjective at solutions, i.e. for (R, J, u) s.t. O(R, J, u) = 0. In particular, the universal moduli space
M := O−1(0) is a Banach manifold.
Proof of the Claim 4.32. We will in fact prove more, namely the linearization of O at a solution
(R, J, u) is surjective already when restricted to {0} × TJĴ × TuB ⊂ R × TJĴ × TuB. An explicit
expression for the linearization at (R, J, u) is
D(R,J,u) : {0} × TJĴ × TuB −→ Lp(Ω,ΛT ∗Ω ⊗ u∗T M)
(0, Y, ξ) 7→ Y(z, u) ◦
(
du − α˜R(z)dt ⊗ XH(t, u(z))
)
◦ jR + DJuξ
(4.46)
which again is well-defined on all of Ω due to the cut-off function α˜R. The last operator equals (when
written in coordinates (s, t) ∈ Ω \ (D− ∪D+))
DJuξ = ∇sξ + J(s, t, u)∇tξ + ∇ξJ(s, t, u)∂tu + ∇ξ[α˜R(s)∇H(t, u)] . (4.47)
OnD−∪D+ the last term vanish by definition. Since DJu is a Fredholm operator, the range of D(R,J,u) is
also closed. Thus, arguing by contradiction, we assume that there exists an element η ∈ Lq(Ω,ΛT ∗Ω⊗
u∗T M) s.t. ∫
Ω
< η, DJuξ >J dz = 0 for all ξ (4.48)
∫
Ω
< η, Y(z, u) ◦
(
du − α˜R(z)dt ⊗ XH(t, u(z))
)
◦ jR >J dz = 0 for all Y (4.49)
<, >J is the z-dependent Riemannian metric induced by J(z, ·). Choosing Y = 0 the first equation tells
us that η is a solution of the formally adjoint of the ¯∂-operator DJu. Thus, by elliptic regularity, η is of
class Ck. To prove that η in fact is identically zero, we need the second claim.
Claim 4.33. For R > 0 there exists z0 ∈ V s.t.
du(z0) − α˜R(z0)dt ⊗ XH(t0, u(z0)) , 0 . (4.50)
Proof of Claim 4.33. Let us assume that du(z)α˜R(z)dt ⊗ XH(t, u(z)) = 0 for all z ∈ V . We recall that u
solves
0 = ∂ jR,Ju + α˜R(z)κ(H)(t, u(z))
= J ◦ du(z) ◦ jR + du(z) + α˜R(z)(−dt ⊗ XH(t, u(z)) − ds ⊗ JXH(t, u(z)))
(4.51)
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We remark that, by construction, jR = j0 on the set V . We conclude
J ◦ du(z) ◦ j0 − α˜R(z)ds ⊗ JXH(t, u(z)) = 0 (4.52)
for all z = (s, t) ∈ V . Thus, we can evaluate the last equation on ∂t, entailing
[J ◦ du(z) ◦ j0 − α˜R(z)ds ⊗ JXH(t, u(z))] · ∂t = J ◦ du(∂s) = 0 (4.53)
that is ∂su(s, t) = 0 ∀(s, t) ∈ V , i.e.
∂tu(t) = α˜R(s)XH(t, u(t)) ∀(s, t) ∈ V . (4.54)
Since by assumption
α˜R(s)
= min{R, 1} for |s| ≤ 2 + ε< min{R, 1} else (4.55)
this implies
∂tu(t) = 0 and XH(t, u(t)) = 0 ∀t ∈ [0, 1] (4.56)
and since u(0), u(1) ∈ L we conclude that there exists x ∈ L where ∇H(t, x) = 0 for all t ∈ S 1. This
contradicts the admissibility of H (see definition 4.4) and finishes the proof of Claim 4.33. 
We assume for now that R > 0. Let us come back to the equation∫
Ω
< η, Y(z, u) ◦
(
du − α˜R(z)dt ⊗ XH(t, u(z))
)
◦ jR >J dz = 0 for all Y (4.57)
We choose z0 ∈ V provided by Claim 2 and Y0 (see e.g. [SZ92]) at z0 such that
< η(z0), Y(z0, u(z0)) ·
(
∂tu(z0) − α˜R(z0)XH(t0, u(z0))
)
>J, 0 . (4.58)
We multiply Y0 with a cut-off function supported in the vicinity of z0 and extend it to an element
Y ∈ TJĴ . Since we allow J to be z-dependent this is easy. In particular, there is no problem with
multiple covers of the maps u.
This proves that in the neighborhood of the point z0 the map η has to vanish. As remarked above
η solves also an equation of the type ∂sη + ˜J(z, η)∂tη + Y(z) · η = 0. This equation is linear in η, thus
unique continuation (see [FHS95, Proposition 3.1]) implies that η = 0 throughout.
In the case R = 0 the operator O(0, ·, ·) reduces to ∂ j0,J . It remains to prove that the linearization of
∂ j0,J at the solution set is surjective. We assume that the Maslov index a of the maps u ∈ B is negative.
The monotonicity of L then implies the solution set of ∂ j0 ,J either is empty (a < 0) or equals L (a = 0).
I.e. it remains to prove that the linearization of ∂ j0,J at constant holomorphic disks is surjective. This
follows easily with help of the Schwarz reflection principle from the case of constant holomorphic
spheres, wich in turn can be found in the book [HA].
This finishes the proof of Claim 4.32. 
Claim 4.32 implies the theorem by standard reasoning as follows, see e.g. [Sch95, Proposition 4.2.5]
as follows. We denote by π : R>0 × Ĵ × B −→ Ĵ the projection on the second factor. From the
fact that the restriction of the linearization D(R,J,u)
∣∣∣{0}×TJĴ×TuB of the operator O is surjective it follows
that the operator σJ : (R, u) 7→ ∂ jR,Ju + α˜R(z)κ(H)(t, u) is surjective if and only if J is a regular value
the projection π|M : M −→ Ĵ restricted to the universal moduli space M = O−1(0). Thus, by the
Sard-Smale theorem, there exists a set Ĵreg ⊂ Ĵ of second category with the property that for all
J ∈ Ĵreg the operator σJ : (R, u) 7→ ∂ jR,Ju + α˜R(z)κ(H)(t, u) has a surjective linearization at solutions
of σJ(R, u) = 0. Thus, for J ∈ Ĵreg the moduli space M(J, H; a).
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The dimension formula is derived from the fact that for fixed R the space of maps u has dimension
dim L + µMaslov(u). The parameter R adds +1 to the dimension. 
Remark 4.34. We proved (and will need) theorem 4.30 only in the cases a ≤ 0. For a > 0 we would
have to include a proof of transversality for non-constant holomorphic disks on L.
For q, p ∈ Crit( f ) we define the moduli space Mϕ◦ρ(q, p; a) to be the set of quadruples (R, γ−, u, γ+),
where
R ≥ 0, (R, u) ∈ M(J, H; a), γ− : (−∞, 0] −→ L, γ+ : [0,+∞) −→ L (4.59)
satisfying
γ˙±(t) + ∇g f ◦ γ±(t) = 0 , (4.60)
γ−(−∞) = q, γ−(0) = u(−ζ), u(+ζ) = γ+(0), γ+(+∞) = p . (4.61)
The function f : L → R is a Morse function on L and ∇g is the gradient with respect to a Riemannian
metric g on L. The moduli space M(J, H; a) is defined in definition 4.29.
Theorem 4.35. If a ≤ 0 then for a generic choice of data the moduli spaces Mϕ◦ρ(q, p; a) are smooth
manifolds and
dimMϕ◦ρ(q, p; a) = µMorse(q) − µMorse(p) + a + 1 . (4.62)
We denote by Mϕ◦ρ(q, p; a)[d] the union of the d-dimensional components.
Remark 4.36. We note that the dimension formula for the moduli spaces Mϕ◦ρ(q, p; a) is absolute,
i.e. not modulo the minimal Maslov number. Equivalently, we could have defined Mϕ◦ρ(q, p; a) =
M(J, H; a) ⋔ Wu(q) ⋔ W s(p).
Proof. Transversality for the moduli space M(J, H; a), a ≤ 0, has been proved in theorem 4.30. These
spaces carry natural evaluation maps
ev± : M(J, H; a) −→ L
(R, u) 7→ u(±ζ) . (4.63)
We need to prove that for generic data the evaluation map Ev := ev− × ev+ is transverse to Wu(q) ×
W s(p) ⊂ L × L. For this it suffices to prove that the maps ev± : R≥0 × Ĵ × B −→ L are submersions
when restricted to solutions ofO(R, J, u) = 0, see for instance [MS04, Theorem 3.4.1]. For the relevant
notation we refer to the proof of theorem 4.30 on page 23.
The maps ev± being submersions at a solution (R, J, u) amounts to showing that for every pair of
tangent vectors (v−, v+) ∈ Tu(−ζ)L × Tu(+ζ)L we can find (Y, ξ) ∈ TJĴ × TuB such that
ξ(±ζ) = v±, DJuξ + Y(z, u) ◦
(
du − α˜R(z)dt ⊗ XH(t, u(z))
)
◦ jR = 0 . (4.64)
This can be achieved in the same way as in the detailed proof of Lemma 3.4.4 in [MS04]. 
Now we come to the core part of this section, namely the suitable compactness statement for the
moduli space Mϕ◦ρ(q, p; a = 0)[d]. The proof has a completely different flavor than the previous
compactness proofs since we cannot argue by solely considering the Fredholm index.
Theorem 4.37. If the Morse indices k = µMorse(q) and l = µMorse(p) satisfy n − NL + 2 ≤ l and
k ≤ NL − 2, then the moduli space Mϕ◦ρ(q, p; a = 0)[d] is compact up to breaking. In particular, if
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d = 0 the moduli space is compact and if d = 1 we conclude
∂Mϕ◦ρ(q, p; 0)[1] = {(R, γ−, u, γ+) | R = 0}
∪
⋃
q′∈Crit( f )
M̂(q, q′; f , g)[0] ×Mϕ◦ρ(q′, p)[0]
∪
⋃
p′∈Crit( f )
Mϕ◦ρ(q, p′)[0] × M̂(p′, p; f , g)[0]
∪
⋃
x∈PL(H)
Mϕ(q, x) ×Mρ(x, q)
(4.65)
Remark 4.38. Since Mϕ◦ρ(q, p; a = 0)[d] , ∅ implies µMorse(q) − µMorse(p) + 1 = k − l + 1 ≥ 0 by
theorem 4.35 the above theorem is only non-empty for 2NL ≥ n + 3.
Proof. The computation of the following uniform energy bounds on the energy of solutions u, where
(R, γ−, u, γ+) ∈ Mϕ◦ρ(q, p; 0)[d] , is included in appendix A. The following holds,
E(u) ≤ ||H|| , (4.66)
where ||H|| is the Hofer norm of H. In particular, we know that sequences (Rn, γ(n)− , un, γ(n)+ ) converge
modulo breaking and bubbling-off. We claim, that no bubbling occurs given n − NL + 2 ≤ l and
k ≤ NL−2, where k and l are the Morse indices of q and p. We will prove this in two steps. In the first
step, we will describe what type of bubbling can occur. In the second step, we then conclude that this
will (generically) not affect the moduli spaces Mϕ◦ρ(q, p; 0)[d]. If bubbling-off of holomorphic disks
and spheres is excluded the statement of the theorem follows from the standard gluing constructions
in Morse and Floer theory.
Step 1: Let us give an auxiliary definition which we will use throughout the proof. For R ≥ 0, a ∈ R
we set
M(R, H; a) := {u | (R, u) ∈ M(J, H; a)} , (4.67)
where M(J, H; a) is defined in definition 4.29. If bubbling occurs for sequences (Rn, γ(n)− , un, γ(n)+ ) in
Mϕ◦ρ(q, p; 0) then we can distinguish two cases.
(A) Rn −→ R∞ ∈ [0,∞) : We start with the case that exactly one holomorphic disk bubbles off:
un ⇀ (u, d), where u is the remaining solution and d is the holomorphic disk. Since the homotopy
class is preserved in the limit we conclude ω(u) + ω(d) = 0. Since d is holomorphic, ω(d) > 0 and
a := µMaslov([d]) > 0. By definition, u ∈ M(R∞, H;−a), that is (R∞, u) ∈ M(J, H;−a).
If u = const, we conclude ω(u) = 0 and thus ω(d) = 0 and thus d = const. Therefore, no bubbling
occurs in this case. This corresponds to the case R∞ = 0, where the set M(0, H; 0)  L contains
exactly the constant maps.
If we assume that the map u ∈ M(R∞, H;−a) is non-constant (in particular, R∞ , 0) we can
distinguish three different possibilities how u and d connect,
(1) at −∞: there exists z1 ∈ ∂D2 such that u(−∞) = d(z1),
(2) at +∞: there exists z2 ∈ ∂D2 such that u(+∞) = d(z2),
(3) in between: there exists z3 ∈ ∂D2 and (s, t) ∈ R × {0, 1} such that u(s, t) = d(z3).
In step 2 we will argue why this does not harm the moduli spaces Mϕ◦ρ(q, p; 0). Furthermore, the
case of multiple bubbling is mentioned below.
(B) Rn −→ ∞ : In this case un breaks. Again we assume that the strip breaks once and one
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holomorphic disk bubbles off: un ⇀ (V1,V2, d). That is, V1 ∈ M(H; x) and V2 ∈ M(x; H) for some
x ∈ PL(H), (the moduli spaces M(H; x) and M(x; H) appear in definition 4.2 and 4.13).
As before ω(V1#V2) + ω(d) = 0 holds. Again, if both maps V1 and V2 are constant then so is the
holomorphic disk d and we conclude that no bubbling occurred. If either V1 or V2 is non-constant so
is the other because they converge to the same element x ∈ PL(H) and are holomorphic near ±∞.
We are left with the case that all maps V1, V2 and d are non-constant and again we distinguish the
places where the bubbling occurred:
(4) at −∞: there exists z4 ∈ ∂D2 such that V1(−∞) = d(z4).
(5) at +∞: there exists z5 ∈ ∂D2 such that V2(+∞) = d(z5).
(6) in between: there exists z6 ∈ ∂D2 and (s, t) ∈ R × {0, 1} such that V1(s, t) = d(z6) or V2(s, t) =
d(z6).
(7) at x ∈ PL(H): there exists z7 ∈ ∂D2 and t ∈ {0, 1} such that x(t) = d(z7).
What we did not mention in the cases (4) – (7) is that multiple breaking might occur, i.e. un ⇀
(V1,V2, . . . ,Vr, d). The maps V2, . . . ,Vr−1 are perturbed holomorphic strips, i.e. elements in moduli
spaces ML(y, z; J, H), which define the boundary operator in Floer homology. For this case we refer
the reader to the end of step 2.
Before we proceed to step 2 we note that cases (1) – (7) are in fact the only cases which we have to
consider, that is, no multiple bubbling can occur. Indeed, in all above cases the bubble d has to satisfy
µMaslov([d]) = NL for the following reason. Recall that the remaining solutions u respectively V1,V2
are non-constant elements of a smooth moduli space of dimension n + µMaslov(−[d]) + 1, for instance
(R∞, u) ∈ M(J, H;−a), where a = µMaslov([d]). Since NL ≥ n2 + 3 (otherwise the statement of the
theorem is empty) the dimension of these moduli space satisfies dim = n− k ·NL + 1 ≤ n− k(n+32 )+ 1.
In particular, for k ≥ 2 these spaces are empty due to transversality. We are left with either k = 0, in
which case no bubbling occurs, or k = 1 which corresponds to a = µMaslov([d]) = NL.
This shows that multiple bubbling-off is not possible. We conclude that either a disk or a sphere
bubbles off and has Maslov index NL.
We conclude step 1 by the following two remarks.
• If NL ≥ n+ 2 not even k = 1 is admissible and we are immediately done. In particular, Oh’s result
that HF∗(L)  H∗(L) for NL ≥ n + 2 follows immediately.
• The case R∞ = 0 is completely settled, that is, for R∞ = 0 no bubbling occurs (see (A)).
Step 2: We discuss cases (1) – (7).
We start with case (1): un ⇀ (u, d) and ∃z1 ∈ ∂D2 such that u(−∞) = d(z1). The map u is a non-
constant element in the space M(R∞, H;−NL) with R∞ ∈ (0,∞). In particular, the moduli space
M(J, H;−NL) is non-empty, furthermore according, to theorem 4.30, dimM(J, H;−NL) = n−NL+1.
We recall Mϕ◦ρ(q, p; 0) = M(J, H; 0) ⋔ Wu(q) ⋔ W s(p). In particular, if case (1) occurs then
M(J, H;−NL) ⋔ W s(p) , ∅, i.e. the following type of configuration exists (see figure 10): (γ−, d, u, γ+),
where γ± are gradient flow half-lines as before and (u, d) are the limit objects. All these objects have
to be connect to each other as follows: γ−(−∞) = q, γ−(0) = d(z′1), d(z1) = u(−∞), u(+∞) = γ+(0),
γ+(+∞) = p. We recall that the Morse indices k = µMorse(q) and l = µMorse(p) satisfy by assumption
n − NL + 2 ≤ l and k ≤ NL − 2. Thus, the dimension of M(J, H;−NL) ⋔ W s(p) is
dimM(J, H;−NL) ⋔ W s(p) = n − NL + 1 − µMorse(p)
≤ n − NL + 1 − (n − NL + 2)
= −1
(4.68)
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d
Figure 10. An bubbling configuration possibly spoiling the compactness of Mϕ◦ρ(q, p; 0).
This implies that the intersection M(J, H;−NL) ⋔ W s(p) = ∅ by transversality. In other words generi-
cally case (1) does not occur. This shows that case (1) does not affect the moduli spaces Mϕ◦ρ(q, p; 0)
as long as n − NL + 2 ≤ l and k ≤ NL − 2 holds, where k = µMorse(q) and l = µMorse(p).
Before we handle the other cases we want to make the following remark. Although figure 10 looks
similar to figure 4 on page 13 there is a major difference. Namely, in the present configuration no
chord x ∈ PL(H) is involved. Moreover, in the limit Rn −→ ∞ the sequence of strips (un) breaks and
there is no control about which chord x ∈ PL(H) appears in the limit. In particular, the arguments in
sections 4.1.1, 4.1.2 or 4.2.1, where we imposed bounds on the Maslov indices of x ∈ PL(H), are not
applicable.
The same type of argument as for bubbling case (1) settles the other cases. In case (2) we need to
consider the intersection M(J, H;−NL) ⋔ Wu(q) which has dimension
dimM(J, H;−NL) ⋔ Wu(q) = n − NL + 1 − (n − µMorse(q))
≤ −NL + 1 + (NL − 2) = −1 . (4.69)
For case (3) we can apply the argument for case (1) or (2).
It remains to deal with cases (4) – (7). We apply the same type of argument to the space{(V1,V2) ∈ M(H; x) ×M(x; H) | µMaslov(V1#V2) = −NL} , (4.70)
which replaces M(R∞, H;−NL). It is smooth since by assumption the space M(H; x) and M(x; H)
are smooth. Furthermore, it has dimension n−NL and has to has a non-empty intersection with Wu(q)
in case (4) and with W s(p) in case (5). The same dimension considerations apply. Cases (6) and (7)
are then treated as case (3) is.
At the end of step 1 we mentioned the case of multiple breaking un ⇀ (V1,V2, . . . ,Vr, d). Step 2 is
easily adapted, namely the space {(V1,V2) ∈ M(H; x)×M(x; H) | µMaslov(V1#V2) = −NL}, is replaced
by the set containing r-tuples (V1,V2, . . . ,Vr−1,Vr) in the set
M(H; x0) ×ML(x0, x1; H, J) × . . . ×ML(xr−1, xr; H, J) ×M(xr; H) (4.71)
with the property µMaslov(V1#V2# . . . #Vr) = −NL. Now we can argue exactly as above since the set of
these r-tuples again has dimension n − NL.
This concludes the proof of theorem 4.37. 
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Now we are in the same position as in the preceding section 4.2.1 where we proved ρk ◦ ϕk =
idHn−k(L;Z/2) with help of a chain homotopy Θρ◦ϕ. We follow the same scheme and define another
chain homotopy Θϕ◦ρ.
Definition 4.39. For n − NL + 1 ≤ k ≤ NL − 2 we define on generators the map
Θ
ϕ◦ρ
k : CM
n−k(L;Z/2) −→ CMn−k−1(L;Z/2)
p 7→
∑
q∈Crit( f )
µMorse(q)=µMorse(p)−1
#2Mϕ◦ρ(q, p; 0)[0] · q (4.72)
and extend it linearly.
Remark 4.40. Since n − NL + 2 ≤ k ≤ NL − 2 we conclude µMorse(p) = n − k ≥ n − NL + 2 and
µMorse(q) = n − k − 1 ≤ n − (n − NL + 1) − 1 = NL − 2. Thus the assumptions of theorem 4.37 are
satisfied and Θϕ◦ρk is well-defined. We note the asymmetry in the inequalities for the Morse index k.
Before, we prove that Θϕ◦ρk is a chain homotopy we set
ϑk : CMn−k(L;Z/2) −→ CMn−k(L;Z/2)
q 7→
∑
p
#2
{(R, γ−, u, γ+) ∈ Mϕ◦ρ(q, p; 0)[1] | R = 0} · p (4.73)
and note that the set
{(R, γ−, u, γ+) ∈ Mϕ◦ρ(q, p; 0)[1] | R = 0} is zero dimensional and compact by the
same argument as in theorem 4.37. The compactness statement in theorem 4.37 for one dimensional
components immediately implies
Corollary 4.41. For n − NL + 2 ≤ k ≤ NL − 2 the following equality holds
Θ
ϕ◦ρ
k−1 ◦ δL − δL ◦ Θ
ϕ◦ρ
k = ϕk ◦ ρk − ϑk (4.74)
where δL denotes the Morse-differential, and thus, in homology
ϕk ◦ ρk = ϑk : Hn−k(L;Z/2) −→ Hn−k(L;Z/2) . (4.75)
We note thatΘϕ◦ρk−1 is well-defined due to the assumption n−NL+2 ≤ k. The map ϑk : CMn−k(L;Z/2) −→
CMn−k(L;Z/2) actually equals the identity, even on chain level. Indeed, we count the elements in the
set {(R, γ−, u, γ+) ∈ Mϕ◦ρ(q, p; 0)[1] | R = 0} . (4.76)
Since R = 0, the map u is a holomorphic disk satisfying ω(u) = 0, i.e. u is constant. In particular,
the two gradient half trajectories match up: γ−(0) = γ+(0). In other words, we count single gradient
trajectories γ : R −→ M from q to p. Moreover, we are interested in zero-dimensional families
without dividing out the R-action, that is
#2
{(R, γ−, u, γ+) ∈ Mϕ◦ρ(q, p; 0)[1] | R = 0} =
{ 1 if q = p
0 else . (4.77)
This shows that ϑk = idCMn−k(L;Z/2) and concludes the section. In particular, we finally proved the full
statement of theorem 1.1.
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5. The comparison homomorphisms
In the last two sections we prove theorem 1.5. We start the construction of the homomorphism
χk : HFk(L, φH(L)) −→ HFk−n(H) . (5.1)
As already mentioned in the introduction this map was independently considered by A. Abbondandolo
and M. Schwarz in the context of Floer homology of cotangent bundles and the ring-isomorphism to
the homology of the loop space.
Let us recall the current setting (cf. theorem 1.1). (M, ω) is a closed symplectic manifold and L ⊂ M
a closed, monotone Lagrangian submanifold with minimal Maslov number NL ≥ 2. Furthermore,
H : S 1 × M −→ R is a admissible Hamiltonian function, see definition 4.4. Schematically, χ is
defined by counting maps of the form depicted in figure 11. A very nice description of the chimney
x
u
L
a
Figure 11. An element u ∈ MχL(a, x)
shaped domain in figure 11 is due to Abbondandolo-Schwarz in [AS06] and goes as follows. We set
Σχ := R × [0, 1]/ ∼ where (s, 0) ∼ (s, 1) for s ≤ 0 (5.2)
with the induced conformal structure. In other words, the interior of Σχ is a cylinder with a half-line
removed. Furthermore, the conformal structure on the interior is standard. Σχ is a Riemann surface
with boundary where the conformal structure at the point (0, 0) is induced by the map z 7→ √z. In
[AS06] further pictures and details can be found. A nice feature of this particular description of the
Riemann surface Σχ are the global conformal coordinates.
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The set Σχ is the domain for the maps u defining the homomorphism χ. For x ∈ PL(H) and
a ∈ P(H) we define
MχL(a, x) :=
u : Σχ −→ M
∣∣∣∣∣∣∣∣∣
∂su + J(t, u)(∂tu − XH(t, u)) = 0
u(s, 0), u(s, 1) ∈ L ∀s ≥ 0
u(−∞) = a, u(+∞) = x
 . (5.3)
We recall that as before J(t, ·) is a smooth family of compatible almost complex structures and H :
S 1×M −→ R is a Hamiltonian function on M. The next proposition is taken from [AS06, proposition
3.3].
Proposition 5.1. Let H : S 1 × M −→ R be admissible (in particular non-degenerate for both, Hamil-
tonian and Lagrangian Floer homology) Hamiltonian function. Then for a generic choice of a family
J(t, ·) of almost complex structures the moduli space MχL(a, x) is a smooth manifold of dimension
dimMχL(a, x) = µ(x) − µCZ(a) − n mod NL . (5.4)
As before we denote by MχL(a, x)[d] the union of the d-dimensional components.
In [AS06] the authors include a compactness statement in the same proposition since they work in
cotangent bundles which are exact, moreover, the involved Lagrangian submanifolds are exact, thus
bubbling is not present. In the current situation bubbling is possible but can be ruled out due to
monotonicity.
Proposition 5.2. Under the hypothesis of theorem 1.1 the following holds.
(1) The moduli space MχL(a, x)[0] is compact and
(2) the moduli space MχL(a, x)[1] is compact up to breaking. Moreover, in this case it can be
compactified such that
∂MχL(a, x)[1] =
⋃
a′∈P(H)
M̂(a, a′; J, H)[0] ×MχL(a′, x)[0]
∪
⋃
x′∈PL(H)
MχL(a, x′)[0] × M̂L(x′, x; J, H)[0]
(5.5)
Proof. Bubbling-off is handled in the same manner as for previous moduli spaces. Elements u ∈
MχL(a, x) satisfy the same uniform energy estimate as do connecting trajectories (see appendix A). In
particular, sequences converge to broken solutions and holomorphic disks resp. holomorphic spheres.
The very same argument as in the proof of theorem 4.8 rules out bubbling for the zero and one-
dimensional moduli spaces. 
We obtain a map
χ : CFk(L, φH(L)) −→ CFk−n(H)
x 7→
∑
µCZ(a)=µ(x)−n
#2MχL(a, x) · a (5.6)
which descends to homology
χ : HFk(L, φH(L)) −→ HFk−n(H) . (5.7)
Remark 5.3. We recall that we need to reduce the grading of the Hamiltonian Floer homology HF∗(H)
from modulo the minimal Chern number NM to modulo the minimal Maslov number NL due to the
dimension formula in proposition 5.1. To avoid this we could work with appropriate Novikov rings.
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The map τ : HFk(H) −→ HFk(L, φH(L)) is defined by flipping picture 11. More precisely, we define
the surface
Στ := R × [0, 1]/ ∼ where (s, 0) ∼ (s, 1) for s ≥ 0 (5.8)
which is obtained from Σχ by replacing s by −s. In particular, all above result remain unchanged but
the dimension formula which is modified accordingly as follows.
Proposition 5.4. For admissible Hamiltonian function H : S 1 × M −→ R and a generic choice of a
family J(t, ·) of almost complex structures the moduli space
MτL(x, a) :=
u : Στ −→ M
∣∣∣∣∣∣∣∣∣
∂su + J(t, u)(∂tu − XH(t, u)) = 0
u(s, 0), u(s, 1) ∈ L ∀s ≤ 0
u(−∞) = x, u(+∞) = a
 (5.9)
is a smooth manifold of dimension
dimMτL(a, x) = µCZ(a) − µ(x) mod NL . (5.10)
Moreover, the zero-dimensional components are compact and the one-dimensional components are
compact up to simple breaking.
Remark 5.5. The dimension formula looks asymmetric in the sense that one would expect a summand
±n in the formula. That this is not the case is due to our index convention as described in section 3.
Indeed, under the change s 7→ −s the indices behave as follows: µ(x) 7→ n − µ(x) and µCZ(a) 7→
−µCZ(a).
We obtain a map
τ : CFk(H) −→ CFk(L, φH(L))
a 7→
∑
µCZ(a)=µ(x)
#2MτL(x, a)[0] · x (5.11)
which descends to homology
τ : HFk(H) −→ HFk(L, φH(L)) . (5.12)
6. The diagram commutes
In this section we prove theorem 1.5, more precisely we show that the diagrams
HFk(L, φH(L))
ϕk

χk // HFk−n(H) HFk(H) τk // HFk(L, φH(L))
ϕk

Hn−k(L;Z/2)
ρk
OO
ι! // H2n−k(M;Z/2)
PSS 
OO
Hn−k(M;Z/2)
PSS 
OO
ι∗ // Hn−k(L;Z/2)
ρk
OO
commute. This is again achieved by inspecting suitable cobordisms. Of the four identities, which we
have to prove, we will give details for the following
ι! = PSS−1 ◦ χk ◦ ρk : Hn−k(L;Z/2) −→ H2n−k(M;Z/2) for k ≥ n − NL + 2 . (6.1)
The suitable moduli space M!(q, p) will defined below. The geometric idea behind this cobordism is
depicted in figure 12.
In order to carry out the transversality theory we need to conformally reparameterize the domain
Σχ as we did in section 4.2.2. We again consider a disk-like domain Ξ in the plain, and fix one point
pi in the interior and another point pb on the boundary, see figure 13.
Next we fix a rectangular region S of the form [−1, 1]× [0, 1] and an annular region A centered at pi
as depicted in figure 13. Then we use a conformal rescaling as in section 4.2.2, that is, [−1, 1] × [0, 1]
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γL
PSS−1
ρ
qi
γM
q
qb
L
p
p
q
u
gluing gives:
χ
Figure 12. (γM, u, γL) ∈ M!(q, p)
Sα α = 0
α = 0
α
A
pi pb
Figure 13. The domain Ξ
is mapped onto [−R,R]× [0, 1] via (s, t) 7→ (Rs, t). If we use polar coordinates to write for the annulus
A = {(r, θ) | 1 ≤ r ≤ 2, θ ∈ S 1} the conformal rescaling is given by (r, θ) 7→ (Rr, θ). In both
cases R ≥ 1. In the grey regions in figure 13 we interpolate between the conformal rescaling and the
identity map on the other parts of Ξ. Pulling back the standard complex structure gives rise to a family
of complex structures jR on the standard disk, which in the limit R −→ ∞ degenerates as depicted in
figure 12. We note that Ξ \ {pi, pb} is conformally equivalent to Σχ, see figure 11.
We define a cut-off function α : Ξ −→ [0, 1] by setting it to zero as depicted in figure 13, that
is, near the two points pi and pb. The region in the figure 13 containing the symbol α are where the
cut-off function α is non-constant. Finally, on the remaining regions it is equal to 1. We choose α such
that on the annular region A it depends only on the radial coordinate r and on the rectangular region
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S = [−1, 1] × [0, 1] such that it depends only on the s ∈ [−1, 1]. We define
α˜R :=
Rα for 0 ≤ R ≤ 1α for R ≥ 1 (6.2)
We denote by Ĵ the set of families of compatible almost complex structures J(z, ·), z ∈ Ξ, which
depend on z only inside the closed rectangular and annular set where the cut-off function is non-
constant, see figure 13. Moreover, on the annular region A and rectangular region S we demand that
J = J0 where J0 is as in convention 4.1. An element J ∈ Ĵ and jR determine a Cauchy-Riemann
operator ∂ jR,J .
Finally, we choose an admissible (see definition 4.4) Hamiltonian function H and define the corre-
sponding 1-form κ(H) with values in T M as in definition 4.28 on Ξ \ {pi, pb}  Σχ. We recall that this
set in fact admits global conformal coordinates.
With these definitions at hand we define the moduli space M˜! to be the set of pairs (R, u) satisfying
u : Ξ −→ M, R ≥ 0
∂ jR,Ju(z) + α˜R(z)κ(H)(z, u(z)) = 0
u(∂Ξ) ⊂ L
ω(u) = 0
(6.3)
Since α˜R(z) vanishes near {pi, pb} the form α˜R(z)κ(H)(z, u(z)) is well-defined over all of Ξ.
Theorem 6.1. For an admissible Hamiltonian function H and a generic J ∈ Ĵ , the moduli space M˜!
is a smooth manifold of dimension dim M˜! = dim L + 1.
Proof. As in the proof of theorem 4.30 it can be proved that the universal moduli space is a Banach
manifold, cp. claim 4.32. This uses the fact that the Hamiltonian function is admissible. This relies
on claim 4.33. The proofs of both claims are unchanged in the present situation. Again at R = 0 the
equation reduces to constant holomorphic disks.
In the present situation we don’t need the full strength of the definition 4.4 of admissibility. Indeed
in the proof of claim 4.33 we only use that there are no non-constant elements in PL(H).That elements
in P(H) are non-constant is necessary for the transversality theory of the moduli spaces below. 
The moduli space M!(q, p) proving the equality ι! = PSS−1 ◦ χk ◦ ρk, consists out of tuples
(R, γM, u, γL) where
R ≥ 0, γM : (−∞, 0] −→ M, u ∈ M˜!, γL : [0,+∞) −→ L (6.4)
satisfying
γ˙M(t) + ∇gM fM ◦ γM(t) = 0 , γ˙L(t) + ∇gL fL ◦ γL(t) = 0 , (6.5)
γM(−∞) = q, γM(0) = u(pi), u(pb) = γL(0), γL(+∞) = p , (6.6)
see figure 12.
Proposition 6.2. For a generic choice of data the moduli space M!(q, p) is a smooth manifold and
dimM!(q, p) = µMorse(q; fM) − µMorse(p; fL) − n + 1 . (6.7)
Proof. This follows from theorem 6.1 together with the fact that the evaluation maps at pi and pb are
submersions on the universal moduli spaces. In particular, for generically chosen Morse-Smale pairs
( fM , gM) and ( fL, gL) the evaluation maps will be transverse to the unstable and stable manifolds, see
the proof of theorem 4.35 for some more details. 
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The compactness issues are exactly the same as in section 4.2.2, cf. theorem 4.37.
Theorem 6.3. If the Morse index k = µMorse(p) satisfies k ≤ NL−1, then the moduli space M!(q, p)[d]
is compact up to breaking. In particular, if d = 0 the moduli space is compact and if d = 1 we
conclude
∂M!(q, p)[1] (1)= {(R, γM, u, γL) | R = 0}
(2)∪
⋃
q′∈Crit( fM)
M̂(q, q′; fM , gM)[0] ×M!(q′, p)[0]
(3)∪
⋃
p′∈Crit( fL)
M!(q, p′)[0] × M̂(p′, p; fL, gL)[0]
(4)∪
⋃
a∈P(H)
MPSS, inv(q, a)[0] ×MI(a, p; 0)[0]
(5)∪
⋃
x∈PL(H)
MII(q, x; 0)[0] ×Mρ(x, p)[0]
(1) This is the obvious boundary of M!(q, p)[1] given by R = 0.
(2)&(3) Either γM or γL breaks.
(4)&(5) u : Σχ −→ M breaks either at −∞ or at +∞.
The moduli spaces MI(a, p; 0) and MII(q, x; 0) are defined below. MPSS, inv(q, a) is defined in section
4.1.3 and Mρ(x, p) in section 4.1.2.
Proof. This is proved by the same methods as before, see the proof of theorem 4.37. 
In case (1) the map u is pseudo-holomorphic since due to R = 0 the Hamiltonian perturbation
equals 0. According to the definition of M!(q, p) we have ω([u]) = 0 and thus u is constant. We
conclude
{(R, γM, u, γL) | R = 0} =
(γM , γL)
∣∣∣∣∣∣∣∣∣
γ˙(t) + ∇g f ◦ γ(t) = 0,  ∈ {L, M}
γM(−∞) = q, γL(+∞) = p
γM(0) = γL(0)
 .
It is a straight-forward exercise in Morse homology to prove that counting zero dimensional compo-
nents of the right hand side defines the map i! : Hn−k(L) −→ H2n−k(M).
For any real number T ∈ R we define the moduli space MI(a, p; T ) as follows(u, γL)
∣∣∣∣∣∣∣∣∣∣
u : Σχ −→ M , ∂su + J(s, t, u)(∂tu − β(−s − T ) · XH(t, u)) = 0 , u(−∞) = a
γL : [0,∞) −→ L , γ˙L(t) + ∇gL fL ◦ γL(t) = 0 , γL(−∞) = p
E(u) < +∞ , u(+∞) = γL(0)
 .
The cut-off function β satisfies β(s) = 0 for s ≤ 0 and β(s) = 1 for s ≥ 1. As before the finite energy
condition E(u) < +∞ together with the cut-off of the Hamiltonian term guarantees the existence of an
extension of u to u(+∞). For T = 0 the moduli spaces in theorem 6.3 is obtained.
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The moduli space MII(q, x; T ) is defined as follows(γM , u)
∣∣∣∣∣∣∣∣∣∣
γM : (−∞, 0] −→ M , γ˙M(t) + ∇gM fM ◦ γM(t) = 0 , γM(−∞) = q
u : Σχ −→ M , ∂su + J(s, t, u)(∂tu − β(s + T ) · XH(t, u)) = 0 , u(+∞) = x
E(u) < +∞ , γM(0) = u(−∞)
 .
We note that in the latter definition the cut-off function β(s + T ) is replaced by β(−s − T ) and γM is a
gradient flow line in M. With the following notations
Θ : CMn−k( fL, gL) −→ CM2n−k−1( fM, gM)
p 7→
∑
q
#2M!L(q, p)[0] · q (6.8)
I : CMn−k( fL, gL) −→ CFk−n(H) II : CFk(L, φH(L)) −→ CM2n−k( fM, gM)
p 7→
∑
a
#2MI(a, p)[0] · a x 7→
∑
q
#2MII(q, x)[0] · q (6.9)
theorem 6.3 implies
i! − (PSS−1 ◦ I + II ◦ ρk) = δM ◦ Θ + Θ ◦ δL : CMn−k( fL, gL) −→ CM2n−k( fM , gM) . (6.10)
Thus, in homology the identity
i! = PSS−1 ◦ I + II ◦ ρk : Hn−k( fL, gL) −→ H2n−k( fM , gM) (6.11)
holds. We need to prove that in homology the identity PSS−1 ◦ I + II ◦ ρk = PSS−1 ◦ χk ◦ ρk holds.
This is again achieved by two cobordisms. Indeed, if we define the maps IT and IIT with help of
the moduli spaces MI(a, p; T ) and MII(q, x; T ) then for T → ∞ the maps IT and IIT degenerate
into χk ◦ ρk and PSS−1 ◦ χk, respectively. The cobordisms are the appropriate compactification of
∪T≥0{T } × MI(a, p; T ) and ∪T≥0{T } × MII(a, p; T ), respectively. That the map PSS−1 ◦ χk ◦ ρk is
recovered as a sum of two cobordism arguments is due to the fact that the corresponding gluing
procedure in the compactifications reflect either PSS−1 ◦ (χk ◦ ρk) or (PSS−1 ◦ χk) ◦ ρk. This proves
i! = PSS−1 ◦ χk ◦ ρk. The other three equalities from theorem 1.5 are proved analogously. We leave
the details to the reader.
Remark 6.4. To achieve transversality we again need to conformally reparametrize Σχ ∼ Ξ \ {pi, pb}.
For MI the suitable model is a disk with one interior puncture Ξ \ {pi} and for MII the suitable model
is a disk with one boundary puncture Ξ\ {pb}. To prove transversality one again needs to check claims
4.32 and 4.33. In the case MI this can be copied verbatim. For MII the argument in claim 4.33 is the
same only that now it is used that there is no constant element in P(H) as opposed to PL(H).
Remark 6.5. Another way of proving the identity i! = PSS−1 ◦ χk ◦ ρk is by noting that χk ◦ ρk is
cobordant to counting perturbed half-cylinders with boundary on L plus a gradient half-trajectory, see
figure 14. That counting these half-cylinders gives rise to PSS ◦ i! is proved in [Alb05, theorem 3.1].
Appendix A. Energy estimates
For the convenience of the reader we compile in this appendix some standard computations in Floer
homology which lead to uniform energy bounds for solutions in various moduli spaces. These moduli
spaces depend on some boundary data such as x ∈ PL(H) or a homotopy class α ∈ π2(M, L) etc..
The term uniform energy bounds indicates that the energy for all solutions in the moduli space can
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gluing
L
χ
ρ
Figure 14.
be bounded in quantities only involving the boundary data, e.g. the action value AH(x, dx) or the
ω-integral ω(α). We recall that the energy E(u) of a map u : R × [0, 1] −→ M is
E(u) =
∞∫
−∞
1∫
0
|∂su|2 dt ds . (A.1)
For convenience we set
sup
M
H :=
1∫
0
sup
M
H(t, ·) dt and inf
M
H :=
1∫
0
inf
M
H(t, ·) dt . (A.2)
In particular, in this notation the Hofer norm ||H|| of a Hamiltonian function H : S 1 × M −→ R reads
||H|| = sup
M
H − inf
M
H. We begin with energy estimates for solutions in the moduli spaces M(H; x) and
M(x; H) (cf. definitions 4.2 and 4.13).
Lemma A.1. For a solution u ∈ M(H; x) the following inequality holds:
0 ≤ E(u) ≤ AH(x, u) + sup
M
H , (A.3)
cf. equation (3.6) for the definition of the action functional. Furthermore, for an element u ∈ M(x; H)
0 ≤ E(u) ≤ −AH(x,−u) − inf
M
H , (A.4)
where −u denotes the map (s, t) 7→ u(−s, t).
Proof. We start with an element u ∈ M(H; x) and denote by 〈·, ·〉 := ω(·, J(s, t, ·)·) the (s, t)-dependent
inner product induced by family of compatible almost complex structures J.
Before we perform the computation we recall that u solves Floer equation: ∂su + J(s, t, u)(∂tu −
β(s)XH(t, u)) = 0, where β : R → [0, 1] is a smooth cut-off function satisfying β(s) = 0 for s ≤ 0 and
β(s) = 1 for s ≥ 1. We recall the sign convention ω(XH , ·) = −dH for the Hamiltonian vector field XH.
Moreover, we point out that in the computations below, the (s, t)-dependence of the almost complex
structure and of the metric drops out, see for instance line 3 in the following computation.
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E(u) =
+∞∫
−∞
1∫
0
|∂su|2 dt ds
=
+∞∫
−∞
1∫
0
〈
∂su,
(
−J(s, t, u) (∂tu − β(s)XH(t, u))︸                                 ︷︷                                 ︸
=∂su
) 〉
dt ds
=
+∞∫
−∞
1∫
0
[
ω(∂su, ∂tu) − β(s) · ω(∂su, XH(t, u))︸              ︷︷              ︸
=+dH(t,∂su)
]
dt ds
=
+∞∫
−∞
1∫
0
[
ω(∂su, ∂tu) − β(s) · dH(t, ∂su)
]
dt ds
= ω(u) −
+∞∫
−∞
1∫
0
β(s) · dH(t, ∂su) dt ds
= ω(u) +
+∞∫
−∞
1∫
0
β′(s) · H(t, u) dt ds −
+∞∫
−∞
1∫
0
d
ds
[
β(s) · H(t, u)
]
dt ds
= ω(u) +
+∞∫
−∞
β′(s)
1∫
0
H(t, u) dt ds
−
1∫
0
[
β(+∞)︸ ︷︷ ︸
=1
·H(t, u(+∞)︸ ︷︷ ︸
=x(t)
) − β(−∞)︸ ︷︷ ︸
=0
·H(t, u(−∞))
]
dt
= ω(u) −
1∫
0
H(t, x(t)) dt
︸                      ︷︷                      ︸
=AH(x,u)
+
+∞∫
−∞
β′(s)
1∫
0
H(t, u) dt ds
≤ AH(x, u) +
+∞∫
−∞
β′(s) ds
︸       ︷︷       ︸
=1
·
1∫
0
sup
M
H(t, ·) dt
= AH(x, u) + sup
M
H
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The computation for an element u ∈ M(x; H) is the same up to the fact, that β(s) becomes replaced by
β(−s). Furthermore, the map u is not a homotopy from a constant path to x but the other way round.
This leads to the following changes in the above computation.
E(u) =
+∞∫
−∞
1∫
0
|∂su|2 dt ds
= ω(u) −
+∞∫
−∞
1∫
0
β(−s) · dH(t, ∂su) dt ds
= − ω(−u) −
+∞∫
−∞
1∫
0
β′(−s) · H(t, u) dt ds −
+∞∫
−∞
1∫
0
d
ds
[
β(−s) · H(t, u)
]
dt ds
= − ω(−u) −
+∞∫
−∞
β′(−s)
1∫
0
H(t, u) dt ds
−
1∫
0
[
β(−∞)︸ ︷︷ ︸
=0
·H(t, u(+∞)) − β(+∞)︸ ︷︷ ︸
=1
·H(t, u(−∞)︸ ︷︷ ︸
=x(t)
)
]
dt
= −ω(−u) +
1∫
0
H(t, x(t)) dt
︸                           ︷︷                           ︸
=−AH(x,−u)
−
+∞∫
−∞
β′(−s)
1∫
0
H(t, u) dt ds
≤ −AH(x,−u) −
+∞∫
−∞
β′(−s) ds
︸         ︷︷         ︸
=1
·
1∫
0
inf
M
H(t, ·) dt
= −AH(x,−u) + inf
M
H

Remark A.2. If the cut-off function β is removed in the above computation we obtain for u ∈
ML(x, y; J, H) the standard equality
E(u) = AH(y, dx#u) −AH(x, dx) , (A.5)
where dx#u denotes the concatenation of the half-disk dx with the Floer strip u. Furthermore, the same
energy equality holds for maps u ∈ Mχ(a, x) (see equation (5.3)) which are defined on the Riemann
surface Σχ, since Σχ is expressed in global conformal coordinates. Again the same holds for elements
in Mτ(x, a).
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Finally, we give the uniform energy estimate for elements in the moduli space Mϕ◦ρ(q, p; a), which
are defined in equations (4.59) – (4.61).
Lemma A.3. For (R, γ−, u, γ+) ∈ Mϕ◦ρ(q, p; a) holds
0 ≤ E(u) ≤ λa + ||H|| , (A.6)
where λ is the constant from the monotonicity assumption (see definition 3.1).
Proof. Since the energy is invariant under conformal changes, we can assume according to remark
4.27 that an element u is map u : R × [0, 1] −→ M solving Floer’s equation (with R ≥ 0): ∂su +
J(s, t, u)(∂tu − α˜R(s) · XH(t, u)) = 0, where α˜R is a cut-off function such that α˜R(s) = 1 for |s| ≤ R and
α˜R(s) = 0 for |s| ≥ R + 1. Furthermore, we require α˜′R(s) ≤ 0 for s ≥ 0 and α˜′R(s) ≥ 0 for s ≤ 0 and
µMaslov(u) = a.
With this we can redo the first lines in the above computations with α˜R(s) replacing β(s).
E(u) =
+∞∫
−∞
1∫
0
|∂su|2 dt ds
= ω(u) +
+∞∫
−∞
α˜′R(s)
1∫
0
H(t, u) dt ds
−
1∫
0
[
α˜R(+∞)︸   ︷︷   ︸
=0
·H(t, u(+∞)) − α˜R(−∞)︸   ︷︷   ︸
=0
·H(t, u(−∞))
]
dt
= ω(u)︸︷︷︸
=λa
+
+∞∫
−∞
1∫
0
α˜′R(s) · H(t, u) dt ds
= λa +
0∫
−∞
1∫
0
α˜′R(s)︸︷︷︸
0≤ • ≤1
·H(t, u) dt ds +
+∞∫
0
1∫
0
α˜′R(s)︸︷︷︸
−1≤ • ≤0
·H(t, u) dt ds
≤ λa + sup
M
H − inf
M
H = λa + ||H||

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