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Abstract—Hybrid beamformer design plays very crucial role in
the next generation millimeter-wave (mm-Wave) massive MIMO
(multiple-input multiple-output) systems, which introduce wider
bandwidth and higher data rates. Previous works assume the
perfect channel state information (CSI) which is very difficult to
obtain. Furthermore, instantaneous CSI feedback is employed,
which introduces heavy feedback overhead. To lower the feedback
complexity, channel statistics can be utilized such that only
infrequent update of the channel information is needed. To
reduce the complexity and provide robustness, in this work,
we propose a deep learning (DL) framework to deal with
both hybrid beamforming and channel estimation, which are
very important tasks in mm-Wave communications. For this
purpose, we introduce three deep convolutional neural network
(CNN) architectures. We assume that the base station has the
channel statistics only and feeds the channel covariance matrix
into a CNN to obtain the hybrid precoders. At the receiver,
two CNNs are employed. The first one is used for channel
estimation purposes and the another is employed to design
the hybrid combiners. The proposed DL framework does not
require the instantaneous feedback of the CSI. Moreover, thanks
to DL strategy, the proposed approach is robust against the
imperfections/corruptions in the estimated channel matrix. We
have shown, through simulations, that the proposed approach has
higher spectral efficiency with comparison to the conventional
techniques that incorporates both instantaneous CSI and the
channel statistics. The trained CNN structures provide robust
performance and do not need to be re-trained due to the changes
in the propagation environment such as the deviations in the
number of received paths and the fluctuations in the received path
angles up to 4 degrees. Also, the proposed DL framework exhibits
at least 10 times lower computational complexity as compared
to the conventional optimization-based approaches.
Index Terms—Deep learning, channel estimation, hybrid pre-
coding, CNN, instantaneous feedback, massive MIMO.
I. INTRODUCTION
M ILLIMETER WAVE (mm-Wave) systems providehigher data rates, larger bandwidth and higher spectral
efficiency as compared to the conventional cellular commu-
nications [1]. Hence, they become a promising candidate for
the next generation (5G) wireless communication systems [1]–
[3]. Compared to sub-6 GHz transmissions envisaged in 5G,
the mm-Wave signals encounter a more complex propagation
environment characterized by higher scattering, severe pen-
etration losses, lower diffraction, and higher path loss for
fixed transmitter and receiver gains [4]–[6]. The mm-Wave
systems leverage large-scale antenna arrays to compensate the
propagation losses at high frequencies. However, the large
number of antennas and high power consumption bring the
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difficulty of using a dedicated RF (radio frequency) chain for
each antenna. In order to tackle this problem, hybrid (ana-
log and baseband) beamforming architectures are introduced
where small number of phase-only analog beamformers are
used to steer the beams and process the down-converted signal
via baseband beamformers, each of which is dedicated to a
single RF chain [4]–[7].
Hybrid beamforming is an effective approach to be used
in mm-Wave systems, increasing the spectral efficiency and
reduce the cost that could be imposed by large number of
antennas in massive multiple-input multiple-output (MIMO)
systems [6], [8]. In the literature, different approaches are
proposed to design the hybrid beamformers in mm-Wave
massive MIMO systems. One basic approach is selecting
the columns of the RF precoder and combiners from a
predefined codebook, which includes the array responses of
receive/transmitted path angles. [6], [9], [10]. However, the
determination of the received path angles is very difficult
in mm-Wave channel. To overcome this difficulty, phase
extraction-based hybrid beamforming (PE-HB) techniques is
proposed [10], [11] without requiring such a codebook. In
order to obtain an optimum solution, manifold optimization
(MO) approach is proposed in [12] where the Euclidean dis-
tance between the unconstrained beamformers and the hybrid
beamformers (i.e., the multiplication of analog and baseband
beamformer) is minimized.
Most of the above techniques assume that the instanta-
neous channel state information (CSI) is known a priori
when designing the hybrid beamformers. Furthermore, the
performance of these works strongly relies on the perfectness
of the channel [13], [14]. In practice, the pilot signals are
periodically transmitted and the received data is processed
to obtain the CSI [13]. Hence, it is very crucial to perform
channel estimation accurately, especially in the presence of
the challenges such as high data rate and short coherence
intervals [15]. In order to cope with these challenges, statis-
tical hybrid beamforming (SHB) architectures are proposed
where the beamformers are designed by utilizing the channel
statistics [16]–[19]. In this case, usually the second order
statistics, i.e., the channel covariance matrices (CCMs) are
used. Via CCM acquisition, the base station (BS) only knows
the channel statistics, with infrequent channel information
feedback, but no instantaneous CSI feedback. Hence, lower
feedback overhead is achieved. In previous works, covariance-
based beamforming is considered, for instance in [16], [17],
baseband-only beamforming is proposed where the receiver
is assumed to have perfect CSI. Hybrid architectures with
CCM is considered in [18], [19]. In particular, [18] studies
only the hybrid precoder design (without combiners) and [19]
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2assumes the perfect CSI at the receiver, similar to [16], [17].
Furthermore, [19] designs the analog precoders by simply
taking the phases of the unconstrained precoders, which is
a sub-optimum approach.
In order to obtain low-complexity and effective hybrid
beamforming performance, there is a need to design hybrid
beamformers without perfect CSI assumption. This motivates
us to develop a hybrid beamforming algorithm using channel
statistics at the BS without the requirement of the perfect CSI
at the receiver. To further obtain robust performance against
the estimated/corrupted channel data, we design the hybrid
beamformers via a deep learning (DL) approach. DL has
attracted many researchers in both communications and signal
processing society due to its promising performance against
many challenging problems such as channel estimation [20]–
[22], hybrid beamforming [23]–[27]. In particular, multilayer
perceptrons (MLPs) have been proposed for hybrid precoding
in [23] and [24]. The authors in [24] proposed a coordinated
beam training approach via MLPs. In a recent work [21], con-
volutional neural network (CNN) is designed for channel esti-
mation. In [25], a CNN is designed for joint hybrid precoder
and combiner design. A twin-CNN architecture is proposed
in [26] for joint antenna selection and hybrid beamforming,
and multi-user hybrid beamforming is studied in [27] for mm-
Wave massive MIMO systems. Note that the above DL-based
beamforming approaches [23], [24] assume the perfect CSI
to solve the hybrid beamformer design problem, even if this
necessity is relaxed in [25]–[27] such that acceptable system
rate performance can be achieved with corrupted/imperfect
CSI via DL. Thus, driven by the advantages of DL such as its
provided low computational complexity and robustness against
corrupted input data, we develop a DL framework for the
hybrid beamformer design.
In this paper, we introduce a DL framework where hybrid
precoding/combining and channel estimation stages, which are
very crucial tasks in mm-Wave communication systems, are
performed via deep networks (Please see Fig. 2). We design
three deep networks for this purpose. At the BS, a deep
network called CovNet is used which accepts the input as
the CCM and yields the hybrid precoders at the output. At the
mobile station (MS), there are two deep networks, namely,
ChannelNet and BFNet. ChannelNet is used in the channel
training state to estimate the instantaneous CSI. The estimated
channel matrix is then fed to BFNet to design the hybrid
combiner weights at the output. As a result, the whole DL
framework does not require either instantaneous CSI feedback
or the perfect CSI at the receiver.
The proposed DL framework has two stages: training (of-
fline) and prediction (online). During training, several received
pilot signals, channel and covariance realizations are gener-
ated, and hybrid beamforming problem is solved via manifold
optimization (MO) approach [12], [28] to obtain the network
labels. In the prediction stage, when the CNNs operate online,
we estimate the hybrid beamformers and the channel matrix
by simply feeding the CNNs with the related input data.
The proposed approach is advantageous since it does not
require the perfect channel data in the prediction stage and
still provides robust performance. We summarize the main
Fig. 1. System architecture of mm-Wave MIMO based transceiver with hybrid
(analog and baseband) beamforming.
contributions of this paper as follows.
1) A DL framework is proposed which solves the hybrid
beamformer design without instantaneous CSI feedback
and does not require the perfect CSI at the receiver.
Due to infrequent feedback of channel information,
the proposed method has lower feedback overhead as
compared to the conventional approaches [6], [9], [10],
[10]–[12].
2) The hybrid beamforming performance of the proposed
method achieves higher spectral efficiency as compared
to the state-of-the-art techniques such as both statisti-
cal [19] and non-statistical [11] approaches.
3) Unlike the other DL-based techniques [23]–[27], the
proposed approach does not require the perfect knowl-
edge of CSI. In fact, the proposed approach has a
channel estimation stage taken place at the receiver.
4) The proposed DL approach provides more robust perfor-
mance against the imperfections in the channel data as
compared to the both DL- [25] and non-DL-based [11]
approaches. Together with superior performance, the
proposed DL framework also enjoys less computation
time.
Notation: Throughout the paper, vector and matrix quanti-
ties are denoted by boldface lower and upper case symbols,
respectively. In the case of a vector a, [a]i represents its i-
th element. For a matrix A, [A]:,i and [A]i,j denote the i-th
column and the (i, j)-th entry, respectively. IN is the identity
matrix of size N×N , E{·} denotes the statistical expectation,
and ‖ · ‖F is the Frobenious norm. Finally, the notation (·)†
denotes the Moore-Penrose pseudo-inverse while ∠{·} denotes
the angle of a complex scalar/vector.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider the hybrid beamformer design for mm-Wave
massive MIMO system as shown in Fig. 1. The BS has
NT antennas and NRF (NRF ≤ NT) RF chains to transmit
NS data streams. In the downlink, the BS first precodes NS
data symbols s = [s1, s2, . . . , sNS ]
T ∈ CNS by applying
the baseband precoder FBB = [fBB1 , fBB2 , . . . , fBBNS ] ∈
CNRF×NS . Then the baseband signal is conveyed via an RF
precoder FRF ∈ CNT×NRF to form the transmitted signal
x = FRFFBBs. We assume that FRF consists of analog
phase shifters, each of which has unit-modulus elements,
i.e., |[FRF]i,j |2 = 1. Also, we have the power constraint
3||FRFFBB‖2F = NS that is enforced by the normalization of
the baseband precoder FBB.
Assuming a block-fading channel model, the received signal
at the MS is given by [29]
y¯ =
√
ρHFRFFBBs + n, (1)
where ρ represents the average received power, H ∈ CNR×NT
is the mm-Wave channel matrix and n ∼ CN (0, σ2INR) is
additive white Gaussian noise (AWGN) vector. At the receiver,
the received signal is first processed by analog combiners
WRF, then the receiver employs low-dimensional NRF ×NS
digital combiners WBB to process the RF signal to obtain the
received symbol vector as y˜ = WHBBW
H
RFy¯, i.e.,
y˜ =
√
ρWHBBW
H
RFHFRFFBBs + W
H
BBW
H
RFn, (2)
where the analog combiners WRF ∈ CNR×NRF have element-
wise constraint
[
[WRF]:,i[WRF]
H
:,i
]
i,i
= 1 similar to the RF
precoders.
A. Channel Model
In mm-Wave transmission, the channel can be represented
by the Saleh-Valenzuela (SV) model where a geometric
channel model is adopted with limited scattering [30], [31].
Hence, we assume that the channel matrix H includes the
contributions of L clusters, each of which has Nsc scattering
paths/rays within the cluster. Thus, we can represent the
downlink channel matrix by an NR ×NT matrix as
H =
√
NTNR
NscL
L∑
l=1
Nsc∑
r=1
αl,raR(θl,r)a
H
T(φl,r), (3)
where αl,r ∈ C denotes the complex gain corresponding
to the r-th path in the l-th cluster, which are assumed to
be independent zero-mean Gaussian random variables. aR(θ)
and aT(φ) are the NR × 1 and NT × 1 steering vectors
representing the array responses of the receive and transmit an-
tenna arrays respectively. In particular, we define the steering
vectors of receive and transmit arrays for a uniform liner array
(ULA) as aR(θ) = [1, ej
2pi
λ d¯ sin(θ), . . . , ej
2pi
λ (NR−1)d¯ sin(θ)]T
and aT(φ) = [1, ej
2pi
λ d¯ sin(φ), . . . , ej
2pi
λ (NT−1)d¯ sin(φ)]T respec-
tively. Here, d¯ is the uniform distance between the antennas
and λ = c0fc is the wavelength for the carrier frequency fc with
the speed of light c0.
B. Problem Formulation
We formulate the main problem as designing the hy-
brid beamformers FRF,FBB, WRF,WBB by maximizing
the overall spectral efficiency of the system. which can be
achieved by using the instantaneous channel matrix H avail-
able at the receiver. We assume that the Gaussian symbols are
transmitted through the mm-Wave channel [4]–[6], thus, the
hybrid beamformer design problem can be stated as follows
maximize
FRF,WRF,FBB,WBB
log2
∣∣∣∣INS + ρNS Λ−1n WHBBWHRFH
× FRFFBBFHBBFHRFHHWRFWBB
∣∣∣∣,
subject to: FRF ∈ FRF,WRF ∈ WRF,
||FRFFBB||2F = NS, (4)
where Λn = σ2nW
H
BBW
H
RFWRFWBB ∈ CNS×NS corre-
sponds to the combiner-processed noise term in the received
signal (2). FRF and WRF are the feasible sets for the RF
precoder and combiners which obey the unit-modulus con-
straint. In some earlier works [6], [9], [25], FRF and WRF
are assumed to be known as the set of array responses of re-
ceived/transmitted path angles. Then, the hybrid beamformers
are designed by maximizing the spectral efficiency through
a greedy search over the columns of FRF and WRF. In this
paper, we do not have such an assumption. In fact, we design
the hybrid beamformers via manifold optimization approach
which does not require a predefined codebook as in [6], [9],
[25].
In the proposed DL framework without instantaneous CSI
feedback (Please see Fig. 2), we make the following assump-
tions:
Assumption 1: The BS and the MS do not have the
knowledge of perfect CSI.
Assumption 2: The BS only knows the spatial statistics of
the channel, i.e., the covariance of the transmit antenna array
at the BS is available through CCM acquisition1.
Assumption 3: The MS can estimate the channel by pro-
cessing the received pilot signals transmitted from the BS in
the preamble stage.
Assumption 4: We assume that the BS has the trained
CovNet which accepts the CCM as input to design the
hybrid precoders FRF and FBB. The MS has the trained deep
networks ChannelNet and BFNet to estimate the channel and
design the hybrid combiners WRF and WBB, respectively.
In the following, we first discuss the channel estimation and
hybrid beamforming, then we introduce our DL framework for
the considered problem.
III. CHANNEL ESTIMATION AND CCM MODEL
In practice, the estimation process of the channel matrix is
a challenging task, especially in the case of a large number of
antennas taking place in massive MIMO systems [13], [33].
Furthermore, the coherence interval is very small in mm-
Wave systems, making the channel estimation and acquisition
process more difficult [15]. In a practical scenario, the esti-
mated channel matrix can be obtained by channel estimation
techniques [5], [31], [33]–[35].
A. Channel Estimation
In our DL framework, the channel estimation is performed
by a deep network using the received pilot signals in the
preamble stage. In this case, we assume the downlink scenario
where the BS activates only one RF chain f¯u ∈ CNT to
transmit pilot signals s¯u on a single beam for u = 1, . . . ,MT.
Then, the receiver activates MR RF chains to apply w¯v for
v = 1, . . . ,MR to process the received pilots [5], [21], [35].
Since the number of RF chains in the receiver is limited by
NRF (< MR), only NRF combining vectors can be used
at a single channel use. Hence, the total channel use in the
1We assume that the CCM is available at the BS via CCM estimation
approaches such as [32].
4channel acquisition process is d MRNRF e. Then, the transmit and
receive beamforming matrices become F¯ = [f¯1, f¯2, . . . , f¯MT ] ∈
CNT×MT and W¯ = [w¯1, w¯2, . . . , w¯MR ] ∈ CNR×MR respec-
tively. Specifically, F¯ and W¯ can be constructed as the first
MT (or MR) column vectors of an NT ×NT (or NR ×NR)
discrete Fourier transform (DFT) matrix [21], [35]. Let us now
consider the received signal in (2) in the preamble as
Y¯ = W¯HHF¯S¯ + N˜, (5)
where S¯ = diag{s¯1, . . . , s¯MT} denotes the pilot signals and
N˜ = W¯HN¯ is the effective noise matrix where N¯ denotes
the AWGN matrix which corrupts the pilot training data by
SNRN¯. Without loss of generality, we assume S¯ = IMT , then
the received signal in (5) becomes
Y¯ = W¯HHF¯ + N˜. (6)
By processing Y¯, we can obtain the initial channel estimate
(ICE) as
Y = TTY¯TR, (7)
where TT =
{
W¯, MR < NR
(W¯W¯H)−1W¯, MR ≤ NR. and TR ={
F¯H, MT < NT
F¯H(F¯F¯H)−1, MT ≤ NT. . We call Y initial channel
estimate (ICE) since it will be used further in the proposed DL
framework to obtain better channel estimate. Likewise, once
Y is obtained at the receiver, it is fed to the pretrained network
ChannelNet to improve the channel estimation performance2.
Then the improved channel estimate is inserted to BFNet to
obtain the hybrid combiners.
B. CCM Model
Statistical beamforming strategies provide infrequent update
of the channel information through the channel statistics,
but no instantaneous feedback, hence, reducing the feedback
overhead [16]–[19]. In practice, the CCM can be estimated
by several algorithms such as temporal averaging techniques
which collect the single snapshot received signals [36], com-
pressed covariance sensing approaches [37] and power angular
spectrum estimation [38], etc. Since the CCM acquisition is
a certain field of research, in this paper we assume that the
CCM is available at the BS, which can be obtained through
above algorithms [32], [36]–[38]. In this work, we first exploit
the structure of the CCM for hybrid precoder design, which
will be employed in the proposed DL framework.
Let us consider the channel model in (3) which can be
written as
H = γ
L∑
l=1
A
(l)
R Γ
(l)A
(l)H
T , (8)
where γ =
√
NTNR
NscL
and A(l)R = [aR(θl,1), . . . ,aR(θl,Nsc)]
and A(l)T = [aT(φl,1), . . . ,aT(θl,Nsc)] are NR × Nsc and
2ChannelNet is trained by accepting the input as initial channel estimate
(ICE), Y, and maps the input data to the labels which is the true channel
matrixH. As a result, a better channel estimation performance can be achieved
as demonstrated in Section VI.
NT × Nsc steering matrices of Nsc paths respectively. Γ ∈
CNsc×Nsc is a diagonal matrix which includes the path gains
as Γ(l) = diag{αl,1, . . . , αl,Nsc}. Using the property that the
channel gains are independent random variables, we can write
the covariance of the channel R = E{HHH} as
R = γ2
L∑
l=1
EH{A(l)T Γ(l)
H
A
(l)H
R A
(l)
R Γ
(l)A
(l)H
T }, (9)
where the expectation is performed over H. Incorporating the
statistics of the AOA/AOD angles and the channel gains, we
can rewrite (9) as
R = γ2
L∑
l=1
Eφl,r{A(l)T Eαl,r{Γ(l)
H
Eθl,r{A(l)
H
R A
(l)
R }Γ(l)}A(l)
H
T }.
Since the receive steering vectors are unit-norm and normal-
ized with 1√
NR
, we have Eθl,r{A(l)
H
R A
(l)
R } = INsc . Also,
due to the independent zero-mean gains αl,r, we also have
Eαl,r{Γ(l)
H
Γ(l)} = diag{σ2αl,1 , . . . , σ2αl,Nsc}. Hence, we get
R = γ2
L∑
l=1
σ2αlE{A
(l)
T A
(l)H
T }. (10)
The CCM structure in (10) explicitly implies that instanta-
neous channel information such as the path gains are not
present. Hence, with comparison to the instantaneous channel
in (3), the covariance information in (10) does not reflect the
same precoding performance due to absence of the instan-
taneous channel gain information αl,r, instead the variance
knowledge σ2αl .
IV. HYBRID BEAMFORMER DESIGN FOR MM-WAVE
MIMO SYSTEMS
In this section, we first discuss the design of hybrid beam-
formers which will be, eventually, the labels of the proposed
deep network architecture as discussed in Section V. The
design problem of the hybrid beamformers requires a joint op-
timization as in (4), however this approach is computationally
prohibitive and even intractable. Instead, a decoupled problem
is preferred [6], [11], [12], [26]. Hence, in this work, we first
design the hybrid precoders FRF,FBB by utilizing the channel
covariance matrix R. Then, the receiver designs the hybrid
combiners WRF,WBB where the channel matrix H is used.
A. Hybrid Precoder Design
In order to design the hybrid precoders, we rewrite the
channel covariance matrix in (10) as R = γ2
∑L
l=1 σ
2
αl
Cl
where Cl = E{A(l)T A(l)
H
T }. If the angular spread of the
received paths is small, then Cl can be approximated as Cl ≈
VlΣlV
H
l , through eigendecomposition, corresponding to the
largest few eigenvalues [19]. Vl denotes the eigenvectors of
Cl corresponding to a few eigenvalues of Cl which are placed
in descending order in Σl. Then, we can write the approximate
form of the channel covariance matrix R from (10) as
R ≈ γ2
L∑
l=1
σ2αlVlΣlV
H
l ≈ γ2VΣVH, (11)
5where V = [V1, . . . ,VL] and the diagonal elements of Σ are
those of σ2αlΣl. Hence, the optimum statistical beamformer
Fopt is the linear combination of the column vectors of V,
which can also be obtained from the following problem
Fopt = arg maximize
F˜
F˜HRF˜, subject to: ||F˜||F = NS.
(12)
Once the unconstrained statistical beamformer is obtained,
the next task is to determine the analog precoders FRF. One
possible solution is to solve
minimize
FRF
||Fopt − FRF||F
subject to: |[FRF]i,j | = 1, (13)
from which we can readily obtain the solution as FRF =
∠Fopt which takes only the phase information of Fopt [19],
which is a sub-optimum solution. In order to obtain an
optimum solution, we solve the following problem, i.e.,
minimize
FRF,FBB
∣∣∣∣Fopt − FRFFBB∣∣∣∣2F
subject to: FRF ∈ FRF,∣∣∣∣FRFFBB∣∣∣∣2F = NS. (14)
In (14), the optimum solution is guaranteed so that the
Euclidean distance between the unconstrained beamformer
and the hybrid beamformer FRFFBB is minimized [12]. By
designating the optimum solution from (14) as the labels of
the deep network, very good beamforming performance can
be obtained [39]. Once the transmitter designs the hybrid
precoders FRF,FBB via the channel covariance matrix, next
we discuss the design of hybrid combiners at the receiver by
using the estimated channel matrix obtained from the preamble
stage discussed in Section III-A.
B. Hybrid Combiner Design
At the receiver, the hybrid combiners are designed by utiliz-
ing only the estimated channel matrix from the received pilots.
We can write the combiner design problem by minimizing
the mean-square-error (MSE) between the transmitted and
received-processed symbols {s,WHBBWHRFy¯} as follows
minimize
WRF,WBB
E{∣∣∣∣s−WHBBWHRFy¯∣∣∣∣22}
subject to: WRF ∈ WRF. (15)
In order to write the problem in (15) in more efficient
form, we follow the steps in [6] and add a constant term
Trace{WHMMSEE{yyHWMMSE}}−Trace{ssH} into the cost
function in (15). Here, WMMSE denotes the MMSE estimator
defined as WMMSE = (E{sy¯H}E{y¯y¯H}−1)H which can be
written in a compact form as,
WHMMSE =
1
ρ
(
FHBBF
H
RFH
HHFRFFBB +
NSσ
2
n
ρ
INS
)−1
FHBBF
H
RFH
H.
Then, an equivalent problem to (15) can be stated as follows
minimize
WRF,WBB
∣∣∣∣Λ1/2y¯ (WMMSE −WRFWBB)∣∣∣∣2F
subject to: WRF ∈ WRF. (16)
where Λy¯ = ρHFRFFBBFHBBF
H
RFH
H + σ2nINR denotes the
covariance of the receive array output in (1). In (16), the
multiplicative term Λ1/2y¯ has no element depending on WRF
or WBB, therefore, it can be removed since it does not affect
the solution. Thus, we can solve the combiner design problem
in (16) as
minimize
WRF,WBB
∣∣∣∣WMMSE −WRFWBB∣∣∣∣2F
subject to:
WRF ∈ WRF
WBB = (W
H
RFΛy¯WRF)
−1(WHRFΛy¯WMMSE). (17)
The optimization problems in (14) and (17) can be effectively
solved via alternating minimization approach by optimizing
each unknown term while fixing the another. This can be
performed by a MATLAB-based algorithm, called Manopt
[28]. Note that (14) and (17) do not require a predefined
codebook which includes the set of array responses of the
receive and transmit arrays. In fact, the optimization problems
can be initialized from a random point, i.e., the beamformers
with unit-modulus constraint and random phases.
V. LEARNING-BASED HYBRID BEAMFORMER DESIGN
In Fig. 2, we demonstrate the proposed DL framework
without instantaneous CSI feedback. We introduce three deep
network architectures which are shown in Fig. 3: CovNet,
used at the BS only and it learns the channel statistics from R
and obtain the hybrid precoders FRF and FBB. ChannelNet
and BFNet are placed at the MS only, to estimate the channel
H and construct the hybrid combiners WRF and WBB
respectively. In the following, we discuss the details of each
deep network architecture.
A. Designing Input Data For The Deep Networks
In order to enrich the input features, we feed the networks
with three ”channel” with notation 3@ Dx × Dy where Dx
and Dy denote the 2D sizes of the input. For each ”channel”,
we use real, imaginary, absolute value and the phase of
each entry of the input data depending on the application.
This approach provides good features for fitting the data in
the training state as well as extracting new features inherit
in the input [21], [25]–[27], [40]. In particular, we denote
the input for CovNet as XR ∈ RNT×NT×3 whose (i, j)-th
entry of the first, second and the third ”channel” is given by
[[XR]:,:,1]i,j = Re{[R]i,j}, [[XR]:,:,2]i,j = Im{[R]i,j} and
[[XR]:,:,3]i,j = ∠{[R]i,j}, respectively. For ChannelNet, the
input is denoted as XY ∈ RNR×NT×3 and, similarly we have
[[XY]:,:,1]i,j = Re{[Y]i,j}, [[XY]:,:,2]i,j = Im{[Y]i,j} and
[[XY]:,:,3]i,j = |[Y]i,j |. Finally, the input for BFNet is given
by XH ∈ RNR×NT×3 where [[XH]:,:,1]i,j = Re{[H]i,j},
[[XH]:,:,2]i,j = Im{[H]i,j} and [[XH]:,:,3]i,j = |[H]i,j | re-
spectively. We observe, through simulations, that the angular
6Fig. 2. The proposed DL framework without instantaneous CSI feedback. The BS feeds the CCM to CovNet to obtain the hybrid precoders FRF and FBB.
The MS first estimates the channel H from ChannelNet via the received pilot data Y. Then the hybrid combiners are designed from BFNet by feeding the
channel matrix H.
Fig. 3. The proposed deep network architectures: CovNet, ChannelNet and BFNet.
values provide better features and training performance for
covariance data whereas the absolute value is more appropriate
for Y and H [40]. Hence, the third ”channel” for XR is
selected as the angle information whereas the absolute value
is used for the third ”channel” of {XY,XH}.
B. Labeling The Deep Networks
We start by constructing the labels of CovNet which is
the hybrid precoders FRF and FBB. Hence, we represent the
output label of CovNet by zR as
zR = [vec{∠FRF}T, vec{Re{FBB}}T, vec{Im{FBB}}T]T,
(18)
which is an NRF
(
NT + 2NS
) × 1 real-valued vector. For
ChannelNet, we represent the labels by zY as
zY = [vec{Re{H}}T, vec{Im{H}}T]T, (19)
which is a real-valued vector of size 2NRNT × 1. Finally,
the output label of BFNet is, similar to CovNet, given by
zH ∈ RNRF
(
NR+2NS
)
as
zH = [vec{∠WRF}T, vec{Re{WBB}}T, vec{Im{WBB}]T.
(20)
C. Network Architectures and Training
The deep networks in Fig. 3, CovNet, ChannelNet and
BFNet have the input-output pairs as {XR, zR}, {XY, zY}
and {XH, zH} respectively. For each network, we use three
convolutional layers with kernel size of 3 × 3. While Cov-
Net has 256 convolutional filters, ChannelNet and BFNet
have 128 filters. In addition, CovNet and BFNet have two
pooling layers, which reduce the dimension by two, after
the first two convolutional layers whereas ChannelNet has
no pooling layer. There are two fully connected layers in
CovNet and BFNet and three fully connected layers are
placed in ChannelNet. There are dropout layers with a 50%
probability after each fully connected layer in each network.
The output layer of all networks are the regression layer
with proper size depending on the application as discussed
in Section V-B. While the other network architectures with
different parameters are also possible, the presented network
parameters are one possible solution to obtain good perfor-
mance for the considered problem. We have obtained the
network parameters from a hyperparameter tuning process
providing the best performance for the considered scenario
[21], [25]–[27], [40].
7The proposed deep networks are realized and trained in
MATLAB on a PC with a single GPU and a 768-core
processor. We have summarized the algorithmic steps for
training data generation in Algorithm 1. We have used the
stochastic gradient descent algorithm with momentum 0.9 and
updated the network parameters with learning rate 0.0005
and mini-batch size of 128 samples. Then, we have reduced
the learning rate by the factor of 0.9 after each 20 epochs.
We also applied a stopping criteria during training such that
the training terminates if the validation accuracy does not
improve in three consecutive epochs. To train the proposed
CNN structures, N = 100 different scenarios are realized for
G = 200 as in Algorithm 1. For each scenario, we generated
a channel matrix (together with the corresponding covariance
matrix) and received pilot signal where synthetic additive noise
is added to the training data on the CCM, channel matrix
and the received pilot signal which are defined by SNRR,
SNRH and SNRN¯ respectively3. In the training process we
use multiple SNRR, SNRH and SNRN¯ values to make the
networks robust against corrupted input characteristics [25],
[26]. Hence we use SNRN¯ = {20, 30, 40} dB, SNRH =
{15, 20, 25} dB and SNRR = {20, 25, 30} dB. Hence, we de-
fine SNRR = 20 log10(
|[R]i,j |2
σ2R
), SNRH = 20 log10(
|[H]i,j |2
σ2H
)
and SNRN¯ = 20 log10(
|[HF¯S¯]i,j |2
σ2
N¯
) where σ2
N¯
, σ2H, σ
2
R are the
variance of AWGN corresponding to the input data. As a
result, 180000 input-output pairs are generated for training. In
the training process, 80% and 20% of all generated data are
selected as the training and validation datasets, respectively.
For the prediction process, we have generated a test data which
is separately generated by adding noise on received pilot signal
with SNRN¯−TEST. Note that this allows us to further corrupt
the input data and test the network against deviations in the
input data which can resemble the changes in the mm-Wave
channel [15].
VI. NUMERICAL SIMULATIONS
In this section, we have evaluated the performance of
the proposed approach (called SDHB: statistical deep hybrid
beamforming) through several experiments. We compare the
proposed approach with both statistical and non-statistical
hybrid beamforming techniques such as SHB [19], PE-HB
[11] and deep learning-based hybrid beamforming (DLHB)
[25] as well as the MO algorithm [12]. Note that the per-
formance of the MO algorithm constitutes an upper bound
for DLHB/SDHB since the network labels of DLHB/SDHB
are obtained by MO. Therefore, DLHB/SDHB cannot perform
better than MO. We further evaluate the performance of
the fully digital beamforming performance as a benchmark.
In order to compare the channel estimation performance of
ChannelNet, we implement the SF-CNN algorithm [21] with
3 In the simulations, we have used four SNR definitions, all of which are
characterized by AWGN. 1) {SNRN¯, SNRN¯−TEST}: SNR on the signal
in (6) when the pilot signals are received in the preamble for training and
test stage respectively. 2) SNRH: SNR on the channel matrix to obtain the
corrupted channel data in training. 3) SNRR : SNR on the channel covariance
matrix to obtain the corrupted channel covariance data in training. 4) Finally,
we use the term ”SNR” on the received signal in (1) (not in the preamble)
for hybrid beamforming process.
Algorithm 1 Training data generation for CovNet, Channel-
Net and BFNet.
Input: N , G, SNRH, SNRN¯ .
1: Output: Training datasets for the networks in Fig. 3:
DCovNet, DChannelNet and DBFNet.
2: Generate channel covariance matrix realizations
{R(n)}Nn=1.
3: Generate channel realizations {H(n)}Nn=1.
4: Initialize with t = 1 while the dataset length is T = NG.
5: for 1 ≤ n ≤ N do
6: for 1 ≤ g ≤ G do
7: [H˜(n,g)]i,j ∼ CN ([H(n)]i,j , σ2H).
8: [R˜(n,g)]i,j ∼ CN ([R(n)]i,j , σ2R).
9: The BS transmits the pilot and it is received as
Y¯(n,g) = W¯HH(n,g)F¯ + N˜(n,g).
10: Construct Y(n,g) from (7) by using Y¯(n,g).
11: The BS designs the precoders F(n,g)RF and F
(n,g)
BB by
using R(n,g) from (14).
12: The MS finds W(n,g)RF and W
(n,g)
BB by solving (17).
13: Construct input X(t)R , X
(t)
Y and X
(t)
H from R˜
(n,g),
Y(n,g) and H˜(n,g), respectively, as in Section V-A.
14: Construct output z(t)R , z
(t)
Y and z
(t)
H from
{F(n,g)RF ,F(n,g)BB }, H(n,g) and {F(n,g)RF ,F(n,g)BB },
respectively, from in (18), (19) and (20).
15: t = t+ 1.
16: end for g,
17: end for n,
18: DCovNet =
(
(X
(1)
R , z
(1)
R ), . . . , (X
(T )
R , z
(T )
R )
)
.
19: DChannelNet =
(
(X
(1)
Y , z
(1)
Y ), . . . , (X
(T )
Y , z
(T )
Y )
)
.
20: DBFNet =
(
(X
(1)
H , z
(1)
H ), . . . , (X
(T )
H , z
(T )
H )
)
.
the same network parameters and feed with the same input,
i.e., the initial channel estimates.
Throughout the simulations, we consider a single-user mas-
sive MIMO system with NRF = 4 RF chains for NT = 128
and NR = 16 antennas. The antennas are deployed with half
wavelength spacing at fc = 60 GHz. We assume, unless stated
otherwise, there are L = 5 clusters of all transmit and receive
paths which are uniform randomly selected from the interval
{φ, θ} ∈ [−pi, pi] with angular spread of 5◦. In preamble stage,
the transmitter emits only one beam by using a single RF
chain while, at the receiver, all of the RF chains are active.
The transmit and received beams are formed by selecting F¯
and W¯ as NT×NT and NR×NR DFT matrices respectively
[21].
In Fig. 4, we present the spectral efficiency with respect
to SNR when SNRN¯−TEST = 10 dB. As expected, we
see that the non-statistical approaches (MO, PE-HB, DLHB)
perform superior than the statistical approaches (SHB, SDHB)
including the fully-digital beamforming performance, thanks
to the available instantaneous CSI knowledge. In statistical
approaches, the CCM does not fully reflect the instantaneous
channel data which changes in time due to the parameters
such as the channel gain αl,r. We can also see that DL-based
approaches outperform the non-DL techniques such as PE-
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Fig. 4. Spectral efficiency versus SNR. NT = 128, NR = 16 and
SNRN¯−TEST = 10 dB.
HB and SHB. In particular, the proposed approach SDHB
closely follows the fully-digital beamforming for statistical
case. The outperformance of SDHB can be attributed to the use
of optimum hybrid beamformers as labels, whcih are obtained
by the MO algorithm [12] whereas SHB simply takes the
phases of Fopt which is sub-optimum. Furthermore, as will
be demonstrated later, the time complexity of the proposed
DL-based approach is much lower as compared to the MO,
thus making it a very efficient algorithm.
In Fig. 5, the robustness of the algorithms is investigated
with respect to the estimated channel data. Hence, for all of the
beamforming algorithms, we use the channel matrix estimated
by ChannelNet when the received pilot data is corrupted by
noise determined by SNRN¯−TEST. Note that the noise intro-
duced by SNRN¯−TEST only affects the combiner design (not
the precoder design) performance of the statistical approaches
(SHB and SDHB) since they only use estimated channel data
in the combiner design stage. We can see from Fig. 5 that
all of the algorithms reach their maximum performance after
SNRN¯−TEST ≥ 0 dB. In particular, SDHB has more robust
performance than SHB and performs very close to the fully-
digital beamformer. This observation states that the algorithms
require at least approximately SNRN¯−TEST = −5 dB noise
level for sufficient channel estimate in this setting.
For the same experiment, we also examine the channel
estimation performance in terms of normalized MSE in Fig. 6.
We see that both ChannelNet and SF-CNN outperform the
initial channel estimate obtained from the received pilots.
We also see that ChannelNet outperforms SF-CNN which
cannot do well, especially for high SNRN¯−TEST. The poor
performance of SF-CNN is because SF-CNN uses several
convolutional layers and no fully connected layer. While
convolutional layers are good at extracting new features from
the input, fully connected layers are more powerful in terms
of mapping the input data to the output [41]. Thanks to
the three fully connected layers in ChannelNet, it achieves
much less NMSE than SF-CNN. Another disadvantage of SF-
CNN [21] is that SF-CNN works properly in the prediction
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Fig. 5. Spectral efficiency versus SNRN¯−TEST when SNR= 0 dB.
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Fig. 6. Normalized MSE versus SNRN¯−TEST when SNR= 0 dB.
stage only if the SNR in the prediction stage is the same as
of the training stage, i.e., SNRN¯ = SNRN¯−TEST is required.
Such a requirement is not needed in our DL framework thanks
to the use of multiple SNRN¯ levels during training. We see that
the performance of both ChannelNet and SF-CNN makes out
as SNRN¯−TEST increases, especially for SNRN¯−TEST > 10
dB. This is due to the lack of precision of the deep networks,
which are biased estimators in nature. Higher precision can
still be obtained if larger number of units in the network layers
are used with less training data size. However, this will cause
the network memorize the input data so that the network will
not function if input data differs from the ones used in the
training data set [40]. This fact suggests that the training data
should not include too much indistinguishable (noisy) data to
provide good precision.
In Fig 7, we present the performance of the algorithms
when there is an angular mismatch in the received path angles
between the channel matrix used in the training data and the
test data. Specifically, the trained networks are fed with the
channel data that is generated by introducing angular mismatch
in the AOA/AOD angles of all received paths of the channel
90 2 4 6 8 10
Angle Mismatch, [Degrees]
5
10
15
20
25
30
Sp
ec
tra
l E
ffi
cie
nc
y 
[bi
ts/
s/H
z]
Fully-digital
MO
PE-HB
DLHB
Fully-digital, Statistical
SDHB
SHB
Fig. 7. Spectral efficiency versus angle mismatch when SNR= 0 dB and
SNRN¯−TEST = 10 dB.
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Fig. 8. Channel estimation NMSE versus angle mismatch when SNR= 0 dB
and SNRN¯−TEST = 10 dB.
matrices used in the training data. In a similar way, we also
introduce angular mismatch in the CCM data that is used
for CovNet and SHB. We observe from Fig. 7 that as the
standard deviation of the angular mismatch increases, expect-
edly, the spectral efficiency performance becomes poorer due
to the loss in the channel estimation performance. We see
that DL based approaches provide more robust performance
and become resilient up to approximately 4 degrees angular
mismatch between training and test data. We note here that
more robustness may still be achieved if the training data
will be enriched by adding more channel realizations with
different angular information. The trade-off here is that if
the number of channel realizations is high, the ability of the
network to distinguish different input characteristics will be
reduced due to the fact that mismatched channel matrices
will become more similar, thus the network will yield the
same, or least very similar, hybrid beamformer weights at
the output. In our simulations, we have used N = 100,
G = 200 channel realizations and add synthetic noise into
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Fig. 9. Spectral efficiency versus number of clusters L when SNR= 0 dB
and SNRN¯−TEST = 10 dB.
those realizations to make the network more robust against
mismatched data. Since the main cause of the performance
loss in Fig. 7 is the channel estimation accuracy, we further
investigate the channel estimation NMSE with respect to the
angular mismatch in Fig. 8. As it is seen, the angular mismatch
deteriorates the channel estimation performance. These results
support the robustness of the DL-based approaches obtained
in Fig. 7.
Fig. 9 illustrates the system rate performance of the al-
gorithms with respect to the number of clusters L when
NRF = 4. We see that the system rate increases when the
spatial diversity of the channel is low (e.g., L ≤ 5). When
the diversity is high and the channel becomes less sparse,
the performance of the algorithms deteriorates after L > 5
since the eigenvectors of R with respect to NRF dominant
eigenvalues do not represent the array response of the received
clusters. We also observe that the increase in the number
of clusters affects statistical approaches more significantly as
compared to the non-statistical approaches. We have used, in
this experiment, three L values such as LTRAIN = {3, 5, 6}
when generating the training data so that robust performance
can be obtained. Hence, the total length of the training dataset
three times greater than the one given in Section V-C. It can
be seen from Fig. 9 that SDHB has robust performance against
different number of clusters even when L > NRF.
We further investigate the computation time of the algo-
rithms illustrated in Table I for different number of BS anten-
nas while the other parameters are fixed. We first compare the
computation time of statistical and non-statistical fully-digital
beamforming. We can see that statistical approach takes longer
due to eigendecomposition of the CCM. Among all, the MO
algorithm requires the longest time due to the involvement of
the optimization stage. For fair comparison, we can compare
the computation time of CovNet and BFNet combined, with
the other algorithms such as MO, DLHB, PE-HB and SHB
which do not involve channel estimation state. We can see that
the proposed DL framework is the fastest algorithm among the
all. Combining the complexity of all proposed deep networks
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TABLE I
COMPUTATION TIME FOR DIFFERENT ALGORITHMS (IN SECONDS)
NT Fully-Digital Fully-Digital, Stat. MO [12] DLBH [25] CovNet ChannelNet BFNet SF-CNN [21] PE-HB [11] SHB [19]
4 0.0054 0.0501 0.6621 0.0110 0.0143 0.0054 0.0064 0.0054 0.0312 0.0218
8 0.0057 0.0535 0.7247 0.0117 0.0145 0.0061 0.0073 0.0072 0.0358 0.0292
16 0.0060 0.0565 1.6754 0.0119 0.0166 0.0073 0.0087 0.0081 0.0426 0.0424
32 0.0064 0.0574 1.6108 0.0136 0.0184 0.0091 0.0101 0.0094 0.0535 0.0475
64 0.0079 0.0589 2.5603 0.0147 0.0211 0.0108 0.0108 0.0103 0.0637 0.0481
128 0.0083 0.0612 4.4153 0.0165 0.0232 0.0118 0.0124 0.0123 0.0763 0.0590
CovNet, ChannelNet and BFNet, we obtain approximately
the same complexity with comparison to SHB which assumes
perfect CSI. In contrast, compared to the MO algorithm,
the proposed DL approach is at least 10 times faster (when
NT = 4, and 80 times faster if NT = 128), which shows the
potential of the proposed DL approach.
VII. SUMMARY
We introduced a DL framework for hybrid beamforming
and channel estimation for mm-Wave massive MIMO sys-
tems without instantaneous CSI feedback. We designed three
CNNs, one of which, CovNet is used at the BS to design
the precoders by using the channel covariance matrix. Two
CNNs, ChannelNet and BFNet are placed at the receiver for
channel estimation and combiner design. We have evaluated
the performance of our DL approach via several experiments
and we have shown that the proposed method has superior
performance as compared to the conventional techniques.
We examine the performance against the angular mismatch
between the training and test data where we have demonstrated
that the proposed SDHB approach can work properly up to 4
degrees angular mismatch and do not need to be retrained.
In another challenging experiment where we present the per-
formance against the number of clusters, we have shown that
the proposed approach has robust performance even when the
number of clusters differs in the training and the test data.
In particular, SDHB has satisfactory performance for up to 7
clusters, even when the network is trained with less number
of clusters. In these experiments, we have examined the
performance of SDHB against the changes in the environment
whose data can differ from the training. In addition, we have
compared the computational complexity of the proposed DL
framework with conventional techniques. We have observed
that the proposed method is faster than the other approaches.
In particular, SDHB is at least 10 times faster than the
optimization based approaches such as manifold optimization.
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