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Artificial spin ice systems have heralded a new paradigm in which frustrated systems are delib-
erately manufactured via fine tuning of geometry and topology to design and characterize exotic,
emergent phenomena at the constituent level with unprecedented control. Here we report the first
realization of artificial spin ice in a lattice of coupled superconducting flux qubits. Unlike previous,
classical realizations of artificial spin ice, our system is disordered by both thermal and quantum
fluctuations, while its ground state is still classically described by the ice rule and the desired low-
energy correlations of a Coulomb phase balanced at a fragile degeneracy point. Exploiting the
reconfigurability of our new realization, we demonstrate for the first time Gauss’ law for emergent
effective monopoles in two dimensions, as well as purely entropic monopole-monopole screening and
interaction. We explore its quasi-classical kinetics, driven primarily by quantum rather than ther-
mal fluctuations, and reveal the role of monopole excitations as catalysts for rapid mixing. These
experiments lay the groundwork for potential future study of reconfigurable, artificial quantum spin
liquids.
Artificial spin ices are systems of interacting, frustrated
binary variables whose collective behavior emerges from
local constraints based on the two-in-two-out “ice rule”
structure seen in water ice (Fig. 1-A). They were ini-
tially introduced [1, 2] as analogues of the frustrated
rare earth pyrochlores [3, 4], whose geometry of corner-
sharing tetrahedra provides a natural and beautiful ex-
ample of the ice rule. Artificial spin ices can be designed
in a variety of geometries to generate, via frustration and
disorder, exotic emergent phenomena not found in natu-
ral systems [5].
In particular, their low-energy collective states can be
described in terms of emergent magnetic monopole quasi-
particles [6–9], interest in which is driven in part by po-
tential applications in nanoelectronics [10] and by anal-
ogy to elusive elementary monopoles. The most common
artificial spin ice realizations have been based on litho-
graphically patterned nanomagnets [11, 12]. There, due
to shape anisotropy, the magnetization of ferroic nanois-
lands has two preferred directions and therefore maps
naturally to a classical Ising spin. The more general set
of ideas has been exported to various platforms, including
colloids and superconducting vortices confined to bistable
traps, and to even liquid crystals [13], and exotic mechan-
ics of soft modes [14].
Here we implement for the first time spin ice physics in
superconducting qubits—macroscopic quantum objects
[15]—in a quantum annealing (QA) system. We drive the
spin ice between low-energy quasi-classical states via pri-
marily quantum rather than thermal fluctuations, thus
opening the door to future studies of quantum features
in these systems [16, 17]. This “quantum artificial spin
ice” has other benefits: First, where other approaches
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require fixed prefabrication, this artificial ice realization
has energetic coupling terms that can be fine-tuned at
will, allowing agile studies of rich phenomenology. Sec-
ond, we can exert local fields on our effective spins. We
exploit this capability to demonstrate Gauss’ law in two
dimensions. By fixing the total flux of magnetization into
the system, we forcefully inject topological charges and
demonstrate confinement of magnetic monopole quasi-
particles which, unlike in dipolar implementations, inter-
act purely entropically.
The QA system used herein comprises a set of super-
conducting rf-SQUID flux qubits that interact via 2-body
couplers [18] (see Supplementary Materials), physically
realizing the transverse-field Ising model generically de-
scribed by the Hamiltonian
H = J
(∑
〈ij〉
Jij σˆ
z
i σˆ
z
j +
∑
i
hiσˆ
z
i
)
− Γ
∑
i
σˆxi , (1)
where σˆi are Pauli matrices describing the qubit degrees
of freedom while the tensor Jij describes the action of
the couplers and hi a per-qubit longitudinal field. The
terms Jij and hi can be programmed at will; local fields
hi are always set to zero except when specified.
Unlike in the Hamiltonians proposed to describe quan-
tum spin ice in pyrochlores [19], we have no quantum
entanglement in the 2-body coupling terms. Thus, in ab-
sence of the transverse field Γ, the ground state of H is
a set of Fock states that can be mapped into purely clas-
sical ones, namely the eigenvectors of the Pauli matrices
σˆzi . However, switching on the transverse field entangles
the binary quantum variables, subjecting them to quan-
tum fluctuations. At finite temperature, the QA system
relaxes toward thermal equilibrium of H. Rapidly de-
creasing Γ and increasing J projects this thermal distri-
bution to the σz basis. This approach has recently been
used to simulate a variety of quantum Ising systems at
finite temperature [20–22], and has provided the most
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FIG. 1: Realizing square ice in a quantum annealer.
A: Each square ice vertex involves four dipoles that point in
or out; six of sixteen configurations satisfy the two-in-two-out
ice rule. The remaining vertices have charge ±2 (Type-III)
or ±4 (Type-IV), and host monopoles. Two coupling ener-
gies J‖ and J⊥ determine energetic preference between Type-I
and Type-II vertices in the artificial spin ice. B: Schematic
of a square spin ice with dipoles colored according to their
Ising representation (red=1, blue=−1), with a monopole of
net charge of +2 (yellow sphere). C: Ising spin representation
of A. Ice vertices (squares with dotted diagonals) form corner-
sharing checkerboard plaquettes of four Ising spins (circles)
each. D: Schematic of a qubit realization of an ice vertex,
drawn over a photograph of part of the quantum annealing
system. Each Ising spin is realized using four qubits (line
segments of a given color) connected with ferromagnetic cou-
plers with energy JFM (circles of same color). Each J‖ and J⊥
coupler is realized using two physical couplers, represented by
black and white circles where the qubits cross.
direct observation of many-body quantum annealing dy-
namics to date [23].
Fig. 1-B depicts the square spin ice model as a set of
classical binary dipoles along the edges of a square lat-
tice. The spins impinging on vertices realize sixteen dif-
ferent vertex configurations which are grouped by topol-
ogy into two Type-I, four Type-II, eight Type-III, and
two Type-IV (Fig. 1-A). The first two types obey the
so-called “ice rule” (two spins point in, two point out)
which in spin ice materials are energetically favored. The
other two violate the ice rule, as signalled by their topo-
logical charge (defined as the difference between spins
pointing in and out) of ±2 and ±4 respectively. They
represent monopole excitations. Vertex energies are as-
signed via the antiferromagnetic couplings J||, J⊥ among
spins impinging on the vertex collinearly and perpendicu-
larly respectively, and are: I = −4J⊥+2J||, II = −2J||,
III = 0, I = 4J⊥ + 2J||. The resulting system is geo-
metrically frustrated.
Depending on the choice of J⊥ and J||, three cases are
possible.
When J⊥ = J|| = J , the six ice-rule-obeying ver-
tices (Type-I and Type-II) have the lowest energy and
the ground state is a degenerate manifold with residual
entropy described by a six-vertex model [24]. Its elemen-
tary excitations are monopoles (Type-III) [6, 8, 9]. The
crossover temperature into the ice state is Tice ' J , or
half the energy of a monopole.
When J⊥ > J|| the Type-I vertices have the lowest
energy and their tiling forms a long-range ordered, clas-
sical ground state typical of the early artificial spin ice
realizations [1, 25].
When J⊥ < J|| the Type-II vertices have the lowest
energy and their tiling forms a disordered ground state
of sub-extensive entropy [8].
To realize square ice in the QA system we first map
dipole vectors to binary Ising spins. We consider the
usual A/B alternating labeling of vertices in the bipar-
tite square lattice, calling a spin S = 1 (red in Fig. 1-B) if
it points toward an A vertex, or S = −1 (blue in Fig. 1-B)
if it points toward a B vertex. This realizes an antiferro-
magnetic Ising model on a checkerboard lattice (Fig. 1-C)
whose quantum extension is captured by the Hamiltonian
in Eq. (1) [16]. Then, proper choice of couplers allows
us to embed this model in the Chimera graph [18] by
ferromagnetically coupling sets of four qubits into four-
qubit chains (Fig. 1-D) that are coupled to one another
in a checkerboard geometry. We calibrate the system to
degeneracy (see Supplemental Materials), and use this
point to define the nominal ratio J||/J⊥ = 1. The overall
energy scale J = J|| = J⊥ is taken as the average total
coupling between coupled four-qubit chains. JMAX indi-
cates the maximum achievable value of this Ising energy
scale.
To probe equilibrium properties of the artificial ice sys-
tem we strobe the transverse field in a repeated relaxation
protocol [23], starting from a randomly generated classi-
cal spin state. We simultaneously turn on both quantum
(Γ ≈ JMAX/3) and thermal (T = 10 mK ≈ JMAX/12)
fluctuations for a pause time of 512µs, then turn them
off rapidly and read out a projected classical spin state.
A single programming of the chip repeats this on/off cy-
cle of fluctuations 128 times, reading out a classical spin
state each time. We perform experiments with J on an
interval from JMAX/32 to JMAX; see the Supplementary
Materials for more details.
Fig. 2 shows the results of this measurement for the ice
system at different energy scales J for the three cases: de-
generate, Type-I ground state, and Type-II ground state.
A larger coupling J leads to ensembles closer to the pre-
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FIG. 2: Experimental results: fine-tuning the ice ensemble. From top row to bottom: the degenerate case J⊥ = J‖,
then J⊥ = 1.02J‖, and J⊥ = 0.98J‖. First column: frequencies of the different vertex types (Fig. 1-A) versus the energy scale
J/JMAX. Second to Fourth: structure factor S(q) (arbitrary units) for varying coupling energy scale in the three cases. Fifth
column: cross sections of S(q) at the pinch points. The degenerate case shows the pinch point singularity associated with the
Coulomb phase. The full width at half max (inset) is the reciprocal correlation length, decaying as coupling energy increases
(temperature is constant) and saturating in the strong coupling limit due to finite system size. Tuning away from degeneracy
results in the expected Bragg peaks (middle row) and collinear correlations (bottom row).
dicted ground state, with decreasing density of monopole
excitations. At the degeneracy point J|| = J⊥ the rela-
tive occurrences of Type-I and Type-II very closely match
those expected in the monopole-free six-vertex model.
From the above, the coupling at the crossover to the ice
manifold can be estimated to be Jice ' JMAX/12 and
thus the data points J/JMAX = 1/16, 1/8 sit near the
crossover, where monopoles become sparse. Thus even
our weakest coupling (J/JMAX = 1/32) does not yield a
random configuration.
Minimal (2%) tuning of J⊥/J|| away from degener-
acy leads to the relative promotion of Type-I or Type-
II vertices, with an effect that increases with J . The
strong sensitivity to degeneracy lifting is also appar-
ent in the static spin structure factor S(q), shown for
weak, intermediate and strong coupling. For weak cou-
pling, bias toward Type-I or Type-II is barely perceptible.
For strong coupling we see at degeneracy the familiar,
transverse structure—including the typical pinch-point
singularities—associated with the Coulomb phase in an
algebraic spin liquid [26]. As the system is tilted toward
Type-I vertices, the structure factor becomes dominated
by the Bragg peaks of the long-range Ne´el ordering. Like-
wise tilting the system away from Type-I vertices shows
a line-state of Type-II vertices with long-range collinear
spin-spin correlation. The transverse nature of the struc-
ture factor and its pinch points are present in all cases,
a consequence of magnetic fragmentation [27].
Note the absence of any Bragg peaks in the purely
degenerate case: In nanomagnetic degenerate square
ices [8, 28–30] Bragg peaks are always present because
the long-range dipolar interaction favors closing magnetic
fluxes. In our qubit ice, however, the interaction is gen-
uinely only at the vertex level, thus ensuring complete
degeneracy for J|| = J⊥. In the following we will concen-
trate on this degenerate case.
Unlike in nano-magnetic realizations, in qubit ice lon-
gitudinal fields can be chosen locally to act on individ-
ual qubits. This feature can be used to pin a subset of
spins and demonstrate confinement of a single, itinerant
monopole, by Gauss’ law, as well as entropic interactions
between monopoles.
We first pin the boundary spins into a fixed antifer-
romagnetic boundary condition, which ensures zero flux
while allowing a disordered ground state. By Gauss’ law,
the net flux of magnetization into the system is equal to
the charge inside the system. Therefore when we anneal
the degenerate system under these boundary conditions
we find zero monopoles in the ground state. But if we flip
one fixed boundary spin, we force a net flux = 2 into the
system. Upon annealing, we then observe a net charge
in the bulk, in the form of a free monopole (Fig. 3) of
charge 2. This is, to our knowledge, the first demon-
stration of the Gauss’ law in a spin ice system, where
an isolated monopole charge is confined in absence of
an anti-charge, by forcing a net flux on the boundaries.
Note that we must also pin the interior boundary spins
produced by any vacancies caused by inoperable qubits.
4After 70× 1 µs exposures After 71× 1 µs exposures
monopole pair
annihilation
confined
monopole
After 72× 1 µs exposures After 77× 1 µs exposures
flipped boundary spin
FIG. 3: Gauss’ law and monopole kinetics. Successive
QA samples with confined monopoles (positive ones denoted
by yellow sphere, negative by green cube). Boundary spins
(including defect boundaries) can be clamped using per-qubit
longitudinal fields. Forcing antiferromagnetic alignment of
boundary spins gives no net flux of magnetization in the sys-
tem; flipping a single boundary spin (shown) gives a net flux
of 2, and thus confines a monopole in the ground state. The
difference between two successive QA samples (faded arrows
are unchanged from the previous spin state) shows the net
motion of a confined monopole. In this example we also see
annihilation of two monopoles and small regions of local re-
configuration. Missing spins denote vacancies as described in
text.
Furthermore we can observe the random walk of these
monopoles. While thermal fluctuations have been used
to drive spin dynamics in superparamagnetic nanois-
lands [31–33], here the spin dynamics is driven by both
quantum and thermal fluctuations (see Supplemental
Materials). Modifying the previous protocol (with J‖ =
J⊥ = JMAX), we strobe fluctuations for exposures of 1 µs,
the minimum interval permitted by the control circuitry.
For large Γ or long exposure, one might expect that
the quantum fluctuations would erase the system mem-
ory. Remarkably, however, for a carefully chosen value of
Γ, the system can maintain memory of its previous clas-
sical state. Exposing the system with Γ/JMAX = 0.34 for
1 µs allows observation of a qubit kinetics activated pri-
marily by quantum fluctuations, as one would observe a
classical kinetics: monopole motion, monopole pair cre-
ation/annihilation, and collective flipping of closed loops
of spins.
Fig. 3 shows these phenomena in a sequence of sam-
ples from a QA experiment, after 70, 71, 72, and 77 ex-
posures to fluctuations lasting 1 µs each. After 70 expo-
sures there are three monopoles for an overall net charge
+2 that cancels the −2 charge of the boundary. At
t = 71 µs two monopoles of opposite charge have mu-
tually annihilated. In the figure we highlight the differ-
ence between successive QA states. These are sugges-
tive of a random walk of a single monopole, although
we cannot rule out intermediate creation and annihila-
tion of additional monopole pairs. Prima facie, two ap-
pear to have been annihilated through the reversal of
a Dirac string connecting them, although we only ob-
serve the net effect of what may have been a longer, self-
intersecting string of monopole motion. By parity, one
monopole remains, and continues to traverse the lattice
randomly (see animations in the Supplemental Materi-
als). At t = 72µs the confined monopole has moved
again and by t = 77µs it has traversed much of the avail-
able space. These timescales are in sharp contrast to the
multi-second relaxation observations in nanoisland and
colloidal implementations [9, 32, 34].
Unlike in fully dipolar spin ice [6], monopoles can-
not interact directly in qubit ice, because no appreciable
long-range dipolar interactions exist between the qubits.
Crucially, however, monopoles can still be thought of as
emergent quasiparticles in an underlying spin structure,
and are therefore correlated by the divergence-free vac-
uum. It can be shown [35] that their correlation can be
represented as a pairwise entropic interaction by which
oppositely charged particles are attracted. In three di-
mensional spin ices, this entropic interaction corresponds
to the 3D-Coulomb law at sufficiently long distance, or
∼ q1q2T/x [36], and should lead to a Yukawa law screen-
ing [35]. In two dimensions, the entropic interaction cor-
responds to the 2D-Coulomb law, which is logarithmic
∼ q1q2T ln(x). This leads to a screening charge density
〈q(x)〉 ∝ K0(x/ξ) where K0 is the modified Bessel func-
tion, and ξ is the correlation length [35].
We can probe the entropic interaction between
monopoles by pinning a monopole at the center of our
geometry. We place a field of magnitude 2J on each spin
in the vertex, and force four of its Type-III configurations
to be the degenerate ground states of that vertex.
Fig. 4 demonstrates the result of this pinning and com-
pares it to the boundary conditions we have described
above. With open boundaries or with no net flux (Fig. 4-
A–B), monopoles are rarely observed because they do not
exist in the system’s ground state. With a net flux of 2 (as
in Fig. 3), by Gauss’ law a monopole is again forced into
the system’s ground state. Simulating the system repeat-
edly with random assignment of the flipped boundary
spin, we find that the probability of finding a monopole
is fairly flat across the lattice (Fig. 4-C): when flux inside
the system is fixed, the forced monopole is delocalized in
the bulk.
When instead a monopole is pinned at the center and
boundaries enclose zero flux (Fig. 4-D), we observe a sec-
ond, free monopole in the bulk at low temperature, to
cancel the net charge of the pinned monopole. We see
that at high coupling, the probability of finding a free
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FIG. 4: Monopole frequency and interaction. In the top row we study four boundary conditions. A: Open boundary
conditions, where no field h is used; B: Zero boundary flux, where boundary spins are forced to align with a Type-I background;
C: Nonzero net flux, where a random boundary spin is flipped from the Type-I background; D: Zero net flux with a central
pinned monopole, where a central vertex is forced into a Type-III configuration. Structural vacancies in the lattice are shown
as missing data; in D the pinned monopole is represented by a white bar. E–G: Monopole-monopole interaction for varying
coupling strength. Using state C as a background density for a confined monopole, we take the difference between D and C,
normalized by the average frequency in C. H: Entropic screening of charge shows good agreement with a Bessel decay form for
weak coupling. For strong coupling, correlation length is large compared to finite system size, leading to a poor fit. Data and
error bars indicate the mean, maximum, and minimum values for a given Euclidean distance.
monopole is maximal close to the pinned one. We also
observe evidence of an alternating decay pattern that de-
pends on the parity of the grid distance (`1 norm) be-
tween two vertices [35]. This phenomenon is more visible
in absence of site vacancies (see Supplementary Materi-
als, Fig. 9).
At lower coupling, more monopoles are available to
screen the pinned charge, and the relative influence on
monopole population is smaller (Fig. 4E–G). In Fig. 4-H
we plot the screening of charge; for weak coupling, screen-
ing is indeed highly localized and in good agreement with
the theoretically expected K0(x/ξ) Bessel decay form.
For strong coupling the correlation length is comparable
to system size (see also the plot of the FWHM in Fig 2,
inset) and the screening becomes flatter.
Finally, in a square spin ice, the only kinetics that
does not require an activation energy proceeds either
via monopole motion or the much less likely flip of en-
tire loops of spins. Not surprisingly we find that forc-
ing monopoles into the sample, either via Gauss’ law or
pinned monopoles, leads to faster equilibration (see Sup-
plemental Materials) as the extra charge acts as a mobile
catalyst for mixing.
We have experimentally demonstrated the first real-
ization of artificial spin ice in qubits, in which a classical
ground state manifold is explored via quantum fluctua-
tions and exhibits the states and correlations of a classi-
cal algebraic spin liquid [26]. We have shown fine control
over an unstable degeneracy point, providing a repro-
ducible physical system in which monopole quasiparticles
can be created and confined at will. This has enabled
the first demonstration of both Gauss’ law and purely
entropic monopole screening in spin ice [35]. The recon-
figurability of the system can be generalized to a variety
of lattice geometries [37], including 3D pyrochlore lat-
tices [38] in near-term QA systems. Moreover, these ex-
periments are necessary steps on the way to the further
goal of engineering a quantum spin liquid based on artifi-
cial ice [16, 17, 19, 39]. Future quantum annealers will al-
low logical spins with greater low-temperature tunneling,
expanding the study of collective quantum phenomena in
frustrated systems.
[1] R. F. Wang, C. Nisoli, R. S. Freitas, J. Li, W. McConville,
B. J. Cooley, M. S. Lund, N. Samarth, C. Leighton, V. H.
Crespi, et al., Nature 439, 303 (2006).
[2] M. Tanaka, E. Saitoh, H. Miyajima, T. Yamaoka, and
Y. Iye, Physical Review B 73, 052411 (2006).
[3] A. P. Ramirez, A. Hayashi, R. J. Cava, R. Siddharthan,
6and B. S. Shastry, Nature 399, 333 (1999).
[4] S. T. Bramwell and M. J. Gingras, Science 294, 1495
(2001).
[5] C. Nisoli, V. Kapaklis, and P. Schiffer, Nature Physics
13, 200 (2017).
[6] C. Castelnovo, R. Moessner, and S. L. Sondhi, Nature
451, 42 (2008).
[7] I. Ryzhkin, Journal of Experimental and Theoretical
Physics 101, 481 (2005).
[8] Y. Perrin, B. Canals, and N. Rougemaille, Nature 540,
410 (2016).
[9] A. Farhan, M. Saccone, C. F. Petersen, S. Dhuey, R. V.
Chopdekar, Y.-L. Huang, N. Kent, Z. Chen, M. J. Alava,
T. Lippert, et al., Science Advances 5, eaav6380 (2019).
[10] S. T. Bramwell, S. R. Giblin, S. Calder, R. Aldus,
D. Prabhakaran, and T. Fennell, Nature 461, 956 (2009).
[11] C. Nisoli, R. Moessner, and P. Schiffer, Reviews of Mod-
ern Physics 85, 1473 (2013).
[12] S. H. Skjærvø, C. H. Marrows, R. L. Stamps, and L. J.
Heyderman, Nature Reviews Physics pp. 1–16 (2019).
[13] A. Ortiz-Ambriz, C. Nisoli, C. Reichhardt, C. J. Reich-
hardt, and P. Tierno, Reviews of Modern Physics 91,
041003 (2019).
[14] A. S. Meeussen, E. C. Og˘uz, Y. Shokef, and M. van
Hecke, Nature Physics pp. 1–5 (2020).
[15] R. Harris, J. Johansson, A. J. Berkley, M. W. Johnson,
T. Lanting, S. Han, P. Bunyk, E. Ladizinsky, T. Oh,
I. Perminov, et al., Physical Review B 81, 1 (2010).
[16] L.-P. Henry and T. Roscilde, Physical Review Letters
113, 1 (2014), 1307.7032.
[17] C. Chamon, D. Green, and Z.-C. Yang (2019),
arXiv:1908.04791.
[18] P. I. Bunyk, E. M. Hoskinson, M. W. Johnson, E. Tolka-
cheva, F. Altomare, A. J. Berkley, R. Harris, J. P. Hilton,
T. Lanting, A. J. Przybysz, et al., IEEE Transactions on
Applied Superconductivity 24, 1 (2014).
[19] M. J. Gingras and P. A. McClarty, Reports on Progress
in Physics 77 (2014), ISSN 00344885.
[20] R. Harris, Y. Sato, A. J. Berkley, M. Reis, F. Altomare,
M. H. Amin, K. Boothby, P. I. Bunyk, C. Deng, C. En-
derud, et al., Science 165, 162 (2018).
[21] A. D. King, J. Carrasquilla, J. Raymond, I. Ozfidan,
E. Andriyash, A. J. Berkley, M. Reis, T. Lanting, R. Har-
ris, F. Altomare, et al., Nature 560, 456 (2018).
[22] P. Weinberg, M. Tylutki, J. M. Ro¨nkko¨, J. Westerholm,
J. A. A˚stro¨m, P. Manninen, P. To¨rma¨, and A. W. Sand-
vik, Physical Review Letters 124, 090502 (2020).
[23] A. D. King, J. Raymond, T. Lanting, S. V.
Isakov, M. Mohseni, G. Poulin-Lamarre, S. Ejtemaee,
W. Bernoudy, I. Ozfidan, A. Y. Smirnov, et al. (2019),
arXiv:1911.03446.
[24] E. H. Lieb, Physical Review 162, 162 (1967).
[25] J. P. Morgan, A. Stein, S. Langridge, and C. H. Marrows,
Nature Physics 7, 75 (2011).
[26] C. L. Henley, Annu. Rev. Condens. Matter Phys. 1, 179
(2010).
[27] M. Brooks-Bartlett, S. T. Banks, L. D. Jaubert,
A. Harman-Clarke, and P. C. Holdsworth, Physical Re-
view X 4, 011007 (2014).
[28] G. Mo¨ller and R. Moessner, Physical Review Letters 96,
237202 (2006).
[29] E. O¨stman, H. Stopfel, I.-A. Chioar, U. B. Arnalds,
A. Stein, V. Kapaklis, and B. Hjo¨rvarsson, Nature
Physics 14, 375 (2018).
[30] V. Schanilec, Y. Perrin, S. L. Denmat, B. Canals, and
N. Rougemaille (2019), arXiv:1902.00452.
[31] J. M. Porro, A. Bedoya-Pinto, A. Berger, and P. Vavas-
sori, New Journal of Physics 15 (2013).
[32] A. Farhan, P. M. Derlet, A. Kleibert, A. Balan, R. V.
Chopdekar, M. Wyss, J. Perron, A. Scholl, F. Nolt-
ing, and L. J. Heyderman, Physical Review Letters 111,
057204 (2013).
[33] V. Kapaklis, U. B. Arnalds, A. Farhan, R. V.
Chopdekar, A. Balan, A. Scholl, L. J. Heyderman, and
B. Hjo¨rvarsson, Nature Nanotechnology 9, 514 (2014).
[34] A. Ortiz-Ambriz and P. Tierno, Nature Communications
7 (2016).
[35] C. Nisoli, arXiv:2004.03735 (2020).
[36] C. Castelnovo, R. Moessner, and S. Sondhi, Physical Re-
view B 84, 144435 (2011).
[37] M. J. Morrison, T. R. Nelson, and C. Nisoli, New Journal
of Physics 15, 045009 (2013).
[38] G.-W. Chern, C. Reichhardt, and C. Nisoli, Applied
Physics Letters 104, 013101 (2014).
[39] M. Stern, C. Castelnovo, R. Moessner, V. Oganesyan,
and S. Gopalakrishnan, arXiv:1911.05742 (2019).
[40] M. W. Johnson, M. H. Amin, S. Gildert, T. Lanting,
F. Hamze, N. G. Dickson, R. Harris, A. J. Berkley, J. Jo-
hansson, P. I. Bunyk, et al., Nature 473, 194 (2011).
[41] P. Kairys, A. D. King, I. Ozfidan, K. Boothby,
J. Raymond, A. Banerjee, and T. S. Humble (2020),
arXiv:2003.01019.
Acknowledgments
We acknowledge the contributions of the processor de-
velopment and fabrication teams at D-Wave Systems,
without whom this work would not be possible. The
work of ALB, EDD and CN was carried out under the
auspices of the U.S. DoE through the Los Alamos Na-
tional Laboratory, operated by Triad National Security,
LLC (Contract No. 892333218NCA000001). We thank
ISTI at Los Alamos National Laboratory for financial
support; work was also supported by the Institute for
Materials Science (IMS) at Los Alamos under the pro-
gram of “IMS Rapid Response”. AK wishes to thank
Arnab Banerjee (Purdue) and CN wishes to thank Peter
Schiffer (Yale) for in-depth discussions.
Author Contributions
ALB and EDD conceived the project. CN, ADK, ALB,
and EDD contributed to experimental design. EDD re-
alized the embedding. ADK performed the QA experi-
ments and data analysis. GPL calibrated the QA proces-
sor and performed supporting measurements. CN per-
formed theoretical analysis and drafted the manuscript
with ADK. All authors contributed to the final version
of the manuscript.
7Supplementary Materials
A. Materials and Methods
1. QA methods.
The QA system used in this study was a D-Wave
2000Q system that uses radio-frequency superconduct-
ing quantum interference device (rf-SQUID) flux qubits
to realize controllable spin-1/2 particles in a transverse-
field Ising model [15, 18, 40]. In this particular system,
2041 of the 2048 fabricated qubits and 5974 of 6016 cou-
plers were operational. The qubit connectivity lattice is
a “Chimera” graph consisting of a 16× 16 grid of eight-
qubit unit cells [18].
To implement the checkerboard Ising lattice used for
our artificial square ice, we use strong FM couplings to
bind together four-qubit chains; each chain then repre-
sents a single logical spin of the checkerboard lattice as
depicted in Fig. 1 (see Fig. 5 for a depiction in which
qubits are represented by points and couplers are rep-
resented by lines). The available programmable range
for each coupler is [−2, 1] (in units of Ising energy scale
J (s), as discussed later). Negative values indicate FM
coupling, and in a four-qubit chain we program all three
couplers to −2J . The J⊥ and J‖ couplers within an
ice vertex are implemented using AFM couplers in a
Chimera unit cell; each J⊥ and J‖ coupler is implemented
using two couplers in the QA system (Fig. 6A). The dif-
ference in these two coupling geometries leads to a slight
lifting of degeneracy between Type-I and Type-II con-
figurations (cf. [20]). We compensate for the lifting of
degeneracy by tuning the AFM couplers individually by
between one and four percent, in the process of calibrat-
ing the degeneracy point.
At J = JMAX = 1.92J we set each of these AFM
couplers to be 0.96 before the calibration refinement, to
leave space within the [−2, 1] coupling range for fine tun-
ing. This allows a total AFM coupling between two four-
qubit chains of JMAX = 1.92J .
With this energy scale in mind, AFM couplers are pro-
grammed with an exchange strength depending on (1)
the desired overall coupling strength J/JMAX, (2) bias
between J‖ and J⊥, and (3) fine-tuning of the calibra-
tion as detailed below.
Since the four-qubit chains impinging on an ice vertex
extend by one unit cell in each direction from the unit
cell containing the in-vertex coupling terms (Fig. 1), the
16 × 16 grid of unit cells gives us a 14 × 14 grid of ice
vertices. In the presence of a defective qubit or coupler,
we modify the problem by first removing a set of four-
qubit chains so that no remaining chain contains or is
incident to a defective device, and second by removing
(by setting to zero) all remaining AFM coupling terms
within each ice vertex that has fewer than four of its
chains remaining. The resulting lattice is shown in Fig. 3.
The QA system has a small amount of unwanted dis-
order in the effective coupling terms; we minimize its
impact by averaging over multiple realizations and by
compensating for the disorder via calibration refinement.
Each experiment uses 20 randomly generated embed-
dings of the simulated Ising model (with the same set
of vacancies; see Fig. 5). Thus we run experiments us-
ing different sets of qubits and couplers to implement
the same system, and present average statistics. Within
each embedding, we refine the calibration of the qubits
and couplers via iterative fine-tuning. This type of refine-
ment has emerged as an important ingredient in quantum
annealing of degenerate systems [21, 23, 41]. In this work
we tune the AFM couplers such that the spin-spin cor-
relations across J‖ couplers are homogeneous, and the
spin-spin correlations across J⊥ couplers are homoge-
neous. We also tune each qubit toward its degeneracy
point with zero average magnetization using flux-bias off-
sets. When multiple boundary conditions are presented,
we perform the refinement on the open boundary con-
dition, and use the refinement for all boundary condi-
tions. The experiments for the boundary conditions are
performed iteratively, wherein each iteration includes an
annealing experiment for each boundary condition.
2. Reverse anneal chains.
Here we describe the annealing protocol by which our
spin ice system is relaxed. Each experiment described
in this work consists of many repeated calls to the QA
system.
The QA realizes the TFIM Hamiltonian (1) in a pa-
rameterized form using an annealing parameter 0 ≤ s ≤
1:
H = J (s)
(∑
〈ij〉
Jij σˆ
z
i σˆ
z
j +
∑
i
hiσˆ
z
i
)
− Γ(s)
∑
i
σˆxi . (2)
For each call, the QA system is programmed with the
terms Jij and hi, initialized in a random classical spin
state, then evolved by modulation of s. A chain of 128
classical output states is generated; between one output
state and the next, quantum and thermal fluctuations
are turned on (by reducing s from 1 to a value s∗ that
gives the desired parameters J (s∗) and Γ(s∗)), held for a
pause duration tp, then turned off (by increasing s from
s∗ to 1). For Fig. 2 and Fig. 4, tp = 512 µs. For Fig. 3,
tp = 1 µs. The rate of change of s is denoted ds/dt = tq,
which throughout this work is 1 µs−1, the fastest allowed
by the system.
This cycle of turning quantum and thermal fluctua-
tions on and off is shown in Fig. 7. Between each reverse
anneal is a readout taking 0.2 ms and a pause of 0.5 ms.
Note that quantum fluctuations are induced by the trans-
verse field Γ, whereas thermal fluctuations arise from the
system coupling to the environment; experiments are run
at a fixed temperature of T = 10 mK. Thus the strengths
of the quantum and thermal fluctuations relative to the
Ising energy scale are given by Γ/J and T/J respectively.
8We repeat the 128-step QA chain many times for each
experiment, reporting average statistics. The main re-
sults (Figs. 2 and 4) reflect 200 repetitions using 20 lat-
tice embeddings; the first 16 steps of each 128-step chain
are discarded as burn-in. This gives a total of 448, 000
samples for each choice of parameters.
3. Estimation of effective Ising parameters.
Since the rf-SQUID flux qubits have multiple energy
levels and provide an imperfect approximation to spins
in a transverse field Ising model, we follow methods set
out in Ref. [23] to estimate the effective coupling and tun-
neling terms in the transverse-field Ising model (TFIM)
Hamiltonians investigated. There are three relevant sys-
tems:
1. The QA system is made up of rf-SQUID flux qubits
arranged in a Chimera topology (Fig. 5), in which
four-qubit chains are bound together using strong
FM couplings.
2. The qubits provide an approximate physical re-
alization of a TFIM Hamiltonian in the same
Chimera topology, in which each degree of freedom
is an ideal two-level spin-1/2 particle.
3. Finally, the Chimera TFIM is used to approxi-
mately realize the Ising square ice system on the
checkerboard lattice (Fig. 1-C), using each four-
qubit FM chain of Chimera spins to represent a
single logical ice spin.
Here we describe the extraction of effective TFIM param-
eters from the physical qubit parameters.
We follow the methods of Ref. [23] (SM Section 3)
across a range of annealing parameters s—experiments
described in the main body of this work were performed
with s = 0.38. In the Chimera system, J⊥ and J‖ are
realized with different geometry (Fig. 6-A), similar to the
situation in [20] (SM Fig. S10). Tuning of the J⊥ = J‖
degeneracy point indicates that the effective difference is
small (around 3%) so for the extraction of TFIM Hamil-
tonian parameters we average out the two geometries.
The AFM and FM couplings in the gadget have
strength 0.06JMAFM and −2JMAFM respectively, where
JMAFM is the maximum AFM coupling between two flux
qubits. These values are chosen so that only chain-intact
states (in which the strong FM couplers are respected),
which are the most important to the experiment, dom-
inate the low-energy spectrum. We diagonalize the rf-
SQUID flux qubit Hamiltonian of the 12-qubit gadget
shown in Fig. 6-B) according to the independently mea-
sured qubit parameters (Fig. 6-D black lines). Our aim is
to determine TFIM energy scales J12(s) and Γ12(s) such
that the qubit Hamiltonian and TFIM Hamiltonian
H12(s) = J12(s)
(∑
i,j
Jijσ
z
i σ
z
j +
∑
i
hiσˆ
z
i
)
−Γ12(s)
∑
i
σxi
(3)
have similar eigenspectra. Specifically we search for val-
ues for which the first seven eigengaps are almost iden-
tical (purple circles). Using a best fit we extract J12(s)
and Γ12(s) (Fig. 6-E); we also show the total inter-chain
coupling JMAX(s) = 1.92J12(s) that reflects the maxi-
mum energy scale in our experiments.
We perform the same mapping to the three-spin TFIM
Hamiltonian (Fig. 6-C)
H3(s) = J3(s)
∑
i,j
Jijσ
z
i σ
z
j + Γ3(s)
∑
i
σxi , (4)
where each pair of spins is coupled with strength
0.48JMAFM. Again the eigengaps are shown to provide
a good match in Fig. 6-D, and the extracted parameters
are shown in Fig. 6-F.
4. Magnetic structure factor.
Magnetic structure factors were computed using the
vector-based approach presented in, for example, Refs. [8]
and [9] (as opposed to the scalar-based approach pre-
sented in Ref. [16]).
B. Effect of monopoles and quantum fluctuations
on dynamics
Under the conditions of the main experiments, with
s = 0.38 and T ≈ 10 mK (measured as in [40] SM
p. 8), the relevant energy scales are T/JMAX = 0.083,
Γ/JMAX = 0.34 for the Chimera TFIM. These param-
eters yield an approximate realization of the checker-
board Ising system with parameters T/JMAX = 0.089,
Γ/JMAX = 0.010. This indicates that the Ising coupling
strength is not strongly affected by the embedding of log-
ical ice spins into four-qubit chains, but the tunneling is
suppressed by over an order of magnitude. The ratio T/Γ
temperature in these experiments is therefore too high to
reach the quantum Coulomb phase of the checkerboard
Ising system (see [16] Fig. 2).
Despite this, the quantum fluctuations accelerate dy-
namics in the system. Fig. 8 compares mixing rates for
several values of Γ/J with fixed J/T . This is achieved
by modulating the annealing parameter s between 0.36
and 0.41 and tuning the programmable terms Jij and hi
so that the classical part of H12, i.e.,
J12(s)
(∑
i,j
Jijσ
z
i σ
z
j +
∑
i
hiσ
z
i
)
(5)
remains constant for each value of s. As Γ/J is increased,
the sample-to-sample difference resulting from each ex-
posure to fluctuations increases, with no accompanying
9increase in monopole count. The data shown in Fig. 8
correspond to the three closed-boundary configurations
studied in Fig. 4, but show exposures of only 1µs, as in
Fig. 3.
Additionally, the itinerant monopoles influence the
mixing of the disordered ice system, since spins in the
vicinity of a monopole can be flipped individually without
changing the energy of the system. This is not the case
in the absence of a monopole, where either cotunneling
or excitation is required to move the system away from
its current state. For exposures of 1µs the boundary con-
ditions have a significant impact: closed boundaries rely
on excitations to drive mixing, evidenced by the fact that
conditions C and D, with itinerant monopoles, mix con-
siderably faster than condition B. These boundary condi-
tions also lead to lower populations of surplus monopoles,
i.e., those that are not forced by the boundary condition
(1 for condition C, 2 for condition D). This is what one
would expect: if a monopole pair appears spontaneously
in the presence of an itinerant confined monopole, the re-
sult is, for example, a negatively charged monopole that
can now annihilate with one of two positively charged
monopoles rather than just one.
C. Additional data
1. Vacancy-free lattices
Fig. 9 presents data analogous to Fig. 4, produced us-
ing a fully-yielded sublattice with no vacancies. This
allows us to suppress the effect of unwanted disorder
and statistical noise by averaging over lattice symmetries
(bottom half).
2. Video animations
Supplementary video files show examples of ice states
for a chain of 128 samples separated by 1µs exposures;
Fig. 3 shows four states from such a sequence. The exam-
ples correspond to open boundaries with varying J⊥/J‖
bias as in Fig. 2, and the degenerate case with varying
boundary conditions as in Fig. 4. All videos correspond
to experiments with J = JMAX .
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Embedding A
Embedding B
FIG. 5: Two embeddings of the square ice system. Red and blue couplings are AFM and FM respectively. Both
embeddings realize the couplings of the same Ising model using different physical qubits and couplers in the quantum annealer.
Although the embeddings differ locally, they share the same general structure: a 14 × 14 grid of ice vertices, whose internal
AFM couplings are in the unit cells of the “Chimera” qubit topology. Each ice vertex intersects with four four-qubit FM chains.
Both embeddings have the same pattern of vacant sites. For each experiment we present average statistics over 20 randomly
generated embeddings.
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FIG. 6: Extracting effective TFIM parameters: The Ising square ice is realized by mapping each spin in the checkerboard
lattice (Fig. 1B, Fig. 3) to a ferromagnetically-coupled chain of four qubits (Fig. 1A, Fig. 5). In this embedding of the square
ice into the “Chimera” qubit arrangement, J⊥ couplings and J‖ couplings are realized with slightly different geometry (A).
To extract effective parameters of the Chimera TFIM Hamiltonian, we study a 12-variable gadget whose couplings reflect the
relevant embedding geometry (B). Using this gadget we compute the spectrum of 12 rf-SQUID flux qubits and 12 Ising spins
(D), and determine the Ising tunneling and coupling parameters Γ and JMAX (E) using a best fit on the lowest eight eigengaps.
To estimate the difference in energy scales between the embedded Chimera TFIM and the logical square ice TFIM, we also
map the 12-qubit (3-chain) gadget to a 3-spin gadget (C) and extract the effective Hamiltonian (F).
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FIG. 7: Quantum annealing control: Diagram (not to scale) of annealing parameter s versus time in the QA protocol. The
system follows a cycle of 128 reverse anneals per programming. Each reverse anneal starts with a classical state and ends with
a classical state. The system is exposed to quantum and thermal fluctuations for a fixed pause time tp before the fluctuations
are quenched and the state is destructively projected to the computational (σz) basis for readout.
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FIG. 8: Effect of monopoles on mixing. Average surplus monopole count (excess from ground state) (left) and sample-to-
sample difference (in spins) (right) for QA steps with varying values of Γ/J . The three closed boundary conditions (Fig. 4B–D)
are studied. The two boundary cases with itinerant monopoles show fewer surplus monopoles and faster mixing, compared to
the case with no monopoles in the ground state (orange squares). As Γ/J increases the system mixes faster without significant
addition of monopole excitations, indicating dynamics driven by quantum fluctuations. Error bars are 95% statistical bootstrap
confidence intervals on the mean across 50 QA calls.
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FIG. 9: Monopole populations on a subgrid with no vacancies, analogous to Fig. 4. Restricting the artificial spin ice to a 9× 9
subgrid allows us to study a system that has no defects. Consequently the square grid has eight symmetries over which we can
average the monopole population, further suppressing experimental variation (bottom). This makes the entropic screening, in
particular its relation to the parity of the grid distance from the forced monopole, more clear.
