Context weighting procedures are presented for sources with models (structures) in four di erent classes. Although the procedures are designed for universal data compression purposes, their generality allows application in the area of classi cation.
Introduction
Recently in 14] , 15] the authors introduced context-tree weighting as a sequential universal source coding method for the class of binary (bounded memory) tree sources. Tree sources were de ned around the same time by Weinberger et al. 13] . The idea behind context weighting procedures can be summarized as follows 1 :
The well known Elias algorithm (described in e.g. Jelinek 1] ) produces for any coding distribution P c (x 
(We assume that the base of the log( ) is 2. Codeword lengths and information quantities are expressed in bits.) If the marginals of the coding distribution P c (x ), for t = 1; ; T are sequentially available, the Elias (arithmetic) code can be implemented sequentially. Accepting a coding redundancy of at most 2 bits, we are now left with the problem of nding good coding distributions P c ( ).
For binary memoryless sources with an unknown parameter (i.e. the probability of generating a 1), it is reasonable to assign the block probability P c (x 
This distribution, which allows sequential updating, i.e. P e (0; 0) = 1, and for a 0 and b 0 P e (a + 1; b) = a + 1=2 a + b + 1 P e (a; b) and P e (a; b + 1) = b + 1=2 a + b + 1 P e (a; b); (3) was suggested by Krichevsky and Tro mov 3] . Its parameter redundancy can be uniformly bounded, i.e. for any sequence x T 1 with actual probability P a (x In a more general setting the source is not memoryless. The distribution that the source uses to generate the next symbol X t ; t = 1; ; T , is determined by the binary sequence u t (1) (6) simply by using P c (x
The total cumulative redundancy corresponding to the weighted coding distribution P c (x T 1 ) is now equal to the sum of the (cumulative) model, parameter and coding redundancies. Using (1), (5) , and (6) we can upper bound this total redundancy for any sequence x T 1 in the following way :
This holds for all models M a 2 M and parameters k 2 0; 1]; k 2 K a .
Rewriting this bound, and taking the minimum over all source models M a and corresponding parameters we obtain for all x 
From this we may conclude that context weighting methods try to minimize the total description length of the sequence x T 1 , relative to a given model class. So we can say that we t all the sources with models in the given class to the sequence. The codeword length is determined by the best tting source in the sense of (8) .
In the next sections we consider four di erent model classes. We show that for each of these four classes there exist natural a priori distributions over the models in the class. These distributions allow e cient (sequential) computation of the corresponding weighted probability P c (x T 1 ). It should be emphasized that model weighting is not a new idea. Ryabko's twice universal code 8] is very close to the method we suggest here. Also in Weinberger et al. 12 ] model weighting methods, these authors call it double mixture techniques, are studied. It was our contribution however to demonstrate that for the class of tree sources, model weighting can be implemented in an e cient recursive way 15]. In the current manuscript we show that this recursive context-tree weighting method can be generalized to classes of models that have a more complex structure.
Splittings
It is natural to view a model as a partition of the set of all contexts f0; 1g D into jKj cells (equivalence classes), one for each parameter k ; k 2 K. Since each partition can be generated by a sequence of splittings, where each splitting is a partition into two cells, we assume that a model partitions subsets of f0; 1g D into smaller subsets, performing splittings only. The model class determines which splittings are allowed, and therefore what the structure of the resulting context sets is and thus which models (structures) belong to the model class. A splitting which is always possible is the void splitting, corresponding to the assumption that all contexts in the considered subset are mapped onto the same parameter. Further splitting is unnecessary then. Assuming that all possible splittings are equally likely, we can de ne a code that speci es a model in the class. This code is de ned recursively, starting from the set of all contexts f0; 1g D . For each set of contexts the code is the concatenation of the code that speci es the splitting, followed by the two codes for the subsets that have resulted from the splitting, however only when the splitting was non-void. The code of singleton set, i.e. a set that contains only a single context, is always empty.
Example : Consider the case where D = 3. We assume for our example source that it generates a new symbol according to parameter = 0:8 if the context u(1)u(2)u(3) = 000; 001; 010; 101, or 110 and according to parameter = 0:1 for contexts 011; 100, and 111. If we allow arbitrary splitting (this corresponds to Model Class I as we will see soon) there are 127 possible splittings of 8 contexts plus the void splitting. Therefore we need log 128 = 7 bit to specify this rst splitting. After this splitting there are two context sets f000; 001; 010; 101; 110g and f011; 100; 111g we have to deal with. The code for each of these subsets can be the code for the void splitting since all contexts in these subsets correspond to the same parameter. To specify this void splitting we need 4 bit for the rst subset and 2 bit for the second one. In total 13 bit are needed to describe the model M that matches best (i.e. with the lowest possible number of parameters) to our example source if arbitrary splitting is allowed, resulting in jKj = 2 parameter-indices.
In the next section we will see that these splittings lead to e cient weighting methods.
Model Classes
Weighting is assigning probabilities to subsequences corresponding to context subsets. The subsequence corresponding to a subset S of the set of all contexts f0; 1g D is the concatenation of all source symbols x t with contexts u t (1) u t (D) in S. The problem now is whether this subsequence should be considered memoryless or whether the context set S 00,01,11 00,01 00,10 00,11 01,10 01,11 10,11 00 01 10 11 00,01,10 00,10,11 01,10,11 00,01,10,11
Figure 1: Arbitrary splitting graph for D = 2. Only the splittings of f00; 01; 10; 11g, f00; 01; 10g; and f00; 01g are shown.
(and also the subsequence) should be further split. For a memoryless subsequence we can use the estimator P e (S) = P e (a S ; b S ) where a S resp. b S is the number of instants t for which u t (1) u t (D) 2 S and x t = 0 resp. 1. If a splitting of S into S 1 and S 2 is necessary, we should multiply the weighted probabilities for the subsequences corresponding to the subsets S 1 and S 2 that result from the splitting, i.e. P w (S 1 ) and P w (S 2 ), with each other.
Since none of the alternatives is more favorite than the others, we just average the weighted probabilities corresponding to all the splittings, including the (estimated) probability of the void splitting. The weighted probability of a singleton set, i.e. a set with that contains only one context, is always its estimated probability, i.e. P w (S) = P e (S), if jSj = 1.
3.1 Class I : Arbitrary Splitting Let (S) be the set of all (non-void) splittings of S, i.e. (S) = ffS 1 ; S 2 gjS 1 6 = ; S 2 6 = ; S 1 \ S 2 = ; S 1 S 2 = Sg : (10) Note that the number of splittings of S including the void splitting is in this case equal to 2 jSj?1 . The recursive weighting algorithm for this most general form of splitting is now de ned as (see also gure 1):
P w (S) = P e (S) + P fS 1 ;S 2 g2 (S) P w (S 1 )P w (S 2 ) 2 jSj?1 ;
for jSj > 1. For S such that jSj = 1 we take P w (S) = P e (S). The weighted probability P w (f0; 1g D ) can now be used as coding probability. What we mean by this is the following. Suppose data (context and source symbols) are processed in a structure of records, one source is therefore at most 13 bit. There is only one sequence of splittings that speci es the model M in class I. Therefore P w (f0; 1g 3 ) 2 ?7 P w (f000; 001; 010; 101; 110g)P w (f011; 100; 111g) 2 ?7 2 ?4 P e (f000; 001; 010; 101; 110g)2 ?2 P e (f011; 100; 111g) = 2 ?13 P e (f000; 001; 010; 101; 110g)P e (f011; 100; 111g):
(12) Note that in general there are several sequences of splittings that specify a model in model class I. The recursive weighting procedure for lexicographical splitting is de ned by (see also gure 2): P w (S i;j ) = P e (S i;j ) + P k=i+1;j?1 P w (S i;k )P w (S k;j )
Class II : Lexicographical Splitting
for j ? i > 1. For sets S i;j with j ? i = 1 we take P w (S i;j ) = P e (S i;j ). Probability 
There are ve sequences of splittings that specify the best model M in class II. One of these is S 0;8 ; S 0;3 S 3;8 ; S 0;3 S 3;5 S 7;8 ; S 0;3 S 3;5 S 5;7 S 7;8 . The length of the speci cation code for this splitting is log 8+(log 3)+(log 5+(log 2)+(log 3+(log 2)+(log 1))) = log 1440 = 10:492 bit. The induced probability of this splitting is 1=1440. Together the ve sequences of splittings contribute 13=5040 to the model M. Note that the number of parameters of the best model for our example source in class II is higher than in class I. This leads to a higher parameter redundancy for lexicographical splitting than for arbitrary splitting. Note that we have seen that in class II there is only one best model for our example source which f g; f1; 2g; 00 f1; 2g; 01 f1; 2g; 10 f1; 2g; 11 1 4 P w (S f2g;0 )P w (S f2g;1 ) + 1 4 1 3 P w (S f2;1g;00 )P w (S f2;1g;01 ) 1 3 P w (S f2;3g;10 )P w (S f2;3g;11 ) + 1 4 1 3 1 2 P e (S f2;1g;00 ) 1 2 P e (S f2;1;3g;010 )P e (S f2;1;3g;011 ) 1 3 1 2 P e (S f2;3g;10 ) 1 2 P e (S f2;3g;11 ) + = 1 576 P e (S f2;1g;00 )P e (S f2;1;3g;010 )P e (S f2;1;3g;011 )P e (S f2;3g;10 )P e (S f2;3g;11 ) + ;
where we have considered only one sequence (the sequence described earlier) of splittings leading to a model with ve parameters. This would yield a model redundancy for this model of 9:170 bit. Since there are three other splitting sequences that yield models M with jKj = 5, and since we are considering a weighting method, we could say that the model redundancy (induced by these four models together, all having a priori probability 1=576) is not more than 7:170 bit. Note that we have observed that in class III our example source can be described by several (best) models, i.e. models with ve parameters. Some of these models can be reached by more than one sequence of splittings.
Class IV : Next Position Splitting
In class IV context subsets are split according to the value of the \next" context digit. Subsets are determined by the number of already split positions, and the sequence of values 
In class IV there is always only one model and sequence of splittings that speci es a source. The source produced a sequence of T = 2 16 binary digits (after having generated 3 digits that were necessary to form the rst three contexts). We computed for this sequence for each of the four procedures de ned by (11), (13) , (15) , and (17), for t = 1; 2; ; T the redundancy log P a (x 1 x t )=P c (x 1 x t ), which is the total redundancy under the assumption that there is no coding redundancy. The results are plotted in gure 5.
In the previous section we have seen that the model redundancies for our source in each of the four classes are upper bounded by 13.000, 8.599, 7.170 resp. 7.000 bit. Upper bound (5) leads to parameter redundancies that can not exceed 17.000, 32.000, 39.195, reps. 53.174 bit for our source in the four di erent classes. The total redundancies are therefore upper bounded by 30.000, 40.599, 46.365, resp. 60.174 bit. The gure shows that the computed redundancies are close to these bounds.
Remarks
For a xed model M, Rissanen's lower bound 6] implies that for any block code the expected redundancy per source symbol is not less than roughly jKj 2T log T for all parameter vectors not smaller than jKj 2T log T for large T . Furthermore, given model M it follows from the work of Shtarkov 9 ] that for any code there exists a sequence x T 1 and a parameter vector such that the individual redundancy with respect to the corresponding source is not less than jKj 2T log T asymptotically. Recently Weinberger et al. 12] showed that this lower bound holds for most sequences in most types. Our weighting methods achieve all these lower bounds in the sense that the redundancy per source symbol is not more than jKj 2T log T for large T . Despite this it is not clear whether or not our weightings are optimal in a certain sense. Each weighting over the models in a model class determines cumulative (upper bounds (6) on the) model redundancies. Our weightings are induced by the probabilities that we have assigned to the splittings, in other words the weightings are such that they lead to simple implementations. They do however have the pleasant property that the model redundancy increases when the model gets more complex. A criterion for optimality could be to minimize the (upper bound on the) model redundancy per parameter, under the constraint that the model redundancy is proportional to the number of parameters. For class IV this criterion leads to a weighting satisfying the relation (32) in 15] with ? log 0 = . It is an open problem however, to nd similar solutions for the other three model classes.
Although we have only considered binary sources and binary contexts here, it is straightforward to generalize to non-binary cases. In our presentation of the weighting algorithms we assume in nite precision arithmetic. Modi cations exist however, that can be implemented on xed register-length machines.
Weinberger et al. in section V of 11] considered a problem which is similar to the class I case. They suggest to check whether it is bene cial to combine contexts and context sets (possibly while running a class IV algorithm). These sets of contexts then determine the estimated next-symbol distribution (plug-in approach). The number of possible comparisons is of course very large. The method we propose here is an elegant way to weight all the alternatives systematically, however this can also only be instrumented for small values of D, say D 
we can change the context weighting methods de ned in (11) , (13), (15) , and (17), into context maximizing methods. Instead of adding up the probabilities corresponding to all the alternative splittings (including the void one) and dividing by the number of splittings in each node, we can take the maximum over all these probabilities and divide. Tracking this procedure yields the minimizing model. A similar procedure occurs in Nohre 4] . These context maximizing methods are closely related to classi cation procedures based on Rissanen's minimum description length principle (see 7] and also Quinlan and Rivest 5] ). Considering the attributes, or tests, of an object t as its context u t (1) u t (D) and the class of the object as source output x t , classi cation can be regarded as a source coding problem.
The exibility of context maximizing, allows us to describe e cient methods for producing minimum description length classi cation structures. Combinations of our maximizing methods for the di erent classes, lead to interesting classi cation procedures, even for attributes that take values in \large" alphabets. Note that the algorithm for class III selects the positions (attributes) which gives the highest reduction of the description length and produces a decision tree (see Quinlan and Rivest 5] ), while class II methods can be used to nd the most e ective thresholds in large attribute alphabets. The fact that there exist elegant context weighting methods to treat missing attributes, demonstrates once more the exibility of context weighting(maximizing).
