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The	  brain	  is	  a	  complex	  network	  of	  interconnected	  neurons	  with	  each	  cell	  functioning	  as	  a	  nonlinear	  processing	  unit.	  Neural	  responses	  to	  stimulus	  can	  be	  described	  by	  activity	  in	  neurons.	  While	  blood	  flow	  changes	  have	  been	  associated	  with	  neural	  activity	  and	  are	  critical	  to	  brain	  function,	  this	  neurovascular	  coupling	  is	  not	  well	  understood.	  This	  work	  presents	  a	  technique	  for	  neurovascular	  interrogation,	  combining	  optogenetics	  and	  optical	  coherence	  tomography.	  
Optogenetics	  is	  a	  recently	  developed	  neuromodulation	  technique	  to	  control	  activity	  in	  the	  brain	  using	  light	  with	  precise	  spatial	  neuronal	  control	  and	  high	  temporal	  resolution.	  Using	  this	  method,	  cells	  act	  as	  light-­‐gated	  ion	  channels	  and	  respond	  to	  photo	  stimulation	  by	  increasing	  or	  decreasing	  activity.	  Spectral-­‐domain	  optical	  coherence	  tomography	  (SD-­‐OCT)	  is	  a	  noninvasive	  imaging	  modality	  that	  has	  the	  ability	  to	  image	  millimeter	  range	  depth	  and	  with	  micrometer	  resolution.	  SD-­‐OCT	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has	  been	  shown	  to	  image	  rodent	  cortical	  microvasculature	  in-­‐vivo	  and	  detect	  hemodynamic	  changes	  in	  blood	  vessels.	  Our	  proposed	  system	  combines	  optogenetics	  and	  SD-­‐OCT	  to	  image	  cortical	  patches	  of	  the	  brain	  with	  the	  capability	  of	  simultaneously	  stimulating	  the	  brain.	  The	  combination	  allows	  investigation	  of	  the	  hemodynamic	  changes	  in	  response	  to	  neural	  stimulation.	  Our	  results	  detected	  changes	  in	  blood	  vessel	  diameter	  and	  velocity	  before,	  during	  and	  after	  optogenetic	  stimulation	  and	  is	  presented.	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Chapter	  1:	  Introduction	  and	  Background	  
	  
1.1 Motivation	  The	  brain	  is	  a	  complex	  network	  of	  interconnected	  neurons	  with	  each	  cell	  functioning	  as	  a	  nonlinear	  processing	  unit.	  Neural	  responses	  to	  stimulus	  can	  be	  described	  by	  activity	  in	  neurons.	  Neurons	  are	  the	  cells	  which	  function	  to	  control	  activity	  within	  the	  cerebral	  cortex.	  The	  cortex	  is	  comprised	  of	  six	  layers	  categorized	  by	  connectivity	  patterns	  and	  cellular	  composition	  [1].	  Throughout	  the	  cortex,	  neurons	  are	  surrounded	  by	  capillaries,	  supplying	  the	  neurons	  with	  blood.	  The	  neural	  hemodynamic	  response,	  namely,	  the	  increase	  or	  decrease	  of	  blood	  flowing	  to	  the	  brain	  tissue,	  will	  determine	  the	  activation	  or	  suppression	  of	  neuron	  activity	  [2].	  While	  blood	  flow	  changes	  have	  been	  associated	  with	  neural	  activity	  and	  are	  critical	  to	  normal	  brain	  function,	  this	  neurovascular	  coupling	  is	  not	  well	  understood.	  	  
To	  understand	  the	  effects	  of	  continuous	  and	  interrupted	  blood	  flow	  on	  the	  pathology	  of	  neurologic	  diseases	  such	  as	  Alzheimer’s	  disease,	  Parkinson’s	  disease	  and	  mental	  illnesses	  such	  as	  drug	  addiction	  and	  depression,	  quantification	  of	  the	  associated	  changes	  is	  essential.	  Hemodynamic	  response	  monitoring	  benefits	  from	  the	  ability	  to	  control	  neural	  stimulus	  in	  addition	  to	  locating	  and	  characterizing	  the	  blood	  flow	  signal	  quantitatively.	  A	  number	  of	  neural	  imaging	  and	  hemodynamic	  response	  monitoring	  techniques	  are	  in	  existence	  for	  clinical	  neuroscience	  studies,	  with	  varying	  degrees	  of	  spatial	  and	  temporal	  resolution.	  Current	  methods	  of	  neural	  imaging	  include	  magnetic	  resonance	  imaging	  (MRI),	  position	  emission	  tomography	  (PET),	  and	  two-­‐photon	  microscopy,	  with	  a	  trade-­‐off	  between	  imaging	  range	  and	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resolution.	  Neural	  activity	  probing	  has	  been	  shown	  externally	  with	  electrocorticography	  (ECoG),	  electroencephalography	  (EEG)	  and	  functional	  near-­‐infrared	  spectroscopy	  (fNIRS),	  fluorescence	  microscopy,	  functional	  MRI	  (fMRI)	  and	  PET.	  As	  with	  imaging,	  resolution	  and	  range	  of	  these	  techniques	  are	  dependent	  on	  the	  geometry	  and	  invasiveness	  of	  the	  method	  [3].	  
The	  aim	  of	  this	  project	  is	  to	  develop	  a	  device	  to	  perform	  neural	  imaging	  and	  hemodynamic	  response	  monitoring	  in	  regions	  of	  an	  animal	  brain	  in-­‐vivo	  and	  provide	  the	  ability	  to	  control	  neuron	  stimulation	  simultaneously.	  Optogenetics	  is	  a	  recently	  developed	  neuromodulation	  technique	  that	  can	  stimulate	  and	  suppress	  activity	  in	  the	  brain	  with	  high	  spatial	  and	  temporal	  resolution	  with	  light.	  	  
The	  project	  will	  primarily	  focus	  on	  imaging	  cortical	  vasculature	  post-­‐optogenetic	  stimulation	  in	  rodents.	  The	  vessel	  and	  capillary	  sizes	  in	  a	  rodent	  vary	  from	  tens	  to	  hundreds	  of	  micrometers	  [4].	  Thus,	  a	  high	  resolution	  imaging	  system	  is	  needed	  to	  resolve	  features	  such	  as	  capillary	  beds.	  	  
Spectral-­‐domain	  optical	  coherence	  tomography	  (SD-­‐OCT)	  is	  a	  noninvasive	  optical	  imaging	  method	  that	  has	  been	  demonstrated	  to	  image	  rodent	  cortical	  microvasculature	  on	  the	  order	  of	  micrometers.	  Additionally,	  Doppler	  optical	  coherence	  tomography	  (D-­‐OCT)	  has	  been	  shown	  to	  estimate	  blood	  flow	  velocity	  in-­‐




1.2	  Biological	  Overview	  of	  Neurons	  To	  understand	  the	  mechanism	  of	  optogenetics,	  this	  section	  briefly	  covers	  the	  biological	  background	  of	  neural	  anatomy	  and	  signaling.	  Neural	  activity	  is	  characterized	  by	  changes	  in	  electric	  potential	  across	  neurons	  to	  induce	  membrane	  action	  potentials.	  Neurons	  are	  one	  of	  two	  main	  classes	  of	  cells	  in	  the	  nervous	  system.	  The	  neuron	  structure	  consists	  of	  the	  cell	  body,	  dendrites,	  the	  axon	  hillock,	  myelin	  sheath,	  axon	  and	  axon	  terminals.	  The	  cell	  body	  holds	  components	  to	  maintain	  the	  cell’s	  metabolic	  processes.	  	  
Dendrites	  are	  the	  branch-­‐like	  structures	  extending	  out	  of	  the	  cell	  body	  responsible	  for	  receiving	  synapses,	  or	  inputs,	  from	  other	  cells.	  Axons	  extend	  away	  from	  the	  cell	  body	  in	  a	  similar	  manner	  to	  dendrites.	  	  
When	  a	  dendrite	  receives	  a	  chemical	  or	  physical	  signal,	  it	  begins	  a	  chain	  of	  events	  that	  facilitates	  neuron	  communication.	  The	  input	  signal	  induces	  a	  change,	  resulting	  in	  electrical	  current	  flow	  in	  and	  around	  the	  neuron.	  Action	  potentials	  are	  generated	  in	  the	  region	  of	  neurons	  called	  the	  spike	  triggering	  zone	  [5].	  
	  
1.3 	  Optogenetics	  Optogenetics	  is	  a	  new	  modality	  to	  manipulate	  neural	  activity	  with	  light	  using	  the	  tools	  of	  molecular	  genetics	  and	  photonics.	  The	  hallmarks	  of	  utilizing	  optogenetics	  are	  precise	  spatial	  neuronal	  control	  with	  high	  temporal	  resolution,	  on	  the	  millisecond	  time-­‐scale,	  cell-­‐type	  specificity	  and	  rapid	  reversibility	  [6].	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In	  order	  to	  make	  neurons	  sensitive	  to	  light,	  specific	  genes	  are	  delivered	  to	  targeted	  cells	  to	  express	  light-­‐sensitive	  ion	  channels	  or	  ion	  pumps.	  Once	  corresponding	  proteins	  are	  expressed	  in	  cells,	  the	  activity	  of	  the	  cell	  can	  be	  controlled	  by	  exposing	  the	  cell	  to	  appropriate	  wavelengths.	  The	  proteins	  that	  are	  used	  for	  optogenetic	  stimulation	  are	  adapted	  from	  algae,	  e.g.	  chlamydomonas	  
reinhardtii	  Channelrhodopsin-­‐2	  (ChR2),	  or	  bacteria,	  e.g.	  Natronomonas	  pharaonis	  halorhodopsin	  (NpHR).	  When	  stimulated	  with	  blue	  light	  (470	  nm),	  ChR2	  acts	  as	  a	  light-­‐gated	  cation	  channel.	  Here,	  the	  channel	  permits	  entry	  of	  sodium	  (Na+)	  ions	  into	  the	  intracellular	  space	  of	  the	  cell,	  while	  potassium	  (K+)	  ions	  exit	  through	  the	  channel	  to	  the	  extracellular	  space.	  Conversely,	  NpHR	  acts	  as	  a	  chloride	  pump,	  responding	  to	  yellow	  light	  (580	  nm).	  When	  stimulated	  with	  yellow	  light,	  transport	  of	  chloride	  ions	  (Cl-­‐)	  is	  facilitated	  by	  overcoming	  the	  membrane	  potential	  of	  the	  cell.	  Stimulation	  of	  NpHR	  hyperpolarizes	  the	  cell	  and	  suppresses	  neural	  activity.	  The	  ion	  exchange	  mechanism	  is	  illustrated	  in	  Figure	  1.	  
	  
	  
Figure	  1	  -­‐	  (Left)	  Na-­‐	  ions	  entering	  the	  membrane	  through	  the	  ion	  channel,	  while	  K+	  ions	  exit	  when	  the	  
cell	  is	  stimulated	  with	  blue	  light	  (470	  nm).	  (Right)	  Chloride	  ions	  being	  transported	  through	  an	  ion	  pump	  




Figure	  2	  -­‐	  Activation	  spectra	  for	  ChR2	  and	  NpHR,	  separated	  by	  100	  nm.	  Figure	  adapted	  from	  [8].	  	  
Cell-­‐type	  specificity	  permits	  the	  targeting	  of	  cell-­‐types	  and	  avoids	  stimulation	  of	  surrounding	  cells,	  a	  process	  attributed	  to	  the	  microbial	  opsin	  gene	  delivery	  method	  [7].	  This	  targeted	  method	  provides	  researchers	  with	  a	  tool	  to	  systematically	  interrogate	  neural	  circuits,	  and	  functions	  of	  cell-­‐types.	  
Bi-­‐directional	  control	  of	  cells	  is	  possible	  due	  to	  the	  differences	  in	  activation	  wavelengths	  of	  light-­‐gated	  proteins.	  Thus,	  it	  is	  possible	  to	  stimulate	  and	  inhibit	  activity	  in	  the	  cell	  by	  a	  controlled	  pulsing	  pattern	  of	  light.	  A	  neuron	  spiking	  pattern	  of	  excitation	  and	  inhibition	  is	  shown	  in	  Figure	  3	  for	  cell-­‐attached	  and	  whole-­‐cell	  recording,	  demonstrating	  bi-­‐directional	  control	  with	  single	  spike	  precision	  [8].	  Blue	  light	  stimulation	  pulses	  at	  15	  ms	  intervals	  are	  shown,	  corresponding	  to	  spiking	  with	  each	  period	  and	  pulse.	  	  A	  continuous	  yellow	  light	  is	  then	  simultaneously	  illuminated	  with	  blue	  light	  pulses.	  When	  the	  blue	  light	  is	  pulsed,	  the	  continuous	  yellow	  light	  suppresses	  the	  rising	  spike,	  effectively	  suppressing	  stimulation.	  Thus,	  when	  stimulated	  with	  blue	  light	  pulses,	  the	  spike	  amplitude	  is	  suppressed	  before	  reaching	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its	  peak.	  This	  switching	  demonstrates	  the	  bi-­‐directionality	  advantage	  of	  an	  optogenetic	  stimulation	  mechanism.	  
	  
Figure	  3	  -­‐	  Excitation	  and	  inhibition	  of	  spike	  trains	  based	  on	  blue	  and	  yellow	  light	  pulses.	  Figure	  adapted	  
from	  [8].	  	  
The	  advent	  of	  optogenetics	  offers	  a	  precise	  method	  of	  controlling	  stimulus	  in	  the	  brain.	  The	  use	  of	  genetic	  tools	  in	  this	  method	  allows	  cell-­‐specific	  targeting	  and	  avoids	  involuntary	  stimulation	  in	  neighboring	  cells,	  unlike	  electrical	  stimulation	  methods	  [7].	  Electrode	  implantation	  for	  electrical	  stimulation	  is	  limited	  in	  its	  precision	  and	  may	  stimulate	  nearby	  cells.	  In	  contrast,	  optical	  stimulation	  provides	  a	  systematic	  approach	  to	  determine	  neural	  interconnections	  and	  effectively	  removes	  ambiguity	  of	  unrelated	  activity	  that	  may	  be	  caused	  by	  electrical	  stimulation.	  
	  
1.3.1 Light	  Delivery	  Methods	  Light	  delivery	  methods	  vary	  depending	  on	  the	  requirements	  of	  the	  application	  [3].	  Some	  common	  delivery	  methods	  include	  using	  waveguide	  systems	  or	  direct	  illumination	  of	  light	  onto	  the	  surface	  of	  the	  cortex	  using	  spatial	  light	  modulation.	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Optical	  fibers	  provide	  an	  efficient	  method	  for	  light	  delivery,	  permitting	  precise	  targeting	  of	  the	  cortical	  region	  for	  stimulation.	  For	  implantation	  on	  to	  a	  mouse	  brain,	  light	  is	  sent	  through	  an	  optical	  fiber	  with	  a	  diameter	  of	  100	  –	  200	  µm	  to	  the	  cortex	  surface.	  A	  cannula	  situated	  atop	  the	  house	  head	  holds	  the	  fiber	  in	  place	  to	  deliver	  light	  to	  an	  area	  close	  to	  the	  fiber	  tip.	  When	  the	  waveguide	  is	  situated	  above	  the	  motor	  sensory	  region	  of	  the	  brain,	  a	  freely	  moving	  mouse	  was	  directed	  to	  only	  move	  in	  a	  counterclockwise	  direction	  when	  the	  region	  of	  light-­‐sensitive	  cells	  was	  stimulated	  with	  blue	  light.	  The	  drawback	  to	  a	  waveguide	  system	  is	  the	  limited	  field	  of	  stimulation	  due	  to	  the	  light	  absorption	  and	  scattering	  inside	  tissue.	  Without	  waveguides,	  high	  intensity	  LEDs	  can	  be	  used	  to	  directly	  illuminate	  the	  cortical	  region	  without	  using	  an	  optical	  fiber.	  
	  
Figure	  4	  –	  (Left)	  Drawing	  of	  an	  optical	  fiber	  implantation	  on	  the	  cortical	  surface	  of	  a	  mouse,	  and	  (Right)	  
the	  actual	  implementation.	  Figure	  adapted	  from	  [7].	  	  
Spatial	  modulators	  provide	  a	  larger	  field	  of	  view	  for	  stimulation,	  classifiable	  as	  MEMS	  based	  or	  liquid	  crystal	  based	  designs.	  An	  example	  of	  a	  MEMS-­‐based	  system	  is	  a	  digital	  micromirror	  device,	  which	  uses	  a	  computer	  controlled	  array	  of	  mirrors	  to	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project	  filtered	  light	  onto	  the	  surface	  of	  the	  brain.	  Such	  designs	  provide	  room	  for	  imaging	  using	  bright-­‐field	  or	  fluorescent	  imaging	  in	  addition	  to	  stimulation.	  
	  
1.4	  Fluorescence	  Microscopy Fluorophores	  are	  routinely	  used	  as	  biomarkers,	  and	  the	  increasing	  prevalence	  of	  their	  use	  as	  biomarkers	  has	  furthered	  the	  advancement	  of	  fluorescent	  protein	  technology	  in	  fluorescent	  microscopy	  [9].	  Prior	  to	  fluorescence	  imaging,	  external	  dyes	  were	  used	  to	  discriminate	  between	  cells.	  However,	  the	  working	  time	  of	  these	  dyes	  posed	  some	  limitations,	  in	  addition	  to	  the	  toxic	  hazard	  presented.	  Protein-­‐based	  fluorophores	  were	  introduced	  through	  cloning	  of	  a	  jellyfish,	  and	  are	  used	  as	  biomarkers	  as	  an	  alternative	  to	  external	  dyes	  [10].	  
The	  basis	  of	  fluorescence	  is	  photon	  emission	  due	  to	  absorption	  of	  photons	  with	  a	  high	  energy	  state,	  or	  shorter	  wavelength.	  A	  fluorophore	  is	  a	  molecule	  that	  produces	  fluorescence.	  When	  molecules	  in	  the	  resting	  state	  are	  excited	  by	  a	  source,	  some	  absorb	  the	  energy	  before	  moving	  to	  an	  unstable	  excited	  energy	  state.	  Release	  of	  a	  photon	  during	  a	  transitional	  period	  (from	  10!!"	  to	  10!!	  s)	  causes	  the	  molecule	  to	  return	  to	  a	  lower	  energy	  state,	  becoming	  stable	  again.	  The	  emitted	  photon,	  which	  is	  in	  a	  lower	  energy	  (longer	  wavelength)	  than	  the	  excited	  state,	  can	  be	  captured	  on	  a	  photodetector.	  	  The	  Jablonski	  diagram	  in	  Figure	  5	  shows	  the	  excitation	  and	  emission	  process	  in	  a	  molecule.	  
Fluorescent	  markers	  are	  well-­‐suited	  for	  serving	  as	  biomarkers	  in	  optogenetics,	  because	  they	  can	  be	  genetically	  encoded	  into	  the	  protein.	  Fluorescent	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proteins	  (FP)	  can	  be	  engineered	  for	  sensitivity	  to	  membrane	  potentials,	  ions	  and	  neurotransmitters.	  One	  of	  the	  uses	  of	  fluorophores	  in	  neural	  imaging	  is	  for	  visualization	  of	  synaptic	  transmission	  and	  activity-­‐based	  signaling.	  In	  optogenetics,	  fluorescent	  proteins	  are	  used	  as	  a	  reporter	  when	  illuminated	  with	  blue	  light.	  	  
	  
Figure	  5	  -­‐	  Jablonski	  diagram	  of	  a	  photon	  excited	  to	  a	  higher	  state,	  and	  its	  transitional	  period	  to	  ground	  
state,	  resulting	  in	  the	  emission	  of	  light.	  Figure	  adapted	  from	  [11].	  	  




1.5	  Optical	  Coherence	  Tomography Optical	  coherence	  tomography	  (OCT)	  is	  a	  non-­‐invasive	  light	  based	  imaging	  modality	  with	  the	  ability	  to	  yield	  high-­‐resolution	  three-­‐dimensional	  images.	  The	  basis	  of	  OCT	  imaging	  stems	  from	  low-­‐coherence	  reflectometry	  techniques,	  which	  were	  previously	  demonstrated	  for	  ranging	  measurements.	  This	  imaging	  modality	  enables	  cross	  sectional	  imaging	  of	  biological	  tissue	  based	  on	  its	  optical	  reflectivity.	  The	  principle	  behind	  OCT	  is	  analogous	  to	  ultrasound	  imaging,	  although	  instead	  of	  acoustic	  waves,	  backscattered	  light	  is	  measured.	  	  	  




Figure	  6	  -­‐	  Schematic	  of	  a	  Michelson	  interferometer.	  	  Interferometry	  aims	  to	  determine	  the	  interference	  pattern	  produced	  by	  light	  reflecting	  back	  from	  a	  sample	  and	  reference	  arm.	  Incident	  light	  is	  illuminated	  from	  a	  low-­‐coherence	  source	  with	  a	  broad	  bandwidth	  and	  transmitted	  into	  an	  equally	  splitting	  beam	  splitter.	  	  Part	  of	  the	  beam	  travels	  the	  length	  of	  a	  known	  distance	  to	  a	  reflective	  surface,	  such	  as	  mirror,	  and	  sent	  back	  to	  the	  beam	  splitter.	  The	  remaining	  beam	  travels	  through	  the	  sample	  arm,	  and	  illuminates	  a	  sample,	  which	  can	  be	  modeled	  as	  a	  discrete	  set	  of	  reflectors.	  The	  backscattered	  signal	  from	  the	  sample	  is	  sent	  to	  the	  beam	  splitter.	  Light	  from	  sample	  and	  reference	  arm	  is	  recombined,	  creating	  an	  interference	  pattern.	  This	  interference	  pattern	  is	  the	  correlation	  of	  light	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from	  both	  sample	  and	  reference	  arms.	  Interference	  occurs	  when	  the	  reference	  and	  sample	  arms	  are	  within	  the	  coherence	  length	  of	  the	  source.	  Coherence	  length	  is	  the	  autocorrelation	  of	  the	  full	  width	  at	  half	  maximum	  (FWHM)	  of	  the	  source	  spectrum.	  The	  highest	  interference	  occurs	  when	  both	  sample	  and	  reference	  arms	  have	  the	  same	  path,	  resulting	  in	  total	  constructive	  interference,	  with	  light	  in	  phase	  at	  all	  points.	  	  	  
OCT	  data	  can	  be	  represented	  in	  three	  forms.	  A-­‐scans	  or	  A-­‐lines	  are	  one-­‐dimensional	  (1D)	  axial,	  or	  depth	  scans	  of	  a	  position.	  The	  reflectivity	  profile	  is	  the	  spatial	  interference	  pattern	  of	  one	  point	  in	  the	  sample.	  Peaks	  in	  the	  reflectivity	  profile	  denote	  a	  change	  in	  the	  refractive	  index,	  and	  the	  higher	  peaks	  are	  commonly	  attributed	  to	  the	  surface	  of	  a	  sample.	  Adjacent	  A-­‐scans	  form	  two-­‐dimensional	  (2D)	  cross-­‐sectional	  images,	  also	  known	  as	  B-­‐scans.	  A	  cross-­‐sectional	  image	  is	  obtained	  from	  scanning	  along	  a	  lateral	  direction.	  C-­‐scans	  span	  both	  lateral	  and	  axial	  directions,	  forming	  a	  three-­‐dimensional	  (3D)	  data	  set	  from	  sequential	  B-­‐scan	  frames.	  The	  set	  of	  C-­‐scans	  can	  be	  rendered	  to	  visualize	  a	  volumetric	  image.	  A	  sample	  of	  the	  various	  scan	  protocols	  are	  shown	  in	  Figure	  7.	  	  Distinction	  of	  OCT	  modalities	  is	  determined	  by	  the	  interferometry	  detection	  technique	  used.	  The	  earliest	  OCT	  modality	  is	  the	  time-­‐domain	  OCT	  (TD-­‐OCT).	  In	  time-­‐domain	  systems,	  a	  mirror	  is	  translated	  in	  the	  reference	  arm	  during	  data	  acquisition	  to	  create	  the	  zero-­‐path	  length	  difference	  in	  the	  interference	  pattern.	  The	  returned	  beam	  is	  captured	  using	  a	  single	  photodetector.	  TD-­‐OCT	  systems	  are	  limited	  in	  its	  acquisition	  speed	  due	  to	  the	  moving	  mirror	  of	  the	  reference	  arm,	  and	  susceptible	  to	  motion	  due	  to	  the	  moving	  mechanical	  parts.	  Growth	  in	  OCT	  research	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benefited	  from	  technology	  advancements	  such	  as	  high	  rate	  CCD	  cameras	  and	  advanced	  diffraction	  gratings,	  leading	  to	  the	  development	  of	  Fourier-­‐domain	  OCT	  (FD-­‐OCT).	  FD-­‐OCT	  provides	  video	  rate	  imaging,	  suitable	  for	  imaging	  biological	  tissue.	  Doppler	  OCT	  (DOCT)	  is	  the	  application	  of	  the	  Doppler	  principle	  in	  OCT	  imaging	  to	  achieve	  high	  resolution	  images	  of	  moving	  scatterers	  in	  tissue.	  
	  
Figure	  7	  -­‐	  (Left)	  A-­‐scan,	  or	  depth	  profile,	  (Middle)	  B-­‐scan	  or	  cross-­‐sectional	  image	  and	  (Right)	  C-­‐scan	  or	  a	  
volumetric	  image	  acquired	  from	  an	  OCT	  scan.	  Figure	  adapted	  from	  [12].	  	  
In	  its	  formative	  stages,	  OCT	  research	  flourished	  in	  ophthalmologic	  applications,	  where	  its	  introduction	  in	  1991	  saw	  OCT	  imaging	  of	  the	  retina	  at	  the	  inner	  surface	  of	  the	  eyeball.	  OCT	  is	  an	  effective	  imaging	  system	  for	  transparent	  tissue,	  making	  the	  eye	  particularly	  well-­‐suited	  for	  OCT	  imaging.	  Some	  of	  the	  earliest	  
in-­‐vivo	  images	  obtained	  from	  OCT	  included	  retinal	  images	  from	  clinical	  studies	  in	  mid	  1990s.	  The	  studies	  were	  aimed	  at	  diagnosis	  and	  monitoring	  of	  a	  series	  of	  macular	  diseases	  including	  macular	  edema,	  and	  age-­‐related	  macular	  degeneration.	  Dense	  tissues,	  such	  as	  the	  lungs	  and	  kidneys,	  limits	  the	  OCT	  imaging	  range	  due	  to	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beam	  attenuation	  as	  it	  propagates	  through	  the	  tissue.	  	  Imaging	  of	  nontransparent	  tissue	  using	  OCT	  rose	  in	  prevalence	  with	  the	  introduction	  of	  longer	  wavelengths	  to	  increase	  imaging	  range,	  through	  the	  reduction	  of	  scattering.	  
	  
Figure	  8	  -­‐	  (Left)	  Alevoli	  structure	  in	  a	  rat	  lung.	  (Right)	  Angiogram	  of	  a	  cortical	  patch	  of	  a	  mouse	  brain.	  
Both	  images	  are	  produced	  with	  the	  OCT	  system	  developed	  for	  the	  project.	  	   	  The	  first	  commercial	  system	  introduced	  provided	  400	  axial	  scans	  per	  second	  with	  an	  axial	  resolution	  of	  10	  µm.	  Since	  its	  introduction,	  OCT	  technology	  has	  made	  considerable	  strides	  in	  the	  biomedical	  field,	  and	  has	  expanded	  its	  reach	  since	  in	  its	  early	  uses	  [13]	  [12]	  [4]	  [14].	  The	  increasing	  demand	  for	  broadband	  sources	  with	  higher	  power	  stemmed	  from	  the	  realization	  of	  OCT	  imaging	  of	  dense	  tissue	  is	  possible	  with	  longer	  wavelengths.	  The	  high	  spatial	  and	  temporal	  resolution	  of	  the	  imaging	  method	  allows	  sub-­‐micrometer	  resolution	  detection,	  useful	  for	  highly	  scattering	  media,	  such	  as	  biological	  tissue	  and	  a	  penetration	  depth	  in	  the	  millimeter	  range.	  OCT	  fares	  well	  in	  comparison	  to	  other	  non-­‐invasive	  imaging	  techniques	  currently	  in	  use,	  such	  as	  ultrasound	  and	  MRI.	  MRI	  achieves	  resolution	  on	  the	  order	  of	  1	  mm,	  thus	  finer	  details	  of	  a	  structure	  will	  not	  be	  resolved	  well.	  However,	  MRI	  is	  useful	  for	  imaging	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structures	  on	  a	  relatively	  large	  scale	  with	  its	  penetration	  depth	  on	  the	  order	  of	  10	  cm.	  Its	  operation	  and	  maintenance	  requires	  specialized	  training,	  and	  bulky	  packaging	  makes	  it	  impractical	  to	  transport.	  Clinical	  ultrasound	  has	  the	  ability	  to	  penetrate	  deeper	  tissue,	  with	  depths	  up	  to	  10	  cm	  reported,	  but	  suffers	  from	  low	  resolution	  on	  the	  order	  of	  millimeters	  as	  a	  tradeoff.	  High	  frequency	  ultrasound	  in	  the	  ranges	  of	  100	  MHz	  can	  achieve	  up	  to	  15-­‐20	  micrometers	  in	  resolution	  but	  imaging	  is	  limited	  to	  the	  millimeter	  range.	  On	  the	  other	  part	  of	  the	  spectrum,	  confocal	  microscopy	  has	  the	  ability	  to	  provide	  high	  resolution	  on	  the	  order	  of	  1	  micrometer.	  However,	  the	  penetration	  depth	  is	  limited	  to	  a	  range	  of	  a	  few	  hundred	  micrometers.	  X-­‐ray	  imaging	  and	  MRI	  approaches	  expose	  the	  subject	  to	  radiation.	  While	  the	  levels	  of	  radioactive	  exposure	  in	  these	  imaging	  modalities	  are	  closely	  monitored,	  OCT	  avoids	  unnecessary	  radiation	  exposure.	  	  
	  
Figure	  9	  -­‐	  Comparison	  of	  imaging	  systems	  resolution	  and	  penetration	  depth	  range,	  scaled	  
logarithmically.	  OCT	  fills	  the	  gap	  in	  imaging	  with	  micrometer	  resolution.	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1.5.1	  Time-­‐Domain	  Optical	  Coherence	  Tomography	  TD-­‐OCT	  obeys	  the	  Michelson	  interferometry,	  where	  incident	  light	  beam	  is	  split	  through	  a	  beam	  splitter	  to	  a	  reference	  and	  sample	  arm	  to	  measure	  the	  electric	  field.	  The	  sample	  is	  scanned	  to	  obtain	  a	  cross-­‐sectional	  image	  using	  scanning	  mirrors	  to	  move	  across	  each	  transversal	  point.	  At	  each	  point,	  the	  reference	  mirror	  is	  translated	  along	  a	  path	  to	  determine	  an	  interference	  pattern	  between	  the	  sample	  and	  reference	  arms.	  The	  mirror	  moves	  across	  a	  length	  within	  the	  field	  of	  view	  of	  the	  OCT	  system,	  creating	  a	  Doppler	  shift	  in	  the	  reference	  field.	  	  





Figure	  10	  -­‐	  Schematic	  of	  a	  time-­‐domain	  OCT	  system.	  	  
1.5.2	  Fourier-­‐Domain	  Optical	  Coherence	  Tomography	  Fourier	  domain	  OCT	  has	  attracted	  the	  attention	  of	  researchers	  as	  an	  alternative	  to	  TD-­‐OCT.	  First	  introduced	  in	  1995,	  FD-­‐OCT	  operates	  based	  on	  low-­‐coherence	  interferometry	  similar	  to	  its	  time-­‐domain	  counterpart,	  with	  a	  different	  detection	  technique.	  Also	  known	  as	  frequency-­‐domain	  OCT,	  interference	  occurs	  in	  the	  frequency	  domain,	  and	  allows	  simultaneous	  capture	  of	  the	  interference	  spectrum,	  significantly	  increasing	  imaging	  speed.	  FD-­‐OCT	  offers	  a	  faster	  acquisition	  time	  and	  a	  higher	  signal-­‐to-­‐noise	  (SNR)	  ratio	  in	  comparison	  to	  its	  TD-­‐OCT,	  and	  is	  well	  suited	  for	  low	  light	  recording.	  The	  reference	  arm	  does	  not	  require	  a	  moving	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mirror,	  enabling	  an	  increase	  in	  acquisition	  speed.	  The	  sensitivity	  enhancement	  is	  the	  ratio	  of	  axial	  resolution	  to	  axial	  imaging	  depth	  and	  frequency-­‐domain	  detection	  has	  an	  increase	  of	  50-­‐100	  times	  [12].	  FD-­‐OCT	  systems	  rely	  on	  signal	  post-­‐processing	  to	  reconstruct	  the	  interference	  spectrum	  into	  an	  axial	  profile,	  using	  a	  Fourier	  transform.	  While	  the	  computation	  requirements	  are	  higher,	  the	  benefit	  of	  faster	  imaging	  is	  essential	  in	  the	  study	  of	  biological	  systems.	  Based	  on	  the	  detection	  method	  used,	  two	  branches	  of	  FD-­‐OCT	  exist:	  the	  spectrometer-­‐based	  SD-­‐OCT	  and	  swept-­‐source	  OCT	  (SS-­‐OCT).	  	  	  




Figure	  11	  -­‐	  Schematic	  of	  a	  spectral-­‐domain	  OCT	  system.	  
 SS-­‐OCT	  detection	  uses	  a	  photodetector	  to	  capture	  the	  intensity	  spectrum	  while	  the	  source	  is	  tuned.	  In	  SS-­‐OCT,	  a	  narrow-­‐band	  frequency-­‐swept	  laser	  source	  is	  used	  to	  perform	  interferometry.	  The	  beam	  is	  split	  into	  a	  reference	  and	  sample	  arm,	  similar	  to	  SD-­‐OCT,	  where	  the	  mirror	  at	  the	  reference	  arm	  is	  fixed.	  The	  interference	  spectrum	  is	  captured	  as	  individual	  spectral	  components	  sequentially	  using	  a	  single	  detector.	  Due	  to	  source	  tuning,	  the	  reference	  arm	  causes	  a	  frequency	  offset.	  Interference	  of	  the	  sample	  and	  reference	  arms	  result	  in	  a	  beat	  seen	  in	  the	  interference	  pattern,	  with	  a	  frequency	  determined	  by	  the	  offset	  frequency.	  	  Finally,	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the	  axial	  profile	  is	  obtained	  by	  taking	  the	  Fourier	  transform,	  similar	  to	  the	  process	  in	  SD-­‐OCT	  systems	  [13]	  [12]	  [14].	  
 
1.5.3	  Doppler	  Optical	  Coherence	  Tomography	  OCT	  imaging	  relies	  on	  optical	  properties	  of	  tissue,	  namely	  scattering	  and	  refractive	  index,	  to	  create	  contrast	  in	  the	  cross-­‐sectional	  images.	  However,	  disease	  pathology	  cannot	  easily	  be	  characterized	  on	  contrast	  alone.	  Vasculature-­‐based	  disease	  pathology	  is	  well-­‐documented,	  spanning	  from	  ocular	  to	  dermal	  diseases.	  The	  ability	  to	  track	  physiological	  changes	  noninvasively	  is	  valuable	  for	  biomedical	  research	  and	  diagnostics.	  Doppler	  OCT	  (D-­‐OCT)	  provides	  a	  functional	  extension	  of	  OCT	  that	  has	  the	  ability	  to	  detect	  changes	  in	  blood	  vessels.	  
	  D-­‐OCT	  combines	  the	  Doppler	  Effect	  with	  OCT	  imaging	  to	  quantitatively	  measure	  changes	  in	  fluid	  flow.	  The	  Doppler	  Effect	  describes	  the	  observed	  changes	  in	  the	  frequency	  of	  a	  wave	  from	  a	  moving	  object.	  By	  using	  the	  observed	  frequency	  shift,	  the	  velocity	  of	  moving	  particles,	  such	  as	  red	  blood	  cells,	  can	  be	  determined	  through	  OCT	  imaging.	  Moving	  particles	  interfering	  with	  a	  reference	  beam	  induces	  a	  Doppler	  frequency	  shift	  in	  the	  interference	  pattern,	  based	  on	  the	  incident	  light	  beam	  and	  the	  outgoing	  scattered	  light	  [1]	  [12]	  [14].	  
Several	  velocity	  estimation	  methods	  based	  on	  D-­‐OCT	  have	  been	  developed.	  The	  time-­‐domain	  implementation	  follows	  a	  spectrogram	  method	  where	  a	  short	  time	  Fast	  Fourier	  transform	  (STFFT)	  or	  wavelet	  transform	  is	  used	  to	  determine	  the	  interference	  spectrum.	  However,	  this	  method	  is	  limited	  in	  its	  resolution,	  based	  on	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the	  window	  size	  of	  the	  STFFT	  and	  is	  compatible	  with	  high-­‐speed	  imaging	  only.	  Alternately,	  phase-­‐resolved	  Doppler	  OCT	  (PR-­‐DOCT)	  was	  proposed	  to	  provide	  an	  improvement	  in	  velocity	  sensitivity.	  However,	  one	  of	  the	  limiting	  factors	  in	  D-­‐OCT	  imaging	  is	  its	  sensitivity	  to	  flow	  direction.	  The	  Doppler	  shift	  is	  detectable	  only	  for	  vessels	  parallel	  to	  the	  scanning	  beam.	  Any	  perpendicular	  flow	  to	  the	  beam	  is	  not	  registered.	  This	  parameter	  makes	  flow	  determination	  challenging	  since	  the	  direction	  of	  blood	  flow	  is	  generally	  not	  known	  in	  live	  tissue.	  	  
	  
Figure	  12	  -­‐	  Schematic	  of	  a	  Doppler	  OCT	  system	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Chapter	  2:	  Principles	  of	  Optical	  Coherence	  Tomography	  Optical	  coherence	  tomography	  (OCT)	  is	  a	  noninvasive	  imaging	  technique,	  with	  sub-­‐micrometer	  resolution,	  making	  OCT	  suitable	  for	  in-­‐vivo	  visualization	  of	  the	  vasculature	  network	  in	  the	  cerebral	  cortex.	  The	  main	  principle	  underlying	  OCT	  is	  low-­‐coherence	  interferometry,	  and	  here	  the	  theoretical	  basis,	  particularly	  for	  spectral-­‐domain	  OCT	  and	  Doppler	  OCT	  is	  explored.	  The	  theoretical	  basis	  looks	  at	  relationships	  that	  affect	  system	  design	  are	  considered,	  including	  beam	  spot	  size,	  depth	  of	  focus,	  resolution	  and	  spectral	  response.	  Trade-­‐offs	  between	  resolution	  and	  depth	  of	  penetration	  is	  also	  considered	  towards	  an	  optimized	  system	  design.	   	  
2.1	  Theory	  of	  OCT The	  underlying	  principle	  of	  operation	  for	  OCT	  is	  low-­‐coherence	  interferometry.	  Interferometry	  facilitates	  the	  measurement	  of	  the	  magnitude	  and	  echo	  time	  delay	  of	  backscattered	  light	  from	  a	  sample,	  in	  this	  case,	  biological	  tissue.	  Biological	  tissue	  can	  be	  considered	  to	  be	  multiple	  discrete	  reflectors	  of	  varying	  reflectance.	  Michelson	  interferometry	  is	  used	  to	  perform	  the	  measurements,	  where	  a	  typical	  set-­‐up	  seen	  in	  OCT	  is	  shown	  in	  Figure	  6.	  Interferometry	  requires	  a	  source,	  a	  reference	  arm,	  sample	  arm	  and	  a	  beam	  splitter.	  Incident	  light	  is	  illuminated	  from	  a	  low-­‐coherence	  source	  with	  a	  broad	  bandwidth.	  Partial	  beams	  are	  sent	  to	  the	  reference	  and	  sample	  arms	  through	  an	  equally	  splitting	  beam	  splitter.	  The	  electric	  field	  representing	  an	  OCT	  signal	  can	  be	  expressed	  mathematically	  as	  a	  complex	  phasor,	  as	  a	  function	  of	  the	  wavenumber	  and	  angular	  frequency,	  in	  the	  form:	  
𝐸 = 𝐸!𝑒! !"!!" 	  
25	  	  
	  
where	  𝐸!	  is	  the	  amplitude,	  𝑘 = !!! 	  	  is	  the	  propagation	  constant,	  𝑙	  is	  the	  distance	  of	  light	  traveled,	  𝜔 = 2𝜋𝑓  	  is	  angular	  frequency	  and	  t	  representing	  time.	  The	  reference	  and	  sample	  arm	  beams,	  𝐸! 	  and	  𝐸!	  respectively,	  are	  represented	  by	  the	  complex	  phasors:	  
𝐸! = 𝐸!,!𝑒! !!!!!" 	  
𝐸! = 𝐸!,!𝑒! !!!!!" 	  
The	  reference	  beam	  𝐸! ,	  is	  sent	  to	  a	  mirror	  located	  at	  the	  terminal	  point	  of	  the	  reference	  arm.	  The	  sample	  beam	  𝐸!	  is	  sent	  to	  the	  arm	  consisting	  of	  the	  object	  under	  test,	  such	  as	  biological	  tissue.	  The	  recombined	  field,	  𝐸!"# ,	  which	  is	  captured	  by	  a	  detector	  is	  	  a	  superposition	  of	  the	  sample	  and	  reference	  arms.	  𝐸!"# 	  can	  be	  expressed	  as:	   𝐸!"# = 𝐸! + 𝐸!	  
The	  interference	  pattern	  is	  the	  correlation	  of	  sample	  and	  reference	  arm	  electric	  fields,	  which	  are	  time-­‐averaged	  on	  a	  photodetector.	  This	  detected	  intensity	  can	  be	  written	  as:	  
𝐼 𝑡 = 𝐸! + 𝐸! ! = 𝐸!𝐸!∗ +    𝐸!𝐸!∗ + 2𝑅𝑒 𝐸!𝐸!∗ 	  
The	  interference	  is	  a	  combination	  of	  self-­‐interference	  and	  cross-­‐interference	  terms.	  Self-­‐interference,	  also	  referred	  to	  as	  the	  autocorrelation	  of	  the	  signal,	  is	  the	  observed	  interference	  between	  reflectors	  in	  the	  sample.	  These	  terms	  are	  independent	  components	  and	  are	  represented	  as	   𝐸!𝐸!∗   	  and	   𝐸!𝐸!∗ 	  for	  the	  sample	  and	  reference	  arms	  respectively.	  The	  first	  term,	  square	  of	  the	  magnitude	  of	  the	  
26	  	  
	  
sample	  arm	   𝐸!𝐸!∗ = 𝐸!,!! 	  is	  negligible.	  Typically,	  the	  sample	  arm	  reflectance	  is	  small	  in	  comparison	  to	  the	  sample	  arm	  reflectance.	  The	  second	  term,	  which	  is	  the	  autocorrelation	  of	  the	  reference	  arm,	  is	  the	  magnitude	  of	  the	  reference	  arm	  squared	  𝐸!𝐸!∗ = 𝐸!,!! .	  This	  term	  can	  be	  adjusted	  by	  subtracting	  a	  reference	  arm	  reflection	  from	  the	  acquired	  signal.	  The	  cross-­‐correlation	  terms	  are	  components	  that	  describe	  the	  interference	  between	  the	  reference	  and	  sample	  arms.	  This	  term	  contains	  the	  information	  on	  the	  reflectivity	  profile	  along	  the	  depth	  of	  the	  sample.	  The	  cross-­‐correlation	  is	  represented	  by	  the	  term	  2𝑅𝑒 𝐸!𝐸!∗ ,	  and	  can	  be	  described	  as	  the	  time-­‐average	  of	  the	  sample	  and	  conjugate	  of	  the	  reference	  reflections.	  The	  real	  term	  can	  be	  written	  as:	  
2𝑅𝑒 𝐸!𝐸!∗ = 2cos  (Δ𝜙)	  
where	  
Δ𝜙 = 𝑘!𝑙! − 𝑘!𝑙! = 2𝜋 𝑛 Δ𝑙  𝜆! 	  
Δ𝑙 = 𝑙! − 𝑙! 	  
	  In	  this	  signal,	  phase	  modulation	  and	  the	  envelope	  of	  the	  autocorrelation	  function	  is	  represented	  by	  rapid	  oscillations	  and	  a	  Gaussian	  envelope,	  respectively.	  Variations	  on	  the	  interference	  create	  fringes	  that	  are	  resultant	  of	  changing	  phase	  difference,	  Δ𝜙,	  dependent	  on	  the	  length	  mismatch	  Δ𝑙.	  The	  length	  mismatch	  represents	  the	  difference	  between	  the	  reference	  and	  sample	  arm.	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Interference	  is	  dependent	  on	  the	  coherence	  length	  of	  the	  light	  source.	  Source	  coherency	  and	  the	  path	  length	  difference	  for	  the	  reference	  and	  sample	  arm	  dictates	  the	  minimum	  detectable	  interference	  signal.	  Low-­‐coherence,	  or	  broad	  bandwidth	  sources,	  detect	  interference	  when	  the	  sample	  and	  reference	  arm	  path	  lengths	  are	  within	  the	  coherence	  length	  of	  light.	  For	  coherent	  sources	  with	  a	  narrow	  linewidth,	  interference	  occurs	  across	  a	  larger	  path	  length	  difference	  (on	  the	  order	  of	  centimeters	  or	  meters)	  between	  the	  reference	  and	  sample	  arm.	  Low-­‐coherent,	  or	  broad	  bandwidth	  sources,	  detects	  interference	  when	  the	  sample	  and	  reference	  arm	  path	  lengths	  are	  within	  the	  coherence	  length	  of	  the	  light.	  	  
Coherence	  length	  is	  the	  product	  of	  the	  velocity	  of	  light	  in	  vacuum,	  and	  the	  coherence	  time	  is	  a	  measure	  of	  the	  degree	  of	  coherency	  over	  time.	  In	  other	  words,	  this	  can	  be	  found	  as	  𝑙! = 𝑐𝑡! = !!!!	  where	  c	  is	  the	  speed	  of	  light	  in	  vacuum,	  and	  Δ𝜆	  is	  the	  bandwidth	  of	  the	  source,	  or	  the	  full	  width	  at	  half-­‐maximum	  (FWHM)	  of	  the	  source	  spectrum.	  
In	  its	  practical	  implementation,	  Michelson	  interferometry	  can	  be	  performed	  in	  both	  free	  space	  and	  waveguides,	  such	  as	  the	  optical	  fiber.	  Optical	  fibers	  are	  favorable	  due	  to	  its	  portability,	  economic	  value	  and	  availability	  due	  to	  the	  development	  in	  telecommunication	  technologies.	  Many	  telecommunication	  components	  are	  available	  for	  source	  wavelengths	  used	  in	  OCT.	  Furthermore,	  the	  fiber	  optic	  coupler	  is	  not	  always	  split	  equally	  at	  a	  50:50	  ratio.	  Our	  OCT	  system	  takes	  advantage	  of	  variable	  fiber	  optic	  coupler	  in	  order	  to	  direct	  more	  power	  to	  the	  weakly	  reflecting	  sample	  arm	  in	  order	  to	  achieve	  a	  higher	  signal	  to	  noise	  ratio.	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2.2.	  Spectral	  Domain	  Low	  Coherence	  Interferometry	  	   In	  spectral-­‐domain	  OCT	  (SD-­‐OCT)	  using	  a	  low-­‐coherence	  source,	  the	  intensity	  is	  captured	  through	  a	  spectrometer.	  The	  recombined	  beams	  from	  the	  sample	  and	  reference	  arms	  are	  recaptured	  as	  the	  spectral	  interferogram,	  𝐼(𝜆)	  as	  a	  function	  of	  wavelength,	  	  𝜆.	  The	  detected	  signal	  is	  a	  superposition	  of	  DC	  terms,	  cross-­‐correlation	  and	  auto-­‐correlation	  terms.	  	  	   A	  common	  detector	  choice	  in	  SD-­‐OCT	  configurations	  is	  a	  line	  CCD	  camera.	  	  Prior	  to	  illuminating	  detector	  surfaces,	  the	  recombined	  reference	  and	  sample	  arm	  beams	  are	  dispersed	  into	  wavelength	  components	  where	  a	  prism	  or	  a	  diffraction	  grating	  may	  be	  employed.	  Sample	  reflection	  information	  is	  carried	  in	  the	  cross-­‐correlation	  terms.	  	  	  The	  sample	  reflectivity	  profile	  is	  attained	  through	  taking	  the	  inverse	  Fourier	  transform	  of	  the	  spectral	  interferogram.	  Due	  to	  Hermitian	  symmetry	  from	  the	  Fourier	  transform	  of	  a	  real	  spectral	  interferogram,	  the	  reflectivity	  profile	  is	  a	  mirror	  image	  of	  the	  positive	  and	  negative	  distance	  from	  the	  zero	  path	  length.	  	  	   The	  autocorrelation	  and	  DC	  terms	  of	  the	  detected	  spectrum	  result	  in	  undesirable	  image	  artifacts.	  The	  DC	  terms	  cause	  a	  bias	  in	  the	  spectrum,	  by	  shifting	  its	  amplitude.	  To	  compensate	  for	  this	  effect,	  the	  reflectivity	  profile	  without	  any	  reflector	  in	  the	  sample	  arm	  can	  be	  subtracted	  with	  the	  sample	  reflectivity	  profile	  to	  mitigate	  the	  amplitude	  bias.	  	  Autocorrelation	  terms	  may	  appear	  as	  “ghosting”	  and	  appear	  in	  the	  image	  to	  mimic	  the	  structure	  of	  the	  sample	  under	  test.	  An	  uneven	  distribution	  of	  power	  to	  the	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sample	  and	  reference	  arms	  reduces	  the	  likelihood	  of	  more	  obstructive	  autocorrelation	  terms	  in	  the	  image.	  	  	  




Figure	  13	  -­‐	  Depiction	  of	  frequency	  shift	  caused	  by	  moving	  particles	  for	  Doppler	  OCT	  velocity	  
measurement.	  	   In	  practice,	  DOCT	  scanning	  is	  performed	  with	  a	  TD-­‐	  or	  FD-­‐OCT	  system	  with	  the	  incident	  source	  from	  the	  scan	  lens	  is	  set	  at	  an	  angle.	  Processing	  for	  Doppler	  OCT	  requires	  additional	  steps	  to	  determine	  the	  velocity,	  in	  addition	  to	  standard	  signal	  processing	  for	  imaging.	  	   	  
2.4	  Imaging	  Resolution Each	  depth	  profile	  is	  constructed	  from	  the	  A-­‐scan	  recorded	  during	  data	  acquisition	  and	  scanning.	  Resolution	  continues	  to	  be	  an	  important	  consideration	  in	  imaging,	  and	  high	  resolution	  is	  especially	  valuable	  in	  resolving	  cellular	  boundaries	  often	  seen	  in	  biological	  tissue.	  In	  high-­‐resolution	  imaging,	  both	  axial	  and	  lateral	  resolution	  is	  of	  significant	  importance.	  The	  advantage	  of	  OCT	  systems	  is	  that	  the	  axial	  and	  lateral	  resolutions	  are	  independent	  of	  each	  other.	  Axial	  resolution	  depends	  on	  the	  source,	  while	  lateral	  resolution	  depends	  on	  the	  sample	  arm	  objective.	  Thus,	  this	  resolution	  decoupling	  allows	  for	  easier	  system	  optimization.	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Imaging	  nontransparent	  biological	  tissue	  ideally	  uses	  sources	  ranging	  from	  1250	  nm	  to	  1350	  nm.	  This	  wavelength	  will	  maximize	  the	  effective	  imaging	  range.	  However,	  axial	  resolution	  is	  limited	  by	  the	  source	  bandwidth	  of	  the	  OCT	  system.	  Maximum	  lateral	  resolution	  can	  be	  considered	  in	  enhancing	  the	  system	  design	  due	  to	  the	  independence	  of	  the	  axial	  and	  lateral	  scanning	  components.	  In	  the	  next	  two	  sections	  we	  discuss	  the	  relationship	  and	  factors	  determining	  the	  system	  resolution.	  	  
2.4.1	  Axial	  Resolution	  Axial	  resolution,	  known	  also	  as	  depth	  or	  longitudinal	  resolution,	  is	  defined	  by	  the	  source	  coherence	  length.	  It	  is	  particularly	  susceptible	  to	  depth-­‐dependent	  distortion,	  as	  effects	  of	  scattering	  degrades	  the	  signal	  in	  deeper	  structures.	  The	  maximum	  axial	  resolution	  can	  be	  characterized	  as	  the	  coherent	  length	  of	  the	  laser	  source.	  Coherence	  length	  is	  defined	  as	  the	  FWHM	  of	  the	  autocorrelation	  of	  the	  source	  spectrum,	  for	  a	  Gaussian	  spectral	  distribution	  [12].	  This	  yields	  the	  definition	  of	  axial	  resolution	  Δ𝑧	  as:	  




Figure	  14	  –	  Inversely	  proportional	  relationship	  between	  OCT	  axial	  resolution	  and	  source	  bandwidth	  of	  a	  
system.	  	  	  For	  a	  higher	  axial	  resolution,	  a	  wider	  source	  bandwidth	  is	  necessary.	  	  In	  its	  practical	  application,	  care	  must	  be	  exercised	  in	  selecting	  the	  source	  for	  the	  maximum	  axial	  resolution.	  Figure	  14	  demonstrates	  the	  inversely	  proportional	  relationship	  for	  varying	  source	  center	  wavelengths.	   	  
2.4.2	  Lateral	  Resolution	  Lateral	  resolution	  provides	  resolution	  in	  the	  transversal	  direction	  of	  scan	  and	  is	  characterized	  by	  the	  beam	  spot	  size.	  The	  lateral	  resolution	  Δ𝑥	  is	  dependent	  on	  the	  diffraction	  limited	  spot	  size,	  as	  in	  microscopy,	  and	  defined	  by	  the	  equation	  shown:	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𝚫𝒙 = 𝟒𝝀𝒇𝝅𝒅 = 𝟐𝝀𝝅𝑵𝑨𝒐𝒃𝒋	   	   	   	   Equation	  4	  where	  𝑓	  is	  the	  focal	  length	  of	  the	  objective	  lens	  and	  𝑑	  is	  the	  beam	  diameter	  from	  the	  objective	  lens.	  	  
	  
Figure	  15	  –	  Inversely	  proportional	  relationship	  between	  lateral	  resolution	  and	  depth	  of	  field	  Optical	  design	  of	  the	  lateral	  resolution	  is	  governed	  by	  the	  inversely	  proportional	  relationship	  between	  the	  minimum	  spot	  size	  of	  the	  beam	  and	  the	  numerical	  aperture	  (NA)	  of	  the	  objective	  lens.	  The	  numerical	  aperture	  describes	  the	  beam	  focusing	  angle.	  Furthermore,	  lateral	  resolution	  of	  the	  OCT	  system	  is	  constrained	  in	  its	  depth	  of	  field	  due	  to	  a	  confocal	  parameter,	  which	  defines	  depth	  of	  field	  as	  twice	  the	  Rayleigh	  range	  of	  the	  beam	  by	  the	  equation	  [12]:	  𝟐𝒛𝑹 = 𝝅𝚫𝒙𝟐𝝀 	   	   	   	   Equation	  5	  




Figure	  16	  –	  The	  effects	  of	  numerical	  aperture	  in	  relation	  to	  the	  beam	  spot	  size	  and	  depth	  of	  field.	  	  The	  effect	  results	  in	  a	  trade-­‐off	  for	  the	  lateral	  resolution	  of	  the	  system.	  A	  high	  transversal	  resolution	  can	  be	  attained	  by	  selecting	  a	  lens	  with	  a	  higher	  NA	  value.	  This	  will	  provide	  a	  smaller	  beam	  spot	  size,	  at	  the	  cost	  of	  depth	  of	  field.	  Thus,	  a	  shorter	  range	  of	  the	  sample	  will	  be	  in	  focus	  and	  the	  remainder	  will	  be	  blurred.	  A	  lower	  NA	  lens	  provides	  a	  larger	  depth	  of	  field;	  however	  the	  spot	  size	  limits	  the	  finest	  transversal	  resolution.	  In	  other	  words,	  the	  spot	  size	  would	  be	  less	  focused	  in	  comparison	  with	  a	  higher	  NA	  lens.	  	  
	  
2.5	  Imaging	  Range In	  an	  SD-­‐OCT	  system,	  the	  spectral	  interference	  pattern	  is	  recorded	  on	  a	  spectrometer	  in	  the	  detection	  arm	  of	  the	  system.	  The	  pixel	  size	  on	  the	  spectrometer	  dictates	  the	  maximum	  depth	  that	  the	  SD-­‐OCT	  system	  can	  capture.	  As	  we	  will	  see	  in	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the	  software	  section,	  the	  spectral	  interference	  pattern	  in	  the	  frequency-­‐domain	  is	  Fourier-­‐transformed	  to	  attain	  the	  sample	  reflectivity	  profile	  in	  the	  spatial	  domain.	  Ideally,	  the	  detector	  would	  have	  an	  infinite	  number	  of	  detector	  infinitesimal	  pixels	  and	  will	  not	  limit	  the	  maximum	  imaging	  range.	  However,	  the	  spectrometer	  has	  a	  finite	  number	  of	  pixels	  with	  some	  physical	  dimensions	  to	  record	  the	  spectral	  response,	  limiting	  sampling	  and	  frequency	  resolution.	  Theoretically	  a	  Gaussian	  laser	  source	  will	  have	  tails	  to	  the	  infinity	  in	  the	  wavelength	  domain	  which	  cannot	  be	  captured	  by	  the	  spectrometer.	  This	  will	  reduce	  the	  practical	  resolution	  of	  the	  SD-­‐OCT	  system	  from	  the	  theoretical	  maximum	  resolution	  (Equation	  3).	  The	  spectral	  range	  recorded	  by	  the	  line	  CCD	  detector	  depends	  on	  the	  hardware	  design	  and	  will	  determine	  the	  practical	  axial	  resolution	  of	  the	  system.	  On	  the	  other	  hand	  when	  the	  spectral	  range	  that	  the	  spectrometer	  captures	  is	  fixed	  in	  the	  hardware,	  the	  spectrometer	  pixel	  size	  will	  play	  the	  major	  role	  in	  the	  imaging	  range.	  Based	  on	  the	  spectral	  range	  that	  the	  spectrometer	  captures	  and	  its	  pixel	  size,	  each	  pixel	  is	  covering	  a	  spectral	  band	  which	  is	  basically	  the	  sampling	  rate	  of	  the	  spectrum.	  The	  smaller	  the	  pixel	  size	  the	  deeper	  the	  system	  can	  capture.	  This	  factor	  another	  trade-­‐off	  in	  the	  design	  consideration,	  with	  an	  inversely	  proportional	  relationship	  between	  the	  spectral	  ranges	  recorded	  on	  the	  spectrometer	  and	  OCT	  imaging	  range,	  represented	  by	  pixel	  spacing	  in	  the	  axial	  direction.	  This	  trade-­‐off	  should	  be	  considered	  in	  design,	  between	  a	  highly	  resolved	  shorter	  imaging	  range	  is	  desired	  or	  a	  less	  resolved	  longer	  imaging	  range,	  as	  is	  shown	  in	  Figure	  17.	  When	  the	  spectrometer	  detector	  captures	  a	  larger	  spectral	  range	  (shown	  in	  Figure	  17(c)),	  the	  Fourier-­‐transformed	  axial	  profile	  imaging	  range	  is	  limited.	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However,	  features	  within	  the	  depth	  are	  more	  resolved	  due	  to	  a	  larger	  number	  of	  pixels	  that	  are	  assigned	  to	  the	  region.	  Conversely,	  if	  the	  spectral	  range	  captured	  on	  the	  detector	  is	  limited,	  therefore	  assigning	  a	  high	  frequency	  resolution,	  a	  larger	  imaging	  range	  is	  achieved.	  The	  trade-­‐off	  is	  that	  features	  in	  the	  deeper	  region	  imaged	  cannot	  be	  resolved	  as	  well	  due	  to	  the	  finite	  number	  of	  pixels	  assigned	  for	  the	  entire	  depth.	  Figure	  17	  demonstrates	  the	  relationship	  between	  frequency	  and	  spatial	  resolution	  for	  all	  three	  cases.	  In	  other	  words,	  when	  frequency	  resolution	  is	  high,	  spatial	  resolution	  is	  reduced.	  Conversely,	  when	  frequency	  resolution	  is	  lower,	  spatial	  resolution	  increases.	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Chapter	  3:	  System	  Design:	  Hardware	  	   As	  described	  earlier,	  the	  OCT	  system	  design	  comprises	  a	  series	  of	  trade-­‐offs	  in	  imaging	  and	  performance.	  This	  chapter	  documents	  the	  hardware	  considerations	  of	  the	  system	  design,	  including	  source	  selection,	  optical	  path	  design	  for	  reference	  and	  sample	  arms,	  and	  the	  detection	  arm,	  including	  the	  spectrometer	  and	  data	  acquisition	  system	  which	  detects	  and	  records	  the	  interference	  spectrum,	  respectively.	  The	  schematic	  and	  optical	  design	  of	  the	  OCT	  system	  which	  is	  discussed	  in	  this	  chapter	  is	  displayed	  in	  Figure	  18.	  
	  
Figure	  18	  -­‐	  Schematic	  of	  the	  designed	  SD-­‐OCT	  system.	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Design	  goals	  are	  three-­‐fold	  in	  performance,	  flexibility,	  and	  ease	  of	  use.	  In	  terms	  of	  performance,	  a	  high-­‐speed	  scanning	  and	  fast	  acquisition	  system	  is	  necessary	  for	  biological	  imaging	  with	  an	  acceptable	  imaging	  range	  on	  the	  order	  of	  millimeters	  with	  the	  ability	  to	  resolve	  few	  micrometer	  resolution	  vessels.	  Regarding	  flexibility,	  the	  mechanical	  design	  is	  considered	  for	  portability	  so	  that	  the	  system	  can	  be	  moved	  in	  surgery	  settings.	  The	  nature	  of	  brain	  scanning	  requires	  the	  system	  to	  be	  adaptable	  to	  surgery	  bays	  for	  small	  animals.	  The	  system	  design	  should	  be	  mechanically	  sound	  to	  reduce	  the	  vibration	  effects	  that	  may	  detract	  the	  quality	  of	  system	  calibration.	  Finally,	  user-­‐friendly	  interface	  software	  should	  be	  developed	  for	  the	  system.	  Components	  were	  selected	  based	  on	  the	  calculated	  design	  parameters	  from	  readily	  available	  products	  in	  the	  market.	  
 
3.1	  Source The	  source	  plays	  a	  crucial	  role	  in	  the	  OCT	  system	  performance	  and	  should	  be	  elaborated	  on	  as	  a	  practical	  point	  for	  design	  considerations.	  	  Axial	  resolution	  of	  the	  system	  is	  dependent	  on	  the	  source	  bandwidth.	  	  Absorption	  and	  scattering	  of	  light,	  specifically	  biological	  tissue	  in	  this	  application,	  degrades	  signal	  strength	  with	  depth.	  Penetration	  depth	  suffers	  from	  weak	  reflection	  due	  to	  material	  attenuation.	  Scattering	  is	  largely	  dependent	  on	  the	  wavelength,	  and	  in	  higher	  wavelengths	  less	  scattering	  is	  observed	  [12].	  Penetration	  depth	  is	  determined	  by	  the	  source	  central	  wavelength.	  The	  absorption	  coefficient	  as	  a	  function	  of	  light	  wavelength	  is	  shown	  in	  Figure	  19	  for	  biological	  tissue	  constituents	  in	  the	  brain.	  Those	  shown	  in	  the	  plot	  include	  oxygenated	  hemoglobin	  𝐻𝑏𝑂!,	  deoxygenated	  hemoglobin	  deoxy-­‐Hb,	  bulk	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lipids	  and	  water	  𝐻!𝑂.	  This	  range	  exhibits	  the	  optical	  window	  for	  wavelengths	  that	  are	  less	  absorbed	  within	  tissue.	  The	  window	  where	  the	  least	  absorption	  for	  all	  occurs	  is	  approximately	  between	  780	  –	  820	  nm.	  In	  ophthalmic	  imaging,	  a	  source	  wavelength	  between	  800	  –	  850	  nm	  is	  commonly	  used.	  This	  band	  is	  particularly	  useful	  for	  eye	  imaging	  due	  to	  the	  low	  absorption	  of	  light.	  Ophthalmic	  applications	  aim	  to	  image	  the	  retina,	  located	  in	  the	  posterior	  of	  the	  eye.	  Light	  must	  pass	  through	  ocular	  media,	  including	  the	  fluid	  region	  of	  the	  vitreous	  of	  the	  eye	  before	  reaching	  the	  retina.	  To	  maintain	  scanning	  reliability,	  minimal	  absorption	  is	  desirable.	  For	  dense	  materials,	  imaging	  in	  the	  800-­‐850	  nm	  region	  limits	  the	  achievable	  penetration	  depth	  due	  to	  scattering.	  In	  transparent	  tissue	  such	  as	  the	  eye,	  scattering	  is	  not	  as	  prevalent	  and	  as	  a	  result,	  this	  band	  is	  useful	  for	  ophthalmic	  imaging.	  	  
	  
Figure	  19	  -­‐	  Absorption	  coefficient	  in	  biological	  constituents	  [16]	  	   As	  wavelength	  increases,	  absorption	  also	  begins	  to	  increase	  for	  most	  biological	  constituents.	  Water	  absorption	  rises	  steeply	  as	  the	  wavelength	  increases	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above	  950	  nm.	  Scattering	  in	  higher	  wavelength	  bands;	  however,	  is	  decreased	  which	  allows	  longer	  imaging	  ranges	  in	  the	  tissue.	  This	  consideration	  is	  important	  for	  nontransparent	  tissue	  suffering	  from	  scattering	  in	  shorter	  wavelength.	  Sources	  in	  the	  near-­‐infrared	  range,	  such	  as	  1310	  nm,	  are	  often	  used	  in	  OCT	  for	  the	  benefit	  of	  an	  increased	  imaging	  range,	  despite	  higher	  water	  absorption.	  Wavelength	  compatible	  components	  are	  readily	  available	  in	  the	  800-­‐850	  nm	  range	  as	  well	  as	  1310	  nm,	  making	  implementation	  equally	  accessible	  for	  either	  source	  selection.	  As	  mentioned	  previously,	  the	  interference	  spectrum	  is	  the	  autocorrelation	  of	  the	  source	  electric	  fields.	  The	  autocorrelation	  of	  a	  Gaussian	  function	  is	  another	  Gaussian,	  thus	  an	  approximately	  Gaussian	  source	  spectrum	  is	  ideal.	  The	  coherence	  length	  for	  a	  Gaussian-­‐distributed	  type	  source	  determines	  the	  axial	  resolution	  defined	  previously	  in	  Equation	  3.	  The	  axial	  resolution	  depends	  on	  the	  FWHM	  of	  the	  source,	  which	  is	  the	  coherence	  length.	  From	  the	  inversely	  proportional	  relationship,	  it	  was	  understood	  that	  higher	  resolution	  imaging	  requires	  broad	  source	  bandwidths	  in	  low-­‐coherent	  interferometry.	  Low	  coherent	  sources,	  such	  as	  SLDs	  are	  readily	  available	  in	  the	  market	  with	  sufficient	  output	  power	  on	  the	  mW	  range	  for	  a	  fairly	  low	  cost.	  Femtosecond	  lasers	  are	  known	  for	  their	  broad	  bandwidths,	  and	  are	  another	  viable	  source	  option,	  though	  at	  a	  much	  higher	  cost	  considering	  today’s	  technology.	  	  	  SLDs	  are	  attractive	  sources	  for	  implementation	  of	  OCT	  systems	  due	  to	  their	  low	  cost,	  compact	  geometry,	  availability	  and	  reliability.	  This	  is	  instrumental	  in	  the	  signal	  processing	  and	  detection	  of	  interference	  in	  OCT.	  Lasers	  traditionally	  produce	  a	  high	  output	  power	  over	  narrow	  spectral	  widths.	  Light-­‐emitting	  diodes	  (LED)	  are	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forward	  based	  p-­‐n	  junctions,	  providing	  light	  via	  spontaneous	  emission.	  Injecting	  current	  into	  an	  LED	  causes	  a	  recombination	  of	  electrons	  and	  holes	  in	  the	  p-­‐	  and	  n-­‐type	  regions	  respectively,	  resulting	  in	  spontaneous	  emission	  [17].	  The	  emission	  occurs	  over	  the	  entire	  bandwidth	  of	  the	  gain	  medium,	  resulting	  in	  a	  broad	  spectrum.	  SLD	  combines	  the	  reliable	  output	  seen	  in	  laser	  diodes	  while	  having	  a	  broad	  optical	  spectrum.	  The	  intensity	  on	  the	  produced	  optical	  power	  is	  based	  on	  the	  bias	  current	  of	  the	  diode.	  SLD	  power	  output	  holds	  two	  dependencies,	  with	  an	  exponential	  relationship	  for	  optical	  gain	  and	  a	  linear	  relationship	  for	  spontaneous	  emission	  [18].	  In	  SLDs,	  gain	  occurs	  due	  to	  higher	  injection	  currents;	  and	  higher	  modal	  gain	  is	  observed	  in	  comparison	  to	  laser	  diodes.	  Often	  to	  increase	  the	  bandwidth	  of	  the	  source,	  the	  beam	  of	  two	  SLDs	  are	  combined	  to	  achieve	  a	  broader	  bandwidths	  [13]	  [12]	  [19].	  Coupling	  two	  SLD	  outputs	  has	  been	  demonstrated	  to	  improve	  the	  axial	  resolution,	  as	  demonstrated	  in	  the	  plot	  of	  Figure	  20.	  	  
	  
Figure	  20	  -­‐	  Combined	  channel	  emission	  of	  the	  extended	  broadband	  SLD	  source.	  Figure	  adapted	  
from	  [20].	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The	  spectrum	  can	  be	  extended	  to	  achieve	  a	  wider	  bandwidth	  for	  high-­‐resolution	  imaging.	  Combining	  dual	  sources	  yields	  a	  higher	  output	  power,	  and	  each	  source	  may	  also	  be	  operated	  independently,	  based	  on	  the	  source	  architecture. 	   A	  source	  in	  the	  near-­‐infrared	  range	  was	  selected	  for	  the	  system	  to	  attain	  deeper	  penetration	  depth	  of	  dense	  brain	  tissue.	  	  SLDs	  with	  nominal	  wavelengths	  of	  1300	  nm	  usually	  have	  a	  bandwidth	  between	  90-­‐100	  nm.	  An	  extended	  broadband	  SLD	  light	  source	  (LS2000B,	  Thorlabs,	  Inc.,	  Newton,	  NJ,	  USA)	  was	  chosen	  for	  the	  project.	  Combining	  two	  SLDs	  with	  a	  central	  wavelength	  of	  1225	  nm	  and	  1340	  nm,	  with	  a	  bandwidth	  of	  80	  nm	  and	  110	  nm	  respectively,	  yields	  a	  center	  wavelength	  of	  1300	  nm	  and	  a	  typical	  combined	  bandwidth	  of	  200	  nm	  with	  an	  output	  power	  of	  10	  mW.	  	  Theoretically,	  the	  axial	  resolution	  of	  the	  system	  can	  be	  found	  using	  the	  following	  formulation:  
Δ𝑧 = 2 ln 2 𝜆!!𝜋𝛥𝜆 = 2 ln 2 × 1310  𝑛𝑚 !𝜋×200  𝑛𝑚 = 3.787𝜇𝑚	  A	  sample	  spectral	  emission	  of	  the	  source	  is	  shown	  in	  Figure	  20.	  In	  the	  first	  image,	  emitted	  power	  of	  the	  independent	  sources	  are	  shown,	  and	  in	  the	  second	  image,	  a	  larger	  bandwidth	  is	  synthesized	  by	  combining	  sources.	  
 
3.2	  Interferometer The	  interferometer	  lies	  at	  the	  heart	  of	  the	  OCT	  system	  to	  relay	  the	  light	  beams	  from	  the	  source,	  reference	  and	  sample	  arms	  to	  the	  detection	  and	  data	  acquisition	  module.	  	  Interferometry	  can	  be	  achieved	  by	  transmitting	  the	  light	  beams	  through	  free	  space	  or	  optical	  fibers.	  Fiber	  optic	  connectors	  reduce	  the	  potential	  for	  misalignment	  in	  both	  arms	  because	  of	  it	  is	  a	  modular	  optical	  wave	  guide.	  Using	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fibers	  also	  increase	  the	  system’s	  mobility	  to	  be	  transported	  with	  minimal	  risk	  of	  misalignment.	  Fiber	  optic	  cables	  in	  the	  1310	  nm	  wavelength	  range	  are	  readily	  available	  since	  these	  fibers	  are	  widely	  used	  in	  optical	  telecommunication	  systems.	  The	  module	  connectors	  seen	  in	  the	  system	  are	  single	  mode	  fiber	  connectors	  with	  angled	  physical	  contact	  (FC/APC)	  patch	  cables,	  with	  8°	  angled	  fiber	  ends,	  to	  minimize	  back	  reflections.	  Insulation	  for	  the	  conveyance	  cables	  provide	  further	  protection	  to	  ensure	  system	  performance	  reliability	  and	  protection	  from	  optical	  interference	  that	  may	  potentially	  affect	  measurements.	  A	  variable	  coupler	  was	  used	  as	  a	  beam	  splitter	  in	  the	  configuration,	  for	  adjustable	  power	  to	  be	  directed	  to	  equidistant	  sample	  and	  reference	  arms.	  A	  variable	  coupler	  is	  used	  to	  divide	  the	  optical	  power	  between	  the	  sample	  and	  reference	  arms	  to	  optimize	  interference	  power	  ratios,	  where	  a	  majority	  of	  the	  power	  is	  directed	  to	  the	  sample	  arm.	  A	  variable	  coupler	  (Model	  905	  Variable	  Ratio	  Coupler,	  Evanescent	  Optics,	  Inc.,	  ON,	  Canada)	  was	  chosen	  with	  one	  micron	  of	  motion	  per	  0.001	  inch	  division.	  An	  unbalanced	  configuration	  compensates	  for	  the	  significantly	  weaker	  sample	  arm	  signal.	  An	  optical	  circulator	  (CIRC1310-­‐APC,	  Thorlabs,	  Inc.,	  Newton,	  NJ,	  USA)	  was	  added	  and	  serves	  to	  isolate	  beam	  based	  on	  their	  inherent	  characteristic	  of	  being	  non-­‐reciprocal	  devices.	  In	  addition,	  the	  circulator	  will	  protect	  the	  SLD	  from	  back	  reflections	  by	  sending	  signals	  through	  one	  direction	  only.	  The	  reference	  and	  sample	  arm	  beams	  are	  recombined	  at	  the	  variable	  coupler	  and	  to	  the	  diffraction	  grating,	  which	  projects	  onto	  the	  line	  CCD	  camera.	  	  Polarization	  of	  the	  transmitted	  light	  was	  maintained	  using	  polarization	  controllers	  along	  the	  interferometric	  path.	  Birefringence	  in	  optics	  may	  potentially	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alter	  the	  polarization	  of	  the	  electric	  field,	  and	  maintaining	  a	  uniform	  polarization	  states	  for	  electric	  fields	  in	  both	  arms	  are	  required	  for	  interference	  to	  occur.	  Elliptically	  polarized	  light	  is	  converted	  by	  looping	  taught	  fibers	  around	  spools	  to	  create	  a	  wave	  plate,	  where	  each	  spool	  is	  representative	  of	  a	  wave	  plate.	  This	  stress-­‐induced	  birefringence	  maintains	  polarization	  of	  the	  transmitted	  light.	  Birefringence	  is	  a	  function	  of	  the	  fiber	  cladding	  diameter,	  spool	  diameter,	  the	  number	  of	  loops	  per	  spool	  and	  the	  wavelength	  of	  light,	  which	  is	  adjustable	  accordingly.	  The	  diameter	  is	  fixed	  and	  equal	  for	  all	  spools.	  	  




3.3.1	  OCT	  Scanning	  Path The	  sample	  arm,	  equidistant	  to	  the	  reference	  arm,	  encapsulates	  the	  optical	  path	  within	  a	  scanner	  head	  used	  for	  scanning	  the	  sample.	  The	  arm	  is	  mounted	  on	  a	  six-­‐axis	  double	  arm	  boom	  stand	  (Diagnostic	  Instruments,	  Inc.,	  Sterling	  Heights,	  MI,	  USA)	  to	  provide	  flexibility	  in	  varying	  experimental	  environments.	  The	  scanner	  head	  is	  mounted	  on	  a	  removable	  custom	  base	  plate	  secured	  to	  the	  boom.	  The	  plate	  can	  be	  removed	  for	  placement	  in	  an	  alternate	  stand.	  The	  sample	  path	  includes	  the	  OCT	  scanning	  elements,	  actuated	  by	  galvanometer	  scanning	  mirrors,	  and	  focusing	  optics	  to	  relay	  sample	  backscatterers	  to	  the	  variable	  coupler	  for	  recombination	  with	  the	  reference	  arm	  beam.	  Inside	  the	  sample	  arm,	  collimated	  light	  enters	  two	  single	  axis	  x-­‐	  and	  y-­‐	  scanning	  mirrors	  (GVS002,	  Thorlabs,	  Inc.,	  Newton,	  NJ,	  USA)	  to	  produce	  a	  two-­‐dimensional	  raster	  scanning	  pattern.	  The	  scan	  pattern	  is	  projected	  through	  relay	  lenses	  (CaF2	  Bi-­‐Convex	  Lenses,	  LB5284,	  Thorlabs,	  Inc.,	  Newton,	  NJ,	  USA)	  and	  a	  10X	  scan	  lens	  (LSM02	  10X,	  Thorlabs,	  Inc.,	  Newton,	  NJ,	  USA).	  The	  back	  reflected	  beam	  is	  transmitted	  through	  the	  same	  path	  for	  interference	  with	  the	  reference	  beam,	  and	  then	  circulated	  before	  being	  sent	  to	  a	  collimator	  lens	  that	  is	  the	  gateway	  for	  the	  detection	  arm.	  The	  collimated	  beam	  is	  diffracted	  through	  a	  transmission	  grating	  and	  projected	  onto	  a	  high	  speed	  line	  CCD	  InGaAs	  camera	  (SU-­‐LDH2	  Goodrich	  Digital	  Line	  Scan	  Camera,	  Sensors	  Unlimited,	  Inc.,	  Princeton,	  NJ,	  USA).	  A	  high	  resolution	  USB	  CMOS	  camera	  (DCC1645C,	  Thorlabs,	  Inc.,	  Newton,	  NJ,	  USA)	  is	  attached	  to	  the	  scanner	  head	  and	  captures	  fluorescent	  images	  through	  a	  dichroic	  cube	  within	  the	  lens	  system.	  For	  optogenetic	  stimulation,	  470	  nm	  excitation	  light	  (Lambda	  DG-­‐4,	  Sutter	  Instrument	  Company,	  Novato,	  CA,	  USA)	  is	  pulsed	  through	  the	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dichroic	  filter	  onto	  the	  sample	  while	  simultaneously	  acquiring	  tomographic	  scanning	  and	  fluorescence	  imaging.	  
	  
3.3.1.1	  Scanning	  Relay In	  all	  optical	  design	  considerations,	  a	  high	  coupling	  efficiency	  of	  the	  lenses	  is	  desirable;	  in	  other	  words,	  a	  lower	  power	  loss	  between	  connection	  points	  of	  the	  system.	  Furthermore,	  the	  consistent	  relay	  of	  a	  clear	  sample	  spot	  profile	  is	  also	  considered.	  A	  clear	  sample	  spot	  profile	  is	  instrumental	  due	  the	  spot	  scanning	  nature	  of	  OCT	  [12].	  	  
An	  incident	  beam	  initially	  enters	  the	  sample	  arm	  through	  a	  collimated	  lens.	  Collimating	  the	  light	  beam	  reduces	  divergence	  and	  power	  loss	  of	  the	  light	  beam.	  A	  smaller	  beam	  diameter	  permits	  the	  use	  of	  smaller	  scan	  mirrors,	  beneficial	  to	  attain	  high-­‐speed	  scanning.	  With	  increasing	  scan	  mirror	  size,	  imaging	  is	  inherently	  slowed	  due	  to	  mechanical	  limitations	  of	  rapidly	  moving	  a	  larger	  mirror.	  The	  mirror	  dimensions	  should	  exceed	  the	  maximum	  beam	  diameter	  size	  to	  ensure	  complete	  beam	  transmission,	  while	  selecting	  the	  smallest	  size	  possible	  to	  maintain	  speed.	  
Using	  Gaussian	  beam	  optics,	  the	  beam	  waist	  size	  can	  be	  determined.	  The	  collimating	  lens	  (F280APC-­‐C,	  Thorlabs,	  Inc.,	  Newton,	  NJ,	  USA)	  has	  a	  focal	  length	  𝑓 = 18.67  𝑚𝑚	  and	  𝑁𝐴 = 0.15.	  The	  beam	  spot	  size	  is	  defined	  as:	  
𝒘 𝒛 = 𝒘𝟎𝟐 + 𝝀𝟎𝒛𝝅𝒘𝟎𝟐 𝟐	   	   	   	   Equation	  6	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  where	  z	  is	  the	  axial	  distance	  from	  the	  beam	  waist	  radius,	  𝜆!	  is	  the	  source	  center	  wavelength	  and	  𝑤!	  is	  the	  beam	  waist	  radius	  [21].	  The	  beam	  waist	  radius	  is	  determined	  from	  the	   !!!	  point	  or	  86%	  of	  the	  diameter	  at	  one	  focal	  length	  from	  the	  lens.	  It	  is	  assumed	  that	  the	  beam	  will	  travel	  the	  maximum	  distance	  of	  the	  OCT	  imaging	  range	  of	  1.6	  mm.	  The	  beam	  waist	  radius	  is	  1.65	  mm.	  The	  spot	  size	  at	  1.6	  mm	  is	  15.7	  mm.	  The	  relationship	  between	  beam	  spot	  size	  and	  distance	  is	  plotted	  in	  Figure	  21.	  
	  
Figure	  21-­‐	  Beam	  spot	  size	  in	  relation	  to	  collimated	  beam	  spot	  size	  	  
The	  scan	  mirrors	  are	  fitted	  for	  beams	  diameters	  less	  than	  5	  mm,	  with	  the	  x-­‐axis	  mirrors	  measured	  at	  10	  mm	  x	  8	  mm	  and	  the	  y-­‐axis	  mirror	  at	  8.5mm	  x	  14.5	  mm.	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At	  the	  1310	  nm	  wavelength	  range,	  the	  silver	  coated	  scan	  mirrors	  are	  rated	  for	  more	  than	  98%	  reflectivity.	  Galvanometer	  considerations	  include	  the	  angular	  acceleration	  of	  the	  rotational	  shaft	  for	  mirror	  positional	  control	  and	  the	  size	  and	  shape	  of	  the	  mirror.	  To	  ensure	  high-­‐speed	  compatibility,	  a	  galvanometer	  was	  selected	  with	  angle	  response	  times	  in	  the	  300	  –	  400	  µs	  range.	  The	  mirrors	  in	  the	  system	  do	  not	  exceed	  moving	  more	  than	  ±3°,	  though	  the	  mirrors	  rated	  for	  a	  maximum	  scan	  angle	  of	  ±12.5°.	  To	  relay	  the	  image,	  a	  pairing	  of	  bi-­‐convex	  lenses	  are	  used	  with	  𝑓   =   50  𝑚𝑚	  and	  a	  diameter	  of25.40  𝑚𝑚.	  With	  positive	  bi-­‐convex	  lenses,	  focusing	  of	  a	  collimated	  beam	  occurs	  behind	  the	  lens.	  Using	  a	  two-­‐lens	  relay	  system,	  a	  cold	  mirror	  lies	  between	  the	  focal	  point	  of	  both	  relay	  lenses.	  	  The	  beam	  moving	  towards	  the	  sample	  arm	  optics	  is	  then	  a	  collimated	  beam.	  
	  
3.3.1.2	  OCT	  Scanning	  Path:	  Sample	  Arm	  Optics	  
The	  sample	  arm	  optics	  was	  selected	  accordingly	  to	  maximize	  the	  lateral.	  Axial	  resolution	  is	  not	  considered	  since	  it	  is	  only	  dependent	  on	  the	  source	  and	  will	  not	  affect	  the	  optical	  design	  path	  for	  scanning.	  Careful	  selection	  of	  the	  source	  will	  provide	  the	  smallest	  axial	  resolution	  possible.	  	  The	  depth	  of	  focus	  and	  lateral	  resolution	  are	  related	  inversely;	  however,	  a	  high	  lateral	  resolution	  and	  depth	  of	  focus	  is	  desirable.	  The	  governing	  equations	  (Equation	  4)	  show	  the	  depth	  of	  focus	  is	  twice	  the	  Rayleigh	  range	  and	  the	  numerical	  aperture	  of	  the	  selected	  objective	  lens	  affects	  the	  resolution,	  assuming	  a	  Gaussian	  OCT	  beam.	  A	  smaller	  spot	  size	  will	  decrease	  the	  depth	  of	  focus.	  Figure	  22	  shows	  an	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image	  of	  the	  sample	  arm	  beam	  passing	  through	  the	  objective	  lens	  towards	  the	  sample.	   
	  
Figure	  22	  –	  Schematic	  of	  sample	  arm	  optics	  and	  spatial	  resolution	  relations.	  	  
The	  aperture	  of	  the	  lens	  needs	  to	  be	  sufficiently	  large	  to	  capture	  the	  full	  beam.	  The	  attained	  lateral	  field	  of	  view	  can	  be	  characterized	  by	  the	  following	  equation:	  
𝑭𝑶𝑽𝒍𝒂𝒕𝒆𝒓𝒂𝒍 = 𝟐 ∙ 𝒇 ∙ 𝜽𝒎𝒂𝒙	  	   	   	   Equation	  7	  	  
In	  lieu	  of	  an	  objective	  lens,	  a	  telecentric	  ‘scan’	  lens	  was	  used	  to	  focus	  the	  beam	  at	  the	  sample.	  The	  hallmark	  of	  a	  telecentric	  optical	  system	  is	  the	  resultant	  spatial	  conservation	  of	  the	  imaging	  plane,	  minimizing	  the	  need	  for	  additional	  image	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processing.	  The	  scan	  lens	  does	  not	  produce	  spatial	  aberrations	  along	  the	  imaging	  plane	  that	  would	  otherwise	  be	  caused	  by	  a	  regular	  objective	  lens.	  The	  scan	  lens	  provides	  constant	  magnification	  over	  the	  field	  of	  view	  and	  holds	  a	  constant	  spot	  	  size.	  A	  smaller	  spot	  size	  corresponds	  to	  a	  higher	  NA	  of	  the	  lens.	  However,	  a	  higher	  	  lateral	  resolution,	  with	  a	  larger	  NA	  will	  result	  in	  a	  shallower	  depth	  of	  field.	  
The	  scan	  lens	  selected,	  LSM02,	  provides	  10X	  magnification	  with	  maximum	  scan	  angle	  is	  7.5°	  and	  an	  effective	  focal	  length	  of	  18.02	  mm.	  This	  provides	  a	  lateral	  field	  of	  view	  of	  4.3	  mm.	  Based	  on	  Equation	  4,	  the	  theoretical	  system	  lateral	  resolution	  is	  found	  to	  be6.39  𝜇𝑚:	  
Δ𝑥 = 4𝜆𝑓𝜋𝑑 = 2𝜆𝜋𝑁𝐴!"# = 6.39  𝜇𝑚	  	  	  
3.3.2	  Optogenetic	  Stimulation	  Path 	   The	  optogenetic	  path	  serves	  to	  relay	  light	  through	  the	  same	  path	  as	  the	  OCT	  scanning	  to	  simultaneously	  stimulate	  the	  brain	  during	  SD-­‐OCT	  image	  acquisition.	  Optogenetic	  stimulation	  uses	  light	  in	  the	  visible	  range	  to	  activate	  neuron	  ion	  pumps	  to	  induce	  activity	  in	  the	  brain.	  Depending	  on	  the	  ion	  pump	  stimulated,	  the	  neuron	  action	  potential	  is	  excited	  or	  suppressed.	  	  Any	  change	  induced	  in	  the	  hemodynamic	  signal	  as	  the	  result	  of	  stimulation	  will	  be	  detected	  in	  processing	  using	  the	  SD-­‐OCT	  system	  software.	  The	  system	  was	  designed	  to	  detect	  excited	  neurons	  using	  ChR2.	  The	  path	  accommodates	  the	  propagation	  of	  blue	  light	  (470	  nm),	  selected	  based	  on	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the	  opsin	  response	  to	  this	  wavelength.	  	  The	  microbial	  opsin	  gene	  is	  tagged	  with	  a	  YFP	  as	  its	  biomarker.	  	  
	   The	  optogenetic	  stimulation	  path	  is	  adjacent	  to	  the	  SD-­‐OCT	  sample	  arm	  path.	  Since	  the	  light	  will	  need	  to	  reach	  the	  sample,	  the	  stimulation	  path	  is	  combined	  with	  the	  sample	  arm.	  Light	  from	  an	  arc	  lamp	  is	  pulsed	  and	  passed	  through	  a	  dichroic	  filter	  (MD515,	  Thorlabs,	  Inc.,	  Newton,	  NJ,	  USA).	  With	  a	  transition	  wavelength	  of	  515	  nm,	  wavelengths	  below	  are	  reflected	  and	  wavelengths	  above	  are	  transmitted.	  	  This	  transmission	  profile	  is	  shown	  in	  Figure	  23.	  The	  filter	  is	  placed	  in	  a	  dichroic	  cube,	  angled	  at	  45°.	  The	  reflected	  beam	  travels	  to	  a	  cold	  mirror,	  which	  is	  at	  the	  focal	  point	  of	  the	  relay	  lenses	  of	  sample	  arm	  scanning	  optics.	  This	  beam	  propagates	  alongside	  IR	  light	  to	  pass	  through	  a	  relay	  lens	  and	  a	  scan	  lens	  before	  being	  illuminated	  onto	  the	  cortical	  surface.	  	  
	  
Figure	  23	  -­‐	  Transmission	  profile	  of	  dichroic	  filter	  MD515,	  reflection	  band	  =	  490	  –	  510	  nm	  and	  




3.3.3	  Fluorescent	  Microscopy	  Path 	   The	  fluorescent	  proteins	  used	  in	  the	  microbial	  opsins	  are	  fluorophores	  that	  emit	  green	  light	  when	  illuminated	  with	  blue	  light.	  The	  presence	  of	  fluorescence	  provides	  verification	  during	  optogenetic	  experiments,	  providing	  another	  degree	  of	  verification.	  
	   Fluorescent	  microscopy	  utilizes	  an	  excitation	  filter,	  emission	  filter	  and	  dichroic	  filter.	  The	  excitation	  filter	  grants	  passage	  of	  a	  band	  of	  wavelengths,	  depending	  on	  the	  design,	  where	  wavelengths	  within	  the	  bandpass	  are	  transmitted.	  The	  emission	  filter	  allows	  the	  desired	  wavelength	  to	  be	  transmitted	  to	  the	  photodetector.	  The	  reflection	  and	  transmission	  spectrum	  is	  dependent	  on	  the	  dichroic	  mirror.	  The	  dichroic	  mirror	  reflects	  light	  up	  to	  the	  transition	  wavelength,	  and	  transmits	  other	  wavelengths.	  The	  diagram	  for	  a	  fluorescent	  microscope	  is	  shown	  in	  Figure	  24.	  
	  
Figure	  24	  -­‐	  Schematic	  of	  a	  fluorescent	  microscope.	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  The	  fluorescent	  microscopy	  path	  in	  the	  OCT	  scanning	  path	  uses	  a	  filter	  with	  a	  transition	  wavelength	  of	  515	  nm.	  The	  transmitted	  wavelength	  is	  passed	  through	  a	  green	  emission	  filter.	  The	  light	  is	  sent	  through	  an	  imaging	  lens,	  after	  which	  is	  captured	  on	  a	  CMOS	  camera.	  The	  camera	  is	  operated	  outside	  the	  LabVIEW	  interface	  with	  proprietary	  software	  included	  with	  the	  camera.	  The	  camera	  can	  be	  used	  for	  fluorescent	  or	  bright-­‐field	  imaging.	  Bright-­‐field	  imaging	  does	  not	  use	  blue	  light	  stimulation,	  but	  captures	  the	  broadband	  image,	  which	  can	  be	  used	  for	  comparison	  of	  OCT	  images	  after	  processing.	  	  	  
3.4	  Reference	  Arm The	  reference	  arm	  serves	  to	  create	  a	  path	  length	  difference	  between	  the	  interference	  of	  sample	  and	  reference	  arms.	  The	  reference	  arm	  is	  used	  to	  align	  the	  system	  into	  focus.	  The	  reference	  arm	  is	  used	  in	  alignment	  where	  the	  path	  between	  the	  mirror	  and	  dispersion	  compensator	  can	  be	  adjusted	  using	  a	  micro-­‐positioner	  to	  focus	  the	  beam.	  Optics	  of	  the	  reference	  arm	  do	  not	  need	  to	  meet	  any	  design	  criteria	  of	  the	  beam,	  so	  the	  optical	  design	  in	  the	  reference	  arm	  mimics	  those	  of	  the	  sample	  arm	  to	  reduce	  the	  blurring	  effect	  due	  to	  mismatch.	  	  	  
Light	  from	  an	  optical	  fiber	  is	  sent	  to	  a	  collimating	  lens	  with	  a	  focal	  length	  of	  20mm,	  collimating	  the	  diverging	  beam.	  The	  beam	  passed	  through	  a	  45°	  angled	  slab	  of	  glass,	  	  then	  sent	  to	  a	  dispersion	  compensating	  lens	  to	  minimize	  the	  effects	  of	  dispersion	  and	  avoid	  additional	  processing	  loading	  by	  compensating	  for	  dispersion	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numerically.	  The	  1mm	  glass	  located	  at	  the	  entry	  of	  the	  light	  path	  works	  to	  compensate	  the	  cold	  mirror	  in	  the	  reference	  arm,	  where	  the	  cold	  mirror	  is	  essentially	  a	  1mm	  slab	  of	  glass	  with	  special	  coating.	  After	  the	  dispersion	  compensator,	  light	  is	  reflected	  from	  a	  gold	  mirror	  at	  the	  end	  of	  the	  arm.	  
	  
Figure	  25	  -­‐	  Schematic	  of	  the	  reference	  arm.	  	  
The	  signal	  is	  typically	  stronger	  in	  the	  reference	  arm	  than	  the	  sample	  arm,	  causing	  a	  tendency	  of	  the	  signal	  to	  saturate	  due	  to	  the	  highly-­‐reflective	  mirror.	  The	  reference	  signal	  is	  essential	  in	  post-­‐processing	  to	  serve	  as	  a	  point	  of	  reference,	  which	  is	  described	  in	  later	  chapters.	  A	  lower	  amount	  of	  power	  can	  be	  directed	  to	  the	  reference	  arm	  using	  the	  variable	  coupler	  to	  reduce	  optical	  power.	  This	  also	  benefits	  the	  sample	  arm	  by	  increasing	  the	  amount	  of	  optical	  power,	  providing	  amplification	  to	  weakly	  backscattered	  signals.	  	  
	  
3.5	  Detection	  Arm	  The	  detection	  arm	  provides	  the	  framework	  for	  recording	  the	  spectral	  interference	  pattern	  from	  scanning,	  where	  a	  spectrometer	  captures	  the	  interference	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for	  wavelengths	  within	  the	  source	  bandwidth.	  The	  detection	  arm	  consists	  of	  a	  spectrometer,	  whose	  design	  will	  be	  described	  further,	  and	  a	  data	  acquisition	  card	  installed	  into	  the	  OCT	  computer.	  	  	  
 
3.5.1	  Spectrometer	  Design	  The	  spectrometer	  measures	  the	  optical	  energy,	  which	  is	  the	  interference	  spectrum.	  The	  wavelength	  components	  of	  the	  incident	  beam	  are	  separated	  using	  a	  dispersive	  device,	  such	  as	  s	  prism	  or	  diffraction	  grating.	  Once	  separated,	  the	  components	  are	  projected	  and	  captured	  on	  to	  a	  photodetector,	  in	  this	  case	  a	  line	  CCD	  camera.	  




Figure	  26	  -­‐	  Schematic	  of	  the	  spectrometer	  in	  the	  system.	  	  




Figure	  27	  -­‐	  Transmission	  diffraction	  grating.	  	  
The	  intensity	  spectrum	  is	  captured	  as	  a	  function	  of	  wavelength.	  The	  line	  CCD	  camera	  measures	  photoelectron	  charges	  as	  a	  function	  of	  exposure	  time	  τ.	  The	  number	  of	  photoelectrons	  	  𝑛! 	  are	  related	  to	  the	  optical	  power	  and	  photoelectric	  current	  by	  the	  equation:	  
𝑛! = 𝜂𝑃𝜏ℎ𝜈! 	  
where	  𝜂	  is	  the	  detector	  quantum	  efficiency,	  ℎ	  is	  Planck’s	  constant	  and	  𝜈!	  is	  the	  center	  frequency	  of	  the	  light	  source	  [15].	  
A	  CCD	  camera	  intrinsically	  carries	  noise,	  including	  Johnson	  and	  dark	  noise,	  along	  with	  flicker	  noise.	  Flicker	  noise,	  also	  called	  1/f	  noise,	  is	  dependent	  on	  the	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frequency	  of	  acquisition.	  	  Flicker	  noise	  can	  be	  neglected	  with	  exposure	  times	  less	  than	  1	  ms.	  Additionally,	  the	  number	  of	  pixels	  in	  the	  line	  CCD	  camera	  means	  that	  the	  captured	  interference	  spectrum	  will	  be	  a	  discrete	  set	  of	  points	  N,	  where	  N	  is	  the	  number	  of	  detectors	  on	  the	  line	  camera.	  The	  captured	  spectrum	  and	  detector	  relates	  to	  the	  maximum	  imaging	  range	  that	  can	  be	  imaged	  using	  the	  system.	  The	  detected	  spectrum	  is	  approximated	  by	  the	  equation:	  
ΔΩ = 2𝜋𝑐 Δ𝜆𝜆!  where	  c	  is	  the	  speed	  of	  light,	  or	  3×10!  𝑚/𝑠,	  Δ𝜆	  is	  the	  source	  bandwidth	  and	  𝜆	  is	  the	  source	  center	  wavelength.	  However,	  the	  captured	  spectrum	  is	  limited	  due	  to	  the	  number	  of	  pixels	  used	  in	  the	  camera.	  Maximum	  penetration	  depth	  can	  be	  expressed	  as:	  
𝑧!"# = 𝜆!!4𝑛!"#Δ𝜆𝑁	  where	  𝑛!"# 	  is	  the	  average	  refractive	  index	  of	  the	  sample.	  Figure	  28	  shows	  the	  relationship	  between	  maximum	  penetration	  depth	  and	  bandwidth,	  which	  are	  inversely	  proportional	  to	  each	  other.	  For	  the	  device	  developed,	  assuming	  an	  average	  refractive	  index	  in	  the	  brain	  𝑛!"# 	  =	  1.4,	  the	  theoretical	  maximum	  penetration	  depth	  is	  found	  to	  be	  1.6	  mm	  from	  the	  calculation:	  




Figure	  28-­‐	  Maximum	  imaging	  depth	  for	  a	  detector	  with	  1024	  pixels.	  	  	  




Figure	  29	  -­‐	  Efficiency	  versus	  wavelength	  for	  the	  diffraction	  grating.	  Figure	  adapted	  from	  [22].	  
	  




Figure	  30	  -­‐	  Typical	  quantum	  efficiency	  of	  the	  line	  CCD	  camera.	  Figure	  adapted	  from	  [23].	  
	  
3.5.4	  Detection	  Optics	  Beam	  collimation	  and	  focusing	  is	  achieved	  through	  optics	  in	  the	  detection	  arm	  before	  being	  projected	  for	  recording.	  Focusing	  optics	  will	  directly	  affect	  the	  quality	  of	  the	  recorded	  image.	  The	  detector	  in	  the	  arm	  records	  individual	  wavelength	  components	  in	  a	  finite	  space,	  and	  the	  space	  which	  the	  wavelength	  components	  of	  the	  beam	  occupy	  determines	  the	  sensitivity	  fall-­‐off	  of	  the	  system.	  	  For	  these	  reasons,	  resolution,	  spectral	  response	  and	  spot-­‐size	  should	  be	  considered	  in	  spectrometer	  optical	  design	  [12].	  	  The	  spectral	  response	  of	  the	  detection	  arm	  considers	  the	  light	  path	  of	  travel	  before	  arriving	  at	  the	  detector.	  A	  non-­‐uniform	  spectral	  response	  negatively	  affects	  the	  image	  by	  changing	  the	  axial	  resolution.	  Thus,	  changes	  between	  the	  coherence	  spectrum	  and	  source	  spectrum	  should	  be	  kept	  to	  a	  minimum	  and	  considered	  in	  the	  design.	  	  An	  infrared	  achromatic	  lens	  was	  used	  to	  focus	  the	  diffracted	  beam	  for	  projection	  onto	  the	  CCD	  line	  camera.	  Achromatic	  lenses	  are	  useful	  to	  avoid	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chromatic	  aberration	  while	  maintaining	  a	  diffraction-­‐limited	  spot	  profile.	  	  Chromatic	  aberration	  results	  in	  distortion	  due	  to	  material	  dependent	  waveguide	  dispersion.	  For	  OCT	  systems,	  achromatic	  optics	  preserves	  the	  axial	  resolution	  and	  improves	  coupling	  efficiency	  [12].	  	  
	  
3.5.5	  Data	  Acquisition	  	   After	  being	  recorded	  on	  the	  line	  CCD	  camera,	  data	  is	  sent	  to	  a	  computer	  for	  storage.	  Data	  acquisition	  is	  performed	  through	  the	  LabVIEW	  interface.	  Two	  National	  Instruments	  Data	  Acquisition	  Cards	  (DAC)	  were	  used,	  where	  data	  was	  saved	  as	  a	  2D	  frame.	  The	  2D	  images	  were	  acquired	  by	  the	  DAC	  and	  stored	  in	  a	  buffer	  during	  scanning,	  where	  the	  raw	  data	  was	  sequentially	  saved	  to	  a	  binary	  file	  for	  processing.	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Chapter	  4:	  System	  Design:	  Software	  and	  Signal	  Processing	  Before	  performing	  more	  advanced	  image	  processing,	  a	  signal	  processing	  chain	  must	  be	  executed	  on	  the	  detected	  spectral	  interference	  pattern.	  In	  TD-­‐OCT,	  the	  detected	  interference	  pattern,	  which	  was	  acquired	  in	  the	  time	  domain	  and	  captured	  as	  intensities	  on	  the	  photodetector,	  follows	  a	  minimal	  set	  of	  processing	  methods	  before	  reconstruction	  to	  a	  cross-­‐sectional	  or	  volumetric	  image.	  This	  process	  typically	  involves	  demodulating	  the	  signal	  to	  achieve	  the	  A-­‐line.	  In	  contrast,	  the	  SD-­‐OCT	  signal	  processing	  chain	  is	  more	  sophisticated	  and	  more	  time	  consuming.	  This	  chapter	  will	  outline	  the	  standard	  signal	  processing	  chain,	  along	  with	  algorithms	  for	  advanced	  image	  processing	  including	  Doppler	  OCT	  and	  angiography	  that	  are	  used	  in	  this	  project.	  Data	  from	  the	  detection	  arm	  is	  sent	  to	  a	  computer	  for	  processing.	  The	  algorithms	  were	  written	  in	  both	  MATLAB	  and	  C.	  	  	  
4.1	  Pre-­‐Processing	  	  Rendering	  a	  useful	  image	  from	  the	  detected	  spectral	  interference	  pattern	  requires	  the	  wavelength	  domain	  signal	  be	  converted	  into	  the	  spatial	  domain.	  The	  end	  goal	  is	  to	  convert	  the	  starting	  spectrum	  into	  an	  axial	  scan,	  which	  is	  the	  depth	  reflectivity	  profile	  seen	  from	  TD-­‐OCT	  imaging,	  accomplished	  by	  re-­‐sampling	  and	  taking	  a	  Fourier	  transform	  of	  the	  spectrum.	  The	  signal	  processing	  chain	  for	  SD-­‐OCT	  imaging	  is	  shown	  in	  Figure	  32.	  
The	  interference	  spectrum	  is	  captured	  on	  a	  spectrometer	  using	  a	  line	  CCD	  camera.	  Since	  spectrometry	  measurements	  detect	  intensity	  as	  a	  function	  of	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wavelength,	  the	  signal	  is	  expressed	  as	  𝐼(𝜆),	  with	  uniformly-­‐spaced	  points.	  However,	  due	  to	  a	  non-­‐linear	  relationship	  between	  λ	  and	  k,	  the	  Fourier	  transform	  will	  be	  unevenly	  spaced	  without	  re-­‐sampling.	  	  
	  
Figure	  32	  -­‐	  Signal	  processing	  chain	  for	  SD-­‐OCT	  images	  	  
First,	  the	  spectrum	  is	  re-­‐sampled	  from	  λ	  to	  k-­‐space	  prior	  to	  Fourier	  transformation.	  This	  conversion	  serves	  to	  attain	  uniformly	  spaced	  points	  after	  the	  spectrum	  is	  Fourier	  transform.	  The	  re-­‐sampled	  signal	  𝐼(𝑘)	  is	  then	  Fourier-­‐transformed	  to	  achieve	  the	  depth	  reflectivity	  profile.	  It	  should	  be	  noted	  that	  a	  fast-­‐Fourier	  transform	  (FFT)	  is	  used	  for	  its	  computational	  time	  advantage.	  Fourier	  transformation	  produces	  artifacts,	  mirroring	  the	  profile	  about	  the	  origin.	  The	  mirror	  artifact	  of	  the	  depth	  profile	  is	  redundant	  and	  discarded;	  thus	  only	  half	  the	  original	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number	  of	  pixels	  is	  used.	  Once	  in	  the	  spatial	  domain,	  fixed	  pattern	  noise	  is	  removed.	  Source	  fluctuations	  and	  camera	  noise	  levels	  are	  active	  contributors	  to	  fixed	  pattern	  in	  the	  spatial	  domain.	  So,	  this	  noise	  is	  removed	  at	  each	  depth	  by	  subtracting	  the	  median	  of	  the	  2D	  image	  at	  that	  depth.	  The	  FFT	  yields	  a	  complex	  depth	  profile;	  the	  magnitude	  of	  the	  complex	  signal	  is	  used	  to	  determine	  the	  structural	  image.	  Due	  to	  the	  absorption	  and	  logarithmic	  drop	  of	  SD-­‐OCT	  sensitivity	  as	  depth	  increases,	  some	  non-­‐linear	  transformations	  are	  needed	  to	  produce	  a	  uniform	  intensity	  across	  the	  depth.	  The	  last	  step	  is	  a	  reduction	  of	  the	  dynamic	  range	  to	  highlight	  structural	  features	  using	  a	  logarithmic	  compression.	  
	  
4.2	  Wavelength	  to	  Pixel	  Mapping	  	  Prior	  to	  any	  signal	  processing,	  a	  spectrometer	  calibration	  is	  performed	  wherein	  the	  wavelength	  to	  pixel	  number	  relation	  is	  determined.	  The	  accuracy	  of	  the	  wavelength-­‐to-­‐k-­‐space	  re-­‐sampling	  is	  contingent	  on	  the	  accuracy	  of	  the	  pixel	  mapping	  process.	  The	  calibration	  process	  determines	  the	  relationship	  between	  pixel	  number	  and	  wavelength	  number.	  The	  objective	  is	  to	  determine	  the	  phase,	  and	  find	  pixel	  index	  values	  corresponding	  to	  evenly	  spaced	  phase	  values.	  
A	  strongly	  reflecting	  sample,	  in	  this	  case,	  a	  mirror	  is	  used.	  In	  ideal	  situation	  (having	  uniform	  sampling	  in	  the	  frequency	  space)	  the	  interference	  should	  be	  a	  sinusoidal.	  Of	  course	  amplitude	  of	  this	  sinusoidal	  is	  varying	  across	  the	  frequency,	  due	  to	  the	  variation	  in	  the	  source	  intensity.	  Hilbert	  transform	  of	  such	  a	  sinusoidal	  is	  almost	  a	  linear	  phase	  signal.	  This	  fact	  was	  used	  to	  calibrate	  signal.	  The	  calibration	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process	  is	  as	  follows:	  first,	  the	  interference	  spectrum	  is	  band-­‐pass	  filtered	  to	  remove	  the	  source	  spectrum	  and	  high-­‐frequency	  noise.	  Then	  Hilbert	  transform	  of	  the	  signal	  is	  calculated.	  This	  signal	  is	  Fourier	  transformed	  where	  only	  the	  positive	  frequency	  is	  used.	  The	  magnitude	  is	  calculated,	  and	  the	  signal	  zero-­‐padded	  and	  windowed.	  Finally,	  the	  mask	  is	  applied	  to	  the	  original	  Fourier	  transform	  of	  the	  signal.	  The	  resulting	  phase	  values	  are	  unwrapped	  and	  linearly	  interpolated	  to	  attain	  equally	  spaced	  samples.	  The	  results	  are	  shown	  in	  Figure	  33.	  
	  
Figure	  33	  -­‐	  λ-­‐Pixel	  Mapping	  	  










the	  image,	  distorting	  the	  view	  especially	  for	  high	  resolution	  imaging.	  A	  local	  motion	  compensation	  algorithm	  was	  developed	  to	  mitigate	  the	  effects	  of	  sample	  and	  mechanical	  variance	  observed	  within	  volumetric	  scans	  for	  angiography.	  Misaligned	  angiogram	  slices	  are	  corrected	  from	  multi-­‐volumetric	  scans	  [19].	  	  Supra-­‐pixel	  motion	  was	  detected	  for	  each	  5	  A-­‐lines	  and	  compensated	  for	  using	  cross-­‐correlation	  maximization.	  Then	  sub-­‐pixel	  motion	  was	  detected	  and	  compensated	  for,	  corresponding	  to	  two	  A-­‐lines	  of	  the	  same	  transverse	  position	  for	  two	  separate	  B-­‐scans.	  Since	  sub-­‐pixel	  motion	  introduces	  a	  phase-­‐shift	  in	  the	  axial	  direction,	  finding	  the	  phase	  shift	  in	  the	  axial	  direction	  estimates	  the	  sub-­‐pixel	  motion	  between	  A-­‐lines	  [24].	  Shadowing	  effects	  due	  to	  scattering	  of	  RBCs	  was	  compensated	  for	  by	  a	  local	  phase	  compensation	  algorithm	  estimating	  the	  sub-­‐pixel	  motion.	  Additional	  image	  enhancement	  may	  be	  used	  to	  improve	  the	  image	  further.	  	  
	  
4.4	  Angiography	  	   Angiography	  using	  OCT	  is	  implemented	  by	  detecting	  the	  changes	  in	  moving	  scatterers.	  Visualization	  of	  vasculature	  networks	  is	  achieved	  by	  finding	  the	  changes	  in	  the	  red	  blood	  cells,	  changing	  the	  scatterer	  contrast	  with	  movement.	  Taking	  the	  difference	  between	  two	  A-­‐scans	  captured	  at	  the	  same	  transversal	  position	  results	  in	  an	  angiogram.	  The	  scanning	  protocol	  for	  angiography	  requires	  a	  scanning	  rate	  typically	  at	  40,000	  A-­‐lines	  per	  second.	  	  Angiogram	  generation	  is	  dependent	  on	  continuity	  of	  adjacent	  scans	  from	  the	  same	  position,	  and	  errors	  significantly	  detract	  from	  the	  quality	  of	  an	  angiogram.	  Many	  factors	  contribute	  to	  noise	  in	  the	  angiogram,	  such	  as	  positional	  error	  and	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Figure	  34	  -­‐	  Angiography	  processing	  flow	  chart.	  	  	   To	  further	  improve	  the	  angiograms	  and	  compensate	  for	  motion	  artifacts,	  an	  additional	  step	  in	  the	  algorithm	  was	  included.	  For	  multiple	  3D	  scans	  of	  the	  same	  volume,	  angiograms	  at	  each	  transversal	  position	  with	  the	  least	  motion	  are	  selected	  and	  averaged.	  A	  larger	  amount	  of	  pixel	  numbers	  relative	  to	  the	  average	  number	  of	  pixels	  for	  a	  feature	  is	  associated	  with	  increased	  motion.	  Thus,	  the	  average	  of	  the	  angiogram	  for	  each	  cross-­‐section	  provided	  the	  metric	  for	  the	  amount	  of	  motion.	  A	  user-­‐determined	  number	  j	  of	  cross-­‐sectional	  images	  of	  the	  multi-­‐volume	  3D	  scans	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with	  the	  least	  pixel	  values	  indicating	  the	  least	  motion,	  are	  selected	  for	  the	  angiogram.	  The	  j	  cross-­‐sectional	  images	  are	  finally	  averaged	  for	  a	  3D	  angiogram.	  	   Angiograms	  are	  valuable	  in	  qualitative	  analysis	  of	  vasculature	  networks,	  however	  caution	  should	  be	  exercised	  when	  being	  used	  for	  quantitative	  data	  analysis.	  Changes	  in	  cross-­‐sectional	  images	  are	  used	  to	  generate	  the	  angiogram,	  attributed	  to	  changes	  in	  movement	  of	  scatterers	  such	  as	  RBCs	  in	  the	  angiogram.	  An	  increase	  in	  intensity	  of	  the	  angiogram	  may	  not	  necessarily	  be	  the	  result	  of	  an	  increase	  in	  blood	  flow	  in	  vessels.	  Instead,	  this	  can	  be	  due	  to	  a	  change	  in	  the	  orientation	  of	  RBCs.	  Thus,	  another	  method	  must	  be	  used	  to	  quantify	  these	  velocity	  changes.	  	  
4.5	  Doppler	  OCT	  Doppler	  OCT	  is	  a	  method	  for	  determining	  quantitative	  fluid	  flow	  information	  based	  on	  interference	  of	  backscattered	  light	  from	  moving	  particles.	  Various	  Doppler	  OCT	  processing	  techniques	  have	  been	  developed	  [1].	  In	  Doppler	  OCT,	  velocity	  estimation	  is	  determined	  by	  characterization	  of	  the	  Doppler	  frequency	  shift,	  𝑓! ,	  which	  is	  associated	  with	  the	  phase	  of	  a	  complex	  OCT	  signal.	  The	  frequency	  shift	  is	  determined	  from	  cross-­‐sectional	  structural	  images.	  The	  method	  of	  processing	  the	  structural	  images	  follow	  the	  same	  procedure	  described	  in	  Section	  4.1	  for	  OCT	  imaging.	  For	  the	  system,	  phase-­‐resolved	  Doppler	  OCT	  (PR-­‐DOCT)	  is	  selected	  for	  its	  faster	  processing	  and	  minimal	  computation	  requirement.	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𝑓! = 12𝜋𝑇 tan!! 𝐼𝑚 𝑋! 𝑡! ∙ 𝑋!!!∗!!!! (𝑡!)!"!! !!! !𝑅𝑒 𝑋! 𝑡! ∙ 𝑋!!!∗!!!! (𝑡!)!"!! !!! ! 	  	  where	  𝑋 𝑡! 	  is	  the	  complex	  OCT	  signal	  and	  𝑋!!!∗ 𝑡! 	  is	  the	  complex	  conjugate	  of	  an	  adjacent	  scan.	  𝑀	  is	  the	  window	  size	  in	  the	  axial	  direction	  for	  each	  pixel	  and	  𝑁	  the	  number	  sequential	  scans	  for	  cross-­‐correlation	  computation.	  𝑇	  is	  the	  time	  difference	  between	  A-­‐scans	  and	  Δϕ	  is	  the	  minimum	  resolvable	  phase	  difference.	  	   The	  dependence	  of	  PR-­‐DOCT	  on	  the	  phase	  component	  makes	  the	  accuracy	  of	  this	  method	  susceptible	  to	  errors,	  particularly	  motion	  induced	  error	  which	  will	  cause	  possible	  change	  in	  the	  phase	  component.	  Phase	  stability	  will	  improve	  the	  minimum	  resolvable	  phase	  difference.	  	  SD-­‐OCT	  systems	  have	  been	  documented	  to	  have	  a	  phase	  difference	  on	  the	  order	  of	  a	  few	  milliradians	  [1].	  Thus,	  motion	  compensation	  should	  be	  implemented	  when	  calculating	  velocity.	  The	  spectrometer-­‐based	  method	  found	  with	  SD-­‐OCT	  reduces	  the	  amount	  of	  phase	  noise	  due	  to	  motion,	  since	  detection	  does	  not	  have	  any	  moving	  parts	  unlike	  other	  OCT	  modalities.	  	  	   While	  faster	  A-­‐line	  scan	  rates	  are	  desirable,	  the	  trade-­‐off	  is	  a	  lower	  velocity	  sensitivity.	  Assuming	  a	  phase	  difference	  of	  	  Δϕ = 10!!  radians,	  typical	  for	  FD-­‐OCT	  systems,	  and	  an	  A-­‐line	  scanning	  rate	  T	  of	  80,000	  A-­‐lines	  per	  second,	  the	  minimum	  detectable	  velocity	  for	  a	  system	  with	  a	  central	  wavelength	  of	  1310	  nm	  is	  approximately	  59.6	  µm/s.	  Reducing	  T	  to	  be	  40,000	  A-­‐lines	  per	  second,	  the	  minimum	  detectable	  velocity	  changes	  to	  29.	  8	  µm/s.	  Additionally,	  flow	  direction	  is	  determined	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by	  the	  sign	  of	  the	  detected	  velocity.	  A	  bi-­‐directional	  flow	  can	  be	  detected	  using	  this	  method,	  with	  negative	  and	  positive	  velocity	  directions.	  	  
4.6	  LabVIEW	  Software	  	   A	  LabVIEW	  software	  was	  developed	  to	  accompany	  real-­‐time	  image	  processing	  during	  a	  scanning	  procedure.	  The	  software	  was	  developed	  to	  be	  a	  user-­‐friendly	  interface	  for	  ease	  of	  use	  and	  consists	  of	  two	  scanning	  modalities:	  2D	  and	  3D.	  A	  sample	  screenshot	  for	  cross-­‐sectional	  imaging	  is	  shown	  in	  Figure	  35.	  In	  the	  panel,	  the	  operator	  can	  evaluate	  system	  performance	  based	  on	  the	  spectral	  interference	  pattern	  and	  adjust	  the	  system	  variable	  coupler	  and	  choose	  to	  include	  an	  attenuator	  if	  necessary	  to	  improve	  the	  signal.	  The	  main	  panel	  displays	  the	  structural	  cross-­‐sectional	  image	  of	  the	  sample.	  The	  operator	  can	  select	  to	  view	  an	  A-­‐line	  from	  any	  transversal	  position	  of	  the	  image.	  When	  the	  Doppler	  view	  is	  selected,	  the	  Doppler	  image	  is	  shown	  on	  the	  display	  left	  of	  the	  cross-­‐sectional	  image.	  The	  Doppler	  display	  can	  be	  turned	  off	  by	  the	  user	  at	  any	  time	  to	  reduce	  the	  computation	  load	  for	  slower	  processors.	  The	  computer	  used	  for	  the	  system	  is	  Hewlett-­‐Packard	  HPE-­‐112y,	  64-­‐bit	  operating	  system	  with	  ADM	  PhenomTM	  II	  X4	  925	  Processor	  (2.8	  GHz)	  and	  8	  GB	  RAM.	  Control	  panels	  also	  give	  the	  user	  flexibility	  in	  adjusting	  the	  scanning	  protocol	  including	  hardware,	  scanning	  and	  image	  processing	  parameters.	  When	  optogenetic	  stimulation	  is	  turned	  on,	  clock	  signals	  are	  sent	  to	  pulse	  the	  arc	  lamp.	  In	  addition,	  the	  number	  of	  scans	  is	  determined	  by	  the	  user,	  along	  with	  the	  A-­‐line	  scanning	  rate	  up	  to	  80,000	  A-­‐lines	  per	  second.	  The	  angle	  of	  the	  scan	  pattern	  can	  be	  determined	  by	  the	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user,	  and	  verified	  visually	  using	  the	  CMOS	  camera	  interface.	  The	  duty	  cycle	  of	  the	  linescan	  CCD	  camera	  can	  be	  adjusted	  to	  increase	  or	  decrease	  the	  exposure	  time	  of	  pixels.	  	  	  
	  








Chapter	  5:	  System	  Design:	  Image	  Enhancement,	  Representation	  and	  Analytics	  In	  addition	  to	  standard	  data	  processing	  for	  cross	  sectional	  images,	  several	  algorithms	  can	  be	  applied	  in	  MATLAB	  for	  image	  enhancement	  and	  representation,	  including	  de-­‐shadowing,	  additional	  background	  subtraction	  and	  contrast	  enhancement.	  Furthermore,	  automated	  analysis	  algorithms	  are	  developed	  for	  the	  images.	  	  	  	  
5.1	  Shadow	  Removal	  	   Blood	  vessel	  imaging	  suffers	  from	  shadow	  artifacts	  due	  to	  signal	  attenuation,	  scattering	  and	  absorption.	  The	  result	  of	  this	  is	  shadow	  artifacts	  in	  the	  structural	  images	  trailing	  vessels	  and	  veins.	  Since	  angiograms	  are	  based	  on	  the	  structural	  image,	  this	  artifact	  is	  observed	  in	  angiograms	  as	  well.	  Shadowing	  results	  in	  weakly	  reflecting	  structures	  in	  deeper	  regions	  which	  are	  obstructed	  by	  shadows	  of	  larger	  vessels	  and	  reduces	  visibility	  in	  depth.	  OCT	  signals	  are	  interferometric	  signals	  which	  measure	  the	  pulse-­‐echo	  time	  delay.	  A	  method	  based	  on	  correction	  of	  attenuating	  sound	  waves	  was	  used	  to	  remove	  shadows	  in	  [25].	  The	  original	  algorithm	  application	  was	  seen	  in	  macular	  imaging	  shadow	  correction	  and	  was	  adapted	  for	  vessel	  imaging	  in	  the	  brain.	  	  Attenuation	  in	  an	  OCT	  signal	  is	  modeled	  by	  an	  exponential	  decay:	  
𝒔 𝒛 = 𝑲𝒓𝒔(𝒛)𝒆!𝟐𝜶 𝒓𝒔 𝝎 𝒅𝝎𝒛𝒛𝟎 	  	   	   Equation	  12	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where	  K	  is	  a	  coefficient,	  where	  𝛼	  is	  the	  attenuation	  coefficient	  and	  𝑟! 𝑧 	  is	  the	  reflectivity	  profile.	  The	  exponential	  decay	  term	  𝑒!!! !! ! !"!!! 	  describes	  attenuation,	  which	  causes	  shadowing	  in	  the	  images	  and	  removal	  of	  the	  exponential	  term	  is	  the	  aim	  of	  shadow	  removal.	  	  
	  As	  in	  [25],	  the	  attenuated	  OCT	  signal	  is	  re-­‐written	  to	  solve	  for	  the	  unattenuated	  form.	  Namely,	  the	  desired	  result	  is	  a	  nondecaying	  profile	  	  𝛼𝑟!(𝑧).	  The	  basis	  of	  this	  analysis	  is	  compensation	  of	  ultrasound	  imaging	  to	  isolate	  the	  local	  attenuation.	  The	  unattenuated	  profile	  is	  determined	  as:	  
𝛼𝑟! 𝑧 = 𝑠(𝑧)2 𝑠 𝜔 𝑑𝜔!! 	  
The	  compensated	  image	  is	  calculated	  and	  exponentiated	  to	  a	  certain	  number	  
n.	  A	  higher	  value	  of	  the	  root,	  n,	  preserves	  more	  details	  from	  the	  original	  image	  including	  the	  shadows.	  In	  circumstances	  where	  more	  removal	  is	  desired,	  a	  higher	  n-­‐value	  should	  be	  used.	  The	  original	  image	  is	  subtracted	  with	  the	  compensated	  image,	  
K,	  and	  the	  results	  are	  normalized.	  	  




Since	  structural	  images	  and	  angiograms	  are	  logarithmically	  compressed	  to	  show	  the	  features	  by	  reduction	  of	  dynamic	  range,	  a	  cross-­‐sectional	  slice	  of	  a	  brain	  scan	  was	  used	  to	  test	  the	  performance	  of	  the	  algorithm,	  shown	  in	  Figure	  36.	  In	  the	  image,	  the	  original	  angiogram	  was	  compressed	  to	  the	  power	  of	  0.5.	  Adjusting	  the	  n	  parameter	  affects	  the	  amount	  of	  features	  that	  are	  removed.	  When	  n	  =	  0.3,	  the	  shadow	  trails	  seen	  in	  the	  original	  image	  are	  removed	  (Figure	  36(B)).	  Features	  above	  vessels	  are	  visible.	  When	  increasing	  the	  value	  of	  n,	  such	  as	  to	  n	  =	  0.8,	  partial	  removal	  is	  observed	  where	  some	  shadows	  remain	  in	  the	  image.	  	  
	  
Figure	  36	  -­‐	  (A,	  top	  left)	  Original	  angiogram	  image	  (B,	  top	  right)	  Deshadowed	  with	  n	  =	  0.3	  and	  a	  clipping	  
limit	  of	  0.04	  (C,	  bottom	  left)	  Deshadowed	  with	  n	  =	  0.03,	  with	  the	  same	  clipping	  limit	  and	  the	  final	  image	  
is	  taken	  to	  the	  0.5th	  power.	  (D,	  bottom	  right)	  Deshadowed	  with	  n	  =	  0.8,	  with	  minimal	  deshadowing.	  	  
(A)	   (B)	  
(C)	   (D)	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The	  lateral	  A-­‐scan	  from	  the	  same	  point,	  taken	  from	  all	  four	  images	  in	  Figure	  36,	  is	  shown	  in	  Figure	  37	  and	  represents	  the	  effects	  of	  the	  algorithm.	  The	  blue	  line	  represents	  the	  original	  angiogram,	  with	  a	  greater	  degree	  of	  variation	  in	  pixel	  intensities	  in	  comparison	  to	  the	  processed	  images.	  Line	  D	  is	  similar	  to	  the	  original,	  where	  minimal	  deshadowing	  peformed.	  Line	  C	  has	  higher	  intensities	  than	  Line	  B	  from	  exponentiating	  the	  final	  result	  to	  the	  0.5th	  power,	  increasing	  the	  intensity	  and	  decreasing	  the	  dynamic	  range	  of	  the	  image.	  	  
	  
Figure	  37	  -­‐	  Corresponding	  lateral	  A-­‐scan	  for	  images	  in	  Fig.	  35	  from	  the	  same	  location.	  	  




the	  red	  arrows)	  are	  preserved	  in	  the	  shadow	  removal.	  The	  vessel	  contour	  remains	  defined,	  and	  as	  the	  rest	  of	  the	  shadow	  is	  cleared,	  the	  stripe	  down	  pattern	  that	  may	  be	  a	  result	  of	  RBC	  orientation.	  The	  algorithm	  preserves	  pixel	  intensities	  that	  have	  high	  intensity	  and	  shows	  a	  sharp	  change	  from	  the	  background.	  Performance	  is	  limited	  for	  weak	  signals,	  where	  intensity	  is	  similar	  to	  the	  intensity	  of	  the	  shadows.	  In	  some	  cases,	  capillaries	  were	  visible,	  although	  very	  faint,	  but	  in	  others,	  is	  completely	  removed.	  	  
	  
Figure	  38	  –	  Comparison	  of	  original	  (left)	  and	  deshadowed	  (right)	  angiogram.	  




Figure	  39	  -­‐	  (A,	  left)	  original	  (B,	  middle)	  deshadowed	  n	  =	  0.28	  (C,	  right)	  deshadowed	  n	  =	  0.6,	  both	  with	  
thresh	  =	  0.05	  	  
5.2	  Artifact	  Removal	  Background	  subtraction	  was	  based	  on	  the	  rolling	  ball	  algorithm,	  tested	  to	  remove	  vertical	  line	  artifacts	  due	  to	  motion	  in	  angiograms.	  The	  performance	  depends	  on	  the	  choice	  of	  parameter	  value	  R,	  which	  is	  the	  radius	  of	  the	  rolling	  ball.	  The	  implementation	  of	  this	  code	  involves	  erosion	  and	  dilation	  of	  the	  binary	  image,	  and	  subtraction	  from	  the	  original	  image.	  	  
The	  results	  in	  Figure	  40	  show	  the	  vertical	  line	  removal.	  This	  is	  ideal	  for	  remaining	  artifacts	  that	  were	  not	  removed	  by	  the	  motion	  compensation,	  and/or	  the	  scanning	  protocol	  leading	  to	  averaging	  of	  several	  frames	  at	  the	  same	  position	  over	  time.	  The	  smaller	  radius	  is	  sensitive	  to	  larger	  structures	  and	  will	  eliminate	  those	  before	  any	  smaller	  structure;	  meanwhile,	  too	  large	  a	  radius	  will	  eliminate	  too	  much	  of	  the	  vessel	  and	  capillary	  structures.	  For	  this	  reason,	  this	  implementation	  of	  the	  algorithm	  should	  be	  minimized	  unless	  necessary;	  most	  of	  the	  deshadowing	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algorithm	  will	  likely	  remove	  the	  background	  noise	  not	  accounted	  for	  in	  the	  compensation.	  
	  
Figure	  40	  -­‐	  Comparison	  of	  vertical	  artifact	  movement	  correction	  with	  varying	  radius	  size.	  	  
5.3	  Depth	  Color-­‐Coded	  Maximum	  Intensity	  Projection	  Maximum	  intensity	  projection	  allows	  projection	  of	  data	  from	  the	  X,	  Y	  or	  Z	  direction.	  A	  color	  gradient	  is	  used,	  where	  each	  color	  is	  used	  to	  mark	  a	  depth	  position.	  Each	  row	  was	  assigned	  a	  color	  based	  on	  the	  corresponding	  colormap,	  creating	  an	  RGB	  matrix.	  Each	  R,	  G,	  B	  layer	  was	  individually	  projected	  as	  a	  3D	  dataset,	  and	  the	  projected	  combinations	  of	  the	  RGB	  was	  combined	  to	  create	  the	  final	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depth-­‐encoded	  intensity	  projection.	  Contrast	  enhancement	  was	  applied	  to	  improve	  the	  image	  quality,	  including	  adjustment	  of	  contrast	  parameters	  by	  setting	  a	  clipping	  limit	  and	  the	  distribution	  of	  the	  image,	  in	  our	  case,	  a	  Rayleigh	  distribution.	  	  
	  
Figure	  41	  -­‐	  Depth	  color-­‐coded	  maximum	  intensity	  projection.	  	  
5.4	  Velocity	  and	  Flow	  Analysis	  





Figure	  42	  -­‐	  (Top)	  Vessel	  map	  and	  (Bottom)	  velocity	  line	  profile	  of	  the	  vessel,	  indicated	  by	  the	  red	  line	  
across	  the	  vessel.	  	  The	  velocity	  line	  profile	  in	  Figure	  42	  indicates	  an	  increase	  in	  velocity	  during	  stimulation,	  while	  the	  velocity	  in	  the	  vessel	  before	  and	  after	  stimulation	  remains	  the	  same,	  with	  a	  maximum	  of	  -­‐4.278	  mm/s	  and	  -­‐4.477	  mm/s	  in	  in	  pre-­‐	  and	  post-­‐
























stimulus	  respectively.	  Meanwhile,	  the	  maximum	  during	  stimulation	  is	  shown	  to	  be	  -­‐5.773	  mm/s.	  	  For	  velocity	  analysis,	  the	  user	  is	  prompted	  to	  mark	  vessels	  within	  the	  image	  that	  will	  be	  analyzed	  further.	  To	  determine	  the	  velocity	  changes	  over	  time,	  the	  highest	  10%	  velocities	  in	  a	  vessel	  are	  averaged	  and	  plotted.	  The	  average	  velocities	  show	  the	  changes	  occurring	  during	  a	  continuous	  segment	  of	  scanning	  before,	  during	  and	  after	  optogenetic	  stimulation	  according	  to	  the	  protocol.	  A	  sample	  velocity	  profile	  is	  shown	  in	  Figure	  44,	  based	  on	  the	  vessel	  circled	  in	  red	  in	  Figure	  43.	  Times	  when	  stimulation	  is	  turned	  on	  and	  off	  are	  marked	  with	  a	  green	  line.	  In	  these	  line	  profiles,	  the	  laser	  was	  turned	  on	  after	  4	  seconds	  of	  recording.	  The	  region	  was	  scanned	  with	  a	  laser	  on	  for	  10	  seconds.	  The	  grey	  lines	  in	  the	  velocity	  profiles	  are	  velocity	  profiles	  for	  each	  recording.	  The	  maroon	  line	  is	  the	  average	  of	  all	  recordings.	  In	  the	  second	  plot,	  all	  velocities	  are	  normalized	  to	  the	  pre-­‐stimulus	  data,	  before	  the	  laser	  is	  turned	  on	  for	  stimulation.	  
	  























Figure	  44	  -­‐	  Velocity	  line	  profile	  for	  the	  vessel	  circled	  in	  red.	  
	   Flow	  is	  defined	  as	  the	  rate	  of	  fluid	  motion	  across	  a	  volume	  over	  a	  period	  of	  time.	  Monitoring	  flow	  over	  time	  consists	  of	  a	  summation	  of	  velocities	  within	  a	  vessel	  cross-­‐section	  plotted	  over	  time.	  	  Flow	  profiles	  are	  represented	  similarly	  to	  the	  velocity	  profile	  shown,	  with	  flow	  and	  normalized	  flow	  profiles	  for	  the	  recordings.	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Chapter	  6:	  Experimental	  Results	  and	  Analysis	  
	  
6.1	  Animal	  Protocols	  With	  the	  system,	  experiments	  were	  carried	  out	  at	  the	  University	  of	  Wisconsin-­‐Milwaukee	  and	  the	  University	  of	  Wisconsin-­‐Madison,	  where	  Sprague	  Dawley	  rats	  and	  transgenic	  mice	  were	  used	  respectively.	  All	  animal	  protocols	  were	  approved	  by	  the	  Institutional	  Care	  and	  Use	  Committee	  (IACUC)	  at	  University	  of	  Wisconsin-­‐Milwaukee	  and	  University	  of	  Wisconsin-­‐Madison.	  	  Female	  Sprague	  Dawley	  rats	  (Charles	  River,	  USA)	  were	  obtained	  at	  around	  250	  grams	  and	  allowed	  food	  and	  water	  ad	  libitum.	  At	  least	  four	  weeks	  prior	  to	  the	  OCT	  experiments,	  the	  rats	  were	  injected	  with	  a	  virus	  that	  carries	  ChR2	  vector.	  At	  the	  time	  of	  the	  OCT	  experiment,	  the	  rat	  was	  anesthetized	  with	  isoflurane	  and	  placed	  in	  the	  stereotaxic	  frame.	  	  The	  scalp	  was	  opened	  and	  the	  skull	  was	  exposed,	  and	  a	  dremel	  was	  used	  to	  perform	  a	  3mm	  by	  3mm	  craniotomy	  over	  the	  site	  of	  the	  injection.	  The	  dura	  was	  left	  intact.	  The	  OCT	  device	  was	  positioned	  over	  the	  animal	  for	  scanning.	  	  Throughout	  the	  entire	  procedure,	  the	  rat	  was	  kept	  under	  isoflurane	  anesthesia.	  Transgenic	  Thy1::ChR2/H134R	  mice	  were	  bred	  at	  the	  University	  of	  Wisconsin-­‐Madison.	  The	  H134R	  variant	  of	  ChR2	  has	  slower	  off-­‐kinetics	  and	  as	  a	  result	  provides	  more	  light	  sensitivity	  which	  is	  required	  for	  these	  experiments.	  The	  mice	  were	  approximately	  25	  grams.	  At	  the	  time	  of	  experiment,	  the	  mouse	  was	  anesthetized	  with	  ketamine	  and	  placed	  secured	  with	  metal	  plates.	  The	  scalp	  was	  opened	  and	  a	  craniotomy	  was	  performed	  over	  the	  selected	  regions	  of	  the	  brain.	  The	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dura	  was	  left	  intact	  and	  the	  surface	  of	  the	  brain	  was	  kept	  moist	  with	  periodic	  administration	  of	  saline	  solution	  over	  the	  surface.	  In	  both	  sets	  of	  animal	  experiments,	  the	  surface	  of	  the	  brain	  was	  illuminated	  with	  blue	  light	  (470	  nm)	  for	  ChR2	  stimulation.	  	  	  
6.2	  OCT	  Scanning	  Protocols	  The	  OCT	  scanning	  protocol	  used	  is	  determined	  based	  on	  the	  processing	  method.	  Angiography	  is	  used	  for	  imaging	  vasculature	  networks,	  while	  Doppler	  OCT	  imaging	  is	  used	  for	  detection	  of	  hemodynamic	  signals	  in	  vessels.	  	   Angiography	  is	  performed	  for	  three-­‐dimensional	  volumetric	  data	  sets.	  Since	  angiography	  is	  predominantly	  a	  qualitative	  imaging	  technique,	  three-­‐dimensional	  protocols	  were	  used	  to	  image	  a	  cortical	  patch.	  A	  bi-­‐directional	  scanning	  pattern	  was	  used	  and	  varied	  with	  acquisition	  of	  1	  frame	  or	  10	  frames	  of	  B-­‐scans	  per	  position.	  Each	  B-­‐scan	  consisted	  of	  either	  500	  or	  750	  A-­‐lines.	  The	  user	  may	  define	  the	  total	  number	  of	  B-­‐scans	  acquired.	  Increasing	  the	  A-­‐line	  density	  would	  often	  result	  in	  artifacts	  for	  angiography.	  	   For	  two-­‐dimensional	  Doppler	  imaging,	  a	  higher	  density	  of	  A-­‐lines	  per	  B-­‐scan	  is	  desirable	  to	  improve	  the	  minimum	  resolvable	  velocity.	  Each	  frame	  may	  consist	  2,000	  to	  4,000	  A-­‐lines,	  where	  the	  higher	  sampling	  density	  is	  desirable	  for	  velocity	  estimation.	  The	  A-­‐lines	  are	  usually	  captured	  at	  a	  rate	  between	  20,000	  to	  60,000	  A-­‐lines	  per	  second.	  The	  number	  of	  frames	  captured	  is	  25-­‐50	  frames	  to	  ensure	  sufficient	  number	  of	  frames	  for	  speckle	  reduction.	  For	  three-­‐dimensional	  Doppler	  imaging,	  1,000	  A-­‐lines	  are	  captured	  for	  a	  select	  number	  of	  frames	  up	  to	  10.	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Figure	  45	  -­‐	  OCT	  scan	  head	  titlted	  at	  an	  angle	  for	  Doppler	  scanning.	  
	  
6.3	  Optogenetic	  Experiments	  with	  a	  Rat	  Early	  optogenetic-­‐OCT	  experiments	  were	  performed	  on	  a	  rat.	  Three-­‐dimensional	  angiography	  was	  performed	  over	  a	  cortical	  patch.	  In	  the	  earlier	  scan	  protocols,	  pre-­‐stimulus	  was	  recorded	  for	  3	  seconds,	  intra-­‐stimulus	  between	  3	  to	  10	  seconds,	  and	  post-­‐stimulus	  for	  10	  seconds.	  A	  bright-­‐field	  image	  recorded	  using	  the	  CMOS	  camera,	  was	  used	  for	  comparison	  with	  the	  OCT	  angiogram,	  shown	  in	  Figure	  46	  and	  Figure	  47,	  respectively.	  A	  craniotomy	  was	  performed	  on	  the	  rat	  according	  to	  the	  approved	  protocol	  guidelines.	  For	  this	  image,	  750	  A-­‐lines	  were	  scanned	  at	  a	  rate	  of	  40,000	  A-­‐lines	  per	  second.	  A	  scan	  angle	  of	  2	  provides	  a	  2mm	  x	  2mm	  views	  of	  the	  cranial	  region.	  For	  each	  B-­‐scan,	  10	  frames	  were	  recorded.	  Comparing	  the	  images,	  the	  main	  vessel,	  labeled	  “A”	  is	  visible	  in	  both	  images.	  However,	  capillary	  beds	  not	  visible	  in	  the	  bright-­‐field	  image	  are	  distinctly	  visible	  in	  the	  angiogram.	  The	  OCT	  depth	  of	  field	  demonstrates	  increased	  uniformity	  when	  compared	  to	  the	  bright-­‐field	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image	  that	  begins	  to	  diminish	  focus	  radially	  outwards.	  One	  structural	  cross-­‐sectional	  image	  is	  shown	  alongside	  the	  3D	  angiogram	  projection.	  The	  structural	  images	  are	  the	  basis	  of	  determining	  the	  angiograms.	  	  
	  




Figure	  47	  –	  (Top)	  3D	  angiogram	  of	  the	  rodent	  brain	  surface	  (Bottom)	  Cross-­‐sectional	  OCT	  image	  of	  the	  
cortical	  surface.	  
	  
6.3.1	  Doppler	  OCT	  and	  Angiography	  Imaging	  with	  Optogenetics	  In	  hemodynamic	  signal	  quantification	  between	  pre-­‐stimulus,	  intra-­‐stimulus	  and	  post-­‐stimulus,	  several	  changes	  are	  desired	  for	  detection:	  differences	  in	  vessel	  diameter,	  velocity	  changes	  in	  the	  vessel,	  and	  the	  depth	  of	  the	  detected	  vessel	  or	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capillary.	  The	  detected	  hemodynamic	  changes	  in	  a	  rat	  are	  reported	  with	  optogenetic	  stimulation.	  The	  detected	  vessels	  are	  shown	  in	  the	  vessel	  map	  in	  Figure	  48.	  	  
	  
Figure	  48	  -­‐	  Vessel	  map	  of	  Doppler	  image.	  	  Velocity	  line	  profiles	  are	  compared	  for	  pre-­‐stimulus,	  intra-­‐stimulus	  and	  post-­‐stimulus.	  The	  velocity	  line	  profile	  is	  taken	  from	  a	  selected	  central	  point	  along	  the	  vessel.	  Before	  comparison,	  the	  velocity	  images	  for	  the	  three	  cases	  are	  registered	  and	  aligned	  to	  compensate	  for	  animal	  motion.	  	  In	  all	  three	  profiles	  from	  experimental	  results,	  shown	  in	  Figure	  49,	  a	  laminar	  flow	  profile	  that	  can	  be	  described	  by	  a	  parabolic	  equation	  is	  demonstrated	  in	  all	  three	  cases	  of	  blood	  flow	  in	  the	  highlighted	  vessel.	  In	  both	  pre-­‐stimulus	  (blue	  line)	  and	  post-­‐stimulus	  (black	  line)	  cases,	  maximum	  velocity	  is	  approximately	  -­‐4	  mm/s.	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Meanwhile,	  intra-­‐stimulus	  (red	  line)	  has	  a	  maximum	  velocity	  of	  -­‐6	  mm/s.	  This	  signal	  is	  indicative	  of	  the	  change	  induced	  through	  optogenetic	  stimulation,	  where	  activity	  is	  induced	  by	  stimulating	  when	  ChR2	  proteins.	  The	  size	  of	  the	  vessel	  is	  determined	  as	  the	  FWHM.	  At	  its	  smallest,	  the	  vessel	  size	  is	  approximately	  35	  µm,	  and	  during	  optogenetic	  stimulation	  increases	  to	  about	  45	  µm.	  
	  
Figure	  49	  -­‐	  Velocity	  line	  profile	  for	  Vessel	  1.	  	  	   Another	  vessel	  within	  the	  network	  is	  observed,	  highlighted	  in	  Figure	  50.	  The	  detected	  capillary	  is	  10	  µm	  in	  diameter.	  Similar	  to	  the	  previously	  highlighted	  vessel,	  a	  maximum	  velocity	  of	  2.5	  mm/s	  is	  detected	  during	  optogenetic	  stimulation.	  The	  sign	  of	  the	  line	  profile	  indicates	  its	  motion	  in	  an	  opposing	  direction	  to	  the	  vessel	  seen	  earlier.	  The	  post-­‐stimulus	  line	  profile	  indicates	  a	  drop	  in	  velocity	  magnitude,	  going	  from	  2.5	  mm/s	  to	  1.7	  mm/s.	  Combining	  the	  three-­‐dimensional	  data	  sets	  from	  Doppler	  imaging	  and	  angiography	  provides	  a	  visual	  representation	  of	  velocity.	  The	  ability	  to	  quantify	  

























velocity	  volumetrically	  is	  limited	  by	  the	  Doppler	  angle.	  Since	  the	  direction	  of	  flow	  is	  unknown,	  flow	  perpendicular	  to	  the	  incident	  beam	  will	  not	  be	  detected.	  In	  this	  instance,	  combining	  angiograms	  and	  volumetric	  Doppler	  image	  provides	  a	  meaningful	  visual	  towards	  understanding	  blood	  flow	  in	  the	  vasculature	  network	  of	  the	  brain.	  Figure	  51	  shows	  the	  angiogram,	  velocity	  image	  and	  the	  superposition	  of	  the	  two	  images.	  Without	  the	  angiogram,	  velocity	  flow	  is	  difficult	  to	  distinguish.	  Overlaying	  the	  two	  provides	  contextual	  information	  into	  the	  velocity	  activity.	  For	  determining	  velocity	  values,	  a	  line	  profile	  at	  a	  desired	  point	  can	  be	  found	  to	  pin	  point	  velocity	  at	  a	  certain	  region.	  	  
	  
Figure	  50	  -­‐	  Velocity	  line	  profile	  of	  Vessel	  5.	  	  


























Figure	  51	  -­‐	  Angiogram,	  Doppler	  velocity	  image	  and	  overlaid	  image	  of	  the	  two.	  	  






Vessel	  dilation	  was	  verified	  using	  bright-­‐field	  image	  observations,	  shown	  in	  Figure	  52.	  In	  particular,	  the	  middle	  cerebral	  artery	  (MCA)	  was	  found	  by	  inspection.	  The	  MCA	  is	  a	  branch	  of	  one	  of	  the	  two	  major	  blood	  suppliers	  of	  the	  brain.	  The	  internal	  carotid	  arteries	  supply	  cortical	  and	  subcortical	  regions.	  	  Dilation	  is	  observed	  in	  the	  vein	  after	  stimulation,	  as	  shown	  with	  the	  blue	  arrows.	  There	  is	  an	  observable	  increase	  in	  contrast	  in	  the	  vein,	  indicating	  an	  increase	  of	  blood	  flow,	  possibly	  contributing	  to	  the	  darkening	  of	  the	  vein.	  The	  OCT	  field	  of	  view	  is	  shown	  in	  the	  black	  box,	  where	  regions	  of	  the	  dilating	  vein	  and	  the	  MCA	  are	  captured.	  In	  addition,	  a	  fluorescent	  image	  is	  captured	  using	  the	  CMOS	  camera	  which	  is	  installed	  on	  the	  OCT	  scanning	  path.	  



























	   	  
	   	  
	  
	  Figure	  53-­‐	  The	  sequential	  process	  of	  generating	  angiograms,	  (A)	  A	  cross-­‐sectional	  angiogram	  (B)	  A	  set	  of	  angiograms	  





To	  determine	  the	  blood	  velocity	  changes	  inside	  a	  vessel,	  multiple	  2D	  scans	  taken	  from	  the	  same	  position	  were	  recorded	  and	  processed.	  The	  2D	  scan	  was	  taken	  along	  the	  path	  indicated	  by	  the	  red	  line	  in	  the	  microscope	  image	  of	  Figure	  54,	  with	  the	  average	  velocity	  image	  shown	  alongside	  it.	  	  
	  
Figure	  54	  -­‐	  Sample	  of	  a	  2D	  scan	  path,	  indicated	  by	  the	  red	  line,	  for	  Doppler	  imaging.	  	  
6.4.1	  Mouse	  1	  Results	  Data	  was	  acquired	  for	  a	  transgenic	  mouse,	  labeled	  Mouse	  1.	  Prior	  to	  angiography	  and	  Doppler	  scanning,	  dilation	  was	  verified	  by	  inspection	  before	  and	  during	  optogenetic	  stimulation	  in	  the	  bright-­‐field	  image,	  shown	  in	  Figure	  52.	  	   A	  volumetric	  data	  set	  was	  acquired	  for	  angiograms,	  and	  a	  maximum	  intensity	  projection	  was	  determined	  along	  the	  depth,	  or	  the	  z-­‐stack,	  between	  the	  ranges	  of	  100-­‐300	  μm.	  The	  MCA	  and	  vein	  were	  identified	  and	  labeled	  accordingly	  in	  the	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angiogram.	  In	  the	  optogenetic	  experiment,	  changes	  in	  the	  neighboring	  vasculature	  of	  the	  MCA	  and	  vein	  were	  detected	  in	  the	  angiogram	  projection.	  The	  observed	  changes	  identified	  during	  pre-­‐	  and	  intra-­‐stimulus	  were	  circled	  in	  red	  for	  four	  sites.	  Changes	  were	  observed	  during	  stimulus,	  where	  neighboring	  vessels	  had	  observable	  blood	  flow.	  	  A	  3D	  Doppler	  scan	  was	  also	  performed	  around	  the	  region.	  A	  maximum	  intensity	  projection	  along	  the	  z-­‐stack	  was	  also	  performed	  for	  the	  Doppler	  image.	  Changes	  were	  identified	  in	  three	  sections	  of	  the	  Doppler	  intensity	  projection	  after	  optogenetic	  stimulation,	  though	  these	  are	  not	  the	  same	  sections	  of	  the	  angiogram.	  In	  the	  velocity	  images,	  an	  increase	  in	  blood	  flow	  is	  signified	  by	  the	  increase	  in	  intensity.	  Since	  the	  microscope	  head	  used	  for	  acquisition	  could	  not	  be	  adjusted,	  a	  Doppler	  angle	  could	  not	  be	  set	  for	  velocity	  measurements,	  this	  combination	  of	  empirical	  challenges	  limit	  our	  capability	  in	  quantification	  of	  velocity	  profiles.	  The	  velocity	  changes	  in	  the	  angiogram	  could	  not	  be	  detected	  in	  the	  Doppler	  images.	  This	  suggests	  the	  vessels	  may	  be	  perpendicular	  to	  the	  scan	  head,	  which	  would	  render	  them	  unidentifiable	  without	  a	  Doppler	  angle,	  which	  is	  a	  limitation	  of	  the	  velocity	  detection	  capability.	  	  An	  overlay	  of	  the	  angiogram	  and	  velocity	  image	  shows	  the	  functional	  capability	  of	  neural	  activity	  detection	  during	  optogenetic	  stimulation.	  The	  bright-­‐field	  image	  is	  shown	  to	  provide	  a	  comparison.	  The	  OCT	  images	  show	  high-­‐resolution	  details	  and	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have	  a	  higher	  vasculature	  density	  that	  is	  captured.	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Figure	  57	  -­‐	  (Left)	  Bright-­‐field	  image	  and	  (Right)	  overlaid	  OCT	  and	  velocity	  image.	  
	  







Figure	  58	  -­‐	  Microscope	  image	  of	  the	  cortical	  patch.	  The	  red	  box	  indicates	  the	  2	  mm	  x	  2mm	  OCT	  field	  of	  








Figure	  59	  -­‐	  Comparison	  of	  Recording	  2	  and	  3	  of	  pre-­‐,	  intra-­‐	  and	  post-­‐stimulus	  data.	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Figure	  61	  -­‐	  Diameter	  change	  ratio	  in	  the	  main	  MCA	  	  














































Figure	  62	  -­‐	  Diameter	  changes	  in	  branch	  1	  of	  MCA.	  	  	  	  	  	  	  














































































Figure	  63	  -­‐	  Diameter	  changes	  in	  the	  MCA	  branch	  2.	  	  	  	  	  	  	  
















































































	  	  	  	  	  	  	  	  
	  
	  
Figure	  64	  -­‐	  Changes	  in	  flow	  and	  velocity	  for	  the	  vessel	  circled	  in	  red	  on	  the	  vessel	  map.	  






































































	  	  	  	  	  	  
	  
	  
Figure	  65	  -­‐	  Changes	  in	  flow	  and	  velocity	  for	  the	  vessel	  circled	  in	  red	  on	  the	  vessel	  map.	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Chapter	  7:	  Future	  Work	  and	  Conclusion	  	   A	  spectral-­‐domain	  OCT	  system	  was	  designed	  to	  obtain	  the	  ability	  to	  quantify	  changes	  in	  the	  hemodynamic	  signals	  and	  perform	  angiography	  in	  vasculature	  networks	  in	  the	  brain	  to	  study	  the	  effect	  of	  optogenetic	  stimulation	  on	  hemodynamic	  signals	  mostly	  in	  the	  cortical	  circuitries	  in	  rodents.	  The	  developed	  system	  produces	  angiograms	  through	  imaging	  of	  moving	  scatterers	  to	  create	  contrast	  for	  imaging	  of	  vasculature	  networks	  in	  the	  brain.	  The	  system	  can	  also	  produce	  Doppler	  images	  as	  a	  functional	  tool	  to	  provide	  quantitative	  information	  of	  blood	  flow	  changes.	  The	  system	  utility	  has	  been	  demonstrated	  for	  in	  surgery	  settings	  to	  non-­‐invasively	  image	  regions	  of	  a	  rat	  and	  mouse	  brains	  when	  stimulated	  with	  optogenetics.	  Experiments	  were	  performed	  in	  both	  virally	  transfected	  rats	  and	  transgenic	  mice,	  in	  which	  excitatory	  neuron	  can	  be	  stimulated	  by	  exposing	  the	  tissue	  to	  blue	  light.	  The	  maximum	  scanning	  rate	  of	  the	  system	  is	  80,000	  A-­‐lines	  per	  second	  with	  a	  maximum	  imaging	  field	  of	  view	  of	  3	  mm	  x	  3	  mm.	  The	  axial	  resolution	  is	  between	  4	  –	  5	  µm,	  depending	  on	  the	  sample,	  and	  lateral	  resolution	  is	  approximately	  6	  µm.	  The	  presented	  results	  showed	  preliminary	  data	  from	  our	  recent	  experiments.	  Initial	  results	  presented	  verified	  the	  system	  functionality	  in	  small	  rodents.	  Furthermore,	  the	  velocity	  line	  profile	  verifies	  an	  amplitude	  change	  with	  its	  laminar	  flow	  profile.	  In	  comparison	  to	  microscope	  images,	  the	  OCT	  system	  images	  cortical	  regions	  with	  higher	  resolution,	  and	  resolves	  micrometer	  capillaries.	  	  To	  reach	  more	  conclusive	  results,	  the	  experiments	  must	  be	  repeated	  on	  both	  transgenic	  and	  control	  (Wild-­‐type)	  mice.	  This	  part	  of	  the	  study	  is	  currently	  in	  progress,	  along	  with	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our	  collaborators	  at	  the	  University	  of	  Wisconsin-­‐Madison.	  The	  optogenetic	  OCT	  experiments	  scheduled	  are	  set	  for	  at	  least	  3	  control	  mice	  and	  3	  transgenic	  mice.	  	  	  
7.1	  Craniotomy	  vs.	  Thin	  Skull	  Experiment	  Protocol	  The	  current	  experimental	  protocol	  uses	  a	  craniotomy	  for	  scanning.	  However,	  the	  craniotomy	  presents	  a	  problem	  with	  motion	  within	  the	  brain	  due	  to	  swelling.	  These	  micromotions	  reduce	  the	  system	  resolution,	  as	  a	  result,	  small	  capillaries	  are	  less	  visible	  in	  developed	  images.	  Detecting	  capillaries	  deeper	  in	  the	  cortex	  will	  be	  challenging	  when	  the	  inherent	  signal	  loss	  is	  coupled	  with	  signal	  reduction	  due	  to	  motion.	  	  Bleeding	  around	  the	  cortical	  region	  occurs	  periodically	  with	  a	  craniotomy,	  and	  is	  especially	  problematic	  for	  OCT	  scanning	  due	  to	  absorption	  of	  the	  infrared	  signal	  by	  blood.	  Finally,	  exposing	  the	  brain	  requires	  periodic	  administration	  of	  saline	  re-­‐hydration	  around	  the	  cortical	  region.	  	  To	  address	  this	  problem,	  the	  use	  of	  a	  thin	  skull	  instead	  of	  craniotomy	  is	  being	  explored.	  The	  thin	  skull	  procedure	  reduces	  the	  skull	  thickness	  to	  approximately	  40	  –	  50	  µm.	  However,	  initial	  results	  from	  this	  procedure	  have	  been	  promising.	  The	  thin	  skull	  offers	  a	  reduction	  in	  motion	  in	  addition	  to	  minimizing	  of	  signal-­‐reducing	  bleeding	  in	  the	  cortical	  region.	  However,	  blue	  light	  for	  optogenetic	  stimulation	  cannot	  penetrate	  bone	  as	  well	  as	  the	  infrared	  light,	  and	  needs	  to	  be	  further	  studied.	  Furthermore,	  a	  study	  on	  the	  repeatability	  of	  results	  in	  both	  transgenic	  and	  control	  mice	  is	  necessary.	  Our	  results	  shown	  earlier	  have	  demonstrated	  repeatability	  in	  vessel	  diameter	  changes	  when	  a	  cortical	  patch	  of	  a	  transgenic	  mouse	  is	  stimulated	  with	  light.	  	  Minimal	  optical	  power	  levels	  should	  ideally	  be	  used	  to	  avoid	  inadvertent	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thermal	  damage	  to	  cells,	  and	  the	  levels	  used	  can	  be	  included	  in	  the	  scope	  of	  future	  studies	  using	  the	  system.	  	  
7.2	  Hemodynamic	  Signal	  Monitoring	  OCT	  has	  sufficient	  resolution	  to	  visualize	  and	  quantify	  blood	  velocity	  changes	  in	  vessels,	  as	  demonstrated	  with	  our	  system,	  for	  hemodynamic	  signal	  monitoring.	  However,	  the	  limitations	  of	  the	  imaging	  system	  for	  optogenetic	  experiments	  should	  be	  explored.	  As	  mentioned	  earlier,	  angiography	  is	  predominantly	  a	  moving	  scatterer-­‐dependent	  imaging	  technique.	  While	  vasculature	  networks	  can	  be	  imaged,	  caution	  should	  be	  exercised	  in	  its	  data	  analysis	  and	  interpretation.	  Angiography	  is	  susceptible	  to	  errors	  based	  on	  the	  RBC	  within	  the	  vessel.	  	  Vessel	  diameter	  measurements,	  which	  are	  angiography-­‐based,	  may	  be	  limited	  in	  its	  sensitivity	  as	  a	  result	  of	  factors	  including	  undetected	  regions	  of	  the	  vessel,	  and	  changes	  of	  RBC	  orientation.	  Thus,	  interpretation	  of	  smaller	  vessel	  and	  capillary	  regions	  should	  be	  more	  conservative	  [27].	  	  D-­‐OCT	  has	  been	  shown	  to	  quantify	  velocity	  in	  vessels,	  thus	  D-­‐OCT	  techniques	  were	  combined	  with	  optogenetics	  to	  monitor	  the	  hemodynamic	  changes	  in	  vessels.	  However,	  the	  technique	  detects	  vessels	  longitudinal	  to	  the	  incident	  beam,	  and	  the	  minimal	  resolvable	  velocity	  depends	  on	  the	  OCT	  sampling	  density.	  Multiple	  Doppler	  angles	  of	  the	  scanning	  head	  would	  be	  beneficial	  in	  capturing	  the	  velocity	  changes	  in	  more	  vessels.	  	  	  
7.3	  Studies	  with	  Optogenetics	  and	  Animal	  Disease	  Models	  	  
120	  	  
	  
In	  the	  future,	  the	  system	  can	  be	  used	  in	  studies	  with	  optogenetic	  animal	  disease	  models	  of	  neurological	  disorders.	  Optogenetic	  mouse	  models,	  such	  as	  epilepsy,	  have	  been	  demonstrated	  previously	  [28].	  With	  growing	  research	  in	  optogenetics,	  more	  opsin	  variants	  are	  being	  developed	  that	  may	  contribute	  to	  future	  animal	  disease	  models	  [29].	  While,	  animal	  models	  may	  not	  accurately	  portray	  the	  complexity	  of	  disease	  pathology	  in	  humans,	  determining	  disease	  characteristics	  in	  neurological	  disorders	  may	  contribute	  towards	  treatments	  in	  humans.	  	  Our	  OCT	  system,	  which	  allows	  imaging	  and	  stimulation	  simultaneously,	  holds	  potential	  as	  a	  tool	  for	  circuit	  mapping	  towards	  this	  goal.	  Additionally,	  verification	  of	  neural	  activity	  and	  stimulation	  can	  be	  done	  concurrently	  with	  existing	  imaging	  methods,	  or	  gold	  standard	  detection	  techniques.	  For	  example,	  studies	  using	  mouse	  models	  of	  epilepsy	  can	  be	  verified	  using	  ECoG,	  considered	  the	  gold	  standard	  for	  neural	  signal	  detection.	  Combining	  this,	  with	  OCT	  angiography	  and	  hemodynamic	  signal	  monitoring	  holds	  promise	  in	  helping	  researchers	  characterize	  cellular	  activities	  within	  the	  brain	  hemodynamic	  changes	  corresponding	  to	  disease	  models	  with	  high	  resolution	  and	  precision	  in	  stimulation	  and	  imaging.	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