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Аннотация
Предлагается метод отыскания проекции точки на выпуклое множество. Приближения в методе
строятся с помощью конечных процедурпроектирования точки на вспомогательныемногогранныемно-
жества, содержащие решение исходной задачи. Для упрощения задач построения приближений преду-
смотрена возможность периодического обновления вспомогательных множеств.
Ключевые слова: Проекция, выпуклое множество, метод отсечений, отсекающие плоскости, схо-
димость.
Summary
Propose a method for finding a projection of the point on the convex set. In the method iteration points
are constructed by finite procedures of a projection of the point on the auxiliary polyhedral sets containg a
solution of the initial problem. The method is characterized by possibility of periodically updating auxiliary
sets to simplify a problem of finding iteration points.
Key words: Projection, a convex set, a cutting method, cutting planes, convergence.
Введение
Потребность в проектировании точки на множество возникает на практике довольно часто, например,
в связи с использованием алгоритмов условной минимизации функций. Предлагаемый здесь метод отыс-
кания проекции точки на выпуклое множество характерен следующим. Каждое из строящихся методом
приближений получается путем проектирования точки на некоторое вспомогательное множество, содер-
жащее решение задачи. Следующее вспомогательное множество строится на основе предыдущего с по-
мощью отсечения найденного приближения некоторыми плоскостями. На тех шагах, когда итерационные
точки становятся достаточно близки к исходному множеству, происходит обновление вспомогательных
множеств, например, за счет отбрасывания любого числа любых построенных ранее отсекающих плос-
костей. Такие обновления позволяют существенно упрощать задачи поиска итерационных точек. Анало-
гичная идея отбрасывания отсечений реализована ранее в методе условной минимизации [1] и алгоритме
проектирования [2]. Отметим, что метод, предложенный здесь, существенно отличается от алгоритма [2],
в частности, более общими способами задания вспомогательных множеств, более удобными способами
построения отсечений, а также возможностью комбинирования этого метода с другими алгоритмами про-
ектирования без дополнительного исследования сходимости таких комбинированных алгоритмов.
1. Постановка задачи
Пусть F (x) – выпуклая в n-мерном евклидовом пространстве Rn функция, D = {x ∈ Rn : F (x) 6 0} .
Решается задача нахождения проекции точки y ∈ Rn на множество D .
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Положим Dε = {x ∈ Rn : F (x) 6 ε} , где ε > 0 , ∂F (x) – субдифференциал функции F (x) в точке
x , p∗ = Pr(y,D) – проекция точки y на множество D , r∗ = ||p∗ − y|| , K = {0, 1, . . .} .
2. Метод и его обсуждение
Предлагаемый для решения поставленной задачи метод вырабатывает последовательность прибли-
жений pk , k ∈ K , и заключается в следующем.
Строится выпуклое замкнутое множество M0 ⊂ Rn , содержащее точку p∗ . Задается число ε0 > 0 .
Полагается i = 0 , k = 0 .
1. Отыскивается точка
yi = Pr(y,Mi). (1)
Если выполняется включение
yi ∈ D, (2)
то p∗ = yi , и процесс заканчивается.






ui = yi, (4)
и следует переход к п. 4. В противном случае выполняется п. 3.
3. Полагается ik = i ,
xk = yik . (5)
Выбирается выпуклое замкнутое множество Qi = Qik такое, что
p∗ ∈ Qi. (6)
Выбирается точка
pk ∈Mik , (7)
удовлетворяющая условиям
||xk − y|| 6 ||pk − y|| 6 r
∗. (8)
Если pk ∈ D , то p∗ = pk , и процесс заканчивается. В противном случае полагается
ui = pk, (9)
задается число εk+1 > 0 , значение k увеличивается на единицу.




где Ti = {x ∈ Rn : F (ui) + 〈a, x − ui〉 6 0 ∀a ∈ Ai}, и следует переход к п. 1 при i , увеличенном на
единицу.
Сделаем некоторые замечания относительно предложенного метода.
Для выбора множеств M0 , Gi , Qi есть много возможностей. Можно, например, положить M0 = Rn
и потому считать y0 = y . Допустимо выбирать и Gi = Rn . Если при каждом i ∈ K , независимо от
принадлежности точки yi множеству Dεk , положить Qi = Mi , считая Gi = Rn , то согласно (10)
Mi+1 = Mi
⋂
Ti , i ∈ K . В таком случае от шага к шагу происходит накопление отсекающих плоско-
стей, и обновлений множеств Mi в процессе решения не происходит. Упомянутые обновления можно
производить за счет выбора множеств Qi следующим образом.
Пусть при некотором i = ik выполнилось включение yi ∈ Dεk . Положим Qik = Mri, где 0 6 ri 6
ik . Тогда для всех ri = 0, . . . , ik условие (6) выполняется, и в качестве Qik можно выбирать любое из
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построенных к ik -му шагу множеств M0, . . . ,Mik . Если Qik = M0 , то отбрасываются все накопленные
к шагу ik отсекающие плоскости.
Если множества M0 , Gi , Qi выбирать многогранными, то задача нахождения точек yi из условия (1)
не представляет особого труда. Она является задачей квадратичного программирования, и может быть
решена известными алгоритмами (см., напр., [3, 4]) за конечное число шагов.
Отметим, что для выбора точек pk из условий (7), (8) также немало возможностей. Например, без
дополнительных вычислений допустимо положить pk = xk. Можно искать точку pk , привлекая другие
методы проектирования. Тогда на основе предложенного метода для решения поставленной задачи будут
построены комбинированные сходящиеся алгоритмы.
3. Обоснование сходимости метода
Лемма 1. Для всех i ∈ K справедливо включение
p∗ ∈Mi. (11)
Доказательство. При i = 0 включение (11) выполняется по условию выбора множества M0 . Пусть
теперь (11) имеет место при i = l > 0 . Докажем, что p∗ ∈ Ml+1 , тогда лемма будет доказана. Ввиду (3),
(6) и индукционного предположения p∗ ∈ Ql . Кроме того, p∗ ∈ Tl , так как F (p∗) − F (ul) > 〈a, p∗ − ul〉
для всех a ∈ Al и F (p∗) 6 0 . Таким образом, в силу (10) включение (11) при i = l + 1 , а с ним и лемма,
доказаны.
С учетом леммы 1 обоснуем критерии остановки, заложенные в пп. 1, 3 метода.
Пусть выполняется (2). Согласно условию (1) выбора точки yi и включению (11)
||yi − y|| 6 r
∗. (12)
Отсюда с учетом (2) следует, что yi – решение исходной задачи.
Пусть теперь точка pk , выбранная из условий (7), (8), оказалась в D . Тогда ||pk−y|| > ||p∗−y|| = r∗ ,
и из (8) следует, что pk = p∗ .
Лемма 2. Последовательность {ui} , i ∈ K , ограничена.
Доказательство. Последовательность {yi} , i ∈ K , ограничена, так как для каждого i ∈ K выполня-
ется неравенство (12). Кроме того, в силу (8) ограниченной является и последовательность {pk} , k ∈ K .
Отсюда и из условий (4), (9) задания точек ui следует ограниченность последовательности {ui} , i ∈ K .
Лемма доказана.
Лемма 3. Пусть последовательность {ui} , i ∈ K , построена предложенным методом с
условием, что для всех i ∈ K , начиная с некоторого номера i˜ > 0 , множества Qi выбраны
согласно (3). Тогда любая предельная точка последовательности {ui} , i ∈ K , принадлежит
множеству D .
Доказательство. Допустим, что утверждение леммы неверно. Тогда существует такая сходящаяся под-
последовательность {ui} , i ∈ K1 ⊂ K , последовательности {ui} , i ∈ K , что для ее предельной точки u
выполняется неравенство F (u) > 0 . Положим F (u) = γ . Так как функция F (x) непрерывна, то найдется
окрестность ω точки u такая, что F (x) > γ/2 для всех x ∈ ω . Зафиксируем такой номер iˆ ∈ K1 , что
iˆ > i˜ и для всех i ∈ K1 , i > iˆ имеет место включение ui ∈ ω . Тогда
F (ui) > γ/2 ∀i ∈ K1, i > iˆ. (13)
Выберем номера i′, i′′ ∈ K1 так, что i′′ > i′ > iˆ . Тогда согласно (10) и условию леммы Mi′′ ⊂
Mi′+1 ⊂ Ti′ , а в силу (1), (4) и (7), (9) ui′′ ∈ Mi′′ . Следовательно, выполняется включение ui′′ ∈ Ti′ , и
F (ui′) + 〈a, ui′′ − ui′〉 6 0 для всех a ∈ Ai′ . Отсюда и из неравенства (13) при i = i′ имеем
〈a, ui′′ − ui′〉 6 −
γ
2
∀a ∈ Ai′ . (14)
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Далее, ввиду ограниченности последовательности {ui} найдется (см., напр., [5], с. 121) такое число
θ > 0 , что для всех a ∈ ∂F (ui) , i ∈ K , выполняется неравенство
||a|| 6 θ. (15)
Тогда из (14), (15) следует, что θ||ui′′ − ui′ || > γ/2 . Последнее неравенство противоречиво, поскольку
последовательность {ui} , i ∈ K1 , по выбору является сходящейся. Лемма доказана.
Покажем теперь, что вместе с последовательностью {yi} , i ∈ K , будут построены и последователь-
ности {xk} , {pk} , k ∈ K .
Лемма 4. Если последовательность {yi} , i ∈ K , построена предложеннымметодом, то для
каждого k ∈ K существует такой номер i = ik ∈ K , что выполняется равенство (5).
Доказательство. 1) Пусть k = 0 . Если y0 ∈ Dε0 , то i0 = 0 , x0 = y0 , и равенство (5) при k = 0
выполняется. Поэтому будем считать, что y0 /∈ Dε0 . Докажем тогда существование такого номера i =
i0 > 0 , что
yi0 ∈ Dε0 . (16)
Допустим противное, то есть
yi /∈ Dε0 ∀k ∈ K, i > 0. (17)
Выделим из последовательности {yi} , i ∈ K , i > 0 , сходящуюся подпоследовательность {yi} , i ∈ K ′ ⊂
K , и пусть y′ – ее предельная точка. Согласно п. 2 метода с учетом допущения (17) множество Qi для
всех i ∈ K , i > 0 , имеет вид (3), и для тех же i выполняется равенство (4). Тогда по лемме 3 имеем
включение y′ ∈ D , и
F (y′) 6 0. (18)
C другой стороны, в силу (17) F (yi) > ε0 для всех i ∈ K ′ . Переходя в последнем неравенстве к пределу
по i ∈ K ′ , получим неравенство F (y′) > ε0 , противоречащее (18). Таким образом, существование номера
i0 > 0 , для которого справедливо (16), доказано, и равенство (5) при k = 0 имеет место.
2) Пусть теперь k – любой фиксированный неотрицательный номер, и xk = yik . По той же схеме,
что и в случае k = 0 , доказывается существование номера ik+1 > ik , для которого yik+1 ∈ Dεk+1 . Тогда
xk+1 = yik+1 , и лемма доказана.
Из леммы 4 следует, что для каждого k ∈ K зафиксируется точка xk , а значит, есть возможность
выбора согласно (7), (8) и точки pk .
Теорема 1. Пусть последовательность {pk} , k ∈ K , построена предложенным методом с
условием, что
εk → 0, k →∞. (19)
Тогда любая предельная точка этой последовательности совпадает с p∗ , а если при этом для
каждого k ∈ K выполняется неравенство
||pk+1 − y|| > ||pk − y||, (20)
то последовательность {pk} , k ∈ K , сходится к точке p
∗ .
Доказательство. Пусть {pk} , k ∈ K ′ ⊂ K , – сходящаяся подпоследовательность последовательно-
сти {pk} , k ∈ K , и p – ее предельная точка. Покажем, что
p = p∗, (21)
тогда первая часть теоремы будет доказана.
Выделим из последовательности {xk} , k ∈ K ′ , сходящуюся подпоследовательность {xk} , k ∈ K ′′ ⊂
K ′ . Пусть x – ее предельная точка. Так как согласно (5) xk ∈ Dεk и xk /∈ D для всех k ∈ K , то
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0 < F (xk) 6 εk , k ∈ K . Перейдем в этих неравенствах к пределу по k ∈ K ′′ с учетом (19). Тогда
F (x) = 0 , и, значит,
x ∈ D. (22)
С другой стороны, из условий (8) имеем ||x − y|| 6 ||p − y|| 6 r∗ . Но в силу (22) ||x − y|| > r∗ . Отсюда
следует, что ||p− y|| = r∗ , и равенство (21) доказано.
Пусть теперь для последовательности {pk} выполняется условие (20). Тогда ввиду ограниченности
{pk} последовательность {||pk − y||} , k ∈ K , сходится, и по доказанному выше lim
k∈K
||pk − y|| = r
∗ .
Поэтому в силу известной теоремы (см., напр., [3], с. 62) второе утверждение теоремы также доказано.
Отметим, что условие (20) имеет место, если, например, для всех k ∈ K выполняются включения
Mik+1 ⊂Mik .
Опишем еще одну процедуру построения отсекающих множеств Ti , которую можно использовать в
п. 4 при построении Mi+1 . Пусть F (x) = max
j∈J
fj(x) , где J = {1, . . . ,m} , функции fj(x) для всех j ∈ J
выпуклы, Dj = {x ∈ Rn : fj(x) 6 0} . Тогда нашаге 4 метода вместо множества Ai выбираются конечные
множества Aji ⊂ ∂fj(ui) для всех j ∈ Ji = {j ∈ J : ui /∈ Dj} , и полагается Ti =
⋂
j∈Ji
{x ∈ Rn :
fj(ui) + 〈a, x − ui〉 6 0 ∀a ∈ A
j
i} . Нетрудно проверить, что при таком способе задания множеств Ti все
утверждения, касающиеся предложенного метода, остаются в силе.
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