Evoked and coordinated brain signals often exhibit distinct, individualized spatial and temporal characteristics, such as amplitude and phase couplings across and within spatial channels. In the study of these brain potentials, it is important to characterize both the spatial and temporal morphologies of the responses for a better understanding of both the physiology and function of the brain. This paper presents a method for visualizing the characteristic spatio-temporal brain activity associated with two distinct conditions. This method, called Independent Spatio-Temporal Patterns (ISTPs), extends Common Spatial Patterns (CSPs) for spatio-temporal pattern visualization by adding temporal features. Independent component analysis (ICA) is then applied to extract independent spatio-temporal patterns corresponding to each condition. The results indicate that the inclusion of temporal features can provide useful insight regarding the spatio-temporal characteristics of sensorimotor rhythms.
Introduction
Evoked and coordinated brain signals often exhibit distinct, individualized spatial and temporal characteristics, such as amplitude and phase couplings across and within spatial channels [2] . In the study of these brain potentials, it is important to characterize both the spatial and temporal morphologies of the responses for a better understanding of both the physiology and function of the brain. This knowledge is valuable for characterizing new responses, mapping brain activity, detecting irregularities, and controlling a braincomputer interface (BCI).
Simple ensemble averaging is usually sufficient to characterize stimulus evoked potentials because the phase of the response is typically time-locked to the stimulus [2] . However, the averaging of event related (de)synchronizations, such as sensorimotor rhythms (SMRs), is more difficult because the phase of the responses is not time locked to a stimulus. Although the general spatial and spectral characteristics of SMRs are well characterized, there can be differences ranging from subtle to significant in the spatio-temporal SMR patterns across individuals [4] . Obtaining a characteristic temporal waveform from (de)synchronizations on a single channel can be straightforwardly accomplished via averaging using correlations of known responses [4] . However, this method is not precise for examining multiple channels simultaneously. The proposed method, Independent SpatioTemporal Patterns (ISTPs), extends common spatial patterns (CSPs), combined with independent component analysis (ICA) in order to accurately extract such characteristic spatio-temporal patterns.
The method of common spatial patterns (CSPs) [5, 6] determines an optimal set of spatial filters for discriminating between two classes. It has been extended to multiclass paradigms [7] and proved successful for visualizing and classifying different mental states for brain-computer interfaces (BCIs) [3, [8] [9] [10] [11] . However, CSP does not consider the short-time temporal characteristics of the data, such as the phase relationships between channels and frequency bands. The methods of common Spatio-spectral patterns (CSSPs) [1] and common sparse spectral spatial patterns (CSSSPs) [21] extend the spatial filtering approach to include time delay embedding in order to create a more flexible spatial-spectral filter. The components obtained by these time-embedded methods are not necessarily independent, and, because the filtering matrices are temporally sparse, it is not as straightforward to extract the representative spatio-temporal patterns for visualization. The method of Independent Spatio-Temporal Patterns (ISTPs) presented here also utilizes time delay embedding, with the application of independent component analysis (ICA) to the resulting patterns. In this case, uniform temporal sampling is used to construct the filtering matrix, enabling a complete visualization of the discriminable spatio-temporal patterns for the two classes. The addition of ICA produces a set of independent spatio-temporal patterns that are informative in terms of substantiating the morphology of the EEG during different mental states.
The Method of Common Spatial Patterns
The CSP decomposition of a feature matrix is given as,
where X is an N feature × T observance matrix, W is an L × N matrix (L≤N) whose L rows represent the individual components of the decomposition, and Y is an L × T matrix subspace of X. For a two-class classification problem, W can be determined to decompose the feature matrix such that the resulting projections corresponding to the extreme eigenvalues of the transformed covariance matrices have maximal variance for one class and minimal variance for the other class. First, for the two classes (1 and 2), the classlabeled observations are sorted by the respective class and the class-specific covariance matrices are determined:
The task is defined as finding the transformation W to create projections that simultaneously maximize the variance for one class and minimize the variance for the other:
where D is a diagonal matrix with elements in [0, 1] . This can be accomplished through simultaneous diagonalization of the two covariance matrices. First, a whitening transformation is performed:
Using spectral theory, the eigenvalue decomposition is then performed for the transformed classes:
where the columns of R are the eigenvectors, and the diagonal elements of D and (D − I) are the eigenvalues of classes 1 and 2, respectively. Note that the maximum eigenvalues for one class correspond to the minimum eigenvalues for the other class. By selecting only the eigenvectors corresponding to the largest and smallest eigenvalues that provide the best discrimination between classes, the subspace projection matrix is defined as.
For standard CSP analysis of EEG, the features of X are simply the instantaneous bandpass-filtered voltages at each electrode. For ISTP, the features are the concatenation of time-windowed voltages for each electrode. The actual EEG patterns corresponding to the two mental states can be visualized by inverting the filtering matrix W.
Methodology
In one-and two-dimensional BCI cursor control studies [13] [14] [15] [16] , trained users are able to effectively modulate 8-12 Hz (α band) and 18-26 Hz (β band) spectral components over the sensorimotor cortex to move a cursor toward a randomly positioned target on a monitor. Four sessions of data from ten able-bodied users (six women and four men ranging in age from 29 to 45) who performed a one-dimensional twotarget cursor control task were used for offline evaluation of the ISTPs. All users had exhibited strong μ-band activity during an initial screening and were subsequently trained on a simple two-target, one-dimensional cursor control task. All users were successfully trained on the task (consistently >80% accuracy) and ranged in experience from 1 to 20 sessions on the task prior to this data set. The study was approved by the New York State Department of Health Institutional Review Board, and each user gave informed consent.
One-Dimensional Sensorimotor Rhythm Cursor Control
Task. The one-dimensional sensorimotor rhythm cursor control task is shown in Figure 1 . For the task, the users were presented by a target randomly positioned at the top or bottom right edge of the monitor. The trial began with the cursor at the left center of the monitor. It moved at a constant rate toward the right, reaching the right side of the monitor after 2 seconds. The users' goal was to move the cursor upward or downward to the height of the target so that it hits the target when it reached the right side of the monitor. The trials continued in 3-minute runs, with a 1-minute break given between runs. Between 18 and 30 trials were completed in a single 3-minute run, and 8 runs constitute a single session. Sessions were conducted one per day over a period of several weeks.
Data Collection and Feature Extraction.
The details of the data collection and analysis are as follows. Using BCI2000 software [17] , the EEG activity was collected from 64 channels at standard locations [18] distributed over the scalp. All 64 channels were referenced to the right ear, bandpass filtered (0.1-60 Hz), and digitized at 160 Hz. For each user, a large Laplacian spatial filter [12] (see Figure 2 ) was applied to the electrode over the right-or-left hand area of the sensorimotor cortex that exhibited maximal correlation between μ-band activity and the task based on prior sessions. A 3-Hz bin at the user-specific μ-band frequency from a 16th-order AR model was extracted from the spatialfiltered signal and used as the online control feature. The AR feature was calculated every 50 milliseconds from the past 400 milliseconds of data. The AR model order, bin width, and time windowing were selected based on extensive empirical evaluations. The specific locations and frequencies used for the online experiments are provided in Table 1 .
Offline Analysis
The data set used for offline analysis, collected as described in Section 3.2, consisted of 4 sessions of 8 runs each from Figure 2 : The large Laplacian spatial filter configuration. For an electrode over the hand area of the sensorimotor cortex (indicated in black), the signals from the four equidistant surrounding electrodes (indicated in gray) are averaged and subtracted from this central (black) electrode to produce the control signal. For the online experiments, a single large Laplacian control signal was used for cursor control. For the offline analysis, the 9 electrodes comprising the two contralateral Laplacian filters covering both hemispheres (depicted as the shaded locations for the C 3 /C 4 users and as the unshaded locations for the C P3 /C P4 users) were used for processing.
each of the 10 users. The first session was used to derive the ISTPs, and the three subsequent sessions were used for validation. As a necessary preprocessing step for CSP-based methods, the channels were bandpass filtered from 7 to 30 Hz [1] . The spatio-temporal features were constructed using the nine raw (i.e., ear-referenced) channels that represent the union of the channels that comprise large Laplacians over the left and right sensorimotor cortex. The observations used to construct the covariance matrices were collected every 6.25 milliseconds using the past 400 milliseconds of data, thus matching the segment length used for the online experiments.
The observations were collected every 6.25 milliseconds to provide an ample number of observations for constructing the covariance matrices, although a lower observation rate would likely be adequate. The channel set was limited to nine electrodes in order to provide comparison to the Laplacian spatial filter as well as a manageable feature space for the ISTP method.
Common Spatio-Temporal Patterns.
Prior to performing the ICA, the Common Spatio-Temporal Patterns (CSTPs) can be visualized by inverting the projection matrix W. Interestingly, for all users, the components representing the two most extreme eigenvalues for the target corresponding to SMR synchronization (high SMR-band amplitude) were nearly identical 90 degree phase-shifted sinusoidal waveshapes at the μ-band control frequency with maximal amplitude over the electrode used for control as illustrated in Figure 3 (notice that the relative amplitudes of the different channels are not equally proportional to the distance from the central electrode as approximated by a Laplacian spatial filter). Based on Fourier theory, a linear combination of these two components can model a sinusoidal response with arbitrary phase. This decomposition is logical since the phase of the EEG is not time-locked to the observation intervals. Additionally, for the majority of users, two of the remaining four most prominent components for the synchronized condition are sinusoids in the β band having similar topographies and proportionally lower amplitudes to the μ-band components (see Figure 3) . It is worth noting that the precise frequencies of the SMR activity can be determined from the periods of the corresponding CSTPs, which are potentially more accurate than estimates obtained from a standard spectral decomposition. For the desynchronized condition, Figure 2 . In the left topography, the first and second most prominent patterns are illustrated in red and blue, respectively, and represent the μ frequency band. In the right topography, the third and fourth most prominent patterns are illustrated in red and blue, respectively, and represent the β frequency band. For this user (User D), the μ band from channel C 3 was used for online control.
the prominent components primarily ranged from apparent random noise to visual α-type activity depending on the user, although other nonvisual rhythmic components were present in some users. Although the method is capable of extracting potential phase shifts between channels for a particular CSTP component, there were no apparent phase offsets between channels for any of the prominent components.
Independent Spatio-Temporal Patterns.
Although the prominent CSTP components are essentially orthogonal Fourier components at the μ and β frequencies, these components are not necessarily independent. In order to gain insight regarding the independent patterns generated for each target condition, independent component analysis (ICA) can be performed on the projected features for each condition. Because the resulting ICA unmixing matrix indicates the relative contribution of each projection, and each CSTP component corresponds to a particular projection, the ICA mixing matrix (inverse of the unmixing matrix) can be applied to the CSTP components to produce a representation of the independent patterns. These independent patterns should provide an indication of the preferred response morphologies (i.e., amplitude and phase relationships) for the different conditions. The independent common spatiotemporal patterns (ISTPs) for each target condition i ∈ {1, 2} are attained as follows:
where A is the resultant mixing matrix of the ICA. Figure 4 shows, for three representative users, the ISTPs of the synchronized condition that result in the highest correlation with target position. The mixing matrices were derived from the 8 most prominent projections (empirically found to be a suitable number of projections for ICA) for each target condition using FastICA [19] with a tansigmoidal nonlinearity. The classical arch-shape patterns depicted in Figure 4 are consistent for the majority of users, which supports the notion of preferred phase coupling between the μ and β bands [4] .
To confirm that the ISTPs are in fact useful and valid results, the two ISTP projections from each class (four features) having the highest correlations with the target position were extracted, and regression weights were determined using the first session from each user. The r 2 correlations of the resulting regressed feature were computed using the three subsequent sessions for each user. These r 2 values were compared to values produced by the incumbent online method using two large Laplacian channels, the online control channel, and the contralateral channel over the opposite hemisphere (see Figure 2) . For each channel, 3-Hz μ and β band spectral bins were extracted using a 16th-order AR model derived via the maximum entropy method (MEM) [20] . Regression weights were determined for these four features using the first session from each user, and the resulting regressed feature was correlated with three subsequent sessions for each user. Figure 5 illustrates the r 2 for each method averaged across users. These results indicate that the specific spatiotemporal relationships of ISTP provide an improved model compared to the Laplacian and AR combination, which applies fixed spatial weights and does not utilize phase relationships.
Discussion
The prominence of the sinusoidal μ and β components in the CSTPs reaffirms the efficacy of conventional spectral methods for a SMRs-based BCI. ISTP additionally EURASIP Journal on Advances in Signal Processing distinguishes the actual independent spatio-temporal morphologies indicative of the different mental states without prior knowledge of the SMR characteristics. As with any application of ICA where exact number of sources is not known, it is difficult to speculate about the significance of the resulting ISTPs. Nevertheless, it is interesting that the ISTPs having the highest correlation with the target position often exhibit the classical arch-shaped μ-rhythm pattern [20] , suggesting that there is a preferred amplitude/phase synchronization between the fundamental SMR frequency and the harmonics.
The resulting ISTP morphologies capture these preferred amplitude and phase relationships across and within channels, which can be visualized, characterized, and applied for classification purposes. The prominent ISTP patterns could potentially be used as spatio-temporal matched filter templates, which would minimize the phase effects and produce better instantaneous tracking estimates than a fixed classifier for continuous SMR cursor control [4] . However, the feature space required for ISTP would likely be overkill compared to methods such CSSSP [21] for discrete classification purposes.
In addition to machine learning techniques, a significant portion of EEG analysis and interpretation is still based on visual inspection of the signals for BCI and clinical applications. The true utility of ISTP is visualizing the complete spatio-temporal morphologies associated with particular mental states, which is not possible with CSSSP. Accordingly, the method of ISTP can potentially be used for visualizing and characterizing lesser known or more complex userspecific EEG responses such as steady-state visual evoked potentials (SSVEPs). By using noncentered covariance matrices as suggested in [22] , the CSTP method can be applied to transient responses such as P300 event-related potentials [23] . This modification can also potentially be used to concurrently capture class-dependent components due to slow cortical potentials, movement related potentials, and SMRs for tasks where all such responses are relevant.
