Abstract
Introduction
time-scale differences is completely different from that in the RM-model where the prey 97 grows logistically. Only local bifurcations occur and therefore continuation of equilibrium 98 and limit cycles gives a full picture of the long-term dynamics. 
with x i (t) ∈ R + , t ≥ 0, i = 1, 2, respectively the size of the prey and predator population.
104
The first part of (1a) models that the prey population grows logistically in absence of the For a description of the state variables and the biological meaning of the parameters of the predator-prey model the reader is referred to Table 1 . The set of equations analysed extensively in the literature that form a model with 116 slow-fast dynamics reads
with x i ∈ R, i = 1, 2. We introduced c 1 = εc and d 1 = εd and toke for both parameters 118 their reference value 1. The efficiency is again the ratio of the first term of (2b) and the 119 last term on the right-hand sides of (2a) and is now equal to ε.
120
The functions f : R 3 → R and g : R 3 → R are of class smooth enough. The time-scale 121 separation parameter ε is introduced in the model to implement trophic time diversification.
122
For ε 1 this is called a fast-slow system.
123
In the mathematical literature, factor ε is treated as a perturbation parameter, justified 124 and described by the ratio between the linear death rate of the predator and the linear 125 growth rate of the prey in [42, 16] . That is, only when the prey reproduce much faster than 126 the predators and the predator is, in comparison, not so efficient, when the ratio ε becomes 127 5 a small parameter. For, the efficiency c 1 = εc, where c is of order 1 (with a reference value 128 1) is proportional to the perturbation parameter ε.
129
The Holling type II hyperbolic relationship is derived by a time scale argument using general, however, a very small conversion efficiency is not supported in the literature.
137
Observe that also the predator loss rate is multiplied by the same factor ε in order to 138 facilitate coexistence. In other words when predators efficiency is low they also have to 139 have a low loss rate in order to survive. Therefore the parameter ε affects two processes, 140 mass conversion from prey biomass into predator biomass and the predator loss rate. 142 In model (2) there are only three free parameters, namely a 1 , b 1 and ε which scales the 143 efficiency and predator loss rate. The following stability analysis is classical for ε > 0 and 144 therefore we recall some results regarding the dynamics of (2) and report some interesting relevant equilibria zero-E 0 , boundary-E 1 and interior equilibrium E 2 and the limit cycle
Existence and stability analysis of equilibria and limit cycles

149
L 2 are summarized in Table 2 
ε(
In E 0 the Jacobian matrix is The equilibria E 1 (below T C) and E 2 (between T C and H) as well as the maximum and minimum values for the limit cycle L 2 (above H) are shown. Note that the critical values where the bifurcations T C and H occur in this diagram are independent of ε since the expression for the real parts of the eigenvalues of the Jacobian matrix do not depend on ε. Table 2 : Equilibria of RM-model (2) and MB-model (54).
Equilibria
System composition RM-model Table 3 : Bifurcation curves for RM-model (2) and MB-model (54). Note that for RMmodel the expression are independent of ε. The arrow indicates the transition of the steady states that occurs when the parameter crosses the bifurcation point.
Bifs
.
The eigenvalues are the diagonal elements and the E 0 is always unstable. At the boundary 160 equilibrium E 1 the Jacobian matrix reads
The eigenvalues are again the diagonal elements and E 1 is stable when a 1 − b 1 − 1 < 0 and 
164
At the equilibrium E 2 the Jacobian matrix reduces to
The complex pair of eigenvalues λ 1,2 of the Jacobian matrix evaluated at the equilibrium
We calculated the following real μ ∈ R and imaginary ω ∈ R parts as functions of parameter dynamics for values is as with the Hopf bifurcation till the canard explosion occurs.
183
The derivative dμ/db In this section we discuss results in the phase-space of simulation in time. These results
196
where in all simulations the same initial conditions are used, are shown in Fig. 3 and Fig. 4 :
197
• Left panels of Fig. 3 : for b 1 = 3, in the region between the transcritical T C and Hopf
198
H bifurcation in Fig. 1 where equilibrium E 2 is stable,
199
• Fig rium E 2 is unstable.
202
In the top panels of Fig. 3 and Fig 
where differentiation is with respect to the slow time variable τ = εt. 
Hopf interior equilibrium
220
The equilibrium E 2 , see 
At the Hopf point we have the equilibrium E 2
The simulation results for system (2) are shown in Fig. 4 . These results show that the solu- 
Unstable interior equilibrium
227
With b 1 = 8, see Fig. 3b ,d equilibrium E 2 is unstable and there is no convergence to E 2 228 but to a stable limit cycle L 2 .
229
For positive ε = 0.01 in Fig. 3d initially the dynamics is similar to that for the stable 230 case shown in Fig. 3c . The dynamics on the unique stable limit cycle L 2 consists of four 
Heuristic introduction
267
We start with a short overview of singular perturbation techniques. Singular perturbation 268 theory deals with systems of the original form (2) where ε > 0. When ε 1 the system 269 is a fast-slow system.
270
With ε = 0 we have the fast system also called called the layer system:
The predator populations remains constant hence the trajectories are the horizontal lines 
273
With a change of time-scale, where τ = εt, we call the resulting system the slow system:
After substitution of ε = 0 we get
This differential algebraic equation ( With good hypothesis (see below for the details), on the part of the parabola,
0 is equivalent to x 1 = p(x 2 ) and we can substitute
result is the slow or reduced system
The differentiation is with respect to τ and the smooth functions f and g are defined in
292
(2). Then the slow system becomes
An alternative method is to use instead of x 1 = p(x 2 ) of which the dynamics is described 294 by the solution of (19), the inverse function x 2 = q(x 1 ) also derived from (17a). This gives 295 the relationship
and using (17b) the differential equation
and we get formally
Note that this expression is zero at point T given in (13) . Hence the denominator of model 299 (21) at that point T is zero. When the numerator is unequal zero, this means that the rate 300 of change becomes unbounded at T which is a singular point of model (21) . Only when in 301 the special case b 1 is the Hopf bifurcation parameter value, point T is a limit point where 302 the numerator is also zero. This is studied in the Appendix B. 
Geometric singular perturbation techniques 304
We discuss the singular perturbation problem outlined in the previous section for the case 305 where ε is not zero but small and positive: 0 < ε 1. Here we follow the geometric 306 singular perturbation techniques.
307
Let us consider system (2) again. For ε = 0 the f-nullclines, the set {( 
They form a set of equilibria of the fast system system (15). In the previous section we 310 studied the dynamics for ε = 0 and now we will consider 0 < ε 1.
311
To that end, let us remind the statement of Fenichel's theorem. We consider differential 312 system of the form:
where F and G are sufficiently smooth. We assume that the set F (X, Y, 0) = 0 can locally 
329
Using its invariance, the perturbed manifold M 1 ε can be approximated by asymptotic 330 expansions in ε. It can be described as a graph
This manifold is invariant when the following equality holds
yields with equation (23) and
Then (23) gives with x 2 = q(x 1 , ε) the invariance condition
Asymptotic expansion 336
The following asymptotic expansion in ε is introduced:
Substitution into (28) gives
Gathering orders of ε results for O (1) and assuming x 1 > 0 in:
At b 1 = 4 we have x 1 = (b 1 − 1)/(2b 1 ) and hence dq 0 /dx 1 = 0.
341
For O(ε) and using an updated form of (28)
gives
At b 1 = 4 the numerator and denominator are both zero. we have x 1 = (b 1 − 1)/(2b 1 ) and
At point T we have 
Asymptotic expansion in phase space
The expression for q 0 describes the critical manifold M given by (32)
For sufficiently small non-zero ε 1 the flow on the perturbed slow manifold M 
with properly chosen the initial values.
363
The results are shown in Fig. 6 for b 1 = 3, where the equilibrium E 2 is stable. They In Fig. 7a and Fig. 7b q(x 1 , ε) = ∞ and lim
In the next section we extend the asymptotic expansion in ε by varying parameter b 1 375 in addition to ε in order to repair this unwanted property. to avoid this dynamics we study now an augmented system 
401
show that the canard is a robust and smooth phenomenon that occurs for stable limit 402 cycles. When ε ↓ 0 the canard explosion point converges to the point T .
403
In Fig. 11 cycles calculated and this shows that these curves change smoothly, only the sensitivity of 420 the shape of the cycles is very large at the explosion point. 
The following extended asymptotic expansion in ε for r(x 1 , ε) is introduced as follows: and
whereby b 1 (ε) is given by
where r j and b 1j , j = 1 · · · are independent of ε and are described by the invariance 
472
These results show how the unique stable limit cycle changes its shape very abruptly Fortunately, the result presented are in agreement. 
where x r is the concentration of nutrient in the reservoir and D 1 the dilution rate, the efficiency e 1 is the ratio of these two terms. For simplicity we assume e 1 = 1 and a 0 = 1.
498
It can be shown that all solutions system (48) starting in the non-negative cone even-
499
tually lie in the set
So, the asymptotic behavior of system (48) 
This gives
When furthermore H = 0 for the asymptotic dynamics we can study the two dimensional 504 predator-prey system
In order to be able to make a clear comparison with the RM-model formulations possible
506
we use x r = 1 + D 1 . This gives with
We call this the MB-model. One main difference with the RM-model is that the last term 508 of (54a) is proportional to ε and consequently the efficiency, is constant. Another difference
509
with the RM-model is that the logistic prey growth equation
with one extra term namely that of the predator biomass, x 2 .
511
In absence of the predator, x 2 = 0, both expressions for the prey growth are the same.
512
For the three trophic system including the nutrients, which is used with the derivation of 513 the MB-model, the biomass allocated in the predator gives a feed-back mechanism so that 514 there is less nutrient available for the prey. In the food chain the predator has two adverse 515 effects on the growth of prey population. Firstly the prey is consumed by the predator and 516 they consume building-block material not only for themselves but also for their predators 517 population that can only exists when the prey exists in the absence of inter-guild predation. 
Existence and stability analysis of equilibria and limit cycles 525
For the analysis of model is the chemostat environment we refer to [45] . The three relevant 526 equilibria are summarized in Table 2 . In Table 3 the bifurcation analysis results are given.
527
Important difference of these results with those for the RM-model is that while the expres- Fig. 3b,d case where the equilibrium E 2 was unstable. Here this holds true for 539 ε = 1 (Fig. 17a) but for smaller values the equilibrium becomes stable (Fig. 17b,c) . 
Phase-space analysis
The degenerate phase point
541
With ε = 0 substituted in the MB-model (54) there is no input of nutrients (54a) and also 542 no export of the abiotic and biotic elements from the reactor environment. The prey grows 543 logistically to the equilibrium x 0 (0) + x 1 (0) and the predator population remains constant 544 x 2 (0). Hence, the equilibrium E 2 is neutral stable. The degenerate phase curve is just this 545 point which is an equilibrium point x 1 together with the initial predator size x 2 (0).
546
This degenerate phase curve differs completely from that of the RM-model. This is a 547 consequence of the fact that in the MB-model the second term of (54a) is proportional to 548 ε and therefore the ratio of this and the first term of (54b), the efficiency, is constant. 
Bifurcation analysis of MB-model
550
In order to find-out why this happens we calculated a two-parameter bifurcation diagram 551 shown in Fig. 18 where besides b 1 (whereby a 1 = 5/3 b 1 ) , parameter ε is the second variable. In this diagram the transcritical bifurcation T C, and the Hopf bifurcation H, curves are 553 drawn (see Table 3 for the expressions that describe the curves).
554
The transcritical bifurcation T C, is the same for all models. This is obviously due to 555 the fact that the model for the dynamics of the predator is the same for all models and 556 furthermore that for the prey-only (x 2 = 0) equilibrium E 1 is also the same. For the MB- 
560
From this we conclude that in the case of the MB-model the parameter ε can not to 561 be used as a single perturbation parameter. We conclude that the complete model has 562 to be analysed using a straight-forward phase-space and bifurcation analysis of the local In this paper we compared two fast-slow versions of predator-prey models: the RM- based on the geometric singular perturbation theory was applied. This theory can also be 577 used where the interior equilibrium is unstable and relaxation dynamics occurs.
578
We used the invariant manifold criterion together with an extended asymptotic expan-579 sion with respect to both, the perturbation parameter and the free bifurcation parame- 
591
The canard phenomenon found can be described as follows. Also for small perturba- consisting of a concatenation of two slow and two fast episodes (Fig. 5) .
604
Despite the approximate series expansion diverges, we found accurate approximations 605 for small ε of the part the limit cycles originating from the Hopf bifurcation point. Further-606 more, the numerical approximate asymptotic iterative scheme, gives very good approxima-607 tions of the bifurcation parameter b 1 and perturbation parameter ε values where a canard 608 explosion occurs (see Fig. 11 were not discussed.
622
In the MB-model, conservation of mass is obeyed and therefore it is more realistic than Under specific situations the logistic growth rate of the prey is replaced by a prey growth 626 model whereby nutrients are not only used for its own growth but also for its predator.
627
This is a bottom-up effect in addition to the top-down effect of the prey consumption by 
634
The dynamics of the MB-model was analysed using a classical phase-space and bifurca-635 tion analysis approach where only equilibria and limit cycles occur in the whole parameter 636 space. Calculations showed that in this more realistically and mechanistically underpinned 637 model the complex fast-slow canard explosion does not occur.
638
A Derivation of the dimensionless RM-model 744
From [48] we recall (after some adjustments of the notation), that the classical RM-model is given as
where with X j the state variables, k handling time, A the attack rate, C a conversion efficiency,
746
M the predator removal rate (mortality, maintenance, and harvesting), and T is time. A 747 list of symbols is given in Table 4 .
748
This model can be rescaled by using t = T R, x 1 = x 1 /K, and x 2 = X 2 /K. Note that 749 in the last transformation for the predator biomass differs from [48] to let the efficiency C 750 not disappear in the dimensionless formulation and to be able to deal with the time-scale 751 difference in the fast-slow system the subject here. We give the results for the slow dynamics in the degenerated case ε = 0 where the dynamics 757 is on a part of the f-nullclines critical manifolds.
752
dx 1 dt = x 1 (1 − x 1 ) − a 1 x 1 1 + b 1 x 1 x 2 ,(56a)dx 2 dt = x 2 ( c 1 a 1 x 1 1 + b 1 x 1 − d 1 ) ,(56b)
758
The slow dynamics on the vertical axis is described again by the system (12). We will 759 now focus on the slow dynamics on the parabola shown in Fig. 19 where the dynamics Hence, the right-hand branch of the parabola is in the basin of attraction of the stable 769 equilibrium of the reduced system equal to that of the original system E 2 . On the other 770 hand for the left-hand branch it is in the basin of attraction of the zero solution. the equilibrium E 2 of the original system is unstable. In Fig. 19c starting at the lowest 773 prey value and x 2 (0) = 0.15, the results are similar to that in the above discussed case.
774
However, starting with the largest prey value on the critical manifold there is convergence 775 to the limit point T for the reduced system, and not to the unstable equilibrium E 2 of the 776 full model. Note that the vector field is not defined at the top T . In Fig. 19d the initial 777 value is x 2 (0) = 0.16 where both simulations terminate at a limit point T of the reduced 778 system. Hence, the unstable equilibrium E 2 of the full system is a separatrix between the 779 two equilibrium points of the reduced system, being limit point T in (13) and the zero 780 point E 0 (x 1 , x 2 ) = (0, 0).
781
39
For the special case b 1 = 4 at the Hopf bifurcation the results are shown in Fig. 19b. 
782
The equilibrium E 2 of the full system (2) at point T in (14) is now for the reduced system 783 restricted to the critical manifold not an equilibrium of the reduced system and there is no 784 convergence to that point. Starting for x 2 (0) = 0.225 there is always convergence to the 785 trivial zero solution E 0 which is here a global stable equilibrium of the reduced system.
786
In order to study the dynamics at the critical manifold (the parabola) further we plot In summary, the computational results show that point T is in the case of the reduced 799 system not a simple tangent bifurcation. When the parameter equals the Hopf bifurcation 800 value it is not even an equilibrium. Otherwise it is a limit point reached in finite time.
801
To support this the dynamics of the RM-model (2) on the parabola, the M 
it follows that equation (57) is equivalent to
thus 806 x 1 (T )
where x 1 (T ) is the coordinate of the top of the parabola: x 1 (T ) = x 1 = b 1 − 1 2b 1 .
807
If we consider that the equilibrium point (x * 1 = 1 a 1 − b 1 ) is at point T , that is at the 
