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The VC-dimension of k-vertex d-polytopes
Andrey Kupavskii∗
Abstract
In this short note, we show that the VC-dimension of the class of k-vertex
polytopes in Rd is at most 8d2k log2 k, answering an old question of Long and
Warmuth.
Let 2X stand for the power set of X . Let F ⊂ 2X be a collection of subsets of a set
X . In computational geometry, a pair (X,F) is called a range space. In learning theory,
the sets from R are called concepts and R is called a concept class. We say that a set
Y ⊂ X is shattered by F if for any Y ′ ⊂ Y there is F ′ ∈ F such that F ′ ∩ Y = F ′. The
VC-dimension of a collection of sets is the size of the largest shattered subset Y of X .
It was defined in a seminal paper of Vapnik and Chervonenkis [8]. The VC-dimension is
one of the fundamental complexity characteristics of a collection of sets and has numer-
ous applications across different branches of mathematics, such as combinatorics, graph
theory, computational geometry, learning theory, model theory etc.
It is typical to consider set systems, induced on a set X of all points in some space by
all objects from a certain geometrically defined class. We shall omit X from the notation
when it is clear from the context. One crucial example is the class of all half-spaces in
R
d. The VC-dimension of this class is d+ 1, a statement that is essentially equivalent to
the classical theorem of Radon in convex geometry (see [4]). To extend this to polytopes,
we need one general result of Blumer, Ehrenfeucht, Haussler and Warmuth [1].
Theorem 1 ([1]). Let R ⊂ 2X be a collection of sets of VC-dimension t. Let R∩k be the
collection of all sets that can be obtained as intersections of at most k sets from R. Then
the VC-dimension of R∩k is O(tk log k).
Using this theorem and Radon’s theorem, we conclude that the VC-dimension of the
class of all polytopes in Rd with at most k faces is O(dk log k). In the paper [2], Csiko´s,
Mustafa and the author showed that this bound is tight up to a constant factor for any
d ≥ 4. We refer to [2] for more background on the topic.
Surprisingly, very little is known about the dual (in the geometric sense) class of
polytopes in Rd with at most k vertices. The famous Upper Bound Theorem (see [4])
implies that a polytope with k vertices can have at most O(k⌊d/2⌋) faces, which gives an
upper bound of roughly d2kd/2 on the VC-dimension of this class. Long and Warmuth
[3] asked 30 years ago whether the VC-dimension of this class is polynomial in d. In this
note, we answer this question in the positive.
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Theorem 2. The VC-dimension of the class of polytopes with at most k vertices in Rd
is at most 8d2k log2 k.
Proof. Assume that A ⊂ Rd, A := {a1 . . . , at}, is shattered by polytopes with at most k
vertices. Let xi := (xi1, . . . , x
i
d), i = 1, . . . , k, be the variables that represent the vertices of
any such polytope. For each aj ∈ A and a (d+1)-tuple xi1 , . . . , xid+1 with i1 < . . . < id+1,
we define 2(d+ 1) polynomials of the following form. For s = 1, . . . , d+ 1 put
P s,sj;i1,...,id+1(x
1, . . . , xk) := det[xi1 − xis , . . . , xis−1 − xis , xis+1 − xis , . . . , xid+1 − xis],
P s,0j;i1,...,id+1(x
1, . . . , xk) := det[xi1 − aj , . . . , xis−1 − aj , xis+1 − aj , . . . , xid+1 − aj ].
Each of these polynomials has degree d and actually depends only on at most d + 1
variables. Note that, for fixed xi1 , . . . , xid+1, s and aj , the signs of these two polynomi-
als simply indicate the orientation of the simplices on the vertices (xi1 , . . . , xid+1) and
(xi1 , . . . , xis−1 , aj, xis+1 , . . . , xid+1). If these orientations coincide then xis and aj lie on
the same side from the hyperplane spanned by xi1 , . . . , xis−1 , xis , . . . , xid+1 . This simple
observation implies the following claim.
Claim 1. The point aj is contained in the convex hull conv(yi1, . . . , yid+1) for some fixed
yi1, . . . , yid+1 iff for each s = 1, . . . , d + 1 either the signs of P s,sj,i1,...,id+1(x
1, . . . , xk) and
P s,0j,i1,...,id+1(x
1, . . . , xk) coincide or P s,0j,i1,...,id+1(x
1, . . . , xk) = 0 at any point satisfying xir =
yir , r = 1, . . . , d+ 1.
The important conclusion derived from Claim 1 is that the containment of aj in
conv(yi1, . . . , yid+1) is determined by the signs of the polynomials defined above. In total,
we have defined (2d + 2) · t ·
(
k
d+1
)
polynomials of degree d each and that depend on kd
coordinates.1
A vector v ∈ {0,±1}l is called a sign pattern of a set p1, . . . , pl of polynomials if there
exists a vector z such that the sign of pi(z) is vi for all i. We use the following classical
result from combinatorial algebraic geometry.
Theorem 3 (Oleinik–Petrovskii [6], Milnor [5], Thom [7]). Let p1, . . . , pl be m-variate
real polynomials of degree at most D. Then the number of different sign patterns that
these polynomials have is at most
(
50Dl/m
)m
.
Using it for our situation, we get that the total number of sign patterns of the poly-
nomials we defined is at most
(50d · 2(d+ 1)t( k
d+1
)
kd
)kd
< (100tkd)kd < 2(7+log2 t+d log2 k)kd.
Let us relate sign patterns to the property of a point being contained in the polytope.
By Caratheodory’s theorem (see [4]), a point z is contained in a convex hull of a set X
of k points if and only if there is a subset Y ⊂ X of size d + 1 such that z ⊂ conv(Y ).
Thus, a point ai is contained in conv(y1, . . . , yk) if and only if there exists a set of indices
i1, . . . , id+1 for which the conditions of Claim 1 are fulfilled.
1Actually, we have a bit fewer different polynomials since, e.g., P s,s does not depend on aj and P s,0
does not depend on xis , but this is not important for our purposes.
Crucially, the discussion in the previous paragraph implies that there exists a cor-
respondence between sign patterns of our polynomials and subsets A′ ⊂ A that can be
obtained by intersecting A with a k-vertex polytope, moreover, each sign pattern corre-
sponds to only one subset.2 Thus, the total number of different subsets that we can obtain
by intersecting A with k-vertex polytopes is at most the number of sign patterns of our
polynomials. At the same time, in order to shatter A, we need to obtain all 2t different
subsets. Therefore, we have
2t ≤ 2(7+log2 t+d log2 k)kd ⇔ t ≤ (7 + log2 t+ d log2 k)kd.
The last inequality is violated for t = 8d2k log2 k and d, k ≥ 3, which concludes the
proof.
It is natural to ask for the lower bounds. It is not difficult to show that the VC-
dimension of k-vertex polytopes in Rd is at least 1
3
dk for k ≥ 2d ≥ 4. We describe one
possible construction below. More precisely, we describe a construction of a set of k(d−1)
points in Rd that is shattered by polytopes with k + d − 1 vertices. Let us sketch the
construction. Take a unit circle and take k points x1, . . . , xk on the circle. Replace each
point xi by a small regular (d − 1)-vertex simplex Si centered at xi and lying in the
(d− 2)-dimensional plane that is orthogonal to the circle and passes through xi. Choose
Si so that all of them are translates of each other. We claim that the set A := S1∪ . . .∪Sk
is shattered by (k + d− 1)-vertex polytopes.
Indeed, take a (d − 2)-plane orthogonal to the circle and passing through the center
of the circle. Take d − 1 points in this plane that form a huge regular (d − 1)-simplex
S centered at the center of the circle. Choose S so that it is a reflected copy of Si
after translation and homothety (i.e., the centers of hyperfaces of Si form a homothetic
translated copy of S). The set S of d − 1 vertices is common for all the polytopes that
we shall use. Next, fix a subset A′ ⊂ A that we want to separate by a polytope. Put
S ′i := A
′ ∩ Si. Each S
′
i is a face of the simplex. Consider the line li passing through the
center of the circle and the center of the face S ′i. For each i, take a point yi that lies on li
distance ǫ(|S ′i|) farther than the center of the face S
′
i. It is not so difficult, although not
straightforward, to see that, for appropriate choices of ǫ(|S ′i|) we have conv(S ∪ yi) ⊃ S
′
i
and that, moreover, Si \ S
′
i 6⊂ conv(S ∪ y1 ∪ . . . ∪ yk).
It is an exciting open problem to close the gap between the lower (roughly dk) and
the upper (roughly d2k log k) bounds.
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