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Abstract
This article addresses the problem of computing the topological
entropy of an application ψ : G → G, where G is a Lie group, given
by some power ψ(g) = gk, with k a positive integer. When G is
commutative, ψ is an endomorphism and its topological entropy is
given by h(ψ) = dim(T (G)) log(k), where T (G) is the maximal torus
of G, as shown in [9]. But when G is not commutative, ψ is no
longer an endomorphism and these previous results cannot be used.
Still, ψ has some interesting symmetries, for example, it commutes
with the conjugations of G. In this paper, the structure theory of
Lie groups is used to show that h(ψ) = dim(T ) log(k), where T is a
maximal torus of G, generalizing the commutative case formula. In
particular, the topological entropy of powers on compact Lie groups
with discrete center is always positive, in contrast to what happens to
endomorphisms of such groups, which always have null entropy.
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1 Introduction
The computation of the topological entropy of a continuous endomorphism
φ of a Lie group G is a classical topic in ergodic theory which seemed to
have long been solved. Recently, in [9], we proved that, for a continuous
endomorphism φ of an arbitrary Lie group G, we have that
h (φ) = h
(
φ|T (Gφ)
)
(1)
where Gφ is the maximal connected subgroup of G such that φ(Gφ) = Gφ,
T (Gφ) is the maximal torus in the center of Gφ, and the topological entropy
is the natural generalization for locally compact metric spaces introduced
in [8, 4], which is characterized by the so-called variational principle (see
Proposition 2.4). An immediate consequence of the above equation is that
h (φ) = 0 for every continuous endomorphism φ of a semi-simple Lie group
G. In particular, this is true for continuous endomorphisms of a compact
simple Lie group, as the multiplicative group of quaternions of norm one
G = S3. So it would be interesting to determine the topological entropy of
a class of maps on Lie groups such that its maps have positive topological
entropy when G is a compact Lie group.
This article addresses the problem of computing the topological entropy
of an application ψ : G → G, where G is a Lie group, given by some power
ψ(g) = gk, with k a positive integer. When G is commutative, ψ is an en-
domorphism and it follows from the equation (1) and from the well known
formula for the topological entropy of an endomorphism of a torus (see Propo-
sition 2.5) that its topological entropy is given by h(ψ) = dim(T (G)) log(k),
where T (G) is the maximal torus ofG. For example, ifG = C∗ and ψ(z) = z2,
it is easy to see that T (G) = S1, which implies that h (ψ) = log(2). On the
other hand, if G = S3 and ψ(g) = g2, what is the value of h (ψ)?
When G is a compact and connected Lie group, we have the following
structural result (see Proposition 3.4)
G =
⋃
g∈G
gTg−1 (2)
where T ⊂ G is any fixed maximal torus. Thus we can consider the following
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commutative diagram
G× T Ψ //
c

G× T
c

G
ψ
// G
where Ψ(g, t) = (g, ψ(t)) and c(g, t) = gtg−1. By equation (2), the map c is
surjective, and since G and T are compact, it follows that
h (ψ) ≤ h (Ψ)
= h (ψ|T )
≤ h (ψ) (3)
which implies that
h(ψ) = dim(T ) log(k) (4)
If G = S3 and ψ(g) = g2, it is easy to see that any maximal torus is iso-
morphic to S1, which implies that h (ψ) = log(2). When G is connected but
not compact, the right hand side of equation (2) is just the union X of all
compact subgroups of G. On the other hand, when G is compact but not
connected, the right hand side of equation (2) is just the connected compo-
nent G0 of the identity of G. For the noncompact case, we need to show that
the recurrent set Rψ is contained in X and we need to develop a variational
principle adapted to X , which might not be a locally compact space. For the
nonconnected case, we need a new structural result generalizing equation (2)
in a suitable way.
The paper is organized as follows. In Section 2, we collect the main con-
cepts and results, and prove some new ones, about ergodic theory that are
used in the final section. In particular, the variational principle proved in
Theorem 2.7 is interesting by itself and can be used in a much broader con-
text. In Section 3, we collect the main concepts and results, and prove some
new ones, about Lie theory that are used in the final section. In particu-
lar, the structural results proved in Theorem 3.6 and Corolllary 3.7 are also
interesting by themselves. Finally, in Section 4, we prove the main result
of this paper, Theorem 4.5, which shows that equation (4) remains true for
arbitrary Lie groups.
3
2 Preliminaries on ergodic theory
In this section, we collect the main concepts and results, and prove some new
ones, about ergodic theory that are used in the final section. Given a set X ,
a family C of subsets of X is a cover of X when
X =
⋃
C∈C
C (5)
If the sets in C are disjoint, then we say that C is a partition of X . A subcover
of C is a family D ⊂ C which is itself a cover of X . We denote by N(C) the
least cardinality amongst the subcovers of C.
Consider the topological space X , a Radon probability measure µ on X ,
and finite measurable partition P. The partition entropy of P is given by
Hµ (P) =
∑
P∈P
µ (P ) log
1
µ (P )
(6)
Let ψ : X → X be a µ-invariant map. The partition entropy of ψ with
respect to P is given by
hµ (ψ,P) = lim
j→∞
1
j
Hµ
(
Pj
)
(7)
where Pj is the finite measurable partition given by the subsets
P0 ∩ ψ
−1 (P1) ∩ · · · ∩ ψ
−(j−1) (Pj−1) (8)
with P0, P1, . . . , Pj−1 ∈ P. The Kolmogorov-Sinai entropy of ψ is given by
hµ (ψ) = sup
P
hµ (ψ,P) (9)
where the supremum is taken over all finite measurable partitions P. Given
another finite measurable partition Q, the conditional entropy is defined as
the expected value
Hµ (Q|P) =
∑
C∈P
µ (P)Hµ(·|P) (Q) (10)
Now an open cover A is called admissible if at least one of its elements has
compact complement and it is called strongly admissible if all of its elements
have compact complement. The cover entropy of A is given by
H (A) = logN (A) (11)
4
Let ψ : X → X be a continuous map. The topological entropy of ψ with
respect to A is
h (ψ,A) = lim
j→∞
1
j
H
(
Aj
)
(12)
where Aj is the open cover given by the subsets
A0 ∩ ψ
−1 (A1) ∩ · · · ∩ ψ
−(j−1) (Aj−1) (13)
with A0, A1, . . . , Aj−1 ∈ A. The topological entropy of ψ is given by
h (ψ) = sup
A
h (ψ,A) (14)
where the supremum is taken over all admissible open covers A. The proof
following of the proposition can be found in Lemmas 2.6 and 2.12 of [4].
Proposition 2.1 If (Y, µ) is a probability space and C is a finite measurable
partition, then
Hµ (C) ≤ logN (C) (15)
If ψ : Y → Y is a µ-invariant map and D is another finite measurable
partition, then
hµ (ψ, C) ≤ hµ (ψ,D) +Hµ (D|C) (16)
The proof of the following result can be found in Proposition 2.1.8 of [6]
and Remark 2.20 of [4].
Proposition 2.2 Let (Y, µ) be a probability space and ψ : Y → Y be a
µ-invariant map. If X ⊂ Y is a ψ-invariant measurable subset, then
hµ (ψ) = µ (X)hµX (ψ|X) + µ (Y \X)hµY \X
(
ψ|Y \X
)
(17)
where µX and µY \X are the probability measures conditional to X and Y \X.
Furthermore, we have that
hµ (ψ
n) = nhµ (ψ) (18)
for each positive integer n.
The proof of the following proposition can be found in Lemma 2.19 of [4].
5
Proposition 2.3 Let X be a topological space and ψ : X → X be a contin-
uous map. Then
h (ψn) ≤ nh (ψ) (19)
for each positive integer n.
The proof of the following result can be found in Theorem 3.1 of [4].
Proposition 2.4 Let Y be a metrizable locally compact separable topological
space and ψ : Y → Y be a continuous map. Then
sup
µ
hµ (ψ) = h (ψ) (20)
where the supremum is taken over all ψ-invariant Radon probability measures
µ on Y .
The proof of the following proposition can be found in Corollaries 11 and
16 of [2].
Proposition 2.5 Let T be a torus, ϕ : T → T be a continuous endomor-
phism and Lg : T → T be the map given by Lg(h) = gh. Then
h (Lg ◦ ϕ) = h (ϕ) =
∑
λ
log |λ| (21)
where the summation is taken over all eigenvalues λ of dϕ1 such that |λ| > 1.
We also need the following proposition.
Proposition 2.6 Let Y be a metrizable locally compact separable topological
space and ψ : Y → Y be a continuous map. If
Y = Y1 ∪ · · · ∪ Yj (22)
where {Y1, . . . , Yj} is a family of disjoint ψ-invariant locally compact subsets,
then
h (ψ) = max
i=1,...,j
h (ψ|Yi) (23)
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Proof: By Proposition 2.2, for each ψ-invariant Radon probability measure
µ, we have that
hµ (ψ) = µ (Y1)hµY1 (ψ|Y1) + · · ·+ µ (Yj)hµYj
(
ψ|Yj
)
≤ µ (Y1)h (ψ|Y1) + · · ·+ µ (Yj) h
(
ψ|Yj
)
≤ max
i=1,...,j
h (ψ|Yi) (24)
where we used Proposition 2.4 in first inequality. Hence
h (ψ) = sup
µ
hµ (ψ)
≤ max
i=1,...,j
h (ψ|Yi)
≤ h (ψ) (25)
Now we prove the following variational principle which is crucial for the
computation of the topological entropy of powers when G is noncompact.
Theorem 2.7 Let X be a metric space and ψ : X → X be a continuous
map. If
X =
∞⋃
l=0
Cl (26)
where each Cl is a ψ-invariant compact subset and Cl ⊂ Cl+1 for each l, then
sup
µ
hµ (ψ) = lim
l→∞
h (ψ|Cl) (27)
where the supremum is taken over all ψ-invariant Radon probability measures
µ on X.
Proof: In order to prove that
sup
µ
hµ (ψ) ≤ lim
l→∞
h (ψ|Cl) (28)
it is sufficient to show that, given a ψ-invariant Radon probability measure
µ, there exists l such that
hµ (ψ) ≤ h (ψ|Cl) (29)
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since
h (ψ|Cl) ≤ lim
l→∞
h (ψ|Cl) (30)
In fact, it is enough to show that there exists l such that
hµ (ψ
n) ≤ h
(
ψ|nCl
)
+ 2 + log(2) (31)
for each natural number n, since
hµ (ψ) =
1
n
hµ (ψ
n)
≤
1
n
h
(
ψ|nCl
)
+
2 + log(2)
n
≤ h (ψ|Cl) +
2 + log(2)
n
(32)
where we used Proposition 2.2 in the equality and Proposition 2.3 in the
second inequality. Hence inequality (29) follows by taking the limit as n goes
to the infinity. In order to show inequality (31), take a finite measurable
partition P such that
hµ (ψ
n) ≤ hµ (ψ
n,P) + 1 (33)
For each P ∈ P, chose CP ⊂ P compact such that
µ (P\CP ) ≤
1
2N (P) logN (P)
(34)
where N (P) is the cardinality of P. Since X =
⋃∞
l=0Cl, µ(X) = 1, and
Cl ⊂ Cl+1 for each l, it follows that
lim
l→∞
µ (Cl) = 1 (35)
Thus we can choose l such that
µ (X\Cl) ≤
1
2N (P) logN (P)
(36)
and define
C lP = CP ∩ Cl (37)
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It follows that
µ
(
P\C lP
)
= µ
(
P ∩ (C lP )
c
)
= µ (P ∩ (CP ∩ Cl)
c)
= µ (P ∩ ((CP )
c ∪ (Cl)
c))
= µ ((P ∩ (CP )
c) ∪ (P ∩ (Cl)
c))
≤ µ (P ∩ (CP )
c) + µ (P ∩ (Cl)
c)
≤ µ (P\CP ) + µ (X\Cl)
≤
1
N (P) logN (P)
(38)
Defining
P l =
⋃
P∈P
P\C lP (39)
it follows that
µ
(
P l
)
≤
1
logN (P)
(40)
Define the following measurable partition
Pl = {C
l
P : P ∈ P} ∪ {P
l} (41)
and the strongly admissible cover
A = {C lP ∪ P
l : P ∈ P} (42)
We claim that
Hµ (P|Pl) ≤ 1 (43)
In fact, first note that µ
(
P |C lP
)
= 1 for every P ∈ P. Thus
Hµ(.|Cl
P
) (P) = 0 (44)
and therefore, by the definition of conditional entropy and by Proposition
2.1, it follows that
Hµ (P|Pl) = µ
(
P l
)
Hµ(.|P l) (P)
≤ µ
(
P l
)
logN (P)
≤ 1 (45)
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We claim that
N
(
Pjl
)
≤ 2jN
(
Aj
)
(46)
where Aj is the strongly admissible cover given by the following subsets(
C lP0 ∪ P
l
)
∩ ψ−n
(
C lP1 ∪ P
l
)
∩ · · · ∩ ψ−n(j−1)
(
C lPj−1 ∪ P
l
)
(47)
with Pi ∈ P for each i, and P
j
l is the measurable partition given by the
following subsets
Y0 ∩ ψ
−n (Y1) ∩ · · · ∩ ψ
−n(j−1) (Yj−1) (48)
where Yi = C
l
Pi
or Yi = P
l for each i. Let m be the cardinality of P and
Λ ⊂ {1, . . . , m}j such that its cardinality is N (Aj) and that
X =
⋃
λ∈Λ
(
C lPλ0
∪ P l
)
∩ · · · ∩ ψ−n(j−1)
(
C lPλj−1
∪ P l
)
(49)
where λ = (λ0, . . . , λj−1). Consider the map f : Λ× {0, 1}
j → Pjl given by
f(λ, x) = Y0 ∩ ψ
−n (Y1) ∩ · · · ∩ ψ
−n(j−1) (Yj−1) (50)
with
Yi =
{
C lPλi
, xi = 1
P l, xi = 0
(51)
where x = (x0, . . . , xj−1). Since
X =
⋃
λ∈Λ, x∈{0,1}j
f(λ, x) (52)
and since Pjl is a partition, it follows that the image of f contains every
nonempty element of Pjl , which implies the inequality (46). Now consider
the strongly admissible cover of Cl given by
Al = {
(
C lP ∪ Pl
)
∩ Cl : P ∈ P} (53)
We claim that
N
(
Aj
)
≤ N
(
Ajl
)
(54)
where Ajl is the strongly admissible cover given by the following subsets((
C lP0 ∪ P
l
)
∩ Cl
)
∩ · · · ∩ ψ−n(j−1)
((
C lPj−1 ∪ P
l
)
∩ Cl
)
(55)
10
with Pi ∈ P for each i. Let ∆ ⊂ {1, . . . , m}
j such that its cardinality is
N
(
Ajl
)
and that
Cl =
⋃
δ∈∆
((
C lPδ0
∪ P l
)
∩ Cl
)
∩ · · · ∩ ψ−n(j−1)
((
C lPδj−1
∪ P l
)
∩ Cl
)
(56)
where δ = (δ0, . . . , δj−1). Consider the map g : ∆→ A
j given by
g(δ) =
(
C lPδ0
∪ P l
)
∩ · · · ∩ ψ−n(j−1)
(
C lPδj−1
∪ P l
)
(57)
Since Ccl ⊂ P
l and since Cl is ψ
n-invariant, it follows that Ccl ⊂ g(δ) for each
δ and that
Cl =
(⋃
δ∈∆
g(δ)
)
∩ Cl (58)
Hence
X = Cl ∪ C
c
l ⊂
⋃
δ∈∆
g(δ) (59)
showing inequality (54). Taking the logarithm of inequalities (46) and (54),
dividing by l and taking the limit as l tends to infinity, it following that
hµ (ψ
n,Pl) ≤ h (ψ
n,A) + log(2)
≤ h
(
ψ|nCl ,Al
)
+ log(2)
≤ h
(
ψ|nCl
)
+ log(2) (60)
From inequalities (33), (43), (62), and Proposition 2.1, it follows that
hµ (ψ
n) ≤ hµ (ψ
n,P) + 1
≤ hµ (ψ
n,Pl) +Hµ (P|Pl) + 1
≤ hµ (ψ
n,Pl) + 2
≤ h
(
ψ|nCl
)
+ log(2) + 2 (61)
In order to prove that
lim
l→∞
h (ψ|Cl) ≤ sup
µ
hµ (ψ) (62)
for each ε > 0, there exists l such that
lim
l→∞
h (ψ|Cl) ≤ h (ψ|Cl) +
ε
2
(63)
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and, by the variational principle of entropy for compact spaces, there exists
a ψ|Cl-invariant Radon probability measure µl such that
h (ψ|Cl) < hµl (ψ|Cl) +
ε
2
(64)
Considering the following ψ-invariant Radon probability measure µ given by
µ (A) = µl (A ∩ Cl) (65)
it follows that
hµ (ψ) = hµl (ψ|Cl) (66)
By the previous inequalities, it follows that
lim
l→∞
h (ψ|Cl) < hµ (ψ) + ε
≤ sup
µ
hµ (ψ) + ε (67)
Since ε is arbitrary, we obtain inequality (62).
Corollary 2.8 Let Y be a separable metric space and ψ : Y → Y be a
continuous map. If there exists X ⊂ Y such that Rψ ⊂ X and
X =
∞⋃
l=0
Cl (68)
where each Cl is a ψ-invariant compact subset and Cl ⊂ Cl+1 for each l, then
sup
µ
hµ (ψ) = lim
l→∞
h (ψ|Cl) (69)
where the supremum is taken over all ψ-invariant Radon probability measures
µ on X.
Proof: For each ψ-invariant Radon probability measure µ, we have that
hµ (ψ) = µ (X)hµX (ψ|X) + µ (Y \X)hµY \X
(
ψ|Y \X
)
(70)
Since Rψ|Y \X = ∅, by Poincare´ Recurrence Theorem, it follows that µY \X = 0
and thus that hµY \X
(
ψ|Y \X
)
= 0. Hence
hµ (ψ) ≤ hµX (ψ|X) (71)
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and thus it follows that
sup
µ
hµ (ψ) = sup
µX
hµX (ψ|X) (72)
and the result follows from Theorem 2.7.
3 Preliminaries on Lie theory
In this section, we collect the main concepts and results, and prove some
new ones, about Lie theory that are used in the final section. Given a Lie
group G with Lie algebra g, the connected component of the identity of G is
denoted by G0. The center of g is given by
z(g) = {H ∈ g : [H,X ] = 0, for all X ∈ g} (73)
which is an ideal of g (see Lemma 11.1.1 of [7]), and the derived algebra [g, g]
is the subalgebra generated by the subset
{[X, Y ] : X, Y ∈ g} (74)
Given a subgroup H ⊂ G, the centralizer of a subgroup H in G is given by
Z(H,G) = {g ∈ G : ghg−1 = h, for all h ∈ H} (75)
and the normalizer of a subgroup H in G is given by
N(H,G) = {g ∈ G : gHg−1 = H} (76)
The adjoint representation of G is the map given by Ad(g) = d(Cg)1, where
Cg(h) = ghg
−1 is the conjugation by g ∈ G. They are related by the following
formula
exp (Ad(g)X) = g exp(X)g−1 (77)
for all g ∈ G and all X ∈ g, where exp : g→ G is the exponential map of G.
The proof of the following result can be found in Section 9.5 of [7], specially
using Theorem 9.5.4 and Example 9.5.6 of [7].
Proposition 3.1 If T is a torus, then T ≃ Rn/Zn and the group of the
automorphisms of T is isomorphic to the discrete Lie group GL(n,Z).
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The proof following proposition can be found in Theorem 6.1.18 and
Lemma 12.2.1 of [7].
Proposition 3.2 If g is a finite-dimensional Lie algebra and H ∈ g is a
regular element, then the centralizer h of H in g is a Cartan subalgebra of g.
If g is a compact Lie algebra, then a subalgebra t ⊂ g is a Cartan subalgebra
if and only if it is maximal abelian.
The proof of the following result can be found in Theorem 4.5 of [1].
Proposition 3.3 A semi-simple (diagonalizable over the complex numbers)
automorphism φ of a semi-simple Lie algebra g fixes a regular element H ∈ g.
The proof of the following proposition can be found in Corollary 12.2.11
and Theorem 12.2.2 of [7].
Proposition 3.4 Let K be a compact connected group and k be its Lie al-
gebra. If T is a maximal torus, then Z(T,G) = T . A subalgebra t ⊂ k is
maximal abelian if and only if it is the Lie algebra of a maximal torus of G.
For two maximal tori T and Z, there exists h ∈ K such that T = hZh−1.
The proof of the following result can be found in item (iii) of Theorem
14.1.3 of [7].
Proposition 3.5 Let H be a Lie group with finite number of connected com-
ponents and K ⊂ H be a maximal compact subgroup. Then, given U ⊂ H a
compact subgroup, there exists h ∈ H0 such that hUh
−1 ⊂ K.
As far as we know, the following theorem is new. It is the analogous for
compact disconnected Lie groups of a result that says that every element in a
compact connected Lie group is conjugated to an element of a fixed maximal
torus (See Proposition 3.4 above).
Theorem 3.6 Let K be a compact Lie group and T ⊂ K be a maximal
torus. Then N(T,K)0 = T and, for every g ∈ K, there exists h ∈ K0 such
that hgh−1 ∈ N(T,K).
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Proof: Consider the map θ : N(T,K)0 → Aut(T ), given by θ(g) = Cg|T .
Since θ is continuous and N(T,K)0 is connected, it follows that the image
Im(θ) is also connected. Since Aut(T ) is discrete and IdT = θ(1) ∈ Im(θ), it
follows that Im(θ) = {IdT}. This implies that N(T,K)0 ⊂ Z(T,K). Since
N(T,K)0 ⊂ K0, it follows that
N(T,K)0 ⊂ Z(T,K) ∩K0 = Z(T,K0) = T (78)
where we used Proposition 3.4 in the last equality. On the other hand, it is
immediate that T ⊂ N(T,K)0.
For the second claim, let g ∈ K and note that, since K is compact, its
Lie algebra k is reducible. Thus
k = z(k)⊕ [k, k] (79)
where z(k) is the center of k and s = [k, k] is a semi-simple ideal of k. Since
K is compact, it follows that Ad(g) is a semi-simple automorphism of s. By
Proposition 3.3, there exists a regular element H ∈ s such that Ad(g)H = H .
By Proposition 3.2, the centralizer h of H in s is a Cartan subalgebra of s,
such that Ad(g)h = h. Hence z = z(k) ⊕ h is a Cartan subalgebra of k such
that Ad(g)z = z. It follows that
gZg−1 = g〈exp(z)〉g−1 (80)
= 〈exp(Ad(g)z)〉
= 〈exp(z)〉
= Z (81)
By Propositions 3.2 and 3.4, we have that Z = 〈exp(z)〉 is a maximal torus
of K0 and there exists h ∈ K0 such that T = hZh
−1. It follows that
h−1Th = Z (82)
= gZg−1
= gh−1Thg−1 (83)
which implies that
hgh−1T
(
hgh−1
)−1
= T (84)
showing that hgh−1 ∈ N(T,K).
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Corollary 3.7 Let H be a Lie group with finite number of connected compo-
nents, K ⊂ H be a maximal compact subgroup, T ⊂ K be a maximal torus,
and X be the union of all compact subgroups of H. Then
X =
⋃
g∈H0
gN(T,K)g−1 (85)
Proof: By Proposition 3.5, given U ⊂ H a compact subgroup, there exists
h ∈ H0 such that hUh
−1 ⊂ K. Thus, for each u ∈ U , we have that huh−1 ∈
K. By Theorem 3.6, there exists k ∈ K0 such that khuh
−1k−1 ∈ N(T,K),
which implies that u ∈ gN(T,K)g−1, where g = h−1k−1 ∈ H0.
4 Topological entropy of powers
The first result of this main section determines the topological entropy of
powers on compact Lie groups whose connected component of the identity is
a torus.
Proposition 4.1 Let N be a Lie group with finite number of connected com-
ponents such that N0 = T is a torus and ψ : N → N be the power map with
exponent k. Then
h (ψ) = dim(T ) log(k) (86)
where dim(T ) is the dimension of T .
Proof: Consider the map Ψ : N/T → N/T , given by Ψ (pi(g)) = pi (ψ(g)),
where pi : N → N/T is the canonical projection. Since we have the following
sequence
· · · ⊂ Ψ2 (G/T ) ⊂ Ψ (G/T ) ⊂ G/T (87)
and since G/T is finite, there exists j such that Ψ (Γ) = Γ if Γ = Ψj (G/T ).
Since Γ is finite, it follows that Ψ|Γ is a bijection of Γ and hence there exists
a minimal natural number n such that Ψn|Γ = IdΓ. Furthermore, we have
that RΨ ⊂ Γ, which implies that Rψ ⊂ pi
−1 (Γ), since pi (Rψ) ⊂ RΨ by the
definitions and by the continuity of the maps. Since pi−1 (Γ) is closed, it
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follows that Rψ ⊂ pi
−1 (Γ). We have that
h (ψ) = h
(
ψ|Rψ
)
= h
(
ψ|pi−1(Γ)
)
=
1
n
h
(
ψn|pi−1(Γ)
)
(88)
If ∆ is any subset of N such that pi is a bijection between ∆ and Γ, then
pi−1 (Γ) =
⋃
g∈∆
gT (89)
which is a disjoint union. Since Ψn|Γ = IdΓ, it follows that ψ
n (gT ) = gT for
g ∈ ∆, which implies, by Proposition 2.6, that
h (ψ) =
1
n
max
g∈∆
h (ψn|gT ) (90)
On the other hand, we have that
ψn (gt) = (gt)k
n
= gtgtgt · · ·gtgtgt
= gk
n
g1−k
n
tgk
n−1g2−k
n
tgk
n−2g3−k
n
t · · · g3g−2tg2g−1tgt
= gk
n
φk
n−1(t)φk
n−2(t) · · ·φ2(t)φ(t)t
(91)
where φ : T → T is the automorphism given by φ(t) = g−1tg. Since ψn (gt) ∈
gT , it follows that gk
n
∈ gT and hence gk
n−1 ∈ T . Thus it follows that
g−1ψn (gt) = gk
n−1ϕ(t) (92)
where
ϕ(t) = φk
n−1(t)φk
n−2(t) · · ·φ2(t)φ(t)t (93)
is an endomorphism of T . In fact, we have that
ϕ (t1t2) = φ
kn−1(t1t2) · · ·φ
2(t1t2)φ(t1t2)t1t2
= φk
n−1(t1)φ
kn−1(t2) · · ·φ
2(t1)φ
2(t2)φ(t1)φ(t2)t1t2
= φk
n−1(t1) · · ·φ
2(t1)φ(t1)t1φ
kn−1(t2) · · ·φ
2(t2)φ(t2)t2
= ϕ (t1)ϕ (t2) (94)
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where we used that T is abelian. By the conjugation given in equation (92)
and by Proposition 2.5, it follows that
h (ψn|gT ) = h
(
Lgkn−1 ◦ ϕ
)
= h (ϕ)
=
∑
λ
log |λ| (95)
the summation is taken over all eigenvalues λ of dϕ1 satisfying |λ| > 1. Since
dϕ1 = dφ
kn−1
1 + · · ·+ dφ
2
1 + dφ1 + Id (96)
it follows that
λ = ρk
n−1 + · · ·+ ρ2 + ρ+ 1 (97)
where ρ is an eigenvalue of dφ1. We claim that φ has finite order. In fact,
consider the homomorphism θ : N → Aut(T ), given by θ(g) = Cg|T . Since θ
is continuous, T is connected, Aut(T ) is discrete and θ(1) = IdT , it follows
that T ⊂ ker(θ). Thus we can consider the induced homomorphism Θ :
N/T → Aut(T ), given by Θ(pi(g)) = θ(g). Since N/T is finite, it follows
that Im(Θ) is finite, which implies that Θ(pi(g)) = θ(g) = φ has finite order.
It follows that |ρ| = 1 and thus
|λ| ≤ |ρ|k
n−1 + · · ·+ |ρ|2 + |ρ|+ 1 = kn (98)
By equation (95), it follows that
h (ψn|gT ) ≤ dim(T ) log(k
n) (99)
By equation (90) and since θ(1) = IdT , it follows that
h (ψ) =
1
n
max
g∈∆
h (ψn|gT ) = dim(T ) log(k) (100)
completing the proof.
The next result shows that the recurrent set of powers on a Lie group G
lies inside the union of all compact subgroups of G.
Proposition 4.2 Let G be a Lie group and ψ : G→ G be the power map with
exponent k. Then Rψ ⊂ X, where X is the union of all compact subgroups
of G.
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Proof: If g ∈ Rψ, then there exists nj →∞ such that ψ
nj (g)→ g. Defining
mj = k
nj − 1, it follows that
gmj = gk
nj−1 = ψnj (g)g−1 → 1 (101)
since ψnj(g) = gk
nj
. Now let A be the closure of the subgroup generated by g.
It follows that A is closed abelian subgroup of G. Hence A0 = V × T , where
V is an euclidean space and T is the maximal torus of A. Since gmj → 1,
there exists N such that gN ∈ A0. Thus g
N = exp(Y + Z), with Y ∈ v and
Z ∈ t, where v and t are the Lie algebras of respectively V and T . Writing
mj = Nqj + rj , where 0 ≤ rj < N , it follows that qj →∞. Thus
gmj =
(
gN
)qj
grj = exp (qjY ) exp (qjZ) g
rj (102)
We have that
exp (qjZ) g
rj ∈
N−1⋃
r=0
(0× T )gr (103)
which is compact. Thus there exists a subsequence exp (qjlZ) g
rjl → h and
hence
exp (qjlY ) = g
mjl (exp (qjlZ) g
rjl )−1 → h−1 (104)
Since qjl → ∞, this implies that Y = 0, which implies that g
N = exp(Z) ∈
0× T and that g−N = exp(−Z) ∈ 0× T . Hence
A ⊂
N−1⋃
r=−N+1
(0× T )gr (105)
showing that A is compact.
The next result shows that the computation of the topological entropy of
powers on Lie groups with finite number of connected components reduces to
the computation on Lie groups whose connected component of the identity
is a torus.
Proposition 4.3 Let H be a Lie group with finite number of connected com-
ponents, ψ : H → H be the power map with exponent k, K ⊂ H be a maximal
compact subgroup, X be the union of all compact subgroups of H, and
H =
∞⋃
l=0
Bl (106)
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where each Bl is a compact subset and Bl ⊂ Bl+1 for each l. Then
X =
∞⋃
l=0
Cl (107)
where
Cl =
⋃
g∈Bl
gN(T,K)g−1 (108)
is a ψ-invariant compact subset and Cl ⊂ Cl+1 for each l, and
h (ψ) = h
(
ψ|N(T,K)
)
(109)
Proof: Since c : Bl×N(T,K)→ Cl, given by c(g, t) = gtg
−1, is a continuous
and surjective map and since Bl ×N(T,K) is compact, it follows that Cl is
compact. We also have that Cl ⊂ Cl+1 for each l, since Bl ⊂ Bl+1 for each l,
and that Cl is ψ-invariant, since
ψ (Cl) =
⋃
g∈Bl
ψ
(
gN(T,K)g−1
)
(110)
=
⋃
g∈Bl
gψ (N(T,K)) g−1
=
⋃
g∈Bl
gN(T,K)g−1
= Cl (111)
By Corollary 3.7, we have that
X =
⋃
g∈H
gN(T,K)g−1 (112)
which implies that
X =
∞⋃
l=0
⋃
g∈Bl
gN(T,K)g−1 (113)
since
H =
∞⋃
l=0
Bl (114)
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By Proposition 2.4, Proposition 4.2, and Corollary 2.8, it follows that
h (ψ) = sup
µ
hµ (ψ) = lim
l→∞
h (ψ|Cl) (115)
We also have that
ψ (c(g, t)) = c (g, ψ(t)) (116)
which means that the map c is a semi-conjugation between the map ψ|Cl and
the map Ψ : Bl × N(T,K) → Bl × N(T,K), given by Ψ (g, t) = (g, ψ(t)).
Since c is a continuous and surjective map and since Bl×N(T,K) is compact,
it follows that
h
(
ψ|N(T,K)
)
≤ h (ψ|Cl)
≤ h (Ψ)
= h
(
ψ|N(T,K)
)
(117)
showing that
h (ψ|Cl) = h
(
ψ|N(T,K)
)
(118)
and thus that
h (ψ) = h
(
ψ|N(T,K)
)
(119)
where we used equation (115).
The next result shows how to reduce the general case to the previous one.
Proposition 4.4 Let G be a Lie group and ψ : G → G be the power map
with exponent k. Then
h (ψ) = sup
H
h (ψ|H) (120)
where the supremum is taken over all open subgroups H of G with finite
number of connected components.
Proof: Since G has a countable number of connected components, it follows
that the family of all open subgroups H of G with finite number of connected
components is also countable, given by {H0, H1, H2, . . . , Hn, . . .}. We also
have that
XG =
∞⋃
n=0
XHn (121)
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where XG and XHn are the union of all compact subgroups of respectively G
and Hn. By Proposition 4.3, we have that
XHn =
∞⋃
l=0
Cnl (122)
where each Cnl is a ψ-invariant compact subset and C
n
l ⊂ C
n
l+1 for each l.
Hence
XG =
∞⋃
l=0
Cl (123)
where
Cl =
l⋃
n=0
Cnl (124)
is a ψ-invariant compact subset and Cl ⊂ Cl+1 for each l, since
Cnl ⊂ C
n
max{l,n} ⊂ Cmax{l,n} (125)
Now, for each l, we can write
l⋃
n=0
Hn =
j⋃
i=0
Gi (126)
where {G0, G1, . . . , Gj} is a family of disjoint connected components of G.
There exists a positive integer m such that ψm (Gi) = Gi for each i. Thus
h
(
ψm|⋃l
n=0Hn
)
= h
(
ψm|⋃j
i=0Gi
)
= max
i=0,...,j
h (ψm|Gi)
≤ max
n=0,...,l
h (ψm|Hn) (127)
where we used Proposition 2.6 in the second equality. Hence
h
(
ψ|⋃l
n=0Hn
)
=
1
m
h
(
ψm|⋃l
n=0Hn
)
≤
1
m
max
n=0,...,l
h (ψm|Hn)
= max
n=0,...,l
h (ψ|Hn)
≤ sup
H
h (ψ|H) (128)
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Therefore
h (ψ) = lim
l→∞
h (ψ|Cl)
≤ lim
l→∞
h
(
ψ|⋃l
n=0Hn
)
≤ sup
H
h (ψ|H)
≤ h (ψ) (129)
where we used Proposition 4.2 and Corollary 2.8 in the first equality.
Now it is immediate the main theorem of the paper.
Theorem 4.5 Let G be a Lie group, T be a maximal torus of G, and ψ :
G→ G be the power map with exponent k. Then
h (ψ) = dim(T ) log(k) (130)
where dim(T ) is the dimension of T .
Proof: Immediate consequence of Propositions 4.1, 4.3, and 4.4.
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