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Abst rac t - -A  production-inventory system is studied in which an unreliable machine is susceptible 
to failure following which it must be repaired to make it operative again. The demand for the 
product is governed by a two-phase Erlang process and demand sizes axe independent and identically 
distributed random variables. A two-critical-number policy (m, M) is used to control a machine's 
setups and shutdowns, namely, the machine is shut down whenever the inventory level reaches M, 
and is resumed to operate only when the inventory level falls below the critical number m (m ~ M). 
We obtain the steady-state distribution of the inventory process and some performance measures of 
the process. © 2001 Elsevier Science Ltd. All rights reserved. 
Keywords - -P roduct ion - inventory  system, Erlang demand arrival process, Unreliable machine. 
1. INTRODUCTION 
In this paper, we study a one-item production-inventory system that consists of an unreliable 
machine and a storage facility. The demand arrival process is a two-phase Erlang renewal process, 
and demand sizes are independent, identically distributed random variables. Assume a two- 
critical-number policy governs the setups and shutdowns of a machine, that is, the machine 
is shut down whenever the inventory level reaches a maximum value, and resumes operation 
only when the inventory level falls below the minimum critical number. The machine can only 
fail while it is operating, and the repair starts immediately after its failure. After each repair 
completion, the machine is put into operation immediately. So the machine may be set up and 
therefore in operation, shut down and therefore idle, or failed and therefore under repair. While 
the machine is operating, the produced product is continuously added to the storage facility. 
Essentially, the model discussed here is within the scope of "fluid flow models" which is dis- 
tinguished from "discrete part manufacturing systems" (see [1]). Such production-inventory 
problems are prevalent in continuous processing plants, such as in petrochemical, metallurgical, 
or glass industries (see [2,3]). Many authors discussed such models with inventory replenishments 
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in continuous time. Graves and Keilson [4] considered a compound Poisson demand model for the 
case of exponentially distributed emand sizes and they obtained an expression for the average 
costs of a system under a two-critical-number policy. Doshi et al. [5] studied a similar problem 
in which the production facility is able to produce at two constant rates when the machine is 
operating. De Kok et al. [6] studied the same problem with backorders and developed approxima- 
tions for the switchover levels. Furthermore, Perry and Posner [7] considered four model classes 
with differing rules as to how to deal with the issue of backordering and shortages. For each 
model, they assumed N switchover levels and piecewise linear, state dependent and deterministic 
production rates between levels. However, the machine's reliability factors have not been taken 
into consideration i these papers. 
On the other hand, issues related to the production control of unreliable manufacturing systems 
have attracted considerable attention. Numerous models have been proposed to characterize the 
feature of unreliabilty of the machine in the fluid flow models. Meyer et al. [2] studied a model 
in which the demand for the production output occurs at a constant rate. A similar model 
was considered by Parthasarathy and Sharafali [3]. Posner and Berg [8] studied a basic model 
with a compound Poisson demand. Berg et al. [9] studied some extensions of the basic model 
in [8]. They considered some production systems which consist of a number of machines, each 
producing the same type of item. A different production-consumption system characterized by a 
finite capacity buffer was studied by Mirta [10]. However, these papers assumed that a threshold 
policy controlled the production system. Another stream of research includes [11-14], where 
dynamic control of production rate is discussed. But random fluctuations in demand have not 
been taken into account in these works. 
More recently, Liu and Cao [15] studied a production-inventory model under the assumptions 
that demand for the product is governed by a compound Poisson process, and the machine is 
subjected to random failures. They assumed a two-critical-number policy is used to control 
a machine's etups and shutdowns, and obtained optimal control parameters which minimize 
system costs. An extension of these results to the two-phase Erlang demand process case is the 
main objective of this paper. We will concentrate our attention on the stationary distributions 
of the inventory process and some performance measures. 
The rest of the paper is organized as follows. In the next section, we give a relative formal de- 
scription of the model and introduce a three-dimensional Markov process related to the inventory 
level and machine states. In Section 3, we present an existence condition of steady-state probabil- 
ity distribution of this Markov process. In Section 4, we obtain an expression of the steady-state 
probability distribution of the model. Section 5 contains some performance measures of the 
system and numerical example. Finally, some conclusions are given in Section 6. 
2. DESCRIPT ION OF  THE MODEL 
We first give some basic assumptions as follows. 
(1) The system consists of a machine and a storage facility. 
(2) The machine, while operating, can produce continuously with production rate 1 (without 
loss of generality). 
(3) A two-critical-number policy (m, M) is used to control the machine's etups and shut- 
downs, namely, the machine is shut down whenever the inventory level reaches M, and set 
up only when the inventory level falls below the critical number m (m < M) at a demand 
arrival epoch. 
(4) The interarrival times of demands follow an Erlang distribution with shape parameter 2 
(i.e., "two-phase" Erlang distribution) and mean 2/)% and demand sizes (Di, i = 1, 2 . . . .  ) 
are independent, identically distributed random variables having an arbitrary distribu- 
tion G(x) with mean #-1 (assuming that G(0) -- 0). The unsatisfied emand is backlogged 
rather than lost. 
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(5) The machine, while operating, may occasionally incur a failure and its lifetime has an 
exponential distribution with mean a -1. The repair time of the failed machine has an 
exponential distribution with mean f~-l. After each repair completion, the machine is 
resumed to operate immediately. 
Letting 
0, 
I ( t)  = 1, 
2, 
Denote X( t )  by the inventory level of system at time t. Clearly, X(t )  E ( -co ,  M]. Define 
Y( t )  = M - X ( t )  and J ( t)  = j when the demand at phase j (j = 1, 2). It is easily seen that the 
process {(Y(t ) ,  I(t) ,  J(t)),  t >_ 0} is a three-dimensional Markov process with state space 
the machine is shut down at time t, 
the machine is operating at time t, 
the machine has failed and under repair at time t. 
E = {(y,O,j)  l O <_ y <_ a; j = l ,2} u {(y , i , j )  l O < y < c~; i = l,2; j = l ,2} , 
where a = M - m. 
Y(t) 
4 li I 
1 i -, i I i i \ / b 
I , , , l i i . i  | I . . . . . . . . . . . . . . . . . . . .  ~ I ' ' ' ' I=~l  I . . . . . . .  
A 
t 
represents machine operation ............. represents machine shutdown 
.......... represents machine breakdown a represents regeneration point 
Figure 1. The sample path of {(Y(t), I(t), J(t)), t > 0}. 
3.  THE EX ISTENCE OF  STEADY-STATE 
PROBABIL ITY  D ISTR IBUT ION 
In this section, we study the condition that ensures the existence of a stationary distribution of 
the process {(Y(t), I (t) ,  J (t)) ,  t >_ 0}. To this end, we will establish some connections between the 
process {(Y(t), I (t) ,  J ( t)) ,  t > O} and the workload process of a special queueing system. After 
establishing this connection, we proceed to derive a sufficient condition to ensure the existence of 
the steady-state probability distribution of the process. The results available from corresponding 
queueing analysis can be readily used to obtain such a condition. 
3.1.  P re l iminary  Resu l t s  
Define Sn to be the total size of demands arriving during the n th time repair of the machine. By 
our assumptions, when the machine fails, there are two possible states for the arriving demand 
state: either it is in the first stage of the two-phase Erlang process, or in the second stage. 
Therefore, we define S 1 to be the total size of demands arriving during repair time of the first 
case, and S~ for the other case. It is easy to see that S~ ({ -- 1, 2; n = 1, 2 , . . .  ) are independent, 
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identically distributed random variables. Let Hi(x) = Pr{S~ _< x} and ES~ = fox  dH~(x) (i = 
1, 2). Later on, we will find that ES~ (i = 1, 2) are useful to construct he corresponding queueing 
system. 
In order to obtain ES i, let us define Si(t) to be the total size of demands arriving during 
interval (0, t] if the arriving demand is in phase i at the beginning of the failure of the machine 
(t = 0). For convenience, define Wi(t) - E[Si(t)] (i = 1, 2). Then we have, for i = 1, 2, 
f0 ° 
Hi(x) = Pr {S~(t) < x} 13e -f~t dt 
and 
/0 / j / j  ES~ = xdHi(x)  = xdPr  {Si(t) < x}13e-~t dt 
/j /o = E [Si(t)] 13e -zt  dt = W~(t)13e - t dt. 
Using the formula for integration by parts, and taking into account he following equations, 
At 
W~(t) = E [Si(t)] = E [N(t)] E [D~ l = - - ,  
# 
lim e-~tWi( t )= lim . . . . .  t At 1 = 0, 
t--,c~ t--,oo e~ t t # 
where the random variable N(t) represents the number of demand arrivals up to time t, we have 
/0 ES~ = e-~tdW~(t) = ITVi(¢0. (3.1) 
Hence, we need only to calculate the Laplace-Stieltjes transform 17di(s) (i = 1,2). 
Conditioning the time of the last renewal prior to (or at) t, by the proposition of renewal 
process, we can get 
Wl (t) = [Wl (t - u) + x] )~2ue-A~ du dG(x) 
(3.2) 
1 (1 - e -At - )~te -At) = (1 -e  -A t -  Ate -At ) * W, ( t )+ -~ 
Taking the Laplace-Stieltjes transform of equation (3.2) on the variable t, we get 
( )~ )2 1 (  A )2  
.w l ( s )+;  , 
which gives 
~2 
~s(2~ + s)' 
and then 
A2 
ES~ = TgTI, rl(~) - -  
We can deduce ES 2 similarly to ESln, that is, conditioning the time of the last renewal prior 
to (or at) t, by the proposition of renewal process, we get 
W2(t) = [Wl(t - u) + x] )~e -A~ duda(x)  
(3.3) 1(1 _e-At) ---- (1 -- e -At  ) * Wl( t  ) --~ ; 
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By analogy with the above argument, we get 
+ 8) 
ES~ = lfid2(fl) = #8(2A + ~)" 
3.2. The  Queue ing Equivalence 
Before we proceed to the analysis of the process {(Y(t), I(t), J(t)), t > 0}, we will introduce a
new process {Z(t), t _k 0} which is closely related to it. That is, we define the following random 
time transformation: // r(t) = l(I(t) ¢ 2) ds, 
and its inverse function 
T(~:) = 71"-1(~) = inf{7 : 7r(W) > t}, 
and define the process {Z(t), t _> 0} as 
z( t )  = v(T(t)) .  
That is, {Z(t), t > 0} is obtained from those of {(Y(t), I(t), J(t)), t >_ 0} by deleting all the time 
intervals of I(t) = 2. 
I 
relofesents busy loefiod .................. represents idle period 
Figure 2. The sample path of Z(t). 
{Z(t), t _> 0} can be interpreted as the workload process of a special queueing system with the 
following assumptions. 
(1) There exist two different types of "customers", the service times of Type-1 customers have 
distribution G(x) and mean #-1. With equal probability, the service times of Type-2 
customers have distribution Hi(x) and mean A2/#~3(2A + 8) or distribution H2(x) and 
mean A(A + ~)/#8(2A + 8). 
(2) Type-1 customers can arrive whether the server is busy or idle, Type-2 customers can 
arrive only when the server is busy (Z(t) > 0). Once the system is in the idle period 
(Z(t) = 0), there is no possibility of Type-2 customers arriving. That is to say, Type-2 
customers arriving in the idle period will naturally vanish. 
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(3) Type-1 customers arrive in accordance with a two-phase Erlang renewal process, Type-2 
customers, when the server is busy, arrive in accordance with a Poisson process with rate a, 
and the two arrival processes are mutually independent. 
(4) Whenever the server becomes idle, it departs and resumes ervice only when the workload 
at hand exceeds a level n. Service is then continued until the system empties. 
3.3. Sufficient Condition for the Existence of Steady-State Probability Distribution 
Now, let us return to consider the process {(Y(t), I(t), J(t)), t > 0}. Define T~ to be the n th 
instant at which a demand order arrives and the machine is set up after t = 0, that is, 7-~ is the 
instant when the machine goes from "shutdown" to "operation". It is easy to see that the process 
{(Y(t), I(t), J(t)), t >_ 0} is regenerative at each t = Tn, n = 1, 2 , . . . .  Define that ~n = Tn  - -  Tn--1, 
which is the length of the n th regeneration cycle. It is clear that ~n (n = 1,2,. . .  ) are i.i.d. 
To ensure the existence of a steady-state probability distribution of the process {(Y(t), I(t), 
J(t)), t >_ 0}, by a theorem on regenerative process (see [16]), we only need to prove that the 
expected length of a regeneration cycle is finite, that is, E~n < oo. Let ~(n °), ~(n/), and ~(s) 
denote, respectively, the total operation time, the total failure time, and the shutdown time of 
the machine in the n th regeneration cycle. Obviously, 
= + 
Denote N (/) by the number of machine failures in the n th regeneration cycle. Note that 
oo  
E~(f)= ~--~Pr{N(n/) =k} ,  
k=l  
and in fact, ~°=1 k Pr{N (/) = k} is just the expectation of the number of Type-2 customers 
served during a busy period. 
By comparison of the sample paths of {(Y(t), I(t), J(t)), t >_ 0} and {Z(t), t > 0}, it is easily 
seen that ~(s) and the idle period of the queueing system have the same probability distribu- 
tions ~(o), and the busy period of the queueing system have the same probability distributions, 
and the expected length of the total failure time can be determined by the expectation of the 
number of Type-2 customers served during a busy period. 
Therefore, to prove that the expected length of a regeneration cycle is finite, we only need to 
prove that the expectation of idle period, the expectation of the busy period of the queueing 
system, and the expectation of the number of Type-2 customers served during a busy period are 
all finite. 
LEMMA 3. i. Let £ represent the length of an idle period, and No denote the number of customers 
arriving in an idle period. We have EA/'o < oc and E£ < oo. 
PROOF. The proof can be adapted from Lemma 1 in [15]. 
However, it is not easy to prove the expectation of the busy period of the above queueing 
system is finite. Therefore, we modify Assumptions (1) and (3) as follows. 
(1) ~ There exist two different types of "customers", the service times of Type-1 customers have 
distribution G(x) and mean #-1, the service times of Type-2 customers have distribution 
H(x) and mean A(A +/3)/#j3(2A + 13). 
(3)' Type-1 customers can arrive whether the server is busy or idle. When the server is idle, 
the Type-1 customers' arrival process is the same as the original one's, that is, the Type-1 
customers arrive in accordance with a two-phase Erlang renewal process. But when the 
server is busy, customers arrive in accordance with a Poisson process with rate )~. The 
Type-2 customers, when the server is busy, arrive in accordance with a Poisson process 
with rate a. The two arrival processes are mutually independent. 
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It is easy to see that the busy period of the modified queueing system is longer than that of the 
original queueing system, and the number of Type-2 customers erved during a busy period of 
the modified queueing system is greater than that of the original queueing system. 
By analyzing the modified queueing system, we can prove the following lemma similar to Liu 
and Cao [15] completely. 
LEMMA 3.2. Let :D represent the length of a busy period of the moditied queueing system, and 
All, Af2 represent the number of Type-1 customers and Type-2 customers served in a busy period 
of the modified queueing system, respectively. If A/#(1 + a(A + j3)//3(2A +/3)) < 1, then we have 
E:D < o0, EArl < 0% and EAr2 < eo. 
It follows Lemma 3.2 immediately that the expectation of the busy period of the original 
queueing system and the expectation of the number of Type-2 customers erved during a busy 
period are all finite. Hence, combining Lemmas 3.1 and 3.2, we have the following theorem. 
THEOREM 3.1. If (A/Iz)(1 + ~(A +/3)//3(2A -t-/3)) < 1, then the steady-state probability distri- 
bution of the process {(Y(t), I(t), g(t), t > 0} exists. 
REMARK. Our proof of the sufficient condition for the existence of steady-state probability dis- 
tribution extends the previous work of Liu and Cao [15]. Within this framework, other more 
general renewal demand processes can be considered. 
4. THE STEADY-STATE PROBABIL ITY  
D ISTR IBUT ION FUNCTIONS 
In this section, we will focus our attention on obtaining an expression for the steady-state 
probability distribution functions of the process {(Y(t), I(t), J(t)), t > O} under the condition 
(A/it)(1 + a(A + f~)/f~(2A +/3)) < 1. Define that 
F i j (x , t )=Pr{Y( t )<x , I ( t )= i , J ( t )= j} ,  i = 0,1,2, j = 1,2, 
Fi# (x) = lim Fij (x, t), i = 0, 1, 2, j = 1, 2. 
t ---*OO 
Clearly, we have Foj(X) - 0 for all x < 0; Foj(X) =- Foj(~) for all x > ~; F~j(x) ~_ 0 for all x <_ 0, 
and i = 1, 2; j = 1,2. So the following discussions on Fij(x) (i = 0, 1, 2; j = 1,2) will exclude the 
above ranges of variable x. 
Observing the sample paths of {(Y(t), I(t), J(t)), t > 0}, and considering Fij(x, t)( i  = 0, 1, 2; 
j = 1, 2) over the interval (t, t + At), we obtain the following relations: 
Fol(x,t + At) = (1 - AAt)Fol(x,t) + [1 - (A + a)AtlFll(At, t) 
fo x (4.1) + AAt G(x - y) d~Fo2(y, t) + o(At), for 0 < x < n, 
Fo2(x,t + At) = (1 - AAt)Fo2(x,t) + [1 - (A + a)At]F12(At, t) 
(4.2) 
+ AAtFol(x,t) + o(At), for 0 < x < n, 
Fl l  (x, t + At) = [1 - (A + a)At]Fll (x + At, t) + ~3ATE21 (x, t) 
fo x (4.3) + AAt G(x - y)d~F12(y, t) + o(At), for 0 < x <_ n, 
F12(x,t + At) = [1 - ()~ + a)At]F12(x + At, t) + j3AtF22(x,t) 
(4.4) 
+ AAtFll(x + At, t) + o(At), for x > 0, 
Fll(x,t + At) = [1 - (A + a)AtlFll(x + At, t) +/3AtF21(x,t) 
y)]d~Fo2(y, t) (4.5) 
+ hat  G(x - y)d~F~2(y, t) + o(At), for x > ~, 
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F21(x,t + At) = [1 - (A + ~)At]F21(x,t) + aAtF l l (x , t )  
/0 + AAt a (x  - y) dyF22(y, t) + o(At), for x > O, (4.6) 
F22(x, t + At) = [1 - (A + ~)At]F22(x, t) + aAtF12(x, t) 
(4.7) 
+ AAtF21(x,t) + o(At),  for x > O. 
From (4.1)-(4.7), by proceeding to limit At  ~ +0 and then t -~ oe, we obtain the integro- 
differential equations as follows: 
I /o AFol(x) = dFll(y__~) + A G(x - y)dFo2(y), for 0 < x < n, (4.8) dy y=O+ - 
dF12(y) y=O+ + AFol(X), for 0 < x < a, (4.9) AF02 (x) = d---~ 
dF11(x - - ) - (A+a)F l l (x ) -A  G(x -y )dF12(y) -ZF21(z ) ,  for 0 < x < ~, (4.10) 
dx 




j~0 x -- (z~ -~- oL)Fll(X) --)~ G(x-y )dF12(y)  
- A _ [G(x - y) - G(n - y)] dFo2(y) -/3F21 (x), for x > ~, 
(4.12) 
j~0 x()~ -~- ~)F21(x ) : O/Fll (x) -{- ~ G(x - y)dF22(y) ,  
(~ + Z)F22(x) = aF12(z )  + ~F21(z), 
for x > 0, (4.13) 
for z > 0. (4.14) 
To solve these equations, we adopt two useful functions (cf. [15]): 
O, Z fo rx<0,  (3O 
Q(z) = 1+ G(k)(x), fo r0<x<~.  
k=l 
u(z) = { o, 
fo ~_ [G(x - y) - G(n - y)] dQ(y), 
(4.15) 
for 0 < x < ~, 
(4.16) 
for x > ~. 
U(x) can be interpreted as the probabi l i ty distribution function of Y(t) at the instant the machine 
is set up, and J o  xdU(x) = (1/#)Q(n)  (see [15]). 
Taking x = 0 in (4.8),(4.9) and noting that G(0) = 0, we get 
AFro(0) = dFll(y_._____~)dy y=0+ ' (4.17) 
AFo2(0) = dF12(y_____~)dy y:o+ + AFo,I(0), (4.18) 
which are subst i tuted in (4.8) and (4.9) to yield 
fo x F01 (x) = Fol (0) -~- (~(X - y) dFo2 (y), 
Fo2(x) - Fo2(O) = Fo~(~) - Fo~(O), 
for 0 < x < ~, 
fo r0<x<n.  
(4.19) 
(4.20) 
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Hence, from the above equations, we obtain 
Fo~.(x) - Fo2(O) = C(x  - y) d~o~(~)  
// = a(~)go~(O)  + a(z  - ~)aFo~(~/ ,  
Let A~(x) = Fo~(x) - Fo~(O), for 0 < x < ~, then 
A2(x) = Foz(O)a(x) + C(x  - y )dA2(y) ,  0 < x < ~. 
We can derive from (4.22) that 
/o A2(x) = Fo~(O)C(x) + A2(x - y) d G(y), 0 < x < ~. 
In fact, the above equation is a renewal equation and its solution is 
= Fo~(O)~ a(~) (~) ,  
k=l 
thus, by definition of Q(x),  we have 
Fo:(x) = Fo~(O)Q(x), for all x _< a, 
and 






F01(x) = F02(x) + F01(0) - F02(0), for all x < n. (4.26) 
Substitute (4.25) into (4.12), and then using the defined function U(x), (4.10) and (4.12) can be 
incorporated and rewritten as 
/: dF11(x) = (A + a)F11(x) - A C(x  - y) dF12(y) - ~F21(x) - AFo2(O)U(x), 
dx (4.27) 
for x > 0, 
Next, taking the Laplace-Stieltjes transform of equations (4.27) and (4.11)-(4.13) on the vari- 
able x and using (4.17) and (4.18), we have 
(s - ~ - ~)P l l ( s )  = ~Fol (0)  - ~F02(0)0(s )  - ~21(~)  - ~(s )P~2(~) ,  (4.28) 
(s - A - a)F12(s) = A(F02(0) - F01(0)) - Aa~ll(s) - t3F22(s), (4.29) 
(~ + ~)P21(s)  = ~1~(~)  + ~(~)~2~(s) ,  (4.30) 
(), + ~)P~2(s) = ,~[~2( s) + ;~P2~ ( s), (4.31) 
where ~'ij(s) = fo  e-SX dF i j (x ) ( i  = 1,2; j = 1, 2), C(s) = fo  e-S~d G(x),  and U(s) - Jo  e-~X 
dU(x) .  Solving these equations, we get 
OtA [A2"~-fl8-A20(S)] 
~(~)  = 
~(s ) ( / ,  - s)~ - [(s - ~ - ~) (~ + ~) + ~ - ~(~) ]  ~ Fo~(O) 
.1 (4.32) 
~ [~(a  - s)0(~) + (~ - ~ - ~)(~ + ~) - ~(~)  + ~]  
- r ~ 2 Fo~(O) ,  
~(~)(a  - s)~ - [(~ - ~ - ~)(~ + ~) + ~ - ~(~) j  
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ks , ( s )= 
.~: (s )  = 
,~&(~) (A  - s)~ - [(s - a 
+ 
(s - )~ - a - ~) + Zs] 
- ~)(~ + Z) + af~ - :~S~(s)] sF°~(°) 
Fo~(O), 
~5(s) (A-  ~)s _ [ (~-a -  ~)(~ + n)+ ~n-  ~s¢(~)] s 
A 3 (1 -  G(s)) (s -a)  + Ans(2A +/:7) 
(4.33) 
~,~(.)(.', - ~):  - P(s - a - ~,)(~, + n)  + an  - :e-5'(~)/~ r°~(° ) "  
I .  .1 (4.34) 
Fo2(0), 
~(~)(~ - ~)~ - (~ - a - ~)(~ + n) + an - ~s~(~)]  s 
~'11(8) : __~2 (1--0(8))[(,~÷f~)(S--O~--~--~)c ÷ ~20(8)]--)~/~8 (~ ÷ '~ ÷'~ 0(S)) Fox (0) 
- ~)~ - / (~- - -  ,x)(,x + n)  + ~n-  ,xs~(~) /~ A2G(s)(A 
L / (4.35) 
zr , . . ,  Sos(0), 
- ~)~ - [ (~-a -  ~)(~ + n)+ an-  ~s~(~)J ~ ASG(s)(A 
where A = 2A + a + fL 
We now have obtained the explicit expressions of Fol(x),Fo2(x), and the Laplace-Stieltjes 
transform expressions of Fi~(x)(i,j = 1,2). However, there are two unknown constants Fol(0) 
and F0~(0) in these expressions. The next step is to determine these two constants. 
2 
~ Fij(~) = 1, 
i=0 
probability in one of two phases Erlang process, which 
1 1 




and since each arriving demand has equal 
gives 
F°l((X)) ÷ Ell ((:x)) ÷ F21(°°) = 7' F°2(°°) ÷ El2(°°) ÷ F22((x)) = 5' 
we can compute the value of F01(0) and F02(0) as follows: 
Fo2(0)Q(~) + F12(0) ÷ z~22(0) = 1, (4.36) 
1 (4.37) Fol(0)Q(a) + Fol(0) - So2(0) + Fl1(0) + F21(0) = 2" 
Noting that U(x) is a probability distribution function, and thus, [l(0) = 1. Letting s --* 0 in 
(4.32)-(4.35), we obtain by L'Hospital's rule that 
(~) [2~ - (~2/~) (a + ~)] ' (4.3S) 
~2:(0) = (~a~ + ~34/ , )  e + ~sa(2~ + ~ + a)(Q(~)/~)Fos(O) 
(A) [2Af~ - (A2/#) (a + f~)] ' (4.39) 
P21(0) = Aa [(A/~) (~ + a + Z) - ~} 0 + ~2a(A)(Q(~)/~)Fos(O) (4.40) 
(A) [2~n - (~s/~) (a + ~)] 
Fll(0) -- [(As/#) (flA + Aa) - Afl(2A + fl)] O + A2fl(A)Q(a)/(#)Fos(O) (4.41) 
(a )  {2~n - (~2/~) (a + ~)] 
where O=Fol(O)-Fo~(O). 
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It follows from (4.36)-(4.41) that 




where p = (A/2~) (I + (a /~) ) .  It is easy to see that 
(1 + ~(~ + z) 
p= (~) (1+ (~) )  < ; ~A--+-~)] <I. 
Upon substitution, the explicit expression of Foj (x) (j = I, 2) can be written as 
Fo~(~)= Fo2(X) = :~Q(~) Q(x). (4.43) 
The Laplace-Stietjes transform expression of Fij (x) (i, j = 1, 2) can be obtained as follows: 
)a,~( A - s) (1 -  O(s)) Fo2(O) 
722(~) = 
#~l(s) = -~ [(~ + #)(~ - ~ - ~) - ~20(~) + ~#] (1 - 0(s))F0~(0) 
~20(~) (~-  ~)2 - [ (~- . -  ~)(~ + ~)+ ~-  ~(~) ]~ ' 
k,:(~) = 
~,~O(~)(A- ~)~ - [ (~- . -  :,)(~, + #) + .#-  : ,~(s)]  ~' 
Pll(s) = 
~,~O(s)(A - s): - [(s - .  - :,)(~, + #) + . z -  :,~0(~)]: 
5. PERFORMANCE MEASURES 
With the help of the results of Section 4, we can obtain some useful performance measures of 
the system. 
(1) Probability of the machine being in operation: 
A 
Poperation = Z~ll(0) +/~12(0) --- 2-~" 
(2) Probability of the machine being in failure: 
)t C~ 
(3) Probability of the machine being in shutdown: Pid|e = 1 -- p. 
(4) Failure frequency of the machine: a(A/2#). 
(5) Shutdown frequency of machine: A foi l  - G(~ - w) ]dFo2(w) .  If the demand sizes are 
exponentially distributed with distribution function G(x)  = 1 - exp-#x,  x > O, then the 
shutdown frequency of machine is given by ~(1 - p)/2(1 + #~). 
(6) Average inventory: EX = M - EY ,  where 
ff f0 EY : x[fol(X) -~ fo2(x)] dx -~- x(f11(x) --~ f12(x) -~- f21(x) --~ f22(x)] dx. 
12 J. WANG et al. 
However, it is not easy to obtain the explicit expression of EY for arbitrary distributed demand 
sizes, so we specialize to the case in which the demand sizes have an exponential distribution 
EXAMPLE. EXPONENTIAL DEMAND SIZES. When the demand sizes are exponentially distributed 
with distribution function G(x)  = 1 - e - '~ ,  x >_ O, we have (see [15]) 
f O, for x < O, Q(z) 
1 l+/~x, fo r0<x<g,  
~" 0, for 0 < x < a, 
U(x) 
1-e  -~(x-~), fo rx>~.  
By direct computation, we obtain EY explicitly as 
EY= 
(1 - p)pt¢ 2 A2a(1 - p)(2# + a + 13) Aa(1 - p) [1 + (1 + #a)2] 
+ + 
2(1 + tin) #(2#/3 - Aa - A/3) 2 4#(1 + ttx)(2#/3 - Aa - A/3) 
a(1 - p)(A 2 + fl#)(A 2 + 2A# + 13#) (1 - p) [#(2A + 13)(13 - a)  - 2A2a] 
We present some numerical results for varying values of a in Table 1. It shows the impact of 
machine failure rate a on some main performance measures of the system. Clearly, high value 
of a results in low average inventory level (EX  = M - EY)  and high value of the probabil ity of 
the machine being in failure. 
Table 1. Influence of the reliability factor a. 






0.5 1 0.02 0.1 
0.5 1 0.04 0.1 
0.5 1 0.05 0.1 
0.5 1 0.06 0.1 
0.5 1 0.08 0.1 
0.25 0.05 0.7 3.051 
0.25 0.1 0.65 3.316 
0.25 0.125 0.625 3.375 
0.25 0.15 0.6 3.472 
0.25 0.2 0.55 3.615 
6. CONCLUDING REMARKS 
We considered a single-item single-location production-inventory system with a two-phase Er- 
lang renewal demand process in which a production facility is subject to random breakdowns. 
Assuming continuous i.i.d, demand sizes and full backlogging of the shortages, we derived a se- 
ries of expressions for the stationary distribution of the inventory shortfall process when time to 
failure and repair time follow independent exponentiM distributions. Moreover, the results also 
enable us to obtain some important system indices relating to machine utilization. Finally, the 
numerical analysis clearly demonstrates the meaningful impact of the machine's imperfection on 
the performance of production-inventory system. 
We believe that it is important to generalize the problem to more general renewal demand 
processes and to develop efficient approximations for these processes. We are currently working 
in this direction. 
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