This paper proposes a generalized structure of cellular automata (CA) -the configurable cellular automata (CoCA). With selected properties from programmable CA (PCA) and controllable CA (CCA), a new approach to cellular automata is developed. In CoCA, the cells are dynamically reconfigured at run-time via a control CA.
Introduction
Cellular automata (CA) was first introduced by John von Neumann [28] in the late 1940s and initiated in the early 1950s to provide modeling and simulation for complex systems capable of self-reproduction. Later on, some researchers maintained active interest in the field and subsequent developments went on. Several research activities have confirmed that CA's inherent parallel architecture provides high-performance computational simulation environments which can be used for solving real-world problems in science and engineering [15] . Few distinct real-world examples are simulations of macroscopic phenomena and biochemical phenomena. In computer simulations, CA has been used in cryptography [11] , [20] , VLSI testing [12] , and pseudorandom number generation [1] , [3] - [5] , [7] - [9] , [14] , [17] , [18] .
For over a decade, one active application of CA is in pseudorandom number generation. Motivations for these works are ascribed to the aspect of CA which can be easily implemented in hardware as they are simple, regular, localized, and are essentially made up of networks of Boolean functions. CA-based pseudorandom number generators (PRNGs) have been studied extensively [1] , [3] - [5] , [7] - [9] , [14] , [17] , [18] and for the past years, they have been shown to offer superb performance and efficiency. They are superior over other pseudorandom number workhorses like linear congruential generators (LCGs) and linear feedback shift registers (LFSRs) [9] , [20] .
In this paper, a novel CA which we coin the Configurable CA (CoCA), is proposed with the objective of obtaining good CA-based PRNGs in a more flexible way. In CoCA, CA cells can be configured at run-time via a configuration control CA. CA parameters to be configured are selected based on some standard CA properties [21] and some new CA properties recently proposed in [4] [5] .
The rest of this article is organized as follows: Section 2 gives an overview of cellular automata and pseudorandom number generators. Section 3 presents the new approach to CA -the configurable CA. and demonstrates some preliminary experiments on CoCA as a PRNG, Section 4 discusses the evolutionary approach to CoCA which provides analysis on CoCA performance as a random number generator, Section 5 presents some new rooms for further research, and finally, Section 6 concludes the paper. If all the cells in a CA obey the same rule, then that CA is said to be uniform; otherwise, it is nonuniform or hybrid [7] . A CA is said to be a periodic boundary CA if the extreme cells (leftmost and rightmost cells) are adjacent to each other. A CA is said to be a null boundary CA if the extreme cells are connected only to its left (or right) cell [21] and a constant value of '0' or '1' is assigned to its supposed-to-be right (or left) neighboring cell. Research on CA PRNGs has shown that nonuniform CA [8] and periodic boundary CA [16] give better randomness quality. In this work, nonuniform periodic boundary CA is used.
A CA is said to be a programmable CA (PCA) if it uses a control CA to determine m rules to choose from, thereby, allowing less probability of correlations among the cells. As a PRNG, 2-bit PCA has been explored by some researchers [17] . As expected, it showed better performance than a 1-bit PCA PRNG. However, increasing m is not practical as it introduces more hardware implementation costs. For benchmarking purposes, 2-bit PCA is also considered in this paper.
Randomness Tests
The parameter is set at 3 (cs = 3), then, cells x i (t), x i+4 (t), x i+8 (t), x n (t) are used as output cells.
It has been shown that time and cell spacing significantly improves the performance of CA PRNGs [4] , [5] . This shows that output methods are non-trivial in pseudorandom number generation.
Like in previous research [3] - [6] , two well-known randomness test suites are utilized in this work: the ENT Test [2] and the Diehard test [10] .
ENT test is a collective term for three tests: chi-square, entropy, and serial correlation coefficient (SCC). The overall evaluation for the ENT test can be obtained from the F value as given in Equation (1) . In comparing good quality CA PRNGs, the entropy (ent) and SCC values normally have comparable results with minimal discrepancies unlike the chi-square value. Because the chi-square test is an important indication of randomness, it is given the highest weightage in the calculation of F.
where: and self-programmable CA (SPCA) [3] . CCA was designed for the purpose of disregarding the tradeoff between randomness quality and structural complexity. This is because CCA PRNG is one-dimensional but the performance can compete with that of 2- CoCA is equivalent to a 2-bit PCA. Thus, for the RS item, 2 bits of control CA are allotted for each cell. Considering the four items, the total number of control bits for each cell is 9 bits. The control bits are generated by a uniform CA with the structure as shown in Figure 1 . Before proceeding on to the experiments, a few terminologies for CoCA are now established.
Status and Reference (SR)
Uniform cell configuration is when all the cells in CoCA use the same configuration, thereby requiring one 9-cell control CA.
Non-uniform cell configuration is when each cell uses a unique configuration. For a
CoCA of length L, the required number of 9-cell control CA is L.
Non-item-dependent configuration means that the items are reconfigured at the same time depending on the configuration method used (C or E). For example, if E configuration method with T=3 is chosen, all the items RS, SR, BC and OU are reconfigured at the same time for every 3 discrete time steps.
Item-dependent configuration means that the items are not reconfigured at the same time.
For example: F configuration method may be used by item RS; C configuration method may be used by item SR; and E configuration may be used by item OU.
Given the definitions and considerations of CoCA, several approaches in the implementation of configurable CA are introduced. The approaches are summarized below:
Approach 1. Uniform cell configuration and non-item dependent for F, C, and E configuration methods. In this approach, using the C and E configuration methods require a 9-cell control CA. The four items RS, SR, BC, and OU are all updated at the same time.
Approach 2. Uniform cell configuration and item-dependent for C and E configuration
methods. Being item-dependent or not does not affect the use of F configuration method.
Thus, in this approach, only C and E configuration methods are considered. Both methods require a 9-cell control CA because of uniform cell configuration. But in this approach, the items RS, SR, BC and OU are not updated at the same time.
Approach 3. Nonuniform cell configuration and non-item dependent for F, C, and E
configuration methods. Because of nonuniform cell configuration, each cell would need a 9-cell uniform CA. So, for an L-cell CoCA, L 9-cell control CA is required. All the four items in this approach are updated at the same time for all cells.
Approach 4. Nonuniform cell configuration and item-dependent for C and E
configuration methods. This approach also requires L 9-cell control CA to control the configuration. C and E configuration methods are applied in this approach. The items are not updated at the same time.
Preliminary Experiments on CoCA
The succeeding experiments will show a study of the four different approaches that were presented in the previous section. For the reason that the four different approaches are very much associated with each other, the experimental setups may introduce confusion to the reader. To avoid such confusion, the approach will be clearly identified in each experiment. Also, it is worth noting that each set of experimental results serves as a foundation of the next experiment. To provide rational analysis, the summary of the course of experiments is described as follows. First, the items to be reconfigured are Specifically, the preliminary experiments provide some analysis via ENT results. Similar to other works [4] , [5] , [17] , Diehard test is applied after the evolution process to ensure that the evolved PRNGs are of good quality.
Item-based Analysis
Each of the four items has a significant effect in the randomness of bits produced by Figure 2 , which will be discussed later.
Essentially, the CoCA PRNGs described in Figures 2 and 3 are considered CoCA
PRNGs following Approach 4, nonuniform cell configuration and item-dependent for C and E. These CoCA PRNGs are in fact item-dependent CoCA because one item is reconfigured every T time step (T=1 for method C, T=3 for method E) while the remaining items are kept at a fixed, preset configuration.
Aside from providing an item-based analysis of CoCA PRNG, another motivation of performing such experiments is to find a default configuration that will strengthen the performance of CoCA following Approach 4. Later, it will be shown that some cells
should be kept at a fixed configuration and the other cells should be reconfigured at runtime so as to improve the performance of CoCA PRNG. Therefore, a fixed default configuration for some cells is required to achieve the maximum performance of CoCA.
The default configuration considers the best choices for each item, as decided by these experiments. Overall, if a cell is to be fixed at a certain rule, the best choice is rule 105 as exemplified by the set of results from method F, C, and E. Figure 3 . In Figure 3 , the results clearly showed that mirror and null are not good choices for boundary conditions. Moreover, RS is the most affected item if boundary conditions are fixed at different choices of BC, as shown in method C and method E sets. Considering CoCA reconfiguring item SR, the ENT performances under different boundary conditions are comparable, but somehow inferior compared to CoCA reconfiguring either item RS or OU. Like in Figure 2 , CoCA reconfiguring item OU gives good performance regardless of the fixed boundary condition used.
Analysis of
Overall, normal boundary conditions for both left and right neighbors are the best choices for item BC. Figure 2 and Figure 3 analysis. Based on the experiment results shown in Figures 2 and 3 , in order to get good quality random numbers, the CoCA items should be set at the best choices. Thus, the default configuration is described as follows: RS must be rule 105, BC must use the normal boundary condition, some cells must be used as output cells for item OU, and S and R (in SR) must be both equal to 1, which means that cells must be updated and referenced every time step. This idea brings us back to the basics of CA or PCA PRNGs which uses certain sampling method, e.g., cell spacing. Another important observation is that reconfiguring CoCA items dynamically, i.e. at every T discrete time step as in configuration methods C and E, improves CA PRNG performance. Although, the randomness results of configuring each of the items BC and RS are still not good enough. Between methods C and E, using method C in CoCA PRNG gives better randomness quality. This ENT result will be verified later with the Diehard test after the evolution process.
Summary of

CoCA Approach 1 and Approach 2 at a glance
From the previous section, a default configuration has been construed. In this section, a similar experimental setup is applied where each item is reconfigured while fixing the others under the default configuration. In this case, a 9-cell control CA is used for all the cells, thus, leading to a CoCA PRNG following Approach 2. To assume CoCA PRNG Approach 1, an experiment involves all the items being reconfigured simultaneously, i.e.
every T time step (T=1 for method C, T=3 for method E). Tables 3 and 4 are two sets of experiments which differ by the number of cells to be reconfigured. In Table 3 , 10 out of 50 cells are configured every time step. In Table 4, 5 out of 50 cells are configurable cells. The purpose of finding some default configuration in the previous section comes in here. If a cell is non-configurable, it will assume the default configuration. In this way, the maximum performance of CoCA is most likely ensured because the configuration of non-configurable cells will not deteriorate nor affect to some extent the performance of the CoCA PRNG.
As an initial experiment, a simple function of modulus is used to select the cells to be reconfigured. Take for example modulo-n. A cell x i is selected as configurable if its index i is divisible by n, i.e., i modulo n equals 0. Method C is tried and compared with Fixed CA. 300 initial seeds are tested in both sets of experiment. As shown in Table 3 , if the number of cells to be configured is decreased, i.e., 10 configurable cells, the performance of CoCA PRNG is generally improved. But comparing individual results of all the CoCA PRNGs in Table 3 , CoCA reconfiguring item BC and SR give low ENT results. Table 4 shows that further reducing the number of cells to be reconfigured further improves the performance of CoCA PRNGs specifically
CoCA reconfiguring items BC and SR. This suggests that CoCA reconfiguring items BC and SR can give good performance as long as the number of configurable cells is properly aligned. It is worth noting that if the number of configurable cells of CoCA is 0, then it is equivalent to a Fixed CA. Table 5 shows the results when the number of configurable cells of CoCA is varied and all the four items are configured at the same time. From the results of Tables 3 to 5 , it can be concluded that CoCA can outperform fixed CA by configuring all the four items provided the following restrictions are met.
Firstly, items RS and OU are to be configured for all cells. Secondly, items SR and BC are to be configured for some cells only. Lastly, cells must be reconfigured at every T time step as in methods C and E. After the evolution process in the next section, a conclusion on the best configuration method, whether method C or E, will be reached.
Conclusively, CoCA Approach 4 is the best approach to be used in random number generation. Thus, from here onwards, CoCA Approach 4 will be the focus of searching good quality PRNGs by genetic algorithms. and crossover (combining two chromosomes to form a novel chromosome). By repeating the procedure, an acceptable solution with the highest fitness value may be found.
Traditionally, CA PRNGs are handcrafted. The design process is however, timeconsuming and inefficient. Accordingly, researchers began to use GA to evolve CA PRNGs. And like the other research on CA PRNGs [4] - [6] , [17] , CoCA also makes use of genetic algorithms to search for good CA PRNG structures. The pseudo code of the genetic algorithm is shown in the Appendix.
The main objective of applying GA in CoCA PRNGs is to search for a CoCA PRNG design that is comparable with past work on CA PRNGs in terms of performance. As seen in Section 3, the randomness of a CoCA PRNG is dependent on the number of configurable cells and perhaps, the positioning of these configurable cells. It is the GA's role to find the optimal number of configurable cells in CoCA.
In Tomassini et al.'s work [17] and Guan et al.'s work [4] - [6] , they used ENT test as a fitness measure. In this work, the function F described in Section 2.2 is used as the fitness function. After obtaining the best chromosomes, they are tested under the Diehard test, which, as mentioned earlier, is the foremost gauge of a good pseudorandom number generator.
The input of an evolution process is randomly generated by a C++ function.
Population size is set at 16. The stopping criterion is the maximum stagnation steps. If the best chromosome in each population keeps unchanged for 200 steps continuously, the evolution process stops [6] . The 2-point crossover rate is set at 1.0. The bit mutation rate is set at 0.1. During reproduction, half of the better-performing parents and child chromosomes are copied into the next generation.
Based on the level of configurability (i.e. items to be configured) of a CoCA, three different chromosome structures are to be evolved. The three chromosome structures are designed based on the experimental results shown in the preliminary experiments section (Section 3.2). Table 6 shows the summary of the three chromosome structures. The first chromosome structure deals with the extreme case where a cell is to be determined as configurable or not. For a 1-d CoCA with L number of cells, the length of the chromosome is L bits, where, '1' indicates that a cell is configurable and '0' otherwise.
The second chromosome structure redefines the first chromosome structure such that its length is L*2 bits. A pair of bits (which allows maximum of four categories) corresponds to each cell. Three categories are designed: "not configurable", "all items configurable", and "items RS and OU configurable".
The third chromosome structure has a level of configurability which is the most flexible. The chromosome length is also L*2 and a pair of bits corresponds to a cell. But this time, the categories are more specific, i.e. "00 for not configurable", "01 for configurable RS and OU", "10 for configurable RS, OU, and BC", and "11 for configurable RS, OU, BC, and SR". Table 7 shows the average number of Diehard tests that a CoCA PRNG can pass.
The results show that indeed, CoCA PRNG is better than a fixed configuration CA. Also, it can be concluded that CoCA PRNG following configuration method C (abbreviated as CoCA-C) is better than CoCA PRNG following configuration method E (abbreviated as
CoCA-E) at T=3 for two reasons. First, the maximum average number of Diehard tests that CoCA-C PRNG can pass is greater than that of CoCA-E PRNG. Also, most of the chromosomes of CoCA-C can pass more number of Diehard tests, which means that
CoCA-C PRNG has more chances of passing Diehard test at different number and position of configurable cells. This suggests that in method C, the reconfiguration process is more arbitrary and random as it is changed every T=1 time step. With the results shown in Table 7 , CoCA-C PRNG is the focus of the next experiments. It is further improved by studying and designing the external structures, i.e.
the length of CoCA. If a cell is configurable, then, all the four items are configured every time step.
Otherwise, the cell is non-configurable and uses the default configuration. Like in the previous subsections, CoCA following Approach 4 and configuration method C is assumed in the evolution process of chromosome structures 2 and 3 shown in Table 6 .
Chromosome structures 2 and 3 introduce a more flexible way of assigning items to be configured for each cell. In this way, it is probable that the level of configurability will bring in better randomness quality to CoCA PRNGs since the CoCA cells have more choices to choose from.
From the genetic algorithm point of view, the search space (number of possible solutions) increases with the length of the chromosome. It is therefore important to note that a longer chromosome structure may also be an impediment to a successful search of good chromosome structures. On account of a larger search space, longer chromosome structure may require longer evolution time as well. In this work, only 2 bits per cell is assigned in chromosome structures 2 and 3. Also, the optimal number of cells, which is L=31, is experimented on. Thus, the length of both chromosome structures 2 and 3 is L*2 = 62 bits. Table 9 shows the results of comparing the three chromosome structures of CoCA PRNG, all following Approach 4 and configuration method C and using rule 90 for the uniform control CA. As in the previous experiments, after the evolution process, the best chromosomes are subjected to Diehard test. It can be concluded from Table 9 that the level of configurablity of a CoCA PRNG affects the randomness quality based on Diehard test. Chromosome structure 3 is the most flexible and configurable structure, therefore, it gives the best Diehard test result. Table 10 .
It is worth noting that apart from random number generation, CoCA can be applied in a wide area of applications where normal CA is applied, e.g., modeling and simulation for complex systems. CoCA is a general model that covers all aspects of the CA framework. An example would be to combine CoCA with CAM (Cellular Automata Machine, MIT) [13] , a programmable chip for CA, to be used in modeling complex systems. 
