Abstract This paper investigates the superiority of the Yang and Zhang (YZ) estimator over the demeaned squared returns in detecting sudden breaks based on Inclan and Tiao (IT-ICSS) algorithm using Monte Carlo simulation experiments. Our findings indicate that the IT-ICSS algorithm exhibits desirable size and power properties when applied with the YZ estimator in comparison to its use with the demeaned squared returns. Empirically, we validate the superiority of the YZ estimator by relating the detected breaks with the major macroeconomic events using various US dollar exchange rates. We find that the demeaned squared returns detect many spurious breaks.
Introduction
This paper compares the performance of the Yang and Zhang (2000) (YZ) estimator and demeaned squared returns when applied with Inclan and Tiao's (1994) iterated cumulative sum of squares (IT-ICSS) algorithm to detect the sudden changes in the volatility of a random process. Analysis of market risk plays a crucial role in the financial markets literature. Volatility is known to be a popular measure in evaluating financial risks, leverage effects and to examine the impact of asymmetric shocks on markets. Volatility plays an important role in financial markets due to its application in designing investment decisions and in portfolio rebalancing and management (Aizenman & Marion, 1999) , in pricing derivatives securities (Hull & White, 1987) , in quantifying risk (based on value at risk and expected shortfall) (Granger, 2002) and in implementing trading strategies (Poon & Granger, 2003) . It is well known in the literature that the unconditional volatility of tradable securities and portfolios may be significantly affected by infrequent structural breaks or regime shifts, which may arise due to various domestic or global macroeconomic and political events (see Aggarwal, Inclan, & Leal, 1999; Kumar & Maheswaran, 2012) including terrorist attacks, wars, sudden hike in interest rates, changes in investors' perception, crashes and crises in a market, or recession in an economy. Hence, it is important to consider the impact of sudden changes in volatility in the model for generating more accurate forecasts of volatility. This can be helpful for fund managers and investors to design investment strategies, to rebalance their portfolios and to hedge their positions based on an anticipation of future movements of the market. Regulators, policy makers and central banks also have an interest in volatility analysis to implement policy measures effectively based on changes taking place in markets. This would enable them to maintain stability in financial markets and to assess the effectiveness of these policies depending on the required goals (Poon & Granger, 2003) .
There exist different methods to estimate daily unconditional volatility. The most popular method involves the use of square of close to close returns. The returns based volatility measures are well established in literature and also act as inputs to generalised autoregressive conditional heteroskedasticity (GARCH) class of models. However, the squared daily return is a noisy estimate of volatility and informational inefficiency (Alizadeh, Brandt, & Diebold, 2002) . Another method involves the use of high frequency intraday data. This measure of volatility is also known as realised volatility which involves summing the squares of returns sampled at shorter intervals (for example, 5 minutes or 10 minutes) for a given day. However, the high frequency data exhibit non negligible microstructure issues, which may prevent the researchers in analysing its informational contents. On the other hand, high frequency data for many assets may not be available or may be available for a shorter duration. In addition, high frequency data are generally expensive and require substantial computational resources.
The literature that started with Parkinson (1980) and Garman and Klass (1980) , and extended by Rogers and Satchell (1991) and Yang and Zhang (2000) , has highlighted the importance of using opening, high, low and closing prices of an asset for the efficient estimation of volatility. Alizadeh et al. (2002) highlighted that range based volatility estimates are highly efficient and are robust in terms of the non negligible market microstructure issues. Among all these range based volatility estimators, the YZ estimator proposed by Yang and Zhang (2000) is based on multi-period open, high, low, and close prices, is unbiased in the continuous limit, independent of any non-zero drift, and incorporates the impact of opening price jumps. However, the RS estimator proposed by Rogers and Satchell (1991) is also unbiased regardless of non-zero drift. The YZ estimator also makes use the of RS estimator for volatility estimation (see equation (5) in the section on Methodology). The other range based volatility estimators are biased in some way if the mean return (drift) is non-zero. The open, high, low, and close prices are also available for most of the traded assets, indices and commodities, and contain more information for efficient estimation of volatility.
Literature provides evidence that the volatility models, which incorporate the impact of sudden changes in unconditional volatility provide better volatility forecasts (Kumar & Maheswaran, 2012) . The IT-ICSS test assumes that the zero mean returns are independent over time and normally distributed. The IT-ICSS test detects both a significant increase and decrease in the unconditional volatility and, hence, can help in identifying both the beginning and the ending of volatility regimes. The IT-ICSS test has been extensively used in detecting sudden changes in the unconditional volatility of time series based on close-to-close returns (Aggarwal et al., 1999; Fernandez & Arago, 2003; Hammoudeh & Li, 2008; Malik, 2003; Malik, Ewing, & Payne, 2005) . However, Aggarwal et al. (1999) , Hammoudeh and Li (2008) , Malik (2003) , Malik et al. (2005) , and Wang and Moore (2009) use demeaned squared returns with IT-ICSS algorithm to detect sudden changes in the unconditional variance.
In this study, we compare the size and power properties of IT-ICSS test with respect to both the volatility proxies (the YZ estimator and the demeaned squared returns) for various data generating processes like the independently and identically distributed (i.i.d.) random numbers from the Gaussian, Student's t, double exponential, gamma-mixture and generalised error distributions, the GARCH model, the stochastic volatility (SV) model and the fractionally integrated GARCH (FIGARCH) model. For the GARCH, the SV and the FIGARCH models, the innovations have been taken from the normal, the Student's t and the generalised error distribution (GED) distributions. The power properties are studied by incorporating sudden breaks at 25th percentile, 50th percentile and 75th percentile of the data series from i.i.d. normal, the GARCH and the SV data generating processes. The findings of this study indicate that YZ estimator exhibits more desirable size and power characteristics when applied with IT-ICSS algorithm than the demeaned squared returns. Hence, this study proposes the use of the YZ estimator with IT-ICSS test to detect sudden changes in volatility. On the application side, this study detects sudden breaks in the YZ estimator and the demeaned squared returns of three major exchange rates (USD/Euro, USD/Japanese Yen and USD/GBP).
The remainder of this paper is organised as follows: Section 2 introduces the IT-ICSS algorithm and the procedure for implementing the YZ estimator based extension of the IT-ICSS algorithm. Section 3 presents the results of the Monte Carlo simulation experiments to assess the performance of the IT-ICSS algorithm based on the YZ estimator and demeaned squared returns. Section 4 describes the application of the YZ estimator in detecting sudden breaks in USD/Euro, USD/ Japanese Yen and USD/GBP exchange rates and section 5 concludes with a summary of the main findings.
Methodology Inclan and Tiao's (1994) (IT) ICSS algorithm
The IT-ICSS algorithm is helpful in detecting multiple sudden changes in the volatility of time series. The IT-ICSS algorithm assumes stationary unconditional variance in a time series for a particular regime. This algorithm is simple to implement and is not affected by the long memory characteristics of the volatility.
Suppose
, where i.i.d. means independent and identically distributed. Suppose there are TN change points in the volatility series with change points given as 1 < k1 < k2 < … < kTN < N, where N is the number of observations in the time series. Suppose the variance within each regime is given by τj 
Inclan and Tiao (1994) applied the cumulative sum of squares approach to detect the number of sudden changes in the variance. The cumulative sum of the squared observations from the start of the series to the k th point in time is given as:
where k = 1,…, N. The Dk statistic is given as:
where CN is the sum of squared observations from the whole sample period. The Dk statistic oscillates around zero if there are no sudden changes in the volatility. In this case, if Dk is plotted against k, it looks like a horizontal line. On the other hand, if there are sudden changes in the volatility, then the Dk statistic values drift either above or below zero. The null hypothesis of constant variance is rejected if the maximum absolute value of Dk is greater than the critical value. Hence, if maxk√(N/ 2)|Dk| is more than the predetermined boundary, then k* is taken as an estimate of the variance change point. The 95th percentile critical value for the asymptotic distribution of maxk√(N/2)|Dk| is 1.358 Tiao, 1994 and Aggarwal et al., 1999) , and hence the upper and the lower boundaries can be set at ±1.358 in the Dk plot. If the value of the statistic falls outside these boundaries then a sudden change in variance is identified. Another branch in this literature makes use of regression based approach to detect the structural breaks in the time series (such as Bai & Perron, 1998; Kim & Nelson, 1999; Andreou & Ghysels, 2002; Banerjee & Urga, 2005) .
Extreme value estimator of variance (Yang and Zhang (2000) (YZ) estimator)
Suppose Ot, Ht, Lt and Ct are the opening, high, low, and closing prices of an asset on day t. We define:
Suppose varx denotes the usual estimator of σ The Rogers and Satchell (1991) estimator as studied by Maheswaran, Balasubramanian, and Yoonus (2011) is given by:
Yang and Zhang (2000) propose a volatility estimator (the YZ estimator) based on multiple period open, high, low, and close prices that are unbiased in the continuous limit, independent of the drift and account for opening price jumps. They find that the YZ estimator has the minimum variance among all estimators that have the same properties. The YZ estimator is given by:
where VRS is the RS estimator as given by equation (4). Vo and Vc are given as: 
This paper suggests the use of VYZ in place of εt 2 to detect structural breaks in the variance of the time series.
Monte Carlo simulation
This section presents the extensive Monte Carlo simulation experiments to examine the performance of the IT-ICSS (1994) test in detecting sudden changes in volatility proxies, for example, the YZ estimator and demeaned squared returns, using different data generating processes (DGP) which includes both unconditional and conditional data series. The YZ estimator represents the variance estimate of multiple period open, high, low, and close prices. As highlighted by Yang and Zhang (2000) , the variance of the YZ estimator is the smallest among all the extreme value volatility estimators but possesses similar properties. In addition, the YZ estimator is unbiased regardless of the drift parameter and opening jumps whereas all others are biased in one way or another if the mean return (drift) is non-zero. While the RS estimator is also unbiased, it does not account for opening jumps in the data (Kumar & Maheswaran, 2013; Yang & Zhang, 2000) . According to Yang and Zhang (2000) , the YZ estimator assumes that the intraday price movements follow a geometric Brownian motion.
This paper explains the Monte Carlo simulation analysis in two parts. The first part undertakes the simulation experiments to examine the size properties of the IT-ICSS algorithm for the YZ estimator and the demeaned squared returns (that is, zero mean returns). The second part of the simulation deals with the estimation of power properties of the IT-ICSS algorithm for both variance proxies. Samples of varying sizes have been taken; T = 104, T = 208, T = 416 and T = 832; assuming weekly data for 2 years, 4 years, 8 years and 16 years, respectively. The number of Monte Carlo trials is set to 10000 and the significance level 1 is set at 5%. To examine the size of the IT-ICSS test, this study considers both unconditional and conditional data generating processes, which do not incorporate sudden change in variance. First, this study considers artificial data series, which do not have any conditional dependence and this includes the sequence of identical and independently distributed zero mean random numbers. Following Kumar and Maheswaran (2013) , the unconditional data series, which have been taken for analysis include the standard normal distribution N(0,1), the Student's t distribution with 5 degrees of freedom (mixture of the normal and the chi-squared distribution), the double exponential distribution (mixture of the normal and the exponential distribution), the gamma-mixture distribution (mixture of the normal and the chi-squared distribution), and the generalised error distribution (with 1.3 degrees of freedom). To simulate the YZ estimator using unconditional data series, it is required to first simulate the RS estimator separately. This involves generating (xi, bi, ci) using Gaussian random walk with initial (open) price being zero. It is also necessary to account for opening jumps in the simulation. Since, for each simulation, the initial value is taken as zero for a Gaussian random walk, the opening jumps will involve variance of natural logarithm of xi−1. The value of k has been calculated using equation (6) for varying sample size as suggested by Yang and Zhang (2000) . For standard normal distribution, (xi, bi, ci) has been used directly to estimate the YZ estimator. Following Kumar and Maheswaran (2013) , this study also makes use of mixture of distributions to generate random series for the Student's t distribution and the Gamma distribution. Suppose Y~χ
Similarly, the (xi
) can be generated for Gamma distribution from a random walk of n steps, which is a direct Gamma mixture of the Gaussian distribution and is given by:
For the case of double exponential random walk, we first generate Z~Exp(1). The random walk of n steps, which is subjected to double exponential distribution, (xi e , bi e , ci e ), can be generated from (xi, bi, ci) by using the following transformation.
In addition, in the case of the GED distribution, we generate i.i.d. random walk for the GED distribution (1.3 degree of freedom) to estimate YZ estimator. Table 1 presents the size of the IT-ICSS test for the YZ estimator and the demeaned squared returns (εt 2 ) at 95% level of confidence. Results indicate that the IT-ICSS algorithm provides appropriate rejection ratios (size) for the YZ estimator for samples under consideration. The results for the YZ estimator are slightly oversized for a few cases; however, these over rejections are still very near to 5% (for example, for Student's t distribution, the results are slightly greater than 5% and go up to 9.5% for a sample size of 208). On the other hand, the size of the IT-ICSS test for the εt 2 is appropriate only for the Gaussian distribution. For all other distributions, the results are severely oversized. Overall, the results indicate that the IT-ICSS algorithm works well with the YZ estimator for unconditional data generating processes; however, it performs worse for the εt 2 for various data generating processes. 1 We also perform similar analysis at 10% and 1% levels of significance. The results at 10% and 1% levels of significance provide similar inference as we obtain at 5% level of significance. Results for 10% and 1% levels of significance will be made available upon request. To test size properties of the IT-ICSS test for data series having conditional dependence, this study makes use of the GARCH (1,1), the stochastic volatility (SV) and the FIGARCH(1,d,1) models with innovations from the Gaussian distribution, the Student's t distribution and the GED. The following models are considered to evaluate the size properties of the IT-ICSS test for εt 
where ν ε
. It is to be noted that for all the three models, this study examines of size of the IT-ICSS test for three cases of ut. The ut~iid N(0,1) for innovations from the standard normal distribution, ut~iid t(ν) for innovations from the standardised Student's t distribution with ν = 5 degrees of freedom (to account for finite fourth moment in the data series) and ut iid GED(η) for innovations from the standardised GED distribution with η = 1.3 degrees of freedom 2 (to account for thicker tail of the distribution).
On the other hand, to evaluate the size properties of the YZ estimator for conditional data series, this study generates random walk from respective distributions, that is, the normal distribution, the Student's t distribution and the GED distribution. This can help us to take out (xt, bt, ct 
Here, to preserve the joint distribution of maximum and minimum of the random walk, bt* and ct* are computed as follows: Table 2 reports the size of the IT-ICSS test for the YZ estimator and the εt 2 for different sample at 5% level of significance for the GARCH(1,1) conditional data generating process with the normal distribution, the Student's t distribution and the GED distribution.
It can be seen that when the underlying distribution is normal, the results indicate desirable size properties of the IT-ICSS test for both volatility proxies. However, when the underlying distribution is Student's t, the εt 2 is severely oversized for all possible values of β. On the other hand, the YZ estimator exhibits desirable size properties up to β = 0.4 for all samples under consideration. For β = 0.5, the results are oversized for sample of size 832. For β ≥ 0.6, the rejection frequency is greater than conventional level of significance (5%) for all samples. However, the size of the IT-ICSS test is still near the conventional level of significance for the YZ estimator than the εt 2 . Overall for Student's t distribution, the YZ estimator provides a more desirable size than εt 2 for all values of β. For the GED distribution, the YZ estimator exhibits desirable size properties for all cases. On the flipside, the εt 2 exhibit desirable size up to β = 0.6 (except for sample size of 832, the size value is 0.08 for β = 0.6). For β ≥ 0.6, the results are substantially oversized. Overall, for the GARCH(1,1) model, the rejection frequency related to the IT-ICSS test is much better for the YZ estimator for different underlying distributions than the rejection frequencies obtained using εt 2 . Table 3 presents the size of the IT-ICSS test for the stochastic volatility model with the innovations from the Gaussian, the Student's t and the GED distributions for both the variance estimators for varying sample sizes at 95% level of confidence. It can be seen that the rejection frequencies of the IT-ICSS test for the YZ estimator is properly sized for all cases. However, the results for the IT-ICSS test for εt 2 exhibit severely oversized behaviour for all the cases under consideration. Here also, the results indicate that the YZ estimator exhibits desirable size characteristics for the SV model with different underlying distributions. Table 4 reports the rejection frequencies of the IT-ICSS test for the FIGARCH(1,d,1) model for both the volatility proxies. It can be seen that the results are severely oversized for all the cases for both the volatility estimators. However, if the results of the YZ estimator are compared with the results of the εt 2 , it can be seen that the YZ estimator exhibits a less oversized behaviour than the εt 2 . This indicates that the IT-ICSS test does not account for long memory in the volatility. However, for most of the data generating processes considered in this study, the size of the IT-ICSS test Tables 5 to 7 report the power of the IT-ICSS test, for both the volatility estimators with data generating processes from the i.i.d. standard normal, the GARCH(1,1) model and the SV model, when breaks are incorporated at 50th percentile, 25th percentile and 75th percentile of the series for varying sample sizes at 95% confidence level. To generate εt 2 , we first generate the sample for a given data generating process (i.i.d. standard normal, GARCH(1,1) (equation (10)) and SV (equation (11))). Based on the xth percentile (50th, 25th and 75th) analysis, we keep the first half of sample as it is and change the standard deviation of the second half of the sample by multiplying by a factor (1 + λ), where λ indicates the percentage change in the volatility of the series. On the other hand, to generate the YZ estimator, we first generate the pure Gaussian random walk to take out (x, b, c) . This (x, b, c) is directly used to find YZ estimator for the case of i.i.d. standard normal distribution. Moreover, we use equations (13) and (14) to generate the YZ estimator for the GARCH(1,1) and the stochastic volatility (SV) data generating process. Here also, we change the standard deviation of the second half of the sample by multiplying it by (1 + λ). Table 5 reports the power of the IT-ICSS test when a sudden change in volatility is incorporated at 50th percentile of the series from the i.i.d. standard normal, the GARCH(1,1) model (with ω = 0.1, α = 0.1 and β = 0.6) and the stochastic volatility model (with δ = 0.6) at 95% level of confidence for both the variance estimators. The results indicate desirable power properties of the IT-ICSS test for both volatility estimators. However, the power properties are better for YZ estimator when a sudden change of more than 100% is incorporated in volatility for all data generating processes under consideration.
Tables 6 and 7 report the power of the IT-ICSS test when a sudden change in volatility estimators is incorporated at the 25th and 75th percentile of the series from various data generating processes. For the i.i.d. standard normal DGP (for both 25th and 75th percentile cases), the YZ estimator exhibits better power for a sample of size of 832 when there is a sudden change in volatility by 30% (or more). Here also, the power properties are better for the YZ estimator when a sudden break of greater than 100% is incorporated in volatility for samples of different sizes. For the GARCH and the SV model, the results find higher power for the YZ estimator for sample sizes 832, 416, 208 and 104 when there is a sudden change in volatility by 50%, 100%, 150% and 200%, respectively. This indicates that as sample size increases, the YZ estimator provides better power for the IT-ICSS algorithm. Overall, the power properties of the YZ estimator and the εt 2 are comparable; however, the YZ estimator provides more desirable power properties than the εt FIGARCH(1,d,1 ) model. Table 5 Power of the test when there is a change in a variance at 50th percentile of the series. 
Empirical application
It is clear from the Monte Carlo simulation experiments that the YZ estimator performs better than the demeaned squared returns in detecting changes in unconditional volatility when applied with the IT-ICSS test. Now, to examine how the YZ estimator performs on data against the demeaned squared returns in detecting sudden changes in volatility, daily data of three widely traded exchange rates-USD/Euro, USD/ Japanese Yen and USD/GBP-is used. All data have been obtained from the Bloomberg database. The period of study for USD/Euro is from April 1999 to February 2013 , and for USD/Japanese Yen and USD/GBP it is from January 1989 to February 2013 (6301 observations each). The sample period for each exchange rate starts from the date when the open, high, low, and close prices are available. Fig. 1 reports the volatility regimes associated with the YZ estimator (left column) and the demeaned squared returns (right column) based on the IT-ICSS algorithm. Table 8 reports the break points detected in the YZ estimator using the IT-ICSS algorithm (also see left column of Fig. 1 ). Six break points are detected in the USD/Euro and the USD/GBP exchange rates and eight break points are detected in the USD/Japanese yen exchange rates. This indicates the presence of (n + 1) distinct volatility regimes in the time series of the YZ estimator, where n represents the number of break points in the unconditional variance. The time points of the sudden breaks in the YZ estimator series of the exchange rates are associated with various macroeconomic events. In September 1992, under the impact of speculative currency trades related to pounds, the British government withdrew the pound from the European Exchange Rate Mechanism as the British government was not able to keep the value of a pound above the agreed upon lower limit. This incident, known as Black Wednesday, impacted trade in pounds till the end of 1993. The impact of the Mexican peso crisis in 1994-1995 was not limited to Mexico alone, but also impacted the US dollar exchange rates relative to various other exchange rates, which can be seen in USD/Japanese yen exchange rates. The impact of the Asian financial crisis, which hit many Asian markets such as Thailand, Indonesia, South Korea, Philippines, and other Asian countries, also adversely impacted the USD/Japanese yen exchange rates. In 1997-98, the devaluation of the Russian ruble relative to the US dollar also impacted other US dollar exchange rates. Under the impact of the dot-com bubble by the end of 1999, many markets around the globe experienced sudden changes in volatility, which also affected the volatility of various exchange rates during the period of 2000. In addition, the dot-com bubble burst adversely impacted the major Asian markets which also affected the Japanese yen exchange rates. The terrorist attack of 11 September 2001 in the US affected the global markets severely and resulted in the collapse of major global markets, thereby affecting the US dollar exchange rates. The higher volatility experienced by all US dollar exchanges rates during the period of 2007-09 can be related to the impact of the global financial crisis, which initiated a period of recession in all major markets. In addition, the sudden changes in the volatility of exchange rates during the period 2009-12 are affected by the impact of crises in various European economies. Table 9 presents the sudden changes detected in the demeaned square return based on the IT-ICSS algorithm (also see right column of Fig. 1 ). It can be seen that many breaks detected in the demeaned square return by the IT-ICSS algorithm are spurious in nature. In addition, the IT-ICSS test detects more number of breaks in demeaned squared returns than the YZ estimator. Seven break points are detected in the USD/Euro exchange rates, fifteen break points in the USD/ Japanese Yen exchange rates and eight break points are detected in the USD/GBP exchange rates. It can be seen that many breaks cannot be related to macroeconomic events and hence are deemed spurious. These findings are in line with the findings from Monte Carlo simulation experiments where it has been shown that the IT-ICSS test exhibit superior size and power properties with the YZ estimator in comparison to the demeaned squared returns. These findings are also supported by the findings of Schwert (1989) and Kumar and Maheswaran (2013) , which say that volatility breaks detected in volatility based on close to close returns may be difficult to relate to macroeconomic events. Hence, in this context, this study proposes the use the YZ estimator based on multi-period open, high, low, and close prices for volatility estimation.
Conclusion
This paper examines the performance of the multiple period drift-independent Yang and Zhang (2000) volatility estimator, the YZ estimator and the demeaned squared returns in detecting sudden breaks in volatility using the IT-ICSS algorithm by means of Monte Carlo simulation experiments. Using data generating processes from sequence of i.i.d. random numbers (the Gaussian, the Student's t, the double exponential, the gamma-mixture and the generalised error distributions), the generalised autoregressive conditional heteroskedasticity model, the stochastic volatility model and the fractionally integrated GARCH model, this study assesses the size and power properties of the YZ estimator and the demeaned squared returns. The findings from Monte Carlo simulation experiments indicate that the YZ estimator exhibits outstanding size and power characteristics when used with the IT-ICSS algorithm. However, the demeaned squared return exhibits oversized behaviour and severe size distortion for most of the data generating processes taken for simulation experiments. This indicates that the IT-ICSS algorithm can detect appropriate sudden breaks in the YZ estimator; however, the sudden breaks detected in the demeaned squared returns may be spurious. To confirm the findings of simulation experiments, this study applies the IT-ICSS algorithm on the YZ estimator and the demeaned squared returns of the USD/Euro, the USD/Japanese yen and the USD/GBP exchange rates to detect sudden changes in the respective volatility proxies. The empirical findings indicate that most of the sudden breaks detected in the YZ estimator can be related to major macroeconomic events. On the other hand, the IT-ICSS algorithm detects too many breaks in the demeaned squared returns, and most of the detected breaks cannot be related to any macroeconomic events and are probably spurious.
