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Kapitel 1
Einleitung
Die Robotik steht als Sinnbild sowohl fu¨r mehr Wirtschaftlichkeit in der Fertigung von
Industriegu¨tern als auch fu¨r neue technische Assistenz- und Servicesysteme. Sie gilt
als eine Schlu¨sseltechnologie ku¨nftiger intelligenter Produkte. Aktuelle Entwicklungen
zielen unter anderem auf die kooperative Aufgabenausfu¨hrung von Mensch und Maschine
sowie die Automatisierung von Dienstleistungen unterschiedlichster Art mit Hilfe von
Servicerobotern ab.
Als Serviceroboter definiert die International Federation of Robotics und die United
Nations Economic Commission for Europe ein teilweise oder vo¨llig autonom handelndes
technisches System, das Menschen oder Anlagen Dienste leistet, die deren Wohlergehen
dienen; ausgenommen sind Roboter, die in der Produktion eingesetzt werden [Ko¨n06,
Uni05].
Im professionellen Bereich sollen Serviceroboter bevorzugt dort zum Einsatz kommen,
wo es fu¨r Menschen zu langweilig, zu unangenehm oder zu gefa¨hrlich ist. Zu den mo¨gli-
chen Aufgaben za¨hlen beispielsweise U¨berwachungs-, Auslieferungs- [Lon99, TGVG01]
und Reinigungsdienste [Zec02, EFL98] (Abb. 1.1 links) sowie die Aufkla¨rung verfalle-
ner Minen oder einsturzgefa¨hrdeter Geba¨ude nach einem Erdbeben [WSC05, NSL+04,
FMH+03] (Abb. 1.1 mittig). Potentielle Anwendungen fu¨r Serviceroboter entstehen aber
auch im privaten Bereich, vor allem in Aufgabenfeldern, in denen es an menschlichen
Personal mangelt. Durch die zunehmende U¨beralterung der Gesellschaft stehen vielen
pflegebedu¨rftigen Menschen immer weniger Menschen gegenu¨ber, die Pflegedienste u¨ber-
nehmen. Eine mo¨gliche Anwendung ist daher die Unterstu¨tzung a¨lterer und behinderter
Personen bei der Fortbewegung und Erledigung ta¨glicher Hausarbeiten in ihren privaten
Wohnungen [SHHT04, GB03, MPR+02] (Abb. 1.1 rechts). Das verspricht eine Entlas-
tung des zusta¨ndigen Pflegepersonals und ein Zugewinn an perso¨nlicher Unabha¨ngigkeit
fu¨r die betroffenen Personen.
Wa¨hrend Serviceroboter im professionellen Bereich auf eine bestimmte Aufgabe spezia-
lisiert sind, mu¨ssen Serviceroboter fu¨r den Privathaushalt flexibel einsetzbar sein, da
die Aufgaben im Haushalt vielfa¨ltig sind, und es o¨konomisch nicht vertretbar ist, fu¨r
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Abbildung 1.1: Beispiele fu¨r mobile Serviceroboter. Links: Reinigungsroboter ST82R der
Firma Siemens [Zec02, EFL98]. Mitte: Erkundungsroboter Groundhog
der Universita¨t Pittsburgh [FMH+03]. Rechts: Assistenzroboter Care-O-
Bot II des Fraunhofer Instituts fu¨r Produktionstechnik und Automatisie-
rung [SHHT04].
jede Aufgabe einen spezialisierten Roboter anzuschaffen. Daher ist das erkla¨rte For-
schungsziel die Entwicklung eines Serviceroboters, der mehrere Aufgaben u¨bernehmen
kann [GB03, Nof99, SS98, LDH98]. Serviceroboter dieser Art werden in der Literatur
als perso¨nliche Assistenzroboter bezeichnet.
Damit perso¨nliche Assistenzroboter ihre Aufgaben erfu¨llen ko¨nnen, mu¨ssen sie mobil
sein und in menschlichen Alltagsumgebungen sicher navigieren, Gegensta¨nde in dieser
Umgebung manipulieren und mit Menschen interagieren, die nicht auf den Umgang mit
Robotern geschult sind.
Navigation, Manipulation und Interaktion sind Gegenstand vieler Forschungsprojekte.
Großprojekte an der Universita¨t Karlsruhe, am Fraunhofer Institut fu¨r Produktions-
technik und Automatisierung in Stuttgart oder am Deutschen Zentrum fu¨r Luft- und
Raumfahrt widmen sich ausfu¨hrlich den Manipulationsaufgaben unter Beru¨cksichtigung
der Interaktion des Roboters mit Menschen [DZ06, SHHT04, HOB+04]. Großprojekte,
die sich der Navigation widmen, existieren u. a. an der Universita¨t Freiburg, der Stanford
University, der Carnegie Mellon University und am Fraunhofer Institut fu¨r Autonome
Intelligente Systeme [TBF05, FMH+03, NSL+04]. Die Navigation erfuhr große Aufmerk-
samkeit durch die von der DARPA1 organisierte Grand Challenge [Eve05, DAR05],
allerdings stand dort die vollsta¨ndig autonome Navigation unter Ausschluss jeglicher
Interaktionen zwischen Mensch und Maschine im Vordergrund. Die vorliegende Arbeit
betrachtet die Navigation unter Beru¨cksichtigung dieser Mensch-Maschine-Interaktion,
was andersartige Lo¨sungen erfordert.
Die technisch zuverla¨ssigsten Lo¨sungen der Navigationsaufgabe sehen eine Pra¨parati-
on der Einsatzumgebung des Roboters vor, um ihm den Weg zu weisen, beispielsweise
mittels Induktionsschleifen im Boden. Nach diesem Prinzip navigieren u. a. autonome
1Defense Advanced Research Project Agency
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Transportsysteme in der Fertigung und Logistik. Lo¨sungen, die sich von dieser Restrik-
tion lo¨sen, basieren auf Karten der Einsatzumgebung, die ihr geometrisches und visu-
elles Erscheinungsbild maßstabsgetreu wiedergeben. Roboter ko¨nnen sich innerhalb der
kartografierten Umgebung frei bewegen und darin koordinatenbasiert navigieren, d. h.
sie ko¨nnen von ihrer aktuellen Position zu einer vorgegebenen Raumkoordinate fah-
ren und dabei Hindernissen ausweichen [DK02]. Darauf aufbauende Ansa¨tze erlauben
die autonome Erstellung und Aktualisierung der Karten bei gleichzeitiger Navigation
[TBF05, Thr02]. Dieser Ansatz ist z. B. fu¨r Erkundungsroboter notwendig.
Allen genannten Lo¨sungen fu¨r die Navigation ist gemeinsam, dass die Roboter lediglich
zwischen befahrbaren und nicht befahrbaren Bereichen unterscheiden und anhand von
Koordinaten navigieren. Diese Ansa¨tze reichen aus, wenn die Aufgabe des Roboters in
der vollsta¨ndig autonomen Abarbeitung vorgegebener Routen in bekannten Umgebun-
gen und der Erkundung unbekannter Umgebungen unter Aufsicht erfahrener menschli-
cher Operateure besteht.
Fu¨r einen perso¨nlichen Assistenzroboter reicht diese Art zu navigieren nicht aus. Das
liegt im Wesentlichen an den menschlichen Operateuren, die im Vergleich zu Opera-
teuren fu¨r professionelle Roboter nicht auf den Umgang mit Robotern geschult sind,
aber trotzdem intensiver mit ihnen interagieren mu¨ssen. Um die Interaktion intuitiv zu
gestalten, beno¨tigt der Roboter ein Modell seiner Umgebung, das dem mentalen Um-
gebungsmodell des Menschen a¨hnlich ist. Bei der Navigation orientiert sich der Mensch
an funktionalen Gegensta¨nden, d. h. er wu¨rde einem Roboter Befehle erteilen wie
”
Brin-
ge mir das Glas, das auf dem Tisch vor mir steht.“ Um diese Aufgabe durchzufu¨hren,
muss der Roboter sich bei der Fortbewegung an den genannten Gegensta¨nden orien-
tieren ko¨nnen, was als funktionale Navigation bezeichnet wird [DK02]. Diese erfordert
somit eine sehr viel differenziertere Wahrnehmung der Umgebung als lediglich eine Un-
terscheidung zwischen befahrbaren und nicht befahrbaren Bereich, wie es bei der koor-
dinatenbasierten Navigation der Fall ist.
Trotz des erreichten technisch-wissenschaftlichen Stands ist die maschinelle Wahrneh-
mung in realen menschlichen Alltagsumgebungen noch nicht ausreichend vorhanden
[Reu05, RBL03, DK02, Thr02]. Die Schwierigkeiten resultieren u. a. aus der Imperfektion
der eingesetzten Sensoren zur Erfassung der Umwelt, aber vor allem aus der Komplexita¨t
und Dynamik realer Alltagsumgebungen. Die Komplexita¨t einer Umgebung repra¨sen-
tiert die Menge an unterschiedlichen, funktional identischen Gebrauchsgegensta¨nden
und Raumstrukturen, die dort anzutreffen sind, sowie den Variantenreichtum an Er-
scheinungsformen, die jeder einzelne Gegenstand und jede einzelne Raumstruktur besit-
zen kann. Stu¨hle und Tische gibt es beispielsweise in unza¨hligen Formen und Farben, sie
erfu¨llen aber immer dieselbe Funktion. Gleiches gilt fu¨r Wa¨nde und Tu¨ren. Die Dynamik
beschreibt die A¨nderung einer Umgebung mit der Zeit. Gegensta¨nde und Raumstruk-
turen ko¨nnen ihr Erscheinungsbild und ihre Position innerhalb der Umgebung a¨ndern
oder ganz aus ihr verschwinden. Neue, unbekannte Gegensta¨nde ko¨nnen hinzukommen.
Weiterhin ist mit Personen zu rechnen, die sich in der Umgebung fortbewegen.
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Aufgrund der Schwierigkeiten bei der Wahrnehmung ist die funktionale Navigation bis-
her nur sehr eingeschra¨nkt mo¨glich. Die meisten Ansa¨tze versuchen, funktionale Ge-
gensta¨nde auf Raumkoordinaten abzubilden, um dann die koordinatenbasierte Navi-
gation zu nutzen. Diese Ansa¨tze arbeiten jedoch nur in kartografierten und statischen
Umgebungen zufriedenstellend. Um alltagstauglich zu sein, sollte die funktionale Navi-
gation im Idealfall in wechselnden, dynamischen Alltagsumgebungen ohne den Einsatz
spezieller Infrastruktur ad hoc funkionieren.
Somit besteht Bedarf nach einer maschinellen Wahrnehmung, die den Anforderungen
fu¨r die funktionale Navigation in wechselnden, dynamischen Alltagsumgebungen genu¨gt.
Gegenstand der vorliegenden Arbeit ist daher die Konzeption und prototypische Reali-
sierung eines Konzepts fu¨r die Wahrnehmung. Dabei besteht die Absicht, das Kon-
zept so zu gestalten, dass es sich auch fu¨r Manipulationsaufgaben eignet, da bei der
Manipulation ebenfalls eine differenzierte Wahrnehmung der Umgebung notwendig ist
[DZ06, Hil04]. Allerdings wird sich die prototypische Realisierung und Evaluierung aus-
schließlich auf die Navigation beschra¨nken.
1.1 Wahrnehmung mobiler Roboter in Innenra¨um-
en
Um autonom operieren zu ko¨nnen, mu¨ssen Roboter ihre Einsatzumgebung wahrnehmen
ko¨nnen. Die dafu¨r beno¨tigen Daten liefern Sensoren. Diese Sensordaten repra¨sentieren in
Innenraumumgebungen Messungen von physikalischen Eigenschaften des Raums in der
unmittelbaren Umgebung des Roboters. Dabei haben sich Farbbilder und Punktdistanz-
messungen bewa¨hrt. Farbbilder erfassen visuelle Merkmale des Raumes, wohingegen die
Punktdistanzmessungen Ru¨ckschlu¨sse auf die Raumgeometrie erlauben. Zur Erfassung
dieser Daten eignen sich u. a. Videokameras, Laserscanner oder Ultraschallsensoren.
Auf Basis der Sensordaten alleine lassen sich keine Entscheidungen fu¨r zielgerichtete
Handlungen treffen. Vielmehr muss aus ihnen eine roboterinterne Repra¨sentation der
Umwelt abgeleitet werden, die im Kontext der vom Roboter zu erfu¨llenden Aufgabe zu
deren Lo¨sung beitra¨gt. Dies ist das Ziel der maschinellen Wahrnehmung (Abb. 1.2). Um
dieses Ziel erreichen zu ko¨nnen, ist zusa¨tzliches Wissen u¨ber die Umwelt und die fu¨r
die Wahrnehmung notwendigen Systemeigenschaften des Roboters selbst erforderlich.
Dieses Wissen unterteilt sich in deklaratives und prozedurales Wissen.
Das deklarative Wissen wird in Abb. 1.2 durch das Modellwissen repra¨sentiert und steht
dem Roboter a priori , d. h. vor Ausfu¨hrung jeglicher Aufgaben, zur Verfu¨gung. Das
Modellwissen besteht aus einem Sensor- und einem Umweltmodell. Das Sensormodell
beschreibt die bereits erwa¨hnten Systemeigenschaften des Roboters, die fu¨r die Wahr-
nehmung erforderlich sind. Dazu za¨hlen die Abbildungseigenschaften der verwendeten
Sensoren, ihre ra¨umliche Anordnung zueinander und zum Roboter sowie ihr Rauschver-
halten. Das Sensormodell ist somit ausschließlich vom Aufbau des Roboters abha¨ngig.
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Abbildung 1.2: Allgemeine Aufgabe der Wahrnehmung fu¨r einen Roboter und dafu¨r not-
wendiges Wissen.
Dagegen wird der Inhalt des Umweltmodells vom Aufgabenkontext bestimmt. Das Um-
weltmodell entha¨lt erga¨nzendes Wissen u¨ber alle Strukturen und Gegensta¨nde der Um-
welt, die im Aufgabenkontext erforderlich sind, und ermo¨glicht erst den U¨bergang von
den gemessenen physikalischen Eigenschaften des Raums auf die Bedeutung der im
Raum enthaltenen Strukturen und Gegensta¨nden, sofern diese im Umweltmodell ko-
diert sind. Die Durchfu¨hrung dieses U¨berganges obliegt dem prozeduralen Wissen. Es
beschreibt, wie die Sensordaten und das Modellwissen zu verarbeiten sind, um den Um-
weltzustand zu erzeugen. Dazu za¨hlen die zu verwendenen Verarbeitungsmethoden sowie
ihre Ausfu¨hrungsreihenfolge. Der Umweltzustand stellt die roboterinterne Repra¨sentati-
on der Umwelt dar, wobei der Roboter selbst Bestandteil dieser Umwelt ist. Er beschreibt
den Ist-Zustand sowie die Historie und wird in die Planung und Ausfu¨hrung aller Hand-
lungen des Roboters einbezogen. Der Umfang sowie die Art, wie der Umweltzustand
kodiert ist, ha¨ngt wiederum vom Aufgabenkontext ab.
Im Kontext von Navigationsaufgaben muss der Umweltzustand die Position und Ori-
entierung des Roboters in Relation zu dem gegebenen Umweltmodell enthalten. Dabei
lassen sich drei Ansa¨tze anhand des verwendeten Umweltmodells und des dazugeho¨rigen
prozeduralen Wissens unterscheiden [DK02]:
• Kartenbasierte Navigation: Das Umweltmodell ist eine Karte der Umgebung, in
der der Roboter navigieren soll.
• Kartenerstellende Navigation: Roboter, die nach diesem Ansatz funktionieren, er-
stellen mit Hilfe ihrer Sensoren eigene Karten der Umgebung, um sie anschließend
fu¨r die Navigation zu nutzen. Ein Umweltmodell existiert hier a priori nicht.
• Objektbasierte Navigation: Das Umweltmodell stellt eine Sammlung von Objekten
dar, die der Roboter erkennen kann. Bei Beobachtung eines dieser Objekte gene-
riert er Bewegungen, um das erkannte Objekt zu verfolgen oder ihm auszuweichen.
Die folgenden Abschnitte stellen die drei Ansa¨tze genauer vor.
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1.1.1 Kartenbasierte Navigation
Der traditionelle Lo¨sungsansatz fu¨r die Navigationsaufgabe besteht in der Bereitstellung
einer Karte als Umweltmodell. Die Aufgabe der Wahrnehmung besteht darin, die Posi-
tion und Orientierung des Roboters innerhalb dieser Karte zu bestimmen. Die Lo¨sung
erfolgt nach Borenstein et al. [BEL96] in drei aufeinanderfolgenden Arbeitsschritten: De-
tektion von Landmarken, Abgleich von Erwartung und Beobachtung und Berechnung
von Position und Orientierung. Die drei Schritte sind in Abb. 1.3 grau hinterlegt.
Detektionvon
Landmarken
Abgleich von
Beobachtung und
Erwartung
Berechnung von
Position und
Orientierung
Wahrnehmung
Modellwissen


Sensormodell
Karte
Umweltzustand


Position
Orientierung
Farbbild,
Punktdistanz-
messungen
Abbildung 1.3: Ablauf der Wahrnehmung bei der kartenbasierten Navigation nach [BEL96].
Das Farbbild und die Punkdistanzmessungen dienen im ersten Schritt als Grundlage fu¨r
die Detektion von Landmarken , wobei Landmarken als auffa¨llige Umgebungsmerkmale
definiert sind. Die Extraktion von Landmarken konzentriert sich hauptsa¨chlich auf die
Bilddaten, da sie mehr Informationen enthalten als die Punktdistanzmessungen. Letztere
erreichen den zweiten Arbeitsschritt ungefiltert. Tab. 1.1 benennt einige Beispiele fu¨r
die Anwendung von Landmarken mit entsprechenden Referenzen.
Im zweiten Schritt erfolgt der Abgleich der Beobachtungen mit der a priori gegebenen
Karte. Dazu mu¨ssen die detektierten Landmarken mit aus der Karte extrahierten Land-
marken verglichen werden. Eine notwendige Voraussetzung an die Karte ist daher, dass
sie die geometrischen und visuellen Eigenschaften des Raumes maßstabsgetreu abbil-
det. Dafu¨r eignen sich unterschiedliche Kartentypen. Der bekannteste Kartentyp ist die
Belegtheitsgitterkarte [ME85] . Sie stellt einen zweidimensionalen Grundriss der Umge-
bung dar, der in quadratische Zellen fester Seitenla¨nge quantisiert ist. Jede Zelle gibt an,
ob sie ein Teil der begrenzenden Raumgeometrie oder frei befahrbar ist. Im ersten Fall
sind zusa¨tzliche Informationen u¨ber die lokalen Landmarken des Raumes mit der Zelle
verknu¨pft. Ein weiterer Kartentyp sind Objektkarten, die die Umgebung dreidimensio-
nal abbilden, beispielsweise in CAD-Modellen. Geometrische und visuelle Eigenschaften
sind hier in einem ganzheitlichen Raummodell kodiert. Der Abgleich bezieht neben der
Karte das Sensormodell mit ein und erfolgt mit Hilfe von probabilistischen Algorithmen,
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Tabelle 1.1: Beispiele fu¨r Landmarken fu¨r die Navigation mobiler Roboter, wie sie
in der Literatur zu finden sind. Mehrfachnennungen von Referenzen sind
mo¨glich, da sich ein Roboter nicht nur auf eine Art von Landmarken
verlassen muss.
Landmarken Literaturbeispiele
Linien [LQD01, SVVS99, TC99, AT99, NRT97]
Texturen [LM00, DM98, Bal98, ZC98]
Fluchtpunkte [SVVS99]
Rechtecke [HLD03]
Bilder [WBB05, UN00, HK99]
Farbverteilungen [UN00]
Luminanzverteilung [Zim96]
wie beispielsweise der Monte Carlo Lokalisation [FBDT99, DBFT99].
Gelingt der Abgleich, ist die Bestimmung von Position und Orientierung des Roboters
in Relation zur Karte im dritten Schritt durch Triangulation mo¨glich.
Dieser Ansatz erlaubt einem Serviceroboter – ohne zusa¨tzlich in die Karte eingebrach-
tes Wissen – eine Unterscheidung von befahrbaren und nicht befahrbaren Bereich sowie
eine koordinatenbasierte Navigation in vollsta¨ndig kartografierten, quasi statischen Um-
gebungen.
Die letzte Einschra¨nkung ist dadurch bedingt, dass durch die alleinige Verwendung von
Landmarken die Dynamik einer Umgebung lediglich als systematisches Rauschen be-
trachtet werden kann. Aufgrund der Umgebungsdynamik ko¨nnen wa¨hrend der Naviga-
tion Objekte erscheinen, die nicht in der Karte verzeichnet sind. Diese ko¨nnen einerseits
Landmarken in der Umgebung verdecken, die in der Karte eingetragen sind und anderer-
seits Landmarken erzeugen, die nicht vorhanden sein du¨rften. Weiterhin ist es mo¨glich,
dass Objekte, deren Landmarken in der Karte verzeichnet sind, ihre Position a¨ndern
und somit die Karte verfa¨lschen, da Karten nur statische Umgebungen modellieren.
Als Beispiel stelle man sich einen Roboter vor einer geschlossenen Tu¨r vor, die in der
Karte als geo¨ffnet modelliert ist. Diese Beobachtung kann aufgrund der detektierten
Landmarken zwei Erkla¨rungen haben: Die Tu¨r wurde geschlossen oder der Roboter ist
nicht an der Stelle, an der er zu sein glaubt. Um Unsicherheiten dieser Art zu handha-
ben, kommen die probabilistischen Algorithmen im zweiten Arbeitsschritt zum Einsatz.
Allerdings versagen diese, sobald das Rauschen aufgrund der Dynamik zu groß wird.
Daher darf sich die kartografierte Umgebung zeitlich nur minimal a¨ndern, d. h. sie muss
quasi statisch sein.
Wird zusa¨tzliches Wissen in die Karte eingebracht, beispielsweise durch manuelle An-
notationen, die Raumstrukturen und Objekte in der Karte explizit benennen, la¨sst sich
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eine funktionale Navigation in der kartografierten Umgebung realisieren. Das zusa¨tzliche
Wissen ermo¨glicht dem Roboter, die Raumstrukturen und Objekte auf Zielkoordinaten
abzubilden und anschließend dorthin zu fahren. Nach diesem Ansatz navigieren bei-
spielsweise Serviceroboter, die in Superma¨rkten den Fußboden reinigen [Zec02, EFL98],
in Krankenha¨usern Mahlzeiten, Medikamente und Bettbezu¨ge verteilen [Lon99], Be-
sucher durch Museen begleiten und ihnen die Exponate erla¨utern [TBB+00], Kunden
in Bauma¨rkten beraten und zu Artikeln fu¨hren [GBKW00] oder Post innerhalb von
Geba¨uden verteilen [TGVG01].
Die Abbildung von benannten Raumstrukturen und Objekten auf Zielkoordinaten funk-
tioniert nur solange fehlerfrei wie sich ihre Positionen nicht a¨ndern, d. h. die Einschra¨n-
kung auf quasi statische Umgebungen gilt weiterhin. Durch die Vorgabe der Karte als
fester Bestandteil des a priori Wissens ist es dem Roboter nicht mo¨glich, die Karte
automatisch an die Dynamik der Umgebung anzupassen. Selbst bei einer mo¨glichen An-
passung wa¨re diese auf die Aktualisierung der visuellen und geometrischen Eigenschaften
beschra¨nkt. Die manuell hinzugefu¨gten Annotationen wu¨rden nicht automatisch ange-
passt, da mit Hilfe von Landmarken keine Objekterkennung mo¨glich ist und somit neben
der Dynamik auch die Komplexita¨t von Alltagsumgebungen nicht ausreichend erfassbar
ist.
Somit ist dieser Ansatz nicht geeignet, die in dieser Arbeit geforderte funktionale Navi-
gation in wechselnden, dynamischen Alltagsumgebungen zu realisieren.
1.1.2 Kartenerstellende Navigation
Eine kartenerstellende Navigation ist notwendig, wenn Roboter unbekannte Umgebun-
gen erkunden oder bestehende Karten akualisieren sollen. Letztere Funktion ist wichtig,
wenn man sich von der Einschra¨nkung der quasi-statischen Umgebung lo¨sen mo¨chte,
der die kartenbasierte Navigation unterliegt.
Bei der Kartenerstellung steht ein Roboter vor dem Problem, eine Karte von einer un-
bekannten Umgebung zu erstellen und gleichzeitig seine Position in Relation zu der
noch unvollsta¨ndigen Karte zu bestimmen. Diese Problematik ist unter den Begriffen
Simultaneous Localization And Mapping (SLAM) oder Concurrent Mapping and Locali-
zation (CML) bekannt, denn beide Teilaufgaben sind nur gemeinsam lo¨sbar. Das Schema
fu¨r die Wahrnehmung ist in Abb. 1.4 dargestellt. Fu¨r die Lo¨sung des SLAM-Problems
kommen probabilistische Algorithmen zum Einsatz, die ausschließlich die Punktdistanz-
messungen verwerten. Die Farbbilder dienen lediglich der nachtra¨glichen Texturierung
der erstellten Karte. Eine ausfu¨hrliche U¨bersicht u¨ber ga¨ngige Methoden findet sich in
[TBF05, Thr02]. Das Ergebnis ist eine Belegtheitsgitterkarte oder Objektkarte, die das
geometrische und visuelle Erscheinungsbild der kartografierten Umgebung wiedergibt.
Wie bei der kartenbasierten Navigation ist dieser Ansatz koordinatenbasiert. Auch hier
kann der Roboter lediglich seine Position und Orientierung in Relation zu der Karte be-
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Abbildung 1.4: Ablauf der Wahrnehmung bei der kartenerstellenden Navigation. Das SLAM-
Problem ist nur geschlossen innerhalb eines Algorithmus lo¨sbar.
stimmen und zwischen befahrbaren und nicht befahrbaren Regionen unterscheiden. Da
die Karte aber nicht als a priori Wissen abgelegt ist, sondern Teil des Umweltzustands
ist, kann der Roboter sie sta¨ndig aktualisieren. Das erlaubt die Erfassung der Umge-
bungsdynamik. Bestehende Lo¨sungen integrieren die Umgebungsdynamik als zusa¨tzli-
chen stochastischen Prozess in die probabilistischen Algorithmen fu¨r das SLAM-Problem
[HTBT03, WS03, Thr02]. Das erlaubt allerdings lediglich die Beru¨cksichtigung von Dy-
namiken, die bestimmten Gesetzma¨ßigkeiten folgen, beispielsweise der Brown’schen Be-
wegung [Nel01].
Fu¨r Roboter, deren einzige Aufgabe es ist, Karten von fu¨r Menschen unzuga¨ngliche
oder gefa¨hrliche Umgebungen zu erstellen, reicht dieser Ansatz aus. Exemplarisch sei-
en an dieser Stelle Erkundungsroboter fu¨r den Einsatz in verlassenen Minen genannt
[WSC05, NSL+04, FMH+03], die zwei- und dreidimensionale Karten der erkundeten
Minen erstellen ko¨nnen.
Fu¨r eine funktionale Navigation ist dieser Ansatz nicht geeignet. Die Roboter erfassen
wie bei der kartenbasierten Navigation lediglich die Geometrie und das Aussehen ihrer
Einsatzumgebung, was die Komplexita¨t einer Umgebung nicht ausreichend beschreibt.
Daher mu¨sste die Karte fu¨r eine funktionale Navigation – analog zur kartenbasierten
Navigation – nach ihrer vollsta¨ndigen Erfassung manuell annotiert und anschließend
mitsamt der Annotationen vom Roboter an die Umgebungsdynamik angepasst werden.
Die Erfassung der Dynamik beschra¨nkt sich bislang aber auf wenige Spezialfa¨lle und
erlaubt lediglich eine Aktualisierung der in der Karte enthaltenen geometrischen und
visuellen Umgebungsinformationen.
1.1.3 Objektbasierte Navigation
Bei der objektbasierten Navigation orientieren sich Roboter am Erscheinungsbild be-
kannter Objekte im Erfassungsbereich ihrer Sensoren und fu¨hren Bewegungen in Rela-
9
1 Einleitung
tion zu diesen Objekten durch. Unbekannte Objekte erscheinen als Hindernisse, denen
ausgewichen werden muss. Die Wahrnehmung hat bei der objektbasierten Navigation
die Aufgabe, bekannte Objekte zu erkennen und diese in Relation zur Position und
Orientierung des Roboters zu setzen (Abb. 1.5). Dabei eliminiert die Vorverarbeitung
Vorverarbeitung Deskriptor-
extraktion
Klassifikation
und Analyse
Wahrnehmung
Modellwissen


Sensormodell
Objekt-
deskriptoren
Umweltzustand



Position
Orientierung
Objekte
Farbbild,
Punktdistanz-
messungen
Abbildung 1.5: Ablauf der Wahrnehmung bei der objektbasierten Navigation.
Informationen aus dem Farbbild, die fu¨r die spa¨tere Erkennung irrelevant sind. Aus den
verbliebenen Bilddaten werden Deskriptoren extrahiert, die beispielsweise Form, Farbe
und Textur von bekannten Objekten beschreiben. Die Klassifikationsstufe vergleicht die
aus dem Farbbild gewonnenen Deskriptoren mit den im Umweltmodell gespeicherten
Deskriptoren, was Ru¨ckschlu¨sse auf bekannte Objekte im Bild erlaubt. Sind Objekte
vorhanden und erkannt, bestimmt die Analyse mit Hilfe der Punktdistanzmessungen
die Position und Orientierung der erkannten Objekte relativ zum Roboter.
Die objektbasierte Navigation ist funktional, solange sich bekannte Objekte im sichtba-
ren Bereich des Roboters befinden und funktioniert in beliebigen Umgebungen, solange
die Objekte, die der Roboter erkennen kann, dort vorhanden sind. Allerdings ko¨nnen
Roboter nur ziellos durch die Umgebung fahren und dabei Hindernissen ausweichen,
wenn kein bekanntes Objekt in ihrem Sichtbereich ist. Die Ursache dafu¨r ist die nicht
ausreichende Beru¨cksichtigung der Umgebungskomplexita¨t durch mangelndes Wissen.
Die Roboter erkennen nur sehr wenige Objekte anhand ihres a¨ußeren Erscheinungsbil-
des. Wie diese Objekte in Bezug zueinander stehen, welche Bedeutung sie haben und wie
sie sich in die Umgebung eingliedern, ist ihnen unbekannt. Der Ansatz ist somit prin-
zipiell fu¨r eine funktionale Navigation geeignet, das Umweltmodell muss aber sehr viel
mehr Wissen enthalten, als existierende Lo¨sungen verwenden, was auch eine komplexere
Verarbeitung nach sich zieht.
Auf der objektbasierten Navigation beruhen alle zur Zeit kommerziell erha¨ltlichen Ro-
boter, die ausschließlich fu¨r Unterhaltungszwecke gedacht sind und vor allem von japa-
nischen Unternehmen produziert und vermarktet werden [Fuj03, San02, NEC01]. Der
bekannteste Vertreter ist Sonys Roboterhund Aibo [Son05], der mittels objektbasierter
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Navigation mit pinkfarbenen Ba¨llen und Knochen spielen kann. Bei diesen Robotern
sind die Imperfektionen bei der Navigation wu¨nschenswert. Die Besitzer sind gefordert,
ihren Robotern aktiv zu helfen, sich zurecht zu finden. Das erweckt in vielen Fa¨llen
eine emotionale Beziehung zu den Robotern. Eine Studie weist sogar therapeutische
Wirkungen bei a¨lteren Menschen nach, die mit solchen Robotern spielen [WSST03].
1.2 Motivation und Aufgabenstellung
Um eine funktionale Navigation in wechselnden, dynamischen Innenraumumgebungen
zu realisieren, reicht es nicht aus, wenn Roboter lediglich die visuellen und geometrischen
Eigenschaften des Raums oder einzelne Objekte erfassen ko¨nnen. Sie mu¨ssen vielmehr
in der Lage sein, eine semantische Beschreibung von wesentlichen Teilen der Umgebung
zu erzeugen, d. h. ihnen unabha¨ngig von ihrem Erscheinungsbild einen Sinn und eine Be-
deutung zuzuweisen. Dafu¨r mu¨ssen sie Raumstrukturen wie Boden, Wa¨nde, Decken und
Tu¨ren erkennen, diese in Beziehung zueinander setzen und von anderen Gegensta¨nden
separieren. Letztere ko¨nnen vorla¨ufig der Kategorie Hindernis zugeordnet werden. Die
Raumstrukturen bilden die statischen Grenzen fu¨r die Orientierung, wa¨hrend Hinder-
nisse dynamische Komponenten darstellen. Im Anschluss an die Separation mu¨ssen die
Roboter ihre Position relativ zu den erkannten Raumstrukturen und Hindernissen be-
stimmen. In einem weiteren Schritt ko¨nnen erkannte Hindernisse genauer untersucht
werden, um detailliertere Objektkategorien zu bestimmen, z. B. um Tische, Stu¨hle und
Personen unterscheiden zu ko¨nnen.
Bislang existiert in der Literatur noch kein System fu¨r die Navigation, das diesen An-
forderungen gerecht wird. Existierende Systeme suchen in einer Szene lediglich selektiv
nach bestimmten Objektkategorien ohne Beachtung ihrer Relationen. Dabei erkennt
keines der folgenden Systeme mehr als zwei Kategorien. Das System Messie [SG94]
kann beispielsweise die Kategorien Stuhl und Tisch auseinanderhalten. Kim und Ne-
vatia [KN98, KN99] entwickelten ein System zur Erkennung der Kategorien Tu¨r und
Tisch, wa¨hrend sich Rous et al. [RLK05] der Unterscheidung der Kategorien Boden und
Tu¨r in beliebigen Umgebungen widmeten. Die Arbeit von Anguelov et al. [AKPT04]
beschreibt ein System fu¨r die Erkennung von Tu¨ren und Wa¨nden.
Das Ziel der Arbeit ist daher die Konzeption eines technischen Systems fu¨r die Naviga-
tion, die Boden, Wa¨nde, Decken, Tu¨ren sowie Hindernisse unterscheidet, die Relationen
der erkannten Kategorien zum Roboter bestimmt und zusa¨tzlich eine leichte Integrati-
on weiterer Analysen erlaubt. Eine Integration neuen Wissens und weiterer Analysen
erlaubt von den oben genannten Arbeiten nur Messie.
Als Motivation dient die Leistungsfa¨higkeit des Menschen, der im Vergleich zu Robotern
mit der Komplexita¨t und Dynamik von Alltagsumgebungen sehr gut zurecht kommt.
Abbildung 1.6 zeigt drei typische Innenraumszenen, wie sie in flura¨hnlichen Umgebungen
anzutreffen sind. Ohne große Schwierigkeiten ko¨nnen menschliche Beobachter in den drei
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Abbildung 1.6: Ansichten von verschiedenen Innenra¨umen. Der Mensch ist in der Lage,
durch Kategorisierung gemeinsame Strukturen wie Bo¨den und Wa¨nde in
den Bildern zu finden. Dabei spielt die visuelle und geometrische Erschei-
nung keine Rolle.
Szenen gemeinsame Strukturen wie Bo¨den und Wa¨nde erkennen, obwohl alle Ra¨ume ein
unterschiedliches visuelles und geometrisches Erscheinungsbild besitzen. Es stellt sich die
Frage, wie der Mensch zu dieser Leistung fa¨hig ist.
Eine pra¨zise Antwort auf diese Frage la¨sst sich nur finden, wenn es gelingt, die Kognition
des Menschen bei der Wahrnehmung zu verstehen. Auf einzelne kognitive Fa¨higkeiten
la¨sst sich jedoch nur indirekt mittels psychologischer Versuchsreihen schließen. Werden
die Ergebnisse verschiedener Versuchsreihen zu unterschiedlichen Fa¨higkeiten zusam-
mengefasst, entsteht ein Modell der Wahrnehmung. Allerdings ist es bislang noch nicht
gelungen, ein allgemeingu¨ltiges Modell zu entwickeln, das alle bekannten Fa¨higkeiten
vereint. Aus technischer Sicht reicht jedoch ein Modell aus, das die Wahrnehmung auf
funktionaler Ebene beschreibt.
Das zum Zeitpunkt dieser Arbeit aktuellste Modell, das diese Anforderung erfu¨llt,
stammt von Palmer [Pal99]. Es ist eine Weiterentwicklung von Marrs Ideen [Mar82] und
in Abb. 1.7 dargestellt. Palmers Modell beinhaltet vier Stufen. Die bildbasierte Verar-
beitungsstufe detektiert im Retinaabbild einer beobachteten Szene einfache Merkmale.
Dazu za¨hlen u. a. Kanten, Ecken sowie homogen kolorierte und texturierte Bildregio-
nen. In der oberfla¨chenbasierten Verarbeitung erfolgt der U¨bergang von dem zweidi-
mensionalen Retinaabbild in eine dreidimensionale Repra¨sentation der im Bild sichtba-
ren Oberfa¨chen. Dabei werden Bildregionen, die zu Oberfla¨chen von realen Objekten
geho¨ren, zusammengefasst. Marr bezeichnet diese Stufe als 2.5-D Sketch, da noch keine
Retina-
abbild
Semantische
Szenen-
beschreibung
Objekt-
basierte
Verarbeitung
Oberflächen-
basierte
Verarbeitung
Kategorie-
basierte
Verarbeitung
Bildbasierte
Verarbeitung
Abbildung 1.7: Vierstufiges Modell der menschlichen visuellen Wahrnehmung nach Palmer
[Pal99].
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vollsta¨ndige, dreidimensionale Vorstellung u¨ber die im Bild enthaltenen Objekte exis-
tiert. Die dreidimensionale Vorstellung wird in der objektbasierten Verarbeitungsstufe
erzeugt. Hierbei erga¨nzt das Gehirn jede gefundene Objektoberfla¨che um nicht sichtbare
Anteile. Alle in der Szene sichtbaren Objekte werden somit zu vollsta¨ndigen 3D-Modellen
erweitert. Auf Basis der dreidimensionalen Vorstellung der Szene lassen sich die ra¨um-
lichen Relationen der einzelnen Objekte untereinander und zum Beobachter herleiten.
Die kategoriebasierte Verarbeitung erlaubt schließlich Ru¨ckschlu¨sse auf die funktiona-
le Bedeutung jedes einzelnen Objekts. Die Kategorisierung ermo¨glicht dem Menschen,
trotz des unterschiedlichen visuellen und geometrischen Erscheinungsbilds in allen drei
Szenen Flure mit Bo¨den und Wa¨nden zu erkennen [Pal99].
Neben den vier Verarbeitungsstufen ist auch die Art der Verarbeitung ein wesentlicher
Aspekt in Palmers Modell. Sie erfolgt nicht unidirektional, sondern bidirektional. Die
Ergebnisse einer Stufe sind vorla¨ufige Hypothesen, die durch Ru¨ckmeldungen nachfol-
gender Stufen verfiziert und verfeinert werden ko¨nnen. Dabei ist der Mensch in der Lage,
unbewusst sehr schnell viele Hypothesen zu testen. Das wird einerseits durch eine pa-
rallele Verarbeitung im Gehirn ermo¨glicht [Wec90], und andererseits durch das enorme
Vorwissen u¨ber die Umwelt, das der Mensch im Laufe seines Lebens erworben hat.
Der Vorgang von der Wahrnehmung des Bildes u¨ber die Objekterkennung und Katego-
risierung bis zur semantischen Beschreibung wird im Rahmen dieser Arbeit als Szenen-
analyse bezeichnet. Die Szenenanalyse ermo¨glicht dem Menschen den Umgang mit der
Komplexita¨t und Dynamik von Alltagsumgebungen und ist somit auch fu¨r die maschi-
nelle Wahrnehmung erstrebenswert.
Im Idealfall sollte die maschinelle Wahrnehmung unter gleichen Umweltbedingungen
a¨hnliche Leistungen erbringen wie ein menschlicher Beobachter. Daher wa¨re es sinnvoll,
die perzeptorischen und informatorischen Vorga¨nge im menschlichen Sehapparat nach-
zubilden. Bisherige Erkenntnisse sind aber fu¨r eine Nachbildung noch nicht ausreichend
[Gol97, Pal99]. Palmers Modell liefert beispielsweise lediglich eine funktionale Beschrei-
bung der Abla¨ufe bei der menschlichen Wahrnehmung, es sagt aber nichts daru¨ber aus,
wie die einzelnen Stufen innerhalb des Gehirns realisiert sind. Somit kann die technische
Realisierung einer Szenenanalyse nur eine pragmatische Lo¨sung im Rahmen der vorge-
gebenen Aufgabenstellung sein. Um die in dieser Arbeit vorliegende Aufgabenstellung
zu erfu¨llen, mu¨ssen der Umweltzustand, das Umweltmodell und das prozedurale Wissen
der zu realisierenden Szenenanalyse die folgenden vier Eigenschaften vorweisen:
• Der Umweltzustand muss die Objektkategorien Wand, Boden, Decke, Tu¨r und
Hindernis sowie ihre Relationen zur Roboterposition abbilden. Gleichzeitig sollte
es dem mentalen Modell des Menschen von der Umwelt a¨hnlich sein. Letzteres
spielt fu¨r eine intuitive Interaktion zwischen Mensch und Roboter eine bedeutende
Rolle, weil es eine Kommunikation auf einer gemeinsamen Ebene gewa¨hrleistet.
• Das Umweltmodell muss allgemein gu¨ltiges Wissen u¨ber die genannten Objektka-
tegorien in einer fu¨r Digitalrechner geeigneten Repra¨sentationsform enthalten.Eine
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Aufteilung des Wissens auf unterschiedliche Abstraktionsstufen ist hier zweckma¨-
ßig.
• Das prozedurale Wissen muss die aufgezeichneten Sensordaten mit Hilfe des Mo-
dellwissens auf die genannten Objektkategorien unabha¨ngig von ihrem visuellen
und geometrischen Erscheinungsbild u¨berfu¨hren ko¨nnen und eine semantische Be-
schreibung der Szene in Abha¨ngigkeit des Beobachtungsstandpunkts erzeugen.
Auch hierbei ist eine Aufteilung der Datenverarbeitung auf unterschiedliche Ab-
straktionsstufen sinnvoll. Bei der Verarbeitung sind Unsicherheiten zu beru¨cksich-
tigen, die aus dem Sensorrauschen sowie der Unvollsta¨ndigkeit des Umweltmodells
resultieren ko¨nnen, denn kein Umweltmodell wird in der Lage sein, eine Alltags-
umgebung vollsta¨ndig abzubilden.
• Die Repra¨sentationsform fu¨r das Umweltmodell und das prozedurale Wissen muss
eine leichte Erweiterung des Wissensumfangs gestatten, um die Szenenanalyse an
ho¨here Anforderungen anpassen zu ko¨nnen.
1.3 Ansatz fu¨r die Analyse von Innenraumszenen
Betrachtet man das Modell von Palmer als Blockschaltbild eines technischen Systems,
so stellt es einen guten Lo¨sungsansatz fu¨r die Szenenanalyse dar. Es bietet eine Auftei-
lung der Verarbeitung auf vier funktionale Stufen und erlaubt durch die bidirektionale
Kommunikation zwischen den Stufen, Unsicherheiten aufgrund unvollsta¨ndiger oder ver-
rauschter Daten zu beru¨cksichtigen. Dass sich Palmers Modell praktisch anwenden la¨sst
und damit neuartige Problemlo¨sungen mo¨glich sind, hat bereits Alvarado [Alv04] in sei-
ner Arbeit gezeigt. Darin wird ein System zur interaktiven, videobasierten Objektsuche
vorgestellt, das auch im Falle mehrerer sich u¨berlappender Objekte hohe Erkennungs-
leistungen erzielt. Das System beruht auf der Umsetzung der ersten drei Stufen von
Palmers Modell.
In der vorliegenden Arbeit dient das vollsta¨ndige Modell von Palmer als Lo¨sungsansatz.
Es soll auf den Digitalrechner u¨bertragen werden, wie es in Abb. 1.8 dargestellt ist.
Das Modellwissen muss dafu¨r unterschiedlich abstrahiertes Wissen auf den vier Stu-
fen fu¨r alle zu erkennenden Objektkategorien zur Verfu¨gung stellen. Dabei du¨rfen die
Zusammenha¨nge zwischen einzelnen Stufen und Objektkategorien nicht verloren gehen.
Dies erfordert eine symbolische und assoziative Darstellung des Wissens. Eine mo¨gliche
Repra¨sentationsform dafu¨r stellt das semantische Netz [Qui68] dar.
Fu¨r die einzelnen Stufen mu¨ssen weiterhin Methoden fu¨r jede zu erkennende Objektka-
tegorie entwickelt werden, die das Modellwissen verarbeiten und Hypothesen aus nach-
folgenden Stufen beru¨cksichtigen.
Durch den durch das Modell von Palmer implizierten bidirektionalen Datenfluss ist kei-
ne eindeutige chronologische Reihenfolge der Verarbeitungsstufen vorgegeben. Fu¨r eine
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Abbildung 1.8: Schematische Darstellung der Analyse visueller Szenen basierend auf dem
Modell von Palmer.
zielgerichtete Verarbeitung muss der Ablauf jedoch genau definiert sein. Dies erfordert
eine globale Steuerung, die dafu¨r sorgt, dass zu jedem Zeitpunkt genau eine Verarbei-
tungsstufe aktiv ist. Nach der Beendigung einer Stufe muss die Steuerung entscheiden,
ob die na¨chst ho¨here Stufe oder die na¨chst niedrigere Stufe aktiviert wird. Ersteres
entspricht einer datengetriebenen Verarbeitung, letzteres einer modellgetriebenen Ver-
arbeitung. Um diese Entscheidungen treffen zu ko¨nnen, muss jede Stufe ihre Ergebnisse
bewerten. In die Bewertung mu¨ssen die Unsicherheiten eingehen, was z. B. mit Hilfe von
Fuzzy-Sets [Zim90] realisierbar ist. Die kategoriebasierte Verarbeitung bewertet letztlich
die im Umweltzustand abgelegte semantische Beschreibung.
Der Umweltzustand muss die semantische Beschreibung der wahrgenommenen Sze-
ne enthalten. Sie erfolgt zweigeteilt auf Bildebene und semantischer Ebene, wie es in
Abb. 1.9 und Abb. 1.10 anhand eines manuell erstellten Beispiels angedeutet ist. Auf
Abbildung 1.9: Ideales Analyseergebnis auf Bildebene. Links: Originalszene. Rechts: Maske
zur Unterscheidung der erkannten Objekte Wand, Boden, Tu¨r und Hindernis
(manuell erstellt).
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Abbildung 1.10: Ideales Analyseergebnis auf semantischer Ebene. Dargestellt ist das zu
Abb. 1.9 korrespondierende semantische Netz, das die ra¨umlichen Rela-
tionen der detektierten Objekte zum Beobachter (Kamera) wiedergibt.
Bildebene resultiert eine Maske fu¨r das in den Sensordaten enthaltene Farbbild, die jeden
einzelnen Bildpunkt zu erkannten Objekten zuordnet. Zu der Maske korrespondiert die
Beschreibung auf semantischer Ebene. Sie entha¨lt die erkannten Objekte einschließlich
ihrer Relationen zum Beobachter der Szene, in Abb. 1.10 dargestellt durch die Kamera.
Eine fu¨r Menschen intuitive und fu¨r Rechner geeignete Darstellungsform ist wiederum
ein semantisches Netz.
1.4 Zielsetzung und Gliederung
Das Ziel dieser Arbeit ist die Entwicklung einer Szenenanalyse fu¨r Navigationsaufgaben
mobiler Roboter in menschlichen Alltagsumgebungen. Gegenu¨ber bestehenden Ansa¨tzen
fu¨r die Wahrnehmung im Rahmen von Navigationsaufgaben wird eine semantische Be-
schreibung der Szene unabha¨ngig von ihrem geometrischen und visuellen Erscheinungs-
bild angestrebt. Dafu¨r muss im Vergleich zu bestehenden Ansa¨tzen mehr a priori Wissen
auf unterschiedlichen Abstraktionsebenen zur Verfu¨gung gestellt und verarbeitet wer-
den. Die Teilziele dieser Arbeit lauten im Einzelnen:
• Adaptation des Modells der visuellen Wahrnehmung des Menschen nach Palmer
an die Anforderungen von Digitalrechnern.
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• Entwicklung einer auf semantischen Netzen beruhenden, gemeinsamen und er-
weiterbaren Repra¨sentationsform fu¨r das Modellwissen, den Umweltzustand und
das fu¨r die Verarbeitung notwendige prozedurale Wissen.
• Integration des Wissens in das adaptierte Modell und Entwicklung einer Steuerung
fu¨r die kombinierte daten- und modellgetriebene Verarbeitung.
• Realisierung einer Szenenanalyse nach dem erarbeiteten Konzept fu¨r die Erken-
nung von Bo¨den, Decken, Wa¨nden, Tu¨ren und Hindernissen unabha¨ngig vom Er-
scheinungsbild in flur- und bu¨roa¨hnlichen Umgebungen.
• Untersuchung der Ergebnisqualita¨t des entwickelten Systems in Abha¨ngigkeit zu-
nehmender Unsicherheiten anhand von Szenen aus der virtuellen Realita¨t und
realen Innenra¨umen.
Die Realisierung des prototypischen Szenenanalysesystems erfolgt im Rahmen dieser
Arbeit unter zwei Randbedingungen:
• Als Sensor kommt aus pragmatischen Gru¨nden, wie Kosten und Einbaugro¨ße,
ausschließlich ein Stereokamerasystem zum Einsatz. Roboter dieser Art stehen
immer in direkter Konkurrenz zur menschlichen Arbeitskraft. Wenn sie teurer sind
als die Lohnkosten eines Menschen, der die gleiche Aufgabe erfu¨llt, werden sich
Roboter nicht durchsetzen [Bra05]. Kostenintensiv ist bei einem Roboter vor allem
die Hardware und hier speziell die Sensortechnik fu¨r die Erfassung der Umwelt.
• Die Ablaufgeschwindigkeit der Szenenanalyse wird vernachla¨ssigt. Aufgrund der
zu verarbeitenden Wissens- und Datenmenge ist keine Echtzeitfa¨higkeit der Sze-
nenanalyse zu erwarten, zumindest dann nicht, wenn sie auf einem Singlecore-
Prozessor ausgefu¨hrt wird, wie es in dieser Arbeit vorgesehen ist. Angestrebt ist
eine Analyse im Bereich von 10–30 Sekunden. Die Verfu¨gbarkeit von Multicore-
Prozessoren ist aber bereits in Reichweite, sodass eine echtzeitfa¨hige Szenenanalyse
bei entsprechender Parallelisierung der Verarbeitung in naher Zukunft realisierbar
sein wird.
Die Erfu¨llung der genannten Teilziele ist in den na¨chsten sechs Kapiteln dokumentiert.
Das Kapitel 2 bietet eine allgemeine Einfu¨hrung in die Thematik der Analyse visueller
Szenen, die fu¨r das Versta¨ndnis des Stands der Technik notwendig ist. Dieser ist in Ka-
pitel 3 dokumentiert und dient der Begru¨ndung des Konzeptes fu¨r das in dieser Arbeit
pra¨sentierte System fu¨r die Szenenanalyse. Kapitel 4 beschreibt das Konzept mit dem
zu Grunde liegenden Rahmenmodell fu¨r die Szenenanalyse, sowie die Repra¨sentation
des a priori Wissens und seiner Verarbeitung auf unterschiedlichen Abstraktionsebenen.
Kapitel 5 stellt die Realisierung des Konzepts fu¨r das oben beschriebende Szenario vor.
Es beschreibt das verwendete Modellwissen und das fu¨r die Verarbeitung notwendige
prozedurale Wissen im Detail. Kapitel 6 dokumentiert die Evaluierung des in Kapitel 5
beschrieben Systems. Die Evaluierung erfolgt anhand von Stereobildpaaren, die in rea-
len und virtuellen Innenraumumgebungen aufgezeichnet wurden. Den Abschluss dieser
Arbeit bildet das Kapitel 7 mit einer Zusammenfassung und einem Ausblick.
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Kapitel 2
Analyse visueller Szenen
Dieses Kapitel behandelt die Grundlagen der Szenenanalyse. Dazu wird in Abschnitt 2.1
zuna¨chst definiert, was in dieser Arbeit unter dem Begriff Szenenanalyse zu verstehen ist.
Abschnitt 2.2 beschreibt die Aufgaben eines Szenenanalysesystems, bevor Abschnitt 2.3
eine Taxonomie von Szenenanalysesystemen vorstellt, die grundlegende Anforderungen
verdeutlicht und Begriffe kla¨rt, die fu¨r das Versta¨ndnis der weiteren Arbeit wichtig
sind. Abschließend gibt Abschnitt 2.4 einen Einblick in die Bewertungskriterien fu¨r
Szenenanalysesysteme.
2.1 Definition der Szenenanalyse
Die reale Welt besteht aus dreidimensionalen, physikalischen Ko¨rpern, die in einer ra¨um-
lichen Beziehung zueinander stehen. Die Oberfla¨chen der Ko¨rper absorbieren, reflektie-
ren, transmittieren und emittieren Licht und andere elektromagnetische Strahlung.
Definition 1 (Szene) Eine Szene ist ein zeitlich-ra¨umlicher Ausschnitt der Realwelt
und umfasst die Gesamtheit aller physikalischen Ko¨rper, die sich in diesem Ausschnitt
befinden.
Mit Hilfe von bildgebenden Sensoren kann die von den in der Szene befindlichen Ko¨r-
peroberfla¨chen ausgehende Strahlung erfasst werden. Aufgrund ihrer geometrischen und
radiometrischen Abbildungseigenschaften wandeln die Sensoren die Strahlung eines be-
grenzten spektralen Bereiches in ein zweidimensionales Szenenabbild um.
Definition 2 (Szenenabbild) Ein Szenenabbild ist eine, von einem bildgebenden Sen-
sor erzeugte, zweidimensionale Momentaufnahme einer Szene, die von der Sensorposi-
tion und dem Aufnahmezeitpunkt abha¨ngt. Es repra¨sentiert die vom Sensor erfasste
Strahlung in einem begrenzten spektralen Bereich.
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Allen Sensoren ist gemeinsam, dass sie ausschließlich physikalische Eigenschaften der
Szene abbilden. Damit ein technisches System zielorientiert agieren kann, muss es die von
den Sensoren erzeugten Szenenabbilder deuten, um zu einer semantischen Beschreibung
der Szene zu gelangen, die der Lo¨sung der aktuellen Aufgabe dient.
Definition 3 (Semantische Szenenbeschreibung) Eine semantische Szenenbe-
schreibung ist eine Abbildung der Szene, die Ru¨ckschlu¨sse auf die Objektkategorien
und Funktionen der in der Szene befindlichen aufgabenrelevanten Ko¨rper sowie ihrer
ra¨umlichen Relationen zum Beobachter erlaubt.
Die semantische Szenenbeschreibung dient im Allgemeinen der Beantwortung der Frage
”
wo was ist“ – frei nach David Marr [Mar82]. Wie bereits in Kap. 1 dargelegt, wird fu¨r
die Erzeugung der semantischen Beschreibung sowohl deklaratives als auch prozedurales
Wissen beno¨tigt. Die Anwendung dieses Wissens auf Szenenabbilder mit dem Ziel der
Erzeugung der semantischen Szenenbeschreibung ist die Aufgabe der Szenenanalyse.
Definition 4 (Szenenanalyse) Eine Szenenanalyse ist die Anwendung von deklarati-
ven und prozeduralen Wissen auf Szenenabbilder mit dem Ziel, eine semantische Sze-
nenbeschreibung der abgebildeten Szene zu erzeugen, die im Kontext einer Aufgabe zu
deren Lo¨sung beitra¨gt.
Die hier verwendete Definition des Begriffs Szenenanalyse ist an den von Palmer [Pal99]
postulierten Zweck der menschlichen visuellen Perzeption angelehnt. Diese versorgt den
Menschen mit Wissen u¨ber die Funktionen und ra¨umlichen Relationen der Ko¨rper, die
sich in der wahrgenommenen Szene befinden. Die Wahrnehmung der Funktion ist da-
bei kontextabha¨ngig. Ein Glas ist beispielsweise prima¨r dafu¨r gedacht, um daraus zu
trinken. Es kann aber auch die Funktion einer Gießkanne erfu¨llen, wenn die Aufgabe
darin besteht, Blumen zu gießen. Aus technischer Sicht ist die in der Definition 4 ein-
gefu¨hrte Kontextabha¨ngigkeit sinnvoll, da es wegen seiner begrenzten Resourcen noch
nicht mo¨glich ist, einem technischen System beliebig viel a priori Wissen zur Verfu¨gung
zu stellen. Daher sind existierende Szenenanalysesysteme immer auf fest vorgegebene
Aufgabenkontexte angewiesen.
Andere Autoren definieren den Begriff Szenenanalyse als Synonym fu¨r die Kategorisie-
rung von Szenenabbildern [VS04a, VS04b, Vog04, LL02]. Hierbei wird ein Farbbild einer
Szene anhand von Bildmerkmalen analysiert und auf Basis des Analyseergebnisses einer
Kategorie zugeordnet. Damit lassen sich beispielsweise Bilder von Tieren, Menschen oder
Landschaften unterscheiden. Eine wichtige Anwendung ist die inhaltsbasierte Bildsuche
in großen Datenbesta¨nden. Sie hat zum Ziel, Bilddatenbanken anhand von vorgegebe-
nen semantischen Beschreibungen zu durchsuchen und Bilder zuru¨ckzuliefern, auf die
die semantische Beschreibung am ehesten zutrifft. Arbeiten, die auf dieser Definition der
Szenenanalyse beruhen, werden nicht weiter betrachtet.
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2.2 Aufgaben der Szenenanalyse
Die U¨berfu¨hrung von Szenenabbildern in eine semantische Szenenbeschreibung ent-
spricht einem Abstraktionsprozess von gemessenen physikalischen Eigenschaften zu
funktionalen Bedeutungen der abgebildeten Szenenko¨rper unter einem gegebenen Auf-
gabenkontext. Die beiden Aufgaben der Szenenanalyse sind die Wissensverarbeitung,
die diesen Abstraktionsprozess durchfu¨hrt, und die Behandlung von Unsicherheiten, die
wa¨hrend dieses Prozesses auftreten ko¨nnen (Abb. 2.1). Unsicherheiten in der Wissens-
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Abbildung 2.1: Schematische Darstellung eines Systems fu¨r die Szenenanalyse unter einem
gegebenen Aufgabenkontext.
verarbeitung sind vor allem auf die Unvollsta¨ndigkeit des Modellwissens zuru¨ckzufu¨hren.
Es entha¨lt lediglich soviel Wissen, wie fu¨r den gegebenen Aufgabenkontext notwendig
ist. Weitere Quellen der Unsicherheit sind unsicheres Wissen u¨ber den Szenenaufbau
und die Bildqualita¨t der Szenenabbilder. Alle genannten Unsicherheiten werden im Ab-
schnitt 2.3 genauer betrachtet.
Der Aufgabenkontext beeinflusst die Komplexita¨t der Wissensverarbeitung und den
Umfang der Maßnahmen, die fu¨r die Behandlung der Unsicherheiten notwendig sind.
Die Komplexita¨t der Wissensverarbeitung ha¨ngt von der Anzahl der zu erkennenden
Objektkategorien ab, die Maßnahmen fu¨r die Behandlung der Unsicherheiten von den
Restriktionen in Bezug auf den Szenenaufbau und den Eigenschaften der Szenenabbilder,
die im Rahmen des Aufgabenkontextes erlaubt sind (Abb. 2.2).
Je mehr Objektkategorien zu erkennen sind, desto mehr Wissen muss in die Szenenana-
lyse einfließen, da fu¨r jede Objektkategorie entsprechendes a priori Wissen zur Verfu¨gung
gestellt werden muss. Als Quellen fu¨r das a priori Wissen dienen die Eigenschaften der
Szenenabbilder und der Szenenaufbau. Das Wissen u¨ber die Eigenschaften der Szenenab-
bilder ist im Sensormodell und Wissen u¨ber den Szenenaufbau im Umweltmodell kodiert.
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Abbildung 2.2: Kriterien fu¨r die Szenenanalyse, die durch den Aufgabenkontext festgelegt
werden.
Je mehr a priori Wissen zu verarbeiten ist, desto komplexer wird die Wissensverarbei-
tung. Eine Unterteilung einer Innenraumszene in die beiden Kategorien befahrbarer und
nicht befahrbarer Bereich ist nach Kap. 1 offensichtlich leichter zu realisieren als eine
Unterteilung der gleichen Szene in Boden, Wa¨nde, Tu¨ren, Decke und Hindernis.
Je mehr Restriktionen (z. B. konstante Beleuchtung, kein Autreten von Sto¨robjekten,
etc.) bezu¨glich der Eigenschaften der Szenenabbilder und des Szenenaufbaus gemacht
werden ko¨nnen, desto einfacher ist die Behandlung von Unsicherheiten. Der Idealfall
stellt eine vollsta¨ndig kontrollierte Umgebung dar, in der keine Unsicherheiten auftreten.
Diese sind jedoch lediglich in industriellen Anwendungen realisierbar. In Alltagsumge-
bungen sind Restriktionen schwer zu formulieren und ko¨nnen die Alltagstauglichkeit der
Szenenanalyse stark einschra¨nken.
Art und Umfang des Wissens u¨ber die Eigenschaften der Szenenabbilder und den Sze-
nenaufbau beeinflussen die Umsetzung der Wissensverarbeitung und die Mo¨glichkeiten
zur Behandlung der Unsicherheiten. Daher werden diese vier Kriterien in der folgenden
Taxonomie detaillierter betrachtet.
2.3 Taxonomie von Szenenanalysesystemen
Vier Kriterien bilden die Taxonomie von Szenenanalysesystemen: Die Eigenschaften der
Szenenabbilder, der Szenenaufbau, die Wissensverarbeitung und die Behandlung von
Unsicherheiten (Abb. 2.3).
Szenenanalyse
Szenenaufbau
Eigenschaften von
Szenenabbildern
Behandlung von
Unsicherheiten
Wissensverarbeitung
Abbildung 2.3: Taxonomie von Szenenanalysesystemen.
22
2.3 Taxonomie von Szenenanalysesystemen
2.3.1 Eigenschaften von Szenenabbildern
Die Eigenschaften von Szenenabbildern bestimmen die zur Verfu¨gung stehenden phy-
sikalischen Informationen u¨ber die Szene. Sensoren basieren auf Akquisitionstechniken,
die unterschiedliche physikalische Prinzipien nutzen, um die Szenenabbilder zu erzeugen.
Passive optische Kamerasysteme erfassen beispielsweise das von der Szene ausgehende
sichtbare Licht, was in einem Farbbild der Szene resultiert. Aktive Sensoren wie Laser-
scanner oder 3D-Kameras [HLR04] senden Licht einer bestimmten Wellenla¨nge aus und
empfangen dieses wieder. Die Messung der Laufzeit des Lichts vom Aussenden bis zum
Empfang erlaubt Ru¨ckschlu¨sse auf Distanzen zwischen Ko¨rperoberfla¨chenpunkten der
Szene und dem Sensor. Viele Punktdistanzmessungen werden in einer zweidimensionalen
Matrix zu einem Tiefenbild der Szene kombiniert.
Bei der Auswertung von Szenenabbildern ist die Bildqualita¨t zu beachten. Sie stellt eine
weitere Quelle fu¨r Unsicherheiten dar. Alle Sensoren unterliegen einem Rauschen, das
durch ihre physikalische Arbeitsweise bestimmt und allen erfassten Informationen u¨ber-
lagert ist. Optische Verzerrungen ko¨nnen Informationen am Rand des Szenenabbildes
zusa¨tzlich verfa¨lschen. Aktive Sensoren besitzen zudem eine beschra¨nkte Reichweite.
Die Szenenanalyse kann auf einer Einzelansicht oder Mehrfachansichten einer Szene
beruhen. Im letzteren Fall ko¨nnen die Szenenabbilder von unterschiedlichen Sensoren,
Positionen und Zeitpunkten stammen.
Die Verwendung unterschiedlicher Sensoren erlaubt die Nutzung verschiedener Quel-
len, die sich erga¨nzende und redundante Informationen u¨ber die Szene zur Verfu¨gung
stellen. Dies ermo¨glicht in vielen Fa¨llen erst eine zuverla¨ssige Unterscheidung aller zu er-
kennender Objektkategorien, denn selten lassen sich alle Objektkategorien anhand eines
physikalischen Merkmals trennen. Weiterhin kann der Einsatz unterschiedlicher Senso-
ren den Sichtbereich des Szenenanalysesystems erho¨hen, wenn z. B. ein Laserscanner
und ein Radarsensor zur Gewinnung von Tiefenbildern kombiniert werden.
Erga¨nzende Informationen u¨ber die Szene liefern auch Szenenabbilder, die von unter-
schiedlichen Positionen aufgenommen werden. Das ermo¨glicht die Beru¨cksichtigung von
Verdeckungen. Unter der Voraussetzung, dass sich Teile von Szenenabbildern von un-
terschiedlichen Aufnahmepositionen u¨berlagern und die ra¨umliche Anordnung der Sen-
soren zueinander sowie ihre Abbildungseigenschaften bekannt sind, ist die Gewinnung
von neuen Informationen durch Datenfusion mo¨glich. Abb. 2.4 zeigt eine Mo¨glichkeit
der Datenfusion mit Hilfe der Stereoskopie [KSK98]. Dabei wird ein Tiefenbild aus zwei
Grauwertbildern berechnet, die zeitgleich von leicht unterschiedlichen Positionen aufge-
nommen werden.
Unabha¨ngig vom Einsatz mehrerer Sensoren ist es mo¨glich, Bildsequenzen zu verwenden,
um Bewegungen von Ko¨rpern in der Szene zu erfassen. Abb. 2.5 fasst die Eigenschaften
von Szenenabbildern abschließend zusammen.
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Abbildung 2.4: Gewinnung von Tiefeninformationen aus zwei Ansichten einer Szene mit Hil-
fe der Stereoskopie [KSK98]. Links: Linkes Kamerabild. Mitte: Rechtes Ka-
merabild. Rechts: Tiefenbild projiziert ins linke Kamerabild. Tiefeninforma-
tionen existieren nur in den Bereichen, die in beiden Ansichten sichtbar sind.
Eigenschaftenvon Szenenabbildern
Akquisitionstechnik
Anzahl an Sensoren
Positionen
Bildsequenzen
Einzelansicht / Mehrfachansicht
Rauschen
Optische Verzerrungen
Begrenzte Reichweite
Bildqualität
Abbildung 2.5: Eigenschaften von Szenenabbildern, die bei der Realisierung eines Systems
fu¨r die Szenenanalyse zu beru¨cksichtigen sind.
2.3.2 Szenenaufbau
Das Umweltmodell entha¨lt Wissen u¨ber den Szenenaufbau, das sich aus dem Wissen
u¨ber typische Oberfla¨cheneigenschaften, ra¨umlichen Eigenschaften und Kompositionen
der zu erkennenden Objektkategorien sowie aus Kenntnissen u¨ber mo¨gliche Sto¨reinflu¨sse
zusammensetzt.
Zu den Oberfla¨cheneigenschaften von Objekten geho¨ren ihre Geometrie, Farbe, Textur,
Transparenz und Reflektivita¨t. Davon mu¨ssen diejenigen in das a priori Wissen ein-
fließen, die eine Unterscheidung von Objekten unterschiedlicher Kategorien und eine
Gruppierung von Objekten gleicher Kategorien ermo¨glichen. Die Auswahl dieser Ei-
genschaften ha¨ngt wiederum von den zu erkennenden Objektkategorien ab und erfolgt
anwendungsspezifisch. Wa¨nde sind beispielsweise hauptsa¨chlich durch eine ebene Geo-
metrie und große Bereiche mit uniformer Farbe und Textur gekennzeichnet, solange sie
nicht vollsta¨ndig mit Postern oder a¨hnlichen Wandschmuck beha¨ngt sind.
Neben den Oberfla¨cheneigenschaften erlauben auch ra¨umliche Eigenschaften von Ob-
jekten Ru¨ckschlu¨sse auf ihre Kategorie. Zu den ra¨umlichen Eigenschaften von Objekten
za¨hlen ihre Position und Bewegungen innerhalb der Szene, ihre Gro¨ße und ihre Anord-
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nung zueinander. In Innenra¨umen sind diese Eigeschaften beispielsweise durch Tradition
oder Gebrauchstauglichkeit begru¨ndet [Fis02]. Wa¨nde stehen senkrecht auf dem Boden.
Tu¨re sind in Wa¨nde eingelassen und haben eine an anthropometrischen Maßen ausge-
richtete Mindestho¨he und -breite. Zudem zeigen sie ein typisches Bewegungsmuster, das
durch einen rotatorischen Freiheitsgrad um die Hochachse gekennzeichnet ist.
Kompositionen unterschiedlicher Objekte ko¨nnen direkte und indirekte Hinweise auf das
Vorhandensein von Objektkategorien in der aufgenommenen Szene geben (Abb. 2.6).
Objekte einer Kategorie bestehen oftmals aus mehreren Teilen, beispielsweise besteht
Tischplatte
Tischbeine
Abbildung 2.6: Wissen u¨ber Kompositionen von Objekten fu¨r die Kategorisierung. Links:
Komposition der Kategorie Tisch aus Tischplatte und Tischbeinen. Rechts:
Wand mit angebrachten Postern. Siehe Text fu¨r weitere Erla¨uterungen.
ein Tisch aus einer Tischplatte und Tischbeinen. Die Detektion einer Tischplatte gibt
somit direkte Hinweise auf das Vorhandensein eines Tisches in der Szene. Bilder und
Poster geben hingegen indirekte Hinweise auf Wa¨nde, da diese im Regelfall an Wa¨nden
aufgeha¨ngt werden. Allerdings ist das Wissen u¨ber Kompositionen oftmals unsicher.
U¨ber die Anzahl von Tischbeinen kann beispielsweise keine sichere Aussage getroffen
werden. Ein Tisch besitzt im Normalfall vier Tischbeine, dreibeinige Tische sind aber
ebenfalls anzutreffen. Weiterhin mu¨ssen an Wa¨nden keine Bilder oder Poster ha¨ngen.
Die Szenenanalyse unterliegt Sto¨reinflu¨ssen, die durch den Szenenaufbau bedingt sind
und weitere Unsicherheiten in die Analyse einbringen. Dazu za¨hlen Beleuchtungsa¨nder-
ungen, das Auftreten von Sto¨robjekten und Verdeckungen. Beleuchtungsa¨nderungen
wirken sich auf das Erscheinungsbild von Ko¨rpern in der Szene aus. Beispielsweise
verfa¨lscht Schattenwurf die Farbdarstellung von Ko¨rperoberfla¨chen in Farbbildern. Zu
den Sto¨robjekten za¨hlen alle Ko¨rper der Szene, die im Aufgabenkontext irrelevant sind
und somit nicht erkannt werden mu¨ssen. Diese Objekte sind dem Szenenanalysesys-
tem daher a priori nicht bekannt. Verdeckungen erschweren letztlich die Detektion
von Ko¨rpern. Die Unterdru¨ckung aller Sto¨reinflu¨sse ist nur durch starke Restriktionen
mo¨glich, falls der Aufgabenkontext dieses zula¨sst. Bei einem Einsatz von Szenenanalyse-
systemen in Alltagsumgebungen mu¨ssen die Sto¨reinflu¨sse im Allgemeinen beru¨cksichtigt
werden. Abb. 2.7 fasst die genannten vier Kriterien zusammen, die den Szenenaufbau
beschreiben.
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Szenenaufbau
Position,Bewegung
relative / absolute Größe
relative Anordnung
Räumliche Eigenschaften
Beleuchtungsänderungen
Störobjekte
Verdeckungen
Störeinflüsse
Geometrie
Farbe, Textur
Transparenz, Reflektivität
Oberflächeneigenschaften
Kompositionen von Objekten
aus Komponenten
Abbildung 2.7: Vier Kriterien fu¨r die Beschreibung des Szenenaufbaus.
2.3.3 Wissensverarbeitung
UmWissen in einem Rechner verarbeiten zu ko¨nnen, muss es erst in eine Form u¨berfu¨hrt
werden, die dem Rechner einen Zugriff auf dieses Wissen ermo¨glicht. Dafu¨r ist zuna¨chst
die Repra¨sentations- und Kodierungsform des Wissens, sein Darstellungsformalismus
und die Anzahl an Abstraktionsstufen festzulegen, u¨ber die die U¨berfu¨hrung der Sze-
nenabbilder in die semantische Szenenbeschreibung erfolgt. Die Wahl einer Verarbei-
tungsstrategie legt schließlich fest, wie das Wissen zu verarbeiten ist. Abb. 2.8 fasst die
genannten Kriterien zusammen, die im Folgenden im Detail erla¨utert werden.
Wissensverarbeitung
datengetrieben
modellgetrieben
hybrid
Verarbeitungsstrategie
Prädikatenlogik
Frames
semantische Netze
Darstellungsformalismus
explizit
implizit
Wissensrepräsentation
Anzahl an Abstraktionsebenen
Wissenskodierung
Algorithmen
Parameter
Regeln
Fakten
Abbildung 2.8: Kriterien fu¨r die Wissensverarbeitung.
Wissensrepra¨sentation
Die Repra¨sentation von deklarativen und prozeduralen Wissen kann explizit oder im-
plizit erfolgen. Explizit repra¨sentiertes Wissen zeichnet sich dadurch aus, dass es von
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Menschen unmittelbar verstanden werden kann. Ein Fachbuch fu¨hrt Wissen beispiels-
weise explizit auf. Es la¨sst sich aufgrund der natu¨rlich-sprachlichen Formulierung aber
nicht im Rechner verarbeiten. U¨ber formale Sprachen la¨sst sich explizites Wissen in eine
fu¨r die Verarbeitung im Rechner geeignete Form u¨berfu¨hren.
Implizit repra¨sentiertes Wissen kann dagegen vom Menschen nicht direkt interpretiert
werden, weil es sich aufgrund seiner Kodierung und den damit verbundenen Verarbei-
tungsmechanismen einem direkten Versta¨ndnis entzieht. Ein Beispiel ist Wissen, wel-
ches durch neuronale Netze kodiert ist. Implizit repra¨sentierte Wissensinhalte werden
erst durch ihre Anwendung oder als Ergebnis einer umfangreichen Analyse ersichtlich.
Prinzipiell ist in einem Rechner keine Verarbeitung impliziten Wissens mo¨glich, da eine
Maschine nur explizite Anweisungen verarbeiten kann, wie das folgende Beispiel einer
in C formulierten Matrixmultiplikation zeigt:
int i , j , k ;
double A[N,N] , B[N,N] , C[N,N ] ;
for ( j = 0 ; j < N; j++) {
for ( i = 0 ; i < N; i++) {
C[ i , j ] = 0 . 0 ;
for ( k = 0 ; k < N; k++) {
C[ i , j ] = C[ i , j ] + A[ i , k ] ∗ B[ k , j ] ;
}
}
}
Nach [LE89] kann jedoch das durch einen Algorithmus kodierte Wissen als implizit
repra¨sentiertes Wissen bezeichnet werden, da die Formulierung von Wissen u¨ber eine
Programmier- oder Maschinensprache fu¨r den Menschen nicht direkt versta¨ndlich ist.
Dagegen ist eine explizite Formulierung u¨ber die mathematische Notation A · B = C
direkt ersichtlich.
Wissenskodierung
Zur Kodierung von Wissensinhalten stehen Algorithmen, Parameter, Regeln und Fakten
zur Verfu¨gung (Tab. 2.1).
Tabelle 2.1: Kodierungsformen fu¨r Wissensinhalte nach [LE89].
Repra¨sentationsform Prozedural Deklarativ
Implizit Algorithmen Parameter
Explizit Regeln Fakten
Algorithmen sind u¨ber Programmiersprachen formulierte, implizite Handlungsvorschrif-
ten zur Lo¨sung von Problemen. Sie werden durch Anweisungen und Berechnungsvor-
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schriften kodiert und sind in sich geschlossene Lo¨sungsverfahren. Dies ermo¨glicht eine
sehr effiziente Ausfu¨hrung, macht eine Anpassung des enthaltenen Wissens aber schwie-
rig.
Parameter ermo¨glichen die Beeinflussung der Arbeitsweise von Algorithmen oder die
Beschreibung mathematischer Volumenmodelle wie Zylinder [OII03] und Superquadrics
[SB90]. Sie dienen der Anpassung eines algorithmisch formulierten Lo¨sungsverfahrens
an ein bestimmtes Problem und besitzen nur in Zusammenhang mit diesem Algorith-
mus eine Bedeutung. Sie za¨hlen daher zum implizit repra¨sentierten Wissen. Das durch
Parameter kodierte Wissen ist deklarativer Natur, da Parameter keine Handlungsanwei-
sungen geben.
Regeln eignen sich zur expliziten Formulierung prozeduraler Wissensinhalte. Sie beste-
hen aus einem Bedingungsteil (
”
Wenn . . .“), der eine oder mehrere Bedingungen entha¨lt
und einem Aktionsteil (
”
dann . . .“), der entsprechend aus einer oder mehreren Aktionen
besteht. Die Aktionen werden ausgefu¨hrt, wenn der Bedingungsteil erfu¨llt ist.
Fakten sind symbolische Strukturen, u¨ber die sich deklaratives Wissen explizit aus-
dru¨cken la¨sst (
”
Ein Tisch besteht aus Tischplatte und Tischbeinen.“). Sie bestehen aus
Konzepten (Tisch, Tischplatte, Tischbeine) und Relationen (besteht aus), die eine all-
gemeine Beziehung zwischen Konzepten aufstellen. Die Darstellung von Fakten kann
beispielsweise u¨ber die Pra¨dikatenlogik [Sch00], Frames [Min75] oder durch semantische
Netze [Qui68] erfolgen, die im Folgenden vorgestellt werden.
Darstellungsformalismus
Wa¨hrend der Darstellungsformalismus fu¨r implizites Wissen in Form von Algorithmen
und Parameter durch Maschinenbefehle und numerische Werte festgelegt ist, existieren
fu¨r die Darstellung expliziten Wissens mehrere Formalismen:
Die Pra¨dikatenlogik [Sch00] stellt eine formale Sprache zur Darstellung logischen
Wissens dar. Fakten werden in Form von Pra¨dikaten ausgedru¨ckt und in einer Wis-
sensbasis gespeichert. Beispielsweise la¨sst sich das Faktum
”
Der Tisch ist aus Holz“ als
Pra¨dikat
ist aus(tisch, holz)
ausdru¨cken. Komplexere Aussagen wie
”
Wenn die Farbe des Tisches braun ist, dann ist
der Tisch aus Holz“ ergeben sich mit Hilfe von Implikationen:
farbe(tisch, braun)⇒ ist aus(tisch, holz)
Mit Hilfe von Inferenzregeln lassen sich logische Resolutionen durchfu¨hren, die die U¨ber-
pru¨fung logischer Anfragen gestattet. Dabei wird versucht, die Anfrage und die Fakten
der Wissensbasis in a¨quivalente Beschreibungen zu u¨berfu¨hren. Gelingt das, ist die An-
frage logisch ableitbar, d. h. wahr im Sinne der Wissensbasis. Gelingt das nicht, heißt
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das lediglich, dass aufgrund der Wissensbasis keine Antwort gegeben werden kann. Die
Nachteile der Pra¨dikatenlogik bestehen darin, dass Unsicherheiten nicht direkt repra¨sen-
tiert und keine hypothetischen Annahmen formuliert werden ko¨nnen.
Frames wurden von Minsky [Min75] zur Repra¨sentation relationaler Datenstrukturen
eingefu¨hrt. Sie bestehen aus mehreren Slots, in denen das Wissen u¨ber die darzustellen-
den Fakten enthalten ist. Slots bestehen aus einem Slotnamen und einem Sloteintrag und
ko¨nnen Attribute, Methoden zur Berechnung von Attributen oder Relationen darstellen.
Wichtige Relationen stellen Generalisierungsrelationen (ist ein), Aggregierungsrelatio-
nen (hat ein, Teil von) und topologische Relationen (unterhalb von, links von, etc.)
dar.
Abb. 2.9 zeigt die Darstellung eines Tisches mittels Frames. Daraus ist zu ersehen,
dass eine Tischplatte ein Teil eines Tisches ist. Die Tischplatte hat die Farbe braun
und besteht aus Holz. Eine Methode berechne farbe ist dafu¨r zusta¨ndig, das Attribut
Farbe zu bestimmen.
Tisch Tischplatte Tischbein
Relationen:
hat_ein: Tischplatte
hat_ein: Tischbein


Relationen:
Teil_von: Tisch
Attribute:
Farbe:braun
Material: Holz
Länge: 1,0 - 1,5 m
Breite: 0,7 - 1,0 m
Methoden:
berechne_farbe()






Relationen:
Teil_von: Tisch
unterhalb_von: Tischplatte
Attribute:
Anzahl: 4
Form: Quarder
Höhe: 0,8m
Methoden:
berechne_höhe()






Abbildung 2.9: Frames zur Darstellung eines Tisches und seiner Bestandteile.
Semantische Netze gehen auf den Sprachwissenschaftler M.R. Quillian [Qui68]
zuru¨ck, der mit ihnen das menschliche Geda¨chtnis modelliert. Semantische Netze sind
gerichtete Graphen, in denen Fakten in Form von Knoten und Kanten organisiert sind.
Die Knoten repra¨sentieren u¨blicherweise Konzepte und die Kanten assoziative Bezie-
hungen zwischen den Konzepten. Knoten und Kanten ko¨nnen weitere Informationen in
Form von Attributen enthalten.
Da Knoten und Kanten beliebige Bedeutungen zugeordnet werden ko¨nnen, stellen se-
mantische Netze einen flexiblen Mechanismus zur Repra¨sentation von Fakten dar. Fu¨r
eine Verarbeitung in einem Rechner muss die Darstellung jedoch formalisiert werden,
d. h. es muss eine feste Syntax und Semantik existieren. Dies la¨sst sich sicherstellen, in-
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dem ein fest vorgegebener Satz an gu¨ltigen Kanten- und Knotentypen vereinbart wird.
Als Kantentypen sind, analog zu den Relationen bei den Frames, Generalisierungs- und
Aggregierungskanten sowie Kanten, die topologische Beziehungen definieren, gela¨ufig.
Hinzu kommen oftmals Individualisierungskanten (instanz von) und Konkretisierungs-
kanten (konkretisierung von). Erstere stellt eine Relation zwischen einem Konzept
und beobachteten Instanzen dieses Konzepts her, letztere beschreibt die Darstellung
eines Konzepts auf unterschiedlichen Abstraktionsebenen. Abb. 2.10 zeigt die Darstel-
lung eines Tisches mit Hilfe eines semantischen Netzes. Die eckigen Klammern an den
Tisch
Tischplatte Tischbein
Quader
te
il_
vo
n
[1
,1
] teil_von
[3,4]
k
o
n
k
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ti
-
s
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n
g
_
v
o
n
relation
[unterhalb]
Abbildung 2.10: Semantisches Netz zur Darstellung eines Tisches und seiner Bestandteile.
Kanten zeigen Attribute des jeweiligen Kantentyps an. Die teil von-Kante entha¨lt als
Attribute die minimale und maximale Anzahl von Instanzen des Konzepts, das Teil des
u¨bergeordneten Konzepts sein kann. Beispielsweise besagt die Kante teil von [1,1]
in Abb. 2.10, dass ein Tisch genau aus einer Tischplatte besteht. Dagegen kann ein
Tisch drei oder 4 Tischbeine besitzen, was durch die Kante teil von [3,4] ausge-
dru¨ckt wird. Der Kantentyp fu¨r topologische Relationen ist ebenfalls attributiert. Das
Attribut entha¨lt in diesem Fall die genaue Bezeichnung der Relation. Im Beispiel von
Abb. 2.10 ist das die Kante relation [unterhalb].
Anzahl an Abstraktionsebenen
Jede Szene wird durch mindestens zwei Abstraktionsebenen beschrieben. Die untere
Ebene bilden die physikalischen Informationen in den Szenenabbildern, die obere die se-
mantische Szenenbeschreibung. Das Wissen u¨ber den Szenenaufbau und die Eigenschaf-
ten der Szenenabbilder la¨sst sich auf weiteren Abstraktionsebenen, die zwischen diesen
beiden liegen, hierarchisch anordnen. Diese Anordnung ist oftmals notwendig, denn es
ist meistens nicht mo¨glich, direkt von den physikalischen Eigenschaften auf die abgebil-
deten Objektkategorien zu schließen. Die Farbe einer Fla¨che alleine la¨sst beispielsweise
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noch nicht auf einen Boden schließen (siehe Abb. 1.6). Vielmehr mu¨ssen viele Hinwei-
se auf mehreren Abstraktionsebenen kombiniert werden, um den Boden zuverla¨ssig zu
identifizieren.
Wie viele Abstraktionsebenen notwendig sind, ist vom Aufgabenkontext und vom Auf-
bau des Szenenanalysesystems abha¨ngig. Zwischen zwei Abstraktionsebenen existiert je-
weils eine Verarbeitungsstufe, die die Transformation der Szenenbeschreibung zwischen
den beiden Abstraktionsebenen u¨bernimmt.
Verarbeitungsstrategie
Die Verarbeitungsstrategie legt fest, wie das Modellwissen genutzt wird und in welcher
Reihenfolge die Verarbeitungsstufen durchlaufen werden. Zu unterscheiden sind eine da-
tengetriebene, modellgetriebene sowie hybride Strategie. Letztere ist eine Kombination
aus den ersten beiden Strategien. Abb. 2.11 stellt alle drei Strategien gegenu¨ber. Sie
werden im Folgenden na¨her beschrieben.
Szenen-
abbild(er)
Verarbeitungsstufe1
(z.B. Kantendetektion)
Verarbeitungsstufe 2
(z.B. Linienextraktion)
Verarbeitungsstufe N
(z.B. Objektinterpretation)
Modell-
wissen
Umwelt-
zustand
(a) Datengetriebene Verarbeitung.
Umwelt-
zustand
Szenen-
abbild(er)
Verarbeitungsstufe 1
(z.B. Kantendetektion)
Verarbeitungsstufe 2
(z.B. Linienextraktion)
Verarbeitungsstufe N
(z.B. Objektinterpretation)
Hypothese Hypothese
? ?
! !
Modell-
wissen
(b) Modellgetriebene Verarbeitung.
Szenen-
abbild(er)
Verarbeitungsstufe 1
(z.B. Kantendetektion)
Verarbeitungsstufe 2
(z.B. Linienextraktion)
Verarbeitungsstufe N
(z.B. Objektinterpretation)
Modell-
wissen
Umwelt-
zustand
Daten-
basis
Hypothese
?
!
datengetriebene Verarbeitung modellgetriebene Verarbeitung
(c) Hybride Verarbeitung.
Abbildung 2.11: Gegenu¨berstellung der Strategien fu¨r die Wissensverarbeitung.
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Eine datengetriebene Szenenanalyse entwickelt aus den Szenenabbildern u¨ber mehre-
re Verarbeitungsstufen die semantische Szenenbeschreibung (Abb. 2.11(a)). Jede Stufe
verarbeitet die gesamten Ergebnisse der vorangegangenen Stufe unter Beachtung der
durch das Modellwissen vorgegebenen Randbedingungen weiter, so dass alle Verarbei-
tungsschritte vollsta¨ndig nacheinander abgearbeitet werden ko¨nnen. Der Abstraktions-
grad der Zwischenergebnisse erho¨ht sich mit jedem Schritt bis hin zur semantischen Be-
schreibung der Szene. Da die Ergebnisse von ho¨heren Abstraktionsebenen einzig durch
die Ergebnisse aus tieferen Abstraktionsebenen bestimmt sind, wird die datengetriebene
Verarbeitung auch als bottom-up Verarbeitung bezeichnet.
Die sequentielle Vorwa¨rtsverarbeitung der Eingangsdaten bis hin zum Endergebnis er-
laubt eine sehr effiziente Implementierung datengetriebener Ansa¨tze mit Hilfe von Algo-
rithmen und Parametern, die das deklarative und prozedurale Wissen implizit kodieren.
Ein wesentlicher Nachteil dieser Verarbeitung liegt in der Fehlerfortpflanzung. Die daten-
getriebene Verarbeitung entspricht im Prinzip einer fortlaufenden Filterung von anfangs
vielen einfachen zu letztlich wenigen komplexen Strukturen. Was fru¨here Stufen heraus-
filtern, steht spa¨teren Stufen somit nicht mehr zur Verfu¨gung. Die Ergebnisse der ersten
Verarbeitungsstufen bestimmen damit ganz entscheidend das Gesamtergebnis. Da die
Methoden der ersten Stufen auf die Verarbeitung einfacher Strukturen spezialisiert sind,
ko¨nnen sie deren Bedeutung fu¨r nachfolgende Verarbeitungsstufen nicht abscha¨tzen.
Daher treten mit zunehmender Abstraktion immer ha¨ufiger fehlerhafte Erkennungen
und falsche Zuru¨ckweisungen auf [MPKD96], die durch Sto¨reinflu¨sse im Szenenaufbau
zusa¨tzlich begu¨nstigt werden. Aufgrund der Fehlerfortpflanzung sind datengetriebene
Ansa¨tze nur fu¨r industrielle Anwendungen geeignet, die die Vorgabe umfassender Re-
striktionen erlauben. Einen ausfu¨hrlichen U¨berblick u¨ber datengetriebene Ansa¨tze bietet
[LM01].
Die modellgetriebene Verarbeitung verfolgt im Vergleich zur datengetriebenen Verar-
beitung eine genau entgegengesetzte Strategie, die eine Fehlerfortsetzung vermeidet.
Fu¨r alle Objektkategorien, welche u¨ber das Modellwissen vorgegeben sind, erfolgt die
Generierung einer Objekthypothese in der Verarbeitungsstufe der ho¨chsten Abstrakti-
onsebene. Das Verarbeitungsziel liegt anschließend darin, durch gezielte Suche nach
Objektbestandteilen die Hypothese zu stu¨tzen oder zu widerlegen.
Die Suche nach den Objektbestandteilen besteht in der Generierung neuer Hypothesen,
die eine weitere Suche nach deren zugrundeliegenden Strukturen initiiert (Abb. 2.11(b)).
Dieser Mechanismus setzt sich fort, bis schließlich im Szenenabbild selbst nach passen-
den Daten gesucht wird. Da die Verarbeitung ausgehend von den Objektkategorien bis
hinunter zum Szenenabbild erfolgt, wird diese Strategie auch als top-down Verarbeitung
bezeichnet.
Die modellgetriebene Verarbeitung ist effizient, solange eine direkte Verifikation der zu
pru¨fenden Hypothesen in den Daten mo¨glich ist. Mu¨ssen die Daten fu¨r jede Pru¨fung erst
berechnet werden, kehrt sich der Vorteil ins Gegenteil um, da rechenintensive Verfahren
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in den unteren Abstraktionsebenen, wie beispielsweise eine Kantenerkennung, dann fu¨r
jede Hypothesenpru¨fung durchgefu¨hrt werden mu¨ssen. Insbesondere bei bildnahen Ver-
arbeitungsstufen ist diese Vorgehensweise daher sehr ineffizient [Slo93, NFPF96, Ede97].
Die Kombination des daten- und modellgetriebenen Ansatzes nennt sich hybride Ver-
arbeitung und ist in Abb. 2.11(c) skizziert. Zuna¨chst erfolgt in einem datengetriebenen
Prozess die Vorverarbeitung der Szenenabbilder und die Extraktion von Primitiven, die
in einer Datenbasis gesammelt werden. Nach Abschluss dieses Vorgangs, der in [LE89]
auch als
”
Erstellung einer ersten symbolischen Beschreibung“ bezeichnet wird, steht
mit der Datenbasis ein kompaktes Verzeichnis aller im Bild erkennbaren Primitive zur
Verfu¨gung. Im na¨chsten Schritt erfolgt die modellgetriebene Interpretation der Szene
auf Basis der extrahierten Primitive, wobei die top-down Suche nun nicht mehr bis hin-
unter zum Szenenabbild, sondern nur noch bis zur zuvor erstellten Datenbasis laufen
muss. Fu¨r jedes im Umweltmodell enthaltene Objekt kann durch eine Suche nach dessen
Bestandteilen in der Datenbasis entschieden werden, ob es im Bild vorhanden ist oder
nicht.
Die hybride Verarbeitungsstrategie ist ein Kompromiss aus daten- und modellgetrie-
benen Ansatz. Die Fehlerfortsetzung des datengetriebenen Ansatzes wird bis zur Da-
tenbasis nicht verhindert, aber es erfolgt bis dorthin eine effizientere Verarbeitung als
es mit dem modellgetriebenen Ansatz mo¨glich ist. Somit ist zu beru¨cksichtigen, dass
die Primitive in der Datenbasis unvollsta¨ndig und fehlerbehaftet sind. Die modellgetrie-
bene Verarbeitung kommt nur in den oberen Abstraktionsebenen zum Einsatz, wo sie
aufgrund der wenigen Primitve in der Datenbasis sehr effizient arbeiten kann.
2.3.4 Behandlung von Unsicherheiten
Wa¨hrend der Wissensverarbeitung ko¨nnen Unsicherheiten auftreten, die durch un-
sicheres Wissen in der Komposition und Sto¨reinflu¨sse im Szenenaufbau sowie durch die
Bildqualita¨t der Szenenabbilder verursacht werden. Um diese Unsicherheiten beru¨ck-
sichtigen zu ko¨nnen, muss die Szenenanalyse diese zuna¨chst quantitativ erfassen, um
anschließend u¨ber den Fortgang und eine Adaptation der Verarbeitung entscheiden zu
ko¨nnen.
Die quantitative Erfassung der Unsicherheiten ist die Aufgabe der Ergebnisbewertung.
Sie schließt sich an jede Verarbeitungsstufe in der Wissensverarbeitung an und bewertet
die Zwischenergebnisse und das Endergebnis in Form der semantischen Szenenbeschrei-
bung. Die Berechnung einer Bewertung kann mit Hilfe probabilistischer oder heuristi-
scher Ansa¨tze erfolgen.
Probabilistische Ansa¨tze berechnen u¨ber gegebene a priori Wahrscheinlichkeitsvertei-
lungen die a posteriori Wahrscheinlichkeit fu¨r das Zutreffen von Interpretationen unter
der Beobachtung bestimmter Daten (Evidenzen). Eine Hypothese formuliert den Zu-
sammenhang zwischen einer unsicheren Interpretation und gefundenen Evidenzen. Die
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berechnete Wahrscheinlichkeit fu¨r das Zutreffen der Hypothese entspricht der Sicherheit
der zu pru¨fenden Interpretation.
Fu¨r die Berechnung werden oftmals Bayesian Belief Netzwerke (BBN) [Pea97] genutzt,
welche aus gerichteten Graphen bestehen, deren Knoten Zufallsvariablen und deren Kan-
ten wahrscheinlichkeitsbasierte Abha¨ngigkeiten darstellen. Probabilistische Bewertung-
en sind vor allem in der Robotik weit verbreitet [Thr02], beinhalten aber zwei Nachtei-
le, die sich in der praktischen Anwendung bemerkbar machen. Die zugrundeliegenden a
priori Wahrscheinlichkeitsverteilungen sind ha¨ufig unbekannt und mu¨ssen gescha¨tzt wer-
den. Somit ist das Bewertungsmaß selbst schon unsicher. Weiterhin ist die Komplexita¨t
von Szenen sehr hoch. Die vollsta¨ndige Beru¨cksichtigung der statistischen Abha¨ngigkei-
ten zwischen sa¨mtlichen Komponenten ist rechentechnisch viel zu aufwa¨ndig, weshalb
ha¨ufig eine statistische Unabha¨ngigkeit mehrerer Komponenten angenommen wird. Ob
diese Annahmen zutreffen ist jedoch meist zweifelhaft [Hil04].
Die genannten Nachteile lassen sich teilweise durch die Verwendung der Dempster-Shafer
Theorie [Sha76] umgehen. Die dort anstelle von Wahrscheinlichkeiten eingesetzten Ver-
trauenswerte basieren auf Erfahrungswerten und stellen weniger strenge Anforderungen
an ihre Formulierung. Die Dempster-Shafer Theorie stellt somit ein Bindeglied zwischen
probabilistischer und heuristischer Bewertung dar.
Bei heuristischen Ansa¨tzen erfolgt eine qualitative Bewertung durch problemspezifi-
sche Bewertungsfunktionen. Heuristiken sind Erfahrungswerte, Daumenregeln oder be-
gru¨ndete Annahmen, die geeignet sind, eine Lo¨sung fu¨r ein Problem zu finden. Der u¨ber
heuristische Bewertungsfunktionen beschriebene Zusammenhang zwischen einem Datum
und seiner Bewertung bedarf daher keiner exakten mathematischen Herleitung. Er muss
sich lediglich als sinnvoll im Bezug auf die Lo¨sung des Bewertungsproblems erweisen.
Heuristische Ansa¨tze erlauben damit eine flexiblere Formulierung und Handhabung von
Bewertungen als probabilistische Ansa¨tze. Die genaue Wahl der Funktionen basiert auf
den Erfahrungenswerten eines Experten. Die technische Umsetzung kann beispielsweise
mit Hilfe von Kostenfunktionen, Toleranzintervallen oder Fuzzy-Sets [Zim90] erfolgen.
Auf Grundlage der berechneten Bewertungen kann eine Adaptation der Wissensverarbei-
tung erfolgen. Je nachdem, welche Kodierungsformen fu¨r das a priori Wissen verwendet
werden, ist ein Austausch der verwendeten Algorithmen und Regeln, die A¨nderung von
Behandlungvon Unsicherheiten
Austausch von Algorithmen
Austausch von Regeln
Änderung von Parametern
Manipulation von Fakten
Adaptation der Verarbeitung
probabilistisch
heuristisch
Ergebnisbewertung
Abbildung 2.12: Mo¨glichkeiten fu¨r die Behandlung von Unsicherheiten.
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Parametern und die Manipulation von Fakten mo¨glich. Letzteres umfasst das Entfer-
nen und die Modifikation bestehender Fakten. Abb. 2.12 fasst die Mo¨glichkeiten fu¨r die
Behandlung von Unsicherheiten zusammen.
2.4 Bewertung von Szenenanalysesystemen
Die Qualita¨t eines Szenenanalysesystems ha¨ngt von den drei Faktoren Robustheit, Effi-
zienz und Korrektheit ab.
Robustheit bezeichnet die Toleranz des Systems gegenu¨ber Sto¨reinflu¨ssen im Szenenauf-
bau (Beleuchtungsa¨nderungen, Verdeckungen, Auftreten von Sto¨robjekten) und in der
Bildqualita¨t (Rauschen, optische Verzerrungen, begrenzte Reichweite). Sie wird maß-
geblich durch das eingesetzte a priori Wissen bestimmt. Die Robustheit der Szenenana-
lyse kann durch Restriktionen bezu¨glich des Szenenaufbaus und den Eigenschaften der
Szenenabbilder gesteigert werden, falls der Aufgabenkontext es erlaubt. Bei Szenenana-
lysesystemen, die in Alltagsumgebungen operieren, sind solche Restriktionen nur schwer
zu finden. Daher stellt die Robustheit in diesem Fall das wichtigste Bewertungskriterium
dar.
Der Begriff Effizienz beschreibt die Zeit, die ein Szenenanalysesystem beno¨tigt, um eine
Szene zu verarbeiten, sowie die Menge an Rechnerresourcen (z. B. Speicher, Anzahl ein-
gesetzter Prozessoren), die wa¨hrend dieser Zeit belegt werden. Der Umfang an beno¨tig-
ten Resourcen ist direkt abha¨ngig von dem eingesetzten a priori Wissen und der Anzahl
verwendeter Szenenabbilder. Diese Daten mu¨ssen im Speicher gehalten und verarbeitet
werden. Je mehr Daten zu verarbeiten sind, desto la¨nger dauert die Verarbeitung. Durch
Parallelisierung und den Einsatz mehrerer Prozessoren la¨sst sich die Verarbeitungszeit
wieder reduzieren. Im Allgemeinen ist es somit nicht mo¨glich, ein Szenenanalysesystem
zu entwickeln, das schnell arbeitet und dabei wenig Resourcen beansprucht.
Die Korrektheit bezeichnet die Gu¨te und Genauigkeit, mit der die vom Szenenanalyse-
system erzeugte semantische Szenenbeschreibung die reale Szene wiedergibt. Die Kor-
rektheit la¨sst sich nur subjektiv unter Beachtung des Aufgabenkontextes feststellen, da
die semantische Beschreibung der Interaktion mit dem Menschen dient. Stimmt die ma-
schinell erzeugte Beschreibung mit der vom Menschen erzeugten Beschreibung u¨berein,
kann sie als korrekt bezeichnet werden.
Zwischen den drei Bewertungskriterien bestehen immer Abha¨ngigkeiten. Um die Robust-
heit zu steigern, ist mehr a priori Wissen und eine entsprechend komplexere Verarbeitung
notwendig. Damit sinkt bei gleichem Hardwareaufwand die Effizienz der Szenenanalyse.
Eine schlechte Robustheit senkt auch die Korrektheit, da durch Sto¨reinflu¨sse fehlerhafte
Erkennungen und falsche Zuru¨ckweisungen begu¨nstigt werden.
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Kapitel 3
Stand der Technik
Dieses Kapitel stellt den Stand der Technik fu¨r die Szenenanalyse vor. Dazu doku-
mentiert Abschnitt 3.1 bestehende Systeme fu¨r die Szenenanalyse aus verschiedenen
Anwendungsbereichen, die der Definition 4 (Abschnitt 2.1) entsprechen. Die vorgestell-
ten Systeme dienen dem Vergleich der Leistungsfa¨higkeit existierender Konzepte, woran
sich in Abschnitt 3.3 eine Diskussion ihrer Lo¨sungsansa¨tze unter dem Aspekt der Ska-
lierbarkeit auf umfangreicheres Wissen anschließt. Daraus leitet sich der Beitrag dieser
Arbeit ab, der in Abschnitt 3.4 dokumentiert wird.
3.1 Anwendungen fu¨r die Szenenanalyse
Um eine umfassende Darstellung des Stands der Technik fu¨r die Szenenanalyse zu
gewa¨hrleisten, ist es notwendig, verschiedene Anwendungsgebiete zu betrachten, da im
Bereich der mobilen Robotik alleine bislang nur wenige Arbeiten zu dieser Thema-
tik existieren. Die folgenden Abschnitte stellen Arbeiten zur Szenenanalyse aus den
Anwendungsbereichen Luftbildanalyse, 3D-Rekonstruktion, Fahrerassistenz- und Ver-
kehrsu¨berwachungssysteme und schließlich der mobilen Robotik vor.
3.1.1 Luftbildanalyse
Luftbilder sind Abbildungen natu¨rlicher Landschaftsszenen, die aus einem Flugzeug her-
aus oder von einem Satelliten aufgenommen werden. Sie bilden dreidimensionale Szenen
hoher Komplexita¨t auf ein zweidimensionales Bild ab. Eine automatische Analyse von
Luftbildern ist beispielsweise fu¨r die Erstellung und Aktualisierung topographischer Kar-
ten oder fu¨r die dreidimensionale Rekonstruktion von Landschaften fu¨r Anwendungen in
der virtuellen Realita¨t wu¨nschenswert. Die folgenden zwei Systeme geben einen Einblick
in die Vorgehensweise bei der automatischen Luftbildanalyse.
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Quint, Sties (1995) [QS95, Qui95]
Das von Quint und Sties vorgestellte System MOSES1 dient dem Vergleich von bestehen-
den topographischen Karten mit aktuellen Lufbildern der kartografierten Landschaft, um
Vera¨nderungen aufzuspu¨ren, die noch nicht in der Karte verzeichnet sind. Als Szenen-
abbild dient ein Luftbild der Landschaft, das an bekannten Koordinaten aufgenommen
wurde. Das Modellwissen entha¨lt lediglich ein Umweltmodell. Dieses besteht aus zwei
Teilen. Der erste Teil ist eine manuell digitalisierte topographische Karte, die die Kontu-
ren der realen Karte als vektorisierte Linienelemente repra¨sentiert. Jeder digitalisierten
Kontur ist eine Objektkategorie zugeordnet, beispielsweise Straße, Kleingarten, Haus,
etc. Den zweiten Teil des Umweltmodells bildet ein semantisches Netz, das allgemeines
Wissen u¨ber hierarchische und topologische Beziehungen zwischen den Objektkategorien
entha¨lt.
Die Szenenanalyse beginnt unter Zuhilfenahme der Aufnahmekoordinaten mit der Be-
stimmung des Kartenausschnitts, der im Szenenabbild sichtbar ist. Anschließend wird
aus dem semantischen Netz des Umweltmodells und dem Kartenausschnitt ein auf die
Szene spezialisiertes semantisches Netz erzeugt, das alle in dem Szenenabbild potentiell
auffindbaren Objektkategorien entha¨lt und diese anhand ihrer vektorisierten Linienele-
mente beschreibt. Das spezialisierte Netz dient dem Vergleich mit aus dem Luftbild
extrahierten Linienelementen. Dieser erfolgt mit Hilfe eines wissensbasierten Systems,
das auf die Verarbeitung semantischer Netze ausgerichtet ist [NSSK90] und basiert auf
einer modellgetriebenen Suche nach den im Netz kodierten Objektkategorien. Dabei
auftretende Alternativhypothesen werden heuristisch nach der Dempster-Shafer-Theorie
[Sha76] bewertet. Nach abgeschlossenem Vergleich entha¨lt das Netz die semantische Be-
schreibung der Szene. Linienelemente, die nicht auf das Netz abgebildet werden konnten,
zeigen Vera¨nderungen in der Landschaft an. U¨ber die Leistungsfa¨higkeit des Gesamt-
systems treffen die Autoren keine Aussagen.
To¨njes (1999) [To¨n99]
Die Arbeit von To¨njes hat die Interpretation von Luftbildern sowie die dreidimensiona-
le geometrische und photometrische Rekonstruktion der abgebildeten Landschaft zum
Ziel. Als Szenenabbilder dienen mehrere Luft- und Tiefenbilder einer Landschaftssze-
ne, die von einer Farbkamera bzw. Synthetic Aperture Radar (SAR) erzeugt werden.
Das Sensormodell beschreibt Abbildungseigenschaften und Aufnahmeposition von Ka-
mera und SAR. Das Umweltmodell besteht wie in der Arbeit von Quint und Sties aus
einer digitalen Karte und einem semantischen Netz. Die digitale Karte stammt aus einem
Geoinformationssystem (GIS) und entha¨lt die geographische Lage ausgewa¨hlter Objekt-
kategorien. Diese Karte kann unvollsta¨ndig, veraltet bzw. fehlerhaft sein. Das semanti-
sche Netz entha¨lt allgemeines Wissen u¨ber hierarchische und topologische Beziehungen
zwischen den zu erkennenden Objektkategorien. Dabei werden 5 Hierarchieebenen un-
1Map Oriented Semantic Image Understanding
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terschieden. Die semantische Ebene entha¨lt die zu erkennenden Objektkategorien wie
Autobahn, Fluß, Wald und Wiese. Die Material- und die Geometrieebene beschreiben,
aus welchen Materialien bzw. geometrischen Formen die Objektkategorien bestehen. Die
Sensorebene verbindet die Komponenten der Material- und Geometrieebene mit ihren
von Sensoren erfassbaren Eigenschaften wie Reflektivita¨t, Farbe, etc. Die Bildverarbei-
tungsebene liefert letztlich die Primitive fu¨r die Sensorebene in Form von Linien und
Regionen.
Die Szenenanalyse basiert auf einer erweiterten Version des Systems AIDA [LBG+97]
und ist in Abb. 3.1 dargestellt. Die Interpretation nutzt das generische Szenenmodell
SymbolischeVerarbeitung:
INTERPRETATION
Geometrische Verarbeitung:
REKONSTRUKTION
Bildverarbeitung:
SEGMENTIERUNG
HÖHENMESSUNG
Randbedingungen Primitve
Höhenkarte
Generisches
Szenenmodell:
Landschaft
Wald Straße
Symbolische
Szenenbeschreibung:
Landschaft-1
Wald-1 Straße-1
Geometrisch-
photometrische
Szenenbeschreibung:
3D-Modell
Sensordaten:
Luftbilder
SAR-Bilder
GIS: digitale Karte
EINGABE SZENENANALYSE AUSGABE
Abbildung 3.1: Schematische Darstellung des Systems von To¨njes fu¨r die Analyse von Luft-
bildern [To¨n99].
und das GIS, um Hypothesen u¨ber die Szene aufzustellen und in den Bilddaten zu
u¨berpru¨fen. Die modellbasierten Hypothesen schra¨nken die Erwartungen fu¨r die aus
den Bildern zu segmentierenden Primitive durch Randbedingungen ein. Die Bildverar-
beitung extrahiert Primitive aus den Bildern, die die Randbedingungen erfu¨llen. Die
Interpretation gruppiert die Primitive, um die Zuverla¨ssigkeit konkurrierender Szenen-
beschreibungen zu erho¨hen oder zu erniedrigen und um anschließend neue Hypothesen
fu¨r weitere Primitive zu erzeugen. Die Bewertung konkurrierender Hypthosen erfolgt mit
auf Heuristiken beruhenden Kostenfunktionen. Zur Rekonstruktion der 3D-Geometrie
wird die Ho¨henkarte durch Stereoauswertung u¨berlappender Luftbilder berechnet. Da
die Ho¨henmessung unsicher und unvollsta¨ndig ist, nutzt die Rekonstruktionsstufe die In-
terpretationsergebnisse, um semantikspezifische 3D-Modelle auszuwa¨hlen, die Unsicher-
heiten der Rekonstruktion durch Modellannahmen zu reduzieren und fehlende Teile zu
erga¨nzen.
Das Ergebnis der Analyse besteht aus einem semantischen Netz, das die Szene beschreibt
und einem 3D-Modell der Szene, bestehend aus einem Dreiecksnetz mit u¨berlagerter Tex-
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tur. Die Leistungsfa¨higkeit des Systems demonstriert To¨njes anhand mehrerer Beispiele.
Eine detaillierte Evaluierung wird nicht vorgestellt.
3.1.2 3D-Rekonstruktion
Pra¨zise dreidimensionale Computermodelle von realen Umgebungen sind in vielen An-
wendungen wichtig. Sie dienen beispielsweise als Objektkarten fu¨r die kartenbasierte
Navigation mobiler Roboter, wie sie in Kap. 1 vorgestellt wurde. Weitere Anwendungen
finden sich in der Architektur oder in Simulationen verschiedenster Art. Die folgenden
Abschnitte stellen Szenenanalysesysteme vor, die die automatische 3D-Rekonstruktion
von realen Umgebungen zum Ziel haben.
Grau (2000) [Gra00]
Die Arbeit von Grau hat die Rekonstruktion der a¨ußeren Erscheinung realer Geba¨ude
zum Ziel. Als Szenenabbilder dienen mehrere Tiefen- und Farbbilder, die mit Hilfe
einer Stereokamera aufgenommen werden. Die Abbildungseigenschaften der Stereoka-
mera sind im Sensormodell abgelegt. Das Umweltmodell besteht aus einem explizit
repra¨sentierten semantischen Netz, welches eine semantische, weltbezogene und sen-
sorbezogene Hierarchieebene unterscheidet. Die semantische Schicht entha¨lt das Sensor-
modell und beschreibt die Bestandteile eines Hauses wie Wand, Dach und Schornstein
sowie ihre hierarchischen Relationen. Die weltbezogene Schicht konkretisiert die Objekte
der semantischen Schicht durch Polygonzu¨ge und Dreiecksnetze im dreidimensionalen
Raum. Diese werden wiederum in der Sensorschicht auf zweidimensionale Polygonzu¨ge
abgebildet, die direkt aus den Szenenabbildern gewonnen werden ko¨nnen.
Die Szenenanalyse erfolgt mit einem wissensbasierten System, das mit 8 Regeln eine
kombinierte daten- und modellgetriebene Interpretation des Tiefenbildes vornimmt und
dabei auftretende Alternativhypothesen mit Hilfe von heuristisch festgelegten Toleranz-
intervallen bewertet. Der Umweltzustand entha¨lt nach abgeschlossener Analyse ein wei-
teres semantisches Netz, das die Eigenschaften der gefundenen Geba¨udebestandteile
entha¨lt und diese mit den Punktdistanzmessungen aus dem Tiefenbild verbindet.
Mit Hilfe des erzeugten semantischen Netzes erfolgt anschließend der Rekonstruktion des
fotografierten Geba¨udes (Abb. 3.2(a)). Das entstandene Modell wird abschließend mit
Hilfe des Farbbildes texturiert (Abb. 3.2(b)). Die Leistungsfa¨higkeit der Szenenanalyse
demonstiert der Autor anhand zweier Beispiele, wovon eines in Abb. 3.2 zu sehen ist.
Eine weitergehende Evaluation des Systems ist in der Arbeit nicht zu finden.
Liu et al. (2001) [LEC+01]
Gegenstand der Arbeit von Liu et al. ist die Erstellung eines 3D Modells von Innen-
raumumgebungen mit einem mobilen Roboter. Als Sensoren dienen ein in Fahrtrichtung
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(a) Erzeugtes 3D-Modell eines Geba¨udes (b) Nachtra¨gliche 2D-Texturierung
Abbildung 3.2: Dreidimensionale Rekonstruktion und Texturierung eines Geba¨udes [Gra00].
gerichteter 3D Laserscanner und eine Panoramakamera, die mechanisch kalibriert sind.
Die eigentliche Szenenanalyse beruht ausschließlich auf dem vom Laserscanner erzeugten
Tiefenbild, das Kamerabild liefert nur die Textur fu¨r das fertige 3D-Modell. Das Sensor-
modell beschreibt die Eigenschaften der beiden Sensoren und ist wie das Umweltmodell
implizit im Algorithmus fu¨r die Szenenanalyse enthalten. Das Umweltmodell besagt le-
diglich, dass Innenra¨ume hauptsa¨chlich durch wenige ebene Oberfla¨chen zu beschreiben
sind.
Die Szenenanalyse besteht aus drei Algorithmen. Der erste Algorithmus rekonstruiert
mit Hilfe des Sensormodells die Raumpunkte aus dem Tiefenbild des Laserscanners.
Ein modifizierter EM-Algorithmus [DLR77] sucht anschließend in den Raumpunkten
nach der minimalen Anzahl von Ebenen, die mo¨glichst viele Raumpunkte erkla¨ren. Die
Raumpunkte, die zu den Ebenen geho¨ren, legen die Abmessungen der Oberfla¨chen fest.
Der dritte Algorithmus erstellt aus den gefundenen Oberfla¨chen das 3D-Modell, wel-
ches mit Polygonzu¨gen durch diejenigen Raumpunkte erga¨nzt wird, die keiner ebenen
Oberfla¨che zugeordnet wurden. Die Fa¨higkeiten der Szenenanalyse demonstrieren die
Autoren anhand eines Beipiels (Abb. 3.3), dessen Berechnung 20 Minuten beno¨tigt.
Eine detailliertere Evaluation und Diskussion fehlt.
Abbildung 3.3: Rekonstruktion von Innenra¨umen mit vielen ebenen Fla¨chen [LEC+01].
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Nu¨chter et al. (2003) [NSLH03]
Nu¨chter et al. verfolgen mit ihrer Arbeit das gleiche Ziel wie Liu et al., verwenden
allerdings mehr Wissen. Als Szenenabbild dient ein von einem 3D-Laserscanner erstelltes
Tiefenbild. Die Eigenschaften des Laserscanners sind im Sensormodell festgehalten. Das
Umweltmodell beschreibt die Umgebung durch Boden, Decke, Wa¨nde und geo¨ffnete
Tu¨ren sowie ihre Relationen untereinander mit Hilfe eines semantischen Netzes, das in
Form von Pra¨dikaten [Sch00] implementiert ist. Abb. 3.4 zeigt das semantische Netz und
einen Ausschnitt aus dieser Implementierung. Implizit wird zudem angenommen, dass
sich alle Elemente des Umweltmodells durch Ebenen im Raum approximieren lassen.
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Abbildung 3.4: Repra¨sentation des Umweltmodells als semantisches Netz [NSLH03]. Links:
Schematische Darstellung. Rechts: Implementierung als Pra¨dikaten.
Die Analyse eines Szenenabbilds besteht aus vier sequentiellen aufeinanderfolgenden
Schritten, die jeweils durch einen Algorithmus umgesetzt werden. Im ersten Schritt wer-
den mit Hilfe des Sensormodells die Raumpunkte aus dem Tiefenbild rekonstruiert. Der
zweite Schritt beinhaltet eine auf einer Kombination von RANSAC2 [FB87] und ICP3
[BM92] beruhende Suche nach Ebenen in den rekonstruierten Raumpunkten. Den de-
tektierten Ebenen werden im dritten Schritt semantische Bedeutungen zugewiesen. Dies
erfolgt in einem Vergleich der Relationen der gefundenen Ebenen mit den im semanti-
schen Netz definierten Relationen. Dazu kommt ein auf der Pra¨dikatenlogik beruhendes,
wissensbasiertes System zum Einsatz. Ist die Bedeutungszuweisung erfolgreich, erfolgt
im vierten Schritt eine Korrektur der gefundenen Ebenen und der in ihnen liegenden
Raumpunkte mit dem Ziel, dass sie die Relationen des idealen Raummodells, definiert
2Random Sample Consensus (RANSAC): Detektion planarer Oberfla¨chen basierend auf einer zufa¨lli-
gen Auswahl von drei Raumpunkten. Siehe auch Anhang. C.6
3Iterative Closest Points (ICP): Iterative Verschmelzung zweier benachbarter planarer Oberfla¨chen
anhand der na¨chsten gemeinsamen Raumpunkte.
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durch das semantische Netz, erfu¨llen [CFD02]. Das Endergebnis ist ein 3D-Modell, wel-
ches mit semantischen Bedeutungen versehen ist. Abb. 3.5 zeigt eine Beispielszene. Die
Dauer der Analyse eines Scans betra¨gt auf einer Pentium IV CPU mit 2,4GHz ca. 2,4 s.
Eine Evaluation des Systems stellen die Autoren nicht vor.
(a) Farbbild (b) 3D-Laserscan (c) Szeneninterpretation
Abbildung 3.5: Szenenanalyse fu¨r die 3D-Rekonstuktion von Innenra¨umen mittels Laser-
scanner [NSLH03].
3.1.3 Fahrerassistenz- und Verkehrsu¨berwachungssysteme
Die Zahl der Verkehrstoten ist, bei konstant bleibenden Unfallzahlen und gestiegener
Zulassungen von Neufahrzeugen, stetig gesunken [Lan03]. Das la¨sst auf eine starke
Erho¨hung der passiven Verkehrssicherheit schließen, die die Verringerung von Unfallfol-
gen zum Ziel hat. Wu¨nschenswert ist jedoch die Unfallvermeidung, d. h. die Erho¨hung
der aktiven Verkehrssicherheit [Mee05]. Dieses la¨sst sich mit Verkehrsu¨berwachungs-
oder Assistenzsystemen im Fahrzeug realisieren. Im Fahrzeugbau liegt ein eindeutiger
Trend von der reinen Fahrerunterstu¨tzung, z. B. mittels Antiblockiersystem, hin zur
U¨bernahme von Regelaufgaben durch das Fahrzeug vor. Die Voraussetzung dafu¨r ist
die Erfassung und Deutung der Fahrzeugumgebung. Die folgenden Abschnitte stellen
Szenenanalysesysteme vor, die fu¨r diese Aufgabe vorgesehen sind.
Wetzel (1996) [Wet96]
Die Arbeit von Wetzel hat die Erkennung von Fahrzeugen und Straßenbegrenzungen in
Landstraßen- und Autobahnszenen aus einem bewegten Fahrzeug zum Ziel. Als Szenen-
abbilder werden dafu¨r Zeitfolgen von Grauwertbildern verwendet. Das Umweltmodell
besteht aus einem explizit repra¨sentierten semantischen Netz. Es beschreibt Straßen-
begrenzungen und Fahrzeuge u¨ber acht Hierarchieebenen als Zusammensetzung aus
Kanten, die direkt aus einem Szenenabbild extrahiert werden ko¨nnen. Als Besonderheit
modelliert das Netz zusa¨tzlich eine Tiefenberechnung u¨ber Fluchtpunktgeraden und geo-
metrische Objekthypothesen sowie eine Aufmerksamkeitssteuerung, die die detaillierte
Analyse auf wenige interessante Bildregionen beschra¨nkt.
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Die Szenenanalyse besteht aus einem Erkennungsmodul, einem Verfolgungsmodul und
einer Aufmerksamkeitssteuerung. Zu Beginn der Analyse erfolgt im Erkennungsmodul
eine vollsta¨ndige, datengetriebene Analyse des ersten aufgezeichneten Szenenabbilds,
um zu einer initialen semantischen Beschreibung zu gelangen. Diese beinhaltet detek-
tierte Fahrzeuge und Straßenbegrenzungen, die anschließend vom Verfolgungsmodul in
nachfolgenden Szenenabbildern verfolgt werden, bis sie nicht mehr sichtbar sind. Das
Verfolgungsmodul arbeitet modellgetrieben und bewertet konkurrierende Hypothesen
zu Fahrzeugen und Straßenbegrenzungen mit Hilfe von Fuzzy-Sets. Die Aufgabe der da-
tengetriebenen Aufmerksamkeitssteuerung ist die Detektion von Bildregionen im Bereich
des Horizontes, die neu hinzugekommene Fahrzeuge und Straßenbegrenzungen enthal-
ten ko¨nnen. Diese Bildregionen werden wiederum dem Erkennungsmodul fu¨r die weitere
Analyse zugefu¨hrt. Die bei der Analyse entstehende semantische Beschreibung besteht
zu jedem betrachteten Zeitpunkt aus dem Straßenmodell und der ra¨umlichen Anordnung
aller sichtbaren Fahrzeuge auf dem Straßenmodell. Abb. 3.6 zeigt eine ins Szenenabbild
ru¨ckprojizierte Beschreibung. Der Autor evaluiert das entwickelte System detailliert an-
Abbildung 3.6: Analyse einer Autobahnszene mit Erkennung der Fahrspuren (schwarz um-
randet) und Fahrzeugen (weiß umrandet) [Wet96].
hand von 18 Bildfolgen und einer 15 minu¨tigen Videoaufnahme. Die wichtigsten Maße
bei der Evaluierung stellen die Anzahl korrekt und falsch positiv erkannter Fahrzeuge
dar. Im zugrunde liegenden Datenmaterial werden 93% aller sichtbaren Fahrzeuge kor-
rekt erkannt und verfolgt. Im Durchschnitt werden 4,8 falsch positive Fahrzeuge pro
Minute Videomaterial detektiert. Die Verfolgung dieser Fahrzeuge endete jedoch spa¨tes-
tens nach 1 s, da diese dann als Fehler erkannt wurden.
Franke et al. (1999) [FGG+99]
Franke et al. stellen ein System fu¨r die Realisierung eines intelligenten Stop&Go-
Fahrassistenten fu¨r Innensta¨dte vor. Er soll automatisch den Abstand zu vorausfahren-
den Fahrzeugen halten, die Spur halten ko¨nnen, an roten Ampeln oder Stoppschildern
anhalten und Kollisionen mit Fußga¨ngern vermeiden. Die dafu¨r notwendige Szenenanlyse
beruht auf einem Stereokamerasystem, das ein Tiefen- und ein Farbbild als Szenenabbil-
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der liefert und ist als Multiagentensystem [OJ96] implementiert. Es existieren Agenten
fu¨r die Erkennung von vorausfahrenden Fahrzeugen, Zebrastreifen, Richtungspfeilen auf
der Fahrbahn, Verkehrszeichen und -ampeln. Jeder Agent ist als Algorithmus implemen-
tiert, besitzt sein eigenes implizites Umweltmodell und arbeitet unabha¨ngig von allen
anderen Agenten.
Der Agent fu¨r die Erkennung vorausfahrender Fahrzeuge arbeitet ausschließlich auf dem
Tiefenbild. Unter der Annahme, dass die Straße eben ist, filtert er zuerst alle Tiefenwerte,
die zur Straße geho¨ren, heraus. Alle verbleibenden Tiefenwerte geho¨ren zu vorausfahren-
den Fahrzeugen und werden u¨ber die Zeit verfolgt. Tiefenwerte, die sich im konstanten
Abstand parallel bewegen, geho¨ren zu einem Fahrzeug. Alle anderen Agenten beruhen
auf der Extraktion charakteristischer Merkmale aus dem Farbbild und der anschließen-
den Klassifikation dieser Merkmale. Die trainierten statistischen Klassifikatoren stellen
somit das Umweltmodell dieser Agenten dar. Tab. 3.1 fasst die verwendeten Merkmale
und Klassifikatoren zusammen.
Tabelle 3.1: Verwendete Merkmale und Klassifikatoren fu¨r verschiedene Agenten im
System von Franke et al. [FGG+99].
Kategorie Merkmale Klassifikator
Zebrastreifen Kantenbild, 2D-Polygone Polynomialer Klassifikator
Richtungspfeile homogene Bildregionen, Form RBF-Netz1
Verkehrszeichen Farbe, Form RBF-Netz
Verkehrsampeln Farbe, Anordnung der Farben dreischichtiges neuronales Netz
1RBF: Radiale Basisfunktionen
Alle Agenten legen ihre Ergebnisse in symbolischer Form in einer globalen Datenbank ab,
welche den aktuellen Umweltzustand entha¨lt. Die Ergebnisse in der Datenbank bestim-
men zu jedem Zeitpunkt, welcher Agent nachfolgend zu aktivieren ist. Diese Aufgabe
u¨bernimmt ein sogenannter Administrator.
U¨ber die Gesamtperformanz des Systems machen die Autoren keine Angaben. Ledig-
lich zur Leistungsfa¨higkeit der Agenten fu¨r die Verkehrszeichen- und Ampelerkennung
sind der Vero¨ffentlichung Zahlen zu entnehmen. Die Erkennungsrate betra¨gt bei beiden
Agenten ca. 90%, wobei das verwendete Datenmaterial nicht na¨her beschrieben wird.
Der prozentuale Anteil falsch positiver Detektionen betra¨gt bei den Verkehrszeichen
4–6% und bei den Verkehrsampeln weniger als 2%.
Liu et al. (2001) [LBB+01]
Gegenstand der Arbeit von Liu et al. ist die U¨berwachung von Verkehrskreuzungen
aus der Vogelperspektive mit Hilfe einer statischen Kamera. Das System detektiert
und verfolgt Fahrzeuge und generiert textuelle semantische Beschreibungen der Fahr-
zeuginteraktionen. Als Szenenabbilder dienen eine zeitliche Folge von Grauwertbildern.
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Das Modellwissen besteht nur aus einem Umweltmodell, welches implizit kodiertes und
explizit repra¨sentiertes Wissen entha¨lt. Das implizite Wissen besagt, dass Fahrzeuge
nur an bestimmten Stellen ins Bild gelangen ko¨nnen und durch sich bewegende Blobs4
[WADP97] bestimmer Gro¨ße charakterisiert sind, die sich mit bestimmter Geschwindig-
keit und nach definierten Trajektorien bewegen. Das explizite Wissen besteht aus einem
Netzwerk von Frames, die die Verkehrsregeln auf Basis von Fahrzeugtrajektorien und
-geschwindigkeiten modellieren.
Die Szenenanalyse beginnt datengetrieben mit der Extraktion von Blobs auf der Basis
von Intensita¨tswerten in den Bereichen des Szenenabbilds, in denen Fahrzeuge erscheinen
ko¨nnen. Werden die Blobs anhand ihrer Gro¨ße und ihres Umfangs als Fahrzeug klassifi-
ziert, erfolgt im na¨chsten Schritt die Verfolgung dieser Fahrzeuge. Dabei bestimmt das
System aus drei aufeinander folgenden Szenenabbildern mit Hilfe eines dreischichtigen
neuronalen Netzes eine von vier trainierten Trajektorien, denen Fahrzeuge im Bereich
einer Kreuzung u¨blicherweise folgen. Zusa¨tzlich werden die Absolutgeschwindigkeit je-
des Fahrzeugs und die Differenzgeschwindigkeiten zwischen den Fahrzeugen in Form von
linguistischen Variablen ermittelt, die zu entsprechenden Fuzzy-Sets geho¨ren. Trajekto-
rien und Geschwindigkeiten sowie das Netzwerk von Frames dienen im letzten Schritt
der Generierung der textuellen semantischen Beschreibung, die anhand einer daten- und
modellgetriebenen regelbasierten Interpretation erfolgt.
Fu¨r eine Evaluation wird das System mit 9 Bildfolgen bestehend aus jeweils 3 Einzel-
bildern getestet. Die resultierenden textuellen Beschreibungen vergleichen die Autoren
manuell mit dem Szeneninhalt. Dabei sind 89% aller generierten Beschreibungen kor-
rekt. Allerdings werden keine Aussagen u¨ber die Vollsta¨ndigkeit der Beschreibungen
getroffen. Die Ausfu¨hrungszeit fu¨r eine Analyse einer Bildfolge betra¨gt im Schnitt 10 s
auf einer Sun Sparc Station II.
Dickmanns (2004) [Dic04]
Ein System zur visuellen Szenenananlyse fu¨r die autonome Steuerung von Fahrzeugen
stellt Dickmanns in [Dic04] vor. Er verfolgt einen 4D-Ansatz, in dem Verkehrsszenen
ra¨umlich und zeitlich mit Hilfe eines aktiv sehenden Sensorsystems analysiert werden.
Das Sensorsystem besteht aus vier auf einer Schwenkeinheit angebrachten Farbkameras,
deren Sichtfelder sich teilweise u¨berlappen. Das Sensormodell entha¨lt die Abbildungsei-
genschaften aller Kameras und ihre relativen Positionen zueinander. Diese Informationen
werden spa¨ter fu¨r die Fusion der Einzelbilder und Berechnung von Tiefeninformationen
in den u¨berlappenden Bildbereichen verwendet.
Die Analyse erfolgt in drei Stufen unterschiedlicher Abstraktion (Abb. 3.7) mit jeweils
eigenem Umweltmodell. Die erste Stufe berechnet die bereits erwa¨hnten Tiefeninforma-
tionen und sucht in einem datengetriebenen Prozess nach ra¨umlich und zeitlich stabilen
Gruppen von Merkmalen, die mo¨gliche zu erkennende Objektkategorien beschreiben. In
4Blob: elliptische Bildregion
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Abbildung 3.7: Dreistufige visuelle Perzeption fu¨r aktives Computersehen [Dic04].
der zweiten Stufe arbeiten mehrere Experten parallel, wobei jeder Experte eine Merk-
malsgruppe verarbeitet. Jeder Experte versucht zuna¨chst, modellgetrieben weitere ob-
jektspezifische Merkmale aus den Bildbereichen zu extrahieren, in denen die Merkmals-
gruppe detektiert wurde. Ist eine anschließende Erkennung der Objektkategorie auf Basis
aller Merkmale erfolgreich, wird das Objekt verfolgt. Sicher erkannte Objekte werden
symbolisch mitsamt ihrer erfassten Trajektorie in einer dynamischen Objektdatenbank
abgelegt. Auf diese Datenbank greift die dritte Stufe zu, die die Situation im Kontext
der zu lo¨senden Aufgabe analysiert. Sie sucht die aufgabenrelevanten Objekte in der
Datenbank und analysiert deren zeitliche Bewegungen. Anhand der Bewegungen trifft
sie Entscheidungen, die die Neuausrichtung des Sensorsystems und die Eigenbewegung
des Fahrzeugs betreffen. Die dritte Stufe ist mit Hilfe von State charts [Har87] realisiert,
damit sie leicht ausgetauscht oder erweitert werden kann.
Das System ist in der Lage, Straßen, Kreuzungen sowie statische und dynamische Hin-
dernisse, auch Lo¨cher, zu erkennen und darauf aufbauend eine autonome Navigation an-
hand festgelegter Wegpunkte vorzunehmen. Um das System echtzeitfa¨hig zu gestalten,
ist ein Cluster bestehend aus vier PCs mit Dualprozessoren notwendig. Eine Evaluation
des Systems findet sich in der Literatur nicht.
Ho¨ynck (2005) [Ho¨y05]
Ho¨ynck stellt in seiner Arbeit zur automatischen Objektdetektion in Videosequenzen
eine Anwendung zur Fahrzeugerkennung aus einem bewegten Fahrzeug vor. Als Szenen-
abbilder kommt ein Grauwertbild und ein Tiefenbild zum Einsatz, wobei ersteres mit
einer Kamera und letzteres mit Hilfe eines Radarsensors erfasst wird. Abb. 3.8 zeigt
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die Anordnung der Kamera und des Radarsensors am Fahrzeug sowie ihre unterschiedli-
chen Sichtbereiche. Das Sensormodell beschreibt diese Anordnung sowie die intrinsischen
Parameter der Kamera. Das Umweltmodell ist implizit in den Algorithmen zur Szenen-
analyse enhalten und beschreibt Fahrzeuge anhand von Symmetrie zur vertikalen Achse,
Intensita¨tsgradienten, Form und Bewegung.
Fahrzeug-
verifikation
Fahrzeug-
detektion
Fahrzeug-
detektion
Radar
Kamera
Abbildung 3.8: Sensoranordnung am Fahrzeug in der Arbeit von Ho¨ynck [Ho¨y05].
Die Szenenanalyse besteht aus zwei parallel ablaufenden Algorithmen: Im Sichtbereich
beider Sensoren erfolgt eine videobasierte Fahrzeugverfikation, im Sichtbereich, den aus-
schließlich die Kamera abdeckt, eine Fahrzeugdetektion (Abb. 3.8). Wa¨hrend die Fahr-
zeugverifikation dazu dient, das bereits serienma¨ßig erha¨ltliche ACC5 zu verbessern,
dient die Fahrzeugdetektion der Erkennung u¨berholender Fahrzeuge.
Bei der Fahrzeugverifikation bestimmt das Radarsignal mo¨gliche Positionen von vor-
ausfahrenden Fahrzeugen. Mit Hilfe des Sensormodells lassen sich diese Positionen in
entsprechende Regionen des Grauwertbildes transformieren. Diese Regionen werden an-
schließend mit den im Umweltmodell enthaltenen Merkmalen daraufhin untersucht, ob
sie ein Fahrzeug enthalten oder nicht.
Die Fahrzeugdetektion beginnt mit einer Kantenanalyse des Grauwertbildes in den Be-
reichen, die nicht vom Radarsensor abgedeckt werden. Bildbereiche mit vielen senkrech-
ten Kanten deuten auf potentielle Fahrzeuge hin. Diese Bildbereiche werden im Folgen-
den einer Eigenbewegungs- und Objektbewegungskompensation sowie einer Texurana-
lyse mittels Sobel-Filters [SHB99] unterworfen, woraus drei Merkmalskarten resultieren,
die zu einer Maske fusioniert werden. Auf Basis dieser Maske wird eine polygonale Bild-
region bestimmt, die das Fahrzeug entha¨lt.
Beide Algorithmen laufen auf einem PC mit 3 GHz Taktfrequenz in Echtzeit ab. Aller-
dings sind sie nur Teil eines gro¨ßeren Gesamtsystems, u¨ber dessen Hardwarebedarf fu¨r
eine Echtzeitausfu¨hrung keine Angaben zu finden sind.
Der Autor fu¨hrt eine umfangreiche, systematische Fehleranalyse des Systems anhand
von 14 Videosequenzen durch, die Autobahn- und Landstraßenszenen zeigen. Als Re-
ferenzmaterial dienen manuell erstellte Masken jedes Einzelbildes in diesen Sequenzen.
5Automatic Cruise Control
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Durch Vergleich der vom System erzeugten Ergebnisse mit dem Referenzmaterial lassen
sich Fehler bei der Fahrzeugdetektion quantitativ erfassen. Bei der wichtigsten Angabe
des Systems – die Entfernung zwischen dem eigenen und einem Fremdfahrzeug – betra¨gt
der Fehler im Mittel 0,15m. Allerdings macht Ho¨ynck keine Angaben zur Erkennungs-
rate oder zu falsch positiven Fahrzeugdetektionen, weist aber auf Erkennungsprobleme
bei Schlagschatten und einigen Fahrzeugkonfigurationen hin.
3.1.4 Navigation und Manipulation in der Robotik
Mobile Roboter beno¨tigen fu¨r die funktionale Navigation und Manipulation von Ge-
gensta¨nden in Innenraumumgebungen eine semantische Beschreibung dieser Umgebung.
Die Realisierung einer Szenenanalyse fu¨r diese Aufgabe ist die Motivation dieser Arbeit
und wurde in der Einleitung bereits ausfu¨hrlich diskutiert. Die folgenden Abschnitte
stellen exemplarisch 5 Szenenanalysesysteme vor, die den Stand der Technik in diesem
Anwendungsbereich repra¨sentieren.
Sandakly, Giraudon (1994) [SG94]
Sandakly und Giraudon entwickelten das wissensbasierte SystemMessie fu¨r die Erken-
nung von Tischen und Stu¨hlen in Innenraumumgebungen. MESSIE erlaubt die Model-
lierung deklarativen a priori Wissens mittels Frames [Min75], mit denen Eigenschaften
verwendeter Sensoren und zu detektierender Objektkategorien sowie ihre hierarchischen
und topologischen Beziehungen explizit modelliert werden ko¨nnen. Ein Tisch besteht
im Umweltmodell aus einer Platte sowie vier Beinen, ein Stuhl aus einer Sitzfla¨che und
einer Lehne. Weiterhin besagt das Umweltmodell, dass ein Stuhl oftmals in der Na¨he
eines Tisches zu finden ist. Das Sensormodell beschreibt die Abbildungseigenschaften der
verwendeten trinokularen Kamera, die drei Szenenabbilder aus leicht unterschiedlichen
Perspektiven in Form von Farbbildern liefert.
Die Verarbeitung der Frames erfolgt mit Hilfe verschiedener Typen von Spezialisten.
Abb. 3.9 veranschaulicht die Arbeitsweise von Messie. Ein Szenenspezialist sorgt fu¨r
die zielgerichtete Suche nach Objektkategorien. Dafu¨r ruft er in einer vorgegebenen
Low-Level
Spezialisten
Objekt-
spezialisten Szenen-
spezialist
Szenen-
abbilder
Daten
Anfragen
Legende:
Semantische
Szenen-
beschreibung
Objektkategorie-
beschreibungen
(Frames)
Abbildung 3.9: Schematische Darstellung des Systems Messie.
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Reihenfolge Objektspezialisten auf, die fu¨r die Suche nach einzelnen Objektkategorien
zusta¨ndig sind. Diese kommunizieren wiederum mit Low-Level Spezialisten, die die Sen-
sordaten unter den von den Objektspezialisten vorgegebenen Einschra¨nkungen auswer-
ten. Nach der Detektion potentieller Objektkategorien u¨bernimmt der Szenenspezialist
eine abschließende Validierung der Gesamtszene anhand der topologischen Beziehungen
zwischen den gefundenen Objektkategorien. Fu¨r die Bewertung dienen Fuzzy-Sets. Bei
ausreichender Bewertung erzeugt der Szenenspezialist eine semantische Szenenbeschrei-
bung in Form von Frames, die die ra¨umlichen Relationen der gefundenen Objektkate-
gorien beschreiben. Szenenspezialist und Objektspezialisten arbeiten dabei regelbasiert,
Low-Level Spezialisten basieren auf Algorithmen.
Fu¨r die Tisch- und Stuhlerkennung kommen ein Szenenspezialist, zwei Objektspezialis-
ten fu¨r die Tisch- und Stuhlerkennung und vier Low-Level Spezialisten zum Einsatz.
Letztere sind fu¨r die Ansteuerung des Kamerasystems, die Kantenerkennung [Der87],
die ra¨umliche Rekonstruktion von Liniensegmenten aus drei Farbbildern [AL87] und die
Gruppierung der Liniensegmente zu Polygonen verantwortlich. Mit diesen Spezialisten
realisieren die Autoren ein aktiv sehendes System fu¨r die wissensbasierte, modellgetrie-
bene Suche nach Tischen und Stu¨hlen, die auf der Auswertung von Liniensegmenten
im dreidimensionalen Raum beruht. Die Fa¨higkeiten des Systems werden anhand eines
ausfu¨hrlichen Beipiels demonstriert, eine detaillierte Evaluierung fehlt allerdings.
Kim, Nevatia (1999) [KN98, KN99]
Die Szenenanalyse von Kim und Nevatia erkennt Tu¨ren und Tische, die in einer Be-
legtheitsgitterkarte eingetragen werden, mit deren Hilfe ein Roboter im Sichtbereich
seiner Sensoren navigieren kann. Als Sensor kommt ein trinokulares Kamerasystem zum
Einsatz, das drei Farbbilder der Szene liefert. Daraus wird ein zwei- und ein dreidi-
mensionales Szenenabbild berechnet, welche Liniensegmente enthalten. Die Berechnung
der dreidimensionalen Liniensegmente erfolgt auf Basis des Sensormodells, das die Ka-
meraeigenschaften wiedergibt. Das Umweltmodell beschreibt Tu¨ren und Tische anhand
signifikanter Oberfla¨chen und funktionaler Evidenz. Signifikante Oberfla¨chen mu¨ssen in
Bezug auf Orientierung und Ausmaße in einem bestimmten Intervall liegen. Tu¨ren stehen
z. B. im Normalfall senkrecht auf dem Boden und haben eine rechteckige Grundfla¨che
mit einer Ho¨he im Bereich von 1,8 – 2,5m und einer Breite von 0,7 – 2,5m. Funktionale
Evidenzen beschreiben Auswirkungen auf das visuelle Erscheinungsbild der Szene, die
durch die Funktion von Tu¨ren und Tischen verursacht sind. Durch eine geo¨ffnete Tu¨r
ist es beispielsweise mo¨glich, Gegensta¨nde hinter der Tu¨r zu sehen. Tische haben eine
am Menschen ausgerichtete Arbeitsho¨he. Um diese zu gewa¨hrleisten, beno¨tigt ein Tisch
Beine. Weiterhin werden auf einem Tisch oftmals Gegensta¨nde abgelegt. Tischbeine und
Gegensta¨nde sind in den Szenenabbildern lokalisierbar. Wa¨hrend die signifikanten Ober-
fla¨chen als Parametersa¨tze im Umweltmodell abgelegt sind, geht die funktionale Evidenz
direkt als prozedurales Wissen in die algorithmische Umsetzung der Szenenanalyse ein.
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Die Szenenanalyse sucht in den Szenenabbildern modellgetrieben nach Tu¨ren und Ti-
schen, wobei zuna¨chst nach den im Umweltmodell angegebenen signifikaten Oberfla¨chen
gesucht wird. Ist eine Oberfla¨che gefunden, stellt sie eine Tu¨r- bzw. Tischhypothese dar.
Die Verifikation der Hypothese erfolgt durch die gezielte Suche nach funktionaler Evi-
denz. Je mehr davon gefunden wird, desto besser ist die Bewertung der Hypothese. Als
Bewertungsmaß dienen heuristische Kostenfunktionen, die an die zu suchende Objekt-
kategorie angepasst sind.
Die Autoren evaluieren das System anhand von jeweils 40 Experimenten zur Tu¨r- und
Tischerkennung in einer Laborumgebung. Dabei werden 95% aller Tu¨ren erkannt und
von diesen 90% korrekt als offen oder geschlossen klassifiziert. Im Falle der Tischerken-
nung betra¨gt die Erkennungsrate 95%. Die Dauer einer Szenenanalyse betra¨gt bei den
Experimenten im Mittel 140 s auf einer Sun Sparc Station 10.
Anguelov et al. (2004) [AKPT04]
Die Arbeit von Anguelov et al. widmet sich der Erkennung von Tu¨ren und Wa¨nden in
Korridoren anhand von Farbe, Form und Bewegungen mit Hilfe eines mobilen Roboters.
Als Sensoren dienen ein in Fahrtrichtung gerichteter Laserscanner und eine omnidirek-
tionale Kamera, die mechanisch aufeinander kalibriert sind. Ein Szenenabbild besteht
aus 180 Punktdistanzmessungen, die der Laserscanner in einer Ebene parallel zum Bo-
den in 1◦-Schritten liefert, und den zu jeder Punktdistanzmessung korrespondierenden
Farbwert der Kamera. Das Sensormodell beschreibt das Rauschen von Laserscanner
und Kamera als gaußverteilten Zufallsprozess und ist, wie das Umweltmodell, implizit
im Algorithmus fu¨r die Szenenanalyse enthalten. Das Umweltmodell setzt voraus, dass
in einem Korridor Wa¨nde und Tu¨ren farblich unterscheidbar und durch Liniensegmente
modellierbar sind. Zusa¨tzlich mu¨ssen alle vorkommenden Tu¨ren und Wandteile jeweils
die gleiche homogene Farbgebung aufweisen, alle Tu¨ren mu¨ssen daneben die gleiche
Breite besitzen.
Die Szenenanalyse verwendet Folgen von Szenenabbildern, die der Roboter zu diskreten
Zeitpunkten an bekannten Positionen aufnimmt. Dafu¨r fa¨hrt er den zu untersuchenden
Korridor einmal auf und ab, was mit der kartenerstellenden Navigation gelo¨st wird
(Abschnitt 1.1.2). Die Integration der Szenenabbilder mit dem aktuellen Umweltzustand
erfolgt mit Hilfe eines modifizierten EM-Algorithmus [DLR77] in geschlossener Form.
Wa¨hrend der Analyse erlernt der Roboter die Tu¨rbreite sowie die Farben von Wand
und Tu¨ren, vorausgesetzt, Menschen o¨ffnen oder schließen einige dieser Tu¨ren wa¨hrend
der Roboter diese passiert. Die erlernte Tu¨rbreite und -farbe ermo¨glicht anschließend die
Detektion von Tu¨ren, die sich nicht bewegen. Die aus dem EM-Algorithmus resultierende
semantische Szenenbeschreibung ist eine zweidimensionale Karte, die Wa¨nde und Tu¨ren
durch Liniensegmente beschreibt.
In Experimenten in einem Korridor, in dem die getroffenen Annahmen erfu¨llt sind, zeigen
die Autoren, dass ihre Szenenanalyse in 84% aller Fa¨lle Tu¨ren korrekt anhand ihrer
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Bewegungen und der daraus erlernten Tu¨r- und Wandfarbe erkennen kann. Wa¨hrend
der Experimente waren die Tu¨rbewegungen allerdings die einzigen Bewegungen in der
Umgebung.
Hillenbrand et al. (2004) [Hil04, HOB+04]
Gegenstand der Arbeit von Hillenbrand et al. ist die Analyse von Tischszenen, um
Robotern die gezielte Manipulation von Gegensta¨nden auf dem Tisch zu ermo¨glichen,
beispielsweise das Fu¨llen eines Wasserglases aus einer Flasche. Das System ist in der
Lage, Weingla¨ser, Wassergla¨ser, Flaschen und Tassen auf einem Tisch zu erkennen und
ihre Positionen zu ermitteln (Abb. 3.10(c)). Das Szenenabbild ist ein lichtes Tiefen-
bild, das aus drei Farbbildern einer trinokularen Kamera bestimmt wird [OK93], d. h. es
befinden sich nur Punktdistanzmessungen im Tiefenbild, die eine sehr hohe Konfidenz
aufweisen (Abb. 3.10(b)). Bei der Berechnung greift das System auf das Sensormodell
(a) Originalszene (b) Szenenabbild (c) Analyseergebnis
Abbildung 3.10: Analyse einer Tischszene [Hil04, HOB+04].
der Kamera zuru¨ck. Das Umweltmodell entha¨lt fu¨r jede zu erkennende Objektkategorie
eine Zugeho¨rigkeitsfunktion, die mo¨gliche Lagen des Objekts auf dem Tisch mit Punkt-
distanzmessungen korreliert. Jede Zugeho¨rigkeitsfunktion wird in einer Trainingsphase
empirisch aus Histogrammen der Punktdistanzmessungen bestimmt, die aus Tiefenbil-
dern mehrerer verschiedener Ansichten der zu trainierenden Objektkategorie stammen.
Die Aufgabe der Szenenanalyse besteht in der optimalen Approximation des aufgenom-
menen Szenenabbilds durch eine gewichtete Superposition der Zugeho¨rigkeitsfunktio-
nen, wobei nur Funktionen verwendet werden, deren Gewichte einen minimalen Wert
u¨berschreiten. Die Funktionen, die zu der Approximation beitragen, bestimmen die in
der Szene vorhandenen Objektkategorien sowie deren Lage. Diese Analyse ist mit Hilfe
der generalisierten Hough-Transformation [Bal81, SE97, Bon02] algorithmisch umgesetzt
und dauert auf einer Pentium IV CPU mit 2,4GHz im Beispiel von Abb. 3.10 5,7 s. Eine
Evaluierung, die die Leistungsfa¨higkeit des Ansatzes und die Generalisierungsfa¨higkeit
der verwendeten Modelle demonstriert, beschreiben die Autoren nicht.
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Rous et al. (2005) [RLK05]
Rous et al. stellen ein System vor, welches in Innenra¨umen den Boden und Tu¨ren er-
kennen kann. Als einziges Szenenabbild verwendet es ein Farbbild, das mit Hilfe einer
monokularen Kamera aufgezeichnet wird. Ein Sensormodell existiert in dieser Arbeit
nicht. Das Umweltmodell besagt, dass der Boden unten im Kamerabild zu finden und
farblich homogen koloriert ist. Weiterhin sind Tu¨ren nach diesem Umweltmodell blau
gefa¨rbt. Dieses Wissen ist impliziter Teil der Algorithmen fu¨r die Szenenanalyse, die ein
rein datengetriebener Prozess ist. Abb. 3.11(a) stellt diesen Prozess dar. Die Szenenana-
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Abbildung 3.11: Szenenanalyse nach Rous et al. [RLK05].
lyse basiert auf der Annahme, dass viele Raumstrukturen durch Linien im Szenenabbild
voneinander getrennt werden. Sie unterteilen das Bild zuna¨chst in konvexe Polygone.
Boden und Tu¨ren bestehen aus mehreren, farba¨hnlichen Polygonen, wenn die im Um-
weltmodell getroffenen Annahmen zutreffen. Entsprechend besteht die Szenenanalyse
aus einem Bildverarbeitungteil, in dem mit Hilfe des Canny-Algorithmus [Can86] und
der Hough-Transformation [Hou62] Linien extrahiert werden. Darauf folgt die Segmen-
tierung, in der mit Hilfe der Linien Polygone gebildet und farblich a¨hnliche Polygone
anschließend miteinander verschmolzen werden. Auf Basis dieser Polygone erfolgt ab-
schließend die Erkennung der Kategorien. Dabei werden unten im Bild befindliche Po-
lygone als Boden und blaue Polygone mit senkrechten Linienbegrenzungen als Tu¨ren
erkannt.
Die Entwicklung dieser Szenenanalyse erfolgte unter dem Aspekt, die Verarbeitungs-
geschwindigkeit zu maximieren. Ensprechend erreicht das System eine Geschwindigkeit
von 7–10 Bildern pro Sekunde auf einer Pentium 3 CPU mit 933 MHz Taktfrequenz
und einer Bildauflo¨sung von 377 x 260 Pixeln. Die Autoren demonstrieren die Korrekt-
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heit der Analyseergebnisse anhand von vier Beispielszenen, Fehlermaße und Statistiken
fehlen jedoch. Ferner weisen die Autoren darauf hin, dass die Analyse bei Beleuchtungs-
schwankungen versagt. Abb. 3.11(b) und (c) zeigen eine Beispielszene und das zugeho¨rige
Analyseergebnis.
3.2 Leistungsfa¨higkeit bestehender Systeme
Ein Vergleich der Leistungsfa¨higkeit von Szenenanalysesystemen ist nur sinnvoll, wenn
alle zu vergleichenden Systeme u¨ber a¨hnliche Voraussetzungen verfu¨gen, welche in Form
der Aufgabenkontexte vorliegen. Daher erfordert ein Vergleich die Beachtung der Anzahl
zu erkennender Kategorien und der auferlegten Restriktionen.
Eine Voraussetzung fu¨r die Messung der Leistungsfa¨higkeit ist die Bereitstellung von
Datenmaterial in Form von Szenenabbildern, das fu¨r den Aufgabenkontext repra¨sen-
tativ ist, d. h. alle zu erkennenden Objektkategorien und vom System zu tolerierende
Sto¨rungen in ausreichendem Maße entha¨lt.
Die Leistungsfa¨higkeit eines Szenenanalysesystems la¨sst sich unter dieser Voraussetzung
anhand der in Abschnitt 2.4 vorgestellten Kriterien Robustheit, Effizienz und Korrekt-
heit abscha¨tzen. Allerdings wird die Robustheit in allen vorgestellten Arbeiten nicht
explizit betrachtet. Mangelnde Robustheit spiegelt sich hier in schlechteren Ergebnissen
fu¨r die Korrektheit wider.
Tab. 3.2 stellt alle im vorherigen Abschnitt beschriebenen Systeme anhand der zu er-
kennenden Kategorien, der wichtigsten Restriktionen, des verwendeten Datenmaterials,
der Effizienz und der Korrektheit gegenu¨ber, sofern Angaben dazu in den entsprechenden
Vero¨ffentlichungen enthalten sind. Die Systeme sind dabei nach ihrer zugrundeliegenden
Anwendung gruppiert.
Bei der Betrachtung der Anzahl zu erkennender Kategorien und der zugeho¨rigen Re-
striktionen fa¨llt auf, dass umso mehr Kategorien von den vorgestellten Systemen er-
kannt werden ko¨nnen, je spezifischer die Restriktionen fu¨r eine Szene formuliert werden
ko¨nnen. Vor allem bei einem Vergleich der beiden Systeme fu¨r die Luftbildanalyse mit
den restlichen Systemen wird dies deutlich. Erstere setzen die Existenz einer digita-
len Landschaftskarte und die Kenntnis des Kartenausschnitts voraus, der durch das zu
analysierende Luftbild abgebildet wird. Die digitale Landschaftskarte erlaubt die Ablei-
tung pra¨ziser, szenenspezifischer Resktriktionen auf allen Abstraktionsebenen, wie die
Anzahl an Objektkategorien, ihre Typen, Positionen und ihr jeweiliges Erscheinungs-
bild im Luftbild. Dadurch treten wa¨hrend der Analyse relativ wenig Unsicherheiten auf,
was die Erkennung vieler verschiedener Kategorien begu¨nstigt. Im Allgemeinen ist es
mo¨glich, alle Kategorien zu unterscheiden, die in der Karte vorkommen. Die Systeme
von Quint und Sties [QS95, Qui95] sowie von To¨njes [To¨n99] unterscheiden mehr als 10
Kategorien.
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Dagegen verwenden alle anderen Szenenanalysesysteme weniger spezifische Restrik-
tionen, die ausschließlich auf hohen Abstraktionsebenen formuliert sind. Diese Re-
striktionen betreffen meist den Einsatzort der Szenenanalyse oder Teilaspekte des
Szenenaufbaus. In den Dissertation von Wetzel [Wet96] und Ho¨ynck [Ho¨y05] wer-
den z. B. aussschließlich Autobahn- und Landstraßenszenen betrachtet, wo Sto¨rungen
durch Geba¨udeansammlungen oder Personen nahezu auszuschließen sind. Dagegen be-
schra¨nken sich die Arbeiten von Sandakly und Giraudon[SG94] sowie von Kim und
Nevatia [KN98, KN99] auf die Erkennung von Tischen, die genau vier Beine besitzen,
womit die Komposition von Tischen limitiert ist und damit auch die Alltagstauglichkeit
des Systems, denn Tische mit mehr oder weniger als vier Beinen werden nicht erkannt.
Allen diesen Restriktionen ist gemeinsam, dass sie keine Einschra¨nkungen auf der un-
tersten Abstraktionsebene, d. h. den Szenenabbildern, vornehmen. Daraus resultiert ein
im Vergleich zu den Luftbildanalysesystemen vergro¨ßerter Interpretationsspielraum, der
einerseits die Erkennung der Kategorien unabha¨ngig von ihrem visuellen und geometri-
schen Erscheinungsbild ermo¨glicht, andererseits aber auch Fehlinterpretation begu¨nstigt.
Nach Tab. 3.2 ist unter weniger spezifischen Restriktionen momentan lediglich eine Er-
kennung zwischen einer und fu¨nf Kategorien bei akzeptabler Effizienz und Korrektheit
mo¨glich, wobei die Alltagstauglichkeit vor allem bei den Systemen fu¨r die Robotik durch
die Restriktionen stark herabgesetzt wird.
Hinsichtlich der Effizienz machen nur wenige Autoren Angaben. Auf zum Zeitpunkt der
Erstellung dieser Arbeit ga¨ngiger Standardhardware (Pentium 4 PC mit 2,4 GHz CPU)
liegt die Verarbeitungszeit im Sekundenbereich [NSLH03, Hil04, HOB+04]. Echtzeit ist
nur bei Verwendung mehrerer Prozessoren mo¨glich [Wet96, FGG+99, Dic04, Ho¨y05].
Bei den Angaben zur Korrektheit in Tab. 3.2 muss das verwendete Datenmateri-
al beru¨cksichtigt werden. Hierbei bestehen hinsichtlich der Quantita¨t große Unter-
schiede. Die meisten Autoren belegen die Funktionalita¨t ihrer Arbeiten lediglich an-
hand eines oder weniger Beispiele, bei denen ein ideales Analyseergebnis erzielt wird
[To¨n99, Gra00, LEC+01, NSLH03, SG94, AKPT04, Hil04, HOB+04, RLK05]. Einige
Autoren fu¨hren gar keine Evaluierung durch [QS95, Qui95, Dic04] oder machen keine
Angaben zu dem verwendeten Datenmaterial [FGG+99]. In diesen Fa¨llen ko¨nnen die An-
gaben zur Korrektheit nicht als repra¨sentativ angesehen werden. Ho¨ynck [Ho¨y05] fu¨hrt
eine umfangreiche Analyse von Messfehlern bei der Fahrzeugerkennung fu¨r die Fa¨lle
durch, in denen auch Fahrzeuge erkannt wurden. Angaben zur Erkennungsrate oder zur
Anzahl falscher Alarme finden sich in seiner Arbeit nicht. Entsprechend ko¨nnen ver-
wendbare Aussagen zur Korrektheit nur fu¨r die Arbeiten von Wetzel [Wet96] und Liu et
al. [LBB+01] aus dem Bereich der Fahrerassistenz- und Verkehrsu¨berwachungssysteme
sowie die Arbeit von Kim und Nevatia [KN98, KN99] aus dem Bereich der Robotik
gemacht werden. In diesen Arbeiten werden im zugrundegelegten Datenmaterial etwa
90% aller vorkommenden Objekte der zu erkennenden Kategorien korrekt erkannt.
Zusammenfassend la¨sst sich die Leistungsfa¨higkeit bestehender Systeme fu¨r die Sze-
nenanalyse folgendermaßen charakterisieren: Bei gegebenen Restriktionen, die keine
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Tabelle 3.2: Vergleich der Leistungsfa¨higkeit der vorgestellten Systeme.
Referenz Kategorien wichtige Restriktionen
Luftbildanalyse:
[QS95, Qui95] Straßen, Felder,
Siedlungen, etc.1
–Landschaft muss kartografiert sein
– bekannter Kartenausschnitt
[To¨n99] Straßen, Flu¨ssen, Ha¨user,
Kla¨rwerke, etc.1
–Landschaft muss kartografiert sein
– bekannter Kartenausschnitt
3D-Rekonstruktion:
[Gra00] Mauerwerk, Dach,
Schornstein
– Szene muss hauptsa¨chlich Geba¨ude zeigen
–Geba¨ude muss ausreichend texturiert sein
[LEC+01] Boden, Wa¨nde, Decke –Kategorien durch Ebenen approximierbar
[NSLH03] Wa¨nde, Tu¨ren, Decke,
Boden
–Tu¨ren mu¨ssen geo¨ffnet sein
–Kategorien durch Ebenen approximierbar
Fahrerassistenz- und Verkehrsu¨berwachungssysteme:
[Wet96] Fahrzeuge,
Straßenbegrenzung
–Autobahn- und Landstraßenszenen
[FGG+99] Fahrzeuge, Zebrastreifen,
Richtungspfeile, Ampeln,
Verkehrszeichen
– Straße ist eben
–Ampeln besitzen typische Farben
–Verkehrszeichen besitzen typische Formen
[LBB+01] Fahrzeuge –Fest definierte Eintrittsstellen in Szene
–Festgelegte Fahrzeugtrajektorien
[Dic04] Straßen, Kreuzungen,
Hindernisse
– keine Angaben –
[Ho¨y05] Fahrzeuge –Autobahn- und Landstraßenszenen
Navigation und Manipulation in der Robotik:
[SG94] Tische, Stu¨hle –Tische besitzen 4 Beine
– Stu¨hle stehen nahe bei Tischen
[KN98, KN99] Tische, Tu¨ren –Tische besitzen 4 Beine
–Tu¨ren sind rechteckig
[AKPT04] Wa¨nde, Tu¨ren –Einsatz in geraden Korridoren,
–Wa¨nde und Tu¨ren sind einfarbig,
–Wa¨nde und Tu¨ren farblich unterscheidbar
[Hil04, HOB+04] Weingla¨ser, Wassergla¨ser,
Tassen, Flaschen
–Roboter blickt auf Tisch,
–Tischplatte ist einfarbig
[RLK05] Boden, Tu¨ren –Boden ist einfarbig, unten und sichtbar
–Tu¨ren sind blau
1Beide Systeme erkennen mehr als 10 Kategorien (siehe Text).
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Datenmaterial Effizienz Korrektheit
– keine Angaben – – keine Angaben – – keine Angaben –
4 Luftbilder von
Landschaften mit Geba¨uden
– keine Angaben – 100% korrekte Rekonstruktion
mehrere Szenenabbilder von
2 Geba¨uden
– keine Angaben – 100% korrekte Rekonstruktion
Tiefenbilder aus einem
langen, geraden Korridor
20 min. auf einem
Low-end PC
–keine Angaben –
Tiefenbilder aus einem
langen, geraden Korridor
2,4 s/Scan auf Pentium 4
PC mit 2,4 GHz
– keine Angaben –
18 Bildfolgen von Autobahn-
szenen, 15 min. Video
Echtzeit mit 2 PCs Fahrzeuge: 93% (4,8 / min.)2
– keine Angaben – Echtzeit mit Hilfe von 3
AIX/Power PCs
Verkehrszeichen: 90% (4–6%)2
Verkehrsampeln: 90% (< 2%)2
9 Bildfolgen a` 3 Bilder von
Kreuzungen
10 s auf Sun Sparc
Station II
89% korrekte Beschreibungen
– keine Angaben – Echtzeit mit Hilfe von 4
Dualcore-Prozessoren
– keine Angaben –
14 Bildfolgen mit
insgesamt 23 Fahrzeugen
Echtzeit auf 3 GHz PC
(nur Fahrzeugerkennung)
– keine Angaben –
1 Szene mit Tisch und Stuhl – keine Angaben – 100% korrekte Beschreibung
40 Szenen mit Tischen,
40 Szenen mit Tu¨ren
140 s auf Sun Sparc
Station 10
Tu¨ren: 95%
Tische: 90%
Bilder aus einem langen,
geraden Korridor
– keine Angaben – Tu¨ren: 84%
1 Tischszene 5,7 s auf Pentium 4 PC
mit 2,4 GHz
100% korrekte Beschreibung
4 Innenraumszenen 0,1 s auf Pentium 3 PC
mit 933 MHz
– keine Angaben –
2Werte in Klammern kennzeichnen die Anzahl falsch positiver Erkennungen.
57
3 Stand der Technik
spezifische Szenenbeschreibung in Form von Karten voraussetzen, ist eine Unterschei-
dung von zwei bis drei Kategorien mit einer Erkennungsrate von um die 90% mo¨glich.
Dabei ist auf Standardhardware eine Ausfu¨hrungsdauer im Sekundenbereich realistisch.
Die Bestrebungen der weiteren Entwicklung zielen darauf ab, mehr Kategorien bei we-
nigen Restriktionen zu unterscheiden, ohne dass die Alltagstauglichkeit des Gesamt-
systems durch die Restriktionen gravierend beeintra¨chtigt wird. Dafu¨r muss umso mehr
Wissen u¨ber den Szenenaufbau und die Eigenschaften der Szenenabbilder in die Analyse
einfließen und verarbeitet werden. Es stellt sich nun die Frage, inwieweit die bestehenden
Lo¨sungsansa¨tze fu¨r die Verarbeitung umfangreicheren Wissens geeignet sind.
3.3 Diskussion der Lo¨sungsansa¨tze bestehender
Systeme
Im Folgenden sollen die vorgestellten Arbeiten hinsichtlich ihrer Lo¨sungsansa¨tze fu¨r die
Wissensverarbeitung und die Behandlung von Unsicherheiten verglichen und daraufhin
untersucht werden, inwieweit diese auch fu¨r umfangreicheres Modellwissen und eine
einfache Erweiterung bestehenden Wissens geeignet sind.
3.3.1 Wissensverarbeitung
Tab. 3.3 stellt die Lo¨sungsansa¨tze der vorgestellten Arbeiten fu¨r die Wissensverarbeitung
gema¨ß der Taxonomie aus Abschnitt 2.3.3 in den ersten sechs Spalten gegenu¨ber.
Wissensrepra¨sentation
Fu¨r eine u¨bersichtliche Darstellung umfangreichen Wissens und eine flexible Erweiterung
bestehenden Wissens ist eine explizite Repra¨sentation erforderlich, da diese dem Ent-
wickler ein direktes Versta¨ndnis der Wissensinhalte ermo¨glicht und die fu¨r eine Erweiter-
ung beno¨tigte Flexibilita¨t bereitstellt. Wa¨hrend die meisten Arbeiten aus den Bereichen
der Luftbildanalyse, 3D Rekonstruktion sowie der Fahrerassistenz- und Verkehrsu¨ber-
wachungssysteme zumindest große Teile des deklarativen Wissens explizit repra¨sentie-
ren, kommt bei den neueren Systemen fu¨r die Robotik ausschließlich implizit repra¨sen-
tiertes Wissen zum Einsatz. Eine Ausnahme bildet die relativ alte Arbeit von Sandakly
und Giraudon [SG94]. Das dort eingesetzte System Messie stammt urspru¨nglich aus
dem Bereich der Luftbildanalyse [CGHS93] und wurde fu¨r die Robotik modifiziert. Als
Argument fu¨r den Einsatz ausschließlich impliziten Wissens wird oftmals die ho¨here Ver-
arbeitungsgeschwindigkeit von Algorithmen und Parametern im Vergleich zu Regeln und
Fakten bei gleichem Hardwareaufwand angefu¨hrt, da eine mo¨glichst schnelle Verarbei-
tung wichtig ist, der Platz fu¨r entsprechend leistungsfa¨higere Hardware zur a¨quivalenten
Verarbeitung expliziten Wissens in einem Roboter aber begrenzt ist. Allerdings ist in
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naher Zukunft mit Multicore-Prozessoren zu rechnen, die eine hohe Rechenleistung bei
geringen Platzbedarf vorweisen ko¨nnen, sodass dieses Argument nicht mehr gelten wird.
Wissenskodierung
Fu¨r die Wissenskodierung sind nach dem letzten Abschnitt nur diejenigen Arbeiten
interessant, die auch explizit repra¨sentiertes Wissen nutzen. Bei diesen Arbeiten exis-
tieren Unterschiede hinsichtlich der Nutzung des Wissens. Die Systeme von Dickmanns
[Dic04] sowie von Sandakly und Giraudon [SG94] basieren auf einer Anzahl hierarchisch
angeordneter, spezialisierter Module, von denen jedes die anderen zur Lo¨sung spezieller
Aufgaben auffordern und dabei die chronologische Reihenfolge der Analyse beeinflussen
kann. Dickmanns bezeichnet diese spezialisierten Module als Skills. Alle Skills sind in
Form von Algorithmen implementiert und werden durch Parameter gesteuert. Sie er-
zeugen die Fakten und speichern diese in einer globalen Datenbank, damit andere Skills
darauf zugreifen ko¨nnen.
Bei Sandakly und Giraudon heißen die spezialisierten Module Spezialisten. Anders als
bei Dickmanns sind diese nur auf der untersten Abstraktionsebene mit Hilfe von Al-
gorithmen implementiert. Auf den beiden oberen Abstraktionsebenen bestehen sie aus
Regeln, die mit Hilfe einer Inferenzmaschine interpretiert werden. Analog zu Dickmanns
legen die Spezialisten die erzeugten Fakten zwecks Datenaustausches in einer globalen
Datenbank ab.
Die Arbeiten von Nu¨chter et al. [NSLH03] und Liu et al. [LBB+01] basieren auf einer
zweistufigen Verarbeitung mit getrennter Wissenskodierung. Auf der bildnahen Ebene
kommen Algorithmen und Parameter zur Steuerung dieser Algorithmen zum Einsatz. Sie
erzeugen datengetrieben die Fakten fu¨r die eigentliche Analyse der Szene. Diese erfolgt
modellgetrieben mit Hilfe von Regeln, die zusammen mit den Fakten in einem wissen-
basierten System verarbeitet werden. Nu¨chter et al. nutzen dafu¨r die Pra¨dikatenlogik,
Liu et al. die Fuzzy-Logik.
Die verbleibenden vier Arbeiten von Quint und Sties [QS95, Qui95], To¨njes [To¨n99],
Grau [Gra00] sowie Wetzel [Wet96] verfolgen dasselbe Konzept zur Nutzung sa¨mtli-
cher Kodierungsformen. Es ist in Abb. 3.12 vereinfacht dargestellt. Als Darstellungs-
Steuerung
NächsterKnoten
Methodenaufruf
Interpretation
Szenenabbilder
Merkmale
f(x)
Methoden
Wissensbasis
Szene
A B
B-1 B-2 B-3
C
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netz
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Abbildung 3.12: Konzept fu¨r eine gleichfo¨rmige Verarbeitung von Fakten.
59
3 Stand der Technik
Tabelle 3.3: Vergleich der Wissensverarbeitung und der Behandlung von Unsicher-
heiten bei den vorgestellten Systeme.
Referenz Wissensrepra¨sentation Wissenskodierung Darstellungs-
formalismus
Luftbildanalyse:
[QS95, Qui95] proz.1: implizit
dekl.2: implizit, explizit
Algorithmen
Parameter, Fakten
semantisches Netz
[To¨n99] proz.: implizit, explizit
dekl.: implizit, explizit
Algorithmen, Regeln
Parameter, Fakten
semantisches Netz
3D-Rekonstruktion:
[Gra00] proz.: implizit, explizit
dekl.: implizit, explizit
Algorithmen, Regeln
Parameter, Fakten
semantisches Netz
[LEC+01] proz.: implizit
dekl.: implizit
Algorithmen
Parameter
– nicht verwendet –
[NSLH03] proz.: implizit, explizit
dekl.: implizit, explizit
Algorithmen, Regeln,
Parameter, Fakten
Pra¨dikatenlogik
Fahrerassistenz- und Verkehrsu¨berwachungssysteme:
[Wet96] proz.: implizit
dekl.: implizit, explizit
Algorithmen,
Parameter, Fakten
semantisches Netz
[FGG+99] proz.: implizit
dekl.: implizit
Algorithmen
Parameter
– nicht verwendet –
[LBB+01] proz.: implizit, explizit
dekl.: implizit, explizit
Algorithmen, Regeln
Parameter, Fakten
Frames
[Dic04] proz.: implizit
dekl.: implizit, explizit
Algorithmen
Parameter, Fakten
– keine Angaben –
[Ho¨y05] proz.: implizit
dekl.: implizit
Algorithmen
Parameter
– nicht verwendet –
Navigation und Manipulation in der Robotik:
[SG94] proz.: implizit, explizit
dekl.: implizit, explizit
Algorithmen, Regeln
Parameter, Fakten
Frames
[KN98, KN99] proz.: implizit
dekl.: implizit
Algorithmen
Parameter
– nicht verwendet –
[AKPT04] proz.: implizit
dekl.: implizit
Algorithmen
Parameter
– nicht verwendet –
[Hil04, HOB+04] proz.: implizit
dekl.: implizit
Algorithmen
Parameter
– nicht verwendet –
[RLK05] proz.: implizit
dekl.: implizit
Algorithmen
Parameter
– nicht verwendet –
1proz.: prozedurales Wissen 2 dekl.: deklaratives Wissen
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Anzahl an Verarbeitungs- Ergebnis- Adaptation
Abstraktionsebenen strategie bewertung
– keine Angaben – hybrid Dempster-Shafer – keine Angaben –
5 hybrid Kostenfunktionen proz.: –
dekl.: Parameter, Fakten
3 hybrid Toleranzintervalle proz.: –
dekl.: Parameter, Fakten
3 modellgetrieben probabilistisch3 proz.: –
dekl.: Parameter
3 hybrid Toleranzintervalle – keine Angaben –
8 hybrid Fuzzy-Sets proz.: –
dekl.: Parameter, Fakten
– keine Angaben – modellgetrieben – keine Angaben – – keine Angaben –
– keine Angaben – hybrid Fuzzy-Sets – keine Angaben –
3 hybrid – keine Angaben – – keine Angaben –
– keine Angaben – hybrid Toleranzintervalle – keine Angaben –
3 modellgetrieben Fuzzy-Sets proz.: –
dekl.: Parameter
– keine Angaben – modellgetrieben Kostenfunktionen – keine Angaben –
2 modellgetrieben probabilistisch3 proz.: –
dekl.: Parameter
3 modellgetrieben Fuzzy-Sets proz.: –
dekl.: Parameter
– keine Angaben – datengetrieben – keine Angaben – – keine Adaptation –
3Erwartungswertmaximierung
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formalismus fu¨r die Fakten wird ein semantisches Netz verwendet. Dieses Netz stellt das
Szenenmodell in Form eines Konzeptnetzes dar und ist explizit in einer Wissensbasis
abgelegt. Die Steuerung erlaubt die gleichfo¨rmige Verarbeitung des Konzeptnetzes: Fu¨r
jeden Konzeptknoten werden Methoden aufgerufen, welche die zur Identifikation no¨tigen
Merkmale aus den Szenenabbildern extrahieren. Die Methoden bestehen aus Algorith-
men, die u¨ber Parameter adaptierbar sind. Letztere werden mit dem Methodenauf-
ruf u¨bergeben. Wa¨hrend der Interpretation werden die Analyseergebnisse in Form von
Instanzknoten erzeugt, die an die entsprechenden Konzeptknoten gebunden sind und
ebenfalls in der Wissensbasis abgelegt werden. Nach der Interpretation der Ergebnisse
folgt die Verarbeitung der na¨chsten Konzeptknoten, bis das Konzeptnetz vollsta¨ndig
abgearbeitet wurde. Der Unterschied zwischen den Arbeiten von Quint, Sties und Wet-
zel sowie von To¨njes und Grau liegt in der Implementierung der Steuerung. Wa¨hrend
erstere die Steuerung in Form eines Algorithmus realisieren, verwenden letztere eine In-
ferenzmaschine mit 8 Regeln, die die Steuerung u¨bernimmt. Im Vergleich zu den anderen
Arbeiten ist dieses das flexibelste Konzept in Hinsicht auf eine einfache Erweiterung von
bestehenden Wissen, da fu¨r wechselnde Anwendungen lediglich das Modell zu a¨ndern
ist. Allerdings ist dieses Konzept hinsichtlich einer Adaptation nicht besonders flexibel,
da nur das deklarative Wissen angepasst werden kann, das prozedurale Wissen hingegen
fest vorgegeben ist.
Darstellungsformalismus
Einen Darstellungsformalismus verwenden nur diejenigen Arbeiten, die Wissen auch ex-
plizit repra¨sentieren. Unter diesen Arbeiten setzen die meisten semantische Netze als
Darstellungsformalismus ein [QS95, Qui95, To¨n99, Gra00, Wet96]. Diese besitzen die
gro¨ßte Flexibilita¨t, eignen sich fu¨r die Darstellung sehr umfangreichen Wissens und
ermo¨glichen eine einfache Erweiterung. Das Cyc-Projekt [Cyc06] nutzt diesen Formalis-
mus beispielsweise fu¨r die Darstellung und Verarbeitung von Allgemeinwissen. Zur Zeit
entha¨lt diese frei zuga¨ngliche Wissensbasis eine Ontologie mit mehr als 250.000 Fakten
[MCWD06].
Frames [LBB+01, SG94] stellen fu¨r die Verarbeitung eine gleichwertige Alternative dar,
haben aber einen Nachteil bei der Wartung, da sie im Vergleich zu semantischen Netzen
nicht so gut zu visualisieren sind [To¨n99]. Die Verwendung der Pra¨dikatenlogik [NSLH03]
ist ungeeignet, da sie lediglich eine zweiwertige Darstellung von Fakten erlaubt (vgl.
Abschnitt 2.3.3).
Anzahl an Abstraktionsebenen
Die meisten Arbeiten, bei denen Angaben vorliegen, verwenden drei Abstraktionsebe-
nen. Die Arbeiten von Liu et al. [LEC+01], Nu¨chter et al. [NSLH03], Sandakly und
Giraudon [SG94] sowie Hillenbrand et al. [Hil04, HOB+04] nehmen dabei ein pragmati-
sche Aufteilung in eine Ebene mit den Szenenabbildern, eine Zwischenebene mit unter-
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schiedlichen Primitiven und eine Ebene mit der semantischen Szenenbeschreibung vor.
Dagegen unterscheidet Grau [Gra00] eine sensorbezogene, weltbezogene und semantische
Schicht, wa¨hrend Dickmanns [Dic04] eine funktionale Aufteilung in eine Detektions-,
Validierungs- und Interpretationsebene vornimmt. Diese von den genannten Autoren
gewa¨hlten drei Abstraktionsebenen sind fu¨r die Verarbeitung umfangreicheren Modell-
wissens zu wenig. Sie erlauben lediglich eine grobe Differenzierung des Wissens. Außer-
dem sind einzelne Ebenen schnell u¨berladen, was eine u¨bersichtliche und strukturierte
Verarbeitung des Modellwissens verhindert.
Wetzel [Wet96] unterscheidet in seiner Arbeit 8 Abstraktionsebenen, wobei diese ledig-
lich durchnummeriert sind und kein Konzept erkennen lassen. To¨njes hingegen differen-
ziert zwischen 5 Abstraktionsebenen, die sich in eine Bildverarbeitungsebene, eine Sen-
sorebene, eine Material- und Geometrieebene sowie eine semantische Ebene gliedern.
Diese Konfiguration erlaubt die Repra¨sentation umfangreichen Wissens fu¨r die Luft-
bildanalyse. Allerdings ist die Wahl der Ebenen auch pragmatischer Natur, da sie funk-
tionale Ebenen (Sensor- und Bildverarbeitungsebene) und Ebenen zur Beschreibung des
Szenenaufbaus (Material-, Geometrie-, semantische Ebene) vermischen. Fu¨r umfangrei-
ches Modellwissen und eine flexible Erweiterung dieses Wissens ist jedoch ein Konzept
wu¨nschenswert, welches Wissenseinheiten auf mehreren Abstraktionsebenen anordnet,
die die Bedeutung dieses Wissens hinsichtlich der semantischen Szenenbeschreibung wi-
derspiegeln. Ein solches Konzept ist im Bereich der Szenenanalyse noch nicht zu finden.
Verarbeitungsstrategie
Die Vor- und Nachteile der einzelnen Verarbeitungsstrategien wurden bereits in Ab-
schnitt 2.3.3 diskutiert. Bei umfangreichen Wissen ist eine reine datengetriebene Stra-
tegie nicht geeignet, da sich die durch diese Strategie bedingte Fehlerfortpflanzung zu
stark auf das Endergebnis auswirkt. Von den vorgestellten Arbeiten verfolgt auch ledig-
lich diejenige von Rous et al. [RLK05] eine datengetriebene Strategie. Somit verbleiben
die modellgetriebene und hybride Strategie als Alternativen, die auch beide gleicher-
maßen oft eingesetzt werden. Allerdings sinkt die Effizienz der modellgetriebenen im
Vergleich zur hybriden Strategie, je umfangreicher das zu verarbeitende Wissen ist. Da-
her ist letztere bei umfangreichen Wissen zu bevorzugen. Entsprechend nutzen auch die
beiden Arbeiten zur Luftbildanalyse [QS95, Qui95, To¨n99] diese Strategie. Sie verarbei-
ten im Vergleich zu allen anderen Arbeiten das meiste Wissen.
3.3.2 Behandlung von Unsicherheiten
Die von den vorgestellten Systemen verwendeten Methoden zur Ergebnisbewertung und
Adaptation nach der Taxonomie aus Abschnitt 2.3.4 sind in den letzten beiden Spalten
von Tab. 3.3 aufgefu¨hrt.
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Ergebnisbewertung
Von den vorgestellten Arbeiten nutzen lediglich zwei einen probabilistischen Ansatz
fu¨r die Ergebnisbewertung [LEC+01, AKPT04]. Dieser dient als Grundlage fu¨r eine
Erwartungswertmaximierung zur Optimierung der Endergebnisse. Wie schon in Ab-
schnitt 2.3.4 dargelegt, sind probabilistische Ansa¨tze bei umfangreicheren Modellwissen
nicht mehr geeignet.
Alle anderen Arbeiten verfolgen – soweit Angaben vorliegen – heuristische Ansa¨tze. Da-
bei werden oftmals Toleranzintervalle verwendet [Gra00, NSLH03, Ho¨y05]. Ihr Nachteil
ist die zweiwertige Bewertung von Fakten, wie das Beispiel in Abb. 3.13(a) verdeutlicht.
Zu sehen sind zwei fast parallele Ebenen, deren Parallelita¨tsbeziehung fu¨r die Pru¨fung
eines Modells ausgewertet werden soll. Durch Sensorrauschen ist eine ideale Paralle-
lita¨t der beiden Ebenen fast nie gegeben. Das in Abb. 3.13(b) gezeigte Toleranzintervall
beurteilt die beiden Ebenen als
”
parallel“, sofern der eingeschlossene Winkel zwischen
den beiden Normalenvektoren ~n1 und ~n2 der beiden Ebenen im Bereich von -3
◦ bis
+3◦ liegt, ansonsten als
”
nicht parallel“. Durch die festgelegten scharfen Schwellwerte
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Abbildung 3.13: Beispiel fu¨r die Bewertung von Ergebnissen.
des Toleranzintervalls werden Ebenen, deren eingeschlossener Winkel nahe an diesen
Schwellwerten liegen, entweder u¨berkritisch als
”
nicht parallel“ oder unterkritisch als
”
parallel“ bewertet [KFW98]. Das ist nicht plausibel und macht die Bewertung, gemes-
sen an der Menge falscher Annahmen oder Zuru¨ckweisungen, stark von der Qualita¨t
der Daten und der Wahl der Schwellwerte abha¨ngig. Weiterhin erlaubt die zweiwertige
Bewertung keine Aussage daru¨ber, wie gut die Daten mit dem Modell u¨bereinstimmen.
Diese Information ist jedoch erforderlich, um die Sicherheit einer Szenenanalyse angeben
zu ko¨nnen, wenn Bewertungen aufeinander aufbauen, wie es bei Systemen der Fall ist,
die umfangreiches Modellwissen auf mehreren Abstraktionsebenen nutzen.
Die von den anderen Arbeiten genutzten Methoden wie Kostenfunktionen [To¨n99,
KN98, KN99], Dempster-Shafer Theorie [QS95, Qui95] und Fuzzy-Sets [Wet96, LBB+01,
SG94, Hil04, HOB+04] bewerten Ergebnisse kontinuierlich und erlauben somit die
Beurteilung der Sicherheit einer Analyse bei aufeinander folgenden Bewertungen.
Abb. 3.13(c) zeigt dieses anhand einer Zugeho¨rigkeitsfunktion am Ebenenbeispiel. Die
Sicherheit der Bewertung ist dort unmittelbar durch den Zugeho¨rigkeitsgrad µparallel
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gegeben. Im Vergleich von Kostenfunktionen, Dempster-Shafer Theorie und Fuzzy-Sets
bieten die beiden letzteren den Vorteil, dass sie eine Verknu¨pfung von verschiedenen
Bewertungen u¨ber eine wohldefinierte Theorie ermo¨glichen, so dass sie fu¨r die Ergebnis-
bewertung bei umfangreichen Modellwissen zu bevorzugen sind.
Adaptation
Nach Tab. 3.3 lassen sich nur zwei Gruppen von Arbeiten unterscheiden, die eine Adap-
tation vornehmen. Die erste Gruppe [LEC+01, SG94, AKPT04, Hil04, HOB+04] adap-
tiert nur die Paramter der Modelle oder Algorithmen, die zweite Gruppe [To¨n99, Gra00,
Wet96] manipuliert zusa¨tzlich die Fakten.
Die Adaptation der Parameter erfolgt in den Arbeiten von Liu et al. [LEC+01] und
Anguelov et al. [AKPT04] algorithmisch u¨ber den EM-Algorithmus [DLR77]. Er passt
die in diesen Arbeiten gewa¨hlten parametrischen Modelle optimal an die gegebenen
Daten in den Szenenabbildern an. Einen a¨hnlichen Ansatz verfolgen Hillenbrand et al.
[Hil04, HOB+04] mit Hilfe der generalisierten Hough-Transformation [Bal81]. Sie ma-
ximieren iterativ eine Zielfunktion, die aus der Summe von Zugeho¨rigkeitsfunktionen
besteht, die die einzelnen Objektkategorien beschreiben. Dabei werden die Parameter
jeder Zugeho¨rigkeitsfunktion sukzessiv vera¨ndert, bis das Maximum erreicht ist. Im Sys-
tem Messie von Sandakly und Giraudon [SG94] erfolgt eine Adaptation der mit Hilfe
von Algorithmen realisierten Low-Level Spezialisten durch die Objektspezialisten mittels
Parameter (vgl. Abb. 3.9). Die Parameter sind dabei auf diejenigen Objekte optimiert,
die vom jeweiligen Objektspezialisten detektiert werden sollen.
Die Adaptation der Parameter, wie sie im System Messie durchgefu¨hrt wird, kommt
auch in den Arbeiten von To¨njes [To¨n99], Grau [Gra00] undWetzel [Wet96] zum Einsatz.
Zusa¨tzlich erfolgt jedoch noch eine Adaptation der Fakten, die in diesen Arbeiten in
Form von semantischen Netzen vorliegen. Wa¨hrend der Analyse werden zu jeder zu
detektierenden Objektkategorie mehrere konkurrierende Hypothesen erstellt, getestet
und bewertet. Diese Hypothesen werden in einen Suchbaum abgelegt, in dem mittels
eines A*-Algorithmus [RN95] nur der am besten bewertete Knoten weiter expandiert
wird. Somit liefern die Systeme unter den gewa¨hlten heuristischen Bewertungskriterien
die beste Analyse als Endergebnis.
Allen Arbeiten ist gemeinsam, dass keine Adaptation des prozeduralen Wissens erfolgt,
d. h. es werden weder Algorithmen noch Regeln ausgetauscht. Diese beiden Mo¨glich-
keiten ko¨nnen bei steigendem Umfang des beno¨tigten Wissens die Flexibilita¨t eines
Szenenanalysesystem weiter erho¨hen.
3.4 Beitrag dieser Arbeit
Aus der Diskussion der Leistungsfa¨higkeit und der Lo¨sungsansa¨tze der vorgestellten Sys-
teme ergeben sich drei Punkte, die bislang nur unzureichend behandelt wurden. Dazu
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za¨hlen die Wahl und Anzahl der verwendeten Abstraktionsebenen, die Adaptation und
die Bewertung des Systems. Bei der Realisierung von Szenenanalysesystemen, die zuneh-
mend mehr Objektkategorien bei abnehmender Anzahl an Restriktionen unterscheiden
sollen, bedu¨rfen sie jedoch einer genaueren Betrachtung. Im Folgenden werden diese drei
Punkte kurz erla¨utert und der Beitrag dieser Arbeit dazu beschrieben.
Wahl und Anzahl der verwendeten Abstraktionsebenen
Bei den vorgestellten Lo¨sungsansa¨tzen fa¨llt auf, dass die Wahl und die Anzahl der ver-
wendeten Abstraktionsebenen keinem einheitlichen Konzept folgt. Je umfangreicher das
zu verarbeitende Wissen ist, desto wichtiger wird jedoch so ein Konzept, um die Struk-
turierung und Wartung dieses Wissens zu ermo¨glichen.
In dieser Arbeit basiert die Szenenanalyse auf dem Modell der menschlichen visuel-
len Perzeption nach Palmer [Pal99], wie es bereits in der Einleitung vorgestellt wurde.
Wie es zur Realisierung des Szenenanalysesystems beitra¨gt, ist in Kapitel 4 ausfu¨hrlich
dokumentiert.
Adaptation
Bei der Adaptation werden von den vorgestellten Lo¨sungsansa¨tzen nicht alle Mo¨glich-
keiten ausgescho¨pft (vgl. Tab. 3.3). Sie beschra¨nken sich lediglich auf die Anpassung
von Parametern oder den Austausch von Fakten. Auf den untersten Abstraktionsebe-
nen erfolgt dabei meist keine Adaptation. Je weniger Restriktionen jedoch bezu¨glich des
Szenenaufbaus durch den Aufgabenkontext erlaubt sind, desto mehr Sto¨reinflu¨sse wirken
auf das System ein. In diesen Fa¨llen kommt der Adaptation eine wichtigere Bedeutung
zu, als es in den beschriebenen Arbeiten der Fall ist.
Diese Arbeit stellt Mechanismen bereit, alle Mo¨glichkeiten zur Adaptation aus-
zuscho¨pfen und verwendet diese in den unteren Abstraktionsebenen. Die Adaptation
wird ebenfalls in Kapitel 4 vorgestellt.
Bewertung von Szenenanalysesystemen
Alle vorgestellten Arbeiten, in denen das System einer Bewertung unterzogen wurde
[Wet96, LBB+01, KN98, KN99], setzen als Datenmaterial ausschließlich Szenenabbilder
ein, die mit realen Sensoren aufgezeichnet werden. Damit ist keine getrennte und syste-
matische Bewertung der Robustheit und Korrektheit mo¨glich, da Szenenabbilder realer
Szenen auf jeden Fall durch die Akquisition bedingte Unsicherheiten in der Bildqua-
lita¨t enthalten. Somit ist keine Entscheidung daru¨ber mo¨glich, ob ein nicht korrektes
Ergebnis auf die Sto¨reinflu¨sse in der Bildqualita¨t oder auf unvollsta¨ndiges Modellwis-
sen zuru¨ckzufu¨hren sind. Ersteres deutet auf mangelnde Robustheit und letzteres auf
mangelnde Korrektheit hin.
66
3.4 Beitrag dieser Arbeit
Fu¨r eine systematische Bewertung der Korrektheit und Robustheit muss die Einsatz-
umgebung des Systems vollsta¨ndig kontrollierbar sein. Dieses ist in der Realita¨t jedoch
nicht mo¨glich. Daher kommt in dieser Arbeit erstmals bei Szenenanalysesystemen ne-
ben Szenenabbildern realer Szenen zusa¨tzliche Szenenabbilder zum Einsatz, die in einer
VR6-Umgebung erzeugt werden. Die VR-Umgebung bietet die notwendige vollsta¨ndige
Kontrollierbarkeit. Darin ist es mo¨glich, ideale Sensoren zu simulieren, die ideale Szenen-
abbilder generieren, und anschließend die Bildqualita¨t dieser Szenenabbilder gezielt zu
verschlechtern. Dieses Vorgehen erlaubt die systematische Untersuchung der Robustheit
und Korrektheit. Bei idealen Szenenabbildern ergeben sich Fehler in den Endergebnissen
der Szenenanalyse ausschließlich durch unvollsta¨ndiges Modellwissen. Zusa¨tzliche Fehler
in den Endergebnissen, die sich bei Verschlechterung der Bildqualita¨t ergeben, sind dann
auf mangelnde Robustheit zuru¨ckzufu¨hren, die sich durch die gezielte Verschlechterung
auch quantitativ erfassen la¨sst. Die Bewertung des in dieser Arbeit entwickelten Systems
ist in Kapitel 6 beschrieben.
6Virtuelle Realita¨t
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Kapitel 4
Konzept fu¨r die Innenraumanalyse
Dieses Kapitel stellt das im Rahmen dieser Arbeit entwickelte Konzept fu¨r die Szenen-
analyse anhand der Innenraumanalyse fu¨r die Navigation mobiler Roboter vor. Dazu
erfolgt zuna¨chst eine kurze Beschreibung des Aufgabenkontextes der Innenraumanalyse
mit den zu erkennenden Objektkategorien und Restriktionen in Abschnitt 4.1. Die dar-
auf folgenden Abschnitte orientieren sich an der in Kapitel 2.3 vorgestellten Taxonomie.
Abschnitt 4.2 stellt das fu¨r die Innenraumanalyse verwendete Wissen u¨ber die Eigen-
schaften der Szenenabbilder vor, welches in das Sensormodell eingeht. Analog beschreibt
Abschnitt 4.3 das Wissen u¨ber den Szenenaufbau fu¨r das Umweltmodell. Anschließend
werden anhand des eingefu¨hrten Wissens die Konzepte fu¨r die Wissensverarbeitung
(Abschnitt 4.4) und die Behandlung von Unsicherheiten (Abschnitt 4.5) erla¨utert, wo-
bei diese so allgemein gehalten sind, dass sie auch auf andere Anwendungen u¨bertragbar
sind.
4.1 Aufgabenkontext
Die Anwendung fu¨r die Szenenanalyse stellt in dieser Arbeit die funktionale Navigation
mobiler Roboter in Innenra¨umen dar. Als Roboterplattform dient ein elektrischer Roll-
stuhl [BRCK04] (Abb. 4.1), der mit einer Stereokamera ausgestattet ist, welche auf der
Kopfstu¨tze montiert ist und als einziger Sensor fu¨r die Szenenanalyse dient. Als Ein-
satzgebiet fu¨r diesen Roboter sind flur- und bu¨roa¨hnliche Innenra¨ume vorgesehen, wie
sie z. B. in Krankenha¨usern anzutreffen sind.
Die Aufgabe der Szenenanalyse besteht darin, wichtige Strukturen in diesen Innenra¨u-
men zu erkennen, von anderen Gegensta¨nden zu separieren und alle erkannten Objekte
in Beziehung zum Beobachtungsstandort zu setzen (vgl. Kap. 1.2). Der Aufgabenkontext
umfasst dafu¨r die folgenden Objektkategorien, die es zu erkennen gilt:
• Boden: Der Boden stellt die befahrbare Fla¨che dar.
• Wand: Wa¨nde sind die Begrenzungen des Bodens und enthalten Tu¨ren.
69
4 Konzept fu¨r die Innenraumanalyse
Stereokamera GreiferTouchscreen Joystick
Abbildung 4.1: Verwendete mobile Plattform. Eine detaillierte Beschreibung dieser Platt-
form findet sich in Bley et al. [BRCK04]. In dieser Arbeit ist ausschließlich
die Stereokamera relevant.
• Tu¨r: Eine Tu¨r ist eine Verbindung zwischen zwei Innenra¨umen. Tu¨ren befinden
sich in Wa¨nden und stellen fu¨r die funktionale Navigation das wichtigste anzu-
fahrende Zwischenziel dar, wenn die Aufgabe darin besteht, von einem Raum zu
einem anderen zu gelangen.
• Decke: Die Decke stellt den Abschluss von Wa¨nden in vertikaler Richtung dar.
• Hindernis: Hindernissen gilt es wa¨hrend der Fahrt auszuweichen. Ferner erfu¨llt
diese Kategorie die Funktion einesGarbagemodells . Alles, was wa¨hrend der Szenen-
analyse nicht den vorherigen Kategorien zugeordnet werden konnte, wird vorla¨ufig
als Hindernis deklariert. Hindernisse ko¨nnen anschließend genauer untersucht wer-
den, um detailliertere Objektkategorien zu bestimmen, wie z. B. Tische, Stu¨hle und
Personen.
Um die Alltagstauglichkeit des Systems zu gewa¨hrleisten, muss es in einem Großteil von
flur- und bu¨roa¨hnlichen Innenra¨umen operieren ko¨nnen. Daher du¨rfen die Restriktionen,
denen die Szenenanalyse unterliegt, das visuelle und geometrische Erscheinungsbild von
Innenra¨umen nicht zu stark einschra¨nken. Diese sind im Einzelnen:
• Ebene, senkrechte Wa¨nde: Die Szenenanalyse basiert auf der Annahme, dass
Wa¨nde eben und senkrecht auf dem Boden stehen. Insofern werden diejenigen
Innenra¨ume ausgeschlossen, die runde oder schra¨ge Wa¨nde besitzen.
• Ausreichende Beleuchtung: Die mobile Plattform verfu¨gt u¨ber keine eigenen
Lichtquellen zur Ausleuchtung der zu analysierenden Szene. Daher muss eine
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Fremdbeleuchtung fu¨r eine Beleuchtungssta¨rke zwischen 800 und 1000 Lux sor-
gen.
• Kein Kamerarollen: Die Kamera darf u¨ber keinen rotatorischen Freiheitsgrad
um ihre Rollachse verfu¨gen, sondern muss diesbezu¨glich statisch derart fixiert sein,
dass der Boden in den unteren Bereich der Farbbilder projiziert wird, sofern dieser
zu sehen ist.
Eine Verletzung dieser Restriktionen fu¨hrt zu fehlerhaften Ergebnissen bei der Szenen-
analyse.
4.2 Eigenschaften von Szenenabbildern
Als Szenenabbilder dienen zwei mittels der Stereokamera akquirierte Farbbilder, aus de-
nen mit Hilfe der Stereoskopie [KSK98] ein Tiefenbild erzeugt wird. Die Eigenschaften
der Szenenabbilder lassen sich nach der Taxonomie gema¨ß Kap. 2.3.1 wie folgt charak-
terisieren:
• Akquisitionstechnik: Die Stereokamera besteht aus zwei baugleichen industri-
ellen CCD1-Kameras, die RGB2 kodierte Farbbilder liefern.
• Bildqualita¨t: Da industrielle Kameras einen hohen Signal-Rausch-Abstand vor-
weisen, wird das Rauschen vernachla¨ssigt [Alv04]. Dagegen ist die Beru¨cksichti-
gung von optischen Verzerrungen notwendig, um spa¨ter qualitativ gute Tiefenbil-
der zu gewinnen. Diese Tiefenbilder besitzen eine begrenzte Reichweite im Sinne
der Entfernungsauflo¨sung, welche sich mit steigender Entfernung verschlechtert.
• Einzelansicht/Mehrfachansicht: Die in dieser Arbeit entwickelte Szenenana-
lyse verarbeitet ausschließlich stereoskopische Einzelaufnahmen einer Szene. Die
beiden Farbbilder werden dabei zeitgleich aus leicht horizontal zueinander versetz-
ten Positionen erstellt, wobei die Kameras derart zueinander ausgerichtet sind,
dass ihre optischen Achsen parallel zueinander verlaufen. Im weiteren Verlauf der
Arbeit werden die beiden Kameras als linke bzw. rechte Kamera bezeichnet. In der
symbolischen Notation sind diese durch die Indizes
”
L“ bzw.
”
R“ gekennzeichnet.
Das idealisierte Modell3 einer solchen Stereokamera ist in Abb. 4.2 dargestellt. Es
besteht aus einer linken und einer rechten idealen Lochkamera, deren punktfo¨rmige
optische Zentren mit OZL und OZR gekennzeichnet sind. Die Bilder beider Kameras
sind durch die grauen Rechtecke angedeutet. Sie besitzen eigene Bildkoordinatensyste-
me uL = (uL, vL)
T bzw. uR = (uR, vR)
T , deren Ursprung in der linken oberen Ecke des
jeweiligen Bildes liegt und deren beiden Dimensionen in der Einheit Pixel gemessen wer-
den. Zusa¨tzlich werden noch die beiden projektiven Koordinatensysteme xL = (xL, yL)
T
1Charged Coupled Device
2Rot, Gru¨n, Blau
3Als Synonym wird im Verlauf der Arbeit auch der Begriff ”ideale Stereokamera“ verwendet.
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Abbildung 4.2: Idealisiertes Modell einer Stereokamera, zusammengesetzt aus zwei Lochka-
meras mit ihren optischen Zentren OZL und OZR. Siehe Text fu¨r ausfu¨hrli-
che Beschreibung.
und xR = (xR, yR)
T eingefu¨hrt, deren Urspru¨nge in den Bildmittelpunkten (U0, V0)
T der
jeweiligen Bilder liegen, deren Achsen parallel zu denen des entsprechenden Bildkoordi-
natensystems verlaufen und deren beide Dimensionen die Einheit Meter besitzen. Die
projektiven Koordinatensysteme sind bei der spa¨ter behandelten Transformation von
Punkten aus dem Kamerakoordinatensystem in die beiden Bildkoordinatensysteme und
umgekehrt von Bedeutung.
Als Referenz fu¨r das gesamte Modell dient das Kamerakoordinatensystem XK =
(XK , YK , ZK)
T , dessen Ursprung in OZL liegt. Die ZK-Achse dieses Systems ist entlang
der optischen Achse der linken Kamera ausgerichtet. Die XK-Achse verla¨uft parallel zur
uL-Achse und uR-Achse, die YK-Achse parallel zur vL-Achse und vR-Achse. Die Ein-
heit der drei Dimensionen von XK ist der Meter. Auf Basis dieser Referenz weist das
mathematische Modell die folgenden Eigenschaften auf:
1. Das optische Zentrum der rechten Kamera OZR befindet sich im sogenannten
Basisabstand B > 0 auf der XK-Achse vom optischen Zentrum der linken Kamera
OZL entfernt.
2. Die Bilder beider Kameras werden in eine gemeinsame Ebene ZK = −F, F > 0
projiziert, die senkrecht zu beiden optischen Achsen verla¨uft. F bezeichnet die
effektive fokale La¨nge oder Kamerakonstante und ist fu¨r beide Kameras identisch.
3. Die Koordinaten der Bildmittelpunkte (U0, V0)
T , in denen die optischen Achsen
der Kameras die Bildebene durchstoßen, sind in beiden Bildkoordinatensystemen
uL und uR identisch.
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4. Die Zeilen beider Bilder sind kolinear, d. h. jeder Punkt PKi = (XKi, YKi, ZKi)
T
im Kamerakoordinatensystem, der von beiden Kameras sichtbar ist, wird auf kor-
respondierende Bildpunkte pi,L = (ui,L, vi,L)
T und pi,R = (ui,R, vi,R)
T abgebildet,
wobei vi,L = vi,R gilt.
Durch optische Verzerrungen, hervorgerufen durch Linsenfehler, und Ungenauigkeiten
im Kameraaufbau sind diese Eigenschaften bei realen Stereokameras nur anna¨herungs-
weise erfu¨llt. Um dennoch das idealisierte Modell verwenden zu ko¨nnen, mu¨ssen die
Linsenfehler und Ungenauigkeiten aus den Bildern der realen Kameras herausgerechnet
werden. Die dafu¨r notwendigen Parameter stellt das Sensormodell zur Verfu¨gung. Diese
Parameter unterteilen sich in intrinsische und extrinsische Parameter. Letztere werden
durch weitere Parameter erga¨nzt, die die Position der idealen Stereokamera relativ zur
beobachteten Szene beschreiben.
4.2.1 Intrinsische Parameter
Die intrinsischen Parameter beschreiben den Abbildungsvorgang eines Punktes P˜Ki =
(X˜Ki, Y˜Ki, Z˜Ki)
T im Kamerakoordinatensystem auf seinen entsprechenden Bildpunkt
p˜i = (u˜i, v˜i)
T in einer Kamera. Entsprechend mu¨ssen die linke und rechte Kamera des
Stereosystems getrennt voneinander betrachtet werden. Abb. 4.3 zeigt das Modell einer
Kamera, das gleichermaßen fu¨r die linke und rechte Kamera gilt. Das Kamerakoordi-
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Abbildung 4.3: Modell einer Lochkamera. Siehe Text fu¨r ausfu¨hrliche Beschreibung.
natensystem X˜K , das projektive Koordinatensystem x˜ und das Bildkoordinatensystem
u˜ sind hier mit Tilden gekennzeichnet, um zu verdeutlichen, dass diese im Allgemei-
nen nicht mit den soeben eingefu¨hrten Koordinatensystemen XK , x und u der idealen
Stereokamera u¨bereinstimmen. Letzteres gilt auch fu¨r die Kamerakonstante f und den
Bildmittelpunkt (u˜0, v˜0)
T .
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Die Abbildung eines beliebigen Punktes P˜Ki = (X˜Ki, Y˜Ki, Z˜Ki)
T mit Z˜Ki > 0 in das
Bildkoordinatensystem u˜ beginnt mit der Transformation in die ungesto¨rten, projektiven
Koordinaten (x˜i,u, y˜i,u)
T ) mit Hilfe der Zentralprojektion:(
x˜i,u
y˜i,u
)
= − f
Z˜Ki
(
X˜Ki
Y˜Ki
)
(4.1)
Anschließend erfolgt die Beru¨cksichtigung von Linsenverzerrungen. Diese fu¨hrt nach
Klette et al. [KSK98] zu den gesto¨rten, projektiven Koordinaten (x˜i,d, y˜i,d)
T durch
U¨berlagerung der ungesto¨rten, projektiven Koordinaten mit einem Positionsfehler
(δx˜i,d, δy˜i,d)
T : (
x˜i,d
y˜i,d
)
=
(
x˜i,u
y˜i,u
)
−
(
δx˜i,d
δy˜i,d
)
(4.2)
Es existieren radiale und tangentiale Linsenverzerrungen, wobei erstere den gro¨ßten
Beitrag zum Positionsfehler leisten. Letztere sind vernachla¨ssigbar klein [Sla80, Tsa87,
KSK98], so dass sie in dieser Arbeit nicht beru¨cksichtigt werden. Der Positionsfehler
durch radiale Linsenverzerrungen berechnet sich mit Hilfe der Verzerrungskonstanten
κ1 und κ2 wie folgt [KSK98]:(
δx˜i,d
δy˜i,d
)
=
(
x˜i,d(κ1r
2
i + κ2r
4
i )
v˜i,d(κ1r
2
i + κ2r
4
i )
)
, ri =
√
x˜2i,d + y˜
2
i,d (4.3)
Durch das Einsetzen von Gleichung 4.3 in 4.2 ergibt sich ein Polynom 5. Grades in
Abha¨ngigkeit von x˜i,d und y˜i,d, so dass keine geschlossene Lo¨sung fu¨r die gesto¨rten, pro-
jektiven Koordinaten angegeben werden kann. Daher erfolgt eine iterative Bestimmung
nach folgenden Gleichungen [KSK98]:
x˜
(j+1)
i,d =
x˜i,u
1 + κ1r
(j)2
i + κ2r
(j)4
i
, y˜
(j+1)
i,d =
y˜i,u
1 + κ1r
(j)2
i + κ2r
(j)4
i
, j ε {0, . . . , n− 1} (4.4)
Die Initialisierung der Iteration erfolgt mit r
(0)
i =
√
x˜2i,u + y˜
2
i,u. Nach n = 8 Iterations-
schritten sind x˜i,d und y˜i,d mit ausreichender Genauigkeit bestimmt [KSK98].
Abschließend werden die gesto¨rten, projektiven Koordinaten in die Bildkoordinaten
(u˜i, v˜i)
T transformiert. Die Umrechnung der Einheiten von Meter auf Pixel u¨berneh-
men dabei die Konstanten du und dv, die die Breite bzw. Ho¨he eines Sensorelements
repra¨sentieren: (
u˜i
v˜i
)
=
(
d−1u x˜i,d
d−1v y˜i,d
)
+
(
u˜0
v˜0
)
(4.5)
Die in den Gleichungen 4.1, 4.4, und 4.5 vorkommenden Konstanten f , κ1, κ2, du, dv,
und (u˜0, v˜0)
T stellen die intrinsischen Parameter dar, die durch zwei weitere Parameter
su und sv erga¨nzt werden. Letztere beschreiben die horizontale und vertikale Auflo¨sung
des Kamerasensors in Pixeln. Tab. 4.1 stellt alle genannten Parameter, ihre Einheiten
sowie ihre Bedeutung zusammen.
74
4.2 Eigenschaften von Szenenabbildern
Tabelle 4.1: U¨bersicht u¨ber die verwendeten intrinsischen Kameraparameter. Diese Pa-
rameter existieren jeweils fu¨r die linke und rechte Kamera.
Symbol Einheit Bedeutung
f mm Kamerakonstante
κ1, κ2 mm
−2,mm−4 Konstanten fu¨r radiale Linsenverzerrung
(u˜0, v˜0)
T Pixel Bildmittelpunkt in Bildkoordinaten
du mm/Pixel Breite eines Sensorelements
dv mm/Pixel Ho¨he eines Sensorelements
su Pixel Horizontale Auflo¨sung des Kamerasensors
sv Pixel Vertikale Auflo¨sung des Kamerasensors
Die vier Parameter du, dv, su und sv werden wa¨hrend der Produktion der Kamerasenso-
ren festgelegt und sind entsprechend deren Datenbla¨ttern zu entnehmen. Um die vierte
Bedingung der idealen Stereokamera zu erfu¨llen (S. 73), mu¨ssen diese Parameter fu¨r die
linke und rechte Kamera identisch sein. Das ist in dieser Arbeit erfu¨llt, da die Sensoren
der linken und rechten Kamera vom selben Wafer stammen. Es gilt somit:
du,L = du,R = du , dv,L = dv,R = dv , su,L = su,R = su , sv,L = sv,R = sv (4.6)
Die verbleibenden Parameter in Tab. 4.1 mu¨ssen wa¨hrend einer Vorabkalibrierung er-
mittelt werden, die in Abschnitt 4.2.3 kurz erla¨utert wird. Um eine Vorstellung von den
Gro¨ßenordnungen der Parameter zu bekommen, entha¨lt Anhang A eine Beschreibung
der in dieser Arbeit verwendeten Stereokamera mit Wertetabellen fu¨r die genannten
Parameter.
4.2.2 Extrinsische Parameter
Die extrinsischen Parameter beschreiben die relative Anordnung der linken und rechten
Kamera zueinander sowie die Anordnung der Stereokamera zur beobachteten Szene.
Die relative Anordnung zwischen linker und rechter Kamera la¨sst sich durch eine Rota-
tion und Translation des linken Kamerakoordinatensystems X˜K,L in das rechte Kame-
rakoordinatensystem X˜K,R beschreiben:
X˜K,R = RLR · (X˜K,L + tLR) mit tLR = (tX , tY , tZ)T (4.7)
Die Rotationsmatrix RLR ist eine Komposition aus drei unabha¨ngigen Rotationen um
die einzelnen Koordinatenachsen mit den entsprechenden Winkeln α, β und γ:
RLR = RX ·RY ·RZ
=
1 0 00 cos(α) sin(α)
0 − sin(α) cos(α)
 ·
cos(β) 0 − sin(β)0 1 0
sin(β) 0 cos(β)
 ·
 cos(γ) sin(γ) 0− sin(γ) cos(γ) 0
0 0 1

(4.8)
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Die Anordnung der idealen Stereokamera (vgl. Abb. 4.2) in der beobachteten Szene
ist in Abb. 4.4 dargestellt. Das dort eingezeichnete, metrische Weltkoordinatensystem
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Abbildung 4.4: Kameraanordnung im Weltkoordinatensystem.
XW = (XW , YW , ZW )
T definiert fu¨r ZW = 0 die Bodenebene. Das optische Zentrum der
linken Kamera befindet sich im Punkt (0, 0, h)T , h > 0. Die optische Achse ZK der linken
Kamera schließt mit der ZW -Achse des Weltkoordinatensystems den Neigewinkel ω ein,
der Werte zwischen 0 und pi einnehmen kann. Fu¨r ω = 0 schaut die Kamera senkrecht
auf den Boden, fu¨r ω = pi senkrecht zur Decke eines Innenraumes. Weiterhin liegen die
XW -Achse und die optische Achse der Kamera immer in der Ebene YW = 0, d. h. das
Weltkoordinatensystem rotiert mit der Kamera um seine ZW -Achse, wenn diese um die
ZW -Achse gedreht wird. Das rotierende Weltkoordinatensystem ermo¨glicht spa¨ter die
Definition von ra¨umlichen Relationen wie
”
oberhalb“,
”
unterhalb“,
”
links“ und
”
rechts“
unabha¨ngig vom Neigewinkel ω und damit die Erzeugung der semantischen Beschreibung
aus Sicht des Kamerastandpunktes.
Die Transformation von Punkten PKi aus dem Kamerakoordinatensystem XK in kor-
respondierende Punkte PWi im Weltkoordinatensystem XW la¨sst sich bei gegebenen h
und ω wie folgt definieren:
PWi = RKW · [PKi + tKW ]
=
1 0 00 cos(pi
2
− ω) − sin(pi
2
− ω)
0 sin(pi
2
− ω) cos(pi
2
− ω)
 ·
PKi +
00
h
 (4.9)
Die in den Gleichungen 4.7, 4.8 und 4.9 vorkommenden Konstanten tX , tY , tZ , α, β, γ,
h und ω stellen die extrinsischen Parameter dar, die in Tab. 4.2 noch einmal mit ihren
Einheiten und Bedeutungen zusammenfasst sind.
Eine exakte Bestimmung der beiden Parameter h und ω ist nicht notwendig, da die
ra¨umlichen Relationen im Verlauf der Arbeit u¨ber Fuzzy-Sets definiert werden, die klei-
nere Ungenauigkeiten in h und ω tolerieren. Daher reicht eine Bestimmung der beiden
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Tabelle 4.2: U¨bersicht u¨ber die verwendeten extrinsischen Kameraparameter.
Symbol Einheit Bedeutung
tX , tY , tZ mm Translation zwischen X˜K,L und X˜K,R
α, β, γ rad Rotationswinkel zwischen X˜K,L und X˜K,R
h mm Ho¨he der Kamera u¨ber der Bodenebene
ω rad Neigewinkel der Kamera gegen die Hochachse
Parameter mit einem Maßstab und einem Winkelmesser aus. Alternativ kann ω auch aus
einer mechatronischen Schwenk-Neige-Einheit ausgelesen werden, falls die Stereokamera
auf einer solchen Einrichtung installiert ist.
Dagegen ist eine pra¨zise Bestimmung der verbleibenden Parameter erforderlich, um
spa¨ter eine mo¨glichst genaue Rekonstruktion der Raumpunkte aus den beiden Szenenab-
bildern zu erzielen. Allerdings verschließen sich diese Parameter einer direkten Messung,
so dass sie, analog zu den intrinsischen Parametern, in einer Vorabkalibrierung errechnet
werden mu¨ssen. Zahlenwerte fu¨r die extrinsischen Parameter entha¨lt Anhang A, der die
in dieser Arbeit verwendete Stereokamera kurz beschreibt.
4.2.3 Kamerakalibrierung
Das Ziel der Kamerakalibrierung ist die Bestimmung der intrinsischen Parameter f , κ1,
κ2 und (u˜0, v˜0)
T fu¨r die linke und rechte Kamera sowie der extrinsischen Parameter tX ,
tY , tZ , α, β und γ.
Als Grundlage dient ein bekanntes Kalibrierobjekt, von dem mehrere Stereoaufnahmen
aus unterschiedlichen Winkeln gemacht werden, wobei darauf zu achten ist, dass das
Kalibrierobjekt von beiden Kameras vollsta¨ndig erfasst wird. Abb. 4.5 zeigt beispiel-
haft die linken Bilder von fu¨nf Stereoaufnahmen des in dieser Arbeit verwendeten Kali-
brierobjekts, das ein planares Schachbrettmuster zeigt. In den fu¨nf Bildpaaren werden
zuna¨chst die Kreuzungspunkte der Quadrate in Bildkoordinaten der jeweiligen Kamera
bestimmt. Diese Koordinaten dienen anschließend als Eingabe fu¨r den Kalibrieralgo-
rithmus von Tsai [Tsa87], der die intrinsischen und extrinsischen Parameter bestimmt.
Abbildung 4.5: Aufnahmen der linken Kamera von dem in dieser Arbeit verwendeten Kali-
brierobjekt aus fu¨nf verschiedenen Winkeln.
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4.3 Szenenaufbau
Das Wissen u¨ber den Szenenaufbau geht in das Umweltmodell mit ein. Im Folgenden
soll ein U¨berblick u¨ber das fu¨r die Innenraumanalyse genutzte Wissen gegeben werden.
Dieser U¨berblick orientiert sich an der Taxonomie aus Kap. 2.3.2.
• Oberfla¨cheneigenschaften:
– Geometrie: Boden, Decke, Tu¨re und Wa¨nde lassen sich durch Ebenen be-
schreiben. Hindernisse ko¨nnen prinzipiell jede Form annehmen und werden
daher als 3D-Punktwolke modelliert, die in einem diese umschließenden Qua-
der eingebettet ist. Aber auch Ebenen, die nicht einer der anderen vier Ka-
tegorien zugeordnet werden kann, ist ein Hindernis.
– Farbe, Textur : Boden, Decke, Tu¨re und Wa¨nde sind ha¨ufig durch uniforme
Farbe und Textur gekennzeichnet.
– Transparenz, Reflektivita¨t : Transparente Oberfla¨chen ko¨nnen von einer Ka-
mera lediglich anhand von Reflektionen erkannt werden. Da kein Wissen u¨ber
die Beleuchtung in die Szenenanalyse eingeht (siehe unten unter Sto¨rein-
flu¨sse), ist die Innenraumanalyse nicht in der Lage, transparente Oberfa¨chen,
beispielsweise Glastu¨ren, zu erkennen.
• Ra¨umliche Eigenschaften:
– Position, Bewegung : Der Boden ist gema¨ß dem Sensormodell immer unter-
halb der Kamera angeordnet. Entsprechend befindet sich die Decke oberhalb
der Kamera. Eine Trennung von Boden, Decke, Wand und Tu¨r erfolgt durch
Begrenzungen in Form von Kanten im Raum.
– relative / absolute Gro¨ße: Wa¨nde reichen vom Boden bis zur Decke. Tu¨ren
haben eine an anthropometrischen Maßen ausgerichtete Mindestho¨he und -
breite.
– relative Anordnung : Boden und Decke verlaufen parallel zueinander. Wa¨nde
stehen gema¨ß den Restriktionen bezu¨glich des Szenenaufbaus immer senk-
recht auf dem Boden. Tu¨ren befinden sich in den Wa¨nden und schließen mit
dem Boden ab.
• Sto¨reinflu¨sse:
– Beleuchtungsa¨nderungen: In die Innenraumanalyse geht kein Wissen u¨ber
die Beleuchtung einer Szene ein, da durch die Modellierung einer speziellen
Lichtquelle die Alltagstauglichkeit des Gesamtsystems zu stark herabgesetzt
wu¨rde. Daher ist wa¨hrend der Verarbeitung mit Unsicherheiten zu rechnen,
die durch die Nichtberu¨cksichtigung der Beleuchtung entstehen ko¨nnen.
– Sto¨robjekte: Sto¨robjekte fallen in die Kategorie Hindernis, die damit ihre
Funktion als Garbagemodell erfu¨llt.
– Verdeckungen: Teilweise Verdeckungen von Wa¨nden und Bo¨den mu¨ssen be-
handelt werden, da diese in Innenra¨umen stets den Hintergrund der betrach-
teten Szene darstellen, wovor bzw. auf denen Hindernisse stehen.
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• Kompositionen: Kompositionen von Objekten aus Komponenten werden nicht
modelliert. Dadurch kommt es zu weiteren Sto¨reinflu¨ssen, die es bei der Wissens-
verarbeitung zu beru¨cksichtigen gilt. Beispielsweise sorgen Poster an der Wand fu¨r
eine Unterbrechung der uniformen Wandfarbe und -textur.
Das Wissen u¨ber die Oberfla¨cheneigenschaften und die ra¨umlichen Eigenschaften muss
im Umweltmodell geeignet kodiert werden, damit ein Rechner es verarbeiten kann. Die
Beschreibung der Kodierung dieses Wissens ist Bestandteil des folgenden Abschnitts 4.4.
Die Sto¨reinflu¨sse mu¨ssen wa¨hrend der Verarbeitung bemerkt und ihnen muss durch eine
geeignete Adaptation entgegen gewirkt werden. Die Beschreibung der Adaptation ist
Gegenstand von Abschnitt 4.5.
4.4 Wissensverarbeitung
Die Aufgabe der Wissensverarbeitung ist die U¨berfu¨hrung der Szenenabbilder, die hier
aus zwei Farbbildern bestehen und von einer Stereokamera aufgenommen werden, in die
semantische Szenenbeschreibung unter Nutzung des Modellwissens.
Das der Verarbeitung zu Grunde liegende Konzept weist nach der Taxonomie gema¨ß
Kap. 2.3.3 die folgenden Eigenschaften auf:
• Wissensrepra¨sentation und -kodierung: Die Wissensrepra¨sentation erfolgt
hauptsa¨chlich explizit mit Hilfe von Fakten und Regeln in einem wissensbasier-
ten System (WBS) nach Puppe [Pup88]. Eine Erweiterung dieses Systems erlaubt
allerdings auch die Ausfu¨hrung von Methoden, die in Form von Algorithmen im-
plementiert sind und vor dem Aufruf geeignet parametriert werden ko¨nnen. Somit
ist auch implizites Wissen nutzbar, was vor allem in der bildnahen Verarbeitung
vorteilhaft ist, da hierin viele numerische Daten zu manipulieren sind.
• Darstellungsformalismus: Als Darstellungsformalismus fu¨r die Fakten dient ein
semantisches Netz, dessen Syntax im Verlauf dieses Abschnitts genauer vorgestellt
wird.
• Verarbeitungsstrategie: Die Verarbeitung erfolgt hybrid, d. h. daten- und mo-
dellgetrieben, da nur diese Strategie eine Adaptation mo¨glich macht.
• Anzahl der Abstraktionsebenen: Die Verarbeitung erfolgt im Rahmen dieser
Arbeit auf vier Abstraktionsebenen, die den Verarbeitungsstufen nach dem Modell
von Palmer [Pal99] entsprechen.
Abb. 4.6 stellt das erweiterte wissensbasierte System dar, mit dem das Verarbeitungskon-
zept umgesetzt wird. Ein wissensbasiertes System ist ein Programm, mit dem das Spe-
zialwissen und die Schlussfolgerungsfa¨higkeit qualifizierter Fachleute auf eng begrenzten
Aufgabengebieten nachgebildet werden soll. Nach Puppe [Pup88] besteht der Kern eines
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MethodendatenbankInferenzmaschine
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Modellwissen und Umweltzustand
Legende:
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Standardkomponenten
eines WBS nach [Pup88]
Abbildung 4.6: Erweitertes wissensbasierte System (WBS) fu¨r die Verarbeitung von Modell-
wissen, welches in semantischen Netzen kodiert ist.
solchen Systems aus der Benutzungsoberfla¨che und der Selbsterkla¨rungskomponente so-
wie der Inferenzmaschine und der Wissensbasis.
Die Benutzungsoberfla¨che dient dem Dialog mit dem Benutzer. Die Selbsterkla¨rungs-
komponente macht den Folgerungsprozess des WBS transparent, welcher von der Infe-
renzmaschine durchgefu¨hrt wird. Die Inferenzmaschine ist diejenige Komponente eines
wissensbasierten Systems, die das Wissen in der Wissensbasis durch Anwendung der
dort abgelegten Regeln auf die vorhandenen Fakten interpretiert.
Die Wissensbasis ist im Vergleich zu einem WBS nach Puppe [Pup88] in zwei Teile
untergliedert. Der erste Teil folgt Puppes System und entha¨lt Regeln und Fakten, die
der globalen Steuerung der Szenenanalyse dienen. Diese Regeln und Fakten sind anwen-
dungsunabha¨ngig. Fu¨r das anwendungsspezifische Wissen wird die Wissensbasis um den
zweiten Teil erweitert, der das Modellwissen fu¨r die Szenenanalyse und den Umweltzu-
stand nach erfolgter Analyse beinhaltet. Das anwendungsspezifische Wissen wird mit
Hilfe eines einzigen semantischen Netzes kodiert.
Weiteres anwendungsspezifisches Wissen ist in derMethodendatenbank enthalten, die die
zweite Erweiterung des wissensbasierten Systems nach Puppe darstellt. Eine Methode
ist die Implementierung eines Algorithmus in der Art, dass er u¨ber eine standardisierte
Schnittstelle das semantische Netz in der anwendungsspezifischen Wissensbasis mani-
pulieren kann. Die Methodendatenbank kann tempora¨r die Kontrolle u¨ber die Wissens-
verarbeitung von der Inferenzmaschine erlangen, falls eine von der Inferenzmaschine
gefeuerte Regel eine Methode in dieser Datenbank ausfu¨hren mo¨chte. Nach erfolgter
Ausfu¨hrung der Methode erlangt die Inferenzmaschine die Kontrolle zuru¨ck.
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Der Zugriff der Methoden und der Inferenzmaschine auf das semantische Netz erfolgt
nicht direkt sondern u¨ber ein Blackboard . Ein Blackboard ist ein globaler Speicherbe-
reich, der einen prozessu¨bergreifenden Zugriff auf die darin enthaltenen Datenbesta¨nde
ermo¨glicht. Im Rahmen dieser Arbeit erfu¨llt das Blackboard zwei Aufgaben. Zum einen
stellt es eine einheitliche Schnittstelle fu¨r die Inferenzmaschine und die Methoden fu¨r
den Zugriff auf das semantische Netz zur Verfu¨gung und zum anderen verhindert es
Datenkorruptionen im Falle eines gleichzeitigen Zugriffs auf ein einzelnes Element des
semantischen Netzes von mehreren Methoden oder gefeuerten Regeln. Somit sind die
Voraussetzungen fu¨r eine sichere parallele Verarbeitung gegeben.
Fu¨r ein detailliertes Versta¨ndnis der Wissensverarbeitung mit dem vorgestellten erwei-
terten wissensbasierten System ist die Kenntnis des Aufbaus des semantischen Netzes
und der Arbeitsweise der globalen Steuerung notwendig, die in den na¨chsten beiden
Abschnitten beschrieben werden.
4.4.1 Wissensmodellierung mittels semantischer Netze
Das semantische Netz wird in dieser Arbeit genutzt, um das Modellwissen, bestehend
aus Sensor- und Umweltmodell, sowie den Umweltzustand nach erfolgter Szenenanalyse
in einer gemeinsamen Struktur abzuspeichern. Das Modellwissen wird dabei mit Hilfe
eines Konzeptnetzes repra¨sentiert, welches aus Konzeptknoten und hierarchiebeschrei-
benden Kanten besteht. Ein auf Basis dieses Konzeptnetzes erzeugtes Instanznetz be-
schreibt den Umweltzustand. Das Instanznetz besteht aus Instanzknoten, die an ihre
entsprechenden Konzeptknoten gebunden sind, und aus Kanten, die die topologischen
Beziehungen zwischen den Instanzknoten wiedergeben.
Die verschiedenen Kantentypen, Konzept- und Instanzknoten werden im Folgenden
na¨her betrachtet. Dabei dient das Konzeptnetz, welches das Modellwissen fu¨r die Innen-
raumanalyse kodiert und in Abb. 4.7 dargestellt ist, als anschauliches Beispiel. Auf diese
Abbildung, in der zusa¨tzlich die vier Verarbeitungsstufen nach Palmers Modell [Pal99]
eingezeichnet sind, wird im weiteren Verlauf dieses Abschnittes mehrmals Bezug genom-
men.
Kanten
Fu¨r die Beschreibung hierarchischer Beziehungen zwischen verschiedenen Konzeptkno-
ten werden die folgenden Kantentypen verwendet:
• Bestandteilskanten (teil von) beschreiben die Beziehung zwischen einem kom-
plexen Objekt und seinen Bestandteilen. In der kategoriebasierten Verarbeitungs-
stufe von Abb. 4.7 finden sich die zu erkennenden Objektkategorien Boden, Wand,
Tu¨r, Decke und Hindernis. Sie sind Teile der Innenraumszene, was durch entspre-
chende Bestandteilskanten gekennzeichnet ist. Auch die Kamera ist Teil der Szene,
womit das Sensormodell in das Umweltmodell integriert ist.
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Abbildung 4.7: Konzeptnetz fu¨r die Innenraumanalyse. Siehe Text fu¨r ausfu¨hrliche Erla¨ute-
rung.
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• Kontextabha¨ngige Bestandteilskanten (kontextabha¨ngiger teil von) werden
verwendet, falls bestimmte Teile nur in Zusammenhang mit anderen Teilen er-
kennbar sind. Im hier verwendeten Konzeptnetz trifft dies auf Tu¨ren zu. Sie sind
ein kontextabha¨ngiger Teil von Wa¨nden, da hier angenommen wird, dass Tu¨ren
in Wa¨nde eingelassen sind. Somit ist eine Suche nach Tu¨ren nur sinnvoll, wenn
sichergestellt ist, dass Wa¨nde in der Szene vorhanden sind.
• Konkretisierungskanten (konkretisierung von) verbinden Konzeptknoten ver-
schiedener Abstraktionsebenen. Sie ermo¨glichen eine Modellierung des fortschrei-
tenden Erkennungs- und Abstraktionsprozesses in der Szenenanalyse. In dieser
Arbeit verbinden diese Kanten die Konzeptknoten der unterschiedlichen Verarbei-
tungsstufen nach Palmers Modell miteinander. Eine Ebene ist beispielsweise eine
Konkretisierung einer Wand, einer Tu¨r, einer Decke oder eines Bodens (Abb. 4.7).
• Datumskanten (datum von) kennzeichnen die Reihenfolge der Datenerzeugung. In
Abb. 4.7 zeigt die Datumskante vom Knoten
”
Farbbild“ zum Knoten
”
Kamera“
an, dass das Farbbild von der Kamera erzeugt wird, womit explizit dargestellt
ist, dass die Szenenanalyse bei der Kamera beginnen muss. Sie stellt somit die
Verbindung zwischen dem Sensor- und dem Umweltmodell her. Diese Verbindung
ist notwendig, um den Ausgangspunkt der Szenenanalyse zu kennzeichnen, denn
unaba¨ngig von Palmers Modell muss derjenige Konzeptknoten zuerst verabeitet
werden, der das Sensormodell repra¨sentiert, da sonst keine Eingangsdaten fu¨r die
weitere Analyse zur Verfu¨gung stehen. Weitere Abha¨ngigkeiten dieser Art finden
sich in der oberfla¨chen- und bildbasierten Verarbeitungsstufe. 3D-Regionen, 3D-
Linien und 3D-Cluster lassen sich erst erzeugen, nachdem das Tiefenbild berechnet
wurde. Entsprechendes gilt auch fu¨r 2D-Regionen, 2D-Linien sowie dem Farbbild.
• Individualisierungskanten (instanz von) verbinden Instanzknoten mit den zu-
geho¨rigen Konzeptknoten. Instanzknoten stellen eine individuelle Auspra¨gung
eines Faktums dar, welches mit Hilfe des zugeho¨rigen Konzeptknotens beschrieben
wird. Individualisierungskanten werden erst wa¨hrend der Szenenanalyse angelegt
und sind kein Bestandteil des Konzeptnetzes.
Mit Ausnahme der Individualisierungskante sind alle hierarchiebeschreibenden Kanten-
typen mit einem Intervall [a, b] attributiert, das die Bindung oder Vielfachheit von In-
stanzknoten bezu¨glich des zugeho¨rigen Konzeptknotens angibt. Dieses Intervall ist wie
folgt zu interpretieren:
a = minimale Anzahl beno¨tigter Instanzen (obligatorische Instanzen)
b = maximale Anzahl mo¨glicher Instanzen
b− a = Anzahl optionaler Instanzen
Aus dem Konzeptnetz (Abb. 4.7) ist beispielsweise abzulesen, dass die Innenraumsze-
ne genau eine Kamera enthalten muss (teil von [1,1]) und dass die Kamera genau
zwei Farbbilder liefern muss (datum von [2,2]). Ferner kann die Innenraumszene einen
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Boden enthalten, was aber nicht immer der Fall sein muss (teil von [0,1]), denn wenn
die Kamera zur Decke gerichtet ist, ist der Boden nicht im Szenenabbild sichtbar.
Neben den hierarchiebeschreibenden Kantentypen existiert auch eine Kante zur Be-
schreibung topologischer Beziehungen (relation) zwischen Instanzknoten. Diese Kante
ist mit der genauen Relation attributiert (z. B. relation [vorne links]) und wird
erst im letzten Schritt der Szenenanalyse erzeugt. Sie ist fu¨r das Konzept der Wissens-
verarbeitung nicht bedeutsam und wird daher erst in Kap. 5.1.11 genauer betrachtet.
Konzeptknoten
Konzeptknoten beschreiben prototypische Modellobjekte fu¨r die Szenenanalyse mit Hilfe
von expliziten deklarativen und prozeduralen Wissen. Abb. 4.8 zeigt den Aufbau eines
Konzeptknotens anhand des Konzeptknotens
”
Ebene“ aus Abb. 4.7.
Konzept Ebene
Attribute: Normalenvektor
Lotfußpunkt
Mindestbewertung
vector
vector
float 0,4
Bewertung: Lokal
Bottom-Up
Top-Down
float
float
float
Instanziierung: Führefür jede 3D Region eine
Hauptkomponentenanalyse durch.
Bewertung: Berechne das Streuungsverhältnis in
Normal-/Tangentialrichtung.
Adaptation: Falls die Bewertung die Mindestbewertung
unterschreitet, führe eine neue Instanziierung
mittels des RANSAC-Algorithmus durch.
Lokaler Experte
Abbildung 4.8: Aufbau eines Konzeptknotens am Beispiel des Knotens ”Ebene“ aus
Abb. 4.7. Die Regeln des lokalen Experten sind als vereinfachter Pseudocode
dargestellt. Die Implementierung dieser Regeln findet sich in Anhang D.2.
Weitere Erla¨uterungen zu dem Inhalt und der Implementierung aller Kon-
zeptknoten erfolgen in Kap. 5.
Jeder Konzeptknoten erha¨lt einen eindeutigen Bezeichner, in diesem Fall
”
Ebene“. Die
Beschreibung des deklarativen Wissens erfolgt mit Hilfe von Attributen, die sich eben-
falls aus einem eindeutigen Bezeichner, einem Datentyp und einem optionalen Wert
zusammensetzen. Ist der optionale Wert angegeben, handelt es sich um eine Konstante,
die der Definition von Einschra¨nkungen dient, ansonsten um eine Variable zur Beschrei-
bung von Eigenschaften. Der Konzeptknoten
”
Ebene“ verfu¨gt u¨ber zwei Variablen, die
den Lotfußpunkt und den Normalenvektor der Ebene in Form von dreidimensionalen
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Vektoren beschreiben, und u¨ber eine Konstante, die die zu erzielende Mindestbewertung
fu¨r eine Ebene angibt (Abb. 4.8). U¨ber diese Mindestbewertung und den im Folgenden
erla¨uterten Bewertungstripel wird spa¨ter die Adaptation geregelt.
Wa¨hrend die Attribute nach Bedarf fu¨r jeden Konzeptknoten definierbar sind, ist das
Bewertungstripel, das sich aus drei Variablen fu¨r die lokale, Bottom-Up und Top-Down
Bewertung zusammensetzt, ein obligatorischer Bestandteil jedes Konzeptknotens. Alle
drei Variablen nehmen Werte im Bereich [0 . . . 1] an, wobei 0 die schlechteste und 1
die beste Bewertung darstellt. Wie die Werte fu¨r diese Variablen entstehen und welche
Zusammenha¨nge zwischen ihnen bestehen, wird in Abschnitt 4.5 beschrieben.
Neben dem deklarativen Wissen verfu¨gt jeder Konzeptknoten auch u¨ber prozedurales
Wissen in Form von Regeln, die die folgenden drei Aufgaben lokal, d. h. im Rahmen
dieses Konzepts, erfu¨llen:
• Regeln fu¨r die Instanziierung geben die no¨tigen Handlungsschritte fu¨r die Erzeu-
gung von Instanzknoten entweder direkt an oder initiieren den Aufruf geeigneter
Methoden. In Abb. 4.8 besagt die Instanziierungsregel, dass fu¨r jede gefundene 3D-
Region eine Hauptkomponentenanalyse durchzufu¨hren ist, mit der diese Region
auf Ebenheit u¨berpru¨ft werden kann. Die 3D-Region ist eine Konkretisierung der
Ebene nach Abb. 4.7.
• Regeln fu¨r die Bewertung der erzeugten Instanzknoten kodieren in analoger Wei-
se das prozedurale Wissen fu¨r die Ergebnisbewertung. Im Beispiel von Abb. 4.8
berechnet die Bewertungsregel als lokale Bewertung das Streuungsverha¨ltnis der
Normal- und gro¨ßten Tangentialrichtung der Ebene aus ihren zugeho¨rigen 3D-
Punkten, die u¨ber das bis zu diesem Zeitpunkt erstellte Instanznetz aus dem Tie-
fenbild gewonnen werden ko¨nnen (Abb. 4.7).
• Regeln fu¨r die Adaptation geben geeignete Schritte zur Adaptation der Instanzi-
ierungsregeln oder der darin verwendeten Methoden an, falls die Bewertung der
Instanzknoten zu schlecht ausfa¨llt. Im Beispiel der Ebene wird in diesem Fall statt
der Hauptkomponentenanalyse ein RANSAC-Algorithmus gestartet, um Ebenen-
instanzen zu erzeugen.
Alle Regeln zusammen bilden den sogenannten lokalen Experten. Er hat u¨ber das Black-
board Zugriff auf das gesamte semantische Netz sowie auf die Fakten der globalen Steuer-
ung. Letztere koordiniert die Einbindung der lokalen Experten, woraus eine kontrollierte
Aktivierung der genannten Regeln resultiert (siehe Abschnitt 4.4.2).
Instanzknoten
Instanzknoten beschreiben eine individuelle Auspra¨gung eines Konzeptknotens in dem
zu untersuchenden Datenbestand. Sie werden fu¨r die Darstellung des Umweltzustands
verwendet.
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Instanzknoten entstehen durch Aufruf der Instanziierungsregeln des lokalen Experten
im zugeho¨rigen Konzeptknoten. Bei der Erzeugung erbt jeder Instanzknoten alle Attri-
bute und das Bewertungstripel des zugeho¨rigen Konzeptknotens, nicht aber den lokalen
Experten. Instanzknoten stellen somit ausschließlich deklaratives Wissen dar. Jeder In-
stanzknoten erha¨lt weiterhin einen eindeutigen Bezeichner, der sich aus dem Bezeichner
des Konzeptknotens und einer numerischen Erweiterung zusammensetzt. Die erzeugten
Instanzknoten werden anschließend mit einer Individualisierungskante an den Konzept-
knoten gebunden. Somit hat jeder lokale Experte die Mo¨glichkeit, auf die Attribute und
Bewertungstripel aller von ihm erzeugten Instanzknoten zuzugreifen. Schließlich erfolgt
eine hierarchische Verknu¨pfung der Instanzknoten gema¨ß den Vorgaben des Konzept-
netzes. Zur Verdeutlichung zeigt Abb. 4.9 einen Ausschnitt aus dem Konzeptnetz nach
Abb. 4.7 mit zugeordneten Instanzknoten.
Legende:
instanz_von
konkretisierung_von
3D-Region
3D-Region_1
3D-Region_2
3D-Region_3
Ebene
Ebene_1
Ebene_2
[1
,
]
¥
Abbildung 4.9: Ausschnitt eines Instanznetzes. Die Instanzknoten sind grau hinterlegt.
Im Gegensatz zu Konzeptknoten werden bei Instanzknoten drei verschiedene Zusta¨nde
unterschieden, die sich am Fortschritt und an den Ergebnissen der Wissensverarbeitung
orientieren:
• Eine hypothetische Instanz beschreibt ein nach einem Modell erwartetes Objekt,
welches noch nicht durch Daten besta¨tigt wurde. In diesem Fall besitzen keine
Attribute einen gu¨ltigen Wert.
• Eine vollsta¨ndige Instanz ist ein vollsta¨ndig durch Daten besta¨tigtes Modellobjekt,
in dem alle Attribute einen gu¨ltigen Wert besitzen.
• Eine Fehlinstanz beschreibt ein nach dem Konzeptnetz notwendiges Objekt, wel-
ches nicht durch Daten besta¨tigt werden konnte. Ein Beispiel ist nach Abb. 4.7 der
Konzeptknoten
”
Kamera“. Die Innenraumszene muss genau eine Kamera enthal-
ten. Kann kein Instanzknoten fu¨r das Konzept Kamera erstellt werden, z. B. weil
die Kamera nicht ordnungsgema¨ß arbeitet, wird eine Fehlinstanz erzeugt. Fehlin-
stanzen sind somit Indikatoren fu¨r Fehler wa¨hrend der Verarbeitung.
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4.4.2 Globale Steuerung
Die globale Steuerung zeichnet fu¨r die Verarbeitung des in Form des semantischen Net-
zes vorliegenden Modellwissens und die Erzeugung des Umweltzustands verantwort-
lich. Letzteres erfolgt durch die koordinierte Einbindung der lokalen Experten und die
Ausfu¨hrung der in ihnen enthaltenen Regeln.
Die ausfu¨hrende Komponente der globalen Steuerung ist die Inferenzmaschine. Sie erfu¨llt
innerhalb des Gesamtsystems die folgenden Aufgaben:
• Pru¨fung von Regeln in der Wissensbasis auf erfu¨llte Pra¨missen,
• sammeln ausfu¨hrbarer Regeln,
• Konfliktlo¨sung bei konkurrierenden Regeln u¨ber den Regeln zugewiesene Prio-
rita¨ten,
• Ausfu¨hrung der ausgewa¨hlten Regeln (
”
Feuern“),
• Bereitstellung einer Schnittstelle zum Zugriff auf die Methodendatenbank und das
semantische Netz.
Die globale Steuerung erfolgt durch Auswertung eines Statusfaktums sowie von vier
Regeln, die im anwendungsunabha¨ngigen Teil der Wissensbasis abgelegt (Abb. 4.6) und
in Tab. 4.3 und 4.4 in vereinfachtem Pseudocode dargestellt sind. Die Implementierung
ist in Anhang D.1 zu finden. Weitere Erla¨uterungen zur Implementierung folgen in
Kap. 5.4.
Mit Hilfe des Statusfaktums und der vier Regeln steuert die Inferenzmaschine den zeitli-
chen Ablauf der Wissensverarbeitung. Dieser stellt sich als eine kombinierte Bottom-Up
und Top-Down Verarbeitung dar, der aus den drei Phasen
”
Erstellung des Instanzi-
ierungspfades“,
”
Instanzerstellung“ und
”
Top-Down Auswertung“ besteht. Abb. 4.10
zeigt den zeitlichen Ablauf schematisch anhand des Konzeptnetzes aus Abb. 4.7.
Die Verarbeitung beginnt mit der Erstellung des Instanziierungspfades. Dabei wird das
Konzeptnetz vom abtraktesten Konzeptknoten Top-Down in den Instanziierungspfad
u¨berfu¨hrt. Dieser gibt die chronologische Reihenfolge an, in der die Konzeptknoten zu
verarbeiten sind, um den Umweltzustand zu erzeugen. Nach Abschluss dieser Phase
Tabelle 4.3: Aufbau des Statusfaktums.
Slot Werte Bedeutung
status init, next, process, evaluate,
good eval, bad eval, completed
Aktueller Verarbeitungszustand
dir Bottom-Up, Top-Down Aktuelle Verarbeitungsrichtung
focus Name des Konzeptknotens Aktuelles Verarbeitungsobjekt
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Tabelle 4.4: Regeln fu¨r die globale Steuerung.
Regel Pra¨misse und Konklusion Aufgabe
Init-Rule WENN kein Knoten vorhanden ist
DANN hole ersten Knoten und initialisiere den
Instanziierungspfad.
Start der Analyse
Idle-Rule WENN keine andere Regel feuert
DANN pru¨fe Instanziierungspfad, setze Fokus
weiter oder leite na¨chsten Verarbei-
tungsschritt ein.
Koordination der Ver-
arbeitungsschritte
Next-Object WENN neuer Fokus gesetzt
DANN pru¨fe Knotenrelationen, binde lokalen
Experten ein oder expandiere den In-
stanziierungspfad.
Verarbeitung des aktu-
ellen Knotens
TopDownStep WENN Verarbeitungsrichtung Top-Down
DANN binde lokalen Experten zur Auswer-
tung der Ergebnisse ein.
Top-Down Auswertung
des aktuellen Knotens
Kamera Farbbild 2D-Region Decke Hindernis... Innenraum-szene
Instanziie-
rungspfad:
Kamera Farbbild 2D-Region Decke Hindernis... Innenraum-szene
Instanziie-
rungspfad:
Start
Ende
Erstellungdes Instanziierungspfades (Top-Down)
Instanzerstellung (Bottom-Up)
Instanzerstellung (Bottom-Up)
Top-Down Auswertung
Top-Down Auswertung
Instanziie-
rungspfad: Kamera Farbbild Decke Hindernis
... Innenraum-
szene
2D-Region
Adaptation
Abbildung 4.10: Schematische Darstellung des zeitlichen Ablaufs der kombinierten Bottom-
Up und Top-Down Verarbeitung.
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enha¨lt der Instanziierungspfad zu Beginn den Konzeptknoten, der das Sensormodell re-
pra¨sentiert (
”
Kamera“) und, darauf folgend, sa¨mtliche Konzeptknoten des Umweltmo-
dells in aufsteigender Reihenfolge der Verarbeitungsstufen nach Palmers Modell [Pal99]
(vgl. Abb. 4.7). Somit entspricht die Phase der Erstellung des Instanziierungspfades
einer Top-Down Verarbeitung im Modell von Palmer.
An diese Phase schließt sich die erste Phase der Instanzerstellung an, die eine Bottom-Up
Verarbeitung nach Palmers Modell darstellt. Dabei werden alle Konzeptknoten in auf-
steigender Reihenfolge des Instanziierungspfades durchlaufen und deren lokale Experten
aktiviert, damit diese die Eingangsdaten auswerten und Instanzknoten erzeugen.
Ist das Ende des Instanziierungspfades erreicht, ist die Phase der Instanzerstellung be-
endet und es folgt die Phase der Top-Down Auswertung, bei der der Instanziierungspfad
in umgekehrter Richtung durchlaufen wird, was einer erneuten Top-Down Verarbeitung
nach Palmer entspricht. Dabei werden wiederum alle lokalen Experten aktiviert, dieses
Mal jedoch, um ihre erzeugten Instanzknoten bewerten zu ko¨nnen. Entscheidet sich da-
bei ein lokaler Experte auf Grund schlechter Bewertungen zu einer Adaptation, wie es
in Abb. 4.10 anhand der 2D-Region dargestellt ist, ist die Phase der Top-Down Aus-
wertung an diesem Knoten beendet und es beginnt eine neue Bottom-Up Phase der
Instanzerstellung. Diese ist notwendig, um die vom lokalen Experten durch die Adapta-
tion bewirkten A¨nderungen an seinen Instanzknoten in die ho¨heren Abstraktionsstufen
durchpropagieren zu ko¨nnen. Hat die Instanzerstellung wieder das Ende des Instanzi-
ierungspfades erreicht, folgt eine erneute Top-Down Auswertung. Diese beiden Phasen
wechseln sich nun so lange ab, bis die Top-Down Auswertung ohne Adaptation am An-
fang des Instanziierungspfades angelangt und damit die Szenenanalyse abgeschlossen
ist.
Wie die globale Steuerung die drei Phasen mit Hilfe des Statusfaktums und der vier Re-
geln gema¨ß Tab. 4.3 und 4.4 umsetzt, wird in den drei folgenden Abschnitten erla¨utert.
Erstellung des Instanziierungspfades
Ein Ausschnitt des Instanziierungspfades, wie er aus dem Konzeptnetz in Abb. 4.7
entsteht, ist bereits in Abb. 4.10 dargestellt. Im Folgenden soll die Entstehung des
kompletten Pfades anhand der Regeln und des Statusfaktums der globalen Steuerung
betrachtet werden.
Die Erstellung des Instanziierungspfades beginnt mit der Aktivierung der Regel
Init-Rule. Sie sucht nach dem abstraktesten Konzeptknoten im Konzeptnetz, wel-
cher daran zu erkennen ist, dass er keine abgehenden Kanten besitzt. Der Bezeichner
dieses Konzeptknotens wird im Instanziierungspfad eingetragen und der Slot status
des Statusfaktums auf den Wert init gesetzt. Im Beispiel von Abb. 4.7 ist dies der
Knoten
”
Innenraumszene“, woraus sich der erste Eintrag im Instanziierungspfad zu
IP = {Innenraumszene} ergibt.
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Der Status init aktiviert ausschließlich die Regel Idle-Rule, die immer dann feuert,
wenn keine andere Regel aktiviert werden kann. Dieser Leerlaufmechanismus la¨sst sich
realisieren, indem der Regel eine immer erfu¨llte Pra¨misse, aber eine niedrigere Priorita¨t
als allen anderen Regeln zugewiesen wird. Ihre Aufgabe besteht im Weitersetzen des
Verarbeitungsfokus (Slot focus des Statusfaktums) bzw. dem Einleiten weiterer Verar-
beitungsschritte, falls das Ende des Instanziierungspfades erreicht ist. Das ist an dieser
Stelle noch nicht der Fall, so dass die Regel den Slot focus auf den Wert
”
Innenraum-
szene“ setzt und den Slot status auf next a¨ndert.
Letzteres fu¨hrt zur Aktivierung der Regel Next-Object, welche die auf den durch
focus bezeichneten Konzeptknoten zulaufenden Kanten auswertet und dadurch fest-
stellt, ob zur Instanzerstellung weitere Konzeptknoten beno¨tigt werden. Die Kanten-
auswertung betrachtet ausschließlich die hierarchiebeschreibenden Kanten in der Rei-
henfolge: teil von, kontextabha¨ngiger teil von, konkretisierung von, datum von.
Sind Kanten vorhanden, werden die damit verbundenen Konzeptknoten dem durch
focus bezeichneten Knoten im Instanziierungspfad vorangestellt. Fu¨r den Knoten
”
Innenraumszene“ erfolgt dementsprechend eine Erweiterung des Pfades zu IP =
{Kamera,Boden,Wand, T u¨r,Decke,Hindernis, Innenraumszene}.
Der nun erneut eintretende Leerlaufzustand aktiviert die Regel Idle-Rule, welche den
Fokus sukzessive auf die neuen Konzeptknoten des Instanziierungspfades und den Status
auf next setzt. Dies aktiviert wiederum die Regel Next-Object, welche den Instanzi-
ierungspfad weiter expandiert. Das Wechselspiel zwischen diesen beiden Regeln fu¨hrt
schließlich zur vollsta¨ndigen Entwicklung des Instanziierungspfades:
IP = { Kamera, Farbbild, 2D-Region, 2D-Linie, T iefenbild, 3D-Region,
3D-Linie, 3D-Cluster, Ebene, Begrenzung, Quader, Boden, Wand,
T u¨r, Decke, Hindernis, Innenraumszene }
Findet die Regel Next-Object keine weiteren Knoten fu¨r die Expandierung des Instan-
ziierungspfades mehr, ist dieser Verarbeitungsschritt abgeschlossen.
Instanzerstellung
Der Ablauf der Instanzerstellung ist gemeinsam mit der Phase der Top-Down Auswer-
tung im Flussdiagramm in Abb. 4.11 dargestellt. Fu¨r die Phase der Instanzerstellung
ist lediglich der hellgrau hinterlegte Teil dieses Diagramms relevant.
Nach Erstellung des Instanziierungspfades befindet sich die globale Steuerung wieder
im Leerlaufzustand, was die Inferenzmaschine erneut veranlasst, die Regel Idle-Rule
zu aktivieren. Diese setzt den Slot focus des Statusfaktums auf den ersten Eintrag
im Instanziierungspfad und den Slot dir auf Bottom-Up. Anschließend leitet sie durch
Setzen des Slots status auf den Wert next die Verarbeitung des Instanziierungspfades
ein.
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Bewertung
(lokal)
Instanziierung
Adaptation
Bewertung
gut?
nein
AnfangIP?
Aktuelle VR?
Ende IP?
Bewertung
(hierarchisch)
Neue VR:
Bottom-Up
Nächster
Konzeptknoten
VR: Bottom-Up
Fokus: Anfang IP
Neue VR:
Top-Down
Prüfe
Kantenbindung
Adaptation
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gut?
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ja
ja
ja
ja
Ende
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Bottom-Up Top-Down
ausgeführt durch
lokalen Experten
VR Verarbeitungsrichtung
IP Instanziierungspfad
Legende:
Instanzerstellung
(Bottom-Up)
Top-Down Auswertung
Abbildung 4.11: Flussdiagramm der Instanzerstellung und Top-Down Auswertung.
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Die durch den Wert next aktivierte Regel Next-Object u¨berpru¨ft nun die Verarbei-
tungsrichtung. Im Falle der Bottom-Up Verarbeitung bindet sie die Regeln des lokalen
Experten, der durch den Slot focus referenziert wird, in die Wissensbasis der Inferenz-
maschine ein. Anschließend aktiviert sie in dieser Reihenfolge die Instanziierungsregeln,
die Bewertungsregeln sowie die Adaptationsregeln des lokalen Experten durch Setzen
des Slots status des Statusfaktums auf die in Tab. 4.5 angegebenen Werte.
Tabelle 4.5: Zusta¨nde fu¨r die Aktivierung der lokalen Experten.
Status Bedeutung
process Aktivierung der Instanziierungsregeln
evaluate Aktivierung der Bewertungsregeln
bad eval Aktivierung der Adaptationsregeln
good eval Beendigung des lokalen Experten
Der lokale Experte erstellt im Zuge dessen Instanzknoten des zugeho¨rigen Konzeptkno-
tens. Dafu¨r erzeugt er zuna¨chst eine hypothetische Instanz und versucht anschließend
diese mit Hilfe seiner Instanziierungsregeln in eine vollsta¨ndige Instanz zu entwickeln.
Dieser Vorgang wiederholt sich, bis keine vollsta¨ndigen Instanzen mehr erzeugt werden
ko¨nnen. Die vollsta¨ndigen Instanzen werden anschließend mit Hilfe der Bewertungsre-
geln lokal bewertet. Im Falle einer schlechten Bewertung kann der lokale Experte eine
Adaptation vornehmen, die auf Grund gea¨nderter Methoden, Parameter oder Regeln
eine neue Instanzerstellung notwendig macht, um die A¨nderungen in den zu analysie-
renden Daten zu reflektieren. Daraus resuliert die experteninterne Ru¨ckkopplung auf
die Instanziierung in Abb. 4.11. Fa¨llt die lokale Bewertung positiv aus, beendet der
lokale Experte seine Verarbeitung. Die lokale Bewertung und Adaptation werden in
Abschnitt 4.5 noch eingehend behandelt.
Nachdem der lokale Experte seine Verarbeitung beendet hat, pru¨ft die Regel
Next-Object die Anzahl der enstandenen Instanzen. Dazu wird die erlaubte Vielfachheit
der Kanten ausgewertet. Sind weniger als die minimal notwendigen Instanzen vorhan-
den, erzeugt die Regel Fehlinstanzen des Konzepts, um Verarbeitungsfehler anzuzeigen.
Damit ist die Konklusion der Regel Next-Object erfu¨llt und die in Folge des Leerlauf-
zustands aktivierte Regel Idle-Rule setzt die Verarbeitung fort. Sie pru¨ft, ob das Ende
des Instanziierungspfades erreicht ist. Ist das nicht der Fall, setzt sie den Slot focus des
Statusfaktums auf den na¨chsten Eintrag des Instanziierungspfades und das Wechselspiel
zwischen den beiden Regeln Next-Object und Idle-Rule wiederholt sich.
Ist das Ende des Instanziierungspfades erreicht, ist die Phase der Instanzerstellung be-
endet, und es beginnt die Top-Down Auswertung.
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Top-Down Auswertung
Zu Beginn der Top-Down Auswertung ist die Regel Idle-Rule aktiv, die den Slot dir
des Statusfaktums auf den Wert Top-Down setzt und somit die Verarbeitung in den
dunkelgrau hinterlegten Bereich des Flussdiagramm (Abb. 4.11) verzweigt.
Die A¨nderung der Verarbeitungsrichtung aktiviert die Regel TopDownStep. Sie bindet
analog zur Regel Next-Object den durch den Slot focus referenzierten lokalen Experten
ein, aktiviert aber nur die Bewertungs- und Adaptationsregeln. Der lokale Experte fu¨hrt
daraufhin eine hierarchische Bewertung seiner vollsta¨ndigen Instanzen durch, die eben-
so wie die lokale Bewertung Gegenstand von Abschnitt 4.5 ist. Falls die hierarchische
Bewertung zu schlecht ausfa¨llt, greifen die Adaptationsregeln, die eine neue Instanziie-
rung notwendig machen. Allerdings betrifft diese nicht nur den gerade zu verarbeitenden
Konzeptknoten, sondern auch alle Konzeptknoten, die sich in der Hierarchie u¨ber diesen
befinden, da deren Instanzen auf den Instanzen dieses Knotens beruhen. Deshalb kehrt
sich die Verarbeitungsrichtung in diesem Fall um, womit die Top-Down Auswertung
beendet ist und eine neue Phase der Instanzerstellung beginnt.
Fu¨hrt die hierarchische Bewertung des aktiven lokalen Experten zu einem guten Er-
gebnis, ist seine Verarbeitung abgeschlossen, womit die Inferenzmaschine wieder in den
Leerlauf verfa¨llt und die Regel Idle-Rule aktiviert. Diese u¨berpru¨ft nun, ob der An-
fang des Instanziierungspfades erreicht ist. Ist das nicht der Fall, setzt sie den Slot focus
des Statusfaktums auf den vorhergehenden Eintrag des Instanziierungspfades und das
Wechselspiel zwischen den Regeln TopDownStep und Idle-Rule setzt sich fort.
Die Szenenanalyse ist abgeschlossen, sobald die Top-Down Auswertung ohne Adaptation
am Anfang des Instanziierungspfades angelangt ist. In diesem Fall setzt die Leerlaufre-
gel Idle-Rule den Slot status des Statusfaktums auf completed, welches der einzige
Zustand ist, in dem die Pra¨misse der Leerlaufregel als nicht erfu¨llt gilt. Die Inferenzma-
schine findet damit keine aktivierbare Regel mehr und beendet die Szenenanalyse.
Bei dieser Verarbeitung ist hervorzuheben, dass die globale Steuerung lediglich den
gerade beschriebenen Verarbeitungsmechnismus bereitstellt, die eigentliche Analyse der
Szene jedoch von den im Konzeptnetz definierten lokalen Experten durchgefu¨hrt wird.
4.5 Behandlung von Unsicherheiten
Die beiden wesentlichen Mechanismen, die die kombinierte Bottom-Up und Top-Down
Verarbeitung der globalen Steuerung ermo¨glicht, sind die Ergebnisbewertung und die
Adaptation, die innerhalb der lokalen Experten konzeptbezogen realisiert werden. Sie
sind die Grundlage fu¨r die Behandlung von Unsicherheiten, die auf Grund von unsi-
cheren sowie unvollsta¨ndigen Wissen, Sto¨reinflu¨ssen im Szenenaufbau und mangelnder
Bildqualita¨t auftreten ko¨nnen. Das Verarbeitungskonzept bietet nach der Taxonomie
von Kap. 2.3.4 die folgenden Mo¨glichkeiten zur Behandlung von Unsicherheiten:
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• Ergebnisbewertung: Die Ergebnisbewertung erfolgt heuristisch anhand des Be-
wertungstripels, das jeder Instanzknoten von seinem korrespondierenden Konzept-
knoten erbt. Anhand dieses Tripels erfolgt eine lokale und hierarchische Bewertung.
• Adaptation der Verarbeitung: Das Konzept der lokalen Experten erlaubt die
Wahl verschiedener Methoden zur Adaptation der Verarbeitung. So kann im Fall
einer schlechten Bewertung die Instanziierung mit anderen Parametereinstellun-
gen fu¨r die gleiche Methode oder mit einer anderen Methode wiederholt werden.
Weiterhin ko¨nnen die lokalen Experten die zu ihrem Konzeptknoten geho¨renden
Instanzknoten direkt manipulieren, was einer Manipulation von Fakten entspricht.
Letztlich ist durch die explizite Repra¨sentation des prozeduralen Wissens mittels
Regeln auch deren Austausch mo¨glich, so kann beipielsweise ein lokaler Experte
die Adaptationsregeln eines anderen lokalen Experten ersetzen.
Ausgangspunkt fu¨r die Ergebnisbewertung und die Adaptation ist das bereits in Ab-
schnitt 4.4.1 vorgestellte Bewertungstripel (vgl. Abb. 4.8), welches aus jeweils einem
Wert fu¨r die lokale, Bottom-Up und Top-Down Bewertung besteht. Diese Werte werden
im Folgenden mit den Symbolen RL (lokale Bewertung), RB (Bottom-Up Bewertung)
und RT (Top-Down Bewertung) bezeichnet.
Die Ergebnisbewertung erfolgt gema¨ß Abschnitt 4.4.2 wa¨hrend der Instanzerstellung so-
wie wa¨hrend der Top-Down Auswertung. In der Phase der Instanzerstellung findet eine
lokale Ergebnisbewertung, in der Phase der Top- Down Auswertung eine hierarchische
Ergebnisbewertung statt (vgl. Abb. 4.11). In ersterer werden Werte fu¨r die lokale Be-
wertung RL, in letzterer Werte fu¨r die Bottom-Up Bewertung RB und die Top-Down
Bewertung RT eines jeden Instanzknotens ermittelt.
4.5.1 Lokale Ergebnisbewertung
Die lokale Ergebnisbewertung ermo¨glicht eine Abscha¨tzung der Qualita¨t der Ergebnisse
in Form von Instanzknoten, die wa¨hrend der Ausfu¨hrung der Instanziierungsregeln des
aktiven lokalen Experten erzeugt wurden.
Zur Berechnung einer lokalen Bewertung RL pru¨fen Bewertungsfunktionen modellspe-
zifische Kriterien, die sich in drei Klassen einteilen lassen. Instanzknoten von Konzept-
knoten der ersten drei Verarbeitungsstufen wie z. B. Linien und Ebenen werden u¨ber
datenbezogene Kriterien bewertet, welche Attribute dieser Instanzknoten auf einen gu¨lti-
gen Wertebereich pru¨fen. Instanzknoten, die zur kategoriebasierten Verarbeitungsstufe
geho¨ren und somit Szenenbestandteile wie Boden oder Decke darstellen, werden dagegen
durch modellbezogene Kriterien bewertet, welche die U¨bereinstimmung dieser Knoten
mit den Modellvorgaben auswerten. Die Innenraumszene selbst wird letztlich u¨ber ein
Vollsta¨ndigkeitskriterium bewertet.
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Datenbezogene Kriterien
Datenbezogene Kriterien werten bestimmte Eigenschaften der extrahierten Bildstruktu-
ren aus und lassen sich direkt in den Daten der Verarbeitungsergebnisse u¨berpru¨fen. An
die Wahl der Bewertungsfunktion fu¨r datenbezogene Kriterien ist lediglich die Bedin-
gung geknu¨pft, dass sich der Wert fu¨r RL im Intervall [0 . . . 1] befinden muss, um eine
Vergleichbarkeit zwischen verschiedenen lokalen Bewertungen zu gewa¨hrleisten.
So ist beispielsweise die lokale Bewertung RL eines Rechtecks mit den Kantenla¨ngen a
und b bezu¨glich der Eigenschaft quadratisch durch folgende Funktion mo¨glich:
RL = x =
min{a, b}
max{a, b} (4.10)
Das berechnete Verha¨ltnis x der Kantenla¨ngen liegt im Intervall [0 . . . 1] und ko¨nnte
als Bewertung verwendet werden (vgl. Abb. 4.12(a)). Ein Rechteck mit einem Kanten-
verha¨ltnis von 1 : 2 wu¨rde danach aber immer noch eine Bewertung von 0, 5 erhalten,
was fu¨r ein ganz und gar nicht quadratisches Objekt ein recht hoher Wert ist. Deshalb
ist in vielen Fa¨llen eine nichtlineare Bewertung sinnvoll. Diese la¨sst sich beispielsweise
mit Hilfe der Sigmoidfunktion realisieren:
sigm(x; θ; θ0) =
1
1 + e
− x−θ
θ0
(4.11)
Der Parameter θ legt die Abszissenposition zum Funktionswert 0, 5 fest, wa¨hrend der
Parameter θ0 die Form oder Steilheit der Sigmoidfunktion bestimmt. Die beiden Para-
meter stellen somit zusa¨tzliche Freiheitsgrade dar, um die Sigmoidfunktion an gegebene
Bedingungen anzupassen. Abbildung 4.12(b) zeigt die Bewertungsfunktion, die sich aus
der Vorschrift RL = sigm(x; 0, 7; 0, 05) ergibt. Es ist zu erkennen, dass ein Rechteck mit
1.0
0.5
RL
x
0.5 1.0
(a) Lineare Bewertung.
1.0
0.5
RL
x
0.5 1.00.7
(b) Nichtlineare Bewertung
Abbildung 4.12: Lokale Bewertung mittels linearer und nichtlinearer Bewertungsfunktion.
der Kantenla¨nge 1 : 2 nun eine Bewertung nahe 0 erha¨lt, d. h. dieses Rechteck nicht
mehr als quadratisch angesehen wird. Das entspricht eher der menschlichen Erwartung
als das Ergebnis der linearen Bewertung.
Wegen der Parametriermo¨glichkeiten und der nichtlinearen Bewertung wird die Sigmoid-
funktion in dieser Arbeit als Bewertungsfunktion fu¨r datenbezogene Kriterien verwendet.
Kap. 5.2 beschreibt, wie diese Bewertungsfunktionen fu¨r die verschiedenen Konzeptkno-
ten der ersten drei Verarbeitungsstufen aussehen.
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Modellbezogene Kriterien
Modellbezogene Kriterien werden fu¨r die Konzeptknoten der kategoriebasierten Verar-
beitungsstufe (vgl. Abb. 4.7) verwendet und leiten sich direkt aus dem Wissen u¨ber
den Szenenaufbau ab. Da dieses aber oftmals unscharf ist, werden diese Kriterien u¨ber
unscharfe Mengen, sogenannte Fuzzy-Sets , definiert und mit Hilfe der Fuzzy-Logik nach
Zadeh [Zad65] verarbeitet. Als Wert fu¨r die lokale Bewerung RL eines Instanzknotens
ergibt sich letztlich die Verknu¨pfung mehrerer Zugeho¨rigkeitsgrade zu verschiedenen un-
scharfen Mengen. Dieser Vorgang soll im Folgenden anhand des Beispiels einer Decken-
bewertung nachvollzogen werden, wie sie in Abb. 4.13 dargestellt ist.
nEbene
X
W
Y
W
Z
W
2,3m
nref
4°
(a) Mo¨gliche Deckenebene
1,0
1,00
Höhe
[m]
µ
3,02,0
TIEF MITTIG HOCH
0,5
Höhe
0,8
2,3
(b) Bewertung der Ho¨he
1,0
Winkel
90
HORIZONTAL
0,5
µLage
0
VERTIKAL
60-30 30
4°
0,9
(c) Bewertung der Lage
Abbildung 4.13: Deckenbewertung mit Hilfe von unscharfen Mengen.
In Abb. 4.13(a) ist eine in der objektbasierten Verarbeitungsstufe detektierte Ebene
in das in Abschnitt 4.2 eingefu¨hrte Weltkoordinatensystem XW eingezeichnet, deren
Schwerpunkt bei 2, 3m auf der ZW Achse liegt und deren Normalenvektor nEbene mit
dem Referenznormalenvektor nref = (0, 0, 1)
T des Bodens einen Winkel von 4◦ ein-
schließt. Diese Ebene ist eine potentielle Konkretisierung einer Decke, denn aus dem
Wissen u¨ber den Szenenaufbau ist bekannt, dass sich die Decke stets u¨ber der Kamera
befindet und eben ist. Weiterhin ist die Decke in flur- und bu¨roa¨hnlichen Innenra¨umen
durch eine parallele Lage zum Boden gekennzeichnet. Es la¨sst sich allerdings im Allge-
meinen kein genauer Wert fu¨r die Deckenho¨he u¨ber den Boden angeben. In den genann-
ten Innenra¨umen ist meistens eine Deckenho¨he von etwa 2, 5m vorzufinden, Ausnahmen
existieren jedoch reichlich. Weiterhin ko¨nnen durch mangelnde Bildqualita¨t in der bis
zu diesem Zeitpunkt erfolgten Verarbeitung bereits Ungenauigkeiten in den Angaben
zur Ho¨he und Lage vorhanden sein.
Um diese Unsicherheiten zu beru¨cksichtigen, werden zwei linguistische Variablen fu¨r die
Ho¨he und Lage angelegt, mit deren Hilfe diese beiden Kriterien qualitativ und quantita-
tiv beschrieben werden ko¨nnen. Die linguistische Variable
”
Ho¨he“(Abb. 4.13(b)) besteht
aus den drei unscharfen Mengen
”
tief“,
”
mittel“,
”
hoch“, die die Ho¨he eines Punktes
u¨ber den Boden angibt. Sie fuzzifizieren somit die positive Achse ZW des Weltkoordina-
tensystems. U¨ber die linguistische Variable
”
Lage“(Abb. 4.13(c)) la¨sst sich die relative
Lage der potentiellen Deckenebene zum Boden darstellen. Hierzu sind die beiden un-
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scharfen Mengen
”
horizontal“ und
”
vertikal“ u¨ber den eingeschlossenen Winkel zwischen
nEbene und nref definiert.
Mit Hilfe der beiden linguistischen Variablen ergeben sich fu¨r die in Abb. 4.13(a) dar-
gestellte Ebene Zugeho¨rigkeitswerte zu den unscharfen Mengen von µhoch = 0, 8 und
µhorizontal = 0, 9. Da eine Ebene hoch und horizontal zum Boden liegen muss, um eine
Decke darstellen zu ko¨nnen, sind die beiden Zugeho¨rigkeitswerte entsprechend zu ver-
knu¨pfen. Fu¨r die logische Und-Verknu¨pfung bietet die Fuzzy-Logik mehrere Operatoren,
wobei der Minimum-Operator und das algebraische Produkt die bekanntesten darstellen.
Da der Minimum-Operator das menschliche Verhalten ha¨ufig nicht korrekt wiedergibt,
kommt in dieser Arbeit das algebraische Produkt zum Einsatz. Dabei werden aller-
dings noch Pra¨dikatmodifizierer beru¨cksichtigt. Diese ko¨nnen die Zugeho¨rigkeitswerte
versta¨rken oder abschwa¨chen und lassen sich mathematisch mit Hilfe von Potenzfunk-
tionen realisieren. Tab. 4.6 stellt gebra¨uchliche Pra¨dikatmodifizierer vor.
Tabelle 4.6: Gebra¨uchliche Pra¨dikatmodifizierer in der Fuzzy-Logik
Modifizierer Funktion Beispieldiagramm
- y = µ(x)
1,0
c
0,5
ba
sehr y2
1,0
c
0,5
ba
extrem y3
1,0
c
0,5
ba
ungefa¨hr y0.5
1,0
c
0,5
ba
einigermaßen y0.33
1,0
c
0,5
ba
Fu¨r die Deckenbewertung gilt in dieser Arbeit die Vorschrift, dass eine Decke
”
hoch“ und
”
einigermaßen horizontal“ sein muss. Der Pra¨dikatmodifizierer ist dabei durch die vielen
fehlerbehafteten 3D-Punkte begru¨ndet, die durch die Disparita¨tsberechnung verursacht
werden4, und ist somit sensorabha¨ngig. Nach dieser Vorschrift ergibt sich im Beispiel
von Abb. 4.13 eine lokale Bewertung von
RL = µhoch · (µhorizontal)0,33 = 0, 77 (4.12)
Geho¨ren mehrere verschiedene Instanzknoten aus der objektbasierten Verarbeitungs-
stufe zu einem Instanzknoten der kategoriebasierten Verarbeitungsstufe, beispielsweise
4siehe Kap. 5.1.4
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wenn die Decke aus zwei verschiedenen Ebenen besteht, wird als lokale Bewertung das
arithmetische Mittel aus den Einzelbewertungen verwendet.
Eine zusammenfassende Darstellung aller genutzten modellbezogenen Kriterien findet
sich in Kap. 5.2.
Vollsta¨ndigkeitskriterium
Um eine sinnvolle Adaptation vornehmen zu ko¨nnen, ist die Bewertung der Vollsta¨ndig-
keit einer Innenraumszene notwendig. Die Vollsta¨ndigkeit ha¨ngt wiederum davon ab,
was in einer Innenraumszene zu erwarten ist. Letzteres wird von der Kameraposition
bestimmt. Ist die Kamera beispielsweise zur Decke gerichtet, sind lediglich die Decke und
der obere Teil von maximal zwei Wa¨nden in einer Innenraumszene zu erwarten. Schaut
die Kamera dagegen Richtung Boden, wird hauptsa¨chlich dieser im Szenenabbild zu
finden sein.
Zur Bewertung der Vollsta¨ndigkeit la¨sst sich das Bewertungsintervall [0 . . . 1] in gleich
große Blo¨cke einteilen. Die Anzahl N dieser Blo¨cke ist gleich der Anzahl der zu erwar-
tenden Objektkategorien in der zu analysierenden Innenraumszene. Abb. 4.14 zeigt die
Unterteilung dieses Intervalls fu¨r den Fall, dass die optische Achse der Kamera nahezu
parallel zur Bodenebene verla¨uft. In dieser Arbeit wird nur dieser Fall behandelt, weil
er fu¨r die zu Grunde liegende Anwendung am wichtigsten und auch am komplexesten
ist, da alle Objektkategorien zu beru¨cksichtigen sind.
0 1
Boden Wand Decke Hindernis Tür
0 1
0 1
Boden Wand Decke Hindernis Tür
a)
b)
c)
0,9
0,9
0,9
0,9
0,8
0,8
0,65
0,65
0,7
0,7
0,49
Abbildung 4.14: Szenenbewertung. a) Aufteilung des Intervalls [0 . . . 1] in Blo¨cke und Unter-
blo¨cke. b) Beispielhafte Szenenbewertung. Die Zahlenwerte innerhalb der
grauen Rechtecke stellen die lokalen Bewertungen von Objekten der jewei-
ligen Objektkategorie dar. c) Aus b) resultierende lokale Bewertung der
Innenraumszene.
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Abb. 4.14(a) zeigt die gleichma¨ßige Unterteilung des Intervalls [0 . . . 1] in N = 5 Blo¨cke,
wobei jeder Block eine zu erwartete Objektkategorie repra¨sentiert. Jeder Block kann
nochmal in gleich große Unterblo¨cke Mi unterteilt werden. Diese Unterblo¨cke repra¨sen-
tieren die Anzahl der erwarteten Objekte der jeweiligen Kategorie. Nach Abb. 4.14
erwartet das System somit einen Boden (M1 = 1), drei Wa¨nde (M2 = 1), eine Decke
(M3 = 1), zwei Hindernisse (M4 = 2) und eine Tu¨r (M5 = 1).
Bei der Bewertung der Innenraumszene werden die lokalen Bewertungen der Instanz-
knoten der zu erwartenden Objektkategorien anteilig auf die Blo¨cke bzw. Unterblo¨cke
verteilt, wie es in Abb. 4.14(b) beispielhaft dargestellt ist. Dort sind die lokalen Be-
wertungen eines Bodens, zweier Wa¨nde, einer Decke und eines Hindernisses eingetra-
gen. Sind von einer Objektkategorie weniger Instanzknoten als Unterblo¨cke vorhanden,
bleiben die restlichen Unterblo¨cke leer. Sind dagegen von einer Objektkategorie mehr
Instanzknoten als Unterblo¨cke vorhanden, werden diejenigen Instanzknoten verwendet,
die die ho¨chsten lokalen Bewertungen innerhalb ihrer Kategorie aufweisen, die restlichen
Instanzknoten werden nicht betrachtet.
Die lokale Bewertung der Innenraumszene ergibt sich schließlich aus der Addition der
anteiligen lokalen Bewertungen, wie es in Abb. 4.14(c) gezeigt wird. Mathematisch la¨sst
sich die Bewertung wie folgt formulieren:
RL =
1
N
N∑
i
1
Mi
Mi∑
j
RL, j (4.13)
In Abb. 4.14(c) ist zu erkennen, dass die lokale Bewertung der Innenraumszene, trotz
der hohen Bewertungen der darin eingegangenen Instanzknoten, relativ niedrig ausfa¨llt.
Das ist hauptsa¨chlich damit zu erkla¨ren, dass noch nicht alle erwarteten Bestandteile
vorhanden sind. Das Fehlen von Bestandteilen wird mit diesem Maß somit sta¨rker be-
tont als die einzelnen lokalen Bewertungen der schon vorhandenen Szenenbestandteile.
Daher ist dieses Maß fu¨r Adaptationszwecke gut geeignet, da es die Suche nach weiteren
Szenenbestandteilen forciert.
4.5.2 Hierarchische Ergebnisbewertung
Die lokale Bewertung ermo¨glicht eine Abscha¨tzung der Qualita¨t der Verarbeitungser-
gebnisse in Form der von einem lokalen Experten erzeugten Instanzknoten. Sie sagt
aber nichts u¨ber die Bedeutung der erzeugten Instanzknoten fu¨r die in der Hierarchie
folgenden Verarbeitungsstufen aus, da zum Zeitpunkt der Instanzerstellung noch nicht
beurteilt werden kann, ob sich die erzeugten Instanzknoten sinnvoll weiterverarbeiten
lassen. Weiterhin la¨sst sich allein mit der lokalen Bewertung keine Sicherheit angeben,
mit der die auf die erzeugten Instanzknoten aufbauenden Ergebnisse korrekt sind.
Um einem lokalen Experten die Beurteilung der Sicherheit und Bedeutung seiner in Form
von Instanzknoten erzielten Ergebnisse fu¨r die gesamte Szene zu ermo¨glichen, verknu¨pft
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RL,1
RB
RL,2 RL,3
Hierarchiestufej
Hierarchiestufe j-1
(a) Bottom-Up Bewertung
RT,1
RL
RT,2 RT,3
Hierarchiestufe j+1
Hierarchiestufe j
(b) Top-Down Bewertung
Abbildung 4.15: Schema der hierarchischen Bottom-Up und Top-Down Bewertung. Die El-
lipsen stellen Instanzknoten benachbarter Hierarchiestufen dar, die durch
beliebige hierarchiebeschreibende Kanten miteinander verbunden sind.
Letztere sind durch die schwarzen Linien gekennzeichnet.
die hierarchische Ergebnisbewertung die lokalen Bewertungen RL der Instanzknoten der
hierarchisch u¨ber- und untergeordneten Verarbeitungsstufen zu einer Top-Down Bewer-
tung RT und einer Bottom-Up Bewertung RB:
• Die Bottom-Up Bewertung R jB eines Instanzknotens der Hierarchiestufe j berech-
net sich aus den lokalen Bewertungen R j−1L der Basisinstanzknoten, auf denen
dieser aufbaut (Abb. 4.15(a)). Sie gibt damit die Sicherheit der dem Instanzkno-
ten zugrundeliegenden Daten wieder. Im Falle mehrerer Basisinstanzknoten wird
das arithmetische Mittel berechnet .
R jB =
1
N
N∑
i
R j−1L, i (4.14)
Instanzknoten in der untersten Hierarchieebene erhalten als Bottom-Up Bewer-
tung den Wert 1, 0.
• Die Top-Down Bewertung R jT eines Instanzknotens berechnet sich aus den loka-
len Bewertungen R kL der Instanzknoten ho¨herer Hierarchiestufen k, die auf diesem
Instanzknotens aufbauen (Abb. 4.15(b)). Sie ist ein Maß fu¨r die Bedeutung dieses
Knotens in nachfolgenden Verarbeitungsstufen und wird wa¨hrend der Analyse lau-
fend mit den Verarbeitungsergebnissen der jeweils ho¨chsten Hierarchiestufe kmax
aktualisiert.
R jT = R
kmax
L (kmax > j) (4.15)
Instanzknoten in der ho¨chsten Hierarchieebene erhalten als Top-Down Bewertung
den Wert 1, 0.
Abb. 4.16 zeigt ein Beispiel fu¨r die hierarchische Bewertung anhand einer Deckenklas-
sifikation fu¨r das Konzeptnetz aus Abb. 4.7. Dargestellt ist ein Ausschnitt aus einem
Instanznetz, wobei in den Instanzknoten die zugeho¨rigen Bezeichner und Bewertungs-
tripel eingetragen sind. Der aktive lokale Experte ist derjenige fu¨r die Decke, weshalb
der Instanzknoten
”
Decke 1“ etwas heller dargestellt ist. Der lokale Experte berech-
net im ersten Schritt die Bottom-Up Bewertung fu¨r alle seine Instanzknoten gema¨ß
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Decke_1
( ; ;0,8)0,9 0,6
2D-Region_3
(0,9;1,0; )0,0
Ebene_1
( ;0,7; )0,6 0,9
Ebene_2
(0,4;0,5; )0,0
3D-Region_1
(0,8;0,9; )0,9
3D-Region_2
(0,6;0,8; )0,9
3D-Region_3
(0,5;0,9; )0,0
2D-Region_1
(0,9;1,0; )0,9
2D-Region_2
(0,8;1,0; )0,9
1.
2.
3. 3. 3.
4.4.4.
Legende:
teil_von
konkretisierung_von
Zeitschritt
(R ;R ;R )L B T Bewertungstripel
Abbildung 4.16: Beispiel fu¨r die hierarchische Bewertung anhand einer Deckenklassifikation
fu¨r das Konzeptnetz aus Abb. 4.7. Siehe Text fu¨r Erkla¨rung.
Gleichung 4.14. Da hier nur eine Ebene zur Decke geho¨rt, ist die Bottom-Up Bewer-
tung fu¨r den Instanzknoten
”
Decke 1“ identisch mit der lokalen Bewertung des Knotens
”
Ebene 1“ (grau eingefa¨rbte Werte in Abb. 4.16). Im weiteren Verlauf propagiert der
lokale Experte die lokale Bewertung des Instanzknotens
”
Decke 1“ durch das gesamte
Instanznetz als Top-Down Bewertung gema¨ß Gleichung 4.15 (weiß eingefa¨rbte Werte in
Abb. 4.16). Dazu werden die zu den anderen Instanzknoten korrespondierenden loka-
len Experten wa¨hrend der Top-Down Auswertung von der globalen Steuerung aktiviert,
die diese Aufgabe fortfu¨hren. Der Knoten
”
Ebene 2“ erha¨lt wa¨hrend dieser Phase als
Top-Down Bewertung den Wert 0, 0, da dieser nicht mit hierarchisch ho¨her liegenden In-
stanzknoten verbunden ist. Somit merken die entsprechenden lokalen Experten, dass die
ihnen zugeho¨rigen Instanzen
”
Ebene 2“,
”
3D-Region 3“ und
”
2D-Region 3“ noch nicht
bedeutsam in das Instanznetz eingebunden sind, was mo¨glicherweise durch geeignete
Adapationen zu beheben ist.
4.5.3 Adaptation der Verarbeitung
Die Aktivierung der Adaptationsregeln erfolgt durch den Wert bad eval des Slots
status des Statusfaktums (Tab. 4.3 und 4.5). U¨ber den Slot dir ko¨nnen die Adapta-
tionsregeln pru¨fen, ob gerade eine lokale Bewertung oder eine hierarchische Bewertung
durchgefu¨hrt wurde. Im ersteren Fall hat der Slot dir den Wert Bottom-Up, im letzteren
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Fall den Wert Top-Down. Bei einer vorhergehenden lokalen Bewertung du¨rfen nur die
Werte von RL genutzt werden, da die Werte fu¨r die Bottom-Up und Top-Down Bewer-
tung zu diesem Zeitpunkt ungu¨ltig sind. Bei einer hierarchischen Bewertung kann der
aktive lokale Experte dagegen alle Bewertungsmaße fu¨r eine Adaptation heranziehen.
Die Adaptation la¨sst sich am einfachsten durch einen Vergleich eines Bewertungsmaßes
mit einem Schwellwert durchfu¨hren. Liegt das Bewertungsmaß unterhalb des Schwell-
wertes, kann der lokale Experte innerhalb seiner Adaptationsregeln Fakten in Form
von bestehenden Instanzknoten direkt manipulieren, die bestehenden Instanzknoten
vollsta¨ndig lo¨schen und eine neue Instanziierung mit anderen Parametereinstellungen
oder anderen Methoden durchfu¨hren. Denkbar ist auch eine Manipulation von Regeln
anderer lokaler Experten und die Nutzung von bestehendem Wissen ho¨herer Verarbei-
tungsstufen. Beides la¨sst sich durch Zugriff auf die Konzept- und Instanzknoten u¨ber
das Blackboard realisieren. Die Adaptationsmechanismen, die in dieser Arbeit genutzt
werden, stellt Kap. 5.3 vor. Kap. 5.4 beschreibt zudem deren Implementierung.
Um bei stetig schlecht bleibenden Verarbeitungsergebnissen eine endlose Adaptation zu
vermeiden, entha¨lt jede Adaptationsregel einen Za¨hler, welcher die maximale Anzahl
von Adaptationsversuchen festlegt. Wird diese Maximalzahl u¨berschritten, hat bis zu
diesem Zeitpunkt keine Adaptation des aktiven lokalen Experten zu einer Verbesserung
gefu¨hrt. Damit ko¨nnen nur noch lokale Experten, die in der Hierarchie unterhalb dieses
Experten liegen, eine Verbesserung des Endergebnisses erzielen. Gelingt das auch nicht,
ist eine Analyse der in diesem Fall vorliegenden Szene nicht mo¨glich.
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Kapitel 5
Umsetzung der
Innenraumszenenanalyse
Dieses Kapitel beschreibt die anwendungsspezifischen lokalen Experten und Implemen-
tierungsaspekte zur Umsetzung der Innenraumanalyse im Detail. Abschnitt 5.1 geht
dabei auf die fu¨r die Instanzerstellung genutzten Methoden ein, wa¨hrend Abschnitt 5.2
die Bewertungskriterien betrachtet. In Abschnitt 5.3 werden die in dieser Anwendung
verwendeten Adaptationsmechanismen erla¨utert. Zudem wird der resultierende zeitliche
Ablauf der Innenraumszenenanalyse dargestellt. Abschließend befasst sich Abschnitt 5.4
mit einigen Implementierungsaspekten.
5.1 Lokale Experten und zugeho¨rige Methoden
Tab. 5.1 zeigt eine U¨bersicht u¨ber alle Konzeptknoten des Umweltmodells, die in der
Innenraumszenenanalyse verwendet werden. Dabei sind alle Konzeptknoten in der Rei-
henfolge des Instanziierungspfades gema¨ß Kap. 4.4.2 aufgefu¨hrt und in das Modell von
Palmer eingeordnet. Weiterhin sind alle Methoden aufgefu¨hrt, die die zum jeweiligen
Konzeptknoten geho¨renden lokalen Experten wa¨hrend der Instanzerstellung nutzen. Der
Eintrag
”
unscharfe Regeln“ besagt, dass die zugeodneten lokalen Experten die Fuzzy-
Logik nutzen, um Instanzen zu erstellen.
Tabelle 5.1: U¨bersicht u¨ber die lokalen Experten.
Lokaler Experte Verarbeitungsstufe
nach Palmer [Pal99]
Zugeho¨rige Methoden
Farbbild bildbasiert Linsenentzerrung,
Kameragleichrichtung
2D-Region bildbasiert CWAGM1 Segmentierung [Alv04]
2D-Linie bildbasiert Fast Line Extraction [KHK03]
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Tabelle 5.1: U¨bersicht u¨ber die lokalen Experten (Fortsetzung).
Lokaler Experte Verarbeitungsstufe
nach Palmer [Pal99]
Zugeho¨rige Methoden
Tiefenbild oberfla¨chenbasiert Disparita¨tsberechnung
3D-Region oberfla¨chenbasiert 2D/3D-Korrelation
3D-Linie oberfla¨chenbasiert 2D/3D-Korrelation
3D-Cluster oberfla¨chenbasiert DBScan2 [EKSX96]
Ebene objektbasiert Hauptkomponentenanalyse,
RANSAC Algorithmus [FB87]
Begrenzung objektbasiert Filterung von 3D-Linien
Quader objektbasiert 3D-Cluster-Umhu¨llung
Boden kategoriebasiert unscharfe Regeln
Wand kategoriebasiert unscharfe Regeln
Tu¨r kategoriebasiert unscharfe Regeln
Decke kategoriebasiert unscharfe Regeln
Hindernis kategoriebasiert unscharfe Regeln
Inneraumszene kategoriebasiert Bestandteilsuche, Erzeugung topo-
logischer Relationen
1Color Watershed Adjacency Graph Merge 2Density Based Scan
Im Folgenden werden alle Konzeptknoten des Umweltmodells und die von den zugeho¨ri-
gen lokalen Experten genutzten Methoden und unscharfen Regeln fu¨r die Instanzerstell-
ung vorgestellt.
5.1.1 Farbbild
Die beiden Instanzknoten des Konzeptknotens
”
Farbbild“ repra¨sentieren die zwei Farb-
bilder, die von der Stereokamera erzeugt werden. Bei der Instanzerstellung ruft der zum
Konzepknoten geho¨rende lokale Experte nacheinander zwei Methoden auf, deren Auf-
gaben im Auslesen des Stereobildpaares aus der Kamera und dessen Korrektur fu¨r die
weitere Verarbeitung sind. Der Ablauf der Korrektur ist in Abb. 5.1 abgebildet. Diese
wird fu¨r alle Bildpunkte und getrennt nach linken und rechten Bild ausgefu¨hrt.
(u ,v )i i
T
(u ,v )i i
T~ ~
Linsenentzerrung Rücktransformation Kameragleichrichtung
(x ,y )i,u i,u
T~ ~
(u ,v )i,u i,u
T~ ~
Abbildung 5.1: Ablauf der Linsenentzerrung und Kameragleichrichtung.
Nach dem Auslesen des Bildes aus dem Bildspeicher der Kamera ist die Position je-
des Bildpunktes p˜i in den Bildkoordinaten (u˜i, v˜i)
T des Bildkoordinatensystems u˜ der
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entsprechenden Kamera gegeben. Zuna¨chst erfolgt eine Linsenentzerrung , die diese Ko-
ordinaten in die ungesto¨rten, projektiven Koordinaten (x˜i,u, y˜i,u)
T transformiert. Dazu
ist zuna¨chst die Bestimmung der gesto¨rten, projektiven Koordinaten (x˜i,d, y˜i,d)
T not-
wendig, die durch Inversion der Gleichung 4.5 erfolgt:(
x˜i,d
y˜i,d
)
=
(
du(u˜i − u˜0)
dv(v˜i − v˜0)
)
(5.1)
Die ungesto¨rten, projektiven Koordinaten ergeben sich dann durch Einsetzen von Glei-
chung 4.3 in 4.2 und Auflo¨sen nach (x˜i,u, y˜i,u)
T :(
x˜i,u
y˜i,u
)
=
(
x˜i,d(1 + κ1r
2
i + κ2r
4
i )
v˜i,d(1 + κ1r
2
i + κ2r
4
i )
)
, ri =
√
x˜2i,d + y˜
2
i,d (5.2)
Anschließend erfolgt die Ru¨cktransformation der ungesto¨rten, projektiven Koordinaten
in Bildkoordinaten unter Beachtung der intrinsischen Parameter du, dv sowie (u˜0, v˜0):(
u˜i,u
v˜i,u
)
=
(
d−1u x˜i,u
d−1v y˜i,u
)
+
(
u˜0
v˜0
)
(5.3)
Das hierbei entstehende Zwischenbild enspricht einer Aufnahme mit einer idealen Loch-
kamera mit Kamerakonstante f und Bildmittelpunkt (u˜0, v˜0)
T .
Abschließend erfolgt die Kameragleichrichtung . Dabei werden die ungesto¨rten Bildko-
ordinaten (u˜i,u, v˜i,u)
T in die Bildkoordinaten (ui, vi)
T der jeweiligen Kamera des ideali-
sierten Modells nach Abb. 4.2 umgerechnet. Diese erfolgt in homogenen Koordinaten1
nach: UiVi
S
 = T ·
u˜i,uv˜i,u
1
 , (ui
vi
)
=
1
S
·
(
Ui
Vi
)
fu¨rS 6= 0 (5.4)
Die 3 x 3 Transformationsmatrix T ist fu¨r beide Kameras unterschiedlich und ha¨ngt
von den intrinsischen und extrinsischen Parametern ab. Die Herleitung von T ist in
Anhang B beschrieben. Wa¨hrend dieser Herleitung ergeben sich die intrinsischen Para-
meter F und (U0, V0)
T ) der idealen Stereokamera als Mittelwerte aus den entsprechenden
intrinsischen Parametern der realen Kameras zu:
F = 0, 5 · (fL + fR)
(U0, V0)
T = 0, 5 · ((u˜0,L, v˜0,L)T + (u˜0,R, v˜0,R)T )
(5.5)
Die Bildkoordinaten (ui, vi)
T sind nach der Transformation im Allgemeinen nicht ganz-
zahlig, so dass die Bildpunkte des idealen Bildes interpoliert werden mu¨ssen. Abb. 5.2
zeigt abschließend ein Beispiel fu¨r die Linsenentzerrung und Gleichrichtung.
Mit Ausnahme des lokalen Experten des Konzeptknotens
”
Tiefenbild“ arbeiten alle fol-
genden lokalen Experten ausschließlich auf dem linken Farbbild, da dieses willku¨rlich
als Referenzbild fu¨r die Szenenanalyse festgelegt wird.
1Eine ausfu¨hrliche Einfu¨hrung in homogene Koordinaten bietet Faugeras [Fau96].
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Abbildung 5.2: Beispiel fu¨r die Linsenentzerrung und Kameragleichrichtung. Das Original-
bild (links) zeigt das Kalibrierobjekt, aufgenommen mit einer 3, 5mm Linse.
Es sind starke radiale Verzerrungen zu beobachten. Im transformierten Bild
(rechts) sind diese fast vollsta¨ndig eliminiert. Weiterhin ist zu erkennen, dass
durch die Kameragleichrichtung einige Bildzeilen am oberen Rand des Ori-
ginalbildes im transformierten Bild nicht mehr vorhanden sind.
5.1.2 2D-Region
Instanzen des Konzeptes
”
2D-Region“ repra¨sentieren nicht u¨berlappende Bildregionen
mit homogener Farbe. Es gibt drei Gru¨nde, warum die Verwendung von 2D-Regionen
sinnvoll ist. Erstens ist der Informationsgehalt einer 2D-Region robuster gegenu¨ber
Sto¨rungen als der Informationsgehalt eines einzelnen Bildpunktes, der leicht durch Rau-
schen vera¨ndert werden kann. Zweitens existieren immer weniger 2D-Regionen als Bild-
punkte, so dass diese eine Datenreduktion fu¨r die nachfolgende Verarbeitung bewirken.
Drittens ko¨nnen große homogen kolorierte 2D-Regionen bereits Hinweise auf zu detek-
tierende Objektkategorien geben, denn Wa¨nde, Decken, Tu¨ren und Bo¨den sind oftmals
zumindest stu¨ckweise einfarbig gestrichen.
Um Instanzknoten des Konzeptknotens
”
2D-Region“ zu erzeugen, ruft der zugeho¨rige
lokale Experte in der Instanziierungsregel eine Methode zur Segmentierung des linken
Farbbildes auf. Diese Segmentierung beruht ausschließlich auf den Bildinformationen
und wird daher in der Literatur als Low-Level Segmentierung bezeichnet.
Als wichtigste Anforderung an eine Low-Level Segmentierung gilt, dass keine relevanten
Bildinformationen verloren gehen du¨rfen. Das ideale Ergebnis besteht daher aus genau
einer 2D-Region pro sichtbares Objekt im Bild. Dieses ist jedoch ohne ho¨heres Wissen
nicht zu erreichen, weshalb alle Algorithmen versuchen, diesem Ergebnis so nahe wie
mo¨glich zu kommen. Entstehen dabei mehr 2D Regionen als sichtbare Objekte im Bild,
spricht man von einer U¨bersegmentierung , entstehen weniger 2D-Regionen als Objekte
im Bild, wird dieses Ergebnis als Untersegmentierung bezeichnet. Letzteres sollte auf
jeden Fall vermieden werden, da dadurch die oben genannte Anforderung nicht mehr
erfu¨llt ist. Ob eine Segmentierung letztlich in einer U¨ber- und Untersegmentierung en-
det, ha¨ngt von den Parameterwerten der verwendeten Segmentierungsmethode und den
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Bildern selbst ab. Dieselbe Parametereinstellung kann bei einem Bild zu einer U¨berseg-
mentierung und bei dem na¨chsten Bild zu einer Untersegmentierung fu¨hren. Daher ist
die Wahl einer geeigneten Segmentierungsmethode und ihrer Parameterwerte problema-
tisch.
Eine systematische Untersuchung dieser Problematik findet sich in der Arbeit von Alva-
rado [Alv04], der im Zuge dieser Untersuchung mehrere existierende Ansa¨tze vergleicht
und eine neue Methode zur Low-Level Segmentierung vorstellt, welche auf der Wasser-
scheidentransformation [VS91] basiert und im Folgenden als CWAGM2 Segmentierung
bezeichnet wird. Die Besonderheit dieser Methode liegt in der Mo¨glichkeit, die U¨ber-
segmentierung in weiten Bereichen zu steuern, was fu¨r die Adaptation von Vorteil ist.
Daher kommt diese Methode im Rahmen der Innenraumszenenanalyse zum Einsatz.
Der Ablauf der CWAGM Segmentierung ist in Anhang C.1 dargestellt. Abb. 5.3 zeigt
das Ergebnis der Segmentierung fu¨r eine Szene in Form eines Kantenbildes, das die
Regionengrenzen visualisiert.
(a) Originalbild (b) Visualisierung der resultierenden Re-
gionen im Kantenbild
Abbildung 5.3: Ergebnis der CWAGM Segmentierung nach Alvarado [Alv04].
Die resultierenden Regionen werden auf Instanzknoten des Konzeptknotens
”
2D-Region“
u¨bertragen. Dabei wird jede Region durch ein eindeutiges Label gekennzeichnet, was
einen Ru¨ckgriff auf die zu der Region geho¨renden Bildpunkte im Farbbild ermo¨glicht.
5.1.3 2D-Linie
Fu¨r die Analyse einer abgebildeten Szene spielen Kanten eine wesentliche Rolle, denn
schon allein aus einem Kantenbild, wie es in Abb. 5.3(b) dargestellt ist, lassen sich
Informationen u¨ber den Bildinhalt ableiten. Fu¨r die im Rahmen der Innenraumszenen-
analyse zu detektierenden Objektkategorien sind vor allem linien- oder geradenfo¨rmige
Kanten relevant, da Bo¨den, Wa¨nde und Decken Schnittgeraden an ihren Treffpunkten
2Color Watershed Adjacency Graph Merge
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aufweisen. Von diesen Linien sind die vertikal verlaufenden Linien von zusa¨tzlichem In-
teresse, da sie neben der Trennung von Wa¨nden auch die Unterscheidung von Tu¨r und
Wand ermo¨glichen. Auf Grund der im Aufgabenkontext getroffenen Restriktion, dass
kein Kamerarollen auftreten darf (Kap. 4.1), werden vertikale Linien in der Szene auf
zweidimensionale, vertikale Linien im Szenenabbild projiziert.
Im Konzeptnetz fu¨r die Innenraumszenenanalyse nach Abb. 4.7 werden zweidimensionale
Linien durch den Konzeptknoten
”
2D-Linie“ repra¨sentiert. Bei der Instanzerstellung ruft
der diesem Konzeptknoten zugeordnete lokale Experte eine Methode zur Extraktion
der Linien aus dem Kantenbild auf, wie es die CWAGM Segmentierung bereits liefert
(Abb. 5.3(b)).
Die bekannteste Methode zur Extraktion von Linien aus Kantenbildern ist die Hough-
Transformation, die auf P.V.C Hough [Hou62] zuru¨ckgeht und von Duda und Hart
erstmals in der Bildverarbeitung genutzt wurde [DH72]. Sie hat jedoch zwei Nachteile:
Erstens sind ihre Ergebnisse ungenau, was in der notwendigen Quantisierung des Hough-
Raumes3 begru¨ndet ist. Zweitens liefert sie keine Start- und Endpunkte fu¨r die Linien,
sondern nur Geraden im mathematischen Sinne. Aus diesen Gru¨nden nutzt der lokale
Experte eine Methode von Kim et al. [KHK03] fu¨r die Linienextraktion, deren Ablauf
in Anhang C.2 dargestellt ist. Diese liefert als Endergebnis eine Beschreibung jeder
gefundenen Linie in Form ihres Start- und Endpunktes sowie ihrer La¨nge und groben
Orientierung. Abb. 5.4 zeigt exemplarisch das Ergebnis der Linienextraktion fu¨r das
Kantenbild aus Abb. 5.3(b).
(a) Kantenbild (b) Extrahierte Linien
Abbildung 5.4: Ergebnis der Fast Line Extraction nach Kim et al. [KHK03].
Nach Abschluss der Linienextraktion erzeugt der lokale Experte pro extrahierte Linie
einen Instanzknoten des Konzepts
”
2D Linie“, in dem die genannte Beschreibung ein-
getragen wird.
3Der Hough-Raum ist der durch die Hough-Transformation begru¨ndete Ersatzraum, in der die Suche
nach Linien stattfindet. Fu¨r eine detaillierte Erla¨uterung sei auf [Hou62] verwiesen.
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5.1.4 Tiefenbild
Der Instanzknoten des Konzepts
”
Tiefenbild“ repra¨sentiert die zu den Bildpunkten des
linken Kamerabildes korrespondierenden 3D-Punkte in Form einer 3D-Punktwolke.
Zur Bestimmung dieser 3D-Punktwolke ruft der zugeho¨rige lokale Experte wa¨hrend der
Instanzerstellung eine Methode auf, deren Ziel die Rekonstruktion von 3D-Punkten im
Weltkoordinatensystem XW aus den beiden Bildern der idealen Stereokamera und die
Zuordnung dieser rekonstruierten 3D-Punkte zu ihren korrespondierenden Bildpunkten
im Bildkoordinatensystem uL des linken Bildes ist. Um mo¨glichst viele 3D-Punkte rekon-
struieren zu ko¨nnen, verwendet die Methode ein intensita¨tsbasiertes Verfahren fu¨r die
Bestimmung korrespondierender Bildpunkte im linken und rechten Kamerabild. Die Im-
plementierung der Methode zur 3D-Punktrekonstruktion stammt von Konolige [Kon97]
und wird in Anhang C.3 ausfu¨hrlich diskutiert.
Als Ergebnis liefert die 3D-Punktrekonstruktion ein Tiefenbild sowie eine 3D-
Punktwolke. In Abb. 5.5 ist das Ergebnis fu¨r eine Innenraumszene dargestellt. In die
3D-Punktwolke in Abb. 5.5(c) ist fu¨r eine bessere Orientierung zusa¨tzlich das Kame-
rakoordinatensystem eingezeichnet. Aus Abb. 5.5(b) und Abb. 5.5(c) ist zu erkennen,
dass fu¨r die weitergehende Verarbeitung mit inhomogen verteilten und verrauschten 3D-
Punkten zu rechnen ist, wobei das Rauschen mit zunehmender Entfernung zur Kamera
zunimmt.
(a) linkes Kamerabild (b) Tiefenbild
X
K
Y
K
Z
K
(c) 3D-Punktwolke
Abbildung 5.5: Ergebnis der 3D-Punktrekonstruktion.
5.1.5 3D-Region, 3D-Linie
Instanzknoten des Konzepts
”
3D-Region“ bilden die Instanzknoten des Konzepts
”
2D-
Region“ in den dreidimensionalen Raum ab.
Bei der Instanzerstellung ruft der lokale Experte des Konzeptknotens
”
3D-Region“ eine
Korrelationsmethode auf. Diese durchla¨uft alle Instanzknoten des Konzeptknotens
”
2D
Region“ und fu¨hrt die folgenden Verarbeitungsschritte fu¨r jeden dieser Instanzknoten
durch:
1. Lese die zu der betrachteten 2D-Region geho¨renden Bildpunkte aus dem linken
Farbbild aus. Dazu wird das in Abschnitt 5.1.2 eingefu¨hrte Label verwendet.
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2. Bestimme die Bildkoordinaten (uL, vL)
T zu jedem Bildpunkt und lese aus dem
korrespondierenden Tiefenbild an gleicher Stelle die zugeho¨rigen 3D-Punkte aus,
sofern diese existieren (vgl. Abschnitt 5.1.4).
3. Entha¨lt die 2D-Region nach Abschluss des letzten Schritts mindestens drei 3D-
Punkte, erzeuge einen Instanzknoten des Konzepts
”
3D-Region“ und verbinde
diesen mit einer Konkretisierungskante mit dem Instanzknoten der betrachteten
2D Region gema¨ß dem Konzeptnetz aus Abb. 4.7.
Die Bedingung, dass zu einer 2D-Region mindestens drei 3D-Punkte existieren mu¨ssen,
um eine 3D-Region zu erzeugen, ist damit begru¨ndet, dass die 3D-Regionen die Grund-
lage fu¨r die spa¨ter beschriebene Ebenendetektion bilden und sich durch weniger als drei
3D-Punkte keine Ebene legen la¨sst.
Im Idealfall existieren somit maximal gleich viele 3D-Regionen wie 2D-Regionen. We-
gen der oben genannten Bedingung und der unvollsta¨ndigen 3D-Punktwolke tritt je-
doch ha¨ufig der Fall auf, dass weniger 3D-Regionen als 2D-Regionen vorhanden sind.
Außerdem existieren aus gleichen Gru¨nden innerhalb einer 3D-Region meist weniger 3D-
Punkte als 2D-Punkte in der korrespondierenden 2D Region. Abb. 5.6 zeigt abschließend
ein Beispiel fu¨r die Korrespondenz einer 2D-Region zu ihrer 3D-Region anhand der be-
reits bekannten Ergebnisse aus den Abbildungen 5.3(b) und 5.5(c).
(a) 2D-Region (b) korrespondierende 3D-Region
Abbildung 5.6: Zuordnung einer 2D-Region zu ihrer korrespondieren 3D-Region, jeweils
schwarz hervorgehoben.
Die Instanzknoten des Konzepts
”
3D-Linie“ erfu¨llen fu¨r die Instanzknoten des Kon-
zepts
”
2D-Linie“ den gleichen Zweck, wie die 3D-Regionen fu¨r die 2D-Regionen. Die
Verarbeitungsschritte fu¨r die Korrespondenzsuche stimmen auch u¨berein, mit der Aus-
nahme, dass fu¨r die Erzeugung eines Instanzknotens fu¨r das Konzept
”
3D-Linie“ nur
zwei korrespondierende 3D-Punkte gefunden werden mu¨ssen.
5.1.6 3D-Cluster
Instanzknoten des Konzepts
”
3D-Cluster“ repra¨sentieren Gruppen von nahe beieinan-
der liegenden 3D-Punkten und stellen u¨ber den Quader in der objektbasierten Verar-
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beitungsstufe eine der beiden Grundlagen fu¨r die spa¨tere Erkennung von Hindernissen
dar. Die andere Grundlage bilden die 3D-Regionen, die u¨ber das Konzept
”
Ebene“ mit
dem Konzept
”
3D-Cluster“ verbunden sind (vgl. Abb. 4.7).
Es fa¨llt auf, das einige 3D-Punkte somit zwei verschiedenen Instanzknoten angeho¨ren
ko¨nnen, da alle 3D-Punkte gema¨ß dem Abschnitt 5.1.5 auf jeden Fall einer 3D Region
zugeordnet sind und nun auch Kandidaten fu¨r einen 3D Cluster darstellen. Diese zwei-
deutige Zuordnung ist zu vermeiden, da in einer Szene ein 3D-Punkt nicht zu zwei
unterschiedlichen Objektkategorien geho¨ren kann. Um dieses Problem zu lo¨sen, wird
ho¨herwertiges Wissen eingebracht, indem bei der Instanzerstellung nur diejenigen 3D-
Punkte betrachtet werden, die nicht schon einer der vier anderen Objektkategorien Bo-
den, Wand, Decke oder Tu¨r und somit keiner Ebene zugeordnet sind. Diese Information
steht aber fru¨hestens in der Phase der ersten Top-Down Auswertung zur Verfu¨gung,
so dass Instanzknoten des Konzepts
”
3D-Cluster“ erst im Zuge der Adaptation erzeugt
werden (vgl. Kap. 4.4.2 und Abb. 4.10). Wie genau diese abla¨uft, zeigt Abschnitt 5.3.
Fu¨r die folgende Beschreibung der Instanzerstellung sei angenommen, dass genu¨gend
3D-Punkte existieren, die noch keiner Kategorie zugeordnet sind.
Fu¨r die Erzeugung von Instanzknoten des Konzepts
”
3D-Cluster“ beno¨tigt der zusta¨ndi-
ge lokale Experte eine Methode, die die 3D Cluster aus den 3D-Punkten des Tiefenbildes
bildet. Eine Anforderung an diese Methode stellt die Robustheit gegenu¨ber stark unsi-
cheren 3D-Punkten dar, da diese von den der Disparita¨tsberechnung nachgeschalteten
Filtern nicht unbedingt aussortiert werden (Abschnitt 5.1.4). Die Methode, die diese
Anforderung erfu¨llt und in der Innenraumszenenanalyse zum Einsatz kommt, ist das
DBScan4-Clustering Verfahren von Ester et al. [EKSX96], das auf der Formalisierung
des Gesetzes der Na¨he aus der Gestaltpsychologie fu¨r die Gruppierung von Punkten in
einem beliebigen Raum basiert. Die Grundlagen des DBScan Algorithmus sind in An-
hang C.4 aufgefu¨hrt. Abb. 5.7 zeigt ein Cluster von 3D-Punkten, wie es das DBScan
Verfahren im Beispiel der 3D-Punktwolke aus Abb. 5.5(c) liefert.
Abbildung 5.7: Beispiel eines 3D-Clusters (schwarz hervorgehoben) in der 3D-Punktwolke
von Abb. 5.5(c).
4Density Based Scan
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Alle vom DBScan Algorithmus gebildeten Cluster werden vom lokalen Experten auf
entsprechende Instanzknoten des Konzepts
”
3D Cluster“ abgebildet und somit in das
semantische Netz eingetragen.
5.1.7 Ebene
Die Bedeutung von Ebenen fu¨r die Detektion der Objektkategorien Boden, Wand, Decke
und Tu¨r wurde bereits in Kap. 4 herausgestellt und ist auch aus Abb. 4.7 ersichtlich.
Damit ist die Detektion von Ebenen eine wichtige Aufgabe, weshalb dem lokalen Ex-
perten des Konzeptknotens
”
Ebene“ zwei Methoden fu¨r die Erzeugung entsprechender
Instanzknoten zur Verfu¨gung stehen. Als Methoden kommen die PCA und der RAN-
SAC Algorithmus zum Einsatz, die in Anhang C.5 und C.6 beschrieben sind. Der lokale
Experte verwendet die PCA in der 1. Phase der Instanzerstellung und den RANSAC
Algorithmus bei notwendigen Adaptationen. Beide Fa¨lle werden im Folgenden genauer
betrachtet.
Ebenendetektion mit der PCA
Zur Erstellung von Instanzknoten des Konzepts
”
Ebene“ fu¨hrt der zugeho¨rige loka-
le Experte in der 1. Phase der Instanzerstellung fu¨r jede 3D-Region eine PCA durch
und u¨berpru¨ft diese auf Ebenheit mittels des in Anhang C.5 eingefu¨hrten thickness
angle. Ist die 3D-Region eben genug, erstellt er eine tempora¨re Ebene, die u¨ber ihren
Normalen- und Aufpunktvektor sowie den drei Varianzen beschrieben wird. Der Auf-
punktvektor ist mit dem Mittelpunkt der die Ebene umgebenen Quader identisch (vgl.
Abb. C.12). Alle tempora¨ren Ebenen werden im Anschluss paarweise auf Identita¨t ge-
pru¨ft und falls sie identisch sind, miteinander verschmolzen. Dazu kommt das schon
in der CWAGM Segmentierung verwendete Verfahren zur Regionenverschmelzung von
Haris et al. [HEMK98] zum Einsatz (Anhang C.1), wobei anstatt der Durchschnitts-
farbe der Regionen der Winkel zwischen den Normalenvektoren und die Differenz der
Absta¨nde zum Ursprung des Weltkoordinatensystems als Kriterium dienen. Die nach
der Verschmelzung u¨brig gebliebenen Ebenen werden letztlich auf Instanzknoten fu¨r
das semantische Netz abgebildet.
Ebenendetektion mittels RANSAC
Ein Nachteil der PCA ist, dass sie nicht sonderlich robust gegenu¨ber Rauschen ist,
was jedoch in den 3D-Punkten auf Grund der Disparita¨tsberechnung (Anhang C.3)
vorhanden ist. Bei zu stark verrauschten 3D-Punkten liefert sie daher ungenu¨gende
Ergebnisse, weshalb in der Adaptation auf den RANSAC Algorithmus zuru¨ckgegriffen
wird.
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Die Eingangsdaten fu¨r den RANSAC Algorithmus bilden die 3D-Punkte aller 3D-
Regionen, die u¨ber die PCA in der 1. Phase der Instanzerstellung noch nicht einer
Ebene zugeordnet werden konnten. Innerhalb dieser Punktmenge sucht der RANSAC
Algorithmus regionenu¨bergreifend nach Ebenen, die anschließend vom lokalen Exper-
ten neuen Instanzknoten zugeordnet werden. Abb. 5.8 zeigt abschließend die mittels
RANSAC detektierte Ebene fu¨r die in Abb.5.6(b) dargestellte 3D-Region.
Abbildung 5.8: Lage der zur 3D-Region aus Abb.5.6(b) geho¨renden Ebene (dunkelgrau) in
der entsprechenden 3D- Punktwolke.
5.1.8 Begrenzung
Der lokale Experte des Konzeptknotens
”
Begrenzung“ filtert aus den Instanzknoten
des Konzepts
”
3D-Linie“ diejenigen 3D Linien heraus, die auf 2D-Linien der Gruppen
I und II nach Abb. C.3 aufbauen. Damit repra¨sentieren Instanzknoten des Konzepts
”
Begrenzung“ 3D-Linien, die in etwa horizontal und vertikal verlaufen. Sie dienen der
spa¨teren Unterscheidung der zu erkennenden Objektkategorien. Abb. 5.9 zeigt fu¨r das
Beispiel aus Abb. C.2(c) die ru¨ckprojizierten Begrenzungen im Vergleich zu allen 2D-
Linien, die der zugeho¨rige lokale Experte gema¨ß Abschnitt 5.1.3 erzeugt.
Abbildung 5.9: Ru¨ckprojektion von Begrenzungen auf ihre korrespondierenden 2D-Linien
der Gruppen I und II (rechts) im Vergleich zu allen 2D-Linien (links) am
Beispiel von Abb. 5.4(b). Es ist zu erkennen, dass lediglich die in etwa hori-
zontalen und vertikalen 2D-Linien zu Instanzknoten des Konzepts ”Begren-
zung“ fu¨hren.
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5.1.9 Quader
Instanzknoten des Konzepts
”
Quader“ stellen eine Abstraktion der zuvor erstellten 3D-
Cluster dar und bilden die Konkretisierung eines Hindernisses in der objektbasierten
Verarbeitungsstufe gema¨ß Abb. 4.7. Der Quader dient dazu, das durch das 3D-Cluster
abgebildete Hindernis mit einer etwas gro¨ßeren Umhu¨llung zu versehen, damit ein Robo-
ter auf jeden Fall sicher daran vorbei navigieren kann. Andere primitive Volumenobjekte
wie Zylinder sind fu¨r diese Aufgabe ebenso geeignet. Die Wahl des Quaders ist pragma-
tisch, da er am leichtesten aus den 3D-Clustern abzuleiten ist.
Zur Erstellung von Instanzen dieses Konzepts ruft der zugeho¨rige lokale Experte eine
Methode auf, die fu¨r jedes vorhandene 3D Cluster die zugeho¨rigen 3D-Punkte aus dem
Tiefenbild ermittelt und deren minimalen sowie maximalen Koordinaten im Weltko-
ordinatensystem XW bestimmt. Diese Extrempunkte legen die Abmessungen des nun
erzeugten Quaders fest. Abb. 5.10 zeigt den umhu¨llenden Quader des in Abb. 5.7 dar-
gestellten 3D-Clusters.
Abbildung 5.10: Umhu¨llender Quader um das 3D-Cluster aus Abb. 5.7.
5.1.10 Boden, Wand, Tu¨r, Decke, Hindernis
Die Bedeutung der Objektkategorien Boden, Wand, Tu¨r, Decke und Hindernis wurde
schon in Kap. 4.3 besprochen. Im Gegensatz zu den vorangegangenen Konzeptknoten,
deren zugeordnete lokale Experten zum Zweck der Instanzerstellung verschiedene Me-
thoden aufrufen, basiert die Instanzerstellung der lokalen Experten aller Konzeptknoten
der kategoriebasierten Verarbeitungsstufe auf unscharfen Regeln und den Formalismen
der Fuzzy-Logik, wie sie bereits in Kap. 4.5 vorgestellt wurde.
Fu¨r die unscharfe Verarbeitung werden zuna¨chst linguistische Variablen definiert, welche
die Ho¨he, La¨nge, Gro¨ße und Lage zur Horizontalen beschreiben. Tab. 5.2 zeigt die lin-
guistischen Variablen und die ihnen zugeordneten unscharfen Mengen oder Fuzzy-Sets.
Als Bezugspunkt fu¨r die Variable Ho¨he dient die Bodenebene des Weltkoordinaten-
systems, so dass diese Variable die positive ZW -Achse fuzzifiziert. Die Bodenebene ist
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Tabelle 5.2: Linguistische Variablen der kategoriebasierten Verarbeitungsstufe.
linguistische
Variable
unscharfe Mengen mit
Wertebereichen
Diagramm
Ho¨he: TIEF [ 0.0 ; 1.5 ]
MITTIG [ 0.5 ; 2.0 ]
HOCH [ 1.5 ; 9.0 ]
1.0
1.00
Höhe
[m]
µ
3.02.0
TIEF MITTIG HOCH
0.5
Höhe
La¨nge: KURZ [ 0.0 ; 0.5 ]
HANDLICH [ 0.2 ; 1.0 ]
MITTEL [ 0.8 ; 1.7 ]
LANG [ 1.5 ; 9.0 ]
1.0
1.00 0.5
Länge
[m]2.01.5
KURZ HANDLICH MITTEL LANG
0.5
µLänge
Gro¨ße: WINZIG [ 0 ; 80 ]
KLEIN [ 40 ; 400 ]
GROSS [ 200 ; 1000 ]
RIESIG [ 800 ; 10000 ]
1.0
5000 250
Größe
[pts]1000750
WINZIG KLEIN GROSS RIESIG
0.5
µGröße
Lage: HORIZONTAL [ -30 ; 30 ]
VERTIKAL [ -90 ; -60 ]
VERTIKAL [ 60 ; 90 ]
1.0
-90 -45
Winkelzur
Horizontalen
[°]
9045
VERTIKAL HORIZONTAL
0.5
µLage
0
VERTIKAL
ebenfalls die Bezugsebene fu¨r die Lage von Linien und Ebenen, die sich u¨ber deren
Winkel zu dieser Ebene bestimmt. Die Variable Gro¨ße ist nicht als geometrische Gro¨ße,
sondern als Maß fu¨r den 3D-Datenumfang eines Instanzknotens zu verstehen und wird
durch die Anzahl zugeordneter 3D-Punkte bestimmt.
Mit Hilfe dieser linguistischen Variablen und unscharfen Mengen la¨sst sich nun das
Wissen u¨ber die Eigenschaften von Bestandteilen einer Objektkategorie und die Bezie-
hungen zwischen den einzelnen Objektkategorien unter Beru¨cksichtigung von Unsicher-
heiten explizit in Form von Bedigungen formulieren.
Tab. 5.3 fasst die in dieser Arbeit verwendeten Bedingungen an die Bestandteile der
einzelnen Konzeptknoten der kategoriebasierten Verarbeitungsstufe zusammen, die im
Folgenden erla¨utert werden.
• Boden: Ein Boden besteht nach Tab. 5.3 aus einer tief liegenden horizontalen
Ebene und den sie umgebenden horizontalen Begrenzungen. Im Falle von Verdeck-
ungen kann der Boden auch aus mehreren Ebenen bestehen, fu¨r die dieselben
Bedingungen gelten. Da sich viele Sto¨robjekte im Bereich des Bodens befinden,
deren 3D Punkte teilweise der Bodenebene zugeordnet werden, weist die gescha¨tz-
te Bodenebene o¨fters eine etwas schra¨ge Lage auf. Die Kombination der Bedin-
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Tabelle 5.3: Bedingungen fu¨r die Erstellung kategoriebasierter Instanzknoten.
Konzeptknoten Bestandteile Bedingungen
Boden Ebenen TIEF ∧ SOMEWHAT HORIZONTAL
Begrenzungen TIEF ∧ SOMEWHAT HORIZONTAL ∧ ¬ KURZ
Decke Ebenen HOCH ∧ SOMEWHAT HORIZONTAL
Begrenzungen HOCH ∧ SOMEWHAT HORIZONTAL ∧ ¬ KURZ
Wand Ebenen VERTIKAL ∧ ¬ KURZ
Begrenzungen VERTIKAL ∧ ¬ KURZ
Tu¨r Ebenen MITTIG ∧ LANG
Begrenzungen MITTIG ∧ LANG
Hindernis Ebenen ¬ HOCH ∧ ¬ (KLEIN ∨ WINZIG)
Quader ¬ HOCH ∧ ¬ (KLEIN ∨ WINZIG)
gung HORIZONTAL mit dem Pra¨dikatmodifizierer SOMEWHAT (vgl. Tab. 4.6)
ermo¨glicht es, dass auch einigermaßen horizontale Ebenen zur Erfu¨llung dieser
Bedingung genu¨gen.
• Decke: Die Pru¨fung der Deckenbestandteile erfolgt a¨hnlich wie die der Bodenbe-
standteile, wobei die Ho¨heneinschra¨nkung fu¨r Ebenen und Begrenzungen HOCH
lautet.
• Wand: Eine Wand besteht aus Ebenen und Begrenzungen, die eine vertikale La-
ge aufweisen und deren Ausdehnung nicht kurz ist. Eine Ho¨henangabe ist hier
nicht mo¨glich, da Teilbereiche einer Wand, die durch Verdeckungen voneinander
getrennt sind, sowohl tief, mittig als auch hoch liegen ko¨nnen.
• Tu¨r: Bei der Beschreibung einer Tu¨r ist zu beachten, dass diese nicht in allen Da-
ten gesucht wird, sondern lediglich in denjenigen Teilen der Szene, die das System
zuvor als Wand erkannt hat. Dieses ist u¨ber die kontextabha¨ngige Bestandteils-
kante realisiert (Kap. 4.4.1). Innerhalb von Wandbestandteilen erfolgt eine Suche
nach Ebenen, die lang sind, eine mittlere Ho¨he besitzen und von Begrenzungen
mit den gleichen Eigenschaften eingeschlossen sind. Eine U¨berpru¨fung auf eine
vertikale Lage ist nicht mehr notwendig, da diese ja schon fu¨r eine Wand erfu¨llt
sein muss. Durch die Wahl der Bedingungen LANG fu¨r die La¨nge der Ebene und
Begrenzungen ist hier bereits ersichtlich, dass fu¨r eine sichere Erkennung einer Tu¨r
diese fast vollsta¨ndig im Szenenabbild vorhanden sein muss.
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• Hindernis: Hindernisse sind alle Objekte, die sich im Bewegungsbereich einer
Person oder eines Fahrzeugs befinden. Hohe Objekte (z. B.Lampen) stellen keine
Hindernisse dar, was durch die negierte Bedingung ¬HOCH ausgedru¨ckt wird.
Kleine Objekte sind ha¨ufig auf Rauschmuster zuru¨ckzufu¨hren und werden durch
die negierten Bedingung ¬KLEIN und ¬WINZIG von der Klassifikation als Hin-
dernis ausgeschlossen.
Die in Tab. 5.3 aufgefu¨hrten Bedingungen werden als Pra¨missen in den Instanziierungs-
regeln der lokalen Experten fu¨r die jeweiligen Konzeptknoten der kategoriebasierten Ver-
arbeitungsstufe verwendet. Sind in der Phase der Instanzerstellung diese Bedingungen
fu¨r alle Bestandteile der jeweiligen Objektkategorie erfu¨llt, generiert der zugeho¨rige lo-
kale Experte einen Instanzknoten dieser Objektkategorie. Die Ergebnisse dieser Art der
Instanzerstellung werden in Kap. 6 ausfu¨hrlich vorgestellt.
5.1.11 Innenraumszene
Der Konzeptknoten
”
Innenraumszene“ stellt das abstrakteste Objekt in der Szenenana-
lyse dar. Wa¨hrend der Instanzerstellung erzeugt der zugeho¨rige lokale Experte einen
Instanzknoten dieses Konzeptknotens und sucht gema¨ß des Konzeptnetzes in Abb. 4.7
nach allen Bestandteilen der Innenraumszene. Dabei findet er immer mindestens den
Instanzknoten des Konzeptknotens
”
Kamera“, der das Sensormodell repra¨sentiert.
Im Anschluss an diese Suche erfolgt die Erstellung von Kanten zur Beschreibung der
topologischen Relationen der Innenraumszenenbestandteile zur Kamera, von der aus
die Innenraumszene beobachtet wird. In dem zu Grunde liegenden Anwendungsszena-
rio, das die Montage der Stereokamera oberhalb der Kopfstu¨tze eines Elektrorollstuhls
vorsieht (Kap. 4.1), ergibt sich so eine Beschreibung der Szene aus Sicht des Rollstuhl-
fahrers. Dieser sieht auf dem am Rollstuhl montierten Monitor lediglich das Instanz-
netz der kategoriebasierten Verarbeitungsstufe, anhand derer er weitere Kommandos an
den Rollstuhl geben kann. Die topologischen Relationen dienen somit ausschließlich der
Mensch-Maschine-Interaktion.
Bei der Erzeugung der topologischen Relationen wird zwischen den vertikalen und hori-
zontalen Relationen unterschieden. Die vertikalen Relationen sind u¨ber die linguistische
Variable Ho¨he bereits gegeben. Um die Bezeichnung der Relation an die Sichtweise der
Kamera anzupassen, erfolgt lediglich eine Korrelation der Namen der unscharfen Mengen
mit der Bezeichnung der vertikalen Relation gema¨ß Tab. 5.4.
Zur Bestimmung der horizontalen Relationen
”
vorne“,
”
vorne links“,
”
links“,
”
vorne
rechts“ und
”
rechts“ dient die Winkeleinteilung in Abb. 5.11. Dort ist das Weltkoordi-
natensystem in Draufsicht und der Sichtradius der Kamera eingezeichnet. Die Kame-
raposition befindet sich gema¨ß Sensormodell auf der ZW Achse. Der Sichtbereich der
Kamera ist in fu¨nf Winkelbereiche eingeteilt, die entsprechend den Relationen benannt
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Tabelle 5.4: Zusammenhang zwischen der linguistischen Variable Ho¨he mit den Be-
zeichnungen fu¨r vertikale topologische Relationen.
Unscharfe Menge zugeordnete Relation
TIEF unterhalb von
MITTIG auf Ho¨he von
HOCH oberhalb von
X
W
Y
W ZW
vorne
von
vorne
linksvon
links von
rechts von
vorne
rechts von
18° -18°
54° -54°
Abbildung 5.11: Bestimmung von horizontalen topologischen Relationen. Hellgrau ein-
gefa¨rbt ist der horizontale Sichtradius der Kamera.
sind. Durch das sich mitdrehende Weltkoordinatensystem (Kap. 4.2) muss diese Eintei-
lung auch bei einer Rotation der Kamera um ihre Hochachse nicht gea¨ndert werden.
Um die horizontale Relation einer Objektkategorie zur Kamera zu ermitteln, wird der
Schwerpunkt PS = (XS, YS, ZS)
T aus den zum Objekt geho¨renden 3D-Punkten berech-
net, die u¨ber das Instanznetz bis zum Tiefenbild zuru¨ckverfolgt werden ko¨nnen. Mit
Hilfe des Winkels arctan(YS/XS) la¨sst sich anschließend die gesuchte Relation anhand
Abb. 5.11 bestimmen.
Die Suche nach Szenenbestandteilen und die Erzeugung der topologischen Relationen
geschieht in einer Methode, die der lokale Experte in der Instanziierungsphase aufruft.
5.2 Bewertungskriterien fu¨r die lokalen Experten
Nachdem der letzte Abschnitt die einzelnen Konzeptknoten des Umweltmodells mit
ihren lokalen Experten einschließlich der verwendeten Instanziierungsmethoden und -
regeln vorgestellt hat, fasst dieser Abschnitt die daten- und modellbezogenen Bewer-
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tungskriterien zusammen, auf denen die lokalen Bewertungen RL beruhen, wie sie in
Kap. 4.4.1 vorgestellt wurden.Die Bewertung der Innenraumszene wird in diesem Ab-
schnitt nicht betrachtet, da Kap. 4.5.1 bereits eine vollsta¨ndig Beschreibung entha¨lt.
5.2.1 Datenbezogene Kriterien
Tab. 5.5 stellt zuna¨chst die datenbezogenen Bewertungskriterien vor, die die lokalen
Experten der ersten drei Verarbeitungsstufen nutzen. Wie bereits in Kap. 4.5 dargelegt,
beruhen diese Kriterien auf Kennwerten, die hauptsa¨chlich mit einer Sigmoidfunktion
bewertet werden, wobei deren Parameter Erfahrungswerte darstellen.
Tabelle 5.5: Datenbezogene Bewertungskriterien. Eine grafische Darstellung aller Be-
wertungsfunktionen ist in Anhang E enthalten.
KonzeptknotenBewertete Eigenschaften Bewertungsfunktion
Farbbild • erfolgreiche Erstellung bina¨r: 1, 0 oder 0, 0
2D-Region • 2D-Punktanzahl sigm(N2D, 10, 5)
2D-Linie • 2D-Punktanzahl sigm(N2D, 10, 5)
Tiefenbild • erfolgreiche Erstellung bina¨r: 1, 0 oder 0, 0
3D-Region • Verha¨ltnis der 3D/2D-
Punktanzahl
sigm(N3D
N2D
, 0.3, 0.07)
3D-Linie • Verha¨ltnis der 3D/2D-
Punktanzahl
sigm(N3D
N2D
, 0.05, 0.01)
3D-Cluster • 3D-Punktanzahl sigm(N3D, 40, 20)
Ebene • Verha¨ltnis der Punktstreuung in
Normal- und Tangentialrichtung
• 3D-Punktanzahl
sigm(1− σN
σT
, 0.7, 0.05) ·
sigm(N3D, 100, 50)
Begrenzung • Verha¨ltnis der 3D/2D-
Punktanzahl
sigm(N3D
N2D
, 0.05, 0.01)
Quader • Verha¨ltnis der 3D-Punktanzahl
zum Quadervolumen
sigm(N3D
V
, 0.000015, 0.00001)
Ein Instanzknoten des Konzepts
”
2D-Region“ wird u¨ber die Anzahl der Bildpunkte
bewertet, die zu dieser 2D-Region geho¨ren, was ein Kriterium fu¨r die Gro¨ße dieser
Region darstellt. Große Regionen geben eher Hinweise auf ebene Fla¨chen, auf denen
alle Objektkategorien letztlich basieren. Das gleiche Kriterium kommt auch im Fall der
2D-Linien zum Einsatz, wobei hier die Anzahl der 2D-Punkte gleichbedeutend mit der
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La¨nge der Linie ist. Somit erfolgt eine bevorzugte Behandlung langer 2D-Linien, die
eher als Schnittgeraden zwischen großfla¨chigen Ebenen wie Boden und Wa¨nden in Fra-
ge kommen als kurze 2D-Linien.
Die Bewertungen von Instanzknoten der Konzepte
”
3D-Region“,
”
3D-Linie“ und
”
Be-
grenzung“ basieren auf dem Verha¨ltnis der Anzahl der 3D-Punkte zur Anzahl der Bild-
punkte. In dieses Maß geht damit die inhomogene Verteilung der 3D-Punkte ein, wie
sie durch die Methoden des Konzeptknoten
”
Tiefenbild“ erzeugt werden. Je na¨her die-
ses Maß an dem Wert 1, 0 liegt, desto zuverla¨ssiger sind die Ergebnisse der auf den
3D-Punkten aufsetzenden weiteren Verarbeitung fu¨r die jeweiligen Instanzknoten.
3D-Cluster werden u¨ber die Anzahl der 3D-Punkte bewertet, aus denen sie bestehen.
Dieses Maß repra¨sentiert analog zu dem Bewertungskriterium fu¨r die 2D-Regionen die
Gro¨ße des jeweiligen 3D-Clusters. Durch die inhomogene Verteilung der 3D-Punkte und
den zusa¨tzlichen Unsicherheiten in den Positionen der 3D-Punkte bei wachsender Ent-
fernung von der Kamera lassen sich kleine 3D-Cluster eher als Rauschen interpretieren
und nicht als Hindernis.
Die Anzahl der 3D-Punkte geht aus gleichen Gru¨nden auch in die Bewertung von In-
stanzknoten des Konzepts
”
Ebene“ ein. Diese wird aber zusa¨tzlich mit der
”
Flachheit“
der Ebene multipliziert. Eine Ebene erha¨lt somit nur dann eine gute Bewertung, wenn
sie aus vielen 3D-Punkten besteht und gleichzeitig relativ flach ist. Damit wird eine
U¨berbewertung von Ebenen verhindert, die im Extremfall aus lediglich drei 3D-Punkten
bestehen und somit u¨ber den zweiten Faktor alleine eine ideale lokale Bewertung von
1, 0 erhalten wu¨rden.
Instanzknoten des Konzepts
”
Quader“ erhalten eine lokale Bewertung, die aus dem
Verha¨ltnis der Anzahl der 3D-Punkte des umschlossenen 3D-Clusters zu dem Volumen
des umschließenden Quaders besteht. Das Maß bewertet auf diese Weise, wie gut der
Quader den enthaltenen 3D-Cluster approximiert. Ist diese Bewertung sehr klein, liegen
nur wenige 3D-Punkte sehr weit verstreut innerhalb eines Quaders, was die Vermutung
nahe legt, dass dieser Quader auf Grund von Rauschen im Tiefenbild entstanden ist.
Die beiden einzigen Ausnahmen in Tab. 5.5, die keine Sigmoidfunktion fu¨r die Bewertung
verwenden, sind die lokalen Experten der Konzeptknoten
”
Farbbild“ und
”
Tiefenbild“.
Ihre Bewertungsfunktionen sind bina¨r. Damit erfolgt in diesen Fa¨llen keine Bewertung
ihrer Eigenschaften, sondern es wird lediglich eine Bewertung ihrer erfolgreichen Er-
stellung vorgenommen. Ist die Erstellung erfolgreich, erhalten diese Instanzknoten eine
lokale Bewertung von 1, 0, ansonsten wird ihnen eine lokale Bewertung von 0, 0 zuge-
wiesen.
5.2.2 Modellbezogene Kriterien
Die Bewertung der Konzeptknoten der kategoriebasierten Verarbeitungsstufe mit Aus-
nahme der Innenraumszene erfolgt u¨ber modellbezogene Kriterien. Die Bewertungsmaße
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lassen sich direkt aus den Pra¨missen in Tab. 5.3 durch Hinzuziehen der entsprechen-
den Zugeho¨rigkeitswerte und deren Verknu¨pfung u¨ber das algebraische Produkt (Und-
Verknu¨pfung) sowie u¨ber die algebraische Summe (Oder-Verknu¨pfung) gema¨ß dem Bei-
spiel in Kap. 4.5.1 herleiten. Tab. 5.6 fasst die modellbezogenen Bewertungskriterien
zusammen.
Tabelle 5.6: Modellbezogene Bewertungskriterien.
Konzeptknoten Bestandteile Bewertungsfunktion
Boden Ebenen µtief · (µhorizontal)0.33
Begrenzungen µtief · (µhorizontal)0.33 · (1− µkurz)
Decke Ebenen µhoch · (µhorizontal)0.33
Begrenzungen µhoch · (µhorizontal)0.33 · (1− µkurz)
Wand Ebenen µvertikal · (1− µkurz)
Begrenzungen µvertikal · (1− µkurz)
Tu¨r Ebenen µmittig · µlang
Begrenzungen µmittig · µlang
Hindernis Ebenen (1− µhoch) · (1− µwinzig) · (1− µklein)
Quader (1− µhoch) · (1− µwinzig) · (1− µklein)
5.3 Verwendete Adaptationsmechanismen und zeit-
licher Ablauf der Innenraumszenenanalyse
Von den in Abschnitt 5.1 vorgestellten lokalen Experten fu¨r die Innenraumanalyse
verfu¨gen die drei in Tab. 5.7 aufgefu¨hrten u¨ber eine Adaptation. Diese wird im Fol-
genden genauer vorgestellt.
Tabelle 5.7: Verwendete Adaptationsmechanismen.
Lokaler Experte Adaptationsmechanismus
2D-Region A¨nderung von Methodenparametern
3D-Cluster Manipulation von Fakten
Ebene Austausch von Methoden
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• 2D-Region: Der lokale Experte des Konzeptknotens
”
2D-Region“ wiederholt
fu¨r seine in der Top-Down Auswertung schlecht bewerteten Instanzknoten die
CWAGM Segmentierung mit adaptierten Parametern. Der Grund fu¨r eine schlech-
te Bewertung einer 2D-Region resultiert hauptsa¨chlich aus einer Untersegmentie-
rung, d. h. mehrere reale Szenenbestandteile sind in einer 2D-Region verschmolzen.
Das Ziel der Adaptation ist es, diese 2D-Region in mehrere 2D-Regionen aufzuspal-
ten und somit die Untersegmentierung in eine U¨bersegmentierung zu u¨berfu¨hren.
Tab. 5.8 stellt die Parameterwerte der CWAGM Segmentierung vor, d. h. wa¨hrend
der ersten Phase der Instanzerstellung, und nach der Adaptation vor. Gea¨nderte
Werte sind fett hervorgehoben. Die A¨nderung der in Tab. 5.8 aufgefu¨hrten Wer-
Tabelle 5.8: Parameterwerte der CWAGM Segmentierung vor und nach der Adaptati-
on. Gea¨nderte Werte sind fett gedruckt.
Parameter Wert vor Adaptation Wert nach Adaptation
Median Filter Kernelgro¨ße 3 1
Farbraum XYZ XYZ
Gradientenkernel Ando [And00] Ando
Farbkontrastoperator MDD1 MDD
Min. Sicherheit fu¨r adapti-
ven Schwellwert
0,45 0,6
Farbschwellwert 1 1
Minimale Anzahl Regionen 100 200
1Maximum Directional Derivative
te bewirkt, dass die Low-Level Segmentierung empfindlicher gegenu¨ber kleinen
Farbdifferenzen im Bildinhalt wird, was zu dem gewu¨nschten Effekt der U¨berseg-
mentierung fu¨hrt.
Abb. 5.12 zeigt ein Beispiel fu¨r diese Adaptation in Zusammenspiel mit der Boden-
detektion. Abb. 5.12(a) zeigt das Szenenabbild einer Flurszene, in der die Wand
und der Boden im rechten, mittleren Teil des Szenenabbilds eine identische Far-
be aufweisen. Die in Abb. 5.12(b) eingezeichneten weißen Regionengrenzen lassen
erkennen, dass die Segmentierung wa¨hrend der ersten Phase der Instanzerstell-
ung den Boden und die Wand nicht trennen konnte, in diesem Bereich also eine
Untersegmentierung vorherrscht. Dementsprechend erkennt das System wa¨hrend
der weiteren Bottom-Up Verarbeitung zuna¨chst nur einen kleinen Teil des Bodens
(schwarz eingefa¨rbte Bereiche). Die 2D-Region, in der die Untersegmentierung auf-
tritt, erha¨lt aber wa¨hrend der Top-Down Auswertung eine schlechte Bewertung,
da sie keiner Objektkategorie zugeordnet werden konnte (vgl. Abb. 4.16). Das lo¨st
die Adaptation der CWAGM Segmentierung aus. Die mit den adaptierten Pa-
rametern durchgefu¨hrte Segmentierung der betroffenen Region zeigt eine bessere
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(a) Szenenabbild (b) 1. Segmentierung (c) 1. Adaptation
(d) 2. Adaptation (e) 3. Adaptation
Abbildung 5.12: Adaptation der CWAGM Segmentierung bei der Bodendetektion. Weiß ein-
gezeichnet sind die Grenzen der 2D-Regionen, schwarze Fla¨chen kennzeich-
nen diejenigen 2D-Regionen, die erfolgreich als Boden erkannt wurden. Sie-
he Text fu¨r weitere Erla¨uterungen.
Trennung von Boden und Wand, was auch zu einer Detektion neuer Bodenfla¨chen
fu¨hrt. Nach der dritten Adaptation ist der Boden schließlich vollsta¨ndig erkannt.
• 3D-Cluster: Die Adaptation des lokalen Experten vom Konzept
”
3D-Cluster“
ist nicht an das Bewertungstripel gebunden sondern ha¨ngt davon ab, ob noch
3D-Punkte im Tiefenbild existieren, die noch keiner Ebene und keinem Quader
zugeordnet werden konnten. In der Phase der Top-Down Auswertung u¨berpru¨ft
der lokale Experte diese Bedingung, indem er alle Instanzknoten dieser beiden
Konzepte durchla¨uft und die zu diesen Instanzknoten geho¨renden 3D-Punkte im
Tiefenbild markiert. Die nicht markierten 3D-Punkte bilden die Datenmenge fu¨r
die DBScan Methode, die in dieser Datenmenge nach 3D-Clustern sucht. Findet
die DBScan Methode neue 3D-Cluster, ist die Adaptation erfolgreich und es muss
eine neue Phase der Instanzerstellung eingeleitet werden, um die A¨nderungen in die
ho¨heren Verarbeitungsstufen propagieren zu ko¨nnen. Findet die DBScan Metho-
de keine neuen 3D-Cluster, wird die laufenden Phase der Top-Down Auswertung
fortgesetzt.
• Ebene: Der lokale Experte des Konzepts
”
Ebene“ fu¨hrt im Fall einer schlech-
ten Top-Down Bewertung (RL < 0, 5) der Ebenen eine Adaptation durch. Eine
schlechte Ebenenbewertung ist hauptsa¨chlich durch das starke Rauschen des Tie-
fenbildes bedingt (vgl. Abschnitt 5.1.4). Deswegen verwendet der lokale Experte
fu¨r die Detektion neuer Ebenen wa¨hrend der Adaptation den RANSAC Algo-
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rithmus anstatt der PCA, da ersterer gegenu¨ber Rauschen sehr viel robuster ist.
Als Datenbasis fu¨r den RANSAC Algorithmus dienen alle 3D Punkte, die zu den
schlecht bewerteten Ebenen geho¨ren. Deren Instanzknoten werden vor Ausfu¨hrung
des RANSAC Algorithmus aus dem Instanznetz entfernt.
Durch die verwendeten Adaptationsmechanismen ergibt sich ein zeitlicher Verlauf der
Innenraumszenenanalyse, wie er in Abb. 5.13 beispielhaft anhand des aus dem Kon-
zeptnetz von Abb. 4.7 entwickelten Instanziierungspfades dargestellt ist. Der durch die
schwarze Zeitlinie gekennzeichnete Verlauf gliedert sich unter der Annahme, dass je-
der Adaptationsmechanismus einmal zum Einsatz kommt, in eine Phase der Erstellung
des Instanziierungspfades und je vier Phasen der Instanzerstellung und Top-Down Aus-
wertung. In Abha¨ngigkeit der Gu¨te der zu analysierenden Szenenabbilder ko¨nnen sich
jedoch stark unterschiedliche Verla¨ufe ergeben. Die mit diesem System erzielten Ergeb-
nisse stellt Kap. 6 im Anschluss an den folgenden Abschnitt vor, in dem noch einige
Implementierungsaspekte erla¨utert werden.
5.4 Implementierungsaspekte
Das Szenenanalysesystem, wie es Abb. 4.6 schematisch dargestellt, ist als eine Erwei-
terung der Software Impresario [Lib06] realisiert, die eine Entwicklungsumgebung
mit grafischer Benutzungsoberfla¨che zur Erstellung von Bildverarbeitungssystemen dar-
stellt, die durch den Anwender um beliebige Funktionalita¨t erweiterbar ist. Impresa-
rio ist vollsta¨ndig in C++ implementiert. Entsprechend sind auch alle Komponenten
nach Abb. 4.6 mit Ausnahme der Inferenzmaschine mit Hilfe dieser Sprache umgesetzt.
Abb. 5.14 zeigt die Benutzungsoberfla¨che. Mit Hilfe der Steuerkonsole (2) kann die Kon-
trolle an die Inferenzmaschine u¨bergeben werden, die die Szenenanalyse durchfu¨hrt. Die
Selbsterkla¨rungskomponente besteht aus der Faktenliste (4), dem Meldungsfenster (5)
und der Zeitlinie (6). Die Faktenliste zeigt alle Fakten sowie deren Inhalt an, die sich zu
jedem Bearbeitungszeitpunkt in der Wissensbasis befinden. Das Meldungsfenster stellt
die gefeuerten Regeln und die Zeitlinie die aktivierten lokalen Experten und die von ih-
nen aufgerufenen Methoden in chronologischer Reihenfolge dar. Die Methodendatenbank
(3) ist als Liste visualisiert, die alle Methoden und ihren Status darstellt. Letzterer zeigt
an, ob die jeweilige Methode gerade aktiv ist und ob ein Fehler wa¨hrend ihrer Ausfu¨hrung
auftrat. U¨ber das Konsolenfenster (9) lassen sich zusa¨tzliche Meldungen wa¨hrend einer
Methodenausfu¨hrung angeben. Diese dienen der Fehlersuche. Das semantische Netz mit
dem Modellwissen und dem Umweltzustand sowie alle Zwischenergebnisse, werden auf
dem Blackboard (1) abgelegt, welches ebenfalls als Liste dargestellt ist. Sie gibt die Be-
zeichner und Datentypen aller auf dem Blackboard befindlichen Daten wieder. Letztere
ko¨nnen mit Hilfe von Datenbetrachtern (8a,8b) visualisiert werden, um ihre Korrektheit
zu u¨berpru¨fen. Das Statusfenster (7) gibt letztlich Informationen aus, die Auskunft u¨ber
die belegten Systemresourcen wa¨hrend der Szenenanalyse geben.
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Abbildung 5.13: Zeitlicher Verlauf der Innenraumszenenanalyse anhand des Instanziierungs-
pfades unter der Annahme, dass jeder Adaptationsmechanismus einmal zur
Anwendung kommt.
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Abbildung 5.14: Benutzungsoberfla¨che des Szenenanalysesystems. Siehe Text fu¨r Erla¨uter-
ung.
5.4.1 Einbindung der Inferenzmaschine und Methodendaten-
bank
Die Inferenzmaschine muss in der Lage sein, sowohl scharfe als auch unscharfe Regeln zu
verarbeiten. Mit Hilfe von scharfen Regeln ist die globale Steuerung realisiert (Tab. 4.4),
mit scharfen sowie unscharfen Regeln die lokalen Experten. Da bereits Inferenzmaschi-
nen existieren, die diese Anforderungen erfu¨llen, ist eine Neuentwicklung fu¨r die Ziele
dieser Arbeit nicht erforderlich. Im Szenenanalysesystem ist die Inferenzmaschine Fuzzy-
Clips [Orc04] eingebettet, die als C Quellkode frei verfu¨gbar ist und eine Erweiterung des
von der NASA entwickelten Expertensystems Clips darstellt. Fuzzy-Clips stellt eine ei-
gene Syntax zur Verfu¨gung, mit deren Hilfe Fakten und Regeln explizit definiert werden
ko¨nnen und worauf die globale Steuerung und alle lokalen Experten beruhen. Anhang D
zeigt beispielhaft die Implementierung der globalen Steuerung und eines lokalen Exper-
ten in der Syntax von Fuzzy-Clips.
Die Einbindung der Inferenzmaschine in das Szenenanalysesystem erfordert zwei Schnitt-
stellen. Zum einen muss die Clips-Syntax derart erweitert werden, dass die in dieser
Syntax programmierten Regeln der lokalen Experten auf das semantische Netz sowie
die Methodendatenbank zugreifen ko¨nnen, zum anderen muss die Inferenzmaschine in
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der Lage sein, diese Zugriffe auch durchzufu¨hren, indem sie mit dem Blackboard und
der Methodendatenbank interagiert.
Die Erweiterung der Syntax ist mit Hilfe einer C-Programmierschnittstelle mo¨glich,
die Fuzzy-Clips zur Verfu¨gung stellt. Tab. 5.9 listet die fu¨r die Szenenanalyse neu im-
plementierten Befehle mit ihren typischen Parametern und Verwendungszwecken auf.
Diese Befehle du¨rfen in Konklusionen von Regeln vorkommen und realisieren die oben
genannten Anforderungen.
Tabelle 5.9: Erweiterte Befehle fu¨r Regeln.
Befehl Typische Parameter Verwendungszweck
semnet Namen und Typen von
Knoten, Kanten und At-
tributen
Schreib- und Lesezugriff auf Elemen-
te des semantischen Netzes
xmethod Methodennamen Ausfu¨hrung von Methoden
param Parameternamen/-werte A¨nderung von Methodenparametern
xpscmd Meldungen Diverse Befehle z. B.zur Benutzer-
kommunikation
Entha¨lt eine gefeuerte Regel einen der neu definierten Befehle, weiß die Inferenzma-
schine, dass dieser Befehl ausgefu¨hrt werden muss, aber nicht, welche Aktionen damit
verbunden sind. Die Aktionen werden von der zweiten Schnittstelle implementiert, die
in Form eines Wrappers ausgefu¨hrt ist. Der Wrapper ordnet jedem Befehl eine externe
C-Funktion zu, die er ausfu¨hrt, wenn der zugeho¨rige Befehl aufgerufen wird. Innerhalb
dieser Funktionen ist der Zugriff u¨ber das Blackboard auf das semantische Netz sowie
auf die Methodendatenbank mit den darin enthaltenen Methoden umgesetzt.
Da der Wrapper einen Zugriff auf die Methodendatenbank und das semantische Netz
erlaubt, ist es zweckma¨ßig, diesen Wrapper auch fu¨r die Methoden in der Methodenda-
tenbank als Schnittstelle zu nutzen, um ihnen den beno¨tigten Zugriff auf das semantische
Netz zu ermo¨glichen. Die Verwendung nur einer Schnittstelle fu¨r sa¨mtliche Manipula-
tionen des semantischen Netzes gewa¨hrleistet, dass diese konfliktfrei verlaufen. Die Me-
thoden haben jedoch zusa¨tzlich die Mo¨glichkeit, eigene Zwischenergebnisse, die fu¨r die
Auswertung und Visualisierung beno¨tigt werden, direkt auf dem Blackboard abzulegen.
Abb. 5.15 stellt die Implementierung abschließend grafisch dar.
5.4.2 Realisierung der Adaptation
Das Szenenanalysesystem bietet die folgenden vier Mo¨glichkeiten zur Adaptation der
Verarbeitung an:
• Manipulation von Fakten in Form von Instanzknoten
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Benutzungsoberfläche( )IMPRESARIO
Wrapper
Regeln und Fakten
(globale Steuerung)
Semantisches Netz
(Modellwissen)
Inferenzmaschine
(Fuzzy-Clips)
Methodendatenbank
Methode A Methode B ...
Blackboard
Zwischenergebnisse
Abbildung 5.15: Implementierung des Szenenanalysesystems nach Abb. 4.6.
• Austausch von Regeln
• A¨nderung von Methodenparametern
• Austausch von Methoden
Eine Adaptation durch Austausch von Regeln wird im Rahmen der Innenraumanalyse
nicht genutzt (vgl. Tab. 5.7). Dieser Mechanismus ist aber implementiert und daher der
Vollsta¨ndigkeit halber mit aufgefu¨hrt.
Die beiden ersten Mo¨glichkeiten lassen sich durch Verwendung des neu definierten Be-
fehls semnet realisieren, der einen wahlfreien Zugriff auf das semantische Netz und damit
auf alle Konzept- und Instanzknoten gestattet. Diese erscheinen durch den Befehl aus
Sicht der Inferenzmaschine wie herko¨mmliche Fakten und lassen sich entsprechend mit
den bereits vorhandenen Fuzzy-Clips-Befehlen weiterverarbeiten.
Eine Parameteranpassung beliebiger Methoden ist mit Hilfe des Befehls param mo¨glich,
dessen Syntax wie folgt aussieht:
(param <macro> <parameter> <value>)
<macro> : Name des Macros
<parameter> : Name des Parameters
<value> : Neuer Parameterwert
Dieser Befehl veranlasst den Wrapper, auf die Methodendatenbank von Impresa-
rio zuzugreifen und die Parameter der angegebenen Methode zu manipulieren.
Beispielsweise a¨ndert der folgende Befehl den Parameter Minimale Anzahl Re-
gionen der Segmentierungsmethode CWAGM Segmentation auf den Wert 200:
(param ’’CWAGM Segmentierung’’ ’’Minimale Anzahl Regionen’’ ’’200’’)
Um einen Austausch der verwendeten Methoden vorzunehmen, muss der Methodenauf-
ruf in der Instanziierungsregel so formuliert werden, dass diese den Namen der aufzuru-
fenden Methode einem Attribut des zugeho¨rigen lokalen Experten entnimmt: (xmethod
?method). Das Attribut ?method entha¨lt den Namen der Methode, die wa¨hrend der In-
stanziierung auszufu¨hren ist. Ein Austausch der Methode kann durch A¨nderung dieses
Attributs in den Regeln fu¨r die Adaptation erfolgen.
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Kapitel 6
Bewertung des Gesamtsystems
Dieses Kapitel dokumentiert die Bewertung des im letzten Kapitel vorgestellten Systems
fu¨r die Innenraumszenenanalyse. Abschnitt 6.1 stellt zuna¨chst das verwendete Daten-
material und die Bewertungsmaße vor. Das Datenmaterial setzt sich aus Szenen aus
der virtuellen Realita¨t sowie realen Szenen zusammen. Die damit erzielten Ergebnisse
stellen die Abschnitte 6.2 und 6.3 getrennt nach VR-Szenen und realen Szenen vor. Das
Kapitel schließt mit einer Diskussion dieser Ergebnisse in Abschnitt 6.4.
6.1 Datenmaterial und Bewertungsmaße
Die Bewertung des Gesamtsystems erfolgt anhand der in Kap. 2.4 vorgestellten Kriterien
Robustheit, Korrektheit und Effizienz. Eine quantitative Bewertung der drei Kriterien
erfordert deren getrennte Betrachtung. Eine getrennte Betrachtung von Robustheit und
Korrektheit setzt allerdings eine vollsta¨ndig kontrollierbare Umgebung mit idealen Sen-
soren voraus, denn nur bei Ausschluss sa¨mtlicher Sto¨rungen seitens der Umwelt und
der Sensoren sind Fehler in der Szenenanalyse auf mangelnde Korrektheit, d. h. auf feh-
lerhaftes Modellwissen, zuru¨ckzufu¨hren. Anderenfalls ko¨nnen auch Sto¨reinflu¨sse in der
Bildqualita¨t eine Fehlerursache sein, was auf eine mangelnde Robustheit schließen la¨sst.
Daher ist eine Bewertung des Systems ausschließlich anhand realer Szenen nicht rea-
lisierbar, denn diese enthalten auf jeden Fall Sto¨rungen in der Bildqualita¨t auf Grund
von Sensorrauschen. Aus diesem Grund werden in dieser Arbeit zusa¨tzliche Szenen aus
der virtuellen Realita¨t zur Bewertung eingesetzt, da die VR-Umgebung die vollsta¨ndige
Kontrollierbarkeit gewa¨hrleistet. Bevor die Bewertungsmaße fu¨r die drei Kriterien defi-
niert werden, gibt der folgende Abschnitt einen U¨berblick u¨ber die Unterschiede bei der
Verarbeitung von VR-Szenen im Gegensatz zu realen Szenen.
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6.1.1 Unterschiede in der Verarbeitung von VR-Szenen und
realen Szenen
Um VR-Szenen in die Szenenanalyse einzubinden, sind einige A¨nderungen an der in
Kap. 5 vorgestellten Verarbeitung notwendig, die ausschließlich auf reale Szenen aus-
gelegt ist. Diese A¨nderungen betreffen die Konzeptknoten
”
Kamera“,
”
Farbbild“ und
”
Tiefenbild“ (vgl. Abb. 4.7).
• Der Konzeptknoten
”
Kamera“ entha¨lt neben dem Sensormodell die Ansteuerung
fu¨r die VR-Umgebung. Diese ist im lokalen Experten in den Regeln fu¨r die Instan-
ziierung enthalten. Bei der Erstellung des Instanzknotens fu¨r die Kamera wird
die VR-Umgebung initialisiert und ein spezifiziertes VR-Modell geladen. Als VR-
Umgebung kommt in dieser Arbeit das frei verfu¨gbare Visualization Toolkit [vtk06]
zum Einsatz. Das Sensormodell der virtuellen Kamera beru¨cksichtigt im Vergleich
zum Modell der realen Stereokamera (Kap. 4.2) keine Linsenverzerrungen. Wei-
terhin mu¨ssen bis auf die Ho¨he h und den Neigungswinkel ω keine extrinsischen
Parameter beru¨cksichtigt werden, da die VR-Umgebung einen Direktzugriff auf
den Z-Buffer der Grafikkarte zum Auslesen des Tiefenbildes gestattet (s. u.).
• Der lokale Experte des Konzeptknotens
”
Farbbild“ liest den Grafikspeicher, in
dem die von der VR-Umgebung gerenderte Szene abgelegt ist, aus und erstellt da-
mit den Instanzknoten. Die Linsenentzerrung und Kameragleichrichtung entfallen
auf Grund der idealen virtuellen Kamera. Der Konzeptknoten verfu¨gt u¨ber ein
zusa¨tzliches Attribut, das die Varianz eines Gauss’schen Rauschens festlegt, mit
der das erzeugte Farbbild u¨berlagert werden kann, um Sto¨rungen zu simulieren.
• Die VR-Umgebung gestattet das Auslesen des Tiefenbildes direkt aus dem Grafik-
speicher. Somit ist das Tiefenbild aus der VR-Umgebung im Vergleich zum berech-
neten Tiefenbild der realen Stereokamera vollsta¨ndig und exakt (Abb. 6.1). Mit
Hilfe des Sensormodells der virtuellen Kamera lassen sich alle 3D-Punkte bestim-
men. Fu¨r die Simulation von Sto¨rungen mittels eines u¨berlagerten Gauss’schen
Rauschens besitzt der Konzeptknoten
”
Tiefenbild“ ein zusa¨tzliches Attribut, mit
der die Varianz dieses Rauschens gesteuert werden kann.
Die genannten A¨nderungen lassen sich einfach durch Austausch der entsprechenden Kon-
zeptknoten und durch Einbinden neuer Methoden zur Ansteuerung der VR-Umgebung
implementieren, was die Flexibilita¨t des Verarbeitungskonzepts besta¨tigt.
6.1.2 Bewertungsmaße
Um die Korrektheit, Robustheit und Effizienz bewerten zu ko¨nnen, ist eine Vergleich-
basis notwendig. Fu¨r die Effizienz kann die Ausfu¨hrungszeit als Vergleichsmaß dienen,
wenn das zu verarbeitende Eingangsdatenvolumen immer die gleiche Gro¨ße hat. Dies
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(a) Originalbild (b) Tiefenbild (c) 3D-Punktwolke
Abbildung 6.1: Vergleich der Tiefenbilder und zugeho¨rigen 3D-Punktwolken einer VR-Szene
(obere Reihe) und einer realen Szene (untere Reihe). Die beiden Szenen sind
Anhang F nach dem Kriterium der gro¨ßten A¨hnlichkeit entnommen.
ist in dieser Arbeit durch eine einheitliche Auflo¨sung und Farbtiefe aller verwendeten
Szenenabbilder sichergestellt. Je schneller die Analyse ist, desto effizienter arbeitet sie.
Fu¨r die Kriterien Korrektheit und Robustheit muss das Vergleichsmaß die Beurteilung
einer Szene aus der Sicht eines Menschen repra¨sentieren. Dafu¨r werden zu jedem Szenen-
abbild manuell Referenzmasken erstellt. Durch das von der Szenenanalyse erstellte In-
stanznetz lassen sich die detektierten Objektkategorien auf die zugeho¨rigen 2D-Regionen
im Szenenabbild zuru¨ckfu¨hren und mit den gleichen Farben einfa¨rben. Dieses Bild la¨sst
sich nun bildpunktweise mit dem Referenzbild vergleichen. Abb 6.2 zeigt beispielhaft
ein Szenenabbild mit zugeho¨riger Referenzmaske und dem Ergebnis der Szenenanalyse.
In der Referenzmaske sind Bildbereiche, in denen der Boden zu sehen ist, rot eingefa¨rbt.
(a) Szenenabbild (b) Referenzmaske (c) Ergebnis
Abbildung 6.2: Szenenabbild mit zugeho¨riger Referenzmaske und Ergebnis der Szenenana-
lyse. Letzteres ist dem Originalbild u¨berlagert, um einen Eindruck von der
Korrektheit des Ergebnisses zu erhalten.
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Entsprechend sind Deckenbereiche blau, Wandbereiche gru¨n, Tu¨rbereiche gelb und Hin-
dernisse magentafarben markiert. In einigen Masken existieren auch weiße Teilbereiche
(siehe Anhang F.1), in denen wegen zu geringer Detailauflo¨sung keine eindeutige Unter-
scheidung der fu¨nf Objektkategorien vorgenommen werden kann.
Als Bewertungsmaß fu¨r die Korrektheit und Robustheit la¨sst sich durch den bildpunkt-
weisen Vergleich der Referenzmaske mit dem in das Szenenabbild ru¨ckprojizierte Ergeb-
nis der Szenenanalyse das Verha¨ltnis der korrekt einer Objektkategorie zugeordneten
Bildpunkte zu der Gesamtzahl der Bildpunkte dieser Objektkategorie in der Referenz-
maske definieren. Entsprechend existieren fu¨nf Bewertungsmaße dieser Art fu¨r die fu¨nf
zu unterscheidenden Objektkategorien und ein Gesamtbewertungsmaß, das u¨ber das
Verha¨ltnis aller korrekt zugeordneten Bildpunkte zu der Gesamtzahl der zugeordneten
Bildpunkte in der Referenzmaske definiert ist. Diese sechs Maße werden im Folgenden
als Erkennungsrate bzw. Gesamterkennungsrate bezeichnet.
Da bei der Erstellung der Referenzmasken nur mit visueller Genauigkeit gearbeitet wur-
de, sind mit den definierten Verha¨ltnissen keine hundertprozentigen Erkennungsraten
zu erwarten, denn bei manueller Erstellung ko¨nnen im Bereich der Regionengrenzen
Ungenauigkeiten von 1–2 Bildpunkten auftreten.
6.2 Ergebnisse mit VR-Szenen
Die in diesem Abschnitt dokumentierten Ergebnisse wurden mit VR-Szenen erzeugt,
die aus einem VR-Modell stammen, das eine Innenraumumgebung repra¨sentiert. Bei
der Erstellung dieses Modells wurde Wert darauf gelegt, Bo¨den und Wa¨nde mit unter-
schiedlichen Farben und Texturen zu versehen, um die Unabha¨ngigkeit der Szenenana-
lyse vom visuellen Erscheinungsbild der einzelnen Objektkategorien zeigen zu ko¨nnen.
Als Hindernisse fungieren in diesem Modell Tische, Stu¨hle und Personen.
Der fu¨r Versuche verwendete Datensatz besteht aus 12 VR-Szenen mit einer Auflo¨sung
von jeweils 320×240 Bildpunkten. Alle Szenen sind in Anhang F.1 mit den zugeho¨rigen
Referenzmasken und visualisierten Endergebnissen aufgefu¨hrt. Die Versuche wurden auf
einer Pentium IV CPU mit 2,4GHz Taktfrequenz durchgefu¨hrt und gliedern sich in die
beiden folgenden Teile:
• Ermittlung der Korrektheit und Effizienz: Die Korrektheit la¨sst sich ausschließ-
lich in der VR-Umgebung ermitteln, da nur hier der Ausschluss aller Sto¨rungen
sichergestellt ist. Die fu¨r die Bewertung der Effizienz ermittelten Verarbeitungs-
zeiten sind zudem am kleinsten, da eine Adaptation unter idealen Bedingungen
nicht stattfindet. Somit lassen sich in diesem Versuch die Obergrenzen des Systems
bestimmen.
• Quantitative Bestimmung der Robustheit anhand der Gesamterkennungsrate:
Durch Bestimmung der Gesamterkennungsrate bei zunehmender U¨berlagerung des
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Farb- und Tiefenbildes mit einem Gauss’schen Rauschen la¨sst sich die zu erwar-
tende Gesamterkennungsrate bei realen Daten abscha¨tzen, wobei denen mit stark
verrauschten Tiefenbildern zu rechnen ist.
6.2.1 Korrektheit und Effizienz
Abb. 6.3 zeigt das Ergebnis der Analyse fu¨r die Szene V R1. Das Originalbild ist in
Abb. 6.3(a) enthalten und in Abb. 6.3(b) ist das Ergebnis als eine dem Originalbild
u¨berlagerte Maske dargestellt. Abb. 6.3(c) stellt schließlich das resultierende Instanznetz
dar, das diese Szene in allen Verarbeitungsstufen nach Palmers Modell beschreibt. Aus
Abb. 6.3(b) und Abb. 6.3(c) geht hervor, dass eine Tu¨r in der Szene nicht erkannt wur-
(a) Originalbild (b) Ergebnis
Innenraumszene_1
Boden_53 Decke_1 Wand_2 Hindernis_117 Hindernis_118Wand_3
Ebene_53 Ebene_1 Ebene_2 Ebene_31 Quader_116 Quader_117 Quader_118
3D-Region_1 3D-Region_2 3D-Region_31
2D-Region_1 2D-Region_2 2D-Region_31 Tiefenbild_1
Farbbild_1
Kamera_1
Legende:
teil_von
kontextabhängiger_teil_von
konkretisierung_von
datum_von
3D-Region_54
2D-Region_54
Hindernis_116
3D-Cluster_116 3D-Cluster_117 3D-Cluster_118
(c) Instanznetz
Abbildung 6.3: Ergebnisse der Analyse fu¨r die Szene V R5. Vom semantischen Netz in Un-
terbild (c) sind der U¨bersichtlichkeit halber keine topologischen Relationen
und nur diejenigen Instanzknoten abgebildet, die zum Endergebnis beitra-
gen. Siehe Text fu¨r weitere Erla¨uterungen.
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de. Dieses wird im weiteren Verlauf dieses Abschnitts noch ausfu¨hrlich betrachtet. Das
semantische Netz soll an dieser Stelle lediglich einen Eindruck vom Umfang der erzeug-
ten Zwischenergebnisse vermitteln. Obwohl die Szene V R5 nicht sehr viele Bestandteile
entha¨lt, wie die Instanzknoten der kategoriebasierten Verarbeitungsstufe zeigen, ist das
semantische Netz in den weiteren Verarbeitungsstufen schon sehr umfangreich. Daher
sind aus Platzgru¨nden und der U¨bersichtlichkeit halber einige Instanzknoten des glei-
chen Konzeptknotens nur verdeckt angedeutet und diejenigen Instanzknoten, die keine
Bindung zur kategoriebasierten Verarbeitungsstufe haben, nicht dargestellt. Aus dem
gleichen Grund sind die topologischen Relationen in der kategoriebasierten Verarbei-
tungsstufe nicht eingezeichnet.
Da das semantische Netz im Zuge der Bewertung der Korrektheit und Robustheit le-
diglich fu¨r die Ru¨ckprojektion der Ergebnisse ins Szenenabbild fu¨r den darauf folgenden
Vergleich mit den Referenzmasken Verwendung findet und der Umfang bei komplexeren
Szenen steigt, wird im Weiteren auf dessen Darstellung verzichtet und ausschließlich
auf die Visualisierung der Endergebnisse als den Szenenabbildern u¨berlagerte Masken
gema¨ß Abb. 6.3(b) zuru¨ckgegriffen. Diese sind fu¨r die 12 VR-Szenen mit den zugeho¨rigen
Referenzmasken in Anhang F.1 enthalten.
Tab. 6.1 stellt die aus dem Vergleich der ru¨ckprojizierten Endergebnisse mit den ent-
sprechenden Referenzmasken resultierenden Erkennungsraten fu¨r die einzelnen Objekt-
kategorien, die Gesamterkennungsrate sowie die beno¨tigte Verarbeitungszeit fu¨r die VR-
Tabelle 6.1: Erkennungsraten und Verarbeitungszeit fu¨r die Szenen aus der VR-
Umgebung.
Erkennungsraten in % Verarbeitungs-
Szene Boden Decke Wand Hindernis Tu¨r Gesamt zeit in s
V R1 99,98 100,00 99,49 66,77 91,04 97,49 26,8
V R2 98,00 100,00 99,70 88,39 99,92 99,35 24,9
V R3 99,83 99,95 99,38 37,61 87,44 95,66 26,3
V R4 99,79 100,00 98,74 64,81 0,00 97,12 25,1
V R5 99,50 100,00 94,41 90,05 0,00 95,76 27,4
V R6 99,30 100,00 92,74 – 0,00 97,14 26,8
V R7 99,87 98,87 98,35 – 80,65 96,82 28,6
V R8 99,56 98,97 99,27 67,75 0,00 93,24 28,4
V R9 99,39 98,65 98,44 51,82 66,84 94,17 25,9
V R10 99,67 99,75 98,38 43,56 12,73 93,83 23,1
V R11 99,92 99,94 99,36 82,24 19,29 94,98 22,4
V R12 97,21 100,00 91,79 86,24 – 94,49 28,9
Mittelwert 99,34 99,68 97,50 67,92 41,63 95,84 26,2
Std.Abw. 0,82 0,50 2,70 17,98 40,86 1,72 2,0
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Szenen im Fall idealer Eingangsdaten zusammen. Sie entha¨lt zudem den Mittelwert und
die Standardabweichung fu¨r jede Spalte. Ein Strich in einer Zeile bedeutet, dass die
entsprechende Objektkategorie nicht in der Szene enthalten ist.
In Tab. 6.2 ist zudem die Konfusionsmatrix fu¨r die Szenen aus der VR-Umgebung darge-
stellt. Sie zeigt die u¨ber alle 12 Szenen gemittelten korrekten und falschen Zuordnungen
pro Kategorie und die zu keiner Kategorie zugeordneten Bildpunkte, wobei als Maß
wiederum die Erkennungsraten dienen und sich in jeder Zeile zu 100% addieren. Die
korrekten Zuordnungen finden sich in den Hauptdiagonalelementen und entsprechen den
Mittelwerten aus Tab. 6.1. Die falschen Zuordnungen sind entsprechend in den Neben-
diagonalelementen der Matrix angeordnet.
Tabelle 6.2: Konfusionsmatrix fu¨r die Szenen aus der VR-Umgebung mit Erkennungs-
raten in %. Die Zeilensummen addieren sich zu 100%.
Boden Decke Wand Hindernis Tu¨r Nicht zugeordnet
Boden 99,34 0,00 0,13 0,04 0,15 0,34
Decke 0,00 99,68 0,30 0,00 0,02 0,00
Wand 0,16 0,19 97,50 0,19 0,08 1,88
Hindernis 2,59 1,12 6,25 67,92 2,89 19,22
Tu¨r 1,12 0,07 51,28 3,45 41,63 2,45
Nicht zugeordnet 4,47 0,87 2,29 0,00 0,05 92,32
Aus Tab. 6.1 ist zu erkennen, dass die Kategorien Boden und Decke mit sehr hoher
Erkennungsrate detektiert werden. Das belegen auch der hohe erzielte Mittelwert und
die geringe Standardabweichung. Tab. 6.2 zeigt zudem, dass es bei den Kategorien Boden
und Decke keine nennenswerten Fehlerkennungen gibt. Das la¨sst den Schluss zu, dass
das verwendete Wissen ausreichend ist, um Bo¨den und Decken zuverla¨ssig zu erkennen
und dass die minimalen Abweichungen von der idealen Erkennungsrate von 100% auf
die bereits erwa¨hnten Ungenauigkeiten bei der manuellen Segmentierung im Zuge der
Erstellung der Referenzmasken zuru¨ckzufu¨hren sind.
Wa¨nde werden ebenfalls mit einer sehr hohen Erkennungsrate und niedriger Standard-
abweichung erkannt. Die Konfusionsmatrix (Tab. 6.2) zeigt allerdings, dass das System
im Mittel 1, 8% der Wandbereiche im Szenenabbild nicht erkennt, was sich bei idealen
Daten nur mit unzureichenden und ungenauen Wissen erkla¨ren la¨sst. Zur Erla¨uterung
zeigt Abb. 6.4 die Ergebnisse dreier Szenen.
In Abb. 6.4(a) wird der Wandbereich zwischen den Tischenbeinen des vorderen Tisches
nicht erkannt. Dieses la¨sst sich auf Ungenauigkeiten in der CWAGM Segmentierung
zuru¨ckfu¨hren. Die betroffene 2D-Region entha¨lt an ihrem Rand noch Bildpunkte des
Tisches. Das fu¨hrt dazu, dass die 3D-Region ebenfalls 3D-Punkte des Tisches entha¨lt
und somit der lokale Experte fu¨r Ebenen keine Ebene detektiert, womit auch keine
Wanderkennung mo¨glich ist.
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(a) V R4 (b) V R6 (c) V R7
Abbildung 6.4: Beispiele fu¨r nicht und falsch zugeordnete Bildbereiche. (a) Nicht und falsch
erkannte Wandbereiche, unvollsta¨ndig erkannte Hindernisse und nicht er-
kannte Tu¨ren. (b) Unvollsta¨ndig erkannte Wandbereiche und nicht erkannte
Tu¨ren. (c) Unvollsta¨ndig erkannte Tu¨ren, die zu falsch erkannten Wandbe-
reichen fu¨hren. Siehe Text fu¨r weitere Erla¨uterungen.
Abb. 6.4(b) zeigt, dass Teile der mit Fenstern versehenen Wand nicht als Wand mar-
kiert sind. Hier trifft die Annahme nicht zu, dass Wa¨nde vollsta¨ndig eben sind, denn
Fenster schließen nicht bu¨ndig mit einer Wand ab. Dass die Wand im hinteren Teil von
Abb. 6.4(b) dennoch korrekt erkannt wird, liegt an der Tiefenauflo¨sung, die mit der
Entfernung zur Kamera abnimmt (vgl. Abb. C.9) und somit Fenster und Wand zu einer
Ebene verschmelzen. Eine Lo¨sung ist die Erweiterung der Szenenanalyse um die Kate-
gorie
”
Fenster“, allerdings ist die Erkennung von Glas mit Hilfe einer Kamera, die im
optischen Bereich arbeitet, nicht zufriedenstellend lo¨sbar.
Die in Tab. 6.1 gezeigten Erkennungsraten fu¨r Hindernisse fallen im Vergleich zu den
drei vorherigen Kategorien stark ab. Aus Tab. 6.2 geht hervor, dass Bereiche mit Hin-
dernissen entweder gar keiner Kategorie oder aber Wa¨nden zugeordnet werden.
Der erste Effekt tritt vor allem bei schmalen Hindernissen auf, wie z. B. bei den Tisch-
beinen und der Tischunterkante in Abb. 6.4(a). Er wird durch den verwendeten DBScan
Algorithmus verursacht. Bei diesen Hindernissen ist die erforderliche Mindestdichte ρ
an 3D-Punkten nicht vorhanden, um ein 3D-Cluster zu erzeugen. Ein Herabsetzen der
Mindestdichte wu¨rde zwar diese Fa¨lle erfassen aber gleichzeitig auch viele falsch positive
Hindernisse erzeugen.
Die falsche Zuordnung von Hindernissen zu Wa¨nden liegt daran, dass die Kategorie
Hindernis sehr abstrakt ist und dementsprechend nur u¨ber wenig Wissen verfu¨gt. In
Abb. 6.4(a) wird beispielsweise ein Tischbein unten links als Wand erkannt, da es alle
Bedingungen fu¨r eine Wand gema¨ß Tab. 5.2 erfu¨llt. Da die Szenenanalyse die Kategorie
”
Tisch“ nicht kennt sondern nur die abstraktere Kategorie
”
Hindernis“, die zudem erst
bearbeitet wird, nachdem alle Wa¨nde erkannt wurden, kann sie auch keine Tischbeine
detektieren und diese Fehlerkennung auflo¨sen.
Die Erkennungsrate fu¨r Tu¨ren ist nach Tab. 6.1 die niedrigste von allen Kategorien.
Ein Blick auf Tab. 6.2 zeigt, dass u¨ber 50% aller Bildbereiche, die als Tu¨r in den
Referenzmasken markiert sind, als Wa¨nde erkannt werden. Letzeres ist ein vorla¨ufiger
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gewu¨nschter Effekt, da gema¨ß dem verwendeten Konzeptnetz (Abb. 4.7) nur in denjeni-
gen Bereichen nach Tu¨ren gesucht werden soll, die das System zuvor als Wand erkannt
hat. Demzufolge versagt die Tu¨rerkennung auf den Wandbereichen (Abb. 6.4(c)). Bei
Betrachtung der Ergebnisse in Abb. 6.4 und im Anhang F.1 fa¨llt auf, dass vor allem
geschlossene Tu¨ren die Erkennungsprobleme verursachen. Das liegt vor allem daran,
dass bei geschlossenen Tu¨ren diese nicht u¨ber eine separate Ebene von den Wa¨nden
zu trennen sind, d. h. die Tu¨r muss auschließlich u¨ber ihre Kanten erkannt werden. In
dieser Arbeit sucht die Szenenanalyse nach parallel verlaufenden senkrechten Linien mit
einem Abstand von maximal 1, 1m. Dieses Kriterium ist nach diesen Ergebnissen nicht
invariant gegen perspektivische Verzerrungen und Gro¨ßenskalierungen, was die schlechte
Erkennung geschlossener Tu¨ren erkla¨rt.
Die Gesamterkennungsrate bei den 12 VR-Szenen ist mit einem Mittelwert von 95, 81%
und einer Standardabweichung von 1, 75% konstant sehr hoch. Das ist damit zu er-
kla¨ren, dass in Innenraumszenen die Kategorien Boden, Wand und Decke den gro¨ßten
Teil der Bildfla¨che einnehmen und diese mit ihren sehr guten Erkennungsraten dement-
sprechend einen großen Einfluss auf die Gesamterkennungsrate haben. Dagegen fallen die
Erkennungsraten der Kategorien Hindernis und Tu¨r kaum ins Gewicht. Bei realen Daten
ist wegen der zu erwartenden starken Sto¨rungen im Tiefenbild mit einer schlechteren
Gesamterkennungsrate zu rechnen. Wie robust die Gesamterkennungsrate gegenu¨ber
Sto¨rungen im Farb- und Tiefenbild ist, wird im folgenden Abschnitt untersucht, um
eine quantitative Abscha¨tzung fu¨r den Fall realer Szenen vornehmen zu ko¨nnen.
Letztlich ist noch festzuhalten, dass auch die Verarbeitungszeiten u¨ber alle Szenen hin-
weg mit einem Mittelwert von 26, 2 s und einer Standardabweichung von 2 s sehr kon-
stant sind. Dieses liegt daran, dass alle Szenen u¨ber die gleiche Auflo¨sung und vollsta¨ndi-
ge 3D-Punkte verfu¨gen. Zudem tritt keine Adaptation bei den idealen Daten auf, die
zusa¨tzliche Verarbeitungszeit erfordert.
6.2.2 Quantitative Robustheit
Zur Ermittlung der quantitativen Robustheit wird das Farb- und Tiefenbild mit einem
zunehmenden Gauss’schen Rauschen u¨berlagert und die u¨ber alle 12 VR-Szenen gemit-
telte Gesamterkennungsrate bestimmt. Die Modellierung des Rauschens erfolgt u¨ber die
Gaussverteilungsdichte-Funktion
fµ,σ(x) =
1
σ
√
2pi
e
−(x−µ)2
2σ2 (6.1)
mit dem Mittelwert µ und der Standardabweichung σ.
Nach diesem Prinzip lassen sich drei unterschiedliche Szenarien betrachten:
• Zunehmendes Rauschen im Farbbild bei idealem Tiefenbild
• Zunehmendes Rauschen im Tiefenbild bei idealem Farbbild
• Gleichzeitiges und unterschiedlich starkes Rauschen im Farb- und Tiefenbild
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Rauschen im Farbbild
Das Rauschen im Farbbild ergibt sich durch die getrennte Sto¨rung jedes einzelnen Farb-
bildpunktes, der wiederum in seine Rot-, Gru¨n- und Blauanteile unterteilt ist. Diese
Anteile werden im digitalisierten Bild auf den Wertebereich [0 . . . 255] abgebildet. Beim
simulierten Rauschen mittels der Gaussverteilungsdichtefunktion stellen die ungesto¨rten
Werte des Rot-, Gru¨n- und Blauanteils die Mittelwerte µF dar, wa¨hrend die Standard-
abweichung σF kontinuierlich von 0 auf 100 ansteigt. Abb. 6.5 zeigt anhand der Szene
V R10 den Einfluss von wachsenden Standardabweichungen σF auf das Farbbild.
(a) σF = 0 (b) σF = 20 (c) σF = 100
Abbildung 6.5: Farbbild der Szene V R10 mit unterschiedlich stark u¨berlagerten Rauschen.
In Abb. 6.6 sind die Ergebnisse der Szenenanalyse mit verrauschtem Farbbild dargestellt.
Sie zeigt die u¨ber alle 12 VR-Szenen gemittelte Gesamterkennungsrate bei zunehmender
Standardabweichung σF . Der Referenzwert der gemittelten Gesamterkennungsrate von
95, 81% im ungesto¨rten Fall (σF = 0) ist als gestrichelte Linie eingezeichnet. Wie zu
erwarten ist, sinkt die Erkennungsrate mit zunehmenden Rauschen. Allerdings bleibt sie
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Abbildung 6.6: Verlauf der Gesamterkennungsrate bei steigendem Rauschen im Farbbild.
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ab einer Standardabweichung von σF = 50 nahezu konstant zwischen 45% und 50%,
obwohl es selbst fu¨r das menschliche Auge ab diesem Punkt zunehmend schwieriger wird,
dem Farbbild Informationen zu entnehmen (vgl. Abb. 6.5(c)). Als Ursache fu¨r diese
konstant bleibende Erkennungsrate kommt nur das nach wie vor ungesto¨rte Tiefenbild
in Frage, aus dem die Szenenanalyse diejenigen Informationen beziehen kann, die diese
Erkennungsrate ermo¨glichen. Somit zeigt dieser Versuch, dass sich die Szenenanalyse
nicht ausschließlich auf das Farbbild stu¨tzt.
Rauschen im Tiefenbild
Die Sto¨rung des Tiefenbildes erfolgt analog zur Sto¨rung des Farbbilds mit Hilfe der
Gaussverteilungsdichtefunktion, allerdings mit gea¨nderten Parametern. Der Mittelwert
µT ist der ungesto¨rte Tiefenwert, der im Intervall [0 . . . 1] liegt. Die Standardabweichung
σT durchla¨uft wa¨hrend des Versuchs den Wertebereich [0 . . . 50 · 10−4]. Diese kleinen
Sto¨rungen haben große Auswirkungen auf die resultierenden 3D-Punkte, da der Tiefen-
wert umgekehrt proportional in deren Bestimmung eingeht (Kap. 5.1.4). Abb. 6.7 zeigt
anhand der Szene V R10 den Einfluss von verschiedenen Werten fu¨r σT auf das Tiefenbild
und die resultierenden 3D Punkte. Bei einer Standardabweichung von σT = 50 · 10−4
lassen sich nur noch schwer Informationen aus den 3D Punkten entnehmen.
(a) σT = 0 (b) σT = 10 · 10−4 (c) σT = 50 · 10−4
Abbildung 6.7: Tiefenbild der Szene V R10 mit unterschiedlich stark u¨berlagerten Rauschen
(obere Reihe) und daraus resultierenden 3D-Punkten (untere Reihe).
Der Verlauf der Gesamterkennungsrate u¨ber das zunehmende Rauschen im Tiefenbild
ist in Abb. 6.8 dargestellt. Die gestrichelte Linie kennzeichnet den Referenzwert fu¨r die
Gesamterkennungsrate von 98, 81% im ungesto¨rten Fall.
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Abbildung 6.8: Verlauf der Gesamterkennungsrate bei steigendem Rauschen im Tiefenbild.
Die Ergebnisse a¨hneln denen aus dem Versuch mit gesto¨rtem Farbbild (Abb. 6.6). Die
Gesamterkennungsrate sinkt erwartungsgema¨ß mit steigender Standardabweichung ab,
bleibt aber ab dem Wert σT = 20 ·10−4 bei ca. 60% konstant. Das bedeutet analog zum
Fall des verrauschten Farbbilds, dass die Szenenanalyse bei stark gesto¨rtem Tiefenbild
noch genu¨gend Informationen aus dem nicht gesto¨rten Farbbild gewinnen kann, um
diese Gesamterkennungsrate zu erreichen. Somit ist gezeigt, dass die Szenenanalyse nicht
allein auf dem Tiefenbild beruht.
Rauschen im Farb- und Tiefenbild
Die beiden vorangegangenen Versuche haben gezeigt, dass die Gesamterkennungsrate
durch simuliertes Rauschen des Farb- bzw. Tiefenbilds nicht so stark sinkt, wie man
bei der Betrachtung der verrauschten Daten vermuten wu¨rde. Die Ursache dafu¨r ist,
dass das entwickelte System Farb- und Tiefenbilder gleichermaßen fu¨r die Szenenanalyse
verwendet. Ist eine Datenquelle verrauscht, kann diese durch die andere unverrauschte
Quelle zu einem nicht unerheblichen Teil kompensiert werden.
Bei der realen Stereokamera ist das Tiefenbild jedoch abha¨ngig von den beiden Farb-
bildern, da ersteres aus letzteren berechnet wird. Demzufolge liefern die beiden bis-
her betrachteten Fa¨lle bei Verwendung dieses Sensortyps keine belastbaren Aussagen
bezu¨glich der Robustheit. Daher wird im Folgenden das Farb- und Tiefenbild gleichzei-
tig verrauscht, wobei der durchlaufene Wertebereich der Standardabweichungen σF und
σT mit denen aus den beiden vohergehenden Versuchen identisch ist. Abb. 6.9 stellt die
Gesamterkennungsrate bei steigenden Standardabweichungen dar.
Das Ergebnis zeigt, dass durch die Sto¨rung des Farb- und Tiefenbildes die Gesamter-
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Abbildung 6.9: Verlauf der Gesamterkennungsrate bei gleichzeitigen Rauschen im Farb- und
Tiefenbild.
kennungsrate stark abfa¨llt. Die Szenenanalyse hat nun keine Ru¨ckfallebene mehr und
die Erkennungsrate sinkt schnell unter 50% (blauer Bereich in Abb. 6.9).
Anhand von Abb. 6.9 la¨sst sich eine Abscha¨tzung der zu erwartenden Erkennungsrate
bei den realen Szenen vornehmen. Das Rauschen von industriellen CCD-Sensoren ist
im Allgemeinen sehr niedrig und kann u¨ber alle realen Szenen als konstant angenom-
men werden. Es ist jedoch nicht vernachla¨ssigbar,da es das Rauschen des Tiefenbildes
mit beeinflusst. Kap. 5.1.4 hat gezeigt, dass die Bestimmung des Tiefenbilds auf der
Texturierung der Szene beruht und bei den Ergebnissen mit stark verrauschten und
unvollsta¨ndigen Tiefenbildern zu rechnen ist. Aus Abb. 6.8 geht hervor, dass bei einem
nicht verrauschten Farb- und stark verrauschten Tiefenbild die Gesamterkennungsrate
bei ca. 60% liegt. Wird noch ein kleines Rauschen im Farbbild beru¨cksichtigt, la¨sst sich
fu¨r das entwickelte System aus Abb. 6.9 eine Gesamterkennungsrate zwischen 55% und
60% ablesen (gru¨ner Bereich). Zudem ist im Vergleich zu den idealen Daten mit einer
großen Standardabweichung zu rechnen, da die Texturierung der realen Szenen stark
variiert.
6.3 Ergebnisse mit realen Szenen
Um die Leistungsfa¨higkeit der Szenenanalyse unter realen Bedingungen zu testen, wird
ein Datensatz verwendet, der aus 30 realen Szenen besteht, die mit der Stereokamera
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gema¨ß Anhang A aufgenommen wurden. Alle Szenenabbilder besitzen eine Auflo¨sung
von jeweils 320 × 240 Bildpunkten und sind in Anhang F.2 mit ihren zugeho¨rigen Re-
ferenzmasken sowie den visualisierten Endergebnissen aufgefu¨hrt. Mit Hilfe dieses Da-
tensatzes wurden die folgenden Versuche durchgefu¨hrt:
• Bestimmung der Korrektheit, Robustheit und Effizienz: Da in realen Szenen immer
Sto¨reinflu¨sse vorhanden sind, kann die Korrektheit und Robustheit nur gemeinsam
bestimmt werden. Allerdings erlauben die Erkenntnisse aus den Versuchen mit den
VR-Szenen, Ru¨ckschlu¨sse auf die Ursachen fu¨r die erzielten Ergebnissezu ziehen.
Bei der Effizienz ist mit einer großen Standardabweichung zu rechnen, da in einigen
Szenen Adaptationen auftreten, die mehr Verarbeitungszeit in Anspruch nehmen.
Die Adaptation wird noch einmal gesondert betrachtet.
• Adaptation: Die Adaptation ist dazu gedacht, die Endergebnisse zu verbessern.
Um diese Verbesserung bei der in dieser Arbeit entwickelten Innenraumszenen-
analyse quantitativ erfassen zu ko¨nnen, werden diejenigen realen Szenen noch ein-
mal genauer untersucht, bei denen Adaptationen auftreten. Dabei erfolgt eine Ge-
genu¨berstellung der Ergebnisse, die ohne Adaptation und mit Adaptation erzielt
werden.
6.3.1 Korrektheit, Robustheit und Effizienz
Die Ergebnisse fu¨r die realen Szenen sind analog zu denjenigen der VR-Szenen in Ab-
schnitt 6.2.1 aufgebaut. Tab. 6.3 entha¨lt die Erkennungsraten aller 30 Szenen fu¨r jede
Kategorie sowie die Gesamterkennungsrate und die beno¨tigte Verarbeitungszeit. Die
zugeho¨rige Konfusionsmatrix zeigt Tab. 6.4.
Der Vergleich der gemittelten Erkennungsraten in den Tabellen 6.1 und 6.3 zeigt, dass
die Ergebnisse bei realen Szenen schlechter ausfallen als bei den VR-Szenen, was auch
zu erwarten ist. Die Konfidenzmatrix in Tab. 6.4 sowie der Vergleich mit der Konfidenz-
matrix in Tab. 6.2 geben Hinweise auf die Ursachen fu¨r diese Verschlechterung.
Die mittlere Erkennungsrate der Kategorie
”
Boden“ fa¨llt im Vergleich zu den Ergeb-
nissen fu¨r die VR-Szenen um etwa 22% ab. Aus Tab. 6.4 la¨sst sich ablesen, dass die
Szenenanalyse im Mittel 16, 33% der Bereiche des Szenenabbilds, in der Boden vor-
handen ist, keiner Kategorie zugeordnet hat. Das sind 15, 99% mehr als im Fall der
VR-Szenen (Tab. 6.2). Dagegen sind die Fehlzuordnungen mit 2, 98% zur Kategorie
”
Wand“ und 3, 23% zur Kategorie
”
Hindernis“ im Vergleich zu den VR-Szenen kaum
gestiegen und lassen sich durch die Ungenauigkeiten bei der Erstellung der Referenz-
masken erkla¨ren. Die Ursache fu¨r den hohen Anteil nicht zugeordneter Bereiche liegt im
Tiefenbild, das bei realen Daten meist unvollsta¨ndig ist und eine inhomogene Verteilung
der Tiefenwerte aufweist (Kap. 5.1.4). Fu¨r viele 2D-Regionen existieren daher keine kor-
respondierenden 3D-Regionen, auf die die Detektion von Ebenen beruhen, so dass das
System diese 2D-Regionen keiner Kategorie zuordnen kann. In Abb. 6.10 ist zur Veran-
schaulichung das Tiefenbild der Szene S4 und die daraus resultierende 3D-Punktwolke
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Tabelle 6.3: Erkennungsraten und Verarbeitungszeit fu¨r die realen Szenen. Die mit (∗)
gekennzeichneten Szenen beinhalten Adaptationen.
Erkennungsraten in % Verarbeitungs-
Szene Boden Decke Wand Hindernis Tu¨r Gesamt zeit in s
S1 90,48 – 47,31 42,90 – 72,91 24,3
S2 74,30 1,10 28,50 8,98 0,00 40,86 33,4
S
(∗)
3 95,39 – 49,46 64,69 0,00 41,42 106,5
S4 74,70 97,56 24,86 49,94 40,82 48,66 31,1
S5 36,55 93,92 17,29 68,96 – 43,50 24,6
S6 68,47 95,08 31,55 – – 60,57 41,9
S
(∗)
7 67,53 80,50 84,93 9,62 – 76,86 97,1
S8 56,40 85,65 80,46 – – 73,07 27,2
S9 95,85 – 67,32 – – 76,00 49,6
S10 83,13 – 70,67 87,45 – 75,79 55,3
S11 95,01 – 63,50 0,00 – 72,11 50,7
S12 91,10 – 66,83 57,45 – 73,40 53,8
S13 85,00 – 69,05 82,26 – 74,16 56,1
S14 93,84 – 66,39 56,76 – 73,68 54,9
S15 79,48 – 58,70 64,13 – 65,18 56,9
S16 69,71 81,13 34,97 39,64 84,00 50,57 38,9
S
(∗)
17 59,20 93,01 29,05 – – 47,06 90,9
S18 82,36 88,67 33,89 21,99 – 57,76 27,8
S19 98,72 – 75,02 – – 80,72 27,1
S
(∗)
20 90,49 66,23 29,02 54,63 – 52,90 87,2
S21 89,05 57,75 39,92 64,00 0,00 61,74 36,3
S22 45,06 58,54 44,60 18,65 – 41,73 43,3
S23 75,87 59,04 48,47 63,56 0,00 59,82 27,1
S24 44,36 59,61 45,50 22,54 0,00 44,08 35,7
S25 62,78 72,32 47,79 0,00 – 54,06 29,9
S26 57,10 25,73 66,50 0,00 – 50,18 29,5
S
(∗)
27 97,07 – 45,15 0,00 0,00 61,82 79,0
S
(∗)
28 90,00 – 28,08 4,40 0,00 49,32 89,6
S
(∗)
29 87,37 – 7,38 0,61 – 48,70 95,1
S
(∗)
30 86,60 – 16,21 44,05 – 58,81 94,6
Mittelwert 77,43 69,74 47,28 37,09 13,87 59,58 53,2
Std.Abw. 17,00 25,68 20,18 28,35 27,87 12,50 25,9
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Tabelle 6.4: Konfusionsmatrix fu¨r die realen Szenen.
Boden Decke Wand Hindernis Tu¨r Nicht zugeordnet
Boden 77,43 0,00 2,98 3,23 0,02 16,33
Decke 0,00 69,74 9,35 0,00 0,00 20,91
Wand 3,57 4,38 47,28 4,23 0,31 40,22
Hindernis 11,18 2,30 21,08 37,09 0,00 28,36
Tu¨r 0,93 0,64 62,01 1,75 13,87 20,80
Nicht zugeordnet – – – – – –
(a) Szenenabbild (b) Tiefenbild (c) 3D-Punktwolke aus Vogel-
perspektive
Abbildung 6.10: Beispiel fu¨r unvollsta¨ndige, verrauschte Tiefenbilder und 3D-Daten anhand
der Szene S4. In den Bildern sind die Stu¨hle als Orientierungshilfe umran-
det.
aus der Vogelperspektive dargestellt. Aus dem Tiefenbild und der 3D-Punktwolke ist zu
erkennen, dass im Bereich des Bodens nicht sehr viele 3D-Punkte existieren, die zudem
noch verrauscht sind.
Unter diesen Aspekten ist die Erkennungsrate fu¨r den Boden sehr hoch, was vor allem
daran liegt, dass das a priori Wissen fu¨r diese Kategorie – gegeben durch die extrinsischen
Parameter der Stereokamera – sehr pra¨zise ist.
Bei der Kategorie
”
Decke“ betra¨gt die Differenz zwischen den mittleren Erkennungsraten
fu¨r die VR-Szenen und die realen Szenen ungefa¨hr 30%. Von diesem Anteil nicht korrekt
detektierter Wandbereiche weist das System nach Tab. 6.4 9% der Kategorie
”
Wand“
zu. Die verbleibenden 21% werden keiner Kategorie zugeordnet. Im Prinzip gilt hier die
gleiche Argumentation wie fu¨r die Kategorie
”
Boden“, allerdings ist das zur Verfu¨gung
stehende a priori Wissen nicht so pra¨zise, da die Deckenho¨he nur u¨ber die linguistische
Variable Ho¨he gescha¨tzt werden kann (Kap. 5.1.10). Das fu¨hrt in Kombination mit dem
Rauschen im Tiefenbild bei den Szenen S2 und S26 zu sehr schlechten Erkennungsraten
und der Verwechslung mit der Kategorie
”
Wand“, wodurch die Fehlzuordnungsrate von
9% zu dieser Kategorie erkla¨rbar ist.
Die mittlere Erkennungsrate der Kategorie
”
Wand“ sinkt nach Tab. 6.3 um 50% ge-
genu¨ber der mittleren Erkennungsrate fu¨r die VR-Szenen ab. Der Anteil keiner Kate-
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gorie zugeordneter Wandbereiche betra¨gt nach Tab. 6.3 40, 22%, was eine Steigerung
gegenu¨ber den VR-Szenen um 38, 34% entspricht. Die Ursache dafu¨r ist das Rauschen
im Tiefenbild. Es besitzt eine Vorzugsrichtung in Richtung der optischen Achse der Ka-
mera, in der das Rauschen am sta¨rksten ist. Da die optische Achse bei den Versuchen
nahezu parallel zum Boden ausgerichtet ist (Abb. 4.4), stehen Wa¨nde senkrecht zu dieser
Vorzugsrichtung. Zur Veranschaulichung dient noch einmal Abb. 6.10. In Abb. 6.10(c)
ist deutlich zu erkennen, dass die Wand im hinteren Teil der Szene durch die 3D Punkte
nicht auf eine senkrechte Ebene abgebildet wird, weshalb das System in der Szene S4
auch nur etwa 25% der Wandfla¨che korrekt als solche erkennt.
Diese Vorzugsrichtung in Kombination mit der Anordnung der Kamera zur Szene erkla¨rt
auch, warum der Anteil nicht zugeordneter Bereiche bei der Kategorie
”
Wand“ im Ver-
gleich zu den beiden Kategorien
”
Boden“ und
”
Decke“ doppelt so groß ist. Boden und
Decke sind Ebenen, die parallel zur optischen Achse der Kamera und somit auch paral-
lel zur Vorzugsrichtung des Rauschens verlaufen. Außerhalb der Vorzugsrichtung ist das
Rauschen viel niedriger, so dass zwar nicht mehr, dafu¨r jedoch relativ genau bestimmte
3D-Punkte existieren, die fu¨r die Erkennung von Bo¨den und Decken im Vergleich zu
Wa¨nden o¨fters ausreichend sind.
Die mittlere Erkennungsrate der Kategorie
”
Hindernis“ liegt in Tab. 6.3 bei 37, 09%,
was einem Abfall gegenu¨ber Tab. 6.1 von ca. 30% entspricht. Der Vergleich von Tab. 6.4
und 6.2 zeigt, dass sich diese Differenz aus gestiegenen Anteilen fa¨lschlicherweise dem
Boden (Anstieg um ca. 8%) und der Wand (Anstieg um ca. 15%) zugeordneter und
keiner Kategorie (Anstieg um ca. 8%) zugeordneter Bereiche mit Hindernissen zusam-
mensetzt. Die Ursache fu¨r die gestiegenen Anteile der Bereiche mit Hindernissen, die
dem Boden oder der Wand zugeordnet werden, ist dem Rauschen im Tiefenbild zuzu-
schreiben. Dabei zeigt sich wiederum die Vorzugsrichtung des Rauschens, da der Anteil
der Bereiche mit Hindernissen, den das System dem Boden zuordnet, nur halb so groß
ist wie derjenige Anteil, der fa¨lschlicherweise der Kategorie
”
Wand“ zugeordnet wird.
In den visualisierten Endergebnissen in Anhang F.2 spiegelt sich dieses dadurch wieder,
dass im Bereich der Wa¨nde sehr viel ha¨ufiger nicht vorhandene Hindernisse detektiert
werden als im Bodenbereich. Schließlich erkla¨rt sich der gestiegene Anteil keiner Katego-
rie zugeordneter Bereiche mit Hindernissen wieder aus dem unvollsta¨ndigen Tiefenbild
sowie der schon in Abschnitt 6.2.1 angesprochenen Problematik der DBScan Methode
bei der Erkennung schmaler Hindernisse.
Bei der Kategorie
”
Tu¨r“ fa¨llt die mittlere Erkennungsrate bei den realen Szenen
(Tab. 6.3) im Vergleich zu den VR-Szenen (Tab. 6.1) um 28%. Dabei steigt der Anteil
keiner Kategorie zugeordneter Tu¨rbereiche um 18% und der Anteil der Tu¨rbereiche, die
der Kategorie Wand zugeordnet werden, um 10% gegenu¨ber den Ergebnissen fu¨r die
VR-Szenen. Der gestiegene Anteil keiner Kategorie zugeordneter Tu¨rbereiche la¨sst sich
wie bei den vorhergehenden Kategorien durch das unvollsta¨ndige Tiefenbild erkla¨ren.
Zusa¨tzlich ist jedoch zu beachten, dass Tu¨ren nur in denjenigen Bereichen gesucht wer-
den, die das System zuvor als Wand erkannt hat. Da bei den Versuchen mit den realen
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Szenen der Anteil korrekt erkannter Wandbereiche im Vergleich zu den Ergebnissen mit
den VR-Szenen sinkt, u¨bertra¨gt sich dieses auch auf die Erkennungsraten fu¨r die Katego-
rie
”
Tu¨r“. Der gestiegene Anteil der Tu¨rbereiche, die der Kategorie
”
Wand“ zugeordnet
werden, erkla¨rt sich durch die bereits in Abschnitt 6.2.1 diskutierte Problematik bei der
Erkennung geschlossener Tu¨ren.
Letztlich liegt die mittlere Gesamterkennungsrate bei den 30 realen Szenen in Tab. 6.3
bei 59, 58%. Somit erreicht das System unter den gegebenen Bedingungen die maxi-
mal mo¨gliche Erkennungsrate, die durch die Versuche zur quantitativen Robustheit in
Abschnitt 6.2.2 ermittelt wurden. Unter Beru¨cksichtigung der Standardabweichung von
12, 50% befinden sich die Ergebnisse im Mittel im gru¨nen Bereich von Abb. 6.9.
Die Verarbeitungszeit fu¨r die realen Szenen liegt im Mittel bei 53, 2 s und somit um
27 s u¨ber dem minimal mo¨glichen Wert von 26, 2 s, der bei den ungesto¨rten VR-Szenen
erreicht wird. Zudem ist die Standardabweichung mit 25, 9 s sehr groß. Hauptursache
dafu¨r sind die Adaptationen, die das System bei den 8 Szenen vornimmt, die in Tab. 6.3
mit einem Stern gekennzeichnet sind. Sie werden im folgenden Abschnitt noch genauer
untersucht. Ohne Beru¨cksichtigung dieser 8 Szenen ergibt sich eine mittlere Verarbei-
tungszeit von 38, 9 s mit einer Standardabweichung von 11, 4 s. Zu diesen Werten tragen
vor allem die Szenen S9 – S15 bei, bei denen die Verarbeitungszeiten im Bereich von
53 s liegen. Diese Szenen wurden in einer Bibliothek mit Bu¨cherwa¨nden im Hintergrund
aufgezeichnet. Dieser stark texturierte Hintergrund liefert im Vergleich zu allen anderen
Szenen sehr viele homogen kolorierte 2D Regionen, auf denen letztlich alle anderen Kon-
zepte beruhen und die somit fu¨r die hohe Verarbeitungszeit verantwortlich sind. Dafu¨r
werden bei diesen Szenen mit die besten Ergebnisse erzielt, da durch die starke Tex-
turierung auch das Tiefenbild im Vergleich zu den anderen Szenen eine hohe Qualita¨t
besitzt.
6.3.2 Adaptation
Nachdem im letzten Abschnitt die erzielten Ergebnisse bei realen Szenen diskutiert
wurden, widmet sich dieser Abschnitt der genaueren Untersuchung des Einflusses der
Adaptation auf diese Ergebnisse. Dabei ist zu beachten, dass das Konzept
”
3D Clus-
ter“ auf jeden Fall eine Adaptation vornimmt, da es in der ersten Phase der Instan-
zerstellung keine 3D-Cluster erzeugt (Kap. 5.3). Die folgenden Betrachtungen beziehen
sich ausschließlich auf die optionalen Adaptationen, wozu diejenigen der Konzeptknoten
”
2D-Region“ und
”
Ebene“ geho¨ren.
Abb. 6.11 zeigt eine Gegenu¨berstellung der Ergebnisse, die ohne und mit Adaptation
erzielt werden. Dort sind schon qualitative Verbesserungen im Bereich des Bodens, der
Wand und der Decke zu erkennen. Tab. 6.5 erfasst dieses Ergebnis und die Ergebnis-
se fu¨r alle anderen Szenen, in denen eine optionale Adaptation auftritt, quantitiv. Die
zugeho¨rigen Gegenu¨berstellungen gema¨ß Abb. 6.11 befinden sich in Anhang F.3. Der
Aufbau von Tab. 6.5 Aufbau entspricht denen der Tabellen 6.1 und 6.3. Im oberen Be-
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(a) Originalbild (b) Ohne Adaptation (c) Mit Adaptation
Abbildung 6.11: Gegenu¨berstellung von Ergebnissen ohne und mit Adaptation fu¨r die Szene
S20. Es sind deutliche Verbesserungen der Erkennungsrate fu¨r Boden, Wand
und Decke zu erkennen.
Tabelle 6.5: Gegenu¨berstellung der Erkennungsraten und Verarbeitungszeit fu¨r die
realen Szenen, in denen eine Adaptation erfolgt.
Erkennungsraten in % Verarbeitungs-
Szene Boden Decke Wand Hindernis Tu¨r Gesamt zeit in s
Ohne Adaptation
S3 92,94 – 34,15 63,49 0,00 31,79 25,4
S7 65,42 87,55 68,86 9,62 – 67,14 46,0
S17 71,52 2,35 8,62 – – 34,06 26,4
S20 41,85 34,03 20,60 54,28 – 29,99 27,7
S27 64,94 – 18,60 0,00 2,19 37,82 26,5
S28 26,02 – 43,14 0,00 0,00 25,02 26,8
S29 82,73 – 33,11 0,00 – 52,59 67,6
S30 83,94 – 48,89 1,14 – 55,22 76,0
Mittelwert 66,17 41,31 34,50 18,36 0,73 41,70 40,3
Std.Abw. 21,04 35,16 17,96 25,94 1,03 13,85 19,4
Mit Adaptation
S3 95,39 – 49,46 64,69 0,00 41,42 106,5
S7 67,53 80,50 84,93 9,62 – 76,86 97,1
S17 59,20 93,01 29,05 – – 47,06 90,9
S20 90,49 66,23 29,02 54,63 – 52,90 87,2
S27 97,07 – 45,15 0,00 0,00 61,82 79,0
S28 90,00 – 28,08 4,40 0,00 49,32 89,6
S29 87,37 – 7,38 0,61 – 48,70 95,1
S30 86,60 – 16,21 44,05 – 58,81 94,6
Mittelwert 84,21 79,91 36,16 25,43 0,00 54,61 92,5
Std.Abw. 12,66 10,94 22,44 25,90 0,00 10,38 7,5
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reich von Tab. 6.5 finden sich die Ergebnisse, die bei den dort aufgefu¨hrten Szenen ohne
eine Adaptation erzielt werden, im unteren Bereich sind die Ergebnisse mit Adaptation
dargestellt, wie sie auch in Tab. 6.3 zu finden sind.
Tab. 6.5 zeigt, dass die mittleren Erkennungsraten durch die Adaptation im Vergleich
zu den Ergebnissen ohne Adaptation bei allen Kategorien mit Ausnahme der Kategorie
”
Tu¨r“ steigen und die Standardabweichungen sinken. Die Erkennungsrate der Kategorie
”
Tu¨r“ sinkt von 0, 73% auf Null, was keine nennenswerte Verschlechterung darstellt, da
die eine erkannte Tu¨r in Szene S27 bei der Szenenanalyse ohne Adaptation auch nicht
korrekt erkannt wird (siehe Anhang F.3).
Bei einem Vergleich der Einzelergebnisse sind teils noch gro¨ßere Verbesserungen fest-
stellbar als es die mittleren Erkennungsraten wiedergeben. In Einzelfa¨llen sind jedoch
auch Verschlechterungen in einzelnen Kategorien ersichtlich, beispielsweise bei der Ka-
tegorie
”
Wand“ in den Szenen S28 – S30. Ursache fu¨r diese Verschlechterungen sind das
unvollsta¨ndige und stark verrauschte Tiefenbild sowie die Adaptationsmechanismen.
Der lokale Experte des Konzepts
”
2D-Region“ passt im Falle einer Adaptation die Para-
meter der verwendeten CWAGM Segmentierung derart an, dass eine U¨bersegmentierung
erzwungen wird, d. h. es entstehen mehr 2D-Regionen als vor der Adaptation vorhan-
den waren. Dadurch werden einige urspru¨ngliche 2D-Regionen in mehrere kleinere 2D-
Regionen geteilt. Durch das unvollsta¨ndige Tiefenbild kann es passieren, dass in der
folgenden Phase der Instanzerstellung der lokale Experte des Konzepts
”
3D-Region“ ei-
nigen dieser neuen kleinen 2D-Regionen keine korrespondierende 3D-Regionen zuordnen
kann, so dass diese bei der spa¨teren Kategorisierung nicht betrachtet werden.
Im Falle einer Adaptation im lokalen Experten des Konzepts
”
Ebene“ erfolgt ein Aus-
tausch der Methode fu¨r die Ebenendetektion. Anstatt der PCA, die alle 3D-Regionen
betrachtet, kommt der RANSAC Algorithmus zum Einsatz, der regionenu¨bergreifend
alle 3D-Punkte betrachtet, die noch keiner Ebene zugeordnet werden konnten. Bei der
Ebenendetektion mittels des RANSAC Algorithmus bleiben 3D-Punkte außer Betracht,
die zu stark verrauscht sind. Diese bilden wiederum die Grundlage fu¨r die Detektion
von 3D Clustern, die letztlich als Basis fu¨r Hindernisse dienen. Somit ist es mo¨glich,
dass bei stark verrauschten Tiefenbildern zuna¨chst die Wa¨nde besser erkannt, durch die
nachfolgende Hinderniserkennung Teile der Wand aber schließlich Hindernissen zuge-
ordnet werden. Treten die beiden Adaptationen bei einer Szenenanalyse gemeinsam auf,
ko¨nnen sich die negativen Effekte auch u¨berlagern.
Insgesamt bleiben diese negativen Effekte der Adaptation sehr gering, womit sich letzt-
lich die mittlere Gesamterkennungsrate von 41, 70% auf 54, 61% erho¨ht. Damit ist ge-
zeigt, dass mit Hilfe der Adaptation Verbesserungen im Endergebnis erreicht werden.
Als Konsequenz steigt allerdings die Verarbeitungszeit, die im Endeffekt davon abha¨ngig
ist, wie viele Adaptationen bei der Analyse einer Szene durchgefu¨hrt und wie viele In-
stanzknoten bei jeder Adaptation aus dem bestehenden Instanznetz gelo¨scht und wieder
eingefu¨gt werden mu¨ssen. Diese Operationen sind zeitintensiv, da auch alle betroffenen
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Kanten neu auszurichten sind, um zu jedem Zeitpunkt eine konsistente Struktur des
semantischen Netzes zu gewa¨hrleisten. Das zeigt auch der Vergleich der Verarbeitungs-
zeiten in Tab. 6.5, bei der die mittlere Verarbeitungszeit bei durchgefu¨hrten Adap-
tationen mehr als doppelt so hoch ist wie ohne Adaptationen. Allerdings lassen sich
aus diesen Werten keine allgemein gu¨ltigen Aussagen bezu¨glich der zusa¨tzlich beno¨tig-
ten Verarbeitungszeit pro Adaptation ableiten, da es aus den oben genannten Gru¨nden
nicht abzuscha¨tzen ist, wie hoch die zusa¨tzliche Verarbeitungszeit fu¨r Adaptationen sein
wird.
6.4 Diskussion der Ergebnisse
Die Versuche in der VR-Umgebung ohne jegliche Sto¨reinflu¨sse zeigen, dass die Sze-
nenanalyse unter diesen Bedingungen eine sehr gute Gesamterkennungsrate von 95%
erzielt. Als einziges Problem erweist sich die Erkennung von geschlossenen Tu¨ren aus
unterschiedlichen Perspektiven und Entfernungen, was sich nur durch Einbringen von
zusa¨tzlichen Wissen in die Szenenanalyse lo¨sen la¨sst. Dass die Erkennung von Tu¨ren
allerdings auch als isoliert betrachtetes Problem noch nicht ausreichend gelo¨st ist, zei-
gen die in Kap. 3 vorgestellten Arbeiten von Kim und Nevatia [KN98, KN99] sowie
Anguelov et al. [AKPT04], so dass eine eingehendere Betrachtung dieser Problematik
weit u¨ber den Umfang dieser Arbeit hinausgeht.
Die Ergebnisse zur Ermittlung der quantitativen Robustheit lassen fu¨r den Fall rea-
ler Szenen eine maximale mittlere Gesamterkennungsrate von ca. 60% erwarten, die
das System auch fast erreicht. U¨ber den Vergleich der Konfusionsmatrizen fu¨r die VR-
Szenen und die realen Szenen la¨sst sich die niedrigere Gesamterkennungsrate durch das
unvollsta¨ndige und verrauschte Tiefenbild begru¨nden. Demnach ergibt sich das gro¨ßte
Verbesserungspotential durch eine Verbesserung des Tiefenbilds hinsichtlich des Rau-
schens und der Vollsta¨ndigkeit. Dieses la¨sst sich mit der in dieser Arbeit verwendeten
Methoden zur Disparita¨tberechnung nicht erreichen, da durch das Konfindenz- und Un-
iqueness Filter (Kap. 5.1.4) eine Verminderung des Rauschens mit einer Verminderung
der Anzahl der Tiefenwerte einhergeht und eine Erho¨hung der Anzahl der Tiefenwer-
te mit einer Zunahme des Rauschens verbunden ist. Daher bleiben als Alternative die
Verwendung anderer Stereoalgorithmen zur Bestimmung des Tiefenbildes, die jedoch
noch eine Verarbeitungszeit im Minutenbereich besitzen und deren Eignung fu¨r Innen-
raumumgebungen auch nicht gekla¨rt ist, oder der Einsatz aktiver Sensoren wie eine
3D-Kamera [HLR04] oder eine Kombination aus Farbkamera und 3D-Laserscanner. 3D-
Kameras besitzen zum Zeitpunkt dieser Arbeit eine maximale Auflo¨sung von 160 × 120
Bildpunkten, die fu¨r eine Szenenanalyse von weitla¨ufigen Innenra¨umen zu gering ist. Der
Einsatz einer Kombination aus Farbkamera und 3D Laserscanner wird in dieser Arbeit
aus pragmatischen Gru¨nden wie Einbaugro¨ße und Kosten nicht verfolgt.
Die Verarbeitungszeit der Szenenanalyse ist fu¨r eine Echtzeitverarbeitung noch zu hoch,
sie spielt in dieser Arbeit jedoch nur eine sekunda¨re Rolle. Fu¨r zuku¨nftige Arbeiten
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ist eine Verku¨rzung der Verarbeitungszeit notwendig. Dafu¨r ist eine Parallelisierung der
Verarbeitung wu¨nschenswert, um die in Zukunft immer gu¨nstigere und leistungsfa¨higere
Multicore Technologie nutzen zu ko¨nnen. Realisieren ließe sich dieses durch eine Teilung
des Instanziierungspfades in mehrere parallel zu verarbeitende Teilpfade.
Unter den gegebenen Bedingungen erreicht die entwickelte Innenraumszenenanalyse na-
hezu die maximal mo¨gliche Erkennungsrate, wozu auch die Adaptation beitra¨gt, wie der
letzte Abschnitt gezeigt hat. Daraus folgt, dass das auf dem Modell von Palmer basieren-
de Konzept zur Modellierung von a priori Wissen und dessen Verarbeitung tragfa¨hig ist.
Die explizite Repra¨sentation dieses Wissens in Form eines semantischen Netzes mit ein-
gebetteten lokalen Experten erlaubt zudem eine einfache Erweiterung der bestehenden
Wissensbasis. Die Evaluierung des Systems in einer VR-Umgebung und der Vergleich
dieser Ergebnisse mit denjenigen, die bei realen Szenen erzielt werden, ermo¨glicht letzt-
lich eine sehr detaillierte Analyse der noch bestehenden Schwachstellen des Systems.
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Kapitel 7
Zusammenfassung und Ausblick
Gegenstand der vorliegenden Arbeit ist die technische Realisierung eines Szenenanalyse-
systems, das die Erkennung mehrerer Objektkategorien unabha¨ngig von deren visuellen
Erscheinungsbild und die Generierung einer semantischen Beschreibung der mit Hilfe
von Sensoren erfassten Szene vom Standpunkt des beobachtenden Systems zum Ziel
hat. Dieses System soll so allgemein gehalten sein, dass es beliebig erweiterbar und in
unterschiedlichen Anwendungsgebieten einsetzbar ist.
In dieser Arbeit ist die mobile Robotik das Anwendungsgebiet, in dem erstmals eine auf
Farbaufnahmen einer Stereokamera basierende Innenraumszenenanalyse zur Erkennung
der fu¨nf Objektkategorien Boden, Wand, Decke, Tu¨r und Hindernis entwickelt wird. Sie
ist eine notwendige Voraussetzung, um Robotern eine funktionale Navigation in Innen-
raumumgebungen sowie eine intuitive Mensch-Maschine-Interaktion zwischen Roboter
und Personen zu ermo¨glichen, die nicht auf den Umgang mit Robotern geschult sind.
Fu¨r die Realisierung der Innenraumszenenanalyse ist sehr viel a priori Wissen u¨ber In-
nenraumumgebungen notwendig, um deren Komplexita¨t und Dynamik Rechnung tragen
zu ko¨nnen. Die Schwierigkeiten der Aufgabenstellung liegen darin, dieses a priori Wissen
zu identifizieren und dafu¨r einen anwendungsunabha¨ngigen Darstellungsformalismus zu
finden, der es ermo¨glicht, umfangreiches, unterschiedlich kodiertes und repra¨sentiertes
a priori Wissen in eine strukturierte Form zu u¨berfu¨hren, die sowohl der Entwickler des
Szenenanalysesystems verstehen und u¨berblicken als auch ein Rechner verarbeiten kann.
Weiterhin stellt sich die Frage, wie dieses Wissen am besten zu verarbeiten ist und wie
das Endergebnis dargestellt wird.
Die Antwort auf die Frage, wie das Wissen zu strukturieren und zu verarbeiten ist, lie-
fert das Modell der menschlichen visuellen Perzeption von Palmer, das in dieser Arbeit
erstmals die Grundlage fu¨r die Realisierung eines Szenenanalysesystems bildet. Dieses
Modell besteht aus vier Verarbeitungsstufen. Die bildbasierte Verarbeitungsstufe arbei-
tet ausschließlich auf den Bilddaten und sucht dort nach homogen kolorierten Regionen.
Die nachfolgende oberfla¨chenbasierte Verarbeitungsstufe nutzt Wissen u¨ber den Sze-
nenaufbau, um aus den Bildregionen erwartete Oberfla¨chen abzuleiten. In der objekt-
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basierten Verarbeitungsstufe werden diese Oberfla¨chen mental zu vollsta¨ndigen Objek-
ten erweitert. Die kategoriebasierte Verarbeitungsstufe ordnet den gefundenen Objekten
letztlich einer Kategorie und somit eine Funktion zu. Ein wesentlicher Aspekt von Pal-
mers Modell ist die kombinierte daten- (Bottom-Up) und modellgetriebene (Top-Down)
Verarbeitung der vier Stufen. Die Ergebnisse einer Stufe sind vorla¨ufige Hypothesen, die
durch Ru¨ckmeldungen nachfolgender Stufen verifiziert und verfeinert werden ko¨nnen.
Fu¨r eine u¨bersichtliche Darstellung und die strukturierte Abbildung von umfangreichen
Wissen auf die vier Verarbeitungsstufen kommt in dieser Arbeit als Darstellungsforma-
lismus ein semantisches Netz zum Einsatz. Durch eine Formalisierung seiner Knoten und
Kanten la¨sst sich das semantische Netz in einem Rechner verarbeiten. In dieser Arbeit
erfolgt eine Aufteilung der Knoten in Konzept- und Instanzknoten, wobei die Konzept-
knoten das a priori Wissen und die Instanzknoten die Endergebnisse der Szenenanalyse
repra¨sentieren. Die Instanzknoten sind u¨ber Individualisierungskanten an ihre Konzept-
knoten gebunden, womit eine geschlossene Darstellung des a priori Wissens samt der von
diesem Wissen abgeleiteten Ergebnisse erreicht wird. Fu¨r die Strukturierung der Kno-
ten stehen zudem Bestandteilskanten, Datumskanten und Konkretisierungskanten zur
Verfu¨gung, wobei letztere fu¨r die Aufteilung der Knoten auf die vier Verarbeitungsstufen
nach Palmers Modell zusta¨ndig sind.
Da das semantische Netz urspru¨nglich nur deklaratives Wissen abbilden kann, fu¨r die
Szenenanalyse jedoch auch prozedurales Wissen notwendig ist, sind in die Konzeptkno-
ten sogenannte lokale Experten eingebettet, was eine neuartige Erweiterung des seman-
tischen Netzes darstellt. Die lokalen Experten stellen das prozedurale Wissen in Form
von Regeln zur Verfu¨gung, die u¨ber Schnittstellen das semantische Netz manipulieren
und Methoden aufrufen ko¨nnen, die implizites prozedurales Wissen darstellen und in
Form von Algorithmen implementiert sind. Die lokalen Experten sind somit in sich ab-
geschlossene Wissensbasen eines Expertensystems nach Puppe.
Die Verarbeitung des semantischen Netzes wird von einer Inferenzmaschine mit Hilfe
von vier Regeln durchgefu¨hrt. Diese bilden die globale Steuerung, die drei verschiedene
Phasen unterscheidet. In der ersten Phase wird das semantische Netz unter Beachtung
der Knotenabha¨ngigkeiten in einen Instanziierungspfad u¨berfu¨hrt, der die serielle Verar-
beitung der Konzeptknoten entsprechend den Verarbeitungsstufen nach Palmers Modell
ermo¨glicht. Darauf folgen abwechselnd Phasen der Instanzerstellung und der Top-Down
Auswertung, in denen die globale Steuerung die lokalen Experten in die Verarbeitung
einbindet und deren Regeln aktiviert.
In der Phase der Instanzerstellung erfolgt eine datengetriebene (Bottom-Up) Verarbei-
tung des Instanziierungspfades, d. h. ein Durchlauf dieses Pfades von der bildbasierten
zur kategoriebasierten Verarbeitungsstufe. In dieser Phase erzeugen die lokalen Experten
neue Ergebnisse in Form von Instanzknoten, bewerten deren Qualita¨t und ko¨nnen die
Instanzerstellung geeignet adaptieren und wiederholen, falls die Bewertung nicht aus-
reichend ist. Bei Erreichen des letzten Konzeptknotens im Instanziierungspfad ist die
Phase der Instanzerstellung beendet.
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Auf jede Phase der Instanzerstellung folgt eine Phase der Top-Down Auswertung, in
der der Instanziierungspfad modellgetrieben, d. h. von der kategoriebasierten zur bild-
basierten Verarbeitungsstufe durchlaufen wird. Hierbei fu¨hren die lokalen Experten eine
hierarchische Bewertung der Instanzknoten durch, mit der deren Sicherheit und Bedeu-
tung fu¨r die nachfolgenden Instanzknoten erfasst wird. Auf Grundlage dieser Bewertung
ist wiederum eine Adaptation der Instanzerstellung mo¨glich. Erfolgt eine Adaptation, ist
die Phase der Top-Down Auswertung beendet und es schließt sich eine neue Phase der
Instanzerstellung an, um die durch die Adaptation bewirkten A¨nderungen durch den In-
stanziierungspfad zu propagieren. Erreicht die Top-Down Auswertung ohne Adaptation
den Anfang des Instanziierungspfades, ist die Szenenanalyse beendet. Dieser Softwa-
rerahmen realisiert somit die bidirektionale Verarbeitung nach Palmers Modell, wobei
diese ausschließlich von der verwendeten Wissensbasis bzw. den darin vorgenommenen
Bewertungen und Adaptationen abha¨ngig ist.
Der vorgestellte Softwarerahmen bildet die Grundlage fu¨r die Entwicklung eines se-
mantischen Netzes, das a priori Wissen fu¨r die oben genannte Innenraumszenenanaly-
se entha¨lt. Dieses setzt sich aus einem Sensor- und einem Umweltmodell zusammen.
Das Sensormodell beschreibt die Abbildungseigenschaften sowie die relative Anordnung
der verwendeten Stereokamera zur betrachteten Szene. Das Umweltmodell entha¨lt das
Wissen u¨ber Innenraumszenen und besteht aus mehreren Konzeptknoten, die auf die
vier Verarbeitungsstufen nach Palmers Modell aufgeteilt sind. Es beschreibt in der kate-
goriebasierten Verarbeitungsstufe die zu erkennenden Objektkategorien Boden, Decke,
Wand, Tu¨r und Hindernis sowie deren ra¨umliche Relationen zueinander. In der objekt-
basierten Verarbeitungsstufe erfolgt eine Konkretisierung der Objektkategorien durch
geometrische Primitive. Dabei werden Bo¨den, Decken, Wa¨nde sowie Tu¨ren mit Hilfe
von Ebenen und Hindernisse durch Quader modelliert. Zusa¨tzlich dienen Begrenzungen
der Trennung einzelner Primitive. In der oberfla¨chenbasierten Verarbeitungsstufe wer-
den die geometrischen Primitive durch 3D-Regionen, 3D-Cluster und 3D-Linien kon-
kretisiert, die alle auf 3D-Punkten beruhen, die Teil eines Tiefenbilds sind, welches mit
Hilfe der Stereoskopie aus den beiden Kamerabildern berechnet wird. Letztere finden
sich in der bildbasierten Verarbeitungsstufe zusammen mit 2D-Regionen und 2D Linien,
die Konkretisierungen der 3D-Regionen bzw. 3D-Linien darstellen.
Das fu¨r die Erzeugung von Instanzen, deren Bewertung und die Adaptation beno¨tig-
te prozedurale a priori Wissen ist in den lokalen Experten enthalten. Die Erzeugung
von Instanzen beruht in der bild-, oberfla¨chen- und objektbasierten Verarbeitungsstu-
fe auf Methoden aus dem Bereich der Bildverarbeitung, die dem aktuellen Stand der
Technik entsprechen, wozu beispielsweise die CWAGM Segmentierung, die PCA oder
der RANSAC Algorithmus geho¨ren. In der kategoriebasierten Verarbeitungsstufe erfolgt
die Erzeugung von Instanzen mit Hilfe von Fuzzy-Sets und unscharfen Regeln. Fu¨r die
Bewertung der erzeugten Instanzen kommen in den ersten drei Verarbeitungsstufen auf
Heuristiken beruhende Bewertungsfunktionen zum Einsatz, in der kategoriebasierten
Verarbeitungsstufe dienen dagegen die Zugeho¨rigkeitsgrade der einzelnen Instanzkno-
ten zu den verschiedenen Fuzzy-Sets als Grundlage fu¨r die Bewertung. Adaptationen
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kommen schließlich in den lokalen Experten der Konzeptknoten
”
2D-Region“,
”
Ebene“
und
”
3D-Cluster“ zum Einsatz. Im ersteren erfolgt eine Anpassung der Parameter der
CWAGM Segmentierung, um Untersegmentierungen zu vermeiden. Bei der Ebenende-
tektion nimmt der lokale Experte einen Austausch der Methoden vor, um dem starken
Rauschen im Tiefenbild Rechnung zu tragen. Vor der Adaptation werden die Ebenen
mit Hilfe der PCA, nach der Adaptation mittels des RANSAC Algorithmus ermittelt.
Der lokale Experte des Konzeptknotens
”
3D-Cluster“ manipuliert wa¨hrend der Adap-
tation Fakten in Form von Instanzknoten des Konzepts
”
Ebene“. Er entfernt schlecht
bewertete Ebenen und sucht in deren 3D-Punkten sowie in den noch nicht zugeordneten
3D Punkten nach neuen Clustern.
Die Bewertung des entwickelten Systems erfolgt anhand der Korrektheit des verwende-
ten a priori Wissens und dessen Robustheit gegenu¨ber Sto¨reinflu¨ssen in den Sensorda-
ten sowie der Verarbeitungszeit. Die Korrektheit und Robustheit werden erstmals im
Forschungsbereich der Szenenanalyse getrennt voneinander und quantitativ erfasst. Die
dafu¨r notwendige Kontrollierbarkeit des Sensorrauschens wird durch den Einsatz einer
VR-Umgebung mit einer darin simulierten Stereokamera erreicht. Der Vergleich der in
der VR-Umgebung gewonnenen Ergebnisse mit manuell erstellen Referenzen zeigt, dass
mit dem verwendeten a priori Wissen unter idealen Bedingungen bei einer Standard-
abweichung von 1, 72% im Mittel 95,81% der Bildbereiche korrekt den zu erkennenden
Objektkategorien zugeordnet werden. Durch die quantitative Erfassung der Robustheit
la¨sst sich zudem fu¨r Analysen realer Szenen eine mittlere mo¨gliche Erkennungsrate von
60% vorhersagen, die das System auch erreicht. Weiterhin zeigt eine Untersuchung der
Adaptation anhand realer Szenen, dass dieser Mechanismus bei denjenigen Szenen, bei
denen das System eine Adaptation vornimmt, eine Steigerung der Gesamterkennungs-
rate von 13% erbringt, die jedoch zu Lasten der Verarbeitungszeit geht. Diese liegt im
Idealfall bei ca. 26 s pro Szene, durch die Adaptationen erreicht das System im Mittel
eine Verarbeitungszeit von ca. 53 s. Insgesamt ist festzuhalten, dass das Modell von Pal-
mer erfolgreich fu¨r die technische Realisierung von Szenenanalysesystemen einsetzbar
ist.
Die wesentlichen Beitra¨ge dieser Arbeit lassen sich wie folgt zusammenfassen:
• Erstellung eines anwendungsunabha¨ngigen, modularen Konzepts fu¨r die Szenen-
analyse, basierend auf dem Modell der menschlichen visuellen Perzeption nach
Palmer.
• Entwicklung eines um lokale Experten erweiterten semantischen Netzes fu¨r die
explizite und implizite Repra¨sentation von a priori Wissen in deklarativer und
prozeduraler Form zur Umsetzung des Modells von Palmer.
• Realisierung eines semantischen Netzes fu¨r die Innenraumszenenanalyse zur De-
tektion von Bo¨den, Wa¨nden, Decken, Tu¨ren und Hindernissen.
• Evaluierung des Gesamtsystems und erfolgreiche Verfizierung des Modells von Pal-
mer anhand einer getrennten und quantitativen Bewertung der drei Kriterien Kor-
rektheit, Robustheit und Effizienz in einer VR-Umgebung sowie mit realen Daten.
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Fu¨r zuku¨nftige Arbeiten ist auf Grund der hohen Verarbeitungszeit die Erweiterung
des Softwarerahmens fu¨r die Szenenanalyse um eine Parallelisierung der Verarbeitung
wu¨nschenswert, um die in Zukunft immer gu¨nstigere und leistungsfa¨higere Multicore
Technologie zur Steigerung der Verarbeitungsgeschwindigkeit nutzen zu ko¨nnen. Wei-
terhin ist eine Erweiterung der Syntax des semantischen Netzes sinnvoll. Dazu za¨hlen
vor allem weitere Kanten zur Modellierung von Wissen, wie z. B. eine Spezialisierungs-
kante, um das aus der objektorientierten Programmierung bekannte Vererbungskonzept
nutzbar zu machen, und eine Kante zur Modellierung zeitlicher Abha¨ngigkeiten, damit
auch Wissen u¨ber zeitliche Abha¨ngigkeiten in die Szenenanalyse eingebunden werden
kann. Letztere ermo¨glicht die Durchfu¨hrung von Analysen dynamischer Szenen, die in
dieser Arbeit außer Betracht bleiben.
Letztlich ist speziell in der hier gewa¨hlten Anwendung der Innenraumszenenanalyse eine
Erweiterung des bislang verwendeten Wissens vor allem im Bereich der Tu¨rerkennung
notwendig, um das System weiter zu verbessern. Es wa¨re vermessen zu behaupten, dass
das bislang verwendete Wissen in diesem Anwendungsbereich mit dem des Menschen
konkurrieren kann, aber es wurde gezeigt, dass damit die bestmo¨glichen Ergebnisse er-
zielt werden und dass mit dem auf dem Modell von Palmer und dessen Umsetzung in
einem semantischen Netz ein Konzept zur Verfu¨gung steht, das fu¨r zuku¨nftige Forschun-
gen im Bereich der Szenenanalyse tragfa¨hig ist.
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Anhang A
Kameraparameter
Die in dieser Arbeit verwendete Stereokamera ist in Abb. A.1 dargestellt und besteht aus
zwei baugleichen Digitalkameras mit einer maximalen Auflo¨sung von 1280 x 960Pixeln.
Die verwendeten Linsen haben eine Brennweite von 6mm. Der mechanischen eingestellte
Basisabstand zwischen beiden Kameras betra¨gt 85mm.
Abbildung A.1: Verwendete Stereokamera.
Tab. A.1 und A.2 zeigen die Werte fu¨r die intrinsischen und extrinsischen Kamerapara-
meter, die durch eine Vorabkalibrierung gema¨ß Kap. 4.2.3 und aus den Datenbla¨ttern
der Kamera bzw. durch direkte Messung ermittelt wurden. Zu den Parametern sind
noch folgende Anmerkungen zu geben:
• Die Dimensionen eines Pixels Du und Dv gelten nur fu¨r die jeweils verwendete
Auflo¨sung Su und Sv. Die Abmaße eines Pixels auf dem Sensorchip betragen fu¨r
die verwendeten Kameras laut Datenblatt Du = Dv = 0, 0052mm. Diese Werte
gelten fu¨r die maximal mo¨gliche Auflo¨sung von 1280 x 960Pixeln. Fu¨r niedrigere
Auflo¨sungen mu¨ssen Du und Dv mit einem Skalierungsfaktor multipliziert werden.
Bei einer Auflo¨sung von 320 x 240Pixeln betra¨gt dieser Skalierungsfaktor 4.
• Die Kamera wird im Rahmen dieser Arbeit auf einem Stativ befestigt. Da der
Stativaufbau nicht exakt reproduzierbar ist, muss die Ho¨he h und der Winkel ω
vor jedem Gebrauch der Kamera mit Hilfe eines Maßstabs und eines Winkelmessers
bestimmt werden. Die fu¨r diese beiden Parameter angegebenen Werte stellen daher
nur ein Beispiel dar und sind nicht fu¨r alle Sequenzen identisch.
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A Kameraparameter
Tabelle A.1: Intrinsische Kameraparameter
Parameter Wert fu¨r linke Kamera Wert fu¨r rechte Kamera
f 6,201 mm 6,186 mm
κ1 0,005864 mm
−2 0,030548 mm−2
κ2 −0,046590 mm−4 −0,080076 mm−4
u˜0 152,924 Pixel 152,766 Pixel
v˜0 119,008 Pixel 118,774 Pixel
du 0,0208 mm/Pixel 0,0208 mm/Pixel
dv 0,0208 mm/Pixel 0,0208 mm/Pixel
su 320 Pixel 320 Pixel
sv 240 Pixel 240 Pixel
Tabelle A.2: Extrinsische Kameraparameter
Parameter Wert
tX −84,138464 mm
tY −0,283954 mm
tZ −0,321852 mm
α −0,004245 rad
β 0,002474 rad
γ −0,000187 rad
h 1568 mm
ω 0,139814 rad
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Anhang B
Kameragleichrichtung
Die Aufgabe der Kameragleichrichtung besteht in der U¨berfu¨hrung einer realen Ste-
reoanordnung, wie sie in Abb. B.1(a) skizziert ist, in die ideale Stereoanordnung nach
Abb. B.1(b). Letztere wurde bereits in Kap. 4.2 ausfu¨hrlich vorgestellt (siehe S. 73).
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~
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(a) Reale Stereoanordnung.
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(b) Ideale Stereoanordnung.
Abbildung B.1: Gegenu¨berstellung der idealen und realen Stereoanordnung.
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Wa¨hrend der Kameragleichrichtung sind Werte fu¨r die Kamerakonstante F , den Bild-
mittelpunkt (U0, V0)
T und den Basisabstand B der idealen Stereoanordnung sowie zwei
Transformationsmatrizen TL und TR zu bestimmen, die eine Umrechnung von Bild-
koordinaten (u˜L, u˜L)
T bzw. (u˜R, u˜R)
T der realen Kameras in Bildkoordinaten (uL, uL)
T
bzw. (uR, uR)
T der Kameras der idealen Stereoanordnung ermo¨glichen.
Als Grundlage fu¨r die Kameragleichrichtung dienen die Projektionsmatrizen der beiden
realen Kameras, die im Folgenden vorgestellt werden.
B.1 Projektionsmatrizen
Die 3 x 4 Projektionsmatrix P¯ einer Kamera beschreibt die Abbildung eines Punktes
PWi = (XWi, YWi, ZWi)
T in Weltkoordinaten auf seinen korrespondierenden Bildpunkt
pi = (ui, vi)
T in Bildkoordinaten unter der Annahme, dass die Kamera einer idealen
Lochkamera entspricht, d. h. keine Linsenverzerrungen auftreten. Die Abbildung erfolgt
in homogenen Koordinaten:UiVi
S
 = P¯ ·

XWi
YWi
ZWi
1
 ,
(
ui
vi
)
=
1
S
·
(
Ui
Vi
)
fu¨rS 6= 0 (B.1)
Die Projektionsmatrix la¨sst sich in drei Komponenten zerlegen [Fau96]:
P¯ = A[R|t] (B.2)
Die Matrix A entha¨lt die intrinsischen Parameter der Kamera und beschreibt die Trans-
formation von Punkten im Kamerakoordinatensystem ins Bildkoordinatensystem. Die
Rotationsmatrix R und der Translationsvektor t enthalten dagegen die extrinsischen
Parameter und ermo¨glichen die Transformation von Punkten aus einem beliebig fixier-
ten Weltkoordinatensystem ins Kamerakoordinatensystem. Fu¨r den Zweck der Kamera-
gleichrichtung ist es gu¨nstig, das Weltkoordinatensystem mit dem Kamerakoordinaten-
system X˜K,L der linken Kamera gleichzusetzen und dieses als Referenz zu verwenden.
In diesem Fall ko¨nnen die Komponenten A, R und t der Projektionsmatrix fu¨r die linke
und rechte Kamera direkt aus den intrinsischen und extrinsischen Parametern gema¨ß
Anhang A abgeleitet werden. Fu¨r die linke Kamera gilt:
AL =
−fLd−1u,L 0 u˜0,L0 −fLd−1v,L v˜0,L
0 0 1
 , RL = E , tL = 0 (B.3)
E stellt die Einheitsmatrix dar. Die Komponenten fu¨r die rechte Kamera sind:
AR =
−fRd−1u,R 0 u˜0,R0 −fRd−1v,R v˜0,R
0 0 1
 , RR = R−1LR , tR = −tLR = (−tX ,−tY ,−tZ)T
(B.4)
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Die Matrix RLR stellt dabei die in Kap. 4.2.2 eingefu¨hrte Rotationsmatrix dar, die das
Kamerakoordinatensystem X˜K,L der linken Kamera in das Kamerakoordinatensystem
X˜R,L der rechten Kamera u¨berfu¨hrt:
RLR =
1 0 00 cos(α) sin(α)
0 − sin(α) cos(α)
 ·
cos(β) 0 − sin(β)0 1 0
sin(β) 0 cos(β)
 ·
 cos(γ) sin(γ) 0− sin(γ) cos(γ) 0
0 0 1

(B.5)
B.2 Bestimmung der Transformationsmatrizen
Ausgangspunkt fu¨r die Bestimmung der Transformationsmatrizen TL und TR sind die
Projektionsmatrizen der realen Kameras:
P¯L = AL[RL|tL]
P¯R = AR[RR|tR]
(B.6)
Die Idee hinter der Kameragleichrichtung ist die Konstruktion von neuen Projektions-
matrizen P¯n,L und P¯n,R durch Rotation der gegebenen Projektionsmatrizen um deren
optische Zentren OZR und OZR, bis ihre fokalen Ebenen Z˜K,L = 0 und Z˜K,R = 0
koplanar sind. Zusa¨tzlich mu¨ssen die intrinsischen Parameter der beiden neuen Pro-
jektionsmatrizen identisch sein, d. h. es muss An,L = An,R = A gelten, damit alle in
Kap. 4.2 genannten Eigenschaften der idealen Stereoanordnung erfu¨llt sind (siehe S. 73).
Fu¨r die Bestimmung der Koordinaten der optischen Zentren cL von OZL und cR von
OZR (vgl. Abb. B.1(a)) lassen sich die Projektionsmatrizen in der folgenden Form schrei-
ben [Fau96]:
P¯L = [QL|qL]
P¯R = [QR|qR]
(B.7)
Daraus errechnen sich cL und cR zu [Fau96]:
cL = −Q−1L qL
cR = −Q−1R qR
(B.8)
Durch Auflo¨sen von (B.8) nach qL und qR und Einsetzen in (B.7) folgt:
P¯L = [QL| −QLcL]
P¯R = [QR| −QRcR]
(B.9)
Aus (B.6) und (B.9) ergibt sich der Ansatz fu¨r P¯n,L und P¯n,R nach Fusiello et al.
[FTV00]:
P¯n,L = A[R| −RcL]
P¯n,R = A[R| −RcR]
(B.10)
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Zu bestimmen sind nun die beiden MatrizenA undR, die fu¨r beide Projektionsmatrizen
identisch sind. Nach Fusiello et al. [FTV00] ergibt sich A aus dem arithmetischen Mittel
von AL und AR:
A = 0, 5 · (AL +AR) (B.11)
Somit ergeben sich die intrinsischen Parameter der idealen Stereoanordnung unter der
in dieser Arbeit erfu¨llten Bedingung, dass du,L = du,R und dv,L = dv,R ist, zu:
F = 0, 5 · (fL + fR)
(U0, V0)
T = 0, 5 · ((u˜0,L, v˜0,L)T + (u˜0,R, v˜0,R)T )
(B.12)
Zur Bestimmung der Rotationsmatrix R wird diese zuna¨chst in ihre Zeilenvektoren
zerlegt:
R =
rT1rT2
rT3
 (B.13)
Die einzelnen Zeilenvektoren repra¨sentieren die Koordinatenachsen des neuen Kame-
rakoodinatensystems XK = (XK , YK , ZK)
T (vgl. Abb. B.1(b)) und werden wie folgt
gewa¨hlt:
1. Die XK-Achse verla¨uft entlang der Basislinie, die die beiden optischen Zentren
miteinander verbindet:
r1 =
cL − cR
‖cL − cR‖2 (B.14)
2. Die YK-Achse muss senkrecht auf XK stehen. Ferner soll sie senkrecht zur Z˜K,L-
Achse der linken Kamera verlaufen:
r2 =
k× r1
‖k× r1‖2 (B.15)
k ist hierbei der 3. Zeilenvektor aus RL.
3. Die ZK-Achse muss senkrecht auf XK und YK stehen:
r3 = r1 × r2 (B.16)
Aus r1 und cR la¨sst sich der Basisabstand berechnen:
B = rT1 · cR (B.17)
Werden die neuen Projektionsmatrizen analog zu den gegebenen Projektionsmatrizen
nach Gleichung (B.7) zerlegt, ergibt sich:
P¯n,L = [Qn,L|qn,L]
P¯n,R = [Qn,R|qn,R]
(B.18)
Anschließend lassen sich die gesuchten Transformationsmatrizen TL und TR wie folgt
bestimmen [FTV00]:
TL = Qn,LQ
−1
L
TR = Qn,RQ
−1
R
(B.19)
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Anhang C
Algorithmen fu¨r die Szenenanalyse
In diesem Anhang sind diejenigen Algorithmen aufgefu¨hrt, die von den in Kap. 5.1 vor-
gestellten lokalen Experten genutzt werden. Sie sind nicht Bestandteil der Ergebnisse
dieser Arbeit, ihre Arbeitsweise ist jedoch fu¨r das Versta¨ndnis der damit erzielten Er-
gebnisse bei der Szenenanalyse wichtig. Tab. C.1 fasst die vorgestellten Algorithmen
zusammen und gibt die lokalen Experten mit ihrer Kapitelreferenz an, die die entspre-
chenden Algorithmen nutzen.
Tabelle C.1: U¨bersicht u¨ber die in der Szenenanalyse verwendeten Algorithmen.
Algorithmus lokaler Experte Kapitelreferenz
CWAGM Segmentierung 2D-Region 5.1.2
Fast Line Extraction 2D-Linie 5.1.3
3D-Punktrekonstruktion Tiefenbild 5.1.4
DBScan 3D-Cluster 5.1.6
PCA Ebene 5.1.7
RANSAC Ebene 5.1.7
C.1 CWAGM Segmentierung
Die CWAGM Segmentierung ist ein Verfahren fu¨r die Low-Level Segmentierung, die
auf der Wasserscheidentransformation basiert. Ihr schematischer Ablauf ist in Abb. C.1
dargestellt und wird nur kurz erla¨utert. Fu¨r Details sei auf [Alv04] verwiesen.
Zu Beginn der CWAGM Segmentierung wird zuna¨chst eine kantenerhaltende Gla¨ttung
durchgefu¨hrt, um das Rauschen im Ausgangsbild (linkes Kamerabild, Abb. C.1(a)) zu
vermindern. Dieses fu¨hrt ein Medianfilter durch, dem die Kernelgro¨ße als Parameter
u¨bergeben wird.
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Kantenerhaltende
Glättung
(MedianFilter)
Farbkontrastgradient
(a) linkes Kamerabild
(b) geglättetes Bild
Adaptiver
Wasserscheiden-
schwellwert
Wasserscheiden-
transformation
Regionen-
verschmelzung
(e) Regionen nach
Wasserscheiden-
transformation
(f) Regionen nach
Verschmelzung
(c) Gradientenbild
nach Betrag
(d) Gradientenbild
nach Phase
Kernelgröße
Farbraum
Farbkonstrastoperator
Gradientenkernel
Min. Sicherheit
für adaptiven
Schwellwert
Farbschwellwert
Minimale Anzahl
Regionen
Abbildung C.1: Konzept der CWAGM Segmentierung nach Alvarado [Alv04].
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Das gegla¨ttete Bild (Abb. C.1(b)) dient als Grundlage fu¨r die folgende Suche nach Kan-
ten mittels des Farbkontrastgradienten. Dabei wird das Eingangsbild zuna¨chst in seine
drei Komponenten eines als Parameter angegebenen Farbraums transformiert, wobei
sich der XYZ-Farbraum [GW92] als geeignet erwiesen hat. Anschließend erfolgt die ge-
trennte Ermittlung der Gradienten fu¨r alle drei Farbkomponenten durch Faltung mit
einem als Parameter angegebenen Gradientenkernel. Als Gradientenkernel kommen alle
bekannten Kernel in Betracht, die z. B. in [SHB99] aufgefu¨hrt sind. Die komponenten-
weise bestimmten Gradienten werden abschließend mit Hilfe des Farbkontrastoperators
zu einem einzigen Gradienten kombiniert. Als Farbkontrastoperator kommt dabei die
Maximal Directional Derivative [Cum91, Gre99] zum Einsatz. Diese sucht in allen drei
Gradientenbildern nach der gro¨ßten Richtungsableitung und tra¨gt diese in das resultie-
rende Gradientenbild nach Betrag (Abb. C.1(c)) und Phase (Abb. C.1(d)) ein.
Mit Hilfe der Gradientenbilder wird im folgenden Schritt ein adaptiver Schwellwert
fu¨r die Wasserscheidentransformation bestimmt, der auf der Annahme beruht, dass nur
wenige Kanten des Ausgangsbildes tatsa¨chlich vorhandene Objekte voneinander trennen
und die Mehrheit der Kanten durch Lichtreflektionen und Schattenwu¨rfe verursacht
werden. Die Bestimmung des Schwellwerts ist in [Alv04] beschrieben.
An die Bestimmung des adaptiven Schwellwertes schließt sich die Wasserscheidentrans-
formation an, die auf Basis des Betrags des Farbkontrastgradienten die Bildregionen
bestimmt. Das Verfahren betrachtet diesen als Ho¨henprofil, welches simuliert in Was-
ser eingetaucht wird [VS91]. Wa¨hrend dieses Vorgangs bilden sich Wasserbassins, die
ab einer bestimmten Ho¨he ineinander zu fließen drohen. Um dieses zu verhindern, er-
richtet die Simulation an diesen Stellen Wasserscheiden, die mitgefu¨hrt werden, bis das
Ho¨henprofil vollsta¨ndig untergetaucht ist. Die Entscheidung, ob zwei Ho¨hen identisch
sind, wird u¨ber einen Schwellwert getroffen, der aus der Multiplikation des adaptiven
Schwellwerts mit dem Wert des Parameters hervorgeht, der die minimale Sicherheit fu¨r
den adaptiven Schwellwert angibt. Die Wasserscheiden stellen am Ende der Simulation
die resultierenden Regionengrenzen dar, die eine starke U¨bersegmentierung des Aus-
gangsbildes bewirken (Abb. C.1(e)). Diese kann im letzten Verarbeitungschritt reduziert
werden.
Zur Reduktion der U¨bersegmentierung kommt ein graphenbasiertes Verfahren nach Ha-
ris et al. [HEMK98] zum Einsatz, das die erzeugten Bildregionen in einen Nachbar-
schaftsgraphen abbildet. Anschließend beginnt die Verschmelzung auf Basis der Durch-
schnittsfarbe jeder Region. Ist die Differenz der Durschnittsfarben zweier benachbarter
Regionen kleiner als der angegebene Farbschwellwert, werden diese zu einer Region ver-
eint. Das Verfahren terminiert, wenn keine benachbarten Regionen mehr existieren, die
die obige Bedingung erfu¨llen, oder die Gesamtzahl der Regionen gleich der minima-
len Anzahl geforderter Regionen entspricht. Das Endergebnis der gesamten CWAGM
Segmentierung ist in Abb. C.1(f) dargestellt.
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C.2 Fast Line Extraction
Kim et al. [KHK03] stellen in ihrer Arbeit einen Algorithmus zur Extraktion von Linien
aus Kantenbildern vor, der als Ergebnis eine Beschreibung jeder gefundenen Linie in
Form ihres Start- und Endpunktes sowie ihrer La¨nge liefert. Zusa¨tzlich sind diese Linien
noch in vier Gruppen unterteilt, die ihre grobe Orientierung charakterisieren. Dieser als
Fast Line Extraction bezeichnete Algorithmus beruht auf einer zweistufigen Filterung
des Kantenbildes, die in Abb. C.2 dargestellt ist.
Extraktionvon
Liniensegmenten
(gruppenweise)
Rekonstruktion von
Linien
(gruppenweise)
(a) Kantenbild
(b) extrahierte
Segmente, dem Kanten-
bild überlagert
(c) extrahierte
Linien, den Segmenten
überlagert
minimale
Segmentlänge
Suchfenster-
größe
minimale Linienlänge
maximaler
Quantisierungsfehler
Abbildung C.2: Konzept der Linienextraktion nach Kim et al. [KHK03].
Die Linienextraktion beginnt mit der Suche nach Liniensegmenten. Diese Segmente sind
in vier Gruppen unterteilt, wie sie Abb. C.3 darstellt. Demgema¨ß wird das Kantenbild
(Abb. C.2(a)) vier Mal durchlaufen, wobei in jedem Durchlauf nach Segmenten nur einer
Gruppe gesucht wird. U¨ber den Parameter zur Angabe der minimalen Segmentla¨nge
la¨sst sich eine erste Filterung vornehmen. Segmente, die ku¨rzer sind als es der Wert
dieses Parameters zula¨sst, werden verworfen. Das Ergebnis besteht aus je einer Liste
pro Gruppe, wobei jede Liste die in ihr enthaltenen Segmente u¨ber deren Start- und
Endpunkt sowie deren La¨nge beschreibt. Abb. C.2(b) zeigt die Segmente (schwarz) als
U¨berlagerung des Kantenbilds.
Nach der Segmentextraktion erfolgt die gruppenweise Rekonstruktion von Linien aus den
Segmenten, woraus letztlich eine Linienliste pro Gruppe resultiert. Dabei entnimmt der
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GruppeI Gruppe II Gruppe III Gruppe IV
-45°
-45°
Abbildung C.3: Gruppen fu¨r Segmente und Linien.
Algorithmus der Segmentliste der jeweiligen Gruppe ein beliebiges Segment und sucht
vom Endpunkt dieses Segments innerhalb eines quadratischen Fensters nach Startpunk-
ten benachbarter Segmente der gleichen Gruppe. Die Suchfenstergro¨ße wird als Parame-
ter vorgegeben. Findet der Algorithmus ein solches Segment, berechnet er die Steigung
der resultierenden Linie aus dem Startpunkt des ersten und dem Endpunkt des be-
nachbarten Segments. Die Multiplikation dieser Steigung mit der La¨nge des la¨ngeren
Segments ergibt einen Quantisierungsfehler im Vergleich zur Steigung der idealen ma-
thematischen Linie. Ist dieser Fehler kleiner als der als Parameter vorgegebene maximal
erlaubte Quantisierungsfehler, wird das benachbarte Segment als Teil einer neuen Li-
nie betrachtet und aus der Segmentliste der Gruppe entfernt. Der Algorithmus wa¨hlt
dann das neu hinzugefu¨gte Segment als neues Ausgangssegment und beginnt mit einer
erneuten Suche in dessen Nachbarschaft. Eine Linie gilt als vollsta¨ndig, sobald diese
Nachbarschaftssuche erfolglos bleibt. Die neue Linie wird, a¨quivalent zu den Segmenten,
durch ihren Start- und Endpunkt sowie ihre La¨nge beschrieben und in die Linienliste
eingetragen.
Bleibt die Nachbarschaftssuche erfolglos oder ist der berechnete Quantisierungsfehler
gro¨ßer als der Vorgabewert, beginnt die Suche nach einer neuen Linie, indem wiederum
ein beliebiges Segment der Segmentliste entnommen wird. Der Algorithmus terminiert,
wenn die Segmentliste leer ist, d. h. alle Segmente einer Linie zugeordnet wurden. Dabei
ko¨nnen auch Linien auftreten, die nur aus einem einzelnen Segment bestehen.
In einem letzten Verarbeitungsschritt erfolgt eine Filterung der vier enstandenen Li-
nienlisten. Ist die La¨nge einer dort eingetragenen Linie kleiner als die als Parameter
vorgegebene minimale Linienla¨nge, wird sie aus der Liste gelo¨scht. In Abb. C.2(c) sind
die resultierenden Linien visualisiert (schwarz hervorgehoben). In Hellgrau sind zusa¨tz-
lich die Segmente eingezeichnet, die nicht fu¨r die Rekonstruktion einer Linie verwendet
wurden, um den Unterschied zu den Segmenten deutlicher zu machen.
C.3 3D-Punktrekonstruktion
Die 3D-Punktrekonstruktion hat die Bestimmung mo¨glichst vieler 3D Punkte im Welt-
koordinatensystem XW aus den beiden Bildern einer idealen Stereokamera und die Zu-
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ordnung dieser 3D-Punkte zu ihren korrespondierenden Bildpunkten im Bildkoordina-
tensystem uL des linken Bildes zum Ziel. In dieser Arbeit kommt ein von Konolige
[Kon97] implementierter Algorithmus zum Einsatz, dessen Ablauf anhand einer Innen-
raumszene mit den jeweiligen Zwischenergebnissen in Abb. C.4 dargestellt ist. Die darin
enthaltenen Verarbeitungsblo¨cke
”
Disparita¨tsberechnung“,
”
Konfidenzfilter“,
”
Uniquen-
ess Filter“ und
”
Triangulation“ werden im Folgenden anhand dieses Beispiels vorgestellt.
Disparitätsberechnung
Konfidenzfilter
(a)linkes Kamerabild
(b) rechtes Kamerabild
(c) dichtes Tiefenbild
Uniqueness Filter
Uniqueness
Schwellwert QU
Konfidenz-
schwellwert
QK
Triangulation
XK
YK
ZK
(f) 3D Punktwolke
(d) Tiefenbild nach
Konfidenzfilter
(e) Tiefenbild nach
Uniqueness Filter
Fenster-
größe m
max. Disparität Dmax
Abbildung C.4: Ablauf der Rekonstruktion.
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C.3.1 Disparita¨tsberechnung
Das in dieser Arbeit zu Grunde liegende idealisierte Modell einer Stereokamera bildet
einen dreidimensionalen Punkt PKi = (XKi, YKi, ZKi)
T im Kamerakoordinatensystem
auf korrespondierende Bildpunkte pi,L = (ui,L, vi,L)
T und pi,R = (ui,R, vi,R)
T ab, wo-
bei vi,L = vi,R gilt (vgl. Abb. 4.2). Die einzige Voraussetzung dafu¨r ist, dass PKi von
beiden optischen Zentren aus sichtbar ist. Durch Umrechung der Bildkoordinaten in
entsprechende projektive Koordinaten ergibt sich:(
xi,L
yi,L
)
=
(
du(ui,L − U0)
dv(vi,L − V0)
)
und
(
xi,R
yi,R
)
=
(
du(ui,R − U0)
dv(vi,R − V0)
)
(C.1)
Als Disparita¨t oder Parallaxe wird die Differenz (xi,R, yi,R)
T − (xi,L, yi,L)T definiert
[Fau96]. Fu¨r vi,L = vi,R ist die Disparita¨t eine skalare Gro¨ße und kann sowohl in mm als
auch in Pixel angegeben werden:
Di = xi,R − xi,L = du · (ui,R − ui,L) ∝ ui,R − ui,L (C.2)
Anschaulich ergibt sich aus Abb. 4.2, dass eine Disparita¨t von Di = 0 bedingt, dass
sich PKi unendlich weit von den optischen Zentren entfernt befindet. Wird PKi nun
kontinuierlich entlang der ZK-Achse aus dem Unendlichen bis ZK = 0 verschoben,
wa¨chst Di von 0 bis +∞. Die Disparita¨t ist somit ein Maß fu¨r die Entfernung des
Punktes PKi von der Kamera bzw. seiner Tiefe im Raum und wird fu¨r die spa¨ter folgende
Triangulation beno¨tigt.
Die korrespondierenden Bildpunkte pi,L und pi,R sind a priori nicht bekannt, so dass
die Hauptaufgabe bei der Disparita¨tsberechnung die Korrespondenzsuche ist. Sie hat
zum Ziel, zu mo¨glichst jedem Punkt im linken Bild den korrespondierenden Punkt im
rechten Bild zu finden, um anschließend die Disparita¨ten bestimmen zu ko¨nnen. Diese
werden in einem Disparita¨ts- oder Tiefenbild gespeichert.
Die Ansa¨tze fu¨r die Korrespondenzsuche lassen sich in merkmalsbasierte und inten-
sita¨tsbasierte Verfahren unterteilen. Eine ausfu¨hrliche U¨bersicht daru¨ber bieten z. B.
[Fau96, KSK98, SS02]. Bei merkmalsbasierten Verfahren erfolgt in beiden Bildern
zuna¨chst eine Extraktion von geometrischen oder photometrischen Primitiven, wie z. B.
Liniensegmenten [AF87]. Um die aus dem linken und rechten Bild extrahierten Primitive
einander zuzuordnen, werden die fu¨r sie charakteristischen Merkmale bestimmt. Diese
Verfahren liefern schnell robuste Korrespondenzen, allerdings nur an denjenigen Stellen,
an denen Merkmale extrahiert werden konnten.
Intensita¨tsbasierte Verfahren fassen das Bild als Signal auf und versuchen, pi,L und pi,R
auf Basis ihrer Grauwertintensita¨ten (oder Funktionen davon) einander zuzuordnen. Um
eine eindeutige Zuordnung zu erzielen, werden Bildausschnitte anhand eines A¨hnlich-
keitsmaßes verglichen. Diese Bildausschnitte beru¨cksichtigen die Nachbarschaft der be-
trachteten Bildpunkte. Im Gegensatz zu den merkmalsbasierten Verfahren ermo¨glichen
intensita¨tbasierte Verfahren prinzipiell die Bestimmung dichter Tiefenbilder mit einem
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Disparita¨tswert pro Bildpunkt, weshalb das in dieser Arbeit verwendete Verfahren ein
intensita¨tsbasiertes Verfahren ist.
Dieses Verfahren vergleicht nicht direkt die Grauwertintensita¨ten des linken und rech-
ten Kamerabildes, sondern transformiert diese zuna¨chst mit Hilfe des LoG1-Operators
von Marr und Poggio [MP79] in ein Kantenbild. Dies bewirkt eine Unabha¨ngigkeit von
Beleuchtungseffekten und eine Erho¨hung des Signal-Rausch-Abstandes der Korrelati-
onsfunktion [Fau96], die wa¨hrend der Korrespondenzsuche berechnet wird. Abb. C.5
zeigt die Kantenbilder der in Abb. C.4(a) und (b) dargestellten Kamerabilder.
Abbildung C.5: Kantenbilder des linken und rechten Kamerabildes aus Abb. C.4(a) und
(b) fu¨r die Korrespondenzsuche, erzeugt mit dem Laplacian of Gaussian-
Operator.
Auf Grundlage dieser Kantenbilder erfolgt die Suche nach korrespondierenden Punkten,
deren prinzipieller Ablauf fu¨r einen Punkt in Abb. C.6(a) dargestellt ist. Das linke Bild
0 DmaxDi
Di,a
C(D )i,a
vL vR
uL uR
0 Di,max
(u ,v )i,L i,L
T
Di,a
linkesKamerabild rechtes Kamerabild
(b) Korrelationsfunktion(a) Korrelationsfenster
Abbildung C.6: Prinzip der Korrespondenzsuche.
IL(uL, vL) wird willku¨rlich als Referenzbild festgelegt, das rechte Bild IR(uR, vR) dient
als Testbild. Um den Referenzpunkt pi,L = (ui,L, vi,L)
T wird ein quadratisches Korrelati-
onsfenster der Gro¨ße (2m+1)x(2m+1) , m εN, gelegt. Anschließend erfolgen Vergleiche
1Laplacian of Gaussian
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dieses Fensters mit einem gleich großen Korrelationsfenster im Testbild, wa¨hrend letz-
teres entlang der Zeile vR = vi,L pixelweise verschoben wird. Die Verschiebung umfasst
dabei den Bereich uR = ui,L+Di,a mit 0 ≤ Di,a ≤ Dmax. Di,a ist die aktuell zu testende
Disparita¨t und Dmax die gro¨ßte zu testende Disparita¨t. Der Vergleich der beiden Fenster
erfolgt durch ihre Korrelationsfunktion [Fau96]:
C(Di,a) =
1
K
+m∑
u=−m
+m∑
v=−m
[(IL(u+ ui,L, v + vi,L)− IL(ui,L, vi,L))
(IR(u+ ui,L +Di,a, v + vi,L)− IR(ui,L +Di,a, vi,L))]
(C.3)
mit
K = (2m+ 1)(2m+ 1)σL(ui,L, vi,L)σR(ui,L +Di,a, vi,L) (C.4)
In diesen beiden Gleichungen repra¨sentieren IL(ui,L, vi,L) und σL(ui,L, vi,L) den Mittel-
wert und die Standardabweichung im linken Bild an der Stelle (ui,L, vi,L)
T :
IL(ui,L, vi,L) =
1
(2m+ 1)(2m+ 1)
+m∑
u=−m
+m∑
v=−m
IL(u+ ui,L, v + vi,L)
σ2L(ui,L, vi,L) =
1
(2m+ 1)(2m+ 1)
+m∑
u=−m
+m∑
v=−m
(IL(u+ ui,L, v + vi,L)− IL(ui,L, vi,L))2
Entsprechende Formeln gelten auch fu¨r IR(ui,L +Di,a, vi,L) und σR(ui,L +Di,a, vi,L).
Die Korrelationsfunktion C(Di, a) verfu¨gt gewo¨hnlich u¨ber ein globales Maximum an
der Stelle Di, was in Abb. C.6(b) schematisch darstellt ist. Dieser Disparita¨tswert Di
wird schließlich dem Referenzpunkt pi,L = (ui,L, vi,L)
T zugeordnet. Fu¨hrt man die Kor-
relation fu¨r alle Bildpunkte im Referenzbild durch, entsteht ein dichtes Tiefenbild, wie
es in Abb. C.7 fu¨r das Stereobildpaar in Abb. C.5 abgebildet ist. Je heller ein Punkt
darin ist, desto gro¨ßer ist seine Disparita¨t und desto na¨her liegt der korrespondierende
Raumpunkt PKi an der Kamera. Schwarze Stellen im Tiefenbild kennzeichnen ungu¨ltige
I II
Abbildung C.7: Dichtes Tiefenbild fu¨r das Stereobildpaar aus Abb. C.5. Siehe Text fu¨r
ausfu¨hrliche Beschreibung.
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Werte. Es ist zu erkennen, dass bis auf die Randbereiche jedem Bildpunkt eine Dispa-
rita¨t zugeordnet wurde. Die ungu¨ltigen Werte im Randbereich haben zwei Ursachen.
Der Bereich (I) ist von der rechten Kamera nicht sichtbar, so dass darin keine Korres-
pondenzen existieren ko¨nnen. Der Rand (II) ist genau m Pixel breit und entspricht
der halben Gro¨ße des Korrelationsfensters. Wu¨rde das Fenster u¨ber diesen Rand hin-
ausbewegt, la¨gen Teile davon außerhalb des Bildes, was keine vergleichbaren Werte fu¨r
C(Di,a) ergibt. Im Bereich der gu¨ltigen Disparita¨tswerte lassen sich allerdings auch viele
fehlerhafte Korrespondenzen in Form von Rauschen erkennen. Diese resultieren daraus,
dass C(Di,a) in diesen Fa¨llen kein eindeutiges Maximum besitzt oder sich dieses an der
falschen Stelle befindet. Die Ursachen dafu¨r sind:
• Unzureichende Textur: Die Korrelation basiert auf der Textur der Kanten-
bilder. Weist diese im zu durchsuchenden Disparita¨tsbereich keine ausreichende
Varianz auf, was in homogen kolorierten und u¨berleuchteten Bildregionen auftritt,
ergibt sich kein eindeutiges Maximum fu¨r die Korrelationsfunktion. Das gleiche
gilt, wenn oder fu¨r den Fall, dass sich eine Textur horizontal und periodisch im
Suchraum wiederholt. In beiden Fa¨llen ist es nicht mo¨glich, das korrekte Maximum
der Korrelationsfunktion zuverla¨ssig zu finden.
• Lokale Verdeckungen: Wenn ein 3D-Punkt PKi der Szene nur von einem opti-
schen Zentrum aus sichtbar ist, existiert kein korrespondierendes Bildpunktpaar.
Da das Verfahren aber unabha¨ngig davon das Maximum von C(Di,a) sucht, ergibt
sich in diesen Fa¨llen ein fehlerhafter Disparita¨tswert.
Um die Verarbeitung nicht mit fehlerhaften Disparita¨tswerten fortzusetzen, werden diese
mit den beiden folgenden Filtern eliminiert.
C.3.2 Konfidenzfilter
Das Konfidenzfilter hat die Aufgabe, fehlerhafte Disparita¨ten herauszufiltern, die auf
falschen Korrespondenzen beruhen, deren Ursache unzureichende Textur ist.
Um die Filterung zu realisieren, muss zuna¨chst die Textur in einer lokalen Region um je-
den Bildpunkt des linken Kamerabildes bewertet werden. Diese erfolgt nach dem Verfah-
ren von Matthies [Mat92]. Hierbei wird ein quadratisches Fenster zeilenweise horizontal
u¨ber das Bild geschoben, wobei die Fenstergro¨ße mit derjenigen fu¨r die Disparita¨tsbe-
rechnung identisch ist. U¨ber alle Bildpunkte innerhalb dieses Fensters wird ein Maß fu¨r
die Bewertung der Textur errechnet. Dabei erhalten texturstarke Regionen hohe Be-
wertungen und texturschwache Regionen niedrige Bewertungen. Das Ergebnis wird dem
Bildpunkt in der Mitte des Fensters zugewiesen und in einem Konfidenzbild eingetragen,
welches beispielhaft fu¨r eine Szene in Abb. C.8 dargestellt ist.
Anschließend erfolgt ein punktweiser Vergleich des Konfidenz- und Tiefenbildes. Liegt
der Konfidenzwert des betrachteten Punktes unter einem festgelegten Konfidenz-
schwellwert ΘK , wird die Disparita¨t dieses Punktes verworfen und im Tiefenbild als
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(a) Linkes Kamerabild (b) Konfidenzbild
Abbildung C.8: Beispiel fu¨r ein Konfidenzbild. Je heller ein Punkt im Konfidenzbild ist,
desto sta¨rker ist der Bereich um den korrespondierenden Punkt im linken
Kamerabild texturiert. Der schwarze Rand entsteht analog zu dem des Tie-
fenbildes durch die Fensterverschiebung (siehe Abb. C.7(II)).
ungu¨ltig markiert. Das gefiltere Tiefenbild zu dem in Abb. C.8 gezeigten Beispiel ist in
Abb. C.4(d) zu sehen.
C.3.3 Uniqueness Filter
Das Uniqueness Filter eliminiert fehlerhafte Korrespondenzen, die durch sich periodisch
wiederholende Textur und durch lokale Verdeckungen verursacht werden. Es basiert auf
der Arbeit von Di Stefano et al. [DSMMN02].
Das Filter vergleicht das globale Maximum der Korrelationsfunktion C(Di) und die drei
gro¨ßten lokalen Maxima C(D1), C(D2), C(D3), die im Folgenden als Pseudo-Maxima
bezeichnet werden, sowie ihre Positionen Di, D1, D2, D3 anhand von zwei Tests mit-
einander. Der erste Test pru¨ft, ob die Positionen der Pseudo-Maxima nahe am globalen
Maximum liegen:
δD = 1− 4∑3
j=1 |Dj −Di|
(C.5)
δD kann Werte im Intervall [0, 1] annehmen, wobei kleine Werte zeigen, dass die Pseudo-
Maxima nahe am globalen Maximum liegen, was auf eine korrekte Korrespondenz
schließen la¨sst. Große Werte bedeuten, dass die Pseudo-Maxima im Disparita¨tsinter-
vall [0, Dmax] verstreut liegen. Ist δD kleiner als ein festgelegter Schwellwert ΘU , wird
die Disparita¨t Di als korrekt angenommen und nicht gefiltert. Gilt δD ≥ ΘU , kommt
der zweite Test zum Einsatz. Er u¨berpru¨ft anhand der folgenden Gleichung, ob sich das
globale Maximum stark von den Pseudo-Maxima abhebt.
δC =
1
Di
3∑
j=1
(C(Di)− C(Dj)) (C.6)
Die mo¨glichen Werte fu¨r δC liegen ebenfalls im Intervall [0, 1]. Je na¨her δC an 1 liegt,
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desto sta¨rker hebt sich das globale Maximum von den Pseudo-Maxima ab. U¨ber einen
Vergleich von δC mit dem Schwellwert ΘU erfolgt nun die Filterung. Fu¨r δC ≥ ΘU
wird Di behalten, ansonsten verworfen. Abb. C.4(e) zeigt das Tiefenbild fu¨r das Stereo-
bildpaar in Abb. C.4(a) und (b) nach der Anwendung des Konfidenz- und Uniqueness
Filters.
Nach der Filterung erfolgt eine Interpolation des Tiefenbildes. Der Interpolation liegt die
Annahme zu Grunde, dass sich Disparita¨ten in einem lokalen Bereich nur langsam und
stetig a¨ndern. Durch die Interpolation lassen sich Disparita¨ten mit Subpixelgenauigkeit
bestimmen. Mit der hier verwendeten vierfachen Interpolation wird eine Genauigkeit
von 1
16
Pixel erreicht.
C.3.4 Triangulation
Mit Hilfe der Triangulation lassen sich aus dem gefilterten Tiefenbild diejenigen 3D-
Punkte PKi = (XKi, YKi, ZKi)
T im Kamerakoordinatensystem bestimmen, fu¨r die eine
gu¨ltige Disparita¨t vorhanden ist [KSK98]:
XKi =
B · xi,L
Di
=
B · (ui,L − U0)
ui,R − ui,L
YKi =
B · yi,L
Di
=
B · (vi,L − V0)
ui,R − ui,L
ZKi =
B · F
Di
=
B · F
du(ui,R − ui,L)
(C.7)
Die Umrechung der Punkte PKi aus dem KamerakoordinatensystemXK in entsprechen-
de Punkte PWi im Weltkoordinatensystem XW erfolgt schließlich nach Gleichung 4.9.
Abb. C.4(f) zeigt die resultierende 3D-Punktwolke fu¨r die in diesem Abschnitt verwen-
dete Innenraumszene. Zur Orientierung ist das Kamerakoordinatensystem mit einge-
zeichnet.
Aus Gleichung C.7 ist ersichtlich, dass die Entfernung ri = ZKi eines Punktes von der
fokalen Ebene ZK = 0 der Stereokamera umgekehrt proportional zu der Disparita¨t Di
ist. Eine Ungenauigkeit in der Berechnung der Disparita¨t fu¨hrt demzufolge bei kleinen
Disparita¨ten zu großen Fehlern in der Angabe der Entfernung. Dieser addiert sich noch
zu der theoretisch erreichbaren Entfernungsauflo¨sung eines Stereosystems, die als die
minimal unterschiedbare Distanz ∆r in einer Entfernung r definiert ist [Ohm04], und
sich quadratisch mit der Entfernung verschlechtert:
∆r =
r2
B · F ·Dmin (C.8)
Dmin ist die kleinste Disparita¨t, die durch einen Algorithmus detektiert werden kann.
Abb. C.9 zeigt die Entfernungsauflo¨sung fu¨r die in dieser Arbeit verwendete Stereoka-
mera.
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Abbildung C.9: Entfernungsauflo¨sung des in dieser Arbeit verwendeten Stereosystems mit
B = 85mm, F = 6mm und Dmin = 116 Pixel · du, du = 0, 0208mm/Pixel
(vgl. Anhang A).
Zusammenfassend la¨sst sich festhalten, dass auf Grund der Filterung nur mit inhomogen
verteilten 3D-Punkten zu rechnen ist (vgl. Abb. C.4(f)), deren exakte Position im Raum
mit zunehmender Entfernung zur Kamera unsicherer wird. Letzteres ist durch die Ent-
fernungsauflo¨sung (vgl. Abb. C.9) und Ungenauigkeiten in der Disparita¨tsberechnung
begru¨ndet.
C.4 DBScan
Der DBScan2-Clustering Algorithmus von Ester et al. [EKSX96] gruppiert nahe zu-
sammenliegende Punkt in einem beliebigen Raum zu Clustern beliebiger Form. Seine
Motivation bezieht er aus der menschlichen Wahrnehmung. Das menschliche Gehirn
gruppiert die in Abb. C.10 abgebildeten Punkte mu¨helos in zusammenha¨ngende Berei-
che. Grund dafu¨r ist das Gesetz der Na¨he aus der Gestaltpsychologie, das besagt, dass
nahe aneinander liegende, gleichartige Elemente als zusammengeho¨rig aufgefasst wer-
den. In Abb. C.10 ist die Na¨he u¨ber die Dichte der Punkte gegeben. Das rechte Beispiel
zeigt auch, dass Punkte, die nicht nahe genug zusammenliegen, nicht gruppiert werden.
Die Grundidee bei der Formalisierung des Gesetztes der Na¨he im Fall der Gruppie-
rung von Punkten in einem beliebigen Raum beruht auf der Beobachtung, dass jeder
Punkt eines Clusters in seiner unmittelbaren Umgebung eine Mindestdichte in Form
einer Mindestanzahl weiterer Punkte aufweisen muss.
Als unmittelbare Umgebung U des zu betrachtenden Punktes definiert das DBScan
Verfahren eine Hyperkugel mit Radius r, die um diesen Punkt gelegt wird. Im zweidi-
2Density Based Scan
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Abbildung C.10: Beispiele fu¨r das dichtbasierte Gruppieren nach dem Gesetz der Na¨he.
mensionalen Fall beschreibt r einen Kreis, im dreidimensionalen Fall eine Kugel. r ist
als Paramter frei wa¨hlbar. Als weitere Parameter ist die Mindestdichte ρ vorzugeben.
In einem Cluster, der durch seine Dichte definiert ist, existieren zwei unterschiedliche
Arten von Punkten. Punkte innerhalb eines Clusters (core points) und Punkte am Ran-
de des Clusters (border points). Da in der Umgebung eines core points wesentlich mehr
Punkte vorhanden sind als in der eines border points, kann die Mindestanzahl von Punk-
ten innerhalb einer Umgebung nicht als einziges Kriterium fu¨r die Bildung eines Clusters
gelten. Aus diesem Grund werden drei weitere Definitionen eingefu¨hrt, die in Abb. C.11
dargestellt sind.
q
p
(a) directly density-
reachable
q
p
(b) density-reachable
o
p
q
(c) density-connected
Abbildung C.11: Veranschaulichung der Definitionen fu¨r den DBScan Algorithmus.
Definition 5 (directly density-reachable) Ein Punkt p ist directly density-
reachable von einem Punkt q, wenn 1) p ∈ U(q) und 2) |U(q)| ≥ ρ
In Worten bedeutet das, dass ein Punkt p directly density-reachable von einem anderen
Punkt q ist, wenn p ein Element der Umgebung von q ist und die Umgebung von
q die Mindestdichte ρ aufweist. Durch die zweite Bedingung wird die directly density-
reachable Eigenschaft unsymmetrisch, was den Zweck hat, dass nur border points directly
density-reachable von core points sind und nicht anders herum.
Anhand von Abb. C.11(a) la¨sst sich diese Definition erla¨utern. p ist in diesem Beispiel
ein border point mit vier weiteren Punkten in seiner Umgebung U(p) (Kreis). q ist
hingegen ein core point und in dessen Umgebung U(q) befinden sich acht weitere Punkte.
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Es gilt p ∈ U(q) und somit auch q ∈ U(p). Sei ρ = 6, ist |U(q)| = 8 ≥ 6 = ρ, aber
|U(p)| = 4 < 6 = ρ. Somit ist nur p directly density-reachable von q.
Definition 6 (density-reachable) Ein Punkt p ist density-reachable von einem
Punkt q, wenn eine Kette von Punkten p1, . . . ,pn mit p1 = p und pn = q existiert,
so dass pi+1 directly density-reachable von pi ist.
Da bereits die directly density-reachable Eigenschaft unsymmetrisch ist, trifft dieses auch
auf die density-reachable Eigenschaft zu. Weiterhin folgt aus dieser Definition, dass core
points alle untereinander (symmetrisch) density-reachable sein mu¨ssen. Abb. C.10(b)
zeigt zwei Punkte, die diese Eigenschaft aufweisen. Da border points nicht zwangsla¨ufig
density-reachable sein mu¨ssen, ist die folgende, dritte Definition notwendig.
Definition 7 (density-connected) Ein Punkt p ist density-connected zu einem Punkt
q, wenn ein Punkt o existiert, von dem beide Punkte p und q density-reachable sind.
Mit der density-connected Definition ist letztlich eine Eigenschaft definiert, mit der
alle border points eines Clusters symmetrisch verknu¨pft sind. Abb. C.10(c) zeigt zwei
density-connected border points.
Ausgehend von diesen drei Definitionen la¨sst sich nun beschreiben, wie das DBScan-
Verfahren Cluster bildet. Ein Punkt q ist Element eines Clusters C, wenn eine der
beiden folgenden Bedingungen erfu¨llt ist:
1. q ist density-reachable von p und p ∈ C
2. q ist density-connected zu p und p ∈ C
Fu¨r weitere Informationen bezu¨glich der Umsetzung dieses Verfahrens sei auf [EKSX96]
verwiesen.
C.5 PCA
Bei der PCA3 handelt es sich um eine algebraische Methode zur Varianzanalyse eines
Datensatzes, bei der die Varianz jedes Elementes (hier: 3D-Punkte) durch die ermittelten
Hauptkomponenten erkla¨rt wird. Die Hauptkomponenten sind stochastisch unabha¨ngige
Faktoren, mit denen sich die Datenmatrizen als Linearkombination dieser Faktoren in
neue Datenmatrizen unter Erhalt der Gesamtvarianz transformieren lassen. Die Raum-
richtungen der transformierten Matrizen besitzen im Gegensatz zu den urspru¨nglichen
Daten keine linearen Abha¨ngigkeiten mehr. In der Bildverarbeitung wird diese Trans-
formation auch Karhunen-Loe`ve-Transformation[Ohm04] genannt.
3Principal Component Analysis
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Die 3× 3 Kovarianzmatrix K von einer Menge von 3D Punkten ist
K =
 σ2x σxy σxzσxy σ2y σxz
σxz σyz σ
2
z
 (C.9)
K entha¨lt die Varianzen der drei Raumrichtungen und die jeweiligen Kovarianzen.
Die Transformationsmatrix Φ, welche die Kovarianzmatrix orthogonalisiert ist gegeben
durch
ΦT ·K ·Φ =
 σ21 0 00 σ22 0
0 0 σ23
 (C.10)
Sie entha¨lt als Spalten die Eigenvektoren vonK. Der erste Eigenvektor zeigt in Richtung
der gro¨ßten Varianz σ21 der Daten. Der zweite Eigenvektor steht senkrecht auf dem ersten
und beschreibt den gro¨ßten Teil der Varianz σ22, die von dem ersten Eigenvektor nicht
erkla¨rt wird. Insgesamt ko¨nnen so drei aufeinander senkrecht stehenden Eigenvektoren
Φ =
[
v1 v2 v3
]T
und die zugeho¨rigen Eigenwerte σ21 ≥ σ22 ≥ σ23 , welche die Varianz
in Richtung der Eigenvektoren beschreiben, ermittelt werden (Abb. C.12).
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Abbildung C.12: Veranschaulichung der Eigenvektoren und Eigenwerte der PCA im dreidi-
mensionalen Raum.
In dieser Arbeit dient die PCA der Detektion von Ebenen. Liegen die betrachteten 3D-
Punkte nahezu in einer Ebene und wird eine PCA auf diesen Punkten durchgefu¨hrt,
ist der dritte Eigenvektor v3 mit dem Normalenvektor derjenigen Ebene identisch, die
optimal in diese 3D-Punkte passt. Die Varianz σ3 ist bei einer idealen Ebene Null und
kann somit als Bewertungsmaß fu¨r die
”
Flachheit“ der Ebene herangezogen werden. Um
auch die Ausdehnung der Ebene zu beru¨cksichtigen, wird σ3 zur tangentialen Varianz
σT ins Verha¨ltnis gesetzt:
φ =
σ3
σT
=
σ3√
σ1σ2
(C.11)
Nevado et al. [NGBC04] bezeichnen φ als thickness angle.
192
C.6 RANSAC
C.6 RANSAC
Der Random Sample Consensus (RANSAC) Algorithmus [FB87] ist ein robuster Algo-
rithmus fu¨r die Suche nach einem Modell in verrauschten Daten. In dieser Arbeit stellt
das Modell eine Ebene dar. Anhand der Ebenendetektion in einer gegebenen Menge an
3D-Punkten und Abb. C.13 soll der Ablauf des Algorithmus verdeutlicht werden, der
sich in drei Schritte gliedert:
GesamterDatensatz (N Punkte)
Geschätzte Ebene (n Punkte)
Z
W
X
W
Y
W Der Hypothese zugeord-
nete Punkte (Inlier)
n Punkte für Hypothese
Der Hypothese nicht zuge-
ordnete Punkte (Outlier)
Abbildung C.13: Veranschaulichung des RANSAC Algorithmus.
1. Zuna¨chst wa¨hlt sich der RANSAC Algorithmus aus der Gesamtmenge N der zu
betrachtenden 3D-Punkte n < N Punkte zufa¨llig aus. Die n Punkte mu¨ssen aus-
reichen, um eine Modellhypothese zu erstellen, im Fall von Ebenen sind das min-
destens drei.
2. Aus den n ausgewa¨hlten Punkten wird im Folgenden eine Modellhypothese gene-
riert. Im Fall der Ebene kann beispielsweise die im vorherigen Abschnitt vorgestell-
te PCA herangezogen werden. Alternativ ist auch eine geometrische Bestimmung
der Ebene aus den Punkten mo¨glich. La¨sst sich keine gute Modellhypothese gene-
rieren, kehrt der Algorithmus zum ersten Schritt zuru¨ck.
3. An die Generierung der Modellhypothese schließt sich deren Verifikation an. Eine
Kostenfunktion beschreibt dabei die Qualita¨t der Hypothese. In der Regel ist die
Kostenfunktion die Anzahl der Punkte, die sich innerhalb einer gewissen Toleranz
der Hypothese zuordnen lassen. Falls diese Anzahl u¨ber einem Schwellwert liegt,
ist die Qualita¨t der Hypothese ausreichend gut.
Im Fall von Ebenen la¨sst sich der Abstand eines Punktes von der generierten
Ebene als Maß heranziehen, um die Anzahl der zur Hypothese zuordbaren Punkte
zu ermitteln. Ist der Abstand des Punktes kleiner als ein vorgegebener tolerierbarer
Maximalabstand, geho¨rt der Punkt zur Hypothese, ansonsten nicht.
Findet der Algorithmus wa¨hrend der Modellevaluierung zu wenig Punkte um die
Hypothese zu besta¨tigen, beginnt er wieder im ersten Schritt. Sind auch nach einer
vorgegebenen Anzahl an Iterationen noch keine Ebenen detektiert worden, bricht
der Algorithmus mit negativen Ergebnis ab.
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Anhang D
CLIPS Wissensbasis
Die nachfolgenden Programmlistings zeigen die Wissensbasis fu¨r die globale Steuerung
und den lokalen Experten des Konzeptknotens
”
Ebene“, wie sie in Fuzzy-Clips imple-
mentiert ist. Eine genaue Beschreibung der Syntax von Regeln, Fakten und Objekten
findet sich in [Gia02].
D.1 Globale Steuerung
(deftemplate status -fact
(slot status (type SYMBOL) (default ?NONE))
(slot pass (type INTEGER) (default ?NONE))
(slot dir (type INTEGER) (default ?NONE))
(slot focus (type SYMBOL) (default ?NONE))
(slot concept (type INSTANCE -NAME) (default ?DERIVE ))
)
(deftemplate result -fact
(slot entity (type SYMBOL) (default ?NONE))
(slot nGood (type INTEGER) (default ?NONE))
(slot nBad (type INTEGER) (default ?NONE))
(slot topdown (type FLOAT) (default ?NONE))
)
(defrule Init -Rule
?fact <- (initial -concept ?initConcept)
=>
(watch globals)
(set -strategy complexity)
(get -initial -concept ?initConcept)
(assert (status -fact (status init) (pass ?*pass*) (dir ?*dir*)
(focus INIT )))
)
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(defrule Idle -Rule (declare (salience -100))
?statusFact <- (status -fact)
=>
(bind ?status next)
(if (= (remaining -steps) 0) then
(printout t crlf "PASS #" ?*pass* " COMPLETED !" crlf crlf)
(if (not (next -task)) then
(bind ?status completed)
)
else
(bind ?*focus* (+ ?*focus* ?*dir *))
)
(if (eq ?status next) then
(modify ?statusFact (status next))
)
)
(defrule Next -Object
?statusFact <- (status -fact (status next))
=>
(bind ?entity (nth$ ?* focus* ?* instpath *))
(do -for -instance ((? concept ?entity )) (eq ?concept:status Concept)
(progn
(semnet "SelectNode" (instance -name ?concept ))
(bind ?status none)
(switch ?*task*
(case 0 then
(bind ?status process)
(if (and (= ?*pass* 1) (check -object -links ?concept )) then
(bind ?status missingparts)
)
)
(case 1 then
(bind ?status evaluate)
)
)
(modify ?statusFact (status ?status) (pass ?*pass*) (dir ?*dir*)
(focus ?entity) (concept ?concept ))
)
)
)
(defrule TopDownStep
?statusFact <- (status -fact (status process) (dir -1) (focus ?entity)
(concept ?concept ))
?resultFact <- (results (entity ?entity ))
=>
(send ?concept check -topdown -processing ?statusFact ?resultFact)
)
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(defclass PLANE (is-a NODE) (role concrete)
(multislot normal (type FLOAT)
(default)
(visibility public)
(create -accessor read -write)
(access read -write)
)
(multislot offset (type FLOAT)
(default)
(visibility public)
(create -accessor read -write)
(access read -write)
)
(slot distance (type FLOAT)
(default 0.0)
(visibility public)
(create -accessor read -write)
(access read -write)
)
(slot midY (type FLOAT)
(default 0.0)
(visibility public)
(create -accessor read -write)
(access read -write)
)
(slot sizeY (type FLOAT)
(default 0.0)
(visibility public)
(create -accessor read -write)
(access read -write)
)
(slot sizeXZ (type FLOAT)
(default 0.0)
(visibility public)
(create -accessor read -write)
(access read -write)
)
(slot hAngle (type FLOAT)
(default 0.0)
(visibility public)
(create -accessor read -write)
(access read -write)
)
(slot points3D (type INTEGER)
(default 0)
(visibility public)
(create -accessor read -write)
(access read -write)
)
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(multislot fzFacts (type FACT -ADDRESS)
(default)
(visibility public)
(create -accessor read -write)
(access read -write)
)
)
(defmessage -handler PLANE set -processing -strategy primary ()
(if (= ?self:strategy 1) then
(printout t "Setting processing strategy #1 ..." crlf)
(param "XPS Create Planes" "Plane Detection Mode" "RANSAC ")
(param "XPS Create Planes" "Threshold distance" "200.0")
(param "XPS Create Planes" "Minimal inlier ratio" "0.8")
(param "XPS Create Planes" "RANSAC Iterations" "400")
(param "XPS Create Planes" "Threshold thickness angle" "25.0")
(return)
)
; set default strategy
(bind ?self:strategy 0)
(printout t "Resetting to default strategy ..." crlf)
(param "XPS Create Planes" "Plane Detection Mode" "PCA")
(param "XPS Create Planes" "Threshold thickness angle" "20.0")
)
(defmessage -handler PLANE create -fuzzy -facts primary ()
; remove old fuzzy facts
(progn$ (? field ?self:fzFacts)
(retract ?field)
)
; create new fuzzy facts
(do -for -all -instances ((? inst PLANE)) (eq ?inst:status FullInstance)
(progn
(printout t "Creating fuzzy plane
(midY=" (* ?* heightScale* ?inst:midY) ")
(angle=" ?inst:hAngle " ◦ )
(sizeY=" (* ?* sizeScale* ?inst:sizeY) ")
(sizeXZ =" (* ?* sizeScale* ?inst:sizeXZ) ")
(sizePts =" ?inst:points3D ")" crlf)
(dynamic -put fzFacts
(create$ ?self:fzFacts
(assert (fzPlane (name (instance -name ?inst))
(midY (PI ?* fzValWidth*
(* ?* heightScale* ?inst:midY )))
(hAngle (PI ?* fzValWidth* ?inst:hAngle ))
(sizeY (PI ?* fzValWidth*
(* ?* sizeScale* ?inst:sizeY )))
(sizeXZ (PI ?* fzValWidth*
(* ?* sizeScale* ?inst:sizeXZ )))
(sizePts (PI ?* fzValWidth* ?inst:points3D ))
)
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)
)
)
)
)
)
(defrule Process -Plane -BottomUp
?statusFact <- (status -fact (status process) (dir 1) (focus PLANE)
(concept ?concept ))
?resultFact <- (results (entity PLANE))
=>
(remove -instances PLANE PartialInstance FullInstance ErrorInstance)
(send ?concept create -full -instances)
(send ?concept local -evaluation ?statusFact ?resultFact)
(send ?concept create -fuzzy -facts)
)
(defrule Calculate -Total -Rating -Plane
?statusFact <- (status -fact (status evaluate) (focus PLANE)
(concept ?concept ))
?resultFact <- (results (entity PLANE))
=>
(send ?concept calculate -total -rating TOPDOWN_AVERAGE 0
?statusFact ?resultFact)
)
(defrule Bad -Plane -Evaluation
?statusFact <- (status -fact (status bad -eval) (pass ?pass)
(focus PLANE) (concept ?concept ))
=>
(printout t "Bad evaluation in pass #" ?pass crlf)
(send ?concept set -next -processing -strategy)
(do -for -instance ((?i (sym -cat FLOOR ))) (eq ?i:status Concept)
(bind ?rating (send ?i put -minRating 0.6)))
(do -for -instance ((?i (sym -cat OBSTACLE ))) (eq ?i:status Concept)
(bind ?rating (send ?i put -minRating 0.85)))
(modify ?statusFact (status process ))
)
(defrule Good -Plane -Evaluation
?statusFact <- (status -fact (status good -eval) (pass ?pass)
(focus PLANE) (concept ?concept ))
=>
(printout t "Good evaluation in pass #" ?pass crlf)
)
199
D CLIPS Wissensbasis
200
Anhang E
Bewertungsfunktionen
Im Folgenden findet sich ein Plot aller Bewertungsfunktionen, die in den lokalen Exper-
ten verwendet werden.
Objekt Bewertungsfunktion Diagramm
2D-Region: R = sigm(N2D, 10, 5)
N2D : 2D-Punktanzahl
2D-Linie: R = sigm(N2D, 10, 5)
N2D : 2D-Punktanzahl
3D-Region: R = sigm(N3D
N2D
, 0.3, 0.07)
N3D : 3D-Punktanzahl
N2D : 2D-Punktanzahl
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E Bewertungsfunktionen
3D-Linie: R = sigm(N3D
N2D
, 0.05, 0.01)
N3D : 3D-Punktanzahl
N2D : 2D-Punktanzahl
3D-Cluster: R = sigm(N3D, 40, 20)
N3D : 3D-Punktanzahl
Quader: R = sigm(N3D
V
, 0.000015, 0.00001)
N3D : 3D-Punktanzahl
V : Quadervolumen
Ebene: R = sigm(1− σN
σT
, 0.7, 0.05) · sigm(N3D, 100, 50)
σN : Punktstreuung in Normalenrichtung
σT : Punktstreuung in Tangentialrichtung
N3D : 3D-Punktanzahl
Abbildung D.1: 3D-Plot der Bewertungsfunktion fu¨r Ebenen
(x-Achse: Streuungsverha¨ltnis, y-Achse: 3D-Punktanzahl)
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Anhang F
Visualisierung des Datenmaterials
und der Ergebnisse
Dieser Anhang entha¨lt die Visualisierung des Datenmaterials und der Ergebnisse, die
in Kap. 6 zur Bewertung des Gesamtsystems herangezogen werden. Das Datenmaterial
gliedert sich in Szenen, die einerseits aus dem VR-Modell stammen und andererseits
mittels der in Anhang A vorgestellten Stereokamera in realen Innenra¨umen aufgezeichnet
wurden.
In den ersten beiden Abschnitten dieses Anhangs sind die VR-Szenen und realen Szenen
jeweils zeilenweise dargestellt, wobei zu Anfang der Name der Szene abgebildet ist, u¨ber
die sie in Kap. 6 referenziert wird. Darauf folgt das originale Szenenabbild, das manuell
erstellte Referenzbild und die Visualisierung des Ergebnisses der Szenenanalyse in Form
einer U¨berlagerung der Ergebnismaske mit dem originalen Szenenabbild.
Im dritten Abschnitt werden diejenigen realen Szenen noch einmal aufgefu¨hrt, bei denen
wa¨hrend der Szenenanalyse eine Adaptation erfolgte. Dort sind die Ergebnisse, die ohne
eine Adaptation erzielt werden, den Endergebnissen gegenu¨bergestellt, die das System
mit Adaptation liefert.
F.1 Innenraumszenen aus dem VR-Modell
V R1:
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V R2:
V R3:
V R4:
V R5:
V R6:
V R7:
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F.1 Innenraumszenen aus dem VR-Modell
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F.2 Reale Innenraumszenen
S1:
S2:
S3:
S4:
S5:
S6:
206
F.2 Reale Innenraumszenen
S7:
S8:
S9:
S10:
S11:
S12:
207
F Visualisierung des Datenmaterials und der Ergebnisse
S13:
S14:
S15:
S16:
S17:
S18:
208
F.2 Reale Innenraumszenen
S19:
S20:
S21:
S22:
S23:
S24:
209
F Visualisierung des Datenmaterials und der Ergebnisse
S25:
S26:
S27:
S28:
S29:
S30:
210
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F.3 Adaptation
Im Folgenden sind alle Szenen aufgefu¨hrt, bei denen eine Adaptation erfolgte. Dargestellt
ist jeweils das Originalbild der Szene, gefolgt vom visualisierten Endergebnis, wie es
ohne Adaptation ausfa¨llt, und das Endergebnis mit Adaptation, wie es auch schon im
vorherigen Abschnitt dargestellt ist.
S3:
S7:
S17:
S20:
S27:
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