The extended Kalman filter, which linearizes the relationship between security prices and state variables, is widely used in fixed income applications. We investigate if the unscented Kalman filter should be used to capture nonlinearities, and compare the performance of the Kalman filter to that of the particle filter. We analyze the cross section of swap rates, which are mildly nonlinear in the states, and cap prices, which are highly nonlinear. When caps are used to filter the states, the unscented Kalman filter significantly outperforms its extended counterpart. The unscented Kalman filter also performs well when compared to the much more computationally intensive particle filter. These findings suggest that the unscented Kalman filter may prove to be a good approach for variety of problems in fixed income pricing.
Introduction
Multifactor affine term structure models (ATSMs) have become the standard in the literature on the valuation of fixed income securities, such as government bonds, corporate bonds, interest rate swaps, credit default swaps, and interest rate derivatives. Even though we have made significant progress in specifying these models, their implementation is still subject to substantial challenges.
One of the challenges is the proper identification of the parameters governing the dynamics of the risk premia (see Dai and Singleton (2002) ). It has been recognized in the literature that the use of contracts that are nonlinear in the state variables, such as interest rate derivatives, can potentially help achieve such identification. Nonlinear contracts can also enhance the ability of affine models to capture time variation in excess returns and conditional volatility (see Bikbov and Chernov (2009) and Almeida, Graveline and Joslin (2011)).
Given the potentially valuable information content of nonlinear securities, efficient implementation of ATSMs for these securities is of paramount importance. One of the most popular techniques used in the literature, the extended Kalman filter (EKF), relies on a linearized version of the measurement equation, which links observed security prices to the models' state variables. Our paper is the first to extensively investigate the impact of this linearization. We find that when the states are extracted using securities that are mildly nonlinear in the state variables, such as swaps, the EKF is adequate. When extracting states using securities that are highly nonlinear in the state variables, such as interest rate derivatives, the approximation used by the EKF leads to significant noise and biases in the filtered state variables as well as the forecasts of security prices. We extensively analyze the properties of the unscented Kalman filter (UKF) when implementing affine term structure models for highly nonlinear securities, and we compare its performance with that of the EKF. The main advantage of the unscented Kalman filter is that it accounts for the non-linear relationship between the observed security prices and the underlying state variables.
We use an extensive Monte Carlo experiment that involves a cross-section of LIBOR and swap rates as well as interest rate caps, to investigate the quality of the EKF and UKF filters as well as their in-and out-of-sample forecasting ability. We also benchmark the performance of the EKF and the UKF using the particle filter. The performance of both filters is roughly similar when interest rate caps are not included in the filtering exercise, and their performance compares well with that of the particle filter. When interest rate caps are included in the filtering exercise, the UKF robustly outperforms the EKF in two different exercises. First, for the purpose of filtering the unobserved state variables, the UKF outperforms the EKF, using the root-mean-square-error (RMSE) of the filtered state variables as a gauge for the performance of the filters. We also find that the UKF is numerically much more stable than the EKF, exhibiting a much lower dispersion of the RMSE across the Monte Carlo trajectories. Second, the improved precision of the UKF in filtering the state variables in this case translates into more accurate forecasts for LIBOR rates, swap rates, and cap prices. It is also critically important that the superior performance of the UKF comes at a reasonable computational cost. In our application, the computational time required for the unscented Kalman filter was about twice that required for the extended Kalman filter.
Finally, when interest rate caps are included in the filtering exercise, the UKF also performs well when compared to the particle filter for most models and securities, but its relative performance worsens somewhat for highly nonlinear securities. Moreover, in our implementation, the UKF is approximately 500 times faster than the particle filter.
Throughout this paper we keep the structural parameters fixed at their true values. However, the poor results obtained when using the EKF to filter states when caps are used suggest that parameter estimation based on this technique would be highly unreliable, as the filter is unable to correctly fit rates and prices even when provided with the true model parameters. The dramatic improvements brought by the UKF suggest that it will also improve parameter estimation when derivative prices are used to estimate the parameters, which is of critical importance in the identification of the risk premium parameters.
Even though the use of the unscented Kalman filter has become popular in the engineering literature (see for instance Julier (2000) and Julier and Uhlmann (2004) ), it has not been used extensively in the empirical asset pricing literature. 1 Our results suggest that the unscented Kalman filter may prove to be a good approach for tackling a number of problems in fixed income pricing where the relationship between the state vector and the observations is highly nonlinear. Given the modest computational burden, the UKF may also represent a viable alternative in mildly nonlinear fixed income problems, such as the estimation of term structure models using a cross section of coupon bonds or the estimation of quadratic term structure models. 2 The paper proceeds as follows. Section 2 briefly discusses the pricing of LIBOR, swaps, and caps in affine term structure models. Section 3 discusses Kalman filtering in ATSMs, including the extended Kalman filter and the unscented Kalman filter, and also discusses our implementation of the particle filter. Section 4 reports the results of our Monte Carlo experiments. Section 5 discusses implications for parameter estimation, and Section 6 concludes.
Affine Term Structure Models
In this section, we define the risk-neutral dynamics in ATSMs, a pricing kernel and the pricing formulas for LIBOR rates, swap rates, and cap prices. We follow the literature on term structure models and assume that the swap and LIBOR contracts as well as the interest rate caps are default- 2 See Fontaine and Garcia (2012) for a recent application of the unscented Kalman filter to the estimation of term structure models for coupon bonds. See Chen, Cheng, Fabozzi, and Liu (2008) for an application of the unscented Kalman filter to the estimation of quadratic term structure models.
Risk-Neutral Dynamics
Affine term structure models (ATSMs) assume that the short rate is given by r t = δ 0 + δ 1 x t , and the state vector x t follows an affine diffusion under the risk-neutral measure Q
where W t is an N −dimensional vector of independent standard Q-Brownian motions, κ and Σ are N × N matrices and S t is a diagonal matrix with a ith diagonal element given by
Following Duffie and Kan (1996), we write
where τ is the time to maturity, and A u (τ ) and B u (τ ) satisfy the following Ricatti ODEs
and
Equations (4) and (5) can be solved numerically with initial conditions A u (0) = 0 and B u (0) = −u.
The resulting zero-coupon bond price is exponentially affine in the state vector
Pricing Kernel
The model is fully specified once the dynamics of the state price are known. The dynamic of the pricing kernel π t is assumed to be of the form
where W t is a N −dimensional vector of independent standard P −Brownian motions and Λ t denotes the market price of risk. The dynamics of the state vector under the actual measure P can be obtained by subtracting Σ √ S t Λ t from the drift of equation (1) .
The market price of risk Λ t does not depend on the maturity of the bond and is a function of the current value of the state vector x t . We study completely affine models which specify the market price of risk as follows 
LIBOR and Swap Rates
In ATSMs, the time-t LIBOR rate on a loan maturing at t + τ is given by
while the fair rate at time t on a swap contract with semi-annual payments up to maturity t + τ can be written as
As mentioned earlier, A 0 (τ ) and B 0 (τ ) can be obtained numerically from equations (4) and (5).
Cap Prices
Computing cap prices is more computationally intensive. Given the current latent state x 0 , the value of an at-the-money cap C L on the 3-month LIBOR rate L(t, 0.25) with strikeR = L(0, 0. 25) and maturity in T years is
where T j = 0.25j. The cap price is thus the sum of the value of caplets c L 0, T j ,R with strikeR and maturity T j .
The payoff Π T j−1 of caplet c L 0, T j ,R is known at time T j−1 but paid at T j . It is given by
Since the discounted value of the caplet is a martingale under the risk-neutral measure, we have
Equation (13) represents the time-0 value of 1/K puts with maturity T j−1 and strike K on a zerocoupon bond maturing in T j years. Duffie, Pan, and Singleton (2000) show that the price of such a put option is given by
where c = e −A 0 (0.25) K, d = −B 0 (0.25), and
In general, the integral in (15) can only be solved numerically. Note that this requires solving the Ricatti ODEs for A u (τ ) and B u (τ ) in (4) and (5) at each point u = a + iκb.
Empirical studies of cap pricing and hedging can be found in Li and Zhao (2006) and Jarrow, Li and Zhao (2007) .
At this point we have specified the state variable dynamics and the pricing kernel. We have also provided model-based formulas for LIBOR and swaps rates as well as cap prices. We are now ready to discuss methods for filtering the unobserved state variables using observed rates and prices.
Kalman Filtering the State Vector
Consider the following general nonlinear state-space system
where y t is a D-dimensional vector of observables, t+1 is state noise and u t is observation noise that has zero mean and a covariance matrix denoted by R. In term structure applications, the transition function F is specified by the dynamic of the state vector and the measurement function G is specified by the pricing function of the fixed income securities being studied. In our application, the transition function F follows from the affine state vector dynamic in (1), y t are the LIBOR, swap rates, and cap prices observed weekly for different maturities, and the function G is given by the pricing functions in (9), (10), and (11).
The transition equation (16) (2000)).
The Extended Kalman Filter
The most popular implementation of the Kalman filter in economics and finance is the extended Kalman filter (EKF). 3 For the models we are interested in, the conditional expectation of the state vector is an affine function of the state. 4 Using (1) and an Euler discretization, the transition equation (16) can therefore be rewritten as follows
where t+1|t ∼ N (0, v (x t )) and v (x t ) is the conditional covariance matrix of the state vector.
Given that y t is observed and assuming that it is a Gaussian random variable, the Kalman filter recursively provides the optimal minimum MSE estimate of the state vector. The prediction step consists of
Updating is done using
When G in (22) is a linear function, e.g. if the observations are zero-coupon yields, then the covariance matrices P xy(t|t−1) and P yy(t|t−1) can be computed exactly and the only approximation is therefore induced by the Gaussian transformation of the state vector used in (18) . When the relationship between the state vector and the observation is nonlinear, as is the case when swap contracts, coupon bonds, or interest rate options are used, then G(x t ) needs to be well approximated in order to obtain good estimates of the covariance matrices P xy(t|t−1) and P yy(t|t−1) . The 
where
denotes the Jacobian matrix of the nonlinear function G(x t|t−1 ) computed at x t|t−1 .
The covariance matrices P xy(t|t−1) and P yy(t|t−1) are then computed as
The estimate of the state vector is then updated using (23), (24) , and
The Unscented Kalman Filter
Unlike the extended Kalman filter, the unscented Kalman filter uses the exact nonlinear function G(x t ) and does not linearize the measurement equation. Rather than approximating G(x t ), the unscented Kalman filter approximates the conditional distribution of x t using the scaled unscented transformation (Julier (2000) ), which can be defined as a method for computing the statistics of a nonlinear transformation of a random variable. Julier and Uhlmann (2004) prove that such an approximation is accurate to the third order for Gaussian states and to the second order for nonGaussian states. It must also be noted that the approximation does not require computation of the Jacobian or Hessian matrices and that the computational burden associated with the unscented
Kalman is comparable to that of the extended Kalman filter. In our application below, the computation time for the unscented Kalman filter is on average twice that of the extended Kalman filter.
Consider the random variable x with mean µ x and covariance matrix P xx , and the nonlinear transformation y = G (x). The basic idea behind the scaled unscented transformation is to generate a set of points, called sigma points, with the first two sample moments equal to µ x and P xx . The nonlinear transformation is then applied at each sigma point. In particular, the N -dimensional random variable is approximated by a set of 2N + 1 weighted points given by
with weights
where ξ = ρ 2 (N + χ) − N, and where
is the ith column of the matrix square root of (N + ξ) P xx . The scaling parameter ρ > 0 is intended to minimize higher order effects and can be made arbitrary small. The restriction χ > 0 guarantees the positivity of the covariance matrix. The parameter γ ≥ 0 can capture higher order moments of the state distribution; it is equal to two for the Gaussian distribution. The nonlinear transformation is applied to the sigma points (29)- (31) , thus generating
The unscented Kalman filter relies on the unscented transformation to approximate the covariance matrices P xy(t|t−1) and P yy(t|t−1) . The state vector is augmented with the state white-noise ξ t = t / v(x t ). 5 With N state variables this results in the N a = 2N dimensional vector
The unscented transformation is applied to this augmented vector in order to compute the sigma points.
As shown by equations (30) and (31), implementation of the unscented Kalman filter requires computation of the square root of the variance-covariance matrix of the augmented state. There is no guarantee that the variance-covariance matrix will be positive definite. Positive definiteness of the variance-covariance matrix is also not guaranteed with the extended Kalman filter which in turn can affect its numerical stability. In the unscented case, a more stable algorithm is provided by the square-root unscented Kalman filter proposed by van der Merwe and Wan (2002). The basic intuition behind the square-root implementation of the unscented Kalman filter is to propagate and update the square-root of the variance-covariance matrix rather than the variance-covariance 5 The state vector could further be augmented with the measurement noise ut. However, the models we consider have additive measurement errors that can easily be dealt with by simply including the covariance matrix R of the error term when updating the conditional covariance matrix of y. This reduces the number of sigma points by 2D
and considerably speeds up computation. We are grateful to an anonymous referee for pointing this out.
matrix itself. 6 If we denote the square-root matrix of P by S, the square-root implementation of the unscented Kalman filter can be summarized by the following algorithm:
0. Initialize the algorithm at t = 0 using unconditional moments
1. Compute the 2N a + 1 sigma points:
where S a t−1|t−1 is a block-diagonal matrix with S xx(t−1|t−1) and S ξξ(t−1|t−1) on the diagonal.
Prediction step:
where (i) qr{A} returns the Q matrix from the 'QR' orthogonal-triangular decomposition of A, and (ii) S cu = cholupdate {S, z, ±ν} is a rank-1 update (or downdate) to Cholesky factorization: Assuming that S is the Cholesky factor of P , then S cu is the Cholesky factor of P ± νzz . If z is a matrix, the update (or downdate) is performed using the columns of z sequentially.
3. Measurement update:
where R is the variance of the measurement error. Then
where '/' denotes the efficient least-squares solution to the problem Ax = b. The estimate of the state vector is then updated using equations (23) and (24) .
The Particle Filter
To benchmark the performance of the UKF and the EKF, we also investigate the performance of the particle filter (PF). Our implementation of the PF follows Li (2011) who proposes a sequential particle filter with a proposal density that is generated by the unscented Kalman filter. 7 The algorithm is as follows:
0. Initialize at t = 0. Draw a set of particles {x
. . , N p } from the prior p(x 0 ) and give each particle a weight of one.
For t = 1, . . . , T :
1. Apply the square-root UKF update to x t−1 , as discussed in the previous section, obtain a (global) proposal distributionπ with meanx t and variance S t S t . 8 7 We are grateful to an anonymous referee for suggestions that considerably reduced the computational demands of this algorithm in our framework. 8 Li's (2011) algorithm is developed in order to address a general non-Gaussian model. In this context, the UKF
. Note that this can be done efficiently by drawing three-dimensional standard normal variables
and setting
3. Update the weight of each particle according to
t |y 1:t ) (35) and normalize the weights, i.e.w
Resample the weights (Liu and Chen (1998))
• Uniformly sample the remaining
• Reset the weights to 1/N p .
Monte Carlo Analysis
We are now ready to conduct a Monte Carlo study comparing the UKF and the EKF to the benchmark PF for the purpose of filtering states and forecasting fixed income security rates and prices. We want to focus on the numerical stability of each filtering algorithm and the potential biases caused by a linear approximation of LIBOR, swap rates, and especially cap prices, which are very nonlinear in the states. By design, the comparison below is not affected by the issue of parameter estimation as we keep the parameters fixed at their true values throughout.
update must be applied to each particle. In our framework, given conditional normality, the UKF provides a good global proposal. This requires pricing each instrument only (2Na + 1) + Np times at a given time step, rather than (2Na + 1) × Np, where (2Na + 1) is the number of sigma points used in the UKF and Np is the number of particles used in the PF. (2010) and restrict some of the model parameters in order to obtain closed-form solutions for the Ricatti ODEs. These restrictions are such that the models are specified with N − M correlated Gaussian processes that are uncorrelated with M square-root processes, which themselves are uncorrelated. 9 With some exceptions, the parameters in Table 1 are from Table 8 zero values for the mean θ j of some of the volatility factors. We set these parameters equal to 5%, which enhances the stability of the simulations. Note that these changes result in parameters estimates that are well inside the estimated confidence intervals in Ait-Sahalia and Kimmel (2010) when using conventional significance levels.
Monte Carlo Design
Our choice of parameters does not materially affect our findings below. In each case, we have chosen conservative parameterizations that reduce the nonlinearities of bond and cap prices in the state variables compared with previous parameterizations. As a result, for most realistic parame- 9 Restrictions on the parameters in ATSMs are also imposed in Balduzzi, Das, Foresi and Sundaram (1996), Chen (1996) , and Dai and Singleton (2000) .
terizations, the benefits of the proposed UKF method will generally be more substantial than what we document.
For each canonical model, we simulate 500 samples of LIBOR rates with maturities of 3 and 6 months, swap rates with maturities of 1, 2, 5, 7, and 10 years, and at-the-money interest rate caps on 3-month LIBOR with maturities of 1 and 5 years. Each sample contains 260 weekly observations. 10 We use an Euler discretization of the stochastic differential equation of the state vector and divide the week into 100 time steps. Weekly observations are then extracted by taking the 100th observation within each week.
For each simulated sample, the filtered values of the unobserved state variables and the rate or price implied by each filter are compared to the simulated data under various scenarios. The unscented Kalman filter is implemented with rescaling parameters ρ = 1, χ = 0, and γ = 2. 11 Figure 1 shows the unconditional term structure of interest rates implied by the parameters in Table 1 for each of the four models. Note that the parameters generate quite different term structures across models, and note in particular that the implied term structure for the A 3 (3)
model is fairly flat.
10 To investigate if sample length affects our conclusions, we subsampled, for the A1 (3) model, 10 paths (k) with
(using caps) and extended them to 520 and 1300 weeks instead of 260. Our conclusions were not affected by this change. 11 We set γ = 2 because it implies a Gaussian state. This assumption therefore induces a bias in our implementation of the UKF which is identical to the EKF bias. This ensures that our comparison is focused on the implications 
State Vector Extraction
We begin by assessing the ability of each filter to accurately extract the unobserved path of the state variables. For each simulated time series, we compare the filtered state variables implied by each method to the actual state observations. As a gauge for the goodness of fit, we calculate the root mean squared error (RMSE) over 260 weeks for each Monte Carlo sample as follows Tables 2 and 3 provide the mean, median, and standard deviation of the RMSE for each state variable across the 500 simulated paths. For example, for the mean RMSE we compute
For the EKF and UKF we also report for each statistic its ratio with that from the PF. Table 2 provides results for the case where state filtering is done without caps, while Table 3 additionally uses cap prices to extract the state variables. Our prior is that because the cap prices are more nonlinear in the states, the relative performance of the UKF versus the EKF should be better in Table 3 compared with Table 2.   Table 2 , which does not use caps to filter states, yields two important conclusions. First, the performance of the EKF and the UKF is very similar. Second, the performance of both filters is very similar to the performance of the PF, which requires more than 400 times the computations in the EKF, and more than 200 times the computations in the UKF. 12 Evidently, when caps are not 12 These numbers are based on the 3000-particle PF used when filtering based on rates only. The computational burden of pricing caplets can easily be 1000 times that of computing a LIBOR rate, since the computation involves used to filter states, the nonlinearities are not very pronounced and the performance of the three filters is similar. Table 3 provides results for the case where caps are included in filtering. The UKF now significantly outperforms the EKF in every dimension. The mean and median RMSE are smaller for all models, often by a large amount. The mean and median RMSE for the UKF also compare fairly well with that of the PF. The standard deviation of the RMSE is also uniformly larger for the EKF compared to the UKF, in some cases dramatically so. This is a clear indication that the UKF is numerically more stable. The UKF is also very stable when using our PF implementation as a benchmark.
Comparing Tables 2 and 3 , it is clear that for the EKF, the mean and median state RMSEs are dramatically larger when caps are included in filtering. As discussed earlier, the EKF performs a first order Taylor expansion around the predicted state variables. The quality of the EKF filtering thus crucially depends on the numerical gradient used in this first order approximation. The increased RMSEs demonstrate that when the highly nonlinear caps are used, the gradient offers a very poor approximation of the impact that variations in states have on the measurement equation.
The UKF's median RMSEs in Table 3 are typically, but not always, smaller than those in Table   2 . When judged by the mean RMSEs, the picture is mixed. These results on the UKF's mean and median RMSEs suggest that state extraction does not work well for some outliers when caps are used to extract states. Table 2 , the performance of the EKF is adequate.
Our first main conclusion is that the UKF offers a clear improvement over the EKF in extracting states, in particular when caps are used to filter the states, and that the UKF performs well compared to the (optimal) PF, at a significantly lower computational cost.
Implications for Rates and Prices
In order to assess the economic implications of the two filtering methods, we now investigate the filters' ability to match observed LIBOR and swap rates as well as cap prices. We compare the fitted LIBOR, swap rates, and cap prices implied by states from each filter to the actual rates and prices computed from the true states. We also provide the fitted LIBOR, swap rates, and cap prices provided by the PF as a benchmark. Tables 4 and 5 All estimates are in basis points. Table 4 provides results when cap prices are not used in the filtering step, while Table 5 provides results when cap prices are included to filter the states. Table 4 indicates that the UKF usually provides a lower RMSE than the EKF, even if the UKF bias is sometimes larger. The lower RMSE is robust across securities but not across models: the UKF underperforms the EKF for the A 2 (3) model. The differences in RMSE between the UKF and the EKF are small, which is to be expected given the very similar performance in extracting the states documented in Table 2 . Table 4 also confirms the finding from Table 2 that the relative performance of the UKF compared to the EKF is indeed the worst in the case of the A 2 (3) model. Table 4 indicates that the performance of both the EKF and the UKF is satisfactory when benchmarked against the PF. Table 5 indicates that the UKF dramatically outperforms the EKF when caps are also included in state filtering. Compared to Table 4 , the RMSE implied by the UKF is substantially smaller for cap prices, and somewhat larger overall for LIBOR and swap rates. This result is not surprising because the states filtered on all securities represent a compromise between fitting rates and cap prices. Interestingly, the performance of the EKF relative to Table 4 deteriorates for the majority of securities and models. In terms of bias, the UKF generally outperforms the EKF in Table 5 .
Finally,
The degree of outperformance of the UKF over the EKF in Table 5 is model-dependent and security-dependent. The RMSE ratio is the largest for LIBOR. The EKF's RMSE for 3-month LIBOR is roughly eight times higher in the case of the A 1 (3) model, and more than three times higher in the case of the A 0 (3) model. For the 6-month LIBOR, the corresponding ratios are approximately five and three. The improvements offered by the UKF are less dramatic in the case of the A 3 (3) model where the nonlinearities are less pronounced.
While the UKF substantially outperforms the EKF when highly nonlinear caps are used for extracting states, Table 5 indicates that it does not perform as well as the PF for pricing the caps.
The differences are small for the 1-yr cap, but for the 5-yr cap the RMSE for the UKF is on average twice as large. The UKF's performance in fitting the more linear LIBOR and swap rates is better than our implementation of the PF, again suggesting a trade-off between pricing the more and less linear securities.
Our second main conclusion is that when caps are used to extract states, the UKF's improvement over the EKF in extracting states carries over to improvements in securities pricing. Furthermore, while adding nonlinear securities generally improves the performance of the nonlinear UKF filter in state vector extraction, the economic benefits are not evenly distributed across securities. However, the benefits are clear for the pricing of highly nonlinear securities. Overall the UKF also performs well compared to the PF.
Dynamic Implications: Rate and Price Forecasts
Dynamic term structure models are used not only for the valuation of securities at present but also to forecast future rates and prices (see for example Backus, Foresi, Mozumdar and Wu (2001) and Egorov, Hong and Li (2006)). The usefulness of the model for this purpose depends crucially on the accuracy of the state vector filter. Table 6 summarizes the relative performance of the EKF and UKF for predicting LIBOR, swap rates, and cap prices for various forecasting horizons in each of our four models. For each security we compute the forecast RMSE for each horizon, h, defined by
where y F k,t+h|t is the price or rate of the security computed using the filter-dependent h-week ahead state vector forecast, x F k,t+h|t . In Table 6 , Panel A reports the EKF to UKF ratios for Mean RM SE F k (h) , Panel B reports ratios for Median RM SE F k (h) , and Panel C reports ratios for Stdev RM SE F k (h) . The moments are computed for h = 1, 4, and 12 week horizons across the 500 samples, which are denoted by k. Forecasts are based on states filtered using LIBOR, swap rates, and cap prices. 13 Table 6 confirms the conclusions from the contemporaneous fit in Tables 4-5 : when considering forecasts based on states filtered using LIBOR, swap rates, and caps, the UKF clearly outperforms the EKF. This confirms the EKF's problems in handling securities that are highly nonlinear in the states. The magnitude of the improvement is smallest in the case of the A 2 (3) and A 3 (3) models. As previously discussed, this is not due to the nature of these models, but rather to the parameterization in Table 1 , which determines the extent of nonlinearity in the states for each model. Our third main conclusion is that the UKF generally delivers forecast RMSEs that are lower 13 To save space, Table 6 only reports on results when caps are included in filtering, and we report ratios of RMSE statistics only. The levels are available upon request. They are consistent with those observed in Tables 4 and 5 and tend to be increasing with the forecast horizon, as expected. For forecasts based on states filtered using LIBOR and swap rates only, the EKF to UKF ratios are either one or a bit greater than one, consistent with the evidence in Table 4 .
than those obtained using the EKF when caps are included to filter states.
Implications for Long-Maturity Caps
So far we have run two versions of each Monte Carlo experiment for each filter: One where only LIBOR and swap rates are used in filtering, and another one where in addition 1-yr and 5-yr caps are used. All results in Tables 4-6 are based on pricing the same securities that are used in filtering.
We now instead consider an application of the term structure models in which 7-yr caps must be priced. These contracts have not been used in any of the filters when extracting states. We restrict attention to contemporaneous pricing just as in Tables 4-5 . We report results for the EKF and the UKF, as well as for the PF. In Panel B of Table 7 we report on 7-yr cap pricing when states are filtered using 1-yr and 5-yr caps as well as the LIBOR and swap rates. Once again, the UKF outperforms the EKF in this case. The improvement in performance is again model-specific, and largest for the A 0 (3) and A 1 (3) models. Contrary to the results in Panel A, the PF outperforms the UKF for pricing the 7-yr caps in Panel B.
Our fourth main conclusion is that when caps are used in filtering, the UKF outperforms the EKF for the pricing of nonlinear securities, even when these securities have not been used in filtering the underlying state vectors.
Parameter Estimation
Our Monte Carlo experiments show that the extended Kalman filter is ill-suited to optimally exploit the rich information in securities that are nonlinear in the state variables. We propose the unscented Kalman filter as an alternative to address the nonlinearity in the measurement equation. In our
Monte Carlo analysis, we have deliberately kept the structural parameters fixed at their true values.
However, our results suggest that the choice of filter will also affect parameter estimation. The inclusion of caps in the sample makes it difficult to investigate this issue in a full-fledged Monte Carlo analysis. We therefore reduce the computational burden of the Monte-Carlo analysis using asymptotic arguments. 14 The literature contains a large number of empirical methods that can be used to estimate In our Monte Carlo analysis we consider the quasi log-likelihood function assuming that y k,t is 14 We are very grateful to an anonymous referee for suggesting this approach. normally distributed with mean y k,t|t−1 and covariance matrix P k,yy(t|t−1) , that is: 16
N log 2π + log P yy(t|t−1)
The analysis of the quasi log-likelihood at the optimal parameter values sheds light on the potential impact of the filter on estimation via maximum likelihood, assuming that all rates are observed with error. Table 8 summarizes the results. To keep the analysis manageable, we focus on just one model, the A 1 (3) model.
On each of the 500 simulated trajectories, we approximate the score vector s(Θ) at the optimum parameter value Θ 0 , computing the numerical gradient of the quasi log likelihood with respect to the optimal parameters. That is, for each parameter Θ i , we keep the optimal value for all other parameters, use the filters to extract the states at Θ 0,i ± , compute the log-likelihood as in (36), and approximate the scores by
We use = 10 −6 in implementation. Using the optimal filter, the likelihood should be maximized at the optimal parameters; hence, consistency requires pseudo-scores with an expected value of zero. The results (not reported) indicate that for all parameters, the distribution of the scores is centered around zero, but the median score for the UKF is always closer to zero than for the EKF.
In fact, the entire distribution of the scores obtained using the UKF is more concentrated around zero, while the scores for the EKF are much more dispersed.
We now use these simulation results to comment on parameter estimation errors, using an asymptotic argument. The parameter estimation error can be expressed aŝ
16 The predictive covariance matrix for the EKF is given by equation (27) ; for the UKF, the measurement update yields S yy(t|t−1) and P yy(t|t−1) = S yy(t|t−1) S yy(t|t−1) .
where H(Θ 0 ) is the Hessian matrix at Θ 0 . Table 8 reports the distribution of the estimation errors based on (37) . Note that one could take into account the dependence of the Hessian on the filter. However, this would require second-differencing in Θ, and therefore repeatedly re-filtering the states, which is extremely costly computationally. Instead, we perform the second-differencing assuming perfect filtering (i.e. using the simulated states x t ) and use the same (optimal) Hessian matrix for both Kalman filters. Table 8 indicates that the median estimation error is virtually zero for all parameters for both filters. However, the distribution of the estimation errors for the EKF is much more dispersed than the distribution of the UKF-based errors. These results strongly suggest that the UKF will be superior to the EKF for the purpose of parameter estimation. Given that our analysis in Section 4 indicates that the UKF performs well compared with the PF for most models, both in terms of state extraction and of fit to the observed yields, we conjecture that the UKF will yield estimation results reasonably close to the PF, obtained at much lower computational cost.
Conclusion
The extended Kalman filter has become the standard tool to analyze a number of important problems in financial economics, and in term structure modeling in particular. While there is no need to look beyond the extended Kalman filter for some term structure applications, it is not clear how well the method performs for many situations of interest, when the measurement equation is nonlinear in the state variables. Examples include the pricing of fixed income derivatives such as caps, floors and swaptions, as well as modeling the cross section of swap yields. The unscented Kalman filter is moderately more costly from a computational perspective, but better suited to handling these nonlinear securities.
We use an extensive Monte Carlo experiment to investigate the performance of the extended and unscented Kalman filter and compare them to the PF benchmark. We study three-factor affine term structure models for LIBOR and swap rates, which are mildly nonlinear in the underlying state variables, and cap prices, which are highly nonlinear. We find that when caps are used, the filtering performance of the unscented Kalman filter is much superior to that of the extended Kalman filter. It filters the states more accurately, which leads to improved fitting of security prices and more accurate forecasts. We conduct a small-scale experiment that suggests that these advantages result in improved properties for parameter estimates obtained using the UKF. We also compare the performance of the UKF to that of the particle filter, and find that the UKF's performance is often very close to that of the PF, at a fraction of the computational cost.
These results therefore suggest that the UKF may prove to be a good approach for implementing term structure models in a wide variety of applications, including the estimation of term structure models using interest rate derivatives, the estimation of nonlinear term structure models such as quadratic models, and the estimation of the term structure of default risk (Benzoni, CollinDufresne, Goldstein, and Helwege (2011)). The unscented Kalman filter may also prove useful for estimating other types of term structure models, such as the unspanned stochastic volatility models of Collin-Dufresne and Goldstein (2002), and Collin-Dufresne, Goldstein, and Jones (2009), and more broadly for other financial applications that involve nonlinear state-space systems.
Figure 1: Unconditional Term Structures of Interest Rates. A M (3) Models
Notes: We display the unconditional term structure of interest rates implied by the four A M (3) models we consider, using the parameter values in Table 1 . Matu ri ty (years) Notes: For each model, we report the mean, median, and standard deviation of the state RMSEs from the extended and the unscented Kalman filters, and for the particle filter (3000 particles) using 500 simulated paths. For each statistic, the ratio of the KF to PF RMSE is also reported. In each of the 500 simulations, 260 weekly LIBOR and swap rates are generated using the parameters from Table 1 . States are filtered using LIBOR and swap rates only. The total number of rates evaluated is (in millions) 25.5 using EKF, 47.3 using UKF, and 10,967 using PF. Notes: For each model, we report the mean, median, and standard deviation of the state RMSEs from the extended and the unscented Kalman filters, and for the particle filter (300 particles) using 500 simulated paths. For each statistic, the ratio of the KF to PF is also reported. In each of the 500 simulations, 260 weekly LIBOR and swap rates are generated using the parameters from Notes: RMSE and Bias estimates are obtained from 300,000 simulated rates and prices (500 trajectories, 260 weeks), and the corresponding fitted values using the EKF, the UKF or the PF. The RMSE ratio of the filters to the PF is also reported. Caps are not used when filtering the states in this table, only LIBOR and swap rates are used for filtering. Notes: RMSE and Bias estimates are obtained from 300,000 simulated rates and prices (500 trajectories, 260 weeks), and the corresponding fitted values using the EKF, the UKF or the PF. The RMSE ratio of the filters to the PF is also reported. Caps as well as LIBOR and swap rates are used when filtering the states in this table. Notes: Estimates of RMSE and Bias are obtained from 130,000 simulated 7-year cap prices (500 trajectories, 260 weeks), and the corresponding fitted prices using the EKF, the UKF or the PF. In Panel A only LIBOR and swap rates are used when filtering the underlying states; the PF uses 3000 particles. In Panel B, 1-year and 5-year caps are used in addition when filtering the state; the PF uses 300 particles. 7-year caps are not used in the filtering step. Notes: This table reports the distribution of asymptotic estimation errors for the A 1 (3) model at the optimal parameters. In each of 500 simulations, we use the EKF or the UKF to filter the states using caps for the optimal and perturbed parameters (ε=10-6). Given the obtained rates and prices, we then compute the gradient of the log-likelihood associated with the observation equation. The Hessian matrix used to scale the scores is the same for both Kalman filters as it is obtained assuming perfect filtering (i.e. using the simulated states x t ).
