[1] A mathematical model was developed to evaluate the effect of the common fuel additive ethanol on benzene fate and transport in fuel-contaminated groundwater and to discern the most influential benzene plume elongation mechanisms. The model, developed as a module for the Reactive Transport in 3 Dimensions (RT3D) model, includes commonly considered fate and transport processes (advection, dispersion, adsorption, biodegradation, and depletion of molecular oxygen during biodegradation) and substrate interactions previously not considered (e.g., a decrease in the specific benzene utilization rate due to metabolic flux dilution and/or catabolite repression) as well as microbial population shifts. Benzene plume elongation predictions, based on literature model parameters, were on the order of 40% for a constant source of E10 gasoline (10% vol/vol ethanol), which compares favorably to field observations. For low benzene concentrations (<1 mg/L), oxygen depletion during ethanol degradation was the principal mechanism hindering benzene natural attenuation. For higher benzene concentrations (exerting an oxygen demand higher than the available dissolved oxygen), metabolic flux dilution was the dominant plume elongation process. If oxygen were not limiting, as might be the case in zones undergoing aerobic biostimulation, model simulations showed that microbial growth on ethanol could offset negative substrate interactions and enhance benzene degradation, resulting in shorter plumes than baseline conditions without ethanol.
Introduction
[2] Ethanol, a substitute for the oxygenate methyl-tertbutyl ether (MTBE), is being increasingly used to meet renewable fuel and Clean Air Act requirements. The widespread use of ethanol in gasoline has led to an increase in its potential presence in groundwater contaminated with other fuel constituents such as benzene, toluene, ethylbenzene, and xylenes (BTEX). Preferential degradation of ethanol, including accelerated depletion of oxygen that otherwise would be available for bioremediation, has been reported to hinder BTEX degradation [Corseuil et al., 1998; Hunt et al., 1997; Da Silva and Alvarez, 2002; Capiro et al., 2007] . As a result, longer BTEX plumes may form [Ruiz-Aguilar et al., 2002] , increasing the risk of exposure for potential downgradient receptors [Powers et al., 2001a] .
[3] A statistical analysis of benzene plumes from regular versus E10 gasoline (i.e., a blend with 10% vol/vol ethanol/ gasoline) showed that mean benzene plume lengths were significantly longer (p < 0.001, as established by a KruskalWallis rank test) when ethanol was present (i.e., 193 ± 135 ft for regular gasoline versus 263 ± 103 ft for E10, or 36% longer on a mean basis) [Ruiz-Aguilar et al., 2003] . This is of particular concern because benzene is the most toxic of the monoaromatic hydrocarbons and its presence in fuel-contaminated sites often determines the need for remedial action. However, many confounding factors that influence plume length could not be considered because of data limitations (e.g., age and amount of spill, hydraulic conductivity, redox conditions). Thus, considerable uncertainty remains about the magnitude of the plume elongating effect of ethanol. Furthermore, the relative influence of different substrate interactions and geochemical footprints resulting from the presence of ethanol has not been investigated.
[4] Previous modeling efforts have simulated the effect of ethanol in E10 on benzene plume length. These models have typically considered important fate and transport processes that form the basis for our work, such as advection, dispersion, sorption, aerobic and anaerobic biodegradation, and ethanol-driven O 2 depletion. Heermann and Powers [1996] considered 2-D transport, with focus on cosolvency and mass transfer effects, and obtained a 10% increase in the length of a simulated m-xylene plume. McNab et al. [1999] considered 3-D aqueous transport from a finite source release zone and assumed that no anaerobic benzene degradation would occur following oxygen depletion exerted by ethanol, which resulted in a benzene plume elongation on the order of 100%. Molson et al. [2002] , considered 3-D transport and microbial growth following Monod kinetics, including competition for oxygen between ethanol and hydrocarbon degraders. These simulations showed benzene plume elongation of up to 150%.
[5] Although past models provided valuable insight into how ethanol influences hydrocarbon plume dynamics, including competitive inhibition processes [Lu et al., 1999] , most have not simulated potentially important substrate interactions that influence catabolic enzyme induction (i.e., the synthesis of an enzyme by the cell, when in the presence of a specific substrate) and the metabolic flux of the target pollutants (i.e., the rate at which a pollutant such as benzene is metabolized per unit of biomass, which is analogous to the specific utilization rate). These interactions can cause slower BTEX degradation rates at sites with high ethanol concentrations [Lovanh and Alvarez, 2004] , although this negative effect can be offset by higher microbial concentrations resulting from the presence of ethanol as an additional substrate [Lovanh et al., 2002] .
[6] This paper evaluates the importance of substrate interactions (benzene/ethanol) and the resulting microbial metabolic and population shifts that influence the natural attenuation of E10 releases and the resulting benzene plume length. An advanced computer module, designated the ''General Substrate Interaction Module'' (GSIM), was developed for this purpose for use with the Reactive Transport in 3 Dimensions (RT3D) model ]. Three mechanisms were considered separately and simultaneously to evaluate their relative importance on benzene plume elongation, under both constant and decreasing source scenarios. These mechanisms are (1) metabolic flux dilution (MFD), which is defined as a decrease in the specific benzene utilization rate due to noncompetitive inhibition when ethanol is present [Lovanh and Alvarez, 2004] ; (2) catabolite repression, which is defined as the repression of inducible enzymes that degrade the target pollutant (e.g., benzene) by the presence of a preferred carbon source (e.g., ethanol) [Madigan et al., 2000] ; and (3) proliferation of different microbial populations in response to changes in oxygen and substrate availability.
Model Development

Contaminant Partitioning and Transport
[7] Contaminant advection, dispersion and adsorption to aquifer material were simulated using existing models, Reactive Transport in 3 Dimensions (RT3D) ] and the USGS flow model Modular Three-Dimensional Finite Difference Groundwater Flow (MODFLOW) model [Harbaugh et al., 2000] . RT3D describes reactive flow and transport of multiple mobile and/or immobile species by solving the 3-D reactive advection-dispersion equation that governs these processes:
where D i is the coefficient of hydrodynamic dispersion along the i axis (m 2 /d), C is the contaminant aqueous-phase concentration (mg/L), v i is the seepage velocity along the i axis (m/d), and r are all the reactions that occur in the aqueous and solid phases (mg/L d).
[8] RT3D uses the solvers for advection and dispersion from the 1997 Department of Defense version of MT3D, and requires MODFLOW to compute variations in groundwater head distribution (groundwater flow). It is a generalized multispecies version of the U.S. Environmental Protection Agency (EPA) transport code, MT3D [Zheng, 1990] .The transport equation considers changes in concentration due to advection (water flow), dispersion, molecular diffusion, and external sources/sinks and reactions on the water/solid phase. GSIM calculates the value of the reaction term r explicitly, for each time step of the model, using a time-splitting approach. RT3D has been previously validated by comparing the code results against various numerical and analytical solutions [Clement et al., 2000; Sun and Clement, 1999; Sun et al. 1998 ].
Substrate Interactions and Biodegradation
[9] One of the main advantages of RT3D is that it has a user-defined reaction option that can be used to simulate any type of user-specified reaction kinetics ]. This capability allows the development of custom biodegradation reaction modules without changing the coded flow and transport processes.
[10] A unique feature of the GSIM biodegradation module for RT3D is that it incorporates metabolic flux dilution (MFD) and catabolite repression (CR) (Figure 1 ). The metabolic flux of a compound is defined as the rate at which it is metabolized per unit biomass. Therefore, the specific substrate utilization rate (i.e., the degradation rate per unit biomass, U (g substrate g cells À1 h
À1
), is a direct measure of metabolic flux. Metabolic flux dilution is a form of noncompetitive inhibition that decreases the specific rate of utilization of one substrate because of the utilization of another substrate [Lovanh and Alvarez, 2004] . Previous laboratory studies have shown that the metabolic flux of a compound in a mixture is proportional to its relative availability, expressed as a fraction of the available organic carbon [Egli et al., 1993; Lovanh et al., 2002] .
[11] Ethanol may also act as a cosolvent, increasing BTEX mobility [Groves, 1988] . Cosolvency, however, is not considered in this model, because benzene partitioning and retardation are not expected to be significantly affected at the ethanol concentrations expected for E10 releases (i.e., <10,000 mg/L) [Da Silva and Alvarez, 2002; Powers et al., 2001b] .
[12] Limitations to benzene biodegradation rates caused by MFD are incorporated into GSIM through the variable f S , which is calculated as the aqueous concentration of a substrate S (benzene in this case) divided by the total concentration of other dissolved organic species, expressed on a total organic carbon (TOC) basis after excluding biomass:
where f S is the metabolic flux dilution factor (dimensionless), S TOC is the substrate concentration as total organic carbon (mg/L) and T TOC is the total organic carbon concentration (mg/L). The specific substrate utilization rate of the substrate in the absence of ethanol (
is multiplied by f S [Lovanh and Alvarez, 2004 ] to obtain the corrected rate
. That is,
Thus, as the concentration of ethanol increases, f S decreases, and the specific substrate utilization rate of benzene is increasingly diminished, potentially leading to longer plumes.
[13] Catabolite repression (CR) was modeled as a modulated mechanism in which the induction of a hydrocarbon catabolic gene decreases with increasing concentrations of the repressor (i.e., ethanol) and increases with the relative availability of the inducer (i.e., benzene) in the mixture, as shown by Lovanh and Alvarez [2004] . Thus, CR was considered by assuming that U * S is proportional to f S . Recalling that MFD separately implies that U * S is also proportional to f S (equation (3)), a simple (multiplicative) empirical equation was used to combine the effects of MFD and CR [Lovanh and Alvarez, 2004] :
[14] Substrate biodegradation is modeled using a system of equations based on multiplicative Monod kinetics that incorporate MFD plus CR (equations (3) and (4)), recognizing that the overall degradation rate (r) is the product of the specific degradation rate (U) and the microbial concentration (X). Thus, degradation rate equations are derived for both aerobic (equation (5)) and anaerobic conditions (limited to methanogenic conditions in the latter case) (equation 6). Oxygen consumption (equation (7)) [Borden and Bedient, 1986] , aerobic biomass growth (equation (8)) and anaerobic biomass growth (equation (9)) are also considered. All biomass is assumed to be attached in the form of immobile microcolonies that behave as fully penetrated biofilms [Chen et al., 1992] , as is the case for at least 99% of subsurface microorganisms [Harvey et al., 1984; Lehman et al., 2001] .
[15] The reaction term (R) in equation (1), translates directly into equations (5) - (7), while microbial growth is represented in equations (8) and (9) (variable definitions in  Tables 1a, 1b , and 2):
Figure 1. Processes considered by RT3D and GSIM for the simulation of benzene and ethanol fate and transport.
where m mS,Aer and m mS,An are the maximum specific growth rate of aerobic biomass and anaerobic biomass respectively (d À1 ), Y S,Aer and Y S,An are the aerobic and anaerobic biomass yield coefficients (g biomass/g substrate), and K S,Aer and K S,An are the half-saturation coefficients of the substrate under aerobic and anaerobic metabolism (mg/L). Equations (5) and (6) describe the loss of substrates due to aerobic and anaerobic biodegradation, which is conservatively assumed to occur only in the liquid phase. Catabolite repression and metabolic flux dilution, as well as soil adsorption, are accounted for through the f S terms and retardation factor R S . Equation (7) describes the loss of oxygen by aerobic biodegradation processes. Equations (8) and (9), describe aerobic and anaerobic biomass growth (limited to methanogenic growth for E10 release scenarios).
The new values of substrate, electron acceptor, and biomass concentrations at the end of each time step in each grid block are then returned to RT3D as initial values for the subsequent time step. This process is repeated for each time step of simulation.
[16] Since both aerobic and anaerobic (methanogenic) processes are considered, the change from aerobic to anaerobic conditions is simulated by implementing a ''switching'' function [Widdowson et al., 1988] . This function uses an empirical factor I An,O that gradually initiates anaerobic metabolism as oxygen concentration decreases:
where O is the oxygen concentration. The anaerobic substrate utilization rate is multiplied by the switching function for simulation of anaerobic biodegradation to limit anaerobic metabolism when oxygen is present.
[17] GSIM also provides mechanisms to control total microbial biomass through a maximum pore space utilization factor g. The biomass growth expressions of equations (7) and (8) are multiplied by a term to limit the volume of the biomass [de Blanc et al., 1996] :
where h bio is the total biomass saturation (volume of biomass per volume of pore space) and n is the total porosity. The value of h bio is calculated as
where r = biomass density (mass of cells/volume of biomass), X Aer,T is the total aerobic biomass concentration (mg/L), and X An,T is the total anaerobic biomass concen- tration (mg/L). At low biomass concentrations, the growth limiting expression of equation (11) has a negligible effect on biomass growth and substrate utilization rates because the biomass occupies a relatively small volume of the total pore space. As the biomass increases, the growth limiting expression (equation (11)) approaches zero.
Microbial Population Shifts
[18] Simultaneous benzene and ethanol utilization was implemented as four different degradation processes involving four separate microbial populations: X 1 , aerobic ethanol degraders; X 2 , aerobic ethanol and benzene degraders; X 3 , anaerobic ethanol degraders; and X 4 , anaerobic ethanol and benzene degraders. This division of biomass accounts for the fact that all microbial populations (X 1 , X 2 , X 3 and X 4 ) can degrade ethanol, but that only a subgroup of these can degrade benzene (X 2 and X 4 ). Thus, some benzene degraders can grow fortuitously on ethanol. However, ethanol can stimulate the growth of other bacteria faster than hydrocarbon degraders, which decreases the relative abundance of benzene degraders [Da Silva and Alvarez, 2002; Capiro et al., 2007] . This phenomenon is coined here as ''genotypic dilution.'' All biomass in our model is assumed to be attached in the form of immobile microcolonies that behave as fully penetrated biofilms [Chen et al., 1992] , which is the case for at least 99% of subsurface microorganisms [Harvey et al., 1984; Lehman et al., 2001] .
[19] The pertinent biodegradation and growth equations specific to this system are described below and the variables and their assigned values are listed in Tables 1a,  1b , and 2 (Subscript S = B for benzene and S = E for ethanol): Biodegradation of ethanol
Biodegradation of benzene Oxygen consumption Aerobic ethanol degraders (X 1 ) growth
Aerobic ethanol and benzene degraders (X 2 ) growth
Anaerobic ethanol degraders (X 3 ) growth
Anaerobic ethanol and benzene degraders (X 4 ) growth
General Substrate Interaction Module
[20] GSIM (supplemental material 1 ) incorporates the biodegradation equations presented above, which comprise a system of ordinary differential equations (ODEs) that must be solved at each grid block and each time step after the advection and dispersion terms are calculated by RT3D. The resulting ODEs are solved in RT3D using reaction solvers contained in MT3D [Zheng, 1990] or using a custom module, in this case, GSIM. Equations (1) - (6) are implemented and solved by GSIM to calculate microbial growth, substrate degradation and electron donor consumption.
[21] Numerical stability of the combined flow and biodegradation system simulation was ensured by applying the Peclet and Courant convergence and stability criteria to the model. These criteria affect the time step Dt and the space discretization of the grid Dx in RT3D, respectively, and minimize the numerical errors due to round off and truncation of derivatives that occur when replaced by finite differences [Holzbecher and Sorek, 2005] . The criteria are Peclet number criterion
Courant number criterion
where P e is the Peclet stability number (dimensionless), C r is the Courant stability number (dimensionless), v is the average linear flow velocity (m/d), Dt is the time step difference (d), Dx is the spatial step difference (m) and D is the coefficient of hydrodynamic dispersion (m 2 /d).
Model Verification and Calibration
[22] GISM was tested by comparing the output of MODFLOW/RT3D/GSIM with BIOSCREEN [Newell et al., 1996] applied to a field study, Keesler Air Force Base (SWMU 66), with extensive data characterization. GSIM simulations considered flow and transport of BTEX, under the same set of parameters as BIOSCREEN, and biodegradation parameters from the literature, maintaining the approximate first-order degradation coefficients used in that model. Hydrogeological data and biokinetic parameters used to model this site are readily available from the user's manual [Newell et al., 1996] . This simulation was used to calibrate the domain simulation parameters for stability (cell size and time step), and to verify the behavior of the system of equations of the model under known conditions and results.
[23] The simulation was run for 6 years, and the BTEX source concentration was simulated as a constant concentration of 13.7 mg/L [Newell et al., 1996] . Data was compared with a first-order model, thus, values of biokinetic parameters for GSIM were manipulated to simulate first-order reactions. Figure 2 compares the output of both models and field data from sampling wells. The concentration profiles of the two are similar, and with an R 2 of 0.98, the GSIM module fits the data slightly better than BIOSCREEN (R 2 of 0.96).
[24] Validation of the microbial kinetics module was done by comparing simulated benzene and ethanol concentrations with results from laboratory microcosm studies by Hunt et al. [1997] . The simulations matched ethanol data with an R 2 of 0.96, and benzene data with a R 2 of 0.94 (supplemental material). Thus, model outputs for benzene degradation in the presence of ethanol closely matched laboratory data.
Initial, Boundary, and Domain Conditions for Simulations
[25] The domain for all model simulations in this paper consists of a single (2-D), 3-m thick layer that is 80 m wide by 300 m long. A constant seepage velocity of 0.9 cm/d was created using constant boundary conditions at the two ends of the model domain (H = 2 m measured from bottom on left boundary, H = 1.4 m measured from bottom on right boundary), and the top and bottom of the domain were specified as no-flow boundaries. Other properties of the model domain are shown in Table 2 . Variables defined for these simulations include three mobile species dissolved in groundwater (i.e., (1) ethanol, (2) benzene, and (3) oxygen), and four immobile species attached to aquifer material (i.e., (4) aerobic ethanol degraders, (5) anaerobic ethanol degraders, (6) aerobic benzene degraders, and (7) anaerobic benzene degraders).
[26] All simulations were based on the same set of microbial kinetic and hydrogeological parameters. Tables 1a and 1b list the microbial kinetic parameters used. The initial dissolved oxygen concentration was set at 6 mg/L, and groundwater entering the model domain contained this same dissolved oxygen concentration. For anaerobic processes, the system was assumed to become strongly anaerobic (methanogenic conditions), which commonly occurs as a result of the rapid depletion of thermodynamically more favorable electron acceptors [Da Silva and Alvarez, 2002] . Initial microbial concentrations for all ethanol aerobic populations and benzene aerobic populations on the domain were set to 1 mg/L ($10 6 cells/g soil) and 0.1 mg/L ($10 5 cells/g soil), respectively. Maximum pore space occupation by microbial species during growth was set at 20%, corresponding to a porosity reduction of 80% of the initial value [Vandevivere et al., 1995; Thullner et al., 2002] . Ethanol anaerobic population and benzene anaerobic population initial concentrations were set to 0.1 mg/L ($10 5 cells/g soil) and 0.001 mg/L ($10 3 cells/g soil), respectively.
Source Zone Concentrations
[27] Two types of source zones were simulated: a constant concentration source and a decreasing concentration source. For both release scenarios, benzene and ethanol in the groundwater were assumed to originate from a spill of nonaqueous phase liquid (NAPL). For the constant concentration scenario, an ethanol concentration of 1,000 mg/L [Wilson and Adair, 2006] and a benzene concentration of 10 mg/L were assumed to exist at the source as a result of a relatively large NAPL release.
[28] For the decreasing source concentration scenario, concentrations of benzene and ethanol in the groundwater directly in contact with the source NAPL were estimated using the American Petroleum Institute's (API) LNAPL Dissolution and Transport Screening Tool (LNAST) model [Huntley and Beckett, 2002] . LNAST provides water phase concentrations of gasoline components at the interface between groundwater and LNAPL. To use this output as input for RT3D, we assumed that gasoline constituent concentrations just below the LNAPL/Water interface decrease rapidly to nondetect levels within two to three meters [Huntley and Beckett, 2002] . Thus, we used source cell concentrations that represent the average between LNAST output (i.e., the interface value at the top of the source cells) and zero (i.e., the value at the bottom of the source cells). A release of 2,000 kg of an ethanol/benzene mixture (E10) was considered. Spill volume was chosen to match model grid cell size and mass, resulting in a LNAPL spill on a volume 4 m wide by 4.8 m long by 0.79 m thick above groundwater level. Parameters used to estimate source concentrations were those shown in Table 2 . The average depth to the top of the LNAPL was considered to be 1.2 m. E10 composition used, in mole fraction, was 0.015 for benzene, 0.172 for ethanol, 0.158 for TEX and 0.824 for other compounds [Poulsen et al., 1991] . LNAST predicted initial ethanol and benzene concentrations at the LNAPL/water interface of 80,000 and 32 mg/L, respectively, decaying over time.
Model Limitations
[29] Although the GSIM module is very versatile allowing for multiple substrates, biological species and electron acceptors, in this paper we have focused on a simplified case of an E10 spill. The module itself and this implementation have several limitations that are important to highlight: (1) The model currently does not consider cosolvency effects, which can affect the rate of dissolution and sorption for higher ethanol blends (e.g., E85).
(2) Microbial activity is assumed to occur attached to the soil matrix. The model does not consider transport of microbial biomass or attachment/detachment kinetics. (3) Substrate degradation is conservatively assumed to occur only in the liquid phase, ignoring potential decay of sorbed contaminants. (4) Although the model can account for an arbitrary number of electron acceptors, oxygen is the only electron acceptor in the simulations (ignoring nitrate-, iron-, and sulfate-reducing pathways), as we have assumed that the large electron acceptor demand exerted by high ethanol concentrations causes a relatively rapid transition to (anaerobic) methanogenic conditions. (5) Only ethanol and benzene have been considered for our E10 release case, and no other gasoline components are evaluated. This greatly speeds simulation times, and under our assumed conditions of highly anaerobic methanogenic conditions, their effects on electron acceptor depletion should be negligible. (6) Total organic carbon (TOC) is assumed to be completely available for degradation processes, and is only used to calculate the metabolic flux dilution factor f s , not to calculate the specific substrate utilization rate U. (7) The operator splitting solution scheme of the model requires that small time steps (supplemental material) be used in the simulations (<0.005 d) because of convergence and stability issues.
Results and Discussion
[30] A sensitivity analysis of the system (supplemental material) was performed to assess the most influential variables involved in the system. The analysis consisted of several different simulations of the ethanol/benzene E10 system, changing one variable at a time by À50% and +50% (or 2 and 4 orders of magnitude in the case of hydraulic conductivity), and then comparing the point elasticity of the benzene centerline plume length after 10 years under each variable. Point elasticity is defined as the percent change of a function (plume length in this case) under a percent change of a variable, E(f(x)) = (dx/dy)(y/x) [Case and Fair, 1999] . Results indicate that soil hydraulic parameters: porosity (n), hydraulic conductivity (k) and hydraulic gradient (i), are the most relevant (0.76, 0.86 and 0.55 point elasticity, respectively), consistent with water flow being the primary process involved in the fate and transport of contaminants in groundwater.
[31] Source zone benzene concentration and biofilm density are also important with point elasticities of 0.33 and 0.26 respectively. At benzene concentrations below 1 mg/L, electron acceptor depletion by ethanol increases point elasticity of benzene concentration up to $0.55. Benzene and ethanol aerobic microbial growth kinetics follow in importance (0.13 to 0.54 elasticity), as they define the rate at which the plume fringe aerobic degra-dation occurs. Benzene and ethanol anaerobic kinetics are third in importance with elasticity up to 0.20; significantly lower because of the low degradation rates of anaerobic processes relative to aerobic degradation. It is interesting to note that none of the values obtained in the analysis is larger than one, which indicates that the system is largely inelastic to changes in a single variable.
[32] The model was used first to evaluate the dissolved benzene groundwater plume from a constant source. Plume length was defined as the distance from the source to the 5 mg/L contour, corresponding to the drinking water MCL (maximum concentration level) for benzene [U.S. Environmental Protection Agency, 2003], along the flow direction. Simulated plumes were allowed to reach steady state, which generally occurred after approximately 10 years of simulation. Seven different scenarios (Table 3) were implemented. For both constant concentration and decreasing concentration sources, the MODFLOW/RT3D/ GSIM system produced plume lengths within the range reported by Ruiz-Aguilar et al. [2003] for plumes from gasoline stations (80 m median and 152 m maximum).
[33] The constant source simulations yielded steady state plumes after $30 years (Figures 3 and 4) . In these simulations, the biochemical oxygen demand exerted by benzene alone near the source was higher than the available dissolved oxygen (as is often the case in contaminated sites), leading to anaerobic conditions in the center of the plume. Fortuitous growth of benzene degraders on ethanol contributed to higher anaerobic degradation rates and resulted in a decrease of 48% in benzene plume length (without MFD and catabolite repression). Benzene/ethanol simulations with no substrate interactions considered resulted in a 7% plume length increase due to ethanol-driven oxygen depletion. Catabolite repression increased benzene plume length by 49%, compared to a 123% increase for MFD. Metabolic Flux dilution was thus the most influential plume elongation mechanism for this constant E10 release scenario.
[34] Simulations considering a decreasing source ( Figure 5 ) show smaller increases in the maximum benzene plume length due to the presence of ethanol and a sharp decline in plume length once ethanol is completely depleted in the system. The baseline scenario with benzene alone reached a maximum length of 35.5 m. In the presence of ethanol, electron acceptor depletion increased plume length by 13%, catabolite repression by 23% and MFD by 46%. All substrate interactions resulted in a combined plume length increase of 22%. Metabolic flux dilution was thus the most influential factor in this E10 release scenario.
[35] Regarding microbial populations, when dissolved oxygen was allowed to deplete, as is the case under natural attenuation conditions, anaerobic microorganisms reached Tables 1a, 1b , and 2.
consistently higher concentrations than aerobic populations. Figure 6 shows the spatial distribution of microbial populations after 30 years of simulation (steady state), with anaerobic population thriving in the anaerobic source zone, and some aerobic activity still taking place on the plume fringes. Anaerobic degradation is the main substrate consumption mechanism at this point in the plume life cycle, while aerobic degradation dominated early in the simulations (<1 year). For constant source simulations, microbial growth associated with the consumption of ethanol increased total microbial populations near the source zone (0.5 m downgradient) from 10 6 to 10 8 cells/g soil (Figure 7) , and up to 10 10 cells/g soil at the source zone, resulting in increased benzene degrader populations (+180%), while decreasing the ratio of benzene degraders to total degraders (25% to 2%). Figure 8 shows that for a decreasing source scenario, total microbial populations decreased faster than benzene degrader populations, resulting in an increase in the ratio of benzene to total degraders during the first $800 d of simulation, then decreasing until reaching equilibrium at about 1%. This ratio agrees in order of magnitude with previous studies [Capiro et al., 2007] . In Tables 1a, 1b, and 2. both cases, benzene degrader populations were higher with ethanol, while their fractions relative to the total populations were smaller. This reflects that ethanol is a preferred substrate for most microbial communities and that genotypic dilution is taking place.
[36] To illustrate the potential benefits of oxygen addition as a bioremediation technique and discern the potential enhancement of aerobic benzene degradation due to additional growth of benzene degraders on ethanol, an unlimited supply of oxygen was provided to the scenario that considers all substrate interactions (Figures 3 and 5) . Simulations with a constant source resulted in a plume length decrease of 67% compared to the baseline without ethanol. Total microbial population reached the highest simulated values, generating an increased degradation potential that offset the elongating effects of negative substrate interactions. When applying an unlimited oxygen supply to the decreasing source simulations, benzene plume length decreased by 44%. However, the high oxygen demand exerted by typically high ethanol concentrations may make aerobic stimulation a prohibitively expensive alternative.
Conclusions
[37] A custom reaction numerical solver for RT3D (called GSIM) was developed to evaluate the effects of ethanol on benzene plume dynamics, and to investigate the influence of substrate interactions not previously simulated such as dilution of benzene metabolic flux and catabolite repression. The GSIM model results show that the presence of ethanol in E10 can cause benzene plume elongation by up to 40%, which agrees with previous statistical studies of benzene/ethanol plume lengths [Ruiz-Aguilar et al., 2003] . Both constant source and decreasing sources were evaluated, and simulations assuming a decreasing source yielded a lower degree of plume elongation (22%) relative to constant source conditions. For low benzene concentrations (<1 mg/L), oxygen depletion during ethanol degradation was the principal mechanism hindering benzene natural attenuation. For higher benzene concentrations (exerting an oxygen demand higher than the available dissolved oxygen), metabolic flux dilution was the dominant plume elongation mechanism.
[38] In all simulations, ethanol stimulated an increase in microbial populations (including those that degrade benzene), which offset negative substrate interactions, although the relative abundance of benzene degraders decreased (genotypic dilution). Oxygen depletion during ethanol degradation was the principal mechanism hindering benzene natural attenuation, followed by metabolic flux dilution. When oxygen is not limiting, model simulations showed that microbial growth on ethanol could offset negative substrate interactions and enhance benzene degradation, resulting in shorter plumes.
[39] This model has some limitations that include ignoring cosolvency effects, assuming that oxygen is the only electron acceptor prior to rapid transition to methanogenic conditions, not considering alkylbenzenes and other gasoline components, and assuming complete availability of total organic carbon for degradation processes. Despite these limitations, this model contributes valuable insight into microbial processes that influence the fate and transport of benzene in the presence of ethanol, and may be a useful tool for assessing the risks of groundwater contamination by E10 fuel. Tables 1a,  1b , and 2.
