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Recently, Barreira and Schmeling (2000) [1] and Chen and Xiong (1999) [2] have shown,
that for self-similar measures satisfying the SSC the set of divergence points typically has
the same Hausdorff dimension as the support K . It is natural to ask whether we obtain
a similar result for self-similar measures satisfying the OSC. However, with only the OSC
satisﬁed, we cannot do most of the work on a symbolic space and then transfer the results
to the subsets of Rd , which makes things more diﬃcult. In this paper, by the box-counting
principle we show that the set of divergence points has still the same Hausdorff dimension
as the support K for self-similar measures satisfying the OSC.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and statement of results
1.1. Self-similar measures
Let Si : Rd → Rd for i = 1, . . . ,N be contracting similarities and let (p1, . . . , pN ) be a probability vector. We denote the
Lipschitz constant of Si by ri ∈ (0,1). Let K and μ be the self-similar set associated with the list (S1, . . . , SN ), and the
self-similar measure associated with the list (S1, . . . , SN , p1, . . . , pN ), i.e. K is the unique non-empty compact subset of Rd
such that
K =
N⋃
i=1
Si(K ), (1.1)
and μ the unique Borel probability measure on Rd such that
μ =
N∑
i=1
piμ ◦ S−1i , (1.2)
cf. [11]. It is well known that suppμ = K .
We will frequently assume that the list (S1, . . . , SN ) satisﬁes certain “disjointness” conditions, viz. the Open Set Condition
(OSC) or the Strong Separation Condition (SSC) deﬁned below.
The Open Set Condition: There exists an open non-empty and bounded subset U of Rd with
⋃
i SiU ⊆ U and SiU ∩
S jU = ∅ for all i, j with i 	= j.
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⋃
i SiU ⊆ U and
SiU ∩ S jU = ∅ for all i, j with i 	= j.
Observe that the SSC is stronger than the OSC.
1.2. Lq-spectra
Let μ be a Borel probability measure on Rd and let:
ΘV (q; r) = sup
∑
i
μ
(
B(xi, r)
)q
, r > 0, q ∈ R,
where the supremum is taken over all families of disjoint closed balls {B(xi, r)}i contained in V with xi ∈ suppμ. If
limr→0 ΘV (q;r)log r exists, we call this limit the L
q-spectrum τV (q) of μ, i.e.
τV (q) = lim
r→0
ΘV (q; r)
log r
. (1.3)
In particular, for V = Rd , we write Θ
Rd (q; r) = Θ(q; r), τRd (q) = τ (q).
The Lq-spectrum of a self-similar measure is one of the key objects in multifractal analysis, and it is widely believed
that Lq-spectrum associated with a self-similar measure encode important information about the underlying dynamics and
geometry. The study of the Lq-spectra therefore plays a fundamental role in the understanding of dynamical systems or
self-similar measures and has been investigated by a large number of authors. For example, if q  0 and μ is an arbitrary
self-similar measure (not necessarily satisfying the OSC), then Peres and Solomyak [8] have recently shown that the limits
in (1.3) exist. If in addition the OSC is satisﬁed, then the limits in (1.3) exist for all q ∈ R and an explicit expression can be
obtained. Indeed, Arbeiter and Patzschke [10] and Cawley and Mauldin [7] proved that if the OSC is satisﬁed, then ∀q ∈ R,
τ (q) = lim
r→0
Θ(q; r)
log r
= β(q), (1.4)
where β(q) is deﬁned by
N∑
i=1
pqi r
β(q)
i = 1. (1.5)
Arbeiter and Patzschke [10] have obtained the Hausdorff dimension of the sets consisting of the points x in a self-similar
set K , for which the limits limr→0 logμ(B(x,r))log(r) exist. But it tells nothing about divergence points, for which these limits do
not exist. The set of those points may be big. Recently, Barreira and Schmeling [1] and Chen and Xiong [2] have shown,
that for self-similar measures satisfying the SSC the set of divergence points typically has the same Hausdorff dimension
as the support K . Furthermore, L. Olsen and S. Winter [5] and I.S. Baek, L. Olsen and N. Snigireva [6] analyze its structure
and give a decomposition of this set for the case when the SSC is satisﬁed. It is natural to ask whether we obtain a similar
result for self-similar measures satisfying the OSC. However, with only the OSC satisﬁed, we cannot do most of the work on
a symbolic space and then transfer the results to the subsets of Rd , which makes things more diﬃcult. In this paper, by the
box-counting principle we show that the set of divergence points has still the same Hausdorff dimension as the support K
for self-similar measures satisfying the OSC.
Theorem 1. Letμ be a self-similar measure supported by K and satisfying the OSC. Let s = dim K . If (p1, . . . , pN ) 	= (rs1, . . . , rsN ), then
dim
{
x ∈ K : lim inf
r→0
logμ(B(x, r))
log r
< limsup
r→0
logμ(B(x, r))
log r
}
= dim K .
2. A counting result with the OSC
We ﬁrst introduce some notation. For a position integer k, let Σk = {1, . . . ,N}k denote the family of u = u1 · · ·uk of
length k with entries u j ∈ {1, . . . ,N}, and let Σ∗ =⋃k Σk denote the family of all ﬁnite strings u = u1 · · ·uk of length k
with entries u j ∈ {1, . . . ,N}. If i = i1 · · · in ∈ Σ∗ is a string whose length equals n, we will write |i| = n for the length
of i. For u ∈ Σ∗ , let u− be the word obtained for u by dropping the last letter. If u = u1 · · ·uk ∈ Σk , we will write Su =
Su1 ◦ · · · ◦ Suk , Ku = Su(K ), ru = ru1 · · · ruk and pu = pu1 · · · puk . For any 0 < r  1, deﬁne: Γr = {u ∈ Σ∗: ru < r  ru−}. Let
rmin =min{ri: 1 i  N}. The following result is well known.
Lemma 2.1. Let 0< r  1. Then
(i) K =⋃u∈Γr Su(K ) and μ =⋃u∈Γr puμ ◦ S−1u .
(ii) μ(E) =⋃u∈Γ puμ ◦ S−1u (E) for any Borel set E ⊂Rd.r
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Ka-Sing Lau [3] have obtained the following proposition (see [3, Proposition 3.3]) for a general measure that is a reﬁnement
of the standard box-counting principle originated in [12].
Proposition 2.1. Let μ be a ﬁnite Borel measure on Rd and let V be an open subset with μ(V ) > 0. Assume that there exists an open
set U ⊂ V such that U ⊂ V and τU (q) = τV (q) for all q > 0. Suppose that α = τ ′V (q) for some q ∈ R. Then for any integer n > 0, and
δ, r0 > 0, there exist 0< r < r0 and a family of disjoint balls {B(xi, r)}ki=1 contained in V with xi ∈ supp(μ) such that
k r−τ ∗V (α)+δ(|q|+1) (2.1)
and
rα+2δ μ
(
B(xi, r/n)
)
μ
(
B(xi, r)
)
 rα−2δ, ∀1 i  k. (2.2)
There τ ∗V (α) is the Legendre transform of τV (q), i.e. τ ∗V (α) = inf{αq − τV (q): q ∈ R}.
If (S1, . . . , SN ) satisﬁes the OSC, then it follows from a result of Schief [9] that there exists an open, bounded and
non-empty set U with
⋃
i Si(U ) ⊂ U ,U ∩ K 	= ∅ and
Si(U ) ∩ S j(U ) = ∅, for all i, j with i 	= j. (2.3)
In addition, it is easily seen that
S iK ∩ S jU = ∅ (2.4)
for all i, j ∈ Σn , and i 	= j (cf. [11]). Notice that U is an open set, there exists an open ball
U0 = U (x0, r0) ⊂ U (2.5)
and x0 ∈ K . There U (x0, r0) denotes the open ball of radius r0 centered at x0.
Lemma 2.2. Let μ be a self-similar measure supported by K and satisfying the OSC. Then τU0 (q) = τ (q) = β(q) for any q  0 and
β(q) is an analytic and concave function.
Proof. We ﬁx a q  0, then it is clear that ΘU0 (q, r)  Θ(q, r). Hence we have τU0 (q)  τ (q). For the reverse inequality,
notice U0 ∩ K 	= ∅, we choose η > 0 and ω ∈ Σ∗ such that B(Kω,η) ⊂ U0. Let 0 < r < η and suppose {B(xi, r)} is a family
of disjoint balls of radius r with centers xi ∈ K . Then Sω(B(xi, r)) are disjoint balls contained in U0 with centers Sω(xi) ∈ K .
Hence
ΘU0(q; rωr)
∑
i
μ
(
Sω
(
B(xi, r)
))q  (pω)qμ(B(xi, r))q,
it follows that ΘU0 (q; rωr) (pω)qΘ(q; r), from which we conclude that τU0 (q) τ (q). By (1.4), we attain τU0 (q) = τ (q) =
β(q). By a direct calculation, it is easy to prove the second statement. 
For any x ∈ Rd and r > 0, let U (x, r) denote the open ball of radius r centered at x and |K | denote the diameter of K .
Recall Γr = {u ∈ Σ∗: ru < r  ru−}.
Lemma 2.3. Let μ be a self-similar measure supported by K and satisfying the OSC. Then
sup
x∈Rd,0<r<1
#
{
u ∈ Γr
∣∣ Ku ∩ U (x, r) 	= ∅}=:  < ∞. (2.6)
Proof. Let U0 be the open set in (2.5). Since U0 ∩ K 	= ∅, we can choose a point x0 ∈ U0 ∩ K . Note that Si(U0)∩ S j(U0) = ∅,
for all i, j with i 	= j, we have
c = min
1i< jN
dist
(
Si(x0), S j(x0)
)
> 0.
Therefore
min
u1,u2∈Γr;u1 	=u2
dist
(
Su1(x0), Su2(x0)
)
 crminr.
Noting that B(Su(x0),1/2crminr) ⊂ U (x, (1 + |K |rmin + crmin)r) for any u ∈ {u ∈ Γr | Ku ∩ U (x, r) 	= ∅} and B(Su1 (x0),
1/3crminr) ∩ B(Su2 (x0),1/3crminr) = ∅ for any u1 	= u2, we have((
1+ |K |rmin + crmin
)
r
)d  #{u ∈ Γr ∣∣ Ku ∩ U (x, r) 	= ∅}((1/3crmin)r)d.
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#
{
u ∈ Γr
∣∣ Ku ∩ U (x, r) 	= ∅} (1+ |K |rmin + crmin)d
(1/3crmin)d
  < ∞. 
Lemma 2.2 and Lemma 2.3 are well known. [3,5] and [10] have similar results.
Proposition 2.2. Let q  0 and U0 be the open set in (2.5). Then for any δ,η > 0, there exist r ∈ (0, η), k  r−β∗(α)+δ(q+1) and
u1, . . . ,uk ∈ Σ∗ satisfying the following properties:
(i) r1+δ  rui  r1−δ for all 1 i  k.
(ii) Sui (4U0) are disjoint subsets of U0 , where 4U0 =: U (x0,4r0).
(iii) rα+3δ  pui  rα−3δ for all 1 i  k.
Proof. Note that the hypothesis of Proposition 2.1 is satisﬁed and τU0 (q) = β(q) (due to Lemma 2.2). Let V = U0 (the open
set in (2.5)) and let n be the least integer > 8(1 + |K | + |U0|). Hence for δ,η > 0, we can ﬁnd a family of disjoint balls
{B(xi, r)}ki=1 contained in U0 with xi ∈ supp(μ) = K ,
0< r < η, rδ <min
{
rmin
n
,
1

,μ(K )
}
, (2.7)
k r−β∗(α)+δ(q+1), and
rα+2δ μ
(
B(xi, r/n)
)
μ
(
B(xi, r)
)
 rα−2δ, ∀1 i  k, (2.8)
where the letter  is the constant deﬁned in (2.6). In the following we construct the word ui which satisfy the desired
properties.
Choose 0<  < r such that
μ
(
∂B
(
xi, (r + )/n
))= 0, i = 1, . . . ,k.
(∂(E) denotes the boundary of E .) This can be done since μ(∂B(xi, t)) = 0 except for countably many t . For convenience we
denote r′ = (r + )/n, therefore we have:
μ
(
B
(
xi, r
′))= μ(U(xi, r′)), i = 1, . . . ,k.
By Lemma 2.1(ii),
μ
(
U
(
xi, r
′))= ∑
{γ∈Γr′ |Kγ ∩U (xi ,r′) 	=∅}
pγ μ ◦ S−1γ
(
U
(
xi, r
′)) ∑
{γ∈Γr′ |Kγ ∩U (xi ,r′) 	=∅}
pγ .
By (2.6) and noticing that xi ∈ K , there exists u ∈ Γr′ such that Ku ∩ U (xi, r′) 	= φ and∑
{γ∈Γr′ |Kγ ∩U (xi ,r′) 	=∅}
pγ  pu .
We ﬁx this u and denote it by ui . By combining the above two inequalities, we have:
μ
(
U
(
xi, r
′)) pui . (2.9)
Since ui , 1 i  k, are in Γr′ , we have rminr′  rui < r′ . Then by the choice of r (i.e. rδ < rmin/n), ui satisﬁes property (i).
To prove property (ii), it suﬃces to show that Sui (4U0) ⊂ B(xi, r). We note that Kui ∩U (xi, r′) 	= ∅ and Kui ∩ Sui (U0) 	= ∅.
This implies that
Kui ⊂ U
(
xi, r
′ + |Kui |
)
, Sui (U0) ⊂ U
(
xi, r
′ + |Kui | +
∣∣Sui (U0)∣∣). (2.10)
Since
r′ + |Kui | +
∣∣Sui (U0)∣∣ r′(1+ |K | + |U0|)= r + n (1+ |K | + |U0|) r + 8  r/4, (2.11)
we obtain Sui (U0) ⊂ U (xi, r/4) and hence Sui (4U0) ⊂ U (xi, r) ⊂ B(xi, r) ⊂ U0. This implies that ui satisﬁes property (ii).
Finally we prove property (iii). By (2.7)–(2.9), we have
pui 
1

μ
(
U
(
xi, r
′)) 1

rα+2δ  rα+3δ.
To see the other direction, observe that Kui ⊂ U (xi, r ) ⊂ B(xi, r) (by (2.10), (2.11)). We have:4
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1
μ(K )
puiμ(K ) =
1
μ(K )
puiμ ◦ S−1ui (Kui )
 1
μ(K )
puiμ ◦ S−1ui
(
B(xi, r)
)
 1
μ(K )
∑
u∈Γr′
puμ ◦ S−1u
(
B(xi, r)
)
 1
μ(K )
μ
(
B(xi, r)
) (
by Lemma 2.1(ii)
)
 1
μ(K )
rα−2δ
(
by (2.8)
)
 rα−3δ
(
by (2.7)
)
.
This ﬁnishes the proof of the proposition. 
3. Proof of Theorem 1
In order to prove Theorem 1 we need to use the Cantor-type sets with a special Moran construction.
Let B ⊂ Rd be a closed ball. Let {nk}k1 be a sequence of positive integers. Let D =⋃k0 Dk with D0 = {∅} and Dk =
{ω = ( j1 j2 · · · jk): 1 ji  ni, 1 i  k}. Suppose that Ω = {Bω: ω ∈ D} is a collection of closed balls of radius rω in Rd .
We say that Ω has Moran structure provided it satisﬁes the following conditions:
(1) B∅ = B , Bω j ⊂ Bω for any ω ∈ Dk−1, 1 j  nk;
(2) Bω ∩ Bω′ = ∅ for ω, ω ∈ Dk with ω 	= ω′;
(3) limk→∞ maxω∈Dk rω = 0;
(4) For all ωη 	= ω′η, ω,ω′ ∈ Dm , ωη,ω′η ∈ Dn , m n,
rωη
rω
= rω′η
rω′
.
If Ω fulﬁlls the above Moran structure, we call:
F =
∞⋂
n=1
⋃
ω∈Dn
Bω
the Moran set associated with Ω . For k ∈ N, let
ck = min
(i1···ik)∈Dk
ri1···ik
ri1···ik−1
, Mk = max
(i1···ik)∈Dk
ri1···ik .
Proposition 3.1. (See [4, Proposition 3.1].) For a Moran set F deﬁned as above, suppose furthermore
lim
k→∞
log ck
logMk
= 0. (3.1)
Then we have:
dimH F = lim inf
k→∞
sk,
where sk satisﬁes the equation
∑
ω∈Dk r
sk
ω = 1 for each k.
Proof of Theorem 1. For q0 > 0, deﬁne two number sequences {qi}∞i=1 and {αi}∞i=1 in the following manner:
qi =
{
q0, i is odd number;
0, i is even number
and
αi =
{
β ′(q0), i is odd number;
β ′(0), i is even number. (3.2)
We choose a positive sequence {δi}∞i=1 ↓ 0. Notice that τU0 (q) = β(q) for any q 0. For each i ∈ N, using Proposition 2.2 we
construct di > 0, ki ∈ N and Bi = {ui,s: 1 s ki} such that
(a) 1> d1 > d2 > · · · .
(b) ki  (di)−β
∗(αi)+δi(qi+1) .
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(d) Sui,s (4U0) (s = 1, . . . ,ki) are disjoint subsets of U0.
(e) (di)αi+3δi  pui,s  (di)αi−3δi for all 1 s ki .
Also we let {Ni}∞i=1 be a sequence of integers large enough such that
(f) dNii < (di+1)
2i for each i ∈ N.
(g) limk→∞
∑k
i=1 Ni logdi
Nk+1 logdk+1 = 0.
Now we deﬁne a sequence of subsets of Σ∗ in the following manner:
B1, . . . ,B1︸ ︷︷ ︸
N1
, B2, . . . ,B2︸ ︷︷ ︸
N2
, . . . , Bi, . . . ,Bi︸ ︷︷ ︸
Ni
, . . .
(i.e., that B1 is repeated N1 times, follows from that B2 is repeated N2 times and so on), and relabel them as {B∗n}∞n=1. Let
Ω = {Sv1···vk (U0): k ∈ N, vi ∈ B∗i for 1 i  k}.
It is easy to check that Ω has Moran structure. Let
Fq0 =
∞⋂
n=1
⋃
v1∈B∗1,...,vn∈B∗n
Sv1···vn (U0).
Then Fq0 is the Moran set associated with Ω . Next we show that
lim inf
r→0
logμ(B(x, r))
log r
< limsup
r→0
logμ(B(x, r))
log r
, ∀x ∈ Fq0 , (3.3)
and
dimH Fq0  β∗
(
β ′(q0)
)
. (3.4)
Let x ∈ Fq0 , then there exist vi ∈ B∗i (i = 1,2, . . .) such that
{x} = lim
n→∞ Sv1···vn (U0).
Let nk = N1 + N2 + · · · + N2k − 2, then there exists rnk > 0 such that∣∣Sv1···vnk+1(U0)∣∣ 2rnk < ∣∣Sv1···vnk (U0)∣∣.
Noting that Svnk+2 (4U0) ⊂ U0 (by (d)), we have |Sv1···vnk+2 (U0)| |Sv1···vnk+1 (U0)|/4 rnk/2. Hence
Sv1···vnk+2(U0) ⊂ B(x, rnk ) ⊂ Sv1···vnk (4U0) ⊂ Sv1···vnk−1(U0). (3.5)
On the other hand, by (2.4), (2.5) we have:
μ
(
Sv1···vk (U0)
)= ∑
|u|=|v1···vk |
puμ
(
S−1u
(
Sv1···vk (U0)
))= pv1···vkμ(U0), ∀k ∈ N. (3.6)
Combining (3.5) and (3.6), we have
log pv1···vnk−1μ(U0)
log rv1···vnk+2 |U0|
 logμ(B(x, rnk ))
log rnk

log pv1···vnk+2μ(U0)
log rv1···vnk−1 |U0|
. (3.7)
Thus to calculate limk→∞
logμ(B(x,rnk ))
log rnk
, we need to estimate pv1···vm and rv1···vm for m = nk −1,nk +2. By (e), (c), we obtain:(
2k−1∏
i=1
(di)
Ni(αi+3δi)
)
(d2k)
N2k(α2k+3δ2k)
 pv1···vnk+2  pv1···vnk−1 
(
2k−1∏
i=1
(di)
Ni(αi−3δi)
)
(d2k)
(N2k−3)(α2k−3δ2k) (3.8)
and
840 J.-Q. Xiao et al. / J. Math. Anal. Appl. 379 (2011) 834–841(
2k−1∏
i=1
(di)
Ni(1+δi)
)
(d2k)
N2k(1+δ2k)
 rv1···vnk+2  rv1···vnk−1 
(
2k−1∏
i=1
(di)
Ni(1−δi)
)
(d2k)
(N2k−3)(1−δ2k). (3.9)
By (3.7)–(3.9), we have∑2k−1
i=1 Ni(αi − 3δi) logdi + (N2k − 3)(α2k − 3δ2k) logd2k∑2k−1
i=1 Ni(1+ δi) logdi + N2k(1+ δ2k) logd2k
 logμ(B(x, rnk ))
log rnk

∑2k−1
i=1 Ni(αi + 3δi) logdi + (N2k − 3)(α2k + 3δ2k) logd2k∑2k−1
i=1 Ni(1− δi) logdi + (N2k − 3)(1− δ2k) logd2k
. (3.10)
By (3.2), (3.10) and (g), we obtain
lim
k→∞
logμ(B(x, rnk ))
log rnk
= β ′(0). (3.11)
Let n′k = N1 + N2 + · · · + N2k+1 − 2, then there exists rn′k such that∣∣Sv1···vn′k+1(U0)∣∣ 2rn′k < ∣∣Sv1···vn′k (U0)∣∣.
By the same method, we obtain
lim
k→∞
logμ(B(x, rn′k ))
log rn′k
= β ′(q0). (3.12)
Combining (3.11) and (3.12), we obtain
lim inf
r→0
logμ(B(x, r))
log r
< limsup
r→0
logμ(B(x, r))
log r
, ∀x ∈ Fq0 .
To prove dimH Fq0  τ ∗U0 (q0), recall that Fq0 is the Moran set associated with Ω . For large n, write n =
∑k
i=1 Ni + p with
1 p  Nk+1. By (b) and (c), we have:
n∏
s=1
#B∗s 
(
k∏
i=1
(di)
Ni(−β∗(αi)+δi(qi+1))
)
(dk+1)p(−β
∗(αk+1)+δk+1(qk+1+1)) (3.13)
and
inf
vn∈B∗n
rvn  (dk+1)1+δk+1 , sup
v1∈B∗1,...,vn∈B∗n
rv1···vn 
(
k∏
i=1
(di)
Ni(1−δi)
)
(dk+1)p(1−δk+1). (3.14)
Using (3.14) and (f), we have:
lim
n→∞
log(infvn∈B∗n rvn )
log(supv1∈B∗1,...,vn∈B∗n rv1···vn )
= 0.
This implies that condition (3.1) in Proposition 3.1 is satisﬁed. We have dimH Fq0 = lim infn→∞ sn , where sn satisﬁes the
equation ∑
v1∈B∗1,...,vn∈B∗n
(rv1···vn )sn = 1. (3.15)
It follows that
dimH Fq0  lim infn→∞
log(
∏n
s=1 #B∗s )
− log(inf ∗ ∗ rv ···v ) .v1∈B1,...,vn∈Bn 1 n
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inf
v1∈B∗1,...,vn∈B∗n
rv1···vn 
(
k∑
i=1
(di)
Ni(1+δi)
)
(dk+1)p(1+δk+1)
(
by (c)
)
,
yields:
dimH Fq0  lim inf
k→∞
∑k
i=1 Ni(β∗(αi) − δi(qi + 1)) logdi + p(β∗(αk+1) − δk+1(qk+1 + 1)) logdk+1∑k
i=1 Ni(1+ δi) logdi + p(1+ δk+1) logdk+1(
by (3.2) and β∗
(
β ′(q0)
)
< β∗
(
β ′(0)
)
since β∗ is concave
(
see [5]
))
 lim inf
k→∞
∑k
i=1 Ni(β∗(β ′(q0)) − δi(qi + 1)) logdi + p(β∗(β ′(q0)) − δk+1(qk+1 + 1)) logdk+1∑k
i=1 Ni(1+ δi) logdi + p(1+ δk+1) logdk+1
 β∗
(
β ′(q0)
)
.
Noticing that
⋃
q0>0 Fq0 ⊂ {x ∈ K : lim infr→0 logμ(B(x,r))log(r) < limsupr→0 logμ(B(x,r))log(r) }, we have
dim
{
x ∈ K : lim inf
r→0
logμ(B(x, r))
log r
< limsup
r→0
logμ(B(x, r))
log r
}
 dim
⋃
q0>0
Fq0  sup
q0>0
β∗
(
β ′(q0)
)= β∗(β ′(0))= dim K .
This completes the proof of Theorem 1. 
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