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Introduction
Telecommunication switches are engineered to support a certain number of active calls and to process requests for calls and services at a certain rate. Occasionally, service requests may arrive at a switch at higher rate than the switch can process, even if a switch has available bearer resources. This is possible under many conditions in a multi-service wireless network, for example a UMTS network, in which many requests to the network are for services other than connections, such as location updates. In this paper, we address processor overload controls due to signaling traffic. These controls execute inside switch controllers to react to conditions of high signaling requests that overwhelm internal switch processing resources. They are required to maintain system integrity and maximize performance during overload. The lifetime of switches is many years, and processor upgrades can only be made within tight power budgets and floor-space constraints which are major cost factors in running a telecommunication network. Therefore, properly engineering a switch for expected traffic, and relying on overload control algorithms to manage unexpected bursts of requests is critical to providing a cost effective service. These controls may also be used for load balancing and traffic differentiation.
Due to the ever growing demand for faster, ubiquitous, and newer services, mobile telephony poses new challenges in the design of signaling overload control algorithms for a switch. First, user mobility causes fast changing hot spots resulting in bursty signaling traffic. Second, user mobility management and newer services result in a large number of signaling messages that require processing in an access switch. Third, some service requests might be more important than others, thereby requiring differential treatment under overload. Multi-class overload controls, as opposed to single class overload controls, are critical to multi-service wireless networks. The importance of service requests for basic users may vary from requests to establish calls, which generate immediate revenue, to registrations which may generate revenue in the future. Furthermore, these networks will provide multiple services, including voice, data, and messaging, each of which may generate different revenues for operators. By instituting multi-class overload controls, operators may maximize their revenue during overload periods.
Under overload, a switch may invoke remote overload control by signaling its neighbors of its state. In practice, although recommended procedures exist to deal with interswitch congestion control, many deployed switches do not implement these algorithms. Therefore, it is critical that a switch makes no assumptions about any remote overload control and locally protect its own processing resources by implementing appropriate local overload controls. This is usually done by throttling a fraction of the new service requests. In the multi-class case when certain service requests are more important than the others, the throttling must honor the class priority.
In this paper, we propose multi-class local overload control algorithms that are designed to be robust against different input traffic patterns (gradual, bursty) and system upgrades. Generally, overload control algorithms involve measurement of the system load and its comparison with a specified or measured system load threshold. When the system load threshold is reached or exceeded, overload control actions are triggered. In order to appropriately measure the system load when several classes of traffic are present, we first introduce the concept of equivalent system load measure, that converts the multiple system measures associated with different classes of traffic into a single measure with respect to a pre-defined base class. For example, arrival rates corresponding to calls, location updates, registrations, and short messages may be converted into a single, equivalent arrival rate. We use the concept of equivalent system load measure to develop three multi-class overload detection and measurement algorithms. These algorithms extend the single-class algorithms presented in [8] .
The first algorithm (denoted "Occupancy") uses processor occupancy to measure system load. The second algorithm (denoted "ARO") uses acceptance rate in conjunction with processor occupancy to measure the system load. Acceptance rate is defined to be the number of service requests accepted into the system in a given time interval. The third algorithm (denoted "SiRED") measures the system load using queue lengths. Each of the three algorithms determine how much equivalent load should be allowed into the system at any given time. We develop a new procedure for partitioning the allowable equivalent load across traffic classes, using a strict priority scheme that assigns preferential treatment to higher priority classes. Our partitioning procedure is common to all the three algorithms.
Although our algorithms can be used in a variety of network elements, in this paper, we develop and evaluate them for a Mobile Switching Center (MSC). MSCs are the heart of the mobile telecommunication networks. They perform both control and transport functions. Control functions include routing calls to and from mobile users through the access radios, processing authentication of location update requests from mobile users, accessing user profiles so that advanced services may be invoked, and providing access to data services such as short messaging services. These control services are requested and invoked through the exchange of application level signaling protocols. We use simulations of call flows from mobile telecommunication standards to investigate the performance of the three algorithms. We find that all three algorithms are capable of sustaining good throughput and delay performances under a wide range of steady overload conditions. Interestingly, under sudden load ramp up, ARO and SiRED dramatically reduce the reaction time and the maximum average delay in comparison to the Occupancy algorithm. In comparison to SiRED, ARO has a slightly higher reaction time and maximum average delay under sudden load ramp up, but provides more stable feedback under heavy overload, leading to a throttling pattern that is more consistent with the desired priority scheme.
Our algorithms require the relative processing cost of each class of traffic. Knowledge of switch behavior may allow values to be specified, but it is important to know how robust the algorithms are when the relative processing costs are mis-specified. We find that mis-specification can cause some instability in the algorithms, particularly if the cost of a high priority event is under-specified. For the purpose of making the algorithms more robust, we propose a scheme that does not require prior specification, but instead uses simple regression techniques to obtain estimates of relative processing costs using measured data. We find that estimates of relative costs derived in this manner converge rapidly to their true values as additional data accumulates.
The rest of the paper is structured as follows. Section 2 describes related work in multi-class overload control algorithms. A high level description of a wireless access switch and the system model used is presented in Section 3. The multi-class overload algorithms considered in the paper are described in Section 4 and compared via simulations in Section 5. We conclude in Section 7 and also provide several directions for future extensions to our work.
Related Work
Overload and congestion control has been actively studied in both telecommunication networks and the Internet. In telecommunication networks, single class overload controls have been proposed and evaluated in [4] , [5] , [8] , [11] , [13] , [14] . In [1] the authors examined a multi-class token-based scheme where a newly arrived call of a given class is accepted when there is free token of that class or when there is free token in a common pool of unused tokens. One concern with this scheme is that there is no priority mechanism in using the tokens of the common pool and under overload, calls belonging to lower priority classes might exhaust these tokens. In [12] Rumsewicz used different queue size thresholds, one for each class, for discarding call messages when the thresholds are exceeded in a tail drop manner. He also observed that call completion throughput rather than message throughput is a better measure of performance. We also use call completion throughput as one of our performance measures.
In the Internet, overload control has manifested itself in active queue management of router queues. Most of the proposed multi-class active queue management approaches including RIO [3] , WRED [15] and [2] are multi-class extensions of the Random Early Discard (RED) algorithm [6] . In these approaches, different average queue size thresholds are set for different classes and packet drop probabilities are computed based on how the actual average queue length(s) compare with the thresholds. It is assumed that the link, rather than the processor, is the bottleneck. In order to study the applicability of RED-like approaches in the context of controlling processor overload due to multi-class signaling traffic, we studied a modified version of WRED, called signaling RED, or SiRED. The performance of RED, RIO, WRED has been mainly evaluated in the presence of TCP traffic with TCP's remote overload control (end-to-end congestion control). In evaluating our algorithms, we do not assume any remote overload controls.
Our algorithms and their evaluation extend and build upon the earlier work on single class signaling overload control [8] . The main enhancements and differences from [8] are as follows. First, we consider multiple classes of traffic and introduce the concept of equivalent system load measures to design multi-class overload control algorithms. We introduce a new algorithm for partitioning load across multiple classes of traffic. Second, we evaluate our algorithms for a wireless scenario. Last, we propose a simple scheme that uses regression techniques to estimate relative processing cost of calls belonging to each traffic class.
We end this section by noting that several papers on handling multi-class traffic have been written in the context of admission control where new calls or requests are admitted or dropped depending upon their requirements and the available bearer resources. This differs from our work which focuses on controlling processor overload due to the signaling messages themselves.
System Description and Model
The functional components of an MSC [10] are shown in Figure 1 . Typically, the processing in a switch is distributed between line cards and processing cards [14] . The signaling component, which terminates the protocol interfaces with the network, is implemented on line cards. These line cards exchange internal control messages with the processing cards which perform the call processing and Visitor Location Register (VLR) functions. The call processing functions include call routing, invoking services, and maintaining call state. We are concerned with signaling overload control at the line and the call processing cards. Signaling traffic arrives in the form of new requests, messages associated with established requests, or those associated with requests that are in the process of getting established. It is a standard practice to throttle new requests under overload rather than throttling a message associated with an established request or that associated with a request in the process of getting established. This allows elimination of future signaling messages associated with the throttled requests. When a signaling message arrives at a line card, the line card must first perform lower layer protocol processing and any other processing to determine if the signaling message is a new call request. Hence even if a new call is throttled due to overload in the line card, it imposes some processing cost on the line card. This processing cost is called the throttling cost. A call processing card may avoid this cost by communicating its load (or the rate at which it would accept calls) to the line card(s) which identifies and throttles new calls appropriately. The division of functionality across cards varies in different switch implementations.
We model a card, also referred to as system, by a single processor queue as shown in Figure 2 . In this model, new requests belonging to different priority classes are assumed to arrive at the queue. For example, in the case of the MSC we could potentially have five different priority classes of requests -mobile calls, power-up registrations, location updates, paging requests, and SMS (short messaging service) requests. Depending on the current measure of load of the system, the class priority, and the overload control algorithm, a new request could be accepted or throttled. If the new request is accepted, it is processed by the CPU and, depending on the nature of the request, an additional task is generated and fed back into the system after a variable delay. This additional task, when processed, may generate more tasks which are fed back into the system. The processor schedules tasks using a first-in-firstout policy. Eventually, when all the tasks associated with an accepted request are executed, the request is considered completed and removed from the system. The generation of new tasks models the multiple tasks and messages associated with a request. The variable delay applied to a task, before it is fed back into the system, models the delay between arrival of different tasks associated with a request. Two throttling scenarios are shown in Figure 2 . In the first scenario, a new call is throttled in a neighboring card and hence is shown to be throttled even before it is queued. In the second scenario a new call is throttled after incurring some processing cost. Due to user retrials a throttled request could arrive again at the system after a variable amount of delay. In this paper, we will only examine the first throttling scenario and assume that the call retrials are part of the new calls. The correlation between throttled calls and the retrials is not considered. Retrials cause overload to persist for a longer period of time. We do consider persistent overload in our evaluation in Section 5.
Multi-class Overload Algorithms
In this section we develop overload control algorithms for multiple classes of signaling traffic representing tasks of multiple types of service requests. Under normal conditions, when the processor is not in overload, all the requests are allowed into the system. When the processor is in overload, some requests are throttled. In this paper we consider the scenario where service requests are arranged in strict priority order and under overload lower priority service requests are throttled first. An alternate approach would be to allow some kind of fair access to different service requests but we do not consider that approach in this paper.
As mentioned earlier, the process of throttling tasks could be done intelligently by throttling only those tasks that initiate service requests. It is assumed that ongoing events cannot be terminated to reduce overload.
All multi-class overload control algorithms considered in this paper are comprised of three steps.
A Time-driven measurement and detection mechanism
in which system load is measured at fixed probe times, with overload being assessed at every k th probe interval, denoted the assessment time. The detection mechanism produces a total fraction of the incoming service requests that must be allowed into the system.
2. An allocation mechanism, in which the total fraction to be allowed is converted into fractions for individual classes, in a manner that respects class priority.
3. A throttling scheme, which converts the fractions allowed into accept/reject decisions for individual events in each class.
The algorithms presented below differ only with respect to the first step where different measures are used for detecting overload; the allocation and throttling mechanisms are common to all algorithms. In the rest of this section we introduce the concept of equivalent measures used in three multi-class overload detection and measurement algorithms (Step 1) described below. This is followed by a description of the allocation procedure ( Step 2) and the throttling scheme (Step 3).
Equivalent System Load Measure
Equivalent system load measure allows us to convert the multiple system load measures associated with different classes of traffic into a single load measure with respect to a pre-defined base class as described below.
It is assumed that there are M types of origination events that start a new thread of tasks (e.g., new calls, location updates, registrations), which are assumed to be the only events that can be throttled. These origination events arrive at rates λ i , i = 1, . . . , M events/sec and are processed by a single card at rates µ i , i = 1, . . . , M. The corresponding average processing times µ −1 i comprise the complete processing of the events, including all subtasks they generate, up to their termination.
It is also assumed that a strict throttling priority p i , i = 1, . . . , M has been established for each event class, such that, if p i < p j , then events of class i should be throttled before events of class j. A processing priority may also be established for the event classes, but, for simplicity of implementation, we consider that all events have the same
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Let c i represent a generic system measure for class i based on counts. Examples of such count measures are arrival rates, acceptance rates (i.e., the number of events accepted into the system per unit time), and queue lengths (i.e., the number of events waiting for processing).
One
M . The equivalent count measure is then defined as
This measure can be interpreted as the equivalent number of counts (in terms of processing cost) if the system were receiving only base class events. In order to determine π i 's we require the relative processing cost of each class of traffic. A measurement-based scheme for estimating these costs is derived in [9] .
Overload Measurement and Detection
In this section, we describe three algorithms that use equivalent measures of system load and compare it with a corresponding equivalent system load threshold to detect and measure overload. The goal is to produce an equivalent fraction of the input load that can be allowed into the system. The three algorithms we describe are multi-class extensions of the single class algorithms described in [8] . The first algorithm is based on measurement of processor occupancy, the second is based on a combination of processor occupancy and acceptance rate measurements, and the third is based on measurement of queue lengths.
Occupancy Algorithm
Processor occupancy, ρ, is defined as the percentage of time, within a given probe interval, that the processor is busy processing tasks. Processor occupancy is a dimensionless quantity, which makes it relatively system independent. The measurement of processor occupancy is clearly independent of the number of event classes present in the system. This is because the total processor occupancy is the sum of individual processor occupancies. Therefore, the measurement and detection part of the Occupancy algorithm are same in the single-class and multi-class cases.
In the Occupancy algorithm, the estimated processor occupancy at assessment interval n, denoted byρ n and given by the average of the previous k probed processor occupancies, is compared to an occupancy threshold ρ thresh . When the measuredρ n is greater than ρ thresh , the system is considered to be in overload, and throttling is forced. Whenρ n is less than ρ thresh , no throttling is required. The specific feedback function for the equivalent fraction allowed (similar to the single class feedback function proposed in [4] and later examined in [8] ), is
where restrict(a, x, b) = max(a, min(x, b)) bounds x to the interval [a, b]. A minimum fraction allowed f min is used to prevent the system from throttling all incoming events.
In the single-class case the fraction allowed is applied directly to the individual events; in the multi-class case, it must be split into separate fractions allowed for the individual classes depending on their priorities. The mechanism for achieving this is described in Section 4.3.
ARO Algorithm
One of the problems with using an occupancy-based algorithm is that processor occupancy provides only a measure of the processed load. The offered load in a given time interval might be much higher than the processed load especially when there is a sudden burst of service requests. The acceptance rate, defined to be the number of new service requests accepted into the system in a given time interval, is a better measure of offered load. An algorithm based on the acceptance rate (AR) uses a feedback function similar to (2), but here the average number of accepted service requests over the past k probe intervals replaces the processor occupancy. In our multi-class scenario, the equivalent acceptance rate is obtained using (1) . That is, lettinĝ α n,i represent the estimated acceptance rate for events in class i at assessment time n, the equivalent acceptance rate isα
It estimates the equivalent number of class M events being accepted into the system. Letting α eq thresh denote the equivalent acceptance rate threshold (whose determination is discussed later in this section), the multi-class AR feedback function is
The equivalent acceptance rate threshold α eq thresh is the most crucial parameter in the multi-class AR feedback funcProceedings of the 13th IEEE International Conference on Network Protocols (ICNP'05) tion (3). It may either be determined based on the engineered capacity of the system, or it may be estimated dynamically, by determining the equivalent maximum system throughput µ eq max =α eq / ρ, whereα eq is the current estimate of the equivalent acceptance rate and ρ is the current estimate of the processor occupancy. We then set α eq thresh = ρ thresh µ eq max . For robustness against sudden traffic bursts, α eq thresh is updated at every K k probe intervals, according to an exponentially weighted moving average (EWMA) scheme with small updating weight w.
The problem with using a detection mechanism based only on acceptance rate is that this measure does not indicate overload induced by internal changes in the system. For example, an increase in the service rate for certain classes of events or consumption of processing resources by background tasks can not be captured by acceptance rate. Therefore, it is necessary to combine acceptance rate with another system measure that represents the system's processed load and not just offered load. This leads us to consider the combined acceptance rate and occupancy (ARO) algorithm,
SiRED Algorithm
The SiRED algorithm is based on the average queue length of new events. We use (1) to obtain the equivalent queue length q eq = M i=1 π i q i , where q i represents the length of the queue of originating events of class i 1 . The average equivalent queue length at time n + 1 is estimated according to an EWMA based on the measured equivalent queue length at time n, q eq n , Q eq n+1 = (1 − w)Q eq n + wq eq n , where the updating weight w needs to be specified. The equivalent fraction allowed for the multiclass SiRED algorithm is then defined as
where Q eq min and Q eq max are lower and upper thresholds on the equivalent queue length, which need to be specified or could also be obtained from specifications of minimum and maximum queue length thresholds of each class using (1) . Note that unlike the Occupancy and ARO algorithms, SiRED does not use an explicit closed feedback loop for updating f eq n .
Allocation
The detection step of the overload algorithms, discussed in Section 4.2, determines the equivalent fraction of class M events that should be allowed into the system. Let τ eq = 1 − f eq be the the equivalent fraction of class M events that should be throttled. In the multi-class case, this throttling fraction needs to be split among the various event classes, respecting the throttling priority specified for them. We now describe a simple algorithm for calculating throttling fractions τ 1 , . . . , τ N for each priority, so that the equivalent throttling fraction is τ eq .
Recall the arrival rate for class i events is λ i , and the relative processing cost with respect to the base class M is π i . The total requested load, per unit time, for class i events is therefore λ i π i , and the total requested load for the entire system is
Since the required equivalent throttling fraction is τ eq , the load that must be throttled is τ eq Λ M . The throttling scheme then assigns individual throttling fractions to each class, so that the low priority classes are throttled first, and to maintain the desired overall throttling fraction. Formally, define Λ 0 = 0 and Λ k = k j=1 λ i π i ; note that Λ k is the cumulative requested load for classes 1 to k. The throttling fraction τ j for class j is
4) The allocation algorithm described in (4) requires that some estimates of the class arrival rates, λ i , be available. We use separate EWMAs in each measured class arrival rate, which, for robustness, are updated at each K a k probe intervals, using a small updating weight w a .
Throttling
Given the throttling fraction τ n,i to be used for class i during the n th interval, the throttling scheme determines which new events to drop. We adopt a deterministic throttling scheme first proposed by [7] . In this algorithm, a variable r is first initialized to 0, then the accept/reject decision procedure described below is used Proceedings of the 13th IEEE International Conference on Network Protocols (ICNP'05) r := r + (1 − τ n,i ). If r ≥ 1 r := r − 1 accept request else reject request, [8] compares this deterministic throttling algorithm to alternative schemes based on pseudo-random numbers and concludes that the deterministic algorithm has the best overall performance in terms of reducing the variability in the fraction allowed. The randomness in arrivals from different sources ensures that no particular source is able to misuse the deterministic throttling to its advantage.
Performance of Algorithms
We now evaluate the performance of the multi-class overload control algorithms described in Section 4 by simulating the system model described in Section 3. We make the simplifying assumption that the process of detecting overload is free. The simulator used to obtain the results presented in this section is custom written.
For simplicity, only two classes of events are considered in the simulation: mobile originated calls and location updates. As described in Section 4, strict priority is used in throttling events from the two classes. The task and event structures for calls and location updates, derived from call flows from mobile telecommunication standards, are presented in Figure 3 . The call model treats each request as consisting of four task segments: initial request, call setup, handover, and call termination. The model used for location updates consists of a single task segment: the initial request. The initial request, call setup and call termination tasks comprise several subtasks which are generated after a random delay. For the purpose of the simulation, subtasks occurring with negligible delay of each other are combined into one subtask. This results in the initial request being subdivided into one or three subtasks, the call setup being subdivided into four subtasks and the call termination being composed of three subtasks. Only 10% of the initial request events require three subtasks; the other 90% require a single subtask 2 . In our simulations, 70% of the calls experience handover and the ratio of number of calls to the number of location updates has been assumed to be 1:10.
The system represented in the simulation is designed to operate under approximately 95% processor occupancy under a load of 592,000 busy hour calls attempts (BHCA), corresponding to an average of about 164 call attempts per second, together with ten times more location updates. The 2 The choice of one or three subtasks depends upon whether the record of the user is available on the local VLR or if it must be obtained from a remote VLR or even the user's Home Location Register (HLR). Here, we assume that 90% of the time the user's record is found in the local VLR. probability distributions used for the delays until the next subtask and the subtask processing times are listed in Table 1 , with exp(λ) denoting the exponential distribution with parameter λ and Γ(α, β) denoting the Gamma distribution with parameters α and β. The choice of distribu- Table 1 , as well as the task and event structures in Figure 3 , are based on telecommunications traffic engineering recommendations and measurements on prototype implementations. Under these assumptions, the total average processing time is 2.89 ms per call and 0.29 ms per location update. The average relative cost of a location update with respect to a call is about 10%.
The holding time for a call, that is, the time between the end of the call setup and the start of the call termination, is assumed to be exponentially distributed with mean 90 seconds. All three overload algorithms considered in the simulation use the same probe intervals and assessment intervals of 100 ms, and the same minimum fraction allowed, f min = 0.005. Experience with evaluation of switches suggests that a timer value of a few hundred milliseconds is good for a variety of input traffic patterns and system settings. Smaller timer values would result in faster response during sudden overload but also cause more oscillations during steady state leading to reduced performance. Table 2 lists the parameter values used in the simulations for the different algorithms. The parameter values for the SiRED al- Table 2 . Parameter values used in the simulations.
5 -gorithm were chosen to produce an average processor occupancy of about 95% under mild to moderate overload conditions (call rates between 160 and 350 calls/s). As discussed in Section 5.1, SiRED becomes unstable under higher overload (call rates above 500 calls/s) and it is not possible to choose parameter values that give steady 95% occupancy for the range of call rates considered in the simulation. The performance metrics used to compare the algorithms are task delay (time in queue until start of processing), throughput (number of service requests or calls completed per second), and allowed fraction of service requests (call origination or location update events) into the system.
Performance Under Steady Load
We investigate the performance of the overload control algorithms when call arrivals are Poisson 3 , under steady mean call attempt rates varying between 450 thousand BHCA (125 calls/s) and 7.2 million BHCA (2000 calls/s), covering the range from no overload to severe overload. The location update mean arrival (also a Poisson process) rate 3 Other arrival processes can be easily used in our simulator was set to ten times the mean call rate. For each attempt rate, calls and location updates were simulated over a 15-minute period, with the performance metrics averaged over the whole period.
The sample size associated with the simulation depends on the performance metric under consideration: for task delay the sample size is determined by the number of simulated calls during the 15-minute period (which ranges from around 112,500 to 1,800,000, depending on the call load); for throughput and allowed fraction the sample size is determined by the number of probe intervals in the 15-minute period, 9000. Figure 4 shows the averages of the performance metrics versus call attempt rate, for each overload control algorithm 4 . The sample sizes, mentioned above, give the following maximum simulation errors for the average performance metrics in this figure: ±0.1ms for task delay, ±1% for allowed fraction, and ±3 calls (or location updates)/s for throughput 5 . All three algorithms show good, similar performance under multi-class overload conditions. The average delay stays within reasonable limits (below 12 ms), though SiRED gives consistently higher delays for heavier overload conditions. The fraction of allowed events behave consistently with the strict priority scheme adopted: the fraction of allowed location updates drops faster than that of calls, staying close to zero for call rates ≥ 500 calls/s. Consistently, the average throughput curves indicate that no location updates are processed under heavier overload. The system is capable of sustaining a constant call throughput, under all three overload algorithms.
The fraction allowed and throughput plots in Figure 4 also indicate that SiRED throttles location updates less ag- 4 Because of their close proximity, the ARO curves have been overwritten by the Occupancy curves in some cases. 5 In order to obtain the simulation errors, we had to make some assumptions about the distributions of these performance metrics. The details have been skipped for brevity. gressively than the other two algorithms, under moderate overload conditions (close to 500 calls/s). The reason for this is the greater instability observed for the feedback mechanism of this algorithm, which translates into a highly variable fraction allowed of calls. Figure 5 presents the inter-quartile ranges (i.e., the difference between the third and the first quartiles, which provides a measure of variation for the variable under consideration) of the fractions of calls and location updates allowed, observed over time during the simulation, for the different call attempt rates. The SiRED fraction allowed variation is about three times larger for location updates and ten times larger for calls. To further explore this issue we study the behavior of the algorithms over time. We consider the case of a steady state call rate of 1.38 million BHCA (385 calls/s), considerably above the nominal capacity of the system. As before, the location update rate was set to ten times the call rate. Figure 6 shows the behavior of the fractions of calls and location updates allowed (given as averages per second), between the third and the fifth minutes of operation, for the three overload control algorithms.
The ARO and Occupancy algorithms show similar, stable fractions allowed with respect to both calls and location updates, which are consistent with the strict priority scheme. The SiRED algorithm, however, presents quite unstable fractions allowed in both event classes, which, over time, leads to throttling that is not consistent with strict priority. The ARO and Occupancy algorithms show more consistent behavior under steady overload.
Performance Under Non-Steady Load
In order to study the reactiveness of the algorithms to sudden changes in arrival rates, we consider the scenario in which the call and location update processes operate at mean rates of, respectively, 167 calls/s and 1667 location updates/s (corresponding to a condition of non-overload) up to 300 seconds, at which point both rates experience an eight-fold increase over a period of 1.5 seconds, staying at that level for two minutes, and then dropping back to their original non-overload rates in 1.5 seconds. Note that the arrival process in each interval is still Poisson but with different mean arrival rates. The objective of this simulation is to study how fast the overload algorithms react to a sudden onset of overload and to a sudden cessation of overload. Figure 7 presents the evolution of the average delay and the fractions allowed for the three algorithms. The SiRED algorithm has the best overall performance with respect to average delay under this overload scenario, showing no significant changes in average delay during the onset of overload. The Occupancy algorithm has the worst delay performance, taking about 38 seconds to recover from the event rate ramp up and experiencing maximum delay of Proceedings of the 13th IEEE International Conference on Network Protocols (ICNP'05) 4.5 seconds. The ARO algorithm has a much better performance than the Occupancy algorithm, but slightly worse than SiRED: about 5 seconds to recover and a maximum delay of 260 milliseconds. The basic reason for the poorer performance of the Occupancy algorithm is that processor occupancy measures processed load which cannot be higher than 100% even when the offered load is very high. This reduces the processor occupancy measure's response to sudden overload in comparison to to either queue length (SiRED) or call acceptance rate (ARO).
Once again, the SiRED algorithm displays a marked increase in variability of fraction allowed (for call originations, in this case) under overload, which is not observed for the other two algorithms. All three algorithms show almost immediate recovery when the system goes from overload to non-overload.
In summary, under sudden load ramp up, ARO and SiRED reduce the response time by an order of magnitude in comparison to the algorithm that uses processor occupancy only. In comparison to SiRED, ARO experiences a slightly higher response time under sudden load ramp up but exhibits more stable fractions allowed under overload. We also investigate the behavior of the three algorithms under a variety of other simulation settings (including variations in Tables 1 and 2 , different load patterns, etc.) and find that the results are qualitatively the same as the ones presented here.
Estimation of Processing Costs
The algorithms and simulations studied so far assume that the relative processing costs of events in different classes is known. We investigate the sensitivity of the algorithms to mis-specification of the relative processing costs, and derive reliable, measurement-based estimates of the relative processing costs. Due to space limitations, the methodology and results of our investigation are described in [9] .
Conclusions and Future Extensions
We proposed and evaluated approaches for monitoring and controlling processor overload due to excessive signaling traffic in a wireless access switch, involving multiple classes of traffic. All the three multi-class overload control algorithms developed in this paper, require relative processing cost of each class of traffic. We studied the performance of these algorithms when these processing costs were misspecified and derived measurement-based regression estimates of the relative costs.
In this paper, we have only considered and evaluated the case where no processing costs are associated with new service requests that are eventually throttled. Even though this is a realistic assumption for some of the cards in the MSC, it does not necessarily hold for all cards. If processing costs are associated with new service requests that are throttled (Scenario 2 in Figure 1 ), the processing power of the system might be reduced considerably. Hence schemes that appropriately adjust the system load threshold(s) with variations in the degree of overload need to be developed. The strict priority throttling scheme described in this paper may be impractical in situations where there is an interest in allowing events from all classes into the system, at possibly different, prioritized rates. We need to develop a weighted fair allocation, for such cases.
