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 Abstract 
 
Precision measurement of manufactured parts commonly uses contact measurement 
methods. A Coordinate Measuring Machine (CMM) mounted probe touches the surface 
of the part, recording the probe’s tip position at each contact.  Recently, devices have 
been developed that continuously scan the probe tip across the surface, allowing points 
to be measured more quickly. Contact measurement is accurate and fast for shapes that 
are easily parameterized such as a sphere or a plane, but is slow and requires 
considerable user input for more general objects such as those with free-form surfaces. 
  
Phase stepping fringe projection and photogrammetry are common non-contact shape 
measurement methods.  Photogrammetry builds a 3D model of feature points from 
images of an object taken from multiple perspectives.  In phase stepping fringe 
projection a series of sinusoidal patterns, with a phase shift between each, is projected 
towards an object.  A camera records a corresponding series of images. The phase of the 
pattern at each imaged point is calculated and converted to a 3D representation of the 
object’s surface. 
 
Techniques combining phase stepping fringe projection and photogrammetry were 
developed and are described here.  The eventual aim is to develop an optical probe for a 
CMM to enable non-contact measurement of objects in an industrial setting.  For the 
CMM to accurately report its position the probe must be small, light, and robust.  The 
methods currently used to provide a phase shift require either an accurately calibrated 
translation stage to move an internal component, or a programmable projector.  Neither 
of these implementations can be practically mounted on a CMM due to size and weight 
limits or the delicate parts required. 
 
A CMM probe consisting of a single camera and a fringe projector was developed.  The 
fringe projector projects a fixed fringe pattern.  Phase steps are created by moving the 
CMM mounted probe, taking advantage of the geometry of the fringe projection system.  
New techniques to calculate phase from phase stepped images created by relative 
motion of probe and object are proposed, mathematically modelled, and tested 
experimentally.  Novel techniques for absolute measurement of surfaces by viewing an 
object from different perspectives are developed.  A prototype probe is used to 
demonstrate measurements of a variety of objects. 
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Chapter 1 Introduction 
1.1 Background 
Methods of shape measurement may be split into two categories: contact and non-
contact.  Traditional coordinate measuring machines (CMMs) use contact measurement 
techniques to measure manufactured parts.  A probe attached to a coordinate measuring 
machine touches the surface of the part at multiple points, and the probe tip position is 
sensed and recorded for each touch. Recently, devices have been developed that enable 
the probe tip to be scanned in a continuous path across the surface, providing for a 
shorter measurement time.  Contact measurement is highly accurate and fast for shapes 
that are easily parameterized such as a sphere or a plane, but there is an increasing need 
within industry for measurement of complex manufactured parts with free-form surfaces 
[1].  It is possible to measure these more complex objects using a CMM by taking 
multiple touches on the surface, but this is very slow and requires a considerable 
amount of user input.  In order to measure such an object using a scanning probe the 
scanning path must be automatically adjusted for deviations of actual shape from the 
nominal shape, and the probe tip must be compensated for in the direction of the normal 
to the surface at all points.  The software is complex, and for a non-trivial part requires 
considerable input by a skilled user. 
 
A non-contact probe for a CMM can enable more automatic measurement of complex 
parts.  Sections of an object can be measured separately and the measurements stitched 
together with the aid of the accurate position reporting of the CMM.  Sub-sections of the 
object can then be re-measured with a touch probe to gain higher accuracy if required, 
using the measurement of the surface found from the optical probe to create a suitable 
scanning path.  For the CMM to accurately report its position the probe must be small 
and light, and able to withstand high accelerations.  This thesis describes techniques that 
enable a simple probe, containing no delicate or moving parts, to be used for fast, high 
accuracy non-contact shape measurement. 
 
The Engineering Doctorate for which this thesis is submitted is an alternative to a PhD 
with a more industrial bias [2].  The research is carried out as a collaboration between 
industry and academia, and the project is of interest to the sponsoring company.  In this 
case the sponsoring company is Renishaw Plc [3].  One of Renishaw’s main product 
1 
lines is CMM products such as CMM controllers, heads and probes.  The non-contact 
probe that is the focus of this research is intended to integrate into Renishaw’s existing 
range of touch probes for high-end CMMs for use within high-value manufacturing.  
The techniques developed are applicable to many other potential products and market 
sectors, and contribute to the wider academic body of knowledge of fringe projection 
techniques for shape measurement. 
  
1.2 Organisation of the thesis 
In Chapter 2 the literature forming the background to the project is discussed, with the 
emphasis on existing commercial systems.  Some metrology industry standards and 
terminology are briefly introduced.  Both contact and optical shape measurement 
techniques are discussed, including the advantages and limitations of each.  The choice 
of phase stepping fringe projection and photogrammetry as the main measurement 
techniques is justified, and the problems to be overcome are described. 
 
The mathematical framework on which the remainder of the thesis is built is laid out in 
Chapter 3.  Photogrammetry theory is reviewed and applied to fringe projection systems 
with one or more cameras and fringe projectors.  Phase step algorithms are discussed.  
The accuracy of optical triangulation techniques is fundamentally limited by speckle, so 
the chapter concludes with a discussion of speckle theory. 
 
Chapter 4 describes the experimental systems and software used to develop and test the 
new techniques.  Photogrammetric measurements with an accuracy of 10 µm (around 1 
part in 7500 of the field of view) are achieved, compared to measurements using fringe 
analysis with an accuracy of around 1 in 3300 (again, relative to the field of view).  
These results are used a baseline with which to compare results achieved from the 
techniques developed in the later chapters.  Different stages of calibration are described, 
and some error sources are considered.  The software used to process recorded images is 
described and justification given for algorithms chosen within the processing.  Fringe 
projection is also used to provide corresponding points for photogrammetric 
measurement by locating points with equal projected phase viewed from different 
perspectives.  Measurements with accuracy of 1 part in 2400 of the field of view are 
demonstrated.  A variety of surfaces are measured in order to investigate the effect of 
speckle noise on phase measurements, the results of which are used in later chapters. 
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 Phase stepping fringe projection systems create a phase shift either by a moving an 
internal component such as a mirror or grating relative to the light source, or by using a 
programmable projector.  One of the goals of this project is to avoid the use of internal 
moving parts within the projector or camera.  Chapter 5 introduces the idea of creating a 
phase step by relative motion of the projector and object to be measured [4].  The 
camera and projector are held in a fixed spatial relationship as if they were part of a 
single fringe projection probe.  The motion of the object with respect to the camera 
means that the computation of the phase from a series of images is more complicated 
than in traditional temporal phase stepping.  The relative motion must be compensated 
for so that the phase at the object’s surface can be calculated.  Possible methods to do so 
are modelled and tested experimentally.  Accuracy of 60 µm is achieved for an object 
approximately 60 mm across with a depth range of 40 mm (1 part in 1000 of the lateral 
extent of the object).  Error sources applicable to the new techniques are identified and 
discussed. 
 
Chapter 6 describes novel techniques to resolve the ambiguity due to the periodic nature 
of the fringe pattern (referred to as 2π ambiguity).  For any isolated surface to be 
measured, the absolute phase or distance between probe and object must be known for 
at least one point.  Photogrammetry techniques can be used to measure corresponding 
points in images taken from different perspectives.  The measurement of a corner or an 
edge can be used to resolve the 2π ambiguity on the surfaces that it bounds.  This idea is 
experimentally demonstrated with limited success.  The technique is limited by the 
difficulty of confidently finding corresponding points between the different 
perspectives.  A second technique using multiple perspectives to automatically match 
surface patches and simultaneously resolve 2π ambiguity on the matched patches is 
described and demonstrated [5].  The initial step of both techniques is to locate edges 
and segment the phase maps; a novel means to do so is also described in Chapter 6 [6]. 
 
The results of Chapters 5 and 6 are demonstrated in combination in Chapter 7.  A 
prototype probe consisting of a camera and simple fringe projector has been created for 
use on a five-axis CMM [7].  The probe is described and calibrated and measurement 
results of a number of objects with different surface finishes are presented.  The position 
of a sphere is measured correct to 100 µm with a mean radial error of 22 µm.  A number 
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of error sources are identified and ways to limit their significance and further develop 
the prototype to achieve better accuracy are suggested. 
 
Chapter 8 concludes the thesis with a summary of findings and a discussion of further 
avenues for research.  Issues that may need to be resolved in order to turn the prototype 
and current software into a commercial system are highlighted.  Potential alternative 
approaches are discussed.  Possible applications of the new techniques, other than for a 
CMM probe, are briefly indicated. 
 
A number of people have contributed to the work presented here.  In particular, Matlab 
scripts for flood-fill phase unwrapping and phase stepping were inherited from Andrew 
Moore and Iain Wallace [123,70].  The photogrammetry software suite was put together 
by Iain Wallace from existing freeware.  Matlab scripts to collect fringe data and 
process for the polynomial phase to height calibration were written by Jesus Valera 
[31].  Updates to the scripts and the algorithms described in the remainder of thesis were 





Chapter 2 Background 
2.1 Introduction 
In this chapter, the background to the project is described.  The emphasis here is on 
existing systems used within the metrology industry.  Both contact and optical shape 
measurement systems are described.  The reasons for choosing fringe projection and 
photogrammetry as the main measurement techniques are discussed, before describing 
the techniques in more detail in Chapter 3. 
 
2.2 Terminology and standards 
2.2.1 Measurement accuracy 
According to the International Organisation for Standardization [8], the accuracy of a 
measurement incorporates two terms.  The “trueness” expresses the ability of a 
measurement to give a correct result.  It is found by comparing the mean of a large 
number of repeated measurements to a known reference.  The “precision” expresses the 
closeness of results of repeated measurements.  Precision can include repeatability (the 
closeness of repeated measurement under the same conditions and the same location 
carried in a relatively short time frame) and reproducibility (the closeness of 
measurements carried out at different times, in different locations or by a different 
person) [9].  The reproducibility is generally larger than the repeatability – that is, 
repeated measurements yield a larger range of results under reproducibility conditions 
than under repeatability conditions.  The uncertainty of a measurement result is the 
range of possible values of a measurand that could be expected to have resulted in the 
measurement result [10].  The resolution of a measurement instrument is the finest 
detail that can be distinguished and is a factor to be taken into account in evaluating the 
uncertainty.  
 
Uncertainty, repeatability and reproducibility are often expressed in terms of standard 
deviations.  Manufacturers of all but the most established forms of metrology equipment 
often quote the accuracy of an instrument without clarifying the procedure used to 
evaluate it.  For contact measurement systems such as CMMs, internationally accepted 
standard procedures for evaluation of measurement uncertainty exist and reference 
objects are readily available [11].  Standards are also available for the non-contact 
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measurement of surface characteristics such as texture and roughness [12].  For free-
form shape measurement systems the equivalent metrology infrastructure is under 
development [13] so the accuracies quoted by metrology equipment manufacturers for 
different instruments are not necessarily strictly comparable.  The accuracy given in 
marketing material will always have been achieved under favourable conditions and 
may be difficult or impossible to achieve in practice. 
 
2.2.2 Definition of “shape measurement” 
An initial consideration is to try to define what it is we mean by shape measurement.  
Object recognition and classification is a common problem in the fields of robotics and 
machine vision [14].  A scene is analysed by image processing or other non-contact 
techniques.  The object of interest must be segmented from the background and 
classified according to the requirements of the application.  This could be in terms of 
shape, location, orientation and could include factors such as colour.  Here, we are less 
interested in classification and recognition of objects and more interested in spatial 
dimension measurements.  In industrial measurement a CAD model describing the 
object’s nominal features is often available, however for full generality no prior 
knowledge of the object is assumed here.  An object is completely described by a point 
cloud covering all facets of its surface at some nominal spatial resolution.  The 
resolution will depend upon the design of the device.  It is assumed that a parameterised 
description could be created from the point cloud if required.  The “shape” of an object, 
here, is mostly expected to be a macroscopic property and includes information about 
its dimensions, orientation, and location in some global reference frame [15].  It is 
assumed that a cloud of surface points is sufficient to extract whatever derived features 
are required for a particular application.  The “shape” could also include microscopic 
properties such as surface roughness or texture [12].  Much of the subject matter here is 
applicable to measurement of microscopic properties even though they are not within 
the focus of this thesis.   
 
An object is sometimes described in terms of features such as surfaces, edges and 
corners.  However, no standard definitions of these exist [16].  Any definition would be 
likely to be device or application dependent; for example, an edge might be a set of 
points on the surface on which the curvature is such that the change of surface normal 
over a spatial region related to the measurement device’s resolution is above some 
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predefined threshold.  Within this thesis the terms surface and edge are used somewhat 
loosely, and more in a 2D sense than a 3D sense.  That is, an edge is a line in an image 
that bounds a continuous surface patch as viewed from a particular perspective. 
 
2.3  Contact measurement systems 
The touch trigger probe was invented by David McMurtry in the early 1970s [17].  The 
probe acts as an electrical switch that is actuated by means of an attached stylus, 
triggered when the stylus comes into contact with a surface.  The mechanical seating for 
the switch forms part of the electrical circuit and is implemented in such a way as to 
open the switch when the stylus is disturbed and return the stylus to its rest position in a 
highly repeatable way when the switch is closed.  Shapes are measured by touching the 
stylus against the surface at different points.  The probe may be moved manually by the 
operator or automatically by a robot or coordinate measuring machine.  Scanning probes 
that keep the stylus in contact with the surface have been developed more recently.  
They can be either active (using complex control software to stay in contact with the 
surface) or passive (following a predefined path regardless of the detected surface).  A 
scanning probe is often attached to an indexing or servoing head on a coordinate 
measuring machine (CMM), allowing 3 or 5 axis motion.  Different probes are 
appropriate for measuring different features, for example a probe with a long stylus is 
required for measuring a deep borehole, but shorter, more robust probes are preferable 
for measuring a plane as they make faster measurements, reduce the likelihood of 
collisions and are intrinsically more accurate.  A CMM may have a rack containing a 
range of automatically interchangeable probes and styli. Each constituent part of the 
CMM including the probe, head, linear and any rotary axes must be calibrated to 
achieve accurate measurement.  ISO standards describe calibration procedures and 
verification tests [11].   
 
Figure 1: CMMs of very different sizes - (a) the Letiz PMM-G [18] and (b) the Zeiss F25M [19]. 
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CMMs to measure a wide range of objects from nanometres to metres are available.  
The Leitz PMM-G is a gantry-style CMM for measuring objects such as aeroplane 
wings or wind turbine components.  It has a measurement volume up to 7 m by 4 m by 
3 m with a precision of 3.6 µm [18*].  At the other end of the scale the Zeiss F25 
Microsystem CMM [19] has a volume of 0.1 m by 0.1 m by 0.1 m and an uncertainty of 
250 nm, and is used, for example, for medical parts.  Between these two extremes a 
huge variety of CMMs exists.  The intended application of this research is a typical high 
end three axis CMM with a two rotary axis servoing head, having a measuring volume 
at least of the order of 1 m3 and reporting the position of the tip of a contact probe 
correct to the order of 1 µm. 
 
2.4 Non-contact measurement techniques 
The most common optical measurement methods will now be introduced.  The work 
reported in this thesis has mainly focused on geometric techniques, in particular fringe 
projection, but the principles of a number of different techniques will be briefly 
discussed.  Accuracies are quoted for some examples of commercially available systems 
from product marketing material.  It should be noted that quoted results will have been 
determined under favourable measurement conditions which may be difficult or even 
impossible to achieve in practice. 
 
2.4.1 Time-of-flight 
Perhaps the most obvious non-contact measurement technique is time-of-flight.  A pulse 
is emitted towards the object to be measured and the reflected pulse is detected.  The 
distance to the target is calculated from the elapsed time between emission and 
detection [20].  This is a widely used technique for long-distance measurement in 
atmospheric studies and astronomy, for example, as well as in more day-to-day 
applications such as the focussing mechanism of a camera.  Photon counting techniques 
can provide high resolution measurements of targets with non-cooperative surfaces [21].  
Time-of-flight techniques are relevant to optical, radio (radar) or sound (sonar), or in 
fact any form of detectable signal.  The speed that the pulse moves at must be known, so 
in the case of electromagnetic radiation this means the refractive index of the medium 
                                                 
* Marketing literature for commercial systems quoted throughout can be found in 
Appendix A1. 
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through which the pulse travels must be known.  The accuracy of the distance 
measurement is dependent on the ability to measure the time delay accurately.  For 
example, to achieve depth resolution of 100 mm a clock cycle of 300 ps (3.33 GHz) is 
required (for light travelling through air).  The accuracies of interest here are of the 
order of 10 µm and, without oversampling, would need a clock speed of the order of 
100 THz!  For shape measurement, this is a slow method, as only one point on a surface 
is measured at once and each of these single point measurements may need to be 
repeated and averaged to reach the required accuracy. 
 
2.4.2 Interferometric techniques 
Interferometric techniques tend to involve splitting a beam from a coherent source into 
two parts; one follows a known path, the other travels the path to be measured.  The two 
beams interfere on recombination, the pattern of interference depending on the 
difference in length between the two paths.  This kind of technique is useful when very 
high accuracy is required over a small range, such as for testing optical components.  
For example, the FizCam range of Fizeau interferometers from 4D Technology [22] 
offer shape measurement of optical components such as flats, spheres and wedges with 
an uncalibrated accuracy of up to 30 nm and a repeatability standard deviation of less 
than 1 nm (although considerable averaging is required to achieve his). 
 
White light interferometry is often used for measurement of surface roughness.  For 
example, the Zygo NewView interferometry series [23] offers measurement of surfaces 
with a repeatability of 0.01 nm and a vertical resolution of 0.1 nm. The depth range is 
up to 150 µm.  The lateral resolution and field of view depend on the objective lens used 
but range from 0.35 µm to 9.5 µm resolution over a field of view 0.04 mm by 0.03 mm 
to 14 mm by 10 mm respectively.  A sample can be measured successfully if it is at 
most within 39º to the horizontal, with different objectives having lower limits.  White 
light interferometry tends to be most successful with smooth, shiny surfaces.  Matt, 
diffuse surfaces can cause problems due to low reflected intensity and because the 
surface roughness can be outwith the measurement range either in terms of height or 




The limited measurement range means that interferometry is useful for measurement of 
microscopic shape but has limited usefulness in the macroscopic regime, and this, along 
with the stability requirements make it an impractical technique for our application. 
 
2.4.3 Geometric techniques 
Geometric techniques are the oldest and perhaps the most widely used for non-contact 
measurement.  They are based on the principle of triangulation (Figure 2).  By knowing 
two angles and the length of one side of a triangle, as in Figure 2(a), the other sides and 
angles may be calculated.  In particular, if a laser produces a spot on the surface and a 
detector a distance b from the laser as depicted in Figure 2(b) detects the spot, then the 
distance to the surface, z, may be calculated if c and x indicated in the diagram are 
known.  c is the distance from the camera's lens to its pixel array (called the principal 
distance); x is the position of the image of the spot on the pixel array.  The baseline, b is 
also assumed known.  The distance to the surface is given by 
x
bcz =  
The accuracy depends on the baseline; if the baseline is increased greater accuracy is 
possible in principle, but the likelihood of occluded points increases.  The accuracy is 
fundamentally limited by speckle (see section 3.8).  This method is relatively slow, as 
only one point may be measured at a time.  By projecting a line (Figure 3) 
measurements from multiple points may be collected simultaneously. 
 
An extension is to project a two-dimensional pattern on to the surface so that 
information about a multiple points, lines or an area on the surface may be recorded at 
one time.  Many different forms of pattern projection exist, including single point 
projection, line stripe projection, fringe projection (see below), Grey code, and random 
or pseudo-random patterns [24].  Different pattern types have different drawbacks and 
advantages.  Single point or line projection can enable straightforward measurement 
with little processing, but measuring extended areas is slow.  Projecting periodic 
patterns can speed up the data collection to measure an area of an object but there must 
be a way to distinguish one period of the pattern from another – this is called the 2π 
ambiguity problem.  The problem can be alleviated to some extent by using colour or 
more complex patterns, or by projecting different patterns one after another in such a 
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way as to achieve unambiguous measurement.  A discrete pattern such as stripes or 
spots limits measurement points to the position of the pattern elements. 
 
 
Figure 2: Triangulation. 
 
 
Figure 3: Laser stripe projector [25]. 
 
2.4.4 Fringe projection 
Projecting a spatially continually varying pattern allows measurement of all points on 
the object.  Measurements based on the intensity of a continually varying pattern are of 
limited use because of variations in recorded intensity caused by changes in object 
reflectivity across the surface and the distance to and angle of the surface.  Fringe 
projection uses one or more sinusoidal patterns covering the whole field of view.  The 
phase of the fringe pattern recorded at each pixel encodes the height of the object.  The 
phase can be calculated from the intensity but is independent of the reflection properties 
and dependent only on the pattern projected, the measurement system itself and the 
distance to the object.  The techniques used to calculate the phase are similar or 
identical to those used for interferometric techniques and include Fourier [26] and phase 
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shift techniques [27,28].  Phase shift techniques allow phase to be calculated 
automatically with no knowledge of the object being measured, whereas Fourier 
techniques tend to be most useful for smooth objects with limited surface gradients [29].  
Phase calculations correct to 
500
1  fringe periods have been reported from digital fringe 
projection systems using phase stepping [30,31].  The 2π ambiguity problem can be 
solved, for example, by projecting and recording fringe patterns with varying periods 
[32].  An example of a fringe projection system available on the market is the Cam3D 
from 3DShape Gmbh [33].  In the manufacturer’s marketing literature it is claimed that 
measurement with resolution of 100 µm and error up to 30 µm over a measurement 
volume of 100 mm by 100 mm by 60 mm is achievable.  As it is an areal technique 
fringe analysis is inherently faster than laser point or line triangulation.  The accuracies 
reported over a measurement range of tens of millimetres suggest it is a suitable 
technique for our application.  However the necessity to project multiple patterns to 
automatically calculate phase and resolve the 2π ambiguity problem for unknown 
objects are difficulties to be overcome.  
 
2.4.5 Moiré fringes 
Moiré fringes provided a way to find object contours prior to the proliferation of digital 
cameras and the straightforward use of computers for fringe analysis techniques.  A 
Moiré pattern is produced when two identical gratings are viewed with an angle 
between them or if two gratings have a slightly different period.  The period of the 
fringes is lower than the period of the two gratings, and is related to the difference in 
periods or the angle between the gratings.  For example, Creath and Wyant [34] show 
the fringes produced by two identical gratings with relative rotation, also two gratings 
of different period both with the same alignment and with a relative rotation (Figure 4). 
 
In shadow Moiré an object is illuminated and viewed through the same grating.  The 
spacing of the resulting fringes is related to the distance between a reference plane and 
the object and the viewing and illumination directions.  Therefore the shape of the 
object can be deduced from processing the Moiré fringe images recorded [35].   
Projection Moiré, in which two different gratings are used (one for illumination and the 




Figure 4: Moiré patterns caused by two straight-line gratings with (a) the same pitch tilted with 
respect to one another, (b) different frequencies and no tilt, and (c) different frequencies tilted with 
respect to one another. [34] 
 
In either case, if collimated illumination is used then the fringes produced are contours 
corresponding to equal object heights and the height of the object is found relative to a 
reference plane.  Phase shifting techniques can be used to calculate the phase, giving 
height information at each point viewed, although accuracy and spatial resolution is 
compromised by the requirement to filter out the high frequency carrier.  Achievable 
accuracy is around 
10
1  to 
100
1  of a fringe period [34].  Therefore, as with other fringe 
analysis techniques the use of the finest resolvable fringes is preferable.  Moiré 
techniques are mostly of historical interest as they were used to calculate contour 




Photogrammetry is a non-contact technique for shape measurement that uses multiple 
two-dimensional images to make up a three-dimensional model of an object.  If two 
viewpoints are used this is often known as stereo vision, and is the basis of how we 
actually see in three dimensions.  The technique has been used since the 1850s.  It 
became widely used in World War I for aerial mapping, and has found applications 
within surveying and civil engineering, as well as archaeology and medical applications.  
An important point to note is that off-the-shelf equipment may often be used, so this 
offers an extremely cost-effective measurement technique.  Particularly of interest here 
is close-range photogrammetry – “the extent of the object to be measured is less than 
about 100 m and cameras are positioned close to it” [37].  Again, photogrammetry uses 
the principle of triangulation – given the position of points in two or more camera 
images, the distance to the points may be calculated.  One difficulty is ensuring that the 
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points in the different images correspond – for this reason special targets such as retro-
reflectors are often placed on the surface to be measured.  This means it is not truly a 
non-contact measurement technique, and slows the measurement and makes automation 
difficult.  Nevertheless, this is a technique frequently used in industry for high precision 
industrial inspection.  For example, the GOM TRITOP [38] system uses 
photogrammetry for shape measurement, giving accuracy up to 1 part in 120000 within 
a measuring volume from 0.1 m by 0.1 m by 0.1 m up to volumes of side lengths of tens 
of metres.   Sub-micron accuracy is attainable with the smaller measuring volume, but 
as with the structured light systems above the accuracy decreases as the measuring 
volume increases.  Markers must be placed on the surface to give corresponding points 
in each view.  Another commercial example is Geodetic Systems’ V-STARS [39], the 
accuracy of which is 10 µm plus 10 µm per metre standoff distance, and requires retro-
reflective markers to be placed on the target. 
 
While photogrammetric systems are capable of extremely high accuracy and can be cost 
effective as off-the-shelf cameras may be used, they are not without disadvantages.  
Skilled operation is often required, the surface must contain identifiable features for 
measurement, and the calibration procedure can be time-consuming and complicated.  
In addition, the processing of the image information is intensive, and accuracy may 
have to be sacrificed for an acceptable processing time.  Also, specular surfaces present 
difficulties, as reflections of lights can obscure targets, or appear as surface features.  
Photogrammetry is normally a passive technique, although structured light has been 
used to assist in the identification of corresponding points [40].  There is significant 
research into automatic corresponding point identification, but it remains a difficult and 
application dependent problem [41]. 
 
2.5 Non-contact probes for coordinate measuring machines or robots 
The ultimate aim of the project is a non-contact probe for a CMM with a servoing head.  
There are a few probes for indexing heads and robots on the market, as summarised in 
Table 1.  Again, the accuracies given here are those quoted by the machine 
manufacturers themselves, and as such have mostly been tested under optimum 
conditions, and may be difficult to attain in practice.  Also the overall accuracy possible 
will depend on the CMM and head on which the probe is mounted.  As previously 
stated there are currently no national standards for shape metrology from non-contact 
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measurement systems such as these.  The existing standards apply to contact 
measurement systems only.  Therefore, the accuracies given here may not be strictly 
comparable as they may have been calculated using varying techniques and definitions.  
Furthermore, different manufacturers quote different details.  Any accuracy given 
should be seen as highly surface dependent.  Table 1 summarises some example probe 
specifications from the manufacturers’ product literature.  The measurement volume 
details in the table are for a single measurement position.  Measurements from different 
positions, using the positioning of the CMM or robot on which the device is mounted, 
are stitched together using either matching or photogrammetric techniques.  A 
photogrammetry probe for a CMM has been considered [42], but to the best of our 
knowledge none is available to buy. 
 
The Wolf & Beck OTM probe series [43], Figure 5, is an example of a commercial 
product using laser spot projection.  These probes are designed to be attached to a 
CMM, thus enabling non-contact measurement of parts in the same environment as 
contact measurements are generally made.  The sensor takes the form of a ring around 
the point of laser projection; each measurement is an average reading from each part of 
the sensor, thus increasing the accuracy that would otherwise be low due to the small 
baseline.  This design also reduces the risk of occlusion – it is unlikely that the spot 
could not be viewed from any angle of the sensor array.   
 
The Nikon ModelMaker series [44], Figure 6(a), are examples of laser scanners for 
robot arms, while the LC [45] series, also from Nikon, are CMM laser stripe probes.  
Data for a line of points are collected simultaneously so measurement is faster than with 
spot projection probes, up to 82,000 points per second with the ModelMaker D.  To 
gain full three-dimensional information the surface must be scanned three times with 
the stripe in a different orientation.  The Nikon XC65, Figure 6(b), combines three laser 
stripe projectors and three sensors at different orientations so that three-dimensional 
information may be collected in one scan of a surface.  
 
 
Table 1: Specifications of examples of optical CMM probes. 
  
16 
System  Type Speed (points
per second) 





(Relative to FOV*) 




Size (mm) Weight 
(kg) 




3500 N/A 20 2 (1:10 000) 10 (1:2000) 50 (1:400) 52x52x179 0.35 
Nikon MMD50 Laser stripe 
triangulation  
82 000 50 50 50 (1:1000)  8 (1:6000)  0.4 
Nikon XC50 Laser stripe 
triangulation  
75 000 65 65 Lateral 65 (1:1000)  15 (1:4000) 155x86x142 0.44 
GOM Atos III Fringe 
projection 
2 000 000 150  70 (1:2000) 4 (1:38 000)  490x300x170 7.4 




1 400 000 80 50 
Vertical 2 (1:40 000) 
7 (1:11 000) 10 (1:8000)  2.5 
Steinbichler 
Comet 5 4M 
Fringe 
projection 
800 000 55 50 25 (1:2200)     
* For the OTM3 laser spot triangulation, resolution, repeatability and accuracy are relative to measurement range. 
 
                                                 
 
  




Figure 6: Laser scanners: (a) the Nikon MMD laser scanner [44]  




Figure 7: Fringe projection probes:  (a) The GOM ATOS III [46], (b) the Breuckmann OptoTOP-
HE [47] and (c) the Steinbichler Comet 5 [48] 
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 Much faster measurement is achievable using fringe projection since data are collected 
for all pixels viewing the object.  The ATOS system by GOM [46] is an example of a 
fringe projection probe that can be mounted on a robot (Figure 7).  A white light 
projection unit is used to project a series of patterns on to the target surface.  Cameras 
record the resulting images, two being used to lessen occlusion problems.  It takes 8 
seconds to collect 4 million points in a measuring volume of up to 2 m3, with a 
resolution 1 mm and an accuracy of 50 µm.  Accuracy of up to 4 µm is possible with a 
smaller measuring volume.  Another example is the Breuckmann OptoTOP-HE [47], 
which collects 1.4 million points in under a second with an accuracy of between 7µm 
and 60µm, again depending on the measuring volume used (Figure 7).  The maximum 
measuring volume is around 0.5 m3.  The Steinbichler Comet 5 [48] is a further example 
of a fringe projection probe (Figure 7).  Like the ATOS, the OptoTOP-HE and the 
Comet 5 can be mounted on a robot. 
 
In order to make a measurement in the coordinate system of the robotic arm, a 
procedure called a hand/eye calibration must be carried out to find the orientation of the 
camera with respect to the arm.  The hand/eye calibration is generally carried out in one 
of two ways [49].  The first is to couple the hand/eye calibration with a conventional 
robotic arm calibration, finding the robotic kinematic parameters simultaneously with 
the hand/eye parameters [50].   The second option decouples the hand/eye calibration 
from the arm calibration, so that the robot is calibrated by conventional means, and the 
hand/eye calibration is carried out separately [51].  The former case involves a global 
optimisation over a large number of unknowns, and thus requires good initial guesses 
for successful convergence.  In the second case the technique generally involves 
carrying out multiple camera calibrations at different positions and orientations to find 
the camera locations with respect to the calibration target, and using the information 
from this along with the relative positions and orientations used from the robotic arm to 
solve a matrix equation for the transformation between the camera coordinate system 
and that of the robot arm. 
 
2.6 Conclusions 
The available fringe projection probes are too heavy or large to be used on a five axis 
CMM.  A probe for a servoing head must weigh at most 0.5 kg with maximum 
dimensions approximately 150 mm3.  The weight should be distributed such that the 
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 probe’s centre of gravity is close to the centre of rotation of the head so that the head 
motors can safely move the probe around without overheating or breaching the current 
limits.  To be automatically changed in a probe change rack it must be robust enough to 
withstand high acceleration up to around 20 ms-2 which means it should contain no 
delicate or moving parts.  Measurement resolution should be around 1 point per 50 µm, 
with the position of a fitted surface correct to around 30 µm, although the repeatability 
of individual points can be considerably larger.  Measurement should be possible with 
little user input. 
 
Fringe projection offers the opportunity to measure an imaged area in a small number of 
images.  Assuming a 1000 by 1000 pixel camera, phase shifting and temporal 
unwrapping of million points requires approximately 30 images (depending on the 
algorithms used) [52,53].  The same measurement would require 1000 images using a 
line scan probe.  The shorter data collection time is expected to compensate for the more 
complex processing requirements of fringe projection data.  To automatically calculate 
the phase from fringe images of complex objects phase shifting is the most widely used 
technique.  To get an absolute measurement the 2π ambiguity must also be resolved 
automatically.  The phase shift is provided either by a relative motion of a light source 
and grating, or using a programmable digital projector.  If a grating and light source are 
relatively moved, a precisely calibrated translation device must be used, which is 
unlikely to be light-weight or robust enough for the CMM probe.  A programmable 
projector can also be used to project different patterns to resolve the 2π ambiguity.  A 
standard video projector is too large and heavy to be attached to the CMM.  Miniature 
projectors have recently become available [54].  A miniature projector could be within 
the size and weight, but those currently available do not have the resolution for our 
requirements and do not provide enough illumination.  It will be shown in Chapter 4 
that the stability characteristics and warm-up time are not ideal for the application, and 
furthermore it is not certain that a mini-projector could withstand the accelerations 
exerted on the probe.  A final disadvantage is the cost of the mini-projector. 
 
It is proposed here to create a probe consisting of a camera and very simple fringe 
projector that projects only a single pattern.  The CMM will be used to move the whole 
probe to provide a phase shift (Chapter 5).  The motion of the camera must be 
compensated for so that the phase recorded can be calculated and transformed to the 3D 
location of each surface point imaged.  The phase shift caused is dependent on the 
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 distance between the object and the probe.  Edges, corners, and any other identifiable 
features can be measured using photogrammetric techniques.  The 2π ambiguity is 
resolved either using these measured features or by measuring surfaces using fringe 
projection from multiple perspectives, using the CMM to reorient the probe to the 







 Chapter 3 Mathematical framework 
 
3.1 Introduction 
In order to develop the new techniques a mathematical framework is required.  In this 
chapter the theory of photogrammetry will be reviewed and applied to fringe projection 
systems, leading to a more general model for fringe projection than is normally seen in 
the standard literature.  The phase step algorithms that are used for the later 
experimental work will be discussed in more detail, and the techniques usually used to 
resolve 2π ambiguity are described.  A number of shape measurement systems making 
use of more than camera or projector (or both) are described.  The chapter concludes 
with a discussion of speckle theory, which is not normally a consideration for white 
light projection systems, but is significant for the phase shift techniques developed later. 
 
3.2 Camera model 
3.2.1 Central perspective projection 
A camera can be modelled using the pinhole or central perspective projection model 
[37], Figure 8. 
 
 
Figure 8: The "pinhole" or central perspective projection model. 
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 The model consists of a bounded plane, the image plane, and a “pinhole” or perspective 
centre through which light is considered to pass in a straight line.  The principal distance 
is the distance between the perspective centre and the image plane along the optic axis, 
and the intersection of the optic axis and the image plane defines the principal point.    
The image plane is normal to the optic axis. 
 
Let ( TZ,Y,XX = )  be a 3D object point in global coordinates. The camera’s perspective 
centre is at OX .  Its optic axis and pixel array define a secondary coordinate system 
denoted ( )CCC Zˆ,Yˆ,Xˆ .  A point X  in the global coordinate system is referred to in 
camera coordinates as ( )TCCCC Z,Y,XX = , where 
  ( )OCC XXRX −= , (1) 
and  is the matrix representation of  the rotation between the global and camera 
coordinate system.  This point is imaged by the camera at 
CR


















= )  (2) 
in camera coordinates, where c is the camera’s principal distance. 
 
3.2.2 Conversion to image plane coordinates 
The ideal central perspective model must be extended to take into account the internal 
parameters of the camera.  The image plane of a digital camera is implemented as an 
array of pixels and the pinhole is normally a simplification of an imaging system 
comprising a multi-element lens.  The internal parameters of the camera include lens 
distortions and the position, orientation and size of the pixels in the pixel array.  In 
practice, the internal parameters are found by calibration (Chapter 4). 
 
Light is focussed onto the pixel array using a system of lenses, often having a variable 
focus setting.  The lenses are affected by optical aberrations and misalignment errors 
due to manufacturing procedures [55,56], both of which result in image distortion.  A 
commonly used model splits the image distortion into radial and decentring components 
[57] as described below.  The position of the principal point on the image plane defines 
the centre of the radial distortion.  The distortion coefficients should be found for each 
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 focus setting used, and so a separate calibration is carried out each time the focus setting 
is changed.  The distortion coefficients vary within the depth of field.  This is normally 
neglected but can be relevant for very close range photogrammetry [58].  The variation 
of lens distortion for the lenses used here is investigated experimentally in section 4.3.2. 
 
Let ( T)n(C)n(C)n(C ,y,xx 1= )  be the projection of a point in the camera’s coordinate system, 



















C  (3) 
Radial lens distortion produces a displacement of the image point of ( )Trrr y,xx ∆∆∆ = , 
where 
 ( )...rkrkrkxx )n(Cr +++= 634221∆  (4) 
and 
 ( )...rkrkrkyy )n(Cr +++= 634221∆  (5) 






( Tddd y,xx ∆∆∆ = )  where 
 ( ) )n(C)n(C)n(Cd yxpxrpx 1222 22 ++=∆  (6) 
and 
 ( ) )n(C)n(C)n(Cd yxpyrpy 2221 22 ++=∆  (7) 
In these expressions k1, k2, k3, ... and p1 and p2 are the coefficients of distortion that must 
be found by a calibration process. 
 
The distorted image coordinates are defined as ( )T)d(C)d(C)d(C y,xx =  where 




C xxxx ∆∆ ++=
and 




C yyxy ∆∆ ++=




Figure 9: Image plane coordinates. 
 
The image plane of a camera is depicted in Figure 9.  The vector ( )T)p()p()p( y,xx =  is 
the position of the distorted projection of point X in the image coordinate system 
defined by unit vectors ( ))p()p( yˆ,xˆ  and with the origin )p(O at the centre of the bottom 
right pixel as indicated.  The pixel dimensions in the horizontal and vertical directions 
are not necessarily equal.  Any non-orthogonality in the pixel axes is represented by 
angle s.  The principal point is at ( )T)p(O)p(O)p(O y,xx =  in the image coordinate system. 
 
The transformation from the orthogonal camera coordinate system with axes ( )Yˆ,Xˆ  to 
the non-orthogonal image plane coordinate system is described by the camera matrix K, 
where  























where,  and  are the principal distance in units of pixel size in the )p(xc
)p(
yc
)p(xˆ  and 
)p(yˆ  directions respectively.    The camera matrix is applied to the distorted normalised 
point as defined above and converts from normalised units (or principal distances) to 
pixels.  The projected point in image coordinates is given by 










 For many cameras the pixels are square to a high degree of accuracy and array is well-
aligned, so the difference in scale and the non-orthogonality may be ignored.  Then the 
camera matrix simplifies to 






















where  is the principal distance in pixels. )p(c
 
3.3 Photogrammetric measurement 
If a corresponding point can be identified in the image planes of two or more calibrated 
cameras, a measurement of the point can be made using an intersection procedure 
(section 3.3.2), or a more complex process called bundle adjustment (section 3.3.3).  
Both of these require the positions and orientations of the cameras to be known (at least 
to a good approximation).  The camera positions and orientations are found using 
resection, which will now be described.  These procedures are all well-known within the 
field of photogrammetry [37]. 
 
3.3.1 Resection 
Consider an object point X, known relative to the global origin, imaged by a single 
camera in an unknown position.  Equation (2) can be rewritten for a single camera as 





Z OC −−=−=µ  is the camera magnification (dependent on the 
distance between the 3D point and camera), and as before  is the matrix 
representation of the camera’s orientation to the global coordinate system, X
CR
O is its 
perspective centre and X is the object point expressed in global coordinates. 
  
Rearranging equation (14) gives 
 xRXX O
1−−= µ  (15) 
Equation (15) represents three equations in six unknown variables if the camera’s 
internal parameters are known.  Otherwise, as is often the case, the camera is 
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 uncalibrated, the magnification is not known and there are seven unknown variables: 
three representing the position of the camera; three for its orientation; also the unknown 
magnification µ.  The other internal parameters are neglected. 
 
Three known measurement points results in a system of nine equations in seven 
unknowns, which can therefore be solved.  The equations are non-linear so cannot be 
solved directly.  They are linearised using Taylor’s Theorem and solved iteratively in a 
least squares sense.  The magnification µ varies with the camera position and the 
principal distance so it is recalculated each iteration using the current estimates of the 
other unknown variables. 
 
The basic resection procedure described above can be extended to use unknown object 
points to find the position and orientation of the cameras relative to one another.  
Consider the case of having a set of M unknown 3D points M,...,j,X j 21=  viewed 
from a set of N calibrated cameras in unknown positions and orientations.  The image of 
each point gives N sets of 2M equations, each equivalent to equation (15), with 6N 
unknown parameters.  Using one of the N sets to eliminate the unknown positions of the 
3D points leaves 2M(N-1) equations of the form: 
 M,j,N,i,xRXxRX jiijiOijjO KK 12111111 ==−=− −− µµ  (16) 
The 6N unknown variables representing position and orientation for each camera can 




NM .  Therefore for two cameras the images of six 
corresponding points are sufficient to find the camera positions and orientations relative 
to each other.  For a system of three or more cameras three points are sufficient. 
 
3.3.2 Intersection 
If two or more cameras are in known positions and orientations (at least relative to each 
other), and a point can be identified in their image planes as corresponding to the same 





Figure 10: 3D measurement using the pinhole model. 
 
Consider a system of N cameras, where N>1, each modelled using the central 
perspective projection model, viewing an object.  For example, a system with N=2 is 
shown in Figure 10.  Each camera i has its perspective centre at OiX  relative to the 
global origin, for i = 1,...N.  Point X  is imaged by each camera i at ix  in the coordinate 
system of camera i (in undistorted image coordinates).  The coordinates of X can be 
calculated by finding the intersection of the straight lines through ix  and OiX  for each 
camera i.  Due to noise, digitisation error and any calibration errors the straight lines 
through ix  and OiX  may not intersect at a unique point, so an averaging procedure is 
used in general.  Using more cameras gives a greater confidence in the resulting 
measured point. 
 
Mathematically, intersection is expressed using a set of simultaneous equations.  For 

















−−=  (18) 
Equations (17) and (18) are known as collinearity equations.  They are two equations in 
three unknowns for each camera i.  Given two or more cameras imaging the same point 
X the set of equations may be solved for X in a least squares estimation to give the 3D 
position of the object point. 
 
3.3.3 Bundle adjustment 
A “bundle adjustment” calculates the positions of a set of object points simultaneously.  
For a set of points identified as corresponding in two or more images, initial estimates 
of the 3D points are calculated.  “Bundles” of light rays from the estimated object points 
are considered to be projected through the camera perspective centres.  The difference 
between the set of re-projected points and the identified image points defines the re-
projection error.  The estimated 3D coordinates are simultaneously “adjusted” 
iteratively such that the re-projection error is minimised in a least squares sense [59]. 
 
The collinearity equations (equations (17) and (18) above) have at least one extra degree 
of freedom – for two cameras viewing a single point they represent four equations with 
three unknown parameters.  More than two cameras or more than one imaged point 
clearly gives greater redundancy.  The extra degrees of freedom are often used in 
photogrammetry for self-calibrating measurement.  Some or all of the camera 
parameters, both interior and exterior, may be found simultaneously with the 3D 
coordinates of the object points.  It is frequently claimed in the photogrammetry 
literature [37] that optimising the camera positions and orientations simultaneously with 
the object points gives higher quality results.  However, simultaneous calibration and 
measurement is not consistent with metrology industry standards [11].  Within the work 
reported here the bundle adjustment technique has therefore been used to find only the 
object points. 
 
The advantage (other than the possible refinement of calibration parameters) of using a 
bundle adjustment over a simple intersection is that there is no requirement to invert the 
transformation from object to image coordinates.  The intersection described in section 
3.3.2 relies on being able to transform from image to object coordinates.  This inverse 
transformation is necessarily an approximation, because the form of the lens distortion 
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 model makes the object-to-image transformation non-invertible analytically.  The 
bundle adjustment in theory allows only the forward transformation from object to 
camera image plane to be used in the calculation.  For this reason a bundle adjustment 
can theoretically give more accurate results.  Note, however, that the code used within 
this project in fact undistorts the images at the outset and then carries out the bundle 
adjustment using undistorted coordinates, thus losing the advantage.  This could be 
reworked to gain better accuracy in future if required. 
 
3.3.4 Point correspondence 
Photogrammetric measurement relies on being able to identify image points 
corresponding to the same points on an object in multiple images.  The commercial 
systems discussed in section 2.4.6 use uniquely identifiable target features attached to 
the surface of the object.  An alternative is to project a structured light pattern such as an 
array of dots [40] to identify corresponding points.  To find matching features without 
using cooperative targets is a difficult task, and much research is ongoing.  Epipolar 
matching is one approach that uses the geometry of the system of cameras.  As has been 
shown, the 3D point viewed by a particular image point must lie on the straight line 
through that point and the camera perspective centre.  The projection of that line in a 
second camera is known as the epipolar line and must contain the image point 
corresponding to the same 3D point.  Therefore the search for a corresponding point is 
reduced to a search along a line rather than across the whole image plane.  If a three 
perspectives are used, a corresponding point pair in two images can be verified simply 
by finding the intersection of the epipolar lines corresponding to the point pair in the 
third image [60].  Due to noise and any errors within the system a corresponding points 
will never lie exactly on the epipolar line in practice, but rather within some small area 
close to it.  Epipolar matching is combined with many techniques such as least-squares 
matching [61], statistical techniques [62] and a variety of other sophisticated algorithms 
[63,64] to find corresponding point sets in the presence of noise and occlusion.  
Matching algorithms for lines and curves using continuity properties, curvature 
constraints and correlation techniques have been developed and demonstrated 
[65,66,67].  Robust, reliable identification of corresponding points remains a difficult 
task, and the best choice of algorithm is application dependent. 
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 3.4 Fringe projection 
The basic fringe projection system consists of one camera and one projector.  In the 
standard fringe analysis literature the system is normally modelled making certain 
assumptions.  The optic axes of camera and projector are normally assumed coplanar, 
and it is often assumed that the projector is horizontally displaced relative to the camera.  
Often a large standoff, or telecentric, approximation is used for at least one of the 
camera or projector.  That is, it is often assumed that the camera magnification is 
constant throughout the measurement volume or that the fringes are collimated.  More 
general models [68,69] or calibration techniques [70] have been considered by a few 
authors to account for the inaccuracies introduced by such simplifications.  Here, a 
generalised model is developed based on the framework used in photogrammetry 
described above.  Like the camera, the projector is modelled using the central 
perspective projection model.  There are no restrictions on the location of the camera 
and projector (except that obviously they must have an overlapping field of view).  The 
model can be easily extended to systems consisting of multiple cameras and projectors, 
or equivalently to a system with a single fringe projection probe that is moved to 
different positions.  A simplified version of the general model, using the coplanar optic 
axes assumption, is also introduced for convenience later to calculate nominal 
characteristics of an experimental system. 
 
 
Figure 11: Fringe projection system. 
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 Consider the system depicted in Figure 11, consisting of a camera, a projector and an 
object.  Neglecting lens distortions and air refractive index variations, a light ray travels 
in a straight line from a point in the projection plane through the projector’s perspective 
centre to a point on the object.  A ray of light scattered from that point on the object 
passes in a straight line through the camera’s perspective centre to intersect with the 
camera image plane.  For simplicity the global coordinate system ( )Zˆ,Yˆ,Xˆ  is defined 
by the camera axes and the origin is at the camera perspective centre.  The projector’s 
perspective centre is at ( )TOPopOPOP Z,Y,XX =  relative to the origin, and the projector 
axes define a secondary coordinate system, called the projector coordinate system and 
denoted ( )PPP ZYX ˆ,ˆ,ˆ .  A point X in the global or camera coordinate system is referred 
to in projector coordinates as XP, where OPP XXRX += , and R is the matrix 
representation of  the rotation between the two sets of axes.  In the diagram the camera 
and projector coordinate systems have parallel Yˆ -axes, however this is not a 
requirement in practice. 
 

























x  (19) 
Without loss of generality, assume that the projector produces fringes extending in the 
PYˆ  direction with period p mm at the projection plane; so the phase at point Px  is given 
by 
p
xPπ2 .  The phase at the point PX  due to the projected fringes is 
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This is an expression for the phase recorded at a point on the camera image plane 
expressed in terms of the coordinates of the point and the distance of the corresponding 
object point from the camera along the camera’s optical axis. 
  
In keeping with the standard fringe analysis literature a reference plane is introduced at 
a distance ZR from the camera. (Note that the reference plane need not be normal to the 
optic axis of the camera, and so ZR may vary for each point in the image plane.  In fact, 
in general, the “plane” can be any known reference surface.)  The phase recorded at the 
camera image plane point viewing an object point with height h above this reference 



























Therefore, for a given point on the image plane the relationship between the phase 




+=φ  (25) 
where a, b, and c depend upon the image plane coordinate and the system parameters.  
The parameters may be found for each pixel in the camera image plane via a calibration 
process.  Considering the phase recorded for the same point when the reference plane is 
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where the constants ,  and  again depend only upon the system parameters and 
the image coordinates.  Inverting this expression gives the object height in terms of 
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where A and B depend on the image point x and the system parameters ZR, R, XOP, p, c 
and cP .  This expression is of the form found elsewhere in the literature [26, 71]. 
 
The above discussion has neglected lens distortions for both the camera and projector.  
Procedures to explicitly calibrate a fringe projection system are known [72,73].  
However an implicit calibration procedure has been shown to be successful [69,70], and 
is used for phase to height calibration here.  The camera is first calibrated.  A phase to 
height calibration is then carried out by measuring a plane at different distances from 
the camera and a function fitted for each camera pixel relating the recorded phase to the 
camera-plane distance (relative to the reference plane).  In this way, the projector lens 
distortions and other internal parameters are implicitly accounted for within the phase to 
height fitted function.  This is discussed in more detail with experimental results in 
section 4.3.8. 
 
3.4.1 Simplified fringe projection system model 
In order to aid the physical understanding of the fringe projection systems, and 
particularly the new phase shift techniques developed in Chapter 5, it can be convenient 
to consider a simplified system.  The simplified model is shown in Figure 12.   The 
camera and projector optic axes are coplanar (as is frequently assumed by other 
authors).  The Yˆ  and PYˆ  axes are chosen to be parallel with the fringes extending in 
this direction.  (The camera axis system here is not necessarily identical to the 
coordinate system defined by the pixels in the image plane in practice; a rotation about 
the optic axis may be required.  For clarity this will be ignored here).  This simplifying 
assumption of coplanar optic axes is likely to be at least nominally true in a practical 
system due to the requirement for overlapping field of view of camera and projector. 
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Figure 12: Simplified fringe projection model. 
 
The distance from the camera to the intersection point of the optic axes is defined to be 
the standoff distance, denoted S.  The camera Xˆ  axis intersects the projector optic axis 
(the PZˆ  axis) a distance D from the camera pinhole.  Then the projector coordinate 
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 and the phase at any other point is given by  
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Then the phase recorded at a pixel x on the camera image plane is given by 
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 To help predict the nominal characteristics of the system and limits of the new 
techniques without specifying the dimensions of the fringe projection system it is 
convenient to work in normalized units of “standoff distances”.  Then the phase incident 
on point ( )TZ,Y,XX =  may be expressed as  









−+−+= 212πφ  (31) 
where each quantity is expressed as a fraction of the standoff distance S. 
 
3.5 Phase calculation 
The camera records the intensity of the scattered fringe pattern.  The height of an 
imaged point is related to the phase of the fringe pattern incident on that point.  There 
are a number of ways to calculate the phase from the recorded intensity including 
Fourier transform [74], wavelet transform [75], Hilbert transform [76], and phase 
shifting [77] methods.  Of particular interest here are phase shift (or phase step) 
methods as they have been shown to be successful for automatic measurements of 
objects with edges or isolated surfaces.  The other methods listed all suffer from 
problems with edges and/or high gradients or require careful choice of parameters 
dependent on the images [78]. 
 
There are many different phase step algorithms that can be used, each with different 
strengths and weaknesses.  The best choice of algorithm depends on the experimental 
system in use and the major error sources affecting the projection and phase step 
technique.  For example, fringes can be created by illuminating a grating or amplitude 
mask, where the phase shift is created by mounting either the light source or the mask 
on a translating device such as a piezo-electric translator (PZT).  The translator must be 
very well calibrated, taking hysteresis into account, in order to get sufficiently accurate 
phase shifts for many of the phase shift algorithms to be successful.  Some phase shift 
algorithms are immune to linear miscalibration effects, but non-linear phase shift error 
can be a significant source of error [27].  Video projectors provide an alternative 
method of projecting fringes, and can easily be programmed to project phase shifted 
patterns.  Then the phase shift can be very precisely chosen.  However the non-linear 
response of the LCD or LCOS display can create problems.  A gamma calibration must 
be carried out to account for this [31,79].  The digitisation of the projector may also 
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 cause some error; this can be reduced, at the expense of fringe contrast, by using the 
projector slightly out of focus. 
 
In Chapter 5, techniques to create phase shifted fringes by moving the fringe projector 
and the camera relative to the object are investigated.  The fringe projector projects only 
a single pattern and contains no moving parts or complex electronics.  The size of the 
phase shift created by the relative motion is unknown and varies with the object 
position.  Therefore the phase shift algorithm used to calculate the phase must be one 
that gives accurate results over a range of phase steps.  Possible error sources applicable 
in this case include non-linear phase shift error, change in recorded intensity between 
phase shifted images, and noise due to surface roughness. 
 
The phase step algorithms used throughout the experimental sections are described in 
section 3.5.1, below.  These algorithms return the phase modulo 2π, referred to as 
wrapped phase.  The phase must be unwrapped to be continuous over each patch 
corresponding to a continuous surface on the object.  Furthermore, the unwrapped phase 
is correct only up to some unknown additive integer multiple of 2π radians.  This is a 
common problem with fringe projection systems (and other structured light 
measurement systems in which a repetitive pattern is projected).  Many authors consider 
the phase unwrapping and 2π ambiguity resolution as a single operation, since, if one 
can find the correct absolute phase for each pixel, the phase map is correctly 
unwrapped.  However for the techniques developed later it is convenient to consider 
phase unwrapping and 2π ambiguity resolution separately; known techniques are 
discussed in sections 3.5.2 and 3.5.3, respectively. 
 
3.5.1 Phase step algorithms 
The recorded intensity of a camera pixel at ( )y,xx =  in the ith phase stepped image is 
given by 





⎛ +−++= αφ  (32) 
where A and B represent background intensity and modulation amplitude of the 
sinusoid recorded by pixel x and α is the phase step between each of the N images.  In 
contrast with most previous work, the variation of phase shift with image coordinate is 
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 explicitly included because in the new phase step techniques described in Chapter 5 the 
phase shift is unknown and varies throughout the measurement volume. 
 
For the case of a set of N images with a constant phase shift of 
N
π2  radians between 































This algorithm was introduced by Bruning et al. [80] and has been used and analysed by 
many other authors.   The minimum number of images is 3.  For a set of 4 images the 










⎛ − πφ  (34) 
It has been shown that using a greater number of images or extending the number of 
samples beyond a single period can reduce susceptibility to noise, higher harmonics in 
the projected fringes, linear phase shift errors and non-linear detector errors [81,27].  
Many other algorithms also require an arctangent of a fraction of linear combinations of 
phase shifted images [82].  Note that the form used here is slightly different to that 
given by most other authors.  This form is used so that the phase calculated by this 
algorithm is exactly equal (apart from noise and error sources) to the phase calculated 
by other phase shift algorithms described below. 
 
For sets of images with unknown phase shifts (possibly varying with image coordinate) 
a number of different algorithms exist.  Carré’s algorithm [83] is a well known 
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where 
  (36) jiij IIa −=
and 
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   (37) jiij IIb +=
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Novak, Novak and Miks [84] give a number of algorithms for calculating phase from 
phase stepped images with unknown step for sets of 5, 6 and 7 images.  For example for 






















−=α  (41) 














cos =α  (43) 




































sintan −= αφ  (47) 
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Like the Bruning and Carré algorithms these can all be algebraically derived from 
equation (32) using trigonometric identities.  The different phase shift algorithms 
respond differently to error sources such as non-linear phase shift error or noise.  A 
stable algorithm will have low error in the calculated phase for a large range of phase 
shift values.  Novak et al. analysed the response of the most stable of these algorithms 
and compared them to similar five and six frame algorithms as well as Carré’s algorithm 
[84].  They showed that it is generally possible to achieve better accuracy in the 
presence of noise and other common error sources by using a greater number of frames, 
although this is not true of all of their derived algorithms.  More recently, Magalheas et 
al. developed a generalised framework for deriving similar algorithms for an arbitrary 
number of frames and gave specific algorithms up to 15 frames [85].  Again, they 
showed that it is possible to achieve better results with algorithms using more images.  
Clearly the processing and memory requirements increase with the number of frames, as 
does the data collection time.  To choose the most appropriate algorithm requires an 
understanding of the sources of error and the requirements and limitations of the 
measurement system. 
 
Unfortunately, all of these algorithms have values for which they are either invalid or 
unstable.  This can be due to any of a square root of a negative number, division by a 
number very close to zero, or an inverse sine or cosine of a number larger than 1, all of 
which can occur with noisy images or phase shift errors.  It is shown in section 4.3.6 
that there are advantages to be gained by combining the results from different 
algorithms. 
 
3.5.2 Phase unwrapping 
Phase shifting calculates the phase within a range of 2π radians only, known as wrapped 
phase.  The phase must be unwrapped to remove the discontinuities caused by the 
limited range of the algorithm calculation.  The simplest way to do this is to add an 
integer multiple of 2π to phase on one side of a discontinuity until the phase is 
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 continuous up to steps of π radians.  Different algorithms of varying complexity are 
available to do this.  The simplest techniques simply unwrap along single rows or 
columns within an image, and stop whenever an invalid phase value is reached.  Flood 
fill algorithms integrate the phase gradient over an area of the image.  The integration 
path is chosen in some predefined manner, such as spiralling out from a set start point.  
The unwrapping can continue around invalid pixels until the boundaries of the area are 
reached.  If edges or steps exist that have not been detected then the result can be path 
dependent.  Noise can cause errors.  Refinements to the technique involve choosing the 
path according to some measure of confidence (reliability guided unwrapping) [86], or 
placing unwrapping barriers, known as branch cuts, across noisy or suspect areas so that 
all allowed unwrapping paths achieve the same result [87].  Alternatives include least-
squares or more generally LP-norm methods [88], often called global techniques, based 
on minimising a function across the whole phase map [89].  Temporal phase 
unwrapping [32] has also been used to both unwrap phase and resolve 2π ambiguity 
(see below) simultaneously, and as no spatial operations are applied is unaffected by 
steps or discontinuities.  However this technique requires the projection of a series of 
fringe patterns and therefore requires a relatively sophisticated projector and increases 
the data collection time over spatial unwrapping methods. 
 
A simple flood-fill algorithm was used throughout the work reported here, which is 
reliant on steps and isolated surfaces on the object being identified.  A technique to 
distinguish between discontinuities in unwrapped phase is described and experimentally 
demonstrated in Chapter 6, based on processing phase shifted images in different orders 
and comparing the results.  This technique is used throughout the experimental sections 
of this thesis.  Once the edges and steps are located it is straightforward to unwrap the 
phase on the surfaces bound by the edges using the flood-fill algorithm. 
 
3.5.3 2π ambiguity 
The unwrapped phase is correct only up to some unknown additive integer multiple of 
2π radians, and the correct phase value must be found for each pixel.  In practice this 
means that either the phase or the height (relative to either a reference plane or the 
camera), must be known for each isolated surface being measured. 
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 One way to solve the problem is to project a single line or symbol to identify the zero 
order fringe in a recorded image [70].  This method will fail if the zero order fringe is 
not projected onto a particular isolated surface being measured.  Heterodyne or temporal 
phase unwrapping solves the problem by projecting a sequence of fringe patterns with 
different frequencies [90,91].  A sequence of gray-code patterns can also be used to 
apply a unique code to each imaging pixel [53].  Another option is to project a fringe 
pattern with known pseudo-random variations allowing the absolute phase to be found 
[92].  The pseudo-random variations are required to be of the order of the noise in the 
recorded images. 
 
A number of authors have described systems using multiple cameras and one or more 
projectors to measure the distance to one or more points on the surface, which then 
allowed the rest of the surface to be measured unambiguously [93,94,95].  These 
systems used a projected pattern to identify corresponding points in each of the camera 
views, and measured the points using photogrammetry.  They are discussed in more 
detail in the following section. 
 
3.6 Multiple cameras and projectors 
Thus far, fringe projection systems consisting of only a single fringe projector and 
camera have been considered.  Advantages are to be gained by introducing more than 
one camera or projector, or by moving the camera and/or projector to multiple positions 
relative to the object.  Measurements can benefit from greater redundancy and full 360° 
measurements of objects are possible [96].  If each camera/projector (or camera/camera) 
pair are treated separately it is possible to use stitching or data matching techniques to 
merge data sets from different pairs [97].  Alternatively if camera positions and 
orientations are known relatively the data may be automatically created in a global 
coordinate system [98].   
 
The use of multiple cameras and a single fringe projector can provide a way to resolve 
the 2π ambiguity problem discussed above or can provide corresponding points on 
smooth surfaces to be measured using photogrammetry [99,91].  For example, consider 
the system of two cameras and one projector depicted in Figure 13. 
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Figure 13: System consisting of two cameras and a single projector. 
 
A point X  is imaged at 1x  by a camera 1 with perspective centre 1OX , and at 2x by 
camera 2 with perspective centre 2OX .  The projector projects fringes in orthogonal 
directions in subsequent frames, so that each camera records two phase maps.  The 
wrapped phase values incident on point X form a vector ( )
p
x, Pyxw
πφφφ 2==  due to 
these orthogonal fringes projected, where the subscript w is used to denote that the 
phase is wrapped, and as before px  is the corresponding point in the projection plane 
and p is the period of the fringes in that plane.  The corresponding point in each of the 
two cameras records the same phase.  It has already been shown that for any given 
image point in a camera image plane, a straight line in 3D space may be constructed, on 
which the point being imaged must lie.  The image of this line in a second camera is 
known as the epipolar line.  The image of the 3D point clearly must lie somewhere on 
this line.  The epipolar line corresponding to any image point 1x  in camera 1 can be 
calculated for camera 2 from the coordinates of 1x  and the (calibrated) geometry of the 
two cameras.  The correct point along the line may be identified using the wrapped 
phase values.  Sub-pixel correspondence can be achieved by interpolating between 
pixels to find a closer phase match.  To find the sub-pixel corresponding point, first the 
pixel with the closest phase is found in camera 2.  A plane is fitted to each phase map on 
a small set of pixels surrounding this point.  The two planes are described by normals 
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 ( )zyx n,n,nn 1111 =  and ( )zyx n,n,nn 2222 =  through points ( )zyx p,p,pp 1111 =  and 
( )zyx p,p,pp 2222 = , respectively.  Then the correct subpixel location ( )222 y,xx =  
satisfies 
 ( )( ) 01122 =− n.p,y,x xφ  (50) 
 ( )( ) 02222 =− n.p,y,x yφ  (51) 




















−−=  (53) 
If the phase has been unwrapped, for example using a temporal or heterodyne 
unwrapping method [91] fewer possible matches are found from the phase.  In either 
case, ambiguities in the matching process can be resolved by either considering 
neighbouring pixels or probabilistic techniques [94].  Matched points can then be 
measured using photogrammetry.  The fringe projector need not be calibrated as the 
phase is identical (up to noise) as viewed by each camera.  If it is calibrated, however, 
then any points occluded from one of the cameras but visible from the other can be 
measured from the phase of one of the imaged fringe patterns, the 2π ambiguity 
resolved by the photogrammetrically measured points. 
 
An analogous idea is to use one or more cameras and multiple projectors.  Phase 
stepped fringes are combined with Grey code to unambiguously calculate unwrapped 
phase.  By projecting orthogonal fringes from the projectors, each projector encodes the 
surface with a pair of coordinates, recorded by the camera as phase maps.  By using the 
coordinates from two or more calibrated projectors the surface can be measured 
photogrammetrically in the same way as if the coordinates were from corresponding 
points in multiple camera image planes.  The point correspondence is trivial in this case 
as the phase maps are recorded using the same camera.  The collinearity equations 
(equations (17) and (18)) are applied to the phase values rather than the image 
coordinates and 3D points can be calculated using a bundle adjustment, possibly 
including simultaneous calculation of projector positions and orientations and 
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 calibration parameters such as lens distortions [98].  The camera is not required to be 
calibrated, as only projector information is required to calculate the 3D point 
coordinates. 
 
A second example of measurement requiring multiple projectors requires a minimum of 
three projectors to encode the surface [100].  Again, gray code and phase shifting is 
combined to calculate absolute phase.  One phase value is provided by each projector.  
If at least three of the phase values are linearly independent they can be converted to 3D 
Cartesian coordinates using a predefined calibration.  As with the previously described 
system, the camera is not required to be calibrated. 
 
3.7 Alternative models 
Whilst the pinhole model has been used throughout project to model both projector and 
camera, depending on the hardware used it may not be an appropriate model.  In 
particular if either telecentric or fish-eye lenses are used for either the projector of 
camera some of the techniques would require adaptation.  In systems with a large 
standoff or telecentric optics the mathematics becomes simpler as the magnification is 
constant with the distance between perspective centre and the object.  This can reduce 
the calibration requirements.  The large standoff approximation is considered briefly in 
parts of this project, although is not generally used as for the main application, a probe 
for a CMM, a relatively short stand-off is desirable.  Other camera models such as the 
omni-directional or fish-eye models have not been considered at all as they are not 
within the focus of this work. 
 
3.8 Speckle 
Speckle is a phenomenon caused by a coherent or partially coherent electromagnetic 
wave scattering from a surface, or transmitted through a diffuser.  The microscopic 
roughness of the surface causes small path differences in the reflected or transmitted 
wave front, resulting in an interference pattern when the wavefront is imaged.  For a 
given optical system, geometry and surface under inspection the pattern is randomly 
distributed and related to the properties of the reflective or transmissive surface, the 
imaging system and the illumination.  Speckle fundamentally limits the accuracy of 
triangulation techniques [101].  While not normally significant for white light projection 
systems, it is relevant to the phase shifting techniques developed in Chapter 5.  A 
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 rigorous treatment of the statistics of speckle patterns is complex and beyond the scope 
of this work, but some results of previous studies are summarised here. 
 
The contrast C of the speckle pattern is defined as the standard deviation of intensity 






=  (54) 
If the light source is temporally coherent with a coherence length long on the scale of 
the surface roughness the interference pattern imaged through a pinhole has a contrast 
of 1 for anything but the smoothest surfaces, and is completely dark in some places 
[102].  A light source that is almost completely temporally incoherent such as a white 
light source can still result in a speckle pattern if the source exhibits spatial coherence.  
The contrast is less than 1 and in many cases the intensity variations are not visible to 
the naked eye and may be indistinguishable from noise from other sources. 
 
Speckle contrast has been shown to vary with surface roughness for polychromatic or 
white light sources.  This has been used to measure surface roughness [103].  For a 
combined source and detector with narrow Gaussian spectral width* W the speckle 






≈  (55) 
where σ is the RMS surface roughness [104].  Nakagawa and Asakura showed through 
extensive experimental studies [105,106] that white light speckle contrast has a different 
dependence on surface roughness.  Figure 14(a) plots typical speckle contrasts 
calculated using equation (55) against surface roughness for an LED and a white light 
source (spectral widths W=0.6 µm-1 and W=6 µm-1, respectively).  Figure 14(b), from 
[106] shows the experimental result from Nakagawa and Asakura. 
                                                 
* The intensity recorded at the detector may be expressed in terms of wavenumber 
λ

















  is the normalised 
spectral density of the combined source and detector and is a Gaussian distribution with 
width W about mean wavenumber  [104]. 0k
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Figure 14: (a) Theoretical relationship [102,104] between speckle contrast and surface roughness 
for sources with coherence lengths 10µm (LED) and 1µm (white light).  (b) Experimentally 
observed [106] white light speckle contrast variation with surface roughness and aperture diameter. 
 
The variation of speckle contrast with imaging aperture is also shown Figure 14(b), in 
terms of the point spread (km) of the imaging system.  The decrease in contrast with 
decreasing aperture is applicable to polychromatic and monochromatic light as well as 
white light [107,108] and is due to the point spread for a smaller aperture containing a 
larger number of uncorrelated speckle patterns than the smaller point spread for a larger 
aperture.  Other ways to reduce contrast include averaging repeated measurements in 
which something has changed such as the wavelength [109], the polarisation [110], or 




C 1=  (56) 
where N is the number of uncorrelated speckle patterns observed at a given point in the 
image plane [102].  Averaging measurements taken using the same setup does not 
reduce the speckle contrast as the pattern is constant in time.  Speckle contrast has also 
been shown to vary with angle of illumination and observation [112,113].  For example, 
Figure 15(a) (from Hu [112]) shows the variation of speckle contrast with observation 
direction for a number of surface roughnesses with the illumination direction parallel to 
the surface normal.  If the observation and illumination directions relative to the surface 
normal are equal (i.e. observing specular reflection) then the contrast increases slightly 
with angle (Figure 15 (b)).  The variation in terms of angle can be explained by 
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 considering the area of the surface illuminated by a spot of light with finite temporal 
coherence.  The whole illuminated area will contribute to the interference pattern 
produced at the image plane.  However, if the surface is tilted with respect to the source, 
then the path length to different parts of the illuminated area changes and mutually 
uncorrelated speckle patterns are created for different regions of the illuminated area.  
The averaging of uncorrelated speckle patterns leads to a reduction in contrast. 
  
 
Figure 15: Angular dependence of speckle contrast, from Hu [112].  (a) Contrast against 
observation direction illumination direction parallel to surface normal.  (b) Contrast versus 
observation angle, for equal illumination and observation angles (relative to surface normal). 
  
Speckle has been shown to be a fundamental accuracy limit of triangulation based 
measurement techniques [101].  Speckle leads to an uncertainty in the lateral position of 




1=  (57) 
where C is the speckle contrast, λ  the mean wavelength of the projected light, and u the 






1=  (58) 
where θ is the angle between illumination and observation directions. 
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 The effect of speckle on laser-based phase stepping fringe projection systems was 
investigated by Liu et al. [114] for Bruning’s four-step algorithm.  They showed that the 



































 (59)   
where  is the speckle intensity distribution and the integration is over the 
dimensions of the square pixel of side length 2∆.  Here, p is the pitch of the fringes at 
the image plane, and the fringes run parallel to the image plane y axis.  The mean phase 
error is 0.  Furthermore, they show that the maximum phase error occurs if there is 
approximately one speckle per pixel.  Intuitively, for fully resolved speckles covering 
more than one pixel the variation in intensity across a pixel is smaller leading to lower 
phase error for larger speckles.  For unresolved speckles, averaging of intensity over a 
pixel leads to a lower error with a larger number of speckles per pixel.   
( y,xS )
 
The phase error also increases with decreasing fringe pitch.  If a pixel is small in 
comparison to the fringe pitch ( px << ), then it be treated as a point detector and the 
intensity fluctuation is constant and cancels out in the phase calculation algorithm.  
However, with monochromatic light (and resolved speckles) there will be points in the 
speckle pattern with zero intensity.  The phase of the fringes is obviously unrecoverable 
at these points.  With white (or polychromatic) light the speckle contrast is reduced and 
no point in the speckle pattern has zero intensity.  The phase is recoverable everywhere 
and without errors from speckle.  Errors only occur when the pixel is not of negligible 
size compared to the fringe pitch at the camera image plane. 
  
3.9 Conclusions 
The mathematical theory of photogrammetry has been reviewed, and applied to fringe 
projection systems.  The model can be applied to any number of cameras or fringe 
projectors, and will be used to develop techniques for a fringe projection probe that can 
be moved to different positions and orientations.  Existing systems consisting of 
multiple cameras and projectors have been described. 
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 Algorithms for calculating phase from phase shifted fringe images have been reviewed, 
as have ways to resolve the 2π ambiguity problem inherent to fringe projection.  In 
Chapter 5 phase steps are created by relative motion of the object and fringe projection 
probe.  Speckle is a source of error for this technique, in contrast with traditional 
temporal phase stepping with stationary object and fringe projection systems.  The 
theoretical and experimental results reviewed above will be used to estimate 
measurement errors due to speckle with the fringe projection probe.  In Chapter 6, the 
fringe projection probe is moved to different positions and orientations relative to the 
object being measured to resolve the 2π ambiguity. 
 
Before developing the new techniques, systems were set up implementing existing 
techniques.  The next chapter describes and characterises experimental equipment used 
to implement photogrammetry and fringe projection separately, and also the combined 
technique from Reich et al. [91].  Measurements from these techniques are discussed 
and implementation decisions are justified.  The systems were then used for 
development described in Chapter 5 and Chapter 6. 
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 Chapter 4 Experimental systems and software 
4.1 Introduction 
This chapter describes the equipment and software used to investigate the new 
techniques that are the subjects of the following chapters.  The aims of work described 
in this chapter were to provide a base from which to work when developing novel 
techniques; to characterise the equipment used; and to find the accuracy achievable 
using known techniques to use later as a benchmark with which to compare the results 
of the new techniques.  Experimental results from measurement using photogrammetry 
and fringe projection are described.  A combination of the two techniques was also 
implemented, based on previous work from Reich, Ritter and Thesing [91].  The 
measurement results are followed by a discussion of various aspects of calibration and 
characterisation of the experimental kit affecting the achieved accuracy.  First, the 
hardware and software used throughout is described. 
 
4.1.1 Equipment 
Three monochrome PointGrey FLEA-HIBW [115*] cameras with CCD arrays of 1024 
by 768 pixels were purchased for use throughout this project, each with a Computar 8 
mm fixed focal length megapixel lens [116].  An Edmund Optics multi-frequency grid 
distortion target [117] was used for calibration and as a known object to assess 
measurement accuracy.  The calibration artefact had three arrays of dots of different 
sizes, of which the largest was used.  The dots were 1±0.001 mm in diameter and 
spaced 2±0.001 mm apart.  Two digital video projectors were available for use (BenQ 
MP720p [118] and HP vp6311 [119]).  A mini-projector (3M MPro 110 [54]) was also 
purchased to investigate the possibility of using a small digital projector for a fringe 
projection CMM probe.  The projectors were always allowed to warm up for at least an 
hour before measurement.  The non-linear behaviour of the projectors was corrected for 
using a lookup table as described by Valera [31].  All three projectors used were DLP 
(Digital Light Processing) projectors.  A projected image is produced by a DMD (digital 
micro-mirror device) containing an array of micro-mirrors that are flipped between two 
different angles at high frequency.  A bright pixel is in the “on” position more than the 
“off” position, and for a dark pixel the converse is true. 
                                                 
* Product specifications for the equipment used can be found in Appendix A2. 
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For initial algorithm development and testing in Chapter 6, a Renishaw PH10 head 
[120] was made available.  The PH10 is a two axis indexing head with 7.5° angular 
position increments.  A static camera and fringe projector viewed an object mounted on 
the head from a limited number of perspectives.  The system is shown in Figure 16.  
The relative camera perspectives viewing the object attached to the head were found by 
first calibrating the camera using images of the calibration target mounted on the head.  
The same head angles were used for measurement as for calibration.  The possible 
angles that could be used were limited by the angles at which successful processing of 
the calibration target image could be achieved – at too acute an angle the processing 
fails.  The maximum possible head angle was 22.5° from the vertical axis.  The limited 
range of perspectives limits the accuracy achievable with this system. 
 
 
Figure 16: Fringe projection system with measurement object mounted on PH10 (two-axis indexing 
head). 
 
A CMM was also used for development work, a three-axis Mitutoyo Crysta Apex 9106 
CMM with a two-axis Renishaw Revo articulating head.  The CMM was driven using a 
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 Renishaw UCC2 controller connected to a Toshiba Portege M300 laptop.  Objects 
mounted on the head were measured using a fixed camera and projector (shown 
schematically in Figure 17).  As described in Chapter 1, a prototype probe was also 
created to be mounted on the head on this CMM. 
 
The CMM was calibrated using proprietary techniques and software and qualified to 
ISO 10360 [11].  The calibration procedure has various stages including error mapping 
of both the linear and angular encoders, finding the parameters describing the mounting 
of the head on the CMM and the probe on the head, and calibrating the response of the 
attached probe.  Following calibration, the position of the tip of a calibrated touch probe 








    
The parameters describing the probe-to-head mounting are found by measuring a sphere 
in a known position using different head angles and calculating the parameters using 
least-squares fit.  A similar technique to the touch probe calibration is used in Chapter 7 
to find the parameters describing the mounting of the prototype on the head.  For the 
system using a CMM and a static camera and fringe projector, the position and 
orientation of the camera with respect to the CMM coordinate system were also found 
by a least-squares fit procedure.  Multiple images of the tip of a touch probe attached to 
the CMM in different positions were recorded, the centre of the image of the tip found 
for each one.  The different image positions and the known tip positions were used to fit 
for the 6 unknowns (3 translations and 3 rotations) describing the camera pose.  The 
RMS error from the fit was 0.5 pixels, equivalent to around 25 µm.  This could be 
improved by better lighting conditions or a more accurate image processing technique to 
find the centre of the probe tip in the images. 
 
The software used throughout the project came from a variety of sources and is 
described in some detail in the next section. 
 
4.1.2 Software 
The software to carry out photogrammetric measurements originated as five separate 
sets of Matlab scripts, each of which is briefly described below. 
 
• Camera Calibration Toolbox [121] – calibration routines for individual cameras, 
using the model from [122]. 
•  N camera calibration toolbox [123] - based on a two-camera calibration toolbox 
from [121], extended to multiple cameras. 
• Resection [123] – finds the positions of calibrated cameras with respect to an 
object. 
• Intersection [123] – shape measurement given known positions and orientations 
of calibrated cameras. 
• Bundle Adjustment [124] – shape measurement, camera position and orientation 




 These software blocks were chosen rather than any commercial photogrammetry 
software as the availability of the source gives the ability to understand the code and 
amend it to our particular purposes.  Commercial packages may have been more robust 
but it is unlikely making changes would have been possible.  Further advantages were 
that they were all free and had been used previously by others within the department. 
 
Figure 18: Schematic diagram of photogrammetry software process. 
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 The initial step of the project involved the integration of these five separate software 
blocks into a form that was more easily usable.  Some simple usability improvements 
were implemented including allowing the user to choose the image files through a GUI 
rather than having to have the files names in a particular way and a more automatic 
method to choose the target points within the images.  To illustrate the improvement to 
the selection of target points, a sample image of the calibration is shown in Figure 19.  
In Figure 19(a) the target area used is highlighted in green.  The area was chosen using 
the original method, in which the user had to manually click on the four corners of the 
rectangle shown, and also input the dimensions of the rectangle.  In Figure 19(b) the 
possible target points are found automatically and highlighted in pink.  The user must 
then choose only the origin manually, and the axes and actual target points used are 
found automatically.  Not only does this mean that the calibration process is less 
laborious and sensitive to human error, but it enables more of the calibration target to be 
used for the process.  Fewer images may then be used to attain the same measurement 
accuracy. 
 
Figure 19: Sample calibration images (a) before and (b) after  software updates. 
 
 
Some other amendments were made to make the different software blocks more 
compatible.  The resection was found to be unnecessary once a stable calibration was 
available, so it was removed.  A GUI similar to that for the calibration software was 
implemented for intersection and bundle adjustment.  The bundle adjustment now runs 
an intersection automatically so the user need not run it.  Functions to choose 
measurement points and to plot useful results such as re-projection errors were 
implemented.  Also a function allowing the user to remove rogue points and outliers 
automatically was added.  A brief user guide to the software was written.  The bundle 
adjustment software has the facility to run different types of fit as listed below: 
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  1 – fit for motion parameters only 
 2 – fit for structure parameters only 
 3 – fit for both structure and motion 
 4 – fit for camera principal distance only 
 5 – fit for structure, motion and principal distance 
Whilst the photogrammetry literature suggests that a type 5 fit may yield the best results 
[37], amending calibration parameters during measurement is not compatible with the 
metrology industry’s traceability requirements and best practice guidelines [11].  As 
discussed in section 3.3.3 an advantage of using a bundle adjustment rather than an 
intersection is that there is no requirement to invert the transformation from object to 
image coordinates.  Intersection relies on being able to transform from image to object 
coordinates.  This transformation is an approximation, because object-to-image-
coordinate transformation is not analytically invertible due to the form of the lens 
distortions.  A bundle adjustment, in theory, allows calculation of object points using 
only the forward transformation from object to camera image plane.  However, the 
bundle adjustment software used here undistorts the image points using an 
approximation technique at the start of the process, and then works with the undistorted 
coordinates, thus losing this potential advantage.  It is shown in section 4.3.4 that the 
measurement results from the type 2 bundle adjustment and the intersection are 
equivalent. 
 
This software has been used throughout this project, and for two other projects within 
Heriot-Watt University (one for measurement of hoverfly wings [125], another related 
to fluid flow [126]), and has also been used by a research group in Cranfield University 
for the measurement of wings for an MSc project [127]. 
 
Further to the photogrammetry software described above, many Matlab scripts to carry 
out fringe projection and analysis were used.  Some of these, in particular the phase 
unwrapping and some of the phase calculation algorithms, originated within Heriot-
Watt University for previous projects [31,128,70].  They have been adapted and 
developed for use in this project and many more new scripts have been added as the 
project has developed.  Where not otherwise stated below all processing of images and 
data and all calculations are carried out using Matlab. 
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 4.2 Measurement results 
Measurements of known objects were made using the techniques of photogrammetry, 
fringe analysis, and the combined technique using fringe projection to provide 
corresponding points for photogrammetric measurement of a smooth surface.  The 
experiments and results are described below.  Implementation decisions and error 
sources affecting the techniques are discussed in section 4.3. 
 
4.2.1 Photogrammetry 
Three cameras were calibrated using the Edmund Optics calibration target (Figure 20).  
The combined field of view was around 75 mm2, which is approximately the required 
field of view for the CMM probe. 
 
 
Figure 20: Experimental setup for fixed camera photogrammetry. 
 
One image of the calibration target (from each camera) was used for measurement and 
not included the camera calibrations.  Figure 21 shows the RMS error from a plane fit to 
the measured points using different numbers of images for the initial calibration.  There 
was an improvement in the accuracy up to around 12 or 15 images, as seen by the 
decreasing RMS error.  Using more than 15 images resulted in a small improvement to 
the reliability of the results (smaller error bars) up to approximately 25 images, after 














 Figure 22 shows the measured points compared to the known grid points, using 20 
calibration images.  The RMS error was 10 µm and the maximum error was 26 µm.  
Figure 23 shows the errors split into in-plane and out-of-plane components against 
distance from the centre of the image.  The in-plane error appears to increase 
systematically with distance from the image centre.  No such systematic error was 
apparent for the out-of-plane errors (Figure 23(b)).  Figure 24 shows the direction of the 
in-plane errors in the image plane of the camera and further confirms the systematic 
nature of the error.  The systematic error may be due to the assumption that the centre of 
a target circle projects to the centre of an imaged circle under projective transformation, 
which, as discussed by Heikkilä [129], is an approximation. 
 
The measurement volume of the three cameras was approximately 75 mm3, so the RMS 
error of 10 µm was equivalent to an error of 1 part in 7500.  The maximum error 
observed was equivalent to 1 part in 3000.  These errors are approximately an order of 
magnitude larger than those reported in marketing literature for commercial systems.  
For example the GOM Tritop has a reported accuracy of 1 part in 120,000 over a 
measurement volume of 100 mm3 [38].  Use of higher resolution cameras and more 
sophisticated measurement algorithms are the most likely reasons for the difference, as 
well as the likely use of favourable measurement conditions used to get optimum results 








Figure 24: Direction of in-plane measurement errors. 
 
4.2.2 Fringe projection 
A planar object was attached to the head on the CMM.  Phase shifted fringes were 
projected towards the object using a programmable projector, and recorded using one of 
the FLEA cameras.  The plane was oriented nominally normally to the camera’s optic 
axis.  It was moved to different distances from the camera along the optic axis by 
moving the CMM linear axes.  Two datasets were taken, one with four images per plane 
position with a 
2
π  rad phase step between each, and the second set with five images per 
position each with a 
5
2π  rad phase step.  The phase was calculated from each image set 
using Bruning’s algorithm. 
  
As is common for phase to height calibrations one of the plane measurements was 
chosen as a reference plane.  The other plane measurements were used to fit cubic 
polynomial coefficients for each pixel relating phase to height relative to the reference 
plane.  Relative height errors a plane 50 mm from the reference plane are plotted in 
Figure 25 for a single line across the image as an example.  The mean and RMS errors 
for the whole plane are listed in Table 11.  They were converted to fractions of a fringe 
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 period using the approximate conversion of 1 fringe period to 4 mm corresponding to 




Figure 25: Relative height errors from (a) four frame data and (b) five frame data. 
 







Mean error (% 
of a fringe 
period) 
RMS error (% 
of a fringe 
period) 
4 -2.5 50.6 -0.06 1.3 
5 4.8 23.0 0.12 0.6 
 
The RMS errors were equivalent to approximately 1 part in 1500 of the field of view for 
the four frame data and 1 part in 3300 for the five frame data.  A decrease in error with 
an increase in the number of frames is typical of phase stepping fringe projection 
systems, although the decrease observed here is somewhat larger than expected.  By 
using more frames it is likely that the errors would be reduced further.  The mean error 
is small compared to the RMS error, but is a systematic error that can be reduced by 
fitting a more appropriate function to relate phase to height as discussed in section 4.3.8 
below. 
  
4.2.3 Photogrammetry using fringe projection for corresponding point 
identification 
The projection of fringes to provide corresponding points for photogrammetry has been 
discussed by a number of authors (see section 3.6).  Measurements of a plane were 
carried out using this technique in order to investigate its usefulness and limitations, and 
to aid our understanding of fringe projection for shape measurement.   
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The system consisted of a calibrated digital video projector, 3 calibrated cameras and a 
planar test object.  Twelve sets of 
6
π  rad phase shifted fringes were projected, recorded 
by the three cameras, in both horizontal and vertical directions.  Bruning’s algorithm 
was used to calculate the phase.  With the test plane still in place, the camera calibration 
target was placed face down on the plane and an image was recorded by each camera.  
Measurement points were found by locating the grid points on the target, adjusting for 
refraction at the top surface of the target.  This provided two measurements of the 
calibration target.  One, from the location of the grid points in each of the three camera 
images, was used as a reference measurement.  The second measurement was from the 
location of the grid points in one image and corresponding points in the other two 
camera image planes found using the calculated phase. 
 
Figure 26 plots the error from a plane fit from both measurements and Table 3 
summarises the RMS and maximum errors.  The measurement from the points from 
matching phase showed little obvious systematic error, but considerable noise.  The 
RMS error is equivalent to approximately 1 part in 2400.  The errors from the reference 
measurement were consistent with the measurement made in section 4.2.1 above.  The 
errors from the phase matching technique were approximately three times the reference 
errors suggesting that there is significant camera-related error in the phase calculation.  
Errors originating from the fringe projector should affect each camera equally, so any 
remaining error greater than that for photogrammetry alone must originate from the 
cameras.  Possible examples of camera-related error sources include digitisation and 
non-linear detector response.  Whatever the source of the error, it contributes to the 




Figure 26: Non-planarity from measurement results from camera calibration target (blue), and 
points from matching phase (red). 
 





RMS error (µm) 
Calibration target 27 9 
Matching phase 96 31 
 
4.3 Discussion of measurement results 
A number of different factors that can affect the results of the measurements from these 
systems are discussed below.  Some of these, such as calibration of equipment and 
algorithms used can be controlled and investigated.  Other factors such as noise cannot 
be controlled but the effect of them can be quantified.  Other authors have discussed the 
effects of gamma calibration of a digital projector [31,79], different camera models 
[56], image processing algorithms [130,129] and many other aspects of shape 
measurement using both fringe analysis and photogrammetry.  The aims here are to 
discuss some decisions that have been made that are specific to the equipment in use 
here and describe the rationale behind those decisions; to discuss some remaining 
sources of error and potential improvements; and to cover some implementation details 
that are rarely discussed in the literature. 
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 4.3.1 Camera calibration model 
The camera model used in the single and multiple camera calibration toolboxes was 
based on the central perspective model as described in section 3.2.  For each camera 
there were 16 parameters that could be found:  three translations and three rotations, 
fully specifying the camera’s position and orientation in the current coordinate system; 
the coordinates of the principal point on the camera’s image plane; the principal 
distance; aspect ratio (difference in scale of the pixel axes); skew (non-orthogonality of 
pixel axes); three radial distortion coefficients; two tangential distortion coefficients.  In 
general, it is known that fitting a model using real data is likely to be more successful if 
the model only includes parameters with a physical interpretation, and this has been 
demonstrated for photogrammetry [131].  Some of the internal parameters were not 
expected to be required for the cameras used.  In particular, most modern cameras 
contain pixels that are square to a high degree of accuracy, so it was expected that 
aspect ratio and skew would not be necessary.  An investigation was carried out into 
which parameters were required for the Flea cameras and lenses used. 
 
Two separate calibrations were carried out, using the three cameras with positions and 
settings identical for both calibrations.  The two calibrations for each camera should 
therefore be identical.  By using the Calibration Toolbox to fit for different 
combinations of calibration parameters and comparing the results the set of applicable 
parameters were chosen.  Figures 27 to 29 plot the difference in the fitted parameters 
between the two calibrations for each of the 13 different calibration types detailed in 
Table 4.  The figures are discussed in more detail below. 
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1 0 0 1 0 0 0 0 
2 0 0 1 1 0 0 0 
3 0 0 1 1 1 1 0 
4 0 0 1 1 1 1 1 
5 1 0 1 1 1 1 1 
6 1 0 1 1 1 1 0 
7 1 1 1 1 1 1 1 
8 1 1 1 1 1 1 0 
9 0 0 1 1 1 0 0 
10 0 0 1 1 0 1 0 
11 1 0 1 1 0 0 0 
12 0 1 1 1 0 0 0 




Figure 27: Differences in internal camera parameters describing the pixel array found from 
repeated calibrations: (a) principal distance in units of x pixels; (b) principal distance in units of y 




Figure 28: Differences in lens distortion coefficients found from repeated calibrations: (a), (b) and 
(c) first, second and third radial distortion coefficients; (d) and (e) decentring coefficients.  
Calibration types are detailed in Table 4.  Colours indicate different cameras. 
 
 
Figure 29: Differences in principal point locations found from repeated calibrations: (a) x 




The results of the experiment were inconclusive.  It was hoped that one of the 
calibration types would consistently have zero difference (up to experimental errors) for 
each parameter.  This was not the case.  However, by inspecting the plots in detail some 
tentative conclusions may be drawn.  For example, the smallest differences in principal 
distances (Figure 27(a) and (b)) were observed for calibration types 3 to 9, indicating 
that at least the first two radial distortion coefficients and the first decentring coefficient 
were all required.  From Figure 27(c), skew appears to be a required parameter for two 
cameras but not the third.  However the fitted values returned by the calibration were 
close to zero and so it was assumed that skew was not a required parameter for the 
FLEA cameras (as expected).  From Figure 28(a), (b) and (c), which show the variation 
in lens distortion coefficients, including the third radial distortion parameter lead to 
larger uncertainties in the other radial distortion parameters, indicating that it also 
should be excluded. 
 
The differences in the fitted principal point positions (Figure 29) were of some concern 
and may indicate that a more sophisticated camera model may be worth implementing.  
For example a model that separates the principal point from the centre of radial 
distortions [56], or a model incorporating variations of lens distortions with distance of 
object from camera (see 4.3.2 below) could be used.  Henceforward, a type 3 calibration 
as listed in Table 4 has been used unless otherwise stated. 
 
The experiment described above is not entirely rigorous.  A more complete data 
collection and statistical analysis might yield stronger conclusions [132], but as the 
work reported from this point is largely of a comparative nature it is important that the 
calibration approach is consistent, but not necessarily optimal.  The choice of calibration 
model as indicated by the results here was justified by the fact that the photogrammetric 
measurement errors above were as low as 10 µm. 
 
4.3.2 Variation of lens distortions with depth 
Lens distortions vary with distance of the viewed object from the camera, due to 
different angles of rays of light passing through the lens.  This is normally neglected 
within photogrammetry as it only becomes a concern for very close range 
photogrammetry where the standoff and the depth of measurement volume are of 
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 comparable size [57,58].  For the CMM probe the standoff is expected to be around 150 
mm and the measurement depth range is up to 80 mm, so the large standoff 
approximation is not applicable. 
 
To investigate the effect of variations of lens distortion with distance between the 
camera and object, two calibrations were carried out.  For one calibration the target was 
placed in positions predominantly close to the camera.  An example image is shown in 
Figure 30(a).  For the second calibration the target was placed in positions further away 
from the camera, as in Figure 30 (b).  The principal distance and principal point found 
for each calibration are summarised in Table 5, and the difference in results of lens 
distortion is depicted in Figure 31.  The largest difference is in the upper left where the 
difference in the lens distortion is 1.2 pixels.  These differences in lens distortion, and 
the other fitted parameters are of some concern, and it suggests that one possible way to 
improve measurement in future would be to implement a more sophisticated camera 
model and measurement algorithms capable of including distance dependence. 
 
 
Figure 30: Calibration target image (a) close to and (b) further from the camera. 
 
Table 5: Camera to object distance dependence of internal parameters. 
Calibration Principal distance 
(pixels) 
Principal point x 
coordinate (pixels) 
Principal point y 
coordinate (pixels) 
1 (near) 1787 ± 2 530 ± 1 377 ± 1 




Figure 31: Difference in lens distortions found from the two calibrations. 
 
4.3.3 Inverse of lens distortion 
The form of the lens distortion model means that the transformation from camera to 
image coordinates is not invertible by algebraic means (see section 3.2).  Given a point 
in normalised or ideal pixel coordinates, a line in object space on which the viewed 
point must lie can be calculated.  Specifically, the object point must somewhere on the 
line through the projected point and the camera perspective centre.  The unknown 
distance along the line is the effect of the projection from 3D to 2D space.  However 
points in a camera image are in distorted image coordinates, and the effect of distortions 
and any non-ideal internal parameters must be removed prior to the calculation of the 
straight line. 
 
The removal of the distortion is an approximation, relying on the fact that the distortions 
are small and slowly varying compared to coordinate in the image plane.  The 
undistorted coordinates can be found by an iterative technique if a small number of 
points are being considered [122].  If the whole image (or a large portion of it) is to be 
undistorted then a quicker, non-iterative technique is used.  Using the three FLEA 
cameras, the difference in results from the two techniques was quantified 
experimentally. 
 
To compare the two algorithms, images were taken of the camera calibration target with 
three calibrated cameras.  Two sets of points were located: one set from the original 
(distorted) images, which were then undistorted using the iterative algorithm; the second 
set were found from images undistorted using the whole-image algorithm.  Figure 32(a) 
shows a distorted image with located circle centres, Figure 32(b) shows the equivalent 
undistorted image, again with the circle centres marked.  Figure 33 shows the difference 
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 in the detected circle centres for the two point sets.  The maximum distance was less 
than 0.1 pixels, which is similar to the expected performance of the image processing 
technique used to find the circle centres. 
 
These differences of up to 0.1 pixels were expected to be insignificant.  However, 
comparing measurements from two sets of points showed that using the whole-image 
distortion removal method resulted in larger errors than the iterative technique.  The 
measurement errors are shown in Table 6, where it can be seen that the results from the 
iteratively undistorted image points were more accurate than those found from the faster 
non-iterative method.  Despite this, henceforward images were always undistorted prior 
to any other processing using the whole-image distortion removal algorithm.  To 
measure many points on smooth surfaces using fringe projection all or most of the 
image must be undistorted, and to remove the distortion from whole images using the 
iterative technique currently takes longer than is practical. 
  
 
Figure 32: (a) Distorted and (b) undistorted images with located circle centres marked. 
 
Figure 33: Difference in location of undistorted circle centres, using the two different distortion 
removal algorithms. 
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 Table 6: Comparison of measurement errors using different techniques to remove lens distortion 
from image coordinates. 
Distortion removal 
technique 
RMS error (µm) Maximum error (µm) 
Iterative 14 46 
Non-iterative 23 123 
 
4.3.4 Measurement algorithm (photogrammetry) 
As discussed in section 4.1.2 there are two implementations of measurement algorithms 
available, bundle adjustment and intersection, which are consistent with the metrology 
industry standards for measurement.  The results of the intersection were compared with 
the bundle adjustment implementation.  RMS and maximum errors from both 
techniques are given in Table 7 and it is clear that the results were almost identical as 
expected.  If the bundle adjustment was re-implemented to only use the forward camera-
to-image coordinate transformation a slight improvement would be expected.  The 
measurement results already achieved of approximately 1 part in 7500 are sufficient for 
the rest of the work reported here. 
 
Table 7: Comparison of measurement errors using intersection and bundle adjustment algorithms. 
Measurement algorithm RMS error (µm) Maximum error (µm) 
Intersection 14 46 
Bundle adjustment 15 48 
 
4.3.5 Fringe projector implementation 
It was shown by Valera in [31] that the projected intensity from a digital video projector 
varies significantly until thermal stability is reached, which can take up to an hour.  All 
fringe projection data used here are taken after allowing the projector to warm up for at 
least an hour.  It was suggested that a miniature projector could provide a way to create 
fringes for a CMM probe.  The stability characteristics of the 3M MPro 110 were tested 
in a similar way to that used by Valera.  Figure 34(a) plots the intensities recorded by a 
selection of pixels over a period of 250 minutes.  While some of the camera pixels 
appear reasonably stable (blue and magenta), the others show different characteristics.  
Two of the plotted pixels (red and black) seem reasonably stable after approximately an 
hour, the final one (green) takes around two hours to reach stability.  This would clearly 
be of some concern for any practical system.  It might be possible to carry out some 
kind of thermal calibration for each pixel in order to account for the variations, but it is 
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 preferable to use a system that is inherently more thermally stable.  For example, 
consider Figure 34(b), showing the intensity recorded by a selection of camera pixels 
viewing an object illuminated by a red LED from switch on for a period of 30 minutes.  
This is used as the illumination source for the prototype probe in Chapter 7.  The plot 
shows that the intensity variation with time is much lower than that for the mini-
projector, and all selected pixels show very little variation other than noise. 
 
 
Figure 34: Warm-up characteristics of (a) mini-projector and (b) LED illumination for selected 
camera pixels. 
 
The lack of thermal stability is not the only disadvantage of the mini-projector 
compared to the simpler fringe projector using a light source and amplitude mask.  
Mini-projectors currently available do not have the resolution required for the 
application.  They also do not have strong enough illumination, although using a more 
powerful light source could remedy this.  It is not certain whether a mini-projector could 
withstand the accelerations exerted on the probe, particularly during automatic probe 
changes.  The switching of the micro-mirrors must be synchronised with the camera 
shutter to avoid aliasing and noise in the recorded intensity, although this was not done 
here.  Even if all of these problems are overcome with future mini-projectors, they will 
always be more expensive than the simple light source and mask implementation.  From 
a commercial viewpoint the cheaper option is preferable in order to maximise profit 




 4.3.6 Phase calculation algorithm 
In section 3.5.1 the Novak’s 7 frame phase shift algorithms [133] were briefly 
summarised, and it was noted that in all cases there are points where the algorithms 
break down, due to noise resulting in a square root of a negative number, the inverse 
cosine or sine of a number greater than 1, or where the denominator in a fraction equals 
or is close to zero.  Different algorithms show greater noise sensitivity close to different 
phase or phase shift values. 
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cos =α  (61) 
where  and  and the phase shifted intensities in the recorded 
images are 
jiij IIa −= jiij IIb +=
 ( )( ) 714 ,...i,icosBAIi =−++= αφ  (62) 
Equations (60) and (61) were used to calculate phase for a plane 8mm above a reference 
plane.  Figure 35(a) shows the unwrapped phase map calculated using this algorithm 
and, below, the phase step and the unwrapped phase difference for the single line 
indicated.  The “ripple” evident in the phase is an effect noted by other authors and is 
due to non-perfect sinusoids.  The imperfections can be due to many sources (for 
example digitisation error, noise, higher harmonics in the projected fringes or non-linear 
detector error).  The large spikes in the phase coincide with large spikes in the phase 
shift and are due to the zero crossings of the denominator in equation (61). 
 
There are a number of possible ways to try to remove the large spikes.  One way is to 
take 8 phase shifted images instead of 7 and, in the calculation of the phase step, α, use 
whichever set of images provides the larger absolute value in the denominator.  The 
initial set of 7 images could then used to calculate the phase using the resulting phase 
shift.  Figure 35(b) shows the unwrapped phase map calculated using this algorithm, 
and again, the phase step and the phase difference for a single line are plotted below.  It 
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 can clearly be seen that large spikes from the zero crossings of the denominator of the 
calculated phase step have been removed. 
 
 
Figure 35: Unwrapped phase maps (top) and phase and phase step along indicated line (bottom) for 
phase calculated from (a) algorithm A7 from Novak; (b) algorithm A7 choosing best phase step 
from two sets of 7 images; and (c) mean values from all 7 step algorithms from Novak [133]. 
 
There are many other ways phase calculation algorithms could be combined to try to 
remove susceptibility to other noise sources.  One possibility is to use the mean value of 
a number of different algorithms.  First the phase step was calculated using the mean 
value from the 5 possible methods given by Novak.  Then the phase was calculated 
using the resulting phase step value, again using the mean of all possible values.  Any 
denominator with a less than a pre-defined threshold was marked as invalid and the 
value was not included in the mean.  Any calculation involving an impossible number 
such as a square root of a negative number or an inverse sine or cosine of a number 
greater than 1 was also excluded.  Eight images were used, and the same algorithm 
applied to two sets of 7 images, the average of two values giving the final result.  The 
resulting phase map is shown in Figure 35(c), and the phase step and phase for the 
marked line is again plotted below.  It is clear from this that the errors in the phase 
calculation have been greatly reduced.  There is evidently an advantage to be gained in 
combining algorithms in some way.  The use of the averaging, and the threshold for the 
denominators chosen here was fairly arbitrary.  Other possibilities include using the 
phase and phase shift values from the best available algorithm; to use a weighted mean 
of values, with weights based on the confidence in a particular algorithm for the 
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 calculated phase and phase shift; or to use a multi-step technique in which one 
algorithm is used to estimate phase and phase shift, then the algorithm with the most 
reliable response close to these values used to calculate more accurate values.  To find 
the optimum method would require a more complete modelling of the algorithms, the 
error sources and an in-depth analysis of the algorithm response, and is beyond the 
scope of this work. 
 
4.3.7 Phase to height calibration plane 
The phase to height calibration plane was custom made in-house.  It was a laminate of 1 
mm thick carbon fibre reinforced plastic sheets and 12 mm thick aluminium honeycomb 
bonded with structural epoxy.  It was repeatedly lapped flat using carborundum paper 
on a surface plate, and painted with matt white spray paint, until a uniform white finish 
was achieved.  It was measured using a CMM touch probe taking 100 points in a grid 
across the plane.  The measurement results are shown in Figure 36, and it can be seen 
that it had a form error of approximately 40 µm.  This limits the accuracy with which 
objects could be measured.  It would be possible to correct for the shape of the 
calibration plane within the phase to height calibration but not enough time was 
available to implement this.  The small error will have an equal effect on all techniques 
compared.  In Chapter 7 a 1 mm thick aluminium oxide plate was used as an alternative 
phase to height calibration plane.  It had a form error of approximately 50 µm, shown in 








 4.3.8 Phase to height calibration model 
The calculated phase must be converted to distance from the camera or height above a 
reference plane.  As discussed in section 3.4, some authors calibrate for the system 
parameters explicitly, but here a simpler calibration process was employed to implicitly 
calibrate the system instead.  The measured phase for each pixel was converted to a 
height relative to a reference plane and thence to a 3D point.  The conversion from 
phase to height used a pre-calibrated function for each pixel.  The phase was recorded 
for each pixel imaging fringes projected onto a calibration plane placed at a number of 
different distances from the camera.  One of the plane heights was used as the reference 
plane.  A function was then fitted converting phase relative to the reference plane phase 
to height above the reference plane for each pixel.  A quadratic polynomial has been 
successfully used as the fitted function [31,128,70].  However, it was shown in section 





Ah  (63) 
A polynomial can closely approximate this function over a small range, but for a large 
range of height values fitting directly for A and B can be more appropriate.  This was 
shown experimentally using the prototype system described later in this thesis.  Phase 
was recorded for 12 planes with a spacing of 8mm each.  The 8th plane was used as the 
reference plane.  Cubic polynomials were fitted to height and recorded phase for each 
pixel for different ranges of height values.  Also, the constants A and B in equation (63) 
were fitted for each pixel for the full range.  The mean residuals for each fitted function 
are plotted in Figure 37.  Each colour represents a different cubic polynomial fitted to a 
different range of height values, apart from the green line which is the non-linear 
function in equation (63).  The plot clearly shows that the modelled functional form was 
the most successful, but that the cubic polynomial was reasonably successful over a 
reduced range (e.g. yellow, magenta).  The calibration procedure fitting for A and B was 
implemented for use with the prototype in Chapter 7.  For the developmental work in 
Chapter 5 and Chapter 6, and for the fringe projection measurement described above, a 




Figure 37: Errors from phase to height calibrations.  Green: φ
φ
+= B
Ah  Others: 
fitted over different height ranges. DCBAh +++= φφφ 23
 
4.3.9 Noise 
There are a number of sources of noise within the measurement system that will 
ultimately limit the accuracy of any measurement.  Noise sources for a DLP projector 
include the power supply, light source and the electronics controlling the rotation of the 
micro-mirrors.  Camera noise sources include photon noise, circuit noise, dark current, 
charge transfer noise and quantisation noise.  Generally, temporal noise can be 
minimised by using a low camera gain setting and by averaging repeated measurements, 
though it cannot be entirely removed.  The effect of dark current can be minimised by 
subtraction of a dark image to remove a fixed pattern.  Speckle noise, as discussed in 
section 3.8, is related to the roughness of the surface, coherence of the light source and 
the properties of the imaging system, and is spatial rather than temporal.  That is, it 
cannot be reduced by repeated measurements, unless something is changed so that the 
speckle pattern changes (for example frequency of light source or observation or 
illumination direction).  Speckle noise is not normally significant for white light fringe 
projection systems; however when phase shifts are created by relative motion of object 
and fringe projector (Chapter 5) it is a source of error. 
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 The combined effect of the temporal noise sources was quantified by imaging a screen 
of constant intensity projected onto the phase to height calibration plane.  One thousand 
images were taken in quick succession, and the intensities of a number of pixels were 
recorded.  The projected intensity was varied through a range of values.  The standard 
deviation in the recorded intensities was calculated for each and is plotted against the 
mean recorded intensity in Figure 38(a).  Figure 38(b) shows the standard deviation 
normalised by the mean intensity.  It can clearly be seen that the noise normalised by 
the mean intensity is approximately constant, although decreases slightly with 
increasing intensity. 
 
The mean value of the normalised intensity noise is 5.5±0.8 % of recorded intensity.  
Throughout this thesis, each recorded image is in fact the average of ten images, unless 
otherwise stated.  The averaging reduces the noise level by a factor of 10  resulting in 
temporal noise of 1.7±0.3 % of recorded intensity.  A low gain setting is used and the 
shutter time is always chosen to be a multiple of 0.02 s to average variations in source 
intensity over the 50 Hz mains electricity cycle frequency.  
 
It has been shown that the uncertainty in phase,  due to intensity noise with standard 
deviation 
φσ
Iσ  can be expressed as 
 IN
σσ φ 2=   (64) 
for the N-frame Bruning algorithm [134].  Therefore the phase standard deviation due to 
recorded temporal noise is expected to be 1.2±0.2 % and 1.1±0.2 %  of a fringe period 
for the four and five frame algorithms used previously.   The measurement results from 
the fringe projection system (errors of 1.3% and 0.6% of a fringe period for the four and 
five frame algorithms, respectively) are reasonably consistent with this, although the 
result from the five frame algorithm has a slightly lower error than expected. 
 
It has been shown [134] that the effect of quantisation for Bruning’s four-frame 
algorithm is a phase standard deviation  varying approximately as Qσ
 
QQ 3
1≈σ  (65) 
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 where Q is the number of recorded gray levels.  The cameras used here are 8 bit 
cameras, resulting in a phase standard deviation of approximately 0.2% of a fringe 
period.  For algorithms with lower correlation between frames (such as the 5-frame, 72° 
phase shift algorithm also used above), the factor 3  in equation (65) is increased, 
resulting in a lower phase error.  Therefore it is assumed here that quantisation error is 
not significant on the scale of the other sources of noise within the system. 
 
 
Figure 38: (a) Intensity noise and (b) normalised intensity noise against mean intensity. 
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 As discussed in section 3.8, speckle noise is not generally a significant source of error 
for fringe projection systems except those illuminated with a laser.  However for the 
phase shift techniques that are described in the next chapter speckle noise is a limiting 
factor to the accuracy achievable.  Here we attempt to make a quantitative assessment of 
speckle contrast.  The results are later used to estimate the effect of speckle on the new 
techniques. 
 
Five objects with different surface roughness were chosen as sample objects.  The 
objects are: the phase to height calibration plane described above; the flat piece of 
aluminium oxide, also used for phase to height calibrations; a block of aluminium with 
different machined faces; an air bearing housing of machined stainless steel; and a 
section of a petrol engine timing belt cover of cast aluminium on which two separate 
areas were used.  A photograph of each object may be seen in Figure 39. 
 
 
Figure 39: Objects used for measurement: (1)  phase to height calibration plane; (2) alumimium 
oxide plate; (3) machined aluminium block; (4) machined stainless steel ring; (5) cast aluminium 
block, with two surface areas of different roughness indicated. 
 
First, the surface roughness was measured for each object using a Zygo white light 





 Table 8: Surface roughness. 
Object RMS Roughness 
(µm) 
1 0.65 ± 0.26 
2 0.92 ± 0.20 
3 0.42 ± 0.10 
4 0.62 ± 0.07 
5(a) 7.3 ± 1.9 
5(b) 5.9 ± 2.1 
 
The speckle contrast was then measured.  A constant intensity screen was projected 
towards each object using a digital projector and recorded with the camera.  One 
thousand images were recorded and averaged to eliminate temporal noise as far as was 
practical.  The contrast was calculated by choosing small areas within the image 
corresponding to an approximately planar section of the object, fitting a plane to the 
intensity values and calculating the standard deviation of the errors, normalised by the 
mean intensity (equation (54)).  The plane fit was used to reduce the effect on mean 
intensity of the angle of the surface, illumination and observation directions. 
 
This was repeated a number of times with different observation apertures.  The results 
are listed in Table 9.  It was also repeated, for a single aperture size (1 mm) with a red 
LED light source, the source used for the prototype probe (Chapter 7). 
 
Table 9: Speckle contrast as % of mean intensity using white light projector. 
 F-number 
Object 1.4 2 4 8 16 
1 0.67±0.05 0.68±0.11 0.75±0.15 0.95±0.21 0.52±0.19 
2 0.57±0.04 0.66±0.05 0.66±0.05 0.41±0.11 0.66±0.17 
3 2.4±1.5 5.6±3.0 5.5±3.1 7.1±3.5 3.7±2.1 
4 1.8±0.5 3.8±0.9 2.7±0.6 3.2±0.8 1.9±0.5 
5(a) 10±1 13±2 10±2 14±2 10±1 
5(b) 5.7±1.3 5.7±1.1 6.7±1.1 9.1±0.8 7.1±0.8 
 
Table 10: Speckle contrast as % of mean intensity using red LED with aperture 1mm (F/8). 











 The speckle contrast found for an aperture of 1 mm diameter, corresponding to F/8, is 
plotted in Figure 40 for both the projector and the LED.  The speckle contrast was larger 
for the LED than for the white light projector, as expected from the LED’s longer 
coherence length. (Coherence lengths for the LED and white light were approximately 
10µm and 1µm, respectively.)  Note the decrease in contrast for both sources between 
roughness of around 0.5µm and 1µm, with an increase in contrast with roughness above 
1µm.  This is qualitatively in agreement with the experimental results for white light 
speckle contrast reported by Nakagawa and Asakura [106], summarised in section 3.8.  
However more objects with different roughness would help to confirm this.  Speckle 
contrast variation with F-number, plotted for the white light system in Figure 41 does 
not follow the expected pattern of decreasing contrast with increasing F-number.  This 
may be in part due to the focus setting of the camera, which was constant for each 
measurement, or due to averaging over a pixel - with a small F-number (large aperture 
and small point spread) the speckles formed at the image plane may be smaller than a 
pixel, resulting in a lower averaged speckle contrast than would be recorded on an 
analogue recording medium.  Furthermore, the contrast observed in all cases was lower 
than that observed by Nakagawa and Asakura.  This may be due to the dependence of 
speckle contrast on angle of observation and illumination.  Like most other authors 
investigating of speckle, Nakagawa and Asakura use a 4f system to make quantitative 
measurements of diffusing objects and can therefore illuminate and observe a sample 
normally.  However using reflecting objects, as in our case, the angles of illumination 
and observation have an effect.  As previously mentioned the speckle contrast is at a 
maximum when the observation and illumination angles with respect to the surface 
normal are equal (i.e. specular reflection), and generally decrease with increasing angle 
otherwise [112,113].  This can be clearly seen in, for example, Figure 42, which shows 
the machined stainless steel air bearing.  At or close to the specular direction the CCD 
has been saturated.  Close to the saturated area a speckle pattern is observable, and 




Figure 40: Speckle contrast against RMS surface roughness for 6 different surfaces, with F-number 




Figure 41: Speckle contrast against aperture diameter for 6 different surfaces illuminated with a 




Figure 42: Variation of speckle contrast with angle. 
 
For the measurements of speckle contrast here, the planar or close to planar objects 
(items 1, 2 and 5) were illuminated approximately normally and observed at an angle of 
about 30 degrees, corresponding with a typical fringe projection setup.  Objects 3 and 4 
were non-planar, so the observation and illumination angles both varied across their 
surfaces.  This may have been at least a partial cause of the large error bars in the results 
for object 3.  The small areas chosen to calculate the speckle contrast were chosen to be 
quite close to, but not within, the saturated areas in order to get the worst case values.  
The areas were chosen to be small so that the surface shape approximates a plane, as 
deviation from planarity would result in a higher measured contrast than the true value.  
The remaining small difference in surface shape between each area could be another 
cause of the large standard deviation seen in the results, particularly for object 3.  
Furthermore, in deriving the theoretical relationship between roughness and speckle 
contrast it is generally assumed that the surface has randomly distributed scattering 
cells.  The objects used here have a systematic component to the surface texture as is 
usual for manufactured objects.  Also, in general, it is not possible to distinguish 
between intensity variations due to surface texture, but from facets further apart than the 
coherence length and therefore not contributing to the interference pattern, from those 
that truly are due to speckle.  The results for speckle contrast here should really be 
viewed as being qualitative and showing the general trend between the different objects 
rather than a quantitative measurement.  Nevertheless they provide an estimate of the 
speckle contrast that will be used in the later chapters. 
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 4.4 Conclusions 
Experimental systems for photogrammetry and fringe analysis have been used to 
demonstrate photogrammetric measurements with accuracy 1 part in 7500 and fringe 
analysis measurements with accuracy 1 in 3300.  Photogrammetric measurement using 
measured phase to provide corresponding points yielded an accuracy of 1 in 2400.  The 
software and algorithms used to make these measurements have been discussed in some 
detail and some causes of error have been highlighted, including noise, the camera 
model, phase calculation algorithms and the phase to height calibration function.   
 
The next two chapters describe new fringe analysis techniques that have been developed 
to enable a fringe projection probe to be used on a CMM.   The techniques are 










In most temporal phase shifting fringe projection systems the phase shift is created 
either by moving one of the components such as a grating or mirror relative to the light 
source or by using a programmable projector.  In this chapter the creation of a phase 
shift by relative motion of the object and fringe projector is investigated.  The projector 
need only project a single, fixed fringe pattern to create phase shifted fringe images and 
can therefore be simply constructed; a digital projector, or moving parts within the 
projector, is unnecessary.  The aim is to develop a CMM-mounted probe consisting of a 
single camera and fringe projector with a fixed relative spatial relationship.  The probe 
would be moved around with its position accurately reported by the CMM.   
  
Kranz et al. [135] described a system consisting of a camera and fringe projector with 
an object mounted on a translation stage.  The stage was moved parallel to the camera 
image plane and perpendicular to the projected fringes.  The object was moved by a 
distance equivalent to an integral number of pixels at the camera image plane.  Thus, 
each image could be compensated by translation so that each translated pixel imaged the 
same point on the object before and after the motion.  The phase for each imaged object 
point was calculated using a phase shift algorithm, and related to the height at each 
point. 
 
Using the fringe projection model described in Chapter 3, the phase incident on an 
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and therefore the change in phase δφ for a general small change in the object position 














⎛ −−= 2  (67) 
Assume that the object can be moved relative to the projector parallel to the camera’s 
Xˆ  axis, so that the motion can be expressed as XˆXX δδ = .  The phase shift resulting 
from the motion depends on the distance between object and projector, ZP, and the 
relative orientation of the camera and projector.  However, since the object has also 
been moved relative to the camera, in order to calculate the phase at the object’s surface 
the phase shifted images must be compensated for the motion.  The shift in the camera 
image plane equivalent to the motion is given by 




δδδ  (68) 
So in general the correct image compensation depends on the unknown distance 
between the camera and the object.  That is, the number of pixels equivalent to the 
object motion varies with distance between the object and camera.  If the stand-off 
distance is large compared to object depth or if a telecentric camera lens is used then the 
magnification will be approximately constant throughout the measuring volume and 
Kranz’s method may give acceptable results.  However if this is not the case and the 
magnification varies then errors are introduced.  In our application we expect to view 
objects from a relatively short stand-off distance, so that as much of the CMM’s 
measuring volume as possible may be used.  A telecentric imaging system is impractical 
because of the weight and size restrictions of the probe.  Therefore we do not expect this 
method to be successful, and it is mentioned here only as a simple example of 
calculating phase from phase shifted images created by relative motion of the object and 
fringe projection probe. 
 
Two different methods are discussed below to create the phase shift used to calculate 
the phase.  In the first method the object and probe are relatively translated as described 
above, but the object shape provides a phase shift without compensating for the motion.  
This is referred to as the surface gradient method as the phase shift size depends on the 
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 slope of the surface.  The second method, which is called the pinhole or perspective 
centre rotation method, rotates the probe about the perspective centre of the camera.  
This motion can be compensated for independently of the distance to the object 
allowing the phase and therefore the height to be calculated.  Experimental results from 
the two phase step techniques are presented in sections 5.4 and 5.5 below. 
 
5.1.1 Surface gradient method 
Like Kranz’s method, the surface gradient method also translates the object with respect 
to the probe.  However, rather than compensating for the motion with respect to the 
camera, the fact that a pixel images different points on the object before and after the 
motion results in a phase shift.  Any change in height between the points imaged before 
and after the motion will result in a change in the phase recorded.  In particular, if the 
object is translated parallel to the camera image plane and perpendicular to the fringes 
as in the previous sub-section, then the change in phase experienced by a particular 
pixel will be only due to the shape of the object.  The size of the phase shift is related to 
the surface gradient and the distance to the object.  If the object is planar and parallel to 
the camera image plane then no phase shift will be observed. 
 
Consider the fringe projection probe and object in Figure 43.  The phase incident on the 
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If the probe is then translated parallel to the camera image plane by some distance δX, 
then the same pixel x will view a different point on the object, see Figure 43(b).  The 
height of this point is hh'h δ+= , and by differentiating equation (24) it can be shown 
that the change in phase is given by 
 ( )( ) ( )( )[ ]( )( ) ( )[ ] hXZˆcxZˆhZ XZˆxXˆXXˆxZˆpc OPPPR OPPPOPPPP δ
πδφ 22 ⋅+⋅−








 That is, the change in phase is proportional to the change in height.  The factor of 
proportionality depends on the object shape.  The change clearly depends on the shape 
of the object.  For example it can be deduced from Figure 43 that the change in height 








δδ  (71) 
where g is the average gradient of the object over the distance δX.  The limits of this 
method are the gradient and curvature of the object.  If the gradient is too low then little 
or no phase step is induced.  If the is gradient too high then the non-linear relation 
between phase and height results in non-constant phase steps between successive steps.  
A curved object may also result in non-constant phase steps.  However the distance the 
probe is shifted can be varied to compensate for these factors, to an extent.  If the 
measured phase shift on some surface area is observed to be too small (or too large) the 
translation used to create it can be increased (or decreased).  In general, however, 
increasing the translation will increase the likelihood of the surface gradient, height or 
other surface properties such as reflectivity changing significantly over the scale of the 
motion, which will cause errors in the calculated phase.  The phase step algorithms 
assume constant phase shift, background illumination and fringe modulation amplitude 
between frames.  Close to edges the algorithm is unlikely to be successful. 
 
5.1.2 Rotation about perspective centre method 
Relative translation of object and camera results in a change in perspective, which 
means that some points on the surface visible before translation may be occluded after 
it, or vice versa.  Relative rotation of object and camera about the camera’s perspective 
centre introduces no perspective change so the same object points are visible before and 
after the motion (apart from, of course, points close to the edge of the camera’s field of 
view no longer within it after the motion).  Furthermore, it is possible to compensate the 




Figure 44: Definition of spherical coordinate system. 
 
Consider a spherical coordinate system ( )ψθρ ,,  with origin coincident with the global 
origin where θ and ψ are azimuth and zenith angles as indicated in Figure 44, and ρ is 
the distance from the origin.  The directions of the angles are chosen to coincide with 
the D and E angles, respectively, of an articulating head on a CMM. 
  





























X  (72) 
According to the pinhole camera model, this point is imaged, in camera coordinates, 














y ==−  (74) 
Since these expressions are independent of ρ, the distance between object and camera, 
then for any pixel imaging an object the pixel corresponding to the same point on the 
object after rotation about the camera perspective centre can be calculated. This is 




Figure 45: Rotation about perspective centre. 
 
Specifically, if pixel  images point X),( yx  on an object, and then the object is moved 
through angles , then pixel ),( δψδθ ),( yx ′′  images the same point on the object after 
the movement where, 


























)tan(cy  (76) 
 
These equations can be used to compensate images recorded with relative rotation of 
object and camera between each image.  Then each pixel in a compensated image taken 
after the motion will view the same point as an image taken prior to the motion.  This is 
verified by experiment in section 5.3. 
 
Because the object has moved relative to the projector, the phase incident on the object 
point will have changed.  Using equation (21), the phase shift may be calculated for a 






























































By repeating the rotation and compensating the recorded image for the motion each 
time, a set of phase shifted images is produced which is used to calculate the phase 
using a phase shift algorithm.  The phase shift for each pixel depends on the fringe 
pattern projected, the relative position and orientation of the projector and camera and 
the distance to the object, as well as the angles moved through. 
 
The total motion to create a set of images with a satisfactory phase shift is 
approximately equal to the fringe pitch at the object’s surface.  The motion and resulting 
phase shift is discussed below in more detail using a small angle approximation, which 
is satisfied by having a fringe pitch small compared to the distance between camera and 
object.  This is a desirable condition in general for fringe projection systems as the 
smaller the fringe pitch the better the height resolution (up to the limits of camera and 
projector resolution).  Using the small angle approximation, a point X following the 
rotation may be expressed relative to the camera perspective centre as 
 VˆXXX ω+=′  (78) 
where ω is the small angle moved through and Vˆ  is the unit vector in the direction of 
the motion.  To maximise the phase change the direction of the rotation should be 
perpendicular to the fringes, which again are assumed to extend in the PYˆ  direction.  In 






×=  (79) 
Using equations (20) and (79), the phase change resulting from the movement 
































































⎛ −−≈ ωωπφ∆ V2  (81) 
where the linear approximation is valid providing the projector to object distance is 
large compared to the motion. 
 





 represents the period of the 







⎛ −  corresponds 
to the component of the motion contributing to the phase change; and ωX  is the 
magnitude of the motion. 
 
To further aid understanding of the effect of the rotation about perspective centre, 
consider now the simplified system described in section 3.4.1 and depicted in Figure 12, 
in which the camera and projector optic axes are coplanar.  The direction of the 
approximate linear motion corresponding to rotation about the camera’s Yˆ  axis at the 
intersection point of the optic axes is ( )',,Vˆ 001−=  (in camera coordinates).  The phase 














+=  is the fringe pitch at the axis intersection point. 
 
Phase step algorithms tend to have an optimum phase step value, at which their 
response is insensitive to noise and other error sources.  For example, it has been shown 
that the optimum phase step for Carré’s algorithm for noisy images is close to 110° 
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 [136].  Suppose that the phase change at the axis intersection point is chosen to be the 
optimum phase step value,  radians, for whichever phase step algorithm is to be 






φ∆ω  (83) 
It is clear that the small angle approximation of ω<<1 is satisfied providing D is at most 
of the same order as S (i.e. separation of projector and camera is at most comparable to 
the standoff distance), and the fringe period at the axis intersection point is small 
compared to the standoff (W<<S). 
 












































By substitution into equation (81) it can be shown that the phase change due to the 
motion is 
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+= φ∆φ∆  (86) 
Setting S to 1 to work in units of “standoff distances”, this gives 
















This expression allows us to analyse the range of 3D points in space over which a valid 
result is possible.  For instance, for Carré’s algorithm to yield a successful result, a 
phase step between around 
4
π  and 
4









As an example, consider a system with D=0.5S, giving an angle between the projector 
and camera axes of approximately 27°, and, furthermore, the projector is at the same 
height as the camera so that ( )',,DX OP 00= .  Assume the camera has a square pixel 
array whose width is equal to the principal distance, and is focussed on the intersection 
point of the axes.  By considering the depth of field to be equal to the standoff distance, 
then the measuring volume is defined by 5050 .Y,X. ≤≤−  and .  Figure 46 
shows the calculated phase shifts at different locations throughout the measurement 
volume.  The values are outside the desirable range towards the edge of the 
measurement volume, indicating that it may be wise to exclude values from the 
corresponding side of the recording image from the measurement.  However most of the 




Figure 46: Calculated phase shifts at different places through the measurement volume. 
 
The experimental setup used to investigate both the surface gradient technique and the 
perspective centre rotation technique will now be described.  Results and a discussion of 
the potential error sources are presented in sections 5.4 to 5.6. 
 
5.2 Experimental setup 
The technique was tested using a fixed camera and projector with the object to be 
measured attached to a five-axis CMM.  The equipment used, and the calibration 
procedures were discussed in more detail in Chapter 4.  The approximate fringe 
projection system dimensions are depicted in Figure 47, using the simplified fringe 
projection model.  Notice that the characteristics of the projector are unknown – that is 
the position of the pixel array, the lens focal length and the pixel size are unknown, and 
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 therefore so is the position of its perspective centre.  The angle between the optic axes 
was estimated from the relative orientation of the lenses.  While the focal length of the 
projector lens system and the projector’s perspective centre could be estimated from its 
magnification at different image distances this was not necessary.  Use of the simplified 
model introduced earlier allows the system to be analysed in terms of the camera 
standoff and the width of the fringes at the intersection of the camera and projector axes, 




Figure 47: Model of camera and fringe projector used experimentally. 
 
Phase shifts were created using both the surface gradient technique and the rotation 
about the perspective centre technique described above.  The results were compared to 
standard temporal phase shifting using the programmable digital projector to project 
multiple phase shifted fringe patterns.  For the surface gradient technique, the object 
was moved nominally in the camera Xˆ  direction.  For both techniques sets of both 4 
and 5 phase shifted images were collected.  The phase was calculated using Carré’s 
algorithm for 4 frame data and algorithm A1 from Novak [138] for the 5 frame data.  
Phase maps were unwrapped using a standard “flood-fill” algorithm.  The zero order 
fringe from which to start the unwrapping was identified for each phase map from an 
image of a single projected line. 
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 Section 5.3 validates the compensation of images for rotation about the camera 
perspective centre.  Section 5.4 evaluates phase to height calibrations using the new 
techniques, and section 5.5 presents some results from measuring a curved object. 
 
5.3 Verification of compensation for rotation about perspective centre 
In order to verify equations (75) and (76), a custom made touch probe with a black 
stylus holder and white spherical tip was attached to the CMM.  A photograph was 
taken of the tip, which was then moved in an arc about the camera’s perspective centre, 
and a second photo taken.  This was repeated a number of times, for angles of 1 to 4 
degrees at different positions throughout the camera’s field of view and at different 
distances from the camera.  A sample image is shown in Figure 48.  The centres of the 
imaged probe tips were found using standard image processing techniques.  Equations 
(75) and (76) were used to predict positions of the tip in the post-rotation images from 
the centres found in the pre-rotation images.  The difference in the calculated positions 
and the actual positions are shown in Figure 49.  The maximum error is 1.1 pixels, and 
the RMS error is 0.2 pixels which is the estimated uncertainty in the location of the 




Figure 48: Sample image of tip of custom-made probe for verification of image compensation for 




Figure 49: Errors in calculated probe tip positions. 
 
5.4 Phase to height calibration 
A phase to height calibration was carried out as described in section 4.2.2, using a 
planar object attached to the CMM, moved to different heights using the CMM linear 
axes.  The exact mounting of the plane on the head was unknown so an image of the 
camera calibration target attached to the plane was analysed to find its position and 
orientation relative to the camera.  The plane was nominally normal to the camera optic 
axis for the perspective centre rotation phase shift technique.  With the surface gradient 
technique no phase step would be observed for a plane in this orientation, so in this case 
the plane was inclined at a nominal angle of 30º to the camera image plane.  For 
collecting temporal phase shifted data using the programmable projector the plane was 
nominally parallel to the camera image plane in the usual way.  In each case, a set of 
data with four frames and a set of data with five frames were collected.  One of the 
plane measurements (for each data set) was selected as a reference plane and cubic 
polynomial coefficients were fitted for each pixel relating phase to height relative to the 
reference plane measurement. 
 
Relative height errors from the phase to height calibration were calculated for each 
pixel, for each measured plane.  As an example, the errors for a single line across the 
camera image are plotted for the plane 50 mm from the reference plane in Figure 50.  
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 The mean and RMS errors for the whole plane are listed in Table 11.  They were 
converted to fractions of a fringe period using the approximate conversion of 1 fringe 
period to 4 mm corresponding to the nominal fringe period at the intersection point of 
the camera and projector optic axes. 
 
 
Figure 50: Phase to height calibration errors, relative to the reference plane. 
 














(% of a 
fringe 
period) 
4 7.0 94.6 0.18 2.4 Temporal 
(projector) shift 5 9.6 59.4 0.24 1.5 
4 -15.6 122.9 -0.39 3.1 Surface gradient 
5 -20.6 70.0 -0.5 1.8 
4 -1.9 122.0 -0.05 3.1 Perspective 
centre rotation 5 3.6 65.8 0.09 1.6 
 
The data created with the temporal phase shift were the same data as used in section 
4.2.2, but the phase has been calculated using Carré’s algorithm, in the case of the four 
frame algorithm and Novak’s algorithm for the five frame data.  Comparison of the 
height errors in Table 11 with those given in Table 2 shows the adverse effect of the 
unknown phase shift algorithms – the RMS errors here were approximately double 
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 those previously reported.  The errors from the new phase shift techniques were 
comparable to, but slightly larger than, the temporal phase shift data.  In each case the 
RMS error was considerably reduced by using 5 frames rather than 4, as is usual for 
phase stepping fringe projection.  Notice that the improvement for the new phase shift 
techniques is surprisingly large, around 50%.  A reduction in the RMS error of between 
10% and 25% would have been expected.  Again, the mean errors are characteristic of 
using the cubic polynomial for the phase to height calibration rather than a more 
appropriate model.  The close agreement in the RMS errors between the new phase shift 
techniques and the projector shifted data validates both of new techniques as viable 
approaches to phase stepping. 
 
5.5 Object measurement 
Following phase to height calibration an unknown object was measured.  A curved 
object was mounted on the head and measured using the two new methods.  Again, a 
traditional temporal phase shift was also used for comparison.  This time, the temporal 
phase shifted data were processed using Bruning’s algorithm to get the best possible 
measurement with the equipment in use.  A sample fringe image of the object is shown 
in Figure 51, and three phase maps, one from each phase shift technique are shown in 
Figure 52.  Each phase map was unwrapped using a flood-fill algorithm starting from 
the zero order fringe identified by a single projected line. 
 
 
Figure 51: Sample fringe image. 
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Figure 52: Phase maps found by (a) temporal (b) surface gradient and (c) perspective centre 
rotation phase step techniques. 
 
 
The phase map from the surface gradient method has gaps and the phase unwrapping 
algorithm has been unsuccessful in some areas.  This was expected – as previously 
noted, the phase shift size is dependent on the gradient of the object.  A successful result 
from the phase shift algorithm can be achieved for a given translation only where the 
gradient gives a phase shift of a suitable size.  To build up a complete phase map the 
phase shift process could be repeated using different translations until no gaps remain.  
However, the surface gradient technique was also expected to work only where the 
surface properties are slowly varying, and therefore was not expected to work on an 
object with edges.  A sample wrapped phase map of a curved object with stepped blocks 
attached can be seen in Figure 53 to highlight the problem.  Blurring is obvious close to 
the step and also at the edges of the shadows caused by the attached blocks.  
 
Because of these limitations on the surface gradient technique, the remainder of this 
analysis concentrates only on the perspective centre rotation technique.  The phase map 
using the rotation method (Figure 52(c)) appears qualitatively similar to phase map from 






Figure 53: Wrapped phase map created using surface gradient technique, showing problems 
caused by object edges and shadows. 
 
 
For a more quantitative comparison, the height of the object relative to the reference 
plane was calculated using the phase to height calibrations found earlier.  The heights 
for a single line across the phase maps from the 5 frame projector shifted data and the 
four and five frame perspective centre rotation shifted data are shown in Figure 54.  
Note that the object depth was around 40 mm.  The inset shows a magnified section of 
the plot where the three sets of data may be seen more clearly over a small range.  Also 
in Figure 54 are the errors for the perspective centre rotation shifted measurements, 
where the correct measurement is taken to be the 5 frame projector shifted one.  The 
mean and RMS errors are summarised in table Table 12. 
 
Table 12: Object measurement errors from perspective centre rotation method (relative to a 





RMS error (µm) Mean error 
(% of a fringe 
period) 
RMS error 
(% of a fringe 
period) 
4 -29.6 169.7 -0.7 4.2 




Figure 54: Measured height of object, and errors in perspective centre rotation measurements 
when compared to projector shifted measurement. 
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 5.6 Discussion 
Both of the new techniques have been successfully demonstrated.  The calculated phase 
showed errors comparable to, though slightly larger than, phase calculated from 
traditional temporal phase shifted fringe images.  The surface gradient technique has 
limited usefulness for objects with edges, and for curved objects requires multiple 
passes with different translation sizes to build up a complete phase map.  Nevertheless, 
it may be useful as a simple phase step technique for the measurement of smooth 
objects.  The perspective centre rotation technique is more generally useful as was 
demonstrated by measurement of a curved object.  The RMS errors from the 
measurement were 1.5% of a fringe period, relative to the best available object 
measurement created using temporal phase stepped data processed using Bruning’s 
algorithm. 
 
The object measured, like the phase to height calibration plane, was a matt white 
surface.  More challenging surfaces such as metallic or non-Lambertian surfaces are 
expected to result in less accurate measurements from the new techniques compared to 
temporal phase shifting.  Multiplicative noise (speckle), inter-frame intensity variations 
and non-linear phase shift errors are sources of error that are applicable to the new 
techniques that are generally insignificant for phase shifting using a programmable 
projector.  The effect of each of these will now be discussed in turn. 
 
5.6.1  Multiplicative noise 
Intensity fluctuations due to the roughness of the surface being measured causes 
multiplicative intensity noise known as speckle noise as discussed in section 3.8.  In 
traditional temporal phase shifting this can reduce the fringe contrast, but affects each 
recorded image equally and does not cause an error in the calculated phase.  However 
with the phase shift created by relative motion of the object and camera the noise varies 
from image to image and does not cancel out.  The effect of multiplicative noise on the 
Carré and Novak algorithms was simulated for zero-mean Gaussian distributed noise, 
and the resulting RMS error for a range of contrast values are shown in Figure 55(a).  
The RMS value is over one period of phase, and the values have been found by 




Figure 55: RMS phase error due to multiplicative (speckle) noise (a) against speckle contrast for 
phase shift angles of 90° and 110° for Carré’s and Novak’s algorithms, respectively, and (b) against 





 The phase to height calibration plane and the curved object both show a speckle contrast 
of less than 1% of mean intensity under white light.  While speckle noise has had little 
effect on the measurements presented in this chapter, in Chapter 7 measurements of 
surfaces with different surface characteristics are demonstrated using a prototype probe 
with a red LED light source.  The surfaces used all have higher speckle contrasts than 
seen here, and the longer coherence length of the LED compared to white light further 
increases the speckle contrast.  The maximum contrast observed under the red LED is 
approximately 20% of mean intensity for a smooth machined stainless steel surface.  
Figure 55(b) shows the simulated variation of RMS phase error against phase shift angle 
for this maximum typical contrast of 20%.  It is clear from this graph that the error from 
multiplicative noise is minimised for a phase shift of around 110º for Carré’s algorithm 
and 90º from Novak’s algorithm.   
 
5.6.2 Inter-frame intensity variation 
Because the object is moved relative to the camera and projector to create a phase shift, 
the mean intensity and amplitude of a recorded fringe may change due to a change in 
the distance in the path of the light travelling from projector to object to camera.  By 
taking total distance from projector to object point to be approximately equal to the 
standoff distance S, which is also the distance from camera to object, it can easily be 
shown that the expected fractional change in intensity is at most of the order of 
24S
W .  
If, for example, the fringe width at the axis intersection point is 0.1S then the intensity 
change at worst 2.5% of the initial intensity recorded.  In general it is to be expected 
that the fringe width would be considerably smaller than this, therefore the intensity 
variation is expected to be smaller.  For the system used here the fringe width was 
nominally 4 mm at the standoff distance of 230 mm, giving an estimated intensity 
variation of less than 0.01% between frames.  The resulting phase error is expected to 
be negligible.  
  
A further source of inter-frame intensity variation is the change in viewing and 
illumination angle.  The variation in reflectance of a surface with viewing and 
illumination angles depends on the microscopic surface properties [139,140].  For non-
Lambertian objects with a specular component to the reflectance, the reflectance 
changes rapidly with illumination and observation angles close to the specular direction, 
but more slowly for other angles.  For surfaces with a large specular component it is 
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 expected that phase measurement will be less successful close to the specular direction.  
However for diffusely reflecting regions away from the specular direction it is expected 
that the reflectance will not change significantly with the small angular change required 
for the phase shift.  The objects measured here were diffuse objects with no obvious 
specular component, so this was not a significant problem.  However in Chapter 7 
objects with different characteristics, including non-Lambertian properties, are 
measured.  The response of Carré’s algorithm and Novak’s algorithm to a linear 
variation in background intensity and fringe amplitude across a set of phase shifted 
images was simulated.  The mean and RMS errors over one fringe period are shown in 
Figure 56(a) and (b), respectively.  For traditional phase stepping fringe projection 
systems a mean offset to the calculated phase is constant across the phase map and 
results in no overall error.  Here, however, the mean phase error due to the surface 
properties can vary across the phase map and cause errors in the shape measurement. 
 
A calibration technique could be developed if these errors are found to be significant.  
However a more straightforward way to remove much of the intensity variation may be 
to normalise a set of phase shifted images.  For the probe envisaged here, a simpler 
technique still would be to use the CMM to move the probe to a perspective not close to 








 5.6.3 Non-linear phase shift error 
The algorithms used to calculate phase from the phase shifted images only produce an 
accurate result if the phase steps are equal.  Any non-linearity in the phase shift will 
result in an error in the calculated phase.  By considering the second order 
approximation of equation (80) the non-linearity resulting from the rotation about the 
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Using the simplified model introduced in section 3.4.1 with parallel Yˆ  and PYˆ  axes and 
using units of standoff distances it can be shown that 
 ( )
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+=  (90) 
This shows that the non-linearity is proportional to the fringe width at the intersection 
point of the camera and projector axes.  The factor of proportionality is at most of order 
1 for a practical system and varies with position within the measurement volume.  For 
the system in use here the non-linear phase shift error is less than 1%.  As with the other 
errors, the response of both Carré’s algorithm and Novak’s algorithm to different 
amounts of non-linearity was simulated.  The mean and RMS errors over 1 period are 
shown in Figure 57(a) and (b), respectively.  As with the inter-frame intensity variation, 
the mean error may vary across the phase map, and therefore may be significant with 









 A further calibration procedure could be used to reduce the effect of the non-linear 
phase shift error if required.  An alternative is to choose a phase shift algorithm less 
sensitive to the error.  A third possibility would be to approximately measure the non-
linear phase shift error present during measurement by taking an extra frame for each 
set of phase shifted images and calculating the change in phase shift across the set of 
frames.  None of these ideas have been implemented because the estimated non-
linearity for the phase shift created by the rotation about the perspective centre 
technique is expected to be insignificant in comparison to the other error sources.  For 
the surface gradient phase shift technique, on the other hand, non-linear phase shift error 
would be expected to increase with the curvature of the object, and may be a significant 
source of error. 
 
5.7 Conclusions 
Two new methods to calculate phase from phase shifted images have been described, 
both using relative motion of the object and fringe projection system to create the phase 
shift.  The first, called the surface gradient method, relies on the gradient of the object to 
create a phase shift.  This technique was shown to be useful for objects of relatively 
constant gradient.  The second technique, called the perspective centre rotation 
technique, uses relative rotation of the object and fringe projection system about the 
camera pinhole.  The resulting image movement is independent of the unknown 
distance to the object, and so can be compensated for, allowing phase to be calculated 
for the viewed object points. 
 
Both methods show similar errors (for a flat object) to temporally phase shifted fringe 
data.  The surface gradient method fails close to edges or changes in surface reflectivity.  
The perspective centre rotation method has been used to demonstrate measurement of a 
curved object correct to 60 µm over a 40 mm depth and a field of view approximately 
80 mm (1 part in 1250). 
 
Error sources affecting the techniques that do not affect temporal phase shift techniques 
have been discussed.  Speckle noise was not a significant source of error for the objects 
measured here, but is expected to affect both new phase shift methods for objects 
showing a higher speckle contrast.  Inter-frame intensity variation is expected to affect 
measurements of objects with a specular reflectance close to the specular direction.  
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 Non-linear phase shift error can be a significant error source for the surface gradient 
technique.  It is an error source for the perspective centre rotation technique but is not 
expected to be significant for most practical systems when compared to the other error 
sources. 
 
The failure of the surface gradient technique close to edges, combined with the 
dependence of phase shift size on gradient, means that its usefulness is limited to 
smooth objects with a slowly varying gradient.  It will not be considered further. 
 
The perspective centre rotation technique, on the other hand, was used to calculate 
phase for the prototype probe described in Chapter 7.  The technique allows phase 
shifting without requiring moving parts or complex optics within the probe.  A 
drawback of the technique is that the phase shift varies and depends on the position of 
the object.  This means that an algorithm not assuming a particular phase shift must be 
used to calculate phase from the phase shifted images.  These algorithms are more 
sensitive to noise and other error sources than the more commonly used phase step 
algorithms such as Bruning’s algorithm.  More phase steps may be used to increase 
measurement accuracy if required, at the expense of data collection and processing time. 
 
The 2π ambiguity inherent in phase calculation techniques was resolved in this chapter 
by marking the zero order fringe using an image of a single projected stripe.  For 
measurement of more complex objects this is not a practical method of 2π ambiguity 
resolution.  In the next chapter techniques using multiple perspectives to automatically 
resolve the 2π ambiguity automatically are introduced, and investigated using a phase 
shifting fringe projector.  In Chapter 7 the prototype device is used to demonstrate shape 
measurement using a single projected pattern via the combined use of the perspective 
centre rotation phase shift technique with the use of multiple perspective techniques to 
resolve 2π ambiguity. 
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 Chapter 6 Fringe projection using multiple perspectives for 
automatic non-contact shape measurement 
 
6.1 Introduction 
Fringe projection systems suffer from ambiguity due to the periodicity of the projected 
pattern.  There must be some absolute reference available to ascertain which point of the 
pattern is under consideration.  Either the height or the absolute phase of at least one 
point must be known for each isolated surface being measured.  This is a well known 
issue dealt with in various ways within the fringe projection literature as summarised in 
section 3.5.3. 
 
Ways to resolve the 2π ambiguity problem generally require either a number of 
different patterns to be projected or require the use of multiple cameras or projectors.  In 
temporal, or heterodyne, techniques multiple fringe patterns with different frequencies 
are projected.  Lower frequencies resolve 2π ambiguity, while higher frequencies give 
the required height resolution.  Temporal techniques clearly require either multiple 
fringe patterns or a programmable projector, and so are difficult to implement with a 
simple projector without moving parts as required here.  Techniques to resolve 2π 
ambiguity using only a single pattern include marking one or more different parts of the 
projected pattern in some way, for example marking the zero order fringe.  This is likely 
to only work for fairly simple objects, as for objects with isolated surfaces and steps it is 
difficult to guarantee that the zero order fringe will coincide with each surface.  Another 
example requiring only a single pattern is described by Fitts [92].  Pseudo-random 
perturbations, on the scale of the noise in the system, are embedded in the projected 
fringe pattern.  The distribution of the perturbations varies across the projected pattern, 
so statistical analysis of the noise in the recorded images enables determination of 
which fringe is which in the recorded images.  The disadvantage of this is that the noise 
in the recorded images depends on the surface being measured. 
 
A number of authors report techniques to resolve 2π ambiguity by projecting a pattern 
onto an object viewed from a number of different perspectives [95,141].  Phase 
(wrapped or unwrapped) enables corresponding points to be identified in multiple 
camera images.  The corresponding points can then be measured using photogrammetry.  
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 The remaining points on the surfaces may be measured from the phase maps, using the 
photogrammetrically measured points to resolve the 2π ambiguity.  This technique 
requires either multiple cameras or for the camera and projector to be able to move 
independently of each other.  The CMM probe envisaged here is limited in weight and 
size, so it is preferable to use only a single camera and projector.  The camera and 
projector would be in a fixed relative spatial relationship.  The whole probe can be 
easily moved using the CMM on which the probe is mounted.  This ability to easily 
move the probe, combined with the accurate position reporting of the CMM, is 
exploited to resolve the 2π ambiguity. 
 
Two different methods to resolve the 2π ambiguity are described and tested in this 
chapter.  An object is considered to consist of smooth faces or surfaces.  A surface may 
be bounded by zero or more edges.  A point where two or more edges meet is a corner.  
If corners and edges can be detected in images and measured in 3D space then this is 
sufficient to localise the position in space of the surfaces they bound.  By measuring at 
least one point on the boundary of each smooth surface using photogrammetry the 
correct phase across the rest of the surface may be found.  This technique is investigated 
experimentally in section 6.3 below.  As it will be seen, the practical difficulties with 
the method include finding point correspondences confidently enough for accurate 
measurement and the difficulty of specifying exactly what constitutes an edge and its 
location. 
 
The second method uses different viewpoints of the same smooth surface section to 
resolve 2π ambiguity.  Given the phase map of a single isolated surface, there are only a 
limited number of possible 3D positions of the surface, where the total number is 
governed by the number of fringes projected and the measurement volume of the fringe 
projection probe.  By creating phase maps corresponding to the same surface patch from 
multiple perspectives it is possible to ascertain which of the possible positions is correct, 
and simultaneously, which part of different phase maps correspond to the same surface 
of the object.  This idea is demonstrated experimentally in section 6.4. 
 
The first step of either technique will clearly be to identify corners and edges and 
segment the phase maps into sections corresponding to different surfaces on the object.  
This is commonly done using image processing techniques such as Canny edge 
detection [142].  Here we present a novel but simple processing technique to process the 
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 same recorded fringe images that are used for phase calculation to partially segment the 
phase maps [6].  Section 6.2 below describes the edge detection method and presents 
some simple experimental results.  This technique is also used in the later chapters of 
the thesis. 
 
6.2 Image segmentation  
As has already been discussed, wrapped phase maps are created from a collection of 
images of projected fringes with a phase step between each.  Wrapped phase is limited 
to a range of 2π radians as a result of the arctangent operation in the calculation of 
phase from recorded intensity.  The discontinuities due to the wrapping must be 
removed (i.e. the phase must be unwrapped).  Edges, and 2π discontinuities, may be 
identified by thresholding on the gradient of the wrapped phase.  Some edges will not be 
identified because any step within the threshold of an integer multiple of 2π will appear 
to have continuous phase.  Real edges that have been identified must be distinguished 
from phase wrap discontinuities.   
 
To distinguish between real discontinuities and phase wrap discontinuities, a phase map 
is recalculated a number of times, each time using the recorded images in a different 
order.  For example, using Bruning’s 4-frame algorithm (equation (33)), four different 
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In each case, the phase wrap discontinuities occur in a different place in the phase map.  
The real discontinuities due to the object remain stationary.  In this way real 
discontinuities in phase can be distinguished from phase-wrapping discontinuities. 
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For an example see Figure 58.  Figure 58 (a) shows four phase maps constructed from 
the same images processed in different orders.  The difference in phase between 
neighbouring pixels was found and discontinuities (pixels with an absolute difference 
greater than a pre-determined threshold - here, 
12
π  radians) are marked in red.  Figure 58 
(b) shows the first phase map with only those discontinuities that appeared in a constant 
location in all images marked.  It can be seen that the remaining discontinuities 
correspond to real discontinuities on the object and the discontinuities from the phase 
wrapping have been removed. 
 
 
Figure 58: Calculated wrapped phase and discontinuities (a) using images in different orders and 
(b) real discontinuities appearing in the same location in each case. 
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 This is a simple method to identify edges and steps, requiring no complex processing.  
An advantage of this method over the more usual image processing edge detectors is 
that because phase is used rather than intensity the threshold is independent of the 
reflectivity properties of the object.  A single threshold may be used for a collection of 
phase maps created from different perspectives.  The level of the threshold is related to 
the fringe pitch and the expected maximum gradient of the object with respect to the 
camera.  A real object step that causes a phase discontinuity within the threshold of a 
multiple of 2π radians will not be detected.  Different perspectives may be used to find 
edges that have not been identified, and to measure faces of the object steeper than the 
threshold when viewed from the initial perspective. 
 
This technique has been used for initial image segmentation throughout the remainder 
of this thesis. 
 
6.3 Edge measurement 
Once edges and corners have been detected in phase maps from all perspectives, they 
can be measured in 3D using photogrammetric techniques.  A system was set up to 
demonstrate this experimentally.  A fixed camera and projector were used, with multiple 
perspectives of an object created by mounting the object on a PH10 indexing head.  This 
system has already been described (section 4.1.1), and is shown in Figure 16.  The 
object used for measurement was a flat board with two steps.  Sample phase maps 
created can be seen above in Figure 58. 
 
Edges were identified using the segmentation technique described in section 6.2.  Which 
edge points correspond between different images must be determined.  Identifying 
corresponding points is non-trivial, and much on-going research is dedicated to this 
problem (see section 3.3.4).  Here, the relative position and orientation of the cameras 
were known, so epipolar matching was an obvious technique with which to ascertain 
matches.  A straightforward epipolar matching method was implemented to find 
corresponding points.  The points were measured using the photogrammetry software 
described in section 4.1.2. 
 
Once edges were measured, they gave the required absolute measurement to resolve the 
2π ambiguity on the smooth surfaces which they bound.  A model of the object was 
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 built up, shown in Figure 60, using the projected phase on the smooth surfaces, 
(unambiguous due to the measured edges) combined with a “wire-frame” model from 
the edge measurements.  Different colours in the diagram are used to identify data 
originating from different perspectives (in the case of the surfaces), or different 
combinations of perspectives (in the case of the edges).  A number of different surface 
areas and features have been identified and measured separately, and appear, at least 
qualitatively, to represent the object. 
 
 




Figure 60: Measurement of object. 
 
There are a number of errors in the model.  An edge and some surface areas appear 
disconnected from the rest of the object.  More post-processing could easily remove the 
disconnected edges and points.  Relative camera positions and orientations (with respect 
to the object) can only be found for head angles up to 22.5° from the vertical axis, 
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 limiting the accuracy achievable.  The uncertainty in the relative camera positions is 
clearly evident in the two measurements of the bottom surface (red and yellow) that are 
inclined with respect to each other.  The side surfaces of the object could not be 
measured with the limited usable head angles and fixed fringe projector and camera. 
 
A further issue with the technique is related to the edge identification.  As has already 
been discussed, exactly what constitutes an edge is a difficult thing to define.  In general 
terms, a definition of an edge might be a small area over which the curvature of the 
surface is greater than a given threshold.  But here, neither the curvature nor the 
gradient of the surface are directly measured and phase noise makes them difficult to 
quantify.  Points on the object identified as an edge in one image can easily be further 
round the object’s surface than the points identified as an edge in another image.  This 
difficulty can be minimised, by using a large number of perspectives, but not removed. 
 
In the section 6.4 an alternative approach to resolving 2π ambiguity by considering 
surface patches is described and demonstrated.  This new approach allows direct 
measurements of edges to be avoided. 
 
6.4 Surface measurement 
The measurement approach described in this section in some ways inverts the approach 
used in the previous section.  Smooth surface patches are first identified and measured, 
to create a point cloud describing the object’s surface.  It is assumed that any derived 
features such as edges and corners can be extracted from a point cloud.  An advantage 
to this approach over the previous one is that the description of an object in terms of 
surfaces and edges is more of an intuitive description rather than a concrete definition.  
By building the model of the object from surfaces, edges can be identified from the 
surface areas where the rate of change of gradient is greater than some value, where the 
threshold is defined according to the application and measurement device [143]. 
 
6.4.1 Theory 
It was shown in section 3.4 that the phase recorded by a camera pixel viewing an object 
point can be expressed as a function of the pixel coordinates and the distance to the 
object point (equation (23)), or height above a reference plane (equation (24)).  The 
form of the function being used for the purposes of this section is unimportant, but it 
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 must be known and must have a known inverse.  That is, a function f and its inverse 
must exist and be known for each pixel ( )yx,  such that 
 ),y,x(fZ φ=  (95) 
and 
  (96) )Z,y,x(f 1−=φ
where Z distance to the object point and φ is the phase recorded by that pixel.  Note that 
if a reference plane is used, then both φ and Z will be relative to the reference plane.  In 
practice, it may be convenient to use a lookup table to convert between height and phase 
rather than a function, in which case the inverse relationship must be available. 
 
The phase above is the unwrapped, unambiguous phase.  The phase calculated by the 
phase step algorithm is wrapped phase.  This wrapped phase must be unwrapped to 
obtain an absolute phase not limited to 2π radians.  The unwrapping procedure removes 
spatial discontinuities in phase by adding or subtracting multiples of 2π rad until the 
resulting phase map is smooth.  The wrapped phase of a set of pixels can be unwrapped 
from an arbitrary start point using a standard spatial unwrapping algorithm so that each 
pixel in the set has an unwrapped phase , which is related to the correct phase by uφ
 ( ) ( ) πφφ my,xy,x u 2+=  (97)  
for some unknown integer m.  If the set of pixels corresponds to a continuous surface 
then m is constant for the whole set.  There are a finite number of possible values of m.  
The limits are defined by the experimental setup used – the depth of the measurement 
volume of the fringe projection system and the period of the fringes.  Consider a point 
 in the image plane of camera 1 (or a camera in position 1).  The pixel has k 
possible values of m, denoted .  Therefore there are k possible Z 
coordinates corresponding to the imaged 3D point given by  
( 11 y,x )
k,...j,m )j( 11 =
 ( ) ( )( ) k,..j,my,x,y,xfy,xZ )j(u)j( 12 111111111 =+= πφ  (98) 
where f is the function relating phase to height for the pixel in question as described 
earlier and ( )111 y,xuφ  is the unwrapped phase recorded by camera 1 at that image point. 
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 From each of the ( ))(111 ,, jZyx  triplets a point ( ))j()j()j()j( Z,Y,XX 1111 =  in camera 1 
coordinates can be calculated using the pinhole camera model (equation (2)).  The k 3D 
points can be transformed into the coordinate system of a second fringe projection 
probe.  They can then be re-projected onto the camera image plane of probe 2 giving a 
set of pixel coordinates, each with an associated unwrapped phase , where, as in the 
first image, the unwrapped phase for each pixel is related to the correct phase by some 
unknown integer multiple of 2
)j(
u2φ
π radians, denoted m2.  From the re-projected pixel 
coordinates and the Z coordinate of each candidate 3D point an expected phase  is 
calculated using the known inverse of the phase to height relationship.  Finding the 
difference  for each point identifies the real match to the original pixel 
in the first camera image.  In a perfect system with no noise and no other error sources 














,diff is an integer.  If more than one re-projected 
pixel in the phase map of perspective 2 satisfies this condition then the ambiguity may 
be resolved by using an extra perspective or by considering neighbouring points. 
 
In practice, however, single pixel matching as described above does not work because 
of the noise, digitisation and the lack of one-to-one correspondence between pixels in 
image planes from different perspectives.  Consider instead a set of N pixels from the 
first image, all viewing the same continuous surface so that the integer m is constant for 
all N pixels.  Each possible  value leads to a different set of points in 3D space, 




φ  for each point set re-
projected into the second camera image plane.  The standard deviation in the phase 











φφΣσ −=  (99) 
where a  denotes the mean of vector a.  Then the correct set of points has the lowest 
standard deviation, and the integer multiple of 2π for the corresponding points in 
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 where ( )around  is a function returning the closest integer to a. 
 
The uncertainty in the standard deviation of phase difference can be used to check for 
ambiguity in the result.  In such a complex system there are many sources of error, some 
of which are estimated in the discussion below.  However, the main sources of 
uncertainty in the measurement are the errors and noise in the projected fringes, and the 
position and orientation of the probe.  The combined uncertainty in 
diff
φ  is denoted ε.  It 
can be shown that the uncertainty in standard deviation ε is approximately 
N
ε  for a set 
of N points (for large N), which is used as the measure of uncertainty to check for 
ambiguity in the choice of m.  To resolve ambiguity a third perspective may be 
introduced, and in general using more perspectives gives a more confident measurement 
result. 
 
6.4.2 Experimental setup and technique 
The equipment used to test the technique was the same as that used in Chapter 5, and 
depicted in Figure 17, consisting of a five axis CMM and a fixed camera and digital 
projector.  The position and orientation of the camera were found by a least-squares fit 
procedure based on images of a touch probe tip moved to different known positions 
using the CMM.  An object to be measured was then attached to the head.  The CMM 
was used to move the object to different positions and orientations relative to the fixed 
camera and projector, the CMM positions and head orientations used to calculate 
relative camera positions and orientations with respect to the object.  Phase shifted 
fringes were created using the technique of rotation about the camera’s perspective 
centre as described in Chapter 5.  Five frames were collected for each perspective and 
algorithm A1 from Novak [138] was used to calculate the wrapped phase.  Carré’s 
algorithm was used wherever Novak’s algorithm breaks down similarly to the method 
described in section 4.3.6.  The phase to height relationship used was a cubic 
polynomial converting between phase and height relative to a reference plane.  The 
cubic polynomial was found for each pixel by measuring a plane attached to the head 
and nominally perpendicular to the camera optic axis.  The plane was moved to 13 
different positions along the camera’s optic axis, with 10 mm between each.  The RMS 
error from the phase to height calibration was 70 µm, corresponding to an approximate 
standard error in the phase 0.09 radians.  A 70 µm height error from one perspective can 
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 lead to around 1.5 pixel error when projected into the second perspective, which, for the 
approximate fringe pitch of 30 pixels at the camera image plane can lead to a phase 
error of 0.3 radians.  Combining this with the phase standard error for a second 
perspective leads to an estimate of the uncertainty, ε, in the phase difference of 
approximately 0.4 radians.  To decrease the likelihood of errors three standard 
deviations are used, so in the following discussion ε is set to 1.2 radians. 
 
6.4.3 Surface measurement 
An object consisting of two oblong blocks on a curved surface (Figure 61) was mounted 
on the head. 
 
 
Figure 61: Curved object with steps used for measurement. 
 
Wrapped phase maps were created from 6 different perspectives.  The phase maps were 
initially segmented using the technique described in section 6.2 above.  Each segmented 
area was treated as a separate surface to be measured.  The phase for each segmented 






Figure 62: Unwrapped phase from perspective 1. 
 
A phase map taken from a particular perspective, perspective 1, is shown in Figure 62.  
A segmented area is indicated.  The area was from a planar surface measuring 30mm by 
10mm.  The phase within this area was unwrapped from an arbitrary point so was 
correct only up to an unknown integer multiple of 2π, .  Because the surface was 
continuous, the value of  is equal for each pixel within the area.  There are a finite 
number of possible values of , where the number of possibilities was limited by 
depth of the measurement volume of the fringe projection system (in this case 130mm 
or 160 radians).  Possible heights (relative to the reference plane) for each pixel within 
the segmented area were calculated for each pixel from the recorded phase.  The 
heights, the camera model and the pixel coordinates were used to construct possible 3D 
point sets corresponding to the surface, each set from a different value of .  Some 
of the possible point sets are shown in Figure 63, in the global coordinate system.  The 






Figure 63: Possible 3D point sets from chosen area from first perspective. 
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A second phase map, from a second probe position called perspective 2, is shown in 
Figure 64.  The 3D point sets constructed from perspective 1 were re-projected onto this 
second phase map using the pinhole camera model.  Some of the re-projected point sets 
are shown in Figure 65. 
 
 
Figure 64: Unwrapped phase from perspective 2. 
 
Any re-projected point set lying over more than one segmented area in the second phase 
map (up to a tolerance based on the estimated error from the camera calibrations) was 
discarded.  This left, in this particular case, only one possible point set, corresponding to 
a phase adjustment of -10*2π radians.  The 3D point set corresponding to this phase 




Figure 65: Candidate point sets constructed from perspective 1, re-projected onto phase map from 
perspective 2. 
 
The re-projected points can be used to determine the phase adjustment for the area 
projected onto in the second camera.  The expected phase )(
e
2φ  was calculated from the 
3D points and their re-projected pixel coordinates in the second camera’s image plane.  






222 φφφ −= .  
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 The mean difference gives the integer multiple of 2π that was the phase adjustment for 
















diff)( roundm  
The value of the standard deviation of )(
diff
2φ  was checked against a pre-set maximum 
value to ensure the validity of the result. The threshold was based on the noise and other 
sources of error in the system.  In this particular case the experimental data gave a 
standard deviation in the phase difference of 0.151 ± 0.002 radians (i.e. less than 
20
π  
radians), which was well below the estimated maximum value of 0.3 radians (3 times 
the RMS error of 0.09 radians found for the phase to height calibration, rounded up).  If 
the standard deviation was too large it would have been assumed that either an anomaly 
such as an undetected edge lay in the area chosen initially, or that the surface was 
occluded in the second image. 
 
The final step was to produce the 3D point cloud corresponding to the object’s surface.  
Either the original set of points from perspective 1 may be used, or the set from 
perspective 2, or some combination of the two sets. 
 
The technique to find an absolute measurement has been demonstrated above for a 
simple case; however there are various complications that frequently occur with real 
data.  Below, some examples of complications and how the technique can handle them 
are discussed.  In particular, situations where the segmentation has failed are considered 
– that is, where the separate surfaces of the object have not been correctly identified and 
segmented.  Spatial unwrapping algorithms work only on continuous surfaces, and 
where the surfaces are not correctly segmented the unwrapped phase map may be left 
with erroneous, path-dependent 2π discontinuities.  The discussion is split into two 
categories; the first where the segmentation has failed in the projected-onto phase map; 
and the second where the segmentation has failed in the originating phase map, from 
which the candidate 3D point sets are constructed. 
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 6.4.4 Failure of segmentation in projected-onto perspective 
As an initial example consider the phase map from perspective 3 shown in Figure 66.  
In this phase map the edges of the top surface were not identified by the segmentation 
technique.  The step height was close to a multiple of 2π radians from this perspective, 
thus the segmentation of the top surface was successful. 
 
 
Figure 66: Unwrapped phase from perspective 3.  The top surface has not been successfully 
segmented. 
 
In this case there were a number of adjusted point sets that satisfied the condition of 
only one segmented area in the re-projection.  The standard deviation in the difference 
between the recorded phase and the expected phase was calculated for each set of pixels 
and can be seen in Figure 67. 
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 Figure 67: Standard deviation in phase differences for re-projected point sets.  Error bars are 
N
ε
 where ε is estimated uncertainty in phase difference and N is the number of points 
contributing to the calculation.  
 
The point set with the lowest standard deviation was from the point set adjusted by -
10*2π radians.  There were two other possibilities within the bounds of the 
experimental error, indicating that another perspective should be used to confirm the 
phase adjustment to the point set from perspective 1.  For example perspective 2 
confirmed the results as shown in section 6.4.3. 
 
In the phase map shown in Figure 68, not only was the segmentation not successful, but 
so was the phase unwrapping – there were 2π discontinuities remaining in the 
unwrapped phase, one of which is highlighted.  The discontinuities were path-dependent 
and did not correspond to a real edge of the object.  This is indicative of the failure of 
the edge detection and segmentation.  Again, the 3D point sets from the first perspective 
were re-projected onto the image plane corresponding to this probe position. 
 
 
Figure 68: Phase map from perspective 4, with false phase discontinuity indicated. 
 
In this case, again, there were multiple sets satisfying the condition of being re-
projected onto a single segmented area.  The standard deviation in phase difference was 
calculated as described above, but with one small difference.  Any area covered by re-
projected points that contained a discontinuity in the unwrapped phase was unwrapped 
again, within the region covered by the re-projected points only.  If there was a 2π 
discontinuity remaining within the area after the re-unwrapping it was assumed that an 
undetected edge lay somewhere within that area, and therefore it could not correspond 
to the area selected in the initial perspective.  If, on the other hand the phase did not 
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 contain a 2π discontinuity then it was a possible match, to be compared to the others in 
terms of the standard deviation in phase difference. 
 
The standard deviations for the remaining possible matches after unwrapping are plotted 
in Figure 69. 
 
Figure 69: Standard deviation in phase differences for re-projected point sets.  Error bars are 
N
ε
 where ε is estimated uncertainty in phase difference and N is the number of points 
contributing to the calculation. 
 
Again the adjustment -10*2π radians had the lowest error and no other option was 
within the estimated error of this value.  This is in agreement with the two previous 
examples. 
 
6.4.5 Failure of segmentation in originating perspective 
In each of the above examples the chosen pixels from perspective 1 correspond to a 
single continuous surface.  The area of the phase map imaging the surface was 
successfully segmented and unwrapped.  Where the segmentation of the first 
perspective fails the technique is still useful, as will now be demonstrated by 
considering different areas from the same phase map, as indicated in Figure 70. 
 
There are four regions of interest shown.  One is simply an area of the curved surface.  
The second is an area of the curved surface but it contains a 2π discontinuity, similar to 
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 that considered previously, that is not real and is a path-dependent failure of the 
unwrapping algorithm resulting from unwrapping over a non-continuous surface.  The 
third region of interest contains a step on the object that has not been detected.  That is, 
the step, as viewed from this perspective, is of a size close to a multiple of 2π, and thus 
the wrapped phase is continuous across the step.  The fourth is a small region, chosen to 
demonstrate the effect of an area being too small to achieve unambiguous measurement. 
 
 
Figure 70: Phase map from perspective 1 with regions of interest with different features indicated. 
 
For each region indicated the candidate 3D point sets were calculated from each 
possible multiple of 2π that could be added to the phase as before.  In the case of region 
2 the phase was unwrapped again so that the phase within the region was continuous.  If 
a 2π discontinuity had still existed within the region following the re-unwrapping then it 
would have been assumed that an undetected step existed somewhere within the region.  
There were no discontinuities following the re-unwrapping of region 2, so instead it was 
assumed to be a possibly continuous surface patch. 
 
From the adjusted phase the possible 3D point sets were calculated for each region.  
They were re-projected onto the image planes corresponding to the three other 
perspectives previously used.   For each set of re-projected pixels the phase was re-
unwrapped if it was not already continuous.  The expected phase  for each pixel from eφ
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 the re-projected 3D points was calculated.  The difference 
diff
φ  between recorded and 
expected phase was calculated for all pixels and the standard deviation was found. 
  
The standard deviation values for regions 1, 2 and 3 can be seen in Figure 71.  For 
regions 1 and 2 the standard deviations showed an unambiguous choice of phase 
adjustment to the region in perspective 1.  The lowest standard deviations in phase 
differences were consistent between all three perspectives.  For region 3 this was not the 
case – while the individual minima appeared conclusive from their error bars, each 
perspective gave a different result.  Each of the minima was greater than the maximum 
acceptable value of 0.3 radians.  Both of these factors indicate that there is an anomaly 
such as an undetected step somewhere within the region.  This could be taken as an 
indication that another phase map should be constructed from another perspective.  
Alternatively to try to locate the edge the region could be subdivided and the procedure 
repeated on the sub-regions.  The limit is the minimum size of area that can be 
unambiguously matched, which depends on the experimental system and the number of 
perspectives used. 
 
For an example of measurement of a small region, consider Figure 72(a) showing the 
standard deviations for region 4.  In this case the minimum for each region was 
ambiguous, indicating that the area was simply too small to measure reliably.  The 
combined standard deviations for region 4 are shown in Figure 72(b).  There were three 
possible point sets within experimental error of the minimum value when considering 
the combined standard deviation.  By including yet another perspective it may be 
possible to resolve this ambiguity.  Ideally, the surface would be viewed more closely so 
that it covers a greater number of pixels in the image giving a confident result.  
Alternatively, the surface patch may simply be too small for the fringe projection 
system that was used.  Lower uncertainty in the phase measurement or the probe 
position might allow such a small area to be measured successfully.  The uncertainty in 
the phase measurement could be reduced by using more phase shifted images to 
calculate the phase.  The uncertainty in the probe positions could be reduced by 
improving upon the calibration technique by using a more cooperative calibration target 
than the spherical probe tip used for the experiments carried out here. 
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Figure 71: Standard deviation in phase difference for (a) region 1, (b) region 2 and (c) region 3. 
Error bars are 
N
ε
 where ε is estimated uncertainty in phase difference and N is the number of 
points contributing to the calculation.   
 
 
Figure 72: (a) Standard deviation in phase difference for region 4 for each of three perspectives and 
(b) combined standard deviation from all three perspectives. Error bars are 
N
ε
 where ε is 




Finally, a more complete model of the object was built up by incorporating images 
showing surfaces of the object that were occluded for the previous perspectives.  Two 
more phase maps including previously occluded surfaces are shown in Figure 73.  The 
full 3D model from the 6 perspectives considered is shown in Figure 74.  This model 
was built without user intervention (other than choosing the perspectives) using the 
techniques described in this chapter, implemented in Matlab.  More perspectives could 
be used to fill in the surface areas still missing.  The point clouds could be used to fit 
surfaces and locate edges and corners as required. 
 
 




Figure 74: Model of object built from 6 perspectives. 
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 6.5 Conclusions 
A simple but novel technique to identify edges on an object by processing fringe images 
in different orders has been successfully demonstrated.  The advantage of this technique 
over traditional image processing is that the phase variations are used to detect edges, 
rather than recorded illumination, so performance is independent of background 
illumination variations and reflectivity properties of the object. 
 
Points identified as edge and corner points in multiple images were measured using 
photogrammetry, the measured points used to resolve 2π ambiguity from fringe 
projection on smooth surfaces between the edges.  A model of a stepped object was 
demonstrated, where the model was a combination of surface measurement using fringe 
projection and a wire-frame model from photogrammetry on edge points.  The main 
problem is the difficulty of identifying corresponding feature points within multiple 
images. 
 
An alternative way of resolving 2π ambiguity by viewing smooth surface patches from 
multiple perspectives was also demonstrated.  Corresponding areas within different 
images were identified and measured, simultaneously resolving 2π ambiguity, by 
analysing the phase recorded from different viewpoints.  In contrast with most previous 
2π ambiguity resolution techniques, automatic measurement can be achieved using a 
single camera and projector, fixed relative to each other, projecting a single fringe 
pattern.  It was also shown that the technique can aid further image segmentation by 
identifying areas within which edges or steps exist but have not already been identified.  
The technique was demonstrated by building a model of an object consisting of two 
blocks mounted on a curved surface from six perspectives.  The data analysis could be 
completely automated.  The measurements above were created with no user input other 
than choosing a segmented area from which to start the procedure.  Five images were 
taken for each perspective, so for a single surface patch a minimum of ten images would 
be required.  Two to three perspectives would be required for most surface patches, 
giving a total of 15 images for around a million measured points (assuming a megapixel 
camera).  For the same number of points to be measured with a line stripe probe around 
1000 images would be required (assuming 1000 points per stripe image).  The reduced 
data collection time in comparison to a line stripe probe is of course partially offset by 
the more complex processing requirements.  To build the object model from six 
perspectives in Figure 74 took around half an hour on a Compaq Evo 310M PC with a 
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 2GHz Pentium 4 processor and 1 GB RAM.  The processing was implemented in 
Matlab.  An implementation in C/C++ would be considerably faster.  Much of the 
processing is easily parallelisable and could be implemented on a graphics card to 
achieve real-time processing.  These optimisations discussed in more detail in Chapter 
8. 
 
In combination with the phase step technique discussed in Chapter 5 the techniques 
demonstrated here enable the use of a fringe projection probe for a CMM that projects 
only a single pattern of illumination.  Both the phase shift and the multiple perspectives 
are provided by moving the whole probe using the CMM.  A prototype CMM probe 
will now be described, and measurements of different objects created using the probe 
will be presented. 
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 Chapter 7 Prototype demonstration 
7.1 Introduction 
A prototype fringe projection probe was created to test the subject matter of the 
previous two chapters in combination and to provide a proof-of-principle for the use of 
such a probe on a coordinate measuring machine.  The probe is described in section 7.2, 
and its calibration and results of some repeatability tests are described in sections 7.3 to 
7.5.  Measurement results of a variety of objects are outlined section 7.6.  Objects with 
different surface properties are used to demonstrate the general applicability and limits 
of the techniques.  The object used in Chapter 6, consisting of a curved surface with 
steps, is measured to demonstrate automatic measurement of a complex object by 
moving the probe to multiple perspectives.  A calibrated sphere and gauge block are 
also measured to find the achievable accuracy of the probe. 
 
7.2 Probe design 
The probe is shown in Figure 75.  It consists of a simple fringe projector and a camera.  
The camera sensor is a Micron ½-inch megapixel CMOS sensor.  The sensor, together 
with the electronics to control it and the interface to the head, constitutes a camera 
probe, designed and built within Renishaw for other projects.  The fringe projector was 
custom-designed and built specifically for this project.  Optical and mechanical designs 
were created in Renishaw by David McKendrick and Anastasios Aretos, respectively. 
 
The fringe projector contains a red LED source and a condensing lens, illuminating a 
slide with a 3 period per mm sinusoidal pattern.  An 8 mm fixed focal length lens 
(identical to the camera lenses used earlier) was used to project the pattern onto the 
object.  The aperture of the lens was set to the largest setting (F1.4) so that as much light 
as possible was available.  Therefore the depth of focus was small, and where the 
fringes are out of focus the contrast is reduced from the optimum, which can limit the 
possible height resolution.  The focussing of the camera is more important.  The camera 
lens used was identical to the projector lens.  The aperture was set to a small setting (F8) 
giving a large depth of field while still allowing sufficient light to reach the detector 
within a reasonable exposure time for most objects.  Each image taken is automatically 
adjusted for fixed pattern noise by subtraction of a dark image.  The projector and 
camera were attached to each other using custom made brackets (made by John Mason 
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 in Heriot-Watt University), with a hinged joint between them.  The LED was powered 
via an external power supply.  The prototype weighed 0.7 kg, and required 0.2 kg 
counterweights to enable safe movement by the head to which it is attached, bringing 
the total weight to 0.9 kg.  The CMM used was the same one used in Chapters 5 and 6, 
consisting of a Crysta Apex three-axis CMM with a Renishaw Revo 2-axis head and a 
Renishaw UCC controller, and controlled using a standard PC running Matlab. 
 
Figure 76 depicts the approximate dimensions of the probe as described by the 
simplified fringe projection model introduced in section 3.4.1.  The angle between the 
optic axes of the camera and projector was 25°, and the standoff (defined here as the 
distance between the camera perspective centre and the intersection of the axes) was 
175 mm.  The period of the projected fringes at this point was 7 mm. 
 
The coherence length of the LED source was approximately 10 µm, compared to around 
1 µm for the white light fringe projector.  Therefore more speckle noise was expected 
than was previously seen (see section 4.3.9).  The 3D measurement results were also 
expected to have lower resolution due to the larger fringe period.  The purpose of the 
prototype is to demonstrate that the use of such a probe for 3D measurements is feasible 
rather than to attain the highest achievable accuracy.  Ways to improve the accuracy are 








Figure 76: Prototype probe dimensions. 
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 7.3 Camera calibration 
In the systems reported in previous chapters each camera was calibrated using the 
adapted camera calibration toolbox described in section 4.1.2.  Multiple images of a grid 
target were taken at different orientations, and the internal camera parameters, as well as 
the position and orientation with respect to the target, were found simultaneously.  In a 
multiple camera system the positions and orientations of the cameras were then found 
with respect to each other by using images of the target in the same position for each 
camera.  Measurements were made relative to one of the cameras.  In Chapters 5 and 6 a 
single camera was fixed to the CMM table and the objects to be measured were 
mounted to the REVO head on the CMM.  The camera position and orientation with 
respect to the CMM were found from photographs of the tip of a touch probe attached to 
the CMM. 
 
In this chapter a prototype probe is attached to the CMM.  The camera internal 
parameters must be known and can be found using the calibration target.  Also the 
mounting of the camera on the head must be known so that the position and orientation 
of the camera is known for any head angle and CMM position.  In the case of a touch 
probe the calibration is carried by measuring a sphere using different head angles and 
fitting for the parameters describing the mounting of the probe on the head.  A similar 
technique was carried out using a camera.  To develop the camera calibration, a probe 
consisting of a camera only was attached to the head, without the fringe projector.  The 
reduced weight means that the effect of gravity on the probe is negligible.  (The effect 
of gravity on the probe, including the fringe projector, is investigated in section 7.5.)  A 
camera calibration was initially carried out using the grid target to find the camera’s 
internal parameters.  Images were then taken of a white sphere, the location of which 
had been found using a touch probe, from number of different perspectives.  A sample 
image is shown in Figure 77.  The centre of the imaged sphere acts as a corresponding 
point viewed from multiple images, and therefore sphere position can be found in 3D 
using intersection (section 3.3.2), if the camera positions and orientations are known.  
Nominal estimates of the parameters describing the mounting of the camera on the head 
were used to calculate the sphere’s position in 3D.  The differences between the true and 
the calculated sphere positions were minimised in a least squares sense, iteratively 
updating the mounting parameters.  To verify the technique a second sphere was 
measured with the calibrated camera.  The centre of the second sphere was found 
correct to 150 µm.  Whilst a number of factors could contribute to the error it was 
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 suspected that the main factor was the lighting causing shadows and variable reflected 
intensity around the sphere, which results in errors in the located circle centres.  A 
shadow is clearly visible in Figure 77.  This can be improved by using a circle as the 
target rather than a sphere. 
 
 
Figure 77: Image of white sphere used for calibration. 
 
Renishaw employee Tim Featherstone has developed a technique to carry out the two 
step camera calibration in a single step using a custom-made white cylinder as the 
calibration artefact.  A sample image is shown in Figure 78.  Its position is easy to 
measure in the CMM space using a touch probe.  The CMM is used to move the camera 
to different positions, keeping the head orientation constant, and an image is taken at 
each position.  The data are used to find the internal parameters and the camera 
mounting on the CMM simultaneously.  
 
 
Figure 78: Sample image of white cylinder top. 
 
Two consecutive calibrations were carried out in order to verify that the internal 
calibration using the new technique was equivalent to the original method.  One 
calibration used the original method with images of the Edmund Optics calibration 
target; the second used images of the white stick artefact.  The internal camera 
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 parameters from each method were compared.  Table 13 summarises the internal 
parameters found from each and Figure 79 shows a schematic diagram of the camera 
image plane showing the principal points and the difference in the pixel coordinates 
from the two different calibration methods.  The largest difference in image coordinate 
due to the small differences in the calibrations is 0.38 pixels at one of the image corners.  
For most of the image the differences are up to 0.1 pixels, equivalent to the expected 
error in the locations of the circle centres in the images.  The principal points found are 
not within the calculated experimental error from the fit, but are within the variations 
observed experimentally earlier for repeated identical calibrations (section 4.3.1).  The 
two techniques are therefore taken to be equivalent.  The white stick artefact was used 
to calibrate the prototype probe hereafter. 
 

































Figure 79: Differences in pixel coordinates from two calibration methods. 
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 7.4 Phase to height calibration 
A calibration plane was fixed to the deck of the CMM and measured with a touch probe.  
The prototype probe was then attached to the head.  The plane was measured by the 
prototype probe at 12 different distances, each separated by 8 mm.  The speckle noise 
for this plane was measured to be 10% of mean intensity under the LED, compared to 
1% with the white light fringe projector seen previously.  The increase in speckle noise 
would be expected to double the uncertainty in phase due to speckle, if all other 
parameters were equal.  It was decided to try to compensate for the increase in speckle 
contrast by increasing the number of phase steps.  A combination of 7-frame phase step 
algorithms as described in 4.3.6 was used to calculate the phase.  The zero order fringe 
from which to unwrap the phase was specified by hand.  Phase to height calibration 
parameters A and B from equation (27) were fitted for each pixel rather than polynomial 
coefficients, as described in 4.3.8. 
 
Figure 80 shows the error in the fitted height for a single line of one of the planes used 
in the phase to height calibration.  The mean error for the plane is 2.1 µm and the RMS 
error is 96.3 µm.  This is the equivalent of approximately 1.4% of a fringe period, using 
the nominal conversion of 7 mm per fringe from the simplified model dimensions.  
Compare this to the 5-frame phase shifted data from the white light system used in 
Chapter 5 (Table 11), in which an RMS error of approximately 1.6% was observed.  
The similarity in the magnitude of the errors suggests that the extra speckle noise due to 
the longer coherence length of the LED source has been almost totally cancelled out by 
using more phase steps. 
 
 
Figure 80: Phase to height calibration error for single line of a sample plane. 
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7.5 Phase measurement repeatability 
The effect on measurement of using the probe at different E angles, and of removing the 
probe from the head and replacing it was investigated.  Two planes were fixed in the 
CMM measurement volume, one approximately horizontal, and the other nominally at 
40° to the horizontal.  The two planes were measured using a touch probe.  The touch 
probe was then replaced by the prototype probe, and oriented such that the camera optic 
axis coincided with the normal of the nominally horizontal plane.  Phase was repeatedly 
measured for the plane to give a baseline repeatability measurement.  Figure 81 shows 
the difference in phase between two consecutive measurements for a single line across 
the phase map.  For speed, the phase calculation algorithm used was the basic 7-step 
algorithm from Novak rather than a combined algorithm.  Large noise spikes are 
observable in the calculated phase at the zero crossings of the denominator in the 
formula used to calculate the phase.  These result in large standard deviations in the 
relative phase but do not significantly affect the mean values.  This was repeated three 
times.  The mean difference between the repeated plane measurements is 4.2±1.9mrad, 
equivalent to 4.7±2.1µm using the nominal conversion of 7 mm per fringe period from 
the simplified model above.  Notice that the standard deviation is calculated from the 
repeated measurements of mean difference and is not necessarily related to the phase 
noise. 
 




 The probe was then moved using the CMM to the angle corresponding to the second 
plane’s normal, and used to measure the second plane.  Following this it was returned to 
the original orientation and used to re-measure the first plane.  Finally, the probe was 
removed from the head, replaced, re-oriented to the original angle and again used to 
measure the first plane.  Plots of phase difference (to the original plane measurement) 
for each measurement are shown in Figure 82 and the mean values from repeated 
experiments are summarised in Table 14. 
 
Figure 82: Difference in phase between two plane measurements where (a) planes are at different 
angles, (b) probe has been moved to a different angle and returned, and (c) probe has been 
removed from the head and replaced. 
 
Table 14: Mean phase differences due to different actions between measurements. 
Action between measurements Mean phase 
difference (mrad) 
Equivalent mean height 
difference (µm) 
Plane and probe at different orientation 
(but same relative orientation) 
183±11 204±12 
Probe moved to different orientation 
then returned 
52±4 58±4 
Probe removed from head and replaced 57±22 64±24 
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 The results above clearly show that phase measurement is not repeatable, either when 
the probe was moved to a different angle, or returned to the original one, or when it was 
removed from the head and then replaced.  The non-repeatability with angle was 
expected and is due to gravity making the projector and camera move slightly relative to 
each other as the head E angle* was increased.  It was expected that the movement 
would be reversed as the E angle was decreased; however re-measurement at the 
original orientation showed that this was not the case.  It is possible that the magnets 
holding the probe to the head were not strong enough, and that the probe was becoming 
slightly unseated at high E angles and not re-seating in a repeatable manner.  A small 
phase measurement difference due to removing and replacing the probe was expected.  
Probe changes are generally repeatable if carried out automatically using a probe change 
rack, but not if the probe is changed by a human operator.  However, the effect of this 
on the phase measurement was somewhat larger than expected. 
 
The lack of repeatability points towards a requirement to carry out a different phase to 
height calibration each time the probe is attached to the head or moved to a new E 
angle.  This requirement was reduced to a requirement to measure a new reference plane 
rather than a whole phase to height calibration.  This was because relative phase 
measurements under the same actions were repeatable, even though the absolute phase 
measurements were not.  To prove this, the experiment above was repeated, but each 
time the plane was measured from two different heights so that the phase of one height 
relative to the other could be calculated.  Figure 83 plots the difference in relative phase 
measured for the repeated plane measurements, and Table 15 summarises the results 
from repeated experiments. 
 
                                                 




Figure 83: Difference in relative phase between two plane measurements where (a) planes are at 
different angles, (b) probe has been moved to a different angle and returned, and (c) probe has 
been removed from the head and replaced. 
 
Table 15: Mean phase differences due to different actions between measurements. 
Action between measurements Mean phase 
difference (mrad) 
Equivalent mean height 
difference (µm) 
Plane and probe at different orientation 
(but same relative orientation) 
13±7 14±8 
Probe moved to different orientation 
then returned 
3±2 4±2 
Probe removed from head and replaced 5±7 5±7 
 
The relative phase measurements show repeatability very close to the baseline level, 
apart from the measurement at different angles which shows repeatability approximately 
3 times the baseline result.  These results suggests that a different phase to height 
calibration should be carried out for each head E angle used for measurement, or 
alternatively some kind of compensation must be carried out to account for the effect of 
gravity on the probe.  However it was decided that the time required to carry out 
repeated phase to height calibration was not justified by the relatively small mean error 
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 of 14 µm recorded when using the probe at different angles.  Instead a reference plane 
was measured each time the head was moved to a new E angle, but the full phase to 
height calibration was only carried out for one angle.  It is possible that the effect of 
gravity on the probe could be modelled and compensated for, but this was not possible 
within the time constraints of this project.  The reference plane was also re-measured 
each time the head was moved to a different E angle.  And, because the probe mounting 
of the head was suspected to be a cause of instability, the position and orientation of the 
camera with respect to the head was re-found each time the probe was re-attached. 
 
These requirements limited the measurements that could be made with the prototype.  
The need for a different reference plane for each E angle meant that the possible number 
of E angles was limited to the number of suitable reference planes.  Two planes were 
available – a custom-made reference plane and an aluminium oxide plate (see section 
4.3.7).  If it were possible to remove the prototype and reliably replace it easily then 
these could have been used in more orientations, however the lack of repeatability in the 
probe mounting meant that a new camera to CMM calibration was taken each time the 
probe was removed, making measurements using more head E angles impractical.   To 
make a measurement, the procedure was as follows: 
1) Set up calibration planes with normals approximately 0° and 40° degrees to 
vertical. 
2) Measure both calibration planes using a touch probe. 
3) Replace the touch probe with the prototype. 
4) Carry out a camera to CMM calibration (including internal camera 
parameters if they have not already been found) and use results for all the 
following steps. 
5) Carry out a phase to height calibration with head angle E=0°. 
6) Take measurement images at E=0°. 
7) Re-orient the head to E=40° and record reference plane. 
8) Take measurement images at E=40°. 
9) If the probe is removed for any reason repeat step 4, measure a reference 
plane at E=0°, and proceed with steps 6, 7 and 8 as required. 
 
All data processing was offline after data collection.  The processing for the camera to 
CMM calibration must be carried out before data collection for phase to height 
calibration or data collection.  This is because the position and orientation of the camera 
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 must be accurately known for the compensation of rotation about the perspective centre 
used to create the phase stepped image.  If the probe is removed and then replaced, the 
phase to height calibration remains valid but the camera to CMM calibration must be 
repeated and the reference plane phase must be re-measured. 
 
7.6 Measurement results 
A selection of objects was measured using the probe.  The probe was created for proof-
of-principle rather than to achieve high accuracy, but an idea of the accuracy achievable 
is useful.  Two parallel planes with a known separation were measured and also a 
calibration sphere.  The results of the measurements are given in section 7.6.1. 
 
A chief requirement of the techniques under investigation is to enable automatic or 
semi-automatic measurement of complex objects.  The curved object with two stepped 
blocks that was partially measured in Chapter 6 was re-measured using the prototype 
and the results are presented in section 7.6.2. 
 
Measurements of objects with a variety of surface properties are presented in section 
7.6.3.  The objects used are three of the objects whose roughness and speckle contrasts 
were measured in section 4.3.9. 
 
7.6.1 Measurement accuracy 
A gauge block with plane parallel sides 7.0 mm apart was measured using two 
perspectives per side.  The point density was approximately 1 point per 50 µm per 
viewing image.  Matlab’s “griddata” function was used as a spatial filter to cut the point 
density to 1 point per 50 µm in-plane.  A plane was then fitted to each set of filtered 
points.  The non-planar errors are summarised in Table 16.  The RMS errors are 
approximately double the phase to height calibration errors.  The surface of the block is 
smoother than the phase to height calibration plane and would be expected to exhibit a 
moderate speckle contrast greater than the 10% measured for the calibration plane.  The 
speckle contrast is likely to be the main source of the extra phase measurement error. 
The angle between the plane normals was found to be 2.0°.  The instability of the probe 
mounting and the small error from not repeating the phase to height calibration for both 
head E angles are thought to be the main reasons for the error. 
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 Table 16: Errors from plane fit from two sides of gauge block. 





error (% of a 
fringe period) 
RMS error (% 
of a fringe 
period) 
1 838 240 12 3.4 
2 828 191 12 2.7 
 
Figure 84 shows a measurement of the top section of a calibration sphere.  Only the top 
section could be measured because of the restriction on the usable head angles.  The 
sphere was a 25 mm radius metal calibration sphere with a non-Lambertian surface.  
The sphere would be expected to cause a moderate to high speckle contrast, above the 
10% found for the phase to height calibration plane.  The radius of the fringe projection 
measurement had a mean error of 22±110µm and a maximum error of 770µm.  The 
centre of the sphere was found to be 92±18µm from the correct value (found by a touch 
probe measurement).  The measurement errors are dominated by noise.  Figure 85 
shows the radial error against the X, Y, and Z CMM coordinates (relative to the sphere 
centre). 
 




Figure 85: radial error from calibration sphere measurement 
 
7.6.2 Automatic measurement of complex object 
The object used in Chapter 6 (see Figure 86) was re-measured using the prototype to 
demonstrate the measurement of a fairly complex object by building it up from different 
surfaces.  The perspectives from which the measurement was built up were chosen 
arbitrarily, but with the restriction of only using E angles of 0° and 40°.  Figure 87 
shows 3D plots of the measured points from a number of different angles. 
 
 
Figure 86: Object with curved surface and steps used for measurement demonstration 
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Figure 87: measured object from different perspectives.  Different colours indicate different probe 
positions used as originating camera for 2π ambiguity resolution 
 
In future the data collection will ideally be integrated with path-planning software, but 
here, the probe was moved to different perspectives by controlling the CMM using a 
joystick.  At each of 37 different perspectives, eight phase stepped images were taken.  
Each set of images took approximately 5 seconds to collect, the majority of which is the 
image transfer time from the head to the UCC.  The data were processed offline.  The 
only user interaction required to carry out the processing is to choose segmented areas 
to measure.  The phase calculation, image segmentation, unwrapping and 2π ambiguity 
resolution on each selected area is entirely automatic.  The choice of segmented areas 
could be automated in future, resulting in an entirely automatic measurement.  The data 
processing took approximately 90 minutes, but this is expected to decrease considerably 
with an optimised implementation.  The potential improvements are discussed in 
Chapter 8. 
 
7.6.3 Measurement of different surfaces 
Figure 88(a) shows a measurement of a machined aluminium block built up from seven 
perspectives.  The surface of this object makes it challenging to measure optically – it is 
shiny, has a high degree of specular reflection and a large speckle contrast.  The curved 
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 sides of the object are textured, and the top surface contains ridges and a number of 
scratches.  In section 4.3.9 the top surface was found to have an RMS roughness of 0.4 
µm and exhibited a speckle contrast of 17% of mean intensity under the prototype’s 
light source.  Inter-frame intensity variations close to the specular direction have caused 
obvious errors in a small area close to one of the object’s edges, highlighted in the 
figure.  Nevertheless, the figure shows that the model of the object has been built up 
with reasonable success. 
 
Figure 88(b) shows partial measurement of the machined stainless steel air-bearing 
housing.  Phase errors close to the specular direction have been reduced here by simply 
thresholding on the modulation amplitude of the fringes.  The measurement was built 
from only three perspectives, and appears to be at least qualitatively successful despite 
the smooth, highly non-Lambertian surface with a large speckle contrast (18% of mean 
intensity). 
 
Figure 88(c) shows a partial measurement of the timing belt cover also previously used.  
Different colours in the plot are used to indicate the separate surfaces that were 
automatically segmented.  A large noise level is clear on the lowest surface, which was 
the roughest surface considered and had a speckle contrast of 16% of mean intensity.  
The measurement was built from five perspectives.  More perspectives may be useful 





Figure 88: Measurements of objects with varying surface properties.  (a) A machined aluminium 
block. (b) A machined stainless steel air-bearing. (c) A cast aluminium timing belt cover. 
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 7.6.4 Discussion 
All of the measurements presented above were created with very little user input beyond 
moving the prototype to different perspectives using the CMM.  The processing took a 
considerable amount of time (around an hour and a half for 37 perspectives) due to the 
large amount of data collected, but no code optimisation has been carried out to date.  
The accuracy of the sphere and the calibrated gauge block showed that noise and phase 
calculation error are significant sources of error. 
 
Post-processing of the data could cut down the number of rogue points by, for example, 
removing points that are a large distance from their neighbours and so cannot 
correspond to real surface points.  Analysis of the surface gradient with respect to the 
probe positions could be used to remove points that have been viewed close to the 
specular direction.  As more datapoints were generated than were required, averaging 
could be used, possibly with weights related to fringe modulation amplitude or viewing 
and illumination angles as appropriate.  With the exception of sub-sampling for the 
parallel plane measurements, no post-processing has been carried out on the results 
reported here. 
 
The restrictions on the head angles that could be used, and the requirement to re-
measure a reference plane each time a new head E angle is moved to, are clearly 
unreasonable for a real product.  Work to improve the mounting of the probe on the 
head, and to reduce the weight of the components in order to reduce the effect of 
gravity, is underway.  Any remaining sag will be modelled and calibrated for to enable 
use of the probe at a large range of head angles.  Smaller components must also be used 
so that the probe is compatible with the automatic probe change rack. 
 
7.7 Conclusions 
A prototype CMM probe was built and used to demonstrate the techniques developed in 
Chapters 5 and 6.  Initial accuracy and repeatability tests were carried out and error 
sources identified.  Measurements of a number of different objects were carried out to 
demonstrate the measurement of complex objects with a variety of surface finishes.  The 





Two parallel sides of a gauge block were measured.  The measured angle between the 
sides had an error of 2°.  The distance between the two sides had an error of 250±300 
µm.  A calibration sphere was measured with a mean radial error of 22±110 µm and a 
positional error of the sphere centre of 92±18 µm. 
 
The errors were from a variety of sources.  Surfaces with a high speckle contrast and 
non-Lambertian reflectance properties cause phase measurement error that may be 
reduced by implementing a phase calculation algorithm with more phase steps [85], at 
the expense of data collection and processing time.  Finer fringes would enable better 
height resolution.  A white light source would reduce speckle noise.  Errors due to the 
positioning of the device and the effect of gravity will be improved in future iterations 
of the probe with smaller and lighter, possibly custom-made components.  These 
improvements are discussed in more detail in the next chapter. 
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Chapter 8 Conclusions and Future work 
 
Novel techniques for automatic non-contact shape measurement have been described.  
The goal throughout has been the development of a simple fringe projection probe for a 
five axis coordinate measuring machine (CMM) for fast and accurate shape measurement 
in an industrial setting.  A prototype probe has been developed and shape measurement 
successfully demonstrated with minimal user input.  The probe consists of a fringe 
projector capable of projecting a single fringe pattern only, and a camera to record the 
images.  Phase shifted fringe images are created by moving the probe using the CMM on 
which it is mounted.  By rotating the probe about the camera’s perspective centre, the 
images may be compensated for so that a given pixel in each compensated fringe image 
views the same point on the object.  The compensated images are used to calculate the 
phase using a phase step algorithm.  They are also used to help identify steps and edges 
on the object.  The phase corresponding to any surface patch is only correct to some 
unknown integer multiple of 2π.  The adjustment that must be made to the phase is found 
by using phase maps created from different perspectives.  Different perspectives of the 
object are easily achieved by moving the probe using the CMM.  Measurements of 
complex objects with different surface finishes were demonstrated using the prototype.  
The position of a sphere was measured correct to 100 µm with a mean radial error of 22 
µm.  The main reason for this error is the instability of the mounting of the probe on the 
head, combined with the effect of gravity on the probe affecting the phase to height 
conversion at different head angles. 
 
The new phase step technique using rotation of the probe about the camera perspective 
centre was demonstrated to be correct to 1 part in 1250 of the field of view a single 
perspective.  At first sight, this does not compare favourably with the other commercial 
fringe projection systems considered in section 2.5, for example the Breuckmann 
OptoTopHE, which reports accuracy of 1 part in 8000 of field of view.  However, 
expressing the accuracy found in terms of fringe periods, the phase calculation for a 
single prototype perspective was accurate to be around 1.5% of a fringe period.  Reducing 
the nominal fringe pitch at the object from 7 mm to 2 mm would result in an adequate 
fringe pitch at the camera image plane of around 16 pixels and would be expected to 
improve the accuracy to around 1 part in 4000.  Phase calculations correct to 0.2% fringe 
periods have been reported from digital fringe projection systems using phase stepping 
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[144,145], although results correct to around 1% are more usual.  The use of phase shift 
algorithms allowing an unknown phase step to calculate the phase results in slightly less 
accurate phase calculation results than are possible with more traditional phase shift 
techniques so the expectation of accuracy to 1.5% of a fringe period even with finer 
fringes than were used here seems realistic.  Fringe contrast can be improved using non-
illuminated images to remove any effect of ambient illumination.  Metallic surfaces and 
machined parts will always reduce the accuracy achievable, but as previously mentioned, 
by avoiding highly specular directions the effect can be minimised. 
 
This fringe projection technology is under active development within Renishaw.  The 
intention is to market a fringe projection probe as a product complementing the existing 
range of CMM and machine tool probes.  A number of ways to improve the prototype 
have been highlighted.  These improvements may be categorised as software (section 8.1) 
and hardware (section 8.2) development.  Alternative approaches are discussed in section 
8.3.  Finally, other possible applications of the new techniques are discussed briefly in 
section 8.4. 
 
8.1 Software development 
8.1.1 Phase step algorithm 
The use of relative motion of object and projector to create the phase step means that 
error sources not significant for traditional temporal phase stepping must be considered.  
In particular, as discussed in Chapter 5, multiplicative intensity noise (speckle) and inter-
frame intensity variations can have a significant effect on the results of the phase 
calculation.  Furthermore, the phase shift created is unknown and dependent on the 
distance between object and probe.  The algorithms used to calculate the phase when the 
phase shift is unknown have not received the same attention in the literature as many of 
the more commonly used algorithms.  The algorithms used here have been modelled 
under conditions of additive noise and non-linear phase shift error [138,84].  It would be 
useful to fully model the response of the unknown phase shift algorithms in the presence 
of speckle noise and also for a combination of errors.  This would enable the 
implementation of a more optimal algorithm for the system.  The trade-off is likely to be 
between number of images taken and required accuracy, since the algorithmic response to 
noise generally improves with more phase steps. 
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8.1.2 Corresponding points 
In Chapter 6 a technique was introduced to locate object edges in phase maps by 
processing fringe images in different orders.  These edges can then be measured using 
photogrammetry, if either corresponding points or line segments can be matched in 
different perspectives.  Only limited success of measurement of corresponding feature 
points was achieved in section 6.3, partly due to the limitations of the experimental setup 
being used, and partly because only a simplistic algorithm was used.  It would be 
preferable to use more sophisticated matching algorithms.  As discussed in 3.3.4 there are 
a number of these, such as least squares techniques, correlation techniques, RANSAC 
algorithms, relaxation labelling and many others.  The alternative approach presented in 
section 6.4 enables surfaces to be measured without identifying individual corresponding 
features.  If required, edges and corners could be identified once the surfaces have been 
measured, either by calculating the intersections of different surfaces, or by analysing 
surface gradient and curvature to identify edges and corners.  Product requirements will 
determine the most appropriate algorithm or combination of algorithms to use. 
 
8.1.3 Parallelisation 
At present, the software to process the phase stepped images and construct a 
measurement is implemented in Matlab.  Each image is undistorted and the phase step 
motion compensated for, then the phase is calculated from a set of images.  The phase 
maps from each perspective are processed to get 3D measurements of the viewed object 
surfaces.  All this processing takes time.  Much of the processing is repetitive – the same 
operations are carried out on every pixel in an image with little or no interaction between 
individual pixels.  Hence much of the processing is inherently parallelisable and could be 
carried out on simultaneously on multiple pixels.  The computer games industry has 
driven the development of massively parallel processors at low prices affordable to the 
consumer in the form of graphics cards.  These can provide speedup factors of up to 
around 1000 [146].  By implementing much of the processing of the images and phase 
maps it is hoped that real time processing can be achieved.  An NVIDIA GeForce GTX 
260 has been purchased to develop parallelised data processing algorithms. 
 
The process to remove lens distortion from images is one sub-process that would benefit 
from parallelisation.  In section 4.3.3 an iterative algorithm was shown to be more 
accurate than the more direct distortion removal technique used throughout the thesis, but 
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it was too slow to be used for entire images.  By implementing the iterative technique to 
simultaneously run on each pixel or a selection of pixels within the image it is likely to be 
usable for real time measurement. 
 
The processing to resolve the 2π ambiguity (section 6.4) can also be improved by 
parallelisation.  There are a number of different ways in which this could be done.  Firstly 
the processing of groups of pixels to find 3D points, and the inverse to find the image 
coordinates of groups of 3D points is clearly parallelisable.  Secondly, processing of 
different point sets from the same image area corresponding to different 2π multiples 
could be carried out simultaneously.  Similarly, the processing to find the match to an 
area from one perspective in the other perspectives could be parallelised on a perspective 
basis.  Finally multiple areas from a single image provide another way to break the 
processing into independent, parallelisable blocks. 
 
The best way to parallelise the processing has not yet been settled, but it is clear that there 
a number of different areas that could be sped up by an optimised implementation. 
 
8.1.4 Integration with other software modules 
The measurement data are currently collected manually.  Users must joystick or 
programme a series of moves ensuring that the whole object is measured.  Once the 
software has been parallelised and sped up to operate in real-time it should be easier to 
see which areas have been measured.  However, path planning software should be 
incorporated to enable more automatic usage.  Another step will be to convert the point 
clouds produced to describe the measurement object into more useful entities such as 
planes, conic sections or NURBS surfaces, depending on the object being measured and 
the requirements of the task.  At the very least some averaging of the point clouds is 
likely to be desirable.  Work is underway to incorporate the measurement software with a 
set of in-house geometry libraries, the output from which can then be integrated into 
industry standard CAD software. 
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8.2 Hardware improvements 
8.2.1 Light source 
The light source used in the prototype is a high-power red LED.  This is permanently on 
when the probe is in use and is powered by a bench-top power supply.  The leads 
connecting the probe to the power supply restrict the motion of the CMM and head and 
therefore the positioning of the probe.  In a future version of the probe the light source 
will be replaced by a white light source such as a xenon flash lamp.  The light source will 
be powered through the head.  The camera shutter and the light source will be 
synchronised within the UCC controller software.  A white light has the advantage of 
reducing speckle noise compared to the LED and therefore increasing the measurement 
accuracy.  A xenon flash tube also produces a much greater light output than the current 
LED, which should mean less camera gain is required and fewer exposures are needed to 
get low noise images. 
 
8.2.2 Grating 
The grating used for the prototype is a 3 fringe/mm sinusoidal amplitude grating, 
resulting in around 15 fringes across the field of view with nominal period 7 mm.  The 
phase calculation achieved had an RMS of around 1.4% of the fringe period resulting in a 
height error RMS of 96 µm (from the phase to height calibration).  By projecting finer 
fringes an improvement in the height measurement should be possible.  However there is 
a trade-off between height accuracy and measurement time.  The resolution of 2π 
ambiguity is harder with finer fringes as the effective signal to noise ratio increases with 
decreasing fringe pitch.  More perspectives may be required to confidently resolve the 
absolute measurement, which would result in both a longer data collection time and more 
data processing time.  The limit to the fringe pitch depends on the camera resolution.  
Optimisation of the data collection and processing elements of the system will almost 
certainly justify a considerably finer fringe pitch however, with commensurate 
improvements in measurement accuracy. 
 
8.2.3 Miniaturisation 
The prototype was largely constructed using off-the-shelf components.  The size and 
weight of the probe and the fact that the LED was externally powered all contribute to 
problems with sag and repeatability.  The effect of gravity on the probe was shown in 
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section 7.5.  It may be possible to calibrate for the effect of gravity on the probe but it is 
preferable to design the probe so that its effect is minimised.  The lack of repeatability is 
believed to be largely because the probe is too heavy for the magnets holding it to the 
head.  There are two sets of magnets involved.  One set holds a kinematic mount between 
the camera lens/projector module and the camera together.  The second set holds a 
kinematic mount between the probe (camera lens, projector and camera) and the head 
together.  In the prototype, the first set was not strong enough to hold the lens and 
projector to the camera, so this joint was glued.  The second set were strong enough to 
keep the probe attached up to an angle of approximately 50°, but repeated measurements 
separated by reorientation of the probe were not consistent, and the seating of the probe 
was suspected to be changing slightly (see section 7.5).  Stronger magnets have been 
sourced, but it is likely that space requirements will result in them not being usable in the 
long term.  Furthermore, it must be possible to store and automatically change the probe 
in a probe change rack – the probe is currently too large to allow this to happen.  The 
probe will be miniaturised by a combination of sourcing different off-the-shelf 
components and by designing custom-made key components if necessary.  An obvious 
place to start is the projection and imaging lenses.  For flexibility during development 
these were variable focus lenses.  In the next generation of the prototype these will be 
replaced by lenses with a fixed focus and a fixed aperture, chosen to be suitable values.  
Long-term, different interchangeable lens modules may be produced allowing varying 
stand-off distances, the required module chosen for the task at hand.  Other parts of the 
probe may also be miniaturised, for example the condensing lens in the projector.  The 
clamp holding the projector and camera together can be made fixed rather than hinged 
and the whole assembly will be optimised for minimum weight and maximum stiffness 
once the projector and camera lenses are lighter. 
 
8.3 Alternative approaches 
8.3.1 Stripe or spot projection 
A probe projecting a single line or a point rather than a set of fringes enables considerably 
simpler processing.  Only the location of the line or point within the images must be 
calculated and converted to distance from the camera and therefore 3D measurement.  
The drawback is the increased data collection time.  To collect the equivalent of one 
image-worth of data requires 1000 images of a stripe to be taken or 1 million spot images 
(assuming an image is 1000 by 1000 pixels).  With the prototype probe the same surface 
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patch could be measured with sixteen images (assuming eight phase steps at each of two 
perspectives).  The more complex processing required for the fringe projection data is 
expected to be outweighed by the longer data collection time required for a stripe or spot 
projection, but it does remain a valid alternative approach. 
 
8.3.2 Pattern projection 
A pattern of lines or spots could provide a compromise between data collection time and 
data processing time.  As an example, consider a probe projecting 10 parallel lines.  The 
multiple perspective technique developed here could enable unambiguous measurement.  
An image-worth of data could be collected in 200 images (again assuming an image of 
1000 by 1000 pixels and two perspectives).  Alternatively an encoded pattern could be 
projected to remove the need for 2π ambiguity resolution, perhaps using colour or by 
marking a zero order stripe in some way.  Successful use of colour tends to be object-
dependent, and requires a colour rather than a simple monochrome camera.  The 
increased complexity of pattern projection compared to projection of a single stripe, and 
the increased data collection time compared to fringe projection make it less likely to be a 
competitive approach, however it may be worth some consideration. 
 
8.3.3 Multiple cameras 
A probe consisting of two cameras and a single fringe projector could enable 
unambiguous measurement of a surface patch from a single perspective.  Viewing the 
same fringe pattern simultaneously using two cameras allows corresponding points to be 
identified and then measured using photogrammetric techniques.  The measured points 
can be used to resolve 2π ambiguity over the remainder of the surface which can 
therefore be measured from the fringe data.  This has not been considered in detail here 
because of the size and weight limits on the probe, but it may provide a useful alternative 
implementation. 
 
8.3.4 Programmable projector 
A mini-projector has been considered as an alternative to a fixed-grating fringe projector.  
This removes the requirement to create phase stepped images by moving the probe, and 
therefore simplifies the data processing.  There are a number of disadvantages associated 
with a programmable projector.  The currently-available mini-projections do not have the 
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required resolution or luminosity, although this is likely to change in the near- to mid-
term future.  The lack of stability and long warm-up time demonstrated in section 4.3.5 
are drawbacks, although not insurmountable.  It is uncertain that a mini-projector would 
withstand the accelerations exerted on the probe, particularly when being automatically 
changed in a probe change rack.  The extra cost associated with a mini-projector 
compared with the simpler fixed pattern projector provides an important commercial 
driver for the fixed pattern projector used here. 
 
8.4 Further applications 
The use of the algorithms and techniques developed here go beyond the specific 
application of a CMM-mounted probe. 
 
A system consisting of a simple projector and a camera mounted on a simple mechanical 
structure could be used to create phase shifted images if the structure constrains the 
camera and projector to rotate about the camera’s perspective centre.  An amplitude 
grating with one of the fringes marked as the zero order fringe should be straightforward 
to manufacture.  This setup could enable quick and easy measurement using cheap, robust 
equipment, possibly for the consumer market or for other applications where only 
moderate accuracy is required. 
 
The technique of 2π ambiguity resolution is equally applicable to other structured light 
projection techniques as to fringe projection, for example grid or line projection.  It can 
also be used for fringe projection systems in which phase shifting is possible internally to 
the projector, or for situations where a Fourier Transform or other single frame technique 
can be used to calculate phase.  In any of these cases, only one camera and projector is 
required for a full measurement.  Either the object or the camera and projector can be 
moved, providing the effective camera motion (relative to the object) is well known.  A 
simple example is of production line measurement of objects on a conveyor belt moving 
at a constant speed.  If an object being measured has trackable features, then the relative 
position and orientation of the camera can be found from the images, eliminating the need 
for a robot or CMM to move the camera and projector (or object) to different 
perspectives.  
 Appendix 
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A.2  Experimental equipment 
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