Abstract. The classes of-orthogonal polynomials which arise as iterated stochastic integrals of a process with stationary independent increments are discussed. They are classes of Meixner polynomials.
canonical pair of boson operators, i.e., their commutator [V, £] = 1. In other words, the class of orthogonal polynomials arising in this study are identical to those that arise as Fock spaces in one variable-the function 1 plays the role of the vacuum ß, V is the annihilation operator, £ the creation operator (cf. [6] ).
Thanks to the theorems mentioned above, we consider the discrete case first, then take limits to deal with the continuous case. We begin with a probability measure p(dx) on R satisfying f e,ixp (dx) = eL('£>, {eR,
•'R where we assume that the function L has an analytic extension to a neighborhood of 0 in C. We denote this extension by L(z), z e C. E.g., if p(dx) = (exp(-x2/2)/ ]/2~ñ) dx, then L(z) = z2/2. The convolution powers of p are denoted by pn where in the discrete case t e\ N. In the continuous case L must be of Lévy-Khinchine type; no such restriction applies in the discrete case. (Note. In the sequel we use the notation p(dx) = p(x) dx, in the sense of distributions.) I. Rodrigues formulae. In this case we consider the process Sn = Xx + X2 + • • • +Xn, where the Xj are independent, mean zero, with distribution p. The exponential martingale is En(v)=f\{l + vXJ) = tv%.
The Ik are discrete iterated sums, readily recognized as the elementary symmetric functions in the variables Xx, X2,..., Xn. The calculation, ( ) denoting expected value, a2 = (X2),
shows that the Ik are orthogonal, the cross terms vanishing. In order to have orthogonal polynomials, these Ik must be functions of the variable x, that is, of S" alone (besides «, of course). If this is the case we say that the process S" is observable-since the Ik are functions only of the "physical parameters" x = Sn and t = n, space and time. Proof. The key notion is that for the observable case since En(v) is only a function of x = Sn and t = « it must equal the conditional expectation p(x,t) = E(En(v)\Sn = x)= (EnS(Sn -x))/p"(x).
Using the Fourier representation S(y) = fRe'(y dè,/2<n, p(x,t)p,(x) = / /n(l + vXj)e'^\e-'^di/2v. Proof. By the theorems mentioned above, we consider the process S(t) = Xx + X2 + ■ ■ ■ +Xn where the Xj are independent, mean zero, with distribution pt/n, i.e. Xj = S(jt/n) -S((j -l)i/»), 5(0) = 0.
The discrete approximant satisfies pn(x,t)=(rLn8(S(t)-x))/p,(x).
As above, we find un(x,t)p,(x) = (1 + vtV*/n)"pt(x).
In the limit as « -» oo we arrive at the stated form. Now, expanding the generating functions we have the iterated stochastic integrals expressed via the Rodrigues-type formulae
with suitable constants ck.
II. Riccati equation. The next step is to require that the Ik be in fact polynomials in x, t. [3] discusses some Dirichlet problems on the disk. The Meixner-Pollaczek polynomials play a major role. They are of Bernoulli type with L(z) = logeos/? -logcos(z + ß) (see [3, p. 170] ). They correspond to infinitely divisible laws.
