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Resum	  
Aquest	  projecte	  es	  centra	  en	  l’estudi	  del	  problema	  d’equilibrat	  de	  línies	  de	  muntatge	  simple,	  amb	  
temps	   de	   cicle	   conegut	   i	   determinat	   (que	   es	   coneix	   habitualment	   a	   la	   literatura	   com	   a	   SALBP-­‐1).	  
L’objectiu	  és	  implementar	  un	  algorisme	  exacte	  de	  ramificació	  i	  acotament	  (que	  s’estudia	  normalment	  
amb	   el	   nom	   de	   Branch	  &	   Bound)	   que	   sigui	   capaç	   de	   resoldre	   els	   problemes	   SALBP-­‐1	   de	  manera	  
eficient,	  donant	  un	  resultat	  que	  permeti	  minimitzar	  el	  nombre	  d’estacions	  a	  ocupar.	  
Primerament,	   es	   comentaran	   els	   antecedents	   presents	   a	   la	   literatura	   relacionats	   tant	   amb	   els	  
problemes	  d’equilibrat	  de	  línies	  de	  muntatge,	  com	  amb	  els	  procediments	  de	  resolució	  (amb	  especial	  
èmfasi	   en	   els	   algorismes	   Branch	   &	   Bound)	   que	   s’hi	   ha	   aplicat.	   De	   la	   mateixa	   manera,	   també	   es	  
presentarà	  una	  col·∙lecció	  de	  problemes	  relacionats	  que	  s’ha	  considerat	  convenient	  introduir.	  
Posteriorment,	   després	   d’una	   introducció	   del	   problema	   objecte	   d’aquest	   projecte	   i	   la	  
modelització	  matemàtica	  aplicada,	  es	  detallaran	  els	  components	  de	  l’algorisme	  implementat.	  Aquest	  
procediment	   és	   un	   algorisme	   Branch	   &	   Bound	   bidireccional	   que	   parteix	   d’una	   cota	   superior	  
obtinguda	  per	  una	  heurística	  de	  Hoffmann,	  que	  ramifica	  l’arbre	  de	  possibles	  solucions	  per	  ordre	  de	  
temps	  mort	  per	  estació	  no	  decreixent.	  L’algorisme	  basa	  la	  comprovació	  d’optimalitat	  en	  el	  càlcul	  de	  
set	  cotes	  inferiors	  i	  en	  dues	  regles	  de	  dominància	  de	  solucions	  parcials.	  
Finalment,	   s’ha	   realitzat	   una	   experiència	   computacional	   utilitzant	   un	   joc	   d’instàncies	   de	  
referència,	   en	   la	   qual	   es	   proven	   diferents	   variants	   de	   l'algorisme,	   amb	   la	   intenció	   de	   trobar	   una	  
equilibri	  entre	  exploració	  i	  explotació	  de	  solucions	  possibles.	  Es	  mostren	  els	  resultats	  obtinguts,	  tot	  
comparant-­‐los	  amb	  els	   registrats	  pels	  millors	  procediments	  presents	  a	   la	   literatura.	  Cal	  dir	  que	  els	  
resultats	   obtinguts	   han	   estat	   satisfactoris,	   millorant	   el	   resultat	   del	   millor	   algorisme	   exacte	   de	   la	  
literatura	  dedicat	  a	  resoldre	  aquest	  problema	  en	  cinc	  instàncies.	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Glossari	  
Es	  presenta	  a	  continuació	  un	  glossari	  de	   termes	  que	  pretén	  aclarir	   la	   terminologia	  emprada	  en	  
aquest	  projecte:	  
A	  
Assignació:	  Part	  de	  la	  solució	  en	  que	  s’indica	  a	  quina	  estació	  es	  durà	  a	  terme	  cada	  tasca.	  
B	  
Backtrack:	   Acció	   de	   desfer	   l'última	   assignació	   per	   tal	   de	   trobar-­‐ne	   una	   de	   millor.	   D’aquesta	  
manera	  es	  pretén	  generar	  totes	  les	  assignacions	  possibles	  per	  a	  una	  estació	  donada.	  
Branch	  &	  Bound:	  Els	  procediments	  de	  tipus	  Branch	  &	  Bound	  (ramificació	  i	  acotament)	  s'utilitzen	  
per	   a	   solucionar	   problemes	   d'optimització.	   Consisteixen	   a	   desenvolupar	   un	   arbre	   de	   possibles	  
solucions,	  expandint	  (ramificant)	  aquells	  nodes	  que	  puguin	  portar	  a	  la	  solució	  òptima	  i	  no	  expandint	  
(acotant-­‐les	  i	  eliminant-­‐les,	  amb	  una	  operació	  coneguda	  com	  a	  fathoming)	  els	  que	  no	  poden	  conduir	  
a	  aquesta.	  
C	  
Cap	  (d’una	  tasca):	  Per	  aproximació	  del	  SALBP-­‐1	  a	  un	  problema	  d’una	  màquina	  amb	  treball	  previ	  i	  
posterior,	   el	   cap	  d’una	   tasca	   és	   el	   temps	  de	  procés	  mínim	  que	  ha	  d’haver	  passat	   perquè	  aquesta	  
pugui	  començar.	  Dit	  d’una	  altra	  manera,	  el	  màxim	  de	  les	  cotes	  parcials	  de	  les	  seves	  precedents.	  
Cota	   inferior	   (o	   LB):	   Una	   cota	   inferior	   del	   problema	   SALBP-­‐1	   és	   un	   nombre	  mínim	  d’estacions	  
necessàries	  perquè	  l’equilibrat	  de	  la	  línia	  sigui	  factible.	  D’aquesta	  manera,	  amb	  el	  càlcul	  d'una	  cota	  
inferior,	  se	  sap	  que	  no	  és	  possible	  trobar	  una	  solució	  amb	  un	  nombre	  menor	  d’estacions.	  
Cota	  superior	  (o	  UB):	  Qualsevol	  solució	  factible	  del	  SALBP-­‐1	  és	  considerada	  una	  cota	  superior	  del	  
problema.	  Per	  tant,	  farem	  servir	  com	  a	  cota	  superior	  el	  valor	  de	  la	  millor	  solució	  coneguda.	  	  
Cua	  (d’una	  tasca):	  Per	  aproximació	  del	  SALBP-­‐1	  a	  un	  problema	  d’una	  sola	  màquina	  amb	  treball	  
previ	  i	  posterior,	  la	  cua	  d’una	  tasca	  j	  és	  el	  temps	  de	  procés	  mínim	  necessari	  des	  que	  acaba	  j	  fins	  que	  
es	  completen	  totes	  les	  tasques.	  Dit	  d’una	  altra	  manera:	  el	  màxim	  de	  les	  cotes	  parcials	  de	  les	  seves	  
successores.	  
D	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Durada	  (d’una	  tasca):	  Temps	  que	  ha	  de	  passar	  des	  que	  s’inicia	  una	  tasca	  fins	  que	  es	  completa.	  
Aquest	  temps	  es	  considera	  conegut	  i	  determinista.	  Com	  és	  lògic,	  la	  durada	  de	  qualsevol	  tasca	  ha	  de	  
ser	  menor	  al	  temps	  de	  cicle,	  ja	  que	  considerem	  que	  no	  es	  pot	  assignar	  una	  tasca	  a	  diverses	  estacions.	  
E	  
Equilibrat	  (d’una	  línia	  de	  muntatge):	  Una	  línia	  de	  muntatge	  està	  equilibrada	  quan	  cada	  tasca	  està	  
assignada	  a	  una	  estació	  de	  manera	  que	  es	  compleixen	  les	  restriccions	  de	  precedència	  i	  la	  suma	  de	  les	  
durades	  de	  les	  tasques	  que	  comparteixen	  estació	  no	  supera	  el	  temps	  de	  cicle.	  
Estació:	   S’anomenen	   estacions	   als	   llocs	   de	   treball	   per	   on	   passaran	   les	   peces	   o	   productes	  
inacabats,	  viatjant	  sobre	  una	  cinta	  transportadora	  o	  similar.	  En	  aquestes	  estacions	  és	  on	  es	  duran	  a	  
terme	  les	  tasques,	  i	  sempre	  se	  suposarà	  que	  hi	  ha	  els	  operaris,	  maquinària	  i	  eines	  necessàries	  per	  a	  
completar	  la	  part	  del	  procés	  corresponent.	  
F	  
G	  
GALBP:	   De	   l’anglès	   Generalized	   Assembly	   Lines	   Balancing	   Problem,	   es	   tracta	   d’un	   problema	  
d’equilibrat	  de	  línies	  de	  muntatge	  que	  té	  més	  restriccions	  que	  les	  de	  precedència	  i	  les	  derivades	  de	  la	  
limitació	  que	  suposa	  el	  temps	  de	  cicle	  i/o	  l'objectiu	  no	  està	  associat	  a	  l'eficiència	  de	  la	  línia	  segons	  el	  
temps	   mort.	   Sempre	   que	   un	   problema	   inclogui	   altres	   restriccions	   o	   altres	   funcions	   objectiu,	   es	  
considerarà	  un	  GALBP.	  
Graf	  de	  precedències:	  Representació	  gràfica	  on	  es	  poden	  observar	   les	  relacions	  de	  precedència	  
entre	  tasques.	  Els	  nodes	  del	  graf	  representen	  les	  tasques	  i	  els	  arcs	  assenyalen	  d’una	  tasca	  a	  les	  seves	  
successores.	  De	  vegades,	  per	  comoditat,	  a	  l’exterior	  dels	  nodes	  pot	  figurar-­‐hi	  la	  durada	  de	  cada	  tasca.	  
“Greedy”	  (heurística):	  Un	  algorisme	  “greedy”	  (de	  l’anglès	  greedy:	  voraç)	  és	  un	  procediment	  en	  el	  
que,	  a	  cada	  pas,	  se	  selecciona	   l’òptim	  local	   (segons	  una	  determinada	  prioritat),	  amb	  la	   intenció	  de	  
trobar	   una	   solució	   al	   problema.	   Tot	   i	   que	   amb	   aquest	   tipus	   d’heurística	   és	   probable	   no	   arribar	   a	  
l’òptim	  (en	  realitat,	  en	  alguns	  problemes,	  la	  solució	  trobada	  és	  la	  pitjor	  possible),	  és	  un	  procediment	  
molt	  ràpid	  i,	  en	  el	  cas	  exposat,	  ha	  procurat	  una	  primera	  assignació	  factible	  que	  es	  fa	  servir	  com	  a	  cota	  
superior.	  	  
H	  
Hoffmann	  (heurística):	  L’heurística	  desenvolupada	  per	  Hoffmann	  és	  un	  procediment	  enumeratiu	  
truncat,	  consistent	  a	  generar	  totes	  les	  assignacions	  possibles	  d’una	  estació	  donada.	  Es	  guarda	  només	  
l’assignació	   que	   fa	   que	   el	   temps	   lliure	   de	   l’estació	   sigui	   mínim,	   convertint	   així	   el	   procediment	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enumeratiu	  en	  una	  heurística.	  A	   continuació	  es	  passa	   a	   l'estació	   següent	   i	   es	  procedeix	   a	   generar	  
totes	  les	  assignacions	  factibles,	  tenint	  en	  compte	  les	  tasques	  que	  encara	  no	  s’han	  assignat.	  
I	  
J	  
K	  
Knapsack	  problem	  (o	  problema	  de	  la	  motxilla):	  Donada	  una	  càrrega	  màxima	  i	  un	  cert	  nombre	  de	  
peces	  amb	  diferents	  pesos	   i	  valors,	  el	  problema	  de	   la	  motxilla	  consistirà	  a	  trobar	   la	  combinació	  de	  
peces	  que,	   sense	   superar	   la	   càrrega	  màxima,	   aportin	  el	  màxim	  valor	  possible.	   En	  el	   cas	   tractat	  en	  
aquest	  projecte,	  considerarem	  cada	  tasca	  com	  una	  de	  les	  peces,	  el	  pes	  de	  cada	  peça	  igual	  al	  seu	  valor	  
i	   igual	  a	   la	  durada	  de	   la	  tasca,	   i	  no	  serà	  possible	  seleccionar	  còpies	  de	   les	  peces.	  Aquest	  problema	  
clàssic	  es	  pot	  assimilar	  a	  múltiples	  problemes	  de	  decisió.	  
L	  
Línia	  de	  muntatge:	  Una	  línia	  de	  muntatge	  és	  una	  manera	  d’organitzar	  la	  producció	  industrial	  en	  
continu.	  Consisteix	  en	  una	  cinta	  transportadora,	  o	  similar,	  per	  on	  viatja	  el	  producte	  inacabat,	  passant	  
per	  diverses	  estacions	  de	  treball,	  on	  es	  realitzarà	  una	  part	  del	  procés	  de	  producció.	  
M	  
N	  
NP:	  Els	  problemes	  de	  complexitat	  NP	  són	  aquells	  per	  als	  que	  existeix	  un	  algorisme	  polinomial	  no	  
determinista	  que	  pot	  obtenir	  una	  solució	  del	  problema	  i	  un	  algorisme	  polinomial	  determinista	  que	  
verifica	  la	  seva	  solució.	  Tenint	  en	  compte	  que	  un	  algorisme	  polinomial	  no	  determinista	  engloba	  com	  
a	  cas	  específic	  als	  deterministes,	  P	  és	  un	  subconjunt	  de	  NP	  (el	  dubte	  és	  si	  P=NP).	  
NP-­‐complet:	   Subconjunt	   de	   problemes	   de	   factibilitat	   que	   formen	   part	   de	   NP	   tals	   que	   es	   pot	  
transformar	   qualsevol	   dels	   seus	   integrants	   en	   qualsevol	   altre	   dels	   seus	   integrants	   mitjançant	   un	  
algorisme	  que	  consumeixi	  temps	  polinomial.	  
NP-­‐difícil:	  Subconjunt	  de	  problemes	  d’optimització	  tals	  que	  al	  resoldre	  el	  problema	  es	  resol	  també	  
el	  problema	  NP-­‐complet	  (és	  a	  dir,	  el	  problema	  NP-­‐complet	  forma	  part	  del	  problema	  NP-­‐difícil).	  
O	  
P	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P:	   Problemes	   per	   als	   quals	   existeix	   un	   algorisme	   polinomial	   determinista	   capaç	   d’obtenir	   una	  
solució	  del	  problema	  i	  un	  algorisme	  polinomial	  determinista	  que	  verifica	  la	  seva	  solució.	  
Precedent/successora	  directa	   (o	   immediata):	  Una	   tasca	   i	   és	   precedent	   directa	   d’una	   tasca	   j	   si	  
existeix	  entre	  elles	  una	  relació	  explícita	  de	  precedència.	  És	  a	  dir,	  si	  en	  el	  graf	  de	  precedències	  hi	  ha	  un	  
arc	  que	  emergeix	  del	  node	  i	  i	  incideix	  al	  node	  j.	  
Precedent/successora	  indirecta	  (o	  no	  immediata):	  Una	  tasca	  i	  és	  precedent	  indirecta	  d’una	  tasca	  
j	  quan	  no	  hi	  ha	  entre	  elles	  una	  relació	  explícita	  de	  precedència,	  però	   j	  és	  successora	  directa	  d’una	  
tasca	  k	  que	  és	  successora	  (immediata	  o	  no)	  de	  i.	  D’aquesta	  manera,	  tot	  i	  no	  existir	  el	  lligand	  directe	  
entre	  i	  i	  j,	  la	  tasca	  j	  no	  pot	  començar	  si	  no	  ha	  finalitzat	  i.	  
Programació	  dinàmica:	  La	  programació	  dinàmica	  és	  una	  tècnica	  consistent,	  bàsicament,	  a	  dividir	  
un	   problema	   en	   passos	   incrementals.	   La	   intenció	   és	   que,	   per	   a	   un	   pas	   donat,	   es	   coneguin	   les	  
solucions	   òptimes	   d'aquests	   subproblemes.	   Al	   final,	   sabent	   la	   solució	   òptima	   de	   tots	   els	  
subproblemes,	  es	  pot	  trobar	  la	  solució	  òptima	  del	  problema	  global.	  	  
Q	  
R	  
Relacions	   (o	   restriccions)	   de	   precedència:	   Es	   considera	   que	   entre	   dues	   tasques	   existeix	   una	  
relació	   de	   precedència	   quan,	   per	   a	   iniciar	   una	   d’elles,	   és	   requisit	   indispensable	   haver	   completat	  
l’altra.	  
S	  
SALBP:	  De	  l’anglès	  Simple	  Assembly	  Lines	  Balancing	  Problem,	  és	  el	  problema	  consistent	  a	  trobar	  
l’assignació	  òptima	  per	  a	  equilibrar	  una	  línia	  de	  muntatge,	  tenint	  com	  a	  restriccions	  únicament	  les	  de	  
precedència	  i	  les	  provocades	  pel	  temps	  limitat	  per	  estació	  (temps	  de	  cicle).	  L'objectiu	  és	  minimitzar	  el	  
temps	  mort	  a	  la	  línia,	  optimitzant	  alguna	  variable	  del	  problema	  (veure	  els	  següents	  problemes).	  
SALBP-­‐1:	  En	  aquest	  tipus	  de	  problema	  d’equilibrat	  de	  línies	  de	  muntatge,	  donat	  un	  temps	  de	  cicle	  
constant,	  l’objectiu	  és	  trobar	  una	  assignació	  que	  minimitzi	  el	  nombre	  d’estacions	  necessari.	  
SALBP-­‐2:	   L’objectiu	   del	   SALBP-­‐2	   és	   trobar	   l’assignació	   que,	   donat	   un	   nombre	   d’estacions	   fixat,	  
minimitzi	  el	  temps	  de	  cicle	  per	  estació.	  
SALBP-­‐E:	   En	   els	   problemes	   de	   tipus	   SALBP-­‐E,	   es	   pretén	   trobar	   una	   assignació	   que	  minimitzi	   el	  
producte	  del	  nombre	  d’estacions	  pel	  temps	  de	  cicle,	  maximitzant	  així	  l’eficiència	  de	  la	  línia,	  donades	  
unes	  restriccions	  de	  mínim	  i	  màxim	  en	  quant	  al	  nombre	  d'estacions.	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SALBP-­‐F:	   Donats	   un	   temps	   de	   cicle	   i	   un	   nombre	   d’estacions,	   l’objectiu	   del	   SALBP-­‐F	   associat	   és	  
trobar	  una	  solució	  que	  compleixi	  les	  restriccions	  de	  precedència	  i	  de	  temps	  per	  estació,	  o	  indicar	  que	  
no	  existeix	  cap	  solució.	  
T	  
Tasca:	  S’anomena	  tasca	  a	  cada	  una	  de	  les	  operacions	  indivisibles	  en	  les	  que	  es	  dividirà	  el	  procés	  
necessari	   per	   a	   obtenir	   el	   producte.	   Se	   suposarà	   que	   tenen	   una	   durada	   constant	   i	   coneguda	  
(determinada).	  
Temps	   de	   cicle:	   El	   temps	   de	   cicle	   es	   defineix	   com	   el	   temps	   que	   passa	   una	   peça	   dins	   de	   cada	  
estació,	  determinat	  per	  la	  velocitat	  de	  la	  cinta	  transportadora.	  En	  el	  cas	  del	  SALBP-­‐1,	  el	  considerem	  
constant,	  conegut	  i	  en	  cap	  cas	  inferior	  a	  la	  durada	  de	  la	  tasca	  més	  llarga.	  
Temps	  lliure	  (o	  temps	  mort):	  S’anomena	  temps	  lliure	  d’una	  estació	  a	  la	  diferència	  entre	  el	  temps	  
de	   cicle	   i	   la	   suma	  de	   les	   durades	  de	   les	   tasques	  que	   l’ocupen.	   En	  un	  problema	   SALBP	   interessarà	  
minimitzar	  el	  temps	  lliure	  total	  (suma	  del	  temps	  mort	  de	  totes	  les	  estacions).	  
U	  
V	  
W	  
X	  
Y	  
Z	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Prefaci	  
Antecedents	  
L'equilibrat	   de	   línies	   simples	   de	   muntatge	   ha	   estat	   objecte	   de	   nombrosos	   estudis	   dins	  
l'organització	   industrial	   en	  els	  últims	   seixanta	  anys[1].	   L'interès	  en	  aquest	  problema	  neix	   tant	  de	   la	  
seva	  aplicació	  industrial	  com	  a	  simplificació	  del	  problema	  real,	  com	  de	  la	  dificultat	  de	  resolució	  fins	  i	  
tot	  d'aquest	  model	  simplificat.	  
En	  aquest	  projecte	  es	  veuran	  diversos	  procediments	  que	  permeten	  donar	  solució	  a	  aquest	  tipus	  
de	  problema,	  però	  abans,	  es	  presenta	  un	  breu	  resum	  dels	  antecedents	  d'aquest	  procediments	  en	  la	  
literatura:	  
El	   primer	   procediment	   és	   una	  heurística	   constructiva	   (també	   anomenada	  greedy),	   consistent	   a	  
establir	  una	  prioritat	   (per	  exemple,	  el	  major	  nombre	  de	  successores	  d'una	  tasca	  o	   la	  seva	  màxima	  
durada)	  i,	  a	  cada	  pas,	  omplir	  l'estació	  corresponent	  amb	  les	  tasques	  no	  assignades	  segons	  compleixin	  
amb	   la	   prioritat	   escollida.	   Aquest	   mètode	   no	   és	   especialment	   bo,	   ja	   que	   no	   acostuma	   a	   donar	  
solucions	  òptimes,	  però	  ha	  estat	  àmpliament	  estudiat[2]	  per	  la	  seva	  senzillesa	  i	  perquè	  permet	  obtenir	  
una	  solució	  prou	  bona	  per	  a	  aplicacions	  pràctiques	  d'una	  manera	  molt	  ràpida.	  
El	  segon	  tipus	  d'algorisme	  és	  un	  procediment	  enumeratiu,	  que	  ha	  demostrat	  ser	  molt	  més	  eficaç	  a	  
l'hora	  de	  trobar	  solucions	  òptimes	  d'aquest	  tipus	  de	  problemes,	  tot	   i	  que	  a	  mida	  que	  augmenta	   la	  
dificultat	   del	   problema,	   el	   temps	   de	   procés	   es	   fa	   massa	   gran	   com	   per	   resultar	   eficient.	   Aquest	  
procediment	  consisteix	  a	  enumerar	  possibles	  solucions	  al	  problema,	  seleccionant	  la	  millor	  possible.	  
Hoffmann[3]	   va	   treballar	   en	   un	   procediment	   d'enumeració	   truncada	   que	   s'aplicarà	   en	   l'algorisme	  
objecte	  d'aquest	  projecte.	  
És	   possible	   classificar	   els	   procediments	   enumeratius	   entre	   els	   basats	   en	   graf	   i	   els	   basats	   en	   la	  
construcció	   d'un	   arbre	   de	   solucions	   factibles.	   Entre	   els	   primers	   destaquen	   els	   que	   utilitzen	  
programació	  dinàmica[4][5][6].	  Entre	  els	  segons,	  també	  anomenats	  procediments	  enumeratius	  implícits,	  
resulten	   especialment	   eficients	   els	   algorismes	   de	   tipus	   Branch	   &	   Bound.	   Entre	   ells	   destaquen	   el	  
FABLE[7],	  un	  procediment	  organitzat	  com	  una	  cerca	  làser,	  capaç	  de	  donar	  solucions	  prou	  bones	  per	  a	  
l'aplicació	  en	  un	  temps	  curt,	  desenvolupat	  per	  Roger	  V.	  Johnson	  	  l'any	  1988;	  l'EUREKA[8],	  un	  algorisme	  
B&B	  bidireccional	  combinat	  amb	  una	  tècnica	  heurística,	  desenvolupat	  per	  Thomas	  R.	  Hoffmann;	  i	  el	  
SALOMÉ[9],	   una	   combinació	  dels	  dos	  anteriors	  que	  dóna	   com	  a	   resultat	  un	  algorisme	  bidireccional	  
que	   basa	   la	   generació	   de	   l'arbre	   de	   solucions	   en	   una	   estratègia	   de	   ramificació	   per	   mínima	   cota	  
inferior,	   desenvolupat	   per	   Armin	   Scholl	   i	   Robert	   Klein	   l'any	   1999.	   L'algorisme	   que	   es	   presenta	   en	  
aquest	  projecte	  és	  un	  procediment	  enumeratiu	  bidireccional,	  que	  es	  diferencia	  dels	  mencionats	  en	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una	   sèrie	   de	   millores	   de	   les	   restriccions	   que	   	   pretenen	   augmentar-­‐ne	   l'eficiència.	   El	   canvi	   més	  
destacat	   de	   l'algorisme	   que	   es	   presenta	   en	   aquest	   projecte	   és	   el	   fet	   que	   les	   solucions	   parcials	  
associades	  a	  una	  estació	  s'enumeren	  en	  ordre	  no	  decreixent	  segons	  el	  temps	  mort.	  
Tot	  i	  	  que	  no	  s'apliquen	  en	  l'algorisme	  treballat	  en	  aquest	  projecte,	  també	  cal	  destacar	  la	  intensiva	  
recerca	  que	  ha	  suposat	  l'aplicació	  de	  procediments	  metaheurístics	  al	  problema	  d'equilibrat	  de	  línies	  
de	  muntatge.	  S'hi	  inclouen,	  entre	  d'altres,	  la	  cerca	  tabú[10],	  els	  algorismes	  de	  colònia	  de	  formigues[11]	  i	  
algorismes	   genètics[12].	   Els	   procediments	   metaheurístics	   resulten	   particularment	   atractius	   per	   ser	  
fàcilment	  adaptables	  a	  casos	  reals,	  i	  es	  poden	  extrapolar	  a	  problemes	  generals	  (GALBP).	  
	  
Problemes	  relacionats	  
En	  el	  present	  projecte	  s'aplicaran	  diversos	  conceptes	  i	  càlculs	  relacionats	  amb	  altres	  problemes	  
que	  guarden	  relació	  amb	  el	  SALBP-­‐1,	  amb	  l'objectiu	  de	  desenvolupar	  un	  algorisme	  capaç	  de	  donar-­‐hi	  
una	   solució	   òptima.	   Aquests	   problemes	   han	   estat	   àmpliament	   estudiats,	   són	  més	   simples	   que	   el	  
problema	  tractat,	  i	  permetran	  assimilar-­‐hi	  alguns	  subproblemes	  del	  problema	  d'equilibrat.	  
	  
-­‐	  Problema	  de	  Bin	  Packing	  (BPP-­‐1[13]):	  El	  problema	  de	  bin	  packing	  és	  un	  problema	  combinatori	  
NP-­‐difícil	  que	  consisteix	  en	  distribuir	  una	  sèrie	  d'objectes	  en	  un	  nombre	  de	  caixes	  de	  tal	  manera	  que	  
el	  pes	  o	  el	  volum	  total	  no	  superi	  un	  valor	  màxim.	  
Formalment,	   es	   pot	   definir	   de	   la	   manera	   següent:	   donada	   una	   mida	   de	   caixa	   V	   i	   una	   llista	  
d'objectes,	  cada	  un	  amb	  una	  mida	  a1,...,an,	   trobar	  un	  nombre	  enter	  B	   i	  una	  partició	  disjunta	  de	  B:	  
S1∪...∪SB	   	   de	  {1,...,n} 	   tal	   que	   es	   verifiqui	   ,	  ∀j,	   on	   ,	   que	   valdrà	   1	   quan	  
l'objecte	   i	  estigui	  assignat	  a	   la	  caixa	   j,	   i	  0	  en	  cas	  contrari,	   i	  on	   ,	  que	  valdrà	  1	  si	   la	  caixa	   j	  
s'utilitza	  i	  0	  si	  no.	  Per	  assegurar	  que	  cada	  objecte	  estigui	  assignat	  a	  una	  sola	  caixa,	  s'haurà	  de	  complir	  
	  	  ,	  ∀i.	  Interessarà,	  a	  més,	  que	  la	  solució	  sigui	  òptima,	  és	  a	  dir,	  que	  B	  (el	  nombre	  de	  caixes)	  
sigui	  el	  menor	  possible,	  definit	  com	  a:	   .	  	  
El	  SALBP-­‐1,	  si	  no	  es	  tenen	  en	  compte	  les	  relacions	  de	  precedència,	  es	  redueix	  al	  problema	  de	  bin	  
packing.	   Per	   tant,	   qualsevol	   cota	   del	   problema	  de	  bin	   packing	   també	   serà	   una	   cota	   del	   problema	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SALBP.	  En	  aquest	  cas,	   s'empraran	  LB1,	  LB2,	  LB3,	  LB6	   i	   LB7	   (aquesta	  última	  cota	  es	  basa	  en	  una	  altra	  
versió	   del	   bin	   packing	   problem,	   BPP-­‐2,	   que	   considera	   el	   nombre	   de	   caixes	   determinat	   i	   té	   com	   a	  
objectiu	  reduir	  la	  mida	  de	  les	  caixes	  necessàries),	  segons	  la	  nomenclatura	  de	  Martello	  i	  Toth[13].	  
	  
-­‐	  Problema	  de	  la	  motxilla	  (knapsack	  problem):	  El	  problema	  de	  la	  motxilla	  és	  un	  altre	  problema	  
d'optimització	  combinatòria.	  Consisteix	  en,	  donades	  unes	  peces	  de	  certa	  mida	  (o	  pes)	  i	  valor,	  omplir	  
una	  motxilla	   sense	  sobrepassar	  un	  volum	  o	  pes	  màxim,	  de	  manera	  que	   la	   suma	  dels	  valors	  de	   les	  
peces	  seleccionades	  sigui	  el	  major	  possible.	  	  
Depenent	  de	  si	  és	  possible	  o	  no	  seleccionar	  còpies	  de	  les	  peces,	  si	  aquestes	  estan	  restringides	  o	  
no	  i	  de	  si	  el	  pes	  coincideix	  o	  no	  amb	  el	  valor,	  hi	  haurà	  diverses	  formulacions	  del	  problema.	  En	  el	  cas	  
que	  ens	  ocupa,	  la	  mida	  i	  valor	  per	  a	  cada	  objecte	  és	  idèntic	  (corresponent	  a	  la	  durada	  de	  cada	  tasca)	  i	  
permetrà	  una	  presolució	  del	  problema	  determinant	  la	  combinació	  de	  tasques	  que	  poden	  compartir	  
una	  estació	  amb	  el	  menor	  temps	  lliure	  possible.	  Lògicament,	  en	  aquest	  cas	  no	  és	  possible	  seleccionar	  
més	  d'una	  vegada	  una	  "peça",	   ja	  que	   les	   tasques	  són	  úniques.	  Per	   tant,	   s'usarà	   la	   formulació	  d'un	  
problema	  de	  la	  motxilla	  0-­‐1.	  
Formalment,	  es	  pot	  definir	  matemàticament	  de	  la	  manera	  següent:	  Donats	  n	  tipus	  de	  peces	  (de	  1	  
a	  n),	  on	  cada	  tipus	  de	  peça	   i	   té	  un	  valor	  vi	   i	  un	  pes	  wi	   (que	  se	  suposen	  idèntics	   i	  positius)	   i	  un	  pes	  
màxim	  W,	   l'objectiu	   serà	  maximitzar	   ,	   on	   ,	   que	   valdrà	   1	   si	   la	   peça	   i	   ha	   estat	  
seleccionada	  i	  0	  en	  cas	  contrari,	  tenint	  en	  compte	  que	  s'ha	  de	  complir	   .	  	  
	  
-­‐	  Problema	  de	  seqüenciació	  d'una	  màquina	  amb	  delivery	  times:	  Es	  considera	  una	  màquina	  on	  
s'han	  de	   realitzar	   successivament	  un	  nombre	  de	   tasques,	   cadascuna	  amb	  el	   seu	   temps	  de	  procés.	  
Després	  de	  dur	  a	  terme	  cada	  tasca,	  ha	  de	  passar	  un	  cert	  temps	  (el	  que	  s'anomena	  cua	  de	  la	  tasca)	  per	  
considerar	  que	  s'ha	   finalitzat	   la	   feina	  associada	  a	   la	   tasca.	   L'objectiu	  del	  problema	  serà	   trobar	  una	  
seqüència	  de	  tasques	  per	  a	   les	  quals	  el	   temps	  entre	  el	  començament	  de	   la	  primera	  tasca	   i	   la	   fi	  de	  
l'última	  es	  minimitzi.	  
És	  possible	   relaxar	   el	   SALBP-­‐1	   i	   solucionar-­‐lo	   com	  si	   es	   tractés	  d'un	  problema	  de	   seqüenciació	  
d'una	  màquina,	  interpretant	  les	  tasques	  de	  la	  línia	  de	  muntatge	  com	  a	  tasques	  de	  la	  màquina,	  amb	  
temps	  de	  procés	  igual	  a	  la	  durada	  de	  la	  tasca	  entre	  el	  temps	  de	  cicle.	  Amb	  això	  no	  s'obté	  una	  solució	  
per	  al	  SALBP-­‐1	  pròpiament	  dita,	  però	  permet	  acotar	  el	  problema	  (la	  cota	  LB4	  es	  calcularà	  mitjançant	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aquesta	   assimilació).	   Aquests	   valors	   permetran	   preprocessar	   les	   dades	   originals	   del	   problema	   i	  
estalviar	  càlculs	  durant	  el	  procés	  de	  resolució.	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1. 	  Introducció	  
L'objectiu	  que	  persegueix	  tota	  activitat	  industrial	  és	  la	  producció	  d'un	  determinat	  bé,	  que	  haurà	  
de	  posseir	  un	  cert	  valor	  afegit,	  d'una	  manera	  ràpida,	  eficient	   i	  que	  redueixi	  al	  màxim	  els	  costos	  de	  
producció	  i	  emmagatzematge.	  	  
Per	  a	  assolir	  aquest	  objectiu	  cal	  triar	  un	  mètode	  de	  producció	  adequat	  al	  producte	  desitjat.	  D'una	  
manera	  molt	  general,	  es	  pot	  distingir	  entre	  dos	  tipus	  de	  mètode	  de	  producció:	  continu	  i	  discontinu.	  
En	   un	   procés	   discontinu,	   hi	   ha	   una	   entrada	   de	  matèries	   primeres	   (o	   productes	   intermitjos)	   i	   una	  
sortida	  de	  productes	  acabats	  en	  discontinu,	  és	  a	  dir:	  la	  taxa	  de	  sortida	  no	  té	  perquè	  ser	  contínua.	  Un	  
procés	  continu,	  en	  canvi,	  consta	  d'una	  alimentació	  i	  una	  sortida	  en	  continu,	  on	  es	  pot	  considerar	  que	  
la	  producció	  no	   s'atura.	  Aquests	   tipus	  de	  processos	   són	   sovint	  assimilats	   a	  una	   línia	  de	  muntatge,	  
concepte	  que	  es	  definirà	  posteriorment	  amb	  més	  detall.	  
Alguns	  dels	  avantatges	  i	  inconvenients	  que	  presenten	  aquests	  dos	  tipus	  de	  mètodes	  de	  producció	  
són[14]:	  
-­‐	   Els	   processos	   en	   continu	   presenten	   menys	   temps	   morts,	   ja	   que	   la	   producció	   no	   s'atura	   en	  
finalitzar	   cada	   producte.	   Això	   els	   converteix	   en	   mètodes	   molt	   adequats	   per	   a	   produccions	   molt	  
elevades,	  ja	  que	  els	  costos	  i	  el	  temps	  requerit	  per	  unitat	  de	  producte	  es	  redueix	  dràsticament	  quan	  el	  
nombre	  d'unitats	  produïdes	  és	  molt	  alt.	  
-­‐	   Els	   processos	   en	   discontinu	   no	   requereixen	   una	   inversió	   tan	   elevada	   com	   els	   processos	   en	  
continu,	  ja	  que	  acostumen	  a	  requerir	  maquinària	  menys	  sofisticada,	  o	  aquesta	  es	  pot	  compartir	  entre	  
diversos	  llocs	  de	  treball.	  
-­‐	  En	  els	  processos	  en	  continu	  la	  fallada	  d'un	  màquina	  o	  l'error	  d'un	  operari	  pot	  arribar	  a	  ser	  crític,	  
ja	   que	   tota	   la	   línia	   de	   producció	   en	   pot	   resultar	   afectada,	   i	   s'haurà	   d'aturar	   la	   producció	   per	   a	  
solucionar-­‐ho,	   amb	   les	   pèrdues	   que	   això	   suposa.	   Per	   aquesta	   mateixa	   raó,	   les	   tasques	   de	  
manteniment	  són	  també	  més	  crítiques	  en	  un	  procés	  en	  continu.	  
-­‐	  En	  una	  línia	  de	  producció	  en	  continu,	  les	  tasques	  a	  realitzar	  es	  reparteixen	  de	  tal	  manera	  que	  a	  
cada	   operari	   li	   correspondrà	   un	   nombre	  molt	   limitat	   de	   tasques,	  mentre	   que	   en	   la	   producció	   en	  
discontinu,	  cada	  operari	  ha	  de	  realitzar	  totes	  les	  tasques	  que	  formen	  part	  del	  procés.	  Això	  es	  tradueix	  
en	   uns	   operaris	   molt	   especialitzats	   en	   els	   processos	   en	   continu	   però	   que	   podran	   ser	   fàcilment	  
entrenats	   (i	   també	  substituïts).	  Els	  treballadors	  dels	  processos	  discontinus	  seran	  molt	  més	  flexibles	  
però	  requeriran	  una	  preparació	  més	  exhaustiva.	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-­‐	  En	  les	  línies	  de	  producció	  en	  discontinu,	  no	  només	  els	  seus	  operaris	  seran	  més	  flexibles,	  sinó	  que	  
el	  procés	  en	  sí	  serà	  més	  fàcilment	  modificable	  que	  un	  de	  continu.	  	  
Per	  a	  afrontar	  els	  costos	  de	  les	  produccions	  de	  productes	  d'alt	  consum,	  tenint	  en	  compte	  que	  la	  
demanda	   se	   sol	   mantenir	   estable	   i	   que	   es	   pretenen	   produir	   molts	   elements	   iguals	   en	   grans	  
quantitats,	  normalment	  es	  recorrerà	  a	  un	  mètode	  de	  producció	  en	  continu.	  	  
Així	   doncs,	   normalment	   s'organitzarà	   la	   producció	   industrial	   en	   continu	   en	   línies	   de	  muntatge.	  
Aquestes	  consten,	  per	  donar	  una	  visió	  simplificada	  d'una	  cinta	  transportadora	  (o	  d'un	  altre	  mètode	  
de	  transport	  del	  producte	  en	  elaboració)	  per	  on	  viatjaran	  les	  peces	  o	  el	  producte	  inacabat,	  passant	  
per	  diversos	  llocs	  de	  treball	  (que	  s'anomenaran	  estacions)	  a	  cada	  un	  dels	  quals	  es	  durà	  a	  terme	  una	  
part	  concreta	  del	  procés	  de	  producció	  (dividida	  en	  operacions	  que	  s'anomenaran	  tasques).	  	  
 
Entre	   aquestes	   tasques	   existeixen	   restriccions	   de	   tipus	   tecnològic	   anomenades	   relacions	   de	  
precedència,	  de	  manera	  que	  una	  tasca	  no	  pugui	  realitzar-­‐se	  fins	  que	  totes	  les	  seves	  precedents	  siguin	  
completades.	  Aquestes	  restriccions	  poden	  ser	  representades	  en	  un	  graf	  de	  precedències	  (fig.	  1),	  on	  
també	   pot	   constar	   la	   durada	   de	   cada	   tasca.	   Tot	   i	   que	   existeixen	   diversos	   models	   que	   permeten	  
treballar	  amb	  durades	  variables	  de	  les	  tasques,	  s'optarà	  per	  un	  model	  determinista,	  en	  que	  suposem	  
que	  cada	  tasca	  té	  una	  duració	  determinada	  i	  constant.	  
La	  cinta	   transportadora	  es	  mourà	  a	  una	  velocitat	   constant	   i,	   tot	   i	  que	  no	   té	  perquè	  ser	  així,	   se	  
suposarà	  que	  passa	  la	  mateixa	  quantitat	  de	  temps	  a	  cada	  estació.	  Aquest	  temps	  que	  transcorre	  des	  
que	  una	  peça	  entra	  a	  qualsevol	  estació	   fins	  que	  en	   surt	   s'anomenarà	   temps	  de	   cicle.	   Si,	   com	  s'ha	  
assumit,	  el	  temps	  de	  cicle	  és	  constant,	  la	  taxa	  de	  producció	  (productes	  per	  unitat	  de	  temps)	  també	  ho	  
serà.	  
Figura	  1:	  Graf	  de	  precedències	  exemple	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La	  definició	  de	  línia	  de	  muntatge	  donada	  no	  és	  més	  que	  una	  simplificació	  i	  una	  generalització	  de	  
tots	  els	  problemes	  d'aquest	  tipus	  que	  es	  poden	  trobar,	  però	  resultarà	  molt	  útil	  per	  a	  descriure	  el	  cas	  
concret	  del	  problema	  a	  resoldre. 
1.1. Definició	  del	  problema	  d'equilibrat	  
Equilibrar	  una	  línia	  de	  muntatge	  implica	  trobar	  una	  assignació	  factible	  de	  cada	  tasca	  a	  una	  estació	  
de	  manera	  que	  es	  compleixin	  les	  restriccions	  de	  precedència	  i	  que,	  per	  a	  cada	  estació,	  la	  suma	  de	  les	  
durades	  de	   les	   tasques	  assignades	  no	   superi	  el	   temps	  de	  cicle.	  Cal	   tenir	  en	  compte	  que	  es	  poden	  
assignar	  diverses	  tasques	  a	  la	  mateixa	  estació,	  però	  mai	  es	  podrà	  dividir	  una	  tasca	  en	  vàries	  estacions	  
(se	  suposarà	  que	  es	  treballa	  amb	  tasques	  elementals,	  que	  són	  indivisibles	  per	  definició).	  	  
Això	   en	   sí	  mateix	   ja	   planteja	   un	   problema	   de	   decisió,	   però	   com	   és	   lògic,	   donat	   un	   problema	  
d'equilibrat	  d'una	  línia	  de	  muntatge,	  normalment	  no	  existirà	  una	  sola	  assignació	  factible	  (de	  fet,	  si	  no	  
es	  tinguessin	  en	  compte	  les	  relacions	  de	  precedència,	  el	  nombre	  possible	  d'assignacions	  seria	  mn,	  on	  
m	  és	   el	   nombre	   d'estacions	   i	  n	   és	   el	   nombre	   de	   tasques).	   Així	   doncs,	   el	   que	   ens	   interessarà	   serà	  
trobar	  la	  solució	  òptima	  de	  l'ALBP	  (de	  l'anglès:	  Assembly	  Lines	  Balancing	  Problem)	  segons	  algun	  criteri	  
que	  permeti	  comparar	  diverses	  solucions.	  
El	  cas	  més	  habitual	  és	  aquell	  que	  pretén	  minimitzar	  el	  temps	  inactiu	  concedit	  a	  la	  línia.	  Per	  tant,	  la	  
solució	  òptima	  d'un	  problema	  d'equilibrat	  serà,	  per	  a	  aquest	  projecte,	  aquella	  que	  compleix	  que	  la	  
suma	  dels	  temps	  lliures	  de	  cada	  estació	  (entenent	  com	  a	  temps	  lliure	  la	  diferència	  entre	  el	  temps	  de	  
cicle	   i	   la	   suma	   de	   duracions	   assignades	   a	   l'estació)	   és	   la	   més	   petita	   possible,	   satisfent	   totes	   les	  
restriccions	  de	  precedència.	  	  
Aquests	   problemes	   es	   poden	   classificar,	   segons	   Baybars[15],	   entre	   SALBP	   (problemes	   simples)	   i	  
GALBP	  (problemes	  generalitzats).	  En	  els	  problemes	  simples	  d'equilibrat	  s'assumeix	  que	   les	  úniques	  
restriccions	  a	  tenir	  en	  compte	  són	  les	  de	  precedència	  i	  les	  imposades	  per	  la	  durada	  de	  les	  tasques	  i	  el	  
temps	  disponible	  a	  l'estació.	  Un	  problema	  que	  inclogui	  altres	  restriccions,	  com	  ara	  qüestions	  d'espai,	  
tasques	  incompatibles	  o	  estacions	  paral·∙leles,	  entrarà	  dins	  la	  categoria	  GALBP[16].	  
Tot	  i	  que	  la	  majoria	  de	  línies	  de	  muntatge	  reals	  s'inclourien	  entre	  els	  problemes	  generalitzats,	  els	  
problemes	   de	   tipus	   SALBP	   han	   estat	   objecte	   d'exhaustiva	   recerca	   amb	   la	   intenció	   de	   crear	  
procediments	  que	  en	  permetin	  obtenir	  una	  solució	  òptima.	  Això	  es	  deu	  al	  fet	  que,	  trobant	  aquests	  
procediments	  per	  a	  problemes	  simples,	  s'espera	  poder	  extrapolar-­‐los,	  amb	  més	  o	  menys	  dificultat,	  al	  
cas	  del	  problemes	  generalitzats[16].	  A	  més,	  es	  tracta	  d'un	  problema	  de	  classe	  NP-­‐difícil,	  de	  manera	  que	  
si	  es	  trobés	  un	  procediment	  que	  permetés	  la	  seva	  solució	  ràpida,	  significaria	  que	  és	  possible	  trobar	  
un	  mètode	  ràpid	  de	  resolució	  per	  a	  tots	  els	  problemes	  NP.	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Depenent	  de	   la	   informació	   coneguda	  o	  determinada	  de	   la	   línia	  de	  muntatge,	   i	   allò	  que	  volem	  
obtenir	  com	  a	  solució,	  també	  diferenciarem	  diversos	  tipus	  de	  problema	  entre	  els	  SALBP.	  	  En	  tots	  els	  
casos,	  suposarem	  que	  les	  durades	  de	  les	  tasques	  i	  les	  relacions	  de	  precedència	  són	  conegudes.	  Així	  
doncs,	  es	  tindran	  com	  a	  possibles	  incògnites	  el	  nombre	  d'estacions	  i	  el	  temps	  de	  cicle.	  
Un	   dels	   casos	  més	   estudiats	   és	   el	   SALBP-­‐1,	   en	   el	   que,	   donat	   un	   temps	   de	   cicle,	   es	   pretendrà	  
trobar	   la	   solució	  en	  que	  el	  nombre	  d'estacions	  necessàries	  per	  a	   completar	  el	  procés	   sigui	  mínim.	  
També	   podem	   tenir	   la	   funció	   objectiu	   contrària,	   com	   és	   el	   cas	   del	   SALBP-­‐2,	   en	   que	   haurem	   de	  
minimitzar	  el	  temps	  de	  cicle	  per	  a	  un	  nombre	  d'estacions	  donat.	  Un	  altre	  cas	  a	  tenir	  en	  compte	  és	  
l'anomenat	   problema	   de	   factibilitat	   (o	   SALBP-­‐F),	   que	   consisteix	   a,	   donat	   un	   temps	   de	   cicle	   i	   un	  
nombre	   d'estacions	   màxim,	   determinar	   si	   hi	   ha	   alguna	   solució	   factible	   que	   compleixi	   aquestes	  
restriccions.	  Per	  últim,	  és	  també	  interessant	  intentar	  maximitzar	  l'eficiència	  de	  la	  línia,	  minimitzant	  el	  
producte	  entre	  el	  nombre	  d'estacions	  i	  el	  temps	  de	  cicle,	  essent	  el	  temps	  de	  cicle	  variable	  i	  el	  nombre	  
d'estacions	  comprès	  entre	  un	  mínim	  i	  un	  màxim	  donats.	  Aquest	  és	  l'objectiu	  del	  problema	  SALBP-­‐E.	  
Una	   propietat	   comú	   a	   tots	   aquests	   problemes	   és	   la	   seva	   reversibilitat:	   si	   es	   consideren	   les	  
relacions	  de	  precedència	  en	  el	  sentit	  contrari,	  és	  a	  dir,	  les	  precedents	  com	  a	  successores	  i	  viceversa,	  
s'obté	  un	  nou	  problema	  que	  tindrà	  la	  mateixa	  solució	  que	  el	  problema	  original.	  D'aquesta	  manera,	  si	  
s'obté	   una	   solució	   òptima	   considerant	   les	   relacions	   de	   precedència	   inverses,	   aquesta	   solució	   pot	  
convertir-­‐se	  en	  una	  solució	  pel	  cas	  original.	  Com	  es	  veurà,	  aquesta	  propietat	  és	  molt	  útil	  i	  no	  només	  
afecta	  a	  la	  solució	  del	  problema,	  sinó	  que	  permet	  trobar	  cotes	  millors.	  
En	  aquest	  projecte	  es	  tindrà	  com	  a	  objectiu	  la	  solució	  dels	  problemes	  de	  tipus	  SALBP-­‐1.	  Per	  a	  tal	  
efecte,	  hi	  ha	  tres	  tipus	  bàsics	  de	  procediments	  que	  es	  poden	  realitzar	  per	  tal	  d'obtenir	  una	  solució	  a	  
aquest	  problema,	  com	  ja	  s'ha	  vist	  amb	  més	  profunditat	  estudiant	  els	  antecedents	  i	  l'estat	  de	  l'art:	  	  
-­‐	  Els	  del	  primer	  grup	  serien	  els	  que	  anomenen	  procediments	  constructius	  o	  "greedy"	  (de	  l'anglès,	  
greedy:	   voraç),	   basat	   en	   seleccionar	   a	   cada	   pas	   l'òptim	   local	   segons	   una	   regla	   de	   prioritat,	   amb	  
intenció	  de	  trobar	  l'òptim	  global.	  
-­‐	  Un	  altre	  tipus	  de	  procediments	  serien	  els	  enumeratius	   (o	  algorismes	  exactes),	  que	  poden	  ser	  
basats	  en	  grafs	  o	  en	  la	  construcció	  d'un	  arbre	  de	  solucions	  factibles.	  El	  present	  projecte	  se	  centrarà	  
en	  un	  procediment	  del	  segon	  tipus.	  
-­‐	  Per	  últim,	  es	  troben	  els	  procediments	  metaheurístics.	  Tot	  i	  que	  les	  solucions	  que	  s'obtenen	  no	  
són,	   en	   general,	   tan	   bones	   com	   les	   obtingudes	   a	   través	   de	   procediments	   enumeratius,	   són	   més	  
fàcilment	  aplicables	  als	  problemes	  generals.	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1.2. Definició	  de	  procediment	  Branch	  &	  Bound	  
Els	   algorismes	  Branch	  &	  Bound	   formen	  part	   dels	  mètodes	   enumeratius	   implícits	   i	   s'usen	  per	   a	  
resoldre	  problemes	  d'optimització,	  especialment	  d'optimització	  discreta	  i	  combinatòria.	  Aquest	  tipus	  
d'algorismes	   s'han	  aplicat	  a	   la	   resolució	  de	  problemes	  de	   classe	  NP-­‐difícil	   com	  el	  que	  es	   tracta	  en	  
aquest	  projecte.	  
La	  idea	  general	  és	  que	  la	  solució	  òptima	  al	  problema	  plantejat	  es	  pot	  trobar	  generant	  un	  arbre	  de	  
solucions	  possibles,	  en	  el	  que	  se	  seleccionaria	  la	  solució	  que	  minimitzi	  la	  funció	  objectiu	  (es	  prendrà	  
el	  cas	  de	  minimització	  de	  la	  funció	  objectiu	  com	  a	  estàndard).	  Aquest	  arbre	  de	  solucions	  constaria	  de	  
vèrtexs	  que	  representen	  solucions	  parcials	  i	  arcs,que	  representen	  la	  divisió	  de	  la	  solució	  parcial	  en	  els	  
diversos	   subproblemes.	   El	   conjunt	   de	   vèrtexs	   descendents	   immediats	   d'un	   vèrtex	   contenen	   les	  
mateixes	   solucions	   parcials	   que	   representava	   aquest	   vèrtex.	   Els	   vèrtexs	   terminals	   (aquells	   sense	  
successors)	   corresponen	   a	   les	   solucions	   del	   problema,	   de	   manera	   que,	   si	   no	   s'hi	   introdueixen	  
elements	   addicionals,	   l'arbre	   no	   seria	  més	   que	   un	  mètode	   per	   a	   construir	   i	   representar	   totes	   les	  
solucions	  factibles.	  
El	   desenvolupament	   de	   l'arbre	   complet,	   però,	   no	   resulta	   eficient,	   de	   manera	   que	   mentre	   es	  
ramifica	   cada	   vèrtex	   de	   l'arbre	   de	   solucions,	   també	   es	   comprova	   si	   la	   branca	   que	   s'està	  
desenvolupant	  pot	  donar	  una	  solució	  millor	  que	  l'actual.	  En	  cas	  contrari,	  la	  branca	  queda	  "tallada"	  i	  
es	  desenvolupa	  una	  altra	  branca.	  
Per	  a	  poder	  dur	  a	  terme	  correctament	  l'acotament	  dels	  vèrtexs	  (és	  a	  dir,	  per	  a	  decidir	  si	  s'ha	  de	  
ramificar	  o	  no	  un	  vèrtex	  determinat),	  cal	  haver	   fet	  el	  càlcul	  previ	  d'alguna	  cota	   inferior	  per	  a	  cada	  
node.	  D'aquesta	  manera,	  si	  en	  qualsevol	  pas	  de	  l'algorisme,	  la	  cota	  inferior	  del	  vèrtex	  actual	  és	  més	  
gran	   o	   igual	   a	   la	  millor	   solució	   trobada	   de	  moment,	   podem	   aturar	   el	   desenvolupament	   d'aquest.	  
També	  existeixen	  certes	  regles	  de	  dominància	  (que	  s'exposaran	  amb	  més	  detall	  a	  l'apartat	  3.6.9.)	  que	  
permetran	  acotar	  certs	  vèrtexs,	   ja	  que	   la	  solució	  parcial	  que	  estan	  explorant	  és	  equivalent	  o	  pitjor	  
que	  una	  solució	  ja	  explorada.	  
Depenent	  de	   la	   seqüència	  que	   se	   segueixi	  per	  a	   l'enumeració	  dels	  nodes,	  podem	  classificar	  els	  
procediments	  en:	  
-­‐	  Cerca	  primer	  en	  profunditat	  (o	  DFS,	  de	  l'anglès	  depth-­‐first-­‐search):	  Només	  es	  desenvolupa	  una	  
branca	  de	  l'arbre	  de	  solucions	  fins	  que	  s'arriba	  a	  un	  node	  final	  (també	  anomenats	  nodes	  fulla,	  que	  
poden	   ser	   deguts	   a	   que	   ja	   s'ha	   trobat	   una	   solució	   o	   a	   que	   el	   node	   ha	   estat	   descartat).	   La	   cerca	  
continua	  per	  la	  primera	  branca	  (la	  branca	  més	  inferior	  de	  l'arbre)	  que	  així	  ho	  permeti.	  Normalment,	  
s'organitza	  com	  una	  cerca	  làser	  (seqüencial),	  de	  manera	  que	  només	  es	  manté	  en	  memòria	  un	  node	  
Pàg.	  20	   	   Memòria	  
 
desenvolupat	  a	  cada	  pas.	  Un	  cas	  concret	  de	  cerca	   tipus	  depth-­‐first	  és	   l'estratègia	  per	  cota	   inferior	  
mínima	  que	  s'ha	  implementat	  en	  l'algorisme	  treballat,	  i	  que	  es	  detalla	  més	  endavant.	  
-­‐	  Cerca	  primer	  en	  amplada	  (o	  breadth-­‐first-­‐search):	  En	  aquest	  cas,	  partint	  del	  primer	  node	  (que	  
anomenarem	  node	  arrel),	  s'exploren	  tots	  els	  veïns	  d'aquest.	  A	  continuació,	  per	  a	  cada	  un	  dels	  veïns,	  
s'exploren	  els	  seus	  veïns	  adjacents	  respectius,	  fins	  a	  recórrer	  tot	  l'arbre	  o	  arribar	  a	  l'objectiu.	  
-­‐	  Cerca	  Best-­‐First:	  En	  una	  cerca	  best-­‐first	  s'explora	  l'arbre	  expandint	  a	  cada	  pas	  el	  millor	  node.	  La	  
descripció	  millor	   variarà	  depenent	  de	   l'objectiu	  de	   l'algorisme	   i	   sempre	   requerirà	   certa	   informació	  
sobre	  el	  problema	  que	  s'està	  tractant.	  	  
-­‐	  Estratègia	  per	  cota	  inferior	  mínima	  (o	  MLB,	  de	  l'anglès	  minimal-­‐lower-­‐bound):	  Es	  tria	  el	  node	  no	  
desenvolupat	  que	   tingui	  una	   cota	   inferior	  més	  petita	   i	   es	   ramifica	   completament	   fins	  a	  arribar	  als	  
nodes	  fulla.	  
	  
1.3. Abast	  i	  limitacions	  del	  projecte	  
L’algorisme	   proposat	   serà	   apte	   per	   a	   resoldre	   problemes	   que	   puguin	   ésser	   expressats	   o	  
simplificats	  com	  a	  SALBP-­‐1.	  És	  a	  dir,	  problemes	  d’equilibrat	  de	  línies	  de	  muntatge	  en	  que	  només	  es	  
tinguin	  en	  compte	  restriccions	  de	  precedència	  i	  les	  degudes	  a	  les	  durades	  de	  les	  tasques	  i	  el	  temps	  
disponible	  a	  l’estació.	  
Per	  a	  la	  resolució	  d’una	  instància	  del	  problema	  es	  requeriran	  les	  durades	  de	  n	  tasques	  (d1,	  d2,...,	  
dn),	   les	   restriccions	   de	   precedència	   corresponents	   a	   aquestes	   tasques	   i	   un	   temps	   de	   cicle	   c	  
determinat.	  Tot	  i	  que	  és	  possible	  resoldre	  el	  problema	  sense	  tenir	  informació	  sobre	  les	  restriccions	  de	  
precedència	  associades,	  aquest	  cas	  és	  una	  simplificació	  de	  l’anterior	  (assimilable	  a	  un	  problema	  de	  
Bin-­‐Packing),	  i	  sovint	  es	  fa	  servir	  per	  a	  calcular	  cotes	  del	  SALBP-­‐1.	  
El	  procediment	   implementat	  donarà	  com	  a	   resultat	  el	  nombre	  d’estacions	  m	  necessàries	  per	  a	  
l’equilibrat	  de	  la	  línia.	  Gràcies	  al	  càlcul	  d’un	  seguit	  de	  cotes	  inferiors,	  el	  programa	  també	  donarà	  com	  
a	  resultat	  un	  indicador	  d’optimalitat	  de	  la	  solució	  m	  esmentada.	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2. Modelització	  matemàtica	  
Hi	  ha	  moltes	  maneres	  de	  formular	  matemàticament	  el	  problema	  considerat,	  però	  s'ha	  optat,	  per	  
la	  simplicitat	  que	  suposa	  (ja	  que	  conté	  un	  nombre	  bastant	  limitat	  de	  restriccions	  i	  variables),	  per	  la	  
formulació	  proposada	  per	  Patterson	  i	  Albracht[17].	  La	  utilitat	  d'aquesta	  formulació	  matemàtica	  és	  que	  
permetrà	   relacionar	   formalment	   diversos	   problemes	   associats	   al	   SALBP-­‐1	   (com	   s'ha	   comentat	   al	  
prefaci).	  
A	   continuació	   s'adjunta	   una	   llista	   de	   les	   variables	   i	   dels	   paràmetres	   del	   SALBP-­‐1	   que	   es	  
consideraran	  al	  model	  matemàtic:	  
	  
Paràmetres:	  
n:	  nombre	  total	  de	  tasques.	  
c:	  temps	  de	  cicle.	  
di:	  durada	  de	  la	  tasca	  i.	  
A:	   parelles	   de	   tasques	   amb	   una	   relació	   de	   precedència	   directa	   (parells	   (i,j)	   on	   i	   és	   precedent	  
directa	  de	  j).	  
k:	  índex	  per	  a	  les	  estacions	  (k=1,...,m).	  
j:	  índex	  per	  a	  les	  tasques	  (j=1,...,n).	  
	  
Variables:	  
m:	  cota	  superior	  del	  nombre	  d'estacions	  necessàries.	  
xjk:	  índex	  que	  valdrà	  1	  si	  la	  tasca	  j	  està	  assignada	  a	  l'estació	  k	  i	  0	  en	  cas	  contrari.	  
Ej:	  primera	  estació	  a	  la	  que	  pot	  ésser	  assignada	  la	  tasca	  j.	  
Lj:	  última	  estació	  a	  la	  que	  pot	  ésser	  assignada	  la	  tasca	  j.	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Les	  variables	  Ej	   i	  Lj	   són	  molt	  útils	  a	   la	  hora	  de	  restringir	  el	  problema,	  però	  no	  es	  poden	  saber	  a	  
priori,	  sinó	  que	  requereixen	  d'un	  càlcul	  de	  les	  cues	  de	  cada	  tasca.	  Per	  aquesta	  raó,	  en	  els	  casos	  en	  
que	  no	  es	  coneguin	  aquestes	  variables	  es	  pot	  assumir	  Ej=1	  i	  Lj=m.	  La	  variable	  m	  tampoc	  té	  perquè	  ser	  
coneguda,	  però	  en	  cas	  de	  no	  tenir	  altra	  informació,	  es	  pot	  assumir	  m=n	  com	  a	  primera	  aproximació	  
(mai	  es	  tindran	  més	  estacions	  que	  tasques). 
Aquest	  problema	  tindrà	  una	  sèrie	  de	  restriccions	  que	  es	  llisten	  a	  continuació:	  
(1)	  Per	  a	  totes	  les	  tasques	  j=1,...,n	  s'ha	  de	  complir	   	  
(2)	  Per	  a	  totes	  les	  estacions	  k=1,...,m	  s'ha	  de	  complir	   	  
(3)	  Si	  (h,j)	  ∈	  A,	  s'ha	  de	  complir	   	  
(4)	  Per	  a	  totes	  les	  tasques	  i	  equacions	  s'ha	  de	  verificar	  que	  xjk	  ∈{0,1} 	  
Les	  restriccions	  del	  grup	  (1)	  s'anomenen	  restriccions	  d'ocurrència	  i	  juntament	  amb	  les	  restriccions	  
d'integralitat	   (4)	   asseguren	   que	   cada	   tasca	   estigui	   assignada	   a	   exactament	   una	   estació.	   Les	  
restriccions	  del	  grup	  (2)	  són	  les	  anomenades	  restriccions	  per	  temps	  de	  cicle,	  que	  verifiquen	  que	  en	  
cap	  estació	   la	   suma	  de	   les	  durades	  de	   les	   tasques	  que	   s'hi	   efectuen	   supera	  el	   temps	  de	   cicle.	   Les	  
restriccions	   (3)	   representen	   les	   relacions	   de	   precedència	   entre	   tasques,	   assegurant	   que	   cap	   tasca	  
s'assigna	  a	  una	  estació	  anterior	  a	  alguna	  de	  les	  seves	  predecessores.	  
Per	  últim,	  resta	  definir	  la	  funció	  objectiu	  d'una	  manera	  formal.	  Com	  ja	  s'ha	  exposat,	  l'objectiu	  del	  
SALBP-­‐1	   serà,	   donat	   un	   temps	   de	   cicle	   constant,	   minimitzar	   el	   nombre	   d'estacions	   necessàries,	  
donant	  com	  a	  funció	  objectiu:	  
Minimitzar	  	  	  	  (5)	  	  	  	   	  
Es	  pot	  observar	  que	   si	   s'eliminen	   les	   restriccions	  del	   grup	   (3),	  el	  problema	  es	   converteix	  en	  un	  
problema	  de	  bin	  packing.	  De	  la	  mateixa	  manera,	  tenint	  en	  compte	  només	  les	  restriccions	  del	  grup	  (2),	  
el	  problema	  queda	  reduït	  a	  una	  sèrie	  de	  problemes	  knapsack	  0-­‐1.	  I,	  per	  últim,	  és	  possible	  relacionar	  
les	  cues	  de	  les	  tasques	  del	  SALBP-­‐1	  amb	  les	  d'un	  un	  problema	  de	  seqüenciació	  d'una	  màquina,	  tenint	  
en	  compte	  les	  restriccions	  que	  imposa	  el	  grup	  (3).	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3. Components	  de	  l'algorisme	  de	  solució	  
	  
L'algorisme	  que	  es	  presenta	  i	  amb	  el	  que	  es	  pretén	  donar	  solució	  a	  problemes	  de	  tipus	  SALBP-­‐1	  
constarà	  de	  diverses	  parts:	  	  
Primer,	  degut	  a	   la	  necessitat	  d'implementar	  en	  un	  programa	  d'ordinador	   l'algorisme	  dissenyat,	  	  
es	  crearan	  una	  sèrie	  d'estructures	  per	  tal	  d'emmagatzemar	  les	  dades	  del	  problema	  de	  manera	  que	  hi	  
puguem	  treballar.	  	  
Després,	   es	   calcularan	   unes	   cotes,	   tant	   superiors	   com	   inferiors,	   que	   seran	   eines	   molt	   útils	  
(especialment	  les	  inferiors)	  a	  l'hora	  de	  determinar	  si	  la	  solució	  obtinguda	  és	  o	  no	  l'òptima.	  Es	  veurà	  el	  
càlcul	  de	  diverses	  cotes	  inferiors,	  basades	  en	  les	  interrelacions	  del	  problema	  amb	  altres	  més	  simples,	  
i	   el	   càlcul	   d'una	   cota	   superior	   (que	   és	   també	   una	   assignació	   possible)	   mitjançant	   una	   heurística	  
constructiva	  senzilla.	  	  
A	   continuació,	   es	   calcularà	   una	   segona	   solució	   amb	   un	   procediment	   enumeratiu	   truncat	  
(heurística	   de	   Hoffmann).	   Amb	   aquesta	   i	   les	   cotes	   calculades	   anteriorment	   es	   realitzarà	   un	  
pretractament	  del	  problema	  mitjançant	  un	  càlcul	   iteratiu	  consistent	  en	  una	  sèrie	  de	  simplificacions	  
de	  les	  relacions	  de	  precedència	  i	  sobre	  les	  durades	  de	  les	  tasques,	  que	  permetran	  el	  càlcul	  d'una	  nova	  
solució	  i	  unes	  noves	  cotes.	  	  
Per	  últim,	  es	  crearà	  un	  mecanisme	  recursiu	  que	  generarà	  ramificacions	  de	  l'arbre	  de	  solucions,	  
truncant	  l'estudi	  de	  cada	  branca	  quan	  aquesta	  no	  sigui	  capaç	  de	  generar	  una	  solució	  millor	  a	  la	  actual	  
(Branch	  &	  Bound).	  Es	  tracta	  d'un	  procediment	  de	  ramificació	  i	  acotament	  bidireccional,	  que	  també	  
serà	   capaç	   de	   endurir	   les	   restriccions	   del	   problema	   després	   de	   donar	   cada	   solució	   possible,	   amb	  
l'objectiu	  d'obtenir	  una	  solució	  òptima	  de	  la	  manera	  més	  ràpida	  possible.	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3.1.	  Estructures	  per	  a	  l'emmagatzematge	  de	  dades	  
En	  la	  construcció	  d'un	  algorisme	  per	  a	  la	  solució	  de	  qualsevol	  tipus	  de	  problema	  cal	  ser	  capaços	  
no	  només	  de	  llegir	  les	  dades	  del	  problema,	  sinó	  també	  de	  disposar-­‐les	  en	  unes	  estructures	  de	  dades	  
adequades	  perquè	  el	  programa	   les	   interpreti	   i	   treballi	   amb	  elles	  d'una	  manera	   ràpida	   i	   eficient.	  A	  
continuació,	  s'exposaran	  les	  estructures	  de	  dades	  creades	  i	  la	  construcció	  bàsica	  de	  l'algorisme.	  
Les	  dades	  d'entrada	  seran,	  com	  hem	  vist,	  el	  nombre	  de	  tasques,	  la	  durada	  de	  cada	  una	  d'elles,	  el	  
temps	  de	  cicle	   i	   les	   relacions	  de	  precedència	  entre	  elles.	  El	  nombre	  de	  tasques	  es	  guardarà	  com	  a	  
nombre	   enter	   n	   dins	   l'estructura	   de	   dades,	   i	   no	   serà	   mai	   modificat.	   Les	   duracions	   seran	  
emmagatzemades	  en	  un	  vector	  d	  creat	  per	  a	  tal	  efecte,	  tal	  que	  la	  seva	  component	  i-­‐èssima	  indiqui	  la	  
durada	   de	   la	   tasca	   i.	   Com	   es	   veurà,	   aquestes	   durades	   podran	   variar	   al	   processar	   el	   problema.	   El	  
temps	  de	  cicle	  també	  es	  guardarà	  com	  a	  nombre	  enter	  c,	  que	  no	  serà	  mai	  modificat.	  
En	  quant	  a	  les	  relacions	  de	  precedència,	  aquestes	  entraran	  al	  programa	  en	  forma	  de	  línies	  de	  text	  
del	  tipus	  i,j,	  on	  s'ha	  d'interpretar	  que	  la	  tasca	  i	  és	  precedent	  directa	  de	  j.	  Aquesta	  manera	  de	  treballar	  
amb	  les	  restriccions	  de	  precedència	  és	  poc	  eficient.	  A	  continuació	  es	  veuran	  algunes	  de	  les	  maneres	  
d'ordenar	  la	  informació	  sobre	  precedències:	  
-­‐	   Matriu	   densa	   de	   precedències	   directes:	   La	   manera	   més	   intuïtiva	   de	   modificar	   les	   dades	  
introduïdes	  de	  manera	  que	  resulti	  eficient	  treballar	  amb	  elles	  seria	  la	  creació	  d'una	  matriu	  densa	  de	  
precedències	  directes.	  Es	  tindrà,	  doncs,	  una	  matriu	  quadrada,	  de	  mida	  igual	  al	  nombre	  de	  tasques	  del	  
problema,	  que	  s'omplirà	  amb	  uns	  i	  zeros	  segons	  el	  següent	  criteri:	  si	  una	  tasca	  i	  és	  precedent	  directa	  
d'una	  tasca	  j,	  es	  col·∙locarà	  un	  1	  a	  la	  fila	  i,	  columna	  j	  de	  la	  matriu,	  i	  així	  es	  farà	  per	  a	  totes	  les	  tasques,	  
essent	  la	  resta	  d'elements	  zero.	  
-­‐	  Matriu	  densa	  de	  precedències	  totals:	  En	  la	  matriu	  anterior,	  però,	  no	  s'han	  tingut	  en	  compte	  les	  
precedències	  indirectes.	  Pot	  interessar	  una	  matriu	  que,	  a	  més,	  doni	  informació	  sobre	  les	  restriccions	  
de	  precedència	  no	   immediates.	  Així	  doncs,	  es	  modificarà	   la	  matriu anterior	  de	  manera	  que	  si	   i	   és	  
precedent	  de	   j,	   i	  k	  és	  precedent	  de	   i,	  es	  trobarà	  un	  1	  a	  la	  fila	  k,	  columna	   j.	  Això	  es	  farà	  de	  manera	  
iterativa,	  per	   tal	  d'incloure	   totes	   les	  precedències.	  El	  mètode	  de	  càlcul	  correspon	  a	  una	  variant	  de	  
l'algorisme	   de	   Floyd-­‐Warshall	   per	   a	   la	   cerca	   de	   camins	   mínims	   entre	   tota	   parella	   de	   vèrtexs[18].	  	  
L'equació	  de	  recurrència	  de	  l'algorisme	  original	  és:	  
camí[i][j]=min(camí[i][j];camí[i][k]+camí[k][j])	  
En	   aquest	   cas,	   però	   només	   interessa	   saber	   si	   el	   camí	   existeix	   (representat	   amb	   un	   1)	   o	   no	  
(representat	  amb	  un	  0),	  de	  manera	  que	  l'equació	  de	  recurrència	  que	  s'emprarà	  és:	  
Si	  (camí[i][j]=0)	  i	  (camí[i][k]=1)	  i	  (camí[k][j]=1),	  llavors	  camí[i][j]:=1	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-­‐	  Matriu	  densa	  de	  successores:	  Un	  cop	  calculada	  la	  matriu	  densa	  de	  precedents	  directes	  o	  totals,	  
no	  és	  necessari	  crear	  la	  matriu	  corresponent	  de	  successores,	  ja	  que	  només	  cal	  transposar	  la	  matriu	  
de	  precedents	  per	  a	  llegir	  la	  informació	  de	  les	  relacions	  de	  successió.	  Dit	  d'una	  altra	  manera,	  només	  
caldrà	  llegir	  la	  matriu	  canviant	  files	  per	  columnes	  i	  viceversa.	  
-­‐	  Matriu	  dispersa	  de	  precedències	  directes:	  El	  fet	  d'haver	  d'examinar	  una	  matriu	  densa	  sencera	  
cada	  cop	  que	  es	  necessita	   informació	  sobre	  les	  precedències	  d'una	  tasca	  és	   ineficient	   i	  pot	  fer	  que	  
l'algorisme	  no	  treballi	  tan	  ràpid	  com	  es	  desitjaria.	  Això	  es	  pot	  solucionar	  creant	  una	  matriu	  dispersa	  
de	  precedències	  o	  llista	  de	  precedències.	  La	  matriu	  no	  serà	  quadrada,	  tot	  i	  que	  es	  pot	  fer	  servir	  una	  
matriu	  quadrada	  de	   les	  mateixes	  dimensions	  que	  la	  densa	  per	  comoditat	  (per	  no	  haver	  de	  fer	  una	  
assignació	  dinàmica	  de	  memòria),	  però	  s'omplirà	  de	  la	  següent	  manera:	  Suposem	  una	  tasca	  i,	  que	  té	  
com	  a	  precedents	  directes	  j	  i	  k.	  A	  la	  columna	  0,	  fila	  i	  de	  la	  matriu	  s'anotarà	  el	  nombre	  de	  precedents	  
de	  la	  tasca	  i,	  en	  aquest	  cas,	  dues.	  A	  continuació,	  s'escriuran	  a	  la	  columna	  u	  i	  dos,	  respectivament,	  les	  
tasques	  precedents,	  en	  aquest	  cas,	  j	  i	  k.	  
-­‐	  Matriu	  dispersa	  de	  successores	  directes:	  En	  el	  cas	  de	  les	  matrius	  denses,	  és	  fàcil	  interpretar	  la	  
informació	  sobre	  tasques	  successores,	  ja	  que	  només	  cal	  transposar	  la	  matriu	  en	  qüestió.	  En	  el	  cas	  de	  
la	  matriu	  dispersa,	  però,	  no	  és	  tan	  senzill,	   i	  resultarà	  més	  còmode	  crear	  una	  nova	  llista,	  aquest	  cop	  
amb	  la	  informació	  de	  les	  tasques	  successores,	  seguint	  el	  mateix	  procediment	  aplicat	  anteriorment.	  
-­‐	  Matriu	  dispersa	  de	  precedents/successores	  totals:	  De	  la	  mateixa	  manera,	  es	  pot	  crear	  una	  llista	  
de	  precedents	  o	  de	  successores	  de	  manera	  que	  no	  només	  inclogui	  les	  precedents	  immediates,	  sinó	  
també	   les	   indirectes.	  Aquesta	  estructura	  no	   resulta	  especialment	  útil	   i	   no	  es	   farà	   servir	  en	  aquest	  
projecte.	  
Per	  a	  l'objectiu	  que	  es	  pretén	  assolir,	  es	  treballarà	  amb	  una	  matriu	  densa	  de	  precedències	  totals	  i	  
les	  matrius	  disperses	  de	  precedents	  i	  successores	  directes.	  
Però	  no	  només	  seran	  necessàries	  unes	  estructures	  que	  emmagatzemin	  les	  dades	  d'entrada,	  sinó	  
que	  també	  caldrà	  crear-­‐ne	  per	  a	  les	  dades	  de	  sortida,	  és	  a	  dir,	  la	  solució	  buscada.	  El	  primer	  que	  cal	  
serà	   un	   vector	   d'assignació,	   a,	   que	   indiqui	   a	   quina	   estació	   s'assigna	   cada	   tasca.	   Es	   construirà	   de	  
manera	  que	  la	  component	  i-­‐èssima	  del	  vector	  d'assignació	  doni	  el	  nombre	  d'estació	  a	  la	  que	  queda	  
assignada	  la	  tasca	  i.	  També	  es	  voldrà	  guardar	  el	  nombre	  d'estacions	  necessàries,	  que	  serà	  un	  enter	  m.	  
I,	  per	  últim,	  també	  caldran	  unes	  estructures	  per	  a	  emmagatzemar	  les	  dades	  relacionades	  amb	  les	  
cotes:	   el	   nombre	   enter	   que	   suposi	   la	   cota	   màxima	   trobada	   fins	   al	   moment	   i	   dos	   vectors	   que	  
continguin,	  respectivament,	   la	   informació	  sobre	  la	  primera	  i	  última	  estació	  a	   la	  que	  pot	  assignar-­‐se	  
una	  tasca.	  El	  càlcul	  d'aquests	  valors	  es	  veurà	  amb	  més	  detall	  en	  el	  capítol	  dedicat	  al	  càlcul	  de	  cotes	  
inferiors.	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3.2.	  Procediment	  constructiu	  
Es	  començarà	  per	  implementar	  una	  heurística	  greedy	  per	  al	  càlcul	  d'una	  primera	  solució,	  que	  es	  
farà	  servir	   també	  com	  a	  cota	  superior	  o	  UB	   (de	   l'anglès	  upper	  bound).	  Una	  heurística	  constructiva	  
sempre	  serà	  un	  càlcul	  iteratiu	  que	  buscarà,	  en	  cada	  pas,	  l'òptim	  local,	  amb	  l'objectiu	  de	  trobar	  l'òptim	  
global.	   Per	   a	   determinar	   l'òptim	   local,	   s'haurà	   de	   seleccionar	   amb	   quina	   prioritat	   hauran	   de	   ser	  
assignades	   les	   tasques.	   Per	   exemple,	   es	   poden	   prioritzar	   les	   tasques	   amb	   major	   nombre	   de	  
successores	  totals,	   les	   tasques	  de	  major	  durada	  o,	  en	  general,	  qualsevol	  combinació	  de	  dades	  que	  
indiqui	  la	  idoneïtat	  associada	  a	  assignar	  una	  tasca	  al	  pas	  actual.	  
En	   línies	  generals,	  el	  que	  farà	  aquesta	  part	  de	   l'algorisme	  és	  assignar	  cada	  tasca	  a	  una	  estació,	  
donant	  sempre	  prioritat	  a	  les	  tasques	  de	  més	  durada	  de	  les	  que	  càpiguen	  a	  l'estació	  en	  qüestió	  i	  que	  
ja	  tinguin	  totes	  les	  precedents	  completades.	  
Així	  doncs,	  s'haurà	  de	  seguir	  el	  següent	  procediment:	  
Pas	  1:	  S'inicialitza	  el	  nombre	  d'estacions	  a	  1	  i	  el	  temps	  lliure	  a	  temps	  de	  cicle.	  Quan	  una	  estació	  no	  
té	  cap	  tasca	  assignada,	  el	  temps	  lliure	  és	  igual	  al	  temps	  de	  cicle.	  
Pas	  2:	  S'examinen	  totes	  les	  tasques,	  buscant	  una	  que	  compleixi:	  
-­‐	  Que	  encara	  no	  estigui	  assignada	  a	  cap	  estació.	  
-­‐	  Que	  les	  seves	  precedents	  estiguin	  completades.	  
-­‐	  Que	  la	  seva	  duració	  sigui	  inferior	  o	  igual	  al	  temps	  lliure	  disponible.	  
Quan	  se'n	  troba	  una,	  es	  comprova	  si	  és	  la	  tasca	  de	  major	  durada	  que	  compleix,	  de	  moment,	  i	  de	  
ser	  així,	  es	  guarda.	  Aquest	  pas	  2	  es	  repeteix	  fins	  que	  s'han	  examinat	  totes	  les	  tasques.	  
Si	  no	  se'n	  troba	  cap,	  es	  procedeix	  al	  pas	  3.	  Si	  s'ha	  guardat	  alguna	  tasca,	  se	  segueix	  al	  pas	  4.	  
Pas	   3:	   	   Si	   no	   s'ha	   trobat	   cap	   tasca	   que	   compleixi,	   és	   perquè	   l'estació	   és	   plena:	   es	   suma	   1	   al	  
nombre	  d'estacions,	  s'inicialitza	  el	  temps	  lliure	  a	  temps	  de	  cicle	  i	  es	  torna	  al	  pas	  2.	  
Pas	   4:	   La	   tasca	   guardada	   s'assigna	   a	   l'estació	   actual.	   El	   temps	   lliure	   s'actualitza,	   restant-­‐li	   la	  
durada	  de	  la	  tasca.	  S'anota	  que	  s'ha	  assignat	  una	  tasca	  més	  i	  s'actualitzen	  les	  precedències.	  Si	  encara	  
queden	  tasques	  per	  assignar,	  tornem	  al	  pas	  2.	  En	  cas	  contrari,	  s'atura	  el	  procediment.	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D'aquesta	  manera	  s'obté	  una	  possible	  assignació,	  i	  una	  possible	  solució	  (nombre	  d'estacions).	  La	  
solució	   per	   procediment	   constructiu	   la	   prendrem	   com	  a	  UB,	   servint	   així	   per	   a	   descartar	   possibles	  
solucions	  que	  donin	  un	  nombre	  d'estacions	  més	  alt.	  	  
Al	  definir	  el	  problema	  SALBP	  s'ha	  comentat	  que	  aquest	  és	  sempre	  reversible:	  si	  es	  consideren	  les	  
restriccions	  de	  precedència	  com	  a	  relacions	  de	  successió,	  la	  solució	  del	  problema	  obtingut	  és	  també	  
una	  solució	  del	  problema	  original.	  Per	  tant,	  es	  podria	  aplicar	  l'heurística	  descrita	  en	  ambdós	  sentits.	  A	  
continuació	   es	   veu	  un	   exemple	   del	  mateix	   problema,	   amb	   temps	  de	   cicle	   c=10,	   on	   s'ha	   aplicat	   el	  
procediment	  constructiu	  en	  sentit	  directe	  (fig.	  2)	  i	  en	  sentit	  invers	  (fig.	  3).	  
	  
	  
En	  el	  cas	  del	  sentit	  directe	  s’observen	  els	  següents	  passos	  que	  segueix	  l’algorisme:	  
1. Només	  es	  pot	  escollir	  la	  tasca	  1	  (d1=1).	  S’assigna	  a	  l’estació	  1	  (temps	  lliure1=9).	  
2. Poden	  assignar-­‐se	  les	  tasques	  2	  (d2=5)	  i	  4	  (d4=3).	  La	  tasca	  2	  té	  major	  durada,	  de	  manera	  que	  
s’assigna	  a	  l’estació	  1	  (temps	  lliure1=4).	  
3. Poden	  assignar-­‐se	  les	  tasques	  3	  (d3=4)	  i	  4	  (d4=3).	  S’escull	  la	  3	  i	  s’assigna	  a	  l’estació	  1	  (temps	  
lliure1=0).	  
4. No	  es	  pot	  assignar	  cap	  més	  tasca	  a	  aquesta	  estació.	  Es	  passa	  a	  l’estació	  2	  (temps	  lliure2=10).	  
5. Poden	   assignar-­‐se	   les	   tasques	   4	   (d4=3)	   i	   5	   (d5=5).	   S’assigna	   la	   tasca	   5	   a	   l’estació	   2	   (temps	  
lliure2=5).	  
6. Només	  es	  pot	  assignar	  la	  tasca	  4	  (d4=3).	  S’assigna	  a	  l’estació	  2	  (temps	  lliure2=2).	  
Figura	  2:	  Exemple	  resolt	  amb	  un	  algorisme	  constructiu	  directe	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7. No	   hi	   ha	   cap	   tasca	   que	   pugui	   ser	   assignada	   a	   l’estació	   2.	   Es	   passa	   a	   l’estació	   3	   (temps	  
lliure3=10).	  
8. Es	  pot	  assignar	  la	  tasca	  6	  (d6=6)	  o	  la	  tasca	  7	  (d7=5).	  S’assigna	  la	  tasca	  6	  a	  l’estació	  3	  (temps	  
lliure3=4).	  
9. No	   hi	   ha	   cap	   tasca	   que	   pugui	   ser	   assignada	   a	   l’estació	   3.	   Es	   passa	   a	   l’estació	   4	   (temps	  
lliure4=10).	  
10. Només	  es	  pot	  assignar	  la	  tasca	  7	  (d7=5).	  L’assigna	  a	  l’estació	  4	  (temps	  lliure4=5).	  
11. No	  queden	  més	  tasques	  per	  assignar.	  Fí	  
	   
 
En	  el	  cas	  del	  sentit	  invers	  s’observen	  els	  següents	  passos	  que	  segueix	  l’algorisme:	  
1. Es	  poden	  assignar	  les	  tasques	  3	  (d3=4),	  6	  (d6=6)	  i	  7	  (d7=5).	  Es	  tria	  la	  tasca	  6	  per	  major	  durada	  i	  
s’assigna	  a	  l’estació	  1’	  (temps	  lliure1’=4).	  
2. Només	  pot	  assignar-­‐se	  la	  tasca	  3	  (d3=4).	  S’assigna	  a	  l’estació	  1’	  (temps	  lliure1’=0).	  
3. No	  es	  pot	  assignar	  cap	  més	  tasca	  a	  aquesta	  estació.	  Es	  passa	  a	  l’estació	  2’	  (temps	  lliure2’=10).	  
4. Poden	  assignar-­‐se	   les	   tasques	  5	   (d5=5)	   i	   7	   (d7=5).	   S’assigna	   la	   tasca	  7	   a	   l’estació	  2’	   (temps	  
lliure2’=5).	  
5. Poden	  assignar-­‐se	  les	  tasques	  4	  (d4=3)	  i	  5	  (d5=5).	  S’assigna	  la	  5	  a	  l’estació	  2’	  (temps	  lliure2’=0).	  
6. No	   hi	   ha	   cap	   tasca	   que	   pugui	   ser	   assignada	   a	   l’estació	   2’.	   Es	   passa	   a	   l’estació	   3’	   (temps	  
lliure3’=10).	  
Figura	  3:	  Exemple	  resolt	  amb	  un	  algorisme	  constructiu	  invers	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7. Es	  pot	  assignar	  la	  tasca	  2	  (d2=5)	  o	  la	  tasca	  4	  (d4=3).	  S’assigna	  la	  tasca	  2	  a	  l’estació	  3’	  (temps	  
lliure3’=5).	  
8. Només	  es	  pot	  assignar	  la	  tasca	  4	  (d4=3).	  S’assigna	  a	  l’estació	  3’	  (temps	  lliure3’=2).	  
9. Només	  es	  pot	  assignar	  la	  tasca	  1	  (d1=1).	  S’assigna	  a	  l’estació	  3’	  (temps	  lliure3’=1).	  
10. No	  queden	  tasques	  per	  assignar.	  Fí.	  
Veient	  els	  dos	  esquemes	  anteriors	   s'observa	  que	   l'única	  diferència	  entre	  els	  dos	  problemes	  és	  
que	   les	   restriccions	   de	   precedència	   estan	   expressades	   al	   revés:	   el	   que	   pel	   primer	   són	   tasques	  
precedents,	   pel	   segon	   són	   successores,	   i	   viceversa.	   Però	  el	   problema	  és	   el	  mateix	   i,	   per	   tant,	   una	  
solució	   vàlida	   per	   al	   problema	   directe,	   també	   serà	   una	   assignació	   possible	   per	   a	   l'invers.	   De	   la	  
mateixa	  manera,	  s'observa	  que	  aplicant	  la	  mateixa	  heurística	  constructiva	  a	  un	  i	  altre	  problema,	  s'han	  
obtingut	  resultats	  diferents,	  essent	  millor	  la	  solució	  de	  l'invers.	  
Així,	   fent	   una	   senzilla	   adaptació	   de	   l'algorisme	   utilitzat	   anteriorment,	   es	   podrà	   calcular	   una	  
segona	  solució	  fent	  servir	  l'esquema	  invers.	  Per	  a	  tal	  efecte,	  s'hauran	  de	  fer	  servir	  les	  llistes	  i	  matrius	  
de	  successores	  per	  comptes	  de	  les	  de	  precedents.	  	  
Lògicament,	  entre	  les	  dues	  solucions	  obtingudes,	  es	  guardarà	  només	  la	  que	  requereixi	  un	  nombre	  
menor	  d'estacions.	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3.3.	  Càlcul	  de	  cotes	  inferiors	  
El	  càlcul	  de	  cotes	  inferiors	  tindrà	  com	  a	  objectiu	  trobar	  un	  nombre	  mínim	  d'estacions	  necessàries	  
per	  a	  equilibrar	  la	  línia	  de	  muntatge,	  però	  que	  no	  té	  perquè	  ser	  idèntic	  al	  valor	  de	  la	  solució	  òptima	  
del	  problema.	  Com	  s'exposarà,	  hi	  ha	  diverses	  cotes	   inferiors,	  basades	  en	  diferents	  conceptes,	  però	  
totes	  indicaran	  d'una	  manera	  o	  altra	  un	  nombre	  mínim	  d'estacions.	  De	  totes	  les	  cotes	  calculades,	  per	  
raons	  obvies,	  només	  es	  tindrà	  en	  consideració	  la	  màxima,	  ja	  que	  serà	  la	  més	  restrictiva.	  
Cada	  cota	  indica	  que	  no	  és	  possible	  trobar	  una	  solució	  amb	  un	  nombre	  d'estacions	  menor.	  Per	  
tant,	  si	  en	  qualsevol	  moment	  s'obté	  una	  solució	  igual	  a	  la	  millor	  cota,	  es	  pot	  aturar	  el	  càlcul,	  ja	  que	  
s'haurà	   arribat	   a	   la	   solució	   òptima.	   Aquesta	   afirmació	   també	   s'extrapola	   a	   problemes	   que	   s'estan	  
explorant,	  ja	  que	  al	  fixar	  l'estació	  de	  certes	  variables,	  algunes	  cotes	  poden	  canviar	  de	  valor.	  Com	  es	  
veurà,	  a	  més,	  algunes	  cotes	  serviran	  per	  a	  preprocessar	  el	  problema.	  
	  
-­‐	  LB1	  
La	  cota	  inferior	  més	  intuïtiva	  prové	  del	  fet	  que	  la	  suma	  de	  les	  durades	  de	  totes	  les	  tasques	  ha	  de	  
ser	  més	  gran	  o	  igual	  que	  el	  nombre	  d'estacions	  multiplicat	  pel	  temps	  de	  cicle.	  Aquesta	  cota	  procedeix	  
del	  fet	  que	  s'estan	  ignorant	  les	  lligadures	  de	  precedència	  i	  la	  restricció	  associada	  a	  assignar	  cada	  tasca	  
completament	  a	  una	  estació.	  
Es	  pot	  definir	  un	  temps	  de	  procés	  per	  tasca,	  que	  serà	  el	  resultat	  de	  dividir	  la	  durada	  de	  la	  tasca	  
entre	  el	  temps	  de	  cicle.	  Si	  es	  calcula	  la	  suma	  d'aquestes	  cotes	  parcials	  i	  s'aproxima	  al	  nombre	  enter	  
per	  excés,	  s'obté	  la	  primera	  de	  les	  cotes	  inferiors,	  també	  anomenada	  mínim	  d'estacions	  teòriques.	  
	  
-­‐	  LB2	  
Una	  altra	  manera	  de	  trobar	  el	  nombre	  mínim	  d'estacions	  necessàries,	  seria	  comptant	  el	  nombre	  
d'estacions	  amb	  durada	  superior	  a	  la	  meitat	  del	  temps	  de	  cicle,	  ja	  que	  cada	  una	  d'elles	  haurà	  d'anar	  
assignada	  a	  una	  estació	  diferent.	  Aquesta	  cota,	  al	   igual	  que	  l'anterior,	  procedeix	  de	  la	  relaxació	  del	  
problema	  en	  un	  Bin-­‐Packing.	  
Per	   a	   restringir	   encara	   més	   aquesta	   cota,	   s'hi	   afegirà	   la	   meitat	   del	   nombre	   de	   tasques	   amb	  
durada	   igual	  a	   la	  meitat	  del	   temps	  de	  cicle.	  Això	  és	  perquè,	  com	  a	  molt,	  aquestes	   tasques	  podran	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compartir	  una	  estació	  amb	  una	  altra	  de	  durada	  igual	  a	  la	  meitat	  del	  temps	  de	  cicle,	  però	  no	  amb	  les	  
tasques	  del	  primer	  grup.	  
En	  aquest	  cas,	  també	  es	  pot	  calcular	  un	  LB2	  parcial	  per	  a	  cada	  tasca,	  que	  valdrà	  1	  per	  a	  les	  tasques	  
amb	  durada	  superior	  a	   la	  meitat	  del	   temps	  de	  cicle,	   i	  1/2	  per	  a	   les	   tasques	  amb	  durada	   igual	  a	   la	  
meitat	  del	  temps	  de	  cicle.	  L'aproximació	  a	  l'enter	  per	  excés	  de	  la	  suma	  d'aquestes	  cotes	  parcials	  ens	  
dóna	  la	  segona	  cota.	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
	  
	  
-­‐LB3	  
El	  concepte	  que	  s'aplica	  per	  al	  càlcul	  d'aquesta	  cota	  és	  el	  mateix	  que	  l'aplicat	  per	  a	  l'anterior,	  amb	  
la	  diferència	  que	  en	  aquest	  cas	  es	   tenen	  en	  compte	   les	  durades	  de	   les	   tasques	  en	  relació	  amb	  els	  
terços	   del	   temps	  de	   cicle.	  Aquesta	   cota	   també	  procedeix	   de	   la	   relaxació	  del	   problema	  en	  un	  Bin-­‐
Packing.	  
Així	   doncs,	   la	   cota	  parcial	   per	   a	   cada	   tasca	   valdrà	  1	   si	   la	   durada	  d'aquesta	   és	  major	   a	   2/3	  del	  
temps	   de	   cicle,	   ja	   que	   aquestes	   tasques	   no	   poden	   compartir	   estació.	   A	   les	   tasques	   amb	   durada	  
compresa	  entre	  1/3	  i	  2/3	  del	  temps	  de	  cicle	  se'ls	  atribuirà	  una	  cota	  parcial	  de	  1/2,	  ja	  que	  dues	  podran	  
compartir	  una	  estació,	  però	  no	  podran	  compartir	  estació	  amb	  les	  del	  primer	  grup.	  I	  per	  últim,	  per	  a	  
les	  tasques	  amb	  durada	  igual	  a	  1/3	  i	  2/3,	   la	  cota	  parcial	  serà	   igual	  a	  1/3	  i	  2/3,	  respectivament,	  per	  
motius	  semblants.	  
Com	  en	  el	  cas	  de	  les	  cotes	  anteriors,	  amb	  l'aproximació	  a	  l'enter	  més	  proper	  per	  excés	  de	  la	  suma	  
de	  les	  cotes	  parcials	  per	  tasca	  s'obté	  el	  valor	  de	  la	  cota	  tres.	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-­‐LB4	  
El	  càlcul	  de	  la	  cota	  quatre	  es	  basa	  en	  l'aproximació	  del	  problema	  simple	  d'equilibrat	  d'una	  línia	  de	  
muntatge	  a	  un	  problema	  de	  seqüenciació	  d'una	  màquina	  amb	  cues.	  	  
Les	  tasques	  es	  poden	  interpretar	  com	  a	  operacions	  amb	  temps	  de	  procés	  pj	  que	  s'han	  de	  dur	  a	  
terme	  en	  una	  màquina.	  Després	  de	  realitzar	  una	  operació	   j	  es	  necessita	  un	  temps	  (que	  s'anomena	  
cua	  de	  j	  i	  que	  correspon	  al	  temps	  de	  procés	  de	  les	  successores),	  abans	  de	  poder	  completar	  el	  procés.	  
Així	   doncs,	   es	   voldrà	   trobar	   una	   seqüència	   de	   tasques	   que	   minimitzi	   el	   temps	   entre	   el	  
començament	   de	   la	   primera	   tasca	   i	   la	   fi	   de	   l'última.	   La	   solució	   òptima	   d'aquest	   problema	   s'obté	  
estudiant	  les	  tasques	  en	  un	  ordre	  de	  major	  a	  menor	  cua.	  Suposant	  que	  el	  vector	  h	  és	  el	  que	  marca	  
aquest	  ordre,	  p	  essent	  el	  vector	  de	  temps	  de	  procés	  (de	  LB1	  parcials)	  i	  n,	  el	  vector	  de	  cues	  per	  a	  cada	  
operació,	  el	  temps	  mínim	  per	  a	  completar	  el	  procés	  es	  defineix	  com	  a:	  
	  
Assimilant	  això	  al	  problema	  estudiat,	  podem	  considerar	  que	   la	  cua	  d'una	   tasca	   j	  és	  una	  de	   les	  
cotes	   inferiors	  del	  nombre	  d'estacions	  que	  es	  requereix	  per	  a	  completar	   totes	   les	  successores	  de	   j	  
(com	  és	  lògic,	  de	  les	  cotes	  es	  triarà	  la	  màxima	  ja	  que	  serà	  la	  més	  restrictiva).	  
Es	   calcula	   el	   temps	   de	   procés	   de	   cada	   tasca	   com	   a	   LB1	   parcial	   i	   el	   vector	  h	   d'ordre	   es	   podrà	  	  
calcular	  un	  cop	  sabudes	  les	  cues.	  Si	  es	  resol	  el	  problema	  com	  si	  es	  tractés	  d'un	  problema	  d'una	  sola	  
màquina,	  s'obté	  una	  nova	  cota:	  LB4.	  
El	  problema	  és	  que	  no	  es	  disposa	  de	   les	  cues,	   i	   aquestes	   s'aniran	  modificant	  a	  mesura	  que	  es	  
calculi	  la	  nova	  cota,	  variant	  també	  el	  vector	  h	  d'ordre	  de	  les	  cues.	  Així	  doncs,	  haurem	  de	  fer	  un	  càlcul	  
iteratiu	  de	  les	  cues	  i	  de	  la	  cota	  quatre.	  
Veiem	  amb	  més	  detall	  com	  es	  duu	  a	  terme	  aquest	  càlcul:	  
Pas	  1:	  Es	  calcula	  la	  cua	  per	  a	  cada	  tasca,	  fent	  servir	  les	  cotes	  parcials	  calculades	  anteriorment.	  Es	  
tenen,	  doncs,	  tres	  possibles	  cues	  per	  tasca:	  la	  suma	  del	  LB1	  parcial	  de	  les	  successores,	  la	  suma	  del	  LB2	  
parcial	  de	  les	  successores	  i	  el	  mateix	  càlcul	  per	  LB3.	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Sobre	  les	  cues	  calculades	  per	  LB2	  i	  LB3	  és	  necessari	  aplicar	  una	  correcció,	  ja	  que	  sinó	  poden	  ser	  
massa	  restrictives.	  D'aquesta	  manera,	  si	  la	  durada	  de	  la	  tasca	  j	  és	  menor	  que	  la	  meitat	  del	  temps	  de	  
cicle,	  a	  la	  cua	  de	  j	  calculada	  per	  LB2	  s'hi	  haurà	  d'aplicar	  una	  correcció	  de	  -­‐1/2.	  Això	  es	  deu	  a	  que	  sinó	  
s'està	  considerant	  una	  cua	  on	  "no	  hi	  cabria"	  la	  tasca	  j.	  Per	  la	  mateixa	  raó,	  si	  la	  durada	  de	  j	  és	  menor	  a	  
dos	  terços	  del	  temps	  de	  cicle,	  caldrà	  aplicar	  una	  correcció	  a	  la	  cua	  calculada	  per	  LB3	  de	  -­‐1/3.	  És	  a	  dir:	  
	  
on	  r	  és	  el	  nombre	  de	  successores	  de	  la	  tasca	  j.	  
Per	  cada	  tasca,	  guardarem	  la	  cua	  més	  restrictiva	  (la	  màxima).	  	  
Pas	  2:	  Cal	  determinar	  en	  quin	  ordre	  s'estudiaran	  les	  cues.	  S'ordenen	  les	  tasques	  segons	  l'ordre	  en	  
que	  es	  completen	  les	  precedents	  de	  cada	  tasca,	  fent	  servir	  una	  modificació	  de	  l'heurística	  greedy.	  	  	  
Pas	  3:	  Es	  calcula	  el	  vector	  h,	  ordenant	  les	  tasques	  de	  major	  a	  menor	  cua.	  
Pas	  4:	  En	  l'ordre	  determinat	  al	  pas	  2,	  es	  calcularà	  una	  nova	  cua	  per	  a	  cada	  tasca,	  amb	  el	  h	  (pas	  3),	  
el	  vector	  de	  cues	  (pas	  1)	  i	  el	  de	  temps	  de	  procés,	  resolent	  el	  problema	  com	  si	  es	  tractés	  d'una	  sola	  
màquina:	  
	  
Si	  aquesta	  cua	  per	  a	  la	  tasca	  j	  és	  més	  restrictiva	  que	  la	  guardada	  anteriorment,	  es	  canviarà	  per	  la	  
nova.	  A	  més,	  si	  la	  tasca	  j	  no	  cap	  en	  la	  mateixa	  estació,	  és	  a	  dir,	  si	  la	  suma	  del	  temps	  de	  procés	  de	  j	  i	  la	  
seva	  cua	  sobrepassa	  l'enter	  per	  excés	  corresponent	  a	  la	  cua,	  si	  el	  valor	  de	  la	  cua	  no	  és	  un	  enter,	  es	  
guardarà	  l'enter	  per	  excés.	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Degut	  a	  que	  les	  cues	  es	  van	  modificant,	  és	  possible	  que	  el	  vector	  h	  d'ordre	  de	  cues	  vagi	  canviant.	  
S'haurà	  de	  reordenar	  després	  de	  determinar	  la	  cua	  nova	  per	  a	  cada	  tasca	  j,	  abans	  de	  calcular-­‐la	  per	  a	  
la	  tasca	  j+1.	  
Pas	  5:	  Després	  d'aquest	  càlcul	  iteratiu,	  es	  té	  un	  nou	  vector	  n,	  amb	  les	  cues	  de	  totes	  les	  tasques	  i	  
un	  nou	  vector	  h,	  on	  les	  tasques	  s'ordenen	  de	  major	  a	  menor	  cua.	  Amb	  aquests,	  es	  pot	  calcular	  la	  cua	  
d'un	  node	  teòric	  0,	  que	  tindrà	  totes	  les	  tasques	  del	  problema	  com	  a	  successores	  i	  durada	  zero.	  	  
L'aproximació	   a	   l'enter	  més	   proper	   per	   excés	   d'aquesta	   cua	   per	   al	   node	  0	   ens	   donarà	   la	   cota	  
quatre.	  
A	   continuació	   s'explicarà	   el	   càlcul	   de	   les	   cues	   i	   de	   la	   cota	   quatre	   amb	   un	   exemple	   (extret	   de	  
Balancing	  and	  Sequencing	  of	  Assembly	  Lines[14]):	  
 
	  
Considerant	  aquest	  problema	  d'exemple	  i	  suposant	  c=10,	  s'obté	  la	  següent	  taula	  de	  cues:	  
	  
j	   10	   9	   8	   7	   6	   5	   4	   3	   2	   1	   0	  
pj	   0,2	   0,9	   0,2	   0,4	   0,5	   0,4	   0,5	   0,5	   0,6	   0,6	   0	  
cua1	   0	   0,2	   1,1	   1,3	   1,3	   1,8	   2,2	   2,7	   1,7	   3,2	   4,8	  
cua2	   0	   0	   0,5	   0,5	   1	   1,5	   1,5	   2	   1	   2,5	   4,5	  
cua3	   0	   0	   0,67	   0,67	   0,67	   1,17	   1,67	   2,17	   1,17	   2,67	   4,17	  
nj4	   0	   0,2	   1,9	   2,2	   2,2	   2,7	   3,4	   3,9	   2,6	   4,1	   5,7	  
nj	   0	   0,2	   1,9	   2,2	   2,2	   2,7	   3,4	   3,9	   2,6	   4,1	   5,7	  
nj(arrodonit)	   0	   1	   2	   2,2	   2,2	   3	   3,4	   4	   3	   4,1	   (6)	  
Figura	  4:	  Exemple	  per	  al	  càlcul	  de	  la	  cota	  quatre	  
Taula	  1:	  Taula	  de	  cues	  exemple	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Ordenant	  les	  tasques	  successores	  de	  la	  tasca	  1	  de	  major	  a	  menor	  cua,	  obtenim	  el	  vector	  h:	  (2,	  5,	  
6,	  7,	  8,	  9,	  10).	  Així,	  el	  càlcul	  de	  la	  nova	  cua	  per	  a	  la	  tasca	  1	  es	  farà	  de	  la	  següent	  manera:	  
€ 
n14 =max 0.6 + 3,1+ 3,1.5 + 2.2,1.9 + 2.2,2.1+ 2,3+1,3.2 + 0{ } = 4.1	  
Tenint	  en	  compte	  el	  vector	  h	  per	  al	  node	  0:	  (1,	  3,	  4,	  2,	  5,	  6,	  7,	  8,	  9,	  10),	  el	  càlcul	  de	  la	  cua	  per	  a	  la	  
tasca	  teòrica	  0	  quedaria:	  
	  
De	  la	  mateixa	  manera	  que	  adaptant	  l'heurística	  “greedy”	  era	  possible	  trobar	  una	  solució	  vàlida	  a	  
través	  de	  l'esquema	  invers	  també	  és	  possible	  trobar	  una	  cota	  quatre	  considerant,	  en	  aquest	  cas,	  les	  
tasques	  precedents	  enlloc	  de	  les	  successores.	  D'aquesta	  manera,	  es	  calcularà,	  en	  comptes	  de	  la	  cua	  
per	  a	  cada	  tasca,	  el	  seu	  cap.	  
El	   càlcul	   serà	   idèntic	  a	   l'anterior,	  amb	   l'excepció	  del	   sentit	  que	  prendrà	  aquest.	  S'obtindrà	  una	  
cota	  nova,	  que	  només	  es	  tindrà	  en	  consideració	  si	  millora	  totes	  les	  cotes	  anteriors.	  
Gràcies	  al	  càlcul	  de	  la	  cota	  quatre	  i	  de	  la	  cota	  quatre	  inversa,	  tenim	  un	  vector	  amb	  les	  cues	  i	  un	  
amb	  els	  caps	  de	  totes	   les	  tasques.	  Amb	  ells,	  es	  pot	  preprocessar	  el	  problema,	   ja	  que	  donen	  molta	  
informació	  sobre	  l'estació	  relativa	  que	  pot	  ocupar	  una	  tasca.	  	  
Partint	   dels	   caps	   i	   les	   cues	   es	   pot	   calcular	   la	   primera	   i	   darrera	   estació	   on	   pot	   assignar-­‐se	   una	  
tasca,	  segons:	  	  
	  
on	  ε	  és	  un	  increment	  infinitesimal	  associat	  a	  problemes	  d'implementació	  amb	  números	  reals.	  En	  
el	   cas	  de	   l'algorisme	   implementat,	   però,	   es	   calcularà	   la	  darrera	  estació	   factible	  per	   tal	   de	  millorar	  
solució.	  És	  a	  dir,	  com	  si	  UB=UB-­‐1.	  
	  
-­‐LB5:	  
Amb	  els	  caps	  i	  cues	  per	  tasca	  calculats,	  així	  com	  les	  primeres	  i	  darreres	  estacions,	  es	  pot	  calcular	  
una	  nova	  cota:	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També	  és	  senzill	  comprovar	  si	  és	  factible	  una	  solució	  amb	  un	  cert	  nombre	  m	  d'estacions,	  ja	  que	  
per	  a	   totes	   les	   tasques	   j	   s'ha	  de	   complir	  que	  Ej	  ≤ 	   Lj.	   Si	   per	   a	   alguna	   tasca	  aquesta	   condició	  no	  es	  
compleix,	  vol	  dir	  que	  com	  a	  mínim	  una	  tasca	  quedarà	  sense	  assignar.	  
	  
-­‐LB6:	  
Aquesta	  cota	  també	  prové	  d'una	  simplificació	  del	  problema	  com	  si	  es	  tractés	  d'un	  problema	  de	  
Bin-­‐Packing	   (al	   igual	   que	   LB2	   i	   LB3)	   de	   manera	   que	   no	   es	   tindran	   en	   compte	   les	   restriccions	   de	  
precedència.	  A	  més,	  com	  es	  veurà,	  utilitza	  càlculs	  que	  ja	  s'han	  realitzat	  per	  a	  la	  obtenció	  d'aquestes	  
dues	  cotes.	  
Pas	  1:	  Es	  considera	  el	  conjunt	  D1,	  conformat	  per	  les	  tasques	  i	  que	  compleixen	  que	  c/2	  <	  di	  ≤ 	  c.	  
Aquest	  conjunt	  de	  tasques	   ja	  s'ha	  trobat	  en	  el	  càlcul	  de	  LB2,	  però	  en	  aquest	  cas,	  s'ordenen	  segons	  
durades	  no	   creixents.	  Aquestes	   tasques	  no	  poden	  compartir	   estació	  entre	  elles,	   així	   que	   suposem	  
que	  s'assignen	  a	  d1	  estacions	  fictícies,	  on	  d1	  és	  la	  cardinalitat	  del	  conjunt	  D1.	  
Pas	  2:	  A	  continuació	  es	  considera	  el	  conjunt	  D2	  de	  tasques	  que	  compleixen	  que	  c/3	  <	  di	  ≤ 	  c/2,	  
ordenades	   segons	   durades	   no	   decreixents.	   S'assignen	   aquestes	   tasques	   successivament	   a	   les	   d1	  
estacions	   fictícies	   anteriors,	   des	   de	   la	   primera	   que	   presenti	   prou	   temps	   lliure,	   fins	   que	   totes	   les	  
tasques	  del	  conjunt	  hagin	  estat	  assignades,	  o	  ja	  haguem	  comprovat	  totes	  les	  estacions.	  
Pas	  3:	  Donat	  aquest	  últim	  cas,	  en	  el	  que	  queden	  d	  tasques	  del	  conjunt	  D2	  que	  no	  s'han	  assignat	  al	  
pas	  2,	  es	  requeriran	  com	  a	  mínim	  d/2	  estacions	  més	  per	  a	  aquestes	  tasques.	  Es	  considerarà	  d2	  =	  d/2.	  
Pas	  4:	  Encara	  queda	  per	  considerar	  el	  conjunt	  format	  per	  les	  tasques	  tals	  que	  di	  ≤ 	  c/3.	  Per	  a	  cada	  
valor	  q	  ∈	  [0,1/3]	  que	  coincideixi	  amb	  un	  pj	  es	  pot	  definir	  una	  cota	  de	  les	  estacions	  addicionals	  que	  es	  
requereixen	  per	  a	  aquestes	  tasques	  amb	  la	  següent	  fórmula:	  
	  
Seleccionarem	  com	  a	  d3	  global	  el	  màxim	  dels	  calculats	  segons	  aquesta	  fórmula.	  
Pas	  5:	  Es	  calcula	  LB6	  com	  l'enter	  per	  excés	  de	  la	  suma	  de	  d1,	  d2	  i	  d3.	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-­‐LB7:	  
Aquesta	  cota	  es	  basa	  en	  una	  cota	  per	  al	  problema	  SALBP-­‐2,	  on	  el	  nombre	  màxim	  d'estacions	  és	  
determinat	  (m)	  i	  es	  busca	  el	  temps	  de	  cicle	  (c)	  que	  minimitzi	  el	  temps	  mort	  total	  de	  la	  línia.	  
Si	  es	  pren	  la	  cota	  més	  restrictiva	  de	  moment	  i	  es	  considera	  igual	  a	  m,	  és	  possible	  aplicar	  una	  cota	  
del	  problema	  SALBP-­‐2	  per	  a	  trobar	  un	  c	  (temps	  de	  cicle)	  mínim	  necessari.	  Si	  aquest	  és	  més	  gran	  que	  
el	  temps	  de	  cicle	  del	  problema,	  es	  pot	  sumar	  1	  a	  m	   i	  tornar	  a	  fer	  el	  càlcul	  per	  al	  nou	  valor.	  Aquest	  
càlcul	  es	  fa	  successivament	  fins	  que	  el	  temps	  de	  cicle	  obtingut	  sigui	   igual	  o	  menor	  al	  del	  problema	  
inicial.	  La	  m	  per	  la	  que	  es	  verifiqui	  aquesta	  condició	  serà	  la	  cota	  LB7.	  
Una	   primera	   aproximació	   a	   una	   cota	   per	   a	   un	   problema	   SALBP-­‐2	   seria	   la	   següent:	   donat	   un	  
problema	  on	  m	  <	  n,	  i	  les	  tasques	  es	  troben	  ordenades	  segons	  durades	  no	  creixents,	  considerant	  les	  
primeres	  m+1	  tasques	  (les	  m+1	  de	  més	  durada),	  una	  cota	  per	  al	  temps	  de	  cicle	  del	  problema	  seria	  
dm+dm+1,	   ja	   que	   són	   les	   dues	   tasques	   amb	   durada	   més	   petita	   i	   com	   a	   mínim	   dues	   tasques	  
comparteixen	  estació.	  Si	  tinguéssim,	  en	  canvi,	  un	  cas	  en	  que	  consideréssim	  les	  2m+1	  tasques	  de	  més	  
durada,	  la	  cota	  per	  al	  temps	  de	  cicle	  seria	  el	  màxim	  entre	  dm+dm+1	  i	  d2m+d2m+1+d2m-­‐1.	  
En	  general,	  s'obté	  una	  cota	  semblant	  per	  al	  temps	  de	  cicle	  amb	  la	  fórmula	  següent:	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3.4.	  Heurística	  de	  Hoffmann	  
L'heurística	   desenvolupada	   per	   Hoffmann[3]	   s'aplicarà	   per	   tal	   de	   donar	   una	   segona	   solució,	  
possiblement	  millor	  que	  la	  obtinguda	  per	  l'algorisme	  constructiu,	  però	  no	  necessàriament	  òptima.	  A	  
grans	  trets,	   l'heurística	  consisteix	  a,	  començant	  per	   la	  primera	  estació,	  construir	  totes	   les	  possibles	  
assignacions	  per	  a	  l'estació	  k,	  triar	  només	  aquella	  que	  tingui	  el	  temps	  lliure	  més	  petit,	  per	  a	  passar	  a	  
repetir	  el	  mateix	  procediment	  per	  a	  l'estació	  k+1,	  fins	  a	  realitzar	  totes	  les	  assignacions.	  
Aquesta	  heurística,	  a	  més	  de	  ser	  emprada	  per	  a	  obtenir	  una	  solució	  en	  el	  present	  projecte,	  serà	  el	  
mètode	  que	  utilitzarà	   l'algorisme	  Branch	  &	  Bound	  final	  per	  a	  ramificar	  cada	  node,	  per	  aquesta	  raó	  
resulta	  essencial	  destacar-­‐ne	  el	  funcionament.	  
Així	  doncs,	  s'ha	  de	  dissenyar	  un	  procediment	  capaç	  de,	  donada	  una	  estació,	  generar-­‐ne	  totes	  les	  
assignacions	   factibles	   d'una	   manera	   eficient.	   També	   serà	   interessant	   que	   es	   detecti	   el	   més	  
ràpidament	  possible	  si	  la	  solució	  que	  s'està	  generant	  serà	  capaç	  de	  millorar	  la	  solució	  actual	  i	  aturar-­‐
se,	  en	  cas	  contrari.	  
Una	  manera	  de	  reduir	  la	  dimensió	  del	  problema	  seria	  buscar	  el	  que	  s'anomenen	  "tasques	  fixes"	  
per	  a	  una	  estació	  k,	  abans	  de	  construir	  aquesta	  estació.	  Es	  consideren	  tasques	  fixes	  d'una	  estació	  k	  
aquelles	  que	  encara	  no	  estan	  assignades	  a	  cap	  estació	  i	  sabem,	  pel	  càlcul	  anterior	  a	  LB4,	  que	  la	  última	  
estació	  a	  la	  que	  poden	  ser	  assignades	  és	  a	  k.	  	  
Així,	  si	  s'assignen	  primer	  les	  tasques	  fixes,	  es	  redueix	  el	  nombre	  de	  tasques	  a	  tenir	  en	  compte	  per	  
l'algorisme	  encarregat	  de	  generar	  estacions,	  augmentant	  notablement	  la	  seva	  eficiència.	  
D'aquesta	   manera,	   per	   a	   cada	   estació	   k,	   s'assignaran	   primer	   les	   tasques	   fixes,	   comprovant	  
després	  el	  temps	  lliure	  disponible	  a	  l'estació.	  Si	  aquest	  és	  menor	  que	  zero,	  la	  solució	  obtinguda	  pel	  
procediment	  constructiu	  és,	   com	  a	  mínim,	   igual	  que	   la	  que	  s'obtindria	  per	  Hoffmann,	  amb	   la	  qual	  
cosa	   es	   pot	   abandonar	   l'algorisme.	   Si	   el	   temps	   lliure	   és	   igual	   a	   zero,	   significa	   que	   l'assignació	   de	  
l'estació	  k	  compleix	  les	  condicions	  buscades,	  permetent	  passar	  directament	  a	  l'estació	  k+1.	  
Si	  encara	  es	  poden	  assignar	  més	  tasques	  a	  l'estació	  k	  (perquè	  el	  temps	  lliure	  és	  positiu),	  es	  passa	  
a	  l'algorisme	  generador	  d'estacions,	  que	  seguirà	  el	  següent	  esquema:	  
Pas	  1:	  Inicialitzar	  els	  valors	  dels	  precedents	  i	  successors	  de	  cada	  tasca,	  el	  nombre	  d'assignades	  a	  
l'estació	   actual	   i	   el	   temps	   lliure,	   tot	   tenint	   en	   compte	   si	   s'han	   assignat	   tasques	   fixes.	   També	   cal	  
inicialitzar	  el	  valor	  del	  backtrack	  a	  zero.	  
Pas	  2:	  Per	  a	  totes	  les	  tasques,	  buscar	  la	  primera	  que	  compleixi:	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-­‐Que	  encara	  no	  ha	  estat	  assignada.	  
-­‐Que	  té	  tots	  els	  seus	  precedents	  estiguin	  completats.	  
-­‐Que	  cap	  a	  l'estació	  (durada	  de	  la	  tasca<temps	  lliure).	  
-­‐Que	   és	   numèricament	   superior	   a	   l'última	   tasca	   des	   de	   la	   que	   s'ha	   fet	   backtrack	  
(tasca>backtrack).	  
Si	   es	   troba	   una	   tasca,	   es	   continua	   pel	   pas	   3.	   Si	   no	   es	   troba	   cap	   tasca	   es	   poden	   donar	   dues	  
situacions:	  que	  el	  nombre	  d'assignades	  sigui	  zero	  (anar	  al	  pas	  4),	  o	  que	  sigui	  positiu	  (anar	  al	  pas	  5).	  
Pas	   3:	   S'assigna	   la	   tasca	   trobada	   a	   l'estació,	   actualitzant	   el	   temps	   lliure,	   els	   precedents	   i	  
successors,	   i	   anotant	   que	   s'ha	   assignat	   una	   tasca	   i	   l'ordre	   en	   que	   ha	   estat	   assignada.	   En	   acabat,	  
tornem	  al	  pas	  2.	  
Pas	  4:	  Si	  ja	  no	  es	  poden	  assignar	  més	  tasques	  i	  el	  nombre	  de	  tasques	  assignades	  és	  zero,	  vol	  dir	  
que	  s'ha	  fet	  backtrack	  fins	  abans	  de	  la	  primera	  tasca	  i	  no	  ha	  estat	  possible	  generar	  una	  combinació	  
que	   no	   s'hagués	   generat	   ja.	   Per	   tant,	   ja	   hem	  acabat	   aquesta	   estació,	   podem	  passar	   a	   la	   següent,	  
escollint	  la	  millor	  assignació	  de	  tasques	  trobada	  al	  pas	  5.	  
Pas	  5:	  Donat	  aquest	  cas,	  s'ha	  de	  comprovar	  el	  temps	  lliure	  disponible	  que	  ofereix	  la	  combinació	  
de	   tasques	   trobada.	  Si	  aquest	  és	  zero,	   l'estació	  generada	  està	  plena	  d'una	   forma	  òptima,	   i	  podem	  
passar	   a	   la	   següent	  estació	   assignant	   a	   aquesta	   les	   tasques	   actualment	   seleccionades.	   Si	   el	   temps	  
lliure	  és	  positiu,	  es	  guarda	  la	  solució	  obtinguda	  només	  en	  cas	  que	  sigui	  la	  primera,	  o	  la	  de	  temps	  lliure	  
més	  petit	  de	  moment.	  En	  cas	  contrari,	  es	  descarta	  completament.	  En	  qualsevol	  cas,	  se	  segueix	  pel	  
pas	  6.	  
Pas	  6:	  Arribats	  a	  aquest	  punt,	  per	  tal	  de	  generar	  una	  altra	  combinació	  de	  tasques	  assignables	  a	  
l'estació	   actual	   s'haurà	   de	   fer	  backtrack,	   és	   a	   dir,	   "desfer"	   l'última	   tasca	   assignada,	   per	   a	   intentar	  
trobar	  una	  altra	  tasca	  o	  combinació	  d'elles	  que	  omplin	  l'estació	  deixant	  menys	  temps	  lliure.	  	  Per	  a	  fer-­‐
ho,	   s'iguala	  el	  backtrack	   a	   l'última	   tasca	  que	  ha	  estat	  assignada,	   i	  es	  desfan	   tots	  els	   canvis	  que	  ha	  
suposat	  assignar-­‐la:	  s'actualitzen	  les	  successores	  i	  precedents,	  se	  suma	  la	  durada	  de	  la	  tasca	  al	  temps	  
lliure	  i	  es	  resta	  1	  del	  nombre	  de	  tasques	  assignades.	  Després	  d'això,	  tornarem	  al	  pas	  2.	  
Aplicant	  aquests	  passos	  es	  generen	  totes	  les	  combinacions	  possibles	  de	  tasques	  que	  poden	  ser	  
assignades	  a	  una	  estació,	  guardant	  només	  aquella	  combinació	  que	  ofereix	  un	  menor	  temps	  lliure.	  
El	  concepte	  de	  generar	  possibles	  assignacions	  per	  a	  una	  estació,	  com	  és	  lògic,	  també	  és	  possible	  
dur-­‐lo	   a	   terme	   seguint	   l'esquema	   invers.	   S'obté	   així	   una	   nova	   solució	   al	   problema	   que	   podria	   ser	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millor	  que	  l'actual.	  Inclús	  és	  convenient	  generar	  algunes	  estacions	  amb	  l'algorisme	  directe	  i	  d'altres	  
amb	  l'invers,	  per	  a	  obtenir	  diferents	  solucions.	  
S'hauran	  d'introduir	  algunes	  modificacions	  a	  l'algorisme	  directe	  perquè	  sigui	  capaç	  de	  treballar	  en	  
sentit	  invers,	  llistades	  a	  continuació:	  
-­‐	   Al	   assignar	   tasques	   fixes	   d'una	   estació	   i,	   s'hauran	   de	   buscar	   les	   tasques	   no	   assignades	   que	  
tinguin	  i	  com	  a	  primera	  estació	  possible.	  
-­‐	   Lògicament,	   a	   l'algorisme	   encarregat	   de	   generar	   assignacions,	   enlloc	   de	   seleccionar	   aquelles	  
tasques	  que	   tinguin	   totes	   les	   seves	  precedents	   completades,	  es	   triaran	   les	   tasques	  que	  no	   tinguin	  
successores	  per	  acabar.	  
-­‐	  També	  cal	  anar	  amb	  compte	  amb	  el	  backtrack,	  ja	  que	  en	  quest	  cas	  es	  farà	  en	  sentit	  invers.	  
En	   el	   cas	   de	   l'algorisme	   implementat,	   la	   segona	   solució	   s'obtindrà	   realitzant	   els	   dos	   càlculs	  
(directe	  i	  invers)	  i	  seleccionant	  la	  millor	  assignació.	  
Tot	   i	   que	   l'heurística	   de	   Hoffmann	   podria	   donar	   una	   solució	   prou	   bona	   per	   a	   aplicacions	  
pràctiques,	  no	  es	  pot	  assegurar	  que	  aquesta	  sigui	  òptima.	  Això	  es	  deu	  a	  que	  aquest	  procediment	  mai	  
"reconsidera"	   les	  seves	  assignacions	  un	  cop	  completa	  una	  estació:	  tant	  si	  s'aplica	  en	  sentit	  directe,	  
com	   invers,	   com	  ambdós,	  un	   cop	   s'ha	   trobat	   l'assignació	  de	  menor	   temps	   lliure	  per	  a	  una	  estació	  
donada,	  es	  guarda	  i	  es	  passa	  la	  següent	  (o	  l'anterior,	  depenent	  del	  sentit)	  amb	  la	  informació	  de	  les	  
tasques	  actualitzada.	  La	  solució	  òptima	  és	  aquella	  en	  que	  la	  suma	  dels	  temps	  lliures	  de	  cada	  estació	  
és	  mínima,	  però	  això	  no	  implica	  que	  totes	  les	  estacions	  hagin	  de	  tenir	  un	  temps	  lliure	  mínim.	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Figura	  5:	  Diagrama	  de	  flux	  per	  a	  l'heurística	  de	  Hoffmann	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3.5.	  Enduriment	  de	  les	  restriccions	  
A	   continuació	   es	   plantegen	   un	   pretractament	   del	   problema	   que	   pot	   millorar	   l'eficiència	   de	  
l'algorisme,	  endurint	   les	   restriccions	  del	  problema.	  Cada	  cop	  que	  es	  troba	  una	  nova	  solució,	  convé	  
tornar	  a	  calcular	  les	  primeres	  i	  últimes	  estacions	  a	  les	  que	  es	  pot	  assignar	  una	  tasca,	  i,	  amb	  aquesta,	  
hi	  haurà	  altres	  variacions	  a	  tenir	  en	  compte:	  
-­‐	  Millora	  de	  durades:	  
L'objectiu	  de	   la	  primera	  simplificació	  que	  es	  durà	  a	  terme	  és	   incrementar	   les	  durades	  d'algunes	  
tasques	   segons	   el	   criteri	   que	   s'exposa	   a	   continuació:	   deixant	   de	   banda	   les	   restriccions	   de	  
precedència,	  podem	  buscar,	  amb	  la	   informació	  que	  proporcionen	  els	  caps	  i	   les	  cues	  de	  cada	  tasca,	  
aquelles	   tasques	  que	  podrien	   compartir	   estació	  amb	  una	   tasca	   i.	   Si	  qualsevol	   combinació	  possible	  
entre	  les	  tasques	  citades	  no	  "omple"	  del	  tot	   l'estació,	  sinó	  que	  hi	  ha	  una	  diferència	  entre	  el	  temps	  
que	  ocupen	  i	  el	  temps	  de	  cicle,	  llavors	  es	  pot	  considerar	  que	  la	  tasca	  i	  té	  una	  durada	  igual	  a	  la	  durada	  
inicial	  més	  aquesta	  diferència.	  	  
Una	  tasca	  i	  podrà	  compartir	  estació	  amb	  una	  tasca	  j	  si	  la	  primera	  estació	  possible	  de	  i	  és	  menor	  o	  
igual	  a	  la	  última	  de	  j,	  i	  la	  primera	  de	  j	  és	  més	  petita	  o	  igual	  a	  la	  última	  estació	  possible	  de	  i.	  Si	  per	  a	  
cada	  tasca	  i	  busquem	  quina	  combinació	  de	  tasques	  que	  puguin	  compartir-­‐hi	  estació	  dóna	  una	  suma	  
de	  durades	  major,	  és	  possible	  que	  aquesta	  sigui	  menor	  al	  temps	  de	  cicle.	  Donat	  el	  cas,	  la	  durada	  de	  la	  
tasca	  i	  es	  pot	  incrementar	  la	  diferència	  entre	  el	  temps	  de	  cicle	  i	  la	  suma	  de	  durades	  màxima.	  
Dit	  d'una	  altra	  manera,	  es	  pot	  solucionar	  aquest	  problema	  con	  un	  "problema	  de	  la	  motxilla"	  (de	  
l'anglès,	   knapsack	   problem).	   Considerant	   la	   tasca	   i,	   es	   pot	   assumir	   que	   les	   tasques	   que	   podrien	  
compartir-­‐hi	   estació	   són	   unes	   peces	   amb	  pes	   equivalent	   a	   la	   seva	   durada.	   Interessarà	   "omplir"	   al	  
màxim	   la	  motxilla	   amb	   les	   peces,	   sense	   superar	   una	   càrrega	  màxima	   que	   serà,	   en	   aquest	   cas,	   el	  
temps	  de	  cicle	  menys	  la	  durada	  de	  la	  tasca	  i.	  	  
Per	  a	  fer-­‐ho,	  es	  generen	  en	  un	  algorisme	  totes	  les	  càrregues	  possibles	  que	  no	  superin	  la	  màxima.	  
Aquest	  serà	  un	  procediment	  de	  programació	  dinàmica	  que	  seguirà	  el	  següent	  esquema:	  
Pas	  1:	  S'inicien	  totes	  les	  càrregues	  com	  a	  no	  factibles,	  excepte	  la	  càrrega	  igual	  a	  la	  durada	  de	  i,	  que	  
serà	  factible.	  
Pas	  2:	  Per	  a	  totes	  les	  tasques	  j	  i	  totes	  les	  càrregues	  x	  fins	  a	  la	  màxima	  (C),	  es	  busca	  una	  càrrega	  cf	  
factible	  que,	  sumant-­‐hi	  la	  durada	  de	  la	  tasca	  j	  no	  superior	  el	  valor	  de	  la	  càrrega	  màxima:	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Pas	  3:	  Quan	  s'ha	  trobat	  una	  càrrega	  i	  tasca	  que	  compleixen,	  la	  càrrega	  corresponent	  a	  cf	  més	  la	  
durada	  de	  j	  s'anota	  com	  a	  factible.	  
Els	  passos	  2	   i	  3	  es	  repeteixen,	  bé	  fins	  que	  trobem	  una	  combinació	  possible	  que	  doni	   la	  càrrega	  
màxima,	   o	   bé	   fins	   que	   s'hagin	   generat	   totes	   les	   càrregues	   possibles.	   Si	   aquest	   últim	   és	   el	   cas,	   se	  
seleccionarà	  la	  càrrega	  més	  alta.	  	  	  
Un	  cop	  solucionat	  el	  problema	  tipus	  knapsack	  pot	  succeir	  que	  no	  s'hagi	  omplert	  del	  tot	  l'estació,	  
és	  a	  dir,	  existeix	  una	  diferència	  d	  entre	  el	  temps	  de	  cicle	  i	  la	  suma	  de	  les	  durades	  de	  les	  tasques	  que	  
s'hi	  desenvolupen.	  En	  aquest	  cas,	  se	  sumarà	  d	  a	  la	  durada	  de	  la	  tasca	  i.	  
	  
-­‐	  Millora	  de	  les	  restriccions	  de	  precedència	  
Com	  s'ha	  vist,	  gràcies	  al	  càlcul	  de	  LB4,	  se	  sap	  la	  primera	  i	  l'última	  estació	  que	  pot	  ocupar	  una	  tasca	  
per	   tal	   que	   s'ocupin	   el	  menor	   nombre	   d'estacions	   possible.	   Si	   la	   tasca	   i	   té	   com	   a	   última	   possible	  
l'estació	  n,	  i	  la	  tasca	  j	  ha	  de	  començar	  com	  a	  molt	  tard	  a	  l'estació	  n+k	  (on	  k	  és	  positiu),	  encara	  que	  no	  
existeixi	  una	  relació	  de	  precedència	  entre	  i	  i	  j,	  es	  pot	  assumir	  que	  i	  és	  precedent	  de	  j.	  
Així,	   la	   nova	   millora	   a	   aplicar	   al	   nostre	   algorisme	   consistirà	   a	   buscar	   tasques	   que	   no	   tinguin	  
relacions	  de	  precedència,	  però	  que	  no	  puguin	  ocupar	  la	  mateixa	  estació,	  afegint	  aquestes	  restriccions	  
noves	  a	  les	  matrius	  corresponents	  
	  
Com	   és	   lògic,	   canviar	   les	   precedències	   i	   les	   durades	   no	   només	   canvia	   la	   possible	   solució,	   sinó	  
també	  el	  càlcul	  de	  la	  cota	  quatre.	  Al	  afegir	  relacions	  de	  precedència	  i	  successió	  poden	  canviar	  els	  caps	  
i	  les	  cues	  de	  cada	  tasca,	  modificant	  també	  la	  primera	  i	  l'última	  estació	  on	  se	  les	  pot	  assignar,	  existint	  
la	   possibilitat	   de	  que	  millorin	   de	  nou	   les	   durades	  o	   les	   restriccions	   de	  precedència.	   El	  millor	   serà,	  
doncs,	  fer	  un	  primer	  càlcul	  iteratiu	  de	  la	  millora	  de	  les	  precedències	  i	  durades	  i	  de	  la	  cota	  quatre,	  fins	  
que	  ja	  no	  es	  registrin	  canvis	  en	  els	  resultats.	  	  
Després,	  es	  calcularà	  una	  nova	  solució	  per	  l'heurística	  de	  Hoffmann,	  que	  podria	  millorar	  al	  haver	  
afegit	  restriccions	  i	  per	  tant,	  canviar	  l'estació	  mínima	  i	  màxima	  a	  la	  que	  es	  pot	  assignar	  una	  tasca.	  En	  
cas	   que	   la	   solució	  millori,	   la	   cota	   quatre	   podria	   veure's	   modificada,	   i	   s'hauria	   de	   tornar	   al	   càlcul	  
iteratiu	  anterior.	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3.6.	  Algorisme	  de	  ramificació	  i	  acotament	  (Branch	  &	  Bound)	  
Introducció	  
Es	   podria	   considerar	   un	   altre	   tipus	   de	   procediment	   que	   asseguri	   que	   la	   solució	   obtinguda	   és	  
l'òptima,	   basat	   en	   la	   mateixa	   idea	   que	   l'heurística	   de	   Hoffmann:	   la	   generació	   de	   possibles	  
assignacions	  per	  a	  una	  estació	  donada.	  Aquest,	  però,	  sí	  que	  hauria	  de	  ser	  capaç	  d'analitzar	  totes	  les	  
estacions	  generades	  pel	  procediment	  de	  Hoffmann	  i	  no	  aturar	  la	  generació	  al	  trobar	  una	  estació	  de	  
càrrega	   màxima,	   per	   a	   tenir	   en	   compte	   tot	   el	   ventall	   de	   possibles	   solucions.	   Si	   d'entre	   totes	   les	  
solucions	  possibles	  se	  selecciona	  la	  millor,	  aquesta	  és	  unívocament	  una	  solució	  òptima	  (ja	  que	  s'han	  
enumerat	  totes	  les	  solucions).	  
Naturalment,	  no	  és	  necessari	  desenvolupar	  totes	  les	  solucions	  possibles,	  ja	  que	  la	  majoria	  d'elles	  
seran	  pitjors	  que	  la	  obtinguda	  per	  l'heurística	  de	  Hoffmann	  o	  que	  una	  solució	  ja	  trobada.	  Per	  tant,	  és	  
interessant	  detectar	  el	  més	  aviat	  possible	  si	  no	  val	  la	  pena	  continuar	  amb	  la	  generació	  d'una	  solució.	  
El	  procediment	  descrit	  es	  coneix	  com	  a	  Branch	  &	  Bound	  (ramificació	  i	  acotament),	  i	  consisteix	  a	  
generar	  l'arbre	  de	  possibles	  solucions,	  tot	  acotant	  aquelles	  "branques"	  que	  no	  puguin	  conduir	  a	  una	  
solució	  millor	  que	   l'actual.	  Com	  ja	  s'ha	  comentat,	  aquests	  tipus	  d'algorismes	  han	  estat	  àmpliament	  
estudiats	   i	  aplicats	  al	  problema	  d'equilibrat[7][8][9],	   ja	  que	  mostren	  una	  bona	  eficiència:	  com	  és	  lògic,	  
sense	   límits	   de	   temps	  d'execució,	   la	   generació	  de	   solucions	  ha	  de	  donar	   forçosament	  una	   solució	  
òptima.	  El	  problema	  és	  que	  per	  a	  problemes	  de	  grandària	  considerable,	  el	  temps	  de	  còmput	  d'aquest	  
tipus	  de	  procediment	  és	  massa	  gran	  com	  per	  resultar	  pràctic,	   i	   si	  el	   temps	  es	   limita,	  no	  s'assegura	  
arribar	  a	  l'òptim.	  	  
Un	  altre	  problema	  d'aquest	  tipus	  de	  mètodes	  es	  deriva	  de	  la	  quantitat	  de	  memòria	  necessària	  per	  
emmagatzemar	   l'arbre	   complet	   de	   possibles	   solucions,	   amb	   la	   informació	   corresponent	   a	   cada	  
estació	   generada	   per	   a	   cada	   solució	   parcial.	   Es	   pretén	   avaluar	   la	   possibilitat	   de	   reduir	   aquesta	  
quantitat	  d'informació	  creant	  una	  funció	  recursiva	  capaç	  de	  generar	  un	  node	  de	  l'arbre	  de	  solucions	  
només	   en	   el	  moment	   en	   que	   aquest	   node	   s'està	   explorant.	   Amb	   això,	   l'assignació	   en	   curs	   no	   es	  
guardaria	  a	  la	  memòria,	  sinó	  que	  s'aniria	  sobreescrivint	  a	  mesura	  que	  es	  generen	  estacions,	  copiant	  
la	  informació	  corresponent	  a	  l'estructura	  de	  la	  solució	  només	  en	  el	  cas	  en	  que	  s'arribés	  a	  una	  solució	  
millor	  que	  l'actual.	  
La	  part	  de	   ramificació	  de	   l'algorisme	  es	  durà	  a	   terme,	   com	  es	   veurà	  amb	  més	  detall,	   amb	  una	  
adaptació	  de	  l'heurística	  de	  Hoffmann,	  i	  per	  a	  comprovar	  si	  val	  la	  pena	  continuar	  desenvolupant	  un	  
node	  o	  no	  caldrà	  calcular	  per	  a	  cada	  estació	  generada	   la	  seva	  cota	   local.	  Aquesta	  es	  calcula	  d'una	  
forma	  similar	  a	  com	  es	  comprovava	  la	  factibilitat	  per	  cotes	  de	  la	  solució	  generada	  per	  Hoffmann,	  però	  
tenint	  en	  compte	  que	  l'arbre	  s'està	  construint	  de	  manera	  bidireccional,	  la	  cota	  local	  es	  definirà	  com	  la	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suma	  del	  nombre	  d'estacions	  generades	  en	  sentit	  directe,	  les	  generades	  en	  sentit	  invers	  i	  millor	  cota	  
parcial	  del	  problema	  associat	  a	  les	  tasques	  no	  assignades.	  
	  
3.6.1.	  Ramificació	  bidireccional	  
La	  bidireccionalitat	  de	   l'algorisme	  ve	  motivada	  perquè,	   tot	   i	  que	  es	   trobarà	  una	   solució	  òptima	  
tant	  si	  es	  ramifica	  en	  sentit	  directe	  com	  invers,	  és	  possible	  que	  un	  dels	  dos	  sentits	  resulti	  en	  un	  arbre	  
de	  solucions	  possibles	  més	  petit,	  per	  tant,	  en	  una	  resolució	  més	  ràpida.	  	  
	  
	  
Prenent	  com	  a	  exemple	  el	  graf	  de	  precedències	  anterior	  i	  suposant	  temps	  de	  cicle	  10,	  es	  veu	  de	  
manera	  ràpida	  que	  l'arbre	  de	  possibles	  solucions	  obtingut	  per	  un	  procediment	  directe	  (fig.	  7)	  és	  més	  
complex	  que	  l'arbre	  obtingut	  pel	  procediment	  invers	  (fig.	  8).	  Per	  tant,	  és	  lògic	  pensar	  que	  en	  casos	  
com	  el	  d'aquest	  exemple,	  serà	  molt	  més	  eficient	  realitzar	  el	  càlcul	  tenint	  en	  compte	  les	  precedències	  
inverses.	  
Figura	  6:	  Graf	  de	  precedències	  exemple	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Figura	  7:	  Arbre	  de	  solucions	  de	  l'exemple	  (fig.	  6)	  amb	  un	  Branch	  &	  Bound	  directe	  
Figura	  8:	  Arbre	  de	  solucions	  de	  l'exemple	  (fig.	  6)	  amb	  un	  Branch	  &	  Bound	  invers	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Però	  a	  priori,	  no	  se	  sap	  quin	  dels	  dos	  sentits	  resultarà	  en	  un	  arbre	  de	  solucions	  més	  petit,	  a	  més,	  
cal	   tenir	  en	  compte	  que	  després	  de	  cada	  node	   (estació)	  que	  es	  genera,	  el	   sentit	  més	  adequat	  pot	  
haver	  variat.	  Així	  doncs,	  es	  necessita	  un	  criteri	  que	  permeti	  calcular,	  de	  manera	  dinàmica,	  el	  sentit	  
idoni	  per	  on	  continuar	  amb	  la	  ramificació.	  
Un	  dels	  criteris	  que	  es	  pot	  prendre	  és	  el	  del	  temps	  mitjà	  de	  tasca	  de	  l'estació	  corresponent[14]:	  
	  
On	   Bk	   és	   el	   conjunt	   de	   tasques	   potencialment	   assignables	   a	   l'estació	   k,	   tenint	   en	   compte	   les	  
primeres	   i	   últimes	   estacions	   on	   poden	   ésser	   assignades.	   L'j(CL)	   és	   l'ultima	   estació	   a	   la	   que	   és	  
assignable	   la	   tasca	   j,	   no	   calculada	   respecte	   l'última	   solució	   trobada,	   sinó	   respecte	   la	   cota	   local	   de	  
l'estació.	  De	  la	  mateixa	  manera,	  E'j	  és	  la	  primera	  estació	  on	  es	  pot	  assignar	  la	  tasca	  j,	  tj	  és	  la	  durada	  de	  
j	  i	  |Bk|	  és	  el	  nombre	  de	  tasques	  potencialment	  assignables.	  
Un	  valor	  alt	  de	  temps	  mitjà	  per	  a	  una	  estació	  k	  (Tk)	   implica	  que	  es	  compleix,	  com	  a	  mínim,	  una	  
d'aquestes	  condicions:	  les	  tasques	  assignables	  a	  k	  tenen	  una	  durada	  elevada,	  hi	  ha	  poques	  tasques	  
assignables	  a	  l'estació	  k,	  o	  bé	  les	  tasques	  assignables	  a	  k	  només	  poden	  ser	  assignades	  a	  un	  nombre	  
molt	  limitat	  d'altres	  estacions.	  
Així	   doncs,	   després	   de	   generar	   un	  node,	   per	   decidir	   si	   continuar	   ramificant	   en	   sentit	   directe	   o	  
invers,	  es	  calcularan	  els	  temps	  mitjans	  corresponents	  a	  l'estació	  que	  caldria	  generar	  en	  sentit	  directe	  i	  
a	   l'estació	   que	   caldria	   generar	   en	   sentit	   invers.	   Es	   farà	   un	   pas	   directe	   si	   Tkd>Tki	   o	   si	   Tkd=Tki	   i	  
|Bkd|≤|Bki|,	  en	  cas	  contrari,	  es	  farà	  un	  pas	  invers.	  En	  cas	  que	  l'estació	  directa	  o	  inversa	  no	  tingui	  cap	  
tasca	  potencialment	  assignable,	  s'haurà	  de	  fer	  backtrack	  i	  continuar	  per	  un	  vèrtex	  anterior.	  
La	  descrita	  no	  és	  l’única	  manera	  de	  determinar	  el	  millor	  sentit	  per	  a	  cada	  vèrtex.	  També	  es	  podria	  
plantejar	   determinar	   el	   sentit	   segons	   la	   cardinalitat	   de	   tasques	   potencialment	   assignables	   a	   la	  
següent	  estació	  en	  un	  o	  altre	  sentit.	  Si	  |Bkd|<|Bki|,	  vol	  dir	  que	  hi	  ha	  menys	  tasques	  potencialment	  
assignables	  a	  l’estació	  que	  es	  generarà	  en	  sentit	  directe,	  i	  aquest	  serà	  el	  sentit	  que	  se	  seleccionarà.	  
Un	  altre	  mètode	  per	  a	  determinar	  el	  millor	  sentit	  seria	  semblant	  a	   l’anterior,	  però	  enlloc	  de	  fer	  
servir	   la	  cardinalitat	  del	  conjunt	  de	  tasques	  potencialment	  assignables,	  utilitzant	  el	  sumatori	  de	   les	  
durades	  corresponents	  a	  aquestes	  tasques.	  Així	  doncs,	  si	  es	  compleix	  
€ 
d jj∈Bkd∑ ≤ dhh∈Bki∑ 	  s’haurà	  
de	  seleccionar	  el	  sentit	  directe,	  i	  en	  cas	  contrari,	  l’invers.	  
A	  l’algorisme	  s’hi	  ha	  implementat	  tots	  tres	  mètodes.	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3.6.2.	  Càlcul	  dinàmic	  de	  Ei	  	  i	  Li	  
3.6.2.1.	  Per	  LB1	  
Donada	  una	  solució	  parcial	  és	  possible	  determinar	  la	  primera	  i	  darrera	  estació	  factible	  d'una	  tasca	  
segons	  les	  següents	  equacions,	  basades	  en	  LB1
[14]:	  
	  
on	  fw	  i	  bw	  indiquen	  el	  nombre	  d'estacions	  generades	  en	  sentit	  directe	  i	  invers,	  respectivament,	  i	  
Br	  i	  Bs	  representen	  el	  conjunt	  de	  les	  precedents	  i	  les	  successores	  sense	  assignar,	  respectivament.	  
Calculant	  d'aquesta	  manera	  la	  primera	  i	  darrera	  estació	  factible	  per	  a	  cada	  tasca	  no	  assignada,	  és	  
possible	  que	  el	  valor	  obtingut	  sigui	  més	  restrictiu	  que	  el	  donat	  pel	  càlcul	  de	  LB4,	  reduint	  d'aquesta	  
manera	  la	  magnitud	  del	  problema,	  com	  es	  veurà	  més	  endavant.	  
	  
3.6.2.2.	  Per	  LB4	  
També	  és	  possible	  fer	  el	  càlcul	  de	  la	  cota	  quatre	  a	  cada	  pas,	  amb	  les	  tasques	  no	  assignades,	  per	  tal	  
de	  calcular	  la	  primera	  i	  darrera	  estació	  factible	  per	  a	  cada	  tasca	  de	  manera	  dinàmica.	  Aquesta	  és	  una	  
alternativa	  més	  complexa,	  i	  per	  tant	  tindrà	  un	  major	  consum	  de	  temps.	  
En	   el	   cas	   de	   LB4	   calculada	   sobre	   una	   solució	   parcial,	   caldrà	   tenir	   en	   compte	   algunes	   petites	  
modificacions:	  	  
-­‐	  Per	  a	  les	  tasques	  ja	  assignades,	  no	  serà	  necessari	  fer	  el	  càlcul	  dels	  caps	  i	  les	  cues,	  ja	  que	  es	  poden	  
definir	  directament	  com:	  
	  	  	  
on	  k	  és	  l'estació	  on	  es	  troba	  assignada	  la	  tasca	  i.	  
-­‐	  Per	  a	  les	  tasques	  no	  assignades,	  el	  càlcul	  de	  caps	  i	  cues	  haurà	  de	  tenir	  en	  compte	  les	  estacions	  ja	  
generades:	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on	  fw	  i	  bw	  indiquen	  el	  nombre	  d'estacions	  generades	  en	  sentit	  directe	  i	  invers,	  respectivament.	  
	  
3.6.3.	  Millora	  de	  durades	  
De	   la	   mateixa	  manera	   que	   es	   milloren	   les	   durades	   de	   les	   tasques	   a	   l'obtenir	   una	   solució	   per	  
l'heurística	   de	   Hoffmann,	   es	   pot	   plantejar	   millorar	   les	   durades	   també	   dintre	   del	   procediment	   de	  
ramificació.	  
Seria	  possible	  resoldre	  per	  a	  cada	  vèrtex	  el	  problema	  knapsack	  associat	  a	  cada	  tasca	  no	  assignada	  
i	   les	   tasques	   que	   podrien	   compartir	   estació	   amb	   ella,	   augmentant	   conseqüentment	   la	   durada	  
d'aquesta	  en	  cas	  que	  cap	  combinació	  de	  tasques	  no	  assignades	  omplís	  completament	  l'estació.	  Amb	  
això	  es	  restringirà	  més	  la	  cota	  i	  serà	  més	  fàcil	  trobar	  solucions	  amb	  temps	  lliure	  igual	  a	  zero.	  
Aquesta	  opció,	  però,	  no	  resulta	  eficient,	  ja	  que	  comporta	  una	  gran	  quantitat	  de	  càlculs	  repetits,	  
que	  es	  poden	  evitar	  si	  s'emmagatzema	  la	  informació	  amb	  cura	  i	  es	  comprova	  que	  només	  s'estan	  fent	  
càlculs	  necessaris.	  Això	  es	  pot	  aconseguir	  creant	  una	  estructura	  on	  es	  guardarà,	  per	  a	  cada	  pas	  del	  
procediment	   i	   per	   a	   cada	   tasca,	   quines	   tasques	   no	   assignades	   formen	   part	   de	   la	   combinació	   de	  
tasques	  amb	  menor	  temps	  lliure	  i	  la	  seva	  duració	  modificada.	  	  
D'aquesta	  manera,	  abans	  de	  resoldre	  el	  problema	  knapsack	  d'una	  tasca,	  es	  comprova	  si	  alguna	  de	  
les	  tasques	  que	  podien	  compartir	  estació	  amb	  ella	  ha	  estat	  assignada.	  Si	  no	  és	  així,	  no	  cal	  recalcular-­‐
lo,	  i	  la	  duració	  es	  manté	  del	  pas	  anterior.	  Si	  pel	  contrari,	  la	  combinació	  de	  tasques	  no	  assignades	  ha	  
canviat,	  es	  recalcula	  el	  problema	  knapsack	  i	  es	  modifica	  la	  durada	  de	  la	  tasca	  corresponent.	  
Aquests	   canvis	   de	   durada	   serveixen	   per	   a	   l'assignació	   de	   la	   tasca	   a	   estacions	   encara	   no	  
desenvolupades.	  
	  
3.6.4.	  Comprovació	  de	  factibilitat	  mitjançant	  fluxos	  màxims	  	  
Donada	  una	  instància	  del	  problema	  SALBP-­‐1,	  amb	  temps	  de	  cicle	  c	  determinat	  i	  conegut,	  amb	  n	  
tasques	   i	   (on	  1	  ≤	   i	   ≤	  n),	   cadascuna	  amb	  una	  durada	  di,	   una	   solució	  amb	  m	   estacions,	  una	  estació	  
mínima	  Ei	  i	  una	  estació	  màxima	  Li,	  que	  indiquen,	  respectivament,	  la	  primera	  i	  darrera	  estació	  a	  la	  que	  
pot	   assignar-­‐se	   la	   tasca	   i	   per	   a	   obtenir	   una	   solució	   amb	  m-­‐1	   estacions,	   és	   possible	   plantejar	   un	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problema	  de	  flux	  màxim	  en	  un	  graf	  que	  permeti	  detectar	  la	  impossibilitat	  de	  trobar	  una	  solució	  amb	  
m-­‐1	  estacions.	  
Per	  començar,	  cal	  definir	  el	  graf	  associat	  al	  problema	  de	  flux	  màxim.	  El	  graf	  quedarà	  definit	  pels	  
següents	  elements:	  
-­‐	  Consta	  d'un	  vèrtex	  α,	  un	  vèrtex	  ω,	  n	  vèrtexs	  associats	  a	  cada	  una	  de	  les	  tasques	  i	  m-­‐1	  vèrtexs	  
associats	  a	  les	  estacions.	  
-­‐	   Té	   un	   arc	   entre	  α	   i	   cadascun	   dels	  n	   vèrtexs	   associats	   a	   les	   tasques,	   amb	   capacitat	   igual	   a	   la	  
durada	  de	  la	  tasca.	  
-­‐	  Té	  un	  arc	  entre	  cada	  vèrtex	  associat	  a	  les	  m-­‐1	  estacions	  i	  ω,	  amb	  capacitat	  igual	  al	  temps	  de	  cicle.	  
-­‐	   Té	  un	  arc	  entre	   cada	   vèrtex	  associat	   a	  una	   tasca	   i	   i	   cada	   vèrtex	  associat	   a	  una	  estació	  k	   que	  
compleixi	  Ei	  ≤	  k	  ≤	  Li,	  amb	  capacitat	  igual	  a	  la	  durada	  de	  i.	  
El	  graf	  ha	  de	  tenir	  una	  solució	  amb	  flux	  igual	  a	   	  per	  tal	  que	  existeixi	  una	  solució	  amb	  m-­‐1	  
estacions	  per	  al	  graf	  definit	  pels	  vèrtexs	  i	  arcs	  anteriors.	  Si	  no	  existeix	  una	  solució	  amb	  l'esmentat	  flux,	  
significa	  que	  no	  és	  possible	  assignar	  part	  de	  la	  durada	  d'una	  o	  vàries	  tasques	  a	  les	  estacions.	  
Aquest	  problema	  és	  una	  extensió	  de	  LB1	  en	  els	  següents	  aspectes:	  
-­‐	  Es	  resol	  LB1	  per	  a	  cada	  estació	  comptant	  el	  conjunt	  de	  tasques	  que	  han	  de	  ser	  assignades	  fins	  a	  
aquesta	  estació.	  
-­‐	  Al	  tenir	  en	  compte	  també	  l'estació	  mínima	  d'assignació	  (Ei)	  per	  a	  cada	  tasca,	  s'està	  obligant	  a	  no	  
assignar	   temps	   associat	   a	   una	   tasca	   en	   una	   estació	   on	   sabem	   que	   aquesta	   tasca	   no	   pot	   ésser	  
assignada.	  
Tot	   i	  que	  seria	  possible	  resoldre	  el	  problema	  de	  flux	  mitjançant	  un	  algorisme	  de	  fluxos	  màxims,	  
pot	  aplicar-­‐se	  el	  següent	  procediment:	  
Pas	  1:	  S'ordenen	  les	  tasques	  en	  ordre	  no	  decreixent	  segons	  l'estació	  màxima	  d'assignació	  (Li).	  En	  
cas	  d'empat,	  es	  donarà	  prioritat	  a	   les	   tasques	  amb	  una	  primera	  estació	   factible	  menor	   (Ei).	  En	  cas	  
d'empat	  en	  ambdues	  regles,	  se	  seguirà	  l'ordre	  lexicogràfic.	  
Pas	  2:	  Per	  a	  totes	  les	  estacions	  s'indica	  que	  el	  temps	  lliure	  disponible	  és	  igual	  temps	  de	  cicle.	  
Pas	  3:	  Per	  a	  cada	  tasca	  i,	  es	  calcula	  el	  temps	  disponible	  per	  assignar,	  segons	  es	  descriu	  al	  pas	  4.	  
Equilibrat	  de	  línies	  de	  muntatge	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Pas	   4:	   Per	   a	   totes	   les	   estacions	   compreses	   entre	   Ei	   i	   Li,	   sempre	   que	   el	   temps	   disponible	   per	  
assignar	  i	  el	  temps	  lliure	  de	  l'estació	  siguin	  majors	  que	  zero,	  es	  resta	  al	  temps	  disponible	  de	  l'estació	  i	  
al	  temps	  per	  assignar	  el	  mínim	  entre	  aquests	  dos	  valors.	  	  
Pas	  5:	   Si	   per	   a	   alguna	   tasca	   i	   es	   compleix	  que	  el	   temps	  pendent	  per	  assignar	  és	  positiu,	  no	  és	  
possible	   trobar	   una	   solució	   	   amb	   m-­‐1	   estacions,	   i	   per	   tant,	   cal	   tornar	   a	   un	   pas	   anterior	   del	  
Branch&Bound.	  	  
	  
Demostració	  informal	  del	  correcte	  funcionament	  del	  procediment:	  
Si	  el	  mètode	  troba	  una	  solució	  factible,	  el	  flux	  trobat	  als	  arcs	  entre	  les	  tasques	  i	  les	  estacions	  és	  
vàlid.	  
Si	  el	  mètode	  no	  troba	  una	  solució	  factible,	  l'ordre	  d'anàlisi	  de	  les	  tasques	  assegura	  que:	  
-­‐	  Una	  tasca	  ja	  assignada	  no	  podria	  assignar	  la	  seva	  durada	  a	  estacions	  posteriors	  a	  les	  de	  la	  tasca	  
que	  detecta	   la	   infactibilitat,	   i	  per	  tant,	  no	  podria	  reconduir-­‐se	  el	   flux	  per	  arcs	  associats	  a	  estacions	  
posteriors.	  
-­‐	  Les	  tasques	  assignen	  el	  seu	  flux	  a	  la	  primera	  estació	  possible,	  per	  tant,	  tampoc	  podria	  redirigir-­‐se	  
flux	  a	  estacions	  anteriors	  per	  a	  permetre	  el	  flux	  associat	  a	  la	  duració	  de	  la	  tasca.	  
	  
3.6.5.	  Càlcul	  de	  solucions	  amb	  un	  algorisme	  constructiu	  	  
Tot	  i	  que,	  com	  ja	  s'ha	  comentat,	  la	  generació	  d'assignacions	  es	  durà	  a	  terme	  amb	  un	  procediment	  
basat	  en	  l'heurística	  de	  Hoffmann,	  i	  de	  tal	  manera	  que	  s’estudiïn	  totes	  les	  assignacions	  possibles	  per	  a	  
seleccionar-­‐ne	   la	   millor,	   prèviament	   s'intentarà	   trobar	   una	   solució	   millor	   que	   l'actual	   amb	   un	  
procediment	  constructiu,	  molt	  semblant	  a	  l'emprat	  al	  principi	  de	  l'algorisme.	  
Cal	   recordar	   que,	   tot	   i	   que	   en	   cap	  moment	   garantitzen	   l'òptim,	   els	   procediments	   constructius	  
troben	  solucions	  factibles	  molt	  ràpidament	  i,	  per	  tant,	  poden	  ser	  una	  eina	  molt	  útil	  per	  a	  tractar	  les	  
solucions	  parcials.	  A	  cada	  pas	  de	  la	  funció	  recursiva,	  es	  pot	  generar	  una	  solució	  amb	  un	  procediment	  
greedy	  com	  l'utilitzat	  per	  a	  obtenir	  el	  primer	  UB,	  tenint	  només	  en	  compte	  les	  tasques	  que	  queden	  per	  
assignar.	  	  
Per	  començar,	  donat	  que	  es	  coneixen	  les	  primeres	  i	  darreres	  estacions	  factibles	  per	  cada	  tasca,	  es	  
poden	   fixar	   tasques	   a	   cada	   estació	   que	   construeixi	   l’algorisme	  greedy,	   de	   la	  mateixa	  manera	   que	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s’havia	  fet	  aplicant	  l’heurística	  de	  Hoffmann	  (apartat	  3.4.).	  Si	  després	  d’aquesta	  assignació	  de	  tasques	  
fixes,	  en	  qualsevol	  pas,	  el	  temps	  lliure	  de	  l’estació	  és	  menor	  a	  zero,	  no	  es	  pot	  trobar	  una	  millor	  solució	  
mitjançant	  l’algorisme	  constructiu	  i	  cal	  tornar	  al	  procediment	  de	  Branch&Bound.	  En	  cas	  contrari,	  es	  
continua	  assignant	  la	  resta	  de	  tasques.	  
La	  regla	  de	  prioritat	  a	  aplicar	  per	  a	  escollir	  les	  tasques	  a	  assignar	  en	  una	  estació	  pot	  ser	  la	  mateixa	  
que	  la	  treballada	  a	   l’apartat	  3.2.	  Cal	  recordar	  que	  aquesta	  es	  basava	  en	  triar	  entre	  les	  tasques	  que	  
podien	  ser	  assignades	  a	  cada	  pas	  la	  de	  major	  duració.	  Però	  existeixen	  nombroses	  regles	  de	  prioritat	  
aplicables:	   en	   l’algorisme	   objecte	   d’aquest	   projecte	   se	   n’ha	   implementat	   una	   segona,	   a	   part	   de	  
l’exposada	  anteriorment.	  Aquesta	  segona	  regla	  de	  prioritat	  consisteix	  a	  triar	  a	  cada	  pas	  la	  tasca	  que	  
hagi	  de	  ser	  assignada	  obligatòriament	  abans.	  És	  a	  dir,	  en	  el	  cas	  del	  sentit	  directe	  seleccionarà	  primer	  
aquelles	  tasques	  amb	  una	  Ei	  menor	  i	  en	  el	  cas	  del	  sentit	  invers,	  les	  tasques	  amb	  una	  Li	  major.	  En	  cas	  
d’empat	  en	  qualsevol	  cas,	  s’escollirà	  la	  tasca	  amb	  major	  durada.	  
Si	   amb	  aquest	  procediment	   (que	  es	  pot	  aplicar	  en	   sentit	  directe,	   invers,	  o	  ambdós)	   s'obté	  una	  
solució	  millor	  que	  l'actual,	  es	  guarda,	  es	  duen	  a	  terme	  les	  millores	  de	  precedències	  i	  durades	  ja	  vistes	  
(apartat	  3.5.)	  i	  es	  torna	  al	  pas	  anterior,	  ja	  que	  la	  solució	  encara	  podria	  millorar.	  Aquest	  backtrack	  pot	  
comportar	  algun	  problema	  de	  compatibilitat	  de	  solucions,	  que	  es	  comentarà	  posteriorment	  (apartat	  
3.6.10.)	  i	  s'indicarà	  com	  es	  pot	  solucionar.	  
Si	   amb	   el	   procediment	   greedy	   s'obté	   una	   solució	   igual	   o	   pitjor	   que	   l'actual,	   es	   continua	  
normalment	  amb	  l'algorisme	  de	  ramificació	  i	  acotament.	  
	  
3.6.6.	  Ordenació	  eficient	  de	  les	  tasques	  a	  estudiar	  
A	   més,	   per	   a	   millorar	   l'eficiència	   del	   procediment,	   també	   interessarà	   ordenar	   les	   tasques	   a	  
estudiar	  (les	  no	  assignades,	  no	  fixades	  que	  siguin	  potencialment	  assignables	  a	  l'estació	  actual,	  per	  la	  
primera	  i	  darrera	  estació	  possibles	  (Ej	  i	  Lj)),	  segons	  els	  següents	  criteris
[6]:	  
-­‐	  Si	  el	  pas	  que	  s'està	  fent	  és	  directe,	   les	  tasques	  s'ordenaran	  de	  menor	  a	  major	  primera	  estació	  
possible	  (Ej).	  En	  cas	  d'empat,	  de	  menor	  a	  major	  darrera	  estació	  possible	  (Lj).	  En	  cas	  d'empat,	  de	  major	  
a	  menor	  durada.	  	  
-­‐	   Si	   el	   pas	  que	   s'està	   fent	  és	   invers,	   les	   tasques	   s'ordenaran	  de	  major	   a	  menor	  darrera	  estació	  
possible	   (Lj).	   En	   cas	   d'empat,	   de	  major	   a	  menor	   primera	   estació	   possible	   (Ej).	   En	   cas	   d'empat,	   de	  
major	  a	  menor	  durada.	  Si	  l'empat	  persisteix,	  es	  farà	  servir	  l'ordre	  lexicogràfic.	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D'aquesta	  manera,	  si	  durant	  tot	  el	  procediment	  de	  generació	  d'estacions	  s'estudien	  les	  tasques	  no	  
assignades	  en	   l'ordre	  esmentat,	  és	  probable	  que	   l'assignació	  òptima	  es	   trobi	  més	   ràpidament	  que	  
emprant	  l'ordre	  convencional.	  Addicionalment,	  si	  a	  cada	  pas	  es	  treballa	  només	  amb	  les	  tasques	  no	  
assignades	   i	   potencialment	   assignables,	   la	   dimensió	   del	   problema	   a	   resoldre	   per	   l'adaptació	   de	  
l'heurística	  de	  Hoffmann	  és	  menor	  a	  cada	  vèrtex.	  
	  
3.6.7.	  Millora	  de	  LB1	  
És	  possible	  millorar	  la	  cota	  calculada	  segons	  LB1	  resolent	  el	  problema	  de	  knapsack	  associat	  a	  les	  
estacions	   encara	   no	   generades,	   trobant	   per	   a	   cada	   una	   d'elles	   la	   combinació	   de	   tasques	   no	  
assignades	  i	  potencialment	  assignables	  a	  l'estació,	  que	  deixa	  un	  temps	  mort	  menor.	  Si	  aquest	  temps	  
mort	  no	  és	  zero	  per	  a	  una	  o	  més	  estacions	  pendents,	  la	  suma	  d'aquests	  temps	  morts	  es	  pot	  sumar	  al	  
numerador	  del	  LB1	  local.	  
Així	  doncs,	  des	  de	   l'estació	   fw+1,	   fins	   l'estació	  UB-­‐bw-­‐1,	  on	   fw	   i	  bw	   són	  el	  nombre	  d'estacions	  
generades	  en	  sentit	  directe	  i	  invers,	  respectivament,	  seguirem	  el	  següent	  procediment:	  
Pas	  1:	  Per	  a	  cada	  estació	  k,	  se	  seleccionarà	  el	  grup	  de	  tasques	  potencialment	  assignables	  a	  ella.	  
Aquestes	  seran	  totes	  les	  tasques	  i	  que	  compleixin	  que	  Ei	  ≤k	  i	  Li	  ≥ 	  k.	  
Pas	  2:	  Seguint	  el	  mateix	  procediment	  descrit	  en	  la	  millora	  de	  durades	  a	  l'apartat	  3.5.,	  es	  resol	  el	  
problema	  de	  knapsack	  amb	  les	  tasques	  trobades	  al	  pas	  anterior,	  amb	  càrrega	  màxima	  igual	  al	  temps	  
de	  cicle.	  
Pas	  3:	  Per	  a	  cada	  estació,	  es	  busca	  la	  càrrega	  màxima	  que	  es	  pot	  donar	  amb	  una	  combinació	  de	  
tasques	  trobades	  al	  pas	  1.	  Si	  aquesta	  és	  menor	  que	  el	  temps	  de	  cicle,	  se	  suma	  aquesta	  diferència	  al	  
numerador	  del	  LB1	  local.	  
Com	   és	   lògic,	   quan	   s'acaba	   aquest	   càlcul,	   s'ha	   de	   realitzar	   una	   comprovació	   de	   cota,	   fent	  
backtrack	  a	  un	  pas	  anterior	  en	  cas	  que	  aquesta	  sigui	  igual	  o	  superior	  al	  UB.	  
	  
3.6.8.	  Temps	  de	  cicle	  factibles	  per	  a	  l'estació	  en	  curs	  
Com	  ja	  s’ha	  esmentat,	  la	  principal	  diferència	  entre	  aquest	  algorisme	  i	  el	  millor	  procediment	  exacte	  
existent	  a	  la	  literatura[9]	  és	  que	  aquest	  ordena	  les	  solucions	  parcials	  segons	  temps	  lliure	  d’estació	  no	  
decreixent.	   Això	   s’aconseguirà	   resolent	   el	   problema	   de	   la	   motxilla	   0-­‐1	   associat	   a	   les	   tasque
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assignades	  amb	  pes	  i	  valor	  igual	  a	  la	  seva	  durada,	  i	  càrrega	  màxima	  igual	  al	  temps	  lliure	  de	  l’estació.	  
Es	  tindrà	  com	  a	  resultat	  un	  vector	  binari	  de	  càrregues	  factibles	  de	  mida	  igual	  al	  temps	  de	  cicle,	  en	  el	  
que	  per	  a	  cada	  posició	  t	  trobarem	  un	  1	  si	  la	  càrrega	  t	  és	  factible	  i	  un	  0	  en	  cas	  contrari.	  
Es	  durà	  a	  terme	  el	  procediment	  de	  generació	  d’assignacions	  (basat	  en	  el	  l’heurística	  de	  Hoffmann	  
vista	  a	  l’apartat	  3.4.),	  i	  es	  buscaran	  assignacions	  de	  temps	  lliure	  igual	  a	  zero,	  tenint	  en	  compte	  que	  el	  
temps	  lliure	  inicial	  introduït	  al	  procediment	  serà	  cada	  una	  de	  les	  càrregues	  de	  l’esmentat	  vector,	  des	  
de	  c	  (temps	  de	  cicle)	  a	  0,	  successivament.	  Si	  es	  troba	  una	  assignació	  que	  compleixi	  aquesta	  condició,	  
es	  determina	  el	  sentit	  del	  següent,	  i	  es	  continua	  la	  ramificació	  per	  l’estació	  corresponent.	  En	  cas	  que	  
s’arribi	  a	  la	  càrrega	  0	  sense	  haver	  trobat	  una	  assignació	  de	  temps	  lliure	  zero,	  cal	  fer	  backtrack.	  
	  
3.6.9.	  Estructures	  i	  procediment	  
Per	  a	  aquesta	  part	  de	  l'algorisme,	  es	  crearà	  una	  nova	  estructura	  on	  es	  guardaran	  les	  dades	  de	  la	  
solució	   parcial	   en	   curs,	   tals	   com	   la	   quantitat	   de	   tasques	   no	   assignades,	   el	   temps	   lliure	   del	   pas,	   el	  
mapejat	  que	   indiqui	   l'ordre	  d'estudi	  de	   les	  tasques	  romanents,	  el	  mapejat	   invers	   (per	  exemple,	  un	  
vector	  de	  mapejat	  	  [3,	  4,	  2,	  5,	  1	  ],	  indica	  que	  la	  tasca	  3	  ha	  d’estudiar-­‐se	  en	  primer	  lloc,	  després	  la	  4,	  i	  
així	  successivament.	  El	  mapejat	  invers	  d’aquest	  cas	  seria	  [5,	  3,	  1,	  2,	  4],	  que	  indica	  que	  la	  tasca	  1	  està	  
en	   la	   cinquena	   posició	   del	   mapejat,	   la	   tasca	   2	   en	   la	   tercera,	   i	   així	   successivament),	   el	   vector	   de	  
durades	  de	  les	  tasques	  no	  assignades	  (en	  l'ordre	  indicat	  pel	  mapejat,	  seguint	   l’exemple	  anterior,	   la	  
primera	  durada	  del	  vector	  correspondria	  a	  la	  tasca	  3,	  la	  segona	  a	  la	  4,	  etc.),	  la	  llista	  de	  precedents	  o	  
successores	  (no	  es	  necessari	  tenir-­‐les	  totes	  dues,	  ja	  que	  es	  calcularan	  al	  principi	  de	  cada	  pas,	  segons	  
el	   sentit	   i	   en	   l'ordre	   que	   marqui	   el	   mapejat),	   el	   vector	   d'assignació	   en	   curs	   (segons	   l'ordre	  
convencional),	  les	  cotes	  locals,	  el	  vector	  de	  temps	  de	  cicle	  factibles,	  el	  nombre	  d'estacions	  generades	  
en	   sentit	   directe	   i	   les	   generades	   en	   sentit	   invers.	   Aquesta	   estructura	   serà	   en	   realitat	   un	   vector	  
d'estructures	   amb	   tants	   components	   com	   estacions	   tingui	   la	   solució	   actual	   (la	   obtinguda	   per	  
l'heurística	   de	   Hoffmann),	   per	   a	   agilitzar	   el	  manteniment	   dels	   càlculs	   no	   desenvolupats	   de	   nodes	  
anteriors	  de	  l'arbre	  de	  cerca.	  
Abans	  de	   començar	  amb	   la	   generació	  d'estacions	   caldrà	   crear	  una	   solució	  parcial	   teòrica	  0,	  on	  
l’assignació	  en	  curs	  serà	  igual	  a	  zero,	  el	  nombre	  de	  tasques	  sense	  assignar	  serà	  el	  nombre	  de	  tasques	  
totals,	  les	  durades	  de	  les	  tasques	  seran	  iguals	  a	  les	  durades	  inicials	  i	  el	  nombre	  d'assignades,	  tan	  en	  
sentit	  directe	  com	  invers	  serà	  també	  zero.	  En	  aquesta	  inicialització	  caldrà	  crear	  un	  primer	  mapejat,	  
que	  ordeni	  les	  tasques	  segons	  els	  criteris	  exposats.	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En	   el	   primer	   pas	   de	   l'algorisme,	   caldrà	   determinar	   el	   sentit	   que	   ha	   de	   prendre	   la	   primera	  
ramificació.	  A	  continuació	  es	  cridarà	  la	  funció	  recursiva	  per	  a	  que	  generi	  el	  vèrtex	  1,	  tenint	  en	  compte	  
el	  sentit	  trobat.	  
La	  funció	  recursiva	  per	  a	  generar	  el	  vèrtex	  k	  segueix	  el	  procediment	  explicat	  a	  continuació:	  
Pas	  1:	  El	  primer	  pas	  a	  seguir	  és	  sempre	  una	  comprovació	  d'optimalitat:	  si	  la	  cota	  més	  gran	  és	  igual	  
a	   la	  millor	   solució	   trobada	   de	  moment,	   podem	   abandonar	   l'algorisme.	   Quan	   es	   genera	   el	   primer	  
vèrtex	  no	  té	  gaire	  sentit,	  ja	  que	  només	  s'entrarà	  al	  Branch&Bound	  si	  la	  solució	  per	  Hoffmann	  no	  era	  
òptima,	  però	  tenint	  en	  compte	  que	  aquesta	  és	  una	  funció	  recursiva,	  val	  la	  pena	  comprovar	  a	  cada	  pas	  
si	  s'ha	  arribat	  a	  l'òptim,	  abans	  de	  continuar	  amb	  el	  càlcul.	  
Pas	  2:	  S'inicialitzen	  les	  dades	  corresponents	  al	  nombre	  d'estacions	  generades	  en	  ambdós	  sentits,	  
el	  temps	  lliure	  (que	  serà	  igual	  al	  temps	  de	  cicle)	  i	  vector	  d'assignacions	  del	  vèrtex	  k,	  amb	  les	  dades	  de	  
la	  solució	  parcial	  del	  vèrtex	  k-­‐1	  .	  Sabent	  el	  sentit	  en	  el	  que	  s'està	  generant	  aquest	  vèrtex,	  anotar	  un	  
pas	  més	  en	  sentit	  directe	  o	  invers,	  segons	  correspongui.	  També	  és	  possible	  calcular	  l'estació	  que	  està	  
generant	  aquest	  vèrtex:	  si	  el	  sentit	  és	  directe,	  l'estació	  és	  directament	  el	  nombre	  de	  passos	  directes,	  
si	   el	   sentit	   és	   invers,	   és	   la	   millor	   solució	   coneguda	   menys	   el	   nombre	   de	   passos	   inversos.	  
Posteriorment,	  es	  passa	  al	  pas	  3.	  
Pas	  3:	  A	  continuació,	  s'intentarà	  buscar	  una	  solució	  a	  partir	  de	  la	  solució	  parcial	  actual,	  amb	  un	  
procediment	  constructiu,	  tal	  i	  com	  s'ha	  descrit	  a	  l'apartat	  3.6.5.	  En	  cas	  de	  trobar	  una	  solució	  millor	  a	  
l'actual,	  es	  passa	  al	  pas	  15,	  en	  cas	  contrari,	  es	  continua	  pel	  pas	  4.	  
Pas	  4:	  Es	  busquen	  totes	  les	  tasques	  que	  queden	  per	  assignar,	  s'anoten	  i	  se'n	  sumen	  les	  duracions.	  
Si	  aquest	  sumatori	  és	  menor	  o	  igual	  al	  temps	  de	  cicle,	  vol	  dir	  que	  s'ha	  arribat	  a	  una	  nova	  solució,	  i	  es	  
pot	  passar	  al	  pas	  14.	  En	  cas	  contrari	  es	  continua	  pel	  pas	  5.	  
Pas	  5:	  Per	  a	  totes	  les	  tasques	  que	  queden	  per	  assignar,	  es	  fa	  el	  càlcul	  de	  la	  Ei	  i	  la	  Li,	  tal	  i	  com	  s'ha	  
exposat	   a	   l'apartat	   3.6.2.	   En	   el	   mateix	   procediment,	   es	   comprova	   que	   si	   per	   a	   alguna	   tasca	   i	   es	  
compleix	  que	  Ei	  >	  Li.	  En	  cas	  positiu,	  es	  torna	  al	  vèrtex	  anterior,	  ja	  que	  aquest	  no	  pot	  donar	  una	  solució	  
millor	  a	  l'actual.	  
Pas	  6:	  Per	  totes	  les	  tasques	  no	  assignades,	  es	  comprova	  si	  se'n	  poden	  millorar	  les	  durades,	  segons	  
el	  procediment	  descrit	  a	  l'apartat	  3.6.3.	  En	  cas	  positiu,	  es	  resol	  el	  knapsack	  associat	  i	  es	  modifiquen	  
les	   durades	   corresponents.	   En	   el	  mateix	   procediment,	   amb	   les	   durades	   (modificades	   o	   no)	   de	   les	  
tasques	  sense	  assignar,	  es	  calcula	  la	  suma	  de	  les	  cotes	  parcials	  per	  LB1,	  LB2	  i	  LB3.	  
Pas	  7:	  Amb	  les	  sumes	  de	  les	  cotes	  parcials	  calculades	  al	  pas	  6	  es	  comprova	  si	  la	  cota	  local	  és	  igual	  
o	  major	  a	  la	  solució	  actual.	  La	  cota	  local	  es	  defineix	  com	  la	  suma	  de	  les	  cotes	  parcials	  de	  les	  estacions	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no	  assignades,	  més	  el	  nombre	  d'estacions	  generades	  en	  sentit	  directe	  i	  en	  sentit	  invers.	  De	  les	  tres	  
sumes	  de	   cotes	   parcials	   (per	   LB1,	   LB2	   i	   LB3),	   com	  és	   lògic,	   se	   seleccionarà	   la	  major.	   En	   cas	   que	   es	  
verifiqui	  aquesta	  condició,	  s'ha	  de	  sortir	  de	  la	  funció,	  ja	  que	  el	  desenvolupament	  d'aquest	  vèrtex	  no	  
pot	  portar	   a	  una	   solució	  millor	  que	   l'actual.	   També	  es	   realitza	  el	   càlcul	   de	   les	   cotes	  6	   i	   7	   amb	   les	  
durades	  modificades	  al	  pas	  anterior,	  per	  a	  comprovar	  si	  val	   la	  pena	  seguir	  desenvolupant	  el	  vèrtex	  
actual.	  
Pas	   8:	   Per	   a	   totes	   les	   tasques	   no	   assignades	   i	   potencialment	   assignables	   a	   l'estació	   actual,	  
determinar	  si	  han	  de	  ser	  assignades	  forçosament	  a	  aquesta	  estació	  (tal	  i	  com	  s'ha	  vist	  a	  l'apartat	  3.4	  
amb	   l'assignació	   de	   tasques	   fixes	   en	   l'heurística	   de	   Hoffmann).	   Si	   alguna	   compleix,	   s'assigna	   i	  
s'esborra	  de	  la	  llista	  de	  tasques	  per	  assignar.	  	  
Pas	   9:	  Es	   comprova	   si	   amb	   l'assignació	   de	   les	   tasques	   fixes	   es	   compleix	   que	   el	   temps	   lliure	   és	  
menor	  que	  zero.	  Donat	  el	  cas,	  cal	  fer	  backtrack,	  ja	  que	  el	  desenvolupament	  d'aquest	  vèrtex	  no	  pot	  
donar	  una	  solució	  millor	  a	  l'actual.	  Si,	  en	  canvi,	  el	  temps	  lliure	  és	  igual	  a	  zero,	  o	  no	  hi	  ha	  cap	  tasca	  que	  
es	  pugui	  assignar	  en	  el	  temps	  mort	  restant,	  ja	  hem	  trobat	  l'única	  assignació	  òptima	  per	  l'estació,	  per	  
tant,	  podem	  passar	  a	  generar	  el	  vèrtex	  k+1:	  es	  determina	  en	  quin	  sentit	  cal	  fer	  el	  càlcul	  i	  es	  crida	  la	  
funció	  recursiva	  del	  vèrtex	  k+1.	  En	  cas	  que	  el	  temps	  lliure	  sigui	  major	  que	  zero,	  es	  continua	  pel	  pas	  
10.	  
Pas	  10:	  En	  aquest	  pas,	  es	   realitza	   la	  millora	  de	   la	  cota	  1	   local	  mitjançant	  el	  càlcul	  de	  càrregues	  
màximes	  a	  les	  estacions	  no	  generades,	  tal	  com	  s'ha	  vist	  a	  l'apartat	  3.6.7.	  Després,	  es	  comprova	  si	  amb	  
aquesta	  millora	  la	  nova	  cota	  local	  és	  superior	  o	  igual	  a	  la	  solució	  actual.	  En	  cas	  positiu,	  cal	  tornar	  al	  
vèrtex	  anterior.	  
Pas	   11:	   Aquest	   pas	   consistirà	   a	   trobar	   temps	   de	   cicle	   factibles	   per	   a	   l'estació,	   per	   tal	   d'evitar	  
generar	  assignacions	  que	  no	  tinguin	  temps	  lliure	  igual	  a	  zero,	  tal	  com	  s’ha	  descrit	  a	  l’apartat	  3.6.8.	  Per	  
a	  tal	  efecte,	  es	  resoldrà	  el	  problema	  0-­‐1	  knapsack	  associat	  a	  l'estació	  actual,	  on	  la	  càrrega	  màxima	  és	  
el	  temps	  lliure	  del	  vèrtex	  k	  i	  les	  peces	  són	  les	  tasques	  no	  assignades	  amb	  pes	  igual	  a	  la	  seva	  durada:	  
d'aquesta	  manera	  s'obtindrà	  un	  vector	  amb	  tots	  els	  temps	  de	  cicle	  factibles	  que	  donen	  les	  possibles	  
assignacions.	  Es	  passa	  al	  pas	  12.	  
Pas	  12:	  Per	  a	  les	  tasques	  que	  encara	  quedin	  per	  assignar	  (les	  que	  quedin	  a	  la	  llista	  després	  del	  pas	  
8),	   es	   realitza	   l'ordenació	   segons	   els	   criteris	   de	   precedències	   i	   durades	   exposats	   anteriorment	   a	  
l'apartat	   3.6.6.	   Es	   guarden	   les	   durades	   de	   les	   tasques	   en	   l'ordre	   trobat	   i	   es	   calcula	   la	   llista	   de	  
precedents	  o	   successores	   (segons	  el	   sentit	  del	   vèrtex)	   també	  en	   l'ordre	   trobat.	  Del	   temps	  més	  alt	  
obtingut,	  fins	  a	  zero,	  per	  a	  cada	  temps	  de	  cicle	  factible	  es	  realitzarà	  el	  pas	  13.	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Pas	  13:	  Mitjançant	  el	  procediment	  que	   segueix	   l'heurística	  de	  Hoffmann	  vista	  anteriorment,	  es	  
generen	  totes	  les	  possibles	  assignacions	  per	  a	  l'estació	  actual,	  fins	  a	  trobar-­‐ne	  una	  que	  tingui	  temps	  
lliure	  igual	  a	  zero.	  Si	  no	  se'n	  troba	  cap,	  es	  passa	  al	  següent	  temps	  de	  cicle	  factible,	  i	  si	  és	  l'últim	  temps	  
factible,	   se	   surt	   de	   l'algorisme,	   fent	   backtrack	   a	   les	   últimes	   tasques	   assignades.	   Si	   es	   troba	   una	  
assignació	  que	  doni	  temps	  lliure	  igual	  a	  zero,	  es	  calcula	  el	  sentit	  del	  següent	  pas	  i	  es	  crida	  la	  funció	  
recursiva	  per	  al	  vèrtex	  k+1,	  per	  tal	  de	  generar	  una	  nova	  estació.	  
Pas	  14:	  En	  el	  cas	  que	  la	  cota	  local	  1	  sigui	  igual	  o	  menor	  que	  1,	  això	  implica	  que	  les	  tasques	  que	  
queden	  per	  assignar	  caben	  en	  una	  sola	  estació;	  per	  tant,	  poden	  assignar-­‐se	  totes	  a	  l'estació	  actual.	  
Després	  d'assignar-­‐les,	  s'obté	  una	  nova	  solució,	  que	  ha	  de	  ser	  millor	  que	  l'anterior.	  	  
Pas	   15:	  Es	   guarda	   la	   solució	   i	   es	   comprova	   si	   la	   solució	   obtinguda	   és	   òptima:	   si	   ho	   és,	   es	   pot	  
abandonar	  l'algorisme,	  si	  no	  ho	  és,	  aplicarem	  de	  nou	  l'enduriment	  de	  restriccions	  vist	  a	  l'apartat	  3.5.	  i	  
caldrà	   fer	   backtrack	   per	   tal	   de	   ramificar	   altres	   nodes.	   Això	   pot	   portar	   algun	   problema,	   que	   es	  
comentarà	  a	  continuació.	  
Addicionalment,	  s'establirà	  un	  màxim	  de	  temps,	  que	  es	  comprovarà	  al	  llarg	  de	  l'algorisme,	  per	  a	  
evitar	  que	  el	  càlcul	  s'allargui	  massa.	  
	  
3.6.10.	  Problemàtica	  del	  backtrack	  després	  d'una	  nova	  solució	  
Com	   en	   el	   cas	   de	   la	   solució	   per	   Hoffmann,	   cada	   cop	   que	   es	   trobi	   una	   nova	   solució	   amb	   el	  
procediment	  descrit,	  és	  convenient	  recalcular	  la	  cota	  quatre,	   les	  primeres	  i	  darreres	  estacions	  a	  les	  
que	  es	  pot	  assignar	  una	  tasca,	  i	  amb	  això	  es	  podran	  endurir	  de	  nou	  les	  restriccions	  de	  precedència,	  
així	  com	  les	  durades	  de	  les	  tasques.	  Al	  afegir	  restriccions	  al	  problema,	  és	  probable	  que	  verifiqui	  més	  
ràpidament	  la	  optimalitat	  de	  la	  solució	  actual	  o	  trobi	  una	  altra	  solució	  en	  menys	  temps.	  	  
Però	   el	   canvi	   en	   les	   primeres	   i	   últimes	   estacions	   on	   pot	   ser	   assignada	   cada	   tasca	   té	   una	   altra	  
conseqüència,	   i	  és	  que	  alguna	  de	  les	  solucions	  parcials	   ja	  calculades	  pot	  ésser	   incompatible	  amb	  la	  
nova	  solució.	  És	  a	  dir,	  en	  algun	  dels	  nodes	  pot	  haver-­‐hi	  una	  assignació	  tal	  que	  una	  o	  diverses	  tasques	  
estan	  assignades	  a	  una	  estació	  de	  cardinalitat	  menor	  a	  la	  primera	  on	  poden	  ser	  assignades,	  o	  major	  a	  
la	  última.	  Això	  no	  comporta	  problemes	  amb	  la	  solució	  actual,	  però	  tenint	  en	  compte	  que	  es	  treballa	  
amb	  un	  procediment	  recursiu	  on	  cada	  node	  es	  calcula	  amb	  la	  informació	  del	  node	  anterior,	  sí	  que	  pot	  
donar	  problemes	  a	  l'hora	  de	  fer	  backtrack	  en	  cas	  que	  la	  solució	  obtinguda	  no	  sigui	  encara	  la	  òptima.	  
Així	   doncs,	   per	   a	   evitar	   fer	   servir	   informació	   incoherent,	   cada	   cop	   que	   es	   trobi	   una	   nova	   solució,	  
s'hauran	  de	  recalcular	  les	  cotes	  (amb	  elles,	  les	  primeres	  i	  últimes	  estacions	  factibles	  per	  a	  cada	  tasca),	  
fer	  el	  càlcul	  iteratiu	  de	  millora	  de	  restriccions,	  i	  després	  comprovar	  si	  algun	  vèrtex	  (solució	  parcial)	  té	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una	  assignació	  incompatible	  amb	  la	  solució	  actual.	  Aquest	  vèrtex	  s'haurà	  d'assenyalar	  i	  serà	  fins	  on	  el	  
procediment	   haurà	   de	   fer	   backtrack	   per	   tal	   de	   tornar	   a	   generar-­‐lo,	   aquest	   cop	   amb	   informació	  
compatible	  amb	  la	  solució,	  i	  continuar	  el	  procediment	  pels	  vèrtex	  següents.	  
	  
	  
	  
Figura	  9:	  Diagrama	  de	  flux	  de	  la	  funció	  que	  executa	  el	  Branch&Bound	  (I)	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Figura	  10:	  Diagrama	  de	  flux	  de	  la	  funció	  que	  executa	  el	  Branch&Bound	  (II)	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3.6.11.	  Regles	  de	  dominància	  
Suposem	  un	   exemple	   de	   tasques	  A,	   B,	   C,	  D,	   E,	   F,...,	   Z	   la	   durada	  de	   totes	   les	   quals	   és	   3,	   sense	  
considerar	  restriccions	  de	  precedència	  i	  amb	  temps	  de	  cicle	  9.	  La	  primera	  solució	  parcial	  que	  s'obté	  
és	  l'assignació	  de	  A,	  B	  i	  C	  a	  la	  primera	  estació	  i	  D,	  E	  i	  F	  a	  la	  segona.	  Si	  durant	  el	  backtrack	  es	  torna	  a	  
l'estació	  1	  i	  es	  genera	  l'assignació	  A,	  B	  i	  D,	  així	  com	  C,	  E	  i	  F	  per	  a	  la	  segona,	  es	  pot	  veure	  ràpidament	  
que	  la	  solució	  no	  millorarà,	  ja	  que	  les	  dues	  estacions	  són	  conjuntament	  idèntiques.	  
Figura	  11:	  Diagrama	  de	  flux	  de	  la	  generació	  d'estacions	  per	  Hoffmann	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En	  aquests	  casos,	  es	  diu	  que	  la	  segona	  solució	  parcial	  està	  dominada	  per	  la	  primera,	  i	  com	  a	  tal,	  no	  
es	   necessari	   explorar-­‐la,	   ja	   que	   no	   conduirà	   a	   una	   solució	  millor.	   Aquest	   fenomen	   no	   és	   fàcil	   de	  
detectar,	   però	   trobar	   solucions	   parcials	   dominades	   i	   evitar-­‐ne	   el	   desenvolupament	   pot	   fer	   més	  
eficient	  l'algorisme,	  al	  evitar	  que	  repeteixi	  càlculs	  innecessàriament.	  	  
A	  l'algorisme	  objecte	  d'aquest	  projecte	  s'hi	  aplicaran	  dues	  regles	  de	  dominància	  amb	  les	  que	  es	  
pretén	  reduir	  al	  mínim	  la	  repetició	  de	  càlculs:	  
-­‐	  Regla	  de	  Jackson[4]:	  
Aquesta	  regla	  es	  basa	  en	  la	  definició	  següent:	  una	  tasca	  h	  domina	  potencialment	  un	  tasca	  j	  si	  no	  
existeix	  relació	  de	  precedència	  entre	  elles,	  les	  successores	  de	  j	  són	  un	  subconjunt	  de	  les	  successores	  
de	  h	   i	  a	  més	  es	  compleix	  que	  dj	  ≤	  dh.	  En	  cas	  que	   les	  successores	   i	   les	  durades	  d'ambdues	  tasques	  
siguin	  idèntiques,	  domina	  la	  tasca	  amb	  un	  ordre	  lexicogràfic	  més	  baix.	  
Donada	  una	  estació	  generada	  k,	  amb	  un	  conjunt	  de	  tasques	  assignades	  Sk,	  aquesta	  solució	  parcial	  
estarà	  dominada	  si	  es	  compleix:	  
• Com	  a	  mínim	  una	  tasca	  j	  pertanyent	  al	  conjunt	  Sk	  pot	  eliminar-­‐se	  de	  la	  solució	  i	  afegir-­‐hi	  
una	  tasca	  h	  disponible	  que	  domini	  potencialment	  j,	  segons	  la	  definició	  anterior,	  i	  que	  sigui	  
factible	  per	  precedències.	  
• La	  suma	  de	  durades	  per	  a	   l'estació	  k	   resultant	  de	   la	   substitució	  no	  supera	  el	   temps	  de	  
cicle.	  És	  a	  dir,	  es	  compleix	  que	  	  temps	  mortk	  +	  dj	  ≥	  dh.	  
Aquesta	  regla	  es	  basa	  en	  que	  si	  totes	  les	  successores	  de	  j	  també	  ho	  són	  de	  la	  tasca	  h	  i,	  per	  tant,	  j	  
no	  pot	  començar	  abans	  que	   finalitzi	  h,	   la	   tasca	   j	   serà	  potencialment	  substituïble	  per	   la	   tasca	  h.	   La	  
condició	  dj	  ≤	  dh	  assegura	  que	  no	  augmenti	  el	  temps	  mort	  de	  l'estació.	  
Per	   tal	   d'aplicar	   aquesta	   regla	   de	   dominància	   a	   l'algorisme,	   caldrà	   comprovar	   i	   anotar	   les	  
dominàncies	   entre	   tasques	   segons	   s'ha	  descrit.	  Això	  es	   realitzarà	   abans	  d'entrar	   a	   l’algorisme	  que	  
executa	  el	  Branch&Bound,	  guardant	  les	  dades	  en	  una	  matriu	  densa	  semblant	  a	  la	  de	  precedents,	  on	  
s'anotarà	   un	   1	   a	   la	   fila	   i,	   columna	   j	   en	   cas	   que	   la	   tasca	   i	   domini	   potencialment	   a	   j,	   i	   un	   0	   en	   cas	  
contrari.	  
Posteriorment,	  durant	  la	  generació	  d'una	  nova	  estació	  mitjançant	  una	  adaptació	  de	  l'heurística	  de	  
Hoffmann	  (tal	  com	  s'ha	  descrit	  a	   l'apartat	  3.6.7.,	  al	  pas	  14),	  quan	  es	  trobi	  una	  assignació	  de	  temps	  
lliure	  igual	  a	  zero,	  abans	  de	  passar	  a	  la	  funció	  de	  recurrència	  del	  vèrtex	  següent,	  es	  comprova	  si	  es	  
verifiquen	  aquestes	  condicions:	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• Si	  el	  temps	  mort	  és	  positiu	  (és	  a	  dir,	  si	  s'ha	  entrat	  a	  la	  funció	  que	  enumera	  assignacions	  
amb	  t	  <	  c).	  
• Si	  alguna	  tasca	  j	  de	  les	  que	  formen	  part	  de	  l'assignació	  a	  l'estació	  actual	  compleix	  que	  està	  
dominada	  per	  alguna	  tasca	  i	  no	  assignada.	  
• Si	  la	  tasca	  i	  pot	  assignar-­‐se	  (per	  precedents	  i	  durada).	  
• La	  suma	  del	  temps	  mort	  i	  la	  durada	  de	  j	  és	  superior	  o	  igual	  a	  la	  durada	  de	  i	  .	  
Si	   es	   compleixen	   totes	  quatre,	   no	  es	  passa	   al	   vèrtex	   següent,	   sinó	  que	  es	   continua	  enumerant	  
solucions.	  
Aquesta	  regla	  de	  dominància	  també	  es	  pot	  aplicar	  per	  al	  cas	  d’una	  assignació	  generada	  en	  sentit	  
invers.	  La	  única	  diferència	  és	  que	  caldrà	  crear	  una	  altra	  matriu	  amb	  les	  dominàncies	  en	  sentit	  invers,	  
ja	  que	  en	  aquest	  cas,	  es	  tindran	  en	  compte	  el	  conjunt	  de	  precedents	  per	  saber	  si	  una	  tasca	  domina	  
una	  altra,	  enlloc	  del	  de	  successores.	  La	  comprovació	  de	  dominància	  es	  fa	  de	  manera	  idèntica.	  
	  
-­‐	  Regla	  de	  labelling	  (Schrage	  i	  Baker[19]):	  
Aquesta	  regla	  de	  dominància	  consisteix	  a	   identificar	  solucions	  parcials	  que	  continguin	  el	  mateix	  
subconjunt	  de	  tasques	  que	  una	  altra	  solució	  prèviament	  seqüenciada.	  Si	  es	  compleix	  que	  les	  tasques	  
assignades	  en	  un	  vèrtex	  (solució	  parcial)	  són	  idèntiques	  a	   les	  assignades	  en	  un	  vèrtex	  anterior,	   i	  el	  
nombre	  d'estacions	  que	  requereix	  la	  primera	  és	  igual	  o	  superior	  al	  que	  requereix	  la	  segona,	  es	  pot	  
afirmar	  que	  la	  primera	  solució	  parcial	  està	  dominada	  per	  la	  segona,	  i	  no	  cal	  continuar	  desenvolupant-­‐
la.	  
Per	  a	  realitzar	  la	  comprovació	  d'aquesta	  dominància,	  es	  necessita	  una	  manera	  de	  guardar	  tots	  els	  
subconjunts	  de	  tasques	  factibles	  que	  han	  estat	  assignats	  de	  moment,	  així	  com	  el	  nombre	  d'estacions	  
mínim	  que	  requereix	  cadascun	  (que	  es	  podria	  considerar	  una	  cota	  local).	  En	  el	  cas	  implementat,	  però,	  
s'empra	  el	  nombre	  d'estacions	  generades	  com	  a	  cota.	  
Això	   s'aconseguirà	   generant	   i	  mantenint	   un	   arbre	   binari	   de	   profunditat	  n	   (igual	   al	   nombre	   de	  
tasques),	  que	  es	  desenvoluparà	  anotant,	  per	  a	  totes	  les	  solucions	  parcials	  explorades	  pel	  moment,	  un	  
0	  si	  la	  tasca	  no	  ha	  estat	  assignada,	  i	  un	  1	  si	  sí	  que	  ho	  ha	  estat.	  
L'arbre	   s'anirà	   generant	   a	   mesura	   que	   es	   comprovin	   solucions	   parcials:	   es	   comença	   la	  
comprovació	   anotant	   l'equivalent	   a	   la	   solució	   parcial	   del	   vèrtex	   actual,	   creant	   un	   vector	   on	   les	  
posicions	  de	  les	  tasques	  assignades	  s'ompliran	  amb	  un	  1,	  i	  les	  no	  assignades	  amb	  un	  0.	  Quan	  s'han	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comprovat	   totes	   les	   tasques	  per	  al	  vèrtex	   (és	  a	  dir,	  quan	  s'arriba	  a	  profunditat	  n),	  es	  comprova	  el	  
nombre	  d'estacions	  generades.	  
Posteriorment,	   es	   compara	   tasca	   a	   tasca	   el	   vector	   creat	   amb	   l'arbre	   binari	   existent.	   Mentre	  
existeixi	   una	  branca	  de	   l'arbre	  que	   compleixi	   igualtat	   amb	  el	   vector	  del	   vèrtex	   actual,	   es	   continua	  
comprovant	  per	  aquesta	  branca.	  En	  cas	  de	  que	  no	  existeixi	  una	  branca	  igual	  que	  el	  vector,	  es	  crea,	  
sabent	  així	  que	  aquesta	  solució	  parcial	  no	  havia	  estat	  explorada.	  
Quan	   s'arriba	   al	   final	   de	   comprovació	   (és	   a	   dir,	   a	   la	   tasca	  n),	   si	   s'ha	   hagut	   de	   crear	   la	   branca,	  
s'anota	  el	  valor	  de	  la	  cota	  local	  per	  a	  aquesta	  solució	  parcial,	  i	  se	  surt	  de	  la	  funció	  indicant	  que	  no	  està	  
dominada.	  Si	   la	  branca	  existia	  prèviament,	  es	  comprova	  si	  el	  valor	  de	  la	  cota	  local	  actual	  és	  menor	  
que	  el	  guardat	  anteriorment.	  En	  cas	  positiu,	  se	  substitueix	  el	  valor	  de	  la	  cota	  existent	  amb	  el	  nou	  i	  se	  
surt	  de	  la	  funció	  indicant	  que	  la	  solució	  parcial	  no	  està	  dominada.	  En	  cas	  contrari,	  la	  solució	  parcial	  
actual	  està	  dominada,	  i	  no	  és	  necessari	  continuar	  desenvolupant-­‐la.	  
A	  l'algorisme	  de	  Branch	  &	  Bound,	  es	  farà	  la	  comprovació	  de	  si	  existeix	  dominància	  segons	  aquesta	  
regla	  quan	  es	  trobi	  una	  assignació	  de	  temps	  lliure	  igual	  a	  zero	  durant	  el	  procediment	  d'enumeració	  
d'assignacions	  descrit	  a	   l'apartat	  3.6.7.,	  al	  pas	  14.	  Abans	  de	  continuar	  desenvolupant	   la	  solució	  pel	  
vèrtex	   següent,	   es	   comprovarà	   si	   la	   solució	   parcial	   actual	   està	   dominada	   per	   alguna	   explorada	  
anteriorment.	  En	  cas	  positiu,	  no	  es	  passarà	  al	   vèrtex	   següent,	   sinó	  que	  es	  continuaran	  enumerant	  
possibles	  solucions.	  
El	   fet	  d'haver	  de	  mantenir	  un	  arbre	  binari	  per	  a	  emmagatzemar	  totes	   les	  solucions	  parcials	  pot	  
consumir	   molta	   memòria.	   Per	   tant,	   aquesta	   regla	   de	   dominància	   només	   es	   podrà	   aplicar	  
completament	   en	   problemes	   de	   dimensions	   reduïdes.	   De	   totes	   maneres,	   fins	   i	   tot	   una	   aplicació	  
parcial	  d'aquesta	  comprovació	  de	  dominància	  pot	  reduir	  el	  nombre	  de	  càlculs	  repetits	  en	  l'algorisme,	  
i	  per	  tant	  millorar	  el	  temps	  d'execució.	  	  
Per	  aquesta	   raó,	  per	  a	  evitar	  problemes	  de	   falta	  de	  memòria	  en	  problemes	  grans,	   s'indicarà	  al	  
programa	  un	  nombre	  màxim	  de	  nodes	  que	  pot	  tenir	   l'arbre,	  de	  manera	  que	   la	  generació	  d'aquest	  
s'aturi	   quan	   arribi	   al	   mencionat	   nombre	   màxim	   de	   nodes.	   La	   comprovació	   de	   solucions	   parcials	  
dominades,	  però,	  continuarà	  durant	  tot	  l'algorisme.	  Si	  durant	  la	  comprovació	  s'arriba	  a	  un	  node	  que	  
no	  existeix	  en	  l'arbre,	  s'haurà	  d'indicar	  que	  la	  solució	  parcial	  no	  està	  dominada,	  però	  aquesta	  nova	  
branca	  no	  s'afegirà	  a	  l'arbre	  existent.	  
Lògicament,	  com	  major	  sigui	  el	  nombre	  màxim	  de	  nodes	  que	  li	  permetem	  generar	  al	  programa,	  
més	   ràpidament	   funcionarà	   l'algorisme,	   però	   hi	   haurà	   més	   probabilitats	   de	   que	   l'ordinador	   que	  
l'executi	   tingui	   problemes	   de	   falta	   de	   memòria.	   Per	   això,	   aquest	   nombre	   màxim	   s'haurà	   de	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determinar	   depenent	   de	   la	   memòria	   de	   la	   que	   disposi	   l'ordinador	   on	   es	   realitzi	   l'experiència	  
computacional.	  
A	   continuació	   es	   veu	   un	   exemple	   del	   funcionament	   d’aquest	   tipus	   de	   dominància.	   Donat	   el	  
següent	  el	  següent	  arbre	  binari	  de	  solucions	  parcials	  (fig.	  12),	  s’observa	  que	  en	  una	  estació	  (suposem	  
l’estació	  1)	  s’ha	  assignat	  la	  tasca	  1	  i	   la	  3.	  A	  la	  següent	  estació	  (suposem	  l’estació	  2)	  s’hi	  ha	  assignat	  
també	   la	  tasca	  2,	   la	  4	   i	   la	  6.	  En	   l’última	  branca	  veiem	  que	  a	   l’estació	  3	  s’hi	  ha	  assignat	   les	  tasques	  
restants	  (5	  i	  7).	  	  
	  
Suposem	  	  ara	  que	  explorant	  una	  nova	  solució	  parcial,	  el	  procediment	  torna	  a	  l’estació	  1,	  i	  troba	  
una	  solució	  parcial	  assignant	  les	  tasques	  1	  i	  2	  a	  l’estació	  1.	  El	  vector	  corresponent	  a	  aquesta	  solució	  
parcial	   seria	   [1,1,0,0,0,0,0].	   S’observa	   que	   la	   branca	   corresponent	   a	   aquest	   vector	   no	   existeix	   en	  
l’arbre	  generat.	  Si	  encara	  no	  s’ha	  arribat	  al	  màxim	  de	  nodes	  a	  generar,	  el	  que	  fa	  el	  procediment	  és	  
afegir	  la	  branca	  mencionada	  a	  l’arbre	  binari,	  amb	  un	  valor	  de	  LB=1,	  ja	  que	  només	  s’ha	  generat	  una	  
estació,	  donant	  com	  a	  resultat	  el	  següent:	  
	  
Figura	  12:	  Exemple	  d’arbre	  binari	  per	  a	  la	  comprovació	  de	  dominància	  segons	  Schrage-­‐Baker	  (I)	  
Figura	  13:	  Exemple	  d’arbre	  binari	  per	  a	  la	  comprovació	  de	  dominància	  segons	  Schrage-­‐Baker	  (II)	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Seguint	  amb	  l’exemple	  anterior,	  suposem	  que	  continuem	  amb	  la	  generació	  de	  la	  solució	  parcial	  i	  
el	  segon	  vèrtex	  d’aquesta	  solució	  dóna	  lloc	  a	  l’assignació	  de	  les	  tasques	  3,	  4	  i	  6	  a	  l’estació	  2.	  El	  vector	  
corresponent	   seria	   [1,1,1,1,0,1,0].	   Quan	   el	   procediment	   compara	   aquest	   vector	   amb	   l’arbre	   de	  
solucions	  parcials	  de	  la	  figura	  12,	  detecta	  que	  aquesta	  branca	  ja	  existeix.	  En	  aquest	  cas,	  comprova	  la	  
cota	   corresponent.	  Veient	  que	   la	   cota	  de	   la	   nova	   solució	  parcial	   és	   igual	   a	   la	   existeix	   (2	   estacions	  
generades),	   la	   funció	   de	   comprovació	   retornarà	   que	   la	   solució	   està	   dominada	   i	   el	   procediment	  
general	  no	  continuarà	  desenvolupant	  aquesta	  solució	  parcial.	  
	  
	  
Per	  acabar	  aquest	  apartat	  dedicat	   als	   components	  de	   l’algorisme	  de	  Branch	  &	  Bound	  que	   s’ha	  
desenvolupat	  per	  a	  donar	  solució	  al	  problema	  SALBP-­‐1,	  es	  presenta	  a	  continuació	  amb	  un	  exemple,	  
una	  breu	  demostració	  de	  com	  genera	  l’arbre	  de	  solucions	  l’algorisme	  citat.	  
Com	   s’ha	   mencionat	   anteriorment,	   la	   principal	   diferència	   entre	   l’algorisme	   objecte	   d’aquest	  
projecte	  i	  altres	  algorismes	  exactes	  que	  s’han	  desenvolupat	  amb	  el	  mateix	  objectiu[7][8][9],	  és	  que	  en	  el	  
present	  cas,	  es	  generen	  les	  branques	  de	  l’arbre	  de	  solucions	  per	  ordre	  de	  temps	  lliure	  per	  estació	  no	  
decreixent.	  Tal	  com	  s’observa	  a	   la	  figura	  14,	  on	  l’ordre	  de	  construcció	  de	  les	  solucions	  és	  de	  dalt	  a	  
baix,	   les	   primeres	   solucions	   que	   s’exploren	   són	   aquelles	   que	   tenen	   temps	   lliure	   0	   (si	   existeixen),	  
continuant	  així	  per	  temps	  lliures	  factibles	  cada	  cop	  superiors.	  
	  
Figura	  14:	  Exemple	  de	  l’arbre	  de	  solucions	  generat	  per	  l’algorisme	  desenvolupat	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També	  s’hi	  observa	  la	  ramificació	  bidireccional,	  on	  la	  estació	  generada	  pel	  procediment	  directe	  és	  
el	   nombre	   d’estacions	   generades	   pel	   procediment	   directe	   més	   un,	   mentre	   que	   l’estació	   que	   es	  
genera	  pel	   procediment	   invers	   és	   la	  millor	   solució	   de	  moment	   (UB),	  menys	   un,	  menys	   el	   nombre	  
d’estacions	  generades	  en	  sentit	  invers.	  En	  aquest	  exemple	  concret,	  se	  suposa	  que	  UBinicial=7.	  
La	  primera	  branca	  generada	  atura	  la	  seva	  ramificació	  al	  arribar	  a	  un	  node	  que	  té	  una	  cota	  parcial	  
igual	   a	   la	  millor	   solució	   de	  moment,	   cosa	   que	   indica	   que	   la	   solució	   no	   es	   pot	  millorar	   continuant	  
aquesta	  solució	  parcial.	  La	  segona	  branca	  porta	  a	  una	  solució	  millor	  que	  la	  anterior,	  però	  que	  no	  és	  
igual	  a	   la	  millor	  cota	  (és	  a	  dir,	  que	  no	  demostra	  optimalitat).	  Per	  a	  demostrar	  si	  aquesta	  solució	  és	  
òptima	  caldrà	  explorar	  tot	  l’arbre	  de	  solucions:	  si	  l’arbre	  s’acabés	  d’explorar	  sense	  trobar	  cap	  solució	  
millor,	  aquesta	  seria	  la	  òptima	  encara	  que	  no	  compelixi	  LB=UB.	  
Continuant	  amb	  l’arbre	  de	  solucions,	  es	  genera	  una	  nova	  solució	  parcial	  que	  s’ha	  d’acotar,	  ja	  que	  
té	  una	  cota	  parcial	   igual	   a	   la	  millor	   solució	   (que	  ara	  és	   igual	  a	  6,	   ja	  que	   s’ha	  millorat).	   LA	   següent	  
branca,	  però,	  troba	  una	  solució	  millor	  que	  la	  solució	  actual,	  i	  que,	  a	  més,	  sí	  demostra	  optimalitat	  ja	  
que	  LB=UB.	  Donat	  aquest	  cas,	   ja	  es	  pot	  deixar	  de	   ramificar	   l’arbre	  perquè	  s’ha	  arribat	  a	   la	   solució	  
òptima.	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4.	  Experiència	  computacional	  i	  anàlisi	  de	  resultats	  
4.1.	  Descripció	  de	  les	  instàncies	  a	  resoldre[14]	  
S’entén	  per	  instància	  del	  problema	  SALBP-­‐1	  el	  conjunt	  de	  dades	  que	  permeten	  la	  seva	  resolució:	  
aquest	  conjunt	  de	  dades	  ha	  d’incloure	  un	  nombre	  n	  de	  tasques,	  les	  seves	  durades	  d1,	  d2,...,	  dn,	  una	  
sèrie	  de	  relacions	  de	  precedència	  i	  un	  temps	  de	  cicle	  determinat	  c.	  Addicionalment,	  donat	  un	  nombre	  
de	  tasques,	  les	  durades	  i	  les	  relacions	  de	  precedència	  corresponents	  (dades	  que	  s'obtenen	  d'un	  graf	  
de	  precedències),	  és	  possible	  generar	  diverses	  instàncies	  canviant	  únicament	  el	  temps	  de	  cicle.	  
Per	   a	   l’experiència	   computacional	   s’ha	   emprat	   un	   joc	   d’instàncies	   de	   referència	   que	   pot	   ésser	  
descarregat	  a	  www.assembly-­‐line-­‐balancing.de.	  Aquest	  conjunt	  correspon	  a	   l’utilitzat	  en	   la	  majoria	  
de	  projectes	  de	  recerca	  en	  aquest	  àmbit,	  per	  tal	  de	  comprovar	  la	  qualitat	  del	  procediment	  proposat.	  
El	   joc	  d’instàncies	  de	   referència	   inclou	  269	   instàncies	  del	  problema	  SALBP-­‐1,	  entre	   les	  quals	  es	  
troba	  el	  set	  de	  dades	  de	  Talbot	  et	  al[2],	  que	  conté	  64	  instàncies	  generades	  per	  12	  grafs	  de	  precedència	  
d'entre	  8	  i	  111	  tasques;	  el	  joc	  de	  dades	  de	  Hoffmann[20],	  format	  per	  50	  instàncies	  generades	  pels	  5	  
grafs	  de	  precedència	  més	  grans	  del	   conjunt	  anterior	   (de	   fet,	  13	  de	   les	   instàncies	  d'aquest	   conjunt	  
estàn	  incloses	  al	  joc	  d'instàncies	  de	  Talbot);	  i	  per	  últim,	  inclou	  el	  joc	  de	  dades	  de	  Scholl[9],	  format	  per	  
168	  instàncies	  generades	  per	  13	  grafs	  de	  precedència	  d'entre	  11	  i	  297	  tasques.	  	  
Cal	  tenir	  en	  compte	  que	  tot	  i	  que	  actualment	  es	  coneix	  el	  resultat	  òptim	  de	  268	  d'aquestes	  269	  
instàncies,	  el	  millor	  algorisme	  exacte	  conegut[9]	  dóna	  l’òptim	  de	  257	  instàncies	  de	  les	  269	  en	  proves	  
d’una	  hora.	  Es	  considerarà	  un	  òptim	  verificat	  quan	  el	  programa	  hagi	  explorat	  tot	  l'arbre	  de	  solucions	  
o	  hagi	  trobat	  una	  solució	  igual	  a	  la	  millor	  cota.	  Es	  pot	  considerar	  un	  òptim	  no	  verificat	  si	  un	  resultat	  
coincideix	  amb	  l'òptim	  conegut	  per	  a	  la	  instància,	  però	  no	  compleix	  les	  condicions	  anteriors.	  
	  
4.2.	  Descripció	  del	  programa	  i	  l’ordinador	  emprat	  per	  a	  l’experiència	  
computacional	  
Per	   tal	   de	   comprovar	   la	   qualitat	   del	   procediment	   desenvolupat	   cal	   implementar-­‐lo	   en	   un	  
programa	  d’ordinador	  que	  sigui	  capaç	  de	  resoldre	  l’esmentat	  set	  d’instàncies	  de	  referència.	  	  
Amb	   aquest	   objectiu	   s’ha	   programat	   l’algorisme	   treballat	   en	   C++,	   donant	   com	   a	   resultat	   un	  
programa	  d’aproximadament	  2.800	  línies	  de	  codi,	  que	  s’ha	  compilat	  amb	  gcc	  v.4.2.1.	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L’ordinador	   emprat	   per	   a	   l’experiència	   computacional	   ha	   estat	   un	   Macintosh	   iMac	   6.1	   amb	  
processador	   Intel	  Core	  2	  Duo	  de	  2,33	  GHz	  amb	  3	  GB	  de	  memòria	  RAM	  que	  utilitza	  com	  a	  sistema	  
operatiu	  el	  Mac	  OS	  X	  10.6.4.	  
El	  programa	  implementat	  no	  utilitza	  codi	  en	  paral·∙lel,	  de	  manera	  que	  es	  pot	  considerar	  que	  s’està	  
utilitzant	  un	  sol	  processador	  de	  2,33	  GHz.	  	  
	  
4.3.	  Descripció	  dels	  paràmetres	  variables	  
Cal	  recordar	  que	  durant	  la	  descripció	  de	  l'algorisme	  sovint	  s'ha	  fet	  referència	  a	  diverses	  tècniques	  
per	   a	   fer	   un	   càlcul	   que	   s'ha	   implementat,	   així	   com	   comprovacions	   que	   no	   es	   pot	   assegurar	   que	  
millorin	  els	  resultats.	  Això	  es	  deu	  a	  que	  caldrà	  equilibrar	  l'exploració	  i	  l'explotació	  de	  solucions:	  alguns	  
dels	   càlculs	   que	   s'han	   implementat	   redueixen	   significativament	   l'arbre	   de	   solucions	   a	   explorar,	  
donant	  més	  possibilitats	  de	  trobar	  una	  solució	  òptima,	  però	  a	  la	  vegada,	  són	  càlculs	  complexes	  que	  
requereixen	  molt	  de	  temps	  i	  memòria,	  podent	  resultar	  ineficients.	  
Per	  començar,	  caldrà	  comprovar	  si	  dóna	  bon	  resultat	  el	  fet	  de	  comprovar	  no	  només	  les	  cotes	  LB1,	  
LB2	   i	   LB3	   durant	   el	   procediment	   Branch	   &	   Bound,	   sinó	   també	   LB6	   i	   LB7.	   Aquestes	   dues	   cotes	   es	  
calculen	   per	   a	   tots	   els	   problemes	   després	   de	   trobar	   la	   primera	   cota	   superior	   amb	   una	   algorisme	  
constructiu,	  però	  caldrà	  veure	  si	  resulten	  eficients	  acotant	  l'arbre	  de	  solucions.	  
També	  cal	  veure	  si	  dóna	  un	  bon	  resultat	  la	  comprovació	  de	  factibilitat	  assimilant	  el	  problema	  a	  un	  
problema	  de	  grafs	   amb	   fluxos	  màxims.	  Aquesta	   comprovació	  no	   s'havia	  dut	   a	   terme	  abans	  en	  un	  
algorisme	   d'aquest	   tipus	   i	   per	   aquest	   motiu,	   tot	   i	   que	   no	   és	   molt	   exigent	   (referit	   a	   temps	   de	  
computació	   i	   memòria	   de	   l'ordinador),	   és	   interessant	   comprovar	   si	   val	   al	   pena	   incloure-­‐la	   a	  
l'algorisme.	  
Un	  altre	  procediment	  que	  s'ha	  descrit	  i	  que	  no	  és	  comú	  en	  aquest	  tipus	  d'algorismes	  és	  el	  càlcul	  
de	   solucions	  mitjançant	  un	  procediment	   constructiu	  durant	  el	  Branch	  &	  Bound.	  En	  aquest	   cas,	  no	  
només	  s'ha	  de	  comprovar	   si	   val	   la	  pena	   realitzar	  aquest	  càlcul	  o	  no,	   sinó	  que	  a	  més	  existien	  dues	  
regles	  de	  prioritat	  diferents	  a	   l'hora	  de	   realitzar	  assignacions	  amb	  el	  procediment,	  de	  manera	  que	  
s'ha	  de	  valorar	  quina	  de	  les	  tres	  variants	  dóna	  millors	  resultats:	  sense	  aplicar	  l'heurística	  constructiva,	  
aplicant-­‐la	  donant	  prioritat	  a	  les	  tasques	  amb	  major	  durada,	  o	  aplicar-­‐la	  donant	  prioritat	  a	  les	  tasques	  
que	  han	  de	  ser	  assignades	  abans	  (tal	  com	  es	  detalla	  a	  l'apartat	  3.6.5.).	  
De	  la	  mateixa	  manera	  que	  es	  van	  descriure	  dues	  regles	  de	  prioritat	  per	  a	  l'heurística	  constructiva,	  
també	  es	  van	  plantejar	  tres	  tècniques	  per	  a	  determinar	  el	  millor	  sentit	  a	  seguir	  pel	  procediment	  de	  
ramificació.	  Així	   doncs,	   caldrà	  determinar	  quin	  dels	   tres	  mètodes	  dóna	  millors	   resultats:	   segons	  el	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temps	  mitjà	  per	  estació,	  segons	  la	  cardinalitat	  de	  tasques	  assignables	  o	  segons	  la	  suma	  de	  durades	  de	  
les	  tasques	  assignables.	  
Per	   últim,	   per	   al	   càlcul	   dinàmic	   de	   la	   primer	   i	   darrera	   estació	   factibles	   per	   a	   cada	   tasca,	   es	   va	  
plantejar	  un	  mètode	  basat	  en	  la	  cota	  LB1	  i	  un	  basat	  en	  LB4.	  El	  segon	  resulta	  un	  càlcul	  més	  llarg,	  i	  caldrà	  
veure	  si	  val	  la	  pena	  realitzar-­‐lo	  o	  és	  millor	  aplicar	  el	  primer,	  més	  simple.	  
Les	   diferents	   combinacions	   dels	   paràmentres	   anteriors	   dónen	   un	   total	   de	   72	   variants	   de	  
l'algorisme	  amb	  les	  quals	  es	  poden	  dur	  a	  terme	  les	  proves	  de	  computació.	  
	  
4.4.	  Resultats	  de	  les	  proves	  de	  10	  minuts	  
Es	  realitzen	  diverses	  proves	  de	  deu	  minuts	  amb	  dos	  objectius:	  determinar	  quines	  de	  les	  variants	  
de	   l'algorisme	  resulten	  eficients	   i	  quines	  cal	  descartar,	   i	  per	  a	  tenir	  una	  primera	   idea	  de	   la	  qualitat	  
dels	  resultats	  que	  cal	  esperar	  del	  procediment	  desenvolupat.	  
Cal	  dir	  que	  només	  amb	  l'heurística	  de	  Hoffmann	  implementada	  (apartat	  3.4.),	  que	  té	  un	  temps	  de	  
computació	  inferior	  a	  un	  segon	  per	  instància,	  es	  registren	  148	  òptims	  verificats.	  Aquest	  nombre	  ha	  de	  
servir	  de	  referència	  per	  a	  indicar	  quant	  millora	  cada	  variant	  de	  l'algorisme	  respecte	  la	  primera	  solució	  
trobada	  per	  l'heurística	  de	  Hoffmann.	  
Es	  fa	  un	  test	  preeliminar,	  on	  es	  comproven	  els	  resultats	  de	  7	  variants	  de	  l'algorisme	  amb	  càlcul	  de	  
cotes	  6	  i	  7,	  i	  les	  mateixes	  7	  variants,	  sense	  el	  càlcul	  de	  cotes.	  Els	  resultats	  demostren	  que	  en	  el	  millor	  
dels	  casos,	  sense	  el	  càlcul	  de	  LB6	  i	  LB7	  s'obtenen	  dos	  òptims	  menys	  que	  en	  el	  millor	  cas	  en	  que	  sí	  que	  
es	  calculen.	  Veient	  que	  els	  resultats	  de	   la	  prova	  preeliminar	  són	  significativament	  millors	  tenint	  en	  
compte	  aquestes	  cotes,	  s'inclourà	  aquest	  càlcul	  per	  a	  totes	  les	  proves	  posteriors.	  
Així	   doncs,	   a	   partir	   d'aquest	  moment,	   no	   s'està	   treballant	   amb	  72	   variants	  de	   l'algorisme,	   sinó	  
amb	  36,	  que	  inclouran	  només	  aquelles	  variants	  que	  realitzen	  el	  càlcul	  de	  cotes	  6	  i	  7	  dins	  del	  Branch	  &	  
Bound.	  
Es	   realitza	   una	   prova	   amb	   temps	   de	   computació	   màxim	   de	   10	   minuts,	   per	   a	   les	   36	   variants	  
restants	   de	   l'algorisme,	   per	   tal	   de	   comparar	   els	   resultats	   obtinguts	   i	   determinar	   les	   variants	   amb	  
millor	  funcionament.	  
Es	  presenta	  a	  continuació	  una	  taula	  amb	  el	  resultat	   (nº	  òptims)	  per	  a	   les	  variacions	  restants	  de	  
l'algorisme.	   Aquesta	   taula	   s'ha	   d'interpretar	   de	   la	   següent	   manera:	   el	   primer	   nombre	   de	   la	   fila	  
correspon	  a	  si	  s'ha	  fet	  (1)	  o	  no	  (0)	  la	  comprovació	  de	  factibilitat	  per	  fluxos	  màxims,	  el	  segon	  indica	  si	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no	  s'ha	  aplicat	  el	  càlcul	  de	  solucions	  heurísticament	  (0),	  si	  s'ha	  aplicat	  amb	  prioritat	  segons	  durades	  
(1)	   o	   amb	   prioritat	   segons	   estacions	   (2).	   Les	   columnes	   es	   llegeixen	   de	  manera	   similar:	   el	   primer	  
nombre	  es	  refereix	  a	  si	  el	  càlcul	  dinàmic	  de	  primeres	  i	  darres	  estacions	  s'ha	  dut	  a	  terme	  segons	  LB1	  (0)	  
o	  LB4	  (1),	  i	  el	  segon	  correspon	  al	  mètode	  emprat	  per	  a	  la	  determinació	  del	  sentit,	  segons	  temps	  mitjà	  
d'estació	  (0),	  segons	  cardinalitat	  de	  les	  tasques	  assignables	  (1)	  o	  segons	  suma	  de	  durades	  d'aquestes	  
tasques	  (2).	  	  
Així	  doncs,	  el	  nombre	  d'òptims	  que	  es	  troba	  a	  la	  fila	  0.2	  i	  a	  la	  columna	  0.1	  correspon	  al	  resultat	  
que	  ha	  donat	  la	  variant	  que	  aplica	  les	  cotes	  6	  i	  7,	  no	  realitza	  el	  càlcul	  de	  fluxos	  màxims,	  calcula	  Li/Ei	  
dinàmicament	  mitjançant	  LB1,	  busca	  solucions	  amb	  una	  heurística	  constructiva	  amb	  prioritat	  segons	  
les	   durades	   de	   les	   tasques	   i	   determina	   el	   sentit	   de	   ramificació	   segons	   la	   cardinalitat	   de	   tasques	  
assignables.	  
	  
	   	   0	   1	  
	   	   0.0	   0.1	   0.2	   1.0	   1.1	   1.2	  
0.0	   261	   247	   251	   248	   244	   247	  
0.1	   261	   248	   252	   248	   243	   247	  
0	  
0.2	   261	   248	   252	   248	   243	   247	  
1.0	   261	   247	   251	   248	   243	   247	  
1.1	   261	   248	   252	   248	   243	   246	  
1	  
1.2	   261	   248	   252	   248	   243	   247	  
	  
-­‐	  Comprovació	  de	  factibilitat	  per	  assimilació	  a	  un	  problema	  de	  fluxos	  màxims:	  
S'observa	  que	  tant	  si	  es	  realitza	  aquest	  càlcul	  com	  si	  no,	  el	  nombre	  d'òptims	  és	  el	  mateix	  per	  a	  
totes	   les	   variants.	   Per	   tant,	   no	   es	   pot	   	   dir	   que	   la	   comprovació	   de	   factibilitat	   per	   assimilació	   a	   un	  
problema	  de	  fluxos	  màxims	  afecti	  significativament	  en	  els	  resultats.	  
	  
	  
	  
Taula	  2:	  Nombre	  d'òptims	  segons	  les	  variants	  emprades	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-­‐	  Càlcul	  de	  solucions	  mitjançant	  una	  heurística	  	  constructiva:	  
En	  aquest	  cas,	  el	  nombre	  màxim	  d'òptims	  és	  el	  mateix	  per	  a	  qualsevol	  variant	  de	   l'aplicació	  de	  
l'heurísitca.	  De	  totes	  maneres,	  s'observa	  que,	  per	  a	  la	  resta	  de	  variants	  (les	  que	  no	  dónen	  el	  nombre	  
màxim	  d'òptims)	  els	   resultats	  són	   lleugerament	  millors	  per	  a	   les	  variants	  que	  apliquen	   l'heurística,	  
per	  a	  qualsevol	  prioritat.	  
	  
-­‐	  Determinació	  del	  sentit	  de	  ramificació:	  
Aquesta	  variant	  sí	  que	  mostra	  uns	  resultats	  clarament	  favorables	  per	  a	  un	  dels	  mètodes	  de	  càlcul	  
possible:	   el	   nombre	   d'òptims	   per	   a	   les	   variants	   que	   determinen	   el	   sentit	   segons	   el	   temps	   mitjà	  
d'estació	  és	  significativament	  major	  que	  per	  a	  la	  resta	  de	  variants.	  
Per	  tant,	  l'experiència	  computacional	  completa	  (d'una	  hora)	  serà	  interessant	  fer-­‐la	  amb	  el	  càlcul	  
del	  sentit	  per	  temps	  mitjà	  d'estació.	  
	  
-­‐	  Càlcul	  dinàmic	  de	  Ei/Li:	  
Per	  últim,	  s'observa	  que	  en	  el	  càlcul	  dinàmic	  de	  les	  primeres	  i	  últimes	  estacions	  factibles	  també	  
mostra	  resultats	  clarament	  millors	  per	  una	  de	  les	  dues	  variants:	  el	  nombre	  d'òptims	  obtingut	  per	  a	  les	  
variants	  que	  calculen	  aquests	  valor	  mitjançant	  LB1	  és	  significativament	  major	  que	  per	  a	  les	  variants	  
que	  els	  calculen	  amb	  LB4.	  
	  
4.5.	  Resultats	  de	  les	  proves	  de	  60	  minuts	  
En	  vista	  dels	  resultats	  obtinguts	  a	  les	  proves	  de	  10	  minuts	  es	  decideix	  dur	  a	  terme	  dues	  proves	  de	  
60	   minuts	   amb	   tres	   variants	   de	   l'algorisme:	   La	   primera	   realitzarà	   el	   càlcul	   de	   cotes	   6	   i	   7,	   no	  
comprovarà	  la	  factibilitat	  per	  fluxos	  màxims,	  no	  aplicarà	  una	  heurística	  constructiva	  durant	  el	  Branch	  
&	  Bound,	  la	  determinació	  del	  sentit	  de	  ramificació	  es	  realitzarà	  segons	  el	  temps	  mitjà	  per	  estació	  i	  el	  
càlcul	  dinàmic	  d'estacions	  es	  farà	  per	  LB1	  (a	  partir	  d'ara	  aquesta	  variant	  serà	  definida	  com	  a	  variant	  
1).	  	  
La	   segona	   realitzarà	   el	   càlcul	   de	   cotes	   6	   i	   7,	   no	   comprovarà	   la	   factibilitat	   per	   fluxos	   màxims,	  
aplicarà	  una	  heurística	  constructiva	  donant	  prioritat	  a	  les	  tasques	  de	  major	  durada,	  la	  determinació	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del	  sentit	  de	  ramificació	  es	  realitzarà	  segons	  el	  temps	  mitjà	  per	  estació	  i	  el	  càlcul	  dinàmic	  d'estacions	  
es	  farà	  per	  LB1	  (a	  partir	  d'ara	  aquesta	  variant	  serà	  definida	  com	  a	  variant	  2).	  	  
La	   tercera	   realitzarà	   el	   càlcul	   de	   cotes	   6	   i	   7,	   no	   comprovarà	   la	   factibilitat	   per	   fluxos	   màxims,	  
aplicarà	   una	   heurística	   constructiva	   donant	   prioritat	   a	   les	   tasques	   segons	   l'estació	   on	   siguin	  
assignables,	  la	  determinació	  del	  sentit	  de	  ramificació	  es	  realitzarà	  segons	  el	  temps	  mitjà	  per	  estació	  i	  
el	  càlcul	  dinàmic	  d'estacions	  es	  farà	  per	  LB1	  (a	  partir	  d'ara	  aquesta	  variant	  serà	  definida	  com	  a	  variant	  
3).	  	  
Els	  resultats	  per	  les	  tres	  variants	  han	  estat	  de	  262	  òptims	  verificats	  i	  264	  sense	  verificar.	  	  
	  
	  
4.6.	  Comparació	  dels	  elements	  de	  l'algorisme	  
Per	  a	  cada	  prova	  realitzada	  s'ha	  comprovat	  una	  sèrie	  de	  valors	  que	  caracteritzen	  el	  funcionament	  
del	   programa:	   el	   nombre	   d'assignacions	   generades	   per	   l'adaptació	   de	   l'heurística	   de	   Hoffmann	  
present	  al	  Branch	  &	  Bound,	  la	  quantitat	  d'augments	  en	  les	  durades	  de	  les	  tasques	  (tal	  com	  es	  descriu	  
a	   l'apartat	   3.6.3.),	   la	   quantitat	   de	   vegades	   que	   s'ha	  millorat	   LB1	   (segons	   el	   procediment	   descrit	   a	  
l'apartat	   3.6.7.),	   la	   quantitat	   de	   solucions	   parcials	   dominades	   segons	   la	   regla	   de	   Schrage-­‐Baker,	   el	  
nombre	  de	  vèrtexs	  de	  l'arbre	  binari	  generat	  per	  comprovar	  la	  regla	  anterior,	  la	  quantitat	  de	  solucions	  
parcials	  dominades	  segons	  la	  regla	  de	  Jackson	  i	  el	  temps	  de	  computació.	  
A	  continuació	  es	  presenten	  els	  promitjos	  obtinguts	  per	  a	  cada	  un	  d'aquests	  valors	  pels	  problemes	  
resolts	  per	  l'heurística	  de	  Hoffmann,	  els	  resolts	  pel	  procediment	  complet	  en	  10	  minuts,	  els	  resolts	  en	  
60	  minuts	  i	  els	  no	  resolts.	  
	  
4.6.1.	  En	  els	  problemes	  resolts	  per	  l’heurística	  de	  Hoffmann	  
S'ha	   realitzat	   una	   prova	   per	   a	   verificar	   la	   quantitat	   d'instàncies	   que	   es	   resolen	   aplicant	   només	  
l'heurística	   de	   Hoffmann	   i	   l'enduriment	   de	   restriccions	   corresponent	   (apartats	   3.4	   i	   3.5).	   S'han	  
obtingut	  en	  total	  148	  òptims	  verificats	  i	  188	  òptims	  sense	  verificar.	  
En	   aquest	   cas	   només	   té	   sentit	   calcular	   el	   temps	   de	   computació	   ja	   que	   la	   resta	   d'elements	   es	  
refereixen	  a	  càlculs	  realitzats	  dins	  del	  procediment	  Branch	  &	  Bound.	  Aquest	  temps	  de	  computació	  	  ha	  
sigut	  menor	  a	  0,5	  segons	  per	  a	  les	  148	  instàncies	  resoltes.	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4.6.2.	  En	  els	  problemes	  resolts	  pel	  Branch	  &	  Bound	  en	  10	  minuts	  
A	   continuació,	   pels	   problemes	   no	   resolts	   per	   l'heurística	   de	   Hoffmann	   (apartat	   4.6.1.),	   es	  
presenten	  els	  promitjos	  dels	  elements	  en	  una	  sèrie	  de	  taules	  resum,	  cadascuna	  corresponent	  a	  una	  
de	  les	  variants	  de	  l'algorisme	  que	  s'ha	  fet	  servir	  per	  a	  la	  prova	  de	  60	  minuts.	  
	  
	  
S'observa	  que	  tot	  i	  que	  el	  nombre	  màxim	  d'òptims	  és	  igual	  per	  les	  tres	  variants,	  la	  segona	  és	  més	  
ràpida	  i,	  per	  tant,	  té	  temps	  a	  realitzar	  més	  càlculs	  (explora	  millor	  els	  arbres	  de	  solucions).	  
	  
	  
	  
Augments	  
de	  durades	  
Hoffmann	   Millores	  de	  
LB1	  
Schrage-­‐
Baker	  
Vèrtexs	   Jackson	   Temps	  (s)	  
271651	   110163	   994	   192315	   220701	   92067	   54	  
Taula	  3:	  Variant	  1	  
Taula	  4:	  Variant	  2	  
Augments	  
de	  durades	  
Hoffmann	   Millores	  de	  
LB1	  
Schrage-­‐
Baker	  
Vèrtexs	   Jackson	   Temps	  (s)	  
291686	   117871	   1108	   200982	   233976	   96532	   53	  
Taula	  5:	  Variant	  3	  
Augments	  
de	  durades	  
Hoffmann	   Millores	  de	  
LB1	  
Schrage-­‐
Baker	  
Vèrtexs	   Jackson	   Temps	  (s)	  
274859	   112276	   1054	   191777	   224790	   93517	   53	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4.6.3.	  En	  els	  problemes	  resolts	  pel	  Branch	  &	  Bound	  en	  60	  minuts	  
Seguidament	  es	  realitza	  una	  prova	  de	  60	  minuts.	  Per	  a	  la	  instància	  que	  no	  s'ha	  pogut	  resoldre	  en	  
10	  minuts,	   però	   sí	   que	   s'ha	   resolt	   en	   la	   prova	   de	   60	  minuts,	   es	   presenten	   les	   taules	   resum	   dels	  
elements	  per	  a	  les	  tres	  variants:	  
	  
	  
Entre	   els	   elements	   calculats	   per	   a	   les	   tres	   variants,	   només	   s'observen	   dues	   diferències	  
significatives:	  el	  temps	  de	  computació	  és	  major	  per	  a	  les	  variants	  que	  inclouen	  el	  càlcul	  de	  solucions	  
mitjançant	  una	  heurística	  constructiva,	  així	  doncs,	  no	  es	  pot	  concloure	  que	  aquest	  mètode	  augmenti	  
l'efieciència	  del	  procediment.	  També	  s'observa	  que	  en	  el	  cas	  de	  la	  primera	  variant,	  l'arbre	  binari	  de	  la	  
dominància	  per	  Schrage-­‐Baker	  no	  ha	  completat	  cap	  vèrtex	  (això	  significa	  que	  cap	  branca	  generada	  ha	  
arribat	  a	  profunditat	  igual	  al	  nombre	  de	  tasques).	  
Taula	  6:	  Variant	  1	  
Taula	  7:	  Variant	  2	  
Augments	  
de	  durades	  
Hoffmann	   Millores	  de	  
LB1	  
Schrage-­‐
Baker	  
Vèrtexs	   Jackson	   Temps	  (s)	  
64384	   617246	   35341	   257515	   0	   0	   2300	  
Augments	  
de	  durades	  
Hoffmann	   Millores	  de	  
LB1	  
Schrage-­‐
Baker	  
Vèrtexs	   Jackson	   Temps	  (s)	  
64384	   617245	   35341	   257515	   299006	   0	   2394	  
Taula	  8:	  Variant	  3	  
Augments	  
de	  durades	  
Hoffmann	   Millores	  de	  
LB1	  
Schrage-­‐
Baker	  
Vèrtexs	   Jackson	   Temps	  (s)	  
64384	   617244	   35341	   257515	   299006	   0	   2461	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4.6.4.	  En	  els	  problemes	  no	  resolts	  
	  
	  
Per	  als	  problemes	  no	  resolts	  es	  pot	  observar	  que	  la	  variant	  1	  és	  més	  ràpida,	  ja	  que	  per	  un	  mateix	  
temps	   de	   computació,	   ha	   estat	   capaç	   de	   realitzar	   més	   càlculs	   de	   preprocés	   i	   dominàncies	   del	  
problema,	  i	  conseqüentment,	  ha	  pogut	  explorar	  moltes	  més	  solucions	  parcials.	  
	  
	  
	  
	  
Taula	  9:	  Variant	  1	  
Augments	  
de	  durades	  
Hoffmann	   Millores	  de	  
LB1	  
Schrage-­‐
Baker	  
Vèrtexs	   Jackson	   Temps	  (s)	  
47110819	   13890477	   116138	   21522062	   22089299	   9151273	   3600	  
Taula	  10:	  Variant	  2	  
Taula	  11:	  Variant	  3	  
Augments	  
de	  durades	  
Hoffmann	   Millores	  de	  
LB1	  
Schrage-­‐
Baker	  
Vèrtexs	   Jackson	   Temps	  (s)	  
38666375	   11560015	   101789	   17588489	   18155726	   7724870	   3600	  
Augments	  
de	  durades	  
Hoffmann	   Millores	  de	  
LB1	  
Schrage-­‐
Baker	  
Vèrtexs	   Jackson	   Temps	  (s)	  
36958597	   10968327	   92451	   16794846	   17362083	   7435121	   3600	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5.	  Impacte	  ambiental	  
Per	  començar,	  cal	  destacar	  que	  aquest	  projecte	  és	  de	  caràcter	  teòric	  i,	  com	  a	  tal,	  no	  té	  un	  impacte	  
ambiental	  directe	  significatiu.	  
Però	  si	  es	  té	  en	  compte	  una	  possible	  aplicació	  pràctica	  a	  la	  indústria	  de	  l'algorisme	  desenvolupat,	  
és	  important	  anotar	  que	  l'objectiu	  d'aquest	  procediment	  és	  la	  optimització	  la	  línia	  de	  muntatge.	  És	  a	  
dir,	   la	   producció	   d'un	   determinat	   bé	  minimitzant	   l'ocupació	   d'espai	   i/o	   el	   consum	  de	   recursos	   (ja	  
siguin	   monetaris,	   humans	   o	   de	   temps),	   així	   com	   la	   necessitat	   de	   maquinària	   i	   la	   conseqüent	  
generació	  de	  residus.	  
Així	  doncs,	  entre	  les	  conseqüències	  de	  l'aplicació	  d'aquest	  procediment	  a	  la	  indústria	  es	  troba	  una	  
reducció	  potencial	  de	  l'impacte	  ambiental	  d'aquesta.	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6.	  Estudi	  de	  costos	  
Per	   a	   l'estudi	   dels	   costos	   d'aquest	   projecte	   cal	   tenir	   en	   compte	   que	   aquest	   es	   centra	   en	   el	  
desenvolupament	  d'un	  prototipus.	  Això	  suposa	  una	  sèrie	  de	  generalitats	  a	  considerar:	  
-­‐	  Al	  tractar-­‐se	  d'un	  cost	  associat	  a	  un	  prototipus,	  no	  es	  tenen	  en	  compte	  els	  costos	  estructurals	  de	  
l'empresa	  (instal·∙lacions,	  electricitat,	  miscel·∙lània).	  
-­‐	  El	  prototipus	  desenvolupat	  no	  es	  podria	  comercialitzar,	  ja	  que	  no	  disposa	  d'una	  interfaç	  d'usuari.	  
-­‐	  Per	  a	  l'aplicació	  pràctica	  a	  la	   indústria,	  en	  general,	  caldria	  una	  adaptació	  al	  cas	  particular	  de	  la	  
companyia	  en	  qüestió,	  augmentant	  el	  cos	  del	  desenvolupament.	  
A	  continuació	  es	  detalla	  el	   cost	  aproximat	  del	  desenvolupament	  del	  prototipus,	  desglossant	  els	  
costos	  en	  una	  taula:	  
	  
Amortitzacions	   Preu	  (€)	   Temps	  d'amortització	   Total	  (€)	  
Equip	  informàtic	   1649,00	   3	  anys	   549,67	  
Software	   699,00	   3	  anys	   233,00	  
Costos	  de	  personal	   Preu	  (€/hora)	   Hores	  dedicades	   Total	  (€)	  
Enginyer	   60,00	   120	   7200	  
Informàtic	   30,00	   150	   4500	  
TOTAL	   12482,67	  €	  
	  
L'equip	  informàtic	  al	  que	  es	  refereix	  la	  taula	  és	  un	  ordinador,	  que	  serà	  el	  que	  s'emprarà	  tant	  per	  al	  
desenvolupament	   del	   projecte,	   com	   per	   la	   implementació	   i	   l'experiència	   computacional	   de	  
l'algorisme.	  Com	  a	  software,	  només	  caldrà	  tenir	  en	  compte	  la	  llicència	  per	  al	  Microsoft	  Office,	  ja	  que	  
la	  resta	  de	  software	  utilitzat	  és	  programari	  lliure.	  
Taula	  12:	  Estudi	  de	  costos	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En	  els	  costos	  de	  personal	  s'inclou	  un	  enginyer,	  que	  durà	  a	  terme	  el	  desenvolupament	  teòric	  del	  
projecte,	   i	   un	   informàtic,	   que	   realitzarà	   el	   desenvolupament	   pràctic	   (implementació,	   testing	   i	  
experiència	  computacional).	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Conclusions	  
Després	   de	   l'estudi	   del	   problema	   SALBP-­‐1	   i	   els	   seus	   antecedents,	   el	   desenvolupament	   d'un	  
algorisme	   per	   a	   la	   seva	   resolució	   i	   la	   posterior	   implementació	   en	   suport	   informàtic	   i	   experiència	  
computacional,	  es	  poden	  extreure	  les	  conclusions	  d'aquest	  projecte:	  
Cal	  destacar	  que	  l'estudi	  d'aquest	  problema	  és	  una	  línia	  de	  recerca	  que	  ha	  estat	  activa	  durant	  els	  
últims	  seixanta	  anys[1],	   i	  que	   la	  seva	   importancia	   radica	   tant	  en	   la	  possible	  adaptació	   i	  aplicació	  en	  
casos	   reals,	   com	   en	   l'interès	  matemàtic	   del	   problema	   (per	   la	   dificultat	   fins	   i	   tot	   dels	  models	  més	  
simplificats,	   així	   com	   la	   possible	   aplicació	   de	   procediments	   de	   resolució	   del	   SALBP-­‐1	   a	   altres	  
problemes	  d'optimització).	  
Els	  objectius	  plantejats	  s'han	  complert,	  ja	  que	  s'ha	  desenvolupat	  un	  algorisme	  exacte	  capaç	  de	  la	  
resolució	  del	  SALBP-­‐1	  que	  registra	  262	  òptims	  verificats	  en	  les	  proves	  d'una	  hora	  (també	  registra	  264	  
òptims	  sense	  verifcar).	  Aquest	   resultat	  és	  satisfactori,	   ja	  que	  el	  millor	  procediment	  exacte	  existent	  
actualment	   a	   la	   literatura	   (SALOME,	   Scholl	   A.,	   1990[9])	   registra	   257	   òptims	   verificats	   (i	   260	   sense	  
verificar)	   en	   proves	   d'una	   hora.	   El	   procediment	   desenvolupat	   en	   aquest	   projecte	   ha	   resultat	   ser	  
especialment	  eficient,	  ja	  que	  les	  proves	  realitzades	  amb	  un	  temps	  de	  computació	  de	  deu	  minuts	  ja	  
superen	  els	  resultats	  del	  SALOME,	  registrant	  261	  òptims	  verificats.	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