In this paper, we aimed at reviewing present literature on employing nonlinear analysis in combination with machine learning methods, in depression detection or prediction task. We are focusing on affordable data-driven approach, applicable for everyday clinical practice, and in particular, those based on electroencephalographic (EEG) recordings. Among those studies utilizing EEG, we are discussing a group of applications used for detecting the depression based on the resting state EEG (detection studies) and interventional studies (using stimulus in their protocols or aiming to predict the outcome of therapy). We conclude with a discussion and review of guidelines to improve the reliability of developed models that could serve improvement of diagnostic and more accurate treatment of depression.
Introduction
Before 2030 There are two approaches to computational psychiatry: theory-driven and data-driven. A data-driven approach is typically using some kind of machine learning and seems to be much more reliable than the other approach due to comparably lover costs of data collection. Although the most popular work being published in last period applying the data-driven approach by utilizing MRI or fMRI data, the drawbacks of that approach are the subject of the debate among researchers. Much more realistic version of this approach, according to our opinion, would be relying on electroencephalographic (EEG) data, due to much lower costs and higher accessibility for patients. EEG is the oldest form of neuroimaging which is non-invasive and is very well based in neurology and neuroscience; in psychiatry, it is used to confirm the existence of epileptiform only. In comparison to fMRI for example, the time needed for recording and the price of processing, EEG is much more suitable for frequent testing. Data mining is, according to Witten and Frank (2005) 'the extraction of implicit, previously unknown, and potentially useful information from the data', and nowadays popular machine learning is one part of that discipline. Typical pipeline in this framework includes recording the EEG, managing the artefact removal (manual, software, or using artefact-free epochs), linear or nonlinear analysis of EEG, feature extraction, feature selection and then application of machine learning (both training and testing phase) method of choice. As Physiological complexity is another area of research, still considered to be novel among medical professionals. It is based on Complex systems dynamic theory (popularly known as 'Chaos theory') and comprises of vast families of different approaches of analyses in a mathematical sense. Many researchers are utilizing those methods since physiological signals are known to be nonlinear, nonstationary and generated from a highly complex system which is usually operating far from the equilibrium state. To apply any mechanistic approach (suitable for stationary signals) for analysis of electrophysiological data -which are 3N: nonlinear, nonstationary and noisy (Klonowski, 2007 ) is yielding risks of wrong interpretation. Recent research showed that mathematical link exists between usually applied Fourier analysis and Fractal analysis (Kalauzi et al., 2012) and Fourier seems to be redundant for the former.
Professor Klonowski speculates that the reason for omnipresent classical spectral analysis in electrophysiology is due to the deeply rooted utilization of it in medicine; nonlinear analysis is usually known just in research (Klonowski, 2007) . For review about application of varying nonlinear methodologies in detecting the depression based on EEG see de la Torre-Luque (2017).
In the last ten years, the number of research utilizing some form of machine learning on EEG dataset to detect the depression or predict the outcome of treatment, related to depression is booming. This study aims at reviewing that literature to make a cross-section useful in realizing what best practices are. We opted to focus on the combination of physiological complexity (application of nonlinear measures of analysis of EEG) and computational psychiatry data-driven approach since we believe that this combination can lead to faster improvement of current clinical practice in treating depression.
In this paper, we are firstly describing our Method (section 2) and eligibility criteria, then we described Detection (section 3) and Interventional studies (section 4), and finally (in section 5) we discuss the drawbacks and possible solutions for noticed shortcomings, conclusions as well as suggestions for future work.
Methods
This systematic review of the literature aimed at finding and comparing published studies that employed a combination of nonlinear (and spectral) methods of analysis in combination with various machine learning methods in the depression detection task.
Therefore, we made inclusion criteria list, since we knew that many studies were published in the last decade. Since we followed the literature for quite some time, we set the start in 2011, and finalize the search in May 2019. Given the fast pace development in this area of research due to faster computers, cloud utilization and internet improved performances, we think that this period for inclusion is sufficient. We systematically After original search yielded 197 papers, the authors reviewed all the titles and abstracts in order to decide which of those are in line with our search criteria (eligibility testing): a study published between 2011 and 2019; detection of depression or forecasting the outcome of depression treatment; sample comprising of patients diagnosed with depression (MDD) and Healthy controls; EEG dataset (preferably resting-state EEG); utilization of fractal and nonlinear analysis as features for machine learning; utilization of machine learning for task of detection the depression. After primary selection (in which we read all the publications independently), our sample comprised of 32 publications which we agreed to downsize on 26 after internal discussion and comparative analysis. After reading the entire text of each publication we decided to include 14 detection studies and 12 interventional studies. To summarize, we included EEG studies only, those which are published in last 8 years, those which employed task classification performed by humans using EEG signals (excluded were power-analyses only, non-human feature selection, or those with no end classification studies) which performed machine learning task aimed at detecting depression. There were lots of studies describing mobile phone applications and online collection of data (psychiatry going online) utilizing machine learning, but we reviewed that in other research work already (Llamocca et al., 2018) .
Before this systematic search, we also made a list of characteristics of a study that we are going to compare and discuss to present the best practices and results. First, we compared the size of the sample, and only one intervention study was large enough to analyze the sample bigger than 100 participants (just one comprised of female subjects only). Since we opted to include EEG studies only, we divided them on restingstate EEG (employed in diagnostic) and those which used a kind of stimulus during the recording; our idea from the point of view of nonlinear analysis is strongly for analyzing resting-state records, because in much prior research it was showed that they are most information-rich (Goldberger et al., 20011 and 2006) . Berman showed that in depression, ruminative activities can be detected in task-free recordings only (Berman et al., 2011) . Studies also varied in the number of electrodes used for recording, as well as standards used. Studies differed also in the way how they chose to extract the features or to select the features.
We also noted whether the internal and external cross-validation was performed (and reported) and whether the study would be possible to replicate. And lastly, we compared what methods of machine learning were utilized in every paper, as well what was the accuracy after the testing phase, what was the sensitivity and specificity.
Another question was whether they used ROC curves to probe the goodness of performed accuracy. We tried to make exhaustive analysis to those publications which complied with our eligibility criteria. classifiers. Two third of the sample was used for the training phase and the remainder for the test set. Leave-one-out cross-validation (LOOCV) method was applied to the training dataset. For feature selection they used a genetic algorithm (GA) the size of the population is set to 50, cross over the rate to 80% (They also tried PCA, but GA outperformed it significantly). Classification accuracy was the best in the alpha band for LDA and LR both reaching 73.3% (the worst was KNN in delta and beta and LDA in the delta with 66.6%). The best accuracy in the experiment was obtained by LR and bispectrum phase entropy (EntPh), normalized bispectral entropy (Ent1) and normalized bispectra squared entropies (Ent2, Ent3), and recurrence quantification analysis parameters (determinism (DET), entropy (ENTR), laminarity (LAM) and recurrent times (T2)). These extracted features are ranked using the t value. The information whether some of them were calculated on standard EEG sub-bands and other on broadband signal is missing (like classical spectral measure high order spectra utilizing Fourier's analysis, must have been computed in sub-bands, but that was not mentioned).
After a large number of trials, the authors decided based on a comparison of values to formulate Depression Diagnosis Index taking into account only LAM, W_By and SampEn, without the explanation. It says that 'DDI is a unique formula that yields nonoverlapping ranges for normal and depression classes.' This (probably) heuristically obtained index is used here instead of usually utilized classifiers. Features are ranked based on t value and fed to classifiers one by one obtaining the accuracy higher than 98%, sensitivity higher than 97% and specificity more than 98.5%. This best result is . We cannot say whether internal or external validation was performed, nor the details of, for example, the method used to calculate fractal dimension (that description is missing, so we cannot compare for example our work on Higuchi fractal dimension), hence the reproducibility of this study which claims so high accuracy is close to zero.
Another study is published in the same year (Mohammadi et al., 2015) . This study used a sample of 53 MDD patients and 43 HC. EEG recordings lasted for 3 minutes (vigilance controlled eyes closed and eyes opened) in resting condition. The sampling rate was 500 Hz, a bandpass filter was used. Brain Vision Analyzer Software served for automatic artifact rejection. 28 electrodes are used for FFT analysis yielding a total of 12 datasets. After preprocessing the data, cleaning, and normalization, they the studies (ours included, although we stated it was a pilot study) had very modest samples, which is affecting the generalizability of the model. 
Interventional EEG studies
There are also studies published in the same time interval (2011-2018) based on EEG registration, but the difference from work mentioned above, is that they opted to use a stimulus (hence, not resting state EEG), a sound stimulation, or ERP, so we will briefly mention their results here. Kalatzis and colleagues published the first study (our exception from time frame for chosen studies for review) about the SVM-based classification system for discriminating depression by using P600 component of ERP signals (Kalatzis et al., 2004) . EEG was recorded on 15 electrodes, and a sample comprised of 25 patients and an equal number of healthy controls. The outcomes of SVM classification were selected by Majority vote engine (MVE). Classification accuracy reportedly was 94% when using all leads, and from 92% to 80% when using only right or left points for classification. They concluded that their findings support the hypothesis that depression is associated with the dysfunction of right hemisphere mechanisms mediating the processing of information that assigns a specific response to a particular stimulus. Lee et al., (2011) tried to predict the treatment response of major depressive disorder. Their study was designed to check whether the connectivity strength of resting state EEG could be a potential biomarker (ROC was 0.6 to 0.8) to answer this question. They concluded that '…the stronger the connectivity strengths, the poorer the treatment response.' The experiment also suggested that frontotemporal connectivity strengths could be a potential biomarker to differentiate responders and slow responders or non-responders in MDD. We tried to compare our results, but their sampling frequency is low as 100Hz, so that was difficult. Also, in a 2011 study, (Vapnik, 1988) . A common denominator to majority of studies is a lack of external validation. In that sense, there is one study which did not use imaging, but demonstrated an impeccable methodology in machine learning in every aspect, in the task of prediction the responders to medication in MDD (Chekroud et al., 2016) .
From a methodological point of view, there are many problems to resolve. What is the problem with a generalization? When we test the generalizability, we are basically testing whether or not a classification is effective in an independent (not shown to the algorithm before) population. When developing the model, one doesn't want to train the classifier on a general characteristic of a sample; for example, if using nonlinear measures, they can differ because some of the measures change with age (Goldberger et al., 2000) or they can be characteristic for gender . Some authors call this 'nuisance variables', because the algorithm basically learns to recognize that particular dataset with all its characteristics. It is infamous overfitting and consequently the treatment of nuisance variables. Overfitting happens when 'a developed model perfectly describes the entire aspects of the training data (including all underlying relationships and associated noise), resulting in fitting error to asymptotically become zero' (Yahata et al., 2017) . For that reason, the model will be unable to predict what we want on unseen data (test data). The size of the sample is usually small to modest (typically less than 100, in Chekroud is, for example, more than 4000, using collaborative dataset). Hence, the balancing of the complexity of the model against the sample size is essential for improving prediction accuracy for unseen (test) data (Yahata et al., 2017) . How that goal can be achieved? By collecting more data. Like in collecting other more expensive neuroimaging data, it would be a solution to establish standard set-up and start collaborative projects, because one single site is usually not capable of (Whelan and Garavan, 2013) . Further research is needed to reframe nosology in psychiatry and improve patient's journey to remission.
