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ABSTRACT
A novel approach is introduced to assess stability of nonlinear systems in the presence
of parameter uncertainty. The idea is to consider the deterministic dynamics of the system
as a function of parameter values, where the parameter-dependent initial condition may for
example be the output of a particular finite-time disturbance. The goal is to numerically
determine the boundary in parameter space, referred to as the recovery boundary, between
parameter values which lead to recovery and those which lead to a failure to recover to an
initial stable equilibrium point. Critical parameter values, which are defined to be those
parameter values whose corresponding initial conditions lie on the boundary of the region
of attraction of their corresponding stable equilibrium points, have the potential to provide
an explicit connection between the recovery boundary in parameter space and the region of
attraction boundary in state space that can be exploited for algorithm design.
However, examples are provided to illustrate that the recovery boundary may not con-
tain critical parameter values when the boundary of the region of attraction of the stable
equilibrium point varies discontinuously with parameter. Fortunately, it is shown that, for a
large class of vector fields possessing stable equilibrium points, the boundaries of the regions
of attraction of these equilibrium points vary continuously with respect to small variations
in parameter values. This region of attraction boundary continuity ensures that the recovery
boundary consists entirely of critical parameter values and that the nearest critical parameter
value to any non-critical parameter value lies on the recovery boundary.
Two classes of theoretically motivated algorithms are developed to compute critical pa-
rameter values by exploiting the structure and behavior of the region of attraction boundary
under parameter variation. The system trajectory corresponding to a critical parameter
value converges to an invariant set and, therefore, spends an infinite amount of time in any
neighborhood of that invariant set. A first class of algorithms proceed by varying parameter
values so as to maximize the time in a neighborhood of the invariant set. Under reasonable
assumptions, the system trajectory corresponding to a critical parameter value becomes in-
finitely sensitive to small changes in parameter value. A second class of algorithms proceed
by varying parameter values so as to maximize the trajectory sensitivities to parameters.
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Theoretical motivation is provided for both classes of algorithms, and shows that under rea-
sonable assumptions they will drive parameter values to their critical values. Both of these
approaches transform the abstract problem of finding critical parameter values into concrete
numerical optimization problems. Based on these approaches, algorithms are developed to
find the closest parameter value on the recovery boundary in the case of one-dimensional
parameter space, trace the recovery boundary in two-dimensional parameter space, and find
the nearest point on the recovery boundary in parameter space of arbitrary dimension.
The algorithms are applied to assess fault vulnerability in power systems. Results from
the test cases of a modified IEEE 37-bus feeder and a modified IEEE 39-bus system illustrate
the algorithm performance. The emphases in these test cases are, respectively, to explore
the onset of induction motor stalling during Fault Induced Delayed Voltage Recovery, and to




Engineered systems experience disturbances which have the potential to disrupt desired
operation, such as a lightning strike on a particular transmission line in a power system.
From a systems perspective, the disturbance can be thought of as a parameter dependent
initial condition (IC) to the post-disturbance dynamical system (which itself is parameter
dependent). The desired operating point is typically modeled as a stable equilibrium point
(SEP) of the post-disturbance system. Ability of the system to recover from a particular
finite-time disturbance to the desired operating point depends on the system parameters.
Define a recovery value of the parameters (recovery value) to be a value for which the system
is able to recover from the disturbance to the desired SEP. It is an important and challenging
problem to determine the set of recovery values for a particular disturbance and parameter
space. Solving this problem is of value for many applications, for example assessing fault
vulnerability in power systems (a fault is a short circuit that causes instability in power
systems and in some instances may lead to blackout conditions).
As parameter values are generally time-varying and uncertain in practice, knowledge of
the recovery values provides system operators and engineers with a quantitative measure of
the margins for safe operation. In order to determine the set of recovery values, the approach
taken here focuses on determining their (topological) boundary in parameter space, which
we term the recovery boundary in parameter space (recovery boundary). Variants of this
problem have existed for a long time, but it remains of major importance to many application
areas today. For example, it has existed since the first large scale power systems were
developed about a century ago, but is as important as ever in power systems as increased
penetration of renewable energy generation increases parameter uncertainty, and increased
demand coupled with aging infrastructure cause the grid to operate closer to its limits.
We note that the discussion here applies equally well to systems with uncertain, parameter
1
dependent initial conditions; that the initial condition is the output of another dynamical
system (such as a finite-time disturbance) is not required.
In power systems, current industry practice involves the construction of inner approx-
imations of the recovery boundary known as nomograms [MWTP97]. These nomograms
are typically piecewise linear, consisting of a polytope defined by bounding hyperplanes.
Nomograms are constructed by a variety of heuristic methods. One such technique involves
initially fixing the values of all parameters other than one, varying that last parameter value
and running simulations until the recovery boundary is encountered, changing the other pa-
rameter values, and repeating. Another method is to start from an initial set of parameter
values, choose a “stress” direction in parameter space, vary the distance traveled along this
stress direction and run simulations until the recovery boundary is encountered, change the
stress direction, and repeat. Every simulation is run for a time interval determined to be
sufficient to assess whether or not the system has recovered. The recovery boundary is en-
countered numerically when parameter values are sampled which lead to recovery and failure
to recover (ie. parameter values both within and outside of the recovery boundary) that are
sufficiently close in parameter space.
Each of these approaches requires a large number of computationally intensive time
domain simulations and, in particular, the number of required simulations grows rapidly
with the dimension of parameter space. Hence, to avoid computational intractability, in
practice power system operators typically limit parameter space to two or three important
parameters of interest - often selected based on operator experience and intuition - and
perform the construction of nomograms only during offline planning studies. Due to the low
dimensionsionality, the nomograms can be visualized as a piecewise linear curve in the case
of two parameter dimensions. In three dimensional parameter space, they can be viewed as a
contour plot consisting of a piecewise linear curve for each value of a third parameter. Recent
work has extended the techniques to parameter space with higher dimension than three,
such as in [MDL+12], but nomogram construction remains a method for low dimensional
parameter space. Overall, major limitations of current industry practice include:
1. The small number of parameters of interest are chosen based on operator intuition and
experience, so many parameters which could be critical to system recovery may be
overlooked.
2. The methods are inherently approximate and tend to be overly conservative or just
inaccurate (especially as parameter values vary during real-time operation).
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3. Nomogram construction is limited to offline planning studies, and they are not updated
during real-time operation.
These drawbacks of standard industry practice have long motivated a search for alternative
approaches to accurately and efficiently determine or approximate the recovery boundary.
Historical work focused on parameter independent post-disturbance dynamics, and the
main parameter of interest was the duration of the finite-time disturbance. In this simpler
setting, the post-disturbance system has a unique (parameter independent) region of attrac-
tion (RoA) of its unique SEP. Assuming (at least local) continuity of the IC with respect to
disturbance duration, a disturbance duration value lies on the recovery boundary precisely
when its corresponding IC lies on the boundary of the RoA of the post-disturbance SEP.
More generally, we coin the term critical parameter value to refer to a parameter value whose
corresponding IC lies on the boundary of the RoA of the corresponding SEP.
Classical algorithms relied primarily on the use of energy functions to estimate the critical
disturbance duration, known in the power systems literature as critical fault clearing time.
These methods were initially introduced by [Mag47, Ayl58, Gle66, EAN66] and subsequently
extended in several directions. The common steps behind the algorithms were as follows:
1. Identify a real-valued function on state space, called the energy function, for the system
of interest such that the SEP is a local minimum of the energy function, near the SEP
this function is positive definite, and near the SEP its time derivative along system
trajectories is negative definite.
2. For a particular disturbance, identify a critical energy such that if the energy of the
IC is not larger than this value, then the IC lies inside the RoA of the SEP.
3. Numerically integrate the disturbance dynamics (no longer enforcing the finite-time
limit) until the critical energy is encountered. The time at which this occurs is used
to approximate the critical disturbance duration.
The intuition behind this technique is that since the SEP is a local minimum of the energy
function, it is positive definite near the SEP, and its time derivative along system trajec-
tories is negative definite near the SEP, there exists a sublevel set of the energy function
in which all trajectories converge to the SEP in forwards time. Hence, this sublevel set is
contained in the RoA of the SEP. Therefore, the disturbance duration is guaranteed to be
at a recovery value if its corresponding IC lies in this sublevel set or, equivalently, if the
energy of its corresponding IC lies beneath some critical level. Numerically integrating the
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disturbance dynamics until this critical energy is encountered therefore finds the disturbance
time which puts its corresponding IC at the boundary of this sublevel set, thereby providing
a conservative estimate of the critical disturbance duration.
The main differences in the various energy function approaches consist primarily of the
choice of energy function and of the method to determine the critical energy. Many modified
energy functions were proposed in early attempts to apply the methods to more accurate
power systems models [BH81, BHD86, NM84, TAV85], but energy functions for more real-
istic, industry standard power system models have yet to be developed. To determine the
critical energy, the initial focus was on the so-called closest unstable equilibrium point (UEP)
method. The idea was to set the critical energy to be the minimum of the energy function
over the boundary of the RoA of the SEP. Then, whenever the IC has energy less than
this critical energy, it must lie inside the RoA. There was an implicit assumption in the
closest UEP approach that every trajectory in the boundary of the RoA would converge to
an equilibrium point in forwards time (it should be noted that this assumption is not true
in general for more realistic power system models).
Define the stable manifold (resp. unstable manifold) of an equilibrium point to be the
set of initial conditions that converge to it in forwards (resp. backwards) time. Then
the assumption can be restated as: the RoA boundary is equal to the union of the stable
manifolds of the equilibria it contains. As any energy function decreases in time along system
trajectories, it follows that it achieves a minimum over the stable manifold of an equilibrium
point at that equilibrium point. Therefore, the minimum of the energy function over the
RoA boundary would be equal to the minimum of the energy function over the equilibria in
the RoA boundary. Hence, methods were devised to determine the equilibrium point on the
RoA boundary of minimum energy [TS72, PEA75], called the closest UEP.
It was quickly realized that the closest UEP method for determining critical energy
yielded highly conservative estimates. One alternative approach, known as the potential
energy boundary surface (PEBS) method [KOH78, APV79], was developed to estimate the
critical energy by estimating the energy at the point when the disturbance system exits the
post-disturbance RoA boundary (this exit point is difficult to estimate as well). If the IC
has energy less than this for the given disturbance, then the system cannot escape the post-
disturbance RoA. The PEBS technique estimated the exit point energy by first estimating
the exit point energy of the simpler system given by the gradient of the potential energy
(which was typically found by integrating the disturbance trajectory until a maximum in
potential energy was encountered).
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Another approach, which came to be known as the controlling UEP method, was initially
alluded to by [KOH78]. The key idea is that the trajectory of the disturbance system must
cross the post-disturbance RoA boundary. So, by the decomposition above, it must cross
the stable manifold of some UEP, which is called the controlling UEP. The controlling UEP
method sets the critical energy to be the energy at the controlling UEP. So long as the IC has
energy less than at the controlling UEP, the disturbance trajectory could not have crossed
the stable manifold of the controlling UEP (since this stable manifold has higher energy
than the controlling UEP). So, the system could not have escaped the post-disturbance
RoA, which implies that the IC lies inside this RoA.
Several methods for identifying the controlling UEP were developed, including the mode
of disturbance (MOD) method [FVO84], the exit point method (also known as the BCU
method) [CWV88], and the shadowing method [TVK96], which ultimately rely on using
numerical integration of the system dynamics to attempt to find a point near the controlling
UEP which can be used as an initial guess to solve for the actual controlling UEP using
Newton’s method. Power system models contain many equilibria, and these methods are
not guaranteed to converge to the single desired controlling UEP among the large number
of possible equilibria.
Limitations for practical application of these energy methods were identified early on
[BPRP+84]. These include:
1. Lack of suitable energy functions for more realistic generator, load, and network power
system models.
2. Inherent conservativeness of the energy function approach.
3. Inability to handle hybrid dynamics including switching behavior and controller limits
that are characteristic of modern power systems.
4. Methods are only able to determine the critical clearing time (as opposed to other
critical parameter values), which does not adequately measure system stability.
To this list, we add:
5. The energy function methods are not able to satisfactorily handle the case when the
exit point of the disturbance trajectory converges to an invariant set other than an
equilibrium point.
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6. Less conservative energy function methods require knowledge of the controlling UEP,
which is challenging to find even for relatively small power system models.
Despite decades of research since their initial introduction in the 1960’s, these fundamental
challenges to energy function methods have yet to be overcome. However, the development
of the energy function methods stimulated research into the topological structure of the RoA
boundary of nonlinear systems, and its application to estimation of critical disturbance time.
The key papers in this area were [CHW88, ZHZL88], which showed that for a large class
of continuously differentiable (C1) vector fields possessing a SEP, the boundary of its RoA
is equal to the union of the stable manifolds of the equilibrium points and periodic orbits
it contains. These results were of limited practical value because the assumptions under
whch they were proved include that the RoA boundary is contained in the union of stable
manifolds. Establishing that the RoA boundary is not just contained in but is actually
equal to this union has not provided additional motivation or intuition for the development
of algorithms for computing critical disturbance times. The foundation for this theoretical
work came from developments in the theory of hyperbolic dynamical systems.
One such area involved the study of generic properties of differentiable dynamical sys-
tems. These were properties or behaviors that one might expect of a typical vector field, such
as if a vector field could be chosen at random, but could still exclude certain pathological
cases. The notion of generic in a topological space is similar to the concept of probability
one in a probability space in that both are meant to capture the idea of being true almost
always. Before discussing some generic properties, a few definitions are required. An equi-
librium point (resp. periodic orbit) is hyperbolic if the linearization of the vector field at
any point in it possesses exactly zero (resp. one) eigenvalues with zero real part. Two dif-
ferentiable manifolds Â and B̂ inside some smooth manifold (M) are transverse if at every
point x in their intersection, the tangent spaces to Â and B̂ at x together span the tangent
space of M at x. A point x in a differentiable manifold M is said to be nonwandering for a
vector field, which possesses an associated flow, if for every open neighborhood U of x and
every T > 0, there exists t > T such that the flow of U forward or backward by time t has
nonempty intersection with U . Let nonwandering set (Ω) be the set of all nonwandering
points in M . Then Ω includes all the equilibrium points, periodic orbits, and nontrivial
recurrence (including chaotic behavior) of the flow. Furthermore, every trajectory that does
not diverge to infinity must converge to a subset of Ω.
The study of generic properties made major progress when it was shown that for a generic
vector field, all its equilibrium points and periodic orbits are hyperbolic, and their stable and
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unstable manifolds are pairwise transverse [Sma62, Kup63, Pei66]. Around the same time, a
class of vector fields, which came to be known as Morse-Smale vector fields, was introduced
[Sma60] which satisfied the following assumptions:
1. The nonwandering set consists of a finite union of equilibrium points and periodic
orbits.
2. All equilibrium points and periodic orbits are hyperbolic.
3. The stable and unstable manifolds of the equilibrium points and periodic orbits are
pairwise transverse.
It was initially conjectured that Morse-Smale vector fields could be generic [Sma60], although
the same author later showed that this is not the case. It was also conjectured [Sma60] that
a C1 vector field was structurally stable, meaning informally that its orbit structure would
be preserved under perturbations, if and only if it was a Morse-Smale vector field. Soon
afterwards it was shown that Morse-Smale vector fields are open in the topological space
of C1 vector fields [Pal69], that they are structurally stable [PS68], and that there exist
structurally stable C1 vector fields which are not Morse-Smale [Sma63].
In [CHW88, ZHZL88], the authors make assumptions that are slightly more general
than that the vector field is Morse-Smale along the RoA boundary of the SEP in order
to arrive at their decomposition of the RoA boundary into a union of stable manifolds.
However, these more general assumptions lead them to require a lemma [CHW88, Lemma 3-
5], which is disproven via a counterexample in Section 2.1, to complete the proof of their
main theorem. Therefore, to avoid the use of this flawed lemma, we will assume here that the
vector field is Morse-Smale along the RoA boundary. More generally, the techniques used
by [CHW88, ZHZL88] in their proofs were inherited from the study of Morse-Smale systems,
especially [Pal69]. Since that initial work in 1988, there has not been significant progress
towards obtaining new results regarding the structure and behavior of the RoA boundary.
Chiang’s work related to the study of systems exhibiting Morse-Smale-like properties
along their RoA boundaries has received criticism in the past. In particular, in [CC95,
Theorem 5-2] Chiang makes an assumption that the stable and unstable manifolds of the
equilibria in the RoA boundary are transversal over an entire one-parameter family (as a
parameter is varied from zero to one). This assumption was challenged, both from the con-
struction of simple counterexamples [LLM+95] and an illustration that the assumption is not
generic [PL99]. Hence, from both practical and theoretical perspectives, this one-parameter
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family transversality assumption was not a good assumption. Fortunately, the transversality
assumption used in [CHW88] and employed in this work requires only transversality of stable
and unstable manifolds at one particular parameter value, which is a generic assumption,
rather than over an entire one-parameter family. Hence, the transversality assumption used
here was not the subject of this earlier criticism, and is generically true for C1 vector fields.
To address the problem of determining the recovery boundary, it is beneficial to extend
the historical work to incorporate behavior of the RoA boundary under parameter variation.
Recall that a critical parameter value refers to a parameter value whose corresponding IC
lies on the boundary of the RoA of the corresponding SEP. The recovery boundary is
defined to be the (topological) boundary in parameter space of the set of recovery values.
The definition of recovery boundary does not a priori provide a link between the parameter
values it contains and their corresponding state space behavior. On the other hand, critical
parameter values provide an explicit connection to the RoA boundary, which introduces an
opportunity to develop algorithms that can exploit the structure and behavior of the RoA
boundary. Therefore, from the perspective of recovery boundary estimation or computation,
it would be highly desirable if the recovery boundary consisted entirely of critical parameter
values.
By definition, every recovery value has a corresponding IC which lies inside the RoA of
the corresponding SEP. Therefore, it seems natural to expect that every parameter value
in the recovery boundary would have a corresponding IC which lies in the boundary of the
RoA of the corresponding SEP. This would imply that every recover parameter value would
be a critical parameter value. If the IC is (at least locally) continuous with respect to
parameter, and if the post-disturbance vector field is parameter independent, then this is
always true. This motivates the classical approach of designing algorithms to estimate the
critical disturbance time in order to estimate the disturbance time recovery boundary (in
fact, no distinction is made between these terms in the literature).
Unfortunately, the situation becomes more complex in the case where the post-disturbance
vector field is parameter dependent. We will see in Example 2.2.1 that even if the IC is con-
tinuous with respect to parameter and the vector field is perturbed smoothly in a compact
region, it is possible that the recovery boundary contains no critical parameter values at
all. The reason for this is that, even though the IC is continuous and the vector field varies
smoothly, the RoA boundary varies discontinuously and “jumps” over the IC so that they
do not intersect. Furthermore, this behavior does not just hold for contrived, pathological
cases: Example 2.3.3 shows such behavior for a (globally) Morse-Smale vector field over Eu-
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clidean space. Therefore, it is important to study conditions under which continuity of the
RoA boundary can be guaranteed. This will help ensure both that the recovery boundary
consists entirely of critical parameter values and that the closest critical parameter value to
any recovery value lies on the recovery boundary. In turn, these will facilitate the design of
practical algorithms for computing the recovery boundary,
The main results of this effort are that for C1 vector fields which are Morse-Smale along
the RoA boundary of a SEP in a compact Riemannian manifold, or in Euclidean space
with some additional generic assumptions and control near infinity, under sufficiently small
variations in parameter values the RoA boundary will vary continuously. The proof proceeds
in two main steps:
1. Under the additional assumption that the nonwandering set in the RoA boundary does
not grow under parameter perturbations, prove continuity of the RoA boundary.
2. Show that the above assumptions imply that the nonwandering set in the RoA bound-
ary does not grow under parameter perturbations.
As part of the continuity proof, it is also shown that the decomposition of the RoA boundary
into the union of the stable manifolds of the equilibrium points and periodic orbits it contains
persists under parameter perturbations. Afterwards, the RoA boundary continuity results
are extended to a class of hybrid dynamical systems which exhibit restricted switching and
limit behavior. The RoA boundary continuity results are then used to establish that the
recovery boundary consists entirely of critical parameter values. Finally, it is shown that the
closest critical parameter value to any recovery value lies on the recovery boundary.
The next step is to exploit the structure of the RoA boundary to motivate algorithms for
numerically computing critical parameter values, thereby obtaining the desired recovery boundary.
Theoretical motivation is provided for two such algorithms. The first algorithm builds upon
the historical notion of the controlling UEP. It exploits the property that, at a critical pa-
rameter value, the corresponding system trajectory converges to an invariant set (such as an
equilibrium point or periodic orbit) in the RoA boundary, and therefore spends an infinite
amount of time in any neighborhood of this so-called controlling invariant set. It is shown
that, assuming the system trajectory intersects a neighborhood of the controlling invariant
set transversely, the time the system trajectory spends inside this neighborhood is continu-
ous over the set of recovery values, and diverges to infinity as any critical parameter value is
approached from within the set of recovery values. This motivates an algorithm to compute
critical parameter values by varying parameter values so as to maximize the time the system
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trajectory spends inside a neighborhood (typically chosen to be a ball for convenience) of
the controlling invariant set, thereby driving the parameter value to its critical value.
To motivate the second algorithm, consider first a hyperbolic linear system with a saddle
equilibrium point. For any trajectory in the stable eigenspace of the equilibrium point, a
slight perturbation would push it off the stable eigenspace and cause it to diverge to infinity
along the unstable direction in forwards time. In particular, the system trajectory along the
stable manifold of the equilibrium point (which is equal to its stable eigenspace) becomes
infinitely sensitive to small perturbations as time goes to infinity. More generally, at a criti-
cal parameter value assume the corresponding system trajectory is in the stable manifold of
a hyperbolic (or normally hyperbolic) invariant set. Then the sensitivity of the system tra-
jectory to small changes in parameter value (ie. small perturbations) diverges to infinity as
time goes to infinity. It is shown that the supremum over time of the sensitivity of the trajec-
tory with respect to parameter is continuous over the set of recovery values, and diverges to
infinity as any critical parameter value is approached from within the set of recovery values.
This motivates an algorithm to numerically compute critical parameter values by varying
parameter values so as to maximize the supremum over time of the sensitivity of the tra-
jectory with respect to parameter, thereby driving the parameter value to its critical value.
It is shown that, as recovery values approach the recovery boundary, the infimum over time
of the inverse trajectory sensitivities approaches a dot product. This motivates the design
of algorithms for computing critical parameter values by exploiting this linearity. In both
cases discussed above, properties of the RoA boundary are exploited to convert the abstract
problem of computing critical parameter values into a concrete optimization or algebraic
problem which can be solved numerically.
Motivated by the theory discussed above, several algorithm variations are developed
to numerically compute critical parameter values. In the case of the choice of a one-
dimensional parameter space, methods are proposed to find the unique parameter value
on the recovery boundary. If a two-dimensional parameter space is chosen, techniques are
developed to numerically trace the locally one-dimensional manifold recovery boundary us-
ing continuation methods. However, it is important to note that the recovery boundary
can be nonsmooth in general. Nevertheless, empirical observations indicate that, at least
on the test cases considered so far, the recovery boundary is smooth for practical power
system models. For the case of arbitrary parameter space dimension, multiple approaches
are devised to find the nearest set of parameter values on the recovery boundary from some
initial set of parameter values. These techniques address many of the limitations of current
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industry practice:
1. The parameter space of interest can be chosen to be high dimensional, so that param-
eter values which could be critical to system recovery but might otherwise have been
overlooked could be identified.
2. The methods determine the recovery boundary to arbitrary precision, and are not
conservative or inaccurate.
3. Convergence is typically obtained in a small number of iterations, so that application
of the algorithms during real-time operation may be feasible.
Furthermore, these techniques address many of the limitations of the classical algorithms:
1. They do not require the existence of suitable energy functions.
2. They compute the actual recovery boundary instead of conservative estimates of it.
3. They work for a class of hybrid systems exhibiting restricted switching and limit be-
havior.
4. They can consider parameter recovery boundaries for parameters which influence post-
disturbance dynamics, thereby obtaining more useful measures of system stability than
critical disturbance times.
5. They can still work even if trajectories corresponding to critical parameter values con-
verge to invariant sets which are not equilibrium points.
Additionally, the second class of algorithms, related to minimizing the infimum over time of
the inverse trajectory sensitivities, has the following additional advantages:
6. It does not require prior knowledge of the controlling invariant set.
7. For recovery values near the recovery boundary, it approaches a dot product, giving it
a linear structure.
In sum, the algorithms address most of the shortcomings of current industry practice and
of historical work related to energy function methods. For implementation, the algorithms
both require computation of trajectory sensitivities. A modular scheme is introduced for
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trajectory sensitivity integration which exploits sparse network structure to improve compu-
tational efficiency and reduce storage requirements. This enables efficient application of the
algorithms developed above.
The algorithms are applied to assess fault vulnerability in two power system test cases:
the IEEE 37-bus feeder modified to include induction motor loads, and the IEEE 39-bus
system, which includes controller limits. In the former, the algorithms determine the onset
of induction motor stalling, representing an important step towards characterizing behavior
of Fault Induced Delayed Voltage Recovery (FIDVR). In the latter, the algorithms analyze
system stability in the presence of background load with high levels of uncertainty and
variable voltage dynamics.
The thesis proposal is organized as follows. Chapter II presents the theoretical devel-
opment, which includes the counterexample to the historical lemma in Section 2.1. Also
included this chapter are the two parts of the proof of RoA continuity for the class of vector
fields discussed in Sections 2.2-2.3, along with their extensions to a class of hybrid systems
with restricted switching and limit behavior in Section 2.4. Theoretical justification of the
maximizing time in the ball around the controlling invariant set algorithm is provided in
Section 2.5 and theoretical justification of the minimizing infimum over time of the inverse
trajectory sensitivities algorithm in Section 2.6. This will conclude Chapter II Chapter III
then presents the numerical algorithms, which includes efficient methods for integration of
trajectory sensitivities in Section 3.1. It then presents the class of algorithms corresponding
to maximizing time in the ball around the controlling invariant set in Section 3.2, and the
class of algorithms corresponding to maximizing the supremum over time of the trajectory
sensitivities in Section 3.3. Chapter IV presents the results of application of the above algo-
rithms to assess fault vulnerability in power systems for a modified IEEE 37-bus feeder in
Section 4.1 and the IEEE 39-bus system in Section 4.2. Chapter V offers some concluding




This chapter is devoted to the theoretical motivation of the algorithms described in
Chapter III for numerically computing the recovery boundary, and for finding the closest
point on the recovery boundary to some initial set of recovery values. The first step towards
providing justification for the algorithms is to show that the recovery boundary consists
entirely of critical parameter values and that the closest critical parameter value to any
recovery value lies on the recovery boundary. This provides the essential link between the
recovery boundary in parameter space and the RoA boundary in state space. To ensure this
(assuming the IC is locally continuous) it suffices to show that the RoA varies continuously
with small changes in parameter values.
Before turning to the main proofs regarding RoA boundary continuity, Section 2.1 pro-
vides a counterexample to a historical lemma which was instrumental in the proof that the
RoA boundary is equal to the union of the stable manifolds of the critical elements it contains
[CHW88]. To avoid the use of this flawed lemma, and to enable extensions to parameter
variation, the assumptions of [CHW88] are strengthened slightly to consider C1 vector fields
which are Morse-Smale along the RoA boundary (with some additional assumptions for the
noncompact case).
It is shown that, for this class of vector fields, under small variations in parameter values
the RoA boundary varies continuously. The notion of Ω-stable means informally that the
structure of the nonwandering set remains the same under perturbations. The continuity
proof proceeds in two steps. First, in Section 2.2 the main result is proved under the
additional assumption of Ω-stability within the RoA boundary. Then, in Section 2.3 it is
shown that Ω-stability within the RoA boundary follows from the original assumptions (plus
some additional assumptions in the noncompact case). These RoA boundary continuity
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results are extended in Section 2.4 to a class of hybrid systems with restricted switching and
limit behavior.
In Sections 2.5-2.6, the RoA continuity results are first used to show that the recovery boundary
consists entirely of critical parameter values and that the closest critical parameter value to
any recovery value lies on the recovery boundary. Then, Section 2.5 develops theoretical
motivation for a first class of algorithms by showing that, under suitable assumptions, the
time the system trajectory spends in a neighborhood around the controlling invariant set is
continuous in parameter and diverges to infinity as any critical parameter value is approached
from within the set of recovery values.
Finally, Section 2.6 develops theoretical motivation for a second class of algorithms by
showing that, under reasonable assumptions, the supremum over time of the trajectory sensi-
tivity with respect to parameters is continuous over the set of recovery values and diverges to
infinity as any critical parameter value is approached from within the set of recovery values.
2.1 Counterexample to Historical Work
2.1.1 Introduction
In the proofs of their superb and groundbreaking theorems, the authors of [CHW88] rely
on a lemma which states that if the stable manifold of a first hyperbolic closed orbit intersects
transversely the unstable manifold of a second (possibly the same) hyperbolic closed orbit,
then the dimension of the unstable manifold of the first is strictly less than the dimension of
the unstable manifold of the second. However, we exhibit an example meeting the conditions
of the lemma where the dimensions of the unstable manifolds are equal, thereby disproving
the lemma. In particular, we present a hyperbolic closed orbit of a smooth (C∞) vector field
over R3 whose stable and unstable manifolds have nonempty, transversal intersection.
2.1.2 Background
Consider the system:
ẋ = V (x) (2.1)
of a C1 vector field (V ) over Euclidean space (Rn) for some n > 0. In [CHW88, Theorem 4.2],
the authors claim that if a stable equilibrium point of Eq. 2.1 satisfies their assumptions, then
the boundary of its region of attraction (RoA) is equal to the union of the stable manifolds of
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the equilibrium points and periodic orbits it contains. The main technical result behind their
proof of this impressive theorem is [CHW88, Theorem 3-8]. In turn, [CHW88, Lemma 3-5]
is crucial in their proof of [CHW88, Theorem 3-8]. This note is devoted to the construction
of a counterexample to [CHW88, Lemma 3-5].
The authors of [CHW88] attribute their Lemma 3-5 to a survey paper by Smale [Sma67]
and do not provide a proof of the lemma. However, we have not found the lemma in [Sma67].
Furthermore, in another paper by Smale [Sma60] he considers a set of assumptions in which
his conditions 1-4 include that all equilibrium points and periodic orbits are hyperbolic, and
their stable and unstable manifolds have transversal intersection. Yet Smale also includes
condition 5, which states that for any closed orbit γ there does not exist x 6∈ γ such that
x converges to γ in both forwards and backwards time. In other words, condition 5 states
for every closed orbit γ, its stable and unstable manifolds have empty intersection outside
of γ. In addition, Smale writes: "It is true that conditions (1)-(5) are independent." If
[CHW88, Lemma 3-5] was correct, then conditions 1-4 would imply condition 5 (because as
a consequence of [CHW88, Lemma 3-5] hyperbolic closed orbits could not have nonempty,
transversal intersections between their stable and unstable manifolds), so Smale’s statement
that conditions (1)-(5) are independent would necessarily be incorrect. It is therefore strange
that [CHW88, Lemma 3-5] is attributed to Smale, since it would invalidate his own claims
in [Sma60]. Recently, [CHW88, Lemma 3-5] was reprinted by one of the original authors
[CA15, Lemma 4-4] without modification and without proof, and no reference was provided
in this reprinting.
It should be noted that the example presented here does not contradict [CHW88, The-
orem 4.2], and that of course the theorem may be correct as stated. However, we have not
been able to supply a complete proof. We have recently shown that the result of Theorem 4.2
can be proved analogously to the original proof under a slightly stronger assumption than
the original theorem: that the nonwandering set along the RoA boundary consists entirely
of critical elements.
Furthermore, it is possible that under the additional assumptions of Theorem 4.2, which
were not assumed in the statement of Lemma 3-5, the conclusion of Lemma 3-5 may still be
true. However, we have not been able to prove this either and wonder whether, for example,
it might be possible for the suspended horseshoe in the transversal intersection of the stable
and unstable manifolds of a hyperbolic closed orbit to intersect the RoA boundary only
in orbits which converge to critical elements (since a suspended horseshoe has many orbits
which could not be present in the RoA boundary under the assumptions of Theorem 4.2).
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If such an example exists, then even under the additional assumptions of Theorem 4.2, the
conclusion of Lemma 3-5 would be incorrect.
Before presenting [CHW88, Lemma 3-5] in detail, we provide some preliminary defini-
tions. Let a critical element refer to either an equilibrium point or a closed orbit of Eq. 2.1.
An equilibrium point (xe) of Eq. 2.1 is hyperbolic if dVxe has no imaginary eigenvalues. A
periodic orbit γ of Eq. 2.1 is hyperbolic if there exists x ∈ γ, a smooth cross section S
centered at x, and a C1 first return map τ̂ : S → S such that dτ̂x has no eigenvalues of norm
one. Let γ be a hyperbolic critical element and define the stable manifold of γ (W s(γ)) to
be the set of all initial conditions which converge to γ in forwards time. Similarly, define
the unstable manifold of γ (W u(γ)) to be the set of all initial conditions which converge to
γ in backwards time. Note that both W s(γ) and W u(γ) are invariant under the flow of V .
Consider a differentiable submanifold (Â) ofM , let x ∈ Â, and define the tangent space of Â
at x (Tx(Â)). Consider another differentiable submanifold (B̂) of M . Then Â and B̂ satisfy
the transversality condition, or have transversal intersection, if either they are disjoint or for
every x ∈ Â⋂ B̂, TxÂ+ TxB̂ = TxM .
The exact statement of [CHW88, Lemma 3-5] is as follows:
Lemma 1. Let xi and xj be hyperbolic critical elements of Eq. 2.1. Suppose that the
intersection of stable and unstable manifolds of xi, xj satisfy the transversality condition and
{W u(xi) − xi}
⋂{W s(xj) − xj} 6= ∅. Then dim W u(xi) ≥ dim W u(xj), where the equality
sign is true only when xi is an equilibrium point and xj is a closed orbit.
2.1.3 Example
To disprove Lemma 1, we will provide an example in which dim W u(xi) = dim W u(xj)
but both xi and xj are closed (periodic) orbits. In particular, we will give an example where
xi = xj is a hyperbolic periodic orbit whose stable and unstable manifolds are transverse
and {W u(xi)− xi}
⋂{W s(xj)− xj} 6= ∅. Then dim W u(xi) = dim W u(xj) because xi = xj.
So, consider the classic example of the Duffing equation with negative linear stiffness,
weak damping, and weak periodic forcing, which is given by the following C∞ nonautonomous
vector field on R2 [GH83, p. 191]:
u̇ = v
v̇ = u− u3 + ε(γ cos t− δv)
where ε, δ, γ ≥ 0 are parameters and u, v ∈ R. At ε = 0 this system possesses a hyperbolic
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Figure 2.1: This figure originally appeared in [GH83, p. 208] and was computed numerically
by Y. Ueda. It shows the stable and unstable manifolds of the first return map of a cross
section of the Duffing equation for parameter values εδ = 0.25 and εγ = 0.30. Note that the
stable and unstable manifolds have nonempty, transversal intersection.
saddle equilibrium point at (0, 0) whose stable manifold and unstable manifold are equal
(they consist of homoclinic orbits). We can rewrite this system as an autonomous vector
field on R2 × S1 by introducing a time coordinate T :
u̇ = v
v̇ = u− u3 + ε(γ cos T − δv)
Ṫ = 1.
Letting w = [u v T ]T , we can write the above vector field as:
ẇ = V (w). (2.2)
Note that V is a C∞ vector field. For ε = 0, this system has a hyperbolic periodic orbit given
by Γ0 = {(0, 0, T ) : T ∈ S1} whose stable and unstable manifolds are each two-dimensional.
For ε > 0 sufficiently small, there exists a unique hyperbolic periodic orbit Γε which is C1-
close to Γ0. Furthermore, there exists a closed curve Λ ⊂ R2 such that for any ε ≥ 0 small, the
vector field is inward pointing on Λ for all times T ∈ S1 [GH83, Exercise 1.5.5] and πR2(Γε)
is contained in the interior of the region bounded by Λ, where πR2 is the projection map onto
R2. This implies that πR2(W u(Γε)) is contained in the interior of the region bounded by Λ.
For any T ∈ S1, let ST = R2 × {T } be a smooth cross section. Define the Poincaré first
return map (τ̂), where τ̂ : ST → ST , and note that it is well-defined and C∞. Let pTε =
Γε
⋂
ST , which is a single point. Then it is straightforward to see that pTε is a hyperbolic fixed
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point of V . Let W s(pTε ) and W u(pTε ) denote its stable and unstable manifolds, respectively,
in ST . Using Melnikov’s method [GH83, Theorem 4.5.3], it can be shown [GH83, p. 193]
that for any T ∈ S1, ε > 0 sufficiently small, and γ
δ
sufficiently large, W s(pTε ) and W u(pTε )
are transverse and {W s(pTε ) − pTε }
⋂{W u(pTε ) − pTε } 6= ∅. Fig. 2.1 (originally appearing in
[GH83, p. 208], which was computed numerically by Y. Ueda) showsW s(pTε ) andW u(pTε ) for
particular choices of T , ε > 0 sufficiently small, and γ
δ
sufficiently large such that {W s(pTε )−
pTε } and {W u(pTε )− pTε } have nonempty, transversal intersection. As T ∈ S1 was arbitrary,
it follows that W s(Γε) and W u(Γε) are transverse and {W s(Γε)− Γε}
⋂{W u(Γε)− Γε} 6= ∅.
Hence, we may fix ε, γ, δ > 0 such that W s(Γε) and W u(Γε) are transverse and {W s(Γε) −
Γε}
⋂{W u(Γε)− Γε} 6= ∅.
However, the vector field above is over R2 × S1, whereas Lemma 1 is stated for a vector
field over Euclidean space. So, we will modify the example to obtain a similar vector field over
Euclidean space. AsW s(Γε) andW u(Γε) are transverse,W sloc(Γε) andW u(Γε) are transverse,
where W sloc(Γε) is the local stable manifold of Γε. As {W s(Γε) − Γε}
⋂{W u(Γε) − Γε} 6= ∅,
by invariance {W sloc(Γε) − Γε}
⋂{W u(Γε) − Γε} 6= ∅. For any s > 0 let B(s) denote the
open ball of radius s centered at the origin in R2. As Λ is a closed curve in R2, choose
µ1 > µ2 > 0 such that Λ ⊂ B(µ1 − µ2). As πR2(W sloc(Γε)) and πR2(W u(Γε)) are contained in
the interior of the region bounded by Λ, they are contained in B(µ1 − µ2) as well. For any
b > a > 0, let S(a,b) : [0,∞) → [0, 1] denote a C∞ bump function with S−1(a,b)(1) = [0, a] and






As Eq. 2.3 and Eq. 2.2 agree for all points (u, v, t) such that πR2(u, v, t) ∈ B(µ1 − µ2),
and since πR2(W sloc(Γε)) and πR2(W u(Γε)) corresponding to the vector field of Eq. 2.2 are
contained in B(µ1 − µ2), W sloc(Γε) and W u(Γε) corresponding to the vector field of Eq. 2.3
are equal to those of Eq. 2.2. In particular, this implies that W sloc(Γε) and W u(Γε) of Eq. 2.3
are transverse, and also that they satisfy {W sloc(Γε)− Γε}
⋂{W u(Γε)− Γε} 6= ∅ . Hence, for
Eq. 2.3, W s(Γε) and W u(Γε) are transverse and {W s(Γε)− Γε}
⋂{W u(Γε)− Γε} 6= ∅.
Now we construct the desired vector field over R3. The key idea is to use Eq. 2.3 to
construct a vector field over an embedding of B(µ1) × S1 into R3, and then to extend it to
a C∞ vector field over R3 by defining it to be zero on the complement of the embedding of
B(µ1)× S1. This vector field will then be the desired counterexample to Lemma 1. We will
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use standard cylindrical coordinates x := (r, θ, z) to construct this vector field. Let
r = u+ µ1 (2.4)
θ = T (2.5)






















(r − µ1)− (r − µ1)3 + ε(γ cos θ − δz)

where V (x) was obtained from V (w) using Eqs. 2.4-2.6. Note that Eq. 2.7 defines a C∞ vector
field on R3. As the supports of Eq. 2.7 and Eq. 2.3 are diffeomorphic, and the two vector fields
agree on their supports up to this diffeomorphism, Eq. 2.7 possesses a hyperbolic periodic
orbit Γ such that W s(Γ) and W u(Γ) are transverse and {W s(Γ) − Γ}⋂{W u(Γ) − Γ} 6= ∅.
Therefore, Eq. 2.7 is a counterexample to [CHW88, Lemma 3-5].
2.1.4 Conclusion
This brief section was devoted to the construction of a counterexample to [CHW88,
Lemma 3-5], which was necessary in the proof of [CHW88, Theorem 4.2] regarding a de-
composition of the region of attraction boundary into a union of stable manifolds. As one
goal of the following sections will be to show that this decomposition persists under pa-
rameter perturbations, it will first be necessary to complete the original proof of [CHW88,
Theorem 4.2]. To do so, the assumptions of [CHW88] will be slightly modified; this will
ensure both that the original result of Theorem 4.2 holds, and that it persists under suitable
parameter perturbation.
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2.2 Continuity of Region of Attraction Boundary Under Pertur-
bation
2.2.1 Introduction
The main technical challenge behind the theoretical justification of the desired algorithms
is to show that the RoA boundary varies continuously in an appropriate sense under small
changes in parameter values (see Corollaries 2.2.24-2.2.26). For, Example 2.2.1 shows that
when the boundary of the RoA is discontinuous at a particular parameter value, then it is
possible for the ICs to “jump” over the RoA boundary. In this case, the recovery boundary
may not consist of critical parameter values and, in fact, its possible that no critical pa-
rameter values even exist. The former implies that computation of critical parameter values
may not provide an accurate estimate of the recovery boundary, and hence of the set of
recovery values, and the latter implies that any attempt to compute critical parameters
must fail since they don’t exist; both are problematic for the algorithms which will be de-
veloped below. Furthermore, discontinuity of the RoA boundary implies that there may not
exist a controlling invariant set in the RoA boundary with the property that as parameter
values approach critical values, the time the trajectory spends in a ball around the controlling
invariant set diverges to infinity. Similarly, discontinuity of the RoA boundary may imply
that as parameter values approach critical values, the supremum over time of the trajectory
sensitivites may not diverge to infinity. Hence, if the recovery boundary does not consist
of critical parameter values, the central strategy of the algorithms developed below may be
unable to compute them. Therefore, establishing continuity of the RoA boundary for a large
class of parameter dependent vector fields is crucial for motivating those algorithms.
This section is devoted to part one of the proof of continuity of RoA boundary: assuming
the RoA boundary is Ω-stable (and the vector field is Morse-Smale along it), we will show
in this section that it varies continuously with respect to small changes in parameter values.
Section 2.3 shows that if the vector field is Morse-Smale along the RoA boundary then the
RoA boundary is Ω-stable, thereby completing the proof. The stable manifold of a critical
element is the set of initial conditions in state space which converge to that critical element
in forwards time. The approach that is used to establish continuity of the RoA boundary
is to show that at a fixed parameter value the RoA boundary is equal to the union of the
stable manifolds of the critical elements it contains, and that this decomposition persists
for small changes in parameter values, for a large class of parameter dependent vector fields
(see Theorem 2.2.23). Earlier work [CHW88] reported this decomposition result for a large
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class of fixed parameter C1 vector fields on Euclidean space. However, their proof relied
on a Lemma [CHW88, Lemma 3-5] which has been disproven (see Section 2.1). Therefore,
we begin by providing a complete proof for a fixed parameter RoA boundary decomposition
result, and then focus on our main goal of extending this work to a continuous (in an
appropriate sense - see below) parameterized family of C1 vector fields on either Euclidean
space or a compact Riemannian manifold.
The section is organized as follows. Section 2.2.2 presents relevant background and nota-
tion conventions. Section 2.2.3 provides a motivating example for discontinuity of the RoA
boundary and the negative implications this can have. Section 2.2.4 gives the main results,
focusing on parameter dependent vector fields, although results for parameter independent
vector fields are also included. A simple example is provided to illustrate the main theorems.
Section 2.2.5 proves the boundary decomposition results for the case where the vector field
is parameter indepedent. Section 2.2.6 builds on the foundation of Section 2.2.5 to prove
persistence of the boundary decomposition and continuity of the RoA boundaries for a large
class of parameter dependent vector fields. Finally, Section 2.2.7 offers some concluding
thoughts and future directions.
2.2.2 Notation and Definitions
Let E be a subset of a topological space. Then we define the topological closure of E (E),
the topological boundary of E (∂E), and the topological interior of E (int E). If f̃ : A→ B
is any function and E ⊂ A is any subset of A, define the restriction of the function f̃ to
E (f̃ |E) to be f̃ ′ : E → B where f̃ ′(e) = f̃(e) for all e ∈ E. For a set D contained in
a metric space K, define the ε-neighborhood of D (Dε) to be the set of x ∈ K such that
for each x there exists y ∈ E with d(x, y) < ε. Let {xn}∞n=1 be a sequence. Let {nm}∞m=1
be any collection of positive integers where we require that m′ > m implies that nm′ > nm
to ensure the ordering is preserved. Then any subsequence of {xn}∞n=1 can be written as
{xnm}∞m=1 for some choice of {nm}∞m=1. Let K be a nonempty, compact metric space. Note
that compact Riemmanian manifolds are compact metric spaces, so the discussion below will
apply to them. Define the set of nonempty closed subsets of K (C(K)). Let K1, K2 ∈ C(K).
We define the Hausdorff distance (dh) by
dh(K1, K2) = inf{r ≥ 0 : K1 ⊂ (K2)r, K2 ⊂ (K1)r}.
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Then dh is a well-defined metric on C(K) [Hau57, Section 28] and we say a sequence of sets
An ∈ C(K) converges to A ∈ C(K), denoted An → A, if limn→∞ dh(An, A) = 0. For A,B
subsets of a metric space with metric d, define a set distance (dS) by dS(A,B) = inf{d(a, b) :
a ∈ A, b ∈ B}. Then if A is compact, B is closed, and d(A,B) = 0, A and B must have
nonempty intersection. Note that any Riemannian manifold is also a metric space, so this
set distance is well-defined on Riemannian manifolds.
Let J be a topological space. For p ∈ J , we say that p has a countable neighborhood
basis if there exists a countable collection {Un}∞n=1 of open sets in J that contain p such that
for any open set Û which contains p, there exists n such that Un ⊂ Û . Then we say that J
is first countable if every point p ∈ J possesses a countable neighborhood basis. If J is first
countable, E is any topological space, and f̃ : J → E is a function, then f̃ is continuous if
and only if for every convergent sequence {pn}∞n=1 in J , say pn → p, f̃(pn)→ f̃(p). Let J be
a first countable topological space and let F̃ : J → C(K). We say that the family {Ap}p∈J
is a Hausdorff continuous family of subsets of K if there exists F̃ : J → C(K) such that
F̃ (p) = Ap for p ∈ J and F̃ is continuous. Since J is first countable, F̃ is continuous if and
only if for every p ∈ J and every sequence pn ∈ J with pn → p, F̃ (pn)→ F̃ (p).
We consider another notion of convergence on C(K). Let An ∈ C(K) be a sequence of sets.
Define lim infn→∞An to be the set of points x ∈ K such that there exists a sequence {an},
with an ∈ An for all n, such that an → x. Define lim supn→∞An to be the set of points x ∈ K
such that there exist {anm} with anm ∈ Anm a subsequence of {An}, such that anm → x.
Both lim supn→∞An and lim infn→∞An are closed [Hau57, Section 28] and lim supn→∞An
is nonempty since K is sequentially compact, so if lim infn→∞An is nonempty then both
are elements of C(K). By definition, lim infn→∞An ⊂ lim supn→∞An. If lim supn→∞An ⊂
lim infn→∞An then we say the limit exists and limn→∞An = lim supn→∞An = lim infn→∞An.
By statement V of [Hau57, Section 28], since K is compact, if
lim supn→∞An = lim infn→∞An = limn→∞An =: A then dh(An, A) → 0. Thus, if there
exists F̃ : J → C(K) such that for every p ∈ J and every pn → p, lim supn→∞ F̃ (pn) =
lim infn→∞ F̃ (pn) = F̃ (p), then dh(F̃ (pn), F̃ (p))→ 0 so {F̃ (p)}p∈J is a Hausdorff continuous
family of subsets of K.
Let M = Rn, and let C(M) be the closed, nonempty subsets of M . The standard
Hausdorff distance is not well-defined for unbounded sets, so instead consider the one-point
compactification of M , Rn ∪∞ ∼= Sn, where Sn is the n-sphere. Equip Sn with the induced
Riemannian metric from its inclusion into Rn+1, and let its associated distance function
be the desired metric on M ∪ ∞. Then, since Sn is a compact, nonempty metric space,
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the Hausdorff distance is well-defined for all closed, nonempty subsets of Sn. Let C(M) =
{A ∪ {∞} : A ∈ C(M)}. Then all sets in C(M) are closed and nonempty, so the Hausdorff
distance is well-defined on C(M), and the metric topology it induces on C(M) is called the
Chabauty topology. From the discussion above regarding Hausdorff continuity, it follows that
if there exists F̃ : J → C(M) such that for every p ∈ J and every pn → p, lim supn→∞ F̃ (pn) =
lim infn→∞ F̃ (pn) = F̃ (p), then dh(F̃ (pn), F̃ (p))→ 0 so {F̃ (p)}p∈J is a Chabauty continuous
family of subsets of M .
Let V be a C1 vector field on a Riemannian manifold M . An integral curve γ of V is a
map from an open subset U ⊂ R to M such that for every t ∈ U , d
dt
γ(t) = Vγ(t). A flow (φ)
is a map φ : U ×M → M , where U ⊂ R is open, such that for any x ∈ M , φ(·, x) is an
integral curve of V . For any C1 vector field V on a Riemannian manifold M , there exists a
C1 flow φ [Lee13, Theorem 9.12]. We say that V is complete if possesses a flow φ defined on
R ×M . For t ∈ R, we define the time-t flow (φt), where φt : M → M , by φt(x) = φ(t, x).
Then acphit is a C1 diffeomorphism of M for any t since φ is C1 and φ−1t = φ−t.
Consider a smooth manifold (M̃). If M and M̃ are Riemannian manifolds, let C1(M, M̃)
denote the set of C1 maps from M to M̃ . There are two common topologies that C1(M, M̃)
can be equipped with: the strong and weak C1 topologies. Full definitions of these are
available in [Hir76, Chapter 2], but the properties of these topologies which are most im-
portant for this work are summarized below. The purpose of introducing these topologies
is to provide a framework for careful consideration of perturbations to vector fields, and
to be able to define a continuous family of vector fields in a suitable way. We will typi-
cally equip C1(M, M̃) with the weak topology, denoted C1W (M, M̃). A major benefit of the
weak topology is that it has a complete metric, the C1 distance (dC1). If V is a C1 vector
field on M then V ∈ C1(M,TM). A pair of C1 vector fields V, Ṽ on M are ε C1-close if
dC1(V, Ṽ ) < ε, where dC1 is the C1 distance on C1(M,TM). A (weak) C1 perturbation to
the vector field V is a vector field Ṽ such that V, Ṽ are ε C1-close for sufficiently small ε > 0.
A parameterized family of C1 vector fields {Vp}p∈J on M is (weakly) C1 continuous if the
induced map J → C1W (M,TM) that sends p to the vector field corresponding to parameter
value p (Vp) is continuous. Note that this implies that V : M × J → TM × TJ defined by
V (x, p) = (Vp(x), 0) is a C1 vector field on M × J . In the case of M compact, the strong
and weak topologies on C1(M, M̃) coincide. For M noncompact, a strong C1 perturbation
to a vector field only involves changes to that vector field on a compact set, whereas a weak
C1 perturbation to that vector field could have changes that are unbounded. Hence, weak
continuity of vector fields is a weaker assumption than strong continuity.
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Let Â be a Riemannian manifold. Then for each x ∈ Â, let TxÂ denote the tangent space
to Â at x. Let TÂ = tx∈ÂTxÂ denote the tangent bundle, and note that it is naturally
a manifold with dimension twice that of Â. Let the zero section be the subspace of TÂ
consisting of the zero vector from each tangent space TxÂ over x ∈ Â (note that it is
naturally diffeomorphic to Â itself). Let B̂ ⊂ Â. For any function f̃ : B̂ → Â and x ∈ B̂,
define the differential of f̃ at x (df̃x). Let i : B̂ → Â by i(x) = x be the inclusion map. We
say that i is a C1 immersion if it is C1 and for every y ∈ B̂, diy is injective. Note that a
function f̃ : Â→ B̂, where Â and B̂ are C1 manifolds, is a submersion if df̃y is surjective for
every y ∈ M . Then we say B̂ is an immersed submanifold if its inclusion map i : B̂ → Â is
a C1 immersion. Let TB̂M = tx∈B̂TxM denote the tangent bundle of M over B̂. Consider
a pair of C1 immersed submanifolds Â and B̂. We say that Â and B̂ are transverse at a
point x ∈ Â ∩ B̂ if TxÂ ⊕ TxB̂ spans TxM . Then we say that Â and B̂ are transverse if
for every x ∈ Â ∩ B̂, Â and B̂ are transverse at x. Note that if Â and B̂ are disjoint, they
are vacuously transverse. A C1 disk is the image of i : B → M where B ⊂ Rm is a closed
ball around the origin in some Euclidean space Rm, and i is a C1 immersion. A continuous
family of C1 disks is a parameterized family {Dx}x∈E where E is a topological space, Dx
is a C1 disk for each x, and {Dx}x∈S is a Hausdorff continuous family. Suppose that Â
is a C1 immersed submanifold of B̂, which is a C1 immersed submanifold of M . By the
tubular neighborhood theorem [Lee13, Theorem 6.24], there exists a C1 continuous family
of pairwise disjoint disks {D(x)}
x∈B̂
in M centered along B̂ and transverse to it such that
their union is an open neighborhood of B̂ in M . Taking the restriction {D(x)}
x∈Â
gives a
C1 continuous family of pairwise disjoint disks in M centered along Â and transverse to B̂.
If F̃ : Â → B̂ is a continuous and injective map between manifolds Â and B̂ of the same
dimension, then by invariance of domain [Hat01, Theorem 2B.3], F̃ is an open map, which
means the image under F̃ of every open set is open.
There is a notion of a generic C1 vector field, which is meant to represent typical behavior,
similar to the idea of probability one in a probability space. If a property holds for a generic
class of C1 vector fields, it is therefore considered to be typical or usual behavior. As there
exist many pathological C1 vector fields, it is often advantageous to restrict attention to
certain classes of generic C1 vector fields when possible, and to prove results for generic
vector fields that often would not hold for arbitrary vector fields. We follow this approach
here. In a topological space E, a Baire set is a countable intersection of open, dense subsets of
E. A topological space E is metrizable if there exists a metric on E whose metric topology
corresponds with the original topology on E. It is completely metrizable if the resultant
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metric space is complete. The Baire category theorem states that if the topology on E is
completely metrizable, then every Baire set in E is dense. By the discussion above, C1(M, M̃)
is a complete metric space for M and M̃ under consideration here, so every Baire set will be
dense. Suppose P is a property that may be possessed by elements of a topological space E.
Then P is called a generic property if the set of elements in M which possess the property P
contains a Baire set inM . So, a property of vector fields is generic (with respect to the weak
topology) if the subset of vector fields in C1W (M,TM) that possess this property contains a
Baire set.
An equilibrium point xe ∈M is a singularity of the vector field, i.e. V (xe) = 0. A periodic
orbit γ ⊂ M is an integral curve of V such that there exists T > 0 such that each point of
γ is a fixed point of φT . For each point x ∈ γ, there exists a codimension-one embedded
submanifold transverse to the flow called a Poincaré cross section (S) and a neighborhood
Û of x in S such that the Poincaré first return map τ̂ : Û → S is well-defined and C1 [HS74,
Page 281]. Define a critical element (X) inM to be either an equilibrium point or a periodic
orbit of V .
A set E ⊂ M is forward invariant if φt(E) ⊂ E for all t > 0. It is backward invariant if
φt(E) ⊂ E for all t < 0, and invariant if it is both forward and backward invariant. Note
that critical elements are invariant.
Let xe be an equilibrium point. Then xe is hyperbolic if d(φ1)xe is a hyperbolic linear
map, i.e. if it has no eigenvalues of modulus one. It is stable if every eigenvalue of d(φ1)xe
has modulus less than one. If γ is a periodic orbit then let x ∈ γ, S a cross section centered
at x, Û a neighborhood of x in S, and τ̂ : Û → S the C1 first return map. Then γ is
hyperbolic if dτ̂x is a hyperbolic linear map.
If X ⊂ M is a hyperbolic critical element then there exist a local stable manifold of
X (W sloc(X)) and a local unstable manifold of X (W uloc(X)) [KH99, Chapter 6] such that
φt(W sloc(X)) ⊂ W sloc(X) and φ−t(W uloc(X)) ⊂ W uloc(X) for all t > 0. Furthermore, the
local stable and unstable manifolds are chosen to be compact. The global stable mani-
fold of X (W s(X)) and unstable manifold of X (W u(X)) are then defined as W s(X) =⋃
t≤0 φt(W sloc(X)) and W u(X) =
⋃
t≥0 φt(W uloc(X)), respectively. By [KH99, Chapter 6],
W s(X) consists of the set of x ∈ M such that the forward time orbit of x converges to X,
and W u(X) consists of the set of x ∈M such that the backward time orbit of x converges to
X. Note that they are invariant under the flow. If X is a hyperbolic periodic orbit and S is a
cross section of X with C1 first return map τ̂ , it is often convenient to consider W sloc(X)∩S
and W uloc(X)∩S. Then τ̂(W sloc(X)∩S) ⊂ W sloc(X)∩S and τ̂−1(W uloc(X)∩S) ⊂ W uloc(X)∩S.
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Hence, we abuse notation and let W sloc(X) refer either to W sloc(X) as defined above or to
W sloc(X) ∩ S for some cross section S of X. The distinction should be clear from context.
Define the notation W sloc(X) analogously.
Let X be a hyperbolic critical element with (W s(X) − X) ∩ (W u(X) − X) 6= ∅. Then
the orbit of each x ∈ (W s(X) − X) ∩ (W u(X) − X) is called a homoclinic orbit. If, in
addition, W s(X) andW u(X) have nonempty, transversal intersection, then the orbit of each
x ∈ (W s(X) − X) ∩ (W u(X) − X) is called a transverse homoclinic orbit. Let X, Y be
hyperbolic critical elements with (W s(X)−X) ∩ (W u(Y )− Y ) 6= ∅. Then the orbit of each
x ∈ (W s(X)−X) ∩ (W u(Y )− Y ) is called a heteroclinic orbit, and it is called a transverse
heteroclinic orbit if the intersection is transverse. Let X1, ..., Xn be a finite set of hyperbolic
critical elements with Xn = X1. If (W s(X i) −X i) ∩ (W u(X i+1) −X i+1) is nonempty and
transverse for each i ∈ {1, ..., n−1}, then we call {X i}ni=1 a heteroclinic cycle. If X1, X2, ... is
a sequence of hyperbolic critical elements with (W s(X i)−X i)∩(W u(X i+1)−X i+1) nonempty
and transverse for all i, then we call {X i}∞i=1 a heteroclinic sequence.
Let X be a hyperbolic critical element. If X is an equilibrium point, let B = W uloc(X),
let D be a C1 disk in M such that D has nonempty, transversal intersection with W s(X),
and let f̂ = φ1 be the time-one flow. If X is a periodic orbit, let B = W uloc(X) ∩ S, where
S is a cross section of X, let D be a C1 disk in S such that D has nonempty, transversal
intersection in S with W s(X) ∩ S, and let f̂ be the C1 first return map defined on an open
subset of S. Suppose dim D ≥ dim B. Let q ∈ D ∩W s(X). Then the Inclination Lemma,
otherwise known as the Lambda Lemma, states [Pal69] that for every ε > 0 there exists
n0 > 0 such that n ≥ n0 implies a submanifold of f̂n(D) containing f̂n(q) is ε C1-close to
B. For convenience, we often omit the submanifold qualifier and implicitly redefine (shrink)
D so that f̂n(D) itself is ε C1-close to B.
Let V be a C1 vector field on a Riemannian manifold M with corresponding flow φ. A
point x ∈M is nonwandering for V if for every open neighborhood U of x and every T > 0,
there exists t > T such that φt(U) ∩ U 6= ∅. Let the nonwandering set under V (Ω(V )) be
the set of nonwandering points for V in M where, for brevity, we often omit V and write
Ω if the vector field is understood from context. If y ∈ M and V is a vector field on M ,
define the ω-limit set of y under V (ω(y, V )) to be the set of points x ∈ M such that there
exists a sequence ti → ∞ with φti(y) → x. Let ω(V ) =
⋃
y∈M ω(y, V ). For convenience, we
often suppress the dependence on the vector field V when it is clear from context, and write
ω(x) instead. If γ ⊂ M is an orbit, define its ω-limit set to be the ω-limit set of any y ∈ γ,
and note that this is well-defined because all points on an orbit share the same ω-limit set.
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Define the α-limit set of an orbit analogously, for ti → −∞. Write ω(γ) and α(γ) for the
ω-limit set and α-limit set, respectively, of the orbit γ. V is a Morse-Smale vector field if it
satisfies:
1. Ω(V ) is a finite union of critical elements.
2. Every critical element is hyperbolic.
3. The stable and unstable manifolds of each individual and all pairs of critical elements
have transversal intersection.
By [Sma62, Kup63], Assumptions 2 and 3 are generic, whereas Assumption 1 is not. Note
that Morse-Smale vector fields were defined for compact Riemannian manifolds [Sma60]. We
will see below that an additional assumption is necessary for Euclidean space.
Define a connected smooth manifold which represents parameter values (J) and fix p0 ∈ J .
Let Jr = {p ∈ J : |p − p0| < r} and Jr = {p ∈ J : |p − p0| ≤ r}. For Q ⊂ J , let
MQ = M × Q and let Mp = M{p}. Let {Vp}p∈J be a C1 continuous family of vector fields
on M . Suppose Xp0 is a hyperbolic critical element of Vp0 for some p0 ∈ J . Then for
J sufficiently small, p ∈ J implies that there exists a unique hyperbolic critical element
corresponding to parameter value p (Xp) of Vp which is C1-close to Xp0 . This defines the
family {Xp}p∈J of a critical element of the vector fields {Vp}p∈J . To avoid ambiguity, we
reserve the phrase “family of a critical element” to refer to the family obtained from a single
critical element as the parameter value p varies over J . In particular, this implies that for
each fixed parameter value p, the family of a critical element will possess exactly one critical
element of Vp. Throughout the paper, for a fixed parameter value p ∈ J , it will sometimes
be convenient to think of a critical element Xp as being a subset of M , and sometimes as a
subset of M × J . Therefore, we abuse notation and let Xp denote a critical element of Vp,
where sometimes we consider Xp ⊂M and sometimes we consider Xp ⊂M ×{p} ⊂M × J .
The distinction should be clear from context. For Q ⊂ J , we write ⋃p∈QXp (XQ) ⊂M × J .
We write tp∈QW s(Xp) (W s(XQ)) ⊂M × J , and tp∈QW u(Xp) (W u(XQ)) ⊂M × J .
2.2.3 Motivating Example
Example 2.2.1 (Lack of Hausdorff Continuity of Boundaries). We show that every smooth
manifold M possesses a family of smooth vector fields which is continuous with respect to
the strong C∞ topology and such that the vector fields have a family of stable equilibria
whose boundaries of their regions of attraction are not Hausdorff continuous. As the strong
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C∞ topology is the most restrictive of the standard Cr topologies, this implies that even
such a high degree of regularity is not sufficient to prevent a lack of Hausdorff continuity of
the boundaries. We define the family of vector fields such that they are supported within a
single chart, and then extend them trivially to the entire manifold M by declaring them to
be zero outside this chart. So, it suffices to consider M = Rn. Let S(a,b) : [0,∞)→ [0, 1] be
a smooth bump function with S−1(a,b)(1) = [0, a] and S
−1
(a,b)(0) = [b,∞). Let p ∈ R, e1 denote
the first standard basis vector, and define, for x ∈ Rn,
Vp(x) = −xS(0,1.5)(|x|) + pS(2,3)(|x|)e1.
Then {Vp}p∈(−0.2,0.2) is continuous with respect to the weak C1 topology. In fact,
{Vp}p∈(−0.2,0.2) is also continuous with respect to the strong C∞ topology, the most restrictive
of the standard smooth vector field topologies, so {Vp}p∈(−0.2,0.2) varies as smoothly as might
be desired. Furthermore, for p ∈ (−0.2, 0.2), the vector field Vp is unchanged outside a fixed
compact set. Nevertheless, despite the smoothness of {Vp}p∈(−0.2,0.2) and the fact that varia-
tions are restricted to a fixed compact set, this family of vector fields exhibits discontinuity
in the boundaries of the regions of attraction of a family of stable equilibria.
For each p, Vp has a stable equilibrium point near the origin, call them {Xs(p)}p∈(−0.2,0.2).
The case of n = 1 is illustrated in Fig. 2.2, which shows the vector field Vp for a few values
of p. For p = 0.1, the vector field is positive for x ∈ (−3, 0), driving initial conditions in
this range towards Xs0.1, and is negative for x greater than Xs0.1 but less than about 1.1,
driving these initial conditions towards Xs0.1 as well. So, W s(Xs0.1) ≈ (−3, 1.1) consists of a
line segment and ∂W s(Xs0.1) ≈ {−3, 1.1} consists of the two points on the boundary of the
line segment. In fact, for any p ∈ (0, 0.2), W s(Xs(p)) will be a line segment that includes
(−3, 0), and ∂W s(Xs(p)) will consist of the two points on its boundary, one of which is
{−3}. For p = −0.1, the vector field is negative for x ∈ (0, 3), driving initial conditions in
this range towards Xs−0.1, and is positive for x less than Xs−0.1 but greater than about -1.1,
driving these initial conditions towards Xs−0.1 as well. So, W s(Xs−0.1) ≈ (−1.1, 3) consists
of a line segment and ∂W s(Xs−0.1) ≈ {−1.1, 3} consists of the two points on the boundary
of the line segment. In fact, for any p ∈ (−0.2, 0), W s(Xs(p)) will be a line segment that
includes (0, 3), and ∂W s(Xs(p)) will consist of the two points on its boundary, one of which
is {3}. Now consider the case where p = 0. By analogous reasoning to the above, based
on the sign of the vector field, W s(Xs0) = (−1.5, 1.5). So, ∂W s(Xs0) = {−1.5, 1.5}. But,
we saw that as p approaches zero from above, ∂W s(Xs(p)) contains the point {−3}, and
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as p approaches zero from below, ∂W s(Xs(p)) contains the point {3}, neither of which are
contained in ∂W s(Xs0) = {−1.5, 1.5}. Hence, the family {∂W s(Xs(p))}p∈(−0.2,0.2) is Hausdorff
discontinuous at p = 0 from both above and below.
Fig. 2.3 illustrates this more clearly, by showing W s(Xs(p)) and ∂W s(Xs(p)) for p ∈
(−0.1, 0.1), as well as ∂W s(Xs(−0.1,0.1)). Let M = R and let J = (−0.1, 0.1). Then for
p ∈ J with p 6= 0, Fig. 2.3 plots W s(Xs(p)) ⊂ M × {p} ⊂ M × J in blue. And at
p = 0, W s(Xs0) ⊂ M × {0} is shown in red. For p > 0, W s(Xs(p)) includes (−3, 0), so
∂W s(Xs(p)) contains {−3}. For p < 0, W s(Xs(p)) includes (0, 3), so ∂W s(Xs(p)) con-
tains {3}. However, for p = 0, W s(Xs0) = (−1.5, 1.5), so ∂W s(Xs0) = {−1.5, 1.5}, which
does not contain {3} or {−3}. Thus, as discussed above, {∂W s(Xs(p))}p∈J is Hausdorff
discontinuous at p = 0 from both above and below. Now consider ∂W s(XsJ). First note
that ∂W s(XsJ) contains tp∈J∂W s(Xs(p)), so for each p ∈ J it contains the two points
of ∂W s(Xs(p)). However, as ∂W s(XsJ) is obtained by taking the topological boundary of
W s(XsJ) inM×J , it also contains the cyan line segments shown at p = 0, which are [−3,−1.5]
and [1.5, 3]. Hence, ∂W s(XsJ)
⋂ (M × {0}) contains the line segments [−3,−1.5] and [1.5, 3],
whereas ∂W s(Xs0) = {−1.5, 1.5} consists only of two points. In particular, ∂W s(XsJ) is
strictly larger than tp∈J∂W s(Xs(p)). For a large class of families of C1 vector fields, Theo-
rem 2.2.23 shows that ∂W s(XsJ) = tp∈J∂W s(Xs(p)), and Corollaries 2.2.24-2.2.25 show that
{∂W s(Xs(p))}p∈J varies Chabauty or Hausdorff continuously, respectively.
From a practical perspective, we consider an initial condition yp which is a C1 function
of parameter p and represents the system state after a finite time, parameter-dependent
disturbance. In order to provide theoretical motivation for the algorithms which find the
recovery boundary by computing critical parameter values, it is essential that there exists
a critical parameter value p∗ such that yp∗ ∈ ∂W s(Xsp∗). Suppose for some values of p that
yp ∈ W s(XsJ), so the system recovers from the disturbance, and for other values of p that yp 6∈
W s(XsJ), so the system does not recover from the disturbance. Then since yp is continuous
in p, yJ is connected, so there must exist at least one p∗ such that yp∗ ∈ ∂W s(XsJ). However,
as this example shows, yp∗ ∈ ∂W s(XsJ) does not necessarily imply that yp∗ ∈ ∂W s(Xsp∗)
as is required for the proof of Theorem 2.5.9. In particular, Fig. 2.3 shows two families of
initial conditions yJ : a yellow family of initial conditions which does pass through ∂W s(Xsp∗)
for some parameter value p∗, and a green family of initial conditions which does not pass
through ∂W s(Xs(p)) for any p ∈ J but passes through ∂W s(XsJ) through one of the cyan
line segments. Hence, this example shows that the conclusions of Theorem 2.2.23 are not
always satisfied and, if not, then the conclusions of Theorem 2.5.9 may not hold either.
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Figure 2.2: The graph of Vp for p = 0.1 (green dashed), p = 0 (blue solid), and p = −0.1
(red dot-dashed). This figure originally appeared in [FH17].
The discussion above generalizes to arbitrary dimension n. Example 2.3.3 of Section 2.3
shows that the assumptions of this paper are tight in a reasonable sense by exhibiting a
strong C1 continuous family of Morse-Smale vector fields on R2 that has a new equilibrium
point entering the boundary of the RoA for p arbitarily close to p0, and the boundary is
Chabauty discontinuous at p0.
2.2.4 Main Results
2.2.4.1 Vector Field is Parameter Independent
The primary motivation for presenting the results of this Section for parameter indepen-
dent vector fields is to provide a foundation for, and to improve the clarity of presentation
of, the results for parameter dependent vector fields in Section 2.2.4.2. However, the main
result here (see Theorem 2.2.12) may also be of some independent interest as it provides a
complete proof for parameter independent vector fields of a result for which earlier proofs
[CHW88] are incomplete.
Let V be a complete C1 vector field on M , where M is either a compact Riemannian
manifold or Rn. Let Xs be a stable equilibrium point of V . We make the following assump-
tions.
Assumption 2.2.2. There exists a neighborhood N of ∂W s(Xs) such that Ω(V )∩N consists
of a finite union of critical elements; call them {X i}i∈I where I = {1, ..., k}.
Assumption 2.2.3. For every x ∈ ∂W s(Xs), the forward orbit of x under V is bounded.
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Figure 2.3: The disjoint union of the regions of attraction of the family of stable equilibria
of the vector fields {Vp} over p ∈ [−0.1, 0.1] (blue). The region of attraction of the stable
equilibrium point of V0 is shown in red. Then ∂W s(Xs0) consists of the two points on the
boundary of this red line segment, while ∂W s(XsJ)
⋂ (R× {0}) is equal to the union of the
cyan line segments. One family of initial conditions (yellow) begins inside the regions of
attraction and passes through one of their boundaries at p is increased. Another family of
initial conditions (green) begins inside the regions of attraction and passes outside without
passing through one of their boundaries. This occurs because the boundaries of the regions
of attraction fail to be Hausdorff continuous at p = 0. This figure originally appeared in
[FH17].
Assumption 2.2.4. Every critical element in ∂W s(Xs) is hyperbolic.
Assumption 2.2.5. For each pair of critical elements in ∂W s(Xs), say X i and Xj, W s(X i)
and W u(Xj) are transversal.
Remark 2.2.6. Assumptions 2.2.2,2.2.4, and 2.2.5 ensure that V is Morse-Smale along
∂W s(Xs).
Remark 2.2.7. Assumption 2.2.3 is necessary in the case M = Rn since Morse-Smale vector
fields were defined on compact manifolds [Sma60], whereas for M = Rn it is necessary to
prohibit orbits in ∂W s(Xs) from diverging to infinity in forwards time.
Remark 2.2.8. By the Kupka-Smale Theorem for M compact [Sma60, Kup63], and its gen-
eralization forM σ-compact [KH99, Page 294], Assumptions 2.2.4 and 2.2.5 are generic with
respect to the weak C1 topology.
Remark 2.2.9. By Remark 2.3.7 and Lemma 2.3.8 from Section 2.3, Assumption 2.2.2 can be
relaxed to the assumption that there exists a neighborhood of ∂W s(Xs) in which the number
of equilibrium points and periodic orbits is finite, together with an additional assumption
that is generic with respect to the strong C1 topology.
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Remark 2.2.10. By Assumption 2.2.4, hyperbolicity of the critical elements implies that their
stable and unstable manifolds exist.
Remark 2.2.11. Assumptions 2.2.2-2.2.3 together imply that for any orbit γ ⊂ ∂W s(Xs),
ω(γ) = X i for some i ∈ I = {1, ..., k}.
Theorem 2.2.12 gives a decomposition of the boundary of the region of attraction for a
parameter independent vector field as a union of the stable manifolds of the critical elements
it contains.
Theorem 2.2.12. Let M be either a compact Riemannian manifold or Euclidean space, and
suppose V is a C1 vector field on M satisfying Assumptions 2.2.2-2.2.5 Let {X i}i∈I be the
critical elements contained in ∂W s(Xs). Then ∂W s(Xs) = ⋃i∈IW s(X i).
Remark 2.2.13. Theorem 2.2.12 was originally reported in [CHW88, Theorem 4-2] under
slightly more general assumptions. Namely, our Assumption 2.2.2 was replaced by the as-
sumption that for every x ∈ ∂W s(Xs), the trajectory of x converges to a critical element
in forwards time. Hence, the number of critical elements in ∂W s(Xs) was not assumed to
be finite, and the set of ω limit points in ∂W s(Xs), rather than the nonwandering set on
a neighborhood of ∂W s(Xs), was assumed to consist solely of critical elements (in general
the nonwandering set may be larger than the closure of the set of ω limit points). The main
purpose for presenting Theorem 2.2.12 under these weaker assumptions is that its treatment
more closely parallels the results and proofs of Theorem 2.2.23 for the case of parameter
dependent vector fields below. For example, a finite number of critical elements is neces-
sary to ensure that all critical elements persist under small perturbations to the vector field.
However, the proof of [CHW88, Theorem 4-2] relies on [CHW88, Lemma 3-5], which has
been disproven (see Section 2.1).
Therefore, the proof of [CHW88, Theorem 4-2] is incomplete, so the proof of Theo-
rem 2.2.12 presented here represents the first complete proof of this result, and therefore
may be of independent interest.
2.2.4.2 Vector Field is Parameter Dependent
Next we generalize the above results to the case where the vector field is parameter
dependent. Let J be a connected smooth manifold representing a family of parameters, and
let {Vp}p∈J be a weak C1 continuous family of complete C1 vector fields on M . Let V be
the complete C1 vector field on M × J defined by V (x, p) = (Vp(x), 0) ⊂ TxM × TpJ . Let φ
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be the C1 flow of V , φp be the flow of Vp, and note that φ(t, x, p) = (φp(t, x), p) for x ∈ M
and t ∈ R. For fixed t, we often write φt : M × J →M × J by φt(x, p) = φ(t, x, p) and note
that φt is a C1 diffeomorphism for each t.




s(p) and let W s(XsJ) = tp∈JW s(Xs(p)). In this setting, there are poten-
tially two different boundaries of regions of attraction to consider. First, for a fixed parameter
value p0 ∈ J we have ∂W s(Xsp0), where the topological boundary operation is taken in M .
Second, we have ∂W s(XsJ), where the topological boundary operation is taken in M × J . In
general, tp∈J∂W s(Xsp0) ⊂ ∂W
s(XsJ). Therefore, we make assumptions regarding the behav-
ior of V along ∂W s(XsJ) rather than along tp∈J∂W s(Xsp0). For some fixed p0 ∈ J we make
the following assumptions.
Assumption 2.2.14. There exists a neighborhood N of ∂W s(XsJ) ∩Mp0 in Mp0 such that
Ω(V )⋂N consists of a finite union of critical elements of Vp0; call them {X ip0}i∈I where
I = {1, ..., k} and k ≥ 1.
Assumption 2.2.15. Every critical element in ∂W s(XsJ) ∩ Mp0 is hyperbolic in M with
respect to Vp0.
Remark 2.2.16. By Assumption 2.2.15, the critical elements {X ip0}i∈I in πM (∂W
s(XsJ) ∩Mp0)
are hyperbolic so, since I is finite, they and their stable and unstable manifolds persist for J
sufficiently small. For p ∈ J , define the perturbation of Xs(p0) corresponding to parameter
value p (Xs(p)). For p ∈ J and i ∈ I, define the perturbation of X i(p0) corresponding to
parameter value p (X i(p)). In M , define the stable manifold of Xs(p) (W s(Xs(p))), and
for i ∈ I define the stable manifold of X i(p) (W s(X i(p))) and the unstable manifold of
X i(p) (W u(X i(p))). In M × J , define tp∈JXs(p) (XsJ), tp∈JW s(Xs(p)) (W s(XsJ)), and for
i ∈ I define tp∈JX i(p) (X iJ), tp∈JW s(X i(p)) (W s(X iJ)), and tp∈JW u(X i(p)) (W u(X iJ))
Assumption 2.2.17. For each p ∈ J , Ω(Vp)
⋂ (∂W s(XsJ) ∩Mp) = ⋃i∈I X i(p) and for every
x ∈ ∂W s(XsJ) ∩Mp its forward orbit under Vp is bounded.
Assumption 2.2.18. For each pair of critical elements that are contained in ∂W s(XsJ)∩Mp0,
say X ip0 and X
j
p0, W
s(X ip0) and W
u(Xjp0) are transversal in M .
Remark 2.2.19. Assumptions 2.2.14,2.2.15, and 2.2.18 are straightforward generalizations of
Assumptions 2.2.2,2.2.4, and 2.2.5. They ensure that Vp0 is Morse-Smale along
πM (∂W s(XsJ) ∩Mp0).
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Remark 2.2.20. Assumption 2.2.17 generalizes Assumption 2.2.3 by ensuring that, for every
p ∈ J , every orbit in ∂W s(XsJ) ∩Mp converges to X i(p) for some i ∈ I. So, no new critical
elements can enter ∂W s(XsJ) ∩Mp for p ∈ J , p 6= p0.
Remark 2.2.21. Using Remark 2.3.7 and Lemma 2.3.8 from Section 2.3, Assumption 2.2.14
can be partially relaxed as in Remark 2.2.9.
Remark 2.2.22. In the case of M a compact Riemannian manifold, by Theorem 2.3.9 in Sec-
tion 2.3, Assumption 2.2.17 is not necessary. In the case of M Euclidean, by Theorem 2.3.20
in Section 2.3, Assumption 2.2.17 can be relaxed, for {Vp}p∈J a strong C1 continuous family
of vector fields, to the assumptions that for every x ∈ ∂W s(Xsp0) the forward orbit of x is
bounded, and there exists a neighborhood N of infinity such that Ω(Vp0)
⋂
N = ∅ and no
orbit under Vp0 entirely contained in N has empty ω and α limit sets under Vp0 .
Theorem 2.2.23 gives a decomposition of ∂W s(XsJ) as a disjoint union over parameter
values in J of a union of the stable manifolds of its critical elements. Furthermore, it shows
that the topological boundary in M × J , ∂W s(XsJ), is equal to the disjoint union over p ∈ J
of the topological boundaries in M of the stable manifolds of the stable equilibria. Using
Theorem 2.2.23, it is straightforward to then show that {∂W s(Xs(p))}p∈J is a continuous
family of subsets of M (Corollary 2.2.24). Hence, if M is a compact Riemannian manifold,
this implies that {∂W s(Xs(p))}p∈J is a Hausdorff continuous family of subsets of M (Corol-
lary 2.2.25). Finally, if Vp0 is Morse-Smale on M a compact Riemannian manifold, using
persistence of the so-called phase diagram of Morse-Smale vector fields under perturbation
[Pal69], one can show that for any C1 continuous family of vector fields containing Vp0 , and
for J sufficiently small, {∂W s(Xs(p))}p∈J is a Hausdorff continuous family of subsets of M
(Corollary 2.2.26).
Theorem 2.2.23. Let M be either a compact Riemannian manifold or Euclidean space, and
let {Vp}p∈J be a family of vector fields on M continuous with respect to the weak C1 topology
and satisfying Assumptions 2.2.14-2.2.18. Let {X ip0}i∈I denote the critical elements of Vp0
in ∂W s(XsJ)∩Mp0. Then in M×J for sufficiently small J , ∂W s(XsJ) = tp∈J∂W s(Xs(p)) =⋃
i∈IW
s(X iJ).
Corollary 2.2.24. Let M = Rn and let {Vp}p∈J be a weak C1 continuous family of vector
fields on M satisfying Assumptions 2.2.14-2.2.18. Then {∂W s(Xs(p))}p∈J is a Chabauty
continuous family of subsets of M .
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Corollary 2.2.25. Let M be a compact Riemannian manifold and let {Vp}p∈J be a C1
continuous family of vector fields on M satisfying Assumptions 2.2.14-2.2.18. Then
{∂W s(Xs(p))}p∈J is a Hausdorff continuous family of subsets of M .
Corollary 2.2.26. Let M be a compact Riemannian manifold and let Vp0 be a Morse-Smale
vector field on M . Then for any C1 continuous family of vector fields {Vp}p∈J on M with
p0 ∈ J , for sufficiently small J , {∂W s(Xs(p))}p∈J is a Hausdorff continuous family of subsets
of M .
2.2.4.3 Illustrative Example
Example 2.2.27 (Illustration of Main Theorems). To illustrate the results of
Theorems 2.2.12, 2.2.23, 2.5.9 and Corollary 2.2.24 we consider the simple example of a
damped, driven nonlinear pendulum with constant driving force. The dynamics are given
by
ẋ1 = x2 (2.8)
ẋ2 = −c1 sin(x1)− c2x2 + c3 (2.9)
where c1, c2, c3 > 0 are real parameters and x = (x1, x2) ⊂ R2. Physically, x1 represents the
angle of the pendulum, x2 its angular velocity, c1 the natural frequency of the pendulum, c2
a damping coefficient due to air drag, and c3 the constant driving torque. Eqs. 2.8-2.9 can
also be interpreted as an electrical generator with (x1, x2) the angle and angular velocity of
the turbine, c1 a constant determining the electrical torque supplied by the generator, c2
a damping coefficient due to friction, and c3 the constant driving mechanical torque. For
the demonstration below, we set c = (c1, c2, c3) = (2, 0.5, 1.5) and we restrict x1 to a single
interval of length 2π since x1 is defined modulo 2π. Although c3 is initially given the fixed
value of 1.5, we let p = c3 and will subsequently treat it as a free parameter, setting p0 = 1.5.
At p0, this system possesses one stable equilibrium point, Xsp0 , at (0.848, 0), one unstable
equilibrium point, X1p0 , at (2.294, 0), and no other nonwandering elements. Variation of the
value of p over a range J that contains p0 then generates a C1 continuous family of vector
fields, as well as families of equilibria {Xs(p)}p∈J and {X1p}p∈J .
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We define an initial condition to Eqs. 2.8-2.9 as the output of the following related system.
ż1 = z2 (2.10)
ż2 = −c2z2 + c3 (2.11)
Let φd denote the flow of Eqs. 2.10-2.11 and let J = (1.3, 2). Then the initial condition
of Eqs. 2.8-2.9 is given by y : J → R2 by yp = φd(c4, Xs(p), p), where we set c4 = 0.8
to be the length of time the disturbance is active. If Eqs. 2.8-2.9 are interpreted as an
electrical generator, then Eqs. 2.10-2.11 represent a short circuit across the terminals of the
generator so it no longer supplies any electrical torque. This is modeled by setting c1 to zero
in Eqs. 2.8-2.9, which then gives Eqs. 2.10-2.11.
Fig. 2.4 shows ∂W s(Xsp0). Note that the intersection of ∂W
s(Xsp0) with the nonwandering




p0 is hyperbolic, and the transversality
assumption is vacuously true since X1p0 is the only critical element in ∂W
s(Xsp0). Therefore,
the system satisfies Assumptions 2.2.2-2.2.5, so by Theorem 2.2.12 we must have ∂W s(Xsp0) =
W s(X1p0), as can be seen in Fig. 2.4.
Fig. 2.5 shows the boundaries of the regions of attraction of the family of vector fields
for several values of the parameter p = c3. For p > 2 the stable and unstable equilibria
Xs(p) and X1p collide in a saddle-node bifurcation and annihilate each other, so we must
restrict to sufficiently small J = (1.3, 2), as in Theorem 2.2.23. Fix p0 = 1.5 as above.
Then the intersection of the nonwandering set with ∂W s(XsJ) ∩Mp0 is X1p0 , for every orbit
γ ⊂ ∂W s(XsJ) we have ω(γ) ⊂ X1J , X1p0 is hyperbolic, and the transversality condition for
∂W s(XsJ)∩Mp0 is vacuously satisfied since the only critical element in ∂W s(XsJ)∩Mp0 is X1p0 .
Therefore, the system satisfies Assumptions 2.2.14-2.2.18, so by Theorem 2.2.23 we must have
∂W s(XsJ) = tp∈J∂W s(Xs(p)) = W s(X1J), and by Corollary 2.2.24, {∂W s(Xs(p))}p∈J is a
Chabauty continuous family of subsets of M .
2.2.5 Proof of Theorem 2.2.12
This Section is devoted to the proof of Theorem 2.2.12. Many of the results and proofs
of this Section will be recycled for additional use for the parameter dependent vector field
results and proofs in Section 2.2.6. Most of the lemmas presented in this Section are similar
to results given elsewhere, especially for diffeomorphisms of compact Riemannian manifolds,
but the presentation and proofs here are our own unless otherwise specified.
We let M be either a compact Riemannian manifold or Euclidean space unless stated
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Figure 2.4: The region of attraction boundary ∂W s(Xsp0) (black line) of the stable equilibrium




triangle) is the unstable equilibrium point. The orbit (dashed black line) from the initial
condition yp0 (black circle) is shown.









Figure 2.5: The region of attraction boundaries ∂W s(Xs(p)) of the stable equilibrium points
Xs(p) (stars) for parameter values p = 1.3 (green dashed), p = 1.568 (solid blue), and
p = 1.9 (red dot dashed) are shown. Each boundary is equal to W s(X1p ) where X1p (triangle)




SinceW s(Xs) is invariant, its topological closureW s(Xs) is invariant. For, if x ∈ W s(Xs)
and t ∈ R then there exists a sequence {xn}∞n=1 ⊂ W s(Xs) such that xn → x. By invariance of
W s(Xs), φt(xn) ∈ W s(Xs) for all n. By continuity of φt, φt(xn)→ φt(x), so φt(x) ∈ W s(Xs).
Hence, W s(Xs) and W s(Xs) are invariant, so ∂W s(Xs) = W s(Xs)−W s(Xs) is invariant.
Let {X i}i∈I denote the critical elements in ∂W s(Xs). Then W uloc(X i) and W sloc(X i) are
well-defined local unstable and stable manifolds for X i for all i ∈ I. Lemma 2.2.28 provides
a technical construction, for any critical element, of a compact set contained in its unstable
manifold such that for any sufficiently small neighborhood N of this compact set in M , the
following holds. The union over time of the time-t flow φt of N over all negative times t,
together with the stable manifold of the critical element, contains an open neighborhood of
the critical element in M . This result will be instrumental in making the claim below that
if a critical element is contained in ∂W s(Xs) then its unstable manifold intersects W s(Xs).
Lemma 2.2.28 is analogous to [Pal69, Corollary 1.2], which states the corresponding result
for diffeomorphisms without proof, whereas here the result is shown for vector fields. Fig. 2.6
illustrates the content of Lemma 2.2.28. Recall that if D is a subset of a metric space and
ε > 0, the notation Dε refers to the subset of the metric space such that for each x ∈ Dε
there exists y ∈ D with d(x, y) < ε.
Lemma 2.2.28. For any i ∈ I and any ε > 0 there exists a compact set D ⊂ W uloc(X i) −
X i and an open neighborhood N of D in M disjoint from X i such that N ⊂ Dε and⋃
t≤0 φt(N)
⋃
W s(X i) contains an open neighborhood of X i in M .
Proof of Lemma 2.2.28. If X i is an equilibrium point let f̂ = φ1 be the time-one flow. If
X i is a periodic orbit, let f̂ = τ̂ be the first return map of a cross section S of X i. Let
D′ = W uloc(X i) and let D be the topological closure of D′− (f̂)−1(D′) inM . In order to show
the existence of the desired open neighborhood of X i, the first step will be constructing a
C1 continuous disk family centered along D and contained in an open neighborhood N ⊂
Dε. Then, this C1 disk family is extended to a C1 disk family centered along W uloc(X i)
by backward iteration and the inclusion of the disk W sloc(X i). It is shown that this family
is in fact C1 continuous using the Inclination Lemma. Finally, once the C1 continuous
and backward invariant disk family has been constructed, invariance of domain [Hat01,
Theorem 2B.3] is applied to conclude that the disk family contains an open neighborhood of
X i. By construction, this implies that ⋃t≤0 φt(N)⋃W s(X i) contains an open neighborhood
of X i. The full proof is provided in Appendix A.
38










Figure 2.6: The compact setD (black line segments) and the neighborhoodN (yellow shapes)
mentioned in Lemma 2.2.28 for an equilibrium point (red star). The set D is contained in
the unstable manifold (red line). As the neighborhood N is propagated backwards in time
(first to the green shapes then to the cyan), it approaches the stable manifold (blue line) of
the equilibrium point. From the figure, it appears that the union of the backward flows of
N over all negative times, together with the stable manifold, will contain a neighborhood of
the equilibrium point, which is the content of Lemma 2.2.28. This figure originally appeared
in [FH17].
We will use the technical result of Lemma 2.2.28 to show that the unstable manifold of a
critical element in the boundary of the region of attraction must have nonempty intersection
with W s(Xs). The following lemma is analogous to the combination of [CHW88, Theorem
3-3] (for equilibrium points in ∂W s(Xs)) and [CHW88, Corollary 3-4] (for periodic orbits
in ∂W s(Xs)), although [CHW88, Corollary 3-4] was unproven. Our proof is similar to the
proof of [CHW88, Theorem 3-3], although we have explicitly proved Lemma 2.2.28 whereas
[CHW88] states a similar technical result without proof, and we also explicity prove the
contents of [CHW88, Corollary 3-4].
Lemma 2.2.29. If X i ⊂ ∂W s(Xs) then {W u(X i)−X i}⋂W s(Xs) 6= ∅.
Proof of Lemma 2.2.29. Using Lemma 2.2.28 we will produce a neighborhood of X i from its
stable and unstable manifolds. Since X i is in the topological boundary, this neighborhood
must intersect W s(Xs). Then since stable manifolds cannot intersect, by invariance, and by
sending ε in the statement of Lemma 2.2.28 to zero we will obtain the result.
Let x ∈ X i and let ε > 0. By Lemma 2.2.28, there exists a compact set D ⊂ W uloc(X i)−
X i and an open neighborhood N of D in M disjoint from X i such that N ⊂ Dε and⋃
t≤0 φt(N)
⋃
W s(X i) contains a neighborhood of X i in M , call it Uε. Then Uε is a neighbor-
hood of x ∈ ∂W s(Xs), so Uε ∩W s(Xs) 6= ∅. Since W s(X i) ∩W s(Xs) = ∅, there must exist
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some T ≤ 0 such that φT (N) ∩W s(Xs) 6= ∅. Since W s(Xs) is invariant, this implies that
N ∩W s(Xs) 6= ∅. Since N ⊂ Dε, letting dS be the set distance on the Riemannian manifold
M , we have
ε ≥ dS(D,W s(Xs)) = dS(D,W s(Xs))
holds for all ε > 0, so dS(D,W s(Xs)) = 0. Since D is compact and W s(Xs) is closed, this
implies that D⋂W s(Xs) 6= ∅. Hence, since D ⊂ W uloc(X i)−X i, {W u(X i)−X i}⋂W s(Xs) 6=
∅.
For X a critical element, let nt(X) = 0 if X is an equilibrium point and let nt(X) = 1 if X
is a periodic orbit. Let nu(X) = dim W u(X)−nt(X) and let ns(X) = dim W s(X)−nt(X).
Lemma 2.2.30 was proven in [Sma60, Lemma 3.1]. It is reproduced here for clarity of
presentation. A slightly different result, that was reported in [CHW88, Lemma 3-5] and was
fundamental in the proof of [CHW88, Theorem 4-2], has been disproven (see Section 2.1).
Lemma 2.2.30. If W s(X i)⋂W u(Xj) 6= ∅ then nu(X i) ≤ nu(Xj) + nt(Xj)− 1 and
dim W u(X i) ≤ dim W u(Xj) + nt(X i)− 1.
Proof of Lemma 2.2.30. Since W s(X i) and W u(Xj) have a point of transversal intersection
and are invariant under the flow, they have an orbit δ of transversal intersection. Then
δ̇(0) ∈ Tδ(0)W s(X i)∩ Tδ(0)W u(Xj). By transversality, this implies that (dim W s(X i)− 1) +
(dim W u(Xj)−1) ≥ n−1. Hence, (ns(X i)+nt(X i)−1)+(nu(Xj)+nt(Xj)−1) ≥ n−1. Since
ns(X i)+nt(X i)+nu(X i) = n, this implies that (n−nu(X i)−1)+(nu(Xj)+nt(Xj)−1) ≥ n−1
so nu(X i) ≤ nu(Xj) +nt(Xj)−1. Hence, dim W u(X i) = nu(X i) +nt(X i) ≤ dim W u(Xj) +
nt(X i)− 1.
As defined in Section 2.2.2, a heteroclinic sequence is a sequence of hyperbolic critical
elements such that the stable manifold of each critical element intersects the unstable mani-
fold of the next element of the sequence. A heteroclinic cycle is a finite heteroclinic sequence
where the first and last critical elements are the same. Lemmas 2.2.31-2.2.33 show that
Assumptions 2.2.2,2.2.4,and 2.2.5 imply that there are no heteroclinic cycles and, therefore,
that all heteroclinic sequences are finite. These are analogous to several Lemmas in [Pal69]
for diffeomorphisms, but are proved here for vector fields. Lemma 2.2.31 shows that the
intersection of stable and unstable manifolds of critical elements satisfies the transitive prop-
erty. It was shown in [Pal69, Corollary 1.3] for diffeomorphisms, and is proven here for vector
fields.
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Lemma 2.2.31. If (W s(X i)−X i)⋂(W u(Xj)−Xj) 6= ∅ and (W s(Xj)−Xj)⋂(W u(Xk)−
Xk) 6= ∅ then (W s(X i)−X i)⋂(W u(Xk)−Xk) 6= ∅.
Proof of Lemma 2.2.31. The proof revolves around the openness of transversal intersection
of compact submanifolds which are C1 close, and the use of the Inclination Lemma to
guarantee that the submanifolds are C1 close.
If Xj is an equilibrium point, let B = W uloc(Xj). If Xj is a periodic orbit, let B =
W uloc(Xj) ∩ S, where S is any cross section of Xj. By invariance of W s(X i) and the as-
sumptions of the Lemma, we have that W s(X i)⋂B 6= ∅. We claim that B is transverse to
W s(X i). This follows trivially if Xj is an equilibrium point, so suppose it is a periodic orbit.
For any x ∈ W s(X i)⋂W u(Xj), TxW s(X i) and TxW u(Xj) together span TxM since the in-
tersection is transverse. Then B is obtained by intersecting W uloc(Xj) with S, so TxW u(Xj)
is equal to the span of TxB and the flow direction V (x). However, as W s(Xj) is invariant
under V , V (x) ∈ TxW s(Xj). Therefore, TxW s(X i) and TxB together have the same span as
TxW
s(X i) and TxW u(Xj), which implies that W s(X i) and B are transverse at x. As x was
arbitrary, the claim follows.
By the definition of W s(X i), there exists T < 0 such that φTW sloc(X i)
⋂
W uloc(Xj) 6= ∅.
Note that B is a compact embedded submanifold, and that it is transverse to φTW sloc(X i)
since it is transverse to W s(X i). Since φTW sloc(X i) and B are compact submanifolds with
transversal intersection, by [KH99, Corollary A.3.18] there exists ε > 0 such that if D is a
compact submanifold which is ε C1-close to B then it has nonempty, transversal intersection
with φTW sloc(X i), and hence with W s(X i).
Let y ∈ (W s(Xj) −Xj)⋂(W u(Xk) −Xk). Since the intersection is transverse, if Xj is
an equilibrium point there exists a compact submanifold D ⊂ W u(Xk), which we choose to
be a C1 disk centered at y for the purpose of applying the Inclination Lemma, such that
D is transverse to W s(Xj). Similarly, if Xj is a periodic orbit, there exists a C1 disk D ⊂
W u(Xk)∩S centered at y such that D is transverse to W s(Xj)∩S in S. By Lemma 2.2.30,
dim W u(Xk) ≥ dim W u(Xj), so we may choose D such that dim D = dim B. Let f̂ = φ1
if Xj is an equilibrium point, and let f̂ be a C1 first return map on S if Xj is a periodic
orbit. Then, by the Inclination Lemma for equilibria or periodic orbits, there exists n0 > 0
such that n ≥ n0 implies f̂n(D) is ε C1-close to B. By the choice of ε, f̂n(D)∩W s(X i) 6= ∅.
Since D ⊂ W u(Xk) invariant, this implies that W s(X i)⋂W u(Xk) 6= ∅.
Lemma 2.2.32 shows that there are no homoclinic orbits in ∂W s(Xs). A similar claim
was shown for diffeomorphisms in [Pal69, Corollary 1.4], but the result here is proven for
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vector fields.
Lemma 2.2.32. For any X i, W s(X i)⋂W u(X i) = X i.
Proof of Lemma 2.2.32. Using transversality and the Inclination Lemma we show that
W s(X i) ∩W u(X i) is nonwandering. By Assumption 2.2.2, this will imply that W s(X i) ∩
W u(X i) = X i.
Clearly X i ⊂ W s(X i)⋂W u(X i). Assume towards a contraction that
(W s(X i)−X i)⋂ (W u(X i)−X i) 6= ∅. If X i is an equilibrium point, then by Lemma 2.2.30
this implies that dim W u(X i) ≤ dim W u(X i)− 1 < dim W u(X i), which is a contradiction.
So, supposeX i is a periodic orbit, let S be a C1 cross section ofX i, and let B = W uloc(X i)
⋂
S.
By an analogous argument as in the proof of Lemma 2.2.31, B is transverse to W s(X i). By
invariance of W s(X i), there exists a point q ∈ (W s(X i)−X i)⋂ (B −X i). We claim that q
is nonwandering. For, let U be any neighborhood of q in M . Let ε > 0 such that the ball
of radius ε centered at q is contained in U . As B is transverse to W s(X i), let D ⊂ B be a
C1 disk centered at q of the same dimension as B such that D ⊂ U and D is transverse to
W s(X i). Note that D is transverse to W s(X i) ∩ S in S as well. Let τ̂ be a C1 first return
map on S. Then, by the Inclination Lemma there exists n0 > 0 such that n ≥ n0 implies
that τn(D) is ε C1-close to B. As q ∈ B and U contains the ball of radius ε centered at q,
this implies that τn(D)⋂U 6= ∅. Hence, as D ⊂ U , we have that τn(U)⋂U 6= ∅ for n ≥ n0,
so q is nonwandering.
By Assumption 2.2.2, there exists a neighborhood N of ∂W s(Xs) such that Ω(V )∩N =⋃
j∈I X
j. As ω(q) = α(q) = X i and q 6∈ X i, q 6= Xj for any j ∈ I. But, since X i ⊂ N
open and ω(q) = X i, there exists T > 0 such that φT (q) ∈ N . As the nonwandering set is




which is a contradiction to the choice of N .
Lemma 2.2.33 now shows that every heteroclinic sequence has finite length.
Lemma 2.2.33. There do not exist any heteroclinic cycles. Hence, every heteroclinic se-
quence has finite length.
Proof of Lemma 2.2.33. Assume towards a contradiction that {Xj}mj=1 is a heteroclinic cycle.
By transitivity (Lemma 2.2.31), sinceXn = X1 this implies that (W s(X1)−X1)∩(W u(X1)−
X1) 6= ∅. This contradicts Lemma 2.2.32.
Since Ω(V ) ∩ ∂W s(Xs) consists of a finite number of critical elements, and since there
are no heteroclinic cycles, every heteroclinic sequence must be finite.
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Lemma 2.2.34 will be used to complete the proof of Lemma 2.2.35. It is analogous to
[Sma67, Lemma 7.1.b.], but for vector fields instead of diffeomorphisms.
Lemma 2.2.34. Suppose that W u(X i)⋂W s(Xs) 6= ∅ and W s(X i)⋂W u(Xj) 6= ∅. Then
W u(Xj)⋂W s(Xs) 6= ∅.
Proof of Lemma 2.2.34. The proof uses the fact that W s(Xs) is open and, by invariance,
intersects W uloc(X i), so any submanifold K which is C1 close to W uloc(X i) also intersects
W s(Xs). The Inclination Lemma then guarantees that a disk in W u(Xj) is C1 close to
W uloc(X i).
Since W s(Xs) is invariant and intersects W u(X i), W s(Xs)⋂W uloc(X i) 6= ∅. So, let
q ∈ W s(Xs)⋂W uloc(X i). By the definition of W s(Xs), there exists T < 0 such that




loc(Xs). If X i is an equilibrium point, let B = W uloc(X i). If X i is a
periodic orbit, let S be a cross section containing q and let B = W uloc(X i)
⋂
S. Then it
can be shown that B is transverse to φTW sloc(Xs) (in S if X i is a periodic orbit) by an
analogous argument as in the proof of Lemma 2.2.31. Since φTW sloc(Xs) and B are compact
submanifolds with transversal intersection, by [KH99, Proposition A.3.16,Corollary A.3.18]
there exists ε > 0 such that if D′ is a compact submanifold which is ε C1-close to B then it
has a point of transversal intersection with φTW sloc(Xs), hence with W s(Xs).
Let x ∈ W s(X i)⋂W u(Xj). Since the intersection is transversal by Assumption 2.2.5, if
X i is an equilibrium point there exists a C1 diskD ⊂ W u(Xj) centered at x withD transverse
to W s(X i). Similarly, if X i is a periodic orbit there exists a disk D ⊂ W u(Xj)⋂S centered
at x with D transverse toW s(X i)⋂S in S. By Lemma 2.2.30, dim W u(Xj) ≥ dim W u(X i),
so we may choose D such that dim D = dim B. If X i is an equilibrium point let f̂ = φ1,
and if X i is a periodic orbit let f̂ be a C1 first return map for S. Then, by the Inclination
Lemma for equilibria or periodic orbits, there exists n0 > 0 such that n ≥ n0 implies f̂n(D)
is ε C1-close to B. By the choice of ε, f̂n(D) ∩W s(Xs) 6= ∅. Since D ⊂ W u(Xj) invariant,
this implies that W u(Xj)⋂W s(Xs) 6= ∅.
Lemma 2.2.35 was reported as [CHW88, Theorem 3-8], where our Assumption 2.2.2 was
replaced by the weaker assumption that for every x ∈ ∂W s(Xs), the trajectory of x converges
to a critical element in forwards time. However, the proof of [CHW88, Theorem 3-8] relies
crucially on [CHW88, Lemma 3-5], which has been disproven (see Section 2.1) to show that
a particular heteroclinic sequence has finite length. In contrast, the proof of Lemma 2.2.35
shows that an analogous heteroclinic sequence has finite length using Lemma 2.2.33, which
relies on Assumption 2.2.2.
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Lemma 2.2.35. If X i ⊂ ∂W s(Xs) then W u(X i)⋂W s(Xs) 6= ∅.
Proof of Lemma 2.2.35. We first construct a heteroclinic sequence of critical elements, which
must be finite by Lemma 2.2.33. Then we show that the unstable manifold of the final critical
element in the sequence intersects W s(Xs). Working backwards, we argue that the unstable
manifold of every critical element in the sequence intersects W s(Xs) using Lemma 2.2.34,
which implies the result.
The first step is the construction of the heteroclinic sequence {Xj}j∈Ĩ where Ĩ is an
ordered and countable indexing set. As Xj ⊂ ∂W s(Xs), by Lemma 2.2.29 there exists
xj ∈ (W u(Xj) − Xj)
⋂
W s(Xs). If xj ∈ W s(Xs) then we have finished constructing the
heteroclinic sequence, so suppose xj ∈ ∂W s(Xs). Then by Assumptions 2.2.2-2.2.3, xj ∈
W s(Xj+1) for some critical element Xj+1 ⊂ ∂W s(Xs). Iterating this procedure yields a
heteroclinic sequence {Xj}j∈Ĩ . By Lemma 2.2.33 it has finite length. The final element of
the sequence, call it Xm, must satisfy W u(Xm)⋂W s(Xs) 6= ∅, since otherwise there would
be another element Xm+1 that would be added to the heteroclinic sequence by the procedure
above.
We conclude by showing that the unstable manifold of each critical element in the het-
eroclinic sequence must intersect W s(Xs), which implies the result. For any j ∈ Ĩ, suppose
W u(Xj)⋂W s(Xs) 6= ∅. By recursion, it suffices to show that this implies
W u(Xj−1)⋂W s(Xs) 6= ∅. However, by the construction of the sequence we have that
W u(Xj−1)⋂W s(Xj) 6= ∅ is a transversal intersection. Hence, the result follows from
Lemma 2.2.34.
Proof of Theorem 2.2.12. Fix i ∈ I. By Lemma 2.2.35, W u(X i)⋂W s(Xs) 6= ∅. To show
that W s(X i) ⊂ ∂W s(Xs), it suffices to show that W sloc(X i) ⊂ ∂W s(Xs) since ∂W s(Xs) is
invariant and by the definition ofW s(X i). Let x ∈ W sloc(X i). By the proof of Lemma 2.2.34,
there exists a diskD centered at x, contained in the ε-neighborhood of x inM , and transverse
to W sloc(X i), such that φt(D)∩W s(Xs) 6= ∅ for some t > 0. By invariance, D∩W s(Xs) 6= ∅.
Since D is contained in the ε-neighborhood of x in M , dS(x,W s(Xs)) = dS(x,W s(Xs)) ≤ ε.
As this holds for all ε > 0, dS(x,W s(Xs)) = 0. Since {x} is compact and W s(Xs) is closed,
this implies that x ∈ W s(Xs). However, x ∈ W sloc(X i) implies that x ∈ ∂W s(Xs). Thus,
W sloc(X i) ⊂ ∂W s(Xs), so W s(X i) ⊂ ∂W s(Xs). Hence
⋃
i∈IW
s(X i) ⊂ ∂W s(Xs).
By Assumption 2.2.3, if γ ⊂ ∂W s(Xs) is an orbit then ω(γ) = Xj for some j ∈ I, which
implies that γ ⊂ W s(Xj). Thus, ∂W s(Xs) ⊂ ⋃i∈IW s(X i).
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2.2.6 Proof of Theorem 2.2.23 and Corollaries
The proof of Theorem 2.2.23 and its corollaries proceeds by paralleling the treatment of
the fixed parameter case in Section 2.2.5. The recurring strategy of the proofs of this section
will be to reduce to the fixed parameter case as much as possible, and then to rely on the
results and proofs of Section 2.2.5 to complete the arguments.
We begin by defining functions whose images for fixed p ∈ J are the critical elements and
their local stable and unstable manifolds for the vector field Vp. As there are finitely many
hyperbolic critical elements
{X ip0}i∈I , we may assume J sufficiently small such that they and their local stable and
unstable manifolds are well-defined and vary C1 continuously with parameter over J . For
brevity, define the notation: W sloc(Xs(p0)) (Ss), and for i ∈ I defineX i(p0) (Si),W sloc(X i(p0))
(Sis), and W uloc(X i(p0)) (Siu). As the critical elements and their local stable and unstable
manifolds vary C1 continuously with parameter, for i ∈ I there exist the following C1 maps.
One maps p onto X i(p) (F i), where F i : Si×J →M , as the image of F i(·, p). Another maps
p onto W sloc(X i(p)) (F is), where F is : Sis × J →M , as the image of F is(·, p). The next maps p
onto W uloc(X i(p)) (F iu), F iu : Siu× J →M , as the image of F iu(·, p). The last one maps p onto
W sloc(Xs(p)) (F s), where F s : Ss × J → M , as the image of F s(·, p). Furthermore, for any
p ∈ J , F i(·, p), F is(·, p), F iu(·, p), and F s(·, p) are C1 diffeomorphisms onto their images. In
other words, F i, F is , F iu, and F s describe quantitatively how the critical elements and their
local stable and unstable manifolds vary C1 with parameter. Let πJ be the projection onto
parameter space: πJ(x, p) = p. The function above have codomain M , but it will sometimes
be convenient to have the codomain beM×J . To this end, let Gi = (F i, πJ), Gis = (F is , πJ),
Giu = (F iu, πJ), and Gs = (F s, πJ), and note that these functions are C1 injections because
for fixed p ∈ J the functions above are C1 diffeomorphisms onto their images.
Lemma 2.2.36 shows that W s(XsJ) is open and invariant in M × J .
Lemma 2.2.36. W s(XsJ) is open and invariant in M × J .
Proof of Lemma 2.2.36. Since Ss is C1 diffeomorphic to W sloc(Xsp0), a codimension-zero em-
bedded submanifold with boundary inM , Gs|int Ss×J is a continuous injection between man-
ifolds of the same dimension so, by invariance of domain [Hat01, Theorem 2B.3], an open
map. Thus, Gs(int Ss × J) is an open set in M × J . Hence, by definition of the local stable
manifold, W s(XsJ) =
⋃
t≤0 φt(Gs(int Ss × J)) is a union of open sets since φt is a C1 diffeo-
morphism for each t, hence open. Since W s(XsJ) =
⋃
p∈JW
s(Xs(p)) is a union of invariant
sets, it is invariant.
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Let p0 ∈ J be a fixed parameter value such that Assumptions 2.2.14-2.2.18 hold. Recall
from Section 2.2.2 that the family of a critical element refers here to the family obtained
from a single critical element as the parameter value is varied over p ∈ J . Similar to
Lemma 2.2.28, Lemma 2.2.37 provides a technical construction, for any critical element
contained in ∂W s(XsJ), of a compact set contained in its family of unstable manifolds such
that for any sufficiently small neighborhood N of this compact set in M × J , the following
holds. The union over time of the time-t flow φt of N over all negative times t, together with
the family of stable manifolds of the critical element, contains an open neighborhood of the
critical element in M × J . The key difference from the fixed parameter case Lemma 2.2.28
is that here the open neighborhood that is contained in the union is open in M ×J , whereas
for Lemma 2.2.28 it was open in M alone. This is important because for a critical element
contained in ∂W s(XsJ), an open neighborhood in M × J of that critical element is required
to guarantee it intersects W s(XsJ). This result will be fundamental in proving the claim
below that if a critical element in Mp0 is contained in ∂W s(XsJ) then its unstable manifold
intersects W s(XsJ) in Mp0 . Recall that if D is a subset of a metric space and ε > 0, the
notation Dε refers to the subset of the metric space such that for each x ∈ Dε there exists
y ∈ D with d(x, y) < ε.
Lemma 2.2.37. For any i ∈ I and any ε > 0 sufficiently small, there exists a compact
set D ⊂ W uloc(X iJ) − X iJ and an open neighborhood N of D in M × J such that N ⊂ Dε,
Dε
⋂




W s(X iJ) contains an open neighborhood of X ip0 in M × J .
Proof of Lemma 2.2.37. Let ε > 0. If X ip0 is an equilibrium point, let f̂ = φ1 be the time-one
flow. If X ip0 is a periodic orbit, let f̂ = τ̂ be the first return map of a Poincaré cross section
S (note that this map is well-defined and C1 with respect to parameter value p ∈ J). Let
D′p = Giu(Siu×{p}) for any p ∈ J . Let Dp be the topological closure of D′p− (f̂)−1(D′p) inM .
We will prove the following claim: there exists an open neighborhood N ′ of Dp0 in M and
an open neighborhood Û of X ip0 in M such that for J sufficiently small, p ∈ J implies that
Dp ⊂ N ′ ⊂ (Dp)ε, X i(p) ⊂ Û , and the forward orbit of any point x ∈ Û−W s(X i(p)) under Vp
enters N ′ in finite time. For fixed p ∈ J , this claim is illustrated by Fig. 2.6. From this claim,
the main result is straightforward as follows. Choose a subset J ′ ⊂ J compact and connected
with p0 ∈ int J ′. Let D′ = Giu(Siu×J ′) the continuous image of a compact set, hence compact
inM×J . Let D be the topological closure of D′−(f̂)−1(D′) inM×J . Since D′ is contained
in the local unstable manifold, (f̂)−1|D′ is contracting. Hence, (f̂)−1(D′) ⊂ D′, so D ⊂ D′.
As D is closed in D′ compact, D is compact. By the claim above, for J sufficiently small,
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D ⊂ N ′ × J ⊂ Dε, D is disjoint from X iJ , and
⋃
t≤0 φt(N ′ × J)
⋃
W s(X iJ) contains Û × J ′
where Û is an open neighborhood in M containing X ip0 . Letting N = N
′ × J completes the
proof.
So, it suffices to prove the claim above. We begin with the construction of the C1
disk family for f̂p0 exactly as in the proof of Lemma 2.2.28. Then it is shown using the
Inclination Lemma that for a C1 perturbation of the diffeomorphism f̂p0 , constructing the
C1 disk family for the perturbed diffeomorphism gives a C1 continuous disk family that is
uniformly C1- close to the original C1 continuous disk family. Consequently, it is possible
to choose Û an open neighborhood of W uloc(X ip0) sufficiently small such that it is contained
in the perturbed disk family and, therefore, the forwards orbit of each point in Û under the
perturbed diffeomorphism either converges to the perturbation of X ip0 or enters N
′ in finite
time. The full proof is provided in Appendix B.
The technical construction of Lemma 2.2.37 is used to show that the unstable manifold
of any critical element in ∂W s(XsJ) must have nonempty intersection with W s(XsJ)
⋂
Mp0 .
By requiring that the intersection occurs in Mp0 , we will be able to reduce to the fixed
parameter case of Lemma 2.2.35, which will ensure that the unstable manifold actually
intersects W s(XsJ)
⋂
Mp0 (see Lemma 2.2.39). Although Lemma 2.2.29 and Lemma 2.2.38
both show the intersection of the unstable manifold with the closure of a stable manifold,
there is a crucial difference: for Lemma 2.2.29 this closure is taken inM for a fixed parameter,
whereas for Lemma 2.2.38 the closure is taken in M × J . As Example 2.2.1 showed, taking
the closure inM×J , namelyW s(XsJ), will in general give a larger set than taking the closure
inM , namely tp∈JW s(Xs(p)). This motivates the need for Lemma 2.2.37 and Lemma 2.2.38
to explicitly treat the more difficult case where the closure is taken in M × J .




W s(XsJ) 6= ∅.
Proof of Lemma 2.2.38. The proof is similar to that of Lemma 2.2.29, which relied on the
technical result of Lemma 2.2.28 to show that the distance between an annulus in W uloc(X i)
(denoted by D in that proof) and W s(Xs) was less than ε for any ε > 0, and then sent ε→ 0
to establish the desired intersection. Here, the goal is to use Lemma 2.2.37 in a similar
fashion. The key difference is that, since the critical element X ip0 lies in ∂W
s(XsJ), and not
necessarily in ∂W s(Xsp0), it is necessary to consider distances in parameter space J as well.
In particular, Lemma 2.2.37 is used to establish that there exists a point (xr, pr) ∈ W s(XsJ)
such that the distance from an annulus in W uloc(X iJ) (denoted by D in this proof) to (xr, pr)
is less then ε and the distance from p0 to pr is less than r for any ε > 0 and r > 0. Then,
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sending r → 0 reduces to the fixed parameter argument from the proof of Lemma 2.2.29
(which only requires sending ε→ 0). Let B(p0, r) be the ball of radius r centered at p0 in J .
Let ε > 0. Shrinking ε if necessary, by Lemma 2.2.37 there exists a compact set
D ⊂ W u(X iJ) − X iJ and an open neighborhood N of D in M × J such that N ⊂ Dε,
Dε
⋂




W s(X iJ) contains an open neighborhood of X ip0 inM×J - call
this open neighborhood N ′. Let Nr = N
⋂ (M ×B(p0, r)) and N ′r = N ′⋂ (M ×B(p0, r))
be the intersections of the above neighborhoods with M × B(p0, r). Since N ′r is an open
neighborhood of X ip0 ⊂ ∂W




W s(X iJ) con-
tains N ′r, N ′r ∩ W s(XsJ) 6= ∅, and W s(X iJ)
⋂
W s(XsJ) = ∅, there exists T > 0 such that
φ−T (Nr)
⋂
W s(XsJ) 6= ∅. By invariance of W s(XsJ), this implies that Nr
⋂
W s(XsJ) 6= ∅.
So, let (xr, pr) ∈ Nr
⋂
W s(XsJ) and send r to zero. As Nr ⊂ Dε and W s(XsJ) ⊂ W s(XsJ),
Nr
⋂
W s(XsJ) ⊂ Dε
⋂
W s(XsJ) compact. Hence, passing to a subsequence if necessary we
have that (xr, pr) → (x, p) ∈ Dε
⋂
W s(XsJ). By definition of Nr, since r → 0 we must
have p = p0. In the proof of Lemma 2.2.37, D is constructed as the disjoint union of a
C1 continuous family of embedded submanifolds in M . Therefore, (x, p0) ∈ Dε implies that
dS((x, p0), D∩Mp0) ≤ ε. Thus, dS(W s(XsJ), D∩Mp0) ≤ ε for all ε > 0. Now we have reduced
to the fixed parameter case, and the rest of the proof proceeds as in the proof of Lemma 2.2.29
by noting that the above implies (sending ε → 0) that dS(W s(XsJ), D ∩Mp0) = 0, so that
W s(XsJ)
⋂ (D ∩Mp0) 6= ∅, which implies the result.
Thanks to the work of Lemma 2.2.37 and Lemma 2.2.38, the varying parameter case
treated in this section was essentially reduced to the fixed parameter case of Section 2.2.5.
Hence, Lemma 2.2.39 is exactly analogous to its fixed parameter counterpart Lemma 2.2.35
in both its statement and its proof.
Lemma 2.2.39. For any i ∈ I, W u(X ip0)
⋂
W s(Xsp0) 6= ∅.
Proof of Lemma 2.2.39. The proof is identical to the proof of Lemma 2.2.35, substituting
Lemma 2.2.38 for Lemma 2.2.29.
Proof of Theorem 2.2.23. For any p ∈ J and any x ∈ ∂W s(Xs(p)), there exist xn ∈
W s(Xs(p)) with xn → x. Hence, (xn, p) ∈ W s(XsJ) with (xn, p)→ (x, p), so (x, p) ∈ W s(XsJ)
closed. As x 6∈ W s(Xs(p)), this implies that (x, p) ∈ ∂W s(XsJ). Hence,
tp∈J∂W s(Xs(p)) ⊂ ∂W s(XsJ). (2.12)
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We claim that for J sufficiently small, for any p ∈ J and i ∈ I, W u(X i(p))⋂W s(Xs(p)) 6= ∅.
For, let i ∈ I. Then by Lemma 2.2.39, we have that W u(X ip0)
⋂
W s(Xsp0) 6= ∅. This im-
plies that there exists T > 0 such that φT (W uloc(X ip0))
⋂
W sloc(Xsp0) 6= ∅. This intersection
is trivially transverse since W s(Xsp0) is an open set in Mp0 . Since {φT (W
u
loc(X i(p)))}p∈J
and {W sloc(Xs(p))}p∈J are two C1 continuous families over J of compact embedded sub-
manifolds with boundary, and since they have a point of transversal intersection at p =
p0, for J sufficiently small p ∈ J implies [KH99, Proposition A.3.16,Corollary A.3.18]
that φT (W uloc(X i(p)))
⋂
W sloc(Xs(p)) 6= ∅. Hence, for sufficiently small J , since I is finite,
W u(X i(p))⋂W s(Xs(p)) 6= ∅ for all i ∈ I and p ∈ J , so the claim above follows. Let
(x, p) ∈ ∂W s(XsJ). By Assumption 2.2.17, x ∈ W s(Xjp) for some j ∈ I. By the claim above
applied to the particular j here, W u(Xjp)
⋂
W s(Xs(p)) 6= ∅. Now the argument reduces to
the fixed parameter case from earlier, and we can use the proof of Theorem 2.2.12 to show




W s(X iJ) ⊂ tp∈J∂W s(Xs(p)). (2.13)
Then Eqs. 2.12-2.13 imply the result.
Proof of Corollary 2.2.24. Recall the definitions of Sis and F is from the beginning of Sec-
tion 2.2.6. Let pn ∈ J with pn → p′ for some p′ ∈ J . First, let x ∈ ∂W s(Xsp′). Then
x ∈ W s(X ip′) for some i ∈ I. So, there exists T > 0 such that φT (x, p′) ∈ W sloc(X ip′) and y ∈ Sis
such that F is(y, p′) = φT (x, p′). Let xn = φ−T (F is(y, pn), pn) ∈ W s(X ipn) by invariance of
W s(X ipn). Thus, xn ∈ W s(X ipn) ⊂ ∂W s(Xspn) by Theorem 2.2.23. Furthermore, xn → x since
φ−T and F is are C1. Hence, x ∈ lim infn→∞ ∂W s(Xspn), so ∂W s(Xsp′) ⊂ lim infn→∞ ∂W s(Xspn).
Next, let x ∈ lim supn→∞ ∂W s(Xspn). Then there exist a subsequence {pnm}∞m=1 of {pn}∞n=1
and a sequence {xm}∞m=1 such that xm ∈ ∂W s(Xspnm ) for all m and xm → x. By Theo-
rem 2.2.23, ∂W s(Xspnm ) ⊂ ∂W
s(XsJ), so that (xm, pnm) ∈ ∂W s(XsJ). As ∂W s(XsJ) is closed,
limm→∞(xm, pnm) = (x, p′) ∈ ∂W s(XsJ). By Theorem 2.2.23, ∂W s(XsJ) = tp∈J∂W s(Xs(p)),
so intersecting both sides with Mp′ implies that ∂W s(XsJ)
⋂
Mp′
= ∂W s(Xsp′)× {p′}. Hence, (x, p′) ∈ ∂W s(XsJ) implies that x ∈ ∂W s(Xsp′). Thus,
lim supn→∞ ∂W s(Xspn) ⊂ ∂W s(Xsp′). Together, these imply that
limn→∞ ∂W s(Xspn) = ∂W s(Xsp′). As pn → p′ were arbitrary, this implies that
{∂W s(Xs(p))}p∈J is a Chabauty continuous family of subsets of M .
Proof of Corollary 2.2.25. By Corollary 2.2.24, we have that {∂W s(Xs(p))}p∈J is a Chabauty
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continuous family of subsets ofM . SinceM is compact, Hausdorff continuity is equivalent to
Chabauty continuity. Hence, {∂W s(Xs(p))}p∈J is a Hausdorff continuous family of subsets
of M .
Proof of Corollary 2.2.26. Let Ω(Vp0) = {X ip0}
n
i=1 a finite union of hyperbolic critical ele-
ments since Vp0 is Morse-Smale. Palis showed [Pal69, Theorem 3.5] that for any sufficiently
small C1 perturbation to Vp0 , so for J sufficiently small, p ∈ J implies that Vp is still Morse-
Smale with Ω(Vp) = {X i(p)}ni=1. Let {X ip0}
k
i=1 = Ω(Vp0)
⋂ (∂W s(XsJ) ∩Mp0) which is a finite
union of critical elements of Vp0 since Ω(Vp0) is finite, and k < n. Note that {Vp}p∈J satisfies
Assumption 2.2.15 and Assumption 2.2.18 for J sufficiently small since Vp0 is Morse-Smale.
Note that both ⋃i>kX ip0 and ∂W s(XsJ) ∩Mp0 are compact, so since M is a normal space









p0 , this implies that Ω(Vp0)
⋂
N = ⋃ki=1X ip0 = Ω(Vp0)⋂(∂W s(XsJ) ∩Mp0).
Hence, Assumption 2.2.14 is satisfied. So, it suffices to show that {Vp}p∈J satisfies Assump-
tion 2.2.17 as well. By Lemma 2.2.39, for any i ∈ {1, .., n} and any p ∈ J , X i(p) ⊂ ∂W s(XsJ)
implies that W u(X ip0) ∩W
s(Xsp0) 6= ∅. So, let x ∈ W
u(X ip0) ∩W
s(Xsp0). As x ∈ W s(X
s
p0)
closed and invariant, the closure of the orbit of x is contained in W s(Xsp0). Since α(x) = X
i
p0




p0 does not inter-
sect W s(Xsp0), X
i
p0 ⊂ ∂W
s(Xsp0). By Theorem 2.2.23, ∂W
s(XsJ) = tp∈J∂W s(Xs(p)), so
X ip0 ⊂ ∂W
s(Xsp0) ⊂ ∂W
s(Xs(p)) ∩Mp0 . Therefore, by definition of k above, we must have
i ∈ {1, ..., k}. Hence, for any i ∈ {1, ..., n} and p ∈ J , X i(p) ⊂ ∂W s(XsJ) implies that
i ∈ {1, ..., k}, so that X ip0 ⊂ ∂W
s(XsJ). As Ω(Vp) = {X i(p)}i∈{1,...,n}, this implies that
no new nonwandering elements can enter ∂W s(XsJ) for p 6= p0, so Assumption 2.2.17 is
satisfied. Thus, {Vp}p∈J satisfy Assumptions 2.2.14-2.2.18. Therefore, by Corollary 2.2.25,
{∂W s(Xs(p))}p∈J is a Hausdorff continuous family of subsets of M .
2.2.7 Conclusion
This work provides theoretical motivation for the development of algorithms which esti-
mate the set of recovery values by estimating its boundary via the computation of critical
parameter values. The main technical result required for the algorithms’ motivation was
that, for the family of vector fields discussed above, which are in essense Morse-Smale along
the RoA boundary, the RoA boundary is Hausdorff (for a compact Riemannian manifold)
or Chabauty (for Euclidean space) continuous with respect to parameter. This result was
established together with a decomposition of the RoA boundary into the union of the stable
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manifolds of the critical elements it contains, and it was shown that this decomposition per-
sists under small variations in parameter values. Section 2.3 shows that Assumption 2.2.17,
which represents Ω-stability of the RoA boundary, is a consequence of the other assump-
tions. Hence, this will complete the proof of RoA boundary continuity under small parameter
variation for vector fields which are in essence Morse-Smale along the RoA boundary.
2.3 Ω-Stability of Region of Attraction Boundary
2.3.1 Introduction
The purpose of this section is to show the second part of the proof of continuity of the
RoA boundary under small parameter variation. The goal is to show that if the vector field is
Morse-Smale along the RoA boundary, then the RoA boundary is Ω-stable, so the additional
assumptions required for Corollaries 2.2.24-2.2.25 beyond the Morse-Smale assumptions at
a fixed parameter value are not required. Unfortunately, Example 2.3.3 illustrates a smooth
vector field in Euclidean space which is Morse-Smale, but whose RoA boundary varies dis-
continuously under arbitrarily small changes in parameter value due to the entrance of an
additional equilibrium point into the RoA boundary. This is a counterexample to Theorem
5.4 of [CC95], which claimed that under weaker assumptions than the above, for strong C1
perturbations to the vector field no new nonwandering points could enter the RoA boundary.
Hence, while the RoA boundary continuity result holds when the vector field is Morse-Smale
along the RoA boundary for compact Riemannian manifolds, as shown in Theorem 2.3.9,
the corresponding result for Euclidean space requires additional generic assumptions as well
as an assumption regarding behavior near infinity, as given by Theorem 2.3.20.
The section is organized as follows. Section 2.3.2 provides relevant background and no-
tation. Section 2.3.3 introduces several examples in Euclidean space. Section 2.3.4 describes
the main results and Section 2.3.5 provides their proofs for each of compact Riemannian
manifolds and Euclidean space. Finally, Section 2.3.6 offers some conclusions.
2.3.2 Background
This section collects definitions and notation that will be used throughout the paper. Let
M be either a compact Riemannian manifold or Euclidean space. Let V0 be a C1 vector field
on M . We let φ denote its flow, and write φt(x, V0) for the flow under V0 at time t starting
from initial condition x. For a set E ⊂M , let φt(E, V0) =
⋃
x∈E φt(x, V0). We say that a set
51
E ⊂M is forward (backward) invariant under V0 if φt(E, V0) ⊂ E for all t > 0 (t < 0). E is
invariant if it is both forward and backward invariant. The nonwandering set of V0, denoted
Ω(V0), is the set of points x ∈M such that for any open neighborhood U of x in M and any
T > 0, there exists t ∈ R with |t| > T such that φt(U, V0)
⋂
U 6= ∅. Ω(V0) is closed in M and
invariant under V0. A point x ∈ M is wandering under V0 if x 6∈ Ω(V0). For any x ∈ M , its
ω limit set under V0, denoted ω(x, V0), is the set of points y ∈ M such that there exists a
sequence of times tn → ∞ such that φtn(x, V0) → y. For brevity, and when the vector field
is clear from context, we omit it and write simply ω(x). Similarly, for any x ∈M , its α limit
set under V0, denoted α(x, V0), is the set of points y ∈ M such that there exists a sequence
of times tn → −∞ such that φtn(x, V0) → y. Note that for any x ∈ M , ω(x) and α(x) are
closed in M , invariant under V0, and contained in Ω(V0). Furthermore, if x, y ∈M are part
of the same orbit under V0, then their ω and α limit sets under V0 are equal.
An equilibrium point xe of V0 is hyperbolic if for every t ∈ R, the differential d(φt)xe
has no eigenvalues with absolute value equal to one. A periodic orbit γ of V0 is hyperbolic
if there exists x ∈ γ, a smooth cross section S of γ centered at x, and a C1 first return
map τ̂ : S → S such that dτ̂x has no eigenvalues with absolute value equal to one. Let
critical elements refer to the union of equilibrium points and periodic orbits of V0. A sink
denotes a stable hyperbolic equilibrium point, and a source denotes an unstable hyperbolic
equilibrium point. By [HPS77], a hyperbolic critical element X of V0 has local C1 stable
and unstable manifolds, denoted W sloc(X) and W sloc(X), respectively, and for every t > 0
φt(W sloc(X), V0) ⊂ W sloc(X) and φ−t(W uloc(X), V0) ⊂ W uloc(X). In other words, the local stable
and unstable manifolds are contracting under the time-t flow φt in forwards and backwards
time, respectively, and therefore are forward and backward invariant, respectively. The
global stable manifold W s(X) and unstable manifold W u(X) are obtained as W s(X) =⋃
t<0 φt(W sloc(X), V0) and W u(X) =
⋃
t>0 φt(W uloc(X), V0), respectively. For Â ⊂ M a C1
submanifold, let TxÂ denote the tangent space to Â at x. A pair Â and B̂ of C1 submanifolds
of M are transverse if for every x ∈ Â⋂ B̂, TxÂ⊕ TxB̂ = TxM . A vector field V0 is Morse-
Smale [Sma60] if Ω(V0) consists of a finite union of critical elements, each critical element is
hyperbolic, and all stable and unstable manifolds are transverse.
If M is Euclidean, there are two standard topologies for the set of C1 vector fields on
M : the strong and weak C1 topologies [Hir76, p. 34-35]. For M a compact Riemannian
manifold, the strong and weak C1 topologies are the same, and we can unambiguously refer
to merely the C1 topology in this case. If a sequence {Vn}∞n=1 of C1 vector fields on M
converges in the strong C1 topology to a C1 vector field V0, then there exists a compact set
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K ⊂ M such that for n sufficiently large, Vn and V0 agree outside of K. Both the strong
and weak C1 topologies are Baire spaces, meaning that countable intersections of open,
dense sets are themselves dense. A residual set in a topological space is a set containing a
countable intersection of open, dense sets. A property is called generic in either the strong
or weak C1 topology if the set of vector fields satisfying this property contains a residual
set. By the above, this implies that generic properties are satisfied by a dense set in either
the strong or weak C1 topologies. Hyperbolicity of all critical elements and transversality of
their stable and unstable manifolds are generic in these topologies [KH99, Ch. 7], although
the assumption that Ω(V0) consists of a finite union of critical elements is not. A topological
space E is first countable if for every x ∈ E there exists a countable collection {Nxi }∞i=1 of
open neighborhoods of x such that for every open neighborhood N of x, there exists i such
that Nxi ⊂ N . Note that every manifold is first countable. If E is first countable, x ∈ E,
and there does not exist an open set N containing E such that every point y ∈ N possesses
some property P , then there must exist a sequence {xn}∞n=1 with xn → x such that xn does
not possess property P for all n. This fact will be used repeatedly to prove, by means of
contradiction, the existence of an open set in parameter space (which will be a manifold)
whose corresponding vector fields possess some desired property.
Morse-Smale vector fields on compact Riemannian manifolds were shown to be open
in the C1 topology [Pal69]. Crucial tools in these proofs were fundamental domains and
neighborhoods. Let X = x be a hyperbolic equilibrium point with f̂ = φ1(·, V0) : M → M
or let X be a hyperbolic periodic orbit with smooth cross section S centered at x, τ̂ : S → S
a C1 first return map, and let f̂ = τ̂ . A fundamental domain D of the stable manifold of
f̂ is given by taking the closure of W sloc(x) − f̂(W sloc(x)). It is straightforward to see that⋃
n∈Z f̂
n(D) = W s(x). Let N be an open neighborhood of D which is disjoint from W u(x).
Then N is called a fundamental neighborhood of the stable manifold of f̂ . It is shown in
Corollary 2 [JPdM82, p. 86] that ⋃n≥0 f̂n(N)⋃W uloc(x) contains an open neighborhood of
x.
Let M be a compact Riemannian manifold and letM be the set of closed subsets of M .
For A,B ∈M nonempty, let r(A,B) be the infimum over ε ≥ 0 such that the ε neighborhood
of A, the set of points within a distance ε from A, contains B. For A,B ∈ M nonempty,
define the Hausdorff distance dH(A,B) to be the maximum of r(A,B) and r(B,A). Then dh
is a metric [Hau57, Section 28] and its corresponding metric topology is called the Hausdorff
topology. Furthermore, lettingM denote the set of closed subsets of M equipped with the
Hausdorff metric,M is compact [Hau57, Section 28]. If M is Euclidean, then the Chabauty
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topology is obtained by first considering the compact Riemannian manifold M ⋃{∞}. For
every A ∈M, let A = A⋃{∞}. Then we can define a metric dC onM such that dC(A,B) =
dH(A,B) where the Hausdorff distance is taken in the compact manifold M
⋃{∞}. Then
the metric topology induced by dC is called the Chabauty topology onM.
If {En}∞n=1 is a sequence of subsets of M , define lim infn→∞En to be the set of points
x ∈ M such that there exists a sequence xn → x with xn ∈ En for all n. Similarly, define
lim supn→∞En to be the set of points x ∈M such that there exists a subsequence xnm → x
with nm → ∞ and xnm ∈ Enm for all m. Then En → E0 in the Hausdorff topology
(Chabauty topology if M is Euclidean) if and only if lim infn→∞En = lim supn→∞En = E0.
A parameterized family of subsets of M , {Ep}p∈J , is Hausdorff (Chabauty) continuous if for
every p0 ∈ J , pn → p0 implies that Epn → Ep0 . For M a compact Riemannian manifold,
a function f̃ : Ẽ → M, where Ẽ is a topological space, is lower semi-continuous if for
every convergent sequence En → E0 in Ẽ, lim infn→∞ f̃(En) ⊃ f̃(E0). The set of points
of continuity of such a lower semi-continuous function are residual in Ẽ by the Remark
following Corollary 1 of [Kur68]. This property was used to prove that for generic V0 in the
strong C1 topology, the closure of the union of equilibrium points and periodic orbits of V0
contains all points x ∈ Ω(V0) such that ω(x, V0)
⋃
α(x, V0) 6= ∅ [PR83]. The key technical
element of this proof is the C1 closing lemma for noncompact manifolds, which states that
for any x ∈ Ω(V0) such that ω(x, V0)
⋃
α(x, V0) 6= ∅, there exists V arbitrarily close to V0 in
the strong C1 topology and y arbitrarily close to x in M such that y is periodic under V
[PR83].
For V0 a vector field onM , write {X i(V0)}i∈I for a collection of critical elements of V0. For
V near V0, let {X i(V )}i∈I denote the perturbations of those critical elements. If {Vp}p∈J is a
strong C1 continuous family of vector fields onM , let X iJ = tp∈JX i(Vp) ⊂M×J . Similarly,
let W s(X iJ) = tp∈JW s(X i(Vp)) ⊂M ×J and let W u(X iJ) = tp∈JW u(X i(Vp)) ⊂M ×J . Let
∂W s(X i) denote the boundary of W s(X i) in M and let W s(X i) denote its closure in M .
More generally, for a set E let ∂E be its boundary and E its closure.
2.3.3 Examples
All of the examples in this section are of C1 vector fields over R2. For purposes of
illustration, we identify its one point compactification, R2⋃{∞}, with the sphere S2 via
stereographic projection, where the point infinity is identified with the north pole of the
sphere. Each example is shown as a view of the northern hemisphere of the sphere from
above. The vector field then extends naturally to the full sphere, and the lower hemisphere
54
of the sphere does not contain any nonwandering points in any of the examples below.
Example 2.3.1 (Nonwandering Points Accumulate on Boundary). One consequence of The-
orem 2.3.9 is that for a compact Riemannian manifold possessing a stable hyperbolic equi-
librium point Xs(V0), and such that V0 is Morse-Smale along ∂W s(Xs(V0)), there exists






other words, there are no nonwandering points outside of W s(Xs(V0)) that accumulate on
∂W s(Xs(V0)). The existence of this neighborhood is crucial to the proof of Theorem 2.3.9,
which argues that no new nonwandering points can enter ∂W s(Xs(V )) for V close to V0, and
its Corollary 2.3.10, which says that this boundary varies Hausdorff continuously for a C1
continuous family of vector field. However, this example shows that in the case of Euclidean
space, if V0 is Morse-Smale along ∂W s(Xs(V0), there may not exist an open neighborhood





s(Xs(V0)). In particular, Figure 2.7
shows an example in which V0 is Morse-Smale along ∂W s(Xs(V0)) but there exists a se-
quence of periodic orbits outside of W s(Xs(V0)) which accumulate along ∂W s(Xs(V0)), so
that no such neighborhood N exists. Hence, the methods used to prove Theorem 2.3.9 and
Corollary 2.3.10 for compact Riemannian manifolds do not apply for Euclidean space.
Example 2.3.2 (Nonwandering Points Enter Boundary Near Infinity). This example shows
that even if V0 is Morse-Smale along ∂W s(Xs(V0)) and there exists an open neighborhood N





s(Xs(V0)), there exists V arbitrarily
close to V0 in the strong C1 topology such that ∂W s(Xs(V )) contains nonwandering points
in addition to the perturbations of the nonwandering points in ∂W s(Xs(V0)). In other
words, new nonwandering points enter the boundary under strong C1 perturbations. By
Theorem 2.3.9, this is not possible for compact Riemannian manifolds with V0 Morse-Smale
along ∂W s(Xs(V0)). Figure 2.8 shows an example satisfying the assumptions above, and
such that under C1 perturbations to V0 in a compact neighborhood of a hyperbolic saddle
equilibrium point, a continuum of nonhyperbolic equilibrium points enter ∂W s(Xs(V )).
Example 2.3.3 (Explosion of Closure of Region of Attraction). This example show that
even if V0 is Morse-Smale along ∂W s(Xs(V0)), there exists an open neighborhood N ′ of
W
s(Xs(V0)) in R2 such that Ω(V0)
⋂
N ′ = Ω(V0)
⋂
W
s(Xs(V0)), and there exists an open
neighborhood N of∞ inM such that Ω(V0)
⋂
N = ∅ and every x ∈ N satisfies ω(x)⋃α(x) 6=
∅, there still exists V arbitrarily close to V0 in the strong C1 topology such that such that
∂W s(Xs(V )) contains nonwandering points in addition to the perturbations of the nonwan-
dering points in ∂W s(Xs(V0)). Furthermore, W
s(Xs(V )) explodes in the sense that it grows
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Figure 2.7: Example 2.3.1. A stable hyperbolic equilibrium point (blue dot), saddle hy-
perbolic equilibrium points (red dots), sinks (black dots), nonhyperbolic equilibrium points
(green dots), and a point at infinity (white dot) are shown. A sequence of periodic orbits
(red for unstable and blue for stable) accumulates along the boundary of the region of at-
traction of the stable hyperbolic equilibrium point (blue dot). Black lines indicate stable and
unstable manifolds of the saddle equilibrium points, with the arrows indicating direction of
flow.
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Figure 2.8: Example 2.3.2. A stable hyperbolic equilibrium point (blue dot), saddle hy-
perbolic equilibrium point (red dot), continuum of nonhyperbolic equilibrium points which
are unstable in the transverse direction (red line), a stable sink (black dot), and a point at
infinity (white dot) are shown. Black lines indicate stable and unstable manifolds of the
saddle equilibrium point, with the arrows indicating direction of flow. The left figure shows
the vector field before perturbation and the right figure shows the vector field after a per-
turbation in a compact neighborhood of its saddle equilibrium point (red dot). A segment
of the continuum of nonhyperbolic equilibrium points (red line) enters the boundary of the
region of attraction of the stable equilibrium point (blue dot).
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Figure 2.9: Example 2.3.3. A stable hyperbolic equilibrium point (blue dot), saddle hyper-
bolic equilibrium point (red dot), source and sink (black dots), and a point at infinity (white
dot) are shown. Black lines indicate stable and unstable manifolds of the saddle equilibrium
point, with the arrows indicating direction of flow. The left figure shows the vector field
before perturbation and the right figure shows the vector field after a perturbation in a com-
pact neighborhood of its saddle equilibrium point (red dot). A source (black dot) enters the
boundary of the stable equilibrium point (blue dot) arbitrarily far from the boundary before
perturbation and from infinity.
discontinuously under arbitarily small perturbations from V0. Hence, not only are new non-
wandering points entering the boundary under perturbation, which is not possible for the
compact Riemannian manifold case by Theorem 2.3.9, but also a C1 continuous family of
vector fields {Vp}p∈J containing V0 would have ∂W s(Xs(Vp)) discontinuous in p, which is also
not possible for the compact Riemannian manifold case by Corollary 2.3.10. The purpose of
Theorem 2.3.20 and Corollary 2.3.21 is to show that this behavior is not possible under the
assumptions above for vector fields which are generic in a certain sense. Figure 2.9 shows
an example which satisfies the assumptions above, is globally a Morse-Smale vector field on
R2, and such that, for a C1 perturbation to V0 in a compact neighborhood of a hyperbolic
saddle equilibrium point, a new hyperbolic equilibrium point enters ∂W s(Xs(V )) arbitrarily
far away from ∂W s(Xs(V0))
Theorem 5-4 of [CC95] claims (among other things) that if V0 is a C1 vector field on
Euclidean space such that Ω(V0)
⋂
∂W s(Xs(V0)) is a finite union of hyperbolic equilibrium
points {X i(V0)}i∈I , ∂W s(Xs(V0)) =
⋃
i∈IW
s(X i(V0)), and if the intersections of their stable
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and unstable manifolds are transverse, then V sufficiently close to V0 in the weak C1 topology
implies that ∂W s(Xs(V0)) =
⋃
i∈IW
s(X i(V )). Recently, the authors appear to have recog-
nized that their theorem was incorrect [CA15] via a counterexample that uses a weak C1
perturbation, and have attempted to informally fix their theorem. They claim in this more
recent setting that if {Vp}p∈(a,b) is a weakly C1 continuous family of vector fields such that
for every p ∈ (a, b), Ω(Vp)
⋂
∂W s(Xs(Vp)) consists of a finite union of hyperbolic equilibrium
points, every orbit in ∂W s(Xs(Vp)) converges in forwards time to one of these equilibrium
points, the stable and unstable manifolds of these equilibrium points are transverse, and if
we call {X i(Vp0)}i∈I the equilibrium points in ∂W s(Xs(Vp0)) for some fixed p0 ∈ (a, b), then
shrinking (a, b) if necessary implies that ∂W s(Xs(Vp)) ⊂
⋃
i∈IW
s(X i(Vp)) unless there is an
appearance of a new hyperbolic equilibrium point “at infinity.” They go on to say that under
these assumptions “and some control at infinity,” the boundary “does not suffer from drastic
changes with small parameter variation.” If we let Vp0 be the unperturbed vector field of
Figure 2.9, and parametrize its perturbation in that figure in a natural way, then we obtain a
strong C1 continuous family of vector fields {Vp}p∈(a,b) satisfying the assumptions above (and
more, since they are globally Morse-Smale), and such that there is an open neighborhood of
infinity which contains no equilibrium points or nonwandering points for all p ∈ (a, b) and
on which Vp agrees with Vp0 for all p ∈ (a, b). Yet, for p ∈ (a, b) arbitrarily close to p0, a new
equilibrium point enters the boundary, and the boundary undergoes a drastic expansion.
Thus, this example contradicts both the original Theorem 5-4 [CC95] and the attempted
revision by the original lead author [CA15]. Furthermore, it illustrates that the conventional
paradigm for studying the impact of parameter variations on the boundary by considering
only loss of hyperbolicity or transversality overlooks crucial global bifurcations.
2.3.4 Main Results
2.3.4.1 Compact Riemannian Manifolds
For this section, let M be a compact Riemannian manifold and let V0 be a C1 vector




∂W s(Xs(V0)) consists of an arbitrary union of critical ele-
ments; call them ⋃i∈I X i(V0) where I is some indexing set.
Assumption 2.3.5. For i ∈ I, X i(V0) is hyperbolic.
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Assumption 2.3.6. For every i, j ∈ I, W s(X i(V0)) and W u(Xj(V0)) are transverse.
Remark 2.3.7. Assumptions 2.3.4-2.3.6 ensure that the vector field V0 is Morse-Smale along
∂W s(Xs(V0)) (in fact, it is not assumed initially that the index set I is finite, but this will
follow as a consequence of the other assumptions by Lemma 2.3.22). Assumptions 2.3.5-
2.3.6 are generic in the C1 topology. By [Pug67], Ω(V0) is generically (in the C1 topology)
equal to the closure of the union of equilibrium points and periodic orbits of V0. Hence,
Assumption 2.3.4 could be relaxed to this generic assumption along with the assumption
that there exists an open neighborhood of ∂W s(Xs(V0)) in which the number of equilibrium
points and periodic orbits is finite.
Lemma 2.3.8 is a slight modification of the results in [CHW88] to compact Riemannian
manifolds under the assumptions above. It shows that W s(Xs(V0)) admits a decomposition
into a union of the stable manifolds of the critical elements it contains, that it is contained
in the union of their unstable manifolds, and that these critical elements do not possess any
homoclinic orbits or heteroclinic cycles.
Lemma 2.3.8. Let V0 be a C1 vector field on a compact Riemannian manifold M which
possesses a stable hyperbolic equilibrium point Xs(V0) and satisfies Assumptions 2.3.4-2.3.6.











∂W s(Xs(V0)) are nonempty, W u(X i(V0))
⋂
W s(Xs(V0)) 6= ∅ for all i ∈ I, and there are no
homoclinic orbits or heteroclinic cycles among the {X i(V0)}i∈I .
Theorem 2.3.9 is our main technical result for compact Riemannian manifolds. It states
that, under the assumptions above, for V a vector field sufficiently C1 close to V0,W
s(Xs(V ))
is contained in a fixed neighborhood of W s(Xs(V0)), the only nonwandering points un-
der V in this neighborhood are the perturbations of the critical elements in W s(Xs(V0)),
W
s(Xs(V )) permits a decomposition into the union of stable manifolds of the perturbations
of those critical elements, and W s(Xs(V )) is contained in the union of unstable manifolds
of the perturbations of those critical elements. In particular, under small C1 perturbations,
W
s(Xs(V )) cannot explode, no nonwandering points appear in W s(Xs(V )) other than the
perturbations of those critical elements, and the decomposition into stable manifolds persists
under perturbation.
Theorem 2.3.9. Let V0 be a C1 vector field on a compact Riemannian manifold M which
possesses a stable hyperbolic equilibrium point Xs(V0) and satisfies Assumptions 2.3.4-2.3.6.
Then there exists an open neighborhood W of V0 in the C1 topology and an open neighborhood
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U of W s(Xs(V0)) in M such that V ∈ W implies that
W
s(Xs(V )) = ⋃i∈IW s(X i(V ))⋃W s(Xs(V )) ⊂ U ⊂ ⋃i∈IW u(X i(V ))⋃Xs(V )
and Ω(V )⋂U = ⋃i∈I X i(V )⋃Xs(V ).
Using Theorem 2.3.9 and Corollary 2.2.25, it can then be shown that given a C1 contin-
uous family of vector fields on M which satisfy the assumptions above, the boundaries of
their regions of attraction vary Hausdorff continuously with parameter. This is encapsulated
in Corollary 2.3.10.
Corollary 2.3.10. Let J be a smooth manifold and let {Vp}p∈J be a C1 continuous family
of vector fields on M possessing a family of stable hyperbolic equilibria {Xs(p)}p∈J . Suppose
there exists p0 ∈ J such that Vp0 satisfies Assumptions 2.3.4-2.3.6. Then for J sufficiently
small such that p0 ∈ J , ∂W s(Xs(VJ)) = tp∈J∂W s(Xs(Vp)), and {∂W s(Xs(Vp))}p∈J is Haus-
dorff continuous.
2.3.4.2 Euclidean Space
For this section, letM be any Euclidean space and let V0 be a complete C1 vector field on
M possessing a stable hyperbolic equilibrium point Xs(V0). We augment the assumptions
above for compact Riemannian manifolds with the following.
Assumption 2.3.11. ∂W s(Xs(V0)) 6= ∅. In particular, I is nonempty.
Assumption 2.3.12. For every x ∈ ∂W s(Xs(V0)), its forward orbit is bounded.
Assumption 2.3.13. There exists a neighborhood N of infinity such that Ω(V0)
⋂
N = ∅
and every orbit under V0 contained in N has at least one of its ω and α limit sets under V0
nonempty.
Remark 2.3.14. It is possible that W s(Xs(V0)) = M , such as if V0 is the vector field corre-
sponding to a stable hyperbolic linear system. Assumption 2.3.11 rules out this possibility.
Remark 2.3.15. If any forward orbit in ∂W s(Xs(V0)) is unbounded then it cannot be con-
tained in W s(X i(V0)) for any i ∈ I. Thus, ∂W s(Xs(V0)) would not admit the desired
decomposition into a union of stable manifolds of critical elements. Assumption 2.3.12 rules
out this possibility.
Remark 2.3.16. The first part of Assumption 2.3.13, regarding a neighborhood of infinity
with no nonwandering points, is required so that Examples 2.3.1-2.3.2 cannot occur, in
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which there is no neighborhood ofW s(Xs(V0)) inM
⋃{∞} which does not contain additional
nonwandering points other than the X i(V0) for i ∈ I. The second part of this assumption,
that there is a neighborhood of infinity in which every orbit it contains has at least one of its
ω and α limit sets nonempty, will be required to show that for V a vector field sufficiently
close to V0, every point in W
s(Xs(V )) has a nonempty ω limit set under V .
Remark 2.3.17. Assumptions 2.3.5-2.3.6 are still generic in the strong C1 topology. As-
sumption 2.3.4 follows from the assumptions that there exists an open neighborhood of
∂W s(Xs(V0)) which contains only finitely many equilibrium points and periodic orbits, and
the strong C1 generic assumption that, under Assumption 2.3.13, Ω(V0) is contained in the
closure of the union of the equilibrium points and periodic orbits of V0.
Lemma 2.3.18 shows that under the assumptions above, ∂W s(Xs(V0)) admits a decom-
position into the union of stable manifolds of the critical elements it contains, those critical
elements do not possess any homoclinic orbits or heteroclinic cycles, and that there exists
an open neighborhood of W s(Xs(V0)) containing no additional nonwandering points other
than the critical elements in W s(Xs(V0)) and such that the backward orbit of every point
in this neighborhood converges to either one of those critical elements or to infinity.
Lemma 2.3.18. Let V0 be a complete C1 vector field on some Euclidean space M which pos-
sesses a stable hyperbolic equilibrium point Xs(V0) and satisfies Assumptions 2.3.4-2.3.12.
Then ∂W s(Xs(V0)) =
⋃
i∈IW
s(X i(V0)) and there are no homoclinic orbits or heteroclinic
cycles among the {X i(V0)}i∈I . If in addition W
s(Xs(V0)) is bounded or V0 satisfies Assump-




U = ⋃i∈I X i(V0)⋃Xs(V0) and for every x ∈ U its orbit in backwards time either
enters W uloc(Xj(V0)) for some j or the neighborhood of infinity of Assumption 2.3.13.
In case W s(Xs(V0)) is bounded, by an analogous proof to the case of compact Riemma-
nian manifolds in Theorem 2.3.9, the results of that Theorem will hold for Euclidean space
as well. In particular, Theorem 2.3.19 shows that, under the assumptions above - excluding
Assumption 2.3.13 - for V a vector field sufficiently close to V0, W
s(Xs(V )) is contained in a
fixed neighborhood of W s(Xs(V0)), the only nonwandering points under V in this neighbor-
hood are the perturbations of the critical elements in W s(Xs(V0)), and W
s(Xs(V )) permits
a decomposition into the union of stable manifolds of the perturbations of those critical
elements. So, under small C1 perturbations, W s(Xs(V )) cannot explode in size, no nonwan-
dering points appear in W s(Xs(V )) other than the perturbations of those critical elements,
and the decomposition into stable manifolds persists under perturbation.
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Theorem 2.3.19. Let V0 be a C1 vector field on some Euclidean space M which possesses
a stable hyperbolic equilibrium point Xs(V0), satisfies Assumptions 2.3.4-2.3.12, and such
that W s(Xs(V0)) is bounded. Then there exists an open neighborhood W of V0 in the strong
C1 topology and an open neighborhood U of W s(Xs(V0)) in M such that U is bounded and
V ∈ W implies that W s(Xs(V )) = ⋃i∈IW s(X i(V ))⋃W s(Xs(V )) ⊂ U and Ω(V )⋂U =⋃
i∈I X
i(V )⋃Xs(V ).
The most interesting cases for Euclidean space occur when W s(Xs(V0)) is unbounded.
Example 2.3.3 showed that for M Euclidean and V0 satisfying all of the assumptions above,
there may exist V arbitrarily C1 close to V0 such that W
s(Xs(V )) contains nonwander-
ing point in addition to the perturbations of the critical elements in W s(Xs(V0)) and that
W
s(Xs(V )) may escape any open neighborhood ofW s(Xs(V0)). In other words, under strong
C1 perturbations new nonwandering points can enter the closure of the region of attraction,
and the closure of the region of attraction can grow discontinuously. Theorem 2.3.20 shows
that for a strong C1 continuous family {Vp}p∈J of vector fields on M , if Vp0 satisfies the
assumptions above as well as some additional strong C1 generic assumptions, then J suffi-
ciently small implies that for p ∈ J , W s(Xs(Vp)) is equal to the union of the stable manifolds
of the perturbations of the critical elements inW s(Xs(Vp0)) and no additional nonwandering
points are in W s(Xs(Vp)) other than the perturbations of those critical elements.
Theorem 2.3.20. Let V̂ be a C1 vector field on some Euclidean space M which possesses a
stable hyperbolic equilibrium point Xs(V̂ ). LetW ′ be the open neighborhood of V̂ in the strong
C1 topology such that V ∈ W ′ implies that Xs(V ) exists and is a stable hyperbolic equilibrium
point. Then for Vp0 ∈ W ′ complete satisfying Assumptions 2.3.4-2.3.13, and satisfying some
additional generic assumptions, J a sufficiently small open neighborhood of p0 implies that













Similarly to the case for compact Riemannian manifolds above, using Theorem 2.3.20 and
Corollary 2.2.24, it can then be shown that given a strong C1 continuous family of vector
fields onM which satisfy the assumptions above, the boundaries of their regions of attraction
vary Chabauty continuously with parameter. This is the content of Corollary 2.3.21.
Corollary 2.3.21. Let J be a smooth manifold and let {Vp}p∈J be a strong C1 continuous
family of vector fields on M possessing a family of stable hyperbolic equilibria {Xs(p)}p∈J .
Suppose there exists p0 ∈ J such that Vp0 is complete, ∂W s(Xs(Vp0)) 6= ∅, Vp0 satisfies
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Assumptions 2.3.4-2.3.12, and Vp0 satisfies some additional generic assumptions. Then for
J sufficiently small such that p0 ∈ J , ∂W s(Xs(VJ)) = tp∈J∂W s(Xs(Vp)), and
{∂W s(Xs(Vp))}p∈J is Chabauty continuous.
2.3.5 Proofs
Let I+ := I ⋃{s} so that ⋃i∈I+ X i(V0) = ⋃i∈I X i(V0)⋃Xs(V0).
2.3.5.1 Compact Riemannian Manifolds
The purpose of this section is to prove Theorem 2.3.9 and Corollary 2.3.10. Several
technical lemmas will be required.
Lemma 2.3.22 shows that Assumptions 2.3.4-2.3.6 imply that the intersection of the
nonwandering set with the RoA boundary consists of a finite union of critical elements rather
than a possibly infinite union. This is important because any finite collection of hyperbolic
critical elements will persist under sufficiently small perturbations to the vector field, whereas
for an infinite number of hyperbolic critical elements there may be no perturbation sufficiently
small such that all of the critical elements persist.
Lemma 2.3.22. Under the conditions of Lemma 2.3.8 the number of critical elements of V0
contained in ∂W s(Xs(V0)) is finite.
Proof of Lemma 2.3.22. Let K = ∂W s(Xs(V0)) for notational convenience. As K is closed
in M compact, K is compact. By Assumption 2.3.5, all equilibrium points and periodic
orbits of V0 in K are hyperbolic. Since K is compact, this implies that there are at most
countably many equilibrium points and periodic orbits of V0 in K. So, assume towards a
contradiction that there are infinitely many equilibrium points and periodic orbits {Xm}∞m=1
in K. The proof proceeds by showing that {Xm}∞m=1 converges along a subsequence to a
limit X. It then shows that X is nonwandering and invariant under the flow, which implies
it is equal to a union of critical elements since it is in K, and that X is compact, connected,
and Hausdorff, so it is a continuum. A theorem of Sierpinski then gives that X must be equal
to exactly one critical element, which then contradicts that Xm → X because hyperbolic
critical elements are isolated.
As K is compact, K is compact. Since each Xm is closed and contained in K, Xm ∈ K
for all m. As K is compact, passing to a subsequence if necessary implies that Xm → X ∈ K.
So, X ⊂ K is closed and nonempty. As K is compact, X is compact. As M is Hausdorff
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and X is a subspace of M , X is Hausdorff. Let x ∈ X. We claim that x is nonwandering
under V0. For, let U be any open neighborhood of x and let T > 0. As Xm → X and
x ∈ X, there exist xm ∈ Xm such that xm → x. As xm → x ∈ U and U is open, choosing
M sufficiently large implies that xM ∈ U . If xM is an equilibrium point, then fix t > T . If




⋂{xM} = {xM} 6= ∅. As x was arbitrary, this implies that X is
nonwandering under V0. Since X is contained in K, by Assumption 2.3.4 this implies that
X ⊂ ⋃∞m=1Xm. Let x ∈ X and t ∈ R. Then since Xm → X and x ∈ X, there exist xm ∈ Xm
such that xm → x. As Xm is invariant under V0 and xm ∈ Xm for each m, φt(xm) ∈ Xm for
each m. By continuity of the flow, xm → x implies that φt(xm)→ φt(x). Then φt(xm) ∈ Xm
for all m, Xm → X, and φt(xm)→ φt(x) implies that φt(x) ∈ X. As x and t were arbitrary,
this implies that X is invariant under V0. So, there must exist E ⊂ {1, 2, 3, ...} such that
X = ⋃m∈E Xm. We claim that X is connected. For, suppose not. Then there exist A and
B nonempty, disjoint subsets of X which are open in X and such that X = A ∪ B. Hence,
A and B are both closed in X. As X is compact, A and B are both compact. As A and
B are compact and disjoint in M Hausdorff, there exist UA and UB disjoint, open sets in
M such that A ⊂ UA, and B ⊂ UB. Note that UA and UB disjoint and open implies that
UA and UB are disjoint. Hence, ∂UA is disjoint from UA and UB. In particular, this implies
that ∂UA is disjoint from A and B, so ∂UA is disjoint from X = A
⋃
B. Let y ∈ A and
z ∈ B. As y, z ∈ X and Xm → X, there must exist ym, zm ∈ Xm such that ym → y and
zm → z. Hence, since ym → y ∈ UA open and zm → z ∈ UB open, for m sufficiently large
ym ∈ UA and zm ∈ UB ⊂ M − UA. As ym and zm lie in Xm connected, there must exist
xm ∈ Xm such that xm ∈ ∂UA. As ∂UA is compact, passing to a subsequence if necessary
implies that xm → x ∈ ∂UA. As Xm → X and xm → x, we also have that x ∈ X. So,
x ∈ ∂UA
⋂
X. But, this contradicts that ∂UA is disjoint from X. So, X is connected. As
X is connected, compact, and Hausdorff, it is a continuum. Since X is a continuum and
X = ⋃m∈E Xm is a countable union where {Xm}m∈E are pairwise disjoint and closed in X,
by a theorem of Sierpinski [Eng89, Theorem 6.1.28] E contains at most one element. As X
is nonempty, E contains exactly one element. So, there exists m∗ such that X = Xm∗. Since
X is a hyperbolic equilibrium point or periodic orbit, by the proofs of [JPdM82, Lemmas
2.1-2.2] there exists an open neighborhood N̂ of X such that N̂ does not entirely contain
any equilibrium points or periodic orbits of V0 other than X. As Xm → X, m sufficiently
large implies that Xm ⊂ N̂ . As Xm is either an equilibrium point or period orbit for all m,
this contradicts the choice of N̂ .
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By Lemma 2.3.22, the number of critical elements in the RoA boundary is finite. Hence,
the set indexing these critical elements, I, is also finite. Therefore, in the remainder of this
section we will use that I is finite without explicitly referencing Lemma 2.3.22.
The following lemma is a technical result that states that the presence of a transverse
heteroclinic cycle of hyperbolic critical elements implies that the interesections of their stable
and unstable manifolds are nonwandering. This lemma appears in [Sma67, Lemma 7.2] for
periodic points of diffeomorphisms. The adoption of the proof to critical elements of vector
fields is straightforward and is presented below.
Lemma 2.3.23. Let V0 be a C1 vector field on a compact Riemannian manifold M . Let
(X1, ..., Xm) be a transverse heteroclinic cycle of hyperbolic critical elements of V0 and let
(x1, ..., xm) be such that xm = x1 and xi ∈ {W u(X i) − X i}
⋂{W s(X i+1) − X i+1}. for
i ∈ {1, ...,m− 1}. Then each xi is nonwandering.
Proof of Lemma 2.3.23. The idea is to fix one xk and argue directly that xk is nonwandering
by taking any open neighborhood U of xk, any T > 0, and showing that some forward




W s(xk) 6= ∅
by repeated application of Lemma 2.2.34 using the fact that (X1, ..., Xm) is a transverse




First we show that ⋃t≥T φt(U)⋂W s(xk) 6= ∅. Let xk ∈ (x1, ..., xm), let U be an open
neighborhood of xk, and let T > 0. As xk ∈ {W u(Xk) − Xk}
⋂{W s(Xk+1) − Xk+1},
by invariance of the stable and unstable manifolds, x′k = φT (xk) ∈ φT (U)
⋂{W u(Xk) −
Xk}⋂{W s(Xk+1)−Xk+1}. Note that ⋃t≥T φt(U) is open and forwards invariant.
Lemma 2.2.34 states that, for X i and Xj hyperbolic critical elements and Xs a hyper-
bolic stable equilibrium point, if W u(X i)⋂W s(Xs) 6= ∅ and W s(X i)⋂W u(Xj) 6= ∅ then
W u(Xj)⋂W s(Xs) 6= ∅. In the proof of Lemma 2.2.34 the only properties of W s(Xs)
that were used were that it was open and backwards invariant. Reversing time in that
proof and replacing W s(Xs) with ⋃t≥T φt(U) shows that if W s(X i)⋂⋃t≥T φt(U) 6= ∅ and
W u(X i)⋂W s(Xj) 6= ∅ then W s(Xj)⋂⋃t≥T φt(U) 6= ∅. Letting Xj = X i+1 and proceeding
inductively implies that W s(Xk)⋂⋃t≥T φt(U) 6= ∅.
Next we show that ⋃t≥T φt(U)⋂U 6= ∅. If Xk is an equilibrium point let B = W uloc(Xk)
and if Xk is a periodic orbit let S be a cross section for a C1 first return map and let
B = S ⋂W uloc(Xk). Since xk ∈ W u(Xk), there exist y ∈ W uloc(Xk) and T ′ > 0 such that
xk = φT ′(y). By continuity of φT ′ and since U is open, there exists ε > 0 such that d(y, z) <
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ε implies φT ′(z) ∈ U . By the Inclination Lemma, since W s(Xk)
⋂⋃
t≥T φt(U) 6= ∅ and⋃
t≥T φt(U) is open and forward invariant, there exists a C1 disk D ⊂
⋃
t≥T φt(U) such that
D is ε C1-close to B. Then φT ′(D)
⋂
U 6= ∅. By forward invariance, this implies that⋃
t≥T φt(U)
⋂
U 6= ∅ so xk is nonwandering.
Lemma 2.3.23 is used in the proof of Lemma 2.3.8 to show that the presence of transverse
homoclinic orbits or heteroclinic cycles for the critical elements in ∂W s(Xs(V0)) would gen-
erate additional nonwandering points in ∂W s(Xs(V0)) and, therefore, would contradict As-
sumption 2.3.4. Hence, no homoclinic orbits or heteroclinic cycles will exist in ∂W s(Xs(V0)).
This will be required in the proof of Lemma 2.3.25.
Proof of Lemma 2.3.8. That ∂W s(Xs(V0)) and I are nonempty is a straightforward conse-
quence of α limit sets nonempty since M is compact. Similarly, W s(Xs(V0)) contained in
both ⋃i∈I+ W u(X i(V0)) and ⋃i∈I+ W s(X i(V0)) follows from similar reasoning. To show that⋃
i∈I+ W
s(X i(V0)) ⊂ W
s(Xs(V0)), a transverse heteroclinic sequence is constructed induc-
tively using ⋃i∈I X i(V0). Using Lemma 2.3.23 it is shown that this sequence cannot contain
any cycles or homoclinic orbits so, as a consequence of I finite, it must terminite with a finite
number of elements. By the construction of the sequence, and using Lemma 2.2.34, this will
imply that the unstable manifold of each element of the sequence intersectsW s(Xs(V0)). By
the proof of Theorem 2.2.12, this is used to conclude that W s(X i(V0)) ⊂ ∂W s(Xs(V0)) for
all i ∈ I.
First we show that ∂W s(Xs(V0)) and I are nonempty since M compact implies that
α limit sets are nonempty. As φt restricted to W sloc(V0) is a contraction for any t >
0, Ω(V0)
⋂
W sloc(Xs(V0)) = Xs(V0). By invariance of the nonwandering set, and since
W s(Xs(V0)) =
⋃
t≤0 φt(W sloc(Xs(V0))), Ω(V0)
⋂







i(V0). There exists x ∈ W sloc(Xs(V0)) with x 6= Xs(V0). As
α(x) is nonempty, nonwandering, and contained inW s(Xs(V0)), and since α(x) 6= Xs(V0) be-
cause φt restricted toW sloc(V0) is a contraction for any t > 0, α(x) ⊂ ∂W s(Xs(V0))
⋂Ω(V0) =⋃
i∈I X
i(V0). This implies that both ∂W s(Xs(V0)) and I are nonempty.





s(X i(V0)), again using the fact that the α and ω limit sets are nonempty. Let
x ∈ W s(Xs(V0)). Then ω(x) and α(x) are closed, nonempty, and nonwandering. Hence,







As ⋃i∈I+ X i(V0) is a finite union of hyperbolic critical elements, they are separable by open
sets. Since ω(x), α(x) are compact they are connected so, since they are also nonempty,
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ω(x) = Xj(V0) and α(x) = Xk(V0) for some j, k ∈ I+. Furthermore, since ω(x) = Xj(V0)
and α(x) = Xk(V0) are compact, the forward orbit of x must converge to Xj(V0) and the
backward orbit of x must converge to Xk(V0). For, if V is any precompact open neigh-
borhood of Xj(V0) and the forward orbit of x does not converge to Xj(V0) then it must
intersect ∂V at arbitrarily large times, say {tn} with tn →∞. As
⋃
n φtn(x) ⊂ ∂V compact,
passing to a subsequence if necessary we have that y = limn→∞ φtn(x) ∈ ω(x)
⋂
∂V , which
contradicts that ω(x) = Xj(V0). The backwards orbit case is proved analogously. Hence,
x ∈ W s(Xj(V0))
⋂









Now we show that ⋃i∈I+ W s(X i(V0)) ⊂ W s(Xs(V0)). In particular, it suffices to show
that W s(X i(V0)) ⊂ ∂W s(Xs(V0)) for every i ∈ I. Let i0 ∈ I. First we construct a se-
quence inductively. Given a sequence (i0, i1, ..., ik), since X ik(V0) ⊂ ∂W s(Xs(V0)) is a hy-
perbolic critical element, by Lemma 2.2.29, either W u(X ik(V0))
⋂
W s(Xs(V0)) 6= ∅, in which
case we end the sequence, or {W u(X ik(V0)) − X ik(V0)}
⋂
∂W s(Xs(V0)) 6= ∅. In the lat-
ter case, since ∂W s(Xs(V0)) ⊂
⋃
i∈IW
s(X i(V0)), there exists ik+1 such that (W u(X ik(V0))−
X ik(V0))
⋂(W s(X ik+1(V0))−X ik+1(V0)) 6= ∅, thus yielding the new sequence (i0, i1, ..., ik, ik+1).
We iterate this process to construct the sequence. Suppose that the sequence (i0, i1, ...) never
terminates. Since I is finite, this implies that there must exist a cycle (il, il+1, ..., il+m) ⊂
(i0, i1, ...) with il+m = il. By the construction of the sequence, this implies there there exist




∂W s(Xs(V0)) for j ∈ {0, 1, ...,m − 1}. Thus, by Lemma 2.3.23 each xl+j for
j ∈ {0, 1, ...,m − 1} is nonwandering. By construction, each such xl+j is contained in
∂W s(Xs(V0)) and not contained in
⋃
i∈I X






i(V0). So, the sequence (i0, i1, ...) must terminate in a fi-
nite number of steps. Hence, suppose the sequence (i0, i1, ...) terminates in a finite num-
ber of steps, say k. Then W u(X ik(V0))
⋂
W s(Xs(V0)) 6= ∅. By repeated application of
Lemma 2.2.34, this implies that W u(X il(V0))
⋂
W s(Xs(V0)) 6= ∅ for each il ∈ (i0, ..., ik). In
particular, W u(X i0(V0))
⋂
W s(Xs(V0)) 6= ∅. By the proof of Theorem 2.2.12, this implies
that W s(X i0(V0)) ⊂ ∂W s(Xs(V0)). Thus,
⋃
i∈IW
s(X i(V0)) ⊂ ∂W s(Xs(V0)) so, combining










i(V0), there cannot be any homoclinic orbits or heteroclinic cycles
among the {Xi(V0)}i∈I+ since transverse homoclinic points are nonwandering (see for exam-
ple the proof of Lemma 2.2.32) and, by the argument above regarding heteroclinic cycles,
both would introduce additional nonwandering points into W s(Xs(V0)).
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Figure 2.10: Illustration of the key ideas behind the proof of Lemma 2.3.24. The light
blue rectangle Y represents the choice of local coordinates, the orange circles compose the
neighborhood Ni, the yellow curves represent the disk family centered along W sloc(x0) that
is constructed in the proof, the purple neighborhood U ′ is contained in this disk family, the
turquoise neighborhood U ′i ⊂ U ′ is contained in the disk family corresponding to perturba-
tions to the vector field, and the gray neighborhood Û ⊂ U ′i is such that under perturbations
to the vector field every backwards orbit originating in Û remains in U ′i until it passes through
Ni.
Lemma 2.3.24 is a technical construction that is required in the proof of Lemma 2.3.25,
which itself is the main result used to prove Theorem 2.3.9. The Lemma states that for any
critical element with stable manifold having dimension at least one, for any fundamental
neighborhood of that stable manifold there exists an open neighborhood of that critical
element such that for any sufficiently small C1 perturbation of the vector field, the backward
orbit of every point in that open neighborhood either converges to the critical element or
enters the fundamental neighborhood in finite negative time. A similar result was used in
the proof of [Pal69, Theorem 1.9], but a complete proof was not provided.
Lemma 2.3.24. Let i ∈ I such that the dimension of W s(X i(V0)) is at least one. If X i(V0)
is an equilibrium point let Di(V ) be the closure of {W sloc(X i(V )) − φ1(W sloc(X i(V )))} in M
and let Ni be an open neighborhood of Di(V0) in M . If X i(V0) is a periodic orbit let S be
a smooth cross section with τ̂ : S → S the C1 first return map, let Di(V ) be the closure
of {(W sloc(X i(V ))
⋂
S) − τ̂(W sloc(X i(V ))
⋂
S)} in S, and let Ni be an open neighborhood of
Di(V0) in M . Then there exist an open neighborhood Ui of W sloc(X i(V0)) in M and an open
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Figure 2.11: Example of the construction of the directed graphs in the proof of Lemma 2.3.25.
A vector field on the sphere S2 (left) and the corresponding directed graph (right) for the
closure of the region of attraction of its stable hyperbolic equilibrium point (blue dot) are
shown. A saddle hyperbolic equilibrium point (red dot), along with a sink and a source (black
dots) are also shown. Note that equilibrium point four does not appear in the directed graph
since it is not contained in the closure of the region of attraction.
neighborhood Wi of V0 in the C1 topology such that V ∈ Wi implies that W sloc(X i(V )) ⊂ Ui,
Di(V ) ⊂ Ni, and for every x ∈ Ui−W u(X i(V )), the backwards orbit of x under V intersects
Ni in finite negative time. Furthermore, there exists Û ⊂ Ui open such that V ∈ W implies
X i(V ) ⊂ Û and backwards orbit of any x ∈ Û under V is contained in Ui at least until it
enters Ni.
Proof of Lemma 2.3.24. The result nearly follows from Lemma 2.2.37, but a slight extension
is required. The details are presented in Appendix C.
Lemma 2.3.25 is the main technical result behind Theorem 2.3.9. It states that there
exists an open neighborhood such that for any vector field sufficiently C1 close to V0, this
open neighborhood contains the union of the stable manifolds of the perturbations of all
the critical elements in I+, and this open neighborhood is contained in the union of their
unstable manifolds.
Lemma 2.3.25. Under the conditions of Lemma 2.3.8 there exists an open neighborhood U
of W s(Xs(V0)) in M and an open neighborhood W of V0 in the C1 topology such that V ∈ W
implies that ⋃i∈I+ W s(X i(V )) ⊂ U ⊂ ⋃i∈I+ W u(X i(V )).
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Proof of Lemma 2.3.25. The first step in the proof is the construction of a graph whose
vertices are the critical elements in I+ and whose directed edges indicate the intersection
of the stable and unstable manifolds of the vertices they connect. Figure 2.11 provides an
example directed graph for a vector field on the sphere S2. The goal is to construct an open
neighborhood of the critical elements such that under the flow of any vector field sufficiently
C1 close to V0, the backwards orbits of every point in the open neighborhood eventually
enter the local unstable manifold of some critical element. This is achieved by constructing
the open neighborhood inductively by traversing the directed graph starting from the critical
elements which have zero dimensional stable manifolds: call them sources. When each critical
element is reached in the induction, an open neighborhood Ui is constructed containing that
critical element and an open fundamental neighborhood of its stable manifold is constructed
such that under the flow of any vector field V C1 close to V0, the backward orbit of any
point in Ui will enter eitherW uloc(X i(V )) or the fundamental neighborhood, and the backward
orbit of any point in the fundamental neighborhood will enter Uj for some element j which
is strictly closer to the sources in the directed graph than i is. Lemma 2.3.24 is used to
construct the desired Ui. This will then imply that the union of these neighborhoods is
contained in the union of the unstable manifolds of the critical elements. To construct
a neighborhood which contains their stable manifolds as well, it is necessary to construct
U ′i ⊂ Ui and N ′i ⊂ Ni contained in the fundamental neighborhood such that the backward
orbit of any point in U ′i does not escape Ui at least until it enters N ′i and the backward orbit
of any point in N ′i does not escape Ni at least until it enters Uj for some j 6= i. As the local
stable manifolds are contained in the union of the Ui by construction, the above construction
will imply that the backwards orbits of any point in the fundamental domain of the stable
manifold of X i(V ) does not escape the union of the neighborhoods above. Consequently, the
entire stable manifold is contained in this neighborhood.








u(X i(V0)). Hence, we can draw a directed
graph with the elements of I+ as vertices such that there is an edge from i to j if and only if
W s(X i(V0))
⋂
W u(Xj(V0)) 6= ∅ for any i, j ∈ I+. By Lemma 2.3.8, I and ∂W s(Xs(V0)) are
nonempty, so this graph contains at least two vertices and at least one edge. By Lemma 2.3.8
there are no homoclinic orbits, so no self edges in the graph, and no heteroclinic cycles, so no
cycles in the graph. Thus, since I+ is finite, every directed path, hereafter referred to simply
as paths, in the graph must be finite. We define a forward maximal path to be a path whose
final vertex has no outgoing edges. Similarly, a backward maximal path is defined to be a path
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whose first vertex has no incoming edges. A maximal path is a path which is both forward
and backward maximal. Let E0 ⊂ I+ be the collection of vertices such that for i ∈ E0, the
dimension of W u(X i(V0)) is equal to the dimension of M . We claim that every backward
maximal path starts with s and every forward maximal path ends with some element of
E0. For, suppose (i1, ..., ik) is backward maximal and assume towards a contradiction that
i1 6= s. Then, by Lemma 2.3.8, W s(Xs(V0))
⋂
W u(X i1(V0)) 6= ∅. Hence, (s, i1, ..., ik) is
a path, which contradicts that (i1, ..., ik) was backward maximal. Now suppose (i1, ..., ik)
is forwards maximal and assume towards a contradiction that ik 6∈ E0. This implies that
the dimension of W u(X ik(V0)) is less than the dimension of M . Since X ik(V0) is hyperbolic,
W s(X ik(V0)) must have dimension at least one, so there exists x ∈ {W s(X ik(V0))−X ik(V0)}.
Then x ⊂ ∂W s(Xs(V0)) ⊂
⋃
i∈IW
u(X i(V0)) so x ∈ W u(Xj(V0)) for some j ∈ I. Hence,
(i1, ..., ik, j) is a path, which contradicts that (i1, ..., ik) is forwards maximal.
Next some notation is introduced which will be useful below. Let b(i, j) be the behavior
of i to j [Pal69], which is defined to be the path of maximum length from i to j, where
we define b(i, j) = 0 if there is no path from i to j. For example, in the directed graph
of Figure 2.11, b(1, 2) = 1, b(2, 3) = 1, and b(1, 3) = 2. For any E ⊂ I+, define b(i, E)
to be the maximum of b(i, j) over j ∈ E. Let sk = {i ∈ I+ : b(i, E0) = k} and let
Ek =
⋃k
l=0 sl. For each i ∈ I+ − E0, if X i(V0) is an equilibrium point let Di(V0) be the
closure of {W sloc(X i(V0)) − φ1(W sloc(X i(V0))}, and if X i(V0) is a periodic orbit let S be a
smooth cross section of X i(V0) with C1 first return map τ̂ and let Di(V0) be the closure of
{W sloc(X i(V0))
⋂
S − τ̂(W sloc(X i(V0))
⋂
S)}. Then Di(V0) is called a fundamental domain of
X i(V0) [Pal69] and satisfies
⋃
t∈R φt(Di(V0)) = W s(X i(V0)). Note that Di(V0) is compact
since it is closed in M compact. For each i ∈ E0, let U ′i ⊂ Ui be open neighborhoods of
X i(V0) in M and Wi an open neighborhood of V0 in the C1 topology such that V ∈ Wi
implies that Ui ⊂ W uloc(X i(V )) and the backwards orbit of U ′i does not escape Ui under
V . This is possible since U ′i ⊂ Ui ⊂ W sloc(X i(V )) and the time-t flow φt of V restricted to
W sloc(X i(V )) is a contraction for any t > 0.
The main core of the argument involves proving the claim below, which constructs the
pieces needed to give the neighborhood U in the statement of the Lemma with the desired
properties. We claim that for every i ∈ I+ − E0, say b(i, E0) = l > 0, there exist open
neighborhoods N ′i ⊂ Ni of Di(V0) in M , open neighborhoods U ′i ⊂ Ui of W sloc(X i(V0)) in M ,
Ti > 0, and an open neighborhood Wi of V0 in the C1 topology such that V ∈ Wi implies
that W sloc(X i(V )) ⊂ U ′i , Di(V ) ⊂ N ′i , for every x ∈ Ni there exists t ∈ [0, Ti] such that
φ−t(x) ∈
⋃






j, every backward orbit of points in Ui is either in W u(X i(V )) or enters
Ni in finite negative time, and every backward orbit of points in U ′i is contained in Ui at
least until it enters Ni.
We proceed by induction in k on the sets Ek of the directed graph for V0. Suppose that
for every i ∈ Ek, say b(i, E0) = l ≤ k, there exist open neighborhoods N ′i ⊂ Ni of Di(V0),
open neighborhoods U ′i ⊂ Ui of W sloc(X i(V0)), Ti > 0, and an open neighborhood Wi of V0
such that V ∈ Wi implies that W sloc(X i(V )) ⊂ U ′i , Di(V ) ⊂ N ′i , for every x ∈ Ni there exists
t ∈ [0, Ti] such that φ−t(x) ∈
⋃
j∈El−1 Uj, for every x ∈ N ′i there exists t ∈ [0, Ti] such that
φ[−t,0](x, V ) ⊂ Ni and φ−t(x) ∈
⋃
j∈El−1 Uj, every backward orbit of points in Ui is either
in W u(X i(V )) or enters Ni in finite negative time, and every backward orbit of points in
U ′i is contained in Ui at least until it enters Ni. Let i ∈ sk+1. Note that this implies that
every path starting from i consists only of vertices in Ek (other than i itself) since otherwise
b(i, E0) would be greater than k+1. Hence,W s(X i(V0))
⋂
W u(Xj(V0)) 6= ∅ is possible only if
j ∈ Ek. Consequently, Di(V0) = Di(V0)
⋂⋃
j∈EkW




u(Xj(V0)) and by the above remark. Let x ∈ Di(V0)
⋂
W u(Xj(V0))
for some j ∈ Ek. As U ′j is an open neighborhood of Xj(V0), there exists Tx > 0 such that
φ−Tx(x) ∈ U ′j. By continuity of the flow, there exists an open neighborhood Ux of x such that
φ−Tx(Ux) ⊂ U ′j. Repeating this for each j ∈ Ek, we have that the collection {Ux}x∈Di(V0)
is an open cover of Di(V0), so there exists a finite subcover, say {Uxn}. Choose U ′xn and















let Ti = maxn Txn . Then N ′i is an open neighborhood of Di(V0) such that for each x ∈ N ′i




j. Since N ′i is an open neighborhood of
Di(V0), by Lemma 2.3.24 there exist an open neighborhood Ui of W sloc(X i(V0)) in M , an
open neighborhood Wi of V0 in the C1 topology, and an open neighborhood U ′i of X i(V0) in
M such that V ∈ Wi implies that W sloc(X i(V )) ⊂ Ui, X i(V ) ∈ U ′i , Di(V ) ⊂ N ′i , for every
x ∈ Ui − W u(X i(V )), the backwards orbit of x under V intersects N ′i in finite negative
time, and for every x ∈ U ′i its backwards orbit is contained in Ui at least until it enters





n, which is possible by continuity of the flow and since n is finite. Let εi > 0 such that
the Hausdorff distance from ∂φ[−Txn ,0](U ′xn , V0) to ∂φ[−Txn ,0](Uxn , V0) is greater than εi, which
is possible since the closure of the former is contained in the latter. Similarly, shrink εi
if necessary so that the Hausdorff distance from ∂φ[−Txn ,0](U ′xn , V0) to ∂φ[−Txn ,0](U ′′xn , V0) is
greater than εi. Shrink Wi if necessary so that V ∈ Wi implies that φ[−Txn ,0](Uxn , V ) is
εi C
1-close to φ[−Txn ,0](Uxn , V0) and φ[−Txn ,0](U ′′xn , V ) is εi C1-close to φ[−Txn ,0](U ′′xn , V0). Let
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Nn := φ[−Txn ,0](U ′xn , V0). The above implies that for any V ∈ Wi, φ[−Txn ,0](U ′′xn , V ) ⊂ Nn ⊂
φ[−Txn ,0](Uxn , V ). Let Ni =
⋃
nNn. Then Ni is open and for every V ∈ Wi and x ∈ Ni




j. Furthermore, for every V ∈ Wi and




j and φ[−t,0](x, V ) ⊂ Ni. This
satisfies the induction step for i. Repeating for all i ∈ sk+1 completes the induction.
Now we prove the claim. Let W = ⋂i∈I+ Wi. Let U = ⋃i∈I+ Ui ⋃i∈I+−E0 Ni. First we
show that U is contained in the union of unstable manifolds of the critical elements. Now
let V ∈ W and let x ∈ U . By construction, the backwards orbit of x passes from Ui to either
W u(X i(V )) or to N ′i and then to U ′j with b(j, E0) < b(i, E0) and repeats this process. Note
that for any x ∈ Ni, its backwards orbit also passes to Uj with b(j, E0) < b(i, E0). Since
b(i, E0) is finite, repeating this process the orbit must ultimately enter W u(Xj(V )) for some




Next we show that U contains the union of stable manifolds of the critical elements. This is
trivially true for sources since for any V ∈ W and i ∈ E0, W s(X i(V )) = X i(V ) ⊂ Ui ⊂ U .
So, let i ∈ I+−E0. Then W sloc(X i(V )) ⊂ Ui ⊂ U . Therefore, it suffices to show that for any
x ∈ Di(V ) the backwards orbit of x under V is contained in U . So, let x ∈ Di(V ). Then
x ∈ N ′i so there exists t ∈ [0, Ti] such that φ[−t,0](x, V ) ⊂ Ni, φ−t(x, V ) ∈ U ′j with b(j, E0) <
b(i, E0), and either φ−t(x, V ) ∈ W uloc(Xj(V )) or the backwards orbit of φ−t(x, V ) remains in
Uj until it enters N ′j, say at y. Then there exists t ∈ [0, Tj] such that φ[−t,0](y, V ) ⊂ Nj and
φ−t(y, V ) ∈ U ′k with b(k,E0) < b(j, E0). As b(i, E0) is finite, this process must terminate in
a finite number of steps with the backwards orbit of x entering W uloc(Xj(V )) ∩ U ′j for some
j ∈ I+, say at z. By construction, the backwards orbit of z under V does not escape Uj.
As W sloc(X i(V ))
⋃
t<0 φt(Di(V )) = W s(X i(V )), this implies that W s(X i(V )) ⊂ U . Hence,
U ⊃ ⋃i∈I+ W s(X i(V )). Thus, by Lemma 2.3.8, U ⊃ ⋃i∈I+ W s(X i(V0)) = W s(Xs(V0)).
Lemma 2.3.26 shows that under the conditions of Lemma 2.3.25, for any vector field
sufficiently C1 close to V0, the only nonwandering points in U for this vector field are the
perturbations of the critical elements of V0 in U .
Lemma 2.3.26. Under the conditions of Lemma 2.3.25, for V ∈ W ,
Ω(V )⋂U = ⋃i∈I+ X i(V ).
Proof of Lemma 2.3.26. Assuming the existence of a nonwandering point other than the
perturbations of the critical elements in I+, the C1 Closing Lemma implies that there is a
nearby vector field and a nearby point in U which is periodic. However, by Lemma 2.3.25
this contradicts that U is contained in the union of unstable manifolds of the perturbed
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critical elements. Let V ∈ W and assume towards a contradiction that x ∈ Ω(V )⋂U such
that x 6∈ ⋃i∈I+ X i(V ). As ⋃i∈I+ X i(V ) is a finite union of hyperbolic critical elements,
they are separable by open sets, say ⋃i∈I+ U ′i with X i(V ) ⊂ U ′i for each i ∈ I+ and the U ′i
pairwise disjoint. Let U ′0 be an open neighborhood of x which, by shrinking the set of U ′i ,
can be made disjoint from ⋃i∈I+ U ′i . For each i ∈ I+ let Ui = U ′i ∩ U and let U0 = U ′0 ∩ U .
Let W ′ ⊂ W such that V ∈ W ′ and V ′ ∈ W ′ implies X i(V ′) ⊂ Ui for all i ∈ I+. By
the C1 Closing Lemma [Pug67] there exists V ′ ∈ W ′ and y ∈ U0 such that y is contained
in a periodic orbit. By construction, y 6∈ X i(V ′) for any i ∈ I+. As V ′ ∈ W ′ ⊂ W ,
y ∈ U0 ⊂ U ⊂
⋃
i∈I+ W
u(X i(V ′)), which contradicts that y is periodic.
Lemma 2.3.27 shows that the closure of the stable manifold of the perturbed stable
equilibrium point of any vector field sufficiently close to V0 is equal to the union of the stable
manifolds of the perturbed critical elements in I+.
Lemma 2.3.27. Under the conditions of Lemma 2.3.25, shrinking W if necessary, for V ∈
W W
s(Xs(V )) = ⋃i∈I+ W s(X i(V )).
Proof of Lemma 2.3.27. It suffices to show that ∂W s(Xs(V )) = ⋃i∈IW s(X i(V )). That⋃
i∈IW
s(X i(V )) ⊂ ∂W s(Xs(V )) will follow from the proof of Theorem 2.2.23. For the other
direction, choosing U ′ ⊂ U ′ ⊂ U from Lemma 2.3.25, we show that W s(Xs(V )) ⊂ U which
implies, by Lemma 2.3.26, that its nonwandering set is equal to ⋃i∈I+ X i(V ). The result
then follows.
First we show that ⋃i∈IW s(X i(V )) ⊂ ∂W s(Xs(V )). By the argument in the proof of
Theorem 2.2.23, shrinkingW if necessary implies that for V ∈ W and i ∈ I,W u(X i(V ))⋂W s(Xs(V )) 6=
∅. By the proof of Theorem 2.2.12, this implies that W s(X i(V )) ⊂ ∂W s(Xs(V )) for every
i ∈ I. Hence, ⋃i∈IW s(X i(V )) ⊂ ∂W s(Xs(V )).
Next we show that ∂W s(Xs(V )) ⊂ ⋃i∈IW s(X i(V )). Observing the proof of
Lemma 2.3.25, we may choose U ′ ⊂ U open inM andW ′ ⊂ W open in the C1 topology such
that U ′ ⊂ U and the conclusions of Lemma 2.3.25 hold for U ′ andW ′. Hence, V ∈ W ′ implies
that W s(Xs(V )) ⊂ U ′, which implies that W s(Xs(V )) ⊂ U ′ ⊂ U . So, ∂W s(Xs(V )) ⊂ U .
By Lemma 2.3.26, Ω(V )⋂U = ⋃i∈I+ X i(V ), so Ω(V )⋂ ∂W s(Xs(V )) = ⋃i∈I+ X i(V ). For
x ∈ ∂W s(Xs(V )), ω(x) is closed, invariant, and nonwandering, so ω(x) ⊂ ⋃i∈I X i(V ). As
in the proof of Lemma 2.3.8, this implies that ω(x) = Xj(V ) for some j ∈ I and that
x converges to Xj(V ) in forwards time. Hence, x ∈ W s(Xj(V )). Thus, for V ∈ W ′,
∂W s(Xs(V )) ⊂ ⋃i∈IW s(X i(V )).
Proof of Theorem 2.3.9. Follows immediately from Lemmas 2.3.25-2.3.27.
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Lemma 2.3.28 states that the nonwandering points in the boundary of the union of stable
manifolds of the stable equilibrium point, where the boundary is taken in M × J ′, is equal
to the union of the perturbations of the critical elements in I. In addition, this boundary in
M × J ′ does not contain any additional nonwandering points beyond those contained in the
union of boundaries of the stable manifolds taken in M .
Lemma 2.3.28. Under the conditions of Corollary 2.3.10, for J sufficiently small with











Lemma 2.3.28. The proof uses Lemma 2.3.25 to get neighborhoods U ′ ⊂ U ′ ⊂ U such that
W s(Xs(Vp)) ⊂ U ′ for all p ∈ J , soW s(Xs(VJ)) ⊂ U ′×J . ThenW
s(Xs(VJ)) ⊂ U
′×J ⊂ U×J
and the result follows from Lemma 2.3.26.
By Lemma 2.3.25 and Lemma 2.3.27, there exist U an open neighborhood ofW s(Xs(p0))





U ⊂ ⋃i∈I+ W u(X i(Vp)). Observing the proof of Lemma 2.3.25, we may choose U ′ ⊂ U open
in M and shrink J further such that U ′ ⊂ U and the conclusions of Lemma 2.3.25 hold
for U ′ and p ∈ J . In particular, for any p ∈ J , W s(Xs(Vp)) ⊂ U ′. Hence, W s(Xs(VJ)) ⊂
U ′ × J , so W s(Xs(VJ)) ⊂ U
′ × J where the closure is taken in M × J . As U ′ ⊂ U ,



























i(VJ) ⊂ ∂W s(Xs(VJ)),





i(VJ). By Lemma 2.3.26,
tp∈JΩ(Vp)
⋂








Proof of Corollary 2.3.10. The conclusions of the corollary will follow immediately from
Theorem 2.2.23 and Corollary 2.2.25 once the assumptions behind them are verified. In
particular, Assumptions 2.2.14-2.2.15 and Assumptions 2.2.17-2.2.18 must be verified. Let
U be the neighborhood of Lemma 2.3.26, so that Ω(VJ)
⋂(U × {p0}) = Ω(Vp)⋂U =⋃
i∈I X
i(p0). By the proof of Lemma 2.3.28, ∂W s(Xs(VJ))
⋂(M × {p0}) ⊂ U × {p0}. In
particular, U is an open neighborhood of ∂W s(Xs(VJ))
⋂(M×{p0}) in (M×{p0}) such that
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Ω(VJ)
⋂(U × {p0}) = ⋃i∈I X i(p0) is a finite union of hyperbolic critical elements in M , thus
satisfying Assumptions 2.2.14-2.2.15. The above implies that the critical elements contained
in ∂W s(Xs(VJ))
⋂(M × {p0}) are at most {X ip0}i∈I . By Assumption 2.3.6, the stable and
unstable manifolds of each pair of critical elements in {X ip0}i∈I are transverse, thus verifying
Assumption 2.2.18. Let p ∈ J . For each orbit γ contained in ∂W s(Xs(VJ))∩(M×{p}), since
M is compact, ω(γ) is nonempty, nonwandering, compact, and connected. By Lemma 2.3.28,
Ω(VJ)
⋂(∂W s(Xs(VJ)) ∩ (M × {p})) = ⋃i∈I X i(p). Hence, ω(γ) ⊂ ⋃i∈I X i(p) as it is non-
wandering. As {X i(p)}i∈I are a finite collection of hyperbolic critical elements, they are
separable by open sets. As ω(γ) is connected, this implies that ω(γ) = X i(p) for some i ∈ I.
The above verifies Assumption 2.2.17.
2.3.5.2 Euclidean Space
Similar to Lemma 2.3.22, Lemma 2.3.29 shows that under Assumptions 2.3.4-2.3.13, the
intersection of the nonwandering set with the RoA boundary consists of a finite union of
critical elements, as opposed to an arbitrary union. This is important because a finite union
of hyperbolic critical elements persists under perturbations to the vector field, whereas an
arbitrary union may not.
Lemma 2.3.29. Under the conditions of Lemma 2.3.18 the number of critical elements of
V0 contained in ∂W s(Xs(V0)) is finite.
Proof of Lemma 2.3.29. By the assumptions of Lemma 2.3.18, either ∂W s(Xs(V0)) is
bounded or by Assumption 2.3.13 there exists a neighborhood N of∞ such that Ω(V0)
⋂
N =
∅. In either case, there exists a compact set K ⊂ ∂W s(Xs(V0)) such that
Ω(V0)
⋂
∂W s(Xs(V0)) = Ω(V0)
⋂
K. The rest of the proof proceeds exactly as in the proof
of Lemma 2.3.22.
Because of Lemma 2.3.29, henceforth we assume that I, the set indexing the critical
elements in the RoA boundary as in Assumption 2.3.4, is finite.
We first prove the main result in the case that the RoA is bounded. This reduces to the
same proof as for compact Riemannian manifolds above.
Proof of Theorem 2.3.19. As W s(Xs(V0)) is bounded, it is compact. Then the proofs of
Lemma 2.3.8 and Lemmas 2.3.23-2.3.27 follow exactly as for compact Riemannian manifolds.
The theorem then follows from Lemmas 2.3.25-2.3.27.
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Proof of Lemma 2.3.18. That I is nonempty will follow from Assumptions 2.3.11-2.3.12.
That W s(Xs(V0)) =
⋃
i∈I+ W
s(X i(V0)) follows from the same argument as in the proof of
Lemma 2.3.8. IfW s(Xs(V0)) is bounded, then the proof of Lemma 2.3.25 can be used to find
the desired neighborhood U . Otherwise, if Assumption 2.3.13 is satisfied, it can be shown
there is an open, invariant, wandering set U∞ containing ∞, and the proof of Lemma 2.3.25
can be modified by including ∞ in the directed graph of the critical elements in the natural
way.
First we show that I is nonempty. By Assumption 2.3.11, ∂W s(Xs(V0)) 6= ∅, so there
exists x ∈ ∂W s(Xs(V0)). By Assumption 2.3.12, the closure of the forward orbit of x is
compact, so ω(x) is nonempty. As ω(x) is nonwandering, by Assumption 2.3.4 this implies
that I must be nonempty.
Next we show that W s(Xs(V0)) =
⋃
i∈I+ W
s(X i(V0)). By Assumption 2.3.12, for every
x ∈ ∂W s(Xs(V0)), ω(x) is nonempty and compact. Hence, the same argument as in the proof
of Lemma 2.3.8 shows that W s(Xs(V0)) ⊂
⋃
i∈I+ W
s(X i(V0)). Similarly, the same argument
as in the proof of Lemma 2.3.8 shows that ⋃i∈I+ W s(X i(V0)) ⊂ W s(Xs(V0)) and that there
are no homoclinic orbits or heteroclinic cycles among the critical elements in I+ for V0.
IfW s(Xs(V0)) is bounded, then the construction in Lemma 2.3.25 can be applied to show,
as in the proof of Lemma 2.3.26, that there exists an open neighborhood U of W s(Xs(V0))
in M such that Ω(V0)
⋂
U = ⋃i∈I+ X i(V0).
If Assumption 2.3.13 holds then let N be an open neighborhood of {∞} inM×{∞} such
that Ω(V0)
⋂
N = ∅. Define, for the sake of convenience, W u(∞) := {x ∈M : α(x) = ∅}. As
in the proof of Lemma 2.3.25, define a directed graph of I+⋃{∞}. As, by the above, there
are no homoclinic orbits or cycles, and I ⋃{∞} is finite, every maximal forward path must
end in either some i ∈ E0 or in ∞. Let U∞ =
⋃
t∈R φt(N, V ). Then U∞ is an open invariant
neighborhood of ∞ which consists of wandering points since N does and the wandering
set is invariant. Therefore, repeating the construction of U in Lemma 2.3.25 for the case
of a fixed parameter vector field only yields a neighborhood U of W s(Xs(V0)) such that
Ω(V0)
⋂
U = ⋃i∈I+ X i(V0). Furthermore, for every x ∈ U its orbit in backwards time enters
either W uloc(Xj(V0)) for some j ∈ I+ or the neighborhood N .
Remark 2.3.30. Despite the similarities between the proof of Lemma 2.3.25 and the proof of
Lemma 2.3.18, even if there exists a neighborhood of∞ containing no nonwandering points,
the result of Lemma 2.3.25 does not hold for M Euclidean. The reason is that U∞ in the
argument above can have nonwandering points in its closure, as well as nonwandering points
which enter it under perturbation away from ∞, so that perturbed orbits in ∂W s(Xs(V ))
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can approach these nonwandering points through U∞. Alternatively, setting U∞ = N ′ for
N ′ a sufficiently small neighborhood of ∞ containing no nonwandering points implies that
N ′ will not have nonwandering points in its closure or under perturbation, but N ′ is not
backwards (or forwards) invariant, so the perturbed orbits in ∂W s(Xs(V )) can exit N ′ and
approach other nonwandering points.
Let M be the set of closed subsets of M with the Chabauty metric. Let {Kn}∞n=1 be
an exhaustion of M by compact sets and let Kn be the set of closed subsets of Kn with the
Hausdorff metric. Define a family of functions G1n : W ′ → Kn by sending V to the closure of
W
s(Xs(V ))⋂ int Kn. Define another family of functions G2n : W ′ → Kn by sending V to the
closure of the intersection of int Kn with the closure of the union of the equilibrium points
and periodic orbits of V . Define the family of functions G3n : W ′ → Kn by sending V to the
closure of the intersection of int Kn with the closure of the union of points in M whose ω
limit sets under V are empty.
Lemma 2.3.31 shows that each of the functions defined above is lower semi-continuous
over W ′. As Kn is a compact metric space for each n, and the set of continuity points of
semi-continuous functions with codomain a compact metric space is residual by the Remark
following Corollary 1 of [Kur68], these functions are continuous for generic vector fields in
W ′. This fact will be the basis of the proof of Theorem 2.3.20.
Lemma 2.3.31. For each n, the functions G1n, G2n, and G3n are lower semi-continuous.
Proof of Lemma 2.3.31. Lower semi-continuity of G2n will follow from the proof of [PR83,
Theorem 11.3]. Lower semi-continuity of G1n is shown by noting that int W sloc(Xs(V )) is C1
continuous and open, and for any point in W s(Xs(V0)) there exists some time at which it
enters int W sloc(Xs(V )). Lower semi-continuity of G3n is proven by recognizing that conver-
gence in the strong C1 topology implies that vector fields agree outside some compact set,
and that if a point has an empty ω limit set then its forward orbit must exit and remain
outside this compact set for all future time.
Fix n > 0, let V0 ∈ W ′, and let Vm ∈ W ′ with Vm → V0. First we show that G1n
is lower semi-continuous. It suffices to show that lim infm→∞G1n(Vm) ⊃ G1n(V0). First
suppose there exists x ∈ G1n(V0)
⋂
W s(Xs(V0))
⋂ int Kn. Then there exists T > 0 such
that φT (x, V0) ∈ int W sloc(Xs(V0)). As Vm → V0, int W sloc(Xs(V )) is C1 continuous with
respect to V , int W sloc(Xs(V0)) is open, and the flow is C1 continuous, there exists Z
such that m ≥ Z implies that φT (x, Vm) ∈ int W sloc(Xs(V0)) ⊂ W s2ε(Xs(Vm)). Thus,
x ∈ int Kn
⋂
W s(Xs(Vm)) ⊂ G1n(Vm) for m ≥ M , so x ∈ lim infm→∞G1n(Vm). Next sup-
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pose there exists x ∈ G1n(V0)
⋂
∂W s(Xs(V0))
⋂ int Kn. Since x ∈ ∂W s(Xs(V0)) and int Kn
is open, there exist {xk}∞k=1 ⊂ int Kn
⋂
W s(Xs(V0)) such that xk → x. By the above,
{xk}∞k=1 ⊂ lim infm→∞G1n(Vm). As lim infm→∞G1n(Vm) is closed [Hau57, Section 28], this
implies that x ∈ lim infm→∞G1n(Vm). Now suppose there exists x ∈ G1n(V0)
⋂
∂Kn. Then
by definition of G1n, there exist {xk}∞k=1 ⊂ int Kn
⋂
W
s(Xs(V0)) such that xk → x. By the
above, {xk}∞k=1 ⊂ lim infm→∞G1n(Vm). As lim infm→∞G1n(Vm) is closed, this implies that
x ∈ lim infm→∞G1n(Vm). Hence, lim infm→∞G1n(Vm) ⊃ G1n(V0).
That G2n is lower semi-continuous is shown in the proof of [PR83, Theorem 11.3] in which
Γi plays the role of G2n.
Next we show that G3n is lower semi-continuous. Since Vm → V0 in the strong C1 topology
there exists a compact set K such that for m sufficently large Vm and V0 are equal outside of
K. Suppose x ∈ G3n(V0)
⋂ int Kn. Since ω(x) = ∅ and K is compact, there must exist T > 0
such that φt(x, V0) 6∈ K for t ≥ T . Let y = φT (x, V0) and for each m let xm = φ−T (y, Vm).
Since Vm and V0 agree outside of K, φt(xm, Vm) 6∈ K for t ≥ T and the foward orbits
of y under V0 and φt(xm, Vm) under Vm agree. Hence, their ω limit sets must be equal,
so ω(xm) = ω(y) = ∅. Then for m sufficiently large, xm ∈ int Kn since int Kn is open.
Clearly xm → φ−T (y, V0) = x. Thus, x ∈ lim infm→∞G3n(Vm). Now suppose there exists x ∈
G3n(V0)
⋂
∂Kn. Then by definition of G3n, there exist {xk}∞k=1 ⊂ int Kn such that xk → x and
ω(xk) = ∅ for each k. By the above, {xk}∞k=1 ⊂ lim infm→∞G3n(Vm). As lim infm→∞G3n(Vm) is
closed, this implies that x ∈ lim infm→∞G3n(Vm). Hence, lim infm→∞G3n(Vm) ⊃ G3n(V0).
Lemma 2.3.32 shows that the assumption that a vector field inW ′ is a point of continuity
of G1n, G2n, and G3n for all n is generic.
Lemma 2.3.32. Let W be an open set in the strong C1 topology. Then for generic V0 ∈ W ,
V0 is a point of continuity of G1n, G2n, and G3n for all n.
Proof of Lemma 2.3.32. By the Remark following Corollary 1 of [Kur68], for fixed n, since
Kn is compact and therefore Kn is a compact metric space, the set of continuity points Cn
of G1n, G2n, and G3n is residual in W ′. Let C̃ =
⋂∞
n=1Cn. Then C̃ is residual in W ′ and, since
the space of C1 vector fields with the strong C1 topology has the Baire property, C̃ is dense
in W ′.
Lemma 2.3.33 shows that for p sufficiently close to p0, every point x in W
s(Xs(Vp)) has
ω(x, Vp) nonempty. This ensures that under small perturbation, no orbits are inW
s(Xs(Vp))
which flow to infinity in forward time. This is one of the key lemmas behind the proof of
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Theorem 2.3.20 because it will help ensure that every orbit in W s(Xs(Vp)) converges to a
critical element.
Lemma 2.3.33. If Vp0 ∈ W ′ complete, satisfies Assumptions 2.3.4-2.3.13, and Vp0 is a point
of continuity of G1n, G2n, and G3n for all n, then for J a sufficiently small open neighborhood
of p0, p ∈ J implies that for all x ∈ W
s(Xs(Vp)), ω(x, Vp) 6= ∅.
Proof of Lemma 2.3.33. We claim that there exists an open neighborhood of p0 in J such
that for every p in this neighborhood and every x ∈ W s(Xs(Vp)), ω(x, Vp) is nonempty.
Assume towards a contradiction than no such open neighborhood exists. As J is a manifold
it is first countable, so the above implies that there exists a sequence {pm}∞m=1 such that
pm → p0 and there exist xm ∈ W
s(Xs(Vpm)) such that ω(xm, Vpm) = ∅. As xm ∈ M
⋃{∞}
compact, passing to a subsequence if necessary we have that xm → x ∈ M
⋃{∞}. We will
see that if x ∈M we arrive at a contradiction via continuity of G1n and G3n at Vp0 . If x ∈ ∞,
then either we are able to reduce to the case of x ∈ M by following each xn along its orbit
or, as Vp0 agrees with Vpn outside a compact set since Vpn → Vp0 in the strong C1 topology,
we obtain a contradiction to Assumption 2.3.13.
First assume that x ∈ M . Then there exists n such that x ∈ int Kn. By conti-
nuity of G1n at Vp0 , x ∈ W
s(Xs(Vp0)). By continuity of G3n at Vp0 , ω(x, Vp0) = ∅. By
Lemma 2.3.18, W s(Xs(Vp0)) =
⋃
i∈I+ W
s(X i(V0)) so that x ∈ W s(X i(Vp0)) for some i ∈ I+.
Thus, ω(x, Vp0) = X i(Vp0) which contradicts that ω(x, Vp0) = ∅. Next assume that x = ∞.
Let Om denote the orbit in both forwards and backwards time of xm under Vpm . Assume
towards a contradiction that there exists a subsequence {Omk}∞k=1 and K ′ ⊂ M compact
such that Omk
⋂
K ′ 6= ∅ for all k. Letting ymk ∈ Omk
⋂
K ′ for all k implies that, since K ′ is
compact, passing to a subsequence if necessary ymk → y ∈ K ′ ⊂ M . Hence, as the ω limit
set is invariant along an orbit, this reduces to the case of x ∈ M above, which leads to a
contradiction. So, there must exist a subsequence {Omk}∞k=1 such that Omk
⋂
Kmk = ∅ for
all k. Let N be the neighborhood of Assumption 2.3.13 so that Ω(Vp0)
⋂
N = ∅ and no orbit
under Vp0 contained in N has both its ω and α limit sets under Vp0 empty. As Vpmk → Vp0 ,
there exists K ⊂M compact such that Vpmk and Vp0 agree outside K. Then for k sufficiently
large, the closure of Omk is contained in (M−K)
⋂
N . As Vp0 and Vpmk agree onM−K, this
implies that Omk is also the orbit of xmk under Vp0 , so that ω(Omk , Vp0) = ω(Omk , Vpmk ) = ∅.
As Omk ⊂ N , this implies that α(Omk , Vp0) 6= ∅. As the closure of Omk is contained in N ,
α(Omk , Vp0) ⊂ N . However, since α(Omk , Vp0) is nonempty and nonwandering under Vp0 ,
this contradicts that Ω(Vp0)
⋂
N = ∅. Hence, xm → x = ∞ results in a contradiction. As
x 6∈M and x 6=∞, we obtain a contradiction to the main assertion above.
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Lemma 2.3.34 is the main technical result behind Theorem 2.3.20. It states that under
the conditions of the theorem, for p sufficiently close to p0, the only nonwandering points that
are present in W s(Xs(Vp)) are the perturbations of the original critical elements contained
in W s(Xs(Vp0)).
Lemma 2.3.34. If Vp0 ∈ W ′ complete, satisfies Assumptions 2.3.4-2.3.13, and Vp0 is a point
of continuity of G1n, G2n, and G3n for all n, then for J a sufficiently small open neighborhood







Proof of Lemma 2.3.34. In the case where W s(Xs(Vp0)) is bounded, the result follows by
Theorem 2.3.19 under weaker assumptions than stated in this lemma. So, we may assume
that W s(Xs(Vp0)) is unbounded. We claim that there exists an open neighborhood of p0 in







towards a contradiction that no such open neighborhood exists. As J is a manifold it is first
countable, so the above implies that there exists a sequence {pm}∞m=1 such that pm → p0
and there exist xm ∈ W




Lemma 2.3.33 we may shrink J if necessary so that p ∈ J and x ∈ W s(Xs(Vp)) implies that
ω(x, Vp) 6= ∅. As pm → p0, we may assume pm ∈ J for all m. In particular, ω(xm, Vpm) 6= ∅
for all m. As {Vp}p∈J is strong C1 continuous and pm → p0, Vpm → Vp0 in the strong C1
toplogy. This implies that there exists K compact such that for m sufficiently large, Vpm




The proof will proceed as follows. First we show that there exists a point ym in the orbit
of xm such that ω(ym, Vpm)
⋂(K ∪ (M − N)) 6= ∅ for all m and {ym}∞n=1 are contained in a
compact set. Passing to a subsequence if necessary implies that ym → y ∈M , and continuity
of G1n at Vp0 implies that y ∈ W
s(Xs(Vp0)). Then we will apply the C1 Closing Lemma to
obtain a sequence of vector fields {V ′m}∞m=1 with V ′m → Vp0 in the strong C1 topology such
that V ′m and Vp0 agree outside the compact set K
⋃(M −N) for all m, and there exist points
zm near ym with zm → y and zm periodic under V ′m. Continuity of G2n at Vp0 then implies
that y is periodic. Hence, y ∈ Xj(Vp0) for some j. It is then shown that the orbits of zm
under V ′m converge with respect to the Hausdorff metric to Xj(Vp0). As Xj(V ′m)→ Xj(Vp0)
with respect to the Hausdorff metric as well, and Xj(V ′m) is disjoint from the orbit of zm
under V ′m, by hyperbolicity of Xj(Vp0) we will obtain a contradiction.
First, assume towards a contradiction that there exists m such that ω(xm, Vpm) ⊂ (M −
K)⋂N . Since (M −K)⋂N is open, this implies that, after some time Tm > 0, the forward
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orbit of xm under Vpm remains in (M −K)
⋂
N for all future time. Let y′m = φTm(xm, Vpm).
Then the above implies that the forward orbit of y′m under Vpm agrees with the forward orbit
of y′m under Vp0 . So, ω(y′m, Vp0) = ω(y′m, Vpm) = ω(xm, Vpm) ⊂ (M − K)
⋂
N is nonempty
since ω(xm, Vpm) is. So, ω(y′m, Vp0) is nonempty, nonwandering, and contained in N . This
contradicts that Ω(Vp0)
⋂
N = ∅. Therefore, we must have ω(xm, Vpm)
⋂(K ⋃(M −N)) 6= ∅
for all m. As K ⋃(M−N) is compact, there exists n such that K ⋃(M−N) ⊂ int Kn−1. As
ω(xm, Vpm)
⋂ int Kn−1 6= ∅, int Kn−1 is open, and ω(xm, Vpm) is in the closure of the forward
orbit of xm under Vpm , there exists ym a point in the forward orbit of xm under Vpm such
that ym ∈ int Kn−1 for each m. Note that ym ∈ W
s(Xs(Vpm)) and is nonwandering since
xm is and both W




as xm is not and these sets are also invariant. As Kn−1 is compact and ym ∈ Kn−1 for all
m, passing to a subsequence if necessary we have that ym → y ∈ Kn−1 ⊂ int Kn. Note that
ym ∈ G1n(Vpm)
⋂ int Kn for each m since ym ∈ W s(Xs(Vpm))⋂ int Kn for each m. As G1n
is continuous at Vp0 , Vpm → Vp0 , ym → y, and ym ∈ G1n(Vpm) for all m, y ∈ W
s(Xs(Vp0)).
Furthermore, ω(ym, Vpm) = ω(xm, Vpm), so, by the above, ω(ym, Vpm)
⋂(K ⋃(M−N)) 6= ∅ for
all m. Then by the C1 Closing Lemma for noncompact manifolds [PR83, p. 311] there exists
a sequence {V ′m}∞m=1 of vector fields onM such that V ′m and Vpm agree onM−(K
⋃(M−N))
and are (1/m) C1-close on (K ⋃(M−N)), and such that there exists a point zm with distance




X i(Vpm) is compact for i ∈ I+, and I+ is finite, ym and
⋃
i∈I+ X
i(Vpm) are separable by open
sets. As zm can be chosen arbitrarily close to ym and each X i(Vp) varies C1 continuously




V ′m and Vpm agree outside the compact set K
⋃(M −N) for all m, and as their C1 distance
on K ⋃(M −N) tends to zero, V ′m → Vp0 in the strong C1 topology. Furthermore, zm → y,
and zm periodic with distance less than (1/m) from ym implies that for m sufficiently large,
zm ∈ int Kn and zm ∈ G2n(V ′m). Since G2n is continuous at Vp0 , zm ∈ G2n(V ′m) form sufficiently
large, V ′m → Vp0 , and zm → y, y ∈ G2n(Vp0). As y ∈ int Kn as well, this implies that y is
contained in the union of equilibria and periodic orbits of Vp0 . As y ∈ W
s(Xs(Vp0)) by the







that y ∈ Xj(Vp0) for some j ∈ I+.
Let Om denote the orbit of zm under V ′m for each m. LetM∞ denote the metric space
of closed subsets of M ⋃{∞} equipped with the Hausdorff metric. As M ⋃{∞} is compact,
M∞ is compact Then {Om}∞m=1 is a sequence inM∞ compact, so passing to a subsequence
if necessary implies that Om → O ⊂ M∞. Note that since y ∈ Xj(Vp0) periodic, the orbit
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of y under Vp0 is Xj(Vp0). Let φt(y, Vp0) ∈ Xj(Vp0) for any t ∈ R. Then, since zm → y
and V ′m → Vp0 , φt(zm, V ′m) → φt(y, Vp0) by continuity of the flow. As φt(zm, V ′m) ∈ Om and
Om → O, this implies that φt(y, Vp0) ∈ O for all t ∈ R, so Xj(Vp0) ⊂ O. Assume towards
a contradiction that there exists x ∈ O − Xj(Vp0). As {x} and Xj(Vp0) are compact and
disjoint, there exists an open neighborhood U ′ containing Xj(Vp0) such that U
′ is disjoint
from x. By Lemma 2.3.18, there exists an open neighborhood U of W s(Xs(Vp0)) ⊃ Xj(Vp0)
such that Ω(Vp0)
⋂
U = ⋃i∈I+ X i(Vp0). Shrinking U ′ if necessary, we may have that U ′ ⊂ U
and, since I+ is finite and each X i(Vp0) is compact, U
′ is disjoint from X i(Vp0) for each
i 6= j. The above implies that ∂U ′⋂Ω(Vp0) = ∅. As x ∈ O there exists a sequence
x′m ∈ Om such that x′m → x. So, m sufficiently large implies that x′m ∈ Om
⋂(M − U ′) and
zm ∈ Om
⋂
U ′ since zm → y ∈ Xj(Vp0) ⊂ U ′. Then Om periodic implies it is connected,
so there exists y′m ∈ Om
⋂
∂U ′. As ∂U ′ is compact, passing to a subsequence if necessary
we have that y′m → y′ ∈ ∂U ′
⋂
O. Choose n sufficiently large such that y′ ∈ int Kn. Then
m sufficiently large implies that y′m ∈ int Kn periodic, so y′m ∈ G2n(V ′m) for m sufficiently
large. By continuity of G2n at Vp0 , since y′m → y′, V ′m → Vp0 , and y′m ∈ G2n(V ′m) for m
sufficiently large, y′ ∈ G2n(V ′m)
⋂ int Kn. So, y′ is periodic under Vp0 , which implies that
y′ ∈ Ω(Vp0)
⋂
∂U ′. But Ω(Vp0)
⋂
∂U ′ = ∅, which is a contradiction. So, O = Xj(Vp0). By
the proofs of [JPdM82, Lemmas 2.1-2.2] there exists an open neighborhood Nj of Xj(Vp0)
and an open neighborhood Ŵ of Vp0 in the strong C1 topology such that Nj ⊂ U ′ and for
every V ∈ Ŵ , Nj does not entirely contain any equilibrium points or periodic orbits of V
other than Xj(V ). As V ′m → V0 in the strong C1 topology, m sufficiently large implies that
V ′m ∈ Ŵ . As Om → O = Xj(Vp0) ⊂ Nj, m sufficiently large implies that Om ⊂ Nj. As Om
is periodic and disjoint from ⋃i∈I+ X i(V ′m), this contradicts the choice of Ŵ and Nj.
Lemma 2.3.35 shows that there exists an open neighborhood U of W s(Xs(Vp0)) in
M
⋃{∞} such that for p sufficiently close to p0, W s(Xs(Vp)) is contained in U . This will be
used in the proof of Corollary 2.3.21.
Lemma 2.3.35. If Vp0 ∈ W ′ complete, satisfies Assumptions 2.3.4-2.3.13, and Vp0 is a point
of continuity of G1n, G2n, and G3n for all n, then for J a sufficiently small open neighborhood
of p0, p ∈ J implies that W
s(Xs(Vp)) ⊂ U , where U is the open neighborhood of W
s(Xs(Vp0))
constructed in Lemma 2.3.18.
Proof of Lemma 2.3.35. In the case where W s(Xs(Vp0)) is bounded, the result follows by
Theorem 2.3.19 under weaker assumptions than stated in this lemma. So, we may assume
that W s(Xs(Vp0)) is unbounded. Let U be the neighborhood of Lemma 2.3.18. Then U
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is an open neighborhood of W s(Xs(Vp0)) in M
⋃{∞}. We claim that there exists an open
neighborhood of p0 in J such that for every p in this neighborhood, W
s(Xs(Vp)) ⊂ U .
Assume towards a contradiction that no such open neighborhood exists. As J is a manifold
it is first countable, so the above implies that there exists a sequence {pm}∞m=1 such that
pm → p0 and there exist xm ∈ W
s(Xs(Vpm)) with xm 6∈ U . As M
⋃{∞} is compact, passing
to a subsequence if necessary we have that xm → x ∈ M
⋃{∞}. First suppose x = ∞. As
W
s(Xs(Vp0)) is unbounded and U is an open neighborhood of W
s(Xs(Vp0)) in M
⋃{∞},
∞ ∈ U . As U is open and xm → ∞ ∈ U , m sufficiently large implies that xm ∈ U , which
is a contradiction. So, we must have x ∈ M . Then there exists n such that x ∈ int Kn.
As xm → x, m sufficiently large implies that xm ∈ W
s(Xs(Vpm))
⋂ int Kn ⊂ G1n(Vpm). By
continuity of G1n at Vp0 , since xm → x, Vpm → Vp0 , and xm ∈ G1n(Vpm) for m sufficiently
large, x ∈ G1n(Vp0)
⋂ int Kn. So, x ∈ W s(Xs(Vp0)) ⊂ U . As U is open and xm → x ∈ U , m
sufficiently large implies that xm ∈ U , which is a contradiction.
Proof of Theorem 2.3.20. First it is shown using Lemma 2.3.33 and Lemma 2.3.34 that
for J sufficiently small, p ∈ J implies that W s(Xs(Vp)) ⊂
⋃
i∈I+ W
s(X i(Vp)). Then by
Lemma 2.3.18, W u(X i(Vp0))
⋂
W s(Xs(Vp0)) 6= ∅ is a transversal intersection, which per-
sists by openness of transversality for J sufficiently small, and this implies by the proof of
Theorem 2.2.12 that for p ∈ J , ⋃i∈I+ W s(X i(Vp)) ⊂ W s(Xs(Vp)).
By Lemma 2.3.32 the additional assumptions present in the statement of Lemma 2.3.34
that do not appear in the statement of the theorem hold for generic Vp0 ∈ W ′. By
Lemma 2.3.34, shrinking J if necessary implies it is an open neighborhood of p0 such






i(Vp). By Lemma 2.3.33, shrink-
ing J further if necessary implies it is an open neighborhood of p0 such that p ∈ J and
x ∈ W s(Xs(Vp)) implies that ω(x, Vp) 6= ∅. So, let p ∈ J and x ∈ W
s(Xs(Vp)). As
W
s(Xs(Vp)) is closed and invariant under Vp, and since ω(x, Vp) is contained in the clo-
sure of the orbit of x under Vp, ω(x, Vp) ⊂ W
s(Xs(Vp)). Then ω(x, Vp) is nonempty,







i(Vp) is compact and ω(x, Vp) is closed, ω(x, Vp) is
compact. Since ω(x, Vp) is compact, it is connected. Hence, ω(x, Vp) = Xj(Vp) for some
j ∈ I+. As ω(x, Vp) is compact, the forward orbit of x must converge to Xj(Vp) = ω(x, Vp).




s(X i(Vp)). By the proof of
Lemma 2.3.18, W u(X i(Vp0))
⋂
W s(Xs(Vp0)) 6= ∅ for all i ∈ I. So, for each i there ex-
ists Ti > 0 such that φTi(W uloc(X i(Vp0)))
⋂
W sloc(Xs(Vp0)) 6= ∅. This intersection is trivially
transverse since W sloc(Xs(Vp0)) is codimension zero in M . Thus, {φTi(W uloc(X i(Vp)))}p∈J
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and {W sloc(Xs(Vp))}p∈J are C1 continuous families over J of compact embedded subman-
ifolds with a point of transversal intersection, so shrinking J if necessary implies that
φTi(W uloc(X i(Vp)))
⋂
W sloc(Xs(Vp)) 6= ∅ for all p ∈ J [KH99, Proposition A.3.16, Corollary
A.3.18]. Hence, as I is finite, shrinking J if necessary gives that for all i ∈ I and p ∈ J ,
W u(X i(Vp))
⋂
W s(Xs(Vp)) 6= ∅. By the proof of Theorem 2.2.12, this implies that for all
p ∈ J , ⋃i∈I+ W s(X i(Vp)) ⊂ W s(Xs(Vp)).
Theorem 2.3.20 showed results for the family {W s(Xs(Vp))}p∈J inM . In contrast, Corol-
lary 2.3.21 and the lemmas below will derive results for W s(XsJ) in M × J , which a priori
is potentially larger than tp∈JW
s(Xs(Vp)). It is W
s(XsJ) that turns out to be relevant in
the applications of interest, although the Corollary will show that under the assumptions of
Theorem 2.3.20 they are equal. Lemma 2.3.36 shows that if W s(Xs(Vp0)) is bounded, then
for J sufficiently small, p ∈ J and x ∈ W s(XsJ) implies that ω(x, Vp) is nonempty.
Lemma 2.3.36. Let J be a smooth manifold and let {Vp}p∈J be a strong C1 continuous
family of vector fields on M possessing a family of stable hyperbolic equilibria {Xs(p)}p∈J .
Suppose there exists p0 ∈ J such that Vp0 is complete, Vp0 satisfies Assumptions 2.3.4-2.3.12,
and W s(Xs(Vp0)) is bounded. Then for J open and sufficiently small, and such that p0 ∈ J ,
for every (x, p) ∈ W s(XsJ), ω(x, Vp) 6= ∅.
Proof of Lemma 2.3.36. By Theorem 2.3.19, for every p ∈ J and every x ∈ W s(Xs(Vp)),
ω(x, Vp) 6= ∅. Assume towards a contradiction that there exists (x, p) ∈ W
s(XsJ) with
ω(x, Vp) = ∅. By Theorem 2.3.19, there exists an open neighborhood U of W
s(Xs(Vp0)) in
M such that U is bounded and, for J sufficiently small, q ∈ J implies that W s(Xs(Vq)) ⊂ U .
Hence, there exists K ⊂ M compact such that U ⊂ K. As ω(x, Vp) = ∅, there exists y
in the forward orbit of x under Vp such that y ∈ M − K. As W
s(Xs(Vp)) is Vp-invariant,
y ∈ W s(Xs(Vp)). However, this contradicts that W
s(Xs(Vp)) ⊂ U ⊂ K.
Lemma 2.3.37 extends the results of Lemma 2.3.33 to show that for J sufficiently small,
p ∈ J and (x, p) ∈ W s(XsJ) implies that ω(x, Vp) is nonempty.
Lemma 2.3.37. Let J be a smooth manifold and let {Vp}p∈J be a strong C1 continuous
family of vector fields on M possessing a family of stable hyperbolic equilibria {Xs(p)}p∈J .
Suppose there exists p0 ∈ J such that Vp0 is complete, Vp0 satisfies Assumptions 2.3.4-2.3.13,
and Vp0 is a point of continuity of G1n, G2n, and G3n for all n. Then for J open and sufficiently
small, and such that p0 ∈ J , for every (x, p) ∈ W
s(XsJ), ω(x, Vp) 6= ∅.
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Proof of Lemma 2.3.37. First it is shown that for every x ∈ W s(XsJ)
⋂(M×{p0}), ω(x, Vp0) 6=
∅. This is proven by contradiction, which first assumes the existence of (x, p0) ∈ W
s(XsJ)
such that ω(x, Vp0) is empty. Then continuity of G1n at Vp0 will imply that x ∈ W
s(Xs(Vp0)),
but this contradicts Lemma 2.3.33. Next, it is shown that for J sufficiently small, for every
(x, p) ∈ W s(XsJ), ω(x, Vp) 6= ∅. This is again proven by obtaining a contradiction using
the first claim above and Assumption 2.3.13, using an argument similar to the proof of
Lemma 2.3.33.
First we claim that for every x ∈ W s(XsJ)
⋂(M × {p0}), ω(x, Vp0) 6= ∅. For, assume
towards a contradiction that there exists x ∈ W s(XsJ)
⋂(M × {p0}) with ω(x, Vp0) = ∅.
Then there exists n such that x ∈ int Kn. Furthermore, by Lemma 2.3.33, x 6∈ W
s(Xs(Vp0))
since for every y ∈ W s(Xs(Vp0)), ω(y, Vp0) 6= ∅. As (x, p0) ∈ W
s(XsJ), there exist (xm, pm) ∈
W s(XsJ) with (xm, pm)→ (x, p0). As int Kn is open and xm → x, m sufficiently large implies
that xm ∈ int Kn. By continuity of G1n at Vp0 , xm ∈ W s(Xs(Vpm))
⋂ int Kn ⊂ G1n(Vpm)
implies that x ∈ G1n(Vp0). As x ∈ int Kn, this implies that x ∈ W
s(Xs(Vp0)), which is a
contradiction. So, we must have ω(x, Vp0) 6= ∅.
Next we claim that for J sufficiently small, for every (x, p) ∈ W s(XsJ), ω(x, Vp) 6= ∅.
Assume towards a contradiction that no such open J containing p0 exists. Then there must
exist sequences pm → p0 and (xm, pm) ∈ W
s(XsJ) such that ω(xm, Vpm) = ∅ for all m.
As M ⋃{∞} is compact, passing to a subsequence if necessary we have that xm → x ∈
M
⋃{∞}. First suppose x ∈ M . As (xm, pm) ∈ W s(XsJ) closed and (xm, pm) → (x, p0),
(x, p0) ∈ W
s(XsJ). Choose n such that x ∈ int Kn and note that for m sufficiently large,
xm ∈ int Kn. By continuity of G3n at Vp0 , ω(xm, Vpm) = ∅ implies that ω(x, Vp0) = ∅. But,
this contradicts the claim proved above. So, suppose x = ∞. Let Om denote the orbit in
both forwards and backwards time of xm under Vpm . Assume towards a contradiction that
there exists a subsequence {Omk}∞k=1 and K ′ ⊂M compact such that Omk
⋂
K ′ 6= ∅ for all k.
Letting ymk ∈ Omk
⋂
K ′ for all k implies that, since K ′ is compact, passing to a subsequence
if necessary ymk → y ∈ K ′ ⊂ M . Hence, as the ω limit set is invariant along an orbit, this
reduces to the case of x ∈ M above, which leads to a contradiction. So, there must exist a
subsequence {Omk}∞k=1 such that Omk
⋂
Kmk = ∅ for all k. Let N be the neighborhood of
Assumption 2.3.13 so that Ω(V0)
⋂
N = ∅ and no orbit under V0 contained in N has both
its ω and α limit sets under V0 empty. As Vmk → V0 in the strong C1 topology, there exists
K ⊂ M compact such that Vmk and V0 agree outside K. Then for k sufficiently large, the
closure of Omk is contained in (M−K)
⋂
N . As V0 and Vmk agree onM−K, this implies that
Omk is also the orbit of xmk under V0, so that ω(Omk , V0) = ω(Omk , Vmk) = ∅. As Omk ⊂ N ,
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this implies that α(Omk , V0) 6= ∅. As the closure of Omk is contained in N , α(Omk , V0) ⊂ N .
However, since α(Omk , V0) is nonempty and nonwandering under V0, this contradicts that
Ω(V0)
⋂
N = ∅. Hence, xm → x = ∞ results in a contradiction. As x 6∈ M and x 6= ∞, we
obtain a contradiction to the main assertion above.
Lemma 2.3.38 extends the results of Lemma 2.3.34 to show that for J sufficiently small,






Lemma 2.3.38. Let J be a smooth manifold and let {Vp}p∈J be a strong C1 continuous
family of vector fields on M possessing a family of stable hyperbolic equilibria {Xs(p)}p∈J .
Suppose there exists p0 ∈ J such that Vp0 is complete, Vp0 satisfies Assumptions 2.3.4-2.3.13,
and Vp0 is a point of continuity of G1n, G2n, and G3n for all n. Then for J open and sufficiently
small, and such that p0 ∈ J , for every p ∈ J , Ω(Vp)
⋂(W s(XsJ)∩ (M ×{p})) = ⋃i∈I+ X i(Vp).
Proof of Lemma 2.3.38. First it is shown that Ω(Vp0)
⋂(W s(XsJ)∩(M×{p0})) = ⋃i∈I+ X i(Vp0).
This is proven by contradiction, which first assumes the existence of (x, p0) ∈ W
s(XsJ) such
that x is nonwandering under Vp0 and x is not in
⋃
i∈I+ X
i(Vp0). Then continuity of G1n at Vp0
will imply that x ∈ W s(Xs(Vp0)), but this contradicts Lemma 2.3.34. Next, it is shown that
for J sufficiently small, p ∈ J implies that Ω(Vp)
⋂(W s(XsJ) ∩ (M × {p})) = ⋃i∈I+ X i(Vp).
This is again proven by obtaining a contradiction using the first claim above, Lemma 2.3.37,
and Assumption 2.3.13, using an argument similar to the proof of Lemma 2.3.34.
First we claim that Ω(Vp0)
⋂(W s(XsJ) ∩ (M × {p0})) = ⋃i∈I+ X i(Vp0). For, assume
towards a contradiction that there exists x ∈ Ω(Vp0) with x 6∈
⋃
i∈I+ X
i(Vp0) and such that
(x, p0) ∈ W
s(XsJ). Then there exists n such that x ∈ int Kn. Furthermore, by Lemma 2.3.34,






i(Vp0). As (x, p0) ∈ W
s(XsJ), there
exist (xm, pm) ∈ W s(XsJ) with (xm, pm) → (x, p0). Then m sufficiently large implies xm ∈
int Kn. Hence, xm ∈ G1n(Vpm) for m sufficiently large. Since G1n is continuous at Vp0 ,
Vpm → Vp0 , xm → x, and xm ∈ G1n(Vpm) for m sufficiently large, x ∈ G1n(Vp0)
⋂ int Kn.
Hence, x ∈ W s(Xs(Vp0)), which is a contradiction. So, we must have Ω(Vp0)
⋂(W s(XsJ) ∩




Next we claim that for J sufficiently small, for every p ∈ J , Ω(Vp)
⋂(W s(XsJ) ∩ (M ×
{p})) = ⋃i∈I+ X i(Vp). Assume towards a contradiction that no such open J containing
p0 exists. Then there must exist sequences pm → p0 and (xm, pm) ∈ W
s(XsJ) such that
xm ∈ Ω(Vpm) but xm 6∈
⋃
i∈I+ X
i(Vpm). By Lemma 2.3.37, for every (x, p) ∈ W
s(XsJ),
ω(x, Vp) 6= ∅. In particular, ω(xm, Vpm) 6= ∅ for all m. As Vpm → Vp0 in the strong C1
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topology, there exists K compact such that for m sufficiently large, Vpm and Vp0 agree on
M−K. By Assumption 2.3.13, there exists a neighborhoodN of∞ such that Ω(Vp0)
⋂
N = ∅.
Then, by the same argument as in the proof of Lemma 2.3.34, ω(xm, Vpm)
⋂(K ⋃(M−N)) 6= ∅
for all m. As K ⋃(M−N) is compact, there exists n such that K ⋃(M−N) ⊂ int Kn−1. As
ω(xm, Vpm)
⋂ int Kn−1 6= ∅, int Kn−1 is open, and ω(xm, Vpm) is in the closure of the forward
orbit of xm under Vpm , there exists ym a point in the forward orbit of xm under Vpm such that
ym ∈ int Kn−1 for each m. Note that (ym, pm) ∈ W
s(XsJ) and is nonwandering under Vpm
since xm is and both W




as xm is not and these sets are also invariant. As Kn−1 is compact and ym ∈ Kn−1 for
all m, passing to a subsequence if necessary we have that ym → y ∈ Kn−1 ⊂ int Kn. As
(ym, pm) ∈ W
s(XsJ) closed and (ym, pm) → (y, p0), (y, p0) ∈ W
s(XsJ). Note that V ′m → Vp0
with respect to the strong C1 topology. Then, by the same argument as in the proof of
Lemma 2.3.34, there exists a sequence {V ′m}∞m=1 of vector fields on M such that Vpm and V ′m
agree on M − (K ⋃(M − N)), are (1/m) C1-close on (K ⋃(M − N)), and such that there




i(V ′m). Then, by the same arguments as in the proof of Lemma 2.3.34,
we have that y is periodic under Vp0 . As (y, p0) ∈ W
s(XsJ) and since it was shown above
that Ω(Vp0)
⋂(W s(XsJ) ∩ (M × {p0})) = ⋃i∈I+ X i(Vp0), we must have y ∈ Xj(Vp0) for some
j ∈ I. Let Om denote the orbit of zm under V ′m. Then, by the same argument as in the
proof of Lemma 2.3.34, passing to a subsequence if necessary we have that Om → Xj(Vp0)
with respect to the Hausdorff metric. Finally, by the same argument as in the proof of
Lemma 2.3.34, there exists an open neighborhood Nj of Xj(Vp0) and an open neighborhood
Ŵ of Vp0 in the strong C1 topology such that for every V ∈ Ŵ , Nj does not entirely contain
any equilibrium points or periodic orbits of V . As Vp0 ∈ Ŵ and V ′m → Vp0 with respect to
the strong C1 topology, m sufficiently large implies that V ′m ∈ Ŵ . As Om → Xj(V0) ⊂ Nj, m




this contradicts the choice of Ŵ and Nj.
Proof of Corollary 2.3.21. The conclusions of the corollary will follow immediately from
Theorem 2.2.23 and Corollary 2.2.24 once the assumptions behind them are verified. In
particular, Assumptions 2.2.14-2.2.15 and Assumptions 2.2.17-2.2.18 must be verified.
Let U be the neighborhood of Lemma 2.3.18. Then Ω(Vp0)
⋂
U = ⋃i∈I+ X i(Vp0). Let
U ′ be an open neighborhood of W s(Xs(Vp0)) in M
⋃{∞} such that U ′ ⊂ U . Then by
Lemma 2.3.35, for p ∈ J ,W s(Xs(Vp)) ⊂ U ′. Thus,W s(XsJ) ⊂ U ′×J , soW
s(XsJ) ⊂ U
′×J ⊂
U × J . In particular, U is an open neighborhood of ∂W s(XsJ)




U consists of a finite union of hyperbolic critical elements, Assumptions 2.2.14-
2.2.15 are satisfied. By Assumption 2.3.6, the stable and unstable manifolds of each pair
of critical elements in ∂W s(XsJ)
⋂(M × {p0}) are transverse, satisfying Assumption 2.2.18.
By Lemma 2.3.38, for every p ∈ J , Ω(Vp)
⋂(W s(XsJ) ∩ (M × {p})) = ⋃i∈I+ X i(Vp). By
Lemma 2.3.37, for every (x, p) ∈ W s(XsJ), ω(x, Vp) 6= ∅. As the orbit of x under Vp is
contained in W s(XsJ) closed and invariant, ω(x, Vp) ⊂ W
s(XsJ). But, ω(x, Vp) nonempty and







and ω(x, Vp) is closed, ω(x, Vp) is compact, so it is also connected. Thus, ω(x, Vp) = Xj(Vp)
for some j ∈ I+. The above verifies Assumption 2.2.17.
2.3.6 Conclusion
This section completed the final step to the proof of RoA boundary continuity under
parameter perturbation for vector fields which are in essence Morse-Smale along the RoA
boundary. This step was to show that these assumptions imply that the RoA boundary
is Ω-stable. In particular, for compact Riemannian manifolds, it was shown that if the
vector field is Morse-Smale along the RoA boundary then under sufficiently small strong
C1 perturbations the RoA boundary is Ω-stable. Initially, Example 2.3.3 showed that in
Euclidean space the RoA boundary can vary discontinuously even for a globally Morse-
Smale vector field under a strong C∞ perturbation. This was a counterexample to [CC95,
Theorem 5.4], which claimed that under weaker assumptions the nonwandering set in the
RoA boundary could not grow under strong C1 perturbations. Hence, for Euclidean space it
is necessary to make additional generic assumptions, and assumptions regarding the behavior
near infinity, along with that the vector field is Morse-Smale along the RoA boundary, to show
that the RoA boundary is Ω-stable. These results, together with the results of Section 2.2,
imply that under these assumptions, the RoA boundary varies continuously under sufficiently
small changes in parameter values.
2.4 Extensions to Vector Fields with Event-Selected Discontinu-
ities
2.4.1 Introduction
Practical models in many application areas, including power systems, involve switching
events, which lead to vector fields that are not C1. In power systems, these may include
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clipping limits on control devices and switching due to tap changing transformers. Further-
more, it has been observed that such switching is fundamentally coupled with loss of system
recoverability in practice [His04, VJSZ94]. The purpose of this section is to extend the RoA
boundary continuity results of Section 2.2 to the setting of a large class of nonsmooth vector
fields, closely related to what have been called vector fields with C1 event-selected disconti-
nuities [BSKR15], which can exhibit various forms of switching. In turn, this will make it
possible to provide theoretical justification for the extension of numerical algorithms for com-
puting critical parameter values to systems exhibiting switching. In particular, Sections 2.5-
2.6 provide justification for algorithms for vector fields with C1 event-selected discontinuities,
and the algorithms developed in Chapter III can be applied to these nonsmooth systems as
well. Vector fields with event-selected discontinuities have received attention recently due
to their applicability to many physical and engineering system models which possess a finite
number of triggering hypersurfaces where the vector field is discontinuous.
A sketch of a proof was made in [VJSZ94] for a decomposition of the boundary of the
RoA for systems with clipping limits and fixed parameter values. In that work, the vector
field was locally Lipschitz. Generalizations to systems exhibiting switching, or any discontin-
uous vector fields, have not been made even in the case of constant parameters. Therefore,
the classification of the boundary of the RoA for vector fields with C1 event-selected dis-
continuities, presented here, may be of interest for the fixed parameter case, as well as for
its behavior under small variations in parameter. The primary application, though, is the
theoretical justification of algorithms for determining the recovery boundary.
The section is organized as follows. Section 2.4.2 gives a motivating example. Sec-
tion 2.4.3 provides some dynamical systems background. Then Section 2.4.4 discusses the
main results. Section 2.4.5 provides a sketch of the key proofs, although some are nearly iden-
tical to the corresponding results in Section 2.2 and, therefore, omitted for brevity. Finally,
Section 2.4.6 offers some concluding remarks.
2.4.2 Example
Example 2.4.1. The example below serves to illustrate a mechanism whereby the RoA
boundary can fail to vary continuously for a parameterized vector field, and how this can
lead to situations where no critical parameter value exists. In this case, it will not be
possible to determine the recovery boundary by computation of critical parameter values, so
the algorithms described in Chapter III would not be successful. The theory developed in
subsequent sections will prove that this example is not typical; in particular, a large class of
91
hybrid dynamical systems show continuity of their RoA boundaries under small changes in
parameter values, thereby ensuring that the recovery boundary consists of critical parameter
values (see Section 2.5).
Let J = (−1, 1) and for p ∈ J define Vp as a vector field on R2 piecewise as follows. Let
r := r(x, y) =
√
x2 + y2. Let S(a,b) : R→ R be a smooth bump function with S−1(1) = [0, a]
and S−1(0) = [b,∞) (see [Lee13, Lemma 2.21] for a specific example). For |r| ≤ 1, let
Vp(x, y) = (−x,−y)− p
S(2.5,3)(r)
r
(x, y), and for |r| > 1, let Vp(x, y) =
S(1,2)(r)




(x, y). This family of vector fields are each piecewise C1 with a switching surface
on the circle |r| = 1. For p ∈ J , let sp(x, y) = (r−1)2. Then s−1p (0) = {(x, y) : |r(x, y)| = 1}.
Thus, for each p ∈ J , {Vp, sp} defines a vector field with event-selected C1 discontinuities, as
will be defined below. Furthermore, {Vp, sp}p∈J is a strong C1 continuous family of event-
selected C1 vector fields, also defined below.
Figure 2.12 shows the vector field Vp for p = 0.3. It has a stable equilibrium point at the
origin whose RoA is the open ball of radius r = 3 with boundary the circle of radius r = 3.
This qualitative picture, in particular the RoA and its boundary, remain the same for any
p > 0. The red and green curves in the figure show the images of two sets of parameter
dependent initial conditions (ICs). The ICs corresponding to p = 0.3 are shown as red and
green circles, and the ICs move along the red and green lines as p decreases. Note that both
the red and green ICs lie inside the RoA for p = 0.3 (and any p > 0).
Figure 2.13 shows the vector field Vp for p = 0. Note that the RoA of its stable equilibrium
point is the open ball of radius r = 2, with boundary the circle of radius r = 2. Here the red
circle, denoting the red IC, lies inside the RoA whereas the green circle, denoting the green
IC, lies outside the RoA.
Figure 2.14 shows the vector field Vp for p = −0.3. Note that the RoA of its stable
equilibrium point is the open ball of radius r = 2, with boundary the circle (now a periodic
orbit) of radius r = 2. Here the red circle, denoting the red IC, lies on the boundary of the
RoA, and hence p = −0.3 is a critical parameter value for the red ICs, whereas the green
circle, denoting the green IC, lies outside the RoA.
In summary, the red ICs intersect the RoA boundary at p = −0.3, so that p = −0.3 is
a critical parameter value for them. However, the green ICs pass from inside the RoA (for
p > 0) to outside the RoA (for p ≤ 0) without ever lying on the RoA boundary. So, there is no
critical parameter value for the green ICs. This is possible because the RoA boundary varies
discontinuously at p = 0. The theory developed in this paper will prove that discontinuous
variation of the RoA boundary under small parameter variation is not possible for a large
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Figure 2.12: The vector field Vp for p = 0.3. The red and green lines show two sets of
parameter dependent initial conditions, with the initial conditions for p = 0.3 shown as red
and green circles.
class of practical hybrid dynamical systems, that these systems do possess critical parameter
values for a particular disturbance, and that a previously designed algorithm can be used to
numerically compute those critical values.
Example 2.4.2. The example shown here motivates the need to employ a slightly different
definition of vector fields with C1 event-selected discontinuities than in [BSKR15]. In partic-
ular, the definition in [BSKR15] allows switching surfaces to have nontranversal intersection.
Under strong C1 perturbations, as considered here, it is possible for switching surfaces to
pull apart, and this could result in a vector field which is no longer event-selected discon-
tinuous. This is problematic for developing the RoA boundary continuity results that are
desired, because arbitrarily small variations in parameter values could lead to loss of exis-
tence and/or uniqueness of the flow, which complicates the possible behaviors of the RoA
boundary. Therefore, to avoid this possibility, we will make the generic assumption below
that the switching surfaces intersect transversely.
Figure 2.15 shows an example of a vector field with C∞ event-selected discontinuities
that has a pair of nontransversal switching surfaces. The example is defined by the following
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Figure 2.13: The vector field Vp for p = 0. The red and green lines show two sets of parameter
dependent initial conditions, with the initial conditions for p = 0 shown as red and green
circles.










Figure 2.14: The vector field Vp for p = −0.3. The red and green lines show two sets of
parameter dependent initial conditions, with the initial conditions for p = −0.3 shown as
red and green circles.
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Figure 2.15: The vector field V of Example 2.4.2 is shown. It shows how a vector field with
C∞ event-selected discontinuities can become no longer event-selected discontinuous under
strong C∞ perturbations due to the presence of two nontransversal switching surfaces (black
curves).
two smooth vector fields:
ω = 2π/6 (2.14)
V1(x, y) = (0, 1) (2.15)
V2(x, y) = (sin(ω(x+ 3)), cos(ω(x+ 3))). (2.16)
(2.17)
There are two switching surfaces, shown as black lines, in the example. Define the rough
vector field V as follows. Above the top switching surface and below the bottom switching
surface, let V = V1. In between the two switching surfaces, let V = V2. Note that V is a
vector field with C∞ event-selected discontinuities and, therefore, posssess a global flow which
exists, is unique, and is piecewise C∞. However, under arbitrarily small C∞ perturbations
to the top switching surface, the two switching surfaces separate along a portion of their
tangency, the resulting vector field is no longer event-selected discontinuous, and it exhibits
loss of existence and uniqeness of local flows. This motivates the need to assume below that
the switching surfaces are transverse.
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2.4.3 Background
We will assume that all vector fields, C1 or not, are defined on M := Rn for some n > 0.
First we review some terminology of nonlinear systems with a C1 vector field. Let J ⊂ R be
an open interval containing p0 and let {Vp}p∈J be a parameterized family of vector fields on
M . Define V a vector field on M × J by V (x, p) = (Vp(x), 0). Let φ denote the flow of V
such that φ(t, x, p) is the flow of the system from initial condition x under the vector field
Vp for a time t. Let φ(t,p) : M → M by φ(t,p)(x) = φ(t, x, p). If X(p) ⊂ M is an equilibrium
point or periodic orbit of Vp for some p ∈ J , we call X(p) a critical element of Vp.
An equilibrium pointX(p) of Vp is hyperbolic if d(φ(1,p))X(p) has no imaginary eigenvalues.
If X(p) is a periodic orbit and x ∈ X(p) then there exists a hypersurface S ⊃ {x} and a
C1 map τ̂ : S → S such that τ̂ is the Poincaré first return map. The periodic orbit
X(p) is hyperbolic if dτ̂x has no imaginary eigenvalues. For a hyperbolic critical element,
let nu(X(p0)) denote the unstable dimension of TX(p0)M , and let ns(X(p0)) denote the
stable dimension of TX(p0)M . A hyperbolic critical element X(p) possesses local stable
and unstable manifolds, denoted W sloc(X(p)) and W uloc(X(p)), respectively, such that the
flow restricted to W sloc(X(p)) is a contraction in forwards time, and the flow restricted to
W uloc(X(p)) is a contraction in backwards time. The stable and unstable manifolds,W s(X(p))
and W u(X(p)), respectively, are then constructed by flowing W sloc(X(p)) and W uloc(X(p))
backwards and forwards in time, respectively. The RoA of a stable hyperbolic equilibrium
point is its stable manifold, and the RoA boundary is the boundary of its stable manifold.
A point x ∈ M is wandering under Vp if there exists an open neighborhood U of x in
M and some T > 0 such that |t| > T implies that φ(t, U, p)⋂U = ∅. A point x ∈ M is
nonwandering if it is not wandering. Let Ω(Vp) denote the set of all nonwandering points of
Vp. These include all critical elements of Vp. A pair of C1 immersed submanifolds X and
Y are transverse if for every q ∈ X ∩ Y , TqX + TqY = TqM ∼= M . A Morse-Smale vector
field Ṽ is a C1 vector field such that Ω(Ṽ ) is equal to a finite union of hyperbolic critical
elements whose stable and unstable manifolds intersect transversely [Sma60].
Let C1(M, M̃) denote C1 maps from M to M̃ C1 manifolds. The strong C1 topology on
C1(M, M̃) is defined in [Hir76, Chapter 2]. A parameterized family of vector fields {Vp}p∈J
is strong C1 continuous if the map p → Vp is continuous as a map from J to C1(M,TM)
equipped with the strong C1 topology. In particular, if Vp → Ṽ as p → p̂ in the strong
C1 topology then there exists K ⊂ M compact such that for any ε > 0, p sufficiently
close to p̂ implies that Vp and Ṽ agree outside of K and that Vp and Ṽ along with their
first derivatives are ε-close on K. A property is generic for vector fields on M if the set of
96
vector fields possessing this property contains a countable intersection of open, dense sets
in C1(M,TM). A family of critical elements {X(p)}p∈J of {Vp}p∈J is C1 continuous if there
exists a C1 function F̃ : X(p0) × J → M such that F̃ |X(p0)×{p} is injective onto its image
X(p) for all p ∈ J . We say {Ep}p∈J is a Chabauty continuous family of subsets of Rn if for
every p0 ∈ J and every {pn}∞n=1 ⊂ J such that pn → p0, for every x ∈ Ep0 there exists a
sequence {xn}∞n=1 with xn ∈ Epn and xn → x, and every sequence {xn}∞n=1 with xn ∈ Epn
has all of its limit points contained in Ep0 .
Next we introduce some additional notation. For Q ⊂ J , write X(Q) = ⋃p∈QX(p) ⊂M
and XQ =
⋃
p∈QXp ⊂ M × J . For any set E, let tp∈JE := E × J . If D ⊂ M , let
Dε := {x ∈M : d(x,D) < ε} where d is the Euclidean distance.
In order to incorporate the effects of clipping limits and switching, a large class of hybrid
dynamical systems, which we will call vector fields with event-selected C1 discontinuities
although their definition in [BSKR15] is slightly more general, is employed. This class of
vector fields, which is defined below, has several desirable properties including the existence
of a global flow which is piecewise C1.
A rough vector field is a vector field that is not assumed to be C1 or even C0; this includes
vector fields exhibiting limits or switching behavior, but also includes C1 vector fields. The
following definition of event functions, whose zero level sets will be the points of discontinuity
of the vector field and represent switching surfaces, ensures that the flow of the vector field
will cross switching surfaces transversely. This definition rules out grazing of the switching
surfaces and Zeno type behavior.
Definition 2.4.3. Let V be a rough vector field on M , s ∈ C1(M,Rm), and U an open
set in M . Then define it to be an event or switching function (s) for V on U if for each
component sj of s, either sj(U) is disjoint from zero or, if not, then there exists c > 0 such
that d(sj)x(V (x)) ≥ c for all x ∈ U . Such a U is referred to as an event neighborhood of V .
Note that the latter part of the definition does not restrict the sign of the event functions
in the sense that if an event function sj satisfied d(sj)y(V (y)) ≤ −cj < 0 for all y ∈ U j, then
defining the new event function −sj would satisfy the definition given above.
Let Bm = {−1,+1}m be m copies of {−1,+1}, meant to denote whether each event
function is positive or negative to indicate the status of each switching event. For each
j ∈ {1, ...,m}, define the switching surface corresponding to sj by letting Zj = (sj)−1(0).
Let Z = ⋃mj=1 Zj be the union of the switching surfaces. Let σj : M → {−1,+1} that sends
x to the sign of sj(x), or to 1 if sj(x) = 0. Define a function that gives the switching state
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status (σ), where σ : M → {−1,+1}m, by the product of σj for j ∈ {1, ...,m}. Then σ(x)
denotes the switching states of the system at x.
The following definition of event-selected C1 ensures both that the flow encounters switch-
ing surfaces transversely and that the flow through points of intersection of multiple switching
surfaces is well-defined and piecewise C1.
Definition 2.4.4. Let V be a rough vector field on M and s ∈ C1(M,Rm). Then V and s
determine an event-selected C1 vector field if there exists a set of C1 vector fields {V b}b∈Bm
on M , called selection functions, and the following conditions are satisfied:
1. (event functions) for every x ∈ M , there exists an open neighborhood Ux ⊂ M con-
taining x such that s is an event function for V on Ux.
2. (C1 extension) for every x ∈M , there exists an open neighborhood Ux ⊂M containing
x such that for every b ∈ Bm = {−1,+1}m, with
Db = {y ∈ Ux : σ(y) = b},
V |int Db = V b|int Db .
3. (transversality) for every j, j′ ∈ {1, ...,m}, Zj and Zj′ are transverse.
The definition of vector fields with C1 event-selected discontinuities ensures that orbits of
the vector field encounter switching surfaces transversely, and that the vector fields on each
side of a switching surface are consistent in such a way that local flows exist and are unique.
However, it is important to note that Definition 2.4.4 differs from the original definition
in [BSKR15]. Nevertheless, the event functions and C1 extension parts of Definition 2.4.4
imply that any vector field satisfying Definition 2.4.4 must also satisfy the definition of event-
selected discontinuous in [BSKR15]. In particular, the event functions and C1 extension parts
of Definition 2.4.4 require that the vector field is event-selected discontinuous at x ∈M , and
as this holds for all x ∈ M , the definition in [BSKR15] is satisfied. Hence, Definition 2.4.4
is a special case of the definition in [BSKR15], so all the results developed for the class of
vector fields considered in [BSKR15] apply to vector fields satisfying Definition 2.4.4.
In addition to the definition in [BSKR15], Definition 2.4.4 includes an additional transver-
sality condition which is required to ensure that the vector field remains event-selected
C1 under perturbations to the vector field. Example 2.4.2 showed that, without assuming
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transversality of the switching surfaces, arbitrarily small C∞ perturbations could cause the
vector field to no longer be event-selected C1, and to no longer have existence of a local flow.
The problem is that, for some b ∈ Bm = {−1,+1}m, it is possible that int Db is empty, but
then, under perturbation, int Db may suddenly become nonempty, and the selection function
V b may be inconsistent with the selection functions of the neighboring regions. The transver-
sality condition ensures that, under perturbations to the vector field, no region int Db goes
from being empty to being nonempty. It turns out this is the key property required to ensure
persistence of C1 event-selected vector fields under perturbation.
An example of an event-selected C1 vector field was shown in Section 2.3.3 with event
function s1(x, y) = (
√
(x2 + y2) − 1)2. By [BSKR15, Corollary 1], if V and s determine an
event-selected C1 vector field over M then there exists a piecewise C1 global flow.
Definition 2.4.5. A piecewise C1 immersed submanifold is a topological manifold T ⊂ M
together with a C1 immersed submanifold, denoted T̃ , in M\Z which is an open and dense
topological submanifold of T .
Definition 2.4.6. Two piecewise C1 immersed submanifolds T and T ′ are transverse if T̃
and T̃ ′ are transverse in M\Z.
If {sp}p∈J is a family of C1 functions from M to Rm, for each p ∈ J we define σp :
M → {0, 1}m such that (σp)j sends x to the sign of (sp(x))j, or to 1 if (sp(x))j = 0, for all
j ∈ {1, ...,m}.
Definition 2.4.7. Let {Vp}p∈J be a family of rough vector fields on M and let {sp}p∈J be
a family of C1 functions from M to Rm. We say that {Vp, sp}p∈J is a strong C1 continuous
family of event-selected C1 vector fields on M if there exists a collection {V bp }b∈Bm,p∈J such
that V bp is a C1 vector field on M for all b ∈ Bm and p ∈ J , and the following conditions are
satisfied:
1. (event-selected at one parameter value) there exists p0 ∈ J such that Vp0 and sp0
determine an event-selected discontinuous C1 vector field on M with the selection
functions {V bp0}b∈Bm .
2. (continuity of event functions) {sp}p∈J is a strong C1 continuous family of functions in
C1(M,Rm).
3. (continuity of selection functions) for each b ∈ Bm, {V bp }p∈J is a strong C1 continuous
family of C1 vector fields on M .
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4. (consistency of vector fields) for all p ∈ J and b ∈ Bm, with
Dbp = {y ∈M : σp(y) = b},
V |int Dbp = V
b
p |int Dbp .
Motivating the terminology of Definition 2.4.7, we will see in Lemma 2.4.15 that if
{Vp, sp}p∈J is a strong C1 continuous family of event-selected C1 vector fields on M then
for J sufficiently small, (Vp, sp) determines an event-selected C1 vector field for each p ∈ J .
Define V a rough vector field on M × J by V (x, p) = (Vp(x), 0). Then Lemma 2.4.15 will
show that for J sufficiently small, V has a piecewise C1 flow.
For j ∈ {1, ...,m} and p ∈ J , define the event or switching function j corresponding to
parameter value p (sjp) and the switching surface j corresponding to parameter value p (Z
p
j ),




j (Zp). For j ∈ {1, ...,m} define tp∈JZ
p
j (Zj).
Finally, define tp∈JZp (ZJ) and (M × J)\ZJ (CJ).
2.4.4 Results
Let J ⊂ R be an open interval and let p0 ∈ J . Let {Vp, sp}p∈J be a strong C1 continuous
family of event-selected C1 vector fields onM . Let Xs(p0) be a stable hyperbolic equilibrium
point of Vp0 which lies in an open neighborhood on which Vp0 is C1. For J sufficiently small
we make the following assumptions:
Assumption 2.4.8. Every equilibrium point of Vp0 is disjoint from Zp0.
Assumption 2.4.9. There exists a neighborhood N of πM (∂W s(XsJ)
⋂
Mp0) such that
Ω(V )⋂N consists of a finite union of critical elements of Vp0; call them {X i(p0)}ki=1. Shrink
V if necessary so that X ip0 ⊂ ∂W
s(XsJ) for every i ∈ I := {1, ..., k}.
Assumption 2.4.10. Let γ ⊂ ∂W s(XsJ) be an orbit. Then γ converges to X i for some
i ∈ I.
Assumption 2.4.11. With respect to Vp0, every equilibrium point X i(p0) is hyperbolic in the
sense that it is hyperbolic in its neighborhood on which Vp0 is C1. For any X i(p0) a periodic
orbit, we will see below that it possesses a point x ∈M\Zp0 and a C1 cross section S with a
C1 first return map with x as a fixed point. Then for any periodic orbit X i(p0), assume that
x is a hyperbolic fixed point of its first return map.
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Assumption 2.4.12. We will see below that every X i(p0) possesses stable and unstable man-
ifolds, call them W s(X i(p0)) and W u(X i(p0)), respectively, which are piecewise C1 immersed
submanifolds. For every i, j ∈ I, W u(X i(p0)) and W s(Xj(p0)) are transversal in M .
Assumptions 2.4.9, 2.4.11, and 2.4.12 ensure that Vp0 is Morse-Smale along
∂W s(XsJ)
⋂
M ×{p0}. Assumpton 2.4.10 ensures that no trajectories in ∂W s(XsJ) escape to
infinity, which is required since M is not compact, and that no new nonwandering elements
enter ∂W s(XsJ) for p ∈ J , although we will see that the perturbations of the critical elements
{X i(p0)}i∈I will be contained in the boundary. Assumptions 2.4.8, 2.4.11, and 2.4.12 are
generic. For the components on which Vp0 is C1, it is generically true that Ω(Vp0) is equal
to the closure of the union of critical elements of Vp0 . However, it is not generic that there
exists a neighborhood V containing a finite number of critical elements, so Assumption 2.4.9
is not generic.
Theorem 1 shows that the boundary of the RoA is equal to the union over p ∈ J of the
family of boundaries of the RoAs, and that the decomposition of the boundary of the RoA
into a union of stable manifolds persists for p ∈ J . Corollary 1 then states that the family
of boundaries varies continuously with p ∈ J .




Corollary 2.4.14. {∂W s(Xs(p))}p∈J is a Chabauty continuous family of subsets of M .
The proofs of these results rely on a large number of technical lemmas. These are provided
in the next section, with many proofs omitted because they are nearly identical to prior proofs
in Section 2.2.
2.4.5 Proofs
Lemma 2.4.15. If {Vp, sp}p∈J is a strong C1 continuous family of event-selected vector fields
on M , then for J sufficiently small, p ∈ J implies that Vp and sp determine an event-selected
C1 vector field over M .
Lemma 2.4.15. We begin by establishing that it suffices to verify the definition of event-
selected C1 on a compact subset of M . For, as {Vp, sp}p∈J is a strong C1 continuous family
of event-selected vector fields on M , by definition for each j ∈ Im := {1, ...,m} and each
b ∈ Bm, {sjp}p∈J and {V bp }p∈J are strong C1 continuous. As Im and Bm are finite, this
implies that there exists a compact set K ⊂ M such that shrinking J if necessary implies
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that (sjp)|M\K = (sjp0)|M\K and (V
b
p )|M\K = (V bp0)|M\K for all p ∈ J , j ∈ Im, and b ∈ Bm. By
the consistency of vector fields in Definition 2.4.7, this implies that (Vp)|M\K = (Vp0)|M\K
for all p ∈ J . As M\K is open and Vp0 and sp0 are event-selected C1, they satisfy the event
function and C1 extension conditions of Definition 2.4.4 at every x ∈ M\K. This implies
that, for every p ∈ J , Vp and sp satisfy the event function and C1 extension conditions at
every x ∈M\K as well. Furthermore, as M\K is open and Zjp0 , Z
j′
p0 are transverse on M\K
for all j, j′ ∈ Im, the above implies that Zjp , Zj
′
p are transverse on M\K for all j, j′ ∈ Im
and j ∈ J . Let K ′ be compact such that K ⊂ int K ′. Hence, by the above, to verify the
claim it suffices to show that for J sufficiently small, p ∈ J implies that Vp and sp satisfy
the event function and C1 extension properties at every x ∈ K ′, and that for any p ∈ J and
any j, j′ ∈ Im, Zjp and Zj
′
p are transverse over K ′.
First we verify the event function condition. As Vp0 and sp0 are event-selected C1, for
each j ∈ Im and each ρ ∈ Zjp0 , s
j
p0 is an event function for Vp0 over an open neighborhood of
ρ. This implies that d(sjp0)ρ is nonzero for each j ∈ Im. As this holds for all ρ ∈ Z
j
p0 , zero
is a regular value of sjp0 , so Z
j
p0 is a properly embedded C
1 submanifold with codimension
one for each j ∈ Im. Fix ρ ∈ K ′. For each j ∈ Im such that sjp0(ρ) 6= 0, by continuity of s
j
p0
there exists an open neighborhood Uj of ρ in M such that sjp0(Uj) has constant sign and is
disjoint from zero. For each such j ∈ Im, as {sjp}p∈J is strong C1 continuous, shrinking J if
necessary implies that sjp(Uj) has constant sign and is disjoint from zero for all p ∈ J . Let
I ′ ⊂ Im consist of all j such that sjp0(ρ) = 0. Let m
′ be the size of I and relabel I to be
{1, ...,m′}. Let B′m be the subset of Bm such that for each b ∈ B′m and each j′ ∈ Im such
that sj′p0(ρ) 6= 0, bj′ = σ
j′
p0(ρ). Fix j ∈ I
′. As Vp0 and sp0 are event-selected C1, by the event
function property of Definition 2.4.4 there exists an open neighborhood Uj of ρ such that
sjp0 is an event function for Vp0 over Uj and that Vp0 |int Dbp0 = V
b
p0 |int Dbp0 for each b ∈ B
′
m.
Hence, there exists a constant c > 0 such that d(sjp0)x(Vp0(x)) ≥ c for all x ∈ Uj. As ρ is
a point of transversal intersection of C1 embedded submanifolds {Zjp0}j∈I′ , this intersection
can be locally brought into a normal form using C1 adapted coordinates [KH99, Lemma
A.3.17] where each embedded submanifold is locally diffeomorphic to a linear subspace of
Euclidean space, and all of these linear subspaces are transverse. This implies that for each
b ∈ B′m and p ∈ J , int Dbp0 is nonempty and that there exists a sequence x
b
k ∈ int Dbp0
with xbk → ρ as k → ∞ for each b ∈ B′m. As mentioned in the text immediately following
Definition 2.4.4, this condition is what is required to ensure persistence of C1 event-selected
vector fields under perturbation. Fix b ∈ B′m. As Vp0 and V bp0 agree on int D
b
p0 , this implies
that d(sjp0)x(V
b
p0(x)) ≥ c for all x ∈ int D
b












k)) ≥ c for all k, d(sjp0)ρ(V
b
p0(ρ)) ≥ c. As {Vp, sp}p∈J is a strong C
1
continuous family of event-selected vector fields on M , by definition for each j ∈ Im and
each b ∈ Bm, {sjp}p∈J and {V bp }p∈J are strong C1 continuous. Fix c′ ∈ (0, c). Then this
implies that there exists an open neighborhood U(j,b) of ρ in M such that for J sufficiently
small, d(sjp)x(V bp (x)) ≥ c′ for all x ∈ U(j,b) and for all p ∈ J . Shrink Uj from above if
necessary so that it is contained in ⋂b∈B′m U(j,b). Note that we may still take Uj to be an
open neighborhood of ρ because B′m is finite. Finally, let U =
⋂
j∈Im Uj and note that it is
an open neighborhood of ρ. By construction of U we must have Vp(x) ∈ {V bp (x)}b∈B′m for
all x ∈ U and all p ∈ J because for each j 6∈ I ′, which corresponds to each j such that
sjp0(ρ) 6= 0, s
j
p is constant in sign and disjoint from zero over U for all p ∈ J . Then, by
construction of U , for each j ∈ Im and each p ∈ J , either sjp(U) is constant in sign and
disjoint from zero (true if j 6∈ I ′) or d(sjp)x(V bp (x)) ≥ c′ > 0 for all x ∈ U and each b ∈ B′m
(true if j ∈ I ′). The latter case implies, since Vp(x) ∈ {V bp (x)}b∈B′m for all x ∈ U and all
p ∈ J , that d(sjp)x(Vp(x)) ≥ c′ > 0 for all x ∈ U , p ∈ J , and j ∈ I ′. Hence, for each j ∈ Im
and each p ∈ J , sp is an event function for Vp over U . As such a U exists for every ρ ∈ K ′,
let {Uρ}ρ∈K′ be their collection, and let Jρ denote the size of J (possibly shrunk) required
for each ρ ∈ K ′ to satisfy the event function part of the definition. As K ′ is compact, there
exists a finite subcover of {Uρ}ρ∈K′ , say {Uρk}k
′
k=1 with k′ finite. Let J =
⋂k′
k=1 Jρk and note
that it is open and contains p0. Then the event function part of Definition 2.4.4 is satisfied
by Vp and sp at every ρ ∈ K ′ and for every p ∈ J .
Next, we show that Vp and sp satisfy the C1 extension part of Definition 2.4.4 for every
p ∈ J . Fix ρ ∈ K ′. As {Vp, sp}p∈J is a strong C1 continuous family of event-selected vector
fields onM , consistency of vector fields implies that for each b ∈ B′m, Vp|int Dbp = V
b
p |int Dbp . In
particular, restricting to U from the proof of satisfying the event function condition above
implies that Vp admits the C1 extension from int Dbp
⋂
U to U given by (V bp )|U for each
b ∈ B′m. As ρ ∈ K ′ was arbitary, this implies that the C1 extension part of Definition 2.4.4
is satisfied by Vp and sp for every p ∈ J .
For each p ∈ J , to show that Vp and sp determine an event-selected C1 vector field it
suffices to show that Zjp and Zj
′
p are transverse over K ′ for all j, j′ ∈ Im. By the arguments
above for the event function condition, for each j ∈ Im, p ∈ J , and each ρ ∈ Zjp , d(sjp)ρ
is nonzero. As this holds for all ρ ∈ Zjp , zero is a regular value of sjp, so Zjp = (sjp)−1(0)
is a properly embedded C1 submanifold with codimension one for each j ∈ Im and p ∈ J .
Furthermore, this implies that TρZjp = ker d(sjp)ρ for each j ∈ Im, p ∈ J , and ρ ∈ Zjp .
Additionally, it follows that the span of d(sjp)ρ is the unique one-dimensional linear subspace
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orthogonal to ker d(sjp)ρ for each j ∈ Im, p ∈ J , and ρ ∈ Zjp . Hence, for any j, j′ ∈ Im, p ∈ J ,




p , Zjp and Zj
′
p are transverse at ρ in M if and only if TρZjp ⊕ TρZj
′
p = TρM
which holds if and only if ker d(sjp)ρ ⊕ ker d(sj
′
p )ρ = TρM which holds (by orthogonality) if
and only if d(sjp)ρ and d(sj
′





p , Zjp and Zj
′
p are transverse at ρ if and only if d(sjp)ρ and d(sj
′
p )ρ are linearly
independent. Fix ρ ∈ K ′. Construct the open neighborhood U of ρ as in the argument
above verifying the event function condition. Let I ′ ⊂ Im be the set of indeces j such that
sjp0(ρ) = 0. As {Vp, sp}p∈J is a strong C
1 continuous family of event-selected vector fields
on M , the event surfaces which pass through ρ are pairwise transverse at ρ. So, by the
above, this implies that for every j, j′ ∈ I ′, d(sjp0)ρ and d(s
j′
p0)ρ are linearly independent.
As linear indepedence is an open condition and sjp0 is C
1 for all j ∈ I ′, there exists an
open neighborhood Uρ ⊂ U such that x ∈ Uρ implies that d(sjp0)x and d(s
j′
p0)x are linearly
independent for all j, j′ ∈ I ′. As linear indepedence is an open condition and {sjp}p∈J is
strong C1 continuous for any j ∈ I ′, shrinking J if necessary implies that d(sjp)x and d(sj
′
p )x
are linearly independent for all x ∈ Uρ, p ∈ J , and j, j′ ∈ I ′. By the discussion above, this
implies that Zjp and Zj
′
p are transverse over Uρ for all p ∈ J and all j, j′ ∈ I ′. As Uρ ⊂ U ,
by the construction of U we have that Zjp is disjoint from Uρ for each j 6∈ I ′, so these are
vacuously transverse to Zj′p over Uρ for all j′ ∈ Im. Thus, Zjp and Zj
′
p are transverse over
Uρ for all p ∈ J and all j, j′ ∈ In. Let {Uρ}ρ∈K′ be the collection of such neighborhoods,
and let Jρ denote the size of J (possibly shrunk) required for each ρ ∈ K ′ to satisfy the
transversality condition above for all p ∈ J and all x ∈ Uρ. As K ′ is compact, there exists a
finite subcover of {Uρ}ρ∈K′ , say {Uρk}k
′
k=1 with k′ finite. Let J =
⋂k′
k=1 Jρk and note that it
is open and contains p0. Then, for any p ∈ J and any j, j′ ∈ Im, Zjp and Zj
′
p are transverse
over K ′. Hence, the transversality part of Definition 2.4.4 is satisfied by Vp and sp at every
ρ ∈ K ′ and for every p ∈ J . Thus, Vp and sp are event-selected C1 for every p ∈ J .
Lemma 2.4.16. For J sufficiently small, V possesses a piecewise C1 flow φ : M ×R×J →
M .
Lemma 2.4.16. We construct a flow analogously to the construction in [BSKR15, Section 3].
The only novel contributions here are the inclusion of the explicit dependence on parameter
p ∈ J , and the use of Lemma 2.4.15 which required the additional assumption that switching
surfaces are transverse. The idea is to construct a local flow, and then to piece the local
flows together in the natural way, as done in [BSKR15, Corollary 1] in an analogous manner
to the smooth case [Lee13, Theorem 9.12]. Let (x, p) ∈ M × R × J . If x 6∈ Zp then there
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exists a neighborhood Ux which is not contained in Zp (see the proof of Lemma 2.4.15). As
{V σ(x)p }p∈J is a strong C1 continuous family of vector fields, shrinking Ux if necessary, the
local flow φσ(x) of V σ(x) is C1 continuous over Ux × T x × J where T x is an open interval
containing zero. Then the local flow of V is given by (x, t, p) → (φσ(x)(x, t, p), p), which is
C1 over its domain.
So, suppose x ∈ Zp. First we construct a local flow candidate, and then show that it is
in fact a flow of the vector field V . Let K ′ ⊂ K such that x ∈ Zpj if and only if j ∈ K ′. Let
Bx consist of all b ∈ B such that for j ∈ K − K ′, bj = σ(sjp(x)). Then Bx consists of all
possible combinations of switching states for the switching surfaces that intersect Ux.
By Lemma 2.4.15, Vp is event-selected discontinuous for any p ∈ J . This implies that, if a
piecewise C1 local flow φ exists (which we will soon establish), it must satisfy d
dt
sjp◦φ(t, y, p) =
d(sjp)y(V kp (y)) ≥ cj > 0 almost everywhere. In particular, sjp ◦ φ is monotonically increasing
along the flow in forwards time, and monotonically decreasing along the flow in backwards
time, for all j ∈ K ′. This implies that, in forwards time, the flow can only cross Zpj by
passing from sjp ◦ φ negative to sjp ◦ φ positive. In other words, along an orbit, σj can only
pass from −1 to +1 for each j ∈ K ′, not the other way around. Hence, the only order
in which the switching surfaces Zpj can be encountered, if they are encountered at all, is
in lexicographic order in forwards time, and reverse lexicographic order in backwards time.
This observation (due to [BSKR15]) will be crucial in the construction of the local flow
below. For each k ∈ Bx, the functions (x, t, p) → sjp ◦ φk(x, t, p) are C1 for all j ∈ K and
k ∈ B since {sjp}p∈J is a strong C1 continuous family and φk is C1. Furthermore, for each
j ∈ K ′ and b ∈ Bx, ∂
∂t
|t=0sjp ◦ φk(x, t, p) = d(sjp)x(V kp (x)) ≥ cj > 0 by Lemma 2.4.15. Hence,
as sjp ◦ φk(x, 0, p) = 0, since x ∈ Z
p
j , by the implicit function theorem, shrinking Ux and
J if necessary, there exist C1 functions τ (j,k) : Ux × J → R such that for (x, p) ∈ Ux × J ,
sjp ◦ φk(x, τ (j,k)(x, p), p) = 0. In other words, φk(x, τ (j,k)(x, p), p) ∈ Z
p
j . Then τ (j,k)(x, p)
represents the time (positive or negative) for (x, p) to flow under φk until it hits Zpj . For
k ∈ Bx, define the budgeted time-to-boundaries by
τ+k (t, x, p) = max{0,min({t} ∪ {τ (j,k)(x, p) : j ∈ K ′, kj < 0})},
τ−k (t, x, p) = min{0,max({t} ∪ {τ (j,k)(x, p) : j ∈ K ′, kj > 0})}.
Then for t > 0, τ+k (t, x, p) is the minimum forward time for φkp to flow x to Zp, or t, whichever
is smaller. Similarly, for t < 0, τ−k (t, x, p) is the minimum backward time for φkp to flow x to
Zp, or t, whichever is smaller in magnitude. Note that τ+k and τ−k are piecewise C1 because
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they consist of a finite number of maxima and minima over C1 functions. Next, for k ∈ Bx,
define candidate parts of the local flow by
φ+k (t, x, p) = (φk(x, τ+k (t, x, p), p), t− τ+k (t, x, p), p),
φ−k (t, x, p) = (φk(x, τ−k (t, x, p), p), t− τ−k (t, x, p), p).
Then φ+k flows (t, x, p) forwards in time under φk until its first intersection with Zp at
time τ+k (t, x, p), and deducts the time τ+k (t, x, p) it takes to reach the intersection from t.
Similarly, φ−k flows (t, x, p) backwards in time under φk until its first intersection with Zp
at time τ−k (t, x, p), and deducts the time τ−k (t, x, p) it takes to reach the intersection from t.
Next, define the local flow candidate to be












k refers to the composition of




k refers to the composition
of the functions φ−k for k ∈ Bx in reverse lexicographic order. Note that φ is a finite com-
position of piecewise C1 functions, hence piecewise C1. Then for t > 0, φ(t, x, p) first flows
x forwards in time along φσ(x) until it hits Zp. Then, for each event surface encountered
in the intersection, the corresponding entry in σ(x) is flipped from −1 to +1, yielding a
new k, and then the state flows forward under φk until the next intersection with Zp, etc,
until the time runs to zero. As discussed above, this process gives the local flow precisely
because Vp is event-selected discontinuous for p ∈ J ; otherwise, the lexicographic and re-
verse lexicographic orders would not be guaranteed to capture all possible orbits under V .
Furthermore, note that by construction φ is C1 away from switching surfaces. For each
p ∈ J , Vp is event-selected discontinuous and so, by [BSKR15, Corollary 1] it possesses a
global flow φp which satisfies ∂∂tφp(x, t) = Vp(x, t) = V (x, t, p) almost everywhere in M × R
[BSKR15, Lemma 1] (everywhere other than switching surfaces). For fixed p ∈ J , the for-
mula for φ(·, ·, p) in Equation 2.19 agrees with the formula for φp [BSKR15, Equation 12]. In
particular, this implies that φ(·, ·, p) is differentiable with respect to time almost everywhere
and ∂
∂t
φ(t, x, p) = Vp(x, t) = V (x, t, p) almost everywhere (everywhere other than switching
surfaces) in an open neighborhood of x and t in M × R. Hence, ∂
∂t
φ(t, x, p) = V (x, t, p) on
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CJ and, thus, is differentiable almost everywhere (everywhere other than switching surfaces)
in an open neighborhood of (x, t, p) in M × R× J . The verification that φ is in fact a local
flow of V follows analogously to the proof of [BSKR15, Theorem 1] using the above time
derivative ∂
∂t
φ. Finally, the local flows are pieced together to form a global flow in an anal-
ogous manner to the fixed parameter case [BSKR15, Corollary 1], which is itself analogous
to the construction of global flows for smooth vector fields as in [Lee13, Theorem 9.12].
Lemma 2.4.17. ZJ is closed and CJ is open in M × J .
Proof of Lemma 2.4.17. For each j ∈ K, since {sjp}p∈J is strong C1 continuous, there exists
H : M×J → R such that H(x, p) = sjp(x) and H is C1. Since H is continuous, ZJj = H−1(0)
is closed inM×J . AsK is finite, ZJ = ⋃j∈K ZjJ is closed inM×J . Hence, CJ = (M×J)−ZJ
is open in M × J .
Lemma 2.4.18. For any (x, t, p) ∈M ×R× J such that x, φ(t, x, p) ∈ CJ , there exist open
neighborhoods Ux, T x, and Jx of x, t, and p, respectively, such that φ|Ux×Tx×Jx is C1.
Proof of Lemma 2.4.18. By Lemma 2.4.17, CJ is open in M × J , so there exist U ′ ⊂ M
and J ′ ⊂ J open neighborhoods of φ(t, x, p) and p, respectively, such that U ′ × J ′ ⊂ CJ .
As φ(·, x, p) is continuous, T x = φ(·, x, p)−1(U ′ × J ′) is an open neighborhood of t in R.
As φ(t, ·, ·) is continuous, Û = (⋃t∈Tx φ(t, ·, ·)−1(U ′ × J ′))⋂CJ is an open neighborhood of
(x, p) in M × J . Let Ux and Jx be open neighborhoods of x and p, respectively, such that
Ux × Jx ⊂ Û . Then φ|Ux×Tx×Jx maps an open subset of CJ into an open subset of CJ . By
the proof of Lemma 2.4.16, the derivative of φ exists and is continuous on CJ ; discontinuities
are confined to ZJ . Thus, φ|Ux×Tx×Jx is C1.
Lemma 2.4.19. For any p ∈ J , x ∈ M , and T > 0 finite, φ([0, T ], x, p) intersects Zp in
only finitely many isolated points.
Proof of Lemma 2.4.19. For any (x, p) ∈M × J and any T > 0 finite, let
γ = φ(·, x, p)−1(φ([0, T ], x, p)⋂Zp) denote the intersection times of the flow with the switch-
ing surfaces Zp. First note that γ is closed since φ([0, T ], x, p) is compact, Zp is closed, and
φ(·, x, p) is continuous. As γ is closed in [0, T ] compact, γ itself is compact hence sequentially
compact. Assume towards a contradiction that γ has infinite cardinality. Then there exists
a monotonically increasing sequence of distinct points (tn)∞n=1 in γ. Passing to a subsequence
if necessary, we may assume tn → t̂ ∈ γ since γ is sequentially compact. Let z := φ(t̂, x, p)
and let K ′ ⊂ K such that j ∈ K ′ if and only if z ∈ Zpj . As in the proof of Lemma 2.4.15,
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there exists an open neighborhood U z of z in M such that U z is an event neighborhood
for each j ∈ K ′ and U z does not intersect Zpj′ for any j′ ∈ K − K ′. Hence, for j ∈ K ′,
∂
∂t
sjp ◦ φ(0, y, p) = d(sjp)z(Vp(z)) ≥ cj > 0 almost everywhere. Let T z = φ(·, x, p)−1(U z),
which is open since U z is open and φ(·, x, p) is continuous. Then for each j ∈ K ′ and every
t ∈ T z−{t̂}, ∂
∂t
sjp ◦φ(t, x, p) ≥ cj > 0. This implies that the restriction of sjp ◦φ(·, x, p) to T z
equals zero if and only if t = t̂ for each j ∈ K ′. Hence, for t ∈ T z, along the flow of φ(·, x, p),
Zpj for j ∈ K ′ is only encountered at t = t̂, and Z
p
j for j ∈ K−K ′ is not encountered. As T z
is an open neighborhood of t̂ such that φ(·, x, p)−1(φ(T z, x, p)⋂Zp) = {t̂}, this contradicts
that tn → t̂ ∈ γ.
Lemma 2.4.20. Let X i(p0) be a periodic orbit for Vp0. Then there exists x ∈ X i(p0)
⋂
CJ
and a C1 cross section S containing x such that the first return map is well-defined and C1
on S. Furthermore, for J and S sufficiently small, p ∈ J implies that the first return map
is well-defined and C1 on S, that it varies C1 with p, and that Vp is transverse to S.
Proof of Lemma 2.4.20. By Lemma 2.4.19, since X i(p0) has finite period T , its intersection
with Zp0 is finite. So, there exists (in particular) at least one x ∈ X i(p0) − Zp0 . By
Lemma 2.4.18, there exist open neighborhoods Ux, T x, and Jx of x, t, and p, respectively,





transverse to Vp0 , and with x ∈ S. Shrink Jx if necessary so that Vp is transverse to S for all
p ∈ J . Since S is a smooth embedded submanifold, shrinking S if necessary there exists a
smooth submersion s : M → R such that S = s−1(0). Hence, (s ◦ φ)|Ux×Tx×Jx is C1 and its
derivative with respect to time is full rank since Vp0 is transverse to S = s−1(0). Thus, by
the implicit function theorem there exist open neighborhoods U ′ ⊂ Ux, J ′ ⊂ Jx, and a C1
function τ : U ′×J ′ → T x such that s ◦φ(tau(z, p), z, p) = 0 for all (z, p) ∈ U ′×J ′, so that τ̂
represents the first intersection time with S. For (z, p) ∈ S×Jx, let y(z, p) = φ(τ(z, p), z, p).
Then y is C1 as it is a composition of C1 maps, and sends (z, p) ∈ S × Jx to its first
intersection with S.
Corollary 2.4.21. For J sufficiently small and for any i ∈ I and p ∈ J , there exists a
unique critical element X i(p) C0-close to X i(p0) such that X i(p) is hyperbolic in the sense
described by Assumption 2.4.11.
Proof of Corollary 2.4.21. As I is finite, it suffices to prove the claim for fixed i ∈ I. If
X i(p0) is an equilibrium point then it lies in CJ , which is open by Lemma 2.4.17. As X i(p0)
is hyperbolic and V |CJ is C1, for J sufficiently small and p ∈ J , there exists a hyperbolic
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equilibrium point X i(p) ∈ CJ which is C1 close to X i(p0). If X i(p0) is a periodic orbit then
by Lemma 2.4.20, for J sufficiently small, there exist x ∈ X i(p0)
⋂
CJ and a smooth cross
section S with C1 first return map y : S × J → S. Then x is a hyperbolic fixed point of
y|S×{p0} by Assumption 2.4.11. As y is C1, for J sufficiently small and p ∈ J , there exists a
unique (hyperbolic) fixed point xp ∈ S of yS×{p} which is C1 close to x. Under the flow of
Vp this gives rise to a unique periodic orbit X i(p) which is C0 close to X i(p0).
Lemma 2.4.22. For every i ∈ I and p ∈ J , W s(X i(p)) and W u(X i(p)) are Vp-invariant,
piecewise C1 immersed submanifolds with W̃ s(X i(p)) = W s(X i(p))⋂CJ and W̃ u(X i(p)) =
W u(X i(p))⋂CJ .
Proof of Lemma 2.4.22. Fix i ∈ I and p ∈ J . By Lemma 2.4.15, Vp is event-selected dis-
continuous. Without loss of generality, consider W s(X i(p)); the proof for W u(X i(p)) is
analogous. If X i(p) is an equilibrium point (periodic orbit) then X i(p) (then there ex-
ists a point x ∈ X i(p) that) lies in CJ . In the latter case, choose x to be the point
that possesses a cross section S with a C1 first return map by Lemma 2.4.20. By hy-
perbolicity, if X i(p) is an equilibrium point (periodic orbit) there exists a local stable
manifold W sloc(X i(p)) (W sloc(X i(p))
⋂
S) which is contained in CJ . If X i(p) is an equilib-
rium point, define the notation: W sloc(X i(p)) (Sis(p)). If X i(p) is a periodic orbit, since
Vp is transverse to S let Sis(p) denote a flowout of W sloc(X i(p))
⋂
S such that Sis(p) ⊂ CJ .
Then W s(X i(p)) = ⋃t≤0 φ(t,p)(Sis(p)), so since Sis(p) is forward Vp-invariant, W s(X i(p)) is
Vp-invariant. Furthermore, for any point y ∈ W s(X i(p)), there exists T > 0 such that
φ(T, y, p) ∈ int Sis(p). Let Uy = φ(T, ·, p)−1(int Sis(p)). Then φ(T, ·, p)|Uy : Uy → int Sis(p)
is a C0 homeomorphism between a neighborhood of Uy in W s(X i(p)) and the C1 embed-
ded submanifold int Sis(p). As y was arbitrary, W s(X i(p)) is a topological manifold. Let
W̃ s(X i(p)) = W s(X i(p))⋂CJ and let y ∈ W̃ s(X i(p)). There exists T > 0 such that
φ(T, y, p) ∈ int Sis(p) ⊂ CJ . By Lemma 2.4.18, φ(T, ·, p) is a C1 diffeomorphism from an
open neighborhood of y in CJ onto an open neighborhood of φ(T, y, p) in CJ . As int Sis(p)
is a C1 embedded submanifold, φ(T, ·, p) restricts to a C1 diffeomorphism from a neigh-
borhood of y in W s(X i(p))⋂CJ onto a neighborhood of φ(T, y, p) in Sis(p). As y was
arbitrary, W̃ s(X i(p)) is a C1 immersed submanifold. Since W̃ s(X i(p)) and W s(X i(p)) have
the same dimension, W̃ s(X i(p)) is open in W s(X i(p)). Let y ∈ W s(X i(p)) − W̃ s(X i(p)).
Then y ∈ Zp. By Lemma 2.4.19, intersections with Zp are isolated in time, so for some
open interval T y containing zero, φ(·, y, p)−1(φ(T y, y, p)⋂Zp) = {0}. Then the sequence
yn = φ( 1n , y, p) ∈ W̃
s(X i(p)) for n sufficiently large and yn → y by continuity of φ. Hence,
W̃ s(X i(p)) is dense in W s(X i(p)).
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Lemma 2.4.23. W s(XsJ) is open and V -invariant in M × J .
Proof of Lemma 2.4.23. By Lemma 2.4.22, W s(Xs(p)) is Vp-invariant for each p ∈ J , which
implies that W s(XsJ) is V -invariant. Note that W sloc(XsJ) is open inM ×J by Lemma 2.2.36.
As W s(XsJ) =
⋃
t≤0 φt(W sloc(XsJ)) is a union of open sets in M × J - since φ(t, ·, ·) is a C0
homeomorphism hence an open map - W s(XsJ) is itself open in M × J .
Lemma 2.4.24. For any i ∈ I such that X i(p0) is an equilibrium point, (periodic orbit
with x ∈ X i(p0) possessing a cross section S with a C1 first return map by Lemma 2.4.20)
and for ε > 0 sufficiently small, there exists a compact set D ⊂ W uloc(X iJ ′) − X iJ ′ (D ⊂
W uloc(X iJ ′)
⋂
S − X iJ ′) and an open neighborhood N of D in M × J such that N ⊂ Dε,
Dε
⋂




W s(X iJ) contains an open neighborhood of X ip0 (x) in M×J .
Proof of Lemma 2.4.24. As CJ is open by Lemma 2.4.17, and X i(p0) (x) is contained in CJ ,
choose J sufficiently small such that p ∈ J implies that X i(p) (x) is contained in CJ . Then
since Lemma 2.2.37 is a local result, and V |CJ is C1, the claim follows.






Proof of Lemma 2.4.25. As CJ is open by Lemma 2.4.17, and X i(p0) (x) is contained in CJ ,
choose J sufficiently small such that p ∈ J implies that X i(p) (x) is contained in CJ . Then,
since the proof of this result in Lemma 2.2.38 for a weakly C1 continuous family of vector
fields followed from Lemma 2.2.37, the same proof carries over without modification to prove
the claim here.
Lemma 2.4.26. If W s(X i(p0))
⋂
W u(Xj(p0)) 6= ∅ then nu(Xj(p0)) ≥ nu(X i(p0)) for any
i, j ∈ I. If Xj(p0) is an equilibrium point, the inequality is strict.
Proof of Lemma 2.4.26. Since W s(X i(p0))
⋂
W u(Xj(p0)) 6= ∅ and they are Vp0-invariant,
there exists q ∈ Sis(p0)
⋂
W u(Xj(p0)), where Sis(p) is eitherW sloc(X i(p) if X i(p0) is an equilib-
rium point or a flowout ofW sloc(X i(p))
⋂
S contained in CJ if X i(p0) is a periodic orbit, where





W u(Xj(p0)). As W s(X i(p0)) and W u(Xj(p0)) are Vp0-invariant, and CJ
is open by Lemma 2.4.17, there exists an open integral curve γ of Vp0 containing q such that
γ ⊂ CJ ⋂W s(X i(p0))⋂W u(Xj(p0)). By Lemma 2.4.22, W̃ s(X i(p0)) = W s(X i(p0))⋂CJ
and W̃ u(Xj(p0)) = W u(Xj(p0))
⋂
CJ , so γ ⊂ CJ ⋂ W̃ s(X i(p0))⋂ W̃ u(Xj(p0)). As
W̃ s(X i(p0)) and W̃ u(Xj(p0)) are transverse C1 immersed submanifolds, the claim follows
from the transversality condition together with the flow dimension, exactly as in the proof
of Lemma 2.2.30.
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Lemma 2.4.27. If (W s(X i(p0))−X i(p0))
⋂(W u(Xj(p0))−Xj(p0)) 6= ∅ and (W s(Xj(p0))−
Xj(p0))
⋂(W u(Xk(p0))−Xk(p0)) 6= ∅ then (W̃ s(X i(p0))−X i(p0))⋂(W̃ u(Xk(p0))−Xk(p0)) 6=
∅.
Proof of Lemma 2.4.27. If Xj(p0) is an equilibrium point, define the notation: W uloc(Xj(p))
(Sju(p)). If Xj(p0) is a periodic orbit, since Vp0 is transverse to S let Sju(p0) denote a flowout
of W uloc(Xj(p0))
⋂
S such that Sju(p0) ⊂ CJ , where S is a smooth cross section of Xj(p0)
as in Lemma 2.4.20. Define Sjs(p0) analogously for the stable manifold of Xj(p0). As
(W s(X i(p0))−X i(p0))
⋂(W u(Xj(p0))−Xj(p0)) 6= ∅ and
(W s(Xj(p0)) − Xj(p0))
⋂(W u(Xk(p0)) − Xk(p0)) 6= ∅, and by Vp0-invariance of the stable
and unstable manifolds, there exist y ∈ Sju(p0)
⋂(W s(X i(p0))−X i(p0)) and
z ∈ Sjs(p0)
⋂(W u(Xk(p0)) − Xk(p0)). As Sjs(p0), Sju(p0) ⊂ CJ , by Lemma 2.4.22 y ∈
Sju(p0)
⋂(W̃ s(X i(p0))−X i(p0)) and z ∈ Sjs(p0)⋂(W̃ u(Xk(p0))−Xk(p0)). Let
D ⊂ (W̃ s(X i(p0)) −X i(p0)) be a closed C1 disk containing y that is transversal to Sju(p0).
As D and Sju(p0) are compact C1 embedded submanifolds with transversal intersection, by
[KH99, Corollary A.3.18], there exists ε > 0 such that if B′ is a compact C1 embedded
submanifold which is ε C1-close to Sju(p0) then it has nonempty, transversal intersection
with D. Let B ⊂ (W̃ u(Xk(p0))−Xk(p0)) be a closed C1 disk containing z that is transver-
sal to Sjs(p0). By Lemma 2.4.26, dim W̃ u(Xk(p0)) ≥ dim Sju(p0), so we may choose B
such that dim B = dim Sju(p0). As CJ is open, V |CJ is C1, and the Inclination Lemma
[Pal69, Lemma 1.1] is a local result for C1 vector fields, shrinking δ if necessary we may
apply the Inclination Lemma to conclude that there exists T ′ > 0 such that t ≥ T ′ im-
plies φ(t,p0)(B) is ε C1-close to Sju(p0). Hence, by the choice of ε, φ(t,p0)(B)
⋂
D 6= ∅. So, let
q ∈ φ(t,p0)(B)
⋂
D. As D ⊂ (W̃ s(X i(p0))−X i(p0)), q ∈ (W̃ s(X i(p0))−X i(p0))
⋂
CJ . As B ⊂
(W u(Xk(p0))−Xk(p0)), and W u(Xk(p0)) is Vp0-invariant, q ∈ (W̃ u(Xk(p0))−Xk(p0)).
Corollary 2.4.28. If W u(X i(p0))
⋂
W s(Xs(p0)) 6= ∅ and W s(X i(p0))
⋂
W u(Xj(p0)) 6= ∅
then W̃ u(Xj(p0))
⋂
W̃ s(Xs(p0)) 6= ∅.
Proof of Corollary 2.4.28. Follows from Lemma 2.4.27 with X i(p0) = Xs(p0), Xj(p0) =
X i(p0), and Xk(p0) = Xj(p0).
Lemma 2.4.29. For any i ∈ I, W s(X i(p0))
⋂
W u(X i(p0)) = X i(p0).
Proof of Lemma 2.4.29. The proof is identical to the proof of Lemma 2.2.32.
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Lemma 2.4.30. There do not exist any transverse heteroclinic cycles of critical elements
contained in ∂W s(Xs(p0)). Hence, every heteroclinic cycle of critical elements contained in
∂W s(Xs(p0)) has finite length.
Proof of Lemma 2.4.30. Assume towards a contradiction that {Xj(p0)}mj=1 is a heteroclinic
cycle contained in ∂W s(Xs(p0)). By transitivity (Lemma 2.4.27), since Xn(p0) = X1(p0),
(W s(X1(p0))−X1(p0))
⋂(W u(X1(p0))−X1(p0)) 6= ∅. This contradicts Lemma 2.4.29. Since,
by Assumption 2.4.9, the intersection of the nonwandering set of Vp0 with ∂W s(Xs(p0))
consists of a finite number of critical elements, and since there are no heteroclinic cycles,
every heteroclinic sequence must be finite.
Lemma 2.4.31. For any i ∈ I, W u(X i(p0))
⋂
W s(Xs(p0)) 6= ∅.
Proof of Lemma 2.4.31. The proof is identical to the proof of Lemma 2.2.35 using Lem-
mas 2.4.25-2.4.30 here.
Lemma 2.4.32. If W u(X i(p))⋂W s(Xs(p)) 6= ∅ for any p ∈ J then
W s(X i(p)) ⊂ ∂W s(Xs(p)).
Proof of Lemma 2.4.32. If X i(p) is an equilibrium point, let Gs = W sloc(X i(p)) and let Gu =
W uloc(X i(p)). If X i(p) is a periodic orbit, let S be a smooth cross section with C1 first
return map as in Lemma 2.4.20, let Gs = W sloc(X i(p))
⋂
S, and let Gu = W uloc(X i(p))
⋂
S.
As W s(X i(p)) = ⋃t≤0 φ(t,p)(Gs) and ∂W s(Xs(p)) is Vp-invariant, it suffices to show that
Gs ⊂ ∂W s(Xs(p)). So, let q ∈ Gs. As W u(X i(p))⋂W s(Xs(p)) 6= ∅ and W s(Xs(p)) is
Vp-invariant, Gu
⋂
W s(Xs(p)) 6= ∅. Hence, there exists γ > 0 such that if D is γ C1-close
to Gu then D⋂W s(Xs(p)) 6= ∅. Let ε > 0 and let Dε be a closed C1 disk centered at
q, contained in the open ball of radius ε centered at q, and transverse to W̃ s(X i(p)) such
that dim Dε = dim Gu. As CJ is open, V |CJ is C1, and the Inclination Lemma [Pal69,
Lemma 1.1] is a local result for C1 vector fields, shrinking δ if necessary we may apply the
Inclination Lemma to conclude that there exists T ′ > 0 such that t ≥ T ′ implies φ(t,p)(Dε) is
γ C1-close to Gu. Hence, by the choice of γ, φ(t,p)(Dε)
⋂
W s(Xs(p)) 6= ∅. By Vp-invariance of
W s(Xs(p)), Dε
⋂
W s(Xs(p)) 6= ∅. Hence, d(q,W s(Xs(p))) ≤ ε. As this holds for all ε > 0,
d(D,W s(Xs(p))) = 0. Since q is compact and W s(Xs(p)) is closed, q ∈ W s(Xs(p)). But
q ∈ Gs ⊂ W s(X i(p)) implies that q ∈ ∂W s(Xs(p)).
Proof of Theorem 2.4.13. Let x ∈ ∂W s(Xs(p)). Then there exists a sequence xn ∈ W s(Xs(p))
with xn → x. Hence, there exists a sequence (xn, p) ∈ W s(XsJ) with (xn, p)→ (x, p). Thus,
(x, p) ∈ ∂W s(XsJ). So, ∂W s(XsJ) ⊃ tp∈J∂W s(Xs(p)).
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By Assumption 2.4.10, ∂W s(XsJ) ⊂
⋃
i∈IW
s(X iJ). Fix i ∈ I. If X i(p0) is an equilibrium
point, let Siu(p0) = W uloc(X i(p0)). If X i(p0) is a periodic orbit, let S be a smooth cross
section with C1 first return map as in Lemma 2.4.20, and let Siu(p0) = W uloc(X i(p0))
⋂
S. By
Lemma 2.4.31, W u(X i(p0))
⋂
W s(Xs(p0)) 6= ∅. As W s(Xs(p0)) is Vp0-invariant,
Siu(p0)
⋂
W s(Xs(p0)) 6= ∅. As {Siu(p)}p∈J is C1 continuous and W s(XsJ) is open by
Lemma 2.4.23, J sufficiently small implies that for p ∈ J , Siu(p)
⋂
W s(Xs(p)) 6= ∅. By
Lemma 2.4.32, W s(X i(p)) ⊂ ∂W s(Xs(p)). Hence, as I is finite, for J sufficiently small⋃
i∈IW
s(X iJ) ⊂ tp∈J∂W s(Xs(p)). The claim follows by combining with the inclusions above.
Proof of Corollary 2.4.14. The proof is identical to the proof of Corollary 2.2.24 except for
X i(p0) a periodic orbit, W sloc(X i(p0))
⋂
S is substituted for W sloc(X i(p0)) and the first return
map is used in place of the flow.
2.4.6 Conclusion
Theory presented in this section extends the RoA boundary continuity results of Sec-
tion 2.2 to rough vector fields which exhibit clipping limits and switching, such as power
systems. In particular, for vector fields with C1 event-selected discontinuities which are in
essence Morse-Smale along the RoA boundary, it is shown that, for a sufficiently small change
in parameter values, the RoA boundary varies Chabauty continuously and it is equal to the
union of the stable manifolds of the critical elements it contains. This result will be used to
show that the recovery boundary consists of critical parameter values, and that the closest
critical parameter value to any recover parameter value lies on the recovery boundary. In
turn, this will be crucial in providing theoretical motivation for the algorithms introduced
in Chapter III.
2.5 Theoretical Motivation for Maximizing Time in Ball Algo-
rithm
2.5.1 Introduction
The purpose of this section is to provide theoretical motivation for the class of algo-
rithms described in Section 3.2 for computing points on the recovery boundary. The first
step is to establish, using the RoA boundary continuity results of Sections 2.2-2.4, that
the recovery boundary consists of critical parameter values, and that starting from any
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recovery value the closest critical parameter value to it is also the closest point to it on the
recovery boundary. This provides justification for the computation of the (closest point on
the) recovery boundary via the computation of (the closest) critical parameter values.
The remainder of this section provides theoretical motivation for the algorithms of Sec-
tion 3.2. In particular, it is shown that for each point in the recovery boundary there exists
a controlling invariant set possessing the property that the time the trajectory spends in a
neighborhood of the controlling invariant set is continuous with respect to parameter val-
ues and diverges to infinity as the parameter values approach that point, thereby providing
justification for the algorithms.
2.5.2 Results
For each p ∈ J , define initial condition corresponding to parameter value p (ŷp), where
ŷ : J → M sends p to the initial condition of Vp, and we write ŷp = ŷ(p). Assume that ŷ is
C1 over J and, as with critical elements above, sometimes consider ŷp ∈ M and sometimes
ŷp ∈M×J ; the distinction should be clear from context. Then a parameter value p∗ ∈ J is a
critical parameter value if and only if ŷp∗ ∈ ∂W s(Xsp∗). Define R = {p ∈ J : ŷp ∈ W s(Xs(p))}
to be the set of recovery parameter values (R), define the recovery parameter boundary (∂R),
and let C = {p ∈ J : ŷp ∈ ∂W s(Xs(p))} be the set of critical parameter values (C).
Theorem 2.5.1 shows, under the assumptions of Section 2.4.4 (for hybrid systems) or of
Section 2.3.4 (for C1 vector fields), that ∂R ⊂ C and that the closest critical parameter
value to any recovery value is also the closest point in ∂R to that recovery value.
Theorem 2.5.1. Let M be either a compact Riemannian manifold or Euclidean space, and
let {Vp}p∈J be a family of vector fields onM satisfying the conclusions of Theorem 2.4.13 (for
vector fields with C1 event-selected discontinuities) or Theorem 2.2.23 (for C1 vector fields).
Let ŷ : J →M be C1. Then ∂R ⊂ C. Assume there exist p1, p2 ∈ J such that ŷp1 ∈ W s(Xsp1)
and ŷp2 6∈ W s(Xsp2). Fix any p0 ∈ J and let J0 = {p
∗ ∈ C : d(p0, p∗) = dS(p0, C)}. Then J0
is nonempty, J0 ⊂ ∂R, and J0 = {p∗ ∈ ∂R : d(p0, p∗) = dS(p0, ∂R)}.
Theorem 2.5.1 justifies the method of determining or finding the closest point on the
recovery boundary by computing the closest critical parameter values. Then Corollary 2.5.2
shows that for each point p∗ in the recovery boundary, there exists a critical element, called
the controlling critical element, such that ŷp∗ is in its stable manifold.
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Corollary 2.5.2. Assume the conditions of Theorem 2.5.1. Fix any p∗ ∈ ∂R. Then there
exists a unique critical element X∗J ⊂ ∂W s(XsJ), called the controlling critical element cor-
responding to p∗, such that ŷp∗ ∈ W s(X∗p∗).
Remark 2.5.3. It is straightforward to generalize the notion of controlling critical element
to controlling invariant set, where the controlling invariant set would be the ω limit set of
ŷp∗ for p∗ ∈ ∂R (assuming it is nonempty). This approach is not taken here in order to
preserve consistency with the settings of Sections 2.2-2.4, in which the intersection of the
nonwandering set with the RoA boundary consists entirely of critical elements, but we will
outline the trivial extension to the more general case of controlling invariant sets below.
We make the following assumption:
Assumption 2.5.4. Let γ be a C1 path in J such that γ([0, 1)) ⊂ R and γ(1) ∈ ∂R. Let
X∗J be the unique controlling critical element corresponding to γ(1), as in Corollary 2.5.2.
There exists a compact codimension-zero smooth embedded submanifold with boundary N in
M such that for p ∈ γ([0, 1]), X∗p is contained in the interior of N , Xs(p) and ŷp are disjoint
from N , and the orbit of ŷp under Vp has nonempty, transversal intersection with ∂N .
Remark 2.5.5. We modify Assumption 2.5.4 slightly in the case where the vector fields are
C1 event-selected discontinuous. If the controlling critical element is a periodic orbit which
has nonempty intersection with at least one switching surface, then let x ∈ X∗(p0)
⋂
CJ as
in Lemma 2.4.20, and assume that x is in the interior of N and that N intersects X∗p for
p ∈ J (instead of assuming that N contains X∗p for p ∈ J). More generally, assume further
that N × J ⊂ CJ lies in the same connected component of CJ as X∗J (in the case where
X∗J ⊂ CJ) or x (in the case where X∗J
⋂
ZJ 6= ∅).
Remark 2.5.6. If it is desirable to consider a more general controlling invariant set, the vector
fields have C1 event-selected discontinuities, and the controlling invariant set intersects at
least one switching surface, choose a point x in the controlling invariant set such that x ∈ CJ ,
and make the assumptions of Remark 2.5.5.
Remark 2.5.7. Unlike Assumption 2.2.18, the transversality condition of Assumption 2.5.4
can be easily checked directly by numerical simulation, and the neighborhood N adjusted
accordingly if necessary. In applications, N is typically taken to be a closed ball and its
radius is adjusted to ensure the transversality condition of Assumption 2.5.4 holds.
Remark 2.5.8. Assumption 2.5.4 also ensures that the initial conditions and the stable equi-
libria do not intersect the neighborhood N , and that the controlling critical element XjJ is
contained in N .
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Let γ and N be as in Assumption 2.5.4. Let tball : γ([0, 1]) → [0,∞] by tball(p) =∫∞
0 1N(φ(t, ŷp, p))dt where 1N is the indicator function of N . So, 1N(x) = 1 if x ∈ N and
1N(x) = 0 if x 6∈ N . Therefore, tball(p) measures the length of time the orbit of Vp with initial
condition ŷp spends in N . Theorem 2.5.9 shows that tball is well-defined and continuous over
γ([0, 1]). Since ŷγ(1) converges to X∗γ(1) ⊂ N , tball(γ(1)) = ∞, so continuity implies that
tball(p) diverges to infinity as p approaches γ(1) along the path γ.
Theorem 2.5.9. Assume the conditions of Theorem 2.5.1. Fix any p0 ∈ J and any p∗ ∈ ∂R.
By Corollary 2.5.2, there exists a unique controlling critical element X∗J ⊂ ∂W s(XsJ) such
that ŷp∗ ∈ W s(X∗p∗). Let γ : [0, 1] → J be a C1 path satisfying Assumption 2.5.4 and such
that γ(0) = p0 and γ(1) = p∗. Then tball : γ([0, 1]) → [0,∞] is well-defined and continuous.
In particular, limp∈γ([0,1]),p→p∗ tball(p) = tball(p∗) =∞.
Remark 2.5.10. It is straightforward to generalize Theorem 2.5.9 to the case where the orbit
of ŷp∗ converges to a more general controlling invariant set, rather than a controlling critical
element. The proof is analogous because tball depends only on the choice of neighborhood
N , as given in Assumption 2.5.4, and not on the nature of the controlling invariant set.
Remark 2.5.11. It is tempting here to attempt to derive the form of a particular function of
tball(p) with a certain (ex. linear) structure, as in Theorem 2.6.13. In particular, computation
of the hitting times in Lemma 2.6.18 indicates that a good choice for this function may be
e−Re(λ1(p))t where λ1(p) is the unstable eigenvalue with largest real part of the linearization of
the vector field at X∗(p). Unfortunately, the technique used in the proof of Theorem 2.6.13
to conjugate the nonlinear system with the linear system is merely a diffeomorphism, not an
isometry, so it is not time preserving. Consequently, it is not clear how to translate these
hitting time results back to the nonlinear system using that method. Therefore, this remains
an open problem.
2.5.3 Example
We continue Example 2.2.27 of Section 2.2.4.3. Choose two values of p, call them p1 and
p2, such that ŷp1 ∈ W s(XsJ) but ŷp2 6∈ W s(XsJ). In particular, we may choose p1 = p0 = 1.5
and p2 = 2. Then ŷp1 = (1.27, 0.99) ∈ W s(XsJ) and ŷp2 = (2.13, 1.32) 6∈ W s(XsJ), as could
be verified, for example, by numerical integration. Furthermore, ŷ is C1 since φd is.
Hence, by Theorem 2.5.2 there must exist a point p∗ in the recovery boundary such that
ŷp∗ ∈ ∂W s(Xsp∗) and d(p0, p∗) = dS(p0, ∂R). We will see that p∗ = 1.568 is the desired












Figure 2.16: The transversal intersection of several orbits with the ball N containing the
unstable equilibria (red stars). Orbits are shown for parameter values (driving torques) of
1.5 (cyan), 1.516 (yellow), 1.532 (green), 1.55 (magenta), 1.568 (blue), and 1.57 (red), where
only the initial condition corresponding to the final parameter value lies outside the regions
of attraction of the stable equilibria.
ŷp∗ ∈ W s(X1p∗), so X∗J = X1J . Let γ : [0, 1] → J by γ(s) = (1 − s)p0 + sp∗. Then γ is C1,
γ(0) = p0, γ(1) = p∗, and γ(s) /∈ ∂R for s ∈ (0, 1) because γ is a minimal geodesic and
d(p0, p∗) = dS(p0, C) = dS(p0, ∂R) by Theorem 2.5.1. As γ([0, 1)) is connected, it does not
intersect ∂R, and γ(0) ∈ R, we must have γ([0, 1)) ⊂ R.
Let N be the closed ball centered at X∗p1 = X
1
p1 of radius r = 1 in R
2. Fig. 2.16 shows X∗p
and the orbit of Eqs. 2.8-2.9 for a range of initial conditions ŷp for p ∈ [p1, p2]. In particular,
one can infer that the orbit has nonempty, transversal intersection with ∂N for p ∈ [p1, p2].
Furthermore, X∗J ⊂ N and ŷ[p1,p2], XsJ are disjoint from N . Therefore, the path γ defined
above satisfies Assumption 2.5.4 so by Theorem 2.5.9 we must have that the time the orbit
spends in the neighborhood N , tball, is well-defined and continuous over γ([0, 1]) = [p0, p∗].
Fig. 2.17 illustrates the dependence of tball on p ∈ γ([0, 1]) = [p0, p∗]. One observes that tball
is continuous and that tball diverges to infinity as p converges to a fixed value p∗. For p = p∗
Fig. 2.5 shows (solid blue) that ŷp∗ ∈ ∂W s(XsJ). Furthermore, p ∈ γ([0, 1)) = [p0, p∗) implies
that ŷp ∈ W s(XsJ). Although tball is monotonic in this example, this need not be true in
general.
2.5.4 Proofs
Proof of Theorem 2.5.1. Note that since the vector fields satisfy either Theorem 2.4.13 (for
vector fields with C1 event-selected discontinuities) or Theorem 2.2.23 (for C1 vector fields),
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Figure 2.17: Distance from the center of the ball N as a function of time for several orbits.
The line r = 1 marks the boundary of the ball ∂N , so the time in the ball equals the
difference in time between the intersections of the orbit with this line. The orbits shown
correspond to those in Fig. 2.16. As the parameter value approaches its critical value from
below, the time in the neighborhood N increases. The final parameter value, which is greater
than the critical parameter value, has an orbit (red) which spends less time in N than that
corresponding to the critical parameter value (blue).
we have that ∂W s(XsJ) = tp∈J∂W s(Xs(p)), which we will call equality of the boundaries.
First we show that R, C, and ∂R are nonempty by connectedness of any path from p1 to p2.
Then, we prove that every parameter value p∗ in ∂R is a critical parameter value since we
will see that ŷp∗ ∈ ∂W s(XsJ) which will imply, using equality of the boundaries, that p∗ ∈ C.
Next it is shown that J0 is nonempty by considering a compact subset of C and arguing that
the minimum distance from C to J0 is achieved by a point in this compact subset. Finally,
we argue that J0 = {p ∈ ∂R : d(p0, p) = dS(p0, ∂R)} by choosing a minimal geodesic from
p0 to any fixed p∗ ∈ J0, and arguing by connectedness that all points of the geodesic other
than p∗ must lie in R.
First we show that R, C, and ∂R are nonempty. Since ŷp1 ∈ W s(Xsp1), p1 ∈ R so R is
nonempty. Let δ : [0, 1] → J be any continuous path in J from p1 to p2, so δ(0) = p1 and
δ(1) = p2. Such a path exists because J is a connected manifold, hence pathwise connected.
As ŷ and δ are continuous and [0, 1] is connected, ŷδ([0,1]) is connected. Since ŷδ([0,1]) is
connected and intersects both W s(XsJ) (at ŷp1) and M × J − W s(XsJ) (at ŷp2), it must
intersect ∂W s(XsJ). Hence, there must exist p∗ ∈ δ([0, 1]) ⊂ J such that ŷp∗ ∈ ∂W s(XsJ).
By equality of the boundaries, ∂W s(XsJ) = tp∈J∂W s(Xs(p)). Hence, ŷp∗ ∈ ∂W s(Xsp∗), so
p∗ ∈ C. Thus, C is nonempty. As C ⋂R = ∅ and R is nonempty, this implies that ∂R is
nonempty.
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Next we show that ∂R ⊂ C. So, let p∗ ∈ ∂R. Then there exists a sequence pn ∈ R with
pn → p∗. Hence, by definition of R, (ŷpn , pn) ∈ W s(Xspn) for all n with (ŷpn , pn) → (ŷp∗ , p∗)
since ŷ is C1 and pn → p∗. In particular, (ŷpn , pn) ∈ W s(Xspn) ⊂ W s(XsJ) for all n. As
W s(XsJ) is closed and (ŷpn , pn)→ (ŷp∗ , p∗), this implies that (ŷp∗ , p∗) ∈ W s(XsJ). By equality
of the boundaries, W s(XsJ) = tp∈JW s(Xs(p)). Hence, ŷp∗ ∈ W s(Xsp∗). First assume towards
a contradiction that ŷp∗ ∈ W s(Xsp∗). Let U be an open neighborhood of Xsp∗ such that
U ⊂ int W sloc(Xsp∗). Then there exists T > 0 such that φT (ŷp∗) ∈ U . As int W sloc(Xs(p))
varies C1 with parameter p, there exists an open neighborhood J ′ of p∗ in J such that p ∈ J ′
implies that U ⊂ int W sloc(Xs(p)). As U is open in M and both φT and ŷ are C1, shrinking
J ′ if necessary implies that for p ∈ J ′, φT (ŷp) ∈ U ⊂ int W sloc(Xs(p)). Hence, J ′ is an open
neighborhood of p∗ in J such that J ′ ⊂ R. But, this contradicts that p∗ ∈ ∂R. So, since
p∗ ∈ W s(Xsp∗) but p∗ 6∈ W s(Xsp∗), we must have p∗ ∈ ∂W s(Xsp∗). Hence, p∗ ∈ C.
We proceed by showing that J0 is nonempty. So, fix p0 ∈ J and let J0 be the set of critical
parameter values p∗ ∈ C such that d(p0, p∗) = dS(p0, C), so J0 = {p∗ ∈ C : d(p0, p∗) =
dS(p0, C)}. First we will show that J0 is nonempty. By the above, C is nonempty, so
let p̂ ∈ C. Then dS(p0, C) ≤ d(p0, p̂) < ∞. Shrink J slightly if necessary so that J is
contained in what was originally J , and still p0, p̂ ∈ J . Let B be the closed ball centered at
p0 of radius d(p0, p̂) in J , and note that B is compact. As ŷ is continuous, ŷB is compact,
so ŷB is closed in M × J . As ∂W s(XsJ) is closed in M × J , ∂W s(XsJ)
⋂
ŷB is closed in
M × J . Let C ′ = ŷ−1(∂W s(XsJ)
⋂
ŷB). Since ŷ is continuous, C ′ is closed in J . As p̂ ∈ C ′,
dS(p0, C ′) ≤ d(p0, p̂) < ∞. So, since C ′ is closed and p0 is compact, there exists p∗ ∈ C ′
such that d(p0, p∗) = dS(p0, C ′). However, we claim that C ′ = {p′ ∈ C : d(p0, p′) ≤ d(p0, p̂)}.
For, p′ ∈ C ′ implies that ŷp′ ∈ ∂W s(XsJ). But, by equality of the boundaries, ∂W s(XsJ) =
tp∈J∂W s(Xs(p)). So, ŷp′ ∈ ∂W s(Xsp′) and, hence, p′ ∈ C. Furthermore, p′ ∈ C ′ implies that
p′ ∈ B and therefore, by definition of B, that d(p0, p′) ≤ d(p0, p̂). Similarly, if p′ ∈ C with
d(p0, p′) ≤ d(p0, p̂), then p′ ∈ B by definition of B and ŷp′ ∈ ∂W s(Xsp′) ⊂ ∂W s(XsJ). Hence,
ŷp′ ∈ ∂W s(XsJ)
⋂
ŷB so p′ ∈ C ′. Since C ′ = {p′ ∈ C : d(p0, p′) ≤ d(p0, p̂)}, this implies that
dS(p0, C) = dS(p0, C ′) = d(p0, p∗) and that p∗ ∈ C ′ ⊂ C. Hence, p∗ ∈ J0 so J0 is nonempty.
Finally, we show that J0 = {p ∈ ∂R : d(p0, p) = dS(p0, ∂R)}. Let p∗ ∈ J0. Let
γ : [0, 1] → J be a minimal geodesic from p0 to p∗, so γ(0) = p0, γ(1) = p∗, and the
length of γ is equal to d(p0, p∗). For example, if J was a convex subset of Euclidean space
then the image of γ would be the line segment between p0 and p∗. For every x ∈ [0, 1), by
definition of a minimal geodesic, d(p0, γ(x)) < d(p0, γ(1)) = d(p0, p∗) = dS(p0, C), where the
last equality follows since p∗ ∈ J0. This implies that for every x ∈ [0, 1), γ(x) 6∈ C, since
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otherwise we would have that dS(p0, C) ≤ d(p0, γ(x)) < d(p0, p∗), which would contradict
that p∗ ∈ J0 (so dS(p0, C) = d(p0, p∗)). Hence, γ([0, 1))
⋂
C = ∅. Furthermore, since [0, 1)
is connected and both γ and ŷ are continuous, ŷγ([0,1)) is connected. Assume towards a
contradiction that there exists x ∈ [0, 1) such that ŷγ(x) 6∈ W s(Xsγ(x)). As ŷp1 ∈ W s(XsJ),
ŷγ(x) 6∈ W s(XsJ), and ŷp1 , ŷγ(x) ∈ ŷγ([0,1)) connected, we must have ŷγ([0,1))
⋂
∂W s(XsJ) 6= ∅.
So, there exists x′ ∈ [0, 1) such that ŷγ(x′) ∈ ∂W s(XsJ). By equality of the boundaries,
∂W s(XsJ) = tp∈J∂W s(Xs(p)). In particular, ŷγ(x′) ∈ ∂W s(Xsγ(x′)). This implies that γ(x′) ∈
C. But, this contradicts that γ([0, 1))⋂C = ∅. So, we must have ŷγ(x) ∈ W s(Xsγ(x)) for all





. Then pn ∈ R with pn → p∗, so p∗ ∈ ∂R.
As ∂R ⊂ C by the above, dS(p0, ∂R) ≥ dS(p0, C) = d(p0, p∗). As p∗ ∈ ∂R, dS(p0, ∂R) ≤
d(p0, p∗). Hence, combining these inequalities we have that dS(p0, ∂R) = d(p0, p∗). As p∗ ∈ J0
was arbitrary, this implies that J0 = {p∗ ∈ ∂R : d(p0, p∗) = dS(p0, ∂R)}.
Proof of Corollary 2.5.2. Fix p∗ ∈ ∂R. By Theorem 2.5.1, ∂R ⊂ C so p∗ ∈ C. Hence, by
definition of C, ŷp∗ ∈ ∂W s(Xsp∗). By Theorem 2.2.23 (for C1 vector fields) or Theorem 2.4.13




ŷp∗ ∈ ∂W s(Xsp∗) implies there exists a unique j ∈ I such that ŷp∗ ∈ W s(X
j
p∗). Let X∗J = X
j
J
be the controlling critical element. Then ŷp∗ ∈ W s(X∗p∗).
Lemma 2.5.12. Let γ : [0, 1] → J be a path that satisfies Assumption 2.5.4 with embedded
submanifold N . For p ∈ γ([0, 1]) let Tp ⊂ [0,∞) denote the set of times {t ∈ [0,∞) : φt(ŷp) ∈
N}. Then for p ∈ γ([0, 1)), Tp consists of a finite union of closed intervals, so tball(p) is well-
defined and finite. For p = γ(1), Tp consists of a finite union of closed intervals together with
an interval of the form [t′,∞) for some t′ > 0, so tball(p) =∞ is well-defined. For p = γ(1),
if the vector fields are C1 event-selected discontinuous and the controlling critical element
intersects at least one switching surface, then Tp consists of a countably infinite union of
closed intervals, and tball(p) =∞ is well-defined.
Proof of Lemma 2.5.12. We begin by proving the results in the case that the vector fields
are C1, and subsequently illustrate the changes necessary in the case where the vector fields
are C1 event-selected discontinuous. First we show that the forward orbit of ŷp under Vp is
a one-dimensional C1 embedded submanifold. This will imply, since this orbit is transverse
to ∂N and N , that its intersection with N is a one-dimensional C1 embedded submanifold
with boundary equal to its intersection with ∂N , which is a zero-dimensional C1 embedded
submanifold. By compactness, this manifold boundary consists of a finite number of points.
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Then the formulas for Tp are obtained by considering the connected components of a one-
dimensional manifold in [0,∞).














of a finite union of points. So, let p ∈ γ([0, 1]). If p = γ(1) then let XJ = X∗J where X∗J
is the controlling critical element corresponding to γ(1) as in Corollary 2.5.2, and choose
W sloc(X∗γ(1)) sufficiently small so that it is contained in N . Otherwise, let XJ = XsJ and
chooseW sloc(XsJ) sufficiently small so that it is disjoint from N . Then the orbit of ŷp under Vp
converges to Xp, so there exists T > 0 such that φT (ŷp) ∈ int W sloc(Xp). Hence, by definition
of the local stable manifold, t ≥ T implies that φt(ŷp) ∈ int W sloc(Xp). As ŷp ∈ W s(Xp) but
ŷp 6∈ Xp, the forward orbit of ŷp under Vp does not contain any critical elements, so φ(·, ŷp, p)
is an injective C1 immersion from [0,∞) into M . As φ(·, ŷp, p) is a continuous bijection
onto its image, [0, T ] is compact, and M is Hausdorff, φ(·, ŷp, p) is a homeomorphism from
[0, T ] onto φ[0,T ](ŷp). Hence, φ(·, ŷp, p) is a C1 embedding from [0, T ] onto its image, so
φ(0,T )(ŷp) is a C1 embedded submanifold in M and φ(·, ŷp, p) is a C1 diffeomorphism from
(0, T ) onto φ(0,T )(ŷp). By Assumption 2.5.4, φ(0,T )(ŷp) is transverse to ∂N , and it is trivially
transverse to the interior of N since the dimension of N is equal to the dimension of M .
Therefore, φ(0,T )(ŷp)
⋂
N is a one dimensional C1 embedded submanifold with boundary
equal to φ(0,T )(ŷp)
⋂
∂N a zero dimensional C1 embedded submanifold. Since ŷp, φT (ŷp) 6∈
∂N , φ(0,T )(ŷp)
⋂
∂N = φ[0,T ](ŷp)
⋂
N . Hence, N compact and φ[0,T ](ŷp) compact implies
that their intersection φ[0,T ](ŷp)
⋂
N is compact. So, the above implies that φ(0,T )(ŷp)
⋂
∂N
is a compact zero dimensional embedded submanifold. As zero dimensional manifolds are
discrete, this implies that φ(0,T )(ŷp)
⋂
∂N consists of a finite union of points. As φ(·, ŷp, p)














which consists of a finite union of points.
Next, we show that tball is well-defined and finite for p ∈ γ([0, 1)). So, suppose p ∈
γ([0, 1)). Then ŷp, φT (ŷp) 6∈ N , so φ(0,T )(ŷp)
⋂
N = φ[0,T ](ŷp)
⋂
N is compact as φ[0,T ](ŷp) and
N are compact. Thus, as φ(·, ŷp, p) is a C1 diffeomorphism from (0, T ) onto φ(0,T )(ŷp), this






is a compact one-dimensional embedded submani-
fold in (0, T ) with boundary consisting of a finite number of points. Since it is a compact
one-dimensional manifold, it has finitely many connected components and each contains its






consists of a finite union of closed
intervals. As φt(ŷp) 6∈ N for all t ≥ T , this implies that Tp = {t ∈ [0,∞) : φt(ŷp) ∈ N}
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consists of this finite union of closed intervals. So, tball(p) = λ(Tp), where λ is the Lebesgue
measure, is well-defined and is equal to the sum of the lengths of each such interval, which
is finite since the intervals are contained in [0, T ] which has finite length T .
Finally, we show that tball(γ(1)) = ∞. So, let p = γ(1). For t ≥ T , φT (ŷp) ∈
int W sloc(X∗γ(1)) ⊂ int N , so φt(ŷp) ∈ int N for all t ≥ T . In particular, φt(ŷp) 6∈ ∂N for






consists of a finite number of points, let t′ be the
largest value in this set. Then t′ represents the final intersection of the forward orbit of ŷp
under Vp with ∂N since, by the above, no further interesections occur for t ≥ T . We claim
that for all t ∈ [t′, T ], φt(ŷp) ∈ N . For, assume towards a contradiction that the claim is false.
Then there exists t̂ ∈ (t′, T ) with φt̂(ŷp) 6∈ N . As φ[t̂,T ](ŷp) is connected with φt̂(ŷp) 6∈ N ,
φT (ŷp) ∈ N , and N connected, there must exist t′′ ∈ [t̂, T ) such that φt′′(ŷp) ∈ ∂N . But,
t′′ > t′ with φt′′(ŷp) ∈ ∂N , so this contradicts that t′ was the final intersection of the for-
ward orbit of ŷp under Vp with ∂N . Hence, [t′,∞) ⊂ Tp. As t′ is a manifold boundary


















is a compact one-dimensional embedded submanifold in (0, t′)







a finite union of closed intervals. Therefore, Tp is the union of [t′,∞) with a finite union of
closed intervals. So, tball(p) is well-defined with tball(p) =∞.
Consider now the case where the vector fields are event-selected discontinuous. First
suppose that the controlling critical element does not intersect any switching surfaces. Then,
by Remark 2.5.5, N × J ⊂ CJ is contained in the same connected component of CJ as X∗J .
By Lemma 2.4.16, the flow restricted to this component is C1. Thus, by intersecting the
orbit with this component of CJ , the proof reduces to the corresponding proof for C1 vector
fields shown above.
Now consider the case where the controlling critical element is a periodic orbit which
has nonempty intersection with at least one switching surface. For p ∈ γ([0, 1)), the proof
proceeds exactly as for the case where X∗J ⊂ CJ discussed above. For p = γ(1), the argument
above shows that for any T > 0, Tp
⋂[0, T ] consists of a finite union of closed intervals. As
the orbit corresponding to γ(1) converges to X∗γ(1), and since X∗γ(1) is not contained in N ,
for any T > 0 there exists t > T such that φt(ŷp) ∈ ∂N . Together, the above imply that
Tγ(1) is a countably infinite union of closed intervals. Hence, tball(γ(1)) is well-defined and
equal to the countable sum of the lengths of these intervals. Let t̂ be the length of time the
orbit X∗γ(1) spends in N during one period and let ε > 0 small. For p = γ(1), as the orbit of
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φt(ŷp) converges to X∗p , for T > 0 sufficiently large, the infimum of the lengths of the closed
intervals in Tp
⋂[T,∞) is at least t̂ − ε. Since there are infinitely many such intervals in
[T,∞), tball(γ(1)) ≥
∫∞
T 1N(φ(t, ŷp, p))dt ≥ (t̂− ε)n for all n > 0. Thus, tball(γ(1)) =∞.
Lemma 2.5.13. Let γ : [0, 1] → J be a path that satisfies Assumption 2.5.4 with embedded
submanifold N . Then limp→γ(1),p∈γ([0,1]) tball(p) =∞.
Proof of Lemma 2.5.13. By Lemma 2.5.12, tball(γ(1)) = ∞. Let K > 0. First we prove the
result here for the case of C1 vector fields or vector fields with C1 event-selected discontinu-
ities when the controlling critical element does not intersect any switching surfaces. We then
prove the case where the controlling critical element does intersect at least one switching
surface. So, assume that X∗J ⊂ CJ . By the proof of Lemma 2.5.12, there exists a final time
t′ ∈ [0,∞) such that φt′(ŷγ(1)) ∈ ∂N , and t > t′ implies that φt(ŷγ(1)) ∈ int N . Choose any
ε > 0. Then φ[t′+ε,t′+ε+K](ŷγ(1)) ⊂ int N . As ∂N and φ[t′+ε,t′+ε+K](ŷγ(1)) are compact and
disjoint in M a normal space, there exist disjoint open neighborhoods U and Û in M such
that ∂N ⊂ U and φ[t′+ε,t′+ε+K](ŷγ(1)) ⊂ Û . Shrink Û if necessary so that Û ⊂ int N . As Û
is open in M and φ([t′+ ε, t′+ ε+K], ŷp, p) is compact and C1 continuous with respect to p,
then for δ > 0 sufficiently small, p ∈ γ((1− δ, 1]) implies that φ[t′+ε,t′+ε+K](ŷp) ⊂ Û ⊂ int N .
So, [t′ + ε, t′ + ε + K] ⊂ Tp. By the proof of Lemma 2.5.12, Tp consists of a finite union
of closed intervals, and tball(p) is equal to the sum of the lengths of these intervals. Hence,
tball(p) is at least as large as the length of the closed interval that contains [t′+ ε, t′+ ε+K],
which is at least length K. As tball(p) ≥ K for all p ∈ γ((1− δ), 1] and K > 0 was arbitrary,
limp∈γ([0,1]),p→γ(1) tball(p) =∞.
Suppose now that the controlling critical element intersects at least one switching surface.
By Lemma 2.5.12 Tγ(1) consists of a countably infinite union of closed intervals whose total
length is infinite. Choose any ε > 0 and let T > 0 such that λ(Tγ(1)
⋂[0, T ]) ≥ K + ε,
where λ is the Lebesgue measure. By an analogous argument to the proof of Lemma 2.5.14,
using Lemma 2.4.18 to ensure the intersection times of the flow with ∂N depend C1 on
parameter, it can be shown that there exists δ > 0 sufficiently small such that the following
holds. For p ∈ γ((1−δ, 1]), the intersection times of φt(ŷp) with ∂N are the same number and
sufficiently close to the intersection times of φt(ŷγ(1)) with ∂N that λ(Tp
⋂[0, T ]) ≥ K. Hence,
tball(p) ≥ λ(Tp
⋂[0, T ]) ≥ K for all p ∈ γ((1− δ, 1)). As tball(p) ≥ K for all p ∈ γ((1− δ), 1]
and K > 0 was arbitrary, limp∈γ([0,1]),p→γ(1) tball(p) =∞.
Lemma 2.5.14. Let γ : [0, 1] → J be a path that satisfies Assumption 2.5.4 with embedded














Figure 2.18: For a fixed parameter value p ∈ γ([0, 1)), the intersection of the orbit of ŷp (red
and black line segments) with the embedded submanifold with boundary N (cyan ellipse)
containing X∗p (red star), an equilibrium point in this example, is shown. There are a finite
number of intersections of the orbit of ŷp with ∂N (black stars). The orbit is a union of
line segments of the form φ(Ti, ŷp, p) (black), which contain the intersection points, and line
segments of the form φ(T ′i , ŷp, p) (red), which are compact, contain no intersection points,
and intersect the black line segments on each end (although this intersection is not visible
in the figure). This figure originally appeared in [FH17].
Proof of Lemma 2.5.14. We first prove the result in the case where the vector fields are C1,
and then extend it to vector fields with C1 event-selected discontinuities below. So, assume
the vector fields are C1. Fix s ∈ [0, 1). To show continuity of tball over γ([0, 1)) it suffices
to show that it is continuous over a neighborhood of γ(s) in γ([0, 1)). Let ε > 0. The
proof procedes by first showing that there exists T > 0 such that Tγ(s′) ⊂ [0, T ] for s′ close
to s since φT (ŷγ(s′)) ∈ W sloc(Xsγ(s′)). Then, by stability of transversal intersections and the
implicit function theorem, it is shown that for every intersection point of the orbit of ŷγ(s)
under Vγ(s) with ∂N , s′ close to s implies that there exists a unique intersection point of the
orbit of ŷγ(s′) under Vγ(s′) with ∂N near the original intersection point. It then argues that
for s′ close to s, no new intersection points appear beyond the perturbations of the original
intersection points. As Tp is equal to a finite union of closed intervals whose boundaries
are equal to these intersection points by Lemma 2.5.12, it will be shown that there is a
one-to-one correspondence between the closed intervals in Tγ(s) and the closed intervals in
Tγ(s′). As tball(γ(s′)) is equal to the sum of the lengths of these closed intervals, there are
finitely many of them, and their lengths vary continuously with parameter value since their
endpoints (the intersection times) vary continuously with parameter value, it will follow that
|tball(γ(s′))−tball(γ(s))| < ε for s′ close to s. This proof is illustrated with the aid of Fig. 2.18.
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First we show that Tp ⊂ [0, T ) for some T > 0 and p close to γ(s). As γ(s) ∈ R,
the forward orbit of ŷγ(s) under Vγ(s) converges to Xsγ(s). So, there exists T > 0 such that
φT (ŷγ(s)) ∈ int W sloc(Xsγ(s)). As W sloc(Xs(p)) is open and varies C1 with p ∈ J , and as
φT (ŷp) varies C1 with p ∈ J , there exists δ > 0 such that p ∈ γ((s − δ, s + δ)) implies that
φT (ŷp) ∈ int W sloc(Xs(p)). Similarly, choosing W sloc(Xsγ(s)) sufficiently small implies that for
p ∈ γ((s− δ, s+ δ)), W sloc(Xs(p)) is disjoint from N . Hence, p ∈ γ((s− δ, s+ δ)) implies that
for any t ≥ T , φt(ŷp) ∈ int W sloc(Xs(p)) which is disjoint from N . Therefore, Tp ⊂ [0, T ).
Next, persistence of the original intersection points is shown under small changes in pa-
rameter values. By Lemma 2.5.12, there are a finite number of intersections of φ[0,T ](ŷγ(s))
with ∂N . Let ti denote the ith intersection time of the orbit of ŷγ(s) under Vγ(s) with
∂N . Note that {φ[0,T ](ŷp)}p∈γ([0,1]) is a C1 continuous family of compact embedded subman-
ifolds with boundary in M with φ[0,T ](ŷγ(s)) transverse to ∂N . From the proof that points
of transversal intersection between compact embedded submanifolds with boundary persist
under C1 perturbations [KH99, Proposition A.3.16], it follows by the implicit function the-
orem that for δ > 0 sufficiently small, there exist open neighborhoods Ti ⊂ [0, T ] and C1
functions τi : γ((s− δ, s + δ))→ Ti such that the following holds. For p ∈ γ((s− δ, s + δ)),
φ(·, ŷp, p)−1 (φTi(ŷp)
⋂
∂N) = {τi(p)} and τi(γ(s)) = ti for each i. In other words, for each
p ∈ γ((s − δ, s + δ)) and for each i, there exists a unique intersection of φ[0,T ](ŷp) with ∂N
that occurs in the time interval Ti.
It is shown next that for δ sufficiently small, and for p ∈ γ((s − δ, s + δ)), the number
of intersection times of φ[0,T ](ŷp) with ∂N is constant and each intersection time varies
continuously with the parameter values. Let m be the number of intersections of φ[0,T ](ŷγ(s))





Ti 6= ∅, and T ′i does not contain any times of intersection of φ[0,T ](ŷγ(s)) with ∂N , where
we let T0 = {0} and Tm+1 = {T}. For each i, as φT ′i (ŷγ(s)) and ∂N are compact and disjoint,
and since φ(T ′i , ŷp, p) varies C1 with respect to p, shrinking δ further if necessary implies that
for p ∈ γ((s− δ, s+ δ)), φT ′i (ŷp) is disjoint from ∂N for all i. More specifically, φT ′i (ŷp) ⊂ N






i , as shown in Fig. 2.18.
Hence, for p ∈ γ((s − δ, s + δ)), the only intersection times of φ[0,T ](ŷp) with ∂N occur in⋃m
i=1 Ti. But, by the choice of the Ti above, for p ∈ γ((s − δ, s + δ)) this implies that the
only intersection times of φ[0,T ](ŷp) with ∂N are
⋃m
i=1 τi(p). By the choice of T above, this
implies that for p ∈ γ((s− δ, s + δ)), the only intersection times of the orbit of ŷp under Vp
with ∂N are ⋃mi=1 τi(p). Hence, for p ∈ γ((s − δ, s + δ)), the number of intersections of the
orbit of ŷp under Vp with ∂N is constant.
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Finally, we show that for p ∈ γ((s − δ, s + δ)), there is a one-to-one correspondence
between the closed intervals in Tp and the closed intervals in Tγ(s), where the interval lengths
can be brought arbitrarily close to each other for sufficiently small δ, so we will conclude
that |tball(p) − tball(γ(s))| < ε. By Lemma 2.5.12, as (s − δ, s + δ) ⊂ [0, 1), for any p in
γ((s− δ, s + δ)), Tp consists of a finite union of closed intervals whose boundary points are
the intersection times. Then for each i, [τi−1(p), τi(p)] ⊂ Tp if and only if φT ′i (ŷp) ⊂ N
since T ′i ⊂ [τi−1(p), τi(p)], φ[τi−1(p),τi(p)](ŷp) is connected, and there are no intersections of
the orbit of ŷp under Vp with ∂N in the time interval (τi−1(p), τi(p)). Hence, for each
i, [τi−1(p), τi(p)] ⊂ Tp if and only if φT ′i (ŷp) ⊂ N if and only if φT ′i (ŷγ(s)) ⊂ N if and
only if [τi−1(γ(s)), τi(γ(s))] ⊂ Tγ(s). Therefore, since the number of intersection times is
constant over p ∈ γ((s − δ, s + δ)), for each i ∈ {1, ...,m}, [τi−1(γ(s)), τi(γ(s))] ⊂ Tγ(s) if
and only if [τi−1(p), τi(p)] ⊂ Tp. Therefore, Tp and Tγ(s) consist of the same finite number
of corresponding closed intervals which differ only slightly in their endpoints, which are
the intersection times {τi(p)}mi=1. Shrink δ such that for p ∈ γ((s − δ, s + δ)) and each i,
|τi(p) − ti| < ε2m . Since for p ∈ γ((s − δ, s + δ)) the ith boundary point τi(p) is within
ε
2m of ti = τi(γ(s)) for each i, and since Tp consists of the same number of corresponding
closed intervals as Tγ(s), each closed interval in Tp has length within εm of the length of the
corresponding interval in Tγ(s). For p ∈ γ((s − δ, s + δ)), as tball(p) is equal to the sum
of the lengths of the closed intervals in Tp, there are m such closed intervals in Tp, and
the length of each closed interval in Tp is within εm of the corresponding interval in Tγ(s),
|tball(p)− tball(γ(s))| < ε. Hence, tball is continuous at γ(s).
Next, suppose the vector fields are C1 event-selected discontinuous. As N × J ⊂ CJ
is contained in a single connected component of CJ , the flow restricted to CJ is C1 by
Lemma 2.4.16, and by Lemma 2.4.18 the behavior of the flow after a switching surface
depends C1 on the behavior before the switching surface, the implicit function theorem can
be applied analogously to the above to conclude that the intersection times {τi(p)}mi=1 are
C1 with respect to parameter. The rest of the proof proceeds analogously.
Proof of Theorem 2.5.9. Fix p0 ∈ J , p∗ ∈ ∂R, and let γ : [0, 1]→ J be a C1 path satisfying
Assumption 2.5.4 and such that γ(0) = p0 and γ(1) = p∗. By Lemma 2.5.12, tball : γ([0, 1])→
[0,∞] is well-defined and tball(γ(1)) =∞. By Lemma 2.5.13, limp∈γ([0,1]),p→p∗ tball(p) =∞ =
tball(γ(1)), so tball is continuous at p∗ = γ(1). By Lemma 2.5.14, tball is continuous over
γ([0, 1)). Hence, tball is continuous over γ([0, 1]).
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2.5.5 Conclusion
This section provided motivation for the algorithms described in Section 3.2 both for the
case of C1 vector fields and for vector fields with C1 event-selected discontinuities. It was
first shown that the recovery boundary consists entirely of critical parameter values, and
that the closest critical parameter value to any recovery value lies on the recovery boundary.
This serves to justify the approach of computing (often the closest) critical parameter values
in order to determine the recovery boundary. Furthermore, it was shown that, under the
assumption of transversal intersection, for any point in the recovery boundary, the time the
orbit spends in a neighborhood of (at least one point in) the controlling invariant set is con-
tinuous over the set of recovery values, and diverges to infinity as that point is approached
from within the set of recovery values. This provides motivation for algorithms which com-
pute critical parameter values by varying parameter values so as to maximize the time the
orbit spends in a neighborhood of the controlling invariant set.
2.6 Theoretical Motivation for Maximizing Trajectory Sensitivi-
ties Algorithm
2.6.1 Introduction
The purpose of this section is to provide theoretical motivation for the algorithms de-
scribed in Section 3.3. The initial results of Section 2.5 motivate the approach of computing
critical parameter values in order to determine the recovery boundary. The class of algo-
rithms mentioned above compute critical parameter values by varying parameter values so
as to maximize the sensitivity of the system trajectory with respect to parameters. For nu-
merical purposes, it is advantageous to accomplish this by varying parameter values so as to
minimize the inverse trajectory sensitivities. To motivate these algorithms, it is shown here
that the infimum over time of the inverse trajectory sensitivities is continuous and strictly
positive over the set of recovery values, is identically zero on the recovery boundary, and con-
verges to zero as it approaches the recovery boundary from within the set of recovery values.
Furthermore, as the recovery boundary is approached from within the set of recovery values,
it is shown that the infimum of the inverse trajectory sensitivities approaches a dot product,
motivating algorithms which exploit this linear structure.
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2.6.2 Results
Consider the same setting as in Section 2.5, as described in detail in Section 2.5.2. Then
Theorem 2.5.1 and Corollary 2.5.2 apply here as well.
Assumption 2.6.1. By Theorem 2.4.13 (for vector fields with C1 event-selected discontinu-
ities) or Theorem 2.2.23 (for C1 vector fields), ∂W s(XsJ) =
⋃
i∈IW
s(X iJ). Assume that ŷJ
is transverse to W s(X iJ) for all i ∈ I.
Remark 2.6.2. Assumption 2.6.1 is generic because C1 submanifolds are generically trans-
verse [KH99, Theorem A.3.20].
Remark 2.6.3. If it is desirable to consider a more general controlling invariant set, as op-
posed to the hyperbolic controlling critical elements considered above, we assume that this
controlling invariant set is hyperbolic and that ŷJ is transverse to its stable manifold.
By Lemma 2.4.16, V possesses a piecewise C1 flow φ. By [Sch12, Chapter 3], this implies
that the flow possesses a first-order approximation called the Bouligand derivative which is
piecewise linear and continuous, rather than being purely linear like the derivative, at every
point in M × J . We write dφ to represent the Bouligand derivative. This does not conflict
with earlier uses of this notaton, because the Bouligand derivative agrees with the (standard)
derivative over CJ .
Recall that R refers to the set of recovery values, and ∂R to the recovery boundary. Note
that dφt(ŷ(p))
dp
is the derivative of the flow respect to parameter, and represents the sensitivity
of the trajectory with respect to parameter. Section 3.1 discusses trajectory sensitivities in
more detail. Define a function H : [0,∞) × R → [0,∞] by H(t, p) = ||dφt(ŷ(p))
dp
||−1 where
|| · || is any norm on M . Then H(t, p) represents the inverse of the norm of the trajectory
sensitivity at time t and for parameter value p. Define the function G : R → [0,∞) by
G(p) = inft∈[0,∞) H(t, p). Then G gives the infimum over time of the inverse of the norm of
the trajectory sensitivity.
Theorem 2.6.4. Assume the conditions of Theorem 2.5.1 and Assumption 2.6.1. Then G
is well-defined and continuous over R, strictly positive on R, and identically zero on ∂R. In
particular, for any p∗ ∈ ∂R, limp∈R,p→p∗ G(p) = 0.
Remark 2.6.5. This theorem holds as well for a more general hyperbolic controlling invariant
set. The proof for this setting is sketched immediately following the main proof of the
theorem.
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Under additional assumptions it will be possible to show that as p→ p∗, G(p) approaches
a dot product (in particular, a linear function). To achieve this we will require the following
additional assumptions.
Assumption 2.6.6. The vector field Vp∗ is C∞, {Vp}p∈J is strong C2 continuous, and ŷ is
C2.
Assumption 2.6.7. The matrix ∂Vp∗ (X
∗(p∗))
∂x
has distinct eigenvalues and satisfies a non-
resonance condition - known as the strong Sternberg condition for Q with Q sufficiently large
- which will be discussed in more detail in Section 2.6.3.
Assumption 2.6.8. The unstable manifold W u(X∗(p∗)) is one dimensional.
Assumption 2.6.9. By the proof of Theorem 2.2.23, W u(X∗(p∗))⋂W s(Xs(p∗)) 6= ∅. So,
let x̂ ∈ W uloc(X∗(p∗))
⋂
W s(Xs(p∗)). By the proof of Theorem 2.6.4, the function t →∣∣∣∣∣∣d(φ(t,p∗))x̂Vp∗(x̂)∣∣∣∣∣∣1 achieves a maximum on {t : t ≥ 0}. Assume that this function achieves
a unique maximum on {t : t ≥ 0}.
Remark 2.6.10. The C∞ smoothness of Assumption 2.6.6 is more than is needed - in partic-
ular, Ck for k sufficiently large would suffice - but is adapted for simplicity of presentation.
Remark 2.6.11. The strong Sternberg condition for Q of Assumption 2.6.7 will be discussed
in detail in Section 2.6.3. It is generically true that the eigenvalues of a matrix are distinct.
Remark 2.6.12. By the generic Assumption 2.6.1, W s(X∗(p∗)) has codimension one. If
X∗(p∗) is an equilibrium point, this then implies Assumption 2.6.8. Also note that under
Assumption 2.6.8, X∗(p∗) must be an equilibrium point.
Theorem 2.6.13. Assume the conditions of Theorem 2.5.1 and that Assumptions 2.6.6-
2.6.9 are satisfied. Then for any p∗ ∈ ∂R, there exists a constant nonzero vector c such that
for p ∈ R, as p→ p∗, G(p)→ |cT (p− p∗)|.
Remark 2.6.14. Theorem 2.6.13 can also be extended to vector fields with C∞ event-selected
discontinuities. A brief description of this extension is included in a remark following the
main proof.
2.6.3 Proofs
Lemma 2.6.15. G is well-defined, strictly positive, and continuous on R.
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Proof of Lemma 2.6.15. Define the functions F : [0,∞)×R→ [0,∞) by F(t, p) = ||dφt(ŷ(p))
dp
||
and F̂ : R → [0,∞] by F̂ (p) = supt∈[0,∞)F(t, p). Then G = 1F̂ , so to prove the claim it
suffices to show that F̂ is well-defined, finite, and continuous over R. Note that, by the chain
rule, dφt(ŷ(p))
dp
= d(φt)ŷ(p)(ŷ′(p)), where ŷ′(p) = dŷ(p)dp .
Fix p̂ ∈ R. Since ŷ(p̂) ∈ W s(Xs(p̂)), there exists T > 0 such that φT (ŷp̂) ∈ int W sloc(XsJ)
(note that W sloc(XsJ) ⊂ CJ). Since W sloc(XsJ) is open, there exists δ > 0 such that |p− p̂| < δ
implies φT (ŷ(p)) ∈ int W sloc(XsJ). As W sloc(XsJ) is forward invariant, φt+T (ŷ(p)) ∈ W sloc(XsJ)
for all t ≥ 0. This implies that for any t > 0,
||d(φt+T )ŷ(p)(ŷ′(p))|| = ||d(φt)φT (ŷ(p)) ◦ d(φT )ŷ(p)(ŷ′(p))||
≤ ||d(φt)φT (ŷ(p))|| ||d(φT )ŷ(p)(ŷ′(p))|| < ||d(φT )ŷ(p)(ŷ′(p))||
since φt|W sloc(Xs(p)) is a contraction so ||d(φt)φT (ŷ(p))|| < 1. Thus, for p ∈ Bδ(p̂), F̂ (p) =
supt∈[0,∞) ||d(φt)ŷ(p)(ŷ′(p))|| = supt∈[0,T ]F(t, p). Since ŷ′ is continuous and the Bouligand
derivative is piecewise continuous, F(t, p) is piecewise continuous over [0, T ]×R. As [0, T ] is
compact, this implies that, for p ∈ Bδ(p̂), F̂ (p) = supt∈[0,T ]F(t, p) = maxt∈[0,T ]F(t, p) <∞.
Hence, as p̂ ∈ R was arbitrary, F̂ is well-defined and finite over R.
It suffices to show that F̂ is continuous at p̂. As F is piecewise continuous over [0, T ]×
Bδ(p̂), there exists a finite set of continuous selection functions Hj : [0, T ]×Bδ(p̂)→ [0,∞)
for j ∈ Im with m finite such that F(t, p) ∈ {Hj(t, p)}j∈Im for all (t, p) ∈ [0, T ] × Bδ(p̂).
By Lemma 2.4.19, since [0, T ] is compact, φ(ŷ(p), [0, T ], p) intersects Zp in only finitely
many isolated points. In particular, there are only finitely many intersection times at which
discontinuities of F(·, p) can occur. Using the implicit function theorem as in the proof of
Lemma 2.5.14, shrinking δ if necessary implies that for p ∈ Bδ(p̂), the number of intersection
times of the orbit of ŷ(p) with Zp is constant, and that the intersection times vary C1 with
parameter over Bδ(p̂). This implies that for any p ∈ Bδ(p̂), we can write [0, T ] as a finite
union of closed intervals on which F(·, p) is continuous, that the number of such intervals is
constant over Bδ(p̂), and that the endpoints of the intervals vary continuously over Bδ(p̂).
For p ∈ Bδ(p̂), as F(·, p) is continuous over each such closed interval and the intervals are
compact, it achieves a maximum on each closed interval. Moreover, since the endpoints of
each interval vary continuously over Bδ(p̂), and F is equal to a continuous selection function
on each interval, the maximum of F over each interval varies continuously over Bδ(p̂). Note
that, for p ∈ Bδ(p̂), F̂ (p) is given by the maximum over each interval of the maximum
of F(·, p) on that interval. Hence, over Bδ(p̂), F̂ is the maximum of a finite number of
130
continuous functions, so F̂ is continuous.
Lemma 2.6.16. G is identically zero on ∂R and for any p∗ ∈ ∂R, limp→p∗,p∈RG(p) = 0.
Proof of Lemma 2.6.16. Define the functions F : [0,∞)×R→ [0,∞) by F(t, p) = ||dφt(ŷ(p))
dp
||
and F̂ : R→ [0,∞] by F̂ (p) = supt∈[0,∞)F(t, p). ThenG = 1F̂ , so to prove the claim it suffices
to show that F̂ is identically infinite over ∂R, and that for any p∗ ∈ ∂R, limp→p∗,p∈R F̂ (p) =
∞. Note that, by the chain rule, dφt(ŷ(p))
dp
= d(φt)ŷ(p)(ŷ′(p)), where ŷ′(p) = dŷ(p)dp .
Let p∗ ∈ ∂R. By Theorem 2.5.1, p∗ is a critical parameter value, and so by Corollary 2.5.2
there exists a unique controlling critical element X∗J corresponding to p∗. First we show that
F̂ (p∗) =∞. Let K > 0. It suffices to show that there exists T > 0 such that F(T, p∗) > K.
If X∗(p∗) is an equilibrium point (periodic orbit) let x = X∗(p∗) (x ∈ X∗(p∗) such that
x 6∈ Zp∗), let S be a neighborhood of x (S be a C1 cross section containing x) such that
S ∩Zp∗ = ∅, and let g = φ(·, 1, p∗)|S be the C1 time-one map (g : S → S be a C1 first return
map as in Lemma 2.4.20). Then x is a hyperbolic fixed point of g C1 so it possesses a local
stable manifoldW sloc(x) contained inM (S). As ŷ(p∗) ∈ W s(X∗(p∗)), there exists t′ such that
x0 := φ(ŷ(p∗), t′, p∗) ∈ W sloc(x). By Lemma 2.4.18, the flow is C1 on a neighborhood of ŷ(p∗)
which implies, since by Assumption 2.6.1 ŷ′(p∗) is transversal to W s(X∗(p∗)) at ŷ(p∗), and
W s(X∗(p∗)) is invariant under the flow, that v0 := d(φ(·, t′, p∗))ŷ(p∗)(ŷ′(p∗)) is transversal
to W sloc(x) at φ(ŷ(p∗), t′, p∗) in M (S). If X∗(p∗) is a periodic orbit, let τ̂ : S → [0,∞)
send x to the time it takes for the flow from initial condition x to intersect S again. Let
vn = dggn(x0) ◦ dggn−1(x0) ◦ ... ◦ dgx0(v0). If X∗(p∗) is an equilibrium point (periodic orbit)
then ||vn|| = F(t′ + n, p∗) (||vn|| = F(t′ +
∑n−1
i=0 τ̂(gi(x0)), p∗)). So it suffices to show -
using T = t′ + n (T = t′ + ∑n−1i=0 τ̂(gi(x0))) - that there exists n such that ||vn|| > K. By
the Inclination Lemma [Pal69, Lemma 1.1], ||vn+1||||vn|| → b
′ > 1, where b′ is a constant, and









||vN || ≥ bn−N ||vN ||.
So, taking n sufficiently large implies that ||vn|| > K.
Next we show that limp→p∗,p∈R F̂ (p) = ∞. Let K > 0. It suffices to show that there
exists δ > 0 such that p ∈ Bδ(p̂)
⋂
R implies that F̂ (p) > K. By the argument above, there
exists T > 0 such that F(T, p∗) > K and φ(ŷ(p∗), T, p∗) 6∈ Zp∗ . As φ(ŷ(p∗), T, p∗) ∈ CJ , by
Lemma 2.4.17 CJ is open, and ŷ is C1, there exists δ > 0 such that p ∈ Bδ(p∗) implies that
φ(ŷ(p), T, p) ∈ CJ . In particular, this implies that F(T, ·) is continuous over Bδ(p∗) since the
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flow is C1 over CJ by Lemma 2.4.16. As F(T, p∗) > K, shrinking δ if necessary implies, by
continuity of F(T, ·) over Bδ(p∗), that for p ∈ Bδ(p∗), F(T, p) > K. Hence, for p ∈ Bδ(p∗),
F̂ (p) ≥ F(T, p) > K.
Proof of Theorem 2.6.4. Follows immediately from the conclusions of Lemma 2.6.15 and
Lemma 2.6.16.
Remark 2.6.17. We sketch a brief summary of the proof of Theorem 2.6.4 in the case of a more
general controlling invariant set, under the assumption that this controlling invariant set is
hyperbolic and that ŷJ is transverse to its stable manifold (see Remark 2.6.5). First, we note
that the proof of Lemma 2.6.15 proceeds identically to the earlier case. So, it suffices to prove
Lemma 2.6.16. Since the controlling invariant set is hyperbolic, there exists a continuous
splitting of the ambient manifold’s tangent bundle into stable and unstable bundles such that
the bundles are invariant under dφ1 and the norm of dφ1 on the unstable bundle is bounded
below by some constant b > 1. As the controlling invariant set is closed, these bundles extend
to stable and unstable bundles over an open neighborhood N of the controlling invariant set
such that, possibly shrinking b slightly, the norm of dφ1 on the unstable bundle is bounded
below by b > 1. As ŷ(p∗) converges to the controlling invariant set, after some finite time t′
it enters the local stable manifold of the controlling invariant set and remains there for all
times t ≥ t′. In particular, we may assume that φ(ŷ(p∗), t, p∗) ∈ N for t ≥ t′. Let g = φ1.
Construct x0 and v0 as in the proof of Lemma 2.6.16, and note that v0 is transversal to
the stable bundle, so it must have a nonzero component in the unstable direction. Define
vn analogously to the proof of Lemma 2.6.16 as well. Then ||vn+1||||vn|| ≥ b for sufficiently large
n (since the component in the stable direction will converge to zero), so by an analogous
argument to that in the proof of Lemma 2.6.16, F̂ (p∗) = ∞. That limp→p∗,p∈R F̂ (p) = ∞
follows by an analogous argument to that in the proof of Lemma 2.6.16.
Let A be a square matrix, and let Σ(A) = {λ1, ..., λn} be its eigenvalues. Let m be any





Let |m| = ∑ni=1 mi. Then A satisfies the Sternberg condition of order N if γ(λ,m) 6= 0 for all
λ ∈ Σ(A) and all m such that 2 ≤ |m| ≤ N . Furthermore, A satisfies the strong Sternberg
condition of order N if A satisfies the Sternberg condition of order N and Re γ(λ,m) 6= 0
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for all λ ∈ Σ(A) and all m such that |m| = N . Note that if A satisfies the strong Sternberg
condition then A is hyperbolic.
If A is hyperbolic, let Σ+(A) denote its eigenvalues with positive real part, and let Σ−(A)
denote its eigenvalues with negative real part. For i ∈ {+,−}, let ρi = max{|Re λ|:λ∈Σ
i(A)}
min{|Re λ|:λ∈Σi(A)} .
Let Q be a positive integer. Then the Q-smoothness of A is the largest integer K ≥ 0 such
that there exist positive integers Q+ and Q− with Q = Q+ + Q−, Q+ − Kρ+ ≥ 0, and
Q− − Kρ− ≥ 0. In particular, the Q-smoothness of A approaches infinity as Q → ∞, so
for Q sufficiently large we may assume it is at least two. Assumption 2.6.7 can be stated as
assuming that the matrix ∂Vp∗ (X
∗(p∗))
∂x
satisfies the strong Sternberg condition for Q with Q
sufficiently large such that the Q-smoothness of ∂Vp∗ (X
∗(p∗))
∂x
is at least two.
Lemma 2.6.18. Consider the vector field ẋ = A(p)x for p ∈ J where A(p) varies C1
with respect to p and is linear for each p. Assume that A(0) is hyperbolic, has distinct
eigenvalues, and has exactly one unstable eigenvalue. Let ŷ(p) be a C1 initial condition
for this linear vector field, assume that ŷ(0) is in the stable eigenspace of A(0), and that
ŷ(J) is transverse to the disjoint union of the stable eigenspaces of A(p) for p ∈ J . Let
u > 0 small and let thit = thit(p) be the time at which the projection of the forward orbit of
ŷ(p) onto the unstable eigenspace has magnitude u (note this is defined only for a connected







. Then there exists a constant nonzero vector c such that for p ∈ JT ,
as p→ p∗, Ĝ(p)→ |cTp|.
Proof of Lemma 2.6.18. The proof proceeds primarily by computation. The main intuition is
that the trajectory sensitivities in the direction of the (one dimensional) unstable eigenspace
dominate the other sensitivities in the directions of the stable eigenspace. As p → p∗, this
will imply that the structure of Ĝ(p) is dominated by this one dimensional behavior, which
in turn is governed by a dot product. The dot product structure will follow from taking the
explicit solution of the linear system, computing thit(p) directly, computing the trajectory
sensitivities explicitly, and then deriving a formula for Ĝ(p).
Let x ∈ Rn and p ∈ J . Consider the vector field ẋ = A(p)x where A(p) is linear for each
p ∈ J . We have that for all p ∈ J , A(p) is hyperbolic, all its eigenvalues are distinct, and its
unstable eigenspace is one dimensional. Let {λ1(p), ..., λn(p)} be the eigenvalues of A(p), and
order them by their real component in descending order so that λ1 is the unstable eigenvalue.
As the eigenvalues of A are distinct, A is diagonalizable with a basis of eigenvectors; denote
them by {v1, ..., vn} and assume they are normalized so that
∑
j |vi|j = 1 for all i. Let Λ(p)
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be the diagonal matrix of the eigenvalues of A(p) and let V (p) be the matrix whose columns
are the eigenvectors of A(p). Note that A(p) = V (p)Λ(p)V (p)−1. Let z(t) = V (p)−1x(t) so
that
ż = Λ(p)z. (2.20)
Then the solution to Eq. 2.20 is given by
z(t) = eΛ(p)tz(0)
zi(t) = eλi(p)tzi(0).
We have that the initial condition and eigenvalues are at least C1 so that we may write
z(0) = Bp + b + o(||p||1), which implies that zi(0) = Binpn + bi + o(||p||1)i, and λi(p) =
λ0i + cinpn + o(||p||1)i for all i. We have that zi(0) at p = 0 is in the stable eigenspace of
the origin, which implies that b1 = 0 since the stable eigenspace is given by {z : z1 = 0}.
Furthermore, we have that z0(J) is transverse to the stable eigenspace at p = 0. The solution
to Eq. 2.20 can be written as
zi(t) = e(λ
0
i+cinpn+o(||p||1)i)t(Binpn + bi + o(||p||1)i).
Let u > 0 small. We wish to compute the time thit at which the first coordinate (the unstable
coordinate) reaches u, This is merely the hitting time of the hypersurface {z : z1 = u}. So,






= 1Re (λ0i ) + Re (cin)pn + o(||p||1)i
log u
|B1npn + o(||p||1)1|
which is well-defined for all p ∈ J such that z(0) is not in the stable eigenspace of the origin
since the stable eigenspace is given by {z : z1 = 0}. Note that the set on which thit is
well-defined is nonempty because z0(J) is transverse to the stable eigenspace at p = 0. We
compute ∣∣∣∣∣∂zi(t)∂pj






















as limx→0 x log ux = 0. So,




In particular, this implies that at i = 1, and since b1 = 0, we have∣∣∣∣∣∂z1(thit(p))∂pj



































where we use that λ01 6= 0. As lim||p||1→0
|B1npn+o(||p||1)1|
u
= 0 and Reλi(p)Reλ1(p) < 0 for all i ≥ 2 and














Reλ1(p) = o(1)i. Hence, for i ≥ 2 we have
∣∣∣∣∣∂zi(thit(p))∂pj
∣∣∣∣∣ = o(1)i















































































by Eq. 2.21 and standard rules for arithmetic with o(1) functions.












zk(thit(p)) + V (p)ik
∂zk(thit(p))
∂pj
Let V (p)ik = dik +Diknpn + o(||p||1)ik. Then ∂V (p)ik∂pj = Dikj + o(1)ikj is bounded over p ∈ J .
Furthermore, as zk(thit(p)) is contained in a small neighborhood of the origin for all p ∈ J
136
along the target surface {z : z1 = u}, zk(thit(p)) is uniformly bounded over p ∈ J . Hence,
∂V (p)ik
∂pj
zk(thit(p)) is uniformly bounded over p ∈ J . By an analogous computation to the















































































since by Eq. 2.22 the terms ∂V (p)ik
∂pj
zk(thit(p)) can be incorporated into the additive o(1) term
in the parentheses, as can the contributions from the eigenvectors for i ≥ 2 (as in the





= |B1npn + o(||p||1)1|
u
(∣∣∣∑j B1j + o(1)∣∣∣+ o(1))
which approaches a dot product - an affine function - as ||p||1 → 0.
Remark 2.6.19. It will be useful for Chapter III to note the relationship between thit(p) and
Ĝ(p) in the proof of Lemma 2.6.18. We note that as p → p∗ = 0, thit(p) → c1 log 1cT2 p while
Ĝ(p) → 1
cT3 p
for nonzero constant vectors c2 and c3, and for real nonzero constant c1. In
particular, this implies that Ĝ(p) grows exponentially faster than thit(p) as p→ p∗ = 0.
Proof of Theorem 2.6.13. For the intuition behind this proof, consider partitioning each tra-
jectory of the system into four parts: the initial segment from ŷ(p) into a neighborhood of
X∗(p), the behavior in this neighborhood of X∗(p), a segment from the neighborhood of
X∗(p) to W sloc(Xs(p)), and then the forward orbit inside W sloc(Xs(p)). As the flow restricted
to W sloc(Xs(p)) is a contraction, trajectory sensitivities must achieve their maximum before
entering W sloc(Xs(p)), so we can restrict our attention to the first three parts mentioned
above. For the initial segment from ŷ(p) into a neighborhood of X∗(p), we may neglect this
segment and instead absorb this behavior into new parameter dependent initial conditions
in the neighborhood of X∗(p). Taking the neighborhood of X∗(p) to be sufficiently small,
we may apply a Theorem of George Sell which is similar to Sternberg’s Theorem to obtain
a smooth (for our purposes C2 will suffice) conjugacy between the nonlinear vector field Vp
and its linearization at X∗(p) for all p ∈ J . This will allow us to translate the results from
the linear dynamics of Lemma 2.6.18 into the nonlinear setting here. Finally, we show that
G achieves its minimum in the segment from the neighborhood of X∗(p) to W sloc(Xs(p))
and that the time at which this minimum is achieved approaches a constant as p → p∗ for
p ∈ R. From this, it is shown that the map from the trajectory sensitivities as the trajec-
tory is leaving the neighborhood of X∗(p) to the trajectory sensitivities when G achieves its
minimum is nearly constant. Consequently, the dominant effect in the structure of G under
the nonlinear vector field comes from the linear dynamics near X∗(p), and this dot product
structure then follows from Lemma 2.6.18.
Fix p∗ ∈ ∂R. By Theorem 2.5.1, p∗ ∈ C. So, there exists a critical element X∗ such that
ŷ(p∗) ∈ W s(X∗(p∗)). We have that X∗(p∗) is an equilibrium point and W u(X∗(p∗)) is one
dimensional. Furthermore, we assume that ∂ŷ
∂pj
is transverse to W s(X∗(p∗)) at ŷ(p∗) for all
j.
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For p ∈ J let A(p) = ∂Vp(X
∗(p))
∂x
. Assume that A(p∗) satisfies the strong Sternberg con-
dition for Q sufficiently large such that the Q-smoothness of A(p∗) is at least two. Then
by [Sel85, Theorem 7], for J sufficiently small there exists a neighborhood U of X∗(p∗) in
M and a conjugacy Θ between ẋ = Vp(x) on U and ẋ = A(p)x on a neighborhood of the
origin in Rn such that the conjugacy is at least C2 in both p and x. Let T > 0 such that
φ(ŷ(p∗), T, p∗) ∈ U . Shrink J if necessary so that φ(ŷ(p), T, p) ∈ U for p ∈ J . As in the
proof of Lemma 2.6.18, let z(t) = V (p)−1x(t), and let z(0) = V (p)−1Θ(φ(ŷ(p), T, p), p). By
the proof of Theorem 2.2.23, W u(X∗(p∗))⋂W s(Xs(p∗)) 6= ∅. As W u(X∗(p∗)) is one dimen-
sional, this implies that one connected component of W u(X∗(p∗)) lies inside W s(Xs(p∗)).
Let u > 0 small, let s be either +1 or −1, and let x̂ = Θ−1(V (p) ∗ (su, 0), p∗). Note that
x̂ ∈ W u(X∗(p∗)) and, by the proper choice of s, we may have that x̂ ∈ W s(Xs(p∗)).
Hence, there exists T ′ > 0 such that φ(x̂, p∗, T ′) ∈ W sloc(Xs(p∗)). Let N be a neighbor-
hood of x̂ inM and shrink J if necessary such that p ∈ J and x ∈ N implies that φ(x, p, T ′) ∈
W sloc(Xs(p)). Shrink J further if necessary so that p ∈ J implies that Θ−1(x(thit(p)), p) ∈ N .








As the flow restricted toW sloc(Xs(p∗)) is a contraction, for any p ∈ J , Gj(·, p) must achieve its
maximum on [0, thit(p) + T ′]. As Gj(·, p) achieves its maximum over [0, thit(p)] at t = thit(p),
Gj(·, p) must achieve its maximum on [thit(p), thit(p) + T ′]. Define
Glim(t) = ||d(φt)x̂Vp∗(x̂)||1 .
As the forward orbit of x̂ under Vp∗ eventually enters W sloc(Xs(p∗)) on which the flow of Vp∗
is a contraction, Glim(t) must attain a maximum on [0, T ′]. Assume that Glim(t) attains a
unique global maximum for t ≥ 0. Let δ > 0. Note that Gj(t + thit(p), p)→ cj(p)Glim(t) as
p→ p∗ since d(φt)Θ−1(x(thit(p)),p) → d(φt)x̂, dΘ−1x(thit(p)),p → dΘ
−1






cj(p)Vp∗(x̂) by the Inclination Lemma. As [0, T ′] is compact, Gj(t+ thit(p), p) can be brought
arbitrarily close to cj(p)Glim(t) on this time interval. In particular, let ε > 0 sufficiently small
such that if d is the largest local maximum of Glim(t) other than Glim(tmax) (if such d exists)
then Glim(tmax)− ε > d. Then there exists h(t) such that Gj(t + thit(p), p)− cj(p)Glim(t) =
cj(p)h(t) and |h(t)| < ε for all t ∈ [0, T ′]. We wish to determine tjmax(p) = argmaxtGj(t +
thit(p), p). Note that tmax(p) ∈ [0, T ′] by the argument above. As cj(p) is constant in time,
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we have





= argmaxt∈[0,T ′]Glim(t) + h(t).
By construction, shrinking ε further if desired implies that tjmax(p) can be brought arbitrarily
close to tmax for p sufficiently close to p∗. In particular, we have shown that limp→p∗ tjmax(p) =






and let tmax(p) = argmaxt∈[0,T ′]Ĝ(t+ thit(p), p). Then limp→p∗ tjmax(p) = tmax for all j implies
that limp→p∗ tmax(p) = tmax.

















In the notation of the proof of Lemma 2.6.18, ∑j cj(p) = Ĝ(p), so substituting the expression

















∗(x̂)| |B1n(pn − p∗n) + o(||p− p∗||1)1|
uGlim(tmax)
(∣∣∣∑j B1j + o(1)∣∣∣+ o(1))+ |Vp∗(x̂)| |B1n(pn − p∗n) + o(||p− p∗||1)1|o(1)
= |Vp
∗(x̂)| |B1n(pn − p∗n) + o(||p− p∗||1)1|
uGlim(tmax)
(∣∣∣∑j B1j + o(1)∣∣∣+ o(1))+ o(||p− p∗||1)
which approaches a dot product - an affine function - as ||p− p∗||1 → 0, which corresponds
to p→ p∗.
Remark 2.6.20. The proof of Theorem 2.6.13 reveals that the result can be extended to vector
fields with C∞ event-selected discontinuities (or Ck with k sufficiently large). In particular,
close examination of the above proof indicates that while smoothness was required on an
arbitrarily small neighborhood of X∗(p∗) in M × J , a piecewise Ck would be sufficient to
complete the remainder of the proof. As equilibria are disjoint from switching surfaces for
vector fields with event-selected discontinuities, and as the flow is piecewise Ck (k equal to
the smoothness of the vector field selection functions) for vector fields with event-selected
discontinuities, the proof of Theorem 2.6.13 for vector fields with C∞ event-selected discon-
tinuities proceeds analogously to the above
2.6.4 Conclusions
This section developed theoretical motivation for the algorithms of Section 3.3 for vector
fields with C1 event-selected discontinuities. It was shown that the infimum over time of the
inverse trajectory sensitivity is continuous and strictly positive over the set of recovery values,
and converges to zero as it approaches the recovery boundary. This provides justification
for algorithms which determine the recovery boundary by varying parameter values so as to
minimize the infimum over time of the inverse trajectory sensitivities. Furthermore, it was
shown that as parameter values approach the recovery boundary, the infimum over time of
the inverse trajectory sensitivity approaches a dot product - a linear structure - motivating




This chapter develops the algorithms which were theoretically motivated by Chapter II.
The numerical backbones of these algorithms are trajectory sensitivities, which are first and
higher order derivatives of the system trajectory with respect to parameters. Therefore, to
apply the algorithms it is important that these be computed efficiently. Section 3.1 introduces
modular techniques for numerical integration of first and higher order trajectory sensitivities
for hybrid dynamical systems, which include switching and limit behavior, that exploit sparse
network structure to reduce computation time and storage requirements. In particular, the
necessary equations for numerical integration of first, second, and third order trajectory
sensitivities, including derivations of initial conditions and behavior at discrete switching
events, are presented. Although first and second order trajectory sensitivity integration
for hybrid systems has been developed previously [HP00, GH19], the use of modularity
to improve computational efficiency is novel, as are the formulation introduced here for
computation of sensitivities at discrete events and the extension of the above to third order
sensitivities.
Two classes of algorithms are designed for numerical computation of critical parameter
values based on the theory of Chapter II. Section 3.2 presents algorithms which vary pa-
rameter values so as to maximize the time the system trajectory spends inside a ball around
the controlling invariant set (typically an equilibrium point), thereby driving them to their
critical values. Section 3.3 presents algorithms which vary parameter values so as to max-
imize the supremum over time of the norm of the trajectory sensitivities with respect to
parameters, thereby driving the parameter values to their critical values. In the latter case,
the maximization is performed by minimizing inverse trajectory sensitivities for numerical
reasons. Within each class of algorithms, several algorithm types are developed. In the
case of one-dimensional parameter space, the unique closest critical parameter value is nu-
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merically computed. For two-dimensional parameter space, the recovery boundary is traced
numerically via continuation methods. And for arbitrary dimensional parameter space, al-
gorithms are introduced to find the nearest point on the recovery boundary to some initial
set of recovery values.
3.1 Efficient Computation of Nonsmooth, Higher Order Trajec-
tory Sensitivities
3.1.1 Introduction
The algorithms described in Sections 3.2-3.3 require trajectory sensitivities for implemen-
tation. Trajectory sensitivities are partial derivatives of the flow with respect to components
of the initial condition or parameters. This section develops methods for efficient numer-
ical integration of trajectory sensitivities that exploit sparse network structure to reduce
computational cost and storage requirements. In particular, efficient integration schemes for
computation of first, second, and third order trajectory sensitivities are presented for systems
described by differential algebraic equations (DAEs) that can also exhibit discrete impulse
and switching behavior. First [HP00] and second [GH19] order trajectory sensitivity integra-
tion schemes have been previously developed for this setting. The novel contributions here
are the exploitation of network structure to improve efficiency and reduce memory usage,
the integration of third order trajectory sensitivities, and a novel formulation for sensitivity
computation at discrete events.
This section is organized as follows. Section 3.1.2 provides background and notation for
the model of interest and trajectory sensitivities. Section 3.1.3 develops the time deriva-
tives of the trajectory sensitivities away from discrete events. Section 3.1.4 provides the
equations for numerical integration of the trajectory sensivities away from discrete events.
Section 3.1.5 gives the initial conditions for trajectory sensitivities with respect to param-
eters. Section 3.1.6 develops the equations for trajectory sensitivities at discrete impulse
and switching events. Section 3.1.7 introduces techniques to exploit sparse network topology




The model of interest away from discrete events is a coupled set of C1 differential and
algebraic equations (DAEs). Let x ∈ Rn be dynamic states, y ∈ Rm be algebraic states, and
write
ẋ = f(x, y)
0 = g(x, y) (3.1)
where f : Rn+m → Rn and g : Rn+m → Rm are both C1, f represents the differential
equations, and g represents the algebraic equations. In general, we let dots denote derivatives
(typically of states) with respect to time. Under reasonable assumptions [BBCK08] this
system of DAEs can be treated as an equivalent system of ordinary differential equations
(ODEs), so that the theory developed in Chapter II may be applied. Let ν denote the
current time step of numerical integration, and let ∆ denote the step size of each integration
time step. Let the superscript of ν on a term denote the corresponding value of that term
evaluated at (x(ν), y(ν)), and similarly for superscripts of ν+1. Away from switching events,
Eq. 3.1 is numerically integrated by the following trapezoidal integration scheme:
xν+1 = xν + ∆2
(
f ν+1 + f ν
)
0 = g(xν+1, yν+1). (3.2)
This system of nonlinear equations is typically solved numerically for the unknown variables
(xν+1, yν+1) via Newton-Raphson.
Triggering of each discrete event is defined by an associated switching function s :
Rn+m → R such that a switch occurs precisely when s(x, y) = 0. Let (x−, y−) denote
the states at the time instant just before the switch, and let (x+, y+) denote the states at
the time instant just after the switch. Let τ denote the intersection time of the orbit with
the hypersurface s(x, y) = 0, which is also the time of the event, and is an implicit function
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of initial conditions. The dynamics of the switch are given by
x−(x(0), y(0)) = φ(x(0), y(0), τ(x(0), y(0)))
0 = s(x−, y−)
0 = g−(x−, y−)
x+ = h(x−, y−)
0 = g+(x+, y+) (3.3)
where h : Rn+m → Rn is a C1 impulse function, g− : Rn+m → Rn are the set of algebraic
equations at the time instant before the switch, and g+ : Rn+m → Rn are the set of algebraic
equations at the time instant just after the switch. Hence, in this model formulation, switch-
ing of the vector field occurs indirectly through the switching of the algebraic equations from
g− to g+. Let φ(x, y, t) denote the flow of Eqs. 3.1 3.3 at time t from initial condition (x, y).
Let φ̂(x, y, t) denote the dynamic states of φ(x, y, t), and let φ̃(x, y, t) denote the algebraic
states of φ(x, y, t).
Trajectory sensitivities are partial derivatives of the flow φ(x, t) with respect to compo-
nents of the initial condition (x, y). Trajectory sensitivities are therefore functions of both
time and initial condition. The order of a trajectory sensitivity is the number of partial
derivatives of the flow that it involves. To consider trajectory sensitivities with respect to
parameters, we introduce each parameter p as a dynamic state with trivial dynamics given
by ṗ = 0. Then the trajectory sensitivity with respect to parameter p is simply the trajectory
sensitivity with respect to the initial condition of the dynamic state p.
We introduce the following notation for first-order trajectory sensitivities, where i, j ∈















We often suppress the dependence on time for notational convenience, and write Φij, Φiα,
Ψαj, and Ψαβ to refer implicitly to the trajectory sensitivities as functions of time. More
generally, let i, j, k, l,m, n, o ∈ {1, ..., n} and let α, β, γ, δ ∈ {1, ...,m}. For higher order
trajectory sensitivities of φ, given a sequence of subscripts we let the first subscript denote
the component of φ, the remaining English letter subscripts denote partial derivatives with
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respect to components of the dynamic states x, and the remaining Greek letter subscripts










Finally, the partial derivatives of the functions f , g, and h are defined analogously, with the
first subscript denoting the component of the function, and the remaining subscripts denoting
partial derivatives with respect to dynamic variables (English letters) and algebraic variables
(Greek letters).
For clarity and brevity in presenting the equations of the following sections, we use
Einstein summation notation, which holds that for each subscript index that appears on
the right hand side of an equation but not on the left, that index should be summed over
on the right hand side. For example, the equation ai = bij + cijk in Einstein summation




j,k cijk. Many of the subsequent equations will involve tensor
contractions, which are a generalization of matrix multiplication. For example, the following
is a tensor contraction: aijk =
∑
l bijlclk, which we write using the above notation as aijk =
bijlclk. While matrix multiplication is linear, tensor contractions are multilinear (linear in
each dimension, known as modes). This property is used to justify the following procedure
for performing tensor contractions in MATLAB: reshaping tensors into matrices, performing
matrix multiplication along the desired mode of contraction, and then reshaping the result
back into a tensor. Similarly, when solving a system of multilinear equations for a tensor,
multilinearity implies that the tensor can be reshaped into a matrix, the ensuing linear
system solved in the standard way by MATLAB for a matrix solution, and then the result
reshaped back into a tensor.
3.1.3 Time Derivatives
Trajectory sensitivities are computed in practice through numerical integration, as shown
in Section 3.1.4. To perform the integration, the variational equations describing their evo-
lution away from discrete events are required. This section is devoted to their presentation.
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The first- and second-order sensitivity variational equations have been found previously
[HP00, GH19], while the third-order sensitivity variational equations are novel. They are
obtained by repeated differentiation of Eq. 3.1 with respect to components of the initial
condition of the dynamic states, and application of the chain rule.
The first-order variational equations are:
Φ̇ij = fimΦmj + fiαΨαj
0 = gαmΦmj + gαβΨβj. (3.4)
The second-order variational equations are given by:
Φ̇ijk = fimnΦnkΦmj + fimαΨαkΦmj + fimΦmjk + fiαmΦmkΨαj + fiαβΨβkΨαj + fiαΨαjk
0 = gαmnΦnkΦmj + gαmβΨβkΦmj + gαmΦmjk + gαβmΦmkΨβj + gαβγΨγkΨβj + gαβΨβjk.
(3.5)
The third-order variational equations are:
Φ̇ijkl = fimnoΦolΦnkΦmj + fimnαΨαlΦnkΦmj + fimnΦnklΦmj + fimnΦnkΦmjl + fimαnΦnlΨαkΦmj
+ fimαβΨβlΨαkΦmj + fimαΨαklΦmj + fimαΨαkΦmjl + fimnΦnlΦmjk + fimαΨαlΦmjk
+ fimΦmjkl + fiαmnΦnlΦmkΨαj + fiαmβΨβlΦmkΨαj + fiαmΦmklΨαj + fiαmΦmkΨαjl
+ fiαβmΦmlΨβkΨαj + fiαβγΨγlΨβkΨαj + fiαβΨβklΨαj + fiαβΨβkΨαjl + fiαmΦmlΨαjk
+ fiαβΨβlΨαjk + fiαΨαjkl
0 = gαmnoΦolΦnkΦmj + gαmnβΨβlΦnkΦmj + gαmnΦnklΦmj + gαmnΦnkΦmjl + gαmβnΦnlΨβkΦmj
+ gαmβγΨγlΨβkΦmj + gαmβΨβklΦmj + gαmβΨβkΦmjl + gαmnΦnlΦmjk + gαmβΨβlΦmjk
+ gαmΦmjkl + gαβmnΦnlΦmkΨβj + gαβmγΨγlΦmkΨβj + gαβmΦmklΨβj + gαβmΦmkΨβjl
+ gαβγmΦmlΨγkΨβj + gαβγδΨδlΨγkΨβj + gαβγΨγklΨβj + gαβγΨγkΨβjl + gαβmΦmlΨβjk
+ gαβγΨγlΨβjk + gαβΨβjkl. (3.6)
An additional set of time derivatives that will be useful for the algorithms described in
Section 3.3 are given here. They are obtained by differentiating Eq. 3.1 with respect to time,
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and then with respect to components of the initial condition of the dynamic states.
gαβ ẏβ = −gαmfm
gαβΨ̇βj = − (gαmnΦnjfm + gαmβΨβjfm + gαmfmnΦnj + gαmfmβΨβj + gαβmΦmj ẏβ + gαβγΨγj ẏβ)






dots denote first derivatives with respect to time, and double dots denote second derivatives
with respect to time. Note that under reasonable assumptions [BBCK08], ẏβ and Ψ̇βj exist
away from discrete events and are given by the equations above.
3.1.4 Numerical Integration
Earlier work has shown that, using a trapezoidal integration scheme to numerically inte-
grate the underlying dynamics of Eq. 3.1, the first [HP00] and second [GH19] order trajectory
sensitivities can be efficiently computed as a byproduct of this underlying integration. Here,
this efficient computation is extended to third order trajectory sensitivities. Let ν denote the
current time step of numerical integration, and let ∆ denote the step size of each integration
time step. Given the trajectory sensitivities at ν, we will compute their values at ν + 1. For
each term in the equations, let the superscript of ν denote the corresponding value of that
term evaluated at (x(ν), y(ν), t(ν)), and similarly for superscripts of ν + 1. The trajectory
sensitivity variational equations of Eqs. 3.4-(3.6) can be numerically integrated using trape-
zoidal integration as in Eq. 3.2. We formulate this below for first, second, and third order














Trapezoidal integration of the second order sensitivities is given by:










∆2 (f νimnΦνnkΦνmj + f νimαΨναkΦνmj)
gν+1αmnΦν+1nk Φν+1mj + gν+1αmβΨν+1βk Φν+1mj

−
∆2 (f νimΦνmjk + f νiαmΦνmkΨναj + f νiαβΨνβkΨναj + f νiαΨναjk + f ν+1imnΦν+1nk Φν+1mj )
gν+1αβmΦν+1mk Ψν+1βj + gν+1αβγΨν+1γk Ψν+1βj

−
∆2 (f ν+1imαΨν+1αk Φν+1mj + f ν+1iαmΦν+1mk Ψν+1αj + f ν+1iαβ Ψν+1βk Ψν+1αj )
0
 (3.9)
The third order sensitivity integration is given by:










 ∆2 (f νimnoΦνolΦνnkΦνmj + f νimnαΨναlΦνnkΦνmj)
gν+1αmnoΦν+1ol Φν+1nk Φν+1mj + gν+1αmnβΨν+1βl Φν+1nk Φν+1mj

−
∆2 (f νimnΦνnklΦνmj + f νimnΦνnkΦνmjl + f νimαnΦνnlΨναkΦνmj + f νimαβΨνβlΨναkΦνmj + f νimαΨναklΦνmj)
gν+1αmnΦν+1nkl Φν+1mj + gν+1αmnΦν+1nk Φν+1mjl + gν+1αmβnΦν+1nl Ψν+1βk Φν+1mj + gν+1αmβγΨν+1γl Ψν+1βk Φν+1mj

−
∆2 (f νimαΨναkΦνmjl + f νimnΦνnlΦνmjk + f νimαΨναlΦνmjk + f νimΦνmjkl + f νiαmnΦνnlΦνmkΨναj)
gν+1αmβΨν+1βkl Φν+1mj + gν+1αmβΨν+1βk Φν+1mjl + gν+1αmnΦν+1nl Φν+1mjk + gν+1αmβΨν+1βl Φν+1mjk

−
 ∆2 (f νiαmβΨνβlΦνmkΨναj + f νiαmΦνmkΨναjl + f νiαβmΦνmlΨνβkΨναj + f νiαβγΨνγlΨνβkΨναj)
+gν+1αβmnΦν+1nl Φν+1mk Ψν+1βj + gν+1αβmγΨν+1γl Φν+1mk Ψν+1βj + gν+1αβmΦν+1mklΨν+1βj + gν+1αβmΦν+1mk Ψν+1βjl

−
∆2 (f νiαmΦνmklΨναj + f νiαβΨνβklΨναj + f νiαβΨνβkΨναjl + f νiαmΦνmlΨναjk + f νiαβΨνβlΨναjk + f νiαΨναjkl)
gν+1αβγmΦν+1ml Ψν+1γk Ψν+1βj + gν+1αβγδΨν+1δl Ψν+1γk Ψν+1βj + gν+1αβγΨν+1γkl Ψν+1βj + gν+1αβγΨν+1γk Ψν+1βjl

−
∆2 (f ν+1imnoΦν+1ol Φν+1nk Φν+1mj + f ν+1imnαΨν+1αl Φν+1nk Φν+1mj + f ν+1imnΦν+1nkl Φν+1mj + f ν+1imnΦν+1nk Φν+1mjl )
gν+1αβmΦν+1ml Ψν+1βjk + gν+1αβγΨν+1γl Ψν+1βjk

−
















Efficient methods to perform the integration will be discussed in Section 3.1.7.
3.1.5 Initial Conditions
To perform the trajectory sensitivity integration, it is necessary to find the proper initial
conditions. As the application of trajectory sensitivities here is to study the response of a
system to large disturbances, it is natural to consider systems which are initially at a stable
equilibrium point (before being subjected to the disturbance). Typically such equilibrium
points are functions of parameter. Therefore, we assume that (x, y) = (xe(p), ye(p)) is an
equilibrium point and a function of parameter. Hence,
f(xe(p), ye(p)) = 0
g(xe(p), ye(p)) = 0. (3.11)
In the equations below, all trajectory sensitivities shown are assumed to be the values at
time t = 0. The initial conditions for the trajectory sensitivities are obtained by repeated
differentiation of Eq. 3.11 with respect to parameters. For first order trajectory sensitivity
















where fx and gx are derivatives of f and g with respect to the dynamic states with nontrivial
dynamics (the dynamic states which are not parameters), fparam and gparam are derivatives of
f and g with respect to the parameters p, and Φ̃mj consists only of the trajectory sensitivities
of the dynamic states which are not parameters.





 fimnΦnkΦmj + fimαΨαkΦmj + fiαmΦmkΨαj + fiαβΨβkΨαj









 fimnoΦolΦnkΦmj + fimnαΨαlΦnkΦmj + fimnΦnklΦmj
gαmnoΦolΦnkΦmj + gαmnβΨβlΦnkΦmj + gαmnΦnklΦmj

−
 fimnΦnkΦmjl + fimαnΦnlΨαkΦmj + fimαβΨβlΨαkΦmj + fimαΨαklΦmj + fimαΨαkΦmjl
gαmnΦnkΦmjl + gαmβnΦnlΨβkΦmj + gαmβγΨγlΨβkΦmj + gαmβΨβklΦmj + gαmβΨβkΦmjl

−
 fimnΦnlΦmjk + fimαΨαlΦmjk + fiαmnΦnlΦmkΨαj + fiαmβΨβlΦmkΨαj + fiαmΦmklΨαj
gαmnΦnlΦmjk + gαmβΨβlΦmjk + gαβmnΦnlΦmkΨβj + gαβmγΨγlΦmkΨβj + gαβmΦmklΨβj

−
 fiαmΦmkΨαjl + fiαβmΦmlΨβkΨαj + fiαβγΨγlΨβkΨαj + fiαβΨβklΨαj
gαβmΦmkΨβjl + gαβγmΦmlΨγkΨβj + gαβγδΨδlΨγkΨβj + gαβγΨγklΨβj

−
 fiαβΨβkΨαjl + fiαmΦmlΨαjk + fiαβΨβlΨαjk
gαβγΨγkΨβjl + gαβmΦmlΨβjk + gαβγΨγlΨβjk
 (3.15)
3.1.6 Discrete Events
This section presents a novel formulation of trajectory sensitivity computations at discrete
impulse and switching events. The dynamics at the discrete event are given by Eq. 3.3.
Appendix D shows the derivation of the computation of trajectory sensitivities at the discrete
event. The final results are summarized below. Let τj, τjk, and τjkl denote derivatives of
the intersection time τ with respect to components of the initial condition of the dynamic
states. Let terms with minus superscripts denote the value of that term just before the
discrete event, and let terms with plus superscripts denote the value of that term just after
the discrete event.

































 simnΦ−nkΦ−mj + simαΨ−αkΦ−mj + siαmΦ−mkΨ−αj + siαβΨ−βkΨ−αj
g−αmnΦ−nkΦ−mj + g−αmβΨ−βkΦ−mj + g−αβmΦ−mkΨ−βj + g−αβγΨ−γkΨ−βj

−
 sim (Φmjk + f−mnΦnkτj + f−mαΨαkτj)
g−αm
(
Φmjk + f−mnΦnkτj + f−mβΨβkτj
) (3.19)







 himnΦ−nkΦ−mj + himαΨ−αkΦ−mj + himΦ−mjk + hiαmΦ−mkΨ−αj















 simnoΦ−olΦ−nkΦ−mj + simnαΨ−αlΦ−nkΦ−mj + simnΦ−nklΦ−mj
g−αmnoΦ−olΦ−nkΦ−mj + g−αmnβΨ−βlΦ−nkΦ−mj + g−αmnΦ−nklΦ−mj

−
 simnΦ−nkΦ−mjl + simαnΦ−nlΨ−αkΦ−mj + simαβΨ−βlΨ−αkΦ−mj + simαΨ−αklΦ−mj + simαΨ−αkΦ−mjl
g−αmnΦ−nkΦ−mjl + g−αmβnΦ−nlΨ−βkΦ−mj + g−αmβγΨ−γlΨ−βkΦ−mj + g−αmβΨ−βklΦ−mj + g−αmβΨ−βkΦ−mjl

−
 simnΦ−nlΦ−mjk + simαΨ−αlΦ−mjk + siαmnΦ−nlΦ−mkΨ−αj + siαmβΨ−βlΦ−mkΨ−αj + siαmΦ−mklΨ−αj
g−αmnΦ−nlΦ−mjk + g−αmβΨ−βlΦ−mjk + g−αβmnΦ−nlΦ−mkΨ−βj + g−αβmγΨ−γlΦ−mkΨ−βj + g−αβmΦ−mklΨ−βj

−
 siαmΦ−mkΨ−αjl + siαβmΦ−mlΨ−βkΨ−αj + siαβγΨ−γlΨ−βkΨ−αj + siαβΨ−βklΨ−αj + siαβΨ−βkΨ−αjl
g−αβmΦ−mkΨ−βjl + g−αβγmΦ−mlΨ−γkΨ−βj + g−αβγδΨ−δlΨ−γkΨ−βj + g−αβγΨ−γklΨ−βj + g−αβγΨ−γkΨ−βjl

−
 siαmΦ−mlΨ−αjk + siαβΨ−βlΨ−αjk + sim (Φmjkl + f−mnoΦolΦnkτj + f−mnαΨαlΦnkτj)
g−αβmΦ−mlΨ−βjk + g−αβγΨ−γlΨ−βjk + g−αm
(
Φmjkl + f−mnoΦolΦnkτj + f−mnβΨβlΦnkτj
)
−
sim (f−mnΦnklτj + f−mnΦnkτjl + f−mαnΦnlΨαkτj + f−mαβΨβlΨαkτj + f−mαΨαklτj)
g−αm
(
f−mnΦnklτj + f−mnΦnkτjl + f−mβnΦnlΨβkτj + f−mβγΨγlΨβkτj + f−mβΨβklτj
)
−
 sim (f−mαΨαkτjl + f−mnΦnlτjk + f−mαΨαlτjk)
g−αm
(
f−mβΨβkτjl + f−mnΦnlτjk + f−mβΨβlτjk
) (3.22)
Φ−ijkl = Φijkl + f−imnΦnlΦmkτj + f−imαΨαlΦmkτj + f−imΦmklτj + f−imΦmkτjl
+ f−iαmΦmlΨαkτj + f−iαβΨβlΨαkτj + f−iαΨαklτj + f−iαΨαkτjl









himnoΦ−olΦ−nkΦ−mj + himnαΨ−αlΦ−nkΦ−mj + himnΦ−nklΦ−mj
g+αmnoΦ+olΦ+nkΦ+mj + g+αmnβΨ+βlΦ+nkΦ+mj + g+αmnΦ+nklΦ+mj

−
 himnΦ−nkΦ−mjl + himαnΦ−nlΨ−αkΦ−mj + himαβΨ−βlΨ−αkΦ−mj + himαΨ−αklΦ−mj + himαΨ−αkΦ−mjl
g+αmnΦ+nkΦ+mjl + g+αmβnΦ+nlΨ+βkΦ+mj + g+αmβγΨ+γlΨ+βkΦ+mj + g+αmβΨ+βklΦ+mj + g+αmβΨ+βkΦ+mjl

−
 himnΦ−nlΦ−mjk + himαΨ−αlΦ−mjk + himΦ−mjkl + hiαmnΦ−nlΦ−mkΨ−αj + hiαmβΨ−βlΦ−mkΨ−αj
g+αmnΦ+nlΦ+mjk + g+αmβΨ+βlΦ+mjk + g+αβmnΦ+nlΦ+mkΨ+βj + g+αβmγΨ+γlΦ+mkΨ+βj + g+αβmΦ+mklΨ+βj

−
hiαmΦ−mklΨ−αj + hiαmΦ−mkΨ−αjl + hiαβmΦ−mlΨ−βkΨ−αj + hiαβγΨ−γlΨ−βkΨ−αj + hiαβΨ−βklΨ−αj
g+αβmΦ+mkΨ+βjl + g+αβγmΦ+mlΨ+γkΨ+βj + g+αβγδΨ+δlΨ+γkΨ+βj + g+αβγΨ+γklΨ+βj + g+αβγΨ+γkΨ+βjl

−
hiαβΨ−βkΨ−αjl + hiαmΦ−mlΨ−αjk + hiαβΨ−βlΨ−αjk + hiαΨ−αjkl
g+αβmΦ+mlΨ+βjk + g+αβγΨ+γlΨ+βjk
 . (3.24)
3.1.7 Efficient Computation and Storage
Improving computational efficiency and reducing memory requirements are important
for facilitating trajectory sensitivity integration in practice. The key property we wish to
exploit is that for many practical applications that consider dynamics over a sparse network,
including power systems, the model given by Eq. 3.1 admits a decomposition as follows into
a modular structure. Suppose there are N > 0 components that are connected through the
network. For each i ∈ N, let xi and yi refer to the dynamic states and algebraic states


















where L is a constant matrix. This structure implies that while the individual components
may have complicated, nonlinear and nonsmooth dynamics, their coupling through the net-
153
work (via the algebraic variables) is linear. For example, this is true in electrical networks
such as power systems in which the network coupling equations are given by Kirchoff’s Laws,
which are linear in currents and voltages.
Assuming the structure of Eq. 3.25, consider first the integration of trajectory sensitivi-
ties away from discrete events. Inspection of the right hand sides of Eqs. 3.8-3.10, used for
numerical integration of the sensitivities, reveals that every term either consists of the con-
traction of derivatives of f against sensitivities, or of the contraction of at least second order
derivatives of g against sensitivities. However, taking derivatives of f preserves its modular
structure, while taking at least second (partial) derivatives of g both preserves the modular
part of its structure and cancels out the network part since the second derivative of a linear
function is zero. In particular, this implies that the computations required to construct
the right hand sides of Eqs. 3.8-3.10 can be carried out in a modular fashion. Hence, both
runtimes and storage requirements for these computations grow linearly with the number
of network components N (assuming a bound on the dimension of the network components,
which is typical in practice). Furthermore, as a result of this modularity, these computations
are easily parallelizable, and could take advantage of parallel computing resources.
In fact, the discussion above also applies to the computation of trajectory sensitivities
at discrete events. Each term in the right hand side of Eqs. 3.16-3.24 consists either of
the contraction of f or its derivatives against sensitivities, the tensor product of f or its
derivatives with derivatives of the intersection time, or of the contraction of at least second
order derivatives of g against sensitivities. In all of these cases, the computation can be
carried out in a modular fashion. As in the case of integration away from discrete events,
this significantly decreases computation time but, perhaps more importantly, it dramatically
reduces the memory usage required for the computations. Similarly, these computations
could take advantage of parallel computing as well.
Once the computations of the right hand side of Eqs. 3.8-3.10 are complete, it is necessary
in each case to solve a system of linear equations. Note that all three linear systems have
the same matrix on the left hand side. It was observed [HP00] that this matrix is merely
the Jacobian of the system, and is obtained as a byproduct of the underlying trapezoidal
integration. In particular, an LU decomposition of this matrix is performed during the
underlying integration of the system dynamics so that, as pointed out by [HP00], it is only
necessary to solve triangular linear systems for the trajectory sensitivity integration steps,
which can be solved very efficiently. Furthermore, at discrete events, the two pairs of linear
systems for each order of trajectory sensitivity in Eqs. 3.16-3.24 have the same matrices on
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the left hand side. As was observed by [GH19], this implies that once the LU decomposition
is performed for the first order sensitivity computation, this can be used to solve triangular
linear systems for the second (and, we add, third) order sensitivity integration as well.
3.1.8 Conclusion
This section developed trapezoidal integration schemes for first, second, and third order
trajectory sensitivities for differential algebraic equations with discrete impulse and switch-
ing events. These trajectory sensitivities will be crucial in implementing the algorithms
described in Sections 3.2-3.3. The novel contributions presented here are the exploitation of
sparse network structure to develop modular and parallel algorithms to drastically reduce
computational cost and storage requirements, an integration scheme for third order trajec-
tory sensitivities, and a novel formulation of trajectory sensitivity computation at discrete
events.
3.2 Maximizing Time in Ball Around Controlling Equilibrium Point
Algorithms
3.2.1 Introduction
Algorithms are developed based on the theoretical motivation of Section 2.5 for deter-
mining the recovery boundary via computation of critical parameter values. The key idea is
to vary parameter values so as to maximize the time the system trajectory spending inside
a ball around the controlling UEP, thereby driving parameter values to their critical values.
For the purposes of this discussion, it is assumed that the controlling UEP has already been
found by some other method, such as those of [TVK96, Chi11]. Algorithms are developed
to find the unique closest critical parameter value in one dimensional parameter space, trace
the recovery boundary in two dimensional parameter space, and find the nearest point on
the recovery boundary to some initial set of recovery values in higher dimensional parame-
ter space. The algorithms are illustrated on a test case of a network of three synchronous
machines.
3.2.2 One Dimensional Parameter Space
The first step of the algorithm is to find the parameter value corresponding to the system
spending a fixed target time inside the ball. Let x̂ denote the controlling UEP, r the radius
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of the ball around it, tball the target time inside the ball, and φ(t, p) the system state at
time t for parameter value p. Furthermore, let t1, t2 denote the initial and final crossings of
the boundary of the ball by the system trajectory, and let x1, x2 denote the system dynamic
states at times t1, t2, respectively. Similarly, let y1, y2 denote the system algebraic states at






||x1 − x̂||22 − r2
φ(t2, p)− x2
g(x2, y2)
||x2 − x̂||22 − r2
t2 − t1 − tball

. (3.26)
The desired conditions are obtained by solving,
F (z) = 0. (3.27)
A solution implies that ||x1 − x̂||2 = ||x2 − x̂||2 = r, so x1, x2 are on the boundary of
the ball around the controlling UEP. Also, φ(t1, p) = x1 and likewise for t2 ensures that
t1, t2 are the initial and final times at which the trajectory intersects the boundary of the
ball. Furthermore, tball = t2 − t1 enforces the time constraint between the first and final
intersections. Finally, g(x1, y1) = g(x2, y2) = 0 ensures that y1, y2 are the algebraic states
corresponding to the dynamic states x1, x2.
This system of equations can be solved using Newton-Raphson, which requires the cor-
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responding Jacobian matrix,
J(z) = ∂F (z)
∂z
= 
−I 0 f |1 0 0 0 ∂φ(t1,p)∂p
∂g
∂x
|1 ∂g∂y |1 0 0 0 0 0
(x1 − x̂)ᵀ 0 0 0 0 0 0
0 0 0 −I 0 f |2 ∂φ(t2,p)∂p
0 0 0 ∂g
∂x
|2 ∂g∂y |2 0 0
0 0 0 (x2 − x̂)ᵀ 0 0 0
0 0 1 0 0 −1 0

(3.28)
where f |1 := f(x1, y1) and f |2 := f(x2, y2). To form this Jacobian matrix, it is necessary to




. They can be obtained from the numerical
integration of the trajectory sensitivities, as described in Section 3.1.
The Newton-Raphson update has the usual form,
zν+1 = zν − J(zν)−1F (zν) (3.29)
where ν is the iteration number. For purposes of computational efficiency, this system is
usually solved using either LU or QR decomposition of J(zν). The result of this Newton-
Raphson algorithm is a parameter value p which drives the system to spend a target time
tball inside the ball around the controlling UEP.
The next step is to vary a parameter so as to maximize the time spent by the trajectory
in the ball around the controlling UEP. This is accomplished by now treating tball as a
variable in (3.26), giving zcont = [x1 y1 t1 x2 y2 t2 p tball]ᵀ. Then zcont, together with the
constraints F (zcont) = 0, locally defines a curve since there is one more variable in zcont than
the number of equations in F (zcont) = 0. A continuation method, similar in concept to those
in [DH06], can be employed to track the solution as tball is increased. In general, F (zcont) = 0
may not be a smooth curve, but empirical observations indicate that it typically is smooth
in practice. Further study is required to determine the reasons for this smoothness.
The key idea of this continuation method is to iteratively trace a sequence of points along
a curve defined by a set of algebraic equations, as illustrated in Figure 3.1. At each step a
prediction is made by moving along the tangent to the curve. Then the predicted point is
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corrected by projecting back onto the curve. This process repeats until the curve is complete.







Jcont(zcont)η = 0 (3.31)
||η||22 = 1. (3.32)
The solution is given by taking a QR decomposition of Jcont(zcont)ᵀ, and setting η equal to
the final column of the orthogonal matrix in the decomposition. Starting from the ν-th point
on the curve, the next predicted point is,
zp = zνcont + κη (3.33)
where κ is the step size. For the correction step, which involves projecting back onto the
curve, we require that zν+1cont − zp be orthogonal to η, so
ηᵀ(zν+1cont − zp) = 0. (3.34)
From (3.33), this implies that,
ηᵀ(zν+1cont − zνcont)− κ = 0. (3.35)
This corrector step is accomplished by setting,
Fproj(zν+1cont) =
 F (zν+1cont)
ηᵀ(zν+1cont − zνcont)− κ
 (3.36)





Then we can obtain a solution to Fproj(zν+1cont) = 0 using the standard Newton-Raphson up-
date. This method varies the parameter value p so as to move in the direction of maximizing
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Figure 3.1: A continuation method for iteratively tracing a sequence of points along a curve
defined by a set of algebraic equations. At each step a prediction is made by moving along
the tangent to the curve. Then the predicted point is projected back onto the curve. This
process repeats until the curve is traced.
tball. As a consequence, p is driven to its critical value.
3.2.3 Two Dimensional Parameter Space
Once a critical parameter value has been found, a pair of parameters can be chosen, and
their recovery boundary computed. Fix tball to its value from the end of the continuation
process described above. Let zbound = [zᵀ p1 p2]ᵀ for a pair of parameters p1, p2. Then
F (zbound) = 0 locally describes a curve in parameter space which lies arbitrarily close to
the desired recovery boundary. Using a continuation method like the one described in the
previous step of Section 3.2.2, this curve can be traced progressively to obtain the desired
recovery boundary. Note that the recovery boundary may not be a smooth curve in general,
but numerical experiments have suggested that it is smooth in applications of intersest. The
reasons for this remain unknown.
3.2.4 Higher Dimensional Parameter Space
Given a set of P > 0 parameters, let z = [xᵀ1 yᵀ1 t1 xᵀ2 yᵀ2 t2]ᵀ and let p ∈ RP be parameter
values. Then F (z, p) = 0, where F is given by Eq. 3.26, locally defines a (P − 1)-manifold.
Fix any recover parameter value p0 ∈ RP . The goal is to find the closest point p∗ (it may








s.t. F (z, p) = 0. (3.38)
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The Lagrangian for this problem is:
L(z, p, λ) = ||p− p0||22 + λᵀF (z, p)
where λ is a vector of Lagrange multipliers. Any stationary point, such as a local minimum,
must satisfy:



















can be computed analogously to the computation of J in Eq. 3.28,
except that ∂F
∂p
has P columns corresponding to the P dimensions of parameter space instead
of just the one column devoted to the one dimensional parameter space in Eq. 3.28.
To solve Eq. 3.39, we use an optimization algorithm similar to [DH06] which was adapted
from [Dob03]. This algorithm typically requires local convexity of the recovery boundary in
order to converge, which does not hold on general. On the Modified IEEE 37-bus feeder
of Section 4.1 the method converges rapidly, but this may not be true for other test cases,
especially in the absence of local convexity. We begin each iteration ν with a unit vector
ρν in parameter space RP . Let p = p0 + γρν , where γ is a scalar and is initialized to zero.
Then a continuation process is used to vary γ from zero until the recovery boundary is
encountered at pν = p0 + γνρν . Let zν be the values of z obtained at pν . As pν lies on the
recovery boundary, and hence is a critical parameter value, this implies that F (zν , pν) =
0. The Lagrange multipliers λν at each iteration are chosen to satisfy the first line of





λν = 0. Hence, λν can be computed by performing a QR
decomposition of ∂F (z
ν ,pν)
∂z
and setting λν equal to the last column of the orthogonal matrix






The iterations described above are repeated until ρν converges, say to ρ∗. This implies
that γν , pν = p0 +γνρν , zν , and λν must also converge, say to γ∗, p∗, z∗, and λ∗, respectively.
As p∗ is a critical parameter value, F (z∗, p∗) = 0, so the last line of Eq. 3.39 is satisfied.






so the first line of Eq. 3.39 is satisfied. Furthermore, multiplying λ by any constant implies






where c is a nonzero constant. Choose λ̂∗ = −γ∗
c
λ∗ and note that the first and third lines of
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Eq. 3.39 are still satisfied by λ̂∗. However, the second line of Eq. 3.39 now reads:











= (p∗ − p0)−
γ∗
c
(cρ∗) = (p∗ − p0)− γ∗ρ∗ = 0
since p∗ = p0+γ∗ρ∗. Thus, convergence of the above method implies that Eq. 3.39 is satisfied,
and at least a local solution of Eq. 3.38 has been obtained.
3.2.5 Choice of Norms for Measuring Distance
The minimization of Section 3.2.4 was performed using the norm ||p− p0||22 in parameter
space. However, more generally the optimization could be performed by minimizing the
objective function (p− p0)TA(p− p0) where A is a positive semidefinite matrix. This would
introduce only minor changes to the disucssion and derivation of Section 3.2.4, but could
have a large impact on the obtained solutions. A natural choice for the weighting matrix A
would be so as to reflect the uncertainty in measurements or estimation of system parameter
values. In particular, using a Gaussian model for parameter uncertainty, the covariance
matrix for the uncertainty would be a reasonable choice for the weighting matrix. Future
work will consider this choice of weighting matrix.
3.2.6 Example: Three Synchronous Machines
The algorithms presented above were applied to a test case of three synchronous ma-
chines arranged in a loop. The machines are described by two-axis fourth-order synchronous
machine models, with complete details given by equations (6.110)-(6.113) in [SP97]. All
three machines have constant field voltage, constant mechanical torque, and mechanical
damping Dω where D is a parameter implicitly representing the damping due to the gover-
nor. The parameters of the generators are provided in Table 3.1. The moments of inertia
for the three generators are 0.077 pu, 0.105 pu, and 0.084 pu, respectively. The constant
field voltages were chosen to ensure that the terminal bus voltages are all at 1.05 pu in
steady state. The generator active powers were initialized with P1 = 0.4 pu, P2 = 0.5 pu,
and P3 = −0.9 pu. The line resistances are assumed to be zero, and the reactances are
X13 = 1.0000 pu, X12 = 1.2500 pu and X23 = 0.8333 pu.
The disturbance considered is a fault applied at the terminals of generator one. The
fault is modelled as a switched, constant shunt reactance with Xfault = 0.001 pu. The
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Table 3.1: Synchronous machine parameters.
rd 0 xd 0.5880 x′d 0.0913 T ′do 6.59
xq 0.5880 x′q 0.1 T ′qo 1.0 D 0.2653
main difference between the three generators in this example is their moments of inertia.
Accordingly, the fault was located at generator one because it has the lowest inertia, and
hence is most vulnerable to the fault. A fault duration time of 1.0 sec has been used
throughout the example. Whilst this is an unrealistically long fault clearing time, it is a
useful choice for illustrating algorithm characteristics.
The generator moments of inertia are parameters of interest in this system as they play
an important role in recovery from the fault. We introduce a scaling factor which multiplies
the moments of inertia of all three synchronous machines simultaneously. Lower values of
the scaling factor lead to less inertia in the system, which reduces its ability to recover from
faults.
The controlling UEP for this test case was identified through a two step process. First, a
continuation method was used to identify four power flow solutions. Then, for each of those
solutions, all possible choices of machine states were determined. Once those equilibria were
known, it was straightforward to determine the controlling UEP by observing the trajectory
as the system was driven to instability.
The first step is to drive the trajectory to spend a fixed length of time tball inside the ball
around the controlling UEP. This is illustrated in Figure 3.2, which depicts the distance
from a point on the trajectory to the controlling UEP as a function of time. Given a ball
of radius r = 10.5, the moment of inertia scaling factor was determined using Eq. 3.27 such
that the trajectory spent the target time tball = 6.5 sec inside the ball.
Next, the time tball in the ball was increased to drive the moment of inertia scaling factor
to its critical value. This effectively moved the post-fault initial conditions onto the post-
fault RoA boundary. This was accomplished via the predictor-corrector continuation process
presented in Section 3.2.2. Figure 3.3 shows the moment of inertia scaling factor as the time
in the ball is increased. Note that the scaling factor converges to its critical value quite
quickly as the time inside the ball increases, as suggested by the theory. This process yields
a critical moment of inertia scaling factor whose associated post-fault initial conditions lie
on the RoA boundary.
Now that a critical value of the parameter has been found, a pair of parameters can be
treated as free variables, and their recovery boundary computed. For this test case, the mo-
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Figure 3.2: The distance of the trajectory from the controlling unstable equilibrium point
as a function of time. The radius of the ball around it is r = 10.5. The moment of inertia
scaling factor was varied to drive the trajectory to spend a fixed time tball = 6.5 sec inside
the ball.
ments of inertia of generators one and two were selected as the two free parameters. Using an
analogous continuation method, as described in Section 3.2.3, the recovery boundary is nu-
merically computed. Figure 3.4 depicts this boundary. For any parameter values above the
boundary, the system will recover from the fault, returning to the original SEP. Conversely,
for any parameter values below the boundary, the system will not recover from the specified
disturbance. Although the recovery boundary turns out to be almost linear for this exam-
ple, the continuation method is capable of tracing curves that have high curvature [FH16].
Further investigations are required to determine the reason for the apparent linearity in this
example.
3.2.7 Conclusion
Algorithms are developed to find the unique closest point on the recovery boundary for
one dimensional parameter space, trace the recovery boundary for two dimensional param-
eter space, and find the closest point on the recovery boundary to any initial recovery value
in arbitrary dimensional parameter space. The main idea behind the approaches is to vary
parameter values so as to maximize the time the system trajectory spends in a ball around
the controlling UEP, thereby driving parameter values to the recovery boundary. Continu-
ation methods are used to perform the maximizations and to trace the recovery boundary.
The algorithms are illustrated on a network of three synchronous machines, and are applied
to a large power system in Section 4.1.
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Figure 3.3: The moment of inertia scaling factor is varied to maximize the time spent by the
trajectory inside the ball around the controlling unstable equilibrium point. As this time
increases, the moment of inertia scaling factor converges to its critical value.

































Figure 3.4: The recovery boundary for the moments of inertia of generators one and two. All
parameter values above the boundary lead to fault recovery, whereas all parameter values
below the boundary lead to instability.
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3.3 Maximizing Trajectory Sensitivities Algorithms
3.3.1 Introduction
The purpose of this section is to develop methods for determining the recovery boundary
based on the theoretical motivation of Section 2.6. Unlike the techniques presented in Sec-
tion 3.2, the algorithms here do not require prior knowledge of the controlling UEP, the
determination of which is computationally intractable for realistic system models. Further-
more, unlike those in Section 3.2, the algorithms here do not require the assumption of
transversal intersection of the system trajectory with a ball in state space, which was often
violated in practice, and do not have to worry about solution degeneracy resulting from
many intersections of the system trajectory with that ball, both of which led to challenges in
practical implementations of those algorithms. The approach behind the algorithms here is
that parameter values are varied so as to minimize the infimum over time of the inverse of the
norm of the trajectory sensitivities, thereby driving parameter values onto the recovery value.
Algorithms are presented for numerically computing the recovery boundary in two parame-
ter dimensions, and for finding the nearest point on the recovery boundary from any initial
set of recovery values in higher parameter dimensions. The algorithms are illustrated on the
simple test case of two classical machines. The algorithms are then modified so as to exploit
the linear structure discussed in Section 2.6.
3.3.2 One Dimensional Parameter Space
Let p be a one-dimensional real-valued parameter, let j be the index of the dynamic state
corresponding to p, and let i be an index that runs through the set of dynamic states. We use
the notation of Section 3.1 for trajectory sensitivities and related computations. Initially, it
was observed through numerical experiments that minimizing inverse trajectory sensitivities
instead of directly maximizing them led to faster convergence rates, and that root finding
methods such as Newton-Raphson converged rapidly for these inverse sensitivities. More
recently, it was shown (see Theorem 2.6.13) that the inverse trajectory sensitivities approach
a dot product as parameter values approach the recovery boundary. This indicates that
inverse sensitivities possess an approximately linear structure, which implies they can be








Then by Theorem 2.6.4, p∗ in the recovery boundary implies that it satisfies:
G(p∗) = 0. (3.40)
To find the critical parameter p∗, Eq. 3.40 will be solved using Newton-Raphson, which will
require the derivative dG(p)
dp






where the dependence of the trajectory sensitivities on (t, p) is understood, but has been
supressed in the notation for clarity of presentation. Let t̂(p) = argmint≥0H(t, p). Then, by
the proof of Lemma 2.6.15, if p is a recovery value then t̂(p) is finite so G(p) = H(t̂(p), p).
















where the final equality follows since ∂H
∂t
(t̂(p), p) = 0 because t̂(p) is the time when H(t, p)
achieves a maximum in time, and ∂H
∂t
= 0 at an extremum point. Therefore, Eq. 3.40 is
solved iteratively by the following standard Newton-Raphson update, where pν denotes the
parameter value of the current iteration, and pν+1 the value of the next iteration:
pν+1 = pν −DG(pν)−1G(pν). (3.43)
As DG(p) = ∂H
∂p
(t̂(p), p) and G(p) = H(t̂(p), p), by the formulas for H and ∂H
∂p
, computation
of G and DG requires only knowledge of trajectory sensitivities, which can be computed
efficiently by the methods of Section 3.1. Then t̂(p) is observed from the output of the
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integration, and the values of G(p) and DG(p) can be computed. As the algorithm proceeds,
G(pν) approaches zero, causing pν to approach the recovery boundary.
3.3.3 Two Dimensional Parameter Space
Let p be a parameter that takes values in R2, let j, k run through the two indeces of
the two dynamic states corresponding to the parameter p, and let i be an index that runs
through all the dynamic states. Define





By Theorem 2.6.4, the recovery boundary for p is given by {p : G(p) = 0}, which typically
describes a curve in practice. However, it may be nonsmooth in general, and determining
why it is typically smooth in practice is a subject of future work. Let ε > 0 small. To
establish consistent precision, we choose to approximate the recovery boundary with the
curve {p : G(p) = ε}. The goal is to use a continuation method to iteratively construct a
sequence of points that traces this manifold. At each step a prediction is made by moving
along the tangent to the curve. Then the predicted point is corrected by projecting back onto
the curve. This process repeats until the curve is complete. Let pν denote the current point on
the curve. The unit tangent vector η to the curve at pν is given by η = DG(pν)ᵀ/||DG(pν)||2









In the predictor step, for some choice of κ > 0 we let
pν+1pred = pν + κη.
In the corrector step we solve
0 = (pν+1pred − pν)ᵀ(pν+1 − pν+1pred)
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which implies, after substituting for pν+1pred above,




ηT (pν+1 − pν)− κ.

The corrector step must solve:
Fcont(pν+1) = 0. (3.49)





We then solve Eq. 3.49 iteratively using Newton-Raphson, analogously to Eq. 3.43. This
process of prediction and correction is then applied iteratively to generate a sequence of
points along {p : G(p) = ε}, thereby computing the recovery boundary to arbitrarily close
precision.
3.3.4 Higher Dimensional Parameter Space: Newton’s Method
Let p be a parameter that takes values in RP for P ≥ 1. Let j, k, l run through the
indeces of the P dynamic states corresponding to the parameter p, and let i be an index
that runs through all the dynamic states. Define
H(t, p) = 1ΦilΦil
G(p) = inf
t≥0
H(t, p) = H(t̂(p), p)
where t̂(p) = argmint≥0H(t, p). Fix any p0 ∈ RP a recover parameter value. As the dimension
P is arbitrary, there may be many points in the recovery boundary that could be found by
varying p. Therefore, we seek the point on the recovery boundary that is closest to p0, which
represents the smallest change in parameter space that could lead to failure to recover from
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s.t. G(p)− ε = 0 (3.52)
where A is a positive semidefinite weighting matrix (often set to the identity matrix) and
ε > 0 is small and will be required to ensure feasibility. The weighting matrix could be chosen
as in Section 3.2.5. In general, the solution to this problem does not necessarily depend
smoothly (or even continuously) with respect to p0. Nevetheless, when the technique for
solving this problem, as described below, was applied to the simple test case of Section 3.3.6
it converged rapidly to the desired minimum. However, in general this problem is very
difficult and the method offers no guarantees of convergence or that convergence will be
to the global (or even a local) minimum. Further experimentation is required to assess its
potential.
To solve Eqs. 3.51-3.52, we form the Lagrangian L(p, λ) = 12(p−p0)
ᵀA(p−p0)+λ(G(p)−ε)
where λ is a Lagrange multiplier. Let F (p, λ) := DL(p, λ). Any stationary point of L(p, λ),
such as a local minimum, must satisfy:
0 = DL(p, λ) =
A(p− p0) + λDG(p)ᵀ
G(p)− ε
 =: F (p, λ). (3.53)
Eq. 3.53 is solved iteratively by the following standard Newton-Raphson update, where
(pν , λν) denote the corresponding values at the current iteration, and (pν+1, λν+1) the values





−DF (pν , λν)−1F (pν , λν) (3.54)
where F (pν , λν) = DL(p, λ) is given in Eq. 3.53 and DF is given by:




Computation of DG(p) and D(DG(p)ᵀ) first requires several additional derivatives, which













































where H = H(t, p) and Φ̇il, Φ̇ijl are given by Eqs. 3.4-3.5 in Section 3.1.3, and Φ̈il is given by
Eq. 3.7 of that section. Next we compute the derivatives DG(p) and D(DG(p)ᵀ). First, note
that (DG(p))j = ∂G(p)∂pj . By an analogous argument as in the derivation of Eq. 3.42 for the one
dimensional parameter case in Section 3.3.2, (DG(p))j = ∂H∂pj (t̂(p), p). Next, differentiating





















Note that computation of D(DG(p)ᵀ) requires ∂t̂(p)
∂pk
. We derive this as follows. Since
p̂ = argmint≥0H(t, p), ∂∂tH(t̂(p), p) = 0. Hence, as this function of p is identically zero,
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which can be computed from Eqs. 3.56-3.59. In turn, the expressions for DG(p) and
D(DG(p)ᵀ) given here can be used to compute F and DF in Eq. 3.55 and Eq. 3.53,
respectively. Finally, F and DF are used to perform the Newton-Raphson updates of
Eq. 3.54, which drive pν towards one of the (possibly many locally) closest points on the
recovery boundary to p0.
3.3.5 Higher Dimensional Parameter Space: Alternate Method
Consider the setting of Section 3.3.4. The goal is to solve Eq. 3.53 to obtain the (possibly
one of many) closest point on the recovery boundary to some initial recovery value p0. We
present an alternative solution strategy to that of Section 3.3.4 which does not require
third order trajectory sensitivities and is similar to that of Section 3.2.4. As remarked in
Section 3.2.4, this method requires local convexity of the recovery boundary to guarantee
convergence, but the recovery boundary is not in general convex. So, further testing is
required to determine the practicality of this technique.
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P2 P3 V2 V3 D2 D3 H2 H3 X12 X23
1 0.5 1 0.9 0.3 0.2 0.3 0.2 0.4 0.5
Table 3.2: Test Case Parameter Values
Define an iterative algorithm as follows. Let ν denote the current iteration. Given a unit
vector ρν in RP , find γν such that G(p0 +A−1γνρν) = ε. Then set pν = p0 +A−1γνρν . This
can be accomplished by using the one dimensional method of Section 3.3.2 to solve for γν
using Newton-Raphson and noting that
Φiγ = Φijρνj
Φiγγ = Φijkρνjρνk (3.60)
where Φiγ = dφidγ and Φiγγ =
d2φi
dγ2
. Once γν , and hence pν , is obtained, set ρν+1 =
DG(pν)T/||DG(pν)||2 where DG = ∂H∂p (t̂(p), p) and
∂H
∂p
is given by substituting Eq. 3.60
into Eq. 3.41 of Section 3.3.2.
The process described above is then repeated iteratively until ρν converges, say to ρ∗.
Then γν and pν also converge, say to γ∗ and p∗, respectively. Let λ = −γ∗/||DG(p∗)||2.
By the method for computing γν , we must have that G(p∗) = G(p0 + A−1γ∗p∗) = ε and
p∗ = p0 + A−1γ∗ρ∗. Furthermore, by the method for determining ρν+1, we have that ρ∗ =
DG(p∗)T/||DG(p∗)||2. Hence,
A(p∗ − p0) + λDG(p∗)T = A(p∗ − p0) + (−γ∗/||DG(p∗)||2)(||DG(p∗)||2ρ∗)
= A(p∗ − p0)− γ∗ρ∗
= A(p∗ − p0)− A(p∗ − p0)
= 0.
Hence, convergence of the algorithm implies that Eq. 3.53 is satisfied, so a local minimum
of Eqs. 3.51-3.52 has been found.
3.3.6 Example: Two Classical Machines
The test case considered is a simple model of a power system which consists of two
synchronous generators connected to two buses arranged radially, with an infinite bus at
the head of the feeder, as shown in Fig. 3.5. The infinite bus is held at constant voltage
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Figure 3.5: Power system model used as the test case in Section 2.3.3. An infinite bus,
which is held at constant voltage and can draw arbitrarily high power, is connected to two
synchronous generators.
of 1 p.u. (per unit) and can draw arbitrarily high power to match the power generation of
the two generators. Let the infinite bus be connected to bus one, generator 2 to bus 2, and
generator 3 to bus 3. Let δ2 and ω2 be the rotor angle and its angular velocity for generator
2, and define δ3 and ω3 analogously for generator 3. Let y = [δ2 ω2 δ3 ω3]ᵀ be the vector of
state variables. Let P2, D2, H2, and V2 be the active power, damping coefficient, moment
of inertia, and voltage magnitude at generator 2, and define P3, D3, H3, and V3 analogously
for generator 3. Let Xij denote the impedance on the line from bus i to bus j. Parameter
values used are given in Table 3.2. Let p = [P2 P3 V2 V3 D2 D3 H2 H3]ᵀ be the vector of
chosen parameters, and let x = [yᵀ pᵀ]ᵀ. Then the dynamics of this system are given by:
ẋ1 = x2
H2ẋ2 = P2 −D2x2 − sin(x1)
V2
X12








which can be written more succinctly as
ẋ = V (x) (3.61)
Let p0 be the parameter values given in Table 3.2. There exists a stable equilibrium point
of Eq. 3.61 of y0(p0) = [0.6435 0 0.9250 0]ᵀ. For p reasonably near p0 there exists a stable
equilibrium point y0(p) of Eq. 3.61 close to y0(p0) which can be found, for example, by solving
V (y0(p)) = 0 using Newton-Raphson with initial condition p0. After the system begins at
the stable equilibrium point x0(p), a fault is applied at the head of the feeder, lasts for a
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Figure 3.6: For the test case of Section 2.3.3, x3 = δ3 is shown as a function of time for (a)
the initial value P3 = 0.5 (blue line) and (b) the critical value P3 = 0.7309 (red line).
duration of 0.8 s, and then is cleared. The fault is modeled by setting the term − sin(x1) V2X12
to zero in equation V2, leaving the other components of V unchanged, and integrating this
modified system for 0.8 s. Before and after the fault, the system dynamics are given by
Eq. 3.61.
Fig. 3.6 shows x3 = δ3 as a function of time for p = p0. Note that the system is initially
at a stable equilibrium point. Then, a fault is applied, and the angle δ3 deviates far from
equilibrium. After 0.8 s the fault is cleared, normal system dynamics are restored, and the
system evolves until δ3 returns to its prior equilibrium value. This picture is typical for cases
in which the system is able to recover from the fault.
For each pi ∈ p, the algorithm detailed in Section 3.3.2 was applied to find the nearest
point on the recovery boundary of pi. There were some parameters, namely H2, H3, and D3,
where varying just one of them was not sufficient to make the system fail to recover from
the fault (for positive values of the parameters, as is required physically). In these cases,
the algorithm attempted to send the parameter values towards zero or negative, so it was
quickly clear that they were unable to make the system fail to recover.
Among the remaining parameters, p = P3 is representative of the observed behavior of the
algorithm. Fig. 3.7 shows the convergence of the one-dimensional parameter space algorithm
for p = P3. Although the critical value of P3 is about 50% larger than its initial value,
convergence to its critical value is rapid and monotonic. At the final iterate, G(P3) < 10−5.
More generally, for each pi ∈ p (other than those mentioned above which could not drive the
system to non-recovery), rapid, monotonic convergence to the corresponding critical value
was observed.
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Figure 3.7: Computation of critical parameter value for P3 using the one-dimensional param-
eter space algorithm of Section 3.3.2. Iterations begin in the top left and proceed towards
the bottom right. Rapid convergence to the critical parameter value is observed.
Several choices of multi-dimensional parameter spaces were tested. The weighting matrix
A was set to the identity matrix in all cases. The initial parameter values p0 were taken from
Table 3.2. First, the choice p = pi for each i was made to confirm that the higher dimensional
parameter space algorithm of Section 3.3.4 gave the same critical parameter values as the
one-dimensional parameter space algorithm of Section 3.3.2. Next, the following three sets
of parameters were considered:
P4 := {P2, P3, V2, V3}
P6 := {P2, P3, V2, V3, D2, D3}
P8 := {P2, P3, V2, V3, D2, D3, H2, H3}.
Note that P4 consists of all the parameter values that power system operators can select
during real-time operation, P6 consists of P4 together with the parameter values that can be
tuned by control engineers (namely, the damping that is a result of controller design), and
P8 consists of P6 together with the remaining generator parameter values.
We chose ε = 10−5 for the constraint of Eq. 3.52. Then, the higher dimensional parameter
space algorithm of Section 3.2.4 converged for P4 in 9 iterations, for P6 in 9 iterations, and
for P8 in 8-iterations. Let p∗4, p∗6, and p∗8 denote the critical parameter values obtained via
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Table 3.3: Values of the objective function of (3.51) for the critical parameter values obtained
by the higher dimensional optimization algorithm for the parameter sets P4, P6, and P8.
this algorithm for P4, P6, and P8, respectively. Then
p∗4 =
[
1.0657 0.5651 0.9198 0.8986
]ᵀ








p∗8(1 : 4) =
[
1.0466 0.5462 0.9489 0.8992
]ᵀ
p∗8(5 : 8) =
[
0.2648 0.1751 0.2767 0.1647
]ᵀ
The parameter values satisfy G(p∗4) = G(p∗6) = G(p∗8) = ε, so they all lie on their respective
recovery recovery boundarys.
The goal was to obtain parameter values on the recovery boundary which minimized
the objective function of Eq. 3.51: 12(p − p0)
ᵀA(p − p0). Table 3.3 shows the values of the
objective functions at p∗4, p∗6 and p∗8. As additional parameters are introduced, more options
for values on the recovery boundary become available, some of which may be closer to p0
than the previous options. Consequently, the objective function value, which measures the
distance of the chosen value on the recovery boundary from p0, decreased from P4 to P6,
and again from P6 to P8. This suggests that the result of the higher dimensional parameter
space algorithm for all of the cases above is indeed the value on the recovery boundary at a
minimum distance from p0, as desired. Overall, for all the combinations of parameters chosen
above, the higher dimensional parameter space algorithm converged rapidly to a value on
the recovery boundary which appears to be the closest such value to p0 in each parameter
space.
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3.3.7 Algorithm Adjustments Based on Linearization Theory
Empirical observations [NPH02b] and analysis for parameter-independent linear vector
fields [RH12] indicated that, in the case of one dimensional parameter space, the infimum
over time of the inverse trajectory sensitivities is approximately linear in parameter value.
Section 2.6 has extended the analysis to parameter-dependent nonlinear vector fields with
higher dimensional parameter spaces. In particular, Theorem 2.6.13 shows that the infimum
of the one norm of inverse trajectory sensitivities approaches a dot product as parameter
values approach the recovery boundary. Motivated by this theory, the algorithms of this
section, which were developed using the two norm (Euclidean norm) above, are modified for
use with the one norm instead. By doing so, the algorithms are then able to exploit the
linear structure revealed by the theory.
3.3.7.1 One Dimensional Parameter Space
We preserve the notational conventions used previously in Section 3.3. Let p be a one-
dimensional real-valued parameter, let j be the index of the dynamic state corresponding
to p, and let i be an index that runs through the set of dynamic states. Motivated by
Theorem 2.6.13 of Section 2.6, we use inverse trajectory sensitivities with one norms to obtain
a function that is approximately linear. Consequently, we solve for G(p) = 0 using Newton-
Raphson because of its ability to rapidly solve linear and approximately linear systems.
Define









where for any vector v, (sign(v))i = 1 if vi ≥ 0 and (sign(v))i = −1 if vi < 0 for all





and solve Eq. 3.40 iteratively using Newton-Raphson. Newton-Raphson is used because it
efficiently solves linear or approximately linear systems, and G(p) approaches a dot product
as p→ p∗.
3.3.7.2 Two Dimensional Parameter Space
Let p be a parameter that takes values in R2, let j, k run through the two indeces of
the two dynamic states corresponding to the parameter p, and let i be an index that runs
through all the dynamic states. Define














has two components corresponding to the derivatives with respect to p1 and p2. A predictor-
corrector continuation method can then be formulated analogously to that in Section 3.3.3.
3.3.7.3 Higher Dimensional Parameter Space
Let p be a parameter that takes values in RP for P ≥ 1. Let j, k run through the indeces
of the P dynamic states corresponding to the parameter p, and let i be an index that runs
through all the dynamic states. Define




H(t, p) = H(t̂(p), p)
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As in Section 3.3.4, for fixed ε > 0 small and A positive semidefinite (where the weighting






s.t. G(p)− ε = 0. (3.63)
Motivated by the linearity theory of Section 2.6 (especially Theorem 2.6.13) we approximate
G(p)− ε by its linearization and solve a succession of quadratic programs. In particular, at
each iteration ν we replace the nonlinear constraint G(pν+1)− ε = 0 with the corresponding





ν+1 − p0)ᵀA(pν+1 − p0) (3.64)
s.t. DG(pν)(pν+1 − pν) +G(pν)− ε = 0. (3.65)






DG(pν)pν −G(pν) + ε

where λν+1 is a Lagrange multiplier but is not needed by the algorithm. If pν+1 lies on the
other side of the recovery boundary, which is determined as a byproduct of the simulation
required to compute G(pν+1) and DG(pν+1), then we still move in the direction pν+1−pν but
only half the distance as before. This distance is repeatedly halved until a value for pν+1 is
found such that pν+1 is a recovery value. This process is then repeated iteratively until the
algorithm converges. As the solution to Eqs. 3.64-3.65 (in which G(p) is replaced by a linear
constraint) exists and is unique, and since G(p) approaches a linear function as p approaches
the recovery boundary by Theorem 2.6.13, p0 sufficiently close to the recovery boundary
implies the existence of a unique solution to Eqs. 3.62-3.63. So, unlike the methods of
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Section 3.2.4, Section 3.3.4, and Section 3.3.5, the techniques of this section have local
guarantees (for p0 sufficiently close to the recovery boundary) of existence and uniqueness of
a solution, and of converging to that solution rapidly, due to the linear structure discussed
in Section 2.6.
3.3.7.4 Implementation Concern: Divergence of Runtimes
From an implementation perspective, it is important that the runtimes for algorithms
which compute critical parameter values do not diverge rapidly to infinity as the critical
parameter values are approached. Otherwise, computing these critical parameter values to
desired accuracy quickly becomes infeasible as the accuracy is increased due to unreasonably
high runtimes. Several results from Chapter II suggest that rapid divergence of runtimes as
critical parameter values are approached may be a serious concern. Theorem 2.5.9 shows
that as a critical parameter value is approached, the time to escape a ball of fixed radius
around the controlling critical element diverges to infinity. By the proof of Lemma 2.6.18,
for a parameter-dependent linear system, as a critical parameter value is approached, the
time to escape to a fixed distance in the unstable direction is approximately logarithmic in
the inverse of the distance to the critical parameter value. In particular, this implies that
it diverges to infinity at a logarithmic rate as the parameter approaches its critical value,
and one would expect (although it remains to be proven) similar behavior for the nonlinear
system as well.
Fortunately, Theorem 2.6.13 shows that as any critical parameter value is approached, the
norm of the trajectory sensitivities is approximately linear in the inverse of the distance to
the critical parameter value. Thus, as discussed in Remark 2.6.19, as parameters approach
a critical value the norm of the trajectory sensitivities is expected to grow exponentially
faster than the escape time. Since the algorithms of this section proceed by maximizing
the norm of the trajectory sensitivities (or, equivalently, minimizing their inverse), critical
parameter values are computed to sufficient accuracy for these algorithms once the trajectory
sensitivity norms are sufficiently large. The above then implies that, as parameters approach
a critical value, it is expected that the norm of the trajectory sensitivity will converge to a
sufficiently large size exponentially faster than the rate at which the escape times diverge
towards infinity. From the proof of Theorem 2.6.13 it is clear that as parameters approach a
critical value, the runtime is dominated by the time the system spends in a neighborhood of
the controlling critical element: the escape time. Consequently, it is expected, and numerical
experiments confirm, that even for high levels of accuracy in computing critical parameter
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values, runtimes do not rapidly diverge towards infinity, and practical implementation of the
algorithms remains feasible.
3.3.8 Conclusion
Algorithms are developed to find the unique closest point on the recovery boundary in
one parameter dimension, compute the recovery boundary in two parameter dimensions, and
find the nearest point on the recovery boundary to any initial set of recover parameter values
in arbitrary parameter dimensions. Unlike the algorithms of Section 3.2, the algorithms
presented here do not require prior knowledge of the controlling UEP. The algorithms
proceed by varying parameter values so as to minimize the infimum over time of the norm
of the inverse trajectory sensitivities. They are illustrated on the test case of two classical
machines, and are applied to a larger power system in Section 4.2. Recently, the algorithms
have been updated to exploit the linear structure discussed in Section 2.6.
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CHAPTER IV
Application to Power Systems
The algorithms developed in Chapter III are applied in this chapter to assess fault vul-
nerability in power systems. There are two main power system test cases of interest. The
first, as discussed in Section 4.1, takes the IEEE 37-bus feeder, which is a model power
distribution system, and modifies it by replacing 60% of the background load with induction
motors. The purpose of this test case is a first step towards the study of the onset of Fault
Induced Delayed Voltage Recovery (FIDVR), which is a phenomenon, likely driven by in-
duction motors in residential air conditioners, in which voltages are slow or fail to recover in
distribution grids following a fault. Results are presented for analyzing the onset of induction
motor stalling. The second test case, as discussed in Section 4.2, is the IEEE 39-bus power
system, which is a network of synchronous machines and includes the nonsmooth controller
limits on the Active Voltage Regulators (AVRs) and Power System Stabilizers (PSSs). The
purpose of this test case is to analyze the stability of a network of synchronous machines
with uncertain background load and load dynamics. Results reveal an unexpected negative
influence of constant impedance load on system recovery that would not have been identified
otherwise.
4.1 Modified IEEE 37-Bus Feeder
4.1.1 Introduction
Distribution networks that serve large numbers of air conditioners are vulnerable to
Fault Induced Delayed Voltage Recovery (FIDVR), [NER09]. FIDVR events are typically
initiated by a fault near a substation, triggering a temporary drop in voltage that affects
the associated distribution grid. When the local voltage drops, the induction motors driving
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air-conditioner compressors are affected; the electrical torque drops without a corresponding
decrease in mechanical torque, causing the induction motor to decelerate. Induction motors
draw more current when they reaccelerate, leading to a further reduction in local voltage.
As a result, restoration of pre-fault voltages can be significantly delayed. Furthermore, if the
fault is not cleared quickly enough, some motors will stall and the system may not be able
to recover to pre-fault conditions.
Although the root cause for FIDVR events is well understood in a general sense [NER09],
rigorous analysis of the instability mechanisms is still required. Whether induction motors
stall or recover depends on system parameters, such as motor moments of inertia and fault
clearing times. We consider a fixed disturbance, such as a three-phase fault on a particular
line, and a particular set of parameters that affect induction motor stalling. The algorithms
of Section 3.2 are applied to determine the set of recovery values for which all induction
motors recover to pre-fault conditions. This provides a first step towards understanding
the parameter dependence of cascading induction motor stalling during FIDVR events by
characterizing the onset of induction motor stalling in a distribution network.
4.1.2 Numerical Experiments
The algorithms presented above were applied to a modified version of the IEEE 37-bus
test feeder shown in Figure 4.1. The dimension of the dynamic states for this system is
100. In order to induce stressed conditions, the total load on the system was doubled. Then
60% of the load at each bus was replaced by an induction motor with the equivalent real
power, leaving 40% background load. This is consistent with the peak air-conditioning load
penetration of Southern California Edison inland load, [NER09]. The moments of inertia of
the induction motors were chosen to be proportional to their real power, with a common
proportionality constant used for all motors. This proportionality constant will be refer to
as the moment of inertia scaling factor, SF , and forms one of the parameters of interest in
the following studies, along with the fault duration and the voltage at the infinite bus during
the fault.
We consider a nominal steady state in which no motors are stalled, apply a fault on the
infinite bus at the head of the feeder, and then clear the fault after a specified duration.
Stressed conditions led to cascaded stalling indicative of FIDVR events. Also note that the
test cases below share a common controlling UEP, and that they appear to satisfy all the
technical assumptions discussed in Chapter II.
A full 3-phase model could be used for the algorithm, but results shown here accurately
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Figure 4.1: IEEE 37-bus test feeder.
capture the qualitative tradeoffs inherent in distribution grids with high penetration of AC
load.
4.1.3 Results
Each of the algorithms presented above was applied to the modified 37-bus IEEE test
feeder. First, Figure 4.2 depicts the (Euclidean) distance from the trajectory to the control-
ling UEP over time. The dashed line indicates a fixed distance of r = 190 from the UEP.
Using the Newton-Raphson algorithm described earlier, the moment of inertia scaling factor
SF was varied to ensure that the trajectory spent a fixed amount of time tball = 0.2 sec
inside the specified ball. Close inspection of the figure shows that the intersections of the
trajectory with the ball occur exactly 0.2 sec apart.
The next step was to run a continuation process, by treating tball as a second free param-
eter, in order to reach a parameter value that was arbitrarily close to the recovery boundary.
Figure 4.3 illustrates this continuation process. Here, tball was increased from 0.2 sec inside
the ball to 1.5 sec, leading to a decrease in SF of just over 0.02. When the slope of the
curve approaches zero it implies that further increasing tball will have negligible effect on the
value of the free parameter SF . Practically, this implies that SF is near its critical value
SF ?, indicating that the algorithm has succeeded in approaching arbitrarily closely to the
recovery boundary.
After finding a point arbitrarily close to the recovery boundary, tball is fixed and a pair
of parameters can be freed, often resulting in a 1-manifold in parameter space. Figure 4.4
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Figure 4.2: Distance from the trajectory to the unstable equilibrium point as a function of
time, for a trajectory that has been driven inside a ball of radius 190 for a time tball = 0.2s.
The radius 190 is depicted by the dotted line.
depicts the recovery boundary for bus 740 motor moment of inertia and bus 741 motor
moment of inertia, the two motors at the end of the feeder. Points above the curve correspond
to parameter sets that lead to recovery of all motors after the fault clears while points below
the curve are parameter sets that cause one or more motors to stall after the fault.
In contrast, Figure 4.5 shows close to the recovery boundary for bus 740 motor moment
of inertia and bus 725 motor moment of inertia. Note that bus 740 is at the end of the feeder
whereas bus 725 is on another branch of the feeder with a tolerance of less than 5e− 4 from
the recovery boundary in their parameter space.
Comparison of the figures illustrates that, for a fixed bus 740 motor moment of inertia,
a much larger increase in motor moment of inertia is required for the distant motor at bus
725 than for the near motor at bus 741 to lead to recover of all motors after the fault clears.
So, in the parameter space of the pairs of motor moments of inertia, the near motor has a
much stronger influence on motor recovery than the one further away. This is representative
of typical behavior observed in the network, where stalling cascades from the ends of the
feeder upstream towards the substation.
Finally, we considered an arbitrary number P of free parameters p, specified values p0,
and seek the point p̂ on the recovery boundary that is closest to p0. For this example, the
free parameters used were fault duration time and voltage at the infinite bus during the
fault. The specified values p0 are 0.35 sec and 0.55 pu, respectively. Figure 4.6 shows the
iterations of the optimization algorithm. Note that convergence was achieved in just three
iterations, and that the points generated at each iteration lie on the recovery boundary in
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Figure 4.3: Time tball spent within a fixed radius of the unstable equilibrium point versus
moment of inertia scaling factor SF .




























Figure 4.4: Recovery boundary for the moments of inertia at buses 740 and 741.
the directions successively estimated by the algorithm.
We also considered a case where the background active and reactive power load at every
bus was freed, a total of 50 free parameters. This gave the smallest change in background
load that would lead the system to be arbitrarily close to the recovery boundary. The
optimization algorithm in this case converged in two iterations.
Explicit computation of recovery boundarys and knowledge of the point on the border
of minimum distance from a given initial parameter set can be used to better understand
the dependence of FIDVR events on parameters, and motivate approaches for reducing the
































Figure 4.5: Recovery boundary for the moments of inertia at buses 740 and 725.


























Figure 4.6: Optimization algorithm to find the nearest point on the recovery boundary. The
specified value p0, first iteration, second iteration, and third iteration are given by the black
star, green plus, cyan circle, and red star, respectively. The black dashed line connects p0
with the final solution, and is orthogonal to the recovery boundary.
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4.1.4 Conclusion
The algorithms of Section 3.2 are applied to analyze the onset of induction motor stalling
in a distribution network. The recovery boundary was computed in term of pairs of moments
of inertia of various motors. The optimization algorithm was used to compute the nearest
point on the recovery boundary in the parameter space of fault duration time and fault
voltage dip. The optimization algorithm was also applied to find the smallest change in
background load that resulted in instability.
4.2 IEEE 39-Bus New England Power System
4.2.1 Introduction
The algorithms of Section 3.3 are applied to the IEEE 39-bus New England power system.
This is a 39-bus network containing 10 synchronous machines, and subject to a three-phase
fault at the terminals of one of the generators. The purpose of this test case is to demonstrates
the effectiveness of the algorithms on a more realistic network of synchronous machines
with fourth order machine models, and including the nonsmooth PSS and AVR controller
limits. Whereas the algorithms of Section 3.2 have already been demonstrated on a system
of induction motors in Section 4.2 which exhibit dynamics similar to a gradient system,
synchronous machines behave more like Hamiltonian systems. The algorithms of interest
work best for systems which exhibit strong damping and minimal oscillations. As induction
motors contribute real eigenvalues to their linearization and resemble a gradient system, they
represent an easier test case for these algorithms. In contrast, a network of synchronous
machines is typically weakly damped and possesses complex eigenvalues, hence oscillations,
which represents a challenge to these algorithms. The aim of this work is to illustrate
that the algorithms of Section 3.3 can overcome these challenges and, furthermore, can
succeed without knowledge of the controlling UEP. Parameters of interest for assessing fault
vulnerability are primarily background real and reactive power load, as well as the exponents
governing the voltage dependence of these loads, as these are typically uncertain and time-
varying in realistic power systems.
4.2.2 Numerical Experiments
The IEEE 39-bus New England power system test case shown in Fig. 4.7 will be used to















































Figure 4.7: IEEE 39-bus New England power system.
model as given in [SP97], AVR and PSS models are based on the IEEE standard models PSS
1A and Exciter ST1 [IEE82], and the full set of dynamic equations and system parameters are
given in [fSCTF15]. These models include the nonsmooth limits on AVR and PSS controller
states. The dimensional of the dynamic states for this system is 111. A fault occurs at bus
16, and is cleared after 0.2s. The fault is modeled as a switched, constant shunt reactance
with Xfault = 0.001p.u.
Many model parameters of the system are of interest for recovery considerations. A
background load scaling factor (SF) is introduced which multiplies the active and reactive
power background loads at every bus in the network. As background load is time-varying
and uncertain, it is a natural choice for assessing system recoverability. An AVR gain SF
multiplies the AVR gain for every generator, and helps to capture the impact of controller
tuning on system stability. The load active and reactive power are represented by the stan-
dard exponential voltage load model. The voltage exponents are set equal for all background
loads, with one set of exponents for active power and another set for reactive power. As load
dynamics are notoriously difficult to model, these parameters serve to quantize the impact
of uncertain load behavior on system recoverability.
4.2.3 Results
The algorithms of Section 3.3 were demonstrated on the test case of Section 4.2.2. The
dynamic states appearing in the first and second order trajectory sensitivities used in Sec-
tion 3.3 were restricted to the generator dynamic states to avoid the possibility for the
sensitivities of internal controller states to overshadow the sensitivities of the physical gen-
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Figure 4.8: G as a function of background load scaling factor (blue line). The iterations of
the one dimensional parameter space algorithm are labeled in order (circles).
erator states. The algorithm for one dimensional parameter space, which finds the closest
point on the recovery boundary to an initial given parameter value, was applied with the
parameter of interest being the background load SF.
Fig. 4.8 illustrates that the algorithm converged to the recovery boundary in just 2 iter-
ations (3 simulations total). Furthermore, it shows that G is approximately linear near the
recovery boundary, both when approaching the recovery boundary for high load and for low
load, as predicted by the theory in Section 2.6. Hence, this algorithm rapidly and accurately
determines the nearest point on the recovery boundary in one dimensional parameter space.
To observe the approach to instability, note that under stressed conditions the first gener-
ator to go unstable is generator 5. Fig. 4.9 shows the relative angle of generator 5 as a function
of time for all values of the background load SF which were attained during the algorithm
of Fig. 4.8. Observe that as the background load SF approaches the recovery boundary, the
initial fluctuations in the relative angle of generator 5 grow larger, indicative of proximity to
instability.
Once a point on the recovery boundary has been identified, the continuation method
described in Section 3.3.3 can be applied to numerically trace the recovery boundary in two
dimensional parameter space. This algorithm was applied for the two dimensional parameter
space consisting of the AVR gain SF and the reactive load voltage exponent. The tolerance
was set to ε = 10−5. Fig. 4.10 shows the set of recovery values, which we term the recovery
region (RR), in this parameter space. If the AVR gains are reduced about 20% less than
nominal (SF=1.0), the system will recover regardless of the reactive load exponent. For
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Load SF = 1
Load SF = 0.992
Load SF = 0.989
Figure 4.9: The angle of generator 5 relative to the angle of generator 2 as a function of time
for the values of the background load scaling factor that correspond to the iterations of the
one dimensional algorithm of Fig. 4.8.
slightly higher AVR gain SFs, a nonempty region outside the set of recovery values emerges.
In this regime of the AVR gain SFs, there is a wide range of reactive load voltage exponent
values which lie outside the set of recovery values. In particular, as the loads approach
constant current and constant impedance loads, for nominal and slightly above nominal
AVR gains the system will not be able to recover from the fault. In contrast, as the loads
approach constant power loads, the system becomes more resilient and is able to recover.
These observations run counter to standard intuition that constant power loads have a more
detrimental impact on system stability than constant impedance loads. This behavior is
counterintuitive, and serves as an example of how these algorithms have the potential to
reveal unexpected dynamic behaviors which would not have been observed otherwise.
To observe the influence of variations in reactive load voltage exponents on system re-
covery, recall that generator 5 is the first generator to go unstable as a result of the fault.
Fig. 4.11 shows the relative angle of generator 5 as a function of time for a fixed AVR
gain SF and for several reactive load voltage exponent values. For sufficiently high or suffi-
ciently low exponents, the angle shows smaller initial fluctuations and a more rapid return
to synchrony. For exponents near the recovery boundary, initial fluctuations are larger and
take a longer time to damp before resynchronization. For exponent values between these
recovery boundary values, the system goes unstable and is unable to recover from the fault.
Hence, for intermediary voltage exponents, angle fluctuations grow and lead to instability,
whereas for high or low load voltage exponents the angles are able to recover from the
transient disturbance.
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Outside Recovery Region (RR)
Recovery Region
RR Boundary
Figure 4.10: The recovery boundary and the set of recovery values (recovery region) in
the two dimensional parameter space of AVR gain SF and reactive load voltage exponent.
Colored circles indicate the parameter values whose corresponding dynamic behavior is shown
in Fig. 4.11.






























Figure 4.11: The angle of generator five relative to the angle of generator two as a function of
time for an AVR gain SF of 1.054 and a range of reactive load voltage dynamics exponents.
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Figure 4.12: The angle of generator five relative to the angle of generator two as a function
of time for the solutions of the optimization algorithm applied to the parameter sets S1, S2,
and S3, as well as for the nominal parameter values S0.
The optimization algorithm described in Section 3.3.7.3 was applied to find the smallest
changes in background load, load voltage exponents, and AVR gain SFs that would result
in inability to recover from the disturbance. In particular, the following sets of parameters
were considered. Let S1 denote the set of real and reactive background loads, representing
uncertainty in background load. Let S2 consist of S1 together with the set of real and reactive
load voltage exponents, which captures the uncertainty not only in the level of background
load but also its dynamics. Define S3 to be the union of S2 and the set of AVR gain SFs,
for the purpose of illustrating the influence of controller setpoints on system recoverability.
Note that S1 consists of 38 parameters, S2 of 76 parameters, and S3 of 86 parameters. The
optimization method was applied to each of these sets of parameter values, with ε = 10−5
chosen for the constraint G(p) = ε. The algorithm converged on all of the parameter sets
to within a tolerance of 10−6. Fig. 4.12 shows the dynamic response of the relative angle
of generator 5 for the trajectories corresponding to these optimal solutions, as well as for
the set of nominal parameter values (denoted by S0). Note that the relative angles for the
optimal solutions are in close agreement with each other, and show larger initial fluctuations
than for the nominal parameter values, indicative of proximity to instability.
The goal was to obtain parameter values which minimized the (square of the) Euclidean
distance from the nominal parameter values p0, while satisfying the constraint G(p) = ε. In
other words, these are the closest parameter values to p0 which lie on the recovery boundary.
Table 4.1 shows the value of this objective function - the Euclidean distance from p0 squared
- for the optimal solution of each set of parameter values. As additional parameters are
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Table 4.1: Values of the objective function of Eq. 3.64 for the parameter values on the
recovery boundary obtained as the optimal solutions to the higher dimensional parameter
space optimization algorithm of Section 3.3.7.3 for the parameter sets S1, S2, and S3.
introduced, more options for parameter values on the recovery boundary become available,
some of which may be closer to p0 than the previous options. Consequently, the objective
function value, which measures the distance of the chosen optimal parameter value from p0,
decreased from S1 to S2, and again from S2 to S3. Overall, for all the chosen combinations
of parameters, the higher dimensional parameter space algorithm converged to a parameter
value on the recovery boundary which appears to be the closest such value to p0.
4.2.4 Conclusion
The algorithms of Section 3.3 were successfully applied to the IEEE 39-bus New Eng-
land power system to find the closest value of the background load SF that lies on the
recovery boundary, to numerically trace the recovery boundary for reactive load voltage ex-
ponent and AVR gain SF, and to find the smallest change in background loads, load voltage
exponents, and AVR gain SFs that lies on the recovery boundary. Unlike current industry
practice, these algorithms are not approximate or conservative, and are able to efficiently
compute the recovery boundary to arbitrary precision, or to find the closest point on it to
some nominal set of parameter values. Furthermore, these algorithms do not require prior
knowledge of the controlling unstable equilibrium point, unlike those applied in Section 4.1.
The algorithms reveal an unexpected negative influence of constant impedance loads, and




Conclusions and Future Work
This work introduces a new method for assessing stability of nonlinear systems in the
presence of parameter uncertainty. The approach is to consider a parameter dependent family
of deterministic vector fields posssessing parameter dependent ICs. The set of recovery values
consists of the parameter values whose corresponding trajectories converge to a particular
SEP representing desired operation. The objective is to determine the recovery boundary:
the boundary in parameter space of the set of recovery values. For many applications, such
as power systems, this provides a quantitative measure of the margins for safe operation.
Critical parameter values, which are the parameter values whose corresponding ICs lie
on the boundary of the RoA of the corresponding SEP, provide an explicit link between
parameter space and state space behavior. If the recovery boundary consisted of critical
parameter values, this could be exploited for algorithm design. Unfortunately, Example 2.2.1
illustrated that, even when the IC is continuous with respect to parameter, it is possible that
there are no critical parameter values on the recovery boundary because the RoA boundary
could vary discontinuously with parameter. It is shown that, for a C1 vector field on a
compact Riemannian manifold, if the vector field is Morse-Smale along the RoA boundary,
then for sufficiently small changes in parameter values, the RoA boundary varies continuously
with respect to parameter and permits a decomposition into a union of stable manifolds of
the critical elements it contains. Example 2.3.3 gives a globally Morse-Smale vector field on
Euclidean space in which the RoA varies discontinuously under arbitrarily small parameter
variations. Hence, the above continuity and decomposition result is obtained for Euclidean
space under additional generic assumptions and assumptions about the nonwandering set
in a neighborhood of infinity. Using these results, it is shown that the closest point on the
recovery boundary to an initial set of recovery values is a critical parameter value. The
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above results are extended to a class of hybrid systems which are vector fields with C1
event-selected discontinuities that also have transversal intersection of switching surfaces.
Two collections of algorithms are devised to numerically compute critical parameter val-
ues, thereby computing points on the recovery boundary. To motivate the first group of al-
gorithms, it is shown that, under transversality assumptions, for any critical parameter value
there exists a controlling invariant set in the RoA boundary and a neighborhood of it such
that the time the system trajectory spends inside that neighborhood is continuous over the
set of recovery values, and diverges to infinity as the critical parameter value is approached
from within the set of recovery values. To motivate the second collection of algorithms, it
is shown that, assuming the controlling invariant set is hyperbolic, the supremum over time
of the norm of the trajectory sensitivities with respect to parameters is continuous over the
set of recovery values, and diverges to infinity as any critical parameter value is approached
from within the set of recovery values. Hence, the first class of algorithms computes critical
parameter values by maximizing the time the system trajectory spends in the neighborhood
of the controlling invariant set, and the second class of algorithms compute critical parameter
values by maximizing the supremum over time of the norm of the trajectory sensitivities.
Thus, the abstract problem of computing critical parameter values is reduced in both cases
to a concrete optimization problem which can be solved efficiently. Moreover, in the lat-
ter case it is shown that as parameter values approach the recovery boundary, the infimum
over time of the inverse trajectory sensitivities approaches a dot product. This linearity is
exploited to improve algorithm design and theoretical guarantees.
Both collections of algorithms require trajectory sensitivities for implementation. There-
fore, modular methods are introduced to numerically integrate first, second, and third order
trajectory sensitivities for a hybrid dynamical system model by exploiting sparse network
structure to reduce computational time and storage requirements. These are used to develop
algorithms for finding the unique point on the recovery boundary in the case of one parame-
ter dimension, numerically computing the recovery boundary for two-dimensional parameter
space, and finding the nearest point on the recovery boundary to some initial set of recover
parameter values for arbitrary parameter dimensions. The algorithms represent significant
improvements over current industry state-of-the-art by providing computationally efficient
means of considering high dimensional parameter spaces for determining fault recoverability,
computing points on the recovery boundary to arbitrary precision (without any conserva-
tiveness), and offer the potential for real-time fault vulnerability assessment during power
system operations. The algorithms address major drawbacks of historical methods by not
196
requiring energy functions, eliminating the conservativeness of earlier estimation methods,
working for a collection of vector fields which exhibit restricted switching and limit behavior,
incorporating parameters which influence post-disturbance dynamics, handling cases where
the controlling invariant set is not an equilibrium point, and, for the second collection of
algorithms, not requiring computation of the controlling invariant set.
The algorithms are applied to determine the margins for recovery of power systems from
faults. For the test case of an IEEE 37-bus feeder modified to include induction motor load,
the algorithm traced the recovery boundary for motor moment of inertia scaling factor and
fault clearing time, and found the nearest point on the recovery boundary in the parameter
space of background load. For the case of a modified IEEE 39-bus system of synchronous
machines, the algorithm traced the recovery boundary for AVR gain scaling factor and reac-
tive load voltage exponents, uncovering the counterintuitive result that constant power loads
improve system resiliency while constant impedance loads reduce it for this case. The near-
est point on the recovery boundary was found for parameter spaces including background
loads, load voltage exponents, and AVR gain scaling factors, indicating the margins for safe
operation.
Considerable challenges remain before industrial use of these algorithms is possible. Of
these, one is the scaling of the computational difficulties as the size of the network approaches
realistic industrial systems. In particular, computing trajectory sensitivities increases both
the runtime and the storage requirements of a single time domain simulation compared to
merely integrating the system dynamics. The idea is that, while each individual simulation
takes longer when computing trajectory sensitivities, the algorithms presented here can con-
verge in a small number of iterations to the desired recovery boundary, which dramatically
reduces the total number of simulations required, thereby reducing the total computational
cost. While work here has begun to exploit the structure of the differential-algebraic equa-
tions to improve efficiency (see Section 3.1.7), there is more work to be done in this direction.
Furthermore, future work will involve demonstrating the ability to apply these algorithms
to larger, more realistic power systems. In the process, further testing and refinement of the
algorithms on a diverse set of cases should be undertaken.
Several additional questions have arisen as a result of this work. A common theme
is attempting to provide theoretical understanding or justification for observations from
numerical experiments. Future work should investigate the causes behind the empirical
result that the recovery boundary has been smooth in all cases explored thus far, when
one might expect to observe nonsmoothness. Another question is related to the linearity
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of the inverse trajectory sensitivities. Although the theory of Section 2.6 shows that they
resemble a dot product for parameter values sufficiently close to the recovery boundary,
numerical experiments have indicated that this linearity holds for large ranges in parameter
values. Further work is required to elucidate the explanation for this behavior. Finally,
the empirical effectiveness of the higher dimensional parameter space optimization methods
should be investigated in greater detail.
While the focus of this thesis was on assessing vulnerability of the system to one particu-
lar disturbance, such as one particular fault, it is a natural next step to consider vulnerability
to a collection of potential disturbances. In theory one could, for a fixed parameter space,
perform the algorithms described in this thesis for every possible disturbance in the collec-
tion, identifying for each disturbance the closest point on the recovery boundary for that
disturbance. This would give, for each disturbance, the radius of a ball in parameter space
around the initial parameter values that is entirely contained in the set of recovery values
for that disturbance. Choosing the smallest such radius (and recall that the norm used to
measure parameter space distance can be defined with any positive semidefinite weighting
matrix) yields a ball in parameter space in which recovery is guaranteed from all distur-
bances in the collection. Unfortunately, large collections of disturbances, as expected in
practice, could lead to prohibitively large computation times. One possibility for mitigating
this computational cost would be to attempt to identify offline a relatively small subset of
disturbances to which the system is most vulnerable. Then, once these most dangerous
disturbances have been identified, the above technique could be applied to this small subset
during operational time scales to obtain more accurate vulnerability assessment. The most
dangerous disturbances could be identified by applying the above technique offline and iden-
tifying the disturbances with the smallest radii for which recovery was guaranteed. Another
potential means of reducing computational effort in the case of multiple disturbances would
be to employ approximation techniques, such as approximating the derivative of the function
G using low rank updates, a generalization of the secant approximation in one dimension.
For the case of one dimensional parameter space, historical applications of this technique
have shown strong performance [NPH02b, NPH02a] and extensions to arbitrary dimensional
parameter space may be possible.
There are many other avenues for potential future work as well. In terms of dynamics,
these techniques can be used to quantify the impact of nonsmooth controller limits and
switching behavior on fault recovery, as well as the impact of replacing conventional gen-
eration with distributed resources interfaced via power converters. It appears that, as a
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consequence of convergence, the trajectory sensitivity method should reveal the unstable
eigenvalue of the controlling UEP. In turn, this provides information about the primary
mode of instability for a particular fault, and could be useful both for vulnerability assess-
ment and control design. Finally, the methods used here could be applied to develop fault
recovery-constrained optimal power flow algorithms, and to aid in controller design by vary-






Proof of Lemma 2.2.28
Figure 2.10 shows a visual depiction of the disk family in the proof of Lemma 2.3.24, which
is an extension of Lemma 2.2.28 to incorporate perturbations to the vector field. Although
the notation is slightly different, the figure is useful for following the proof of Lemma 2.2.28
here as well.
The claim is simple in the case that W s(X i) has dimension zero. If the dimension of
W s(X i) is zero, let Û = W sloc(X i). This satisfies the claim, so assume that the dimension of
W s(X i) is greater than zero.
We begin by constructing a C1 continuous disk family along D using the vector field
V . Below this disk family will be extended to all of W uloc(X i) using the diffeomorphism f̃ .
Let A = ∂W uloc(X i). Then A is a C1 immersed submanifold of W uloc of codimension one,
and ⋃t<0 φt(A) = W uloc(X i). As the time-t flow restricted to W uloc(X i) is a contraction for
any t < 0, for each y ∈ D there exists a unique x = x(y) ∈ A and t = t(y) > 0 such
that φ(t(y), y) = x(y) ∈ A. By the tubular neighborhood theorem [Lee13, Theorem 6.24],
as discussed in Section 2.2.2, there exists a C1 continuous family of pairwise disjoint disks
{D(x)}x∈A centered along A and transverse to W u(X i). For each y ∈ D, let D(y) =
φ−t(y)(D(x(y))). Since A is a C1 immersed submanifold of W u(X i) of codimension one,
there exists a real vector-valued function s defined on a neighborhood ofW uloc(X i) inW u(X i)
such that s is a C1 submersion, A = s−1(0), and the codomain of s has dimension one less
than the dimension of W u(X i). Let y ∈ D and choose t such that φ(t, y) ∈ A. Then
s ◦ φ(t, y) = 0. Furthermore, ∂
∂t
s ◦ φ(t, y) = dsφ(t,y)(V (φ(t, y))). But, since s is constant
on A, and by dimensionality the kernel of dsφ(t,y) has dimension one, the kernel of dsφ(t,y)
is exactly Tφ(t,y)A. However, since the time-t flow restricted to W uloc(X i) is a contraction,
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V is transverse to A, so Vφ(t,y) 6∈ Tφ(t,y)A. Thus, Vφ(t,y) is not in the kernel of dsφ(t,y), so
∂
∂t
s ◦ φ(t, y) = dsφ(t,y)(V (φ(t, y))) 6= 0. Hence, by the implicit function theorem there exists
a neighborhood N ′ of y in W uloc(X i) and a C1 function t : N ′ → R such that y′ ∈ N ′ implies
that s ◦ φ(t(y′), y′) = 0 or, equivalently, φ(t(y′), y′) ∈ A. Thus, the function t = t(y) is C1,
and x = x(y) = φ(t(y), y) is also C1 since φ and t(y) are. Therefore, by the construction of
the disk family above, the disk family {D(y)}y∈D is C1 continuous. As D is compact, we may
shrink W uloc(X i), shrink the disk family {D(x)}x∈A, and choose N an open neighborhood in
M such that D ⊂ N ⊂ Dε and for each y ∈ D, D(y) ⊂ N .
Next the C1 continuous disk family along W uloc(X i) is constructed for f̃ by backward
iteration of the disk family above, and it is shown to contain an open neighborhood of X i.
If X i is an equilibrium point, let x0 = X i and let S = M . If X i is a periodic orbit, let
x0 ∈ X i such that f̃ is the first return map for a cross section S centered at x0. Let Y
be a neighborhood of x0 in S such that Y is diffeomorphic to the C1 local coordinates of
[JPdM82, p. 80-81] so that we can write Y = W sloc(x0) ×W uloc(x0). In these coordinates,
we can have Y ⊂ Rn = Es ⊕ Eu, where Es and Eu are the stable and unstable eigenspaces
of df̃x0 , respectively, W sloc(x0) ⊂ Es, and W uloc(x0) ⊂ Eu. Next we extend the disk family
{D(x)}x∈D to all of W uloc(x0). For each x ∈ W uloc(x0)− {x0}, let n(x) be the smallest n > 0
such that f̃n(x)(x) ∈ D. Note that n(x) is finite since such an intersection always exists by
the construction of D. Let x ∈ W uloc(x0)− {x0}. Let D0(x) = D(f̃n(x)(x)) and for each m ∈
1, 2, ..., n(x), let Dm(x) be the connected component of (f̃)−1(Dm−1(x))⋂Y that contains
f̃n(x)−m(x) where we set f̃ 0(x) = x. Then let D(x) = Dn(x)(x). Let D(x0) = W sloc(x0).
This gives a family of connected C1 disks centered along W uloc(x0). Let B0 and BI be the
outer and inner topological boundaries of D, respectively. Let y ∈ W uloc(x0) − {x0}. Then
f̃n(y) ∈ D. Since the family {D(x)}x∈D is C1 continuous, (f̃)−1 maps B0 onto BI , and for
x ∈ B0 (f̃)−1(D(x)) = D((f̃)−1(x)), the disk family {D(x)}x∈Wuloc(x0) is C
1 continuous on a
neighborhood of f̃n(y). Hence, applying the diffeomorphism f̃−n(y), by the construction of
the disk family above this implies that {D(x)}x∈Wuloc(x0) is C
1 continuous on a neighborhood
of y. Since the family {D(x)}x∈D is C1 continuous and transverse to W uloc(x0), by the
Inclination Lemma [Pal69], the family {D(f̃n(x))}x∈D converges uniformly in the C1 topology
to W sloc(x0) as n → ∞. Hence, {D(x)}x∈Wuloc(x0)−{x0} converges uniformly to W
s
loc(x0) as
x → x0. This shows that the family {D(x)}x∈Wuloc(x0) defined above is C
1 continuous at
x0. Thus, {D(x)}x∈Wuloc(x0) is a C
1 continuous family of disks transverse to W uloc(x0) and
such that x 6= y with x, y ∈ W uloc(x0) implies that D(x) ∩ D(y) = ∅. Hence, there exists
a C1 injective function F̃ : Bsr(0) ×W uloc(x0) → M such that F̃ (Bsr(0) × {x}) = D(x) for
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every x ∈ W uloc(x0). Thus, since F̃ is a continuous injection between manifolds of the same
dimension, by invariance of domain [Hat01, Theorem 2B.3] Û = F̃ (int Bsr(0)× int W uloc(x0))
is an open neighborhood of int W uloc(x0) in M . By construction, for every x ∈ Û −W sloc(x0),
its forward orbit intersects D(y) for some y ∈ D in finite positive time. But by construction,




Proof of Lemma 2.2.37
Figure 2.10 shows a visual depiction of the disk family in the proof of Lemma 2.3.24,
which is a slight extension of Lemma 2.2.37. Although the notation is slightly different, the
figure is useful for following the proof of Lemma 2.2.37 here as well.
Let f̃p denote the time-one flow (if X ip0 is an equilibrium point) or a C
1 first return map
(if X ip0 is a periodic orbit) corresponding to parameter value p. First note that W
s
loc(X i(p)),
W uloc(X i(p)), the exponential maps, and the flows are C1 continuous with respect to param-
eter value, so that p close to p0 implies that the disk family {D(x)}x∈Dp of the perturbed
vector field will be uniformly C1-close to that of the original. Hence, (Dp)ε will be C1-close
to (Dp0)ε. So, J sufficiently small implies that there exists N ′ open such that for p ∈ J ,
Dp ⊂ N ′ ⊂ (Dp)ε. Let x0(p) be defined in the natural way so that it is C1 with respect to pa-
rameter, x0(p) = X i(p) if X i(p) is an equilibrium point, and if X i(p) is a periodic orbit then
x0(p) ∈ X i(p). Construct the full disk family {D(x)}x∈Wuloc(x0(p)) for the perturbed vector
field as in the proof of Lemma 2.2.28. In the proof of the Inclination Lemma, ĝ sufficiently
C1-close to f̂ implies that the same bounds on ĝ and its partial derivatives will hold as for
f̂ . Hence, the uniform bounds on the inclinations (slopes) obtained for the transverse disk
family {D(x)}x∈Dp0 can also be taken to apply to {D(x)}x∈Dp for p sufficiently close to p0.
In particular, there exists ZN > 0 such that n ≥ ZN implies that for any x ∈ Dp0 , D(f̃−np0 (x))
is δ C1-close to W sloc(x0(p0)) and for any x ∈ Dp, D(f̃−np (x)) is δ C1-close to W sloc(x0(p)).
This implies that for every x ∈ Dp0 and x′ ∈ Dp, for every n ≥ ZN , D(f̃−np0 (x)) is 3δ C
1-
close to D(f̃−np (x′)). As {D(x)}x∈Dp0 and {D(x)}x∈Dp are uniformly C
1-close and ZN is
finite, for p sufficiently close to p0 we may have that the two disk families {D(f̃−np0 (x))}x∈Dp0
and {D(f̃−np (x))}x∈Dp are uniformly 3δ C1-close for n ≤ ZN . Hence, combining the above,
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we have that the disk families {D(x)}x∈Wuloc(x0(p0)) and {D(x)}x∈Wuloc(x0(p)) are uniformly 3δ
C1-close. Constructing F̃p for f̃p analogously to the construction in Lemma 2.2.28 of F̃ ,
this implies that F̃p(int Bsr(0) × int W uloc(x0(p))) has Hausdorff distance no greater than
3δ from F̃p0(int Bsr(0) × int W uloc(x0(p0))). In particular, this implies that δ > 0 and Û
can be chosen sufficiently small, such that for J sufficiently small, p ∈ J implies that
F̃p(int Bsr(0) × int W uloc(x0(p))) ⊃ Û . Hence, for every x ∈ Û − W sloc(x0(p)), the forward
orbit of x intersects N ′ in finite time.
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APPENDIX C
Proof of Lemma 2.3.24
Figure 2.10 shows a visual depiction of the disk family in the proof of Lemma 2.3.24
here. The majority of the proof, including the construction of a disk family and its per-
sistence under perturbation, follows from the proofs of Lemma 2.2.28 and Lemma 2.2.37 in
Appendices A-B.
We construct Û ⊂ U ′i such that the backwards orbit of any point in Û under ĝ sufficiently
close to f̂ remains in Û at least until it enters Ni. Choose r′ ∈ (0, r) such that the closure
of F̂ (int Bur′(0) × int W sloc(x0)) is contained in U ′i . Then there exists δ > 0 such that the
distance between their boundaries is greater than δ. The argument of Appendix B shows
that for γ sufficiently small, F̂ ′(int Bur′(0) × int W s
′
loc(x′0)) ⊂ U ′i since its Hausdorff distance
from F̂ (int Bur′(0)× int W sloc(x0)) can be made less than δ. Repeating that argument again,
one can choose Û ⊂ F̂ (int Bur′(0) × int W sloc(x0)) open such that x′0 ∈ Û for γ sufficiently
small. As Û ⊂ F̂ ′(int Bur′(0)× int W s
′
loc(x′0)) ⊂ U ′i , this implies that for every point in Û its
backwards orbit is contained in U ′i at least until it enters Ni.
Finally, we return from diffeomorphisms to vector fields. LetW be an open neighborhood
of V0 such that V ∈ W implies that g, constructed for V analogously to the construction of
f̂ for V0 above, is γ C1-close to f̂ . If X i(V0) is an equilibrium point, this completes the proof.
If X i(V0) is a periodic orbit, let T > 0 finite be such that for every point x ∈ S, the first
return time of x is less than T . Redefine Ui :=
⋃
t∈(−T,T ) φt(Ui) and Û :=
⋃
t∈(−T,T ) φt(Û).
Then Ui is open in M and contains W sloc(X i(V0)).
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APPENDIX D
Derivation of Trajectory Sensitivities at Discrete
Events
Differentiate Eqs. 3.3 with respect to the components of the initial condition of the
dynamic states (components of x(0)). For first derivatives, differentiate with respect to xj
to obtain
Φ−ij = Φij + f−i τj (D.1)
0 = simΦ−mj + siβΨ−βj (D.2)
0 = g−αmΦ−mj + g−αβΨ−βj (D.3)
Φ+ij = himΦ−mj + hiβΨ−βj (D.4)
0 = g+αmΦ+mj + g+αβΨ+βj. (D.5)
Then Eq. D.1 is equal to Eq. 3.17. Substituting the expression for Φ−ij from Eq. D.1 into
Eqs. D.2-D.3 and rearranging yields Eq. 3.16. Combining Eqs. D.4-D.5 and rearranging
yields Eq. 3.18. This gives the first order trajectory sensitivity equations.
207
For second order, differentiate Eqs. D.1-D.5 with respect to xk to get
Φ−ijk = Φijk + f−imΦmkτj + f−iαΨαkτj + f−i τjk (D.6)
0 = simnΦ−nkΦ−mj + simαΨ−αkΦ−mj + simΦ−mjk + siαmΦ−mkΨ−αj + siαβΨ−βkΨ−αj + siαΨ−αjk
(D.7)
0 = g−αmnΦ−nkΦ−mj + g−αmβΨ−βkΦ−mj + g−αmΦ−mjk + g−αβmΦ−mkΨ−βj + g−αβγΨ−γkΨ−βj + g−αβΨ−βjk
(D.8)
Φ+ijk = himnΦ−nkΦ−mj + himαΨ−αkΦ−mj + himΦ−mjk + hiαmΦ−mkΨ−αj + hiαβΨ−βkΨ−αj + hiαΨ−αjk
(D.9)
0 = g+αmnΦ+nkΦ+mj + g+αmβΨ+βkΦ+mj + g+αmΦ+mjk + g+αβmΦ+mkΨ+βj + g+αβγΨ+γkΨ+βj + g+αβΨ+βjk.
(D.10)
Then Eq. D.6 is equal to Eq. 3.20. Substituting the expression for Φ−ijk from Eq. D.6 into
Eqs. D.7-D.8 and rearranging yields Eq. 3.19. Combining Eqs. D.9-D.10 and rearranging
yields Eq. 3.21. This gives the second order trajectory sensitivity equations.
For third order, differentiate Eqs. D.6-D.10 with respect to xk to get
Φ−ijkl = Φijkl + f−imnΦnlΦmkτj + f−imαΨαlΦmkτj + f−imΦmklτj + f−imΦmkτjl + f−iαmΦmlΨαkτj
+ f−iαβΨβlΨαkτj + f−iαΨαklτj + f−iαΨαkτjl + f−imΦmlτjk + f−iαΨαlτjk + f−i τjkl (D.11)
0 = simnoΦ−olΦ−nkΦ−mj + simnαΨ−αlΦ−nkΦ−mj + simnΦ−nklΦ−mj + simnΦ−nkΦ−mjl
+ simαnΦ−nlΨ−αkΦ−mj + simαβΨ−βlΨ−αkΦ−mj + simαΨ−αklΦ−mj + simαΨ−αkΦ−mjl + simnΦ−nlΦ−mjk
+ simαΨ−αlΦ−mjk + simΦ−mjkl + siαmnΦ−nlΦ−mkΨ−αj + siαmβΨ−βlΦ−mkΨ−αj + siαmΦ−mklΨ−αj
+ siαmΦ−mkΨ−αjl + siαβmΦ−mlΨ−βkΨ−αj + siαβγΨ−γlΨ−βkΨ−αj + siαβΨ−βklΨ−αj
+ siαβΨ−βkΨ−αjl + siαmΦ−mlΨ−αjk + siαβΨ−βlΨ−αjk + siαΨ−αjkl (D.12)
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0 = g−αmnoΦ−olΦ−nkΦ−mj + g−αmnβΨ−βlΦ−nkΦ−mj + g−αmnΦ−nklΦ−mj + g−αmnΦ−nkΦ−mjl
+ g−αmβnΦ−nlΨ−βkΦ−mj + g−αmβγΨ−γlΨ−βkΦ−mj + g−αmβΨ−βklΦ−mj + g−αmβΨ−βkΦ−mjl + g−αmnΦ−nlΦ−mjk
+ g−αmβΨ−βlΦ−mjk + g−αmΦ−mjkl + g−αβmnΦ−nlΦ−mkΨ−βj + g−αβmγΨ−γlΦ−mkΨ−βj + g−αβmΦ−mklΨ−βj
+ g−αβmΦ−mkΨ−βjl + g−αβγmΦ−mlΨ−γkΨ−βj + g−αβγδΨ−δlΨ−γkΨ−βj + g−αβγΨ−γklΨ−βj
+ g−αβγΨ−γkΨ−βjl + g−αβmΦ−mlΨ−βjk + g−αβγΨ−γlΨ−βjk + g−αβΨ−βjkl (D.13)
Φ+ijkl = himnoΦ−olΦ−nkΦ−mj + himnαΨ−αlΦ−nkΦ−mj + himnΦ−nklΦ−mj + himnΦ−nkΦ−mjl
+ himαnΦ−nlΨ−αkΦ−mj + himαβΨ−βlΨ−αkΦ−mj + himαΨ−αklΦ−mj + himαΨ−αkΦ−mjl + himnΦ−nlΦ−mjk
+ himαΨ−αlΦ−mjk + himΦ−mjkl + hiαmnΦ−nlΦ−mkΨ−αj + hiαmβΨ−βlΦ−mkΨ−αj + hiαmΦ−mklΨ−αj
+ hiαmΦ−mkΨ−αjl + hiαβmΦ−mlΨ−βkΨ−αj + hiαβγΨ−γlΨ−βkΨ−αj + hiαβΨ−βklΨ−αj
+ hiαβΨ−βkΨ−αjl + hiαmΦ−mlΨ−αjk + hiαβΨ−βlΨ−αjk + hiαΨ−αjkl (D.14)
0 = g+αmnoΦ+olΦ+nkΦ+mj + g+αmnβΨ+βlΦ+nkΦ+mj + g+αmnΦ+nklΦ+mj + g+αmnΦ+nkΦ+mjl
+ g+αmβnΦ+nlΨ+βkΦ+mj + g+αmβγΨ+γlΨ+βkΦ+mj + g+αmβΨ+βklΦ+mj + g+αmβΨ+βkΦ+mjl + g+αmnΦ+nlΦ+mjk
+ g+αmβΨ+βlΦ+mjk + g+αmΦ+mjkl + g+αβmnΦ+nlΦ+mkΨ+βj + g+αβmγΨ+γlΦ+mkΨ+βj + g+αβmΦ+mklΨ+βj
+ g+αβmΦ+mkΨ+βjl + g+αβγmΦ+mlΨ+γkΨ+βj + g+αβγδΨ+δlΨ+γkΨ+βj + g+αβγΨ+γklΨ+βj
+ g+αβγΨ+γkΨ+βjl + g+αβmΦ+mlΨ+βjk + g+αβγΨ+γlΨ+βjk + g+αβΨ+βjkl. (D.15)
Then Eq. D.11 is equal to Eq. 3.23. Substituting the expression for Φ−ijkl from Eq. D.11 into
Eqs. D.12-D.13 and rearranging yields Eq. 3.22. Combining Eqs. D.14-D.15 and rearranging
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