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Figure S11: Novel CNV regions and CNVs in other public catalogs. Cumulative proportion of the 3,455 novel regions (y-axis) that overlap CNVs in different public CNV catalogs (colour) depending on their frequency in the public catalog (x-axis). The labels highlight the proportion of novel regions that don't overlap any CNV in the corresponding public catalog. Novel regions were defined as overlapping a CNV in more than 1% of the individuals but absent from the 1000GP catalog.
Data
Twin study All patients gave informed consent in written form to participate in the Quebec Study of Newborn Twins 3 . Ethic boards from the Centre de Recherche du CHUM, from the UniversitÃľ Laval and from the Montreal Neurological Institute approved this study. Sequencing was done on an Illumina HiSeq 2500 (paired-end mode, fragment length 300 bp). The reads were aligned 5 using a modified version of the Burrows-Wheeler Aligner (bwa version 0.6.2-r126-tpx with threading enabled). The options were 'bwa aln -t 12 -q 5' and 'bwa sampe -t 12'. The aligned reads are available on the European Nucleotide Archive under ENA PRJEB8308. The 45 samples had an average sequencing depth of 40x (minimum 34x / maximum 57x).
Renal cell carcinoma WGS data from renal cell carcinoma is presented in details in the CageKid 
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• The EMC Ergo Study (http://www.ergo-onderzoek.nl/wp/).
• The LUMC Longevity Study, supported by the Innovation-Oriented Research Program on Genomics (SenterNovem IGE01014 and IGE05007), the Centre for Medical Systems Biology and the National Institute for Healthy Ageing (Grant 05040202 and 05060810).
• VU Netherlands Twin Register (http://www.tweelingenregister.org/).
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In short, samples were sequenced on an Illumina HiSeq 2000 instrument (91-bp paired-end reads, 500-bp insert size). We downloaded the aligned read sequences (BAM) for the 500 parents in the data set. We further performed indel realignment using GATK 3.2.2, adjusted pairs coordinates with Samtools 0.1.19, marked duplicates with Picard 1.118, and performed base recalibration (GATK 3.2.2). The average sequencing depth was 14x (minimum 9x / maximum 59x).
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Genomic annotations Gencode annotation (V19) was directly downloaded from the consortium FTP server at ftp://ftp.sanger.ac.uk/pub/gencode/Gencode_human/release_19/gencode.v19. 
Read count across the genome
The genome was fragmented in non-overlapping bins of fixed size. The number of properly mapped reads was used as a coverage measure, defined as read pairs with correct orientation and insert size, and a mapping quality of 30 (Phred score) or more. In each sample, GC bias was corrected by 45 fitting a LOESS model between the bin's coverage and the bin's GC content. For each bin, the correction factor was computed as the mean coverage across all the bins divided by the predicted coverage from the LOESS model and the GC content of the bin. We used a bin size of 5 Kbp for most of the analysis. When specified, we used a smaller bin size of 500 bp.
RD and mappability estimates 50
To investigate the bias in RD we used the read counts in 5 Kbp bins. Bins with extremely high coverage were identified and removed when deviating from the median coverage by more than 5 standard deviation. First the coverage of the 45 samples from the Twin study were combined and quantile normalized. At that point the different samples had the same global coverage distribution and no bins with extreme coverage or GC bias.
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The mappability track 7 was downloaded from UCSC 6 (wgEncodeCrgMapabilityAlign100mer.bw) and the average mappability was computed for each bin. One sample was randomly selected and we compared its coverage with the mappability estimates. We then computed the mean and standard deviation of the coverage in each bin across the other samples and compared it with the sample coverage. We also compared the inter-sample average with the mappability estimates.
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To compute Z-scores that integrates the observed coverage variation we used two approaches.
The first modeled the coverage metrics (average or standard deviation) using the mappability estimates and computed a Z-score from the predicted coverage and global standard deviation. A generalized additive model was fitted using a cubic regression spline on the mappability estimates (mgcv R package). In the second approach, Z-scores were computed using the inter-sample average and standard deviation. The normality of these two Z-score distributions were compared in term of excess kurtosis and skewness. For the kurtosis and skewness computation, we removed outlier Z-scores with an absolute value greater than 10. These bins could be regions of CNV and would bias the estimates. The Z-score distributions were also compared in bins from 10 different mappability intervals.
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We repeated this analysis pooling 45 samples from each of the three datasets. After quantile normalization, the inter-sample coverage mean and standard deviation were computed separately in each cohort and compared with the mappability estimates.
CNV detection with PopSV
Binning the genome We ran two separate analysis on the three datasets. Bin sizes of 5 Kbp
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and 500 bp were used on the Twin study and renal cell carcinoma. Because of its lower sequencing depth, the 500 bp run on GoNL gave only partial results. More precisely, we observed a truncated distribution of the copy-number estimates, with most of the 1 and 3 copy number variants missing.
It means that at this resolution many one-copy variation cannot be differentiated from background noise. For this reason we ran GoNL analysis using 2 Kbp and 5 Kbp bins. In GoNL, we decided to use only 200 of the 500 samples as reference. They were selected to span a maximum of the space defined by the principal components. In contrast to random selection, 90 this ensures that weak outliers are included in the final set of reference samples, hence maximizing the technical variation integrated in the population-view.
Moreover, the principal components were used to select one control sample from the final set of reference samples. This sample is used in the normalization step as a baseline to normalize other samples against. We picked the sample closest to the centroid of the reference samples in the
95
Principal Component space.
CNV calling After targeted normalization the coverage in each sample is compared to the coverage in the reference samples. A Z-score is computed and translated into a P-value that is then corrected for multiple testing. Consecutive bins with significant excess or lack of reads are merged and returned as potential duplication or deletion. Copy number estimates are derived from the cov-100 erage across the bin and the average coverage across the reference samples. However, it is important to note that the definition of a variant is different from other methods. Here a variant is defined by the major allele in the population rather than the reference genome state. Most of the genome is in a diploid state compared to the reference genome and sufficiently covered by sequencing reads that the copy number state can be correctly estimated by PopSV's population-based approach. However,
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highly polymorphic variants are called relative to the major allele in the population and additional efforts are required to assess the copy number state. Variants in extremely low-mappability regions are also difficult to fully characterize and might be caused by rare insertion in the reference genome or complex alleles. Nonetheless, PopSV can efficiently detect the presence of CNV in any situation.
More details are available in the method paper 8 .
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Coverage tracks For each run, we constructed coverage tracks based on the average coverage in the reference samples. Bins where the reference samples had, on average, the expected coverage were classified as expected coverage. Bins with a coverage lower than 4 standard deviation from the median were classified as low-mappability(or low coverage). To ensure robustness, the standard deviation was derived from the Median Absolute Deviation. We use regions with low coverage to 115 define low-mappability regions, as the low coverage is a result of the lower mappability of a region.
Because the standard deviation is used, the number of regions classified as low-mappability is lower in datasets with more RD variance.
Eventually, we also defined extremely low coverage region which have an average coverage below 100. This sub-class of low coverage region was used in a few analyses to highlight the most 120 challenging regions.
Regions were annotated with the overlap with protein-coding genes and segmental duplications (see Genomic annotations), and the distance to the nearest centromere, telomere or assembly gap.
Finally, we computed the number of protein-coding genes overlapping at least one low-coverage region.
using a LASSO-based algorithm. It was run on each sample separately, starting from the BAM file, using the same bin sizes as for PopSV. FREEC internally corrects the RD for GC and mappability bias. In order to compare its performance in low-mappability region, the minimum "telocentromeric"
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distance was set to 0. The remaining parameters were set to default. Of note an additional run with slightly looser parameter (breakPointThreshold=0.6) was performed to get a larger set of calls used in some parts of the in silico validation analysis to deal with borderline significant calls.
CNVnator 10 uses a mean-shift technique inspired from image processing. It was run on each sample separately, starting from the BAM file, using the same bin sizes as for PopSV. CNVnator 135 also corrects internally for GC bias and we used default parameters. For the analysis using higher confidence calls, we used calls with either 'eval1' or 'eval2' lower than 10 −5 (instead of the default 0.05).
cn.MOPS 11 considers simultaneously several samples and detects copy number variation using a Poisson model and a Bayesian approach. It was run on the same GC-corrected bin counts used
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for PopSV. All the samples are analyzed jointly. Of note an additional run with slightly looser parameter (upperThreshold=0.32 and lowerThreshold=-0.42) was performed to get a larger set of calls used in some parts of the in silico validation analysis to deal with borderline significant calls.
LUMPY 12 which uses an orthogonal mapping signal: the insert size, orientation and split mapping of paired reads. The discordant reads were extracted from the BAMs using the recommended 145 commands. Split-reads were obtained by running YAHA 13 with default parameters. All the CNVs (deletions and duplications) larger than 300 bp were kept for the upcoming analysis. BND variants with both ends more than 300 bp apart in the same chromosome were also included as they could be CNVs lacking support to characterize their type properly. Calls with 5 or more supporting reads were considered high-confidence.
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Clustering samples from the Twin study A distance between two samples A and B was Twin dataset. The clustering was performed using only calls in regions with extremely low coverage (reference average ≤100 reads). Different linkage criteria (average, complete and Ward) were used for the exploration. In our dendograms we used the average linkage criterion. The concordance between the clustering and the pedigree was estimated by the Rand index, grouping the samples per family. For each method and linkage criteria, the Rand index was computed for every possible 160 dendogram cut (x-axis in Figure S3 ).
Experimental validation
Experimental validation was performed on samples from the Twin study. In a first validation batch, variants were randomly selected among both one-copy and two-copy deletions. We selected both small (∼ 700 bp) and large (∼ 4 Kbp) variants in each class. The coverage at base pair resolution 165 was visually inspected for each deletion and, when possible, the breakpoints were fine-tuned. PCR primers were designed to target the whole deleted region. We randomly selected 20 variants out of the variants for which we managed to design PCR primers. We then performed long-range PCR followed by gel electrophoresis. PCR was performed using 50 ng of DNA and the Phusion High- aragose gel was used, depending on the expected size of the amplified fragments. We used a 1 Kb Plus DNA Ladder from Thermo Fisher Scientific.
The presence of a deletion was tested by comparing the size of the amplified fragment in affected and control samples. If the affected sample showed a lower band than a control with a predicted 175 2 copies, the deletion was considered validated. On the other hand if affected sample and controls had one similar band, the deletion was considered non-validated. Of note, the validation rate might be under-estimated because visual prediction of the breakpoint is not always accurate.
We then randomly selected deletions overlapping low-mappability regions and detected in 6 samples or fewer. We chose to test rare variants because they are likely enriched in false-positives.
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Hence, this batch of validation represents the most challenging regions to call and validate, and enriched in false-positives. Here we couldn't use the base-pair coverage to fine-tune the breakpoints because the low-mappability blurs any clear signal. Instead, we retrieved the reads (and their pairs) mapping to the region and assembled them. With this approach we could sometimes get a better breakpoint resolution and design PCR primers that would amplify the deleted region. In addition 185 to gel electrophoresis, the amplified DNA of some regions was sequenced using Sanger sequencing.
We randomly selected 17 variants out of the variants for which we managed to design PCR primers.
Analysis of CEPH12878
Whole-Genome Sequencing data High coverage PCR-free Illumina WGS data for 30 samples, including CEPH12878, was downloaded from the 1000 Genomes Project 1 . The ENA accession num-190 ber is PRJNA260854. The files are also available on the FTP server at http://ftp.1000genomes.
ebi.ac.uk/vol1/ftp/release/20130502/supporting/high_coverage_alignments/20141118_high_ coverage.alignment.index. Although the sequencing depth is similar to the other datasets (average ∼53X), the reads are 250 bp long so the average number of reads per region is lower. Because of the lower read coverage and sample size the CNV calls will be of slightly lower quality. Nonetheless,
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PopSV was run using 5 Kbp bins and all the samples as reference. Using the same coverage track as before we then selected all deletions in CEPH12878 and overlapping low-mappability regions (at least 90% of the call). We then looked for support in public assemblies, SV catalogs and reads from long-read sequencing technologies.
Comparison with assemblies We downloaded the genome assembly produced from short reads, The assembled contigs and consensus were mapped to the reference genome to identify a potential breakpoint. The two regions flanking the alignment breakpoint and the sequence spanning the breakpoint were mapped to the entire genome. We used the results of this genome-wide mapping to select the best candidates: assembled sequence whose flanks align uniquely to the region of interest 230 and with reduced alignment quality for the "middle" sequence that spanned the breakpoint. Candidate contig/consensus were further visualized with MUMmer plots 16 . The assembly supported PopSV calls when a deletion was visible in the expected region (between the flanks).
Genomic patterns of CNVs
Merging calls from two different bin sizes Small bins gives better resolution for smaller 235 variants. Large bins gives better sensitivity. For this reason we merged the calls from the 500 bp bin and 5 Kbp bin runs. Variant supported by both sets of calls were merged into one. To decide which set to use for the breakpoints and other information (e.g. copy number estimate), the proportion of overlap was used. If call(s) using small bins overlapped more than a third of a call from the large bin run, it was considered fully recovered by the small bin call which was then 240 used to define breakpoints and other information. If not, the large bin run was considered more appropriate to define the final breakpoints and additional information. Calls unique to each run were simply added to the final set of calls. For the Twin dataset and the renal cancer dataset, calls from the 500 bp and 5Kbp runs were merged. For the GoNL dataset, calls from the 2 Kbp and 5Kbp runs were merged.
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Computing global estimates of copy number variation In Table 1 , a call in extremely low coverage region is overlapped at more than 90% by the extremely low coverage track. To compute the total number of calls, we collapsed calls with an overlap higher than 50%. The amount of sequence affected in a genome was computed by merging all the variants in the cohort and counting the number of affected bases in this reference genome. After the merging step, each base of the 250 genome either overlapped a merged variant or not. Each affected base was counted only once, even if it overlapped CNVs in several samples or with large copy number differences.
Comparison with public CNV catalogs The SV catalog from Sudmant et al. 1 This remaining SVs represent CNVs that could in theory be detected by PopSV's approach. Using this sub-set, we derived the number of variants, number of variants smaller than 3 Kbp, number 265 of variants in extremely low coverage regions, and amount of genome affected. These number are computed exactly as the one presented in Table 1 for PopSV's results.
CNV frequency comparison
The frequency at which a region is affected by a CNV is computed using calls from the 620 unrelated samples. The copy-number change is not taken into account in the computation and the frequency is derived for all the nucleotide that overlaps at least one CNV.
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Using each catalog we computed, for each base in the genome, the proportion of individuals with a CNV. This frequency measure facilitates the comparison of catalogs with different methods and resolution. We represented the distribution as a cumulative proportion distribution in Figure 3a .
The graphs read as "how much of the total affected genome is called in at more than X% of the population". The frequency distribution was computed separately for deletions and duplications
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(and CNV in the 1000 Genomes Project catalog). Of note, the 1000 Genomes Project was downsampled to 640 random individuals in order to give comparable frequency curves.
Comparison with CNV catalogs from long-read studies First, the SV catalog from Chaisson et al. 21 was downloaded from http://eichlerlab.gs.washington.edu/publications/chm1-structural-variation/. Recur-280 rent calls were collapsed in both PopSV and the 1000 Genomes Project catalogs. PopSV's catalog corresponded to all germline calls in the Twin study, renal cancer dataset and GoNL. The 1000
Genomes Project catalog contained all the deletions, duplications and CNVs, no matter the size or frequency. The analysis was also performed separately on deletions, duplications, low-mappability regions and extremely low-mappability regions. For each comparison, we randomly selected control Distance to centromere, telomere and assembly gaps The centromeres, telomeres and assembly gaps (CTGs) are annotated in the gap track from UCSC 6 . However, some chromosomes were 295 missing telomere annotations. We defined them as the 10 Kbp region at the ends of chromosomes derived from the cytogenetic bands track.
The distance from each variant to the nearest CTG was computed and represented as a cumulative proportion, i.e. the proportion of variants located at a distance d or closer to a CTG.
Because this distribution changes with the size of the variants, we sampled random regions in 300 the genome with similar sizes and computed the same distance distribution (see Selecting control regions). Thanks to this null distribution we were able to see if variants were located closer/further to CTG than expected by chance.
Selecting control regions
In several analyses we compared the CNVs with control regions. The control regions have the same size distribution as the regions they are derived from (e.g. CNV, 305 annotation). In some analysis we further controlled for the overlap with specific genomic features.
For example, we controlled for the overlap with CTGs to avoid selecting control regions in assembly gaps where no CNV or annotation is available. Controlling for the overlap with regions flanking CTGs, we could simply control for the distance to CTGs. We also used this approach to control for the overlap with segmental duplications and investigate patterns independent from this repeat 310 class.
To select control regions, thousands of bases were first randomly chosen in the genome. The distance between each base and the genomic features was then computed. At this point, simulating a region of a specific size and with specific overlap profile can be done by randomly choosing as center one of the bases that fit the profile : For each input region, a control region was selected as described and had by construction the exact same size and overlap profile.
Enrichment in genomic features We tested different genomic features, starting with: genes, 320 exons, low-mappability regions, segmental duplications, satellites, simple repeats and transposable elements. The different satellite families, frequent simple repeat motives, transposable element families were also tested. We overlapped each genomic feature with CNVs and control regions. We then computed the fold change in proportion of regions overlapping a feature, in CNV versus control regions. A pseudo count was added when computing this ratio:
where N is the number of CNVs (and control regions).
The fold enrichments were computed separately for each sample using control regions that fitted perfectly the profile of the variants in the sample. To assess the significance of the enrichment, a logistic regression was performed using CNV and control regions. The model to test one feature in one sample was: For each feature and cohort we computed the median P-value. When numerous tests were performed (e.g. satellite families, simple repeat motives, transposable element families or subfamilies), the P-values were first corrected for multiple testing using Benjamini-Hochberg procedure.
Finally, we computed the proportion of the region overlapped by the different features (satellites, simple repeats and transposable elements). We compared CNV regions and control regions. 
