We present APAC-Net, an alternating population and agent control neural network for solving stochastic mean field games (MFGs). Our algorithm is geared toward high-dimensional instances MFGs that are beyond reach with existing solution methods. We achieve this in two steps. First, we take advantage of the underlying variational primal-dual structure that MFGs exhibit and phrase it as a convex-concave saddle point problem. Second, we parameterize the value and density functions by two neural networks, respectively. By phrasing the problem in this manner, solving the MFG can be interpreted as a special case of training a generative adversarial generative network (GAN). We show the potential of our method on up to 50-dimensional MFG problems.
Introduction
Mean field games are a class of problems that model large populations of interacting agents. They have been widely used in economics [1, 3, 23, 19] , finance [18, 7, 9, 3] , industrial engineering [15, 26, 20] , and data science [32] . In mean field games, a continuum population of small rational agents play a non-cooperative differential game on a time horizon r0, T s. At the optimum, the agents reach a Nash equilibrium, where they can no longer unilaterally improve their objectives. The solutions to these problems are obtained by solving the system of partial differential equations (PDEs), B t φ´ν∆φ`Hpx, ∇φq " f px, ρq B t ρ´ν∆ρ´divpρ∇ p Hpx, ∇φqq " 0 ρpx, 0q " ρ 0 , φpx, T q " gpx, ρp¨, T qq
which couples a Hamilton-Jacobi-Bellman (HJB) equation and a Fokker-Planck (FP) equation. Although there is a plethora of fast solvers for the solution of (1.1) in two and three dimensions [2, 5, 12, 10, 11, 25] , numerical methods for solving (1.1) in high dimensions are practically nonexistent due to the need for spatial discretization; this leads to the curse of dimensionality. To the best of our knowledge, the first work to solve MFGs efficiently in high dimensions (d " 100) was done in [31] . Their work consisted of using Lagrangian coordinates and parameterizing the value function using a neural network. This combination allowed them to successfully avoid the need for spatial grids for MFG problems in the case where ν " 0; that is, in the deterministic case where there is no diffusion.
In [31] the authors apply the Jacobi identity to estimate the population-density. This formula, however, is available only in the deterministic case. For problems involving high-dimensional optimal control and differential games, spatial grids were also avoided [10, 11, 12, 28, 14] .
In this paper, we broaden the work proposed in [31] by solving high-dimensional MFGs in the stochastic case (ν ą 0). We phrase the MFG problem as a saddle-point problem [27, 5, 13] and parameterize the value function and the density function; this circumvents the need to use the Jacobi identity to estimate the density at intermediate times. This formulation draws a natural connection between MFGs and generative adversarial neural networks (GANs) [21] , a powerful class of generative models that have shown remarkable success on various types of datasets [21, 4, 24, 29, 16, 8] .
In GANs, a generator network and a discriminator network compete against each other. The goal is to create a generator network that can produce samples from an unknown data distribution that matches the real data. In this framework, the discriminator network serves as a quality control device for the predictions of the generator network. The generator network predicts a model for the data distribution, and the discriminator network constructs a model that differentiates this prediction from the real data. Next, the generator network suggests a new model that is immune to the model of the discriminator network, which then tries to discredit the new model and so on. This process is at equilibrium when neither of the networks can improve on their models.
On the other hand, a broad class of MFGs (potential MFGs) admit a convex-concave saddle-point formulation [27, 5] that is extremely useful for numerical and theoretical treatment of MFG systems. In [13] , the authors observe that all MFG systems admit an infinite-dimensional two-player generalsum game formulation, and the potential MFGs are the ones that correspond to zero-sum games. According to the interpretation in [13] , Player 1 represents the mean-field or the population as a whole and their strategy is the population density ρ. Furthermore, Player 2 represents the generic agent and their strategy is the value function φ. The aim of Player 2 is to provide a strategy that yields the best response of a generic agent against the population. This interpretation is in accord with the intuition behind GANs.
While finalizing our paper, we discovered that a connection between MFGs and GANs was also made in [6] , where the authors set the density function as the discriminator and the value function as the generator. Our approach differs from [6] in two fundamental ways. First, instead of choosing the value function to be the generator, we set the density function as the generator. This choice is motivated by the fact that the generator outputs samples from a desired distribution. It is also aligned with other generative modeling techniques arising in continuous normalizing flows [17, 22] . Second, rather than setting the generator/discriminator losses as the residual errors of (1.1), we follow the works of [13, 12, 5, 27] and utilize the underlying variational primal-dual structure of MFGs, see (2.3) .
The remainder of this paper is organized as follows. In Sec. 2, we derive the mathematical formulation of MFGs for our framework; in particular, we arrive at a primal-dual convex-concave formulation tailored for our alternating networks approach. In Sec. 3, we elaborate on the connection between MFGs and GANs. In Sec. 4, we describe our proposed algorithm, APAC-Net. In Sec. 5, we demonstrate the effectiveness of our approach on a series of MFG experiments with dimensions up to 50. Finally, we conclude with a brief discussion of our work and possible future directions in Sec. 6.
Variational Primal-Dual Formulation of Mean Field Games
A critical feature of potential MFGs is that the solution to (1.1) can be formulated as the solution to a convex-concave saddle point optimization problem. To this end, we begin by stating (1.1) as a variational problem [27, 5] akin to the Brenier-Benamou formulation for the Optimal Transport (OT) problem:
where L : R nˆRn Ñ R is the Lagrangian function corresponding to the Legendre transform of the Hamiltonian H : R nˆRn Ñ R, ρ P PpR n qˆr0, T s is the density function, ρ 0 P PpR n q is a given initial density, F, G : R nˆP pR n q Ñ R are mean field interaction terms, and v : R nˆr 0, T s Ñ R n is the velocity field. Next, setting φ as a Lagrange multiplier, we insert the PDE constraint into the objective to get
Finally, integrating by parts and minimizing with respect to v to obtain the Hamiltonian via Hpx, pq " inf v t´p¨v´Lpx, vqu, we obtain
This formula can also be obtained in the context of HJB equations in density spaces [12] , or by integrating the HJB and the FP equations in (1.1) with respect to ρ and φ, respectively [13] . The formulation (2.3) is the cornerstone of our method.
Connections to GANs

Generative-Adversarial Networks
In Generative-Adversarial Networks (GANs) [21] , we have a discriminator and generator, and the goal is to obtain a generator that is able to produce samples from a desired distribution. The generator does this by taking samples from a known distribution N and transforming them into samples from the desired distribution. Meanwhile, the purpose of the discriminator is to aid the optimization of the generator. Given a generator network G θ and a discriminator network D ω , the original GAN objective is to find an equilibrium to the minimax problem
Here, the discriminator acts as a classifier that attempts to distinguish real images from fake/generated images, and the goal of the generator is to produce samples that "fool" the discriminator.
Wasserstein GANs
In Wasserstein GANs [4] , the motivation is drawn from OT theory, where now the objective function is changed to the Wasserstein-1 distance in the Kantorovich-Rubenstein dual formulation
where the term on right is the requirement that the discriminator be Lipschitz (with constant 1). In this setting, the goal of the discriminator is to compute the Wasserstein-1 distance between the distribution of ρ 0 and G θ pzq. Practically, using the above prevents the training of the generator to suffer from "mode collapse," a situation where the generator produces samples from only one mode of the distribution ρ 0 , e.g., if ρ 0 is the distribution of images of handwritten digits, then mode collapse entails producing only, say, the 0 digit. Originally, [4] used weight-clipping to enforce the Lipschitz condition of the discriminator network, but an improved method using a penalty on the gradient was used in [24] .
GANs Ø OT Ø MFGs
The connection between GANs and OT is made in Wasserstein GANs, where now the discriminator is meant to represent the Wasserstein-1 distance between the target distribution and the generator distribution, and the generator seeks to minimize this distance. On the other hand, OT problems can be seen as particular instances of MFGs [5, 27] . Indeed, given a target measure ρ T , consider an MFG with Gpρq " 1 ρ"ρ T , Hpx, pq " 1 }p}ď1 , F " 0, ν " 0.
where we note that the optimization in ρ leads to B t φ´Hpx, ∇φq " 0, and since Hppq " 1 }p}ď1 , we have that B t φ " 0, and thus φpx, tq " φpxq for all t. We observe the above is precisely the Wasserstein-1 distance in the Kantorovich-Rubenstein duality.
APAC-Net
The training process for our MFG is similar to that of GANs. We initialize neural networks N ω px, tq and N θ px, tq. We then let φ ω px, tq " p1´tqN ω px, tq`tgpxq, ρ θ px, tq " p1´tqρ 0 px, tq`tN θ px, tq.
(4.1)
Algorithm 1 APAC-Net for Mean-Field Games
Require: ρ 0 initial density, ν diffusion parameter, gpxq terminal cost, H Hamiltonian, F interaction term. Require: Initialize neural networks N ω and N θ , batch size B Require: Set φ ω px, tq " p1´tqN ω px, tq`tgpxq, and ρ θ px, tq " p1´tqρ 0 px, tq`tN θ px, tq Require: k where we update ρ θ every k epochs.
while not converged do Train φ ω :
Train ρ θ every k epochs:
Backpropagate the loss total " 0` t to θ weights. end while Note that the design in (4.1) automatically encodes the initial condition for ρ and terminal condition for φ. In some sense, we are letting the neural network learn the homotopy between φpt, xq and gpxq.
Our strategy for training this GAN-like MFG consists of alternately training ρ θ -the population, and φ ω -the value function for an individual agent. Intuitively, this means we are alternating the population and agent control neural networks (APAC-Net) in order to find the equilibrium. Specifically, we train φ ω by first sampling a batch tz b u B b"1 from the given initial density ρ 0 , and tt b u B b"1 uniformly from r0, 1s. Next, we compute the push-forward x b " ρ θ pz b , t b q for b " 1, . . . , B. We then compute the loss,
where we can optionally add a small penalty parameter λ 1
to regularize our problem via the HJB [31] . This is similar to what is done in Improved Wasserstein GAN [23] , where they penalize the norm of the gradient -which is equivalent to the HJB condition in the Wasserstein-1 setting. Finally, we backpropagate the loss to the weights of φ w .
To train the generator, we again sample tz b u B b"1 and tt b u B b"1 as before, and compute
We then backpropagate this loss with respect to the weights of ρ θ . Our pseudocode is shown in Algorithm 1. 5 Numerical Results
Experimental Setup
We assume without loss of generality T " 1. In all experiments, our neural networks have three hidden layers, with 100 hidden units per layer. We use a Residual Neural Network (ResNet) for both networks, where the weight on the skip connection is 0.5. In the generator, we use the ReLU activation function, and in the discriminator, we use the Softplus activation function (a smooth version of ReLU). To train the network, we use ADAM with β " p0.9, 0.999q, learning rate 5ˆ10´4, and batch size of 100. We approximate the solution to a mean field game where the population must move from a starting point to an end point while avoiding an obstacle. We thus choose the Hamiltonian to be Hpx, pq " c}p} 2`αobst maxtx T P x´0.1, 0u, and we have the scaling α obst " 5. Here, we penalize crowding in only the first two dimensions, and P is chosen so that the 2-dimensional obstacle is elliptical (see, e.g., Fig. 1 ). Furthermore, we choose a terminal cost
where the first term is the distance between the population and a target destination, and the second term is a congestion cost at the terminal time. We choose x T " p1, 1, . . . , 1q P R d and the scaling α cong " 10´2. Our initial density ρ 0 is a Gaussian centered at p´1,´1, 0, . . . , 0q with variance ? 10.
Effect of Parameter ν
We investigate the effect of the diffusion parameter ν on the behavior of the MFG solutions. In Fig. 1 , we show the solutions for 2-dimensional MFGs using ν " 0, 0.1, 0. split in the deterministic case. As ν becomes larger, the agents are more uncertain and are less likely to split. These results are consistent with the intuition provided in [30] , where one can imagine each agent walking through a forest in a very dense fog. The agents therefore walk directly toward their destination and adjust as necessary when obstacles arise.
High-Dimensional MFGs
In Fig. 2 , we plot trajectories for 2 and 50-dimensional experiments. For each dimension, we show the deterministic ν " 0 and stochastic ν " 0.3 case. We stop after 85k iterations for dimension 2, and 1200k iterations for dimension 50 of ADAM. We observe similar qualitative behavior of the MFG solutions for both dimensions. In particular, the solutions across the different dimensions follow the intuition described in Sec. 5.2. To monitor how well we solve the MFG, we also plot the log of the residual error of the HJB equation in Fig. 3 . 
Analytic Comparison
As a last experiment, we verify our method by comparing it to an analytic solution in two dimensions. For f " 0, Hpx, pq " }p} 2 2´} x} 2 2 , gpxq " }x} 2 2´2 , and ν " 1 in (1.1), the explicit formula for φ is given by φpx, tq " }x} 2 2´2 t.
(5.1)
We show snapshots of the true and approximate discriminators φ true and φ approx , respectively, at times t " 0 and t " 0.5 in Fig. 4 . Here, we obtained the approximate discriminator after 10k iterations. We observe that φ approx is virtually identical to φ true .
Conclusion
We present APAC-Net, an alternating population-agent control neural network for solving highdimensional stochastic mean field games. To this end, our algorithm avoids the use of spatial grids by parameterizing the controls, φ and ρ, using two neural networks, respectively. Our method is geared toward high-dimensional instances of these problems that are beyond reach with existing methods. Our method also has natural connections with Wasserstein GANs, where ρ acts as a generative network and φ acts as a discriminative network. Our experiments show that our method is effective in solving up to 50-dimensional MFGs. A future direction we intend to investigate is the theoretical guidelines on the design of network architectures.
φ true px, 0q φ approx px, 0q logp}φ true px, 0q´φ approx px, 0q}q
φ true px, 0.5q φ approx px, 0.5q logp}φ true px, 0.5q´φ approx px, 0.5q}q Figure 4 : Snapshots of true discriminator, approximate discriminator, and log of the norm of the residuals at times t " 0 and t " 0.5.
