Two methods of analyses are compared to estimate the treatment effect of a comparative study where each treated individual is matched with a single control at the design stage. The usual matched pairs analysis accounts for the pairing directly in its model, whereas regression adjustment ignores the matching but instead models the pairing using a set of covariates. For a normal linear model, the estimated treatment effect from the matched pairs analysis (paired t-test) is more efficient. For a Bernoulli logistic model, matched pairs analysis performs better when the sample size was small, but is inferior to logistic regression for large sample sizes.
INTRODUCTION
In many comparative studies, researchers may decide at the design stage to form pairs by matching exactly on some not so readily quantifiable variable; e.g., sibship or neighborhood of residence, but in the subsequent analysis it is not always clear what statistical analyses they should select.
The usual approach is to employ a matched pairs analysis. This method will yield an unbiased or asymptotically unbiased estimate of the "treatment" effect, although the estimate may have a larger variance than, say, that obtained from a regression analysis which attempts to model the pairing using some set of covariates. The latter approach sacrifices the unbiasedness of the estimate in an attempt to gain higher precision. The purpose of this paper is then to determine, for both the normal linear model and Bernoulli logistic model, which of the above two analyses is preferable by quantitatively assessing the trade off between the loss in accuracy and increase in efficiency involved in modelling the pairing. Prentice (1976) , and Breslow and Day (1980) , using examples of casecontrol studies, have shown that a logistic regression analysis which failed to account for "important" covariates will tend to bias the regression estimates, whereas an analysis that included "redundant" covariates will inflate the variances of the estimates. In particular, Prentice (1976) cites a matched pairs study relating post-menopausal estrogen exposure on endometrical cancer, and recommends an analysis without retaining the pairing since pairs members were not intrinsically similar in respects other than those indicated by the matching variables. However, their findings were more qualitative, and do not indicate how "important" the covariates need to be; i.e., how adequate the covariates are in explaining the pairing before regression analysis becomes more effective than a matched pairs analysis. Extensive work on the problem of omitted covariates in general linear models has been done by Gail et al. (1984 Gail et al. ( , 1988 , in which the covariates are treated as random variables. Many authors have also examined the pros and cons of matching versus regression adjustment, although their comparisons are restricted to the case when the pairing has been fully modelled by the covariates. Others have approached the problem from an experimental viewpoint, comparing the efficiencies of unmatched versus matched designs. For an overview of some of the results, see Rubin (1973) , McKinlay (1977) , Kupper et al. (1981), and Greenland (1986) .
In the following comparisons between matching and regression adjustment, it will be assumed that we have a comparative study involving a control group and a "treatment" group. There will be a total of m pairs and n = 2m subjects, where each subject from the treatment group is paired with a single subject from the control group.
NORMAL LINEAR MODEL
Suppose that the true model is given by arbitrary fixed constants, and E(e) = 0 and Var(e) = O'eln. This model therefore assumes that the "intra-match" correlation can be explained by a finite set of covariates within a linear regression model format.
In the following, X will represent the covariates used to model the pairing and Z will represent the covariates omitted from the model.
Moreover, X 1 and Z 1 are the covariates for the treatment group whereas X 2 and Z 2 are the covariates for the control group, and X 1 = X 2 and Z 1 = Z 2 because of exact matching. For the model stated in (1), the object of inference will be the treatment effect, defined as 2l3 2 for simplicity of analysis.
2.1) Matched Pairs Analysis.
The matched pairs analysis is the usual analysis for two paired samples, where cre is estimated by cre, which equals half the value of the estimated variance of the pairwise differences.
2.2) Regression Adjustment.
Suppose that in our study we have measured X, a subset of the covariates that determine the pairing. We now decide to break the matches in the analysis and instead model the pairing by regressing Yon X. We adopt a working model under which 
Observe that the above is just an underfitted model of the true model in
(1), with Z being the omitted covariates. In general this would mean that $ is biased since
This implies that E (~2) = 13 2 + 2~ (1' Z 1 -1' Z 2 ) y = 13 2 , and thus 2 ~2 is again an unbiased estimator of the treatment effect because z1 = z2 due to exact matching.
Therefore to compare the effectiveness of the matched pairs analysis with regression adjustment, we consider the variance of 213 2 since 213 2 is unbiased for both models. Specifically, we will use the length of a 95% 
where <J~; is estimated by cr~;, the residual mean square from the regression of Y on X. Thus, if we define A as the ratio of the lengths of the 95% confidence intervals of 213 2 from the regression adjustment over the matched pairs analysis, then using (3) and (5) (1), ae is the residual mean square from the regression of Yon X and Z. Comparing (1) with (4) we find that ~ = Z"( + e , and thus
where
is the sequential sum of squares of Z given that X has already been fitted, and Pis defined to be equal to In-X (X' X )-1 X'. Now observe that PY = P(X$ + ~) = P~, and since Pis idempotent and symmetric this implies that
Substituting (9) into (8), we obtain
which means that SSR(Z I X) is also the regression sum of squares of the regression of P~ on PZ. Applying this result, we can then rewrite (7) as
where R 2 is the coefficient of determination of the regression of P ~ on P Z. We use the notation Ra since the quantity defined is similar to an adjusted R 2 . In fact, if ~ were observable so that we could fit a model of the form ~ = Zy + e, then it can be shown that ,.,..2 2 ,.,..2
where R: is the adjusted R 2 for the regression of ~ on Z.
To illustrate the efficacy of the matched pairs analysis over regression adjustment, consider z~ is the ith row of Z = [:j 1 i = 11 2, ... , n.
nxt
As in Section 2, X 1 and Z 1 are the covariates for the treatment group whereas X 2 and Z 2 are the covariates for the control group. Furthermore, X 1 = X 2 and Z 1 = Z 2 because of exact matching, and 2~2 will again be used to measure the treatment effect.
3.1) Matched Pairs Analysis.
For a matched pairs design, the typical quantity of interest is the odds ratio, '1', or the log odds ratio 't = ln 'I' . According to model (12) we have 'I'= e 2~2 and 't = 213 2 • Hence, if we let n 10 =number of pairs with a "1" for the treated subject and a "0" for the control, n 01 = number of pairs with a "0" for the treated subject and a "1" for the control, and N d = n 10 + n 01 = number of discordant pairs, then according to Breslow and Day (1981) the usual estimator for 't is (13) which is the maximum likelihood estimator of the log odds ratio.
In order to evaluate the efficiency of 'tML and subsequently compare it with the estimator from the logistic regression analysis, we need to first obtain the expectation and variance of 'tML. Applying a Taylor's series approximation to (13), it can be shown that
, and
It follows from (15) that and using (14) 
where L 22 is the second diagonal element of L . .
3.3) Results and Discussion.
Recall that 'tML is the ML estimator of the treatment effect from the matched pairs analysis. Now let 't1ogit be the corresponding estimator obtained using logistic regression, then from (20) and (21) we find that asymptotically,
To compare the matched pairs analysis with logistic regression, we
consider the simple case when there is only one known covariate and one omitted covariate; i.e. the true model is given by logit(ni) = ~1 + ~2x2i + ~3x 3 i + y zi , 1 :5: i :5: n.
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The comparison was investigated in terms of the asymptotic performances of ~ML and ~Iogit via equations (18) Each factor was inspected at two levels. In particular, x 3 was chosen to be the standardized versions of the following two vectors:
(1, 1, ... , 1, -1, -1, ... , -1, 1, 1, . were deemed important in the calculations, a 2 by 3 simulation experiment was carried out and mean square errors were simulated using GAUSS (Edlefsen and Jones, 1986) . ( -1, -1, ... , -1) , and ~1 was set to zero.)
As 'tML can give rise to serious bias for small sample sizes, an additional matched pairs estimator was included in the comparison with 'tlogit. This "" (n1o+O.S) was 'tH = ln 0 5 , which seemed to perform better in Jewell's (1984) no1+ · comparison of several sample estimators of the log odds ratio. Medians were used as a robust measure since forming ratios sometimes produced extreme values.
1) Most of the values of rML and rH are less than 1, which indicate that logistic regression performs better, with the exception when p is small and y is large. This agrees with in tuition since for our regression model, the smaller p is the less "information" about the omitted covariate is being captured, and the larger y is the more bias we expect in estimating the treatment effect.
2) The most reliable factor determining the behavior of r ML and r H turns out to be the sample size. As the number of pairs increases, the values of rML and rH will eventually drop below 1. This holds even for the anomaly observed for the small p large y where further simulation showed that more than 200 pairs were needed.
3) In general as gamma increases, rML and rH also increase. 4) As ~2 increases both rML and rH decrease, while as ~3 increases both rML and rH increase, although these two trends seemed reversed when p is small and y is large.
5) rML and rH do not seem to decease asp increases unless y is large.
We also note that overall there are no sharp differences between the behavior of rML and rH, aside from the observation that, for small sample sizes, increasing p 3 causes rH to decrease when p 2 is large, and increasing y causes rH to decrease when p 2 and pare large.
CONCLUSION
The decision to break the matches for analysis of a matched pairs design and model the pairing will depend on whether the regression model is normal linear or Bernoulli logistic. With the normal linear model, the estimators of the treatment effect from the regression analysis and the matched pairs analysis are both unbiased but they have different variances. Regression turns out to be a poor alternative to matched pairs analysis (or the paired t-test) unless the number of pairs is very small and the measured covariates are able to account for a large proportion of the "information" of the omitted covariates. When the model is Bernoulli logistic, analytical results are only available asymptotically, and these indicate that logistic regression will in general be more efficient than the matched pairs analysis. For finite sample sizes, simulations suggest that logistic regression is still more favorable, but that the matched pairs analysis is preferable when the number of pairs is small, and when the regression coefficient of the omitted covariate is large and the correlation between the known covariate and the omitted covariate is small. 
