Abstract-In this paper we introduce a new right preprocessing method for the decoding of 2 x 2 algebraic space-time codes, called algebraic reduction, which exploits the multiplicative structure of the code. The principle of the new reduction is to absorb part of the channel into the code, by approximating the channel matrix with an element of the maximal order of the code algebra.
I. INTRODUCTION
Space-time coding for multiple antenna systems is an ef ficient device to compensate the effects of fading in wireless channels through diversity techniques, and allows for increased data rates. A new generation of space-time code designs for MIMO channels, based on suitable subsets of division algebras, has been recently developed [12] . The algebraic constructions guarantee that these codes are full-rank, full rate and information-lossless, and have the non-vanishing determinant property. Up to now, the decoding of algebraic space-time codes has been performed using their lattice point representation. In particular, maximum likelihood decoders such as the Sphere Decoder or the Schnorr-Euchner algorithm are currently em ployed. However, the complexity of these decoders is pro hibitive for practical implementation l . On the other side, suboptimal decoders like ZF, DFE, MMSE have low complexity but they don't preserve the diversity order of the system. The use of preprocessing before decoding improves the performance of suboptimal decoders, and reduces considerably the complexity of ML decoders [7] . Two types of preprocessing are possible:
-Left preprocessing (MMSE-GDFE) to obtain a better conditioned channel matrix; -Right preprocessing (lattice reduction) in order to have a quasi-orthogonal lattice. The most widely used lattice reduction is the LLL reduction.
l The worst case complexity of sphere decoding for a 2 x 2 space-time code is of the order of M 4 , where M is the size of the constellation. However, space-time codes that admit a reduced ML complexity of M 2 have been recently proposed [13, 9] .
We are interested here in the right preprocessing stage; we propose a new reduction method for 2 x 2 space-time codes based on quaternion algebras which directly exploits the multiplicative structure of the space-time code. Up to now, algebraic tools have been used exclusively for coding but never for decoding. Algebraic reduction consists in absorbing a part of the channel into the code. This is done by approximating the channel matrix with a unit of a maximal order of the quaternion algebra. The algebraic reduction has already been implemented by Rekaya et al. [11] for the fast fading channel, in the case of rotated constellations based on algebraic number fields. In this context, the units in the ring of integers of the field form an abelian multiplicative group whose generators are described by Dirichlet's unit theorem [6] . For quaternion skewfields, which are the object of this paper, the situation is more complicated because the unit group is not commutative. However, it is still possible to find a finite presentation of the group, that is a finite set of generators and relations. As an example, we consider the Golden Code, and exhibit a set of generators for the unit group of its maximal order. Our simulation results for the Golden Code show that using MMSE-GDFE left preprocessing, the performance of algebraic reduction with ZF decoding is within 3 dB of the ML.
II. SYSTEM MODEL AND NOTATION

A. System model
We consider a quasi-static 2 x 2 MIMO system employing a space-time block code. The received signal is given by In this paper we are interested in STBCs that are subsets of a principal ideal Oa of a maximal order 0 in a cyclic division algebra A of index 2 over Q( i) (a quaternion algebra). We refer to [12] for the necessary background about space-time codes from cyclic division algebras, and to [5] for a discussion of codes based on maximal orders.
Example (The Golden Code). The Golden Code falls into this category (see [1, 5] ). It is based on the cyclic algebra A = (Q(i,B)/Q(i),a,i), where B = � + 1 and a: x 1--+ X is such that a(O) = iJ = 1-0 and a leaves the elements of Q( i) fixed. It has been shown in [5] that
ZX2 X l is a maximal order of A. 0 can be written as 0 = Z[i, OJ E9 Z[i, 0Jj, where
Up to a scaling constant, the Golden Code is a subset of the two-sided ideal Oa = aO, with a = 1 + i iJ . Every codeword of 9 has the form
with X l = S l + S20, X2 = S3 + S 4 0. The symbols S1. S2, S3, S 4 belong to a QAM constellation.
B. Notation
Notation (Vectorization of matrices). Let ¢ be the fu nction M2(<C) -t <c 4 that vectorizes matrices:
The left multiplication fu nction Al :
Notation (Lattice point representation). Consider a basis {W1 ' W2, W3, W 4 } of aO as a Z[iJ-module. Every codeword X can be written as 4
If � is the matrix whose columns are ¢(wt), ¢(W2), ¢(W3), ¢( W 4 ), the lattice point corresponding to X is
We denote by A the Z[iJ-lattice with generator matrix �.
The following remark explains the relation between the units of the maximal order 0 of the code algebra and unimodular transformations of the code lattice. This property is fundamen tal for algebraic reduction.
Remark 1 (Units and unimodular transformations).
Suppose that U E 0* is an invertible element: then {UW1 ' UW2, UW3, UW 4 } is still a basis of the Z[iJ-lattice aO. The codeword X can be expressed in the new basis:
The vectorized signal is
Now consider the change of coordinates matrix Tu = �-l VI� E M 4 (<C) between the basis {¢(wi)h = 1, ... , 4
and {¢(Uwi)h = 1, ... , 4 . We have det(
Then Tu is unimodular, and the lattice generated by � Tu is still A.
III. AL GEBRAIC REDUCTION
In this section we introduce the principle of algebraic reduction. First of all, we consider a normalization of the received signal. In the system model (1), the channel matrix H has nonzero determinant with probability 1, and so it can be rewritten as Therefore the system is equivalent to
Jdet(H)
Algebraic reduction consists in approximating the normalized channel matrix H1 with a unit U of norm 1 of the maximal order 0 of the algebra of the considered STBC, that is an element U of 0 such that det( U) = l.
A. Perfect approximation
In order to simplify the exposition, we first consider the ideal case where we have a perfect approximation: H1 = U.
Of course this is extremely unlikely in practice; the general case will be treated in the next paragraph. The received signal can be written:
and U X is still a codeword. In fact, since U is invertible,
Applying ¢ to both sides of equation (5), we find that the equivalent system in vectorized form is
where � is the generator matrix of the code,
Since U is a unit, VI� = � Tu, with Tu unimodular (see Remark 1), therefore
In order to decode, we can simply consider ZF detection:
where [ ] denotes the rounding of each vector component to the nearest (Gaussian) integer.
If cp is unitary, as in the case of the Golden Code, algebraic reduction followed by ZF detection gives optimal (ML) per formance.
B. General case
In general, the approximation is not perfect with probability 1 and we must take into account the approximation error E.
We have H 1 = EU, and the vectorized received signal is
The estimated signal after ZF detection is (6) Finally, one can recover an estimate of the initial signal 8 = TU 1 81. Thus, the system is equivalent to a non-fading system where the noise n is no longer white Gaussian.
C. Choice of U fo r the ZF decoder
We suppose here for simplicity that the generator matrix cp is unitary, but a similar criterion can be established in a more general case. Ideally the error term E should be unitary in order to have optimality for the ZF decoder, so we should choose the unit U in such a way that E = H 1 U-1 is quasi orthogonal. We require that the Frobenius norm IIEII� should be minimized2:
This criterion corresponds to minimizing the trace of the covariance matrix of the new noise n in (6):
In this section we describe an algorithm to find the nearest unit U to the normalized channel matrix H 1 with respect to the criterion (7). To do this we need to understand the structure of the group of units of the maximal order O. 2 Remark that since det(E) = 1, IIEII} = IIE -lll�. Table I GENERATORS OF 0 1 . {I, e, j, ej }.
Our problem is then reduced to studying the subgroup 0 1 .
In particular, we need to find a presentation of this group: a set of generators S and a set of relations R among these gen erators. In fact, one can show that 0 1 is finitely presentable, that is it admits a presentation with Sand R finite.
Example (Generators and relations in the case of the Golden Code). The group 0 1 is generated by 8 units, that are displayed in Table I .
The proof of the previous fact is omitted due to lack of space. The method for finding a presentation is rather complex and is based on the Swan algorithm [14, 2] .
A. Action of the group on the hyperbolic space 1HI3
The search algorithm is based on the action of the group on a suitable space. We use the fact that 0 1 is a subgroup of the special linear group SL2(C), and consider the action of SL2(C) on the hyperbolic 3-space 1HI3 (see [4, 8] ). We refer to the upper half-space model
endowed with the hyperbolic distance p such that if P (z,r), P ' = (z',r'), 
3).
Consider the action of PSL2(C) on the special point J = ( 0 , 1) (10) which has the following nice property ([4] , Proposition 1.7):
VM E SL 2(C), IIMII; = 2coshp(J,M(J)) ( 
11)
As anticipated in Section III, given the normalized channel matrix HI E SL2(C) we want to find (; = argmin II UHll ll� = argmincosh(p(J, U Hl l(J ))) = UE01 UE01 = argminp(J, U Hll(J)) = argminp(U-1 (J), Hl l (J)) UE01 UE01
since U is an isometry.
Proposition 1. There exists a constant Rmax > 0 such that
Consequently, there exists a fixed constant C o such that (12) The proof of this Proposition is based on the existence of Dirichlet polyhedra for Kleinian groups (see [4, 2] ). For the Golden Code, the methods of [2] allow to compute the constant C o explicitly: C o = 4.4720···.
B. The algorithm
Let U 1 , ... ,Ur be a set of generators of 0 1 , and Ur + 1 = U1 1 , ... ,U2r = U; 1 their inverses. Suppose that the matrix form of the Ui has been stored in memory, together with the images U 1 (J), ... , U2r(J) of J. Let
2) Compute the distances
3) Let i o = argmini E {O,I, ... , 2r } di. (If several indices i attain the minimum, choose the smallest.)
OUTPUT: (; = U -1 is the chosen unit. 
V. PERFORMANCE OF THE AL GEBRAIC REDUCTION
A. Diversity
It has recently been proved [15] that MIMO decoding based on LLL reduction followed by zero-forcing achieves the receive diversity. The following Proposition shows that algebraic reduction is equivalent to LLL reduction in terms of diversity for the case of 2 transmit and 2 receive antennas:
Proposition 2. The diversity order of the algebraic reduction method with ZF detection is 2.
Proof" Suppose that the symbols Si, i = 1 , ... ,4 belong to an M -QAM constellation, with M = 2 2 m. Let cav be the average energy per symbol, and "( = Ejv� the SNR.
For a fixed realization of the channel matrix H, equation (6) is equivalent to an additive channel without fading where the noise n is no longer white. With symbol by symbol ZF detection, Pe ( ( 1 2 00 ( Figure I . Performance of algebraic reduction followed by ZF or ZF-DFE decoders using 4-QAM constellations.
where \[1 is the Digarruna function. The series in the last expression being uniformly bounded for large " the leading term is of the order of �. Figure 1 shows the performance of algebraic reduction fol lowed by ZF and ZF-DFE decoding compared with ML decod ing using 4-QAM constellations; the slope of the probability of error in the case of algebraic reduction with ZF detection (without preprocessing) is very close to -2, confirming the result of Proposition 2 concerning the diversity order.
B. Simulation results
One can add MMSE-GDFE left preprocessing to solve the shaping problem for finite constellations [7] in order to im prove this performance. With MMSE-GDFE preprocessing, algebraic reduction is within 4.2 dB and 3.2 dB from the ML using ZF and ZF-DFE decoding, at the FER of 10-4 .
In the 16-QAM case, the loss is of 3.4 dB and 2.6 dB respectively for ZF and ZF-DFE decoding at the FER of 10-3 ( Figure 2 ). In the same figure we compare algebraic reduction and LLL reduction. The two performances are very close; with ZF-DFE decoding, algebraic reduction has a slight loss (0.3 dB). On the contrary, with ZF decoding, algebraic reduction is slightly better (0.4 dB gain), showing that the criterion (7) is indeed appropriate for this decoder.
Numerical simulations also evidence that the average com plexity of algebraic reduction is low: in fact the average number of steps of the unit search algorithm is only l.923.
VI. CONCLUSIONS
In this paper we have introduced a right preprocessing method for the decoding of space-time block codes based on quaternion algebras, which allows to improve the performance of suboptimal decoders and reduces the complexity of ML decoders. The new method exploits the algebraic structure of the code, by approximating the channel matrix with a unit in the maximal order of the quaternion algebra. Our simulations show that algebraic reduction and LLL reduction have similar Figure 2 .
Comparison of algebraic reduction and LLL reduction using MMSE-GDFE preprocessing combined with ZF or ZF-DFE decoding with 16-QAM constellations.
performance. Future work will deal with the generalization of algebraic reduction to higher-dimensional space time codes based on division algebras.
