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1. Introduction
The present paper is devoted to an analysis of wavefront solutions of partial differential equations
of the type
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(
k(u)ux
)
x + f (u), (1.1)
in which subscripts denote partial differentiation, ε is a positive parameter that is not necessarily
small, and f , g and k are given functions. When k and g are positive, the equation may be classiﬁed
as a nonlinear telegraph equation. Equations of this kind arise in the study of heat transfer [3,17],
transmission lines [4], chemical kinetics [1,8], biological population dispersal [1,4,12], and random
walks [4,5].
Of interest is solutions of Eq. (1.1) of the self-similar form
u = ϕ(η) where η = x− ct (1.2)
and c is a constant. Such a solution is generally known as a traveling wave, and c—which can be
positive, negative or zero—is referred to as the wave-speed. Speciﬁcally, we shall be interested in
solutions of this type that are deﬁned for all η ∈R, monotonic, and such that ϕ(η) → u± as η → ±∞
for some numbers u− and u+ = u− for which f (u−) = f (u+) = 0. A traveling-wave solution with
these properties is commonly called a wavefront [16]. For convenience, we shall assume that u− = 1
and u+ = 0, and use the abbreviation WF to denote a wavefront solution ϕ for which
ϕ(η) → 1 as η → −∞, (1.3)
ϕ(η) → 0 as η → ∞, (1.4)
and
lim
η↑0ϕ(η)
1
2
 lim
η↓0ϕ(η). (1.5)
Because any (monotonic) traveling-wave solution of an equation of the type (1.1) in R satisfying (1.3)
and (1.4) gives rise to a one-parameter family of such solutions by translation with respect to the
independent variable, the condition (1.5) is imposed to pin down the number of these equivalence
classes.
Besides
f (0) = f (1) = 0, (1.6)
we shall suppose that f ∈ C(0,1) ∩ L1(0,1),
f (u) > 0 for 0< u < 1, (1.7)
g ∈ C(0,1) ∩ L1(0,1),
1∫
0
g(s)ds 0, (1.8)
and k ∈ C([0,1]) is nonnegative and not identically zero.
Substituting (1.2) into (1.1) yields the ordinary differential equation
c2ε2ϕ′′ − cg(ϕ)ϕ′ = (k(ϕ)ϕ′)′ + f (ϕ).
Setting
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u∫
0
{
k(s) − c2ε2}ds and G(u) :=
u∫
0
g(s)ds,
this equation can be rewritten as
((
K (ϕ)
)′ + cG(ϕ))′ + f (ϕ) = 0. (1.9)
A function ϕ : R → [0,1] will be understood to be a traveling-wave solution of Eq. (1.1) with
wave-speed c in R if it is measurable, K (ϕ) ∈ C1(R), cG(ϕ) ∈ C(R), (K (ϕ))′ + cG(ϕ) ∈ W 1,1loc (R),
f (ϕ) ∈ L1loc(R), and (1.9) holds almost everywhere. Such a function ϕ satisﬁes (1.9) classically in
any open interval where f (ϕ) is continuous. Moreover, ϕ is necessarily continuously differentiable in
any open interval where k(ϕ) = c2ε2. On the other hand, in an open interval where k(ϕ) = c2ε2, it is
conceivable that ϕ not be differentiable, to the extent of not even being continuous.
The sign of k(ϕ) − c2ε2 matters. Let
k0 := min
{
k(u): 0 u  1
}
and k1 := max
{
k(u): 0 u  1
}
.
We shall say that we are in a sub-characteristic situation if
c2ε2 < k0, (1.10)
and in a super-characteristic situation if
c2ε2 > k1. (1.11)
We refer to the remaining situation, i.e. that for which
k0  c2ε2  k1, (1.12)
as the trans-characteristic situation. This nomenclature is related to the observation that when ε > 0
and k is a positive constant, Eq. (1.1) is hyperbolic, and its characteristic wave-speeds are determined
by c2ε2 = k.
With the exception of that in [12], previous work [2,4,9–11,15] on WFs of equations of the class
(1.1) has been conﬁned to the sub-characteristic case. For particulars, see Subsections 2.6, 5.3, 6.4, and
8.3.
The paper is organized as follows. In the next section we establish necessary and suﬃcient con-
ditions for the existence of a sub-characteristic WF, and prove that such a WF is necessarily unique.
In the section thereafter, we obtain the analogous results for a super-characteristic WF. Sections 4,
5, and 6 are devoted to the study of trans-characteristic WFs in the case that k is constant, strictly
decreasing, and strictly increasing, respectively. Section 7 concerns all WFs of a particular instance of
(1.1) that arises in the modeling of branching random walks. The last section deals with the WFs of an
equation of the generic type (1.1) that arises in a number of different areas with the peculiar feature
that the parameter ε appears in the second term on the left-hand side of the equation as well as the
ﬁrst.
We denote the spectrum of wave-speeds of Eq. (1.1) for any ε  0 by S(ε), i.e.
S(ε) := {c: Eq. (1.1) has a WF with wave-speed c}.
We let Ssub(ε), Ssuper(ε) and Strans(ε) stand for that subset of S(ε) for which (1.10), (1.11) or (1.12)
holds, respectively.
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2.1. Conversion to the study of an integral equation
Given (1.7), using (1.9), it can be veriﬁed that any WF ϕ of Eq. (1.1) must be such that (K (ϕ))′′(η) <
0 at any point η for which ϕ′(η) = 0 and 0 < ϕ(η) < 1. Hence, if c2ε2 < k0, necessarily
(
K (ϕ)
)′
< 0 where 0 < ϕ < 1. (2.1)
Consequently, we can deﬁne a positive function θ on (0,1) by
θ
(
ϕ(η)
) := −(K (ϕ))′(η) (2.2)
for all η such that 0 < ϕ(η) < 1. Substituting (2.2) in (1.9) gives
(
θ(ϕ)
)′ = (cG(ϕ))′ + f (ϕ).
Dividing by ϕ′ , using (2.2) to eliminate the latter, and setting
μ := c2ε2,
this implies that
θ ′(ϕ) = cg(ϕ) − {k(ϕ) − μ} f (ϕ)
θ(ϕ)
for 0 < ϕ < 1. Integration subsequently gives
θ(s) = θ(1/2) + c{G(s) − G(1/2)}−
s∫
1/2
{k(r) − μ} f (r)
θ(r)
dr
for 0 < s < 1. This is a nonlinear Volterra integral equation of the second kind with a singular inte-
grand, that was studied in depth in [6]. Because f ∈ L1(0,1), G ∈ C([0,1]) and k ∈ C([0,1]), lims↓0 θ(s)
and lims↑1 θ(s) exist [6, Lemma 2]. Recalling (1.3), (1.4) and (2.2), these limits must be 0. Hence, we
deduce that θ is a solution of the equation
θ(s) = cG(s) −
s∫
0
{k(r) − μ} f (r)
θ(r)
dr (2.3)
on [0,1] such that
θ(0) = θ(1) = 0, and θ(s) > 0 for 0< s < 1. (2.4)
Conversely, given any solution θ of (2.3) satisfying (2.4), retracing the above steps we can construct
a WF of Eq. (1.1) by integrating (2.2) as
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ϕ(η)
|k(s) − μ|
θ(s)
ds = η for η− < η < η+, (2.5)
where
η− := −
1∫
1/2
|k(s) − μ|
θ(s)
ds and η+ :=
1/2∫
0
|k(s) − μ|
θ(s)
ds. (2.6)
If η− is inﬁnite this deﬁnes ϕ(η) < 1 for all η < η+ . If η− is ﬁnite, we complete the construction by
setting ϕ(η) = 1 for η η− . Similarly, if η+ is ﬁnite, we complement (2.5) with ϕ(η) = 0 for η η+ .
We conclude that there is a one-to-one correspondence between sub-characteristic WFs of Eq. (1.1)
with wave-speed c and solutions of the integral equation (2.3) that satisfy (2.4).
2.2. Analysis of the integral equation
Consider the integral equation
ϑ(s) = ςa(s) −
s∫
0
b(r)
ϑ(r)
dr (2.7)
for s ∈ [0, ] for some  > 0.
Lemma 1. Suppose that a ∈ C([0, ]), b ∈ C(0, ) ∩ L1(0, ), a() 0, and b > 0 in (0, ). Then Eq. (2.7) has
a nonnegative solution on [0, ] only if ς > 0 and a > 0 on (0, ].
Proof. The positivity and continuity of b and the need for the integral in (2.7) to be well deﬁned
imply that any nonnegative solution of the equation on [0, ] must be positive almost everywhere in
(0, ). This implies that the integral, and hence ςa, must be positive on (0, ]. The hypothesis a() 0
subsequently excludes ς  0. 
Lemma 2. Suppose that a ∈ C([0, ])∩ C1(0, ), a(s) > a(0) = 0 for all s ∈ (0, ], and b is an in Lemma 1. Set
Λi(s) := inf
0<rs
{
1
a(r)
r∫
0
b(w)
a(w)
dw
}
, Λs(s) := sup
0<rs
{
1
a(r)
r∫
0
b(w)
a(w)
dw
}
,
Λi(0) := lim
s↓0 Λi(s), and Λs(0) := lims↓0 Λs(s).
Then if Λs(0) = ∞, there is no ς > 0 for which (2.7) has a nonnegative solution on [0, ]. On the other hand,
if Λs(0) < ∞ there exists a number ς∗ > 0 such that (2.7) has a nonnegative solution on [0, ] if and only
if ς  ς∗ . Moreover, in the latter case, for each ς  ς∗ the equation admits precisely one solution ϑ that is
positive on (0, ) and such that ϑ() = 0. There holds
2
√
Λi(0) ς∗  2
√
Λs(). (2.8)
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the previous lemma, ϑ(s) < ςa(s) for all 0 < s . Therefore,
ςa(s) = ϑ(s) +
s∫
0
b(r)
ϑ(r)
dr 
s∫
0
b(r)
ςa(r)
dr
for all such s. Multiplying the above by ς/a(s) and subsequently optimizing the right-hand side, we
deduce that ς2  κ2, where
κ :=√Λs().
Thus, if κ = ∞, Eq. (2.7) has no solution on [0, ]. Suppose conversely that κ < ∞. Let
a0(s) := κa(s) + 1
κ
s∫
0
b(r)
a(r)
dr.
This function is well deﬁned and continuous on [0, ]. In fact, a0(s) 2κa(s) for all 0 s . Further-
more, it is easily veriﬁed that (2.7) with ςa(s) replaced by a0(s) admits the solution ϑ = κa on [0, ].
So by a comparison argument for integral equations of the type (2.7) [6, Theorem 10], Eq. (2.7) with
ς = 2κ has a solution on [0, ]. A second application of [6, Theorem 10], subsequently shows that the
set S of ς > 0 such that (2.7) has a nonnegative solution on [0, ] is unbounded and connected. Let
ς∗ = infS, and ϑ(·;ς) denote the maximal solution of (2.7) on [0, ] for ς > ς∗ . By [6, Theorem 10],
ϑ(·;ς1) > ϑ(·;ς0) on (0, ] for all ς1 > ς0 > ς∗ . Deﬁning ϑ∗(s) = limς↓ς∗ ϑ(s;ς) and invoking the
Monotone Convergence Theorem it can subsequently be shown that ϑ∗ solves (2.7) with ς = ς∗ on
[0, ]. Thus ς∗ ∈ S and ς∗  2κ . Noting that κ < ∞ if and only if Λs(0) < ∞, this gives the ﬁrst
two conclusions of the lemma and the right-hand inequality in (2.8). The fact that for every ς ∈ S
Eq. (2.7) has precisely one solution that is positive on (0, ) and vanishes at  can be established on
the lines of [7, Lemma 4.8]. Finally to conﬁrm the left-hand inequality in (2.8), let ς be such that (2.7)
has a solution ϑ on [0, δ) for 0 < δ < , and set ν = sup{ϑ(s)/a(s): 0 < s < δ}. Note that necessarily
0 < ν  ς . This means that given any 0 < ι < ν one can ﬁnd an s ∈ (0, δ) such that
ν − ι ϑ(s)
a(s)
= ς − 1
a(s)
s∫
0
b(r)
ϑ(r)
dr  ς − 1
a(s)
s∫
0
b(r)
νa(r)
dr  ς − Λi(δ)
ν
.
Multiplying the above by 4ν and letting ι ↓ 0 yields (2ν − ς)2  ς2 − 4Λi(δ). Whence, ς  2
√
Λi(δ).
Passing to the limit δ ↓ 0 provides the left-hand inequality in (2.8). 
Lemma 3. Consider Eq. (2.7) with two different function pairs a1,b1 and a2,b2 that satisfy the assumptions
of Lemma 2 for one and the same , and for which the respective variables Λs(0;a1,b1) and Λs(0;a2,b2) are
ﬁnite. Denote the corresponding numbers given by Lemma 2 by ς∗1 and ς∗2 . If a1  a2 and b1  b2 on (0, ),
then ς∗1  ς∗2 . If moreover, b1 ≡ b2 and ς∗1 > 2
√
Λs(0;a2,b2), then ς∗1 > ς∗2 .
The proof mimics that of Theorem 10.16 in [7].
Lemma 4. Consider Eq. (2.7) for a certain pair of functions a,b, and for sequences of pairs of functions
{an,bn}∞n=1 and {a˜n, b˜n}∞n=1 , all of which satisfy the assumptions of Lemma 2 for one and the same , and for
which the respective variables Λs(0;a,b), {Λs(0;an,bn)}∞n=1 and {Λs(0; a˜n, b˜n)}∞n=1 are ﬁnite. Suppose fur-
thermore that {a˜n}∞n=1 is monotonic increasing and an  a˜n for all n, and that {b˜n}∞n=1 is monotonic decreasing
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corresponding numbers associated with {an,bn}∞n=1 . If an → a in C([0, ]), a˜n → a in C([0, ]), bn → b in
L1(0, ), b˜n → b in L1(0, ), and Λs(0; a˜n, b˜n) → Λs(0;a,b) as n → ∞, then ς∗n → ς∗ as n → ∞.
The proof is similar to that of Theorem 10.17 in [7].
Lemma 5. Suppose that the hypotheses of Lemma 2 hold and Λs(0) < ∞. For ς  ς∗ , let ϑ be the unique
solution of Eq. (2.7) that is positive on (0, ) and zero at . Deﬁne
B(s) :=
{
2
∫
s
b(r)dr
}1/2
.
(i) There holds ϑ  ςa.
(ii) If ς = ς∗ > 2√Λs(0) or limsups↓0 a(s)a′(s)/b(s) < ∞ then
lim inf
s↓0
ϑ(s)
a(s)
> 0.
(iii) If a′  0 in a left-neighborhood of  then ϑ  B in this neighborhood.
(iv) If a′  0 in a left-neighborhood of  and limsups↑ a′(s)B(s)/b(s) < ∞ then
lim inf
s↑
ϑ(s)
B(s)
> 0.
Proof. Part (i) follows immediately from (2.7). For part (ii), suppose ﬁrst that ς = ς∗ > 2√Λs(0).
Then adapting the proof of [7, Lemma 10.9(ii)], it can be shown that ϑ is necessarily the solution ϑ∗
constructed in the proof of Lemma 2. Consequently, picking 0 < δ <  so small that ς > 2
√
Λs(δ) and
adapting the proof of [7, Lemma 6.8(i)], it can be shown that there exists a γ > 0 such that ϑ  γ a
on [0, δ). When limsups↓0 a(s)a′(s)/b(s) < ∞, the same conclusion can be reached for any ς  ς∗ by
adapting the proof of [7, Lemma 6.8(ii)]. To obtain parts (iii) and (iv), we set Θ(s) := θ( − s). Then,
Θ(s) = −ς{a() − a( − s)}+
s∫
0
b( − r)
Θ(r)
dr
for s ∈ [0, ]. By [6, Theorem 3], this integral equation has at most one solution. Furthermore, substi-
tution shows that B( − s) is a solution when ς = 0. Hence, if a′  0 in ( − δ, δ) for some 0 < δ < ,
then Θ(s)  B( − s) for 0 < s < δ by [6, Theorem 10]. Under the additional hypothesis of part (iv),
adapting the proof of [6, Lemma 6.3(iv)] it can be shown that Θ(s) γ B(− s) for s ∈ [0, δ) for some
γ > 0. Transferring all conclusions concerning Θ back to ϑ gives parts (iii) and (iv). 
2.3. The main result
Since μ < k0 and k ∈ C([0,1]), it follows from Lemmata 1 and 2 that the integral equation (2.3)
admits a solution on [0,1] satisfying (2.4) only if
G(u) > 0 for 0< u  1, (2.9)
and
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u↓0
{
1
G(u)
u∫
0
f (s)
G(s)
ds
}
(2.10)
is ﬁnite. Conversely, if these conditions are met, then the equation has such a solution if and only if
c m(μ) for some number m(μ) > 0. Moreover, this solution is unique. By Lemmata 3 and 4, m is
continuous and strictly decreasing on [0,k0).
Lemma 6. If k is constant, then μ →m(μ)/√k − μ is constant on [0,k).
Proof. Let θ(s) = ϑ(s)√(k − μ)/(k − μ0) and c = ς√(k − μ)/(k − μ0) for some μ0 ∈ [0,k). Then
Eq. (2.3) transforms into (2.7) with a = G and b = (k − μ0) f , i.e. (2.3) with c = ς and μ replaced
by μ0. Thus, m(μ0) =m(μ)
√
(k − μ0)/(k − μ) for all μ ∈ [0,k). 
Lemma 7. If k is not constant, then m(k0) := limμ↑k0 m(μ) > 0.
Proof. Since (2.3) with c =m(μ) has a solution on [0,1] for each 0μ < k0, by [6, Theorem 10] the
equation
θ(s) =m(μ)G(s) −
s∫
0
{k(r) − k0} f (r)
θ(r)
dr (2.11)
has a maximal solution θ(·;μ) on [0,1] which is positive on (0,1) for each such μ. Moreover, since m
is strictly decreasing, μ → θ(s;μ) is strictly decreasing for every s ∈ (0,1]. Thus we can deﬁne θ∗(s) =
limμ↑k0 θ(s;μ) for 0  s  1. Subsequently, by passing to the limit μ ↑ k0 in (2.11) and invoking
the Monotone Convergence Theorem, we deduce that θ∗ solves (2.3) with c = m(k0) and μ = k0.
However, (2.3) with c = 0 and μ = k0 cannot admit a nonnegative solution on [0,1]. So, necessarily
m(k0) > 0. 
Set
S(μ) :=
√
μ
m(μ)
for 0μ < k0, and
E0 := lim
μ↑k0
S(μ).
By Lemmata 6 and 7, E0 = ∞ if k is constant, and 0< E0 =
√
k0/m(k0) < ∞ if it is not.
Lemma 8. Suppose thatμ = c2ε2 < k0 . Then Eq. (2.3) admits a solution on [0,1] if and only if 0 ε < E0 and
c  σ(ε), where σ ∈ C([0,E0)) is strictly decreasing, ε → εσ (ε) is strictly increasing, and εσ (ε) →
√
k0 as
ε ↑ E0 . In the particular situation that k is constant, σ(ε) = c0
√
k/(k + c20ε2) with c0 =m(0).
Proof. From the above, we know that (2.3) with μ = c2ε2 < k0 admits a solution on [0,1] if and
only if c  m(c2ε2). It follows that in the (ε, c)-plane, the solution set is that part of the region
{(ε, c): 0  c2ε2 < k0} that lies above and includes the curve Γ := {(ε, c): c = m(c2ε2), 0  c2ε2 <
k0} = {(S(μ),m(μ)): 0  μ < k0}. Since m is continuous and strictly decreasing on [0,k0), S is
continuous and strictly increasing on [0,k0). Consequently, it has a continuous strictly increasing
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yields the primary conclusions of the lemma. The properties of ε → εσ (ε) follow from the iden-
tity εσ (ε) = √S−1(ε). The explicit formula for σ in the event that k is constant is a corollary of
Lemma 6. 
Since the continuity and monotonicity of σ on [0,E0) imply that σ ∈ C([0,E0]) whenever E0 < ∞;
altogether, the above leads to the following conclusion.
Theorem 1. Consider Eq. (1.1) under the hypotheses that f ∈ C(0,1) ∩ L1(0,1) satisﬁes (1.6) and (1.7), g ∈
C(0,1) ∩ L1(0,1) satisﬁes (1.8), and k ∈ C([0,1]) is such that k0 > 0. Deﬁne λ0 by (2.10).
(a) If (2.9) holds, λ0 < ∞, and k is constant, then
Ssub(ε) =
{ [c0,∞) for ε = 0,
[c0
√
k/(k + c20ε2),
√
k/ε) for ε > 0
(2.12)
for some number c0 > 0.
(b) If (2.9) holds, λ0 < ∞, and k is not constant, then
Ssub(ε) =
⎧⎨
⎩
[σ(0),∞) for ε = 0,
[σ(ε),√k0/ε) for 0< ε < E0,
∅ for ε  E0
(2.13)
for some number E0 > 0 and some strictly decreasing function σ ∈ C([0,E0]) such that ε → εσ (ε) is
strictly increasing on [0,E0] and σ(E0) =
√
k0/E0 .
(c) Otherwise,
Ssub(ε) = ∅ for all ε  0.
Moreover, for each c ∈ Ssub(ε), the WF is unique.
Corollary 1.1. If
f is differentiable from the right at 0, g ∈ C([0,1)), and g(0) > 0, (2.14)
then
λ0 = f
′(0)
g2(0)
. (2.15)
Furthermore, given that (2.9) holds and λ0 > 0:
(a) If k is constant, then
c0  2
√
kλ0
with equality if
1
G(u)
u∫
0
f (s)
G(s)
ds λ0 for all 0< u  1. (2.16)
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σ(ε) 2
√
k(0)λ0
1+ 4λ0ε2 for 0 ε  E0,
and
E0 
1
2
√
k0
{k(0) − k0}λ0 whenever k(0) > k0.
Moreover, if (2.16) holds, then
σ(ε) 2
√
k1λ0
1+ 4λ0ε2 for 0 ε  E0, (2.17)
and
E0 
1
2
√
k0
(k1 − k0)λ0 . (2.18)
Hence, (2.17) and (2.18) hold with equality when (2.16) holds and k(0) = k1 .
Proof. When (2.14) holds, λ0 is easily calculated as stated. Consequently, the left-hand inequality in
(2.8) yields m(μ)  2
√{k(0) − μ}λ0 for all μ ∈ [0,k0). Supposing, in addition, that (2.16) holds, the
right-hand inequality similarly yields m(μ) 2
√
(k1 − μ)λ0. 
2.4. Finite speed of propagation
A WF ϕ satisﬁes (1.4) either by
ϕ(η) > 0 for all η, (2.19)
or
ϕ(η) = 0 for all η > η+ some η+  0. (2.20)
In the study of nonlinear second-order parabolic equations, the admittance and exclusion of the latter
is referred to as ﬁnite and inﬁnite speed of propagation, respectively. The occurrence of inﬁnite speed
of propagation is one of the reasons why, for many physical and natural phenomena, an equation
of the class (1.1) is considered a more appropriate model than the corresponding parabolic equation
(with ε = 0) [17].
Whether a sub-characteristic WF ϕ satisﬁes (2.19) or (2.20) is decided as part and parcel of its
correspondence with a solution of the integral equation (2.3) as outlined in Subsection 2.1. The crite-
rion is the ﬁniteness of η+ in (2.6). Similarly, the ﬁniteness of η− in (2.6) decides whether ϕ is such
that
ϕ(η) < 1 for all η, (2.21)
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ϕ(η) = 1 for all η < η− some η−  0. (2.22)
Corollary 1.2. If
1/2∫
0
du
G(u)
= ∞, (2.23)
any WF satisﬁes (2.19); whereas, if (2.23) is false, and
g(u)G(u) = O ( f (u)) as u ↓ 0 (2.24)
or c = min Ssub(ε) > 2
√
k(0)λ0/(1+ 4λ0ε2), it satisﬁes (2.20). Furthermore, setting
Q 1(u) :=
∣∣∣∣∣
1∫
u
f (s)ds
∣∣∣∣∣
1/2
(2.25)
and supposing that g  0 in a left-neighborhood of 1, if
1∫
1/2
du
Q 1(u)
= ∞, (2.26)
any WF satisﬁes (2.21); whereas, if (2.26) is false and g(u) = O ( f (u)/Q 1(u)) as u ↑ 1, it satisﬁes (2.22).
Proof. Let θ be the solution of the integral equation (2.3) satisfying (2.4) corresponding to the WF.
By Lemma 5(i), θ  cG . Subsequently, since k − μ is bounded away from 0 on [0,1], (2.23) implies
that the integral on the right-hand side of (2.6) is inﬁnite. On the other hand, if (2.24) holds or
c = min Ssub(ε) > 2
√
k(0)λ0/(1+ 4λ0ε2), then Lemma 5(ii) says that lim infs↓0 θ(s)/G(s) > 0. Thus,
if (2.23) is false, the right-hand integral in (2.6) is ﬁnite. The remaining conclusions involving the
left-hand integral in (2.6) follow similarly from Lemma 5 parts (iii) and (iv). 
Criterion (2.26) is fulﬁlled if
f is differentiable from the left at 1, g ∈ C((0,1]), and g(1) > 0. (2.27)
2.5. Examples
Corollary 1.1 states conditions under which the number E0 and the function σ in Theorem 1(b)
can be found explicitly. The following examples provide other instances.
Example 1.1. Suppose that
f (u) = φ0u
(
1− up), g(u) = 1, and k(u) = k0 + (k1 − k0)up (2.28)
for some numbers φ0 > 0, p > 0 and k1 > k0 > 0. Then
E0 =
√
(p + 1)k0
φ0(k1 − k0) (2.29)
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σ(ε) =
⎧⎪⎨
⎪⎩
√
4φ0k0
1+4φ0ε2 for 0 ε < εˆ,
2
√
φ0/(p+1)(pk0+k1)√
k1−k0+
√
k1−k0+4φ0(pk0+k1)ε2
for εˆ  ε  E0
(2.30)
where
εˆ :=
√
max{(p + 2)k0 − k1,0}
4φ0(k1 − k0) . (2.31)
Example 1.2. Suppose that
f (u) = φ0 sin(πu), g(u) = 1, and k(u) = k0 + k1
2
− k1 − k0
2
cos(πu) (2.32)
for some numbers φ0 > 0 and k1 > k0 > 0. Then E0 and σ are given by (2.29)–(2.31) with φ0 replaced
by πφ0 and p = 1.
The key to these examples is that for the speciﬁc functions involved, the integral equation (2.3) has
a counterpart in the study of WFs of parabolic equations for which the number ς∗ in Lemma 2 is
known explicitly. For Eq. (2.3) with coeﬃcients (2.28), [7, Application 10.14] yields
m(μ) =√φ0 ×
⎧⎨
⎩
2
√
k0 − μ for μ (p+2)k0−k1p+1 ,
pk0+k1−(p+1)μ√
(p+1)(k1−k0)
for μ > (p+2)k0−k1p+1 .
For the equation with coeﬃcients (2.32), [7, Application 10.13] yields the same expression with φ0
replaced by πφ0 and p by 1.
2.6. Previous work
Theorem 1 improves on the existence and uniqueness results for WFs of equations of the class (1.1),
which were obtained by Hadeler [10,11]. In the case of constant k, Hadeler showed that Ssub(ε)
has the form (2.12) under the additional hypotheses that f ∈ C1([0,1]), f ′(0) > 0 > f ′(1), and g ∈
C1([0,1]) is positive on [0,1]. In terms of our notation, these stronger hypotheses automatically imply
that (2.9) holds and λ0 is ﬁnite (cf. Corollary 1.1). Subject to the remainder of Hadeler’s hypotheses,
it was recognized that f ′(0) > 0 > f ′(1) was not essential, in [2]. In the case that k is not constant,
Hadeler established that there is a number E0 > 0 and a positive function σ deﬁned on (0,E0) such
that Ssub(ε) has the form (2.13) under the further hypotheses that f , g,k ∈ C2([0,1]), and k is strictly
monotonic. No other properties of σ were obtained.
3. The super-characteristic case
3.1. Conversion to the study of an integral equation
By analogy to the opening argument of Subsection 2.1, we deduce that if c2ε2 > k1, then any WF
ϕ of Eq. (1.1) must be such that
(
K (ϕ)
)′
> 0 where 0 < ϕ < 1. (3.1)
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θ
(
ϕ(η)
) := (K (ϕ))′(η) (3.2)
for all η such that 0 < ϕ(η) < 1. Setting μ := c2ε2 again, a step-by-step reproduction of the argument
in Subsection 2.1 subsequently shows that θ ∈ C([0,1]), (2.4) holds, and
θ(s) = −cG(s) +
s∫
0
{μ − k(r)} f (r)
θ(r)
dr (3.3)
for 0 s  1. Conversely, given a solution of the integral equation (3.3) satisfying (2.4), we can gen-
erate a WF of Eq. (1.1) employing the construction in the penultimate paragraph of Subsection 2.1.
For the further study of (3.3), it is advantageous to change the dependent variable to
Θ(s) := θ(1− s) for 0 s 1.
This leads to the conclusion that there is a one-to-one correspondence between super-characteristic
WFs of Eq. (1.1) and solutions of the integral equation
Θ(s) = c{G(1) − G(1− s)}−
s∫
0
{μ − k(1− r)} f (1− r)
Θ(r)
dr (3.4)
that satisfy (2.4).
3.2. The main result
Given (1.7), (1.8), and μ > k1, Lemmata 1 and 2 dictate that the integral equation (3.4) has a
solution on [0,1] only if
G(u) < G(1) for 0 u < 1, (3.5)
and
λ1 := limsup
u↑1
{
1
G(1) − G(u)
1∫
u
f (s)
G(1) − G(s) ds
}
(3.6)
is ﬁnite. Conversely, if these conditions are fulﬁlled, then there exists a number m(μ) > 0 such that
the equation has a solution on [0,1] if and only if c m(μ), in which case it admits a unique solution
satisfying (2.4). By Lemmata 3 and 4, m is continuous and strictly increasing on (k1,∞). Let
m(k1) := lim
μ↓k1
m(μ).
By analogy to Lemmata 6 and 7, we can state the following.
Lemma 9. If k is constant, then μ →m(μ)/√μ − k is constant on (k,∞).
Lemma 10. If k is not constant, then m(k1) > 0.
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Lemma 11. If k0  0, the function S is non-increasing on [k1,∞) and
E∗ := lim
μ→∞S(μ) > 0. (3.7)
Moreover, S is either strictly decreasing on [k1,∞), constant on [k1, μˆ] and strictly decreasing on [μˆ,∞) for
some μˆ > k1 , or constant on [k1,∞). When λ1 = 0 or k(1) > 0, the ﬁrst alternative applies; when
1
G(1) − G(u)
1∫
u
f (s)
G(1) − G(s) ds → λ1 as u ↑ 1, (3.8)
1
G(1) − G(u)
1∫
u
f (s)
G(1) − G(s) ds λ1 for all 0 u < 1, (3.9)
and k(1) = 0, the last.
Proof. Let us replace the unknown in Eq. (3.4) by ϑ(s) = Θ(s)/√μ. This transforms the equation into
(2.7) with ς = c/√μ,
a(s) = G(1) − G(1− s) and b(r) =
{
1− k(1− r)
μ
}
f (1− r). (3.10)
By Lemma 2, for every μ > k1 there is a number ς∗(μ) > 0 such that this equation has a nonnegative
solution on [0,1] if and only if ς  ς∗(μ). Furthermore, since b(r) f (1− r) for 0< r < 1,
ς∗(μ) 2 sup
0<s1
{
1
a(s)
s∫
0
f (1− r)
a(r)
dr
}1/2
. (3.11)
Noting that b(r) is a non-decreasing function of μ for any r ∈ [0,1], Lemma 3 tells us that ς∗ is
non-decreasing on (k1,∞). Moreover, deﬁning
λ(μ) :=
{
1− k(1)
μ
}
λ1 = Λs(0;a,b),
it tells us that if ς∗(μ0) > 2
√
λ(μ0) for some μ0 > k1, then ς∗(μ) > ς∗(μ0) for all μ > μ0. To pro-
ceed, we distinguish three cases. The ﬁrst is λ1 > 0 and k(1) > 0. In this case, λ is strictly increasing
on (k1,∞). As a consequence, given any μ > μ0 > k1 we have either ς∗(μ0) > 2√λ(μ0) which by the
aforesaid implies ς∗(μ) > ς∗(μ0), or ς∗(μ0) = 2√λ(μ0) in which event ς∗(μ) 2√λ(μ) > ς∗(μ0).
Anyhow, ς∗ is strictly increasing on (k1,∞). The second case is λ1 = 0. When this holds, λ ≡ 0. Since
the latter clearly implies that ς∗ > λ, this means that ς∗ must be strictly monotonic on (k1,∞) in
this case too. The remaining case is λ1 > 0 and k(1) = 0. In this case, λ ≡ λ1, and there are three
subcases: (1) ς∗ > 2
√
λ1 on (k1,∞), in which event, by the argument we have just employed, ς∗ is
strictly increasing on (k1,∞); (2) ς∗ = 2√λ1 in (k1, μˆ] and ς∗ > 2√λ1 in (μˆ,∞) for some μˆ > k1,
which implies that ς∗ is constant on (k1, μˆ] and strictly increasing on [μˆ,∞); and (3) ς∗ ≡ 2√λ1
in (k1,∞) in which event ς∗ is plainly constant on (k1,∞). As ς∗(μ) = m(μ)/√μ = 1/S(μ), this
gives the monotonicity of S asserted in the lemma. The strict monotonicity when λ1 = 0 or k(1) > 0
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Finally, (3.11) implies that ς∗ is bounded. This yields (3.7). 
Let
E1 := S(k1).
Lemma 12. Suppose that μ = c2ε2 > k1 > 0. Then Eq. (3.4) admits a solution on [0,1] if and only if 0 ε 
E∗ and c > 0, or E∗ < ε  E1 and σ(ε) c > 0, for some function σ ∈ C((E∗,E1]) such that σ(ε) → ∞ as
ε ↓ E∗ , ε → εσ (ε) is strictly decreasing, and E1σ(E1) 
√
k1 . In the particular situation that k is constant,
σ(ε) =√k/(ε2 − E2∗ ).
Proof. Under the hypothesis μ = c2ε2 > k1, we have determined that Eq. (3.4) admits a solution on
[0,1] if and only if c  m(c2ε2). The latter inequality is equivalent to ε  S(c2ε2). In the (ε, c)-
plane, the solution set is thus that part of the region {(ε, c): ε2c2 > k1} that lies to the left of and
includes the curve Γ := {(ε, c): ε = S(c2ε2), ε2c2  k1} = {(S(μ),m(μ)): μ k1}. By the continuity
of m, S is continuous on [k1,∞). Moreover, by Lemma 11, either E1 = E∗ , or S is strictly decreasing
on [μˆ,∞) for some μˆ k1 such that S(μˆ) = E1. In the latter case, it will have a strictly decreasing
continuous inverse S−1 : (E∗,E1] → [μˆ,∞). Hence one can deﬁne σ(ε) :=m(S−1(ε)) for E∗ < ε  E1,
and write Γ = {(ε,σ (ε)): E∗ < ε  E1}. This yields the lemma with the exception of the monotonicity
of εσ (ε) and the formula for σ when k is constant. The ﬁrst of these follows from the identity
εσ (ε) =√S−1(ε); the latter from Lemma 9. 
From the above two lemmata we deduce the theorem below.
Theorem 2. Consider Eq. (1.1) under the hypotheses that f ∈ C(0,1) ∩ L1(0,1) satisﬁes (1.6) and (1.7), g ∈
C(0,1) ∩ L1(0,1) satisﬁes (1.8), and k ∈ C([0,1]) is such that k0  0 and k1 > 0. Deﬁne λ1 by (3.6).
(a) If (3.5) holds, λ1 < ∞, and k is constant, then
Ssuper(ε) =
{
(
√
k/ε,∞) for 0 < ε  E∗,
(
√
k/ε,
√
k/(ε2 − E2∗ )] for ε > E∗
(3.12)
for some number E∗ > 0.
(b) If (3.5) holds, λ1 < ∞, and k is not constant, then
Ssuper(ε) =
⎧⎨
⎩
(
√
k1/ε,∞) for 0 < ε  E∗,
(
√
k1/ε,σ (ε)] for E∗ < ε  E1,
∅ for ε > E1
for some numbers E1  E∗ > 0, and, if E1 > E∗ , a function σ ∈ C((E∗,E1]) such that σ(ε) → ∞ as
ε ↓ E∗ , ε → εσ (ε) is strictly decreasing, and σ(E1)
√
k1/E1 .
(i) When λ1 = 0 or k(1) > 0, necessarily E1 > E∗ and σ(E1) =
√
k1/E1 .
(ii) When (3.8) and (3.9) hold, and k(1) = 0, necessarily E1 = E∗ .
(c) Otherwise,
Ssuper(ε) = ∅ for all ε > 0.
Moreover, for each c ∈ Ssuper(ε), the WF is unique.
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λ1 = | f
′(1)|
g2(1)
. (3.13)
Furthermore, given that (3.5) holds and λ1 > 0:
(a) If k is constant, then
E∗ 
1
2
√
λ1
(3.14)
with equality if (3.9) holds.
(b) If k is not constant, then (3.14) holds,
E1 
1
2
√
k1
{k1 − k(1)}λ1 whenever k(1) < k1,
and
σ(ε) 2
√
k(1)λ1
4λ1ε2 − 1 for
1
2
√
λ1
< ε  E1 whenever k(1) > 0.
Moreover, if (3.9) holds then (3.14) holds with equality,
E1 
1
2
√
k1
(k1 − k0)λ1 , (3.15)
and
σ(ε) 2
√
k0λ1
4λ1ε2 − 1 for E∗ < ε  E1. (3.16)
Hence, (3.15) holds with equality when (3.9) holds and k(1) = k0 . Furthermore, (3.16) holds with equality
when, in addition, k0 > 0.
Proof. Given that (2.27) holds, the ﬁnite value of λ1 is easily computed. Thereafter, (2.8) supplies the
estimate m(μ)  2
√{μ − k(1)}λ1 for μ > k1, and, if, additionally, (3.9) holds, the estimate m(μ) 
2
√
(μ − k0)λ1. 
Corollary 2.2. Setting
Q 0(u) :=
∣∣∣∣∣
u∫
0
f (s)ds
∣∣∣∣∣
1/2
(3.17)
and supposing that g  0 in a right-neighborhood of 0, if
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0
du
Q 0(u)
= ∞, (3.18)
then anyWF satisﬁes (2.19);whereas, if g(u) = O ( f (u)/Q 0(u)) as u ↓ 0, and (3.18) is false, it satisﬁes (2.20).
In any event, if
1∫
1/2
du
G(1) − G(u) = ∞, (3.19)
any WF satisﬁes (2.21); whereas, if (3.19) is false and
g(u)
{
G(1) − G(u)}= O ( f (u)) as u ↑ 1, (3.20)
or c = max Ssuper(ε) < 2
√
k(1)λ1/(4λ1ε2 − 1), it satisﬁes (2.22).
The proof of this corollary is similar to that of Corollary 1.2 and is omitted. Incidentally, (2.14) implies
(3.18).
3.3. Examples
Besides under the conditions covered by Corollary 2.1, E∗ , E1 and σ can be found explicitly in the
instances below. The justiﬁcation is analogous to that of Examples 1.1 and 1.2. In the ﬁrst instance,
one ﬁnds
m(μ) =√φ0 ×
⎧⎨
⎩
(p+1)μ−k0−pk1√
(p+1)(k1−k0)
for μ < (p+2)k1−k0p+1 ,
2
√
μ − k1 for μ (p+2)k1−k0p+1 ;
in the second the same expression with φ0 and p replaced as indicated.
Example 2.1. Suppose that
f (u) = φ0(1− u)
{
1− (1− u)p}, g(u) = 1, and k(u) = k1 − (k1 − k0)(1− u)p (3.21)
for some numbers φ0 > 0, p > 0 and k1 > k0  0. Then
E∗ = 1
2
√
φ0
, E1 =
√
(p + 1)k1
φ0(k1 − k0) , (3.22)
and
σ(ε) =
⎧⎪⎨
⎪⎩
√
4φ0k1
4φ0ε2−1 for E∗ < ε  εˆ,√
k1−k0+
√
k1−k0+4φ0(k0+pk1)ε2
2
√
(p+1)φ0ε2 for εˆ < ε  E1
(3.23)
where
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√
(p + 2)k1 − k0
4φ0(k1 − k0) . (3.24)
Example 2.2. Let f , g and k be given by (2.32) for some numbers φ0 > 0 and k1 > k0  0. Then E∗ ,
E1 and σ are given by (3.22)–(3.24) with φ0 replaced by πφ0 and p = 1.
4. The trans-characteristic case for constant diffusion
When k is constant and c2ε2 = k, Eq. (1.9) reduces to the ﬁrst-order equation
(
cG(ϕ)
)′ + f (ϕ) = 0. (4.1)
Consequently in the light of (1.7), cG(ϕ) ∈ C(R) must be non-increasing. If, in addition, G(1) > 0, this
and the conditions (1.3) and (1.4) imply that c  0. Hence, if k > 0, necessarily c > 0 and ε = √k/c.
Thus, G(ϕ) ∈ C(R) and is non-increasing.
Given the necessary conditions just established, we assert that there is a one-to-one correspon-
dence between trans-characteristic WFs of Eq. (1.1) with wave-speed c > 0 and non-decreasing func-
tions G ∈ C([0,1]) ∩ W 1,1(0,1) such that
G(0) = G(0), G(1) = G(1), (4.2)⎧⎨
⎩
G(s) = G(s) and (D−G)(s) = g(s),
or
(D−G)(s) = 0,
(4.3)
and ⎧⎨
⎩
G(s) = G(s) and (D+G)(s) = g(s),
or
(D+G)(s) = 0
(4.4)
for all s ∈ (0,1), where (D−G)(s) and (D+G)(s) denote the left and right derivatives of G at s respec-
tively.
To verify this assertion, suppose ﬁrst that (1.1) admits a trans-characteristic WF ϕ with wave-
speed c > 0. Since G(ϕ) is continuous and monotonic on R, and (1.3) and (1.4) hold, one can deﬁne a
monotonic function G ∈ C([0,1]) satisfying (4.2) via
G(s) := G(ϕ(η)) for all lim
ξ↓η ϕ(ξ) s limξ↑η ϕ(ξ)
and η ∈R. This gives
G
(
ϕ(η)
)= G(ϕ(η)) for all η ∈R. (4.5)
It can be determined that G satisﬁes (4.3), with the ﬁrst alternative occurring when s = ϕ(η) =
limξ↓η ϕ(ξ) for some η ∈ R, and the second alternative otherwise. Property (4.4) is deducible sim-
ilarly. From (4.3) and (4.4) it follows that G′ exists almost everywhere in (0,1).
Next, suppose that G is a function with the aforesaid properties, and c > 0. Deﬁne
c
1/2∫
ϕ(η)
G′(s)
f (s)
ds = η for η− < η < η+,
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η− := −c
1∫
1/2
G′(s)
f (s)
ds and η+ := c
1/2∫
0
G′(s)
f (s)
ds.
Should η− be ﬁnite, extend ϕ by ϕ(η) = 1 for η < η− . Likewise, should η+ be ﬁnite, deﬁne ϕ(η) = 0
for η > η+ . Differentiating, we ﬁnd that c(G(ϕ))′ + f (ϕ) = 0 almost everywhere in R. Moreover, ϕ is
monotonic and satisﬁes (1.3)–(1.5). Simultaneously, (4.5) holds. Thus, the assertion is veriﬁed.
It is not to hard to discern that under hypothesis (1.8) such a function G always exists. In
fact, there is one such function that is maximal and one that is minimal. These are given by
G(s) = max{min{G(r),G(1)}: 0  r  s} and G(s) = min{max{G(r),G(0)}: s  r  1} for s ∈ [0,1]
respectively, and, deﬁning
mid{p,q, r} :=
⎧⎨
⎩
min{p, r} if q < min{p, r},
q if min{p, r} qmax{p, r},
max{p, r} if q > max{p, r},
they coincide if and only if s → mid{0,G(s),G(1)} is monotonic on [0,1]. Otherwise, there are un-
countably many admissible functions G with the requisite properties. In Appendix A, we discuss the
possibility of identifying certain of the corresponding WFs as being of particular importance. We
show that there are two notable candidates, which we call a sub-characteristic entropy solution and a
super-characteristic entropy solution respectively.
When G is strictly monotonic on [0,1], G = G by necessity, and the corresponding WF ϕ is contin-
uous on R. In all other cases, there are numbers 0 s0 < s1  1 such that G(s) < G(s0) for 0 s < s0,
G(s0) = G(s0) = G(s1) = G(s1), and G(s) > G(s1) for s1 < s  1, and, for any such pair of numbers ϕ
has a discontinuity at some point ξ with
lim
η↑ξ ϕ(η) = s1 > s0 = limη↓ξ ϕ(η). (4.6)
In summary, we have the following.
Theorem 3. Consider Eq. (1.1) under the hypotheses that f ∈ C(0,1) ∩ L1(0,1) satisﬁes (1.6) and (1.7), g ∈
C(0,1) ∩ L1(0,1) is such that G(1) > 0, and k is positive and constant. Then
Strans(ε) = {
√
k/ε} for all ε > 0.
For c = √k/ε, there is a unique WF if u → mid{0,G(u),G(1)} is monotonic. It is continuous if and only if G
is strictly monotonic. If u → mid{0,G(u),G(1)} is not monotonic, there are uncountably many WFs, none of
which is continuous.
Corollary 3.1. Suppose that u → mid{0,G(u),G(1)} is monotonic. If (2.9) holds and g/ f /∈ L1(0,1/2), then
any WF satisﬁes (2.19). Otherwise it satisﬁes (2.20). If (3.5) holds and g/ f /∈ L1(1/2,1), then any WF satisﬁes
(2.21). Otherwise it satisﬁes (2.22).
The conclusions of this and the previous two sections for constant positive k are illustrated in
Fig. 1.
618 B.H. Gilding, R. Kersner / J. Differential Equations 254 (2013) 599–636Fig. 1. Wave spectrum for constant diffusion.
5. The trans-characteristic case for decreasing diffusion
The trans-characteristic case for a nonconstant function k is more complicated than the cases
considered so far. To make it more tractable, let us assume that G is strictly increasing and k is
strictly decreasing on [0,1]. In this event, given any μ ∈ [k0,k1] there is a ρ(μ) ∈ [0,1] such that
k(u) > μ for 0 u < ρ(μ) and k(u) < μ for ρ(μ) < u  1. (5.1)
5.1. Conversion to the study of integral equations
We assert that under the above hypotheses, Eq. (1.1) has a WF with wave-speed c for which k0 
μ := c2ε2  k1 if and only if Eq. (2.3) has a solution θ on [0,ρ(μ)] that is positive on (0,ρ(μ)), and
zero at ρ(μ), and Eq. (3.4) has a solution Θ on [0,1−ρ(μ)] that is positive on (0,1−ρ(μ)), and zero
at 1− ρ(μ). Moreover, there is a one-to-one correspondence between such WFs and combinations of
such θ and Θ .
To ascertain the verity of this assertion, suppose to begin with that (1.1) has a WF ϕ with a
wave-speed c for which k0 < μ = c2ε2 < k1. Since G is strictly increasing on [0,1], and cG(ϕ) ∈
C(R), necessarily ϕ ∈ C(R) or c = 0. However, the latter can be ruled out because c2ε2 > 0. Let
ξ ∈ R be such that ϕ > ρ(μ) on (−∞, ξ) and ϕ < ρ(μ) on (ξ,∞). By hypothesis (5.1) and the
monotonicity of ϕ , (K (ϕ))′  0 on (−∞, ξ), and (K (ϕ))′  0 on (ξ,∞). Since K (ϕ) ∈ C1(R), this
implies that (K (ϕ))′(ξ) = 0. Subsequently, retracing the argument at the start of Subsection 2.1, it can
be determined that (K (ϕ))′ < 0 in the sub-domain of (ξ,∞) where ϕ > 0. Moreover, the function
θ deﬁned by (2.2) for those η for which 0 < ϕ(η) < ρ(μ) solves (2.3) on [0,ρ(μ)], is positive on
(0,ρ(μ)) and vanishes at ρ(μ). Similarly, following the argument at the start of Subsection 3.1, it
can be deduced that (K (ϕ))′ > 0 in the sub-domain of (−∞, ξ) where ϕ < 1. Moreover, deﬁning
θ by (3.2) for those η for which ρ(μ) < ϕ(η) < 1, and thereafter letting Θ(s) = θ(1 − s), it can be
discerned that Θ satisﬁes (3.4) on [0,1−ρ(μ)], is positive on (0,1−ρ(μ)), and vanishes at 1−ρ(μ).
This veriﬁes the ‘only if’ component of the assertion for k0 < μ < k1.
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monotonicity of K on [0,1] and the continuity of K (ϕ) to deduce that ϕ ∈ C(R). With this known,
the conditions for the analysis in Subsection 2.1 are met. This analysis yields the desired conclusion
with the implicit assumption that 0 is the unique solution of (3.4) on [0,0]. Likewise, when μ = k1
and ρ(μ) = 0 it can be shown that any WF is continuous. Subsequently the analysis in Subsection 3.1
is applicable. This yields what we seek with the understanding that 0 is the unique solution of (2.3)
on [0,0].
It remains to conﬁrm the ‘if’ component of the assertion. This can be done by extending θ from
[0,ρ(μ)] to [0,1] via θ(s) = Θ(1 − s) for ρ(μ) < s  1, and thereafter deﬁning ϕ as at the end of
Subsection 2.1, i.e. by (2.5), ϕ(η) = 1 for η  η− , and ϕ(η) = 0 for η  η+ , where η− and η+ are
given by (2.6). Because θ is a continuous solution of (2.3) on [0,ρ(μ)], Θ is a continuous solution
of (3.4) on [0,1 − ρ(μ)], and f is positive and continuous in (0,1), the integral in (2.5) will be
ﬁnite for all ϕ(η) ∈ (0,1) irrespective of the possible existence of a discontinuity in the integrand
at ρ(μ). Computation veriﬁes that the constructed function ϕ is a WF in the sense outlined in the
introduction. Herewith, the veriﬁcation of the assertion is complete.
5.2. The main result
With the above assertion veriﬁed, the plan is the following. First we characterize those (ε, c) for
which c2ε2 = μ and (2.3) has a nonnegative solution on [0,ρ(μ)] for μ ∈ [k0,k1]. Next, we determine
those (ε, c) for which c2ε2 = μ and (3.4) has a nonnegative solution on [0,1−ρ(μ)] for μ ∈ [k0,k1].
Subsequently, we take the intersection of these two sets. Lemma 2 tells us that in this intersection,
(2.3) has a unique solution on [0,ρ(μ)] that is positive on (0,ρ(μ)), and zero at ρ(μ), and (3.4) has
a unique solution on [0,1− ρ(μ)] that is positive on (0,1− ρ(μ)), and zero at 1− ρ(μ).
Let μ ∈ [k0,k1). By Lemma 2, Eq. (2.3) has a solution on [0,ρ(μ)] if and only if λ0 < ∞ and
c m0(μ) for some number m0(μ) > 0.
Lemma 13. The function m0 ∈ C([k0,k1]), is strictly decreasing, and
limsup
μ↑k1
m0(μ)√
k1 − μ
 2
√
λ0. (5.2)
Proof. Noting that ρ is decreasing, Lemma 3 implies that m0 is strictly decreasing on [k0,k1). Fix
μ0 ∈ [k0,k1) and for arbitrary μ ∈ [k0,k1) deﬁne ϑ(s) = θ(γ s) where γ = ρ(μ)/ρ(μ0). It is easily
veriﬁed that ϑ is a solution of (2.7) on [0,ρ(μ0)] with a(s) = G(γ s) and b(r) = {k(γ r)−μ} f (γ r). By
Lemma 2, there is a number ς∗(μ) > 0 such that this equation has a solution on [0,ρ(μ0)] if and
only if ς  ς∗(μ). By Lemma 4, ς∗(μ) → ς∗(μ0) as μ → μ0. Hence, m0(μ) →m0(μ0) as μ → μ0.
Thus m ∈ C([k0,k1)) and its monotonicity and positivity imply that it is continuously extendible to
[k0,k1]. Inequality (5.2) is a consequence of the following estimate given by Lemma 2,
m20(μ) 4 sup
0<sρ(μ)
1
G(s)
s∫
0
{k(r) − μ} f (r)
G(r)
dr  4(k1 − μ) sup
0<sρ(μ)
1
G(s)
s∫
0
f (r)
G(r)
dr. 
Supposing that λ0 < ∞, it follows that for any c2ε2 = μ ∈ [k0,k1), Eq. (2.3) admits a solution
on [0,ρ(μ)] if and only if c  m0(μ). In the (ε, c)-plane, this demarcates a region with boundary
c2ε2 = k0 included, c2ε2 = k1 excluded, and (S0(μ),m0(μ)) for k0 μ < k1, where
S0(μ) :=
√
μ
m0(μ)
,
included. By Lemma 13, S0 is continuous, strictly increasing, and unbounded on [k0,k1). Consequently,
setting
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S0 has a continuous strictly increasing inverse S−10 on [E0,∞). If k0 > 0, Lemma 4 says that m0(k0)
is equal to the number m(k0) deﬁned in Lemma 7. Hence, E0 is the very value with this notation
in Subsection 2.3. On the other hand, if k0 = 0 then E0 = 0. Deﬁning σ0 on [E0,∞) by σ0(ε) :=
m0(S−10 (ε)) subsequently gives the next lemma, wherein the monotonicity of ε → εσ (ε) follows
from the identity εσ0(ε) =
√
S−10 (ε).
Lemma 14. Eq. (2.3) with c2ε2 = μ ∈ [k0,k1) admits a solution on [0,ρ(μ)] if and only if 0 ε < E0 and√
k0  cε <
√
k1 , or ε  E0 and εσ0(ε)  cε <
√
k1 where σ0 ∈ C([E0,∞)) is strictly decreasing, ε →
εσ0(ε) is strictly increasing, E0σ0(E0) =
√
k0 , and εσ0(ε) →
√
k1 as ε → ∞.
That was the analysis for (2.3). For (3.4), we let μ ∈ (k0,k1]. By Lemma 2, (3.4) has a solution
on [0,1 − ρ(μ)] if and only if λ1 < ∞ and c m1(μ) for some number m1(μ) > 0. Analogously to
Lemma 13, it can be determined that m1 ∈ C([k0,k1]), is strictly increasing, and
limsup
μ↓k0
m1(μ)√
μ − k0
 2
√
λ1. (5.3)
Set
S1(μ) :=
√
μ
m1(μ)
.
Lemma 15. The function S1 is either (a) strictly decreasing on (k0,k1], (b) constant on (k0, μ˜] and strictly
decreasing on [μ˜,k1] for some μ˜ ∈ (k0,k1), or (c) constant on (k0,k1]. If λ1 = 0 or k0 > 0, then (a) applies;
if (3.8) and (3.9) hold, and k0 = 0, then (c). Moreover, the function S in Lemma 11 is strictly decreasing on
[k1,∞) in case (a) or (b).
Proof. The establishment of the monotonicity of S1 runs on much the same lines as the proof of
Lemma 11. Replacing the unknown in (3.4) by ϑ = Θ/√μ, the equation is transformed into (2.7)
with ς = c/√μ, and a and b given by (3.10). By Lemma 2, for every μ > k0 there is a number
ς∗(μ) > 0 such that this equation has a solution on [0,1 − ρ(μ)] if and only if ς  ς∗(μ). Noting
that b(r) is a non-decreasing function of μ for any r ∈ [0,1], and 1 − ρ is non-decreasing, Lemma 3
tells us that ς∗ is non-decreasing on (k0,k1]. The further details, including the veriﬁcation of the last
statement of the present lemma, are as in the proof of Lemma 11. 
Let
E1 := S1(k1) and E∞ := lim
μ↓k0
S1(μ).
Just as E0 is the same as the number with this notation in Subsection 2.3 when k0 > 0, E1 is none
other than the number with this notation in Subsection 3.2. From (5.3) it follows that E∞ = ∞ if
λ1 = 0 or k0 > 0.
We have thus shown that if Eq. (3.4) with c2ε2 = μ ∈ (k0,k1] admits a solution on [0,1 − ρ(μ)],
then (ε, c) lies in the planar region with boundary ε = 0 excluded, c = √k0/ε excluded, c =
√
k1/ε
included, and Γ := {(S1(μ),m1(μ)): k0 < μ  k1} included. If E∞ = ∞, necessarily case (a) of
Lemma 15 applies, and we can deﬁne a strictly decreasing function σ1 ∈ C([E1,∞)) by σ1(S1(μ)) =
m1(μ) for k0 < μ k1, so that Γ = {(ε,σ1(ε)): E1  ε < ∞}. If E∞ < ∞ and case (a) of Lemma 15
applies, we can similarly deﬁne σ1 ∈ C([E1,E∞]), so that Γ = {(ε,σ1(ε)): E1  ε < E∞}. In case (b) of
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sequence of (5.3), this gives Γ = {(ε,σ1(ε)): E1  ε  E∞} ∪ {E∞} × (0, σ1(μ˜)], where σ1(μ˜) > 0. In
case (c) of Lemma 15, Γ = {E1}× (0,m1(k1)]. Since S1(μ)σ1(S1(μ)) = √μ for all appropriate μ k1,
the afore-going yields the next lemma.
Lemma 16. Concerning solutions of Eq. (3.4) on [0,1− ρ(μ)] with c2ε2 = μ ∈ (k0,k1] the following holds.
(i) If E∞ = ∞, there is a solution if and only if 0< ε  E1 and
√
k0/ε < c 
√
k1/ε, or ε > E1 and
√
k0/ε <
c  σ1(ε), where σ1 ∈ C([E1,∞)) is such that ε → εσ1(ε) is strictly decreasing, E1σ1(E1) =
√
k1 , and
εσ1(ε) → k0 as ε → ∞.
(ii) If E1 < E∞ < ∞, necessarily k0 = 0, and there is a solution if and only if 0 < ε  E1 and 0 < c √
k1/ε, or E1 < ε  E∞ and 0 < c  σ1(ε), where σ1 ∈ C([E1,E∞]) is such that ε → εσ1(ε) is strictly
decreasing, E1σ1(E1) =
√
k1 , and E∞σ1(E∞) 0.
(iii) If E∞ = E1 , necessarily k0 = 0, and there is a solution if and only if 0< ε  E1 and 0< c 
√
k1/ε.
Moreover, in cases (i) and (ii), necessarily E1 > E∗ given by Theorem 2.
To recapitulate, we have shown that for any μ ∈ [k0,k1) there is a number m0(μ) > 0 such that
(2.3) has a solution on [0,ρ(μ)] if and only if c m0(μ), and for any μ ∈ (k0,k1] there is a number
m1(μ) > 0 such that (3.4) has a solution on [0,1 − ρ(μ)] if and only if c m1(μ). Hence, to have
both for μ ∈ (k0,k1), we must have
c m(μ) := max{m0(μ),m1(μ)}. (5.4)
With our convention that (2.3) and (3.4) have solutions on [0,0] whatever c, this conclusion extends
to μ ∈ [k0,k1]. Now, m0 is continuous and strictly decreasing on [k0,k1] with m0(k1) = 0. On the other
hand, m1 is continuous and strictly increasing on [k0,k1] with m1(k0) = 0. Therefore, there exists a
unique number μ† ∈ (k0,k1) such that
m ≡m0 on [k0,μ†], and m ≡m1 on [μ†,k1].
Recollecting Lemmata 14 and 16, and incorporating Theorems 1 and 2, we have thus obtained the
following existence and uniqueness results, where
E† := S0(μ†) = S1(μ†).
The corollaries can be obtained similarly to those of Theorems 1 and 2.
Theorem 4. Consider Eq. (1.1) under the hypotheses that f ∈ C(0,1) ∩ L1(0,1) satisﬁes (1.6) and (1.7), g ∈
C(0,1)∩ L1(0,1) is such that G is strictly increasing, and k ∈ C([0,1]) is nonnegative and strictly decreasing.
(a) If λ0 < ∞ and λ1 < ∞, then
S(ε) =
⎧⎨
⎩
[σ0(ε),∞) for 0 ε  E∗,
[σ0(ε),σ1(ε)] for E∗ < ε  E†,
∅ for ε > E†
for some numbers E†  E∗ > 0, a strictly decreasing function σ0 ∈ C([0,E†]) such that ε → εσ0(ε) is
strictly increasing on [0,E†] and
√
k0/E† < σ0(E†) <
√
k1/E† , and, if E† > E∗ , a function σ1 ∈ C((E∗,E†])
such that σ1(ε) → ∞ as ε ↓ E∗ , ε → εσ1(ε) is strictly decreasing, and σ1(E†) σ0(E†).
(i) When λ1 = 0 or k0 > 0, necessarily E† > E∗ and σ1(E†) = σ0(E†).
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(b) Otherwise,
S(ε) = Ssub(ε) ∪ Ssuper(ε) for all ε  0.
Moreover, for each c ∈ S(ε), the WF is unique.
Corollary 4.1. If (2.14) holds then λ0 is given by (2.15) and
σ0(ε) 2
√
k1λ0
1+ 4λ0ε2 for 0 ε  E†,
with equality should (2.16) be the case. If (2.27) holds then λ1 is given by (3.13), (3.14) holds whenever λ1 > 0,
and
σ1(ε) 2
√
k0λ1
4λ1ε2 − 1 for
1
2
√
λ1
< ε  E† whenever k0λ1 > 0,
with equality on both counts should (3.9) be the case. Hence, if (2.14), (2.16), (2.27) and (3.9) hold, and k0 > 0,
E† = 12
√
k0λ1 + k1λ0
(k1 − k0)λ0λ1 .
Corollary 4.2. A trans-characteristic WF satisﬁes (2.19) if c <
√
k1/ε and (2.23) holds, or c =
√
k1/ε and
(k1 − k)/P0 /∈ L1(0,1/2) where
P0(u) :=
∣∣∣∣∣
u∫
0
{
k1 − k(s)
}
f (s)ds
∣∣∣∣∣
1/2
,
whereas it satisﬁes (2.20) if c <
√
k1/ε, (2.23) is false, and (2.24) holds, or c =
√
k1/ε, (k1 − k)/P0 ∈
L1(0,1/2), and g(u) = O ({k1 − k(u)} f (u)/P0(u)) as u ↓ 0. A trans-characteristic WF satisﬁes (2.21) if
cε >
√
k0 and (3.19) holds, or cε =
√
k0 and (k − k0)/P1 /∈ L1(1/2,1) where
P1(u) :=
∣∣∣∣∣
1∫
u
{
k(s) − k0
}
f (s)ds
∣∣∣∣∣
1/2
,
whereas it satisﬁes (2.22) if cε >
√
k0 , (3.19) is false, and (3.20) holds, or cε =
√
k0 , (k−k0)/P1 ∈ L1(1/2,1),
and g(u) = O ({k(u) − k0} f (u)/P1(u)) as u ↑ 1.
Theorem 4(a) is illustrated in Fig. 2.
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5.3. Previous work
Theorem 4 confutes statements in [9,10]. Under the assumptions that f , g,k ∈ C1([0,1]), f ′(0) >
0> f ′(1), g is positive on [0,1], and k0 > 0, on page 162 of [9], and, under the additional assumption
that f , g,k ∈ C2([0,1]), in Theorem 3 of [10] it is stated that for ε > E0, where E0 is as in our
Theorem 1, the WF—whichever one that may be—splits into two layers traveling at different speeds.
Theorem 4 establishes the existence of WFs for a connected spectrum of wave-speeds extending to
0 ε  E†, where E† > E0.
6. The trans-characteristic case for increasing diffusion
The counterpart to the situation in the previous section, is that where G and k are strictly increas-
ing on [0,1]. In this event, given any μ ∈ [k0,k1], there is a ρ(μ) ∈ [0,1] such that
k(u) < μ for 0 u < ρ(μ), and k(u) > μ for ρ(μ) < u  1.
6.1. Conversion to the study of integral equations
Allowing for the fact that (K (ϕ))′  0 where (K (ϕ))′  0 before, and vice versa, and thus the ideas
in Subsection 3.1 are applicable where those in Subsection 2.1 were applicable, and vice versa; the
argument at the start of Subsection 5.1 can be followed to the letter. The conclusion is that Eq. (1.1)
has a WF with wave-speed c such that c2ε2 = μ ∈ [k0,k1] if and only if Eq. (3.3) has a solution on
[0,ρ(μ)] that is positive on (0,ρ(μ)) and vanishes at ρ(μ), and the equation
Θ(s) = −c{G(1) − G(1− s)}+
s∫ {k(1− r) − μ} f (1− r)
Θ(r)
dr (6.1)0
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there is a unique WF if and only if there is only one such solution of each equation.
It is expedient to swap the variables in the aforementioned equations, so that they fall within the
scope of Lemmata 2–5. Replace θ(s) in (3.3) by Θ(ρ(μ) − s), and Θ(s) in (6.1) by θ(1 − ρ(μ) − s).
With this exchange, the previous conclusion reads: (1.1) has a WF with the wave-speed described if
and only if
θ(s) = c{G(ρ(μ) + s)− G(ρ(μ))}−
s∫
0
{k(ρ(μ) + r) − μ} f (ρ(μ) + r)
θ(r)
dr (6.2)
has a solution on [0,1− ρ(μ)] that is positive on (0,1− ρ(μ)) and zero at 1− ρ(μ), and
Θ(s) = c{G(ρ(μ))− G(ρ(μ) − s)}−
s∫
0
{μ − k(ρ(μ) − r)} f (ρ(μ) − r)
Θ(r)
dr (6.3)
has a solution on [0,ρ(μ)] that is positive on (0,ρ(μ)) and zero at ρ(μ). Moreover, there is precisely
one WF if and only if both integral equations have precisely one such solution. By Lemma 2, to
establish the existence and uniqueness of these solutions, it suﬃces to determine the existence of
nonnegative solutions.
6.2. The main result
To proceed we shall assume that f is continuous, g is continuous and positive, and k is con-
tinuously differentiable on [0,1]. Under these assumptions, for every μ ∈ [k0,k1) there is a number
m0(μ) > 0 such that Eq. (6.2) has a solution on [0,1 − ρ(μ)] if and only if c m0(μ), by Lemma 2.
By the argument used in the proof of Lemma 13, m0 is continuous on [k0,k1), and m0(k0) is equal to
the number m(k0) in Subsection 2.3 when k0 > 0 and λ0 < ∞. Furthermore, by (2.8),
m20(μ)
4
 sup
ρ(μ)<s1
1
G(s) − G(ρ(μ))
s∫
ρ(μ)
{k(r) − μ} f (r)
G(r) − G(ρ(μ)) dr

(
max
ρ(μ)s1
f (s)
g(s)
)(
sup
ρ(μ)<s1
k(s) − μ
G(s) − G(ρ(μ))
)

(
max
ρ(μ)s1
f (s)
)(
max
0s1
k′(s)
)(
max
0s1
1
g2(s)
)
.
Under the strengthened regularity assumptions on f , g and k, this implies that m0(μ) → 0 as μ ↑ k1.
So m0 ∈ C([k0,k1]) with m0(k1) = 0. Similarly, for any μ ∈ (k0,k1] there is a number m1(μ) > 0 such
that (6.3) has a solution on [0,ρ(μ)] if and only if c m1(μ). Moreover, m1 ∈ C([k0,k1]), m1(k0) = 0,
and m1(k1) equals the number m(k1) in Subsection 3.2 when λ1 < ∞. Analogous to in the previous
section, it follows that for any k0  μ  k1 there is a WF with wave-speed c such that c2ε2 = μ if
and only if (5.4) holds.
We have thus obtained the theorem below. The corollary is deducible similarly to the correspond-
ing corollaries of the preceding theorems.
Theorem 5. Consider Eq. (1.1) under the hypotheses that f ∈ C([0,1]) satisﬁes (1.6) and (1.7), g ∈ C([0,1])
is positive, and k ∈ C1([0,1]) is nonnegative and strictly increasing. Then there exists a positive function m ∈
C([k0,k1]) such that
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{
c: (ε, c) ∈ Ω},
where Ω is the closed set with boundary {(√k0/ε, ε): 0 < ε  m(k0)} ∪ {(√μ/m(μ),m(μ)): k0  μ 
k1} ∪ {(
√
k1/ε, ε): 0 < ε m(k1)} if k0 > 0, and {0} × [m(0),∞) ∪ {(√μ/m(μ),m(μ)): 0  μ  k1} ∪
{(√k1/ε, ε): 0< ε m(k1)} if k0 = 0. If k0 > 0 and λ0 < ∞ thenm(k0) = E0 where E0 is as in Theorem 1(b),
and, if λ1 < ∞ then m(k1) = E1 where E1 is as in Theorem 2(b). Moreover, for each c ∈ Strans(ε), the WF is
unique.
Corollary 5.1. Let Q 0 and Q 1 be deﬁned by (2.25) and (3.17). If c2ε2 > k0 and (3.18) holds, then any trans-
characteristic WF satisﬁes (2.19); whereas if c2ε2 > k0 , Q 0(u) = O ( f (u)) as u ↓ 0, and (3.18) is false, or
c =m(k0) and ε =
√
k0/m(k0), it satisﬁes (2.20). If c2ε2 < k1 and (2.26) holds, then any trans-characteristic
WF satisﬁes (2.21); whereas if c2ε2 < k1 , Q 1(u) = O ( f (u)) as u ↑ 1, and (2.26) is false, or c = m(k1) and
ε = √k1/m(k1), it satisﬁes (2.22).
Together Theorems 1, 2 and 5 lead directly to the following, where
E† := max
{√
μ/m(μ): k0 μ k1
}
and
E§ := min
{√
μ/m(μ): k0 μ k1
}
.
Corollary 5.2. Consider Eq. (1.1) under the hypotheses of Theorem 5, λ0 < ∞, and λ1 < ∞. Then there are
numbers 0 < E∗ < E† such that S(ε) is an unbounded closed subset of (0,∞) for 0  ε  E∗ , a nonempty
compact subset of (0,∞) for E∗ < ε  E† , and the empty set for ε > E† . Moreover, there is a number 0 E§ 
E† such that S(ε) is connected for 0 ε  E§ .
The above corollary is illustrated in Figs. 3 and 4.
6.3. Examples
If μ = k0, then ρ(μ) = 0, and the integral equation (6.2) reduces to (2.11). Consequently [7,
Application 10.14], when the coeﬃcients of Eq. (1.1) are given by (2.28), the value of m0(k0) is
known explicitly, and the solution of (2.11) that satisﬁes (2.4) for c = m0(k0) is known explicitly,
viz. θ(s) = cs(1 − sp). This enables the WF to be found in closed form, cf. [7, Application 13.4]. We
make this the content of the ﬁrst example below. The second arises similarly. For further information
on the third, we refer to [7, Applications 10.13 and 13.10]. Suﬃce to remark that the explicit solution
of (2.11) that satisﬁes (2.4) for μ = k0 and c = m(k0) and the explicit solution of (3.4) that satisﬁes
(2.4) for μ = k1 and c =m(k1) are both given by θ(s) = c sin(π s)/π .
Example 5.1. Let f , g and k be given by (2.28) for some numbers φ0 > 0, p  1 and k1 > k0  0. Then
m(k0) =
√
φ0(k1 − k0)
p + 1 .
Furthermore, when ε = √k0/m(k0) and c =m(k0), the WF is given by (2.20) and
ϕ(η) =
[
1− exp
{
− pc
k1 − k0
(
η+ − η)}]1/p for η η+,
where η+ = | ln(1− 2−p)|(k1 − k0)/pc.
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Fig. 4. Wave spectrum for increasing diffusion II.
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m(k1) =
√
φ0(k1 − k0)
p + 1 .
Furthermore, when ε = √k1/m(k1) and c =m(k1), the WF is given by (2.22) and
ϕ(η) = 1−
[
1− exp
{
− pc
k1 − k0
(
η − η−)}]1/p for η η−,
where η− = −| ln(1− 2−p)|(k1 − k0)/pc.
Example 5.3. Let f , g and k be as in Example 2.2. Then
m(k0) =m(k1) =
√
πφ0(k1 − k0)
2
.
Furthermore, when ε = √k0/m(k0) and c =m(k0), the WF is given by (2.20) and
ϕ(η) = 2
π
arccos
(
exp
{
− c
k1 − k0
(
η+ − η)}) for η η+,
where η+ = (ln 2)(k1 − k0)/2c. When ε =
√
k1/m(k1) and c =m(k1), it is given by (2.22) and
ϕ(η) = 2
π
arcsin
(
exp
{
− c
k1 − k0
(
η − η−)}) for η η−,
where η− = −(ln 2)(k1 − k0)/2c.
When
f (u) = φ0u(1− u), g(u) = 1, and k(u) = k0 + (k1 − k0)u, (6.4)
Eqs. (6.2) and (6.3) are equivalent to integral equations arising in the study of WFs of parabolic
equations in [7, Application 10.14] that enable both m0 and m1 to be determined explicitly. To be
speciﬁc, one can determine that m0(μ) = (k1 − 2k0 + μ)
√
φ0/2(k1 − k0) for k0  μ < (2k0 + k1)/3,
m0(μ) = 2
√
φ0(μ − k0)(k1 − μ)/(k1 − k0) for (2k0 + k1)/3  μ  k1, and m1(μ) = m0(k0 + k1 − μ)
for k0 μ k1. Consequently, it turns out that m =m0 >m1 on [k0, (2k0 + k1)/3), m =m0 =m1 on
[(2k0 + k1)/3, (k0 + 2k1)/3], and m =m1 >m0 on ((k0 + 2k1)/3,k1]. This leads to the following.
Example 5.4. Suppose that f , g and k are given by (6.4) for some numbers φ0 > 0 and k1 > k0  0.
Then
m(μ) =
√
φ0
2(k1 − k0) ×
⎧⎪⎪⎨
⎪⎪⎩
k1 − 2k0 + μ for k0 μ < 2k0+k13 ,
2
√
2(μ − k0)(k1 − μ) for 2k0+k13 μ k0+2k13 ,
2k1 − k0 − μ for k0+2k13 < μ k1.
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provides an example for which we can be precise about the spectrum of wave-speeds for all ε  0.
Moreover, for this particular equation, with the help of the analysis in [7], we can bridge the hiatuses
in Corollary 5.1. We make all of this the content of the next theorem and its corollary, in which
E∗ := 1
2
√
φ0
, E0 :=
√
2k0
φ0(k1 − k0) , E1 :=
√
2k1
φ0(k1 − k0) ,
Ea :=
√
k0 + k1
2φ0(k1 − k0) , Eg :=
1
2
√
k1 − k0
φ0(k0 + k1 − 2
√
k0k1)
,
and
Eb :=
⎧⎨
⎩
√
k1−k0
2φ0(k1−2k0) for k0 <
k1
3 ,
E0 for k0  k13 .
Theorem 6. Consider Eq. (1.1) where f , g and k are given by (6.4) for some numbers φ0 > 0 and k1 > k0  0.
(a) If k0  k1/4 then 0 E0 < Ea < E1 , 0 < E∗ < Ea, and
S(ε) =
⎧⎨
⎩
[σ0(ε),∞) for 0 ε  E∗,
[σ0(ε),σ1(ε)] for E∗ < ε  E1,
∅ for ε > E1,
where σ0 is positive and continuous on [0,E1], strictly decreasing on [0,E0], strictly increasing on
[E0,Ea], and strictly decreasing on [Ea,E1], and, where σ1 is continuous and strictly decreasing on
(E∗,E1], σ1 > σ0 on (E∗,E1), and σ1(E1) = σ0(E1).
(b) If k0 > k1/4 then 0< E∗ < Eg < E0  Eb < E1 , Eg < Ea < E1 , and
S(ε) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
[σ0(ε),∞) for 0 ε  E∗,
[σ0(ε),σ1(ε)] for E∗ < ε  Eg,
[σ0(ε),σ2(ε)] ∪ [σ3(ε),σ1(ε)] for Eg < ε  Eb,
[σ3(ε),σ1(ε)] for Eb < ε  E1,
∅ for ε > E1,
where σ0 is positive and continuous on [0,Eb], strictly decreasing on [0,E0], and strictly increasing on
[E0,Eb], where σ2 is continuous and strictly decreasing on [Eg,Eb], σ2 > σ0 on [Eg,Eb), and σ2(Eb) =
σ0(Eb), where σ3 is positive and continuous on [Eg,E1], σ3(Eg) = σ2(Eg), σ3 > σ2 on (Eg ,Eb], σ3 is
strictly increasing on [Eg,Ea] and strictly decreasing on [Ea,E1], and where σ1 is continuous and strictly
decreasing on (E∗,E1], σ1 > σ0 on (E∗,Eg), σ1 > σ3 on [Eg,E1), and σ1(E1) = σ3(E1).
Proof. The function m from Example 5.4 is continuously differentiable everywhere except at k0
and k1. Set S(μ) := √μ/m(μ) for k0  μ  k1. Let ka := (k0 + k1)/2 and kg :=
√
k0k1 denote the
arithmetic and geometric means of k0 and k1 respectively. Computation reveals that m′ > 0 on (k0,ka)
and m′ < 0 on (ka,k1). Furthermore, S ′ > 0 on (k0,k1) when k0  k1/4; S ′ > 0 on (k0,μb), S ′ < 0
on (μb,kg), and S ′ > 0 on (kg ,k1) where μb := k1 − 2k0 when k1/4 < k0 < k1/3; while, S ′ < 0 on
(k0,kg), and S ′ > 0 on (kg ,k1) when k0  k1/3. Since Ea = S(ka), Eg = S(kg) for k0  k1/4, Eb =
S(μb) for k0 < k1/3, and Eb = S(k0) for k0  k1/3, this characterizes {(S(μ),m(μ)): k0  μ  k1}
completely. The stated ordering of E∗ , E0, E1, Ea , Eb and Eg can be conﬁrmed independently. 
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k0 > 0, Example 1.1 gives the function σ0 on [0,E0] by (2.30) and (2.31) with p = 1. Likewise, Exam-
ple 2.1 gives the function σ1 by (3.23) and (3.24) with p = 1. The remaining formulae for σ0, σ2 and
σ3 are omitted in the interest of brevity. Fig. 3 shows a speciﬁc case of part (a) of Theorem 6 with
0< k0 < k1/4. Fig. 4 shows a speciﬁc case of part (b).
Corollary 6.1. A WF satisﬁes (2.20) if and only if ε = E0 and c = σ0(ε). It satisﬁes (2.22) if and only if ε = E1
and c = σ1(ε).
Proof. The occurrence of (2.19) vis-à-vis (2.20) is settled by Theorem 5 except when c2ε2 = k0 and
c > m(k0). In this situation, Eq. (6.2) is equivalent to (2.3). By [7, Lemmata 10.9(i) and 10.19(iii)],
the solution θ that satisﬁes (2.4) is such that lims↓0 θ(s)/s2 = φ0(k1 − k0)/c. Therefore, s → {k(s) −
c2ε2}/θ(s) = (k1−k0)s/θ(s) cannot be integrable on (0,1/2). Thus, the construction of the WF implies
(2.19). Clariﬁcation of (2.21) vis-à-vis (2.22) is analogous. 
Besides the cases covered by Examples 5.1 and 5.2 with p = 1, there is another instance in which
a WF of Eq. (1.1) with coeﬃcients given by (6.4) can be found in closed form. This can be viewed as
truly trans-characteristic. When μ = (k0 + k1)/2, one has ρ(μ) = 1/2, whereupon Eqs. (6.2) and (6.3)
both become
θ(s) = cs − φ0(k1 − k0)
s∫
0
r(1/2+ r)(1/2− r)
θ(r)
dr.
For c = 3√2φ0(k1 − k0)/4, this equation admits the solution θ(s) = cs(1− 2s)/3 which is positive on
(0,1/2) and zero at 1/2. Subsequently, one can deduce the following.
Example 6.1. The equation considered in Theorem 6 with ε = 2√2Ea/3 admits the WF with wave-
speed c =√(k1 + k0)/2/ε given by
ϕ(η) = 1
2
exp
{
− 2c
3(k1 − k0)η
}
for η 0
and
ϕ(η) = 1− ϕ(−η) for η < 0.
6.4. Previous work
Concerning a general equation of the class (1.1) under the additional hypotheses that f , g,k ∈
C2([0,1]), f ′(0) > 0 > f ′(1), g is positive on [0,1], and k0 > 0; in [10, Theorem 2] one may ﬁnd the
statement that for ε > E0 there are no proper WFs, but there is a unique shock (see also [9, p. 162]).
Theorem 6 confutes this. Should f , g and k have the speciﬁc form (6.4), the spectrum of wave-speeds
is not empty for every ε ∈ [0,E1], where E1 > E0. Moreover, all WFs for ε ∈ [0,E1] are continuous.
7. Branching random walks
The equation
utt + 2
{
a + b − bF ′(u)}ut = γ 2uxx + b(2a + b){F (u) − u}
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setting, u is a measure of the cumulative probability of the penetration of the particles to position x
by time t , a > 0 and b > 0 are parameters related to the probability of a particle reversing direction
and splitting into two or more new particles respectively, F is the moment generating function of
the splitting process, and γ > 0 is the speed at which the particles move normally [4]. Substituting
F (u) = u + af (u)/b and 2a + b = 4aε2, and suitably rescaling the independent variables yields
ε2utt +
{
1− f ′(u)}ut = uxx + f (u). (7.1)
Assuming that f ∈ C1([0,1]) satisﬁes (1.6) and (1.7), the above equation is a particular instance of
(1.1) to which Theorems 1–3 apply. Noting that
G(u) = u − f (u) for 0 u  1,
Theorem 1 gives the existence of a sub-characteristic WF only if (2.9) holds and the variable λ0
deﬁned by (2.10) is ﬁnite. Letting
M := sup
0<u1
f (u)
u
, (7.2)
(2.9) implies that M < 1 or f ′(0) = M = 1. However, using an ‘epsilon–delta’ argument it can be
shown that if f ′(0) = 1 then λ0 = ∞. So M < 1 is necessary for the existence of a sub-characteristic
WF. On the other hand, if M < 1 then (2.9) holds and λ0 = f ′(0)/{1 − f ′(0)}2 where f ′(0) M < 1.
So by Theorem 1(a), Ssub(ε) is given by (2.12) with k = 1 for some number c0 > 0. By Lemma 2, this
critical number c0 is bounded above by 2
√
Λs(1), where
Λs(1) := sup
0<s1
{
1
s − f (s)
s∫
0
f (r)
r − f (r) dr
}
 M
(1− M)2 .
By Corollary 1.1, c0  2
√
λ0. This means that
2
√
f ′(0)
1− f ′(0)  c0 
2
√
M
1− M . (7.3)
Super-characteristic WFs of Eq. (7.1) can be characterized similarly. Condition (3.5) is satisﬁed
automatically, and the variable λ1 deﬁned by (3.6) is equal to | f ′(1)|/{1 + | f ′(1)|}2. Theorem 2(a)
and Corollary 2.1 subsequently state that Ssuper(ε) has the form (3.12) with k = 1 for some num-
ber 0 < E∗  1/2
√
λ1. Recall that E∗ is the reciprocal of the least number ς for which (2.7) with
a(s) = G(1)− G(1− s) and b(r) = f (1− r) has a nonnegative solution on [0,1]. In the present context
this equation reads
ϑ(s) = ς{s + f (1− s)}−
s∫
0
f (1− r)
ϑ(r)
dr.
It is easily seen that ϑ(s) = f (1− s) is a solution for ς = 1. So,
1 E∗ 
1+ | f ′(1)|
2
√| f ′(1)| . (7.4)
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lowing.
Theorem 7. Consider Eq. (7.1) where f ∈ C1([0,1]), f (0) = f (1) = 0 and f (u) > 0 for 0 < u < 1.
(a) If M < 1, then there exist positive numbers (7.3) and (7.4) such that
S(ε) =
⎧⎨
⎩
[c0/
√
1+ c20ε2,∞) for 0 ε  E∗,
[c0/
√
1+ c20ε2,1/
√
ε2 − E2∗ ] for ε > E∗.
(b) If M  1, then there exists a number (7.4) such that
S(ε) =
⎧⎨
⎩
∅ for ε = 0,
[1/ε,∞) for 0 < ε  E∗,
[1/ε,1/√ε2 − E2∗ ] for ε > E∗.
A WF with wave-speed c ∈ S(ε) is unique if and only if cε = 1 or u → max{u − f (u),0} is monotonic, and
is continuous if and only if cε = 1 or u → u − f (u) is strictly monotonic. In the case of non-uniqueness,
there are uncountably many WFs including a unique super-characteristic entropy solution, and a unique sub-
characteristic entropy solution in case (a) and no such solution in case (b).
8. Transmission lines, biological dispersal, and chemical kinetics
Consideration of the voltage u at a position x and time t in a transmission line with inductance
per unit length L, shunt capacitance per unit length C , and resistance per unit length R , leads to the
equation
LCutt +
{
RC + LF ′(u)}ut = uxx − RF (u)
in which F denotes the shunt conductance [4]. Substituting F (u) = −C f (u) and L = Rε2 this equation
reduces to
ε2utt +
{
1− ε2 f ′(u)}ut = uxx + f (u). (8.1)
The equation
utt +
{
2λ − f ′(u)}ut = γ 2uxx + 2λ f (u)
arises in the modeling of the density u of a biological population in a one-dimensional environment
described by a spatial variable x and time t , in which λ is a measure of the rate at which the or-
ganisms change direction, γ is the speed at which they move in a single direction, and f is the
population growth rate [4,12]. It can be reduced to (8.1) by substituting 2λ = 1/ε2 and rescaling the
variable x.
The preceding equation also arises in the study of chemical kinetics with scattering. In this setting
u represents density, 2λ is the reciprocal of the scattering time, γ is the propagation speed in the
absence of scattering, and f is a reaction term [1].
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8.1. The main result
Theorem 8. Consider Eq. (8.1)where f ∈ C1([0,1]) and f (u) > f (0) = f (1) = 0 for 0< u < 1. Deﬁne M by
(7.2). Then
S(ε) =
{ [σ(ε),∞) for 0 ε < 1/√M,
[1/ε,∞) for ε  1/√M, (8.2)
where σ ∈ C([0,1/√M]) is positive, ε → εσ (ε) is strictly increasing,
2
√
f ′(0)
1+ ε2 f ′(0)  σ(ε)
2
√
M
1+ ε2M , (8.3)
and σ(1/
√
M ) = √M. A WF with wave-speed c ∈ S(ε) is unique if and only if cε = 1 or u → max{u −
ε2 f (u),0} is monotonic, and continuous if and only if cε = 1 or u → u − ε2 f (u) is strictly monotonic. In
the case of non-uniqueness, there are uncountably many WFs including a unique super-characteristic entropy
solution, and a unique sub-characteristic entropy solution for ε  1/
√
M and no such solution for ε > 1/
√
M.
Fig. 5 illustrates the existence results of the above theorem.
With the exception of the properties of σ , Theorem 8 follows from preceding results. The structure
of S(0) is covered by Theorem 1. For ε > 0 we can multiply (8.1) by ε2, set F (u) = ε2 f (u), and change
the independent variables x and t to x/ε and t/ε2 respectively, so that the equation transforms into
utt + {1 − F ′(u)}ut = uxx + F (u). Applying Theorem 7 to this equation and taking note of (7.3) and
(7.4), we obtain (8.2) and (8.3) along with the conclusion that σ(ε) < 1/ε for ε < 1/
√
M . Uniqueness
and regularity results follow contemporaneously. Theorem 8 is therefore proven once we have shown
that σ ∈ C([0,1/√M )), ε → εσ (ε) is strictly increasing, and σ(ε) → √M as ε ↑ 1/√M .
To verify the outstanding assertions, note that following the argument used to prove Lemma 6,
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1+ ε2m2(ε)
for 0 ε < 1/
√
M , where m(ε) is the smallest number ς such that
ϑ(s) = ς{s − ε2 f (s)}−
s∫
0
f (r)
ϑ(r)
dr (8.4)
has a nonnegative solution on [0,1]. Concerning m, we establish the following.
Lemma 17. If 0 ε0 < ε1 < 1/
√
M then
m(ε0)m(ε1)
1− ε20M
1− ε21M
m(ε0). (8.5)
Proof. Fix 0< ε1 < 1/
√
M . Then for any 0 ε0 < ε1 we have
s − ε20 f (s) = s − ε21 f (s) +
(
ε21 − ε20
)
f (s)
for 0  s  1. Hence, since (8.4) with ς = m(ε1) and ε = ε1 admits a solution on [0,1], by [6, The-
orem 10] so too does (8.4) with ς = m(ε1) and ε = ε0. This gives the left-hand inequality in (8.5).
Next, ﬁx 0 ε0 < 1/
√
M . Then for any ε0 < ε1 < 1/
√
M we have
1− ε20M
1− ε21M
{
s − ε21 f (s)
}= s − ε20 f (s) + ε21 − ε201− ε21M
{
Ms − f (s)}.
Hence, since (8.4) with ς =m(ε0) and ε = ε0 admits a solution on [0,1], by [6, Theorem 10] so too
does (8.4) with ς = m(ε0)(1 − ε20M)/(1 − ε21M) and ε = ε1. This gives the right-hand inequality in
(8.5). 
Lemma 18. There holds m(ε) → ∞ as ε ↑ 1/√M.
Proof. Suppose to the contrary that the lemma is false. Then, since by Lemma 17, m is non-decreasing
on [0,1/√M ), there exists a number ς > 0 such that m(ε) < ς for all 0 ε < 1/√M . This means that
for all such ε, Eq. (8.4) has a maximal solution ϑ(·;ε). Furthermore, by [6, Theorem 10], ϑ(s;ε0) >
ϑ(s;ε1) for all 0  ε0 < ε1 < 1/
√
M and s ∈ (0,1]. Hence, we can deﬁne ϑ∗(s) = limε↑1/√M ϑ(s;ε)
for 0  s  1. By an argument employed in the proof of Lemma 2, it can be shown that ϑ∗ solves
(8.4) with ε2 = 1/M . Because ϑ∗ is nonnegative on [0,1] and f is positive on (0,1) this can only
be the case if s − ε2 f (s) > 0 for s ∈ (0,1]. So the hypotheses of Lemma 2 are met by Eq. (8.4) with
ε2 = 1/M . This lemma then tells us that the equation has a solution satisfying (2.4). Retracing the
steps that lead to consideration of (8.4), we deduce that (8.1) with ε = 1/√M has a sub-characteristic
WF with wave-speed c = ς/√1+ ς2/M . However, this contradicts our earlier conclusion that there
are no sub-characteristic WFs for ε = 1/√M . 
The above lemmata settle the properties of σ . By Lemma 17, m is continuous on [0,1/√M ). So
the same can be said of σ . Furthermore, by Lemma 17, ε → εσ (ε) is strictly increasing on [0,1/√M ).
Finally, Lemma 18 implies that σ(ε) → √M as ε ↑ 1/√M .
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A feature of the function
f (u) = Mu(1− u) (8.6)
is that (8.3) yields
σ(ε) = 2
√
M
1+ ε2M for 0 ε <
1√
M
. (8.7)
Moreover, according to the analysis in Section 4, trans-characteristic WFs are unique and can be de-
termined up to the solution of an algebraic equation.
Example 8.1. Let f be given by (8.6) for M > 0, and ϕ denote the WF of Eq. (8.1) with wave-speed
1/ε for ε > 0. Set
q := ε2M and γ := (q − 1)/q.
(a) If ε < 1/
√
M then q < 1 and
ϕ1−q(η)
{
1− ϕ(η)}−(1+q) = 4q exp(−εMη) for all η.
(b) If ε = 1/√M then (2.20) holds with η+ = 2(ln 2)/√M , and
ϕ(η) = 1− 1
2
exp
(√
M
2
η
)
for η η+.
(c) If ε > 1/
√
M then q > 1, (2.20) holds with η+ = 0 when γ  1/2 and η+ = [ln(4qγ q−1(1 −
γ )q+1)]/εM when γ < 1/2, and
ϕq−1(η)
{
1− ϕ(η)}q+1 = γ q−1(1− γ )q+1 exp{εM(η − η+)} for η < η+.
8.3. Previous work
Under the additional assumptions that f ∈ C2([0,1]) and f ′(0) > 0 > f ′(1), Hadeler [11] found
that Ssub(ε) = [σ(ε),1/ε) for 0 < ε < 1/
√
M1, where M1 := max0u1 f ′(u), and established (8.7)
for concave f . He conjectured that as ε ↑ 1/√M1, sub-characteristic WFs develop into shocks. The
above theorem shows that when M1 > M there are sub-characteristic WFs for ε ∈ [1/√M1,1/
√
M ).
Moreover, by the considerations in the introduction, these WFs are twice continuously differentiable.
Actually, under the assumption f ∈ C2([0,1]), they are thrice continuously differentiable. On the
other hand, when M1 = M the interval of sub-characteristic wave-speeds shrinks to the empty set
in the limit ε ↑ 1/√M1. The aforesaid notwithstanding, it is to be noted that for ε < 1/√M1 a trans-
characteristic WF is necessarily unique and continuous. Whereas, for ε > 1/
√
M1 a trans-characteristic
WF is necessarily discontinuous.
In the particular case that f is given by (8.6), Holmes [12] determined (8.2) and (8.7) using phase-
plane techniques, and noted that a WF with wave-speed 1/ε is discontinuous for ε  1/
√
M . In fact,
from Example 8.1 it follows that for ε > 1/
√
M , the unique WF ϕ with wave-speed 1/ε is such that
ϕ ∈ C∞((−∞, η+]) and limη↑η+ ϕ(η) > 0, where η+ is the least number for which (2.20) holds. For
ε = 1/√M , the corresponding WF is continuous. However, it is not differentiable.
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Considering Eq. (1.1) where k is constant and there are uncountably many trans-characteristic WFs,
one might ask whether there are grounds for singling out any particular WF. Given that the equation
arises in a number of applications, it is conceivable that there is one WF that is physically relevant
while the others are inherently of mathematical interest. An analogy to a ‘vanishing viscosity’ or
‘entropy’ solution could be considered. Inspired by the ideas of Kruzhkov [13,14], we shall say that a
WF ϕ is a sub-characteristic entropy solution of Eq. (4.1) if
∫
R
sign(ϕ − s)[c{G(ϕ) − G(s)}ψ ′ − f (ϕ)ψ] 0 (A.1)
for all nonnegative test-functions ψ ∈ C∞0 (R) and real numbers s ∈ [0,1]. We shall say that it is a
super-characteristic entropy solution if (A.1) holds with the inequality reversed. Since we may take both
s = 0 and s = 1 in (A.1) and its counterpart, either deﬁnition implies that ϕ solves (4.1) in the sense
of distributions. So, a sub- or super-characteristic entropy solution is a trans-characteristic WF of the
original equation in the sense used throughout this paper. The converse need not be true.
The motivation for the above deﬁnitions is as follows. Consider a traveling-wave solution ϕ of
Eq. (1.1) in a sub- or super-characteristic situation. Multiply (1.9) by ψ ∈ C∞0 (R) and integrate by
parts from −∞ to ξ ∈R. This gives
ξ∫
−∞
{−K (ϕ)ψ ′′ + cG(ϕ)ψ ′ − f (ϕ)ψ}= ((K (ϕ))′ + cG(ϕ))(ξ)ψ(ξ) − K (ϕ(ξ))ψ ′(ξ).
Hence, setting s = ϕ(ξ),
ξ∫
−∞
[−{K (ϕ) − K (s)}ψ ′′ + c{G(ϕ) − G(s)}ψ ′ − f (ϕ)ψ]= (K (ϕ))′(ξ)ψ(ξ).
Likewise, integrating from ξ to ∞,
∞∫
ξ
[−{K (ϕ) − K (s)}ψ ′′ + c{G(ϕ) − G(s)}ψ ′ − f (ϕ)ψ]= −(K (ϕ))′(ξ)ψ(ξ).
Putting the two together, we obtain
∞∫
−∞
sign(ϕ − s)[−{K (ϕ) − K (s)}ψ ′′ + c{G(ϕ) − G(s)}ψ ′ − f (ϕ)ψ]= 2(K (ϕ))′(ξ)ψ(ξ). (A.2)
Now, if ψ is nonnegative, the right-hand side of (A.2) is non-positive in the sub-characteristic sit-
uation, by (2.1). Subsequently, passing to the limit K ≡ 0, we arrive at (A.1). On the other hand, in
the super-characteristic situation, by (3.1), the right-hand side of (A.2) will be nonnegative. So, in this
case, when afterwards K disappears, we are left with (A.1) with the inequality reversed.
By a standard approximation procedure, the class of admissible test-functions in (A.1) can be ex-
tended to nonnegative ψ ∈ C0(R) ∩ W 1,∞(R). Hence, supposing that (4.6) holds for some 0  s0 <
s1  1 and ξ ∈R, one may substitute ψ(η) = max{1−|η− ξ |/δ,0} for δ > 0 in (A.1). Fixing s ∈ (s0, s1)
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characteristic entropy WF possesses a discontinuity of the type (4.6), necessarily
cG(s) cG(s0) = cG(s1) for all s ∈ (s0, s1). (A.3)
If a super-characteristic entropy WF has such a discontinuity, then (A.3) holds with the inequality
reversed.
It follows that there is a monotonic function G ∈ C([0,1]) satisfying (4.2)–(4.4) that gives rise to
a sub-characteristic entropy WF for c > 0 if and only if G(u)  0 for all u ∈ (0,1], in which event
G(u) = min{G(s): u  s  1} for u ∈ (0,1). There is a corresponding function that gives rise to a
super-characteristic entropy WF if and only if G(u)  G(1) for all u ∈ [0,1). This function is given
by G(u) = max{G(s): 0  s  u} for u ∈ (0,1). Thus, Eq. (1.1) admits at most one sub-characteristic
entropy WF and at most one super-characteristic entropy WF. The two coincide if and only if G is
monotonic on [0,1], in which case the coincident function G is identical to G .
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