Simulation depuis l'échelle atomique pour le durcissement des composants électroniques et optoélectroniques (HDR) by Richard, Nicolas
Simulation depuis l’e´chelle atomique pour le
durcissement des composants e´lectroniques et
optoe´lectroniques (HDR)
Nicolas Richard
To cite this version:
Nicolas Richard. Simulation depuis l’e´chelle atomique pour le durcissement des composants
e´lectroniques et optoe´lectroniques (HDR). Science des mate´riaux [cond-mat.mtrl-sci]. Univer-
site´ Toulouse III - Paul Sabatier, 2014. <tel-01178623>
HAL Id: tel-01178623
https://tel.archives-ouvertes.fr/tel-01178623
Submitted on 20 Jul 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
                                                  
 
 
 
 
 
HABILITATION A DIRIGER DES RECHERCHES 
présentée devant 
l’Université Paul Sabatier de Toulouse 
 
 
Simulation depuis l’échelle atomique pour le 
durcissement des composants électroniques et 
optoélectroniques 
 
par 
 
Nicolas RICHARD 
Ingénieur-Chercheur au CEA-DAM 
 
 
Soutenue le 31 janvier 2014 devant le jury composé de : 
 
Président du jury :            Jean-Luc Leray    Directeur de Recherche           (CEA-DAM, Arpajon) 
Rapporteurs :                    Evelyne Lampin  Chargé de Recherche                             (IEMN, Lille) 
                                Guy Tréglia         Directeur de Recherche              (CINAM, Marseille)   
                     Noël Jakse           Professeur des universités            (SIMAP, Grenoble)  
Examinateur :                   Aziz Boukenter    Professeur des universités     (LabHC, Saint-Etienne) 
Directeur de recherche :  Mehdi Djafari-Rouhani Professeur des universités    (LAAS, Toulouse)             
 
 
 
2 
 
TABLE DES MATIERES 
REMERCIEMENTS ........................................................................................................................ 4 
INTRODUCTION GENERALE ...................................................................................................... 6 
PARTIE I. Parcours et activités scientifiques .................................................................................. 8 
I.1. Curriculum Vitae ................................................................................................................... 8 
I.2. Liste des Publications .......................................................................................................... 10 
I.3. Encadrement scientifique ..................................................................................................... 13 
I.3.1. Stagiaires ....................................................................................................................... 13 
I.3.2. Doctorants ..................................................................................................................... 13 
I.3.3. Post-doctorants .............................................................................................................. 14 
I.4. Collaborations avec des laboratoires nationaux et internationaux ....................................... 15 
I.4.1. Collaborations nationales .............................................................................................. 15 
I.4.2. Collaborations internationales ...................................................................................... 17 
I.4.3. Implications dans des projets nationaux et internationaux ........................................... 18 
I.5. Rayonnement scientifique .................................................................................................... 19 
I.5.1 Présentation de cours et séminaires ............................................................................... 19 
I.5.2. Organisation de conférences ......................................................................................... 19 
I.5.3. Enseignements .............................................................................................................. 20 
I.5.4. Divers ............................................................................................................................ 21 
PARTIE II. Mémoire de recherche ................................................................................................ 22 
II.1 Contexte des études ............................................................................................................. 22 
II.1.1. Le contexte CEA ......................................................................................................... 22 
II.1.2. Le contexte de la microélectronique ............................................................................ 24 
II.1.3. Composants et  matériaux sous irradiation .................................................................. 29 
II.1.4. Fibres optiques en environnement nucléaire ............................................................... 30 
II.2 Méthodologies ..................................................................................................................... 38 
II.2.1 Structure Electronique : La Théorie de la Fonctionnelle de la Densité ........................ 38 
II.2.2 Les limitations de la DFT ............................................................................................. 41 
II.2.3 Structure Electronique : Résoudre le problème de l’estimation de la bande interdite en 
DFT ........................................................................................................................................ 44 
II.2.4 Remonter les échelles ................................................................................................... 59 
II.3 Les procédés de fabrication en microélectronique .............................................................. 60 
II.3.1 L’oxydation thermique ................................................................................................. 60 
II.3.2 Dépôt par couche atomique .......................................................................................... 66 
II.4 Caractérisation des défauts dans les matériaux ................................................................... 70 
3 
II.4.1 Les défauts dans la silice amorphe pure et dopée ......................................................... 70 
II.4.2 Les défauts dans le dioxyde d’hafnium ........................................................................ 83 
II.5 Ingénierie des interfaces à l’échelle atomique ..................................................................... 89 
CONCLUSION  ET PERSPECTIVES .......................................................................................... 95 
ANNEXE Sélection de publications classées par thèmes. ........................................................... 102 
ANNEXE I.1. Les procédés de fabrication en microélectronique ........................................... 102 
ANNEXE I.2. Caractérisation des défauts dans les matériaux ................................................ 127 
ANNEXE I.3. Ingénierie des interfaces à l’échelle atomique .................................................. 168 
REFERENCES ............................................................................................................................. 182 
 
4 
 
REMERCIEMENTS 
 
Je remercie tous les collègues de mon service et plus particulièrement tous les membres 
de mon laboratoire, anciens ou actuels, avec qui j’ai pu passer de très bons moments et qui m’ont 
bien aidé lorsque j’ai dû endosser l’habit de chef de laboratoire. Enfin, j’adresse un remerciement 
spécial à Philippe Paillet, Olivier Flament et Jean-Luc Leray, qui ont lancé l’activité simulation à 
l’échelle atomique dans le laboratoire, à Thierry Garié et Gaëtan de Lachèze-Murel qui ont 
soutenu le démarrage de cette nouvelle activité et à Sylvain Girard, qui m’a permis de toucher du 
doigt l’application. 
 
 Je remercie tous les stagiaires, thésards et post-doctorants, que j’ai eu la chance de 
pouvoir encadrer avec une pensée spéciale pour Anne Hémeryck, puisque c’est elle qui a ouvert 
le bal, pour Valérie Cuny, Abraham Van der Geest et Luigi Giacomazzi.   
 
Je remercie toutes les personnes avec qui j’ai pu collaborer au cours de ces années et 
notamment: 
 mes collègues du LAAS : Alain, Medhi, Georges et Carole pour leur gentillesse, 
 mes collègues du Laboratoire Hubert Curien : Aziz, Youcef, Sylvain et Jean-Pierre pour 
leur ouverture d’esprit et la confiance qu’ils ont pu me donner malgré le fait que 
j’arrivais avec sous le bras une bande interdite de 5,5 eV pour la silice… 
 Philippe Blaise au CEA-LETI, 
 mes collègues du SRMP : Yves Limoge, François Willaime, Jean-Paul Crocombette, 
Guido Roma, avec une pensée spéciale pour Jacques Dalla Torre. 
 Alice Ruini de l’université de Modène, Stefano de Gironcoli de la SISSA à Trieste et le 
groupe de l’université de Palerme, Yves Chabal de l’université de Dallas, Gérald 
Dujardin, Andrew Mayne et Geneviève Comtet de l’Institut des Sciences Moléculaires 
d’Orsay,  
 et bien sûr Layla Martin-Samos, que j’ai eu le plaisir de côtoyer toutes ces années.  
 
Enfin, ce travail de HDR est dédié à Cécile, Chloé et Hadrien, sans qui tout ce travail n’aurait 
aucun sens. 
 
 
 
5 
 
6 
  
INTRODUCTION GENERALE 
 
Ce manuscrit présente un bilan de mes travaux depuis mon embauche en février 2002 en 
tant qu’ingénieur-chercheur au CEA-DAM-DIF.  
 
Après une thèse préparée de 1998 à 2001 au Département de Physique Théorique et 
Appliquée  (DPTA) du CEA-DAM portant sur la construction et l’utilisation de pseudopotentiels 
pour l’étude des transitions de phases des actinides et des lanthanides, j’ai été recruté en février 
2002 par le Département de Conception et Réalisation des Expérimentations (DCRE) afin 
d’initier une nouvelle thématique sur l’étude des matériaux pour la microélectronique et 
l’optoélectronique sous irradiation par la simulation à l’échelle atomique dans le cadre des études 
menées sur le durcissement des composants. J’ai alors développé l’activité grâce à des 
collaborations externes, des stages et des projets. Depuis 10 ans, mon travail s’est organisé selon 
trois axes : 
 La caractérisation théorique des défauts dans les matériaux utilisés pour la 
microélectronique et l’optoélectronique et plus particulièrement les oxydes tels que la 
silice ou le dioxyde d’hafnium, 
 La simulation du procédé de fabrication afin de comprendre la formation de ces défauts 
dans les composants, 
 La simulation des interfaces composant les transistors. 
 
Du point de vue théorique, ces trois axes d’études m’ont amené à mettre en place des 
approches permettant : 
 D’obtenir une bonne description de la structure atomique mais aussi électronique des 
matériaux et surtout des défauts dans ces matériaux. En effet, une bonne part de mon 
travail consiste à quantifier précisément l’impact de la présence d’un défaut, d’un dopant 
ou d’une impureté sur les propriétés des isolants. La mauvaise description de la bande 
interdite des isolants par la Théorie de la Fonctionnelle de la Densité est dans ce cadre un 
problème très gênant pour nos études et nous discuterons dans ce manuscrit sur les 
approches utilisées pour régler ce problème. 
 
 De « remonter les échelles », c’est-à-dire de construire des passerelles entre les codes ab 
initio et des codes pouvant traiter des échelles supérieures en temps et en taille de type 
Monte Carlo. Là aussi, une partie de ce document sera consacrée à  présenter la stratégie 
que nous avons adoptée.   
 
Le manuscrit se découpe de la façon suivante. Dans une première partie, je présenterai ma 
notice individuelle. Il s’agit de mon curriculum vitae, avec le récapitulatif des activités 
scientifiques menées et la liste des publications associées à ces travaux. Je détaille plus 
particulièrement les activités d’encadrement (thèses, stages et post-doctorats) et de cours, les 
collaborations qui ont été mises en place ainsi que mon implication dans l’organisation de 
conférences et de projets français et européens.   
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Dans une deuxième partie, j’exposerai une synthèse de mes travaux de recherche. Ce 
manuscrit présente un bilan de mes travaux depuis mon embauche en février 2002 en tant 
qu’ingénieur-chercheur au CEA-DAM-DIF. Je n’y aborderai donc pas les travaux réalisées 
durant ma thèse, car ils ont déjà été largement détaillées dans le manuscrit correspondant [1]. Les 
deux premiers chapitres présentent le contexte des études et le problème théorique que nous 
avons eu à traiter. Puis mes trois grands axes de recherche seront présentés dans les trois 
chapitres suivants: 
 Le premier de ces trois chapitres présente mon activité de caractérisation théorique des 
défauts dans les oxydes.  
 Le second détaille les activités menées avec le CNRS/LAAS sur la simulation multi-
échelle des procédés de fabrication en microélectronique. Il explicitera notamment la 
méthode mise en place afin de lier entre eux les résultats venant de calculs ab initio et des 
codes Monte Carlo développés spécifiquement pour décrire un procédé de fabrication 
utilisé en salle blanche.   
 Le troisième et dernier chapitre de cette partie traite des résultats obtenus en collaboration 
avec le CEA-DRT-LETI sur l’étude ab initio des interfaces métal/oxyde/oxyde/semi-
conducteur en microélectronique. Un regard particulier dans cette étude a été porté sur 
l’effet des dopants, impuretés et défauts sur les propriétés électroniques de ces interfaces.  
 
La conclusion générale du document dressera un bilan de ces activités en les replaçant dans le 
cadre de la communauté scientifique du calcul ab initio. 
 
L’annexe du document rassemble une sélection des publications issues de ces travaux afin de 
démontrer les avancées significatives obtenues au cours de ces années de recherche. 
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PARTIE I. Parcours et activités scientifiques 
I.1. Curriculum Vitae 
 
40 ans 
Marié, 2 enfants 
 
Formation / Titres Universitaires 
1998-2001 Thèse de Doctorat : Etude des transitions de phase sous pression dans des terres 
rares : approche par calcul de structure électronique, soutenue le 19 octobre 2001 
(Mention Très Honorable) à l’Université Paris Est Marne-La-Vallée. 
Directrice de thèse : Pr. Gilberte CHAMBAUD. 
1996-1997 DEA de Physique Expérimentale des Atomes et des Molécules et Applications, 
Paris VI Pierre et Marie Curie (Mention AB). 
1995-1996 Maîtrise de Physique Fondamentale – Paris VII Denis Diderot. 
 
Activités Professionnelles 
Depuis 2002 :  Ingénieur-chercheur au Commissariat à l’Energie Atomique – Direction des 
Applications Militaires (CEA-DAM) en février 2002 à Arpajon (91).  
En charge des études de simulation multi-échelle sur les effets des radiations sur 
les matériaux utilisés en microélectronique. 
Réalisation de simulation à l’échelle atomique –ab initio DFT, GW+BSE, Monte 
Carlo Cinétique-sur différents matériaux de la microélectronique –Si, Ge, SiO2, 
HfO2, ZrO2 par l’utilisation de différents codes -VASP, QUANTUM-ESPRESSO, 
SAX, ABINIT, HIKAD, OXCAD- sur des calculateurs massivement parallèles -
TERA1, 10 et 100, CCRT, CINES.  
Principales thématiques de travail : 
 Propriétés électroniques, optiques et de diffusion des 
défauts et impuretés  dans des matériaux amorphes et 
cristallins. 
 Réaction de molécules sur des surfaces et croissance. 
 Propriétés des interfaces. 
 
2004-2010 :  Activités d’enseignement à l’Université Paris Sud Orsay (18 h Cours et TP). 
 
2001-2002 : (3 mois) Post-doctorant au CECAM à l’ENS Lyon. 
 
1998-2001 : Doctorant CFR CEA-DAM à Bruyères-le-Châtel (91). 
 
1997-1998 : Scientifique du contingent au Groupe de Recherche sur l’Energétique des Milieux 
Ionisés (GREMI) à l’université d’Orléans 
  Mise au point d’un laser X de table 
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1997 :  Stage de 5 mois à l’Université Paris Est Marne-La-Vallée 
  Etude des niveaux d’énergie et de la structure de la molécule AlO2. 
 
1995 :  Stage d’un mois à l’Ecole de Physique et Chimie de Paris 
  Etude des propriétés physiques d’un élastomère. 
 
 
Activités de Management 
Chef de laboratoire par intérim entre février 2010 et juin 2010 puis entre février  2011 et 
septembre 2011. Management de 12 personnes. 
 
 Suppléant chef de laboratoire depuis le 1er janvier 2010. 
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I.2. Liste des Publications 
 
2013 :  
 
[A29] N. Richard, L. Martin-Samos, S. Girard, A. Ruini, A. Boukenter, Y. Ouerdane et 
J.-P. Meunier, « Oxygen Deficient Centers in silica: optical properties within 
many-body perturbation theory », J. Phys.: Condens. Matter 25 (2013) 335502. 
 
2012 : 
 
[A28] C. Mastail, I. Bourennane, A. Estève, G.Landa, M. Djafari Rouhani, N. Richard et 
A. Hémeryck, « Oxidation of Germanium and Silicon surfaces (100): a 
comparative study through DFT methodology », Materials Science and 
Engineering 41 (2012) 012007. 
  
[A27] S. Girard, C. Marcandella, A. Alessi, A. Boukenter, Y.Ouerdane, N. Richard, P. 
Paillet, M. Gaillardin et M. Raine,  «Transient Radiation Responses of Optical 
Fibers: Influence of MCVD Process Parameters », IEEE Transactions on Nuclear 
Science 59(6)  (2008) 2894. 
 
[A26] M. Gaillardin, M. Martinez, P. Paillet, F. Andrieu , S. Girard, M. Raine, C. 
Marcandella, O. Duhamel, N. Richard et O. Faynot, « Impact of SOI substrate on 
the radiation response of ultra-thin transistors down to the 20 nm node », soumis 
à IEEE Transactions on Nuclear Science. 
 
[A25] M. Gaillardin, S. Girard, P. Paillet, J.L Leray, V. Goiffon, P. Magnan, C. 
Marcandella, M. Martinez, M. Raine, O. Duhamel, N. Richard, F. Andrieu, S. 
Barraud et O. Faynot, «Investigations on the vulnerability of advanced CMOS 
technology to MGy dose environments », soumise à IEEE Transactions on Nuclear 
Science. 
 
[A24] A. Van der Geest, P. Blaise et N. Richard, « Ab initio study of the electrostatic 
dipole modulation due to cation substitution», Physical Review B 86, 085320 
(2012).   
 
[A23] C. Mastail, C. Lanthony, S. Olivier, J. M. Ducéré, A. Dkhissi, G. Landa, A. Estève, 
M. Djafari Rouhani et N. Richard, « Introducing densification mechanisms into 
the modelling of HfO2 atomic layer deposition », Thin Solid Films, 520, 4559 
(2012). 
 
2011 : 
 
[A22] N. Richard, S. Girard, L. Martin-Samos, V. Cuny, A. Boukenter, Y. Ouerdane et 
J.P. Meunier, « First principles study of oxygen-deficient centers in pure and Ge-
doped silica », Journal of Non-Crystalline Solids 357, 1994 (2011). 
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2009 : 
 
[A21] A. Hemeryck, A. Estève, N. Richard, M. Djafari Rouhani, et Y. J. Chabal, 
« Fundamental steps towards interface amorphization during silicon oxidation: 
Density functional theory calculations », Physical Review B 79, 035317 (2009). 
   
[A20]  A. Estève, M. Djafari Rouhani, A. Dkhissi, C. Mastail, G. Landa, A. Hemeryck et 
N. Richard, « Logiciel Hikad : modéliser l’organisation atomique durant la 
croissance de HfO2 sur silicium », Techniques de l’Ingénieur, re123, avril 2009. 
 
[A19] A. Hemeryck, A. Estève, N. Richard, M. Djafari Rouhani et G. Landa, « A kinetic 
Monte Carlo study of the initial stage of silicon oxidation: Basic mechanisms -
induced partial ordering of the oxide interfacial layer », Surface Science 603, 2132 
(2009). 
 
2008 : 
 
[A18] V. Cuny et N. Richard, « Investigations of dopants introduction in hafnia: 
Electronic properties, diffusion, and their role on the gate leakage current », 
Journal of Applied Physics 104, 033709 (2008). 
 
[A17] S. Girard, Y. Ouerdane, G. Origlio, C. Marcendella, A. Boukenter, N. Richard, J. 
Baggio, P. Paillet, M. Cannas, J.-P. Meunier et R. Boscaino, « Radiation Effects on 
Silica-Based Preforms and Optical Fibers—I: Experimental Study With Canonical 
Samples », IEEE Transactions on Nuclear Science 55 (6), 3473 (2008). 
 
[A16] S. Girard, N. Richard, Y. Ouerdane, G. Origlio, A. Boukenter, L. Martin-Samos, P. 
Paillet, J.-P. Meunier, J. Baggio, M. Cannas, R. Boscaino, « Radiation Effects on 
Silica-Based Preforms and Optical Fibers—II: Coupling Ab initio simulations and 
experiments », IEEE Transactions on Nuclear Science 55 (6), 3508 (2008). 
 
[A15] N. Richard, S. Girard , L. Martin-Samos , A. Boukenter, Y. Ouerdane et J.-P. 
Meunier, « A first principles study of positively charged oxygen vacancies 
migration in pure and Ge-doped amorphous silica », Nuclear Instruments and 
Methods in Physics Research B 266, 2719 (2008). 
 
[A14] G. Origlio, A. Boukenter, S. Girard, N. Richard, M. Cannas, R. Boscaino et Y. 
Ouerdane, « Irradiation induced defects in fluorine doped silica », Nuclear 
Instruments and Methods in Physics Research B 266, 2918 (2008). 
 
2007 : 
 
[A13] A. Hemeryck, A.J Mayne, N. Richard, A. Estève, Y. J. Chabal, M. Djafari Rouhani, 
G. Dujardin et G. Comtet, « Difficulty for oxygen to incorporate into the silicon 
network during initial O2 oxidation of Si(100)-(2x1) », The Journal of Chemical 
Physics 126, 114707 (2007). 
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[A12]  A. Hemeryck, N. Richard, A. Estève et M. Djafari Rouhani, « Multi-scale 
modeling of oxygen molecule adsorption on a Si(100)-p(2x2) surface », Journal of 
Non-Crystalline Solids 353, 594 (2007). 
 
[A11] A. Hemeryck, N. Richard, A. Estève et M. Djafari Rouhani, « Active oxidation: 
Silicon etching and oxide decomposition basic mechanisms using density functional 
theory », Surface Science 601, 2082 (2007). 
 
[A10] A. Hemeryck, N. Richard, A. Estève et M. Djafari Rouhani, « Diffusion of oxygen 
atom in the topmost layer of the Si(100) surface: Structures and oxidation kinetics », 
Surface Science 601, 2339 (2007). 
 
[A9] V. Cuny et N. Richard, « Comparative Study of Electronic Properties of Point 
Defects in Monoclinic Hafnium Dioxide », Material Research Society Symposium 
Proceedings 996, 0996-H05-05 (2007). 
 
2006 : 
 
[A8]  Y. Laudernet, N. Richard, S. Girard, L. Martin-Samos , A. Boukenter, Y. Ouerdane 
et J.-P. Meunier, « Ab initio molecular dynamics simulations of oxygen-deficient 
centers in pure and Ge-doped silica glasses: Structure and optical properties », 
Journal of Non-Crystalline Solids 352, 2596 (2006). 
 
2005 : 
 
[A7] N. Richard, L. Martin-Samos, G. Roma, Y. Limoge et J.P. Crocombette, « First 
principle study of neutral and charged self-defects in amorphous SiO2 », Journal of 
Non-Crystalline Solids 351, 1825 (2005). 
 
[A6]  L. Martin-Samos, Y. Limoge, J.P. Crocombette, G. Roma et N. Richard, « Oxygen 
Self-Diffusion Mechanisms in Silica by First-Principles », Defect and Diffusion 
Forum 237-240, 115 (2005). 
 
[A5]  L. Martin-Samos, Y. Limoge, J.P. Crocombette, G. Roma, N. Richard, E. Anglada 
et E. Artacho, « Neutral self-defects in a silica model: A first-principles study », 
Physical Review B 71, 014116 (2005). 
 
[A4] N. Richard, A. Estève et M. Djafari Rouhani, « Density functional theory 
investigation of molecular oxygen interacting with Si(100)-(2x1) », Computational 
Materials Science 33, 26 (2005). 
 
2004 : 
 
[A3] L. Martin-Samos, Y. Limoge, N. Richard, J.P. Crocombette, G. Roma, E. Anglada et 
E. Artacho, « Oxygen neutral defects in silica: Origin of the distribution of the 
formation energies », Europhysics Letters, 66 (5), pp. 680–686 (2004). 
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2002 : 
 
[A2] N. Richard, S. Bernard, F. Jollet, et M. Torrent, « Plane-wave pseudopotential study 
of the light actinides », Physical Review B 66, 235112 (2002). 
 
2001 :   
 
[A1] N. Richard et S. Bernard, « Phase transitions in Ce by pseudopotentials                
methods », Journal of Alloys and Compounds 323-324, 628 (2001). 
 
I.3. Encadrement scientifique 
 
Au cours de mes travaux de recherche, j’ai pu encadrer des stagiaires universitaires, des 
doctorants ou des post-doctorants, que ce soit en interne CEA ou en co-encadrement avec des 
universités ou des laboratoires extérieurs. 
I.3.1. Stagiaires 
 
J’ai encadré Sébastien Lectez dans son stage de Master2 d’avril 2008 à septembre 2008.  
Sa soutenance de stage portant sur « l’Etude ab initio de l'adsorption d'une molécule d'oxygène 
sur une surface de silicium » a eu lieu en juin 2008 à l’université de Marne-la-Vallée.  
 
I.3.2. Doctorants 
 
J’ai eu la chance d’encadrer Anne Hémeryck de septembre 2004 à septembre 2007 pour 
sa thèse de doctorat intitulée « Modélisation à l’échelle atomique des premiers stades de 
l’oxydation du silicium : Théorie de la Fonctionnelle de la Densité et Monte Carlo cinétique » 
qu’elle a soutenue le 22 janvier 2008 à l’université Paul Sabatier [2]. Cette thèse était co-
encadrée entre le CEA-DAM-DIF et le LAAS/CNRS (Toulouse) dans le cadre de l’Equipe de 
Recherche Commune (ERC) mise en place entre les deux organismes. Dans le cadre de ses 
travaux de thèse, Anne Hémeryck a  publié 7 papiers [A10-13, A19-21]. 
 
J’ai également participé au jury de thèse de Cédric Mastail le 09 décembre 2009 en tant 
que membre du jury, là aussi pour des activités réalisées dans le cadre de l’ERC CNRS/LAAS-
CEA. Cette thèse a été également soutenue à l’université Paul Sabatier [3] et avait pour titre 
« Modélisation et simulation du dépôt d’oxyde à forte permittivité par la technique du Monte 
Carlo Cinétique ». 
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I.3.3. Post-doctorants 
 
Au total, j’ai pu superviser les travaux de cinq post-doctorants dans le cadre de six projets 
différents. Les détails des périodes d’encadrement, des thématiques, des partenaires et des 
publications sont donnés dans le Tableau 1. 
 
J’ai participé (avec mon collègue Sylvain GIRARD) à l’encadrement de deux post-
doctorants en partenariat avec le Laboratoire Hubert Curien de l’Université de Saint-Etienne 
(Yann Laudernet et Valérie Cuny) au CEA-DAM-DIF sur le calcul des propriétés électroniques 
et optiques des défauts ponctuels dans la silice pure et dopée à l’aide de techniques ab initio.   
 
Avant cela, j’avais déjà encadré Valérie Cuny pendant 18 mois dans le cadre du projet 
ANR LN3M avec pour sujet l’étude des propriétés électroniques des défauts dans le dioxyde 
d’hafnium dopé. 
 
Période Encadrement Stagiaire Thème Publications 
Octobre 2005- octobre 
2007 
 
 
Université 
Jean Monnet / 
CEA-DAM-
DIF 
Yann Laudernet 
(co-Encadrement) 
Simulation ab initio des 
défauts ponctuels dans la 
silice pure ou dopée. 
[A8] 
 
Octobre 2006 – Mars 
2008 
CEA-DAM-
DIF projet 
ANR LN3M 
Valérie Cuny 
(Encadrement) 
Caractérisation à l’échelle 
des défauts dans le dioxyde 
d’Hafnium. 
[A9, A18] 
octobre 2008 – décembre 
2009 
 
Université 
Jean Monnet / 
CEA-DAM-
DIF 
Valérie Cuny 
(co-Encadrement) 
Modélisation à l’échelle 
atomiqueatomique des 
propriétés des défauts dans la 
silice pure ou dopée 
[A22] 
 
Avril 2010-Avril 2012 CNRS-
LAAS/CEA-
DAM-DIF 
Cédric Mastail 
(co-Encadrement) 
Modélisation de l’oxydation 
thermique du silicium 
[A23] 
 
Janvier 2011 – décembre 
2012 
CEA-DRT-
LETI/CEA-
DAM-DIF 
Abram Van Der 
Geest (co-
Encadrement) 
Caractérisation par 
simulation à l’échelle 
atomique des interfaces à 
l’échelle atomique 
[A24] 
En cours depuis janvier 
2011 
CNR-
IOM/CEA-
DAM-DIF 
Luigi Giaccomazzi 
(co-Encadrement) 
Etude des défauts dans la 
silice amorphe 
X 
Tableau 1 : Résumé des stages de post-doctorat encadrés ou co-encadrés. 
 
Dans le cadre de l’ERC entre le CNRS/LAAS et le CEA-DAM-DIF, j’ai encadré Cédric 
MASTAIL lors de son stage de post-doctorat, qui portait sur la simulation à l’échelle atomique de 
l’oxydation thermique du silicium.  
 
En collaboration avec Philippe Blaise du CEA-DRT-LETI et dans le cadre d’un projet 
soutenu par le pôle nanoscience du CEA, j’ai encadré Abram Van Der Geest sur la caractérisation 
théorique des interfaces pour la microélectronique. Abram Van Der Geest a réalisé une première 
année de post-doctorat de janvier à décembre 2010 au CEA-DRT-LETI dans le cadre du pôle de 
compétitivité MINALOGIC (projet CILOE) sur la construction à l’échelle atomique d’interfaces 
modèles suffisamment réalistes entre les deux oxydes dioxyde d’hafnium/silice. Sa deuxième 
année de post-doctorat s’est déroulée au CEA-DAM-DIF avec cette fois pour objectif d’étudier 
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l’influence des défauts de type lacune d’oxygène et des dopants comme N, Al, La, Mg sur les 
propriétés électriques et électroniques de ces interfaces. 
 
Dans le cadre de nos travaux menés avec le CNR-IOM de Trieste, je suis co-encadrant 
depuis janvier 2011 avec Layla Martin-Samos (CNR-IOM, Trieste, Italie/Université de Nova 
Gorica, Nova Gorica, Slovénie) de Luigi Giaccomazzi, qui travaille actuellement sur l’étude des 
défauts dans la silice et leur caractérisation par spectroscopie théorique (Raman, RPE…).  
 
I.4. Collaborations avec des laboratoires nationaux et internationaux 
 
I.4.1. Collaborations nationales 
 
I.4.1.1. Laboratoire d’Analyse et d’Architecture des Systèmes - LAAS (CNRS) 
 
La collaboration entre le LAAS/CNRS et le CEA-DAM-DIF a commencé à la fin des 
années 90 au travers de la thèse d’Alain Estève et du co-financement par le CEA-DAM-DIF de 
son post-doctorat réalisé aux Bells Laboratories (Etats-Unis). Ses travaux ont permis de lancer 
dans le laboratoire l’activité sur la simulation multi-échelle à partir de l’échelle atomique des 
procédés de fabrication en microélectronique au travers du code OXCAD (voir II.3.). Ce lien 
s’est renforcé au travers du projet européen Vème PCRD ATOMCAD et ANR LN3M (2005-2009, 
voir I.4.3.1. et I.4.3.2.),  auxquels les deux instituts ont participé. Afin d’officialiser ce lien fort et 
de définir un programme de travail commun, une Equipe de Recherche Commune a été lancée en 
2006 pour 5 ans. Au travers de cette ERC, ont pu être lancés notamment la thèse d’Anne 
Hémeryck et le post-doctorat de Valérie Cuny qui se sont déroulés au CEA-DAM-DIF.  Cette 
collaboration étroite a permis de développer deux codes OXCAD et HIKAD, de publier 10 
papiers en commun et notamment un article dans la série des « Techniques de l’Ingénieur » 
[A20]. Cette ERC qui est arrivée à son terme en 2011 est en train d’être renouvelée et élargie à 
d’autres partenaires (CEA-LETI, ONERA, Institut National Polytechnique de Toulouse). 
I.4.1.2. Laboratoire de PhotoPhysique Moléculaire  - LPPM (Université de Paris-Sud)  
 
Dans le cadre de la collaboration avec le CNRS/LAAS pour le développement d’outils 
décrivant le processus d’oxydation thermique du silicium, nous avons collaboré avec le groupe de 
Gérald Dujardin au Laboratoire de PhotoPhysique Moléculaire (LPPM) de l’Université Paris 
Sud. Il s’agissait alors de comparer nos résultats théoriques sur les premiers pas d’oxydation du 
silicium avec les images de surfaces très faiblement oxydées à très basse température obtenues 
par « Scanning Tunneling Spectroscopy » (STM). Cela a permis de confirmer certains de nos 
résultats en les recoupant avec les expériences de spectroscopie infrarouge effectuées par Yves 
Chabal à l’université de Rutgers. 
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I.4.1.3. Service de Recherches en Métallurgie Physique - SRMP (CEA-DEN-Saclay) 
 
La collaboration avec le Service de Recherches en Métallurgie Physique (SRMP) de la Direction 
de l’Energie Nucléaire du CEA a débuté à mon arrivée au CEA-DAM-DIF en 2002. L’objet de la 
collaboration était la simulation des défauts dans la silice et celle-ci a été menée au travers de la 
thèse de Layla Martin-Samos encadrée par Yves Limoge et Jean-Paul Crocombette. Cette 
collaboration a permis de générer différentes cellules modèles de silice amorphe, dont celle à 108 
atomes sans défaut de coordination, qui a majoritairement servi à nos études. Cette collaboration 
a généré 4 articles et a conduit ensuite à la collaboration avec l’université de Modène, suite au 
départ de Layla Martin-Samos dans cette université pour un post-doctorat et à l’arrêt des études 
sur la silice au sein du  CEA-DEN-SRMP. 
I.4.1.4. Laboratoire Hubert Curien - LaHC (Université de Saint-Etienne) 
 
La collaboration avec le LaHC rentre dans le cadre de nos activités sur la thématique de la 
vulnérabilité des fibres optiques et des verres sous irradiation. Les activités et les compétences 
entre les deux laboratoires sont très complémentaires et permettent de couvrir l’ensemble de la 
thématique aussi bien du point de vue expérimental que théorique, depuis la caractérisation in situ 
de la réponse d’un verre ou d’une fibre optique sous irradiation jusqu’à la caractérisation fine des 
propriétés optiques et structurales d’un défaut ponctuel par l’expérimentation ou le calcul 
théorique. Cette collaboration est aujourd’hui formalisée par la création (2010) d’une Equipe de 
Recherche Commune entre les deux laboratoires pour la période 2010 - 2014. 
 
De nombreux autres laboratoires se sont ensuite joints à notre groupe de recherche, 
comme l’université de Palerme (Italie), l’université de Lille, l’école polytechnique de Bari (Italie) 
et iXFiber SAS, industriel qui nous a permis de développer des échantillons canoniques. Ces 
collaborations ont permis de générer de très nombreux résultats applicables pour les projets du 
CEA-DAM et des autres partenaires. Cette collaboration s’est traduite par une forte activité de 
recherche (5 thèses de doctorat, 3 post-doctorats entre 2004 et 2010) et de nombreuses 
publications (une trentaine sur les cinq dernières années). Tous les résultats obtenus dans le cadre 
de cette collaboration sont présentés dans le mémoire d’HDR de Sylvain Girard [4]. Du point de 
vue théorique, la collaboration a conduit à l’écriture de 5 articles communs. 
I.4.1.5. CEA-DRT-LETI (CEA-Grenoble) 
 
Les contacts entre le CEA-DAM-DIF et le CEA-DRT-LETI existent depuis de 
nombreuses années, notamment pour l’accès de notre laboratoire à des filières électroniques de 
pointe. Depuis 2005 dans le cadre du projet LN3M, j’ai pu commencer à collaborer avec Philippe 
Blaise afin d’étudier à l’échelle atomique les matériaux de la microélectronique et plus 
particulièrement caractériser par calcul ab initio les interfaces métal/HfO2/Silice/Silicium et des 
défauts dans l’oxyde d’hafnium. Ce travail a continué au travers du post-doctorat d’Abram Van 
Der Geest qui a passé un an au CEA-DRT-LETI à Grenoble et un an au CEA-DAM-DIF à 
Arpajon. Une équipe commune de recherche avec ce groupe est en train d’être créée.  
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I.4.2. Collaborations internationales 
 
I.4.2.1. Université de Rutgers (Piscataway, Etats-Unis), Université du Texas (Dallas, 
Etats-Unis) 
 
Dans le cadre de nos activités avec le CNRS/LAAS portant sur les premières étapes de 
l’oxydation du silicium, nous nous sommes d’abord inspirés d’une publication d’Yves Chabal et 
al. [5] qui donnait des pistes sur les configurations possibles lors de la réaction d’une ou deux 
molécules d’oxygène sur la surface au travers d’analyse d’expérience de spectroscopie Infrarouge 
et de calculs théoriques basés sur des modèles de clusters. Puis au travers d’une collaboration 
avec son groupe, nous avons comparé nos résultats théoriques à ses mesures expérimentales afin 
de mieux comprendre la physico-chimie de l’oxydation. 
I.4.2.2. Université de Modène (Modène, Italie), Louvain la Neuve (Belgique) 
 
Pour l’étude des propriétés optiques des défauts dans la silice pour le durcissement des 
fibres optiques, l’utilisation de méthodes corrigeant le problème de sous-évaluation de la bande 
interdite par la DFT était incontournable afin de pouvoir disposer d’un code réellement prédictif. 
Il s’agissait alors d’acquérir des compétences sur les méthodes allant au-delà de la DFT, comme 
les méthodes de type GW/BSE. Une collaboration a donc été  initiée en 2007 avec l’Université de 
Modène autour de la thématique de la simulation ab initio des défauts dans la silice pure ou 
dopée. Pour l’année 2009, la collaboration s’est formalisée autour d’un programme de recherche 
soutenu par l’ « European Theoretical Spectroscopy Facility » (ESTF) avec le soutien de 
l’Université de Louvain-la-Neuve [6]. Ces collaborations nous ont permis de nous perfectionner 
sur la théorie et les codes pour ces méthodes et de profiter des derniers développements sur le 
code SaX [7] réalisés entre autre par Layla Martin-Samos.  
 
I.4.2.3.  CNR-IOM (Trieste, Italie) 
 
Depuis 2011, nous collaborons avec le CNR-IOM de Trieste. Ce groupe est le principal 
développeur du code Quantum-Espresso [8] et s’est spécialisé dans le développement de module 
pour la spectroscopie intéressant pour nos études traitant des défauts dans les oxydes. De plus, 
depuis 2010, ils sont aussi impliqués dans le développement du code SaX, au travers de Layla 
Martin-Samos qui a rejoint leur groupe. Le stage post-doctoral de Luigi Giaccomazzi est 
actuellement en cours à la SISSA dans le cadre d’un accord de collaboration entre le CNR-IOM 
et le CEA (voir détails dans I.3.3). Ce stage a pour objectif d’appliquer les outils de spectroscopie 
théorique (Raman, Résonance Paramagnétique Electronique) sur des défauts dans la silice.   
 
I.4.2.4.  Université de Nova Gorica (Nova Gorica, Slovénie) 
 
Un accord de collaboration a été lancé en juin 2012 entre l’UNG et le CEA-DAM-DIF 
pour le développement dans le code de calculs SaX et sur la génération de cellule de silice 
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amorphe dopée phosphore et fluor par dynamique moléculaire ab initio. Deux stages de master en 
collaboration avec le CEA sur cette dernière thématique sont prévus à l’UNG pour avril 2013.  
I.4.3. Implications dans des projets nationaux et internationaux 
I.4.3.1. Projet Vème PCRD ATOMCAD 
 
Lors de mon arrivée au CEA en 2002, le projet européen ATOMCAD [9] (« Linking 
micro and nanotechnology TCAD tools to conventional packages ») qui a duré d’avril 2000 à 
mars 2004, avait commencé depuis 2 ans. Il réunissait 6 équipes venant de 4 pays : le 
LAAS/CNRS de Toulouse, le « National Microelectronics Research Centre » (NMRC-Irlande), 
le « Consejo Superior de Investigationes Cientificas «  (CSIC-Espagne), la société SIGMAPLUS 
(France), l’Université de Chalmers (Suède) et le CEA-DAM-DIF. Les objectifs principaux de ce 
projet étaient la modélisation des composants du futur, le développement de la simulation à 
l’échelle atomique pour la microélectronique et le lien avec la CAD de microélectronique et des 
nanotechnologies. Au cours des deux dernières années du projet, j’ai participé aux avancées 
techniques du projet sur le développement du code Monte Carlo OXCAD et géré l’aspect 
administratif du projet.  
I.4.3.2. Projet ANR LN3M 
 
Ce projet avait été soumis dans le cadre de l’appel à projet de l’Agence Nationale pour la 
Recherche (ANR) 2005 dans la thématique Calcul Intensif et Grilles de Calcul (CIGC) et 
s’intitulait Logiciels Nouvelle génération pour la Modélisation Multi-échelle des Matériaux 
(LN3M). Il était constitué de 8 partenaires: le CEA-DAM-DIF qui était coordinateur, le 
LAAS/CNRS de Toulouse, le CEA-DEN-SRMP de Saclay, le CEA-DSM-DRFMC de Grenoble,  
le LPPM de l’université d’Orsay, le CERMICS de l'Ecole des Ponts ParisTech à Marne la Vallée, 
le LPMCN de l’Université Claude Bernard Lyon1, le CEA-DRT-LETI de Grenoble [10]. 
 
L'objectif de ce projet était de mettre au point un ensemble de logiciels de calcul des 
propriétés thermodynamiques des matériaux permettant de traiter des gros systèmes par une 
approche tirant parti des machines massivement parallèles. L'idée était d'une part de disposer d'un 
code ab initio performant en y implémentant un algorithme d'ordre N et des algorithmes 
spécifiques pour améliorer la rapidité des calculs, et d'autre part de coupler ce code ab initio avec 
un code de dynamique moléculaire et un code de type Monte Carlo cinétique. Il s’agit de gagner 
plusieurs ordres de grandeurs sur les tailles des systèmes et les échelles de temps simulées.  
 
Nous étions impliqués dans un groupe de travail réunissant le LAAS/CNRS, le CEA-
DRT-LETI et donc le CEA-DAM-DIF. Il s’agissait de construire une base de données et de 
valider des codes que nous avons développés sur les matériaux de la microélectronique et 
notamment le dioxyde d’hafnium.  
 
Afin de conclure ce projet et d’exposer les résultats obtenus par les différents partenaires, 
j’ai co-organisé à l’institut Poincaré à Lyon un workshop de 2 jours réunissant les participants au 
projet ainsi que des invités extérieurs ayant des activités connexes à celles développées dans le 
projet.   
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I.4.3.2. Projet dans le cadre de l’« European Theoretical Spectroscopy Facility » - ETSF 
Pour s’appuyer sur la communauté de spectroscopie théorique, fin 2008 nous avons lancé 
un projet à l’European Theoretical Spectroscopy Facility (ESTF) [6] qui a été accepté en 2009. 
Ce projet a permis de formaliser la collaboration avec les universités de Modène (Italie) et de 
Louvain la Neuve (Belgique) en se donnant des objectifs communs (voir I.4.2.2.).  
 
I.5. Rayonnement scientifique 
 
I.5.1 Présentation de cours et séminaires 
 
Exposé Invité « A multiscale study of the creation and the properties of defects in SiO2» 
Université de Rutgers (New Jersey, Etats-Unis), avril 2005.  
 
Exposé Invité « A first principles study of the properties of defects in pure and doped 
SiO2 and HfO2» Université de Stanford (Californie, Etats-Unis), avril 2007.  
 
Exposé Invité « Radiation Effects on Silica-Based Preforms and Optical Fibers : Coupling 
Ab initio Simulations and Experiments » Université de Modène (Italie), 22 avril 2009 
 
Exposé Invité « Combining DFT calculations and OXCAD Monte Carlo package to 
characterize silicon oxide growth» au Workshop « New Horizons in Modelling Surface 
Processes”  du « London Center for Nanotechnology » (Londres, Angleterre) du 31 mars 
2008 au jeudi 3 avril 2008.   
 
Exposé Invité « First principles study of optical properties of oxygen properties of oxygen 
deficient centers in pure and Ge-doped amorphous silica » à la « 2
nd
 International 
Symposium on Structure-Property Relationships in Solid State Materials” (Nantes, 
France), juin 2008. 
 
Exposé Invité « Etude à l'échelle atomique des propriétés des défauts dans la silice 
amorphe » Laboratoire Phlam (Lille, France), 19 novembre 2009. 
 
Cours « Simulation of Radiation Effects at the Atomic Scale: Theory and Examples of 
Applications » dans le cadre du Short-Course de la conférence RADECS 2009 à Bruges 
(Belgique), septembre 2009. 
 
I.5.2. Organisation de conférences 
 
J’ai également contribué à l’organisation des principales conférences de ma communauté 
scientifique en tant que membre du comité d’organisation des 6eme, 7eme, 8eme et  9eme « Symposium 
on Advanced Dielectrics and Related Devices » qui se sont tenus respectivement à Palerme en 
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Italie en 2006 et en 2008 à Saint-Etienne, France, à Varenne en Italie en 2010 et à  Hyères en 
2012 [11].  
 
J’ai co-organisé avec Alain Estève (CNRS/LAAS, Toulouse), Yves Chabal (Rutgers 
University, New Jersey, Etats-Unis) et Glen Wilk (ASM America, Transistor and Capacitor 
Products, Phoenix, Arizona, Etats-Unis) le symposium H « Characterization of 
Oxide/Semiconductor for CMOS Technologies » à la conférence MRS Spring Meeting 2007 (San 
Francisco-Etats-Unis) [12]. 
Il s’agissait de rassembler des expérimentateurs et des théoriciens étudiant les interfaces 
oxyde/semiconducteur et leurs procédés de fabrication dans le cadre de l’avancée des composants 
microélectroniques.  
 
J’ai également été impliqué auprès de la conférence RADECS 2007 (Deauville, Fr) en 
tant que « Proceeding Guest Editor » et membre du comité d’organisation de la conférence. 
 
J’ai co-organisé le workshop LN3M  qui s’est déroulé à l’ENS-Lyon (Lyon-France) du 28 
au 29 septembre 2009 13. 
 
En 2012, j’ai été co-organisateur des 3èmes Journées sur les Fibres Optiques en Milieu 
Radiatif (JMR 2012), qui se sont déroulées les 12 et 13 Novembre à Nice [14]. Ces journées 
réunissent les acteurs de la communauté des chercheurs et des universitaires et des industriels 
travaillant sur les fibres optiques ou les systèmes fibrés et les capteurs à fibres optiques soumis à 
des environnements  radiatifs. 
 
Enfin, je participe à la relecture et à la sélection d’articles pour des publications 
notamment pour l’American Physical Society ou Elsevier  (Physical Review B, Journal of Non-
Crystalline Solids, Surface Science) ou pour la conférence « Symposium on Advanced 
Dielectrics and Related Devices » de façon régulière depuis 2006. 
 
I.5.3. Enseignements 
 
Entre 2004 et 2008, j’ai pu donner des enseignements sur les procédés de fabrication en 
microélectronique, les nouveaux matériaux en microélectronique et la simulation à l’échelle 
atomique en deuxième année du Master pro Nanotechnologies de l’Université Paris 11. Le 
volume horaire était de dix-huit heures par an et consistait en trois heures de cours sur les 
procédés de fabrication en microélectronique, trois heures sur les méthodes de simulation à 
l’échelle atomique et une douzaine d’heure de travaux pratiques sur l’utilisation des codes de 
simulation à l’échelle atomique.   
 
En novembre 2012, j’ai donné un séminaire pour des élèves de dernière année à l’Ecole 
Centrale Paris intitulé « Atomic scale simulations of radiation effects into micro-electronic and 
optoelectronic components ». 
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I.5.4. Divers 
 
De 2005 à 2009, j’ai participé aux réunions de l’Observatoire des Micro et 
Nanotechnologies (OMNT) en tant qu’expert dans la thématique Nanoconstruction. 
 
Enfin, j’exerce la fonction de suppléant chef de laboratoire depuis le 1er janvier 2010. 
Depuis cette date, j’ai été amené par deux fois à être chef de laboratoire par intérim (entre février 
2010 et juin 2010 puis de février  2011 à septembre 2011). Dans ce cadre, j’ai encadré un 
laboratoire de 12 personnes, aussi bien des techniciens, des chercheurs que des thésards ou des 
post-doctorants. Cela m’a permis d’élargir mon domaine de recherche à l’ensemble des activités 
du laboratoire et explique le fait que je participe à des publications connexes à mon domaine de 
compétences proprement dit comme [A25] et [A26]. Le contenu technique de ces deux 
publications ne sera donc pas développé dans ce manuscrit. 
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PARTIE II. Mémoire de recherche 
 
II.1 Contexte des études 
II.1.1. Le contexte CEA 
 
Un des objectifs des études menées au CEA-DAM est de quantifier la vulnérabilité de 
composants élémentaires électroniques (transistors, mémoires,…) et optoélectroniques (fibres 
optiques, capteurs APS
1
 ou CCD
2
) sous irradiation et si nécessaire d’augmenter leur tolérance 
aux radiations. Le terme consacré pour cette dernière action est le durcissement du composant. Le 
CEA participe actuellement au développement de grands instruments pour la fusion par 
confinement inertiel comme le LMJ ou magnétique comme ITER qui vont nécessiter le 
développement de composants durcis à des environnements radiatifs très spécifiques. Dans le 
domaine des applications militaires, la dissuasion nationale repose sur un armement stratégique 
dont l’électronique de commande doit aussi être durcie à des contraintes radiatives. Au-delà de 
ces applications, notre laboratoire est impliqué dans des études touchant d’autres domaines 
comme le nucléaire civil, l’effet du rayonnement cosmique et atmosphérique pour les 
applications spatiales et terrestres. 
 
Pour toutes ces applications, il s’agit bien sûr de tester ces composants sous irradiation 
dans les environnements de l’application. Cet environnement n’étant souvent pas accessible 
auprès des installations d’irradiation existantes actuellement, la qualification se fait par parties. 
Une compréhension fine des phénomènes physiques est alors indispensable afin de faire les 
extrapolations nécessaires. L’objectif final est d’être capable d’orienter les concepteurs travaillant 
aux niveaux des circuits et des systèmes en leur donnant des consignes sur les technologies et les 
composants les mieux préparés à l’environnement d’application.  
 
Mais pour la majorité de ces études, il est indispensable d’aller au-delà de cette approche 
d‘ingénierie en conduisant des études de recherche en physique permettant la compréhension fine 
des phénomènes se déroulant dans les composants avant, pendant et après irradiation. Ces études 
nous permettent bien sûr d’économiser des tests sur des composants en optimisant les 
expériences de manière efficace et d’aider dans les propositions de solutions de durcissement 
mais aussi d’extrapoler le comportement des composants dans des conditions non atteignables 
par les moyens expérimentaux disponibles ou encore d’anticiper l’arrivée de nouvelles 
générations de composants dans une industrie en évolution permanente. Toutes ces études 
permettent au laboratoire d’avoir développé une compétence reconnue dans la communauté 
internationale du durcissement. Cette reconnaissance a été soulignée par l’obtention régulière ces 
dernières années de prix du meilleur papier dans les deux conférences de référence dans le 
domaine du durcissement des composants, RADECS
3
 et NSREC
1
. Depuis 2002 est venue se 
                                                 
1
 APS : « Active Pixel Sensor » 
2
 CCD : « Charge Coupled Device » ou dispositif à transfert de charge 
3
 RADECS : « RADiation Effects on Components and Systems » 
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greffer sur ces activités de durcissement, l’activité de simulation depuis l’échelle atomique afin 
de répondre de manière plus précise à des questions qui se posent actuellement et d’anticiper les 
problèmes qui se poseront de plus en plus pour les composants de taille nanométrique.   
 
Pour répondre à cette mission, l’approche mise en place dans notre laboratoire se base sur le 
couplage entre expérimentations et simulations. Les expérimentations consistent principalement 
en des expériences d’irradiation sous différents faisceaux (électrons, X, ions, neutrons, photons, 
laser,…) puis de caractérisations des composants irradiés pendant ou après irradiation soit par des 
caractérisations électriques ou par des moyens de spectroscopie. La partie simulation est, quant à 
elle, composée de deux chaînes multi-échelle/multi-modèle : 
 Une chaîne « interaction nucléaire/composant microélectronique », 
 Une chaîne « défaut dans les matériaux/procédé de fabrication/fibres optiques ». 
Ces deux chaînes sont représentées schématiquement sur la  
Figure 1. L’objectif à terme est bien sûr de construire des ponts entre ces deux chaînes. De même, 
dans la chaîne « défaut dans les matériaux/procédé de fabrication/fibres optiques » dans les 
matériaux, le lien entre les calculs à l’échelle atomique et les calculs de transmission dans les 
fibres optiques reste à construire. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                                                                                              
1
 NSREC : « Nuclear and Space Radiation Effects Conference» 
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Figure 1 : Schéma des différents niveaux de simulation utilisés dans le laboratoire. En haut : la chaîne 
« interaction nucléaire/composant microélectronique » extraite de [15]. En bas : la chaîne « défaut dans les 
matériaux/procédé de fabrication/fibres optiques ». Les flèches pleines montrent les liens existant, les flèches 
en pointillés ceux à construire.  
 
 
En ce qui concerne les calculs matériaux à l’échelle atomique, j’ai été amené dans mon 
travail à utiliser deux types de méthodes correspondant à deux échelles d’étude : l’échelle « ab 
initio » et l’échelle «  Monte Carlo Cinétique ».  
II.1.2. Le contexte de la microélectronique 
 
La miniaturisation à marche forcée des transistors en suivant la feuille de route décrite par 
la loi de Moore
1
 a permis un formidable essor économique de l'industrie microélectronique et des 
performances des composants. Mais cette intégration a son revers : en devenant de plus en plus 
intégrés, les composants électroniques, comme les transistors MOSFET (« Metal Oxide 
Semiconductor Field Effect Transistor »), composants de base de la microélectronique 
représentés schématiquement sur la Figure 2, vont atteindre des épaisseurs caractéristiques pour 
l’oxyde de grille de l’ordre du nanomètre (cf. Tableau 2 pour l’épaisseur de l’oxyde de grille en 
fonction des générations). Cela entraine de nombreux problèmes comme entre autres le contrôle 
                                                 
1
 Loi de Moore : Gordon Moore, l’un des fondateurs d’Intel, annonçait en 1975 le doublement du nombre de 
transistors intégrés dans un processus tous les deux ans. 
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de la reproductibilité industrielle, de la fiabilité des composants ou de la maîtrise des 
caractéristiques électriques des composants avec un courant de fuite à travers la grille du 
transistor augmentant exponentiellement [16]. 
 
Grille métal
Longueur de canal L
Substrat Si
Electrode de source Diélectrique de grille
Electrode de drain
 
Figure 2 : Coupe schématique d’un transistor MOSFET. 
 
 
Année Finesse de gravure Epaisseur de l’oxyde de grille 
2001 
2004 
2007 
2010 
2012 
130 nm 
100 nm 
65 nm 
45 nm 
32 nm 
1.3-1.6 nm 
0.9-1.4 nm 
0.6-1.1 nm 
0.5-0.8 nm 
0.4-0.6 nm 
Tableau 2 : Evolution de la taille du transistor MOSFET. 
 
 
 
 Afin de remédier à ce problème, il existe deux approches complémentaires:  
 élargir la loi de Moore en miniaturisant et intégrant les technologies interagissant avec les 
dispositifs de la microélectronique. Cette approche est désignée par l’appellation « More 
than Moore », 
  continuer sur le chemin tracé par la loi de Moore en remplaçant l’oxyde de silicium par  
un matériau à forte constante diélectrique (« high- dielectric materials» en anglais).  
 
Dans ce manuscrit, mes études ne se placent que dans le cadre de cette deuxième 
approche. Les performances d’un oxyde de grille sont données par sa capacité, c’est-à-dire 
son aptitude à maintenir un certain nombre de charges à chacune de ses interfaces. Plus la 
capacité est grande, plus le nombre d’électrons pouvant passer dans le canal du transistor est 
important. Cette capacité est proportionnelle au rapport entre la permittivité du matériau et 
son épaisseur : 
e
C

  (1) 
Où  est la permittivité du matériau, propriété intrinsèque du matériau, et e son épaisseur. 
  
Ne pouvant plus continuer à diminuer l’épaisseur pour augmenter la capacité, il fallait 
nécessairement augmenter  et donc changer de matériau en le choisissant avec une plus forte 
constante diélectrique que le SiO2, d’où la notion de matériau à forte constante diélectrique. A 
performance et donc capacité équivalente entre le SiO2 et le matériau à forte constante 
diélectrique, ce dernier permettra d’avoir une épaisseur plus importante pour une capacité 
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identique à l’oxyde de silicium (voir Figure 3) et donc de diminuer les courants de fuite. On se 
réfère toujours à l’épaisseur d’oxyde en SiO2 et on définit donc pour l’épaisseur du matériau à 
forte constante diélectrique l’épaisseur d’oxyde équivalente (EOT) qui se définit de la façon 
suivante : 
khigh
khigh
SiO eEOT 



 2
(2) 
 
où SiO2 et high-k sont les permittivités de SiO2 et du  matériau à forte constante diélectrique 
respectivement et  ehigh-k l’épaisseur de ce dernier.  
 
 
Figure 3 : Représentation schématique de l’intérêt des high-extrait de [17]). 
 
Les recherches sur les matériaux pouvant remplacer l’oxyde de silicium a été un domaine 
d’étude important depuis la fin des années 90. Parmi les nombreux matériaux à  forte constante 
diélectrique qui ont été étudiés lors de ces dix dernières années, le dioxyde d’hafnium est celui 
qui s’est détaché comme le plus prometteur pour les générations 45 et 35 nm. Il a d’ailleurs été 
intégré dans le premier processeur au monde commercialisé avec un matériau à  forte constante 
diélectrique. Ce processeur de la génération 45 nm a été commercialisé par Intel

 en janvier 2008 
[17]. Le HfO2 possède de nombreuses qualités : une permittivité de 25 (contre 3,9 pour la silice), 
un gap assez grand de 5,68 eV (contre 9 eV pour la silice) et une bonne stabilité thermique au 
contact du Silicium qui compose le substrat d’un transistor [18]. De nombreuses méthodes 
existent pour faire croître un couche de HfO2 sur un substrat de silicium et parmi elles, le dépôt 
par couche  atomique (ALD) permet d’obtenir des films ultra-fins possédant une excellente 
conformité et uniformité sur de grandes surfaces [19].  On doit noter au passage que lorsqu’on 
dépose du dioxyde d’hafnium sur un substrat de silicium, il se forme toujours une couche 
interfaciale de SiO2 entre ces deux matériaux. Cette couche de silice qui a pu apparaître comme 
un problème au début des recherches sur les matériaux high-k, car elle diminue les performances 
du composant en diminuant la permittivité de l’oxyde, a finalement été louée pour sa faible 
densité de défauts par rapport à celle du dioxyde d’hafnium et donc pour le rôle de protection 
qu’elle peut avoir pour les électrons du canal. Par contre, la maîtrise de cette couche de silice 
reste un défi. De plus, avec l’arrivée des matériaux « high- », le procédé de fabrication a dû 
évoluer passant de l’oxydation thermique pour la croissance de la couche de silicium au dépôt par 
couche atomique où les constituants du HfO2 sont amenés au travers de précurseurs. De même, la 
nature de la grille a dû être changée, passant du polysilicium à une grille métallique. Tous ces 
changements sont encore en cours d’étude et d’optimisation chez la plupart des fabricants.   
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Aujourd’hui, l’avenir proche semble même encore plus complexe, qu’il y dix ans comme 
le montre la Figure 4. En effet, il faudra sûrement non seulement changer le semiconducteur en 
adoptant un matériau à forte mobilité de type Germanium ou éléments III-V (AsGa, InGaAs…) 
pour le canal pour les générations 15/11 nm mais avant cela pour les générations 22/17 nm il aura 
fallu évoluer vers une nouvelle architecture du composant de type FinFET. Pour la génération 7 
nm, on s’orientera sûrement vers une structure de type « gate all around » et au niveau matériau 
on pourrait voir l’introduction de matériaux à base de carbone comme le graphène ou les 
nanotubes de carbone.  
 
 
 
 
 
Figure 4 : Feuille de route des composants de type MOSFET pour les prochaines générations selon l’IMEC 
[20]. 
 
Sur la Figure 5 sont représentées schématiquement les nouvelles architectures possibles.  
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Figure 5 : En partant de la droite : un CMOS traditionnel planaire ;  un UTB SOI (« Ultra Thin Body Silicon 
On Insulator ») dans lequel le canal de silicium massif est remplacé par une fine couche de silicium sur 
isolant ; le FinFet dans lequel le canal a été tourné verticalement et est entouré par la grille (figure extraite de 
[21]). 
 
Dans la feuille de route définie en 2011 par l’ITRS [22], ces challenges sont résumés de la 
façon suivante : « Reduction of the equivalent gate oxide thickness (EOT) below -0.7 nm with 
appropriate metal gates remains as the most difficult challenge associated with the future device 
scaling. Higher dielectric constant dielectrics with adequate conduction and valence band offsets 
with silicon and thinner interfacial layers are required. Reduction of interface states for gate stack 
on multi-gate devices is one of key challenges for 16 nm half-pitch and beyond ».   
 
En ce qui concerne la simulation, là aussi, plusieurs pistes pour aider aux développements 
des futurs composants sont avancées dans le document ITRS de 2011, certaines touchant la 
simulation ab initio ou partant de l’ab initio : 
 
« [...]. Ab initio methods for the investigation of the excited states are required. Most readily 
ab initio methods and tools are restricted to ground state calculations. [...] » 
 
« [...]. For the assessment of material properties, combination of different tools based on 
different levels of approximation is a necessity. Since the numerical solution of the 
Schrödinger equation is feasible only for small numbers of atoms in heterogeneous structures, 
density functional theory (DFT) – type tools have to be applied. In the cases where DFT tools are 
not numerically efficient (e.g. if number of atoms in the structure exceeds several hundreds) the 
application of molecular dynamics and kinetic Monte Carlo methods should be considered. 
[...] » 
 
Une partie de mes activités de simulation à l’échelle atomique se sont placées depuis 10 ans 
sur ces deux axes :  
 développer et utiliser des méthodes prenant en compte les états excités et permettant de 
prédire de façon plus précise que la Théorie de la Fonctionnelle de la Densité (DFT) les 
propriétés électroniques des matériaux, 
 remonter des échelles depuis la simulation ab initio en utilisant des méthodes de type 
Monte Carlo cinétique. 
 
Au niveau composant, de nombreuses questions se posent donc à la communauté et les 
calculs à l’échelle atomique peuvent apporter une partie de la réponse. Pour nos applications 
s’ajoute à tout cela la problématique de l’effet des radiations. 
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II.1.3. Composants et  matériaux sous irradiation 
 
L’exposition de matériaux à des radiations résulte en la création de défauts à l’échelle 
atomique ou à la transformation de défauts pré-existants par ionisation ou déplacement atomique. 
Selon leurs propriétés physiques et chimiques, la présence de ces défauts peut avoir des 
conséquences plus ou moins importantes sur les propriétés du matériau et dans le cas pire, porter 
atteinte aux fonctionnalités du composant le contenant. Sur l’exemple issu de la littérature donné 
en  Figure 6, est représentée la variation de la tension de seuil en fonction de la dose totale et en 
relation avec la densité de défaut induit. 
 
 
Figure 6 : Variation de la tension de seuil Vth en fonction de la dose totale après une irradiation aux protons 
de 20 MeV pour différentes fluences. Sur cette figure, la tension de seuil est séparée en deux composantes VNit 
due aux pièges d’interface et VNot due aux pièges dans l’oxyde (extrait de [23]). 
 
 
Il en est de même dans une fibre optique sous irradiation. Sa capacité de transmission sera 
affectée par le défaut ponctuel créé ou activé sous irradiation (voir les détails donnés dans la 
partie II.1.4.). 
Dans les composants microélectroniques sous irradiation, plusieurs phénomènes peuvent 
apparaître : 
 L’interaction par ionisation directe ou indirecte : Dans le cas d’une ionisation 
directe, les ions lourds (Z ≥ 2) rencontrés dans l’environnement spatial produisent un 
effet ionisant au travers principalement d’interactions inélastiques communiquant une 
grande énergie au nuage électronique. Dans le cas indirect, ce sont les neutrons 
présents dans l’atmosphère qui déplacent les noyaux des atomes composant le 
matériau au travers d’une réaction atomique. 
 Les effets de dose cumulée dans les oxydes : Dans l’isolant, l’irradiation cumulée 
participe à la construction d’une densité de charges piégées. L’accumulation de ces 
charges piégées induit une dérive permanente des paramètres électriques. Les pièges 
sont liés à la quantité de défauts dans l’oxyde ou aux états d’interfaces dus à des 
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défauts au passage entre le semiconducteur et l’isolant (centre Pb à l’interface 
Si/SiO2). Leur durée de vie est quant à elle due à la position des états électroniques 
introduits dans la bande interdite de l’isolant par le défaut. En fonction de cela, on dira 
qu’un piège est plus ou moins profond.  
 Les effets transitoires dans le semiconducteur : Dans les régions actives en 
semiconducteur, les charges générées par les irradiations sont transportées par dérive 
et diffusion et collectées par les structures élémentaires. Si ce courant est 
suffisamment important, cela peut entraîner des dommages permanents sur le 
semiconducteur (verrouillage ou « latch-up ») et sur les isolants (rupture de grille).  
 
Bien sûr, tous ces effets sont vrais pour les générations actuelles de composants, mais ils 
pourront être amenés à évoluer pour les générations futures de composants dans lesquelles les 
architectures et les matériaux seront amenés à changer. 
  
A l’échelle atomique vont donc intervenir deux types de phénomènes : interaction 
nucléaire et charge/décharge de pièges générés par des défauts. Le premier phénomène est traité 
dans notre laboratoire avec le code d’interaction particule-matière Geant4 (voir Figure 1). Le 
second est étudié en utilisant des codes ab initio et les résultats touchant cette partie sont donnés 
dans les parties II.3, II.4 et II.5 de ce manuscrit. 
 
II.1.4. Fibres optiques en environnement nucléaire 
 
Un autre composant d’intérêt dans le laboratoire est la fibre optique. En effet, les 
applications envisagées pour les fibres optiques dans les différents domaines du nucléaire sont de 
plus en plus nombreuses. Cet intérêt croissant repose sur des qualités inhérentes à ce moyen de 
transport de l’information mais aussi à leur fonctionnalisation possible en vue d’obtenir des 
capteurs de température, de contrainte... ou des lasers à fibres optiques. En effet, les fibres 
optiques sont pour la plupart composées d’un cœur de silice pure ou dopée (je ne parlerai pas ici 
des fibres à cœur d’air dites «hollow core ») et sont donc intrinsèquement immunes aux effets 
électromagnétiques fréquemment rencontrés dans les installations nucléaires ou dans les grands 
instruments dédiés à la physique des Hautes Energies. Un schéma d’une fibre optique est donné 
sur la Figure 7. 
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Figure 7 : Schéma de principe d’une fibre optique à cœur de silice avec le cœur (en jaune) qui conduit 
majoritairement le signal (en rouge), la gaine optique (en bleu) qui peut conduire une partie du signal et le 
coating (en gris) qui permet de protéger la fibre.  
 
Grâce aussi à leur faible poids, leur faible encombrement, leur large bande passante et leur 
faible atténuation linéique, elles sont pressenties pour remplacer avantageusement les câbles 
coaxiaux dans des environnements où les courants parasites générés par des radiations ou des 
effets électromagnétiques pourraient empêcher le bon fonctionnement de l’installation. Au CEA-
DAM-DIF, le projet Laser Mégajoule (LMJ) [24] va nécessiter l’installation de plus de cent 
kilomètres de fibres optiques.  
 
Malgré tous leurs avantages, les fibres optiques sont tout de même sensibles aux 
radiations. L’irradiation d’un verre ou d’une fibre optique à base de silice pure ou dopée entraîne 
la création à l’échelle atomique de défauts ponctuels par ionisation ou déplacement atomique 
selon la nature et l’énergie des particules incidentes. Et ce sont les propriétés énergétiques, 
structurelles et optiques de ces défauts (appelés parfois centres colorés), qui dicteront le 
comportement macroscopique du verre ou de la fibre optique pendant et après l’irradiation. La 
réponse de ces défauts dans des fibres optiques sous irradiations peut générer trois différents 
phénomènes: 
 RIA  (Radiation-Induced Attenuation) Atténuation induite par irradiation : 
l’irradiation induit une augmentation de l’atténuation linéique intrinsèque de la fibre 
optique réduisant sa capacité de transmission, pouvant aboutir à une opacification 
totale de la liaison optique et donc à une perte de l’information propagée.  
 RIE (Radiation-Induced Emission) Emission induite par irradiation : l’irradiation 
induit la génération de lumière parasite dans la fibre optique (émission Cerenkov ou 
luminescence) qui en se superposant au signal utile dégrade le rapport signal sur bruit 
de la liaison et peut aboutir à la perte de l’information véhiculée. 
 La densification : l’irradiation peut entraîner une densification de la silice constituant 
la fibre optique à de très fortes doses, résultant en une modification des conditions de 
guidage de la fibre optique pouvant altérer le bon fonctionnement de la liaison. Ce 
phénomène est associé à de très fortes doses d’irradiation, le plus souvent 
neutroniques. 
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Un exemple de signal sous irradiation est donné sur la Figure 8 sur une fibre dopée fluor. 
Pendant l’irradiation, un pic dans la puissance transmise est observé mélangeant RIE et RIA. Puis 
après l’irradiation, la puissance transmise est plus faible qu’avant irradiation à cause de la RIA. 
Les défauts semblent disparaitre en partie, puisqu’ensuite la RIA diminue mais converge vers une 
limite plus faible que le signal de départ. 
Pour nos applications, la principale source de dégradation de la fibre optique est liée à 
l’atténuation induite par irradiation (RIA). L’amplitude et les cinétiques associées à la RIA 
dépendent fortement du type de fibre optique considéré, de son profil d’emploi et bien sûr de 
l’environnement radiatif associé à l’application visée.  
 
 
 
Figure 8 : Réponse à 400 nm d’une fibre optique multimode à cœur de silice dopée Fluor à une irradiation 
transitoire. (X-1 MeV, 35ns, dose=4,3 Gy). 
 
 
Dans 90% des cas, des fibres commerciales possédant un niveau de durcissement suffisant 
existent, mais pour les 10% restants, des études physiques poussées pour définir le design de 
fibres optiques durcies sont indispensables. Et si dans les applications spatiales, les fibres 
optiques sont déjà utilisées à cause des avantages cités plus haut, d’autres applications, comme le 
projet ITER [25], les centrales nucléaires nouvelles générations ou le stockage des déchets 
nucléaires réalisé en France par l’Agence Nationale pour la gestion des Déchets Radioactifs 
(ANDRA) sont aussi en attente de fibres optiques durcies répondant à leurs besoins.   
 
De nombreuses études ont été menées depuis le début des années 1980 pour identifier les 
paramètres intrinsèques ou extrinsèques aux fibres optiques qui influencent leur réponse sous 
irradiation. La Figure 9, extraite du manuscrit de HDR de Sylvain Girard [4], recense les 
principaux paramètres. 
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Figure 9 : Bilan des différents paramètres influant sur la réponse de la fibre optique sous irradiation. 
 
 
Comme dans le cas du durcissement des composants microélectroniques, il s’agit alors de 
connaître et maîtriser les phénomènes physiques se déroulant dans la fibre optique en fonction de 
l’environnement radiatif visé. Selon l’application finale, chaque environnement a sa particularité 
comme le montre la Figure 10. 
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Figure 10 : Ordre de grandeurs en matière de dose et débit de dose des environnements radiatifs des 
applications d’intérêt pour les fibres optiques durcies. 
 
 
Il existe depuis les années 60 des études de caractérisation des défauts créés sous 
irradiation dans la silice. Elles ont permis de  développer toute une zoologie de défauts. Des 
tables essayant de faire la correspondance entre bandes d’absorption et de photoluminescence ont 
été développées (voir un exemple sur la Figure 11 extraite de [26]).  
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Figure 11 : Bandes d’absorption (en haut) et de photoluminescence (en bas) de certains défauts présents dans 
la silice pure (figure extraite de [26], voir cette référence pour plus de détails sur les noms de défauts). 
 
 
Comme l’illustre la Figure 11, de nombreuses bandes restent mal attribuées. La mise en 
correspondance d’une bande d’absorption ou de luminescence avec la structure atomique du 
défaut reste complexe, car il s’agit de reproduire avec des bandes absorption gaussiennes un 
signal d’atténuation souvent complexe (voir un exemple sur Figure 12 extraite d’une étude 
réalisée dans notre laboratoire par Sylvain Girard).  
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Figure 12 : Mesure de l’Atténuation induite par irradiation (en dB/m) en fonction de la longueur d’onde (en 
nm). Le signal réel est en point rouge. Les gaussiennes de couleurs représentent les fits possibles par rapport à 
des bandes d’absorption connues. 
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La détermination des signatures des défauts et le lien avec leurs structures nécessitent 
donc la mise en place d’un grand nombre de moyens de caractérisation expérimentaux. Une autre 
difficulté est la connaissance de la composition exacte de la fibre optique. La fibre optique, étant 
un objet industriel, sa composition est souvent gardée secrète et parfois des impuretés peuvent 
être introduites en très faible quantité dans la fibre au moment du processus de fabrication sans 
que cela ne représente une gêne particulière par rapport aux performances attendues par 
l’industriel. Par contre, cela pourra intervenir dans la réponse de la fibre optique sous irradiation 
(paramètre composition de la fibre sur la Figure 9). Il en est de même du procédé de fabrication.  
 
Il est donc nécessaire non seulement de maîtriser tous les paramètres influant sur la 
réponse de la fibre depuis son design et sa fabrication, mais aussi de mettre en place l’ensemble 
des moyens d’irradiations et de caractérisations nécessaire à l’identification et la caractérisation 
des défauts à l’échelle atomique et de leurs contributions dans la variation du signal transmis afin 
de caractériser par partie l’effet des radiations et les propriétés des défauts. En 2008, un papier 
rassemblant des chercheurs et des ingénieurs travaillant sur le NIF, le LMJ et ITER faisait le 
point sur les problématiques de durcissement pour les diagnostics et donnait des pistes pour aider 
aux durcissements [27] :  
“[…] in both fields, there is a need to further develop models that predict the optical 
changes induced by the radiation and particularly the multiscale modeling based on ab initio 
calculation approach. This is a challenging step toward a deeper understanding of radiation 
effects in silica-based materials…An accurate control of the fabrication parameters of the optical 
fiber is important and requires close collaboration of the researcher, the fiber supplier and 
the fiber manufacturer […]”. 
 
C’est ce type d’approche couplant simulation multi-échelle, expériences et lien direct avec 
un industriel que j’ai mise en place sur cette thématique depuis 2007 dans notre laboratoire. 
L’objectif à long terme de cette approche est le développement de modèles prédictifs  permettant, 
à partir d’une structure de fibre optique et son historique, d’estimer sa vulnérabilité pour une 
application donnée ou à l’inverse, pour un environnement donné de déterminer la structure de 
fibre optique la plus adaptée pour l’application visée. Cette approche a également été présentée 
dans deux publications [A16, A17] et dans le manuscrit d’habilitation à diriger des recherches de 
mon collègue, Sylvain Girard [4], qui était co-responsable de cette activité dans le laboratoire. 
Cette approche a été lancée dans le cadre d’abord d’une collaboration puis d’une équipe de 
recherche commune avec le LaHC à Saint-Etienne (voir I.4.1.4). Nos deux laboratoires 
regroupent moyens de calculs et moyens expérimentaux complémentaires. A ces deux 
laboratoires, s’est joint ensuite le laboratoire LAMP (« Laboratory of Amorphous Materials ») de 
l’Université de Palerme qui a apporté sa connaissance des défauts dans la silice et des moyens 
expérimentaux complémentaires comme la Résonance Paramagnétique Electronique (RPE). Pour 
la partie calcul ab initio, toutes les collaborations sont détaillées dans la partie I.3. de ce 
manuscrit. Depuis 2011, notre laboratoire collabore aussi avec l’école polytechnique de Bari sur 
des simulations à l’échelle du composant permettant le calcul du signal transmis en fonction du 
design de la fibre [28]. N’étant pas directement impliqué dans ces calculs, cette approche ne sera 
pas développée dans ce manuscrit. Le Tableau 3 résume toutes ces collaborations.  
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Partenaires 
Année d’entrée 
dans la 
collaboration 
Axe d’étude 
CEA-DAM-DIF (Arpajon, France) 2005 Simulation ab initio / Etudes expérimentales (essais en radiation) 
LabHC (St Etienne, France) 2005 Simulation ab initio / Etudes expérimentales (spectroscopie) 
LAMP (Palerme, Italie) 2006 Etudes expérimentales (spectroscopie) 
S3 (Modène, Italie) 2007-2010 Développement de codes ab initio 
UCL/SCK-CEN (Belgique) 2008-2009 Simulation ab initio 
CNR/IOM (Trieste, Italie) 2010 Simulation ab initio 
Ecole Polytechnique de Bari (Bari, 
Italie) 
2011 Design, optimisation et caractérisation d’amplificateurs en fibres 
optiques à base de terres rares durcies aux radiations par 
l’algorithme PSO (“Particle Swarm Optimization”) 
Université de Nova Gorica (Nova 
Gorica, Slovènie) 
2012 développement de codes ab initio et simulation 
Tableau 3 : Collaborations mises en place dans le cadre de notre approche couplée simulation/expérience sur 
le durcissement des fibres optiques 
 
Afin de pouvoir contrôler les paramètres intrinsèques à la fibre définis sur Figure 9, nous 
collaborons aussi depuis 2007 avec le fabricant de fibres optiques IXFIBER [29] afin de 
développer des préformes et des fibres optiques à façon sur cahier des charges CEA. Une dizaine 
de préformes ont ainsi été développées. Il s’agit de jouer sur un seul paramètre pour chacune 
d’entre elles : un seul dopant (Germanium, Fluor, Phosphore…), l’effet du bi-dopage 
(Germanium-Fluor par exemple) ou la variation de la tension d’étirage. Certains de ces 
échantillons ont été développés pour que la concentration de ces échantillons corresponde aux 
concentrations accessibles par le calcul ab initio (voir Figure 13 pour un exemple sur le 
Germanium).  
 
 
Figure 13 : Variation de l’indice (n) et de la concentration en Germanium en fonction de la distance radiale 
de la préforme et de la fibre optique. 
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Grâce aux moyens complémentaires entre le CEA-DAM-DIF, le LaHC et le LAMP, des 
avancées importantes côté caractérisation expérimentale des défauts dans la silice ont pu être 
réalisées (voir [4]). Les résultats sur la partie théorique obtenus dans le cadre de cette approche 
sont présentés en II.4.1. 
 
II.2 Méthodologies 
 
II.2.1 Structure Electronique : La Théorie de la Fonctionnelle de la Densité 
 
Pour nos calculs de structure électronique, nous nous sommes placés dans le cadre de la 
Théorie de la Fonctionnelle de la Densité (DFT) (pour une revue complète et des exemples 
d’applications voir par exemple [30]). Cette théorie se base sur les travaux de Hohenberg, Kohn 
et Sham [31,32] publiés dans les années 60. Elle permet de décrire le matériau à l’échelle 
atomique dans son état fondamental (c’est-à-dire un système de M noyaux et N électrons en 
interactions  dans leur état fondamental) en se plaçant dans l’approximation de Born-
Oppenheimer et donc de résoudre l’équation de Schrödinger indépendante du temps, en se 
plaçant dans une approche de champs moyens. Pour cela, la DFT utilise comme quantité de base 
pour la description du système la densité électronique, alors que d’autres méthodes de chimie 
quantique comme la méthode Hartree-Fock utilisent la fonction d’onde. Le développement de 
cette théorie a valu à Walter Kohn le prix Nobel de Chimie en 1998 [33]. Grâce à la DFT, on 
aboutit à un système d’équations : 
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appelé équations de Kohn et Sham, où : 
 r est le vecteur des 3N positions électroniques 
 )(rρ est la densité 
 les )(ri  sont les fonctions d’onde à une seule particule et leurs énergies. 
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  est le potentiel encore inconnu d'échange et de corrélation. 
 
A ce stade, la DFT est une théorie exacte. Cependant, elle reste inapplicable à cause du fait 
que tous les termes inconnus soient réunis dans un seul terme, le terme d’échange-corrélation. 
Pour pouvoir utiliser de façon pratique la DFT, on est donc obligé de passer par une 
approximation sur ce terme. Les deux approximations usuelles sont l'approximation de densité 
locale (LDA) et l'approximation de gradient généralisée (GGA). Il existe de nombreux travaux de 
paramétrisation des fonctionnelles en  LDA et GGA, il est donc souvent nécessaire de réaliser des 
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tests sur chacune d’entre elles. LDA et GGA sont des approximations assez simples mais elles 
donnent de très bons résultats pour de nombreux matériaux. La DFT-LDA ou GGA permet en 
général d’obtenir une bonne description des propriétés structurelles (positions des atomes, 
paramètre de maille, volume d’équilibre, coefficient d'incompressibilité, transitions de phase, 
phonons,…) et des propriétés d’énergie (stabilité relative des différentes phases, énergie de 
cohésion, énergie de formation des défauts,…).  
 
Les calculs basés sur la DFT, comme ceux basés sur Hartree-Fock, sont appelés calculs ab 
initio ou depuis les « premiers principes » au sens qu’ils n’utilisent a priori que le numéro 
atomique de l’élément étudié et ne contiennent pas de paramètres ajustables.     
 
Les calculs basés sur la DFT se sont particulièrement développés depuis le début des années 
90 avec l’arrivée de supercalculateurs permettant aux physiciens et aux chimistes de développer 
des codes adaptés à ces nouveaux moyens de calcul. Cela a conduit à faire évoluer ces méthodes 
et à les rendre de plus en plus matures à des applications à des structures de  matériaux de plus en 
plus complexes et à des propriétés de plus en plus fines. La DFT s’est imposée comme la 
méthode de choix pour étudier les propriétés des matériaux massifs, les surfaces et les interfaces. 
Comme le montre le Tableau 4, parmi les 11 papiers publiés dans les journaux de l’American 
Physical Society [34] depuis 1893 avec plus de 1000 citations en 2003, six concernaient la DFT.   
 
 
Tableau 4 : Les 11 publications tirées de la revue de l’American Physical Society citées plus de 1000 fois. Les 
publications ayant pour sujet la DFT sont encadrées en rouge. Tableau extrait de [35]. 
 
De nombreux outils théoriques viennent en complément de ces méthodes. La plupart de nos 
calculs utilisant des codes ab initio ont été réalisés en utilisant une base d’ondes planes pour les 
fonctions d’ondes, des pseudopotentiels pour représenter les atomes et ont été effectués dans des 
cellules périodiques. Ces concepts théoriques ne seront pas détaillés ici, mais on peut dire que : 
 Les pseudopotentiels permettent de représenter l’interaction entre le système {noyau+  
électrons de cœur} qui est figé et les électrons de valence sur lesquels les calculs sont 
faits.  Un type d’atome correspond à un pseudopotentiel. Des bibliothèques de 
pseudopotentiels existent, mais on peut aussi les générer soi-même, en cas de besoin 
spécifique. Dans tous les cas, là aussi, les pseudopotentiels doivent être traités dans des 
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conditions connues afin de les valider. Le concept de pseudopotentiel est représenté sur la 
Figure 14 pour l’atome d’oxygène. 
 
Noyau Noyau
 
Figure 14 : Représentation schématique d’une molécule de dioxygène (1s2 2s2 2p4). Les électrons de la couche 
1s (en rose) n’interviennent pas dans la liaison chimique. Le pseudopotentiel représente l’interaction entre le 
système  {électrons de l’orbitale 1s + noyau} et les électrons des orbitales 2s et 2p.  
 
 
 L’utilisation d’ondes planes permet d’accéder aux forces et donc de relaxer par le calcul 
les configurations. Dans le cas de l’étude des défauts dans les matériaux, cela permet 
d’étudier les différentes configurations possibles en fonction de la position du défaut ou 
de sa charge par exemple. 
 Le calcul en cellule périodique consiste en la répétition périodique d’un morceau du 
matériau. Bien sûr, cela est très bien adapté aux cristaux, pour lesquels il suffira de répéter 
le motif élémentaire. Pour des cas contenant une caractéristique a priori non périodique 
(défauts, surfaces, interfaces, amorphes,…), on utilise des cellules beaucoup plus grandes 
appelées supercellules et on rend artificiellement périodique cette caractéristique. Il s’agit 
alors de choisir une cellule assez grande pour que la caractéristique n’interagisse pas 
artificiellement avec son image (ou en tout cas, le moins possible). En clair, cela signifie 
qu’il s’agit de trouver un compromis entre la précision du calcul désirée et la taille de 
supercellules possible avec les moyens de calculs accessibles. Le concept de supercellule 
est représenté sur la Figure 15. 
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b)
 
Figure 15 : Représentation schématique (en 2D) du concept de cellule périodique : a) Motif élémentaire d’un 
cristal répété dans tout l’espace. Le calcul sera effectué sur les deux atomes en rouge. b) Pour pouvoir 
effectuer un calcul sur une lacune, on utilise une supercellule. Le calcul sera fait sur la cellule en rouge, les 
cellules en vert sont ses images. La lacune est elle aussi répétée périodiquement et la cellule doit être assez 
grande pour que la lacune n’interagisse pas avec les lacunes dans les autres cellules. 
 
Les calculs ab initio de ce type permettent de faire des calculs sur des objets de quelques 
dizaines à quelques centaines d’atomes maximum pour des temps caractéristiques en dynamique 
de quelques picosecondes.  
 
Dans les études que j’ai menées, j’ai travaillé avec trois codes ab initio utilisant des ondes 
planes et des pseudopotentiels : VASP développé par l’université de Vienne (Autriche) [36], 
Quantum-Espresso développé par la SISSA
1
 à Trieste (Italie) [8] et ABINIT développé à 
l’Université Catholique de Louvain-La-Neuve (Belgique) [37]. Ces codes s’appuient donc sur la 
même base théorique, sont assez similaires au niveau du fonctionnement et des performances, 
mais possèdent chacun des caractéristiques particulières qui les avantagent dans le calcul de 
certaines propriétés.  
II.2.2 Les limitations de la DFT 
 
Une des limitations les plus importantes de la DFT, pour nos études, est la sous-estimation 
quasi-systématique de la bande interdite des isolants et des semi-conducteurs. Ceci est dû au fait 
que la DFT est une théorie d’état fondamental. En effet, si l’on calcule la bande interdite 
                                                 
1
 SISSA : « Scuola Internazionale Superiore di Studi Avanzati » (Ecole Internationale Supérieure d’études 
avancées). 
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directement en DFT, c’est-à-dire simplement comme une différence des valeurs propres de Kohn-
Sham, cela conduit à des résultats très en dessous de la valeur expérimentale ou même qui ne 
renvoient pas à la vraie nature du matériau comme cela est montré sur la Figure 16. 
 
 
Figure 16 : Bandes interdites théoriques (« calculated gap ») en fonction des bandes interdites expérimentales 
(« experimental gap »). Les points rouges () donnent les valeurs obtenues en DFT-LDA. La droite en 
pointillé (
...
) décrit un accord parfait entre les deux valeurs, les droites en tirets (- - -) délimitent les domaines 
où la bande interdite est négative. Les matériaux surlignés en rouge sont ceux pour lesquels la DFT-LDA 
prévoit un métal au  lieu d’un semi-conducteur. Figure extraite et transformée de [38]. 
 
 
 
Les équations de Kohn-Sham (Eq. (3), (4) et (5)) donnent des valeurs propres i, qui sont 
obtenues pour des systèmes non-interagissant. Il n’y a donc pas de justification physique pour 
pouvoir utiliser ces valeurs propres comme des énergies de transitions. La seule valeur propre de 
Kohn-Sham ayant un sens physique est celle décrivant la bande occupée la plus haute. Elle 
représente le potentiel d’ionisation, c’est-à-dire l’énergie nécessaire pour enlever l’électron le 
plus haut en énergie.  
Malgré ces limitations intrinsèques, la différence entre les valeurs propres de Kohn-Sham est 
bien souvent utilisée pour discuter de propriétés d’excitation. Résoudre les équations de Kohn-
Sham est la façon la plus commune de prédire la structure de bande électronique de Bloch d’un 
système interagissant : (k) représentera alors la forme générale des énergies d’excitation, mais la 
courbe ainsi formée sera alors déplacée par un facteur indépendant des points k afin d’obtenir une 
bande interdite correspondant à la valeur expérimentale. Cette opération a très souvent été utilisée 
et s’appelle l’opérateur ciseau. Elle est représentée schématiquement sur la Figure 17.    
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Figure 17 : La flèche verte représente le facteur indépendant de k utilisé pour corriger la bande interdite 
calculée en DFT Egap
KS
 avec les valeurs propres Kohn-Sham pour correspondre à la bande interdite 
expérimentale Egap.   
 
Cette correction par un facteur multiplicatif n’a aucune justification physique. Si nous 
calculions la bande interdite proprement, on obtiendrait une expression du type : 
Egap = EKSgap + xc (6) 
 
Où xc est la différence entre les énergies des orbitales (N+1) du système Kohn-Sham, qui 
correspond  aux systèmes neutres et ionisés et qui représente le comportement non-analytique de 
la fonctionnelle d’échange-corrélation. La différence entre la bande interdite Kohn-Sham et la 
vraie bande interdite est représentée sur la Figure 18. 
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Figure 18 : Sur la gauche, la structure de bande Kohn-Sham d’un semiconducteur ou isolant ; sur la droite : 
décalage de xc dû à l’addition d’un électron à la bande de conduction. 
 
Ce problème fondamental de l’évaluation de la bande interdite en utilisant la DFT 
nécessite d’avoir un meilleur traitement du problème à plusieurs corps afin d’obtenir une 
meilleure description de l’échange-corrélation. Pour l’étude des matériaux sous irradiation, le 
calcul correct de la bande interdite est crucial. Des solutions pour traiter ce problème sont 
données dans le chapitre suivant.  
 
D’autres limitations à la DFT-LDA/GGA sont bien connues comme la difficulté à traiter 
les systèmes fortement corrélés ou à déterminer le bon état fondamental magnétique. Ces 
limitations ne seront pas abordées dans ce document. 
II.2.3 Structure Electronique : Résoudre le problème de l’estimation de la bande interdite en DFT 
 II.2.3.1 Les fonctionnelles hybrides 
 
Avec les fonctionnelles hybrides, l’objectif est de rester dans le cadre de DFT-LDA, mais en 
améliorant l’approximation sur le terme d’échange-corrélation en y incorporant une portion 
d’échange exacte venant de la théorie Hartree-Fock.  
 
Cette nouvelle classe de fonctionnelle d’échange-corrélation a d’abord été introduite par 
Becke en 1993 [39].  Les fonctionnelles hybrides les plus connues sont B3LYP [39,40], PBE0 
[41] et HSE03 [42]. Une fonctionnelle d’échange-corrélation hybride est habituellement 
construite comme une combinaison linéaire entre la fonctionnelle d’échange exacte Hartree-Fock 
et le terme d’échange-corrélation venant de la DFT. Des paramètres déterminent le poids de 
chaque fonctionnelle. Par exemple, la fonctionnelle PBE0 0PBExcE a la forme : 
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Où HFxE est l’énergie d’échange exacte venant de la théorie Hartree-Fock, 
PBE
xE l’échange 
PBE (LDA) et PBEcE la corrélation PBE. 
 
Les fonctionnelles hybrides, dans de nombreux cas, améliorent de façon importante les 
résultats obtenus sur le calcul de la bande interdite comme l’illustre le Tableau 5.   
 
 
Tableau 5 : Comparaison entre la valeur de la bande interdite calculée et expérimentale selon la fonctionnelle 
utilisée (Extrait de [43], pour plus de détails voir cette publication). 
 
Si les fonctionnelles hybrides restent un moyen simple du point de vue théorique 
d’améliorer le calcul de la bande interdite, chaque forme de fonctionnelles hybrides possède des 
avantages et des inconvénients en fonction du matériau étudié et de la propriété recherchée. Il est 
donc nécessaire là aussi de les tester avant utilisation. De plus, les poids attribués à chaque 
contribution sont souvent utilisés comme paramètres ajustables, sans aucune justification 
physique. Par exemple, HSE semble bien marcher pour de nombreux matériaux sans ce que la 
raison soit vraiment claire, à part le fait que la forme choisie et les paramètres semblent être ceux 
qui correspondent le mieux à la réalité du matériau (mais là aussi des contre exemples existent). 
Le développement de fonctionnelles hybrides est un domaine très actif actuellement dans la 
communauté et de nouvelles fonctionnelles apparaissent régulièrement (voir [44] par exemple). 
 
II.2.3.2 Au-delà de la DFT : l’approximation GW, l’équation de Bethe-Salpeter et la DFT 
dépendante du temps  
 
 
Si les fonctionnelles hybrides donnent une solution pratique et satisfaisante à l’évaluation 
théorique de la bande interdite d’un certain nombre de matériaux, elles ne permettent pas 
d’inclure les effets excitoniques, ce qui conduira à une impasse pour de nombreux matériaux ou 
dans le calcul de certaines propriétés, comme celui des propriétés optiques.  
 
Si on revient aux équations de Kohn-Sham : 
46 
                                                              


N
i
iif)ρ
1
2
)(( rr   (8) 
 
 
 
 
on sait que toutes les parties inconnues sont mises dans le terme d’échange corrélation Vxc[(r)], 
ce qui oblige à utiliser une approximation (LDA, GGA ou fonctionnelle hybride). Pour éviter 
cela, la solution serait donc de trouver la fonctionnelle exacte pour ce terme. Qui plus est, pour 
calculer précisément la bande interdite du matériau, on doit dépasser le cadre théorique de la 
DFT, qui ne décrit que l’état fondamental d’un système (voir Figure 19) et traiter explicitement 
les phénomènes d’excitations : un électron peut aller dans la bande de conduction donnant ainsi 
une mesure de la bande interdite. 
EHBV
EBBC
EVIDE
 
Figure 19: Représentation schématique de l’état fondamental d’un matériau. EHBV est l’énergie du haut de la 
bande de valence, EBBC est l’énergie du bas de la bande de conduction, EVIDE le niveau du vide et N le nombre 
d’électrons.   représente un niveau contenant un électron,     représente un niveau vide. 
 
 
Les excitations neutres et chargées d’un système sont liées à la réponse du système à une 
perturbation extérieure (photons, électrons,…). Elles peuvent être décrits dans le cadre de la 
théorie de la fonction de Green [45,46,47]. Les excitations chargées peuvent être décrites au 
travers de la spectroscopie en photo-émission directe et inverse et les excitations neutres au 
travers de la spectroscopie par absorption. Pour décrire ces expériences virtuelles de 
spectroscopie, il est nécessaire d’utiliser le concept de quasiparticule et de sa self-énergie, 
introduit par Landau [48]. Ces concepts sont présentés rapidement dans la prochaine partie.  
II.2.3.2.a La quasiparticule, sa self-energie et la fonction de Green. 
 
Pour décrire une excitation, nous devons décrire la propagation d’une particule dans un 
système. Cela signifie que nous devons être capables de résoudre le problème à N corps. On 
utilise alors une astuce théorique : plutôt que décrire de nombreuses particules réelles en fortes 
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interactions, on préfère passer par des particules fictives appelées quasi-particules qui ont des 
interactions plus faibles. En effet, lorsque les particules excitées se propagent dans le système, 
elles attirent et repoussent les particules voisines et deviennent donc entourées par un « nuage » 
de particules en agitation. C’est cette particule entourée de son nuage qu’on appelle quasi-
particule. Dans son livre sur le problème à N corps [49], Richard D. Mattuck introduit le concept 
intéressant et ludique de quasi-cheval comme métaphore de la quasi-particule. Comme la 
particule entourée de son nuage de particules est appelée une quasi-particule, un cheval entouré 
du nuage de poussière qu’il soulève lorsqu’il galope peut être considéré comme un quasi-cheval 
comme montré sur Figure 20 extraite de ce livre.  
 
 
Figure 20: Le concept de quasi-particule (et le quasi-cheval). Figure extraite de [49]. 
 
Une quasi-particule est donc définie par l’équation suivante: 
 
La particule réelle +  le “nuage” des autres particules = quasi-particule 
 
La particule réelle est alors considérée comme la particule nue. Dans la littérature, en 
fonction du champ appliqué, la quasi-particule est aussi appelée particule “habillée”, “physique” 
ou “renormalisée” et l’interaction faible qu’elle subit alors est appelée l’interaction “habillée”, 
“physique” ou “renormalisée”. Deux quasi-particules interagissent faiblement à cause de leurs 
nuages respectifs.  
 
A partir de là, on ne parle plus qu’en terme de quasi-particules de telle sorte que les 
vecteurs propres, les fonctions propres et les valeurs propres de Kohn-Sham seront remplacés par  
les vecteurs propres, les fonctions propres et les valeurs propres de quasi-particules. 
 
Pour simplifier la vision d’une quasi-particule, il est pratique de voir la quasi-particule 
comme étant ajoutée au système étudié et se propageant dedans comme illustré sur la Figure 21, 
quand la particule est un électron. 
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Figure 21: La propagation d’un électron dans un système neutre : a) l’électron est ajouté au système; b1) 
l’électron pousse les autres électrons (la charge négative est en vert) créant ainsi une région de charge positive 
en violet ; b1) et b2) représentent le même phénomène mais b2) est montré du point de vue de la particule.  
Des trous sont créés autour de l’électron ajouté et le gaz d’électron est repoussé loin de l’électron ajouté. c) La 
quasi-particule (ici plus précisément le quasi-électron) se propage à travers le système et sort du système. 
 
Comme elle est capable de sortir du système, une quasi-particule a donc un temps de vie et 
une énergie, ce qui nous amène à introduire le concept de self-énergie. En effet, la différence 
entre l’énergie de la particule nue et l’énergie de la quasi-particule est appelée self-énergie :  
quasi-particle-particle nue =       (10) 
 
La self-énergie représente la contribution à l’énergie de la particule ou à sa masse effective 
des interactions entre la particule et le système dans lequel elle se trouve. Elle peut donc être 
comprise comme représentant l’interaction de la particule avec le système à N corps au travers de 
la création du nuage de particule autour d’elle et de l’effet de ce nuage sur son mouvement. Dans 
un certain sens, la particule interagit donc avec elle-même via le système en modifiant sa propre 
énergie.  
 
Maintenant que nous avons décrit la particule dans le système, nous devons représenter sa 
propagation. Si l’on considère la propagation d’une particule représentée par un propagateur à 
une particule défini à partir des hypothèses suivantes : on met la particule dans un système 
interagissant à un point r1 au temps t1 et qu’on la laisse se propager à travers le système, c’est-à-
dire qu’elle bouge et interagit avec le système, le propagateur à une particule est la probabilité 
(ou l’amplitude de probabilité) que la particule soit observée à un point r2 au temps t2. Le 
propagateur à une particule conduit directement aux énergies et temps de vie de la quasiparticule 
mais aussi à son spin et sa densité et peut-être utilisé pour calculer son énergie à l’état 
fondamental.  
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La propagation sera décrite au travers d’une fonction de Green, appelée aussi propagateur, qui 
décrit la propagation de la quasi-particule dans le système et s’écrit: 
 
 NttTNttiG )]()([ˆ),( 22112211 rrrr          
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      pour t1>t2 propagation d’un électron  (11) 
NttTN )]()([ˆ 1122 rr 
  pour t2> t1 propagation d’un trou 
où Tˆ est l’opérateur de Dyson d’ordonnancement du temps et (r) est l’opérateur champ dans la 
représentation d’Heisenberg, N  représente l’état fondamental du système à N particules. 
L’interprétation physique de cet opérateur est liée directement avec les expériences de 
spectroscopie par photoémission directe ou inverse (voir Figure 22 et Figure 23), car il décrit la 
propagation d’un électron ou d’un trou dans un système à N corps et correspond donc à une 
excitation chargée.   
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Figure 22 : Représentation schématique du principe de spectroscopie par photoémission directe. EHBV est 
l’énergie du haut de la bande de valence, EBBC est l’énergie du bas de la bande de conduction, EVIDE le niveau 
du vide, ECIN l’énergie cinétique de la particule lorsqu’elle sort du système et N le nombre d’électrons.   
représente un niveau contenant un électron,     représente un niveau vide. 
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Figure 23 : Représentation schématique du principe de spectroscopie par photoémission inverse. EHBV est 
l’énergie du haut de la bande de valence, EBBC est l’énergie du bas de la bande de conduction, EVIDE le niveau 
du vide, ECIN l’énergie cinétique de la particule lorsqu’elle sort du système et N le nombre d’électrons.   
représente un niveau contenant un électron,     représente un niveau vide. 
 
 
 
Pour obtenir une expression analytique de la fonction de Green, on introduit un jeu 
complet d’états propres dans la définition de la fonction de Green, on se place dans l’espace de 
Fourier et on obtient selon la représentation de Lehmann [50] : 
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La fonction de Green a les pôles suivants en  (comme représenté sur la Figure 24): 
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Figure 24: Représentation des pôles de la fonction de Green pour n(en rouge) et pour n (en bleu) avec 
Eg=I-A=[
NN EE 0
1
0 

]-[
1
00
 NN EE ] 
 
La connaissance de la fonction de Green à une particule permet d’accéder à un ensemble 
d’observables: 
 l’espérance mathématique de n’importe quel opérateur à une particule dans l’état 
fondamental du système, 
 l’énergie à l’état fondamental du système, 
 le spectre excitonique à un électron du système. 
A partir de maintenant, on utilisera la notation suivante: 1 pour (r1;t1) et 2 pour (r2 ;t2). 
L'équation dite de Dyson permet de définir la « self-énergie » et s’écrit comme : 

G G0 G0G  ou 

 G0
1 G1  (15) 
Cette équation traduit bien le fait que la self-énergie   peut être vue comme la connexion entre 
le système n'interagissant pas (la fonction de Green 0G  correspondante à 0 ) et le système 
interagissant (G ). Elle représente bien la contribution à l’énergie de la particule des interactions 
entre cette particule et le système.  
 
 
Pour déterminer l’équation du mouvement pour la fonction de Green, on introduit 
l’équation du mouvement de Heisenberg pour l’opérateur de champ: 
 
]),,([
),(
Ht
t
t
i H
H r
r




             (16) 
Où l’Hamiltonien à N-corps H est la somme d’un opérateur à une seule particule et d’un 
opérateur local à deux particules. L’équation du mouvement pour la fonction de Green peut alors 
être écrite comme :  
 
NtttttdittttGh
t
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*
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313321212211 rrrrrrrrrrrr  

(17)  
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En considérant que la fonction de Green à 2 particules s’écrit:  
 
NTNG )]'2()'1()2()1([ˆ)'2,'1;2,1( **2      (18) 
 
L’équation du mouvement obtenue peut alors être écrite comme fonction de la fonction de Green 
à deux particules:  
 
),,,()G,v()()(),()]([ 22
*
1313112313321212211 tttttdittttGh
t
i rrrrrrrrrrrr 

    (19) 
 
Pour un système non interagissant, on introduit la fonction de Green à une particule G0 et son 
équation du mouvement est donnée par: 
 
)'()'()'',()]([ 00 rrrrr 


 ttttGh
t
i         (20) 
)'(),',()]([ 00 rrrrr   Gh  
 
Il est maintenant clair que l’équation du mouvement de la fonction de Green dépend de G0 et G2. 
De la même façon, on trouve un jeu infini d’équations couplées.  En effet : 
 L’équation de mouvement pour la fonction à une particule dépend de la fonction de Green 
à deux particules, 
 L’équation de mouvement pour la fonction à deux particules dépend de la fonction de 
Green à trois particules,  
  
 … 
 L’équation de mouvement pour la fonction à n particules dépend de la fonction de Green 
à n+1 particules,  
 … 
 
Pour découpler ce jeu d’équations, on introduit l’opérateur de masse M, non local, dépendant 
du temps et non Hermitien :  
 
),(),(),(),(),( 113333222203211011 trtrGtrtrMtrrtGdrdrtrrtGtrrtG       (21) 
 
La relation d’équivalence entre la fonction de Green à deux particules et l’opérateur de masse M 
est donnée par : 
 
),(),(),,,(),( 1133333311
*
222222 trtrGtrrtMdrtdtrtrtrrtGrrvdtdri        (22) 
 
A partir de maintenant, au lieu de travailler avec l’opérateur M, nous allons nous servir de 
l’opérateur de self-énergie : 
 = M − VH        (23) 
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où l’on a introduit le potentiel de Hartree défini comme  
 
111 )(),( drrrrvVH      (24) 
 
où v(r, r1) = 1/|r-r1| est le potentiel de Coulomb et (r1) la densité d’électrons. On retrouve ici 
sous forme d’équations le concept de self énergies tel qu’on l’avait défini plus tôt dans ce 
document. Toute la complexité de l’interaction électron-électron est contenue dans ce terme. 
II.2.3.2.b L’approximation GW 
 
Comme nous l’avons vu dans les équations de Kohn-Sham, la façon la plus simple de 
résoudre de façon numérique le problème d’un système à N corps interagissant est l’utilisation 
des équations à une particule. La différence principale est que : 
 dans le cadre de DFT le problème à N corps s’exprime au travers du potentiel 
d’échange-corrélation, 
 dans l’approche basée sur la fonction de Green, il s’exprime au travers de l’opérateur 
de self énergie Σ. Ce terme, qui contient l’information sur l’interaction électron-
électron, est un objet complexe, car il dépend de l’énergie, est non local dans l’espace 
et non Hermitien.  
 
Il y a cinquante ans, en 1965, Lars Hedin a proposé un développement de  Σ en fonction du 
potentiel de Coulomb écranté W [51]: 
 
)1,2()2,4(v)]4(')3('[ˆ)3,1(v4,3)2,1(v)2,1( WNTNd
i
W   
   (25) 
Où )1()1()1()1()3('     et )(),(v)2,1(v 2121 ttxx   où v est l’interaction de 
Coulomb. 
 
Cette forme du potentiel de Coulomb écranté avait d’abord été introduite par Hubbard et 
représente une interaction effective entre deux électrons. Quand la polarisabilité est grande, W est 
plus faible que la simple interaction coulombienne et il peut alors être traité comme une 
perturbation. 
 
A partir de cette équation, on peut déduire les équations de Hedin. Cette déduction 
mathématique n’est pas détaillée ici. Mais pour cela, on doit introduire la fonction de vertex, la 
polarisabilité irréductible et l’interaction écranté :   
 
 Fonction de Vertex : 
)3,7,6()5,7()6,4(
)5,4(δ
)2,1(δ
7,6,5,4)3,2δ()2,1δ()3,2,1( 

  GGG
d  (26) 
 Polarisabilité irréductible : 
)1,4()2,4,3()3,1(4,3)2,1(   GGdiP   (27) 
 L’interaction écrantée : 
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)2,4()4,3()3,1(v4,3)2,1(v)2,1( WPdW    (28) 
 La self-énergie : 
)4,2,3()4,1()3,1(G4,3i)2,1(   Wd   (29) 
 L’équation de Dyson : 
)2,4()4,3()3,1(4,3)2,1()2,1( 00 GGdGG    (30) 
 
On veut alors obtenir à partir de ces équations la fonction de réponse du système à une 
perturbation extérieure. L’inverse de la fonction diélectrique est donné comme :  
 
)2(δ
)3(δ
)3,1(v3)2,1δ(
)2(δ
)1(δ
)2,1(1



 
 d
V   (31) 
 
Et on peut définir la polarisabilité réductible comme : 
)2(δ
)1(δ
)2,1(


    (32) 
 
Les équations de Hedin sont un jeu d’équations fermées (comme illustré par sa représentation 
schématique appelée Roue de Hedin sur la Figure 25). 
 
 
 
Figure 25 : Roue de Hedin.  
 
Ce problème ne peut donc qu’être traité de façon itérative: en partant de Σ = 0, la fonction vertex 
se réduit simplement à : 
)3,1δ()2,1δ()3,2,1(   (33) 
 
Et la polarisabilité devient alors : 
 
)1,2()2,1()2,1( GiGP  (34) 
 
Cela est ce qu’on appelle l’approximation de la phase aléatoire (RPA pour “Random Phase 
Approximation”) où P, la polarisabilité, est le produit de fonctions de Green à une particule. Une 
forme du potentiel de Coulomb écranté W peut être obtenue en ne prenant que la contribution au 
plus petit ordre en W à la self-énergie : 
 
(1, 2) = iG(1, 2)W(1, 2) (35) 
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Cette expression est ce qu’on appelle l’approximation GW pour la self-énergie. 
 
De façon pratique, la fonction de Green à une particule est calculée comme la fonction de 
Green indépendante des particules G0 et à l’ordre 0  pour  il est possible d’obtenir P, W et . 
Une fois, que la self-énergie a été obtenue, il est possible de calculer l’énergie de quasi-particules 
et les fonctions d’ondes de quasi-particules.  
De très bons résultats ont été obtenus en utilisant la fonction de Green non-interagissante pour 
calculer la self-énergie comme : 
 
  = iG0W0 (36) 
 
C’est-à-dire que la self-énergie s'écrit comme le produit de la fonction de Green G construite à 
partir des fonctions propres en LDA, et du potentiel de Coulomb W obtenu à partir de G dans 
l'approximation RPA (de l'anglais "Random Phase Approximation"). Cette approximation sera 
définie en détail dans la suite de ce mémoire. Dans ce cas, la self-énergie est dite non auto-
cohérente. 
Une auto-cohérence partielle ou totale en GW peut être réalisée. Par exemple, pour la seconde 
itération, la self-énergie peut être développée comme: 
 
)2,3()4,1()2,4()4,3()3,1(4,3)2,1()2,1()2,1( WWGGGdWiG   (37) 
 
Le premier terme est l’ordre 1 en W et le second terme l’ordre 2. On peut ainsi faire des calculs 
G0W0 mais aussi GW0 ou GW. Nous n’allons pas rentrer dans les détails, mais tous ces différents 
niveaux d’autocohérence ainsi que les différents ingrédients nécessaires selon les niveaux et les 
astuces de calculs sont largement discutés dans la littérature. De même, il existe différentes 
approximations utilisées dans le cadre de l’approximation GW comme l’approximation 
d’échange écrantée (SEX), COHSEX ou le modèle plasmon-pôle. Là aussi, ces approximations 
ne seront pas détaillées dans ce document. 
 
Les calculs GW partent souvent des configurations atomiques, des pseudopotentiels, des valeurs 
propres et des fonctions d’onde calculés en DFT-LDA/GGA ou fonctionnelles hybrides.  La 
façon pratique de faire en fonction des différents cas est illustrée schématiquement sur la Figure 
26.  
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Figure 26: Algorithme d’un calcul GW, G0W0 et GW0. 
 
Le succès important de la méthode GW réside bien sûr dans les résultats obtenus sur la 
mesure théorique de la bande interdite des matériaux et de leurs structures de bande. Comme cela 
a été montré par van Schilfgaarde et al. [38], l’approximation GW permet de surpasser le 
problème de l’estimation de la bande interdite due à la DFT (voir Figure 27). Ils ont appliqué 
cette approximation aux alcalins, aux semiconducteurs, aux isolants à grande bande interdite, aux 
oxydes à base de métaux de transitions, aux isolants magnétiques et aux composés de terres rares. 
Leurs conclusions sont qu’à de rares exceptions, l’accord entre la bande interdite calculée et la 
bande interdite expérimentale est largement amélioré par l’utilisation de l’approximation GW, 
particulièrement dans les cas faiblement corrélés. L’auto-cohérence en GW peut améliorer très 
légèrement l’accord et se révèle essentielle dans certains cas. L’approximation GW est donc une 
méthode réellement ab initio et universelle, dont l’erreur sur la mesure de la bande interdite est 
petite et assez systématique entre différentes classes de matériaux. Ces erreurs peuvent être 
attribuées à une mauvaise description de la corrélation électron-trou qui sort à ce moment-là du 
domaine de la description à une seule particule.    
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Figure 27: Bandes interdites théoriques (« calculated gap ») en fonction des bandes interdites expérimentales 
(« experimental gap »). Les points rouges () donnent les valeurs obtenues en DFT-LDA, les ronds bleus les 
valeurs obtenues en GW (). La droite en pointillé (...) décrit un accord parfait entre les deux valeurs. La 
figure est extraite de [38]. 
II.2.3.2.c L’équation de Bethe-Salpeter 
 
 La fonction de Green à une particule ne décrit que les excitations chargées du système 
comme montré précédemment sur la Figure 22 et la Figure 23, de telle sorte que les énergies de 
quasi particules ne sont pas directement applicables pour le calcul des propriétés optiques. En 
effet, les excitations optiques conservent le nombre de particules (excitations neutres) comme 
illustré sur la Figure 28 pour la spectroscopie par absorption. Dans les excitations chargées, la 
difficulté venait de l’interaction électron-électron, alors que dans les excitations neutres, il est 
nécessaire de rajouter à cela l’interaction électron-trou.   
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Figure 28: Schéma de principe de spectroscopie par absorption.  
 
 
Au premier ordre d’approximation, les énergies d’états excités du système à N corps peuvent être 
données par la différence entre les énergies du quasi-électron et du quasi-trou, si l’on considère 
une excitation verticale depuis la bande de valence à la bande de conduction. 
 
Pour avoir une bonne description du phénomène, il est nécessaire d’introduire un 
Hamiltonien à deux particules et l’information sur l’excitation à deux particules du système est 
contenue dans la fonction de Green à deux particules G2, qui décrit la propagation d’une paire 
électron-trou créée à un point x au temps t et détruite au point x’ au temps t’ à l’état fondamental 
du système à N particules. Le problème, ici, devient mathématiquement complexe et ne sera pas 
détaillé plus avant. On dira juste que l'équation de Bethe-Salpeter s'écrit : 
LGGGGL  (38) 
où L  est la fonction de corrélation à 2 particules, G  la fonction de Green et   le Kernel 
d'interaction. 
Le Kernel d'interaction comprend une interaction écrantée coulombienne et des effets d'échange 
électron-trou et se formule de la façon suivante : 
iWiG c  / (39) 
où W est l'interaction électron-trou écrantée et c  le potentiel d'échange. 
Cette approche a notamment été appliquée par Rohlfing et Louie [52] afin de calculer le spectre 
d'absorption optique de GaAs (voir Figure 29). Le spectre d'absorption optique du silicium [53] 
ainsi que le spectre des pertes d'énergie d'électrons du silicium [54] ont été obtenus en appliquant 
l'équation de Bethe-Salpeter. Cette approche est en très bon accord avec l'expérience dans le cas 
des propriétés optiques du silicium. 
59 
 
Figure 29: Spectre d’absorption optique calculé de GaAs avec (trait plein) et sans (tiret) l’interaction électron-
trou. La courbe expérimentale est en pointillés (voir [52] pour les références et les détails de calcul). 
 
L’approche GW-BSE est donc une méthode puissante et robuste pour décrire les excitations 
de quasiparticule et les  propriétés optiques de systèmes jusqu’à moyennement corrélés. Elle peut 
aujourd’hui s’appliquer à des systèmes d’une centaine atomes, ce qui était impossible il y a 
encore peu comme rapporté par Tamura et al. sur l’étude des défauts dans la silice en 2008 [55]. 
Une revue de cette méthode est donnée dans [56] ainsi que la comparaison avec la DFT 
dépendant du temps (TDDFT pour «Time Dependent Density Functional Theory»), autre 
méthode permettent de calculer le spectre optique. Elle n’est pas décrite ici, car elle n’a pas été 
utilisée. 
 
II.2.4 Remonter les échelles 
 
 Dans toutes nos études, l’objectif principal est la résolution d’un problème de physique 
appliquée se déroulant à l’échelle macroscopique mais dont certaines composantes sont 
microscopiques. Il s’agira alors de confronter directement nos résultats théoriques à des 
observables mesurés expérimentalement. Pour cela, on doit développer un code prédictif pouvant 
décrire les phénomènes physico-chimiques complexes se déroulant à des tailles et des temps 
caractéristiques ainsi que des paramètres proches de ceux utilisés dans l’expérience. Il s’agit alors 
souvent de dépasser l’échelle ab initio, qui nous permet de réaliser des calculs précis mais locaux 
(nm) et court (ps), c’est-dire sur des objets de petite taille pour aller vers des codes pouvant traiter 
des systèmes plus grands par des méthodes moins lourdes au niveau temps de calculs. Ce type de 
code permettra aussi de réaliser  des études paramétriques à faible coût afin d’aider l’expérience.     
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L’idée dans cette approche est de construire parallèlement une base de données de calculs 
ab initio sur le phénomène d’intérêt et un code (dans notre cas on a utilisé la méthode Monte 
Carlo Cinétique) utilisant une méthode permettant de calculer des structures comparables à celle 
utilisée expérimentalement. Ce code se servira des multiples données calculées en ab initio 
comme d’une base de données. Un échange permanent entre les deux échelles sera alors 
nécessaire. Seuls les phénomènes importants devront être calculés précisément en ab initio, les 
autres pourront être ajustés à la main. Parfois des phénomènes non prévus ou manquants pourront 
apparaître dans l’échelle au-dessus et un retour à l’ab initio sera alors nécessaire afin de cerner de 
façon plus précise ce phénomène. De même, les échanges avec les expérimentateurs sont 
importants et des expériences dédiées pourront être nécessaires à la mise en place du code 
prédictif.  Tout cela sera illustré par les études détaillées dans la partie II.3.  
 
Il n’existe pas de recette générale pour cette approche et elle est très souvent totalement 
dépendante du problème, même si l’expérience accumulée sur ce type d’approche ou sur les 
méthodes utilisées n’est bien sûr pas négligeable. 
 
II.3 Les procédés de fabrication en microélectronique 
 
II.3.1 L’oxydation thermique 
 
Comme discuté dans la partie II.1.2, avec la diminution constante des grandeurs 
caractéristiques en microélectronique, les couches d’oxyde sont devenues nanométriques. La 
simulation à l'échelle atomique devient alors un des outils capable d’apporter de l'expertise sur la 
caractérisation de ces couches et sur la compréhension de leur formation. Dans ce cadre, la 
croissance des films d'oxyde de silicium de très haute qualité et désormais ultra fins est devenue 
alors primordiale, non seulement dans les composants à base de silice sur silicium mais aussi 
dans ceux à base de « high- » où une couche interfaciale de SiO2 d’une grande importance se 
forme à l’interface Si/HfO2. Le but de cette étude était donc triple : 
 Comprendre les mécanismes de croissance et de formation de la silice amorphe à l’échelle 
nanométrique qui restaient jusqu’ici mal expliqués par des modèles comme celui de Deal 
et Grove, qui reproduit correctement les résultats expérimentaux pour l’oxydation sèche, 
pour les films d’épaisseur supérieure à 30 nm mais ne prédit pas de manière fiable les 
résultats pour la croissance des films ultra fins (< 3 nm) [57,58,59,60]. 
 Construire une méthodologie multi-échelle afin de reproduire la croissance dans les 
conditions expérimentales et posséder ainsi un outil prédictif pouvant aider les 
technologues et les expérimentateurs. 
 Comprendre la physique de la formation des défauts à l’interface Si/SiO2 qui pourront 
avoir des conséquences sur la fiabilité et la tenue radiative des composants. 
Pour cela, nous avons mis en place une collaboration avec deux groupes d’expérimentateurs 
spécialistes de la caractérisation de surface. Tout d’abord, nous avons lancé une collaboration 
avec le groupe d’Yves Chabal. Ce groupe était à l’époque à l’Université de Rutgers (New Jersey-
Etats-Unis) et est aujourd’hui à l’université de Dallas (Texas, Etats-Unis). Il est spécialisé 
notamment dans la caractérisation de dépôt sur surface par spectroscopie infrarouge. En 2002, 
l’équipe d’Yves Chabal avait publié de nouveaux résultats mettant en évidence une nouvelle 
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structure métastable, qui sert d’intermédiaire à la construction de la silice amorphe sur silicium : 
la structure silanone [5]. Elle consiste en l’agglomération de deux atomes d’oxygène autour d’un 
seul atome de silicium de la surface du substrat et en leur stabilisation sur ce seul atome de 
silicium. Le premier atome d’oxygène est inséré dans une liaison arrière et le second stabilisé en 
position de brin sur la surface (voir Figure 30). Dans cette structure, le dimère de surface est 
brisé. 
 
 
Figure 30 : Spectre infrarouge (à gauche) et structures atomiques proposées à partir de l’interprétation du 
spectre et de calculs de chimie quantique [5]. Les atomes d’oxygène sont en rouge et les atomes de silicium 
sont en gris sur les figures de structures. 
 
Nous avons également mis en place une collaboration avec le groupe de Gérald Dujardin du 
Laboratoire de PhotoPhysique Moléculaire d’Orsay, qui à notre demande a bien voulu réaliser 
des images STM (« Scanning Tunneling Microscopy ») à 30 K de réactions de molécules 
d’oxygène sur un substrat de silicium. Les images de microscopie à effet tunnel de 40x40 nm² 
soit environ 2800 dimères en surface, sont ici obtenues à la fois pour des états pleins à –2 V et 
pour des états vides à +2 V en balayant la surface de long en large, avant et après l’exposition à 
l’oxygène. Les résultats obtenus sont présentés sur la Figure 31. 
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Figure 31 : Taches observées par STM dans les états pleins (-2V) et dans les états vides (+2V) caractéristiques 
des nouveaux sites type d/db et leur interprétation schématique 
 
Les tâches qui apparaissent sur cette figure sont liées à la réaction de la molécule d’oxygène sur 
des dimères de la surface. Ces tâches de type d/db (pour « dark/dark-bright ») possèdent deux 
caractéristiques distinctes schématisées sur la Figure 31 : les tâches observées dans les états vides 
sont soit parallèles au rail de dimères en proportion s’élevant à 70 %, soit perpendiculaires au rail 
de dimères pour 30 % des cas. 
 
Dans [A13], nous complétons ces observations expérimentales par une série de calculs ab 
initio étudiant la dissociation d’une molécule d’oxygène sur un nombre important de sites (voir 
Figure 32). Ces calculs mettent en avant le rôle joué par la structure silanone comme 
intermédiaire pour la réaction d’une seule molécule d’oxygène et comme résumé sur la Figure 
33-2. La réaction de la molécule d’oxygène est caractérisée par une transition de spin triplet–
singulet au moment de la réaction sur la surface et une très forte exothermicité (gain en énergie 
de 7.29 eV pour former la structure silanone).  
 
 
 
Figure 32 : Configurations initiales (à gauche) et leurs équivalents après réactions sur la surface de silicium de 
l’étude du procédé d’adsorption. Les atomes d’oxygène sont en blanc, les atomes de silicium sont en noir et 
nuances de gris suivant leur position en profondeur. 
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Figure 33 : Energies des structures comportant un, deux, trois et quatre atomes d’oxygène. Le zéro de 
l’énergie correspond à la structure la plus stable. Les atomes d’oxygène sont en gris, les atomes d’oxygène en 
blanc. DO et DF signifient respectivement « Dimère Ouvert » et « Dimère Fermé ». 
 
A partir de ces structures, nous avons continué à oxyder la surface avec une deuxième 
molécule d’oxygène. L’oxydation d’une surface pré-oxydée est nettement influencée par la 
présence des atomes déjà incorporés dans la surface. Cette oxydation ne se fait pas aléatoirement 
: les sites d’adsorption au voisinage des zones oxydées sont activés par la présence des atomes 
d’oxygène qui introduisent des transferts de charge et fragilisent les liaisons avoisinantes. Cela 
mène à la formation et à la croissance d’îlots d’oxygène en 2D. Une molécule d’oxygène arrivant 
sur ce type de surface diffuse au-dessus de celle-ci avant de se chimisorber sur un site activé. 
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Lorsqu’on passe à 3 ou 4 oxygènes, la structure la plus stable devient la structure de type 
hexagonale (voir Figure 33-3 et 4) [A21]. En adoptant cette structure, l’oxygène modifie le 
réseau de silicium où les dimères bien alignés se transforment en dimères clivés (Figure 34). 
 
 
 
Figure 34 : Illustration schématique de la transition d’un réseau fait de dimères parfaitement alignés 
(pointillés) à un réseau semi-hexagonal. Les atomes d’oxygène sont en noir et ceux de Silicium en blanc. 
 
En partant de nos calculs ab initio, nous avons pu enrichir la base de données du code 
Monte Carlo Cinétique en temps continu OXCAD. Ce code a tout d’abord été développé durant 
la thèse d’Alain Estève [61], qui s’est déroulée en collaboration avec le CEA-DAM-DIF puis a 
été amélioré lors de la thèse d’Anne Hémeryck [2] au niveau de ses algorithmes, de son interface 
et bien sûr de sa base de données ab initio. Un interfaçage avec le code de visualisation Atomeye 
[62] et un module d’analyse des calculs ont notamment été développés durant cette thèse.  
 
Le fonctionnement du code se décompose en différentes étapes représentées schématiquement 
sur la Figure 35 : 
1- Lecture de tous les sites de la configuration de la surface donnée : tous les critères pour 
qu’un événement soit susceptible d’avoir lieu sont vérifiés. S’ils le sont, l’événement est 
perçu comme « possible », dans le cas inverse, il est « interdit ». 
2- Un calendrier d’événements possibles sur chaque site testé est créé. L’attribution d’une 
probabilité d’occurrence par unité de temps et d’un temps d’occurrence à chaque événement 
réalisable sur chaque site est effectuée. 
3- Détermination du temps minimum et par suite de l’événement qui va avoir lieu. 
4- Réalisation de l’événement correspondant et mise à jour des sites. 
5- Répétition des étapes 1 à 4. 
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Figure 35 : Déroulement des événements dans le code Monte Carlo Cinétique. 
. 
Le contenu technique du code et les résultats obtenus sont présentés dans [2] et [A19]. Il nous a 
permis d’étudier l’insertion de l’oxygène à l’échelle atomique sur des substrats réalistes grâce aux 
outils virtuels de caractérisation qu’il offre (Figure 36). 
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Croissance de type couche par couche Morphologie de la surface 
  
 
 
 
 
Figure 36 : Représentation des résultats observés. La courbe représente l’évolution du nombre de SiOx en 
fonction du temps de l’expérience virtuelle. 
 
 
II.3.2 Dépôt par couche atomique 
 
A partir de 2001, le CNRS/LAAS s’est lancé dans la programmation d’un code Monte 
Carlo Cinétique basé sur réseau appelé HIKAD afin de simuler le procédé de dépôt par couches 
atomiques (ALD) utilisé pour faire croître un film fin d’oxyde de matériaux dits « high- », 
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principalement le dioxyde d’hafnium, sur une surface de silicium. Ce code a été développé dans 
le cadre de plusieurs projets : le projet européen HIKE (pour « High– dielectric film growth ») 
qui a duré de 2001 à 2005 et dans lequel le CEA-DAM-DIF n’était pas impliqué, le projet 
européen ATOMCAD, le projet ANR LN3M (voir I.4.3.2) et de l’ERC entre le CNRS/LAAS et 
le  CEA-DAM-DIF.  
 
Le code HIKAD se base sur la même philosophie que le  code OXCAD. Il s’agit là aussi 
de caractériser par des simulations ab initio des configurations de réactions de surface au travers 
de barrières énergétiques et des énergies d’activation et de les introduire sous forme de liste 
d’événements dans le code Monte Carlo HIKAD qui est programmé pour reproduire les 
différentes phases et les paramètres principaux d’un dépôt ALD de salle blanche.  La genèse de 
ce code et ses évolutions sont décrites dans les thèses de Guillaume Mazaleyrat [63], Léonard 
Jeloaica [64], Cédric Mastail [3] et un article dans les Techniques de l’Ingénieur [A20]. 
 
Dans HIKAD, le procédé de fabrication ALD reproduit les quatre phases du procédé 
utilisé au CEA-LETI. Ces différentes phases sont représentées sur la Figure 37. Comme dans le 
cas d’OXCAD, l’intérêt de développer un tel  code est d’avoir à terme un outil permettant de 
mieux maîtriser la physico-chimie des phénomènes à l’échelle atomique permettant de réaliser 
des études paramétriques à faible coût par rapport aux expériences.  
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Le développement technique du code Monte Carlo s’effectue donc au travers de la gestion 
de l’espace représenté par la surface représentant le substrat et décrit par un réseau de sites, de 
l’écriture des configurations, de l’inventaire des mécanismes élémentaires et de la gestion du 
temps d’expérience et des paramètres de l’expérience. Bien sûr, si ces études passent par un 
dialogue permanent et des allers-retours entre les deux niveaux de simulation, ab initio et Monte 
Carlo, un échange constant avec les données issues des caractérisations expérimentales faites en 
salle blanche est indispensable.  
 
Au-delà de la programmation du code, la principale rupture dans ce travail a consisté en la 
caractérisation au niveau ab initio et la mise en place dans HIKAD d’un mécanisme physico-
chimique nommé « Densification », qui est représenté schématiquement sur la Figure 38. Il 
s’opère dans de multiples configurations et est un phénomène clé pour la croissance des couches.  
 
Densification
HfCl4
H
O HfO2
Coordiné 8x
Ionique
O
Hf
H
O
Réaction 
+ 
hydrolyse
Coordiné 4x 
Covalent
 
Figure 38 : Description schématique du phénomène de densification. De la gauche vers la droite : la molécule 
de HfCl4 après réaction et hydrolyse sur la surface forme une  sorte d’arbre dans lequel l’atome de Hafnium 
est coordiné quatre fois. Pour ne pas former des liaisons seulement verticalement mais aussi horizontalement 
afin d’aboutir à du HfO2 massif dans lequel l’atome d’Hafnium est coordiné huit fois, nous avons dû calculer 
en ab initio une réaction que nous avons appelée densification.      
 
 
Ce code a permis de réaliser des études paramétriques et  d’obtenir des résultats très 
prometteurs lors de la comparaison avec les données du CEA-LETI. Dans [A20, A23], ces études 
paramétriques montrent que l’introduction du phénomène de densification joue un rôle très 
important dans la croissance des couches de HfO2. Sur la Figure 39 et la Figure 40, des résultats 
typiques issus de cet étude est illustré sur la Figure 39 et la Figure 40. Cette dernière met bien en 
évidence l’importance de l’introduction du phénomène de densification. 
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Figure 39 : Variation du pourcentage de couverture en fonction de la température. La couverture optimale est 
trouvée pour 300 °C, ce qui correspond aux valeurs trouvées en salle blanche par le LETI. 
 
  
Figure 40 : (A) Evolution du taux de couverture au cours du dépôt ; (B) Evolution de la coordinance des 
atomes d’Hafnium au cours du dépôt. 
II.4 Caractérisation des défauts dans les matériaux 
II.4.1 Les défauts dans la silice amorphe pure et dopée 
 
La première étape du travail mené dans le but d’étudier les défauts dans une cellule de 
silice amorphe consiste dans la génération d’une cellule désordonnée de silice amorphe assez 
grande pour permettre de réaliser une statistique correcte sur les défauts. Cette génération a été 
réalisée au CEA-DEN-SRMP par Layla Martin-Samos (voir partie I.4.1.3.). 
 
La construction d’un modèle de verre de silice uniquement à partir de méthodes ab initio 
est excessivement coûteuse en temps de calcul, d’une part, du fait de la grande viscosité du verre 
SiO2 qui impose un grand nombre de pas de calcul pour atteindre l’équilibre et d’autre part, du 
fait des méthodes ab initio elles-mêmes qui, étant des méthodes auto-cohérentes de résolution de 
l’équation de Schrödinger, consomment un temps de calcul important. La démarche numérique 
adéquate consiste à construire un verre numérique « réaliste » en utilisant des potentiels 
empiriques puis à utiliser la structure générée comme configuration de départ pour des calculs ab 
initio. Les méthodes de dynamique moléculaire en potentiel empirique sont beaucoup plus 
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rapides que les méthodes ab initio car les interactions avec les électrons sont intégrées dans le 
potentiel d’interaction ion-ion, et le mouvement des ions est traité classiquement. 
  
 Pour la génération du verre, un code de dynamique moléculaire développé au CEA-DEN-
SRMP a été utilisé  auquel a été adapté un potentiel d’interaction de paires de type BKS 
paramétré par B. W. H. van Beest [65] qui décrit de façon très satisfaisante les différentes 
structures du SiO2 et intègre en outre la notion de charges fractionnaires pour l’interaction 
coulombienne.  
 
Dans [A5], sont détaillées non seulement la méthode de génération du verre mais aussi la 
façon dont les bonnes configurations ont été sélectionnées. En effet, plusieurs configurations ont 
été générées, mais deux, sans défaut de coordination, ont été particulièrement étudiées : une à 108 
atomes (36 atomes de Silicium et 72 atomes d’Oxygène) et une à 192 atomes (64  atomes de 
Silicium et 128 atomes d’Oxygène). Ces configurations ont ensuite été relaxées en ab initio. Dans 
ce travail, nous avons été amenés à utiliser deux codes DFT utilisant des ondes planes et des 
pseudopotentiels : VASP [36] et Quantum-Espresso [8]. Les résultats sont assez similaires 
comme le montre [A5], où les résultats ont même été comparés à ceux d’un troisième code, 
Siesta [66], qui utilise une base localisée.  
 
 
Du fait de son caractère désordonné, l’étude de la silice et de ses défauts peut se révéler 
vite très gourmande en  nombre de calculs. Sur la Figure 41 sont représentées des vues de la silice 
selon les différents ordres à courte, moyenne et longue distance.   
 
a) b) c)
 
Figure 41 : Description de la silice amorphe aux différents ordres dans la silice : a)  à courte distance, on se 
place dans le tétraèdre typique des phases cristalline de la silice b) à moyenne distance, on raisonne en terme 
d’anneaux c) à longue distance, les atomes sont placés dans un environnement désordonné.  
 
En effet, non seulement les relaxations sont assez longues par rapport au cas du cristal dû à la 
plus faible densité de la silice amorphe, mais cet environnement désordonné implique que chaque 
site de défauts possède un entourage différent. Il est donc nécessaire de calculer tous les sites de 
défauts possibles dans la plus grande cellule possible afin que l’échantillon statistique soit 
pertinent. Par conséquent, pour l’étude des lacunes d’oxygène neutre dans la cellule de silice à 
108 atomes, il y a 72  atomes d’oxygène et donc 72 configurations de lacune possibles à relaxer 
avec chacune des propriétés structurelles, énergétiques et électroniques différentes. Les résultats 
montrent que la boîte de silice amorphe de 108 atomes est un bon compromis entre la possibilité 
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d’avoir un verre réaliste, c’est-à-dire qu’elle semble suffisamment grande pour reproduire 
correctement les données expérimentales disponibles et assez petite pour pouvoir effectuer les 
calculs de défauts sur l’ensemble des sites présents dans la boîte. Par contre, pour certains défauts 
spécifiques où des sites particuliers doivent exister, comme les défauts où une charge est auto-
piégée, le nombre de sites peut se révéler insuffisant : la difficulté est d’arriver à générer une 
silice d’assez petite taille pour être utilisable dans des calculs ab initio mais contenant des sites 
spécifiques des charges auto-piégées. 
 
Dans un premier temps, une étude comparative utilisant le code VASP a été menée sur les 
propriétés structurelles et énergétiques des différents défauts intrinsèques neutres et chargés dans 
la silice amorphe. Un bilan des résultats obtenus extraits de [A7] est montré sur le Tableau 6. 
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55.3
10.6
7.4
26.7
13.30
14.67
17.39
14.64
0
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46.4
46.4
7.2
3.60
6.21
4.36
Double Peroxy
bridge
Peroxy bridge
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0
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Silicon
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100
100
100
0.71
1.60
1.56
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Edge sharing
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Edge sharing
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-1
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9.9
9.9
80.2
100
100
7.60
8.17
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5.71
8.44
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Puckured 5x
Dimer
Dimer
Dimer
+1
0
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Oxygen
vacancy
Probability
(%)
Ef (eV)ConfigurationStructureChargesType of 
defects
2.44
4.70 1.80
2.80
1.60
4.90
1.80
1.801.60 2.40
1.72 1.69
1.671.73
1.73 1.73
1.75 1.75
1.46
1.64
1.69
1.39
1.70
1,68
1,48
3,091,62 1,47
1,73
1,71
1,45
1,6
2,311,71
2,63
1,63
Other structures
2.40
 
Tableau 6 : Structures (les distances moyennes sont données en Angström), probabilité et valeurs moyennes 
de l’énergie de formation pour toutes les configurations étudiées. Les moyennes sont réalisées sur l’ensemble 
des configurations (36 pour les atomes de silicium et 72 pour les atomes d’oxygène).  
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A partir de ces configurations, une étude sur la diffusion et la stabilité de ces défauts intrinsèques 
a été réalisée (voir  [67] et [A6, A7]). Ces calculs démontrent bien la complexité des structures 
que l’on peut trouver dans la silice amorphe du fait de la multiplicité des sites possibles. Certains 
défauts chargés peuvent posséder jusqu’à trois structures différentes comme la lacune d’oxygène 
chargée +1, qui correspond au défaut de type E’, défaut particulièrement important dans la silice 
sous irradiation.  De cette étude, il ressortait que le défaut le plus stable est l’interstitiel 
d’oxygène chargé -2. 
 
Dans le cadre de nos études sur les fibres optiques sous irradiation, l’objectif principal est 
de calculer les propriétés optiques des défauts dans la silice. Afin de calculer dans un premier 
temps les propriétés optiques d’un défaut neutre, nous nous sommes concentrés sur la 
caractérisation des propriétés de la lacune d’oxygène neutre, correspondant à ce qu’on appelle 
« Oxygen Defiecient Center » ou ODC(I). Nous avons pu établir des corrélations entre différents 
paramètres comme entre l’énergie de formation et la distance Si-Si constituant le dimère dans la 
lacune d’oxygène neutre. Cette corrélation avait déjà été trouvée par des calculs ab initio mais 
avec une méthode « embedded cluster » [68]. Nous avons étendu cette corrélation au cas du Ge-
ODC(I) [A16] (voir Figure 42). 
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Figure 42 : Energie de formation en fonction de la longueur du dimère Si-X (X=Si ou Ge). 
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De même, nous avons pu mettre en évidence une corrélation entre l’énergie de formation 
et la pression locale avant la création du défaut aussi bien pour une lacune d’oxygène (voir Figure 
43) que pour l’interstitiel d’oxygène et la lacune et l’interstitiel de silicium [A5]. Ces différentes 
corrélations ont été étudiées également dans la boîte à 192 atomes et le même type de corrélation 
est retrouvé faisant ainsi la démonstration que la cellule à 108 atomes est assez grande. 
 
 
Figure 43 : Energie de formation en fonction de la pression locale initiale. Le coefficient de corrélation de 0,92 
[A5]. 
A partir de nos calculs, nous n’avons pu démontrer aucune autre corrélation. Le grand nombre de 
configurations différentes rend la recherche de corrélation entre les différentes caractéristiques 
des défauts – structurelles (longueurs de liaison, angle), énergétiques (énergie de formation) ou 
autres- très complexe. Une analyse statistique plus poussée serait nécessaire.   
 
Le Germanium est un des dopants le plus utilisé en microélectronique et dans les fibres 
optiques. Dans les fibres optiques, il est inséré pour modifier l’indice de réfraction de la silice. Il 
est tétravalent comme le silicium et se placera en position substitutionnelle d’un atome de 
Silicium dans la silice. Nous avons donc pu étudier l’influence du Germanium au travers de la 
comparaison des défauts SiODC(I) et GeODC(I). L’introduction du Germanium rend encore plus 
complexe l’analyse, puisqu’il double le nombre de lacunes possible (144 GeODC(I) pour 72 
SiODC(I)). L’effet du germanium a été discuté dans [A22]. La présence de Germanium facilite la 
création de lacunes d’oxygène en diminuant leur énergie de formation par rapport au cas 
SiODC(I) (voir Figure 44) et polarise ou amplifie la polarisation de la liaison X-Si (voir Figure 
45). Comme cela est discuté par la suite, ces différences ont une grande influence sur les 
propriétés optiques des deux défauts. 
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Figure 44 : Distribution de l’énergie de formation du XODC(I) : (a) X=Si ; (b) X=Ge. 
 
 
 
Figure 45 : Distribution de charge 2D pour deux sites de défauts (A,B,C) et (A’,B’,C’). Sont présentés le 
SiODC(I) et ses deux GeODC(I) correspondants. 
 
Dans le cadre des études du durcissement des fibres optiques, l’objectif était de calculer 
les propriétés optiques de ces défauts. Pour décrire les propriétés optiques, nous devons nous 
appuyer sur une description de la structure électronique correcte. Dans le Tableau 7, nous avons 
résumé les différents calculs effectués sur la cellule de silice amorphe pure sans défaut à 108 
atomes. A partir d’un calcul DFT, nous trouvons une bande interdite de 5,2 eV, soit plus de 40% 
d’erreur. Les raisons de cette sous-estimation sont décrites dans le partie II.2.2 de ce document. 
 
 
 
 
 
 
77 
  LDA HSE03 HSE06 PBE0 
(=0,25) 
PBE0 
(=0,35) 
G0W0 Exp.  
[69, 70, 71] 
Bande 
interdite 
(eV) 
5,2 6,9 7,3 8 ,0 9,1 9,3  ~9 
Tableau 7 : Valeur calculée de la bande interdite (en eV) de la silice amorphe  selon les différentes méthodes 
utilisées. 
 
En 2006, il était difficile d’utiliser d’autres méthodes afin d’obtenir une valeur plus 
précise de la bande interdite sur une cellule de plus d’une centaine d’atomes. Nous avons donc 
effectué des calculs de conductivité optique à partir du formalisme de Kubo-Greenwood comme 
décrit dans [A8]. Les résultats obtenus montraient une sous-estimation systèmatique des bandes 
d’absorption des défauts par rapport aux résulats expérimentaux. Sur la Figure 46 est donné en 
exemple le résultat obtenu pour le SiODC(I). La bande d’absorption est centrée sur 6,2 eV au lieu 
de 7,6 eV expérimentalement. Ce type de calcul ne prenait pas du tout en compte la physique due 
à l’exciton.  
 
 
 
Figure 46 : Conductivité optique du SiODC(I) : spectre complet (en vert) ; contribution du dimère Si-Si 
constituant le SiODC(I) (en rouge) et fit gaussien (en noir). 
 
A partir de 2006, nous avons donc collaboré avec l’Université de Modène sur le 
développement du code SaX utilisant les méthodes de perturbation à plusieurs corps à la DFT 
décrite dans la partie II.2.3 de ce document. L’objectif était d’obtenir un code GW/BSE pouvant 
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être utilisé sur des cellules de simulation de la taille de celle que nous utilisons, c’est-à-dire de 
l’ordre de la centaine d’atomes. Sur ce projet, le CEA-DAM-DIF n’a pas développé le code mais 
est intervenu en tant que bêta-testeur, notamment dans la phase d’optimisation au niveau de la 
parallélisation du code.  
 
En plus de cela, une étude a été réalisée utilisant les fonctionnelles hybrides qui ont été 
introduites dans les nouvelles versions des codes ab initio comme VASP (non publié). Bien sûr, 
là aussi, l’étude reste dans un cadre DFT (approche à l’état fondamental, ne prenant pas en 
compte les effets excitoniques). Comme le montre le Tableau 7, les valeurs de bande interdite 
théoriques obtenues sont améliorées : l’erreur passe de 40% à 20 ou 10% selon la fonctionnelle 
hybride utilisée. La bande interdite expérimentale peut être retrouvée en ajustant le paramètre  
dans la fonctionnelle hybride. Cette approche fonctionnelle hybride ne nous a pas paru 
satisfaisante pour les raisons suivantes : 
 ne prenant pas en compte les effets excitoniques, le calcul d’absorption optique ne pourra 
pas prendre en compte la contribution de l’exciton importante dans la silice ; 
 l’introduction du paramètre  à ajuster pose problème à partir du moment où la silice sera 
dopée. Quelles valeurs du paramètre devrons-nous choisir en fonction du dopant et de sa 
concentration sachant que les valeurs de bandes interdites ne sont pas disponibles pour 
chacune des valeurs de concentrations? 
 
Nous sommes donc passés aux méthodes plus lourdes théoriquement et au niveau temps de 
calcul que sont les méthodes de perturbation à plusieurs corps à la DFT. Depuis 2011, le code 
SaX tourne en mode production sur différents supercalculateurs. Cela nous a permis de calculer 
de façon précise la bande interdite (voir Tableau 7). Sur la Figure 47, nous avons représenté la 
densité d’état de la silice sans défaut pour la structure quartz et amorphe ainsi que la valeur de 
l’auto-interaction |SI| projetée sur les fonctions d’ondes, qui permet de quantifier le niveau de 
localisation de l’état électronique (|SI|=1 : état totalement délocalisé de type ondes planes ; |SI|>1 
l’état est localisé proportionnellement à la valeur de |SI|). La Figure 47 met bien en valeur la 
localisation de type Anderson [72] en bord de bandes introduites par le désordre de la silice 
amorphe. 
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Figure 47 : En haut : Densité d’état (en unité arbitraire) en fonction de l’énergie (en eV) pour la silice en 
structure -quartz (q-SiO2 ) et amorphe (a-SiO2). Un élargissement gaussien de 0,1 eV a été utilisé. ; En bas : 
mesure de la mesure de l’auto-interaction (|SI|) pour chaque état électronique. 
 
Les calculs effectués avec le code SaX en GW nous ont permis d’obtenir de façon précise 
la position des états introduits dans la densité d’état ainsi que leur niveau de localisation (voir 
Figure 48) et leur densité de charge (Figure 49). 
 
Figure 48 : Densité d’état et valeur absolue de l’auto-interaction pour une configuration SiODC(I) dans la 
silice amorphe. Les états électroniques a,b et c sont ceux introduits dans la densité d’état par le défaut. 
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a b c 
Figure 49 : Densité de charge des états électroniques introduits par la présence du défaut SiODC(I). Les 
lettres correspondent à celles utilisées dans la Figure 48. 
 
Nous avons pu obtenir le même type de résultat pour un GeODC(I), comme illustré Figure 50 et 
Figure 51. 
 
 
Figure 50 : Densité d’état et valeur absolue de l’auto-interaction pour une configuration GeODC(I) dans la 
silice amorphe. Les états électroniques a’,b’ et c’ sont ceux introduits dans la densité d’état par le défaut, d’ 
est introduit par la présence de l’atome de Germanium. 
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a’ b’ c’ d’ 
Figure 51 : Densité de charge des états électroniques introduits par la présence du défaut SiODC(I). Les 
lettres correspondent à celles utilisées dans la Figure 48. 
Cela nous a permis d’étudier l’influence du Germanium sur les propriétés d’un ODC(I). Le 
Germanium, par exemple, introduit dans la densité d’état un niveau localisé, qui ne dépend pas 
du défaut (appelé d’ sur la Figure 50), qui peut capturer une charge, expliquant la présence de 
défaut de GeO4
-
. La polarisation dans le dimère Si-Ge et le désordre introduit par le Germanium 
vont totalement changer la nature des transitions optiques dans la silice comme illustré Figure 52 
et Figure 53. Sur la Figure 52 est représentée l’absorption optique d’un SiODC(I). Elle reproduit 
très bien la valeur expérimentale du pic d’absorption d’un SiODC(I) à 7,6 eV [73]. Ces calculs 
permettent de montrer notamment que cette transition n’est pas composée d’un seul mais de deux 
pics dûs aux transitions entre le niveau plein introduit par le défaut dans la bande de valence et 
les deux niveaux introduits par le défaut dans la bande de conduction et qu’il existe une autre 
bande d’absoption très faible due à la transition entre le niveau plein introduit par le défaut dans 
la bande de valence et le bas de la bande de conduction.  
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Figure 52 : Spectre d’absorption optique (en haut) et densité d’états (DOS en bas) de la silice amorphe sans 
défaut  (--) et d’une configuration SiODC(I) (). Les notations des défauts sont les mêmes que sur la Figure 
48. Les lettres en majuscules indiquent les transitions optiques. Le spectre d’absorption optique de la silice 
amorphe sans défaut  a été décalé pour des raisons de clarté. 
 
Du point de vue expérimental, le GeODC(I) restait très peu observé. En effet, 
l’introduction d’un seul germanium va totalement changer la nature de ces transitions. Comme le 
montre la  Figure 53, la signature optique du GeODC(I) est une série de pics de faible amplitude 
en comparaison à celle du SiODC(I). Cette série est située entre 7,2 et 8,0 eV et est due à une 
transition entre une série de niveaux situés en haut de la bande de valence et les deux niveaux dus 
aux défauts dans la bande de conduction. Ces niveaux en haut de la bande de valence sont 
particulièrement localisés à cause du désordre introduit par la présence du Germanium. Cette 
faible amplitude peut s’expliquer par le peu de couplage entre les niveaux réalisant la transition. 
Cela explique pourquoi ce défaut avait été si peu observé expérimentalement. 
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Figure 53 : Spectre d’absorption optique (en haut) et densité d’états (DOS en bas) de la silice amorphe sans 
défaut  (--) et d’une configuration GeODC(I) (). Les notations des défauts sont les mêmes que sur la Figure 
50. Les lettres en majuscules indiquent les transitions optiques. Le spectre d’absorption optique de la silice 
amorphe sans défaut  a été décalé pour des raisons de clarté. L’échelle est la même que sur la Figure 52 afin 
de pouvoir comparer l’amplitude des spectres. 
 
II.4.2 Les défauts dans le dioxyde d’hafnium 
 
Ces travaux ont été réalisés au cours du stage post-doctoral de Valérie Cuny (voir partie 
I.3.3.) qui a été soutenu par l’ANR dans le cadre du  projet LN3M (voir partie I.4.3.2). Dans cette 
étude, il s’agissait de mieux comprendre la physico-chimie des défauts et l’influence des dopants 
ou impuretés dans le dioxyde d’hafnium. Les calculs ab initio ont été réalisés seulement en DFT 
avec le code VASP sur une structure de HfO2 monoclinique (voir Figure 54). Ce travail a conduit 
à la publication d’un article dans « Journal of Applied Physics » [A18] et un autre dans les actes 
de la conférence « MRS Spring Meeting 2007 » [A9]. 
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Figure 54 : Partie de la structure de HfO2 monoclinique indiquant en blanc les atomes d’hafnium et en rouge 
les atomes d’oxygène. Plus précisément, il existe deux types de coordinence dans le dioxyde d’Hafnium pour 
l’atome d’oxygène : l’atome en rose correspond à un oxygène de coordinence 3 et celui en orange de 
coordinence 4. 
 
 
Nous avons pu ainsi caractériser structurellement et électroniquement le dioxyde 
d’hafnium. Bien sûr, là aussi, nous obtenons une sous-estimation sur la bande interdite d’environ 
30% par rapport à la valeur expérimentale d’environ 5,7 eV [74] (voir Figure 56). 
 
La première partie de ce travail a donc été l’étude des défauts intrinsèques neutres et 
chargés dans le dioxyde d’hafnium au travers du calcul de la configuration atomique, l’énergie de 
formation, l’énergie d’ionisation ou encore l’affinité électronique. Nous n’exposons ici que les 
résultats pour les défauts dus à l’oxygène, car des études ont révélé que les lacunes d’oxygène 
sont responsables du courant de fuite par effet tunnel [75]. Dans le Tableau 8 sont données les 
principales valeurs pour les défauts avec la notation suivante : 
Dn
q 
 
Où D est le défaut (lacune d’oxygène D=V; interstitiel d’oxygène D=O) et n est la coordination 
du défaut (n= 3 ou 4). Nous avons donc pu caractériser les défauts en calculant leurs structures 
atomiques et électroniques (Figure 55 et Figure 56) mais aussi la variation de l’énergie de 
formation en fonction de l’énergie de Fermi (Figure 57) ou encore leurs énergies d’ionisation ou 
leurs affinités pour les électrons ou les trous (Tableau 8). 
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Défaut 0
3O  

3O  
2
3O  
Struture 
atomique 
   
Distance 
O-Ointerstitiel 
(Å) 
1,50 1,98 2,36 
 
 
Densité de 
charge 2D 
  
 
Figure 55 : Configuration des interstitiels d’oxygène neutres et chargés. L’atome en bronze représente 
l’interstitiel d’oxygène. 
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Figure 56 : Densité d’états (DOS) de HfO2 avec ou sans défaut. Les deux traits tiretés délimitent la bande 
interdite et la flèche indique le défaut introduit dans la bande interdite 
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Figure 57 : Énergies de formation en fonction de l’énergie de Fermi dans le « band gap » expérimental pour 
les lacunes (a) et interstitiels (b) d’oxygène à différents états de charge dans m-HfO2. La ligne verticale 
indique la position expérimentale du bas de la bande de conduction (CB). 
 
Défauts V3
+
 V4
+
 V3
0
 V4
0
 V3
-
 V4
-
 V3
2-
 V4
2-
 O3
0
 O3
-
 O3
2-
 
Energie 
d’ionisation 
(eV) 
3,69 4,04 3,35 3,81 1,77 1,92 1,82 1,83 5,42 5,41 5,40 
Affinité 
électronique 
(eV) 
2,70 3,21 1,75 1,82 1,74 1,81 X X 3,92 4,77 X 
Affinité 
pour les 
trous (eV) 
2.82 2.48 2.98 2.47 3.93 3.86 3.93 3.89 X 1.76 0.98 
Tableau 8 : Energies d’ionisation et affinités (en eV) pour des lacunes et des interstitiels d’oxygène neutres et chargés. 
 
Pour résumer l’ensemble des résultats, qui ont été comparés à d’autres résultats théoriques 
comme ceux de Foster et al. [76], on peut dire : 
 qu’un interstitiel d’oxygène neutre forme une liaison covalente avec l’atome d’oxygène le 
plus proche et cette liaison disparaît dans le cas d’un interstitiel chargé, 
 que les lacunes d'oxygène V+ et V2+ sont plus stables dans la coordinence 3 et les lacunes 
V
+
, V
-
 et V
2-
 dans la coordinence 4,  
 que la formation d’une lacune d’oxygène neutre n’entraîne pas de déplacement important 
des atomes d’hafnium autour de ce défaut, 
 que les défauts les plus aptes à servir de pièges à électrons sont 3V , 
2
3V , 
0
3O  et 

3O , 
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 que l’introduction de lacunes d’oxygène neutres ou chargées dans HfO2 entraîne 
l’apparition de niveaux d’énergie dans la bande interdite comme montré sur la Figure 56. 
Ces niveaux sont peu profonds (proches de la bande de conduction).  
 
A partir de ces configurations, nous avons pu calculer l’influence de différents dopants et 
impuretés sur les propriétés électroniques des défauts. L’objectif ici est de trouver un moyen 
d’inhiber ces défauts et donc d’éliminer les niveaux introduits dans la bande interdite sans 
changer celle-ci, c’est-à-dire sans modifier les propriétés isolantes du dioxyde d’hafnium. Nous 
avons pu étudier trois éléments : 
 l’Azote : en incorporant l’azote, il est possible de réduire les courants de fuite et 
d’éliminer les niveaux d’énergie induits par les lacunes d’oxygène (voir entre autres 
[77,78]) ;  
 le Fluor : il semblerait que le fluor ait le même effet que l’azote. Il ferait disparaître 
l’état de gap induit par une lacune d’oxygène [79,80] ; 
 le Chlore : concernant le chlore, il est considéré comme un contaminant après 
déposition lors du procédé de dépôt par couches atomiques (ALD) pendant lequel 
sont utilisés des précurseurs HfCl4. 
L’incorporation de l’azote, du fluor et du chlore a été étudiée en les introduisant à différentes 
positions : 
 En position substitutionnelle :  
1. un atome de chacune de ces espèces est introduit à un site lacunaire neutre 
(substituant une lacune d’oxygène), 
2. chaque impureté est incorporée en un site substitutionnel (substituant un 
atome d’oxygène) proche d’une lacune d’oxygène neutre, 
3. chaque impureté est incorporée en deux sites substitutionnels (substituant 
deux atomes d’oxygène) proches d’une lacune d’oxygène neutre. 
 En position interstitielle :  
4. chaque atome est introduit dans un système sans lacune à un site interstitiel  
5. dans un système avec lacune à un site interstitiel proche de la lacune 
d’oxygène neutre, 
6. dans un système avec lacune à un site interstitiel loin de la lacune 
d’oxygène neutre. 
Le résumé des effets en fonction de la position de chacun de ces atomes est donné dans le 
Tableau 9. 
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 N Cl F 
1. En substitution d’une 
lacune d’oxygène 
Rajoute un état dans 
la bande interdite au-
dessus du haut de la 
bande de valence. 
Réduction de la bande 
interdite. 
Rajoute un état 
dans la bande 
interdite en-dessous 
du bas de la bande 
de conduction. 
Réduction de la 
bande interdite. 
Ne rajoute pas 
d’état dans la 
bande interdite.  
 
Ne réduit pas la 
bande interdite. 
2. En substitution 
proche d’une lacune 
d’oxygène 
Rajoute un état dans 
la bande interdite au-
dessus du haut de la 
bande de valence. 
Réduction de la bande 
interdite. 
Rajoute un état 
dans la bande 
interdite en-dessous 
du bas de la bande 
de conduction. 
Ne réduit pas la 
bande interdite. 
Ne rajoute pas 
d’état dans la 
bande interdite  
 
Ne réduit pas la 
bande interdite. 
3. Double substitution 
proche d’une lacune 
d’oxygène 
Rajoute un état dans 
la bande interdite au-
dessus du haut de la 
bande de valence. 
Ne réduit pas la 
bande interdite. 
Rajoute un état 
dans la bande 
interdite en-dessous 
du bas de la bande 
de conduction. 
Ne réduit pas la 
bande interdite. 
Rajoute un état 
dans la bande 
interdite en-dessous 
du bas de la bande 
de conduction. 
Ne réduit pas la 
bande interdite. 
4. En position 
interstitielle dans un 
système sans lacune 
Rajoute un état dans 
la bande interdite au-
dessus du haut de la 
bande de valence. 
Réduction de la bande 
interdite. 
Rajoute un état 
dans la bande 
interdite en-dessous 
du bas de la bande 
de conduction. Ne 
réduit pas la bande 
interdite. 
Ne rajoute pas 
d’état dans la 
bande interdite  
 
Ne réduit pas la 
bande interdite. 
5. En position 
interstitielle proche 
d’une lacune 
Rajoute un état dans 
la bande interdite au-
dessus du haut de la 
bande de valence. 
Réduction de la bande 
interdite. 
Rajoute un état 
dans la bande 
interdite au-dessus 
du haut de la bande 
de valence. 
Réduction de la 
bande interdite. 
Ne rajoute pas 
d’état dans la 
bande interdite  
 
Ne réduit pas la 
bande interdite. 
6. En position 
interstitielle loin d’une 
lacune 
Rajoute un état dans 
la bande interdite au-
dessus du haut de la 
bande de valence. 
Réduction de la bande 
interdite. 
Rajoute un état 
dans la bande 
interdite au-dessus 
du haut de la bande 
de valence. 
Réduction de la 
bande interdite. 
Rajoute un état 
dans la bande 
interdite en-dessous 
du bas de la bande 
de conduction. 
Ne réduit pas la 
bande interdite. 
Tableau 9 : Description des différentes positions de l’azote (N), du chlore (Cl) et du Fluor (F) et leurs 
conséquences sur les propriétés du matériau. En vert les situations où les propriétés isolantes du HfO2 ne 
seront pas impactées ; en rouge celles où elles seront impactées. 
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En position substitutionnelle ou interstitielle dans un système avec lacune, l’atome de Fluor va 
donc permettre de réduire le courant de fuite s’il est assez proche de la lacune (moins de 4,3 Å). 
Dans un système sans lacune, il ne modifiera pas les propriétés du système.  
 
Enfin, une étude sur la diffusion de ces espèces dans le dioxyde d’hafnium a été réalisée, 
montrant que le fluor s’incorpore mieux que l’azote (voir Figure 58). 
 
  
a) b) 
Figure 58 : Chemin de migration d’un atome de a) Fluor et b) Azote. Les longueurs de liaison indiquées sur 
les configurations atomiques sont en Angström. Les atomes d’oxygène sont en blanc, ceux d’hafnium en noir 
et le fluor et l’azote en noir. 
 
II.5 Ingénierie des interfaces à l’échelle atomique 
 
Dans cette partie, nous ne travaillons plus à construire l’interface à partir du dépôt comme 
fait dans la partie II.3, mais nous construisons l’interface à la main afin d’évaluer les barrières 
énergétiques entre les matériaux, c’est-à-dire l’alignement de bandes des matériaux à partir de 
calculs ab initio. Ici, nous nous sommes particulièrement concentrés sur l’interface HfO2/SiO2, 
ses propriétés et l’influence que peuvent avoir les défauts et les dopants à cette interface sur cet 
alignement de bandes, afin de pouvoir le calibrer. Ce travail a été réalisé pendant les deux années 
de post-doctorat réalisé par Abram Van Der Geest (voir parties I.3.3 et I.4.1.5).  
 
Une partie des résultats obtenus sont présentés dans [A24]. En liaison avec les 
expérimentateurs du CEA-DRT-LETI, les dopants étudiés sont l’aluminium (Al), le lanthane (La) 
et le magnésium (Mg). On cherche à évaluer le décalage de bande (VBO pour «Valence Band 
Offset»)  entre le HfO2 et le SiO2. Ce calcul s’effectue en deux étapes : 
1. On calcule en DFT le potentiel macroscopique en fonction de la distance perpendiculaire 
à l’interface 
2. En considérant que les matériaux sont dans leur état massif suffisamment loin de 
l’interface, on utilise la différence d’énergie entre le potentiel électrostatique du massif et 
la bande de valence de chaque matériau pour évaluer VBO. Ici, l’utilisation de la DFT 
seule entraine des erreurs dues au problème d’évaluation de la bande interdite (voir parties 
II.2.2 et II.2.3). Un calcul G0W0 est alors réalisé afin de corriger ces erreurs. 
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VBO à l’interface, VBOint, est alors calculé de la façon suivante : 
Ev,i,int = Vint,i + (Si+GW,i) 
 
VBOint = Ev,HfO2,int -  Ev,SiO2,int 
 
VBOint = (SHfO2+GW,HfO2) - ( SSiO2+GW,SiO2)+ V 
 
Où Vint,i est le potentiel électrostatique du matériau i à l’interface, Si est la différence d’énergie 
entre la bande de valence et le potentiel électrostatique pour le matériau massif i obtenu en DFT, 
GW,i est la correction G0W0 à l’énergie de la bande de valence, Ev,i,int est l’énergie de la bande de 
valence du matériau i à l’interface et enfin V est la marche de potentiel qui peut être approximée 
au 1
er
 ordre comme un dipôle localisé à l’interface, défini par la densité de charge et l’espacement 
d à l’interface (voir Figure 59)  
 
 
Figure 59 : Les trois encarts montrent les trois composantes (à gauche et à droite : différence d’énergie entre 
la bande de valence et le potentiel électrostatique pour chacun des matériaux massifs, au milieu : le potentiel 
électrostatique du matériau i à l’interface) combiné dans la figure principale afin de déterminer le décalage de 
bande VBO. 
 
Pour appliquer cette méthode, nous devons construire des interfaces modèles, sachant 
qu’expérimentalement la structure atomique de l’interface HfO2/SiO2 est inconnue. Comme cela 
est justifié dans [A24], nous avons utilisé la phase monoclinique de HfO2 et la phase cristobalite 
de la silice. A partir de là, nous avons généré deux modèles (A) pour une interface 
HfO2(001)/SiO2(101) et (B) pour une interface HfO2(101)/SiO2(110) (Figure 60) et nous avons 
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obtenu des valeurs de VBO en bon accord avec les expériences de spectroscopie de 
photoélectrons X (XPS), qui donnent un intervalle de VBO de 1,0 à 1,9 eV [81,82]. 
 
(A) (B) 
  
Figure 60 : Au milieu : Interfaces modèles générées en ab initio (A) : HfO2(001)/SiO2(101) et (B) : 
HfO2(101)/SiO2(110) avec en haut : leur potentiel électrostatique (en noir le macroscopique et en gris le 
microscopique) et en bas la variation de la densité de charge à l’interface.  Les atomes d’Hafnium sont en 
bleu, ceux d’Oxygène en rouge et ceux de Silicium en violet. 
 
A partir de ces interfaces, nous avons pu regarder l’effet sur VBO de la présence des 
dopants La, Al et Mg en position substitutionnelle de Hf ou de Si (Figure 61 et Figure 62) et 
étudier les niveaux introduits par les défauts dans la densité d’état du matériau (Figure 63).    
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(A) (B) 
  
Figure 61 : Représentation schématique des différences de VBO pour les deux interfaces étudiées (A) et (B) en 
fonction de la distance à l’interface (courbes (a)) et de l’énergie de formation (courbes (b)). Le système de 
référence est l’interface sans dopants. 
 
93 
 
Figure 62 : Pour toutes les courbes : au milieu : Interfaces modèles générées en ab initio, en haut : leur 
potentiel électrostatique (en noir le macroscopique et en gris le microscopique) et en bas la variation de la 
densité de charge à l’interface.  Les courbes sont faites pour des dopants en positions substitutionnelles (a) La  
pour Hf dans le système (B) , (b) Al pour Hf dans le système (A), (c) Mg pour Hf  dans le système (B), (d) Mg 
pour Si dans le système (B). 
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Figure 63 : Densité d’états pour le spin up (en noir) et spin down (gris) pour des dopants en positions 
substitutionnelles (a) Al pour Hf dans le système (A) (b) Al pour le système (B) (c) Mg pour Hf dans le système 
(A) et La pour Hf dans le système (B). Le haut de la bande de valence est décalé à 0 eV 
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CONCLUSION  ET PERSPECTIVES 
 
Dans ce mémoire, j’ai pu retracer mes recherches effectuées dans un laboratoire du 
Département de Conception et Réalisation des Expérimentations (DCRE) du CEA-DAM-DIF. 
Arrivé en 2002 au DCRE, j’y ai développé une activité en simulation à l’échelle atomique dans le 
cadre des études menées sur le durcissement aux irradiations des composants micro et 
optoélectroniques. Pour cela, j’ai commencé à travailler avec les chercheurs de ce groupe qui 
réunissait très majoritairement des expérimentateurs spécialistes de ce domaine. J’ai ensuite pu 
développer cette activité en montant des collaborations avec des instituts français, comme le 
CNRS/LAAS à Toulouse, le LabHC de l’université de Saint-Etienne ou encore le CEA-LETI à 
Grenoble, et étrangers comme l’université de Rutgers aux Etats-Unis ou le CNR-IOM de Trieste 
en Italie. Ces collaborations se sont concrétisées au fils des années par des articles, la 
participation commune à des workshops et des conférences ainsi qu’à leur organisation, la 
soumission de projets nationaux (ANR) et européens et la création d’Equipes de Recherche 
Commune (ERC). Tous ces éléments m’ont permis de mettre en place un cadre sur lequel 
s’appuieront mes activités de recherche à court et moyen termes. Trois domaines 
complémentaires sont clairement identifiés, correspondant aux trois axes de collaboration mis en 
place : 
 
 La croissance de couches minces et le calcul multi-échelle pour les procédés de 
fabrication en microélectronique, 
 L’ingénierie des interfaces dans les composants électroniques, 
 La caractérisation des défauts dans les matériaux pour le durcissement des composants. 
 
Le premier axe, mené en collaboration avec le CNRS-LAAS de Toulouse, a pour objectif de 
mieux comprendre les mécanismes de base de la formation des interfaces oxydes-
semiconducteurs pour les composants microélectroniques. Les deux types de procédés de 
fabrication étudiés sont l’oxydation thermique pour la croissance de silice amorphe sur silicium et 
le dépôt par couche atomique (« ALD » pour « Atomic Layer Deposition ») d’oxyde à forte 
constante diélectrique sur silicium. Lorsque ces travaux ont commencé, la plupart des calculs à 
l’échelle atomique était réalisée en ab initio ou en dynamique moléculaire classique à partir de 
modèles d’interface construits manuellement. Si cela permettait de recouper certaines grandeurs 
physiques calculées avec les caractérisations expérimentales d’interfaces, ces approches ne 
décrivaient pas les premières étapes du dépôt et leurs résultats n’étaient donc souvent pas 
directement applicables par les expérimentateurs à leur procédé de fabrication. Par conséquent, 
seule une investigation des réactions fondamentales se déroulant à l’échelle atomique à partir de 
la première molécule déposée sur le substrat pouvait aider à une meilleure compréhension des 
phénomènes. 
 
 Pour rompre avec les approches conventionnelles, nous avons fixé nos objectifs par 
rapport aux besoins des expérimentateurs : 
 
 Optimisation de la cinétique de croissance,  
 Compréhension de la formation des défauts à l’interface, 
 Guérison des défauts, 
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 Réduction de la contamination des couches par des précurseurs ou des impuretés. 
 
Pour cela, nous avons été amenés à associer des méthodes quantiques basées sur la Théorie 
de la Fonctionnelle de la Densité (DFT) et une approche Monte Carlo Cinétique. Les méthodes 
quantiques DFT sont les plus précises mais restent limitées en tailles et en temps caractéristiques. 
A contrario, les techniques de type méthodes Monte-Carlo peuvent atteindre les échelles d'espace 
et de temps d’intérêts pour l’expérimentateur, mais nécessitent l’identification des phénomènes 
physico-chimique se déroulant au cours du procédé étudié. A partir de là, notre stratégie a été 
d’exploiter en parallèle ces deux types de code mais en les gardant toujours liés entre eux et avec 
les données venant des expérimentateurs, afin d’améliorer la compréhension à l’échelle atomique 
tout en restant réaliste. Il s’agit aussi de limiter le nombre de calculs DFT, qui restent assez 
lourds, en exploitant au maximum les possibilités du code Monte Carlo. Cette approche originale 
et ambitieuse s’est concrétisée au travers d’une série d’études mêlant calculs ab initio, 
développement de codes Monte Carlo Cinétique et échanges avec des expérimentateurs 
travaillant sur le dépôt de couches minces pour la microélectronique comme Yves Chabal de 
l’université de Rutgers et Gilles Dujardin du Laboratoire de Photophysique Moléclaire et les 
technologues du CEA-LETI.  Ces études ont notamment permis de développer deux codes Monte 
Carlo Cinétique : OXCAD pour l’oxydation thermique et HIKAD pour l’ALD avec leurs bases 
de données de calculs ab initio. Pour construire ces codes, il a fallu mettre en place notre 
algorithme Monte-Carlo Cinétique en temps continu basé sur réseau dans les deux cas particuliers 
étudiés, construire notre système cristallographique, définir une dynamique temporelle, optimiser 
et filtrer les différents évènements afin d’intégrer les mécanismes calculés en ab initio. Ces codes 
et leurs calculs ab initio associés ont pu aider à la compréhension des premières étapes du 
procédé de fabrication en mettant en évidence, entre autres, les configurations atomiques 
nécessaires à la croissance et, dans le cas de la silice, à son amorphisation, la formation des 
défauts, le rôle des précurseurs ou encore le caractère exothermique de la réaction d’oxydation du 
silicium.  
  
Aujourd’hui, nous pouvons considérer qu’une première étape est franchie dans la mise en 
œuvre de notre approche multi-échelle. Au-delà de cette première étape, le champ reste ouvert 
suivant au moins deux orientations : 
 Utilisation des acquis méthodologiques à de nouvelles applications d’intérêt 
technologique, 
 Ouverture de l’approche associant DFT et technique de Monte Carlo à des combinaisons 
plus complexes, en ajoutant des techniques existantes ou à inventer. 
 
Sur le plan des applications d’intérêt technologique, les sujets déjà abordés - oxydation de Si 
et dépôt des matériaux à forte constante diélectrique - sont encore loin d’être élucidés. Alors que 
la question de la germination des îlots de SiO2 et celle de la formation de structures locales avec 
une symétrie hexagonale semblent avoir été résolues, le problème de la croissance de ces îlots, 
aboutissant à la formation des couches amorphes, reste encore posé. La démarche adoptée 
jusqu’ici sera entreprise pour le dépôt successif de molécules d’oxygène en grand nombre. Nous 
avons déjà amorcé cette étude en introduisant des simulations en dynamique moléculaire, en 
supplément des calculs DFT et de la technique de Monte Carlo. 
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Concernant les matériaux à forte constante diélectrique, la simulation du dépôt des couches 
minces de HfO2 et ZrO2 a été achevée, mais de nombreux cas restent encore à étudier. En 
particulier : 
 
 Les oxydes d’aluminium  qui sont largement utilisés dans la fabrication des mémoires, 
 Les oxydes de magnésium qui sont appelés à jouer un rôle important en spintronique, 
 Les oxydes de lanthane qui sont amenés à remplacer les oxydes de hafnium dans le futur 
proche, 
 Les oxydes complexes, mélangeant l’azote et le silicium à HfO2, qui présentent une 
structure amorphe, 
 L’oxydation de nouveaux substrats de la microélectronique comme les matériaux III-V, le 
germanium et les alliages SiGe, réputés pour leur mobilité élevée et/ou la rapidité des 
composants fabriqués. 
 
Sur le plan des développements méthodologiques, deux approches sont en cours d’évaluation 
et constituent des points importants de notre activité future : 
 
 L’association de la Dynamique Moléculaire, en particulier la Dynamique Moléculaire 
quantique, aux calculs DFT conventionnelle et aux techniques de Monte Carlo, 
 Le développement d’une méthode de Monte Carlo hyperthermique qui est une approche 
intermédiaire entre la technique de Monte Carlo classique et la Dynamique Moléculaire. 
Cette approche permet d’accéder à des trajectoires atomiques approchées avec un temps 
de calcul minimal. 
 
Parmi ces applications, plusieurs sont susceptibles de faire appel à une nouvelle technique 
expérimentale, appelée ALDO pour «Atomic Layer Deposition and Oxidation » , qui combine 
l’oxydation et le dépôt par couche atomique. Même si cette technique est fondamentalement 
différente des deux méthodes au niveau expérimental, la simulation du procédé peut être 
parfaitement réalisée à partir des approches dont nous disposons. 
 
Concernant l’approche Monte Carlo hyperthermique, la description des dépôts par oxydation 
thermique et ALD nécessite l’introduction de nouveaux phénomènes afin de dépasser le stade des 
premières couches déposées. Notamment, le point dur pour l’oxydation thermique est le fait que 
les réactions sont particulièrement exothermiques, ce qui semble jouer un rôle important dans 
l’incorporation des atomes d’oxygène dans la couche de silicium et dans l’amorphisation de la 
silice amorphe. Le développement de l’approche Monte Carlo hyperthermique pourra s’avérer 
intéressant pour application à de nouvelles thématiques de notre laboratoire comme les matériaux 
énergétiques ou les problèmes de déplacement atomique dû aux radiations, thématiques que nous 
souhaitons développer à l’avenir. 
 
Dans le deuxième axe, il s’agit de se concentrer sur les interfaces utilisées dans les 
technologies en cours de développement au CEA-LETI au travers de l’exploration à l’échelle 
atomique des propriétés électriques d’interfaces d’oxydes défectueux. Notre objectif principal 
dans cet axe est la compréhension des problèmes de fiabilité dans les composants. Pour ces 
études, nous nous sommes placés dans le cadre de la DFT et au-delà en utilisant la méthode 
G0W0 afin d’obtenir des valeurs de décalage de bandes associés à des travaux de sortie effectifs 
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dans la même gamme de valeur que celle observée expérimentalement. L’évolution des méthodes 
à N corps de type GW a permis l’application de ces théories à des problèmes appliqués. 
A l’intérieur de ce cadre, nous avons généré des modèles d’interface pour examiner : 
 
 Les décalages de bandes dus à un défaut, comme la lacune d’oxygène à l’interface 
HfO2/SiO2, 
 Les effets de la substitution du défaut par des impuretés ou des dopants, 
 La stabilité dans le temps de ces défauts et dopants dans des oxydes sous-
stœchiométriques, par l’étude de leur migration. 
 
Nous avons aujourd’hui démontré l’intérêt de ces méthodes pour des applications 
technologiques, notamment pour la réalisation des composants. Le défi qui nous attend est la 
construction de base de données en microélectroniques, en complément des méthodes de 
caractérisation physico-chimique (XPS EELS, TEM,…) et électrique expérimentales, utilisées 
habituellement. Cet effort continuera dans les années qui viennent avec la mise en place d’une 
approche couplée expérience-simulation avec le LETI. En outre, les études devront prendre en 
compte l’arrivée de nouveaux matériaux comme le Germanium ou les III-V. 
 
Pour le troisième axe, il s’agissait d’améliorer la caractérisation des défauts générés sous 
irradiation dans les oxydes. Pour cette tâche, nous nous sommes principalement concentrés sur 
les défauts dans la silice amorphe, qui est le matériau d’intérêt pour l’étude du durcissement des 
fibres optiques. Ce travail, mené en collaboration étroite avec le LabHC de l’université de Saint-
Etienne, a pour objectif principal de compléter les bases de données expérimentales existantes en 
évaluant les propriétés structurelles, électroniques et optiques des défauts dans la silice amorphe, 
pure et dopée. 
 
Lorsque ces travaux ont démarré, la plupart des calculs étaient réalisés : 
 Soit par des méthodes de clusters ou de clusters entourés qui permettent d’accéder 
assez directement aux propriétés optiques mais qui interdisent une bonne description 
du milieu amorphe et l’introduction de multiples dopants ou impuretés, 
 Soit par des calculs à cellule périodique dans le cadre de la DFT, empêchant toute 
évaluation correcte de la bande interdite et donc des propriétés optiques. 
 
Pour dépasser cet état de l’art, notre but a été de pouvoir utiliser des supercellules périodiques 
afin de bien décrire le milieu amorphe et de pouvoir faire varier  le dopage avec des méthodes de 
perturbation à plusieurs corps (MBPT) permettant une bonne évaluation des excitations 
électroniques, de la bande interdite et des propriétés optiques. Or, au début de notre étude, la 
plupart des codes MBPT ne pouvait pas traiter des cellules aussi grandes que celles nécessaires à 
la description d’un amorphe et d’un défaut. Pour cela, nous avons donc soutenu le développement 
du code SaX réalisé en Italie par l’université de Modène et le CNR-IOM de Trieste. 
 
 Ce code MBPT, spécialement dédié aux calculs utilisant des supercellules, a tout d’abord été 
validé sur le calcul de l’absorption optique d’un défaut modèle, la lacune d’oxygène neutre dans 
la silice pure (SiODC). Il a permis d’expliquer le cas particulier de la lacune d’oxygène neutre 
dans la silice dopée Germanium (GeODC). Pour les défauts dans la silice dans le cadre du 
durcissement des fibres optiques, la faisabilité du calcul des propriétés optiques des défauts est 
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aujourd’hui bien démontrée à partir des résultats obtenus sur les défauts de type ODC dans la 
silice pure et dopée germanium. 
 
Avec les outils déjà élaborés et validés dans la thématique sur les défauts dans les matériaux, 
nos activités de recherche se poursuivront suivant les deux axes : 
 
 Application des outils à des cas d’intérêt technologique, 
 Développements méthodologiques au niveau du code GW/BSE SaX, qui se 
poursuivra afin de le rendre encore plus performant. 
 
Dans cet axe, les développements méthodologiques seront intimement liés aux 
applications. L’objectif pour le futur proche est double :  
 
 Calculer les propriétés optiques par des calculs GW/BSE de défauts chargés (c’est-à-
dire possédant un électron non apparié) qui sont particulièrement important dans le cas 
de matériau sous irradiation, 
 Etudier l’influence d’autres dopants que le germanium sur les propriétés des défauts 
ponctuels afin de continuer à construire une base de données de défauts. 
 
Pour le premier point, un travail important d’amélioration et d’optimisation du code SaX est 
en cours au travers de la prise en compte du couplage spin-orbite et des effets de la charge portée 
par les défauts. Pour le second point, une série de calculs en dynamique moléculaire ab initio 
seront nécessaires afin de générer des cellules de silice amorphe contenant différentes 
concentrations de dopants. 
 
Un point important au niveau de l’approche couplée expérience-simulation concerne la prise 
en compte des phénomènes d’interactions entre les différents dopants et impuretés présents dans 
les différentes couches de silice constituant les fibres optiques. Ce type d’études a commencé sur 
les échantillons canoniques côté caractérisations expérimentales et devra donc être complété par 
la simulation numérique. La détermination de corrélation entre les différentes propriétés 
structurelles, énergétiques et optiques de la silice nécessitera un traitement par des outils de 
mathématiques statistiques à cause de la nature amorphe de la silice. Cette étude statistique est 
rendue possible par la grande taille des supercellules utilisées dans les simulations. En effet, cette 
grande taille nous permet de distribuer les défauts en diverses positions, avec des environnements 
différents, ce qui est le cas dans un matériau amorphe réel. L’étude statistique portera alors sur un 
ensemble relativement important de configurations à l’échelle atomique. 
 
Afin de compléter les données sur les défauts, deux nouvelles caractéristiques seront étudiées 
en plus des propriétés structurelles, électroniques et optiques.  Il s’agit du temps de vie des 
défauts au travers de l’étude de leur diffusion et de la signature par Résonance Paramagnétique 
Electronique (RPE) théorique de la configuration de défauts. Pour ce dernier point, nous 
travaillons en collaboration avec le CNR-IOM de Trieste pour la partie théorique et l’université 
de Palerme pour la partie expérimentale. 
 
Enfin, au travers d’une collaboration avec l’école Polytechnique de Bari et l’université de 
Nova Gorica (voir II.1.4), une réflexion a été entamée sur le développement d’un code à plus 
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grande échelle pouvant simuler la transmission de la lumière en fonction des défauts présents. 
Tous les calculs effectués sur la silice pour les fibres optiques pourront servir aux études de 
durcissement pour l’électronique pour les composants à base de silice. Le code SaX sera utilisé 
aussi pour l’étude des oxydes à forte permittivité pour la microélectronique comme le dioxyde 
d’hafnium. 
 
Mon bilan et mes perspectives de recherche sont regroupés autour de trois thématiques qui 
sont très complémentaires. En effet, elles s’intéressent toutes à deux problématiques 
fondamentales d’une grande importance, à l’heure actuelle, dans notre communauté du calcul à 
l’échelle atomique : le dépassement de la DFT pour une meilleure description de la structure 
électronique et la remontée des échelles à partir des calculs quantiques.  
 
De plus, travailler sur des thématiques différentes m’a beaucoup appris du point de vue 
technique puisque j’ai été amené à utiliser et adapter différentes méthodes à l’application 
d’intérêt. Par rapport, à mon travail de thèse au cours duquel j’avais travaillé sur la DFT et la 
dynamique moléculaire ab initio, j’ai dû développer mes compétences dans de nouveaux 
domaines théoriques comme les méthodes de perturbation à plusieurs corps de type GW/BSE et 
Monte Carlo Cinétique. J’ai aussi participé, soutenu et aidé aux développements de codes de 
calculs sur ces deux thématiques. 
 
Etant le seul théoricien sur ces thématiques dans mon laboratoire, j’ai dû faire preuve à la fois 
d’une grande autonomie et d’un grand sens de l’échange avec les expérimentateurs et les autres 
groupes. Tout au long de mon travail, j’ai énormément progressé en travaillant en contact 
permanent avec des expérimentateurs et des technologues. Mon objectif a toujours été de coupler 
expériences et simulations au travers de réalisation de calculs théoriques et d’expériences 
dédiées, tout en continuant à faire avancer les codes et la théorie. 
 
Au cours de mes activités de recherche, j’ai été amené à encadrer et diriger des jeunes 
chercheurs, et je les ai encouragés à valoriser leurs travaux par des publications ou des 
présentations en conférence. Cet aspect de mon action m’a particulièrement motivé, car il m’a 
permis de confronter au quotidien mes idées à celles d’esprits neufs, motivés et curieux. De 
même, j’ai eu beaucoup de plaisir à donner des cours sur mon domaine à des étudiants pas 
toujours spécialistes des méthodes ab initio.  
 
Parallèlement à l’encadrement des doctorants et post docs, j’ai établi de nombreuses 
collaborations, informelles ou bien formalisées par des conventions. Dans les années qui 
suivront, je continuerai à poursuivre mes travaux de recherche décrits ci-dessus dans le cadre des 
équipes de recherche commune (ERC) avec l’université de Saint-Etienne d’un côté et le LAAS, 
le LETI, l’INPT et l’ONERA de l’autre. Je m’y attacherai aussi à développer d’autres 
collaborations aussi bien au niveau national qu’international. 
 
Enfin, au-delà des acquis scientifiques et techniques, j’ai aussi participé à la direction 
d’équipe et à la gestion de la recherche. Sur le plan hiérarchique, mes activités transverses dans le 
laboratoire et mes qualités personnelles m’ont amené à prendre par deux fois la direction du 
laboratoire afin de pallier à l’absence d’un chef de laboratoire. J’ai donc eu la chance de pouvoir 
suivre et accompagner sur une période assez longue l’ensemble des études menées dans le 
laboratoire. Ceci m’a donné une vue globale des actions menées et un rapport très enrichissant 
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aux tâches plus administratives et managériales. Mon objectif principal étant la recherche, je suis 
revenu à la technique mais je reste aujourd’hui suppléant au chef de laboratoire. Je compte mettre 
à profit cette expérience pour valoriser, dans le futur, mes actions de direction de la recherche. 
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Simulation depuis l’échelle atomique pour le durcissement des 
composants électroniques et optoélectroniques 
 
Résumé  - Ce mémoire d’habilitation à diriger des recherches présente les études que j’ai effectuées 
depuis 2002 au CEA Arpajon sur la modélisation à l’échelle atomique pour le durcissement des 
composants pour la microélectronique et l’optoélectronique. Lors d’une irradiation, les propriétés des 
matériaux constituants les composants peuvent être modifiées par la création de défauts ponctuels par 
déplacement atomique ou l’activation par ionisation de défauts ponctuels pré-existants générés lors de 
processus de fabrication des composants.  L’objectif de mes études est d’obtenir une meilleure 
compréhension de la physico-chimie de ces défauts ponctuels à l’échelle atomique. Mon travail s’est 
organisé autour de trois axes : la compréhension de la création des défauts lors du processus de 
fabrication, la caractérisation des défauts dans les matériaux et l’impact des défauts sur les propriétés 
macroscopiques du composant (par exemple, ses propriétés électriques dans un composant de la 
microélectronique ou ses propriétés de transmission optique pour une fibre optique). Les matériaux 
étudiés ont été principalement des oxydes (silice, dioxyde de germanium, dioxyde d’hafnium). Pour 
cela,  j’ai utilisé des méthodes de modélisation quantiques dîtes ab initio reposant sur la théorie de la 
Fonctionnelle de la Densité mais aussi des méthodes allant au-delà de la Fonctionnelle de la Densité 
comme les méthodes de perturbation à plusieurs corps et des méthodes permettant d’atteindre de plus 
grandes échelles comme les méthodes Monte Carlo Cinétique, pour lesquelles des codes spécifiques 
ont dû être développés. Ce document contient donc mon CV détaillé, une synthèse des études 
réalisées, les perspectives de recherche, ainsi qu’une sélection de certaines de mes publications. 
Mots-clés - ab initio, microélectroniques, fibres optiques, défauts, radiations. 
 
Modelling from the atomic scale for the hardening of electronic and 
optoelectronic components. 
 
Abstract - This document written to obtain the French accreditation to supervise research presents the 
studies I conducted at CEA Arpajon since 2002 on the atomic scale modelling for the hardening of 
electronic and optoelectronic components. During an irradiation, the properties of materials of the 
components could be modified by the creation of point defects or by the activation of point defects 
generated during the manufacturing process. The aim of my studies is to obtain a better understanding 
of the physical and chemical properties of these point defects at the atomic scale. My work is 
organized in three parts: the study of the generation of defects during the manufacturing process, the 
characterization of defects in bulk materials and the consequences for the presence of point defects on 
the macroscopic properties of a component (such as electrical properties for microelectronic 
components or transmission properties for fiber optics). Studied materials are mostly oxides (silica, 
hafnia, Germania). For these studies, I used quantum chemistry methods such as first principles 
calculations in the framework of Density Functional Theory, but also methods going beyond Density 
Functional Theory such as Many Body Perturbation Theory or methods on larger time and length 
scale such as Kinetic Monte Carlo, for which specific codes have been developed. This document 
contains my resume, a sum-up of the studies I did, future research and a selection of publications.  
Keywords - ab initio, microelectronics, optical fibers, defects, radiation. 
 
 
