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Abstract
Let f be an endomorphism of a finite dimensional vector space V over
a field K. An f -invariant subspace is called hyperinvariant (respectively
characteristic) if it is invariant under all endomorphisms (respectively auto-
morphisms) that commute with f . We assume |K| = 2, since all characteris-
tic subspaces are hyperinvariant if |K| > 2. The hyperinvariant hull W h of a
subspace W of V is defined to be the smallest hyperinvariant subspace of V
that contains W , the hyperinvariant kernel WH of W is the largest hyperin-
variant subspace of V that is contained in W , and the pair (WH ,W
h) is the
hyperinvariant frame of W . In this paper we study hyperinvariant frames of
characteristic non-hyperinvariant subspaces W . We show that all invariant
subspaces in the interval [WH ,W
h] are characteristic. We use this result for
the construction of characteristic non-hyperinvariant subspaces.
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1 Introduction
Let V be an n-dimensional vector space over a field K and let f : V →
V be K-linear. A subspace X ⊆ V is said to be hyperinvariant under f
(see e.g. [12, p. 305]) if it remains invariant under all endomorphisms of
V that commute with f . If X is an f -invariant subspace of V and if X is
invariant under all automorphisms of V that commute with f , then [1] we say
that X is characteristic (with respect to f). Let Inv(V, f), Hinv(V, f), and
Chinv(V, f) be sets of invariant, hyperinvariant and characteristic subspaces
of V , respectively. These sets are lattices (with respect to set inclusion), and
Hinv(V, f) ⊆ Chinv(V, f) ⊆ Inv(V, f).
The structure of the lattice Hinv(V, f) is well understood ([16], [9], [17],
[12, p. 306]). If f is nilpotent then Hinv(V, f) is the sublattice of Inv(V, f)
generated by
Ker fk, Im fk, k = 0, 1, . . . , n.
It is known ([20], [13, p. 63/64], [1]) that each characteristic subspace is
hyperinvariant if |K| > 2. Hence, only if V is a vector space over the field
K = GF (2) there may exist K-endomorphisms f of V with characteristic
subspaces that are not hyperinvariant.
If the characteristic polynomial of f splits over K (such that all eigen-
values of f are in K) then one can restrict the study of hyperinvariant and
of characteristic subspaces to the case where f has only one eigenvalue, and
therefore to the case where f is nilpotent. Thus, throughout this paper we
shall assume fn = 0. Let Σ(λ) = diag(1, . . . , 1, λt1, . . . , λtm) ∈ Kn×n[λ] be
the Smith normal form of f such that t1 + · · · + tm = n. We say that λ
tj
is an unrepeated elementary divisor of f if it appears exactly once in Σ(λ).
We note the following result which is due to Shoda (see also [5, Theorem 9,
p. 510] and [13, p. 63/64]).
Theorem 1.1. [20, Satz 5, p. 619] Let V be a finite dimensional vector space
over the field K = GF (2) and let f : V → V be nilpotent. The following
statements are equivalent.
(i) There exists a characteristic subspace of V that is not hyperinvariant.
(ii) The map f has unrepeated elementary divisors λR and λS such that
R + 1 < S.
Suppose X ∈ Inv(V, f). Let XH be the largest element in Hinv(V, f) such
that XH ⊆ X , and let X
h be the smallest element in Hinv(V, f) such that
1
X ⊆ Xh. Then XH ⊆ X ⊆ X
h. We call XH and X
h the hyperinvariant
kernel and the hyperinvariant hull of X , respectively, and we say that the
pair (XH , X
h) is the hyperinvariant frame of X . Thus, X ∈ Chinv(V, f) is
not hyperinvariant if and only if XH $ X $ Xh. In this paper we study
pairs (XH , X
h) which can occur as hyperinvariant frames of characteristic
non-hyperinvariant subspaces. We shall see that all elements of correspond-
ing intervals [XH , X
h] are characteristic subspaces. We regard this fact as
essential for further investigations of the lattice structure of Chinv(V, f). Our
main results are contained in Sections 2 - 4. In Section 1.1 we introduce basic
concepts such as exponent and height, generator tuples and the group of f -
commuting automorphisms. Related auxiliary material is gathered together
in Section 1.3. Hyperinvariant subspaces are reviewed in Section 1.2.
We remark that Shoda [20] deals with abelian groups. But it is known
(see e.g. [7]) that in many instances methods or concepts of abelian group
theory can be applied to linear algebra if they are translated to modules
over principal ideal domains and then specialized to K[λ]-modules. On the
other hand there are parts of linear algebra that can be interpreted in the
framework of abelian group theory. In our case the language would change,
and proofs would carry over almost verbatim to finite abelian p-groups [11].
Instead of hyperinvariant subspaces one would deal with subgroups that are
fully invariant, and instead of characteristic non-hyperinvariant subspaces
with irregular characteristic subgroups [5], [14].
1.1 Notation and basic concepts
Let x ∈ V . Define f 0x = x. The smallest nonnegative integer ℓ with f ℓx = 0
is called the exponent of x. We write e(x) = ℓ. A nonzero vector x is said
to have height q if x ∈ f qV and x /∈ f q+1V . In this case we write h(x) = q.
We set h(0) = ∞. The group of automorphisms of V that commute with f
will be denoted by Aut(V, f). Then Aut(V, f) ⊆ End(V, f), where End(V, f)
is the algebra of all endomorphisms of V that commute with f . Clearly, if
α ∈ Aut(V, f) then α(f ix) = f i(αx) for all x ∈ V . Hence e(αx) = e(x) and
h(αx) = h(x) for all x ∈ V, α ∈ Aut(V, f). We set V [f j] = Ker f j, j ≥ 0.
Thus, the assumption fn = 0 implies V = V [fn]. Let
〈x〉 = span{f ix, i ≥ 0} =
{c0x+ c1fx+ · · ·+ cn−1f
n−1x; ci ∈ K, i = 0, 1, . . . , n− 1}
be the f -cyclic subspace generated by x. To B ⊆ V we associate the sub-
spaces 〈B〉 =
∑
b∈B 〈 b 〉, and
Bc = ∩{W ∈ Chinv(V, f); B ⊆W}, Bh = ∩{W ∈ Hinv(V, f); B ⊆W}.
2
Then 〈
B
〉c
=
〈
αb; b ∈ B, α ∈ Aut(V, f)
〉
=
∑
b∈B
〈b〉c,
and 〈
B
〉h
=
〈
ηb; b ∈ B, η ∈ End(V, f)
〉
=
∑
b∈B
〈b〉h,
and 〈B〉c ⊆ 〈B〉h. We call the subspaces Bc and Bh the characteristic hull
and the hyperinvariant hull of B, respectively. A subspace X is hyperinvari-
ant if and only if X = 〈X〉c = 〈X〉h.
Suppose dimKer f = m. Let λt1 , . . . , λtm be the elementary divisors of f
such that t1 + · · · + tm = dimV . Then V can be decomposed into a direct
sum of f -cyclic subspaces 〈uj〉 such that
V = 〈u1〉 ⊕ · · · ⊕ 〈um〉 and e(uj) = tj , j = 1, . . . , m. (1.1)
Let πj : V → V , j = 1, . . . , m, be projections be defined by
Im πj = 〈uj〉 and Ker πj = 〈u1, . . . , uj−1, uj+1, . . . , um〉.
Note that πj ∈ End(V, f). If (1.1) holds and
0 < t1 ≤ · · · ≤ tm, (1.2)
then we say that U = (u1, . . . , um) is a generator tuple of V (with respect
to f). The tuple (tm, . . . , t1) of exponents - written in nonincreasing order -
is known as Segre characteristic of f . The set of generator tuples of V will
be denoted by U . We call u ∈ V a generator of V (see also [10, p.4]) if u ∈ U
for some U ∈ U . Then u ∈ V is a generator if and only if u 6= 0 and
V = 〈u〉 ⊕ V2 for some V2 ∈ Inv(V, f).
Unrepeated elementary divisors λti and corresponding generators will play a
crucial role in this paper. Therefore we single out the corresponding unre-
peated exponents ti and define a set of indices
Iu = {i; ti 6= tk if k 6= i, 1 ≤ k ≤ m}.
Hence we have i ∈ Iu if and only if
dim
(
V [f ] ∩ f ti−1V / V [f ] ∩ f tiV
)
= 1. (1.3)
The left-hand side of (1.3) is the (ti − 1)-th Ulm invariant of f (see [10,
p. 154], [13, p.27]). We say that a generator u is unrepeated if e(u) = ti and
i ∈ Iu.
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1.2 Hyperinvariant subspaces
Let U = (u1, . . . , um) ∈ U be a generator tuple such that (1.1) and (1.2) hold.
Define ~t = (t1, . . . , tm). Let L(~t ) be the set of m-tuples ~r = (r1, . . . , rm) of
integers satisfying
0 ≤ r1 ≤ · · · ≤ rm and 0 ≤ t1 − r1 ≤ · · · ≤ tm − rm. (1.4)
We write ~r  ~s if ~r = (rj)
m
j=1, ~s = (sj)
m
j=1 ∈ L(~t ) and rj ≤ sj ,
1 ≤ j ≤ m. Then
(
L(~t ),
)
is a lattice. The following theorem is due to
Fillmore, Herrero and Longstaff [9]. We refer to [12] for a proof. A related
result concerning fully invariant subgroups of abelian p-groups is Theorem 2.8
in [8].
Theorem 1.2. Let f : V → V be nilpotent.
(i) If ~r ∈ L(~t ), then
W (~r ) = f r1V ∩ V [f t1−r1] + · · ·+ f rmV ∩ V [f tm−rm ]
is a hyperinvariant subspace. Conversely, each W ∈ Hinv(V, f) is of
the form W =W (~r ) for some ~r ∈ L(~t ).
(ii) If ~r ∈ L(~t ) then W (~r ) = f r1〈u1〉 ⊕ · · · ⊕ f
rm〈um〉.
(iii) The mapping ~r 7→ W (~r ) is a lattice isomorphism from
(
L(~t ),
)
onto(
Hinv(V, f),⊇
)
.
Let X ∈ Chinv(V, f). The first part of Theorem 1.3 below deals with
the hyperinvariant kernel XH of X . In [18] the theorem is used to obtain a
description of the set Chinv(V, f) \ Hinv(V, f).
Theorem 1.3. [2] Suppose X is a characteristic subspace of V . Let U =
(u1, . . . , um) ∈ U .
(i) Then XH = ⊕
m
j=1
(
X ∩ 〈uj〉
)
.
(ii) The subspace X is hyperinvariant if and only if
πjX = X ∩ 〈uj〉 for all j ∈ {1, . . . , m}. (1.5)
(iii) If j /∈ Iu then πjX = X ∩ 〈uj〉. If |Iu| ≤ 1, that is, if f has at most
one unrepeated elementary divisor, then X is hyperinvariant.
The following observation is related to (1.5).
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Lemma 1.4. Let U =
(
uj
)m
j=1
∈ U . Suppose X ∈ Inv (V, f). Then
X ∩ 〈uj〉 = 〈f
rjuj〉 and πjX = 〈f
µjuj〉 with 0 ≤ µj ≤ rj ≤ tj . (1.6)
Proof. We have X ∩〈uj〉 ∈ Inv (V, f), and because of πjf = fπj we also have
πjX ∈ Inv (V, f). The invariant subspaces of 〈uj〉 are 〈f
suj〉, s = 0, . . . , tj.
Hence X ∩ 〈uj〉 ⊆ πjX yields (1.6).
Let X ∈ Chinv(V, f). Theorem 2.1 will show that the numbers rj and
µj in (1.6) satisfy rj − µj ≤ 1. We shall see that generators uj ∈ U with
〈uj〉 ∩X $ πjX require special attention. For that reason we associate to
X the set
J(X) = {j; 〈uj〉 ∩X $ πjX}.
We see from Theorem 1.3(ii) that X is hyperinvariant if and only if J(X) is
empty. Moreover, Theorem 1.3(iii) implies J(X) ⊆ Iu.
1.3 Generators and images under automorphisms
In this section we derive an auxiliary result which we shall use to determine
the characteristic hull of subsets B of V . Let U = (u1, . . . , um) ∈ U and
α ∈ Aut(V, f). Then αU ∈ U . On the other hand, if U ′ = (u′1, . . . , u
′
m) ∈ U
then a mapping α : U → U ′, α : uj 7→ u
′
j, j = 1, . . . , m, can be extended
to a unique α ∈ Aut(V, f). We first note an equivalent characterization of
generators.
Lemma 1.5. [3, Lemma 2.6] Suppose λt is an elementary divisor of f . Then
x is a generator of V with e(x) = t if and only if f tx = 0 and
h(x) = 0 and h(f t−1x) = t− 1. (1.7)
The condition (1.7) is equivalent to h(f rx) = r, r = 0, 1, . . . , t− 1.
Let ui ∈ U = (u1, . . . , um) be an unrepeated generator. If x ∈ V is a
generator with e(x) = e(ui) then U
′ = (u1, . . . , ui−1, x, ui+1, . . . , um) ∈ U .
We say that the corresponding f -automorphism α : U → U ′ exchanges ui
by x, and we denote it by α(ui, x). The next lemma describes the elements
x that we can choose for the replacement of an unrepeated generator. Let
[x] = {αx; α ∈ Aut(V, f)} denote the orbit of x ∈ V under Aut(V, f).
Lemma 1.6. Let U = (u1, . . . , um) ∈ U and suppose ui ∈ U is unrepeated
and e(ui) = ti = t. Then x is a generator of V with e(x) = t if and only if
x = ui + v + y with v ∈ 〈fui〉 and y ∈
∑m
j=1, j 6=i
〈uj〉[f
t]. (1.8)
5
Moreover
[ui] = ui + 〈fui〉+
∑m
j=1, j 6=i
〈uj〉[f
t]. (1.9)
Proof. If (1.8) holds then x satisfies e(x) = t and (1.7). Hence x is a genera-
tor. Set L〈i〉 = 〈u1, . . . , ui−1〉 and G
〈i〉 = 〈ui+1, . . . , um〉. Then
V = L〈i〉 ⊕ 〈ui〉 ⊕G
〈i〉, (1.10)
and V [f t] = L〈i〉⊕〈ui〉⊕G
〈i〉[f t]. Let x = xL+xi+xG ∈ V be decomposed in
accordance with (1.10). If f tx = 0 then xG ∈ G
〈i〉[f t]. Moreover, if xG 6= 0,
then 〈uj〉[f
t] = 〈f tj−tuj〉 and e(uj) > t yield h(xG) ≥ 1. Now suppose
e(x) = t and (1.7). Then h(x) = 0 and h(xG) ≥ 1 imply h(xL+xi) = 0. From
f t−1xL = 0 and h(f
t−1x) = t − 1 we obtain h(xi) = 0, that is, xi = ui + v,
v ∈ 〈fui〉. It follows from (1.8) that [ui] is a linear manifold of the form
(1.9).
In the course of our paper we shall frequently illustrate our results by
a running example. For that purpose we always use a vector space V of
dimension 10 and an endormorphism f of V with elementary divisors λ, λ3, λ6
such that
V = 〈u1〉 ⊕ 〈u2〉 ⊕ 〈u3〉 and
(
e(u1), e(u2), e(u3)
)
= (1, 3, 6). (1.11)
In the following example we apply Lemma 1.6 to determine the characteristic
hull of subspaces.
Example 1.7. Let (V, f) be given by (1.11). We consider two subspaces,
namely
G = 〈z〉c with z = u1 + fu2 + f
2u3, (1.12)
and
F = 〈w1, w2〉
c with w1 = u1 + fu2, w2 = fu2 + f
2u3. (1.13)
We have
[u1] = u1 + 〈u2〉[f ] + 〈u3〉[f ] = u1 + 〈f
2u2〉+ 〈f
5u3〉,
[u2] = u2 + 〈fu2〉+ 〈u1〉+ 〈u3〉[f
3] = u2 + 〈fu2〉+ 〈u1〉+ 〈f
3u3〉,
[u3] = u3 + 〈fu3〉+ 〈u1〉+ 〈u2〉,
(1.14)
and
[fu2] = fu2 + 〈f
2u2〉+ 〈f
4u3〉,
[f 2u3] = f
2u3 + 〈f
3u3〉+ 〈f
2u2〉.
(1.15)
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Hence [z] = z + 〈f 2u2, f
3u3〉 and
G = 〈z〉c = 〈z, f 2u2, f
3u3〉.
From (1.14) and (1.15) we obtain
[w1] = u1 + 〈f
2u2〉+ 〈f
5u3〉+ fu2 + 〈f
2u2〉+ 〈f
4u3〉 = w1 + 〈f
2u2, f
4u3〉
and
[w2] = fu2 + 〈f
2u2〉+ 〈f
4u3〉+ f
2u3 + 〈f
3u3〉+ 〈f
2u2〉 =
w2 + 〈f
2u2〉+ 〈f
3u3〉,
F = 〈w1, w2〉
c = 〈w1, w2, f
2u2, f
3u3〉 = 〈w1, w2〉.
Let Q ∈ {G,F}. Then Q∩〈u1〉 = 0, Q∩〈u2〉 = 〈f
2u2〉, and Q∩〈u3〉 = 〈f
3u3〉.
Thus
GH = FH = 〈f
2u2, f
3u3〉 = W (1, 2, 3). (1.16)
We have π1z = u1 /∈ G. Therefore π1 ∈ End(V, f) implies that the char-
acteristic subspace G is not hyperinvariant. Similarly we conclude from
π1w1 = u1 /∈ F that F is not hyperinvariant.
2 Frames
In this section we consider the hyperinvariant frame (XH , X
h) of a charac-
teristic subspace X and we describe the connection between XH and X
h.
Theorem 2.1. Let X be a characteristic subspace of V and let the numbers
rj , µj, j = 1, . . . , m, be given by
〈uj〉 ∩X = 〈f
rjuj〉 and πjX = 〈f
µjuj〉, j = 1, . . . , m. (2.1)
(i) Then
µj =
{
rj if 〈uj〉 ∩X = πjX
rj − 1 if 〈uj〉 ∩X $ πjX.
(2.2)
(ii) The hyperinvariant hull of X is
Xh =
∑m
j=1
πjX = 〈f
µ1u1, . . . , f
µmum〉. (2.3)
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Proof. (i) If X ∩ 〈uj〉 = πjX then µj = rj. Now suppose X ∩ 〈uj〉 $ πjX .
Then 〈f rjuj〉 $ 〈fµjuj〉 implies rj > µj, and therefore rj ≥ 1. Because of
fµjuj ∈ πjX we can choose an element x ∈ X such that
x =
∑m
i=1
xi, xi ∈ 〈ui〉, i = 1, . . . , m, and xj = πjx = f
µjuj.
Let α = α(uj, uj+fuj). Then αx = x+f
µj+1uj. By assumption the subspace
X is characteristic. Therefore αx ∈ X . Hence fµj+1uj ∈ X ∩ 〈uj〉 = 〈f
rjuj〉.
This implies µj + 1 ≥ rj, and yields µj = rj − 1, and completes the proof of
(2.2).
(ii) Set X˜ =
∑m
j=1 πjX . Then X ⊆ X˜ and πjX˜ = πjX , j = 1, . . . , m.
Hence
X˜ =
∑m
j=1
πjX˜ =
∑m
j=1
〈
fµjuj
〉
. (2.4)
Let us show that X˜ is hyperinvariant. We first prove that X˜ is characteristic.
We consider the generators fµjuj of X˜ . Let α ∈ Aut(V, f). If 〈uj〉∩X = πjX
then
〈fµjuj〉 = 〈f
rjuj〉 = 〈uj〉 ∩X ⊆ X,
and therefore α(fµjuj) ∈ X ⊆ X˜ . If 〈uj〉 ∩X $ πjX , then uj is unrepeated.
Hence αuj = uj + y with y ∈ 〈u1, . . . , uj−1, fuj, uj+1, . . . , um〉, and uj + y is
a generator with e(uj + y) = e(uj). Then
α(fµjuj) = f
µjuj + f
µjy. (2.5)
Let us show that fµjy ∈ X˜ . From (2.4) follows fµjuj ∈ πjX˜ = πjX . Hence
fµjuj = πjx for some x ∈ X . Then x = x1 + · · · + xm with xi ∈ 〈ui〉, i =
1, . . . , m, and xj = f
µjuj. Let β ∈ Aut(V, f) be the automorphism that
exchanges uj by uj + y. Then βx = x + f
µjy ∈ X , which implies fµjy ∈
X ⊆ X˜ . We have fµjuj ∈ X˜ . Hence (2.5) yields α(f
µjuj) ∈ X˜ . Thus we
have shown that X˜ is characteristic. It follows from Theorem 1.3(ii) that
X˜ is hyperinvariant. Then X ⊆ X˜ implies Xh ⊆ X˜h = X˜ . On the other
hand we obtain X˜ ⊆ Xh, since Xh is the hyperinvariant hull of X . Therefore
X˜ = Xh.
Let ~e1 = (1, 0, . . . , 0), . . . , ~em = (0, . . . , 0, 1) be the row vectors of size m.
We combine the preceding theorem with Theorem 1.2 and Theorem 1.3.
Corollary 2.2. Let X be a characteristic subspace of V and let the integers
rj, µj, j = 1, . . . , m be defined by (2.1). Set ~r = (r1, . . . , rm) and ~µ =
(µ1, . . . , µm).
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(i) The hyperinvariant frame (XH , X
h) of X consists of
XH =
∑m
j=1
(
〈uj〉 ∩X
)
= 〈f r1u1, . . . , f
rmum〉 = W (~r), (2.6)
and
Xh =
∑m
j=1
πjX = 〈f
µ1u1, . . . , f
µmum〉 = W (~µ).
If J(X) = {i1, . . . , ik} ⊂ Iu, i1 < · · · < ik, then
~r = ~µ+
∑k
s=1
~eis and ~r, ~µ ∈ L(~t ). (2.7)
(ii) Let D(X) = span{fµiui; i ∈ J(X)}. Then X
h = XH ⊕ D(X). The
subspace X is hyperinvariant if and only if D(X) = 0.
We extend Example 1.7 taking into account the results of the the preced-
ing corollary.
Example 2.3. Let (V, f) be given by (1.11). Let the subspaces G and F be
defined by (1.12) and (1.13), respectively. Then
G = 〈u1 + fu2 + f
2u3, f
2u2, f
3u3〉 and F = 〈u1 + fu2, fu2 + f
2u3〉
yield
Gh = F h = 〈u1, fu2, f
2u3〉 = W (~µ) with ~µ = (0, 1, 2)
and dimW (~µ) = 7. Recall (1.16), that is
GH = FH = 〈f
2u2, f
3u3〉 =W (~r) with ~r = (1, 2, 3),
and dimW (~r) = 4. Hence
(
W (1, 2, 3),W (0, 1, 2)
)
is the hyperinvariant frame
for both G and F . If Q ∈ {G,F} then 〈uj〉 ∩ Q $ πjQ, j = 1, 2, 3, implies
J(Q) = {1, 2, 3}. Then ∑
κ∈J(Q)
~eκ = (1, 1, 1),
and the relation ~r = ~µ+
∑
κ∈J(Q) ~eκ in (2.7) is satisfied. Moreover, D(Q) =
span{u1, fu2, f
2u3} such that Q
h = QH ⊕D.
When is a pair
(
W (~r),W (~µ)
)
the hyperinvariant frame of a subspace
X ∈ Chinv(V )\Hinv(V, f)? From Lemma 2.4 below we obtain necessary
conditions that involve the set J(X) = {j; 〈uj〉 ∩ X $ πjX}. The strict
inequality (2.10) below can be interpreted in the view of Shoda’s theorem. It
follows from (2.10) that a given f can give rise to a characteristic subspace
that is not hyperinvariant only if f has unrepeated elementary divisors λR
and λS such that the integers R and S are not consecutive.
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Lemma 2.4. Suppose X is characteristic and not hyperinvariant with
Xh = W (µ1, . . . , µm) and XH =W (r1, . . . , rm).
Then |J(X)| ≥ 2 and ~µ has the following properties.
(i) If p ∈ J(X) then
µp < µq if p < q. (2.8)
(ii) If q ∈ J(X) then 0 < tq − µq and
tp − µp < tq − µq if p < q. (2.9)
(iii) If p, q ∈ J(X) then
tp + 1 < tq if p < q. (2.10)
Proof. We show that |J(X)| > 1. Suppose X is characteristic and
〈uj〉 ∩X = πjX for all j ∈ {1, . . . , m}\{s}. (2.11)
Let x ∈ X be written as x =
∑m
j=1 xj , xj = πjx, j = 1, . . . , m. Then (2.11)
implies xs ∈ X . Hence 〈us〉 ∩X = πsX . Therefore X is hyperinvariant (by
Theorem 1.3).
(i) Suppose p ∈ J(X) and p < q. Since up is unrepeated we have tp < tq.
From e(up) < e(uq) follows e(uq + up) = e(uq). Let α = α(uq, uq + up). Then
αX ⊆ X . From
fµquq ∈ W (~µ) = X
h =
∑m
j=1
πjX
follows fµquq ∈ πqX . Therefore f
µquq = πqx for some x ∈ X . Then αx =
x+ fµqup ∈ X , and therefore f
µqup ∈ X . Hence
fµqup ∈ X ∩ 〈up〉 = 〈f
rpup〉 = 〈f
µp+1up〉,
which implies µq ≥ µp + 1.
(ii) If 0 = ti − µi then πiX = 〈f
µiui〉 = 0. Hence 0 = 〈ui〉 ∩ X = πiX ,
and therefore i /∈ J(X). Suppose q ∈ J(X) and p < q. Then tp < tq, and
therefore
e(up + f
tq−tpuq) = e(up) = tp.
Let α = α(up, up + f
tq−tpuq). Because of f
µpup ∈ πpX there exists an x ∈ X
such that such that πpx = f
µpup. Then αx = x+ f
µp+tq−tpuq ∈ X . Hence
fµp+tq−tpuq ∈ X ∩ 〈uq〉 = 〈f
rquq〉 = 〈f
µq+1uq〉.
Therefore µp + tq − tp ≥ µq + 1, which implies tq − µq > tp − µp.
(iii) Suppose p, q ∈ J(X), p < q. Then (2.8) and (2.9) imply 1 ≤
µq − µp < tq − tp. Hence tp + 1 < tq.
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From Theorem 2.1 and Lemma 2.4 we obtain the following.
Theorem 2.5. Let ~µ,~r ∈ L(~t ) and let
J = {i1, . . . , ik} ⊂ Iu, i1 < · · · < ik, |J | ≥ 2. (2.12)
If X is characteristic and not hyperinvariant and J(X) = J and Xh = W (~µ)
and XH =W (~r), then
~r = ~µ+
∑k
s=1
~eis,
and ~µJ = (µi1, . . . , µik) satisfies
0 ≤ µi1 < · · · < µik and 0 < ti1 − µi1 < · · · < tik − µik , (2.13)
and
tis + 1 < ti(s+1) , s = 1, . . . , k − 1. (2.14)
Assuming (2.12) we prove in Section 4 a converse of the preceding the-
orem. If the entries of ~tJ = (ti1 , . . . , tik) satisfy (2.14) then there exist tuples
~µJ = (µi1 , . . . , µik) of nonnegative integers such that the inequalities (2.13)
hold. One can check that ~µJ satisfies (2.13) if and only if 0 ≤ µi1 < ti1 and
µis+1 = µis + δs with 1 ≤ δs < tis+1 − tis, s = 1, . . . , k − 1. In Lemma 4.1 we
shall see that one can extend such a ~µJ to an m-tuple ~µ such that ~µ ∈ L(~t )
and ~µ +
∑
j∈J ~ej ∈ L(~t ). Then, using Theorem 3.3 one can construct a
characteristic non-hyperinvariant subspace X such that J(X) = J , and
XH ∩ 〈uj〉 = 〈f
µj+1uj〉 and X
h ∩ 〈uj〉 = 〈f
µjuj〉, j ∈ J.
3 Intervals
Let A,B ∈ Inv(V, f) and A ⊆ B. The set
[A,B] = {C ∈ Inv(V, f), A ⊆ C ⊆ B}
is an interval of the invariant subspace lattice Inv(V, f). In this section
we study intervals of the form [XH , X
h], which can arise from subspaces
X ∈ Chinv(V, f)\Hinv(V, f). A useful property of direct sums and intervals
is the following.
Lemma 3.1. [10, p. 38] Let A,B,C,D be subspaces of V . Suppose B =
A⊕D and C ∈ [A,B]. Then Z = C ∩D is the unique subspace satisfying
Z ⊆ D and C = A⊕ Z. (3.1)
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Proof. The modular law implies C = B ∩C = (A⊕D) ∩C = A⊕ (D ∩C).
Hence Z = D ∩ C has the properties (3.1). Conversely, if (3.1) holds, then
C ∩D = (A⊕ Z) ∩D = (A ∩D)⊕ Z = Z.
For the proof of Theorem 3.3 we need the following auxiliary result.
Lemma 3.2. Let J = {i1, . . . , ik} ⊆ Iu, i1 < · · · < ik, 2 ≤ k. Suppose
~µ = (µ1, . . . , µm) ∈ L(~t ) and
0 ≤ µi1 < µi2 < · · · < µik (3.2)
and
0 < ti1 − µi1 < ti2 − µi2 < · · · < tik − µik , (3.3)
and suppose ~r = ~µ +
∑k
s=1 ~eis ∈ L(~t ). Let U = (u1, . . . , um) ∈ U and
α ∈ Aut(V, f).
(i) Then
αfµisuis = f
µisuis + wis with wis ∈ W (~r), s = 1, . . . , k. (3.4)
(ii) If z ∈ span{fµi1ui1, . . . , f
µikuik} then αz = z + w with w ∈ W (~r).
Proof. (i) The generator uis is unrepeated. Therefore Lemma 1.6 yields
αuis = uis + vis + yis with vis ∈ 〈fuis〉, and
yis ∈ 〈uj; j = 1, . . . , m; j 6= is〉, e(yis) ≤ e(uis) = tis , s = 1, . . . , k.
Then
αfµisuis = f
µisuis + wis with wis = f
µisvis + f
µisyis.
We have αfµisuis ∈ W (~µ), since f
µisuis ∈ W (~µ) and W (~µ) is hyperinvari-
ant. Moreover fµisvis ∈ 〈f
µis+1uis〉 ⊆W (~r) ⊆W (~µ). Hence
fµisyis ∈ W (~µ) = 〈f
µ1u1, . . . , f
µmum〉. (3.5)
It remains to show that fµisyis ∈ W (~r). Let yis be written as
yis =
∑m
j=1,j 6=is
xj with xj ∈ 〈uj〉.
Then (3.5) implies
fµisxj ∈ W (~µ) ∩ 〈uj〉 = 〈f
µjuj〉. (3.6)
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If j /∈ J = {i1, . . . , ik} then rj = µj, and (3.6) yields f
µisxj ∈ W (~r). Suppose
j ∈ J and j > is. Then e(xj) ≤ e(yis) ≤ tis implies xj ∈ f
tj−tis 〈uj〉. Hence
it follows from (3.3) that
fµisxj ∈ f
tj−tis+µis 〈uj〉 = f
µj+(tj−µj)−(tis−µis)〈uj〉 ⊆ f
µj+1〈uj〉 = f
rj〈uj〉,
and we see in this case that fµisxj ∈ W (~r). Now suppose j ∈ J and is > j.
If j = iτ , τ < s then (3.2) implies µis > µiτ = µj, and we obtain
fµisxj ∈ f
µis 〈uj〉 ⊆ f
µj+1〈uj〉 = f
rj〈uj〉,
and therefore fµisxj ∈ W (~r). Hence f
µisyis ∈ W (~r), which completes the
proof of (3.4).
(ii) Let z =
∑k
s=1 csf
µisuis, cs ∈ K. Then (3.4) implies
αz = z +
∑k
s=1
cswis ∈ z +W (~r).
We have seen in Theorem 2.5 that a subspace X ∈ Chinv(V, f)\Hinv(V, f)
with XH = W (~r), X
h = W (~µ) and J(X) = {is}
k
s=1 satisfies the conditions
(3.7) - (3.9) of Theorem 3.3 below. Hence, if (XH , X
h) is the hyperinvariant
frame of X then the following theorem describes the corresponding interval
[XH , X
h].
Theorem 3.3. Let J = {i1, . . . , ik} ⊆ Iu, i1 < · · · < ik, 2 ≤ k. Assume
tis + 1 < ti(s+1) , s = 1, . . . , k − 1. (3.7)
Let ~µ,~r ∈ L(~t ) be such that
0 ≤ µi1 < · · · < µik and 0 < ti1 − µi1 < · · · < tik − µik (3.8)
and
~r = ~µ+
∑k
s=1
~eis (3.9)
hold. Set
D~µJ = span{f
µi1ui1 , . . . , f
µikuik}. (3.10)
(i) Each subspace X ∈ [W (~r),W (~µ)] is characteristic. Moreover, X ∈
[W (~r),W (~µ)] if and only if X =W (~r)⊕Z for some subspace Z ⊆ D~µJ .
(ii) A subspace X ∈ [W (~r),W (~µ)] is hyperinvariant if and only if
X = W (~r)⊕ span{fµτ1uτ1 , . . . , f
µτquτq} (3.11)
for some subset T = {τ1, . . . , τq} of J .
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Proof. (i) Corollary 2.2(ii) implies W (~µ) = W (~r)⊕D~µJ . If
W (~r) ⊆ X ⊆ W (~µ) (3.12)
then the subspace Z = X ∩ D~µJ satisfies X = W (~r) ⊕ Z (by Lemma 3.1).
Let x ∈ X . Then x = y + z with y ∈ W (~r), z ∈ Z. If α ∈ Aut(f, V ) then
Lemma 3.2 implies αz = w+ z, w ∈ W (~r). Since W (~r) is hyperinvariant we
have αy ∈ W (~r), and we obtain αx ∈ W (~r)⊕ Z = X .
(ii) A subspace X is hyperinvariant and satisfies (3.12) if and only if
X = W (~η) for some ~η ∈ L(~t ) with ~µ  ~η  ~r, that is, if and only if
~η = ~µ+
∑
ν∈T ~eν for some subset T of J .
In [18] a subspace Y is called a minext subspace if it complements a
hyperinvariant subspace W such that X = W ⊕ Y is characteristic non-
hyperinvariant and XH = W .
Example 3.4. Let (V, f) be given by (1.11). Then ~t = (1, 3, 6) and Iu =
{1, 2, 3}. The sets J with property (3.7) are J = {1, 2, 3}, J = {1, 2},
J = {1, 3}, J = {2, 3}. In the following we consider J = {1, 2, 3} and
J = {1, 3}.
Case J = {1, 2, 3}. Then
∑
j∈J ~ej = (1, 1, 1). If ~µ = (0, 1, 2), ~r = (1, 2, 3),
or ~µ = (0, 1, 3), ~r = (1, 2, 4) then ~µ,~r ∈ L(~t ) holds and (3.8) is satisfied.
Let us consider in more detail the case ~µ = (0, 1, 2), ~r = (1, 2, 3). We have
W (~µ) = 〈u1, fu2, f
2u3〉, W (~r) = 〈f
2u2, f
3u3〉
and D~µ = span{u1, fu2, f
2u3}. It is well known (see [15], [19]) that the
number of k-dimensional subspaces of an n-dimensional vector space over
the field GF(q) is equal to the q-binomial coefficient(
n
k
)
q
=
(qn − 1)(qn−1 − 1) · · · (qn−k+1 − 1)
(qk − 1)(qk−1 − 1) · · · (q − 1)
.
Hence the vector space D~µ has(
3
0
)
2
+
(
3
1
)
2
+
(
3
2
)
2
+
(
3
3
)
2
= 1 + 7 + 7 + 1 = 16
subspaces, and therefore the interval [W (~r),W (~µ)] contains 16 characteristic
subspaces. We have 23 = 8 choices for a subset T of J . Hence there are 8
hyperinvariant subspaces in [W (~r),W (~µ)], e.g.
W (1, 2, 3) + 〈u1〉 = W (0, 2, 3) and W (1, 2, 3) + 〈fu2, f
2u3〉 = W (1, 1, 2).
(3.13)
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Thus there are 8 subspaces in [W (~r),W (~µ)] that are not hyperinvariant.
Examples of such subspaces are
Y2 =W (~r)⊕ span{u1 + fu2} = 〈f
2u2, f
3u3, u1 + fu2〉 = 〈u1 + fu2〉
c
with dimY2 = 5, and
Y3 = W (~r)⊕ span{u1 + fu2, f
2u3} = 〈u1 + fu2, f
2u3〉 = 〈u1 + fu2, f
2u3〉
c
with dimY3 = 6. Moreover, we know from Example 1.7 and Example 2.3
that the subspaces
G = 〈u1 + fu2 + f
2u3〉
c =W (1, 2, 3)⊕ span{u1 + fu2 + f
2u3} (3.14)
and
F = 〈u1+fu2, fu2+f
2u3〉
c = W (1, 2, 3)⊕span{u1+fu2, fu2+f
2u3} (3.15)
are not hyperinvariant.
Case J = {1, 3}. There are four pairs (µ1, µ3) that satisfy (3.8), namely
(µ1, µ3) ∈ {(0, 1), (0, 2), (0, 3), (0, 4)}.
We focus on (µ1, µ3) = (0, 2). Then ~µ = (µ1, µ2, µ3) ∈ L(~t ) if
~µ ∈ {(0, 0, 2), (0, 1, 2), (0, 2, 2)},
and we have ~r = ~µ+(1, 0, 1) ∈ L(~t ) if and only if ~µ = (0, 1, 2) or ~µ = (0, 2, 2).
Then ~r = (1, 1, 3) or ~r = (1, 2, 3), respectively, and D~µJ = span{u1, f
2u3}
with dimD~µJ = 2. Hence, besides their endpoints the respective intervals
[W (~r),W (~µ)] contain two subspaces which are hyperinvariant, namely
W (~r) + span{u1} = W (~r − ~e1) and W (~r) + span{f
2u3} = W (~r − ~e3),
together with the non-hyperinvariant subspace
W (~r) + span{z}, z = u1 + f
2u3.
In the case (~µ,~r) =
(
(0, 1, 2), (1, 1, 3)
)
the elements of [W (~r),W (~µ)] are
W (1, 1, 3), W (0, 1, 3), W (1, 1, 2), W (0, 1, 2) and
W (1, 1, 3) + span{z} = 〈fu2, f
3u3, u1 + f
2u3〉 = 〈fu2, u1 + f
2u3〉 =
〈fu2, u1 + f
2u3〉
c. (3.16)
In the case (~µ,~r) =
(
(0, 2, 2), (1, 2, 3)
)
the interval [W (~r),W (~µ)] consists of
W (1, 2, 3), W (0, 2, 3), W (1, 2, 2), W (0, 2, 2) and
W (1, 2, 3) + span{z} = 〈f 2u2, f
3u3, u1 + f
2u3〉 = 〈f
2u2, u1 + f
2u3〉 =
〈u1 + f
2u3〉
c = 〈z〉c.
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To refine Theorem 3.3 we make use of matrices in column reduced echelon
form. Let D~µJ be the k-dimensional vector space in (3.10), let Z denote the
lattice of subspaces of D~µJ and letMc be the set of k×k matrices in column
reduced echelon form. Recall that a matrix is in column reduced echelon
form if it has the following properties. (i) The first non-zero entry in each
column (as we go down) is a 1. (ii) These “leading 1s” occur further down
as we go to the right of the matrix; (iii) In the row of a leading 1 all other
entries are zero. To a matrix M ∈ Kk×k we associate the subspace
Z(M) = span{z1, . . . , zk} with
(z1, z2, . . . , zk) =
(
fµi1ui1, f
µi2ui2 , . . . , f
µikuik
)
M. (3.17)
Thus Z ∈ Z if and only if Z = Z(M) for some M ∈ Kk×k. If Mc is the
column reduced echelon form of M then Z(M) = Z(Mc). Uniqueness of Mc
implies that the mapping Mc 7→ Z(Mc) is a bijection from Mc onto Z.
The assumptions in the following theorem are those of Theorem 3.3.
Theorem 3.5. Let M ∈ Kk×k be in column reduced echelon form and let
Z(M) be the associated subspace such that X(M) = W (~r) ⊕ Z(M) is a
characteristic subspace in [W (~r),W (~µ)].
(i) X(M) is hyperinvariant if and only if each nonzero column of M con-
tains exactly one entry 1.
(ii) We have X(M)H = W (~r) if and only if each nonzero column of M
has at least two entries equal to 1.
(iii) We have X(M)h = W (~µ) if and only if each row of M has at least
one entry equal to 1.
Proof. Let is ∈ J . Because of Z(M) ⊆ D~µJ we have either Z(M)∩ 〈uis〉 = 0
or
Z(M) ∩ 〈uis〉 = span{f
µisuis}, (3.18)
and similarly either πisZ(M) = 0 or πisZ(M) = span{f
µisuis}. We note
that (3.18) holds if and only if the s-th column of the matrix M contains
exactly one entry 1 (in row s). Moreover, πisZ(M) = 0 holds if and only
if the s-th row is the zero row. Suppose dimZ(M) = rankM = q. Then
M ∈Mc implies M =
(
M˜ 0k×(k−q)
)
and rank M˜ = q.
(i) Each nonzero column of M contains exactly one entry 1 if and only if
Π−1M = diag(Iq, 0) for some permutation matrix Π. This is equivalent to
(fµi1ui1, . . . , f
µikuik)M = (f
µi1ui1, . . . , f
µikuik)Π diag(Ip, 0) =
(fµτ1uτ1 , . . . , f
µτquτq , 0, . . . , 0)
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with T = {τ1, . . . , τq} ⊆ J = {i1, . . . , ik}. Now we apply Theorem 3.3(ii).
(ii) In the following let X = X(M). From
XH =
∑m
j=1
(X ∩ 〈uj〉) = W (~r) +
∑k
s=1
(
Z(M) ∩ 〈uis〉
)
follows that XH =W (~r) is equivalent to
Z(M) ∩ 〈uis〉 = 0, s = 1, . . . k. (3.19)
Condition (3.19) holds if and only if M does not contain a nonzero column
with exactly one entry 1.
(iii) From Xh =
∑m
j=1 πjX = W (~r) +
∑k
s=1 πisZ(M) follows that X
h =
W (~µ) is equivalent to
πisZ(M) = 〈f
µisuis〉, s = 1, . . . k,
that is, M has no zero row.
Example 3.6. We refer to Example 3.4 and consider the case J = {1, 2, 3}
with ~µ = (0, 1, 2). In that case we have ~r = (1, 2, 3) and therefore D~µ =
span{u1, fu2, f
2u3}. We apply Theorem 3.5 to determine the subspaces X
with
XH = W (~r) and X
h = W (~µ). (3.20)
The two matrices M1 and M2 that simultaneously satisfy the conditions in
Theorem 3.5(ii)-(iii) are
M1 =

1 0 01 0 0
1 0 0

 with Z(M1) = span{u1 + fu2 + f 2u3}
and
M2 =

 1 0 00 1 0
1 1 0

 with Z(M2) = span{u1 + f 2u3, fu2 + f 2u3}.
The corresponding characteristic subspaces Xi =W (~r)+Z(Mi), i = 1, 2, are
X1 = G = 〈u1 + fu2 + f
2u3〉
c
and X2 = F = 〈u1 + fu2, fu2 + f
2u3〉
c. Hence, X = G and X = F are the
only elements of [W (~r),W (~µ)] that satisfy (3.20).
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4 Extensions
In Theorem 2.5 we have seen that for a given set J a pair of m-tuples (~r, ~µ)
satisfies
~µ ∈ L(~t ) and ~r = ~µ+
∑
i∈J
~ei ∈ L(~t ) (4.1)
only if the inequalities (2.13) hold. In this section we show that (2.13) is
sufficient for the existence of such a pair. We use this fact for the construction
of characteristic non-hyperinvariant subspaces. Let
J = {i1, . . . , ik} ⊆ {1, . . . , m}, i1 < · · · < ik, 2 ≤ k. (4.2)
Set ~tJ = (ti1 , . . . , tik). Suppose ~µJ = (µ˜i1, . . . , µ˜ik) ∈ L(~tJ ) and ~µ =
(µ1, . . . , µm) ∈ L(~t ). We call ~µ an extension of ~µJ if
µis = µ˜is, s = 1, . . . , k. (4.3)
Let E(~µJ) be the set of all extensions of ~µJ . It follows from Lemma 4.1 below
that E(~µJ) is nonempty. Since E(~µJ) is a sublattice of L(~t ) there exists a
maximum element of E(~µJ), which we call the maximum extension.
Suppose ~µ ∈ E(~µJ). We take a closer look at the entries of ~µ. If
is ≤ j ≤ is+1 then µ˜is ≤ µj ≤ µ˜i(s+1) and
tis − µ˜is ≤ tj − µj ≤ ti(s+1) − µ˜i(s+1) . (4.4)
Since (4.4) is equivalent to
tj − (ti(s+1) − µ˜i(s+1)) ≤ µj ≤ tj − (tis − µ˜is)
we obtain
µj ≤ min{tj − (tis − µ˜is), µ˜i(s+1)}. (4.5)
If 1 ≤ j ≤ i1 then 0 ≤ µj ≤ µ˜i1 and 0 ≤ tj − µj. Hence
µj ≤ min{tj, µ˜i1}. (4.6)
If ik ≤ j then µ˜ik ≤ µj and tik − µ˜ik ≤ tj − µj, and therefore
µ˜ik ≤ µj ≤ tj − (tik − µ˜ik). (4.7)
Lemma 4.1. Assume (4.2). Suppose ~µJ = (µ˜i1, . . . , µ˜ik) ∈ L(~t ), that is,
0 ≤ µ˜i1 ≤ · · · ≤ µ˜ik and 0 ≤ ti1 − µ˜i1 ≤ · · · ≤ tik − µ˜ik . (4.8)
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Define
µj =


min{tj , µ˜i1} if 1 ≤ j ≤ i1
min{tj − (tis − µ˜is), µ˜i(s+1)} if is ≤ j ≤ is+1, s = 1, . . . , k − 1
tj − (tik − µ˜ik) if ik ≤ j ≤ m.
(4.9)
(α) Then ~µ is the maximum extension of ~µJ .
(β) If J ⊂ Iu and
0 ≤ µ˜i1 < · · · < µ˜ik and 0 < ti1 − µ˜i1 < · · · < tik − µ˜ik , (4.10)
then ~r = ~µ+
∑
i∈J ~ei ∈ L(~t ).
Proof. (α) To prove that ~µ is an extension of ~µJ we have to show that the
conditions (4.3) and
0 ≤ µj ≤ µj+1 (4.11)
and
0 ≤ tj − µj ≤ tj+1 − µj+1, (4.12)
j = 1, . . . , m− 1, are satisfied. We consider different cases.
(i) Case j = is, s ∈ {1, . . . , k}. Then (4.9) yields µis = µ˜is.
(ii) Case 1 ≤ j < i1. Then µj ≥ 0 and tj − µj ≥ 0. From tj ≤ tj+1 follows
µj = min{tj , µ˜i1} ≤ min{tj+1, µ˜i1} = µj+1.
(I) Case µj = tj . Then tj − µj = 0 ≤ tj+1 − µj+1 such that (4.12) is
satisfied.
(II) Case µj = µ˜i1. Then tj+1 ≥ tj ≥ µ˜i1 , which implies
µj+1 = min{tj+1, µ˜i1} = µ˜i1 = µj
and tj+1 − µj+1 ≥ tj − µj .
(iii) Case ik ≤ j ≤ m. Then tik ≤ tj and tj − µj = tik − µik imply (4.11)
and (4.12), respectively.
(iv) Case is ≤ j < i(s+1), s ∈ {1, . . . , k − 1}.
(I) Case tj ≤ tj+1 ≤ tis + (µ˜i(s+1) − µ˜is). Then µj = tj − (tis − µ˜is)
and µj+1 = tj+1 − (tis − µ˜is). Hence µj ≤ µj+1. Moreover,
tj − µj = tj+1 − µj+1 = tis − µ˜is.
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(II) Case ti(s+1) > tj+1 ≥ tj ≥ tis + (µ˜i(s+1) − µ˜is). Then µj = µj+1 =
µ˜i(s+1), which implies (4.12),
(III) Case tj ≤ tis + (µ˜i(s+1) − µ˜is) ≤ tj+1. Then µj = tj − (tis − µ˜is) ≤
µ˜i(s+1) = µj+1. Hence we obtain
tj − µj = tis − µ˜is ≤ tj+1 − µ˜i(s+1) = tj+1 − µj+1.
From (4.5) - (4.7) we conclude that ~µ is the maximum element of E(~µJ).
(β) If is ∈ Iu then the corresponding elementary divisor λ
tis is unre-
peated, and therefore
t(is−1) < tis < t(is+1), i = 1, . . . , k. (4.13)
We have ~µ ∈ L(~t ) and
rj =
{
µ˜j + 1 if j ∈ J
µj if j /∈ J.
Hence in order to prove ~r ∈ L(~t ) we have to show that
µ˜is < µ(is+1) (4.14)
and
t(is−1) − µ(is−1) < tis − µ˜is, (4.15)
s = 1, 2, . . . , k. In the case s = k definition (4.9) implies
µik+1 = (tik+1 − tik) + µ˜ik .
Then (4.13) yields µik+1 > µ˜ik . In the case s < k we have
µ(is+1) = min{t(is+1) − (tis − µ˜is), µ˜i(s+1)}.
If µ(is+1) = t(is+1) − (tis − µ˜is) then (4.13) yields (4.14). If µ(is+1) = µ˜i(s+1)
then (4.14) follows from the strict inequality µ˜is < µ˜i(s+1) .
It remains to deal with (4.15). Let s > 1. Then is−1 ≤ is − 1 < is
implies
µ(is−1) = min{t(is−1) − ti(s−1) + µ˜i(s−1) , µ˜is}.
Suppose µ(is−1) = t(is−1) − ti(s−1) + µ˜i(s−1). Then ti(s−1) − µ˜i(s−1) < tis − µ˜is
implies
t(is−1) − µ(is−1) = t(is−1) − [t(is−1) − ti(s−1) + µ˜i(s−1)] =
ti(s−1) − µ˜i(s−1) < tis − µ˜is.
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Suppose µ(is−1) = µ˜is . Then (4.13) implies
t(is−1) − µ(is−1) = t(is−1) − µ˜is < tis − µ˜is.
Let s = 1. Then µ(i1−1) = min{t(i1−1), µ˜i1}. If µ(i1−1) = µ˜i1 , then
t(i1−1) − µ(i1−1) < ti1 − µ˜i1 (4.16)
follows from (4.13). If µ(i1−1) = t(i1−1) then the strict inequality 0 < ti1 − µ˜i1
in (4.10) implies (4.16).
We note without proof that the minimum element of E(~µJ) is given by
µj =


max{0, tj − (ti1 − µ˜i1)} if 1 ≤ j ≤ i1
max{tj − (ti(s+1) − µ˜i(s+1)), µ˜is} if is ≤ j ≤ is+1, s = 1, . . . , k − 1
µ˜ik if ik ≤ j ≤ m.
(4.17)
The next theorem provides an existence result. It shows that to a given
admissible set J there exists a characteristic non-hyperinvariant subspace X
such that J(X) = J .
Theorem 4.2. Assume
J = {i1, . . . , ik} ⊆ Iu, i1 < · · · < ik, 2 ≤ k. (4.18)
Suppose ~µJ = (µ˜i1, . . . , µ˜ik) ∈ L(~tJ ) and let ~µ = (µ1, . . . , µm) ∈ L(~t ) be
the maximum extension of ~µJ . Set ~r = ~µ +
∑
i∈J ~ei. Then the following
statements are equivalent.
(i) The entries of ~µJ satisfy the inequalities 0 ≤ µ˜i1 < · · · < µ˜ik and the
strict inequalities 0 < ti1 − µ˜i1 < · · · < tik − µ˜ik .
(ii) There exists a characteristic non-hyperinvariant subspaceX with hyper-
invariant frame (XH , X
h) = (W (~r),W (~µ)).
Proof. The implication (i)⇒ (ii) follows form Theorem 3.3 and Lemma 4.1(ii)
and the implication (ii) ⇒ (i) is consequence of Theorem 2.5.
In the case of the maximum extension ~µ of ~µJ one can give a concise
description of the subspaces in [W (~r),W (~µ)] in Theorem 3.3.
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Theorem 4.3. Assume (4.18) and
0 ≤ µi1 < · · · < µik and 0 < ti1 − µi1 < · · · < tik − µik . (4.19)
Let ~µ = (µ1, . . . , µm) be the maximum extension of ~µJ = (µi1, . . . , µik) and
let ~r = ~µ +
∑
i∈J ~ei. Let Z = span{z1, . . . , zq} be a q-dimensional subspace
of
D~µJ = span{f
µi1ui1 , . . . , f
µikuik}. (4.20)
If X =W (~r)⊕ Z satisfies Xh = W (~µ) then X = 〈z1, . . . , zq〉
c.
Proof. It is obvious that Zc ⊆ X . Because of Z ⊆ X the converse inclusion
X ⊆ Zc is equivalent to
W (~r) = 〈f r1u1, . . . , f
rmum〉 ⊆ Z
c.
Set Z = {z1, . . . , zq}. To check that f
rjuj ∈ Z
c we separately deal with
different cases of j. In each of the cases (i) - (iv) below we choose suitable
automorphisms α ∈ Aut(f, V ) such that αz = z+f rjuj for some z ∈ Z. Then
f rjuj ∈ 〈z〉
c ⊆ Zc. The assumption Xh = W (~µ) implies that for each j ∈ J
there exists an element z ∈ Z such that πjz 6= 0. Let α(uj, u
′
j) denote the
automorphism that exchanges the generator uj by u
′
j. Recall that rj = 1+µj
if j ∈ J and rj = µj if j /∈ J .
(i) Case j = is, s ∈ {1, . . . , k}. If z ∈ Z satisfies πisz 6= 0 then α =
α(uis, uis + fuis) yields αz = z + f
1+µisuis.
(ii) Case 1 ≤ j < i1. If µj = rj = tj then it is obvious that f
rjuj = 0 ∈ Z
c.
If µj = rj = µi1 then i1 ∈ Iu implies e(uj) < e(ui1) and e(ui1) =
e(ui1 + uj). Hence, if z ∈ Z satisfies πi1z 6= 0 then α = α(ui1, ui1 + uj)
yields αz = z + fµi1uj = z + f
rjuj.
(iii) Case m ≥ j > ik. Then tj > tik and µj = tj − tik + µik . We have
e(uik) = e(uik + f
tj−tikuj). If z ∈ Z satisfies πikz 6= 0 then α =
α(uik , uik + f
tj−tikuj) yields αz = z + f
µik+(tj−tik )uj.
(iv) Case is < j < i(s+1), s ∈ {1, . . . , k − 1}.
(I) Case tj ≤ tis + (µi(s+1) − µis). Then µj = tj − (tis − µis). If
z ∈ Z satisfies πisz 6= 0 then α = α(uis, uis + f
tj−tisuj) yields
αz = z + fµis+tj−tisuj.
(II) Case tj ≥ tis + (µi(s+1) − µis). Then µj = µi(s+1). If z ∈ Z
satisfies πi(s+1)z 6= 0 then α = α(ui(s+1), ui(s+1) + uj) yields αz =
z + f
µi(s+1)uj.
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Corollary 4.4. Assume (4.18) and (4.19). Let
z = fµi1ui1 + · · ·+ f
µikuik . (4.21)
If ~µ is the maximum extension of ~µJ = (µi1, . . . , µik) and ~r = ~µ +
∑k
s=1 ~eis
then X(z) = W (~r)+span{z} is a characteristic non-hyperinvariant subspace
and X(z) = 〈z〉c.
Proof. We have Z = span{z} = Z(M) with
M =
(
e 0k×(k−1)
)
and e = (1, 1, . . . , 1)T .
Theorem 3.5 implies Xh = W (~µ). Hence we can apply Theorem 4.3. More-
over, XH = W (~r). Therefore X is not hyperinvariant.
Example 4.5. Let (V, f) be given by (1.11). Referring to Example 3.4 we
consider the case J = {1, 3} ⊆ Iu = {1, 2, 3} with ~µJ = (µ1, µ3) = (0, 2). Two
extensions ~µ of ~µJ satisfy ~r = ~µ+ (1, 0, 1) ∈ L(~t ), namely ~µ = ~µ1 = (0, 1, 2)
and ~µ = ~µ2 = (0, 2, 2). The corresponding triples ~r are ~r1 = (1, 1, 3) and
~r2 = (1, 2, 3). We have ~µ1  ~µ2. Thus ~µ2 is the maximum extension in EJ .
Define z = u1 + f
2u3 according to (4.21). Then
X(z) =W (~r2) + span{z} = 〈f
2u2, f
3u3, u1 + f
2u3〉 = 〈z〉
c
is a characteristic non-hyperinvariant subspace of V . In the case of ~µ = ~µ1
we recall (3.16) and note that X = W (~r1)+span{z} is not the characteristic
hull of a single vector.
In [4] we studied invariant subspaces that are the characteristic hull of a
single vector. Using a decomposition lemma due to Baer [6] we proved the
following result, which yields part of Corollary 4.4.
Theorem 4.6. For a given nonzero z ∈ V there exists a generator tuple
U = (u1, . . . , um) such that z can be represented in the form
z = fµρ1uρ1 + · · ·+ f
µρku rhok , (4.22)
with
0 ≤ µρ1 < · · · < µρk and 0 < tρ1 − µρ1 < · · · < tρk − µρk . (4.23)
The following statements are equivalent.
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(i) The subspace X = 〈z〉c is not hyperinvariant.
(ii) At least two of the generators uρi in (4.22) are unrepeated.
The assumptions (4.18) and (4.19) in Corollary 4.4 imply that in (4.21)
all generators uis, s = 1, . . . , k, are unrepeated and that (4.23) holds. Hence
it follows from Theorem 4.6 that the characteristic subspace X(z) = 〈z〉c is
not hyperinvariant.
We reexamine Shoda’s theorem. Using Corollary 4.4 or Theorem 4.6 we
refine the implication (ii) ⇒ (i) in Theorem 1.1.
Corollary 4.7. Let λR and λS be unrepeated elementary divisors of f such
that R + 1 < S. Let u and v be generators of (V, f) with e(u) = R and
e(v) = S. If the integers s and q satisfy
0 ≤ s < q and 0 < R− s < S − q
then X = 〈f su+ f qv〉c is a characteristic subspace of V that is not hyperin-
variant.
5 Concluding remarks
From Theorem 1.2 one can deduce properties of the lattice of Hinv(V, f).
It is known [9] that Hinv(V, f) is self-dual in the sense that there exists a
bijective map Λ : Hinv(V, f)→ Hinv(V, f) such that
Λ(W + Y ) = Λ(W ) ∩ Λ(Y ) and Λ(W ∩ Y ) = Λ(W ) + Λ(Y )
for all W,Y ∈ Hinv(V, f). It is not difficult to show (see [12, p. 343] that
~r ∈ L(~t ) if and only if
−−→
t− r ∈ L(~t ). Hence, if ~r ∈ L(~t ) and
W (~r ) = f r1V ∩ V [f t1−r1] + · · ·+ f rmV ∩ V [f tm−rm ] ∈ L(~t )
then Λ
(
W (~r )
)
is given by
Λ
(
W (~r )
)
= W (
−−→
t− r) = f t1−r1V ∩ V [f r1] + · · ·+ f tm−rmV ∩ V [f rm ].
For the moment it is an open problem whether the lattice Chinv(V, f) is self-
dual, and it remains to clarify the lattice structure of Chinv(V, f). A useful
tool for such an investigation will be the concept of hyperinvariant frame,
which we introduced in this paper.
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