We determine tempered distributions which convolved with a Dirac comb yield unity and tempered distributions, which multiplied with a Dirac comb, yield a Dirac delta. Solutions of these equations have numerous applications. They allow the reversal of discretizations and periodizations applied to tempered distributions. One of the difficulties is the fact that Dirac combs cannot be multiplied or convolved with arbitrary functions or distributions. We use a theorem of Laurent Schwartz to overcome this difficulty and variants of Lighthill's unitary functions to solve these equations. The theorem we prove states that double-sided (time/frequency) smooth partitions of unity are required to neutralize discretizations and periodizations on tempered distributions.
Introduction
The theory of generalized functions , an overview is given in Figure 1 (cf. Section 2.3), is known for its generality but also for its strictness not to allow arbitrary multiplication and arbitrary convolution among generalized functions [26] [27] [28] [29] [30] [31] [32] [33] [34] and, as a result of this, other theories have already been proposed to evade these difficulties. These difficulties are, however, not an inadequacy of the theory but rather consequences of a phenomenon known as the Heisenberg uncertainty principle. Laurent Schwartz' theory of generalized functions effortlessly handles such difficulties. It is also a setting that extends the idea of Fourier transformation and the only way today to rigorously treat Dirac delta functions [35] and Dirac combs [36] which turn out to be the derivatives of discontinuities in functions. All functions and generalized functions become infinitely differentiable in this way. This, in turn, is an indispensable tool in physics for solving differential equations [19, 21, [37] [38] [39] ; hence, to describe natural laws. Laurent Schwartz' theory is, furthermore, the first and only theory which explains Fourier series rigorously [5] . Fourier series allow us to write functions which cannot be derived continuously (e.g., the saw tooth [40] ), as a superposition of infinitely differentiable functions (complex exponentials). In conventional calculus, this is a contradiction, and hence, " ∼ " is sometimes written instead of "=". But there is indeed an equality between periodic functions and their Fourier series. It holds in the generalized functions sense. The theory of generalized functions is, therefore, also called the completion of functional analysis [5, 24] . It is already the default setting in several branches of physics [41] [42] [43] [44] [45] [46] [47] [48] [49] and electrical engineering [40, [50] [51] [52] [53] [54] . In a similar way as complex numbers complete the idea of numbers, generalized functions complete the idea of functions. An excellent overview of the many generalization methods unified within this theory (seven equivalent methods in order to generalize the ideas of "integration" and "differentiation") and the many problems solved with it are given in Charts 1 and 2 in Lützen [55] , pp. 222-223. For a brief introduction to distribution theory we recommend reading the introductory remarks in Halperin [3] , Temple [4] , Lighthill [5] , Zemanian [12] , Osgood [51] and Debnath [56] , or the motivation sections in our previous studies [57] [58] [59] .
The overall goal in this study is to introduce counter-operations which neutralize discretizations and periodizations, respectively. An interaction between discretization (sampling) and periodization (replicating) is sufficiently well-known. It can be found in Bracewell [60] , Gasquet [40] , or in Kammler [61] for example. However, it is not instantaneously clear that these operations can (residue-free) be reversed within the space of tempered distributions. A major barrier is the fact that tempered distributions cannot be multiplied or convolved with arbitrary other tempered distributions. To overcome this we use a theorem of Laurent Schwartz (Lemma 1) which states that convolution products exist if one of the two factors is (finitely) summable (∈ O C ), and equivalently, multiplication products exist if one of the two factors is (infinitely) differentiable (∈ O M ). It has, to the best of our knowledge, never been shown so far that discretizations and periodizations can be neutralized within the setting of generalized functions. The theorem presented below (Theorem 1) will be a foundation for generalized functions calculus because it interconnects four different forms of unity (Ω, 1, III, δ).
We proceed as follows. Section 2 familiarizes the reader with the generalized functions terminology, Section 3 summarizes foundations laid in previous studies and Section 4 determines the convolution and multiplication inverses of the Dirac comb. This will serve us as a foundation for later studies. Our distant goal is it to extend the classical sampling theorem to the space of tempered distributions where it is known to fail most generally [40] . We briefly discuss this in Section 5.
Notation
All spaces of ordinary and generalized functions are denoted as in the standard literature [1, 2, 8, 9, 21] . The term "distribution" is used in the sense of Laurent Schwartz, where all functions and generalized functions are smooth (infinitely differentiable) and "ultradistributions"; the Fourier transform of "distributions", are understood in the sense of Sebastião e Silva [62] ; cf. Zemanian [8] , Hoskins [20] and Walter [21] . The "unitary ordinary frequency" or "normalized" Fourier transform of conventional functions iŝ
where t · σ is the usual inner product in R n , and for generalized functions f ∈ S , it is F f , ϕ := f , F ϕ for ϕ ∈ S. We denote them as F ( f ) or F f or simplyf . The expression f , ϕ ≡ f (ϕ) is the application of f to some test function ϕ. It naturally extends the usual inner product on Lebesgue-square integrable functions to the space of tempered distributions [23, [63] [64] [65] [66] [67] . The expression f ≡ f , 1 denotes the integral of f in the tempered distributions sense [4, 9] and the integral symbol f (t) dt is only used for ordinary Lebesgue integrable functions f (t). The sinc function is defined to be 1 at t = 0 and sinc(t) := sin(πt)/(πt) otherwise, and rect := F (sinc) is its Fourier transform. It equals 1 within the interval ]−1/2, +1/2[, 1/2 at t = −1/2 and t = +1/2 and zero otherwise [68, 69] . We prefer using rect instead of the characteristic function of an interval χ which cannot take on values other than 0 or 1.
Equality between Generalized Functions
An equality f = g between two ordinary functions usually means that the equality f (t) = g(t) holds for all admissible t ∈ R n . In contrast to this, values f (t) and g(t) may not exist for tempered distributions f , g ∈ S . We therefore say that f = g "in the tempered distributions sense" if f (ϕ) = g(ϕ) holds for all admissible ϕ ∈ S(R n ). In other words, f applied to ϕ yields the same as g applied to ϕ for admissible ϕ. More generally, ϕ ∈ X is admissible for f ∈ X if f , ϕ < ∞; i.e., if f belongs to the topological dual of X. The classical comprehension of a function f arises whenever f (ϕ) approaches f (t) because ϕ tends to be the Dirac delta at t ∈ R n . Any test function argumentation is, moreover, avoided if symbolic calculation rules can be applied which are already known to be true; see the rules in [59] for example. The idea is to gather as many rules as possible to be able to calculate pure symbolically on (generalized) functions level instead of operating "pointwise"; i.e., on ϕ ∈ S(R n ) in this case. A proof of the rules F 1 = δ and F δ = 1 can be found in Gasquet [40] , for example.
Vector-Valued Generalized Functions
By denoting function spaces X and distribution spaces X , we actually mean X(R n ) or X (R n ), respectively, where n ≥ 1 is an integer. For simplicity, we restrict ourselves to n = 1 in this study and for n > 1; i.e., for vector-valued functions and distributions, we would like to refer the reader to our previous studies [57, 70] . One may, however, easily transfer these results to the general case by replacing the real number T by a vector T ∈ R n , and the condition T > 0 then means that T is greater than zero in all its components. The vector 1/T in subscripts of operators then means that T is taken reciprocal in all of its components and T or 1/T in front of operators is indeed a scalar but the product of all its components in T or 1/T, respectively. This scalar in front of operators (see Tables 1-3 in [59] ) arises due to the volume-preserving property of the Fourier transform (Corollary 1 in [57] ). It can be traced back to elementary integration rules (e.g., Example 12.2 in [71]).
Spaces of Generalized Functions
The intersection of distributions D (in the sense of Schwartz ) and ultradistributions Z (in the sense of Sebastião e Silva [20, 22, 62, 72, 73] ) which map onto each other via the Fourier transform, F (D ) = Z and F (Z ) = D , is the space of tempered distributions S = F (S ). It contains the space of multiplication operators O M (smooth slowly growing functions) and the space of convolution [18] . A particular case of these operators are Paley-Wiener functions PW (entire slowly growing functions [74] ) and compactly supported tempered distributions E , where F (PW) = E and F (E ) = PW. A space of functions which are both, convolution and multiplication operators, is the Schwartz space S = F (S) of smooth rapidly decreasing functions. It particularly contains (see, e.g., [8, 21, 22] ), the space of smooth, time-limited functions D, and the space of smooth band-limited functions Z, where F (D) = Z and F (Z ) = D.
Smooth Functions versus Generalized Functions
For the reader's convenience, we summarize Laurent Schwartz' diagram [2] , p. 170, of continuously embedded spaces of (ordinarily smooth) functions and (in the generalized functions sense smooth) generalized functions in Figure 1 . As an additional feature we also depict Fourier transform pairings (red versus blue) and their intersections (violet) in this figure. The left and the right-hand side are accordingly mirror-inverted Fourier transforms of one another. Special pairs are {Ω,Ω}, {1, δ} and {III,Î II}. The Paley-Wiener-Schwartz-Ehrenpreis theorem [74] appears at the core of S and S is its inner core. Ordinary functions are depicted red; generalized functions are blue. By III ≡Î II, we remind to Poisson's summation formula and byΩ ≡ Ω we remind to Heisenberg's uncertainty principle. Lemma 5 below connects Ω with III via 1 and δ. To the best of our knowledge, an overview on generalized function spaces has never been given in this condensed way.
Finite, Entire, Local and Regular Functions
For the sake of brevity we will talk about "finite", "entire", "local" and "regular" functions if they belong to E , PW, O C and O M , respectively. Following the terminology in engineering, f ∈ E are "time-limited" tempered distributions and α ∈ PW are "band-limited" ordinary functions. Band-limited functions are particularly smooth (infinitely differentiable) and slowly growing such that they can always be sampled [58] . Equivalently, time-limited tempered distributions can always be periodized; i.e., their Fourier transforms can always be sampled [58] . In our terminology, "time" and "frequency" are fully equivalent because F 1 = δ and F δ = 1. The terms "time" and "frequency" are, therefore, relative, and there is no difference between forward and backward Fourier transformations; i.e., "time" means this and "frequency" means the other (Fourier transform) domain.
Cross-Inverses
Emphasizing the equivalence between convolution * and multiplication · , we never omit · whenever we multiply generalized functions with each other. Elements a and b satisfying a · b = 1 or a * b = δ are usually called "inverses" of each other with respect to multiplication and convolution, respectively. In this study, we additionally encounter elements satisfying a * b = 1 or a · b = δ (Lemmas 4 and 5 and Theorem 1) which we call "cross-inverses" of each other. The term "cross-inverse" in contrast to "inverse" is coined by us in this study. It obviously has not appeared so far in the literature, but is now becoming important due to the fact that multiplications and convolutions coexist in S .
Preliminaries
The preliminaries presented here are more or less known. We just reproduce them for the reader's convenience and for introductory reasons. Lemma 1 below, has been known since 1951 and does also appear in other monographs [9, 11, 17, 18] . However, its importance is still underestimated today; see Remark 1. In 2015, we used it to prove that Poisson's summation formula (PSF) holds within the generalized functions setting under exactly the same conditions [57] (Lemma 2 below), and in 2018 we used it to prove conditions such that the PSF nested into itself is true [59] . It yields Lemma 3 (DFT) below.
Convolution-Multiplication Duality
Convolution and multiplication products between functions do not always exist. Considering that, it is not helpful to operate on spaces which are restricted to "good" functions in this sense, such as the space of "Lebesgue-square integrable functions" which can only include functions which are rapidly decreasing. For convolution products in a wider sense, it is required that at least one of the two functions is summable (rapidly decreasing), and, equivalently, for multiplication products it is required that at least one of the two functions is infinitely differentiable (smooth). Otherwise convolution products become infinite (somewhere along the real axis), and equivalently, multiplication products become indefinite (somewhere along the real axis). We, therefore, need to be aware of the following dual existence statements found by Schwartz [2] , Théorème XV, p. 124. They extend the well-known convolution-multiplication duality from Lebesgue-square integrable functions to the space of tempered distributions. 
in the tempered distributions sense.
This result can also be found in Horváth [9] , Trèves [11] , Barros-Neto [17] and Peterson [18] for the reader's convenience. Figure 1 . One may observe that (1) and (2) hold immediately, in contrast to products defined in the Mikusiński sense [75, 76] which require limit formations. It is clear that, beyond Lemma 1, there will be no other convolution or multiplication product in S such that this duality is fulfilled. The simple reason is that if (1) exists in S then f is already a convolution operator and if (2) exists in S then α is already a multiplication operator.
Periodization-Discretization Duality
A consequence of Lemma 1 is the following statement. Let III T := ∑ +∞ k=−∞ δ kT be the Dirac comb where T > 0 is real-valued and δ kT := τ kT δ extends to τ kT f := f (t − kT) for ordinary functions f . We briefly write δ if k = 0 and III if T = 1. It is clear that III T ∈ S [24, 51, 77] and F (III T ) = T −1 III 1 T and F (III 1 T ) = T III T ; see, e.g., [51, 57, 60, 61] . Using these notations, let g be the Dirac comb in Lemma 1; then, (1) and (2) 
We, furthermore, denote
T · α the discretization of α ∈ O M with increments of 1/T. Both products exist in S according to Lemma 1. It yields the following statement [57] on the duality of discretizations and periodizations in S . 
The operations ⊥⊥⊥ and , introduced 1953 as comb and rep operators in a textbook on radar applications (Woodward [78] , p.28) have a far-reaching significance. Every ordinary or generalized periodic function can be written as T f where f ∈ E is one period. The function T δ is the Dirac comb, for example. Equivalently, by Fourier duality, every discrete function can be written as ⊥⊥⊥ 1 T α where α is the function prior discretization (Paley-Wiener function). The function ⊥⊥⊥ T 1 is again the Dirac comb (Rule 10, [59] ). More generally (Figure 1 ), we may even allow having f ∈ O C and α ∈ O M in any T f and ⊥⊥⊥ 1 T α. Using these symbols, we now denote discrete periodic functions as
T f , where f ∈ S and TB = N, the time-bandwidth product, is a natural number N > 0. Nesting rules (5) and (6) into one another yields the following lemma. It denotes the Discrete Fourier Transform (DFT) and its inverse within the space of tempered distributions [59] . 
F (⊥⊥⊥ 1
Without loss of generality, one may let T = 1 such that B = N, for example. Coefficients of
f are usually denoted in N-tuples f 0 , f 1 , .., f N−1 . Our goal is it to regain f from its coefficients f 0 , f 1 , .., f N−1 by "undoing" the operations T and ⊥⊥⊥ 1
B applied to f , as far as this can be done.
Cross-Inverses of the Dirac Comb
In this section, we present several new results. They lay foundations in generalized functions theory. Lemma 4, as it is, does not exist in the literature but its proof is trivial. Lemma 5 is a refinement of it, also unknown so far, and Lemma 6 is another new result. It serves as a prerequisite for Theorem 1 which generalizes Lemma 5. The term "double-sided unitary" is coined by us in this study. It extends Lighthill's idea of (one-sided) unitary functions. Theorem 1, moreover, connects four different forms of unity (Ω, 1, δ, III) to one another and proves that regularization reverses discretization and localization reverses periodization. Remarks 1 and 2 are consequences of Lemma 1 and Corollarys 1 and 2 are consequences of Theorem 1.
Single-Sided Partitions of Unity
Dirac combs play a double role. Convolutions with them periodize functions and multiplications with them discretize functions [51, 60, 61] . In order to reverse these operations, we need to find the convolution and multiplication inverses of Dirac combs in S . Before getting deeper into this topic, let us make the following intriguing observation. Obviously, (9) and (10) are Fourier transforms of one another. In Figures 2 and 3 we illustrate this particular solution (cf. Table 1 in [59] , Rules 19 and 20) . However, the reversal is not true. Choosing, vice versa Ω ≡ sinc andΩ ≡ rect, both products (9) and (10) do not exist in S (Remark 2 in [59] ). It is implied by the fact that rect is not smooth (rect / ∈ O M ) and, equivalently, sinc is not rapidly decreasing (sinc / ∈ O C ) but slowly decreasing (e.g., Forster [71] , p. 106).
III * rect = 1 Figure 2 . In contrast to III * rect the product III · rect does not exist in S . III · sinc = δ Figure 3 . In contrast to III · sinc the product III * sinc does not exist in S .
As a result of this, the classical Whittaker-Kotel'nikov-Shannon (WKS) sampling theorem [79] [80] [81] , which relies on its sinc-function reconstruction formula, fails most generally ( [40] , p. 357 and [79] , p. 627). It is, however, true on Lebesgue-square integrable functions (which are rapidly decreasing).
Double-Sided Smooth Partitions of Unity
The property not being possessed by the Fourier transform pair {rect, sinc} is the circumstance that if Ω andΩ satisfy (9) and (10), thenΩ and Ω should satisfy (9) and (10) as well. In other words, the pair {Ω,Ω} should be able to swap roles. The fact that this can indeed be done may be seen in Figure 2 where rect is already local (compact support) but needs to be regularized (smooth) at its boundaries, and equivalently, sinc is already regular (smooth) but needs to be localized at the origin [58] . In other words, we need to have "smooth partitions of unity" in both, time and frequency. 
hold simultaneously in the tempered distributions sense.
Proof. The left-hand side in (11) is a condition fulfilled by any unitary function Ω ∈ D and the right-hand side in (12) is additionally satisfied if Ω(0) = 1 and Ω(k) = 0 for any integer k = 0. The other two equations are instantaneously satisfied by the Fourier transformΩ ∈ Z of Ω ∈ D.
Unitary functions (Figure 4) were introduced by Lighthill [5], p.61. A function Ω T (t) is said to be a unitary function ( [8] , p.315 and [79] ) if it is an element in D and if there exists a real number T for which
A special case is T = 1 such that Ω = 1. We moreover call functions Ω T ∈ S satisfying
"double-sided unitary" due to the following Lemma.
Unitary Function
T Figure 4 . Both products III T * Ω T = 1 and III T · Ω T = δ exist in S . Lemma 6 (Reversibility). The Fourier transform of a double-sided unitary function is double-sided unitary.
Proof.
Let Ω ∈ D such that Ω = 1 and ⊥⊥⊥ Ω = δ, and let Ω T := Ω(t/T) for real T > 0. First, we observe that F (Ω T ) = F (Ω(t/T)) = TΩ(Tt) = TΩ 1 T . Fourier transforming both sides simultaneously yields, according to Lemma 2, Hence,Ω 1 T ∈ Z is again a double-sided unitary.
For this reason, it is a requirement to distinguish between finite (∈ D) and entire (∈ Z) double-sided unitary functions. Appendix A describes the construction of Ω T ∈ D. Let us now generalize Lemma 5 from T = 1 to arbitrary real-valued T > 0.
Theorem 1 (Cross-Inverses of the Dirac Comb). Let T > 0 be real, Ω T ∈ D double-sided unitary; then,
Proof. Lemma 5, F (III T ) = 1 T III 1 T and F (Ω T ) = TΩ 1 T yield the assertion. A comprehensive treatment of unitary functions can be found in Zemanian [8] , p. 315 or Boyd [82] [83] [84] , for example. Very similar is the use of distributed approximating functionals (DAF); see, e.g., Figure 1 in Bodmann [85] . Unitary functions form particular partitions of unity which play an important role in functional analysis [17, 19, 71, 81, 86, 87] . However, Lighthill's unitary functions are smooth (∈ O M ) and compactly supported (∈ O C ), such that we may multiply and convolve them with any tempered distribution (Lemma 1).
Operations Interpretation
Equations (11), (12) , (15) and (16) , correspondingly, can be interpreted in many different ways. We now think of one function as an operator which is applied to the other function (see Figure 5 ). Because double-sided unitary functions are double-sided smooth (∈ S), we are allowed to apply them to any tempered distribution (∈ S ). Vice versa, any tempered distribution can be applied to any Schwartz function. Table 1 There are two operations (discretization, periodization) towards discreteness and four operations (regularization, localization, finitization, entirization) towards smoothness. The latter four reverse the preceding two. Smoothness can be obtained either with smooth (regularization, localization) or with sharp (finitization, entirization) interval boundaries. 
All six operations arise in Lemma 5. The equation III * Ω = 1, for example, describes periodization (Ω) = 1 and regularization ∩ (III) = 1, simultaneously. In Figure 5 , we see that (11) can be found on the left and (12) can be found on the right-hand side; both are mapping towards {1, δ}. Thus, four operations in Figure 5 represent Lemma 5; they map towards {1, δ}, and another four (identity) operations map away from {1, δ}. They map towards the poles {Ω, Ω} and {III,Î II}, respectively.
Applications
In two preceding studies, we already described the pole of discreteness (Theorem 1 in [57] ) and the pole of smoothness (Theorem 1 in [58] ) in theorems. One is the duality between discretization and periodization (Poisson's summation formula) and the other is the duality between regularization and localization (Heisenberg's uncertainty principle). Altogether, their message is the duality between smoothness and discreteness which can also be found in Lemma 1.
Remark 1 (Arbitrary Products). According to Lemma 1 it is required that at least one of the two factors in multiplication products is a regular function, and equivalently, at least one of the two factors in convolution products is a local function. Hence, using regularization and localization (Table 1) , both products f · g := f · ∩ g (17)
exist for arbitrary f , g ∈ S . The entity > 0 denotes their position accuracy (uncertainty).
A general rule of thumb is that regularity is required for multiplications and locality is required for convolutions. Another consequence of this is the following.
Remark 2 (Square of the Dirac Delta). According to the previous remark, the product
exists in S . For infinitesimally small > 0, it is close to δ · δ which does not exist. However, even for any > 0, this product reduces to δ. One may recall that Ω (0) = 1. Hence, δ is an idempotent operator.
Equation (19) regularizes the square of the Dirac delta. The procedure of turning ill-conditioned multiplication products into rigorously defined products is called "renormalization" in quantum physics [30, [88] [89] [90] [91] . The regularization here coincides, in fact, with the renormalization (1.10) obtained in [30] except for a constant c. This constant arises due to formula (13) in [35] , p. 61.
Self-Reciprocity
It is interesting to observe that Ω ≡Ω in (11) and (12) implies that these equations collapse from four to only two equations. Hence, requiring Ω ≡Ω (self-reciprocity) means a fallback from Lemma 5 to Lemma 4. We, therefore, conclude the following.
Corollary 1 (Double-sided partitions of unity cannot be self-reciprocal). There is no function satisfying Ω ≡Ω such that (11) and (12) hold simultaneously in the tempered distributions sense.
By "self-reciprocal" we mean it is the Fourier transform of itself [92] [93] [94] [95] [96] . Because only one of the two factors (Ω, III) in (11) and (12) can be self-reciprocal and because III is self-reciprocal, Ω cannot be self-reciprocal. "Double-headed" means two functions {Ω,Ω} are required to pull tempered distributions towards the pole of smoothness ( Figure 5 ). In contrast to this, only one function {III} is needed to pull them towards the pole of discreteness. There are of course Schwartz functions satisfying Ω ≡Ω such as the Gaussian or the Hyperbolic secant [58] , but they cannot be smooth double-sided partitions of unity simultaneously. These two properties, being a smooth double-sided partition of unity and being self-reciprocal, are just mutually exclusive.
Outlook
We have seen that two operations (III·, III * ) applied to tempered distributions (discretization, periodization) may be neutralized by four counter-operations (Ω * ,Ω·, Ω·,Ω * ) applied to these tempered distributions (regularization, localization, finitization, entirization). This is an important property of smooth double-sided unitary functions (Ω,Ω) which will be needed in later studies. Figure 5 merely depicts these operations on simple functions (Ω, 1, δ, III). These operations, however, have the potential to reverse more general discretizations or periodizations applied to tempered distributions. We will show that simple symbolic calculation rules apply. The classical sampling theorem then appears in an entirely new light.
where φ a (τ) := φ(τ − a) and T ≥ , of a unitary function ( Figure 4 )
T Ω T = 1 and ⊥⊥⊥ T Ω T = δ. Hence, Ω T ∈ D is double-sided unitary.
