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Let K and K’ be distinct real quadratic fields, and let L and L’ be totally 
imaginary quadratic extensions of K and K’, respectively, both L and L’ having 
class number 1. Then there exists an effectively computable constant c = 
c(K, K’) such that either / dL I < c or I Q* I < c, where dr. and dL, denote absolute 
discriminants. 
1. INTRODUCTION 
In 1966, Stark [S] successfully determined all imaginary quadratic 
fields of class number one, thereby settling a question which had its 
origins in Gauss’ Disquisitiones. That there were only a finite number 
of such fields was guaranteed in advance by the Brauer-Siegel theorem [2]. 
However, the ineffective method of the derivation of the Brauer-Siegel 
theorem prevents one from directly determining all the imaginary quadratic 
fields of class number one. In the present paper, we present a generali- 
zation of Stark’s theorem which, like Stark’s theorem is implied in- 
effectively by the Brauer-Siegel theorem, but which we make effective 
using suitable modifications of the techniques of Stark [8] and Baker [l]. 
Let K be a totally real algebraic number field, i.e., a number field all 
of whose infinite primes are real. Let L = K( d;) (p E K) be a totally 
imaginary quadratic extension of K, i.e., all infinite primes of L are 
complex or, equivalently, p and all of its K-conjugates are negative. The 
problem we pose is: Determine all p for which L has class number 1 (for 
fixed K). For K = Q, this is precisely Stark’s problem. 
Let deg(L/K) = n. Then the rank of the free part of the unit group of 
the ring of integers of K is n - 1. But since L is totally imaginary, the 
rank of the free part of the unit group of the ring of integers of L is also 
n - 1. Therefore, if we denote the unit groups by UK0 and UAO, respectively, 
* Research partially supported by NSF Grant GP-13872. 
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then [U,O : UK01 < co. Let us denote this index by g,(L/K). Then if 
R(K) (resp., R(L)) denotes the regulator of K (resp., L), then 
mo = gowm NO 
Thus, by the Brauer-Siegel theorem, we deduce 
THEOREM. There exist onIy finitely many totally imaginary quadratic 
extensions L of K of class number h. 
Using the methods of Baker and Stark, we are able to prove 
MAIN THEOREM. Let K and K’ be distinct real quadratic fields, and let 
L and L’ be totally imaginary quadratic extensions of K and K’, respectively, 
both L and L’ having class number 1. Then there exists an efectively 
computable constant c = c(K, K’) such that 1 dL ) < c or I dLj 1 < c, where 
dL and dL* denote absolute discriminants. 
The proof of the main theorem is considerably more intricate than the 
proof of Stark’s theorem. However, the reader will notice that except for 
complications of a technical nature, the two proofs parallel one another 
quite closely. As a necessary ingredient in the proof, we have introduced 
some nonanalytic automorphic forms associated to the Hilbert modular 
group for K. These automorphic forms are the nonanalytic analogs of the 
Eisenstein series studied by Hecke [5]. In the special case of K a real 
quadratic field, these nonanalytic Eisenstein series were used by Hecke to 
construct automorphic forms .of weight -2 for the Hilbert modular 
group. 
2. ALGEBRAIC PRELIMINARIEB 
Throughout this paragraph, let K be a totally real algebraic number 
field of degree n over Q. Let L = K( d,$ be a totally imaginary quadratic 
extension of K, p E 8, . Let k be the discriminant of a real quadratic field 
such that (k, dK) = 1, (k, CL) = 1, where d, = the discriminant of K, and 
define 
L, = K(&). 
Since (k, dJ = 1, deg(L,/K) = 2. Moreover, the K-primes which ramify 
are precisely those dividing kO, . Let x be the abelian character associated 
to the extension L,IK, and let 7 be the abelian character associated to 
LIK. 
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PROPOSITION 2.1. Let a be an integral K-ideal. Then 
x(a) = (-&), 
where the right side denotes the Kronecker symbol. 
Proof. If (a, kO,) # 1, then a is not relatively prime to the conductor 
of x, and x(a) = 0. However, (Na, k) # 1, so that (k/Na) = 0. If 
(a, kO,) = 1, then a is relatively prime to the conductor of x, so that 
x(a) = (*), 
where the right side denotes the Frobenius symbol. But 
= xi-’ i 1 I 
PROPOSITION 2.2. Let c be an integral K-ideal. Zf e(c) denotes the number 
of L-ideals whose norm is c, then 
44 = C rl@), (1) 
blc 
where b runs over integral L-ideals. 
Proof. Suppose that 
e = IJ pS(P), 
P 
where the product runs over all primes of K. Then 
so that the sum on the right side of (1) is multiplicative with respect to 
relatively prime arguments. However, e(c) is also multiplicative, so that it 
suffices to verify the proposition for c = p8. In this case, 
; 7(b) = 1 + q(p) + -0. + q(pj8. 
If 7(p) = -1, then 
1 + 7(P) + *-- + 7(p)” = 0, s odd 
= 1, s even. 
(2) 
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But if v(p) = - 1, p is inert in L/K so that p” is the norm of an L-ideal o s 
is even, and ifs is even: then e(c) = 1. Thus, by (2), the assertion is proven 
if q(p) = - 1. On the other hand, suppose that v(p) = + 1. Then 
1 + q(p) + ... + T(P)” = s + 1. (3) 
But in this case, ~0, = plpZ , where pi (i = 1,2) are distinct L-primes. 
Therefore, there are s + 1 L-ideals with norm ps, namely, 
%“%b(a + b = 4 a 3 0, b 3 0). 1 
PROPOSITION 2.3. If L has class number 1, so does K. 
Proof I. Let HK (resp. HL) denote the Hilbert class field of K (resp., L). 
Since H,/K is unramified, HK is totally real. Since L is totally imaginary, 
L and HK are linearly disjoint over K. Therefore, if hK (resp., hL) denotes 
the class humber of K (resp., L), we see that 
deg(H,L/L) = deg(H,/K) = hK . 
But H,L is an unramified extension of L so that H,L C HL * hx 1 hL q 
hK= 1. m 
COROLLARY 2.4. 9, is a free @,-module, that is, there exist 01, /3 E 0, 
such that 
UL = au, + j3u,. 
In the classical case where L is a quadratic extension of Q, it is well- 
known that such a free basis exists and that, moreover, it is possible to 
choose 01 = 1. This fact generalizes to our situation: 
PROPOSITION 2.5. There exists 0 E 0, so that 
01~ = u, + euK . 
Proof 2. Let 
where the pi are K-primes. Suppose that 
pifpG(l <iis),ptIcc@,(s+1 <i-GO. (4) 
Since 8, is a unique factorization domain, we may assume that p is 
l The author is indebted to S. Kuroda for this proof. 
* The author is indebted to G. Wagner for this proof. For more general results along 
these lines, see [lo]. 
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square-free. Define ri (1 < i < s) to be the largest nonnegative integer 
<:K~ such that there exists Ui E K such that 
p E ui’(mod ~5”). (5) 
Then, by a classical result from Kummer theory, 
(6) 
Choose b E 0, so that 
b = ui(mod ~1”) 
Since pp I 20,) (5) implies that 
b2 = ui (mod pyi) 
=E- b2 = &mod pyi) 
Let X = n;=, 9~2 , where ni is chosen 
Consider the U,-module 
t- 
9, + 0, b y”” = M. 
(1 < i < s). 
(1 < i d s), 
(1 < i < s). (7) 
SO that pi = n@K (1 d i < t). 
Since 
b2 -p 2b 
A2 ’ x 
are contained in 8, by (7) and the definition of A, we see that M c 0, . 
However, the discriminant of M is given by 
f 0, = dLIK, 
Therefore, M = 0, and the proposition is correct with 
Proposition 2.5 is valid for any quadratic extension L of a number field 
K of class number 1. However, if L has class number 1, we can say more. 
Using simple ramification considerations, as in the classical case, we can 
show 
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PROPOSITION 2.6. If L has class number 1, and ~1 is square-free, then 
(1) t.~ is an irreducible element of 0, , 
(2) h is a power of pOiK. 
If p is even (i.e., 7ri j p for some i), then p is associated with vi for some 
i (1 < i < t). The maximum number of fields L determined by such p is 
w  K : UK2], which is finite by the unit theorem. This finite collection of 
fields can be tested effectively to determine which elements have class 
number 1. Therefore, throughout the remainder of the paper we will 
assume that 
p is odd. 
Comparing Proposition 2-6 with Eq. (6), we see that if L has class 
number 1, s = t and ri = K~ (1 < i < s). Therefore, 
COROLLARY 2.7. If L has class number 1 and p is odd and square-free, 
then L/K has a relative integral basis of the form { 1, e}, with 
b E OK . Moreover, dLIK = ~0, . 
Let U, (resp., LJ,> denote the group of units of 0, (resp. O,), and let 
g(L/K) = [U, : U,]. If a is an integral L-ideal, there exists z E 0, - (0) 
such that a = zU, . Moreover, by the above discussion, 
z = x + ye, &YE&. 
If ~0, = ~‘0~ , then z = EZ’ for some E E U, . 
By a K-pair we shall mean an ordered pair (x, y) E @& x 8, , x, y not 
both 0. We shall say that two K-pairs (x, y), (x’, y’) are associated if there 
exists E E U, such that 
(x’, Y’> = (% EY). 
To every K-pair (x, y), we associate an L-ideal, namely, (x + ye) 0, . 
Associated K-pairs correspond to the same L-ideals. 
The following results are clear: 
PROPOSITION 2.8. As (x, y) runs over a representative system of non- 
associated K-pairs, (x f ye) 0, runs over all integral L-ideals, each ideal 
being counted g(L/K) times, where g(L/K) = [U, : U,]. 
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Let a be a K-ideal. Denote by e(a) the number of L-ideals whose relative 
norm to Kis a. 
COROLLARY 2.9. As (x, y) runs over a representative system of non- 
associated K-pairs, NLIK(x + ye) 0, runs over all integral ideals of 0, 
which are norms from L, the ideal a being counted e(a) g(L/K) times. 
3. A GENERALIZATION OF STARK'S FORMULA 
In this section, we present a generalization of Stark’s formula for the 
product of two Dirichlet L-series. If X is an abelian character of K, let 
L(s, h) denote the corresponding abelian L-series defined by 
L(s, h) = c X(a) Na-* 
a 
(W) > 1) (8) 
= v (1 - X(p) N+F)-l (Re(s) > l), (9) 
where the sum runs over all integral K-ideals and the product runs over all 
finite K-primes. The series and the product both converge absolutely for 
Re(s) > 1. 
A simple computation shows that 
L(s, xl Us, x4 = 1 x@b) Nab)-” * q(b) 
a.b 
= 1 x(c) NC-” 1 v(b) 
t blc 
= F e(c) x(c) NC-” (10) 
by Proposition 2.2. Thus, by Proposition 2-1, 
LO, x) L(s, x4 = 144 (k) NC-~. 
e 
Note that since field conjugation of L over K is complex conjugation, 
N,,o(x + ye) > 0. Therefore, by Corollary 2-7, 
where the star on the summation indicates that the sum is taken over a 
complete system of nonassociated K-pairs (x, y). 
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Let X and Y be indeterminates, and let Q(X, Y) denote the quadratic 
form N&X + Ye). Then Q has coefficients in 0, and has discriminant p. 
Moreover, since field conjugation of L over K is complex conjugation, Q 
is positive-definite. Moreover, 
N,,,(x + 14 = N,uaQ(xv Y) > 0. (13) 
Therefore, by Proposition 2- 1 and (13), 
( k NwoQ(X, J’) ) = x<tQ(x, v)>>, (14) 
where (Q(x, v)) denotes the K-ideal generated by Q(x, y). Moreover, it is 
clear that x((Q<x, ~9)) ’ P 1s eriodic in both variables with period k. Let S be 
a complete system of nonassociated K-pairs (x, y). Then by (12) and (14), 
Us, xl Us, xd = g(WF c x((Q(x, 4)). 
K,UmodkOKK) 
The inner double sum on the right side of Eq. (15) will be investigated 
in the next section. In particular, we will find an asymptotic expansion for 
this double sum. When this expansion is applied to (15), we will have a 
complete generalization of Stark’s formula for the product of two L-series. 
4. THE NON-ANALYTIC EISENSTEIN SERIES 
In this section, we introduce certain nonanalytic automorphic forms 
associated to congruence subgroups of the Hilbert modular group r, 
associated to K. For K = Q, our series are just the classical nonanalytic 
Eisenstein series. Our main task will be to determine the Fourier expansion 
of the nonanalytic Eisenstein series about the cusp at infinity. 
Let H denote the complex upper half-plane, Hn = H x a.0 x H 
(n copies). T = (TV ,..., T,) E H”. Let x -+ xci) (1 < i < n) denote the 
distinct conjugation mappings of K into C, and for x, y E L, let us denote 
N(X + J’T) = (X(l) + y’%l) ‘*’ (Xc”) + JJcn)Tn). 
Throughout, let a be an integral K-ideal, s a complex variable, and let 
K,hEOK. 
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A series of the form 
GJT; K, X : a) = c I wx + YT)l-2s 
(5,lJ)ES 
cc --n(moda) 
y=A(mOdQ) 
is called a nonanalytic Eisenstein series of level a associated to K. It is clear 
that the double sum in Eq. (15) is just G,(B; K, X: k0,). 
Note that Gs(7; K, X: a) will, in general, depend on the system S of non- 
associated K-pairs. But we shall not make this dependence explicit unless 
confusion may result. 
Using the same argument as used to prove the convergence of the usual 
Eisenstein series for the Hilbert modular group, we can prove 
PROPOSITION 4.1. G,(T; K, h: a) converges absolutely uniformly in com- 
pact subsets of the half-plane Re(s) > 1. 
Let r&a) denote the principal congruence subgroup of level a of 
r, , i.e., 
G(a) = I(: i;) ~r,l 
Then a simple argument suffices to show 
PROPOSITION 4.2. G,(r; K, A: a) is a nonanalytic modular form asso- 
ciated to F,(a), i.e., for Re(s) > 1, (z i) E rK(a), 
Gs (-- z: z f; ; K; X : a) = / N(CT + d)l” Gs(7; K, h : a), 
where 
UT $- b U(l)71 + b’l’ f.Z(“)T, + b(“) 
___ = CT + d c(1)Tl + d'l' ‘*“’ C(n)T, + d(n) ’ 
Let T be a complete system of nonzero, nonassociated elements of 0,. 
Let us take the system S to be 
{(x, w  x E Tl u {(x, Y>l x E OK, Y E Tl. 
Henceforth, all Eisenstein series will be constructed with respect to this 
system S. Thus, 
GJT;K,X:~)= c I wx>I-2s 
XET 
tz=~(rnoda) 
+ zE,;oda) I w + .YT)l-2s ow) > 1). (16) 
Y-vmoda) 
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Let US now proceed to find the Fourier expansion of G, about the cusp 
at infinity. This is done by applying the Poisson summation formula to the 
inner sum of (16). 
Let {wl ,..., CIJ,} be an integral basis of a. Then, 
zE,Io,,, 1 Nx + VW” 
- - m,,...C_ =-m I NK + mm + -a* + mdh + rW2s (Re(s) > 1). 
n 
Therefore, by the Poisson summation formula, 
where u = (ur ,..., u%), w  = (ol ,..., wn), m = (m, ,..., m,), and a . b 
denotes the dot product. 
Introduce new variables 
vi = c upy (1 < i < n). (18) 
i-l 
The Jacobian of the transformation is det(oy)) = &Na d\/I d I , where d 
is the discriminant of K. 
Let {cdl*,..., w, *> be the complementary basis of {wl ,.,., o,}. Then 
hJ1*,...r %*I is an integral basis for a* = a-%j$o , where bKIo denotes 
the different of K/Q. Moreover, 
Tr,,o(o,w,*) = 2&i , (1 < i,j < 4, 
where Sij denotes the Kronecker delta. Let W = (my)), W* 
Then Eq. (19) implies that W-l = tW*, so that 
and 
(19) 
(OJy’). 
(20) 
(21) 
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where 
/A. = i t?ljCOj*. 
j=l 
333 
(22) 
Note that as m, ,..., m, vary from - 00 to 03, p ranges over a-%& . 
From Eqs. (18) and (21), 
Let 7 = D + in, u = (aI ,..., on), 7 = (ql ,..., rln). Then a simple 
change of variable shows that for s real, s > 1, 
r s 02 . . . e2nim’u 1 N(K + u . w + y~)j-~~ du, ..* du, ---a0 -cc 
= Na-’ I d 1-i eXp{-2niTr(pc + pp)} ) N(~q)l’-~’ fi I(s, / ~“‘y’i’~j I), 
j=l (24) 
where 
Tr&x + LLyu) = i (p(j)K(j) + p(j)p)uj) and 
i=l 
Z(s, a) = s”, (,a’;;)8 dv* (25) 
Therefore, by Eqs. (16), (17), and (24), 
G,(T; K, x : a) = ,$; I N(x)\-~~ 
s--n(moda) 
where 
&j~) = NO-’ 1 d 1-t ] N(J$)\~-~~ exp(-2ni TI$LK)} fi Z(s, / p(j)yfj)~ 1). 
j=l 
6411313-6 
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We can rewrite this equation in the form 
G,(T; K, h : a) = zT 1 N(x)I-~~ 
z=~(moda) 
where 
(27) 
&A) = M-l I d I-* fi Z(s, / $j’~ I) 
j=l 
- yFT I iV(r]~)ll-~~ exp{--2+ Tdp.+K)) (p # 0). 
vlu 
v =A(moda) 
PROPOSITION 4.3. The series 
c B(p) exp{ -2ri Tr(pa)f 
ea*-{o} 
converges uniformly in the interval 1 < s < 2 and therefore represents a 
continuous function in this interval. 
Proof. As p varies over a* - {0}, 1 P(~)Q I(1 < j < n) is bounded 
away from 0. Therefore, by Lemma 2 of [8], we see that there exists a 
positive constant c = ~(a*, 7) such that 
for 1 <s<2,~~~*-{0}, 1 <,<j<n. Therefore, for 1 <s<2, 
El.EO” -{Ol, 
with positive constants c1 and c2 which are independent of p and s. A 
simple argument now shows that 
..E,,, I BCu)l 
converges uniformly for 1 < s < 2. A refined estimate of this sum will be 
given below. 
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COROLLARY 4.4. 
lim Gs(q K, h : a) - I 
S-1+ 1 I w)l-2s - m9/ 
x=rlmoda) 
exists and equals 
M>here 
C C(p) ew{ - h-i Tr WI, 
Lea*-(o) 
C(p) = rr”Na-l / d 1-i exp{-27r Tr(l p /q)} 
. 2 I N(rlyY exp{-2rj ‘WCLy-‘41. 
?/ST 
Y =A(moda) 
Proof. By Proposition 4.3, we may interchange summation and the 
passage to the limit. But the terms of the sum are continuous functions 
of s so that we may set s = 1 in each term. The resulting integrals are then 
easily evaluated by residues to yield the desired result. 1 
For use in the next section, let us now obtain an upper bound for the 
sum 
c C(p) exp{ -2& Tr(pa)}. 
uea*-(0) 
Since we are ultimately aiming for an effectiveness result, we must be 
careful to obtain an estimate involving only effectively computable 
constants. 
It is clear that 
C(p)1 < nnNa-l I d I-f / N(q)]-l exp(-2n Tr(lpIr))} c 1 
Y/U 
f/ET 
< @Na-l / d 1-t I N(r))I-l exp{--2n Tr(lpl$} / N(p)l. (28) 
Therefore, it suffices to estimate the sum 
1 I NW exp{--2r ‘WhN. usa*-{O} 
Let t > 0, and set 
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Then A(t) is a centrally-symmetric, convex region in R” and a* is a 
lattice in R”. Let N(a*, t) denote the number of elements of a* contained 
in A(t). Let (ol ,..., w,J be an integral basis of a* and let a = the girth 
of the parallelotope spanned by {q ,..., w,}. Then 
(29) 
If vol(a*) denotes the volume of this fundamental parallelotope, then 
vol(a*) = Na-l 1 d j-lj2. 
Let vol(A(t)) denote the volume of A(t). Then by a well-known argument 
(see [I 1, p. 215]), 
vol(A(t)) = $ N(q)-l t”{Tr($}“. 
However, 
N(a*, t) < vol(A(t + a))/vol(a*) 
=P- N(a*, t) Q $ N(r))-’ N(a) / d I (t + a)n(Tr(r)))n. (30) 
Moreover, if p E A(t) n a*, 
UW I W4lY” d n-l TrWrl) G n-it Tr(rl) 
Thus, a simple estimation using (30) and (31) yields 
where 
a1 = 
Najdl*2” 
n!n” ’ 
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Let us now assume that Tr(q) > 1. (This will be true in our application.) 
Then a simple estimate shows that 
where 
a2 = Naldlt2” m m2ne-2mm 
n! nn c . m=1 
Therefore, by (28), (29), and the last estimate, we have 
PROPOSITION 4.5. Assume that Tr(q) 3 1. Then 
where 
a, - wn 9 
n! nn 
m2n e-axm* 
77&=1 
5. THE CONSTANT TERM IN THE FOURIER SERIES 
In this section we will apply our information about the nonanalytic 
Eisenstein series to our arithmetic problem. 
Recall that in Paragraph 3, we chose an element 19 E OL which generates 
a relative integral basis for L over K. Let cr = Re(@, 5 = Im(e). Without 
loss of generality, we may assume that 5 > 0. Since field conjugation of 
L over K is complex conjugation, we may number the 2n conjugates of 8 
over Q so that 
Im(F) > 0 (i = l,..., n), 
@i+n) = @iT (i = l,..., n). 
We will assume throughout that the conjugates of 8 are so numbered. 
Then, for x, y E K, 
Ndx + Ye> = I N(X + Yw. 
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From Eqs. (15) and (27), we see that 
us, x) us, XT> = .dLIK)-l c x<tQk A))) G,(k K, h : AUK) 
K.NmodkQK) 
= dL/K)-l 1 x(<Qb> 0))) c I WP 
4modOK) s=4modkOK) 
+ dL/W 1 x(@(‘G A))) 
tr.l(modkOR) 
The first term on the right equals 
g(L/K)-1 c x((x)“) 1 Nx 1--28 = g(L/K)-l c NcI-~~ 
X‘ZT Ca.k0,,=1 
= g@IW1 L&S) n (1 - W29, 
where SK(s) denotes the Dedekind zeta function of K. Therefore 
Lb, xl Us, x4 = g(L/KF 5142~) n (1 - W+“) + 8s) 
+ G/W 1 x<@<‘G A)>) 
-uEE,,, B(U) exp{--2k T&4), (s > 1) (32) 
where 
B(s) = g(L/K)-l N(k)-l I d I-+ NWzs (s”“, tus F 1>s )” 
c x(@k V>)>- 
K(mOdk~K,) 
(33) 
PROPOSITION 5.1. lim,,,, B(S) exists. 
Proof. The first term on the right side certainly has a limit as s + 1 + . 
By Corollary 4.4, the same is true for the third term on the right side. And 
the same assertion is known to be true also for the left side of (32). Thus, 
lim s+1+ B(s) exists. 
The main result of this Paragraph is 
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THEOREM 5.2. If kO, is divisible by two distinct primes, then 
lim B(s) = 0. 
s-1+ 
This theorem is a generalization of a result of Stark [9] who proved the 
result for K = Q. Our proof proceeds in a completely analogous manner 
to Stark’s proof. Therefore, we will give only a sketch of the proof. The 
basic idea is to derive a formula for the value of the character sum 
In case K = Q, Stark is able to evaluate this sum explicitly for all k. The 
evaluation makes use of the explicit form of the classical quadratic 
reciprocity law. If k is even, the evaluation becomes much more difficult. 
For our generalization, we have not been able to explicitly evaluate the 
sum, and the results we can obtain are not even complete. The basic 
difficulty is to determine the sign of a Hecke-Gaussian sum associated 
to K [4, pp. 218-2411, which in turn involves writing down the explicit 
quadratic reciprocity law for K. While we have been successful in doing so 
for special K, we have not been able to prove a general result. However, 
the modest results we can prove are sufficient for our purposes. Namely, 
we will prove: 
THEOREM 5.3. Let k be odd. Then 
z,m;k, ) x(<Q<x, Y))) = 6 c 
K z(modkbK) 
x((x)“) exp 1% Tr (9) 1, 
where bKiQ = 60,andE = c(k,K), (E/ = 1. 
First let us show how Theorem 5.3 3 Theorem 5.2. 
Let us define the Mobius function pK associated to K as follows: For 
every integral K-ideal a, set p&a) = 0 if a is divisible by the square of a 
K-prime, ~~(0~) = 1, and pLK(a) = (-1)’ if a # 8, and a is divisible by 
precisely r distinct primes. Then the sum on the right in Theorem 6.3 is a 
generalized Ramanujan sum (see [3, p. 2371) which can be revaluated in 
a manner similar to the classical Ramanujan sum to give 
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= c 1 Nb1-28 c /&~a-~) Na 
b alk@, 
alb 
= E&(~s - 1) N&)2--28 fl (1 - NP~~-~). 
Pl’& 
Since &(2x - 1) has a simple pole at s = 1, if kO, is divisible by at least 
two distinct primes, the last expression has a zero at s =il, and therefore 
lim B(s) = 0. 
s-11+ 
In order to prove Theorem 6.3, let us review the theory of Gaussian 
sums from K. Let bK,o = 6UK, and let o E KX. Set w  = /3/c& where (II 
and /I are relatively prime integers of K. Let us consider the Gaussian sum 
$4~) = c e2niTr(vew) 
L’(mOd.oK’x) 
This sum does not depend on the choice of 01, /I or 6. 
LEMMA 5.4 ([4, pp. 222-31). (1) I g(w)1 = ( dN((a))j . 
(2) If or@, is not divisible by any prime divisor of 2, and if y E KX is 
such that (y, a) = 1, lhen 
g(v) = (g&49 
where (y/a) denotes the quadratic residue symbol for K. 
Let R be a binary quadratic form with coefficients in 0,) and let TV 
denote the discriminant of R. Let 01, fi E 0, - (0}, (OL, b) = 1, (01, cl> = 1, 
(j3, p) = 1. Let us define the sum 
This sum is unchanged if LY, /I or 6 is replaced by an associate. 
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Simple computations (see [4, p. 222, p. 2231) show that for rr an odd, 
irreducible element of 0, such that (p, n) = 1, 
fRU, +) = w(7F))2 ,yRU, vr-3 (r b 21, (34) 
f R(l) 4 = yw4 j4f44. (35) 
Thus, combining (34) (35) and Lemma 6.4, we see that 
YR(L 4 = 44 ($) W(4)‘, I E(n)\ = 1 (r 3 1). (36) 
As in the classical theory of Gaussian sums, we can prove a duplication 
formula for the sum gR : 
fR(% PI/33 = gR(44 3 B2) 9Rw32 ? A), (37) 
where (PI , ,82) = 1. A simple application of Eqs. (36) and (37) yields 
where 7~ 1 ,..., V, are the nonassociated, irreducible elements dividing /3. 
Using the same reasoning as in [9, p. 461, we can now derive the formula 
of Theorem 5.3 from Eq. (38) with R = Q. 
Remark. Theorem 6.3 can be extended to the case where R is any 
positive-definite quadratic form in m variables over 0, . 
6. PROOF OF THE MAIN THEOREM 
Throughout this section, let K = Q( dti) and K’ = Q( qd’) be distinct 
real quadratic fields of discriminant d and d’, respectively, and let 
L = K( ~0) and L’ = K’( d/s’) be totally imaginary quadratic extensions 
of K and K’, respectively, both L and L’ having class number 1. We will 
use all the notations of the preceding sections with respect to L and L’, 
using primed symbols to refer to L’. Without loss of generality, let us 
assume that d > d’. 
Throughout this paper, we have made use of an integer k satisfying the 
conditions : (k, dJ = 1, (k, p) = 1, k = the discriminant of a real 
quadratic field. Let us impose the further condition that k be divisible by 
two distinct primes. Before proceeding to the proof of our main result, let 
us show how effectively to construct such integers k. 
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Throughout, let us assume that 
I Np I > (32d2)2, I Np’ I > (32d2)2. 
There are only finitely many fields L, L’ for which these inequalities are 
violated, and, therefore, there is no loss in generality in making this 
assumption. 
LEMMA 6.1. There exists an odd prime p such that d < p < 2d. 
Proof. This result is a variant of the so-called Bertrand postulate of 
elementary number theory [6, p. 891, and can be proved in exactly the 
same manner. m 
PROPOSITION 6.2. There exists an odd integer k such that 
(1) k ,< 32d2, 
(2) k is divisible by two distinct primes, 
(3) (k, d) = 1, (k, d’) = 1, 
(4) k = the discriminant of a real quadratic field, 
Remarks. (1) Since ,u is irreducible, / Np I = pr for some rational 
prime p (r = 1 or 2). But since 1 Np / > (32d2)2, we have p > 32d2. 
Therefore, p f k, so that (k, p) = 1. Similarly, (k, p’) = 1. 
(2) Our proof of Proposition 6.2 will give an effective procedure 
whereby k can be constructed. 
Proof of Proposition 6.2. By Lemma 7.1, there exist odd primes pi 
(1 < i < 3) such that pi f d and 2i-1d <pi < 2id. Moreover, since 
pi > d > d’, it is clear that pi 7 d’. By considering the congruence classes 
of the pi mod 4, we see that among the products pipj (i # j) there exists at 
least one discriminant k of a real quadratic field. It is clear that k is odd. 
Moreover, k < 25d and (k, d) = 1, (k, d’) = 1. Finally, k is divisible by 
two distinct primes. 1 
Henceforth, let us choose k and regard it as fixed. Its choice depends 
only on K and K’. Throughout the discussions that follow, we will denote 
by cl , ~2 ,... effectively computable constants which depend only on K and 
K’. 
From Eq. (32) and Theorem 5.2, we see that 
UL xl L(1, XT> = P(WP L’&) n (1 - Nr2) + gWKF1 
PI% 
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where k is as chosen above. By Proposition 4.5, the absolute value of the 
double summation on the right is at most 
c,N(IJ-~ Tr(5)” exp(-2&‘2 Tr(5)) 
< Nt’F2 exp(-c2 Tr(5)). 
Therefore, 
I -w, x) -w, x7> - gWKY L(2) n (1 - NW 
W@K 
d WP2 exp(--c, Tr(i)). (40) 
Let A4 = K(l/G). Then M is a totally imaginary quadratic extension 
of K. 
PROPOSITION 6.3. (1) dMIK = k&9,, 
(2) I dii I = I W4 d2, 
(3) ~7 is the abelian character associated to the qua- 
dratic extension M/K. 
Proof. (1) By Eq. (6), kp0, 1 dMIK. However, since (k, p) = 1, 
K(&) and K(v$) are linearly disjoint over K, so that if N = K(&, &), 
we have 
d 
NIK = dKt~i,lKdKdiilK ’ 
Now d K(l/i;),K = @K, by Corollary 2.7, and dKCdulK / kO, . Therefore, 
&,K I h-4 . But since diMiK / dNiK , we see that dMIK I kp0, , which 
suffices to prove (1). 
(2) Immediate from (1). 
(3) XT is an ideal character of K defined modulo kp0, and is of order 
2. Therefore, by class field theory, ~7 corresponds to a quadratic extension 
R of K. It is clear that if a K-prime p splits completely in K(&, db), 
then xv(p) = 1, so that p splits completely in R. Therefore, by Bauer’s 
theorem, R C K(ljk, v$). But there are only three quadratic extensions 
of K which are subfields of K(&, v$). And the one which corresponds 
to XT is clearly K(fip). The ideal character ~7) defined modulo kpOK is 
primitive by (1). 1 
By Proposition 6.3, we have 
us, xd MS> = 5hfw. 
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Therefore, by the well-known formula for the residue of the Dedekind 
zeta function at s = 1, we derive 
(41) 
where h(M) = the class number of A!, g,,(M/K) = R(K)/R(M), and 
w(M) = the number of roots of unity contained in M. 
It can easily be seen that 
L(1 x) = 4h(k) h(kd) log c(k) log &d) , 
kdd 
3 (42) 
where if f is a positive discriminant of a quadratic field, then h(f) denotes 
the class number of Q(t/f) and e(f) denotes the fundamental unit of 
Q(qf)- 
Let us now return to the estimate (40). By Siegel’s theorem [Gesammelte 
Abhandhmgen, Vol I, p. 5451, 
W) = tm*OK E Q). (43) 
Note also that 1 < w(M) B cs [7, p. 1331. Therefore, by (41)-(43), the 
estimate (40) may be written 
I A log 4kd) 108 4k) + P2r2 I < exd-c, W3), (44) 
where 
81 = WW h(k) Wd), (45) 
B2 = -g,(WK) w@f) t,k2dpgK (1 - W-8) - I N, P2. (46) 
From Eq. (40), L(1, ~7) > cg . Therefore, from Eq. (41) and Proposi- 
tion 7.3, (2), 
WW 2 c, I x’& I g&W0 (47) 
However, from this last estimate and the Minkowski bound, we deduce 
that 
&w/~) G C? * (48) 
Therefore, from (45)-(48), we get 
I Bl I Q ca I aFl9 I I32 I G cc3 * (49) 
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Repeating all of the above reasoning, with K’ instead of K and L’ 
instead of L, we derive that 
I A log W’) log 4) + B2’n2 I -=c exp(-c, Tr(O), (50) 
where 
pl’ = 8h(M’) h(k) h(kd’), 
,d2’ = -g,(M’/K’) w(W) t,d’ ,$, (1 - NP-~) . I N/L’ 11’2, 
and 
I A I d Cl0 I 07 I> I B2' I G Cl0 . (51) 
Combining (44) and (51), we see that 
where 
I h%’ log W’) - BzB2’ log 44 -c exp(--cl1 Tr(5)) 
+ exp( - cl1 ‘W.3)~ (52) 
lPl82' I G Cl2 I dxa, IBaA'I ~c,,IrnI. (53) 
But we may apply Baker’s theorem [l] to the linear form of (52) to get 
that either 
Therefore, 
1 /.&)I + l/d2)l G Cl4 or I p’(l)1 + I pft2’l G C14 - 
But there are only finitely many integers ~1 E 0, (resp., 11’ E OK’) satisfying 
these last inequalities and these can be effectively determined. This 
completes the proof of the main theorem. 1 
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