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Abstract. An increasingly large amount of multimodal content is posted on social media websites 
such as YouTube and Facebook everyday. In order to cope with the growth of such so much  
multimodal data, there is an urgent need to develop an intelligent multi-modal analysis framework 
that can effectively extract information from multiple modalities. In this paper, we propose a 
novel multimodal information extraction agent, which infers and aggregates the semantic and 
affective information associated with user-generated multimodal data in contexts such as e-
learning, e-health, automatic video content tagging and human-computer interaction. In particular, 
the developed intelligent agent adopts an ensemble feature extraction approach by exploiting the 
joint use of tri-modal (text, audio and video) features to enhance the multimodal information 
extraction process. In preliminary experiments using the eNTERFACE dataset, our proposed 
multi-modal system is shown to achieve an accuracy of 87.95%, outperforming the best state-of-
the-art system by more than 10%, or in relative terms, a 56% reduction in error rate. 
1   Introduction 
Emotions play a crucial role in our daily lives. They aid decision-making, learning, communication, 
and situation awareness in human-centric environments [1]. In the past two decades, artificial 
intelligence (AI) researchers have been attempting to endow machines with capacities to recognize, 
interpret and express emotions. All such efforts can be attributed to affective computing [2], a new 
interdisciplinary research field that spans computer sciences, psychology and cognitive science. 
    Emotion and sentiment analysis have become a new trend in social media, helping users to 
understand the opinion being expressed on products. With the advancement of technology and the 
rapid rise of social media, along with  the large amount of opinions that are expressed in textual 
format, there is a growing number of opinions posted in video format. Consumers tend to record their 
opinions on  products in front of a web camera or other devices and upload them on social media like 
YouTube or Facebook. This is to let other people know about the products before they buy. These 
videos often contain comparisons of the products with products from competing brands, the pros and 
cons of the product, etc. All of this information is useful for people who wish to purchase the product. 
The main advantage of analyzing videos rather than textual analysis to detect emotions from opinions 
is that more cues are available in videos. Textual analysis facilities only the use of words, phrases and 
relations, dependencies among them which are not sufficient to understand opinions and extract 
associated emotion from the opinions. Video opinions provide multimodal data in terms of vocal and 
visual modality. The vocal modulations of the opinions and facial expressions in the visual data along 
with text data provide important cues to identify emotion. Thus, a combination of text and video data 
can help create a better emotion analysis model. 
The growing amount of research conducted in this field, combined with advances in signal 
processing and AI, has led to the development of advanced intelligent systems that aim to detect and 
process affective information contained in multi-modal sources. The majority of such state-of-the-art 
frameworks however, rely on processing a single modality, i.e. text, audio, or video. Furthermore, all 
of these systems are known to exhibit limitations in terms of meeting robustness, accuracy and overall 
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performance requirements, which in turn greatly restrict the usefulness of such systems in real-world 
applications. 
The aim of multi-sensor data fusion is to increase the accuracy and reliability of estimates [1]. 
Many applications, e.g. navigation tools, have already demonstrated the potential of data fusion. This 
implies the importance and feasibility of developing a multi-modal framework that could cope with 
all three sensing modalities—text, audio, and video—in human-centric environments. The way 
humans communicate and express their emotions is known to be multimodal. The textual, audio and 
visual modalities are concurrently and cognitively exploited to enable effective extraction of the 
semantic and affective information conveyed during communication. In this work, we show that the 
ensemble application of feature extraction from different types of data and modalities enhances the 
performance of our proposed multi-modal sentiment and emotion recognition system. 
Specifically, we employ the supervised learning paradigm. For training, we used three datasets 
corresponding to the three modalities: the ISEAR dataset [4] to build a model for emotion detection 
from text, the CK++ dataset [5] to construct a model for emotion detection from facial expressions, 
and the eNTERFACE dataset [6] to build a model for emotion extraction from audio, as well to 
evaluate the trained models for the other two modalities.  
For training the three models, we used a novel process of feature extraction from the datasets of the 
corresponding modalities. The information coming from the three modalities was then fused by 
concatenating the feature vectors of each modality. These combined feature vectors were fed into a 
supervised classifier to produce the final output. Several classifiers were experimented, with their 
performance evaluated through tenfold cross-validation. The support vector machine (SVM) classifier 
was found to outperform the best known state-of-the-art system by more than 10%, which in relative 
figures equates to a nearly 60% reduction of the error rate. 
The rest of the paper is organized as follows: in Section 2 we discuss related work on multimodal 
fusion; in Section 3 we give detailed descriptions of the datasets used; in Sections 5, 6 and 7 we 
explain how we processed textual, audio and visual data, respectively; Section 8 illustrates the 
methodology adopted for fusing different modalities; Section 9 presents the experimental results;  
Section 10 presents the process of developing a real-time multimodal emotion analysis system. 
Section 11 outlines conclusions and some future work recommendations. 
2   Related Work 
Both feature extraction and feature fusion are crucial for a multimodal emotion analysis system. 
Existing works on multimodal emotion analysis can be categorized into two broad categories: those 
devoted to feature extraction from each individual modality, and those developing techniques for the 
fusion of the features coming from different modalities. 
2.1   Video: Recognition of Facial Expression 
In 1970, Ekman et al. [7] carried out extensive studies on facial expressions. Their research showed 
that universal facial expressions provide sufficient clues to detect emotions. They used anger, sadness, 
surprise, fear, disgust and joy as six basic emotion classes. Such basic affective categories are 
sufficient to describe most of the emotions exhibited through facial expressions. However, this list 
does not include the emotion a person facially expresses when he or she shows disrespect to someone; 
thus a seventh basic emotion, contempt, was introduced by Matsumoto [8]. 
Ekman et al. [9] developed a facial expression coding system (FACS) to code facial expressions by 
deconstructing a facial expression into a set of action units (AU). AUs are defined via specific facial 
muscle movements. An AU consists of three basic parts: AU number, FACS name, and muscular 
basis. For example, for AU number 1, the FACS name is inner brow raiser and it is explicated via 
frontalis, pars medialis muscle movements. In application to emotions, Friesen and Ekman [10] 
proposed the emotional facial action coding system (EFACS). EFACS defines the sets of AUs that 
participate in the construction of facial expressions expressing specific emotions. 
The Active Appearance Model [11, 12] and Optical Flow-based techniques [13] are common 
approaches that use FACS to understand expressed facial expressions. Exploiting AUs as features, 
kNN, Bayesian networks, hidden Markov models (HMM) and artificial neural networks (ANN) [14] 
have been used by many researchers to infer emotions from facial expressions. The performance of 
several machine-learning algorithms for detecting emotions from facial expressions is presented in 
Table 1 [15]. All such systems, however, use different, manually crafted corpora, which makes it 
impossible to perform a comparative evaluation of their performance. 
Table 1 Performance of various learning algorithms for detecting emotions from facial images. 
Method Processing Classification algorithm Accuracy 
Lanitis et al. [11] Appearance Model Distance-based 74% 
Cohen et al. [16] Appearance Model Bayesian	  network 83% Mase	  [13] Optical flow kNN 86% 
Rosenblum et al. [17] Optical flow ANN 88% 
Otsuka & Ohya [18] 2D FT of optical flow HMM 93% 
Yacoob & Davis [19] Optical flow Rule-based 95% 
Essa & Pentland [20] Optical flow Distance-based 98% 
 
2.2   Audio: Emotion Recognition from Speech 
Recent studies on speech-based emotion analysis [12, 21–27] have focused on identifying several 
acoustic features such as fundamental frequency (pitch), intensity of utterance [15], bandwidth, and 
duration. The speaker-dependent approach gives much better results than the speaker-independent 
approach, as shown by the excellent results of Navas et al. [29], where about 98% accuracy was 
achieved by using the Gaussian mixture model (GMM) as a classifier, with prosodic, voice quality as 
well as Mel frequency cepstral coefficient (MFCC) employed as speech features.  
However, the speaker-dependent approach is not feasible in many applications that deal with a very 
large number of possible users (speakers). To our knowledge, for speaker-independent applications, 
the best classification accuracy achieved so far is 81% [30], obtained on the Berlin Database of 
Emotional Speech (BDES) [31] using a two-step classification approach and a unique set of spectral, 
prosodic, and voice features, selected through the Sequential Floating Forward Selection (SFFS) 
algorithm [32]. 
Chiu et al. [33] extracted five prosodic features from speech and used multilayered ANNs to 
classify emotions. As per the analysis of Scherer et al. [27], the human ability to recognize emotions 
from speech audio is about 60%. Their study shows that sadness and anger are detected more easily 
from speech, while the recognition of joy and fear is less reliable. Caridakis et al. [34] obtained 
93.30% and 76.67% accuracy to identify anger and sadness, respectively, from speech, using 377 
features based on intensity, pitch, Mel-Scale Frequency Cepstral Coefficients (MFCC), Bark spectral 
bands, voiced segment characteristics, and pause length. 
2.3   Text: Affect Recognition from Textual Data 
Affective content recognition in text is a rapidly developing area of natural language processing, 
which has received growing attention from both the research community and industry in recent years. 
Sentiment and emotion analysis tool said companies to, for example, become informed about what 
customers feel in relation to their products, or help political parties to get to know how voters feel 
about their actions and proposals. 
A number of works have aimed to identify positive, negative, or neutral sentiment associated with 
words [35–38], phrases [39], sentences [40, 41], and documents [42, 43]. The task of automatically 
identifying fine grained emotions, such as anger, joy, surprise, fear, disgust, and sadness, explicitly or 
implicitly expressed in a text, has been addressed by several researchers [44–47]. So far, approaches 
to text-based emotion and sentiment detection rely mainly on rule-based techniques, bag of words 
modeling using a large sentiment or emotion lexicon [48], or statistical approaches that assume the 
availability of a large dataset annotated with polarity or emotion labels [49]. 
Several supervised and unsupervised classifiers have been built to recognize emotional content in 
texts [50-51]. The SNoW architecture [54] is one of the most useful frameworks for text-based 
emotion detection. In the last decade, researchers have been focusing on emotion extraction from texts 
of different genres such as news [51], blogs [55], Twitter messages [56, 57], and customer reviews 
[58]. Emotion extraction from social media content helps to predict the popularity of a product release 
or the results of an election poll, etc. To this end, several knowledge-based sentiment [59] and 
emotion [60] lexicons have been developed for word- and phrase-level sentiment and emotion 
analysis, e.g., WordNet-Affect (WNA) [42], a dictionary of affective words, and SenticNet [61], a 
publicly available semantic resource for concept-level sentiment analysis. 
 
2.4   Multimodal Fusion  
 
The ability to perform multimodal fusion is an important prerequisite to the successful 
implementation of agent-user interaction. One of the primary obstacles to multimodal fusion is the 
development and specification of a methodology to integrate cognitive and affective information from 
different sources on different time scales and measurement values. There are two main fusion 
strategies; feature-level fusion and decision-level fusion. 
Feature-level fusion [62–64] combines the characteristics extracted from each input channel in a 
“joint vector” before any classification operations are performed. Some variations of such an 
approach exist, e.g. Mansoorizadeh et al. [65] proposed asynchronous feature-level fusion. Modality 
fusion at feature-level presents the problem of integrating highly disparate input features, suggesting 
that the problem of synchronizing multiple inputs while re-teaching the modality’s classification 
system is a nontrivial task. 
In decision-level fusion, each modality is modeled and classified independently. The unimodal 
results are combined at the end of the process by choosing suitable metrics such as expert rules and 
simple operators including majority votes, sums, products, and statistical weighting. A number of 
studies favor decision-level fusion as the preferred method of data fusion because errors from 
different classifiers tend to be uncorrelated and the methodology is feature-independent [66]. Bimodal 
fusion methods have been proposed in numerous instances [12, 67, 68], but optimal information 
fusion configurations remain elusive. 
Cambria et al. [28] proposed a novel approach called Sentic Blending to fuse the modalities in 
order to grasp emotion associated with the multimodal content. Unlike other approaches, they fused 
facial expressions with natural language text. They also tracked the sentiment change over time. As 
datasets for the experiment, they used FGNET and MMI datasets. 
Paleari et al. [69] carried out both decision and feature-level fusion. They experimented with the 
eNTERFACE dataset and showed that decision-level fusion outperformed feature-level fusion. Many 
multimodal methodologies have ad-hoc workarounds for the purpose of fusing information from 
multiple modalities, but the entire system must be retrained before new modalities can be included. 
Also, they are not as adaptive to quality changes in input, so do not perform long-term adjustments to 
better adapt to data trends. 
3   Datasets Employed 
Our goal is to identify affective contents associated with multimodal content. In this section, we 
describe the various datasets used in our experiment as resources for extracting features for the three 
modalities. 
3.1 The ISEAR dataset 
As a source of various features and similarity measures between concepts, we used the International 
Survey of Emotion Antecedents and Reactions (ISEAR)1 dataset [27]. The survey was conducted in 
the 1990s across 37 countries and had approximately 3,000 respondents. 
The respondents were instructed to describe a situation or event in which they felt a particular 
emotion, in the form of a statement—a short text of a couple of sentences (2.37 on average). Here is 
an example of a complete statement: 
I had the window open and the door was shut so that the kitten would not go out. My partner came 
in and started talking about something and I forgot about the window and suddenly I saw the kitten 
hanging from the window frame. I was rigid with fright till I got hold of her. 
The choice of ISEAR as the source of corpus-based information is motivated by the fact that this 
corpus is particularly rich in emotion-related words, as compared to more standard corpora used in 
natural language processing. In the sample statement cited above, the concepts window open, forget, 
suddenly, hang, rigid with fright are all associated with the same emotion; fear. This property makes 
the ISEAR database particularly suitable for learning co-occurrence-based emotion similarity 
measures between concepts. In this work, we used ISEAR dataset as an emotion annotated corpus to 
build the training model for textual emotion analysis. Several features were extracted from the ISEAR 
corpus based on WordNet-Affect (WNA) lists [44] and SenticNet [61] in order to build the model of 
textual data. 
The dataset contains 7,666 such statements, which include 18,146 sentences and 449,060 running 
words. Each statement is associated with the emotion felt in the situation, which takes one of the 
seven values: anger, disgust, fear, guilt, joy, sadness, and shame. For example, the statement cited 
above is labelled as fear. This set of seven emotions is different from our target set of Ekman’s six 
basic emotions: anger, disgust, fear, joy, sadness, and surprise (see [70] for a comprehensive overview 
of different sets of basic emotions proposed in the literature). We removed this dissimilarity in the 
labels of these two datasets by ignoring the statements having guilt and shame as emotion labels in the 
ISEAR dataset. However, the ISEAR dataset does not contain any statement under surprise as an 
emotion category. To solve this issue and obtain the training dataset for surprise, we used a dataset 
produced by SemEval 2007-Task organizers. The dataset consists of newspaper headlines annotated 
according to Ekman's six basic emotion classes with neutral as an extra emotion. We only considered 
those sentences of the dataset having the surprise emotion. The dataset contains 634 sentences, which 
are labelled as surprise and are used in our experiment. 
3.2 The CK++ dataset 
To build the model for emotion recognition from facial expressions, we used CK++ [5], a 
comprehensive dataset that consists of images of the facial behavior of 210 adults. The image 
sequences were recorded using two hardware-synchronized Panasonic AG-7500 cameras. The 
participants were 18 to 50 years old, 81% Euro-Americans, 13% Afro-Americans, and 6% from other 
ethnic groups; 69% were females. The experimenter asked the participants to perform a series of 23 
facial displays, which included single AU or combination of AUs [13]. The image sequences of 
frontal views and 30 degree views were digitized into 640 × 490 or 640 × 480-pixel arrays with 8-bit 
grayscale or 24-bit color values. The sequence of the facial images of each of the subjects was 
manually annotated with one of the six emotion categories, the same as in WNA and which we used 
in our study. CK++ dataset contains 593 facial image sequences, but only 327 of them have specific 
emotion labels. Detailed distribution of the data samples per emotion is shown in Table 2. 
 
  Table 2 Distribution of data samples per each emotion label in CK++ dataset 
 
Expression #Samples 
Neutral 18 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1http://www.affective-sciences.org/system/files/page/2636/ISEAR.zip, downloaded on July 14, 2012. Linked 
from http://www.affective-sciences.org/researchmaterial 
Anger 45 
Joy 69 
Disgust 59 
Surprise 83 
Fear 25 
Sadness 28 
Total: 327 
3.3 The eNTERFACE dataset 
The eNTERFACE [6] database was recorded using a min-DIV digital video camera. 42 subjects of 14 
nationalities were asked to listen to six successive short stories, each of them eliciting a particular 
emotion (Ekman’s six basic emotions were used). They were instructed by the experimenter to react 
to each of the six situations (stories). Two human experts were judging the subjects’ reactions as to 
whether the subjects expressed an emotion unambiguously through their reactions to the stories. Here 
is an example of a story which elicits anger: 
You are in a foreign city. A city that contains only one bank, which is open today until 4pm. You 
need to get 200$ from the bank, in order to buy a flight ticket to go home. You absolutely need your 
money today. There is no ATM cash machine and you don’t know anyone else in the city. You 
arrive at the bank at 3pm and see a big queue. After 45 minutes of queuing, when you finally arrive 
at the counter, the employee tells you to come back the day after because he wants to have a coffee 
before leaving the bank. You tell him that you need the money today and that the bank should be 
open for 15 more minutes, but he is just repeating that he does not care about anything else but his 
coffee… 
Different subjects’ reactions after listening to the above story have been: 
• What??? No, no, no, listen! I need this money! 
• I don't care about your coffee! Please serve me! 
• I can have you fired you know! 
• Is your coffee more important than my money? 
• You're getting paid to work, not drink coffee! 
Each of the reactions expresses anger as emotion according to the eNTERFACE dataset. 
Since all video clips in this dataset are annotated according to Ekman’s emotion taxonomy, we 
treated this dataset as the gold standard data for all three (visual, text, and speech) modalities. We also 
used this dataset as a source of speech data to build the training model for speech-based emotion 
analysis. 
3.3 Knowledge Bases Used/ Developed 
In the analysis of textual data, information related to the language and the properties of individual 
words of concepts was used. Specifically, we used the following lexical resources. 
The SenticNet dataset: As an a priori polarity lexicon of concepts, we used SenticNet 3.0 [61], a 
lexical resource that contains 30,000 concepts along with their polarity scores in the range from –1.0 
to +1.0. Specifically, we employed the beta version of SenticNet 3.0.2 It contains 13,741 concepts,3 of 
which 7,626 are multi-word expressions, e.g., prevent pregnancy, high pay job, feel happy. Of the 
concepts in SenticNet, 6,452 are found in WordNet 3.0 and 7,289 are not. Of the latter, most are 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2http://sentic.net/senticnet-­‐3.0.zip,	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3SenticNet3.0	  is	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  under	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multi-word concepts such as access internet or make mistake, except for 82 single-word concepts, 
such as against or telemarketer.  
 The first 20 SenticNet concepts in lexicographic order along with the corresponding polarities are 
shown in Table 3.  
Table 3 A sample of SenticNet data 
a lot +0.258        abhorrent –0.443 
a lot sex +0.858  able read +0.865 
a little +0.032  able run +0.775 
Abandon –0.566  able use +0.856 
Abase –0.153  abominably –0.443 
Abash –0.174  abominate –0.391 
Abashed –0.174  abomination –0.391 
Abashment –0.186  abortion –0.27 
Abhor –0.391  abroad +0.255 
Abhorrence –0.391  absolute +0.277 
ConceptNet: ConceptNet [73] represents the information from the Open Mind corpus as a directed 
graph, in which the nodes are concepts and the labeled edges are common-sense assertions that 
interconnect them. For example, given the two concepts person and cook, an assertion between them 
is CapableOf, i.e., a person is capable of cooking; see Figure 1 [73]. 
 
Figure 1 A sketch of ConceptNet graph 
 
EmoSenticNet:  The EmoSenticNet dataset [48] contains about 5,700 common-sense knowledge 
concepts, including those concepts that exist in the WNA list, along with their affective labels in the 
set {anger, joy, disgust, sadness, surprise, fear}. 
EmoSenticSpace: In order to build a suitable knowledge base for emotive reasoning, we applied the 
so-called “blending” technique to ConceptNet and EmoSenticNet. Blending is a technique that 
performs inference over multiple sources of data simultaneously, taking advantage of the overlap 
between them [74]. Basically, it linearly combines two sparse matrices into a single matrix, in which 
the information between the two initial sources is shared.  
Before performing blending, we represented EmoSenticNet as a directed graph similar to 
ConceptNet. For example, the concept birthday party is assigned the emotion joy. We took them as 
two nodes and added the assertion HasProperty on the edge directed from the node birthday party to 
the node joy.  
Then, we converted the graphs to sparse matrices in order to blend them. After blending the two 
matrices, we performed Truncated Singular Value Decomposition (TSVD) on the resulting matrix to 
discard those components representing relatively small variations in the data. We discarded all of 
them keeping only 100 components of the blended matrix to obtain a good approximation of the 
original matrix. The number 100 was selected empirically: the original matrix could be best 
approximated using 100 components. 
4   Overview of the proposed Method 
We classified video clips that contained information in three modalities: visual information, sound 
track (speech), and captions (text). To achieve reliable affective information extraction from 
multimodal data, we fused the results on different modalities in order to involve all modalities in the 
emotion analysis process. Our algorithm proceeded as follows. 
Preprocessing: Data for each modality were processed. 
Feature extraction: Features for building training models were extracted from the datasets for each 
modality. For visual data, the feature extraction process includes a classification step, as explained in 
Section 5; this step includes its own training. 
Fusion: Outputs of the classifiers for all modalities were fused using our feature-based fusion 
technique. 
Training: Using these features, a multimodal model was built and evaluated. For comparison, a 
model was also built and evaluated for each modality separately. 
As training data, we used the CK++ dataset for the visual modality, the ISEAR dataset for the 
textual modality, and the eNTERFACEdataset for the audio modality (speech). As testing data for all 
three modalities, we used the eNTERFACE dataset. We evaluated various supervised classifiers for 
each modality: for textual and speech modality, the best accuracy was achieved by using SVM [77]; 
and for visual modality, by means of the extreme learning machine (ELM) [78]; see Table 4. 
Table 4 Datasets and the classifier for each modality 
Modality Training set Test set Best classifier 
Video CK++ eNTERFACE ELM 
Audio ISEAR eNTERFACE SVM 
Text eNTERFACE eNTERFACE SVM 
In the next four sections we describe each step in detail, and then show that our proposed technique 
outperforms the methods that use single modalities. 
5   Use of Visual Data for Emotion Recognition 
Humans are known to express emotions through the face to a great extent. Facial expressions play a 
significant role in the identification of emotions in a multimodal stream. A facial expression analyzer 
automatically identifies emotional clues associated with facial expressions and classifies facial 
expressions in order to define emotion categories and to discriminate between them. We used 
Ekman’s six emotion classes along with an extra emotion category, neutral, as target classes for the 
emotion classification problem. 
Our method of feature extraction for visual modality of the video clips requires previous 
classification of still images, as explained in Section 5.3. 
5.1 Still Images: Data Preparation 
We used CK++ and eNTERFACE datasets to train and evaluate our facial expression analyzer. The 
CK++ dataset contains, for each subject, a sequence of n facial images expressing a particular 
emotion, from time T0 to Tn. At time T0 the subject starts to express the emotion in front of the 
camera, and expresses this emotion till time Tn. The first few images of the sequence correspond to a 
neutral expression, and the rest to the expression of a particular emotion. We manually separated the 
images in each sequence into two categories: those expressing a neutral emotion and those expressing 
a given emotion, as shown in Figure 2. 
  Frame 1   Frame 2   Frame 3   Frame 4   Frame 5   Frame 6   Frame 7 
     Neutral   Neutral   Neutral   Surprise   Surprise   Surprise   Surprise 
     	  
 
Figure 2 Labeling facial images in the sequence as neutral or carrying a specific emotion 
Since our classifier worked with individual images, not with sequences, we considered the 
sequences as sets of individual images. These individual images, with their assigned categories—
either neutral or one of the six emotions—formed our dataset. For example, the sequence in Figure 2 
contributed to the dataset with three images labeled as neutral and four labeled as surprise. In total, 
the resulting dataset contained 5877 facial images corresponding to the 7 emotions (including 
neutral), see Table 5. 
 
Table 5 Distribution of data samples per emotion in the final dataset 
 
Emotion Number of samples 
Neutral 233 
Anger 1022 
Joy 1331 
Disgust 868 
Surprise 1329 
Fear 546 
Sadness 548 
5.1 Still Images: Feature Extraction 
To extract facial characteristic points (FCPs) from the facial images, we used the face recognition 
software Luxand FSDK 1.74 [75]. From each image we extracted 66 FCPs as shown in Figure 3; 
Table 6lists important examples. The FCPs were used to construct facial features, which were defined 
as distances between FCPs; see examples in Table 7. There were, thus, a total of  
features per image. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
4http://www.luxand.com 
 
Figure 3 Facial Characteristic Points of a facial image ad detected by Luxand software 
Table 6 Some relevant facial characteristic points (out of the 66 facial 
characteristic points detected by Luxand) 
Facial Point Description 
0 Left eye 
1 Right eye 
24 Left eye inner corner 
23 Left eye outer corner 
38 Left eye lower line 
35 Left eye upper line 
29 Left eye left iris corner 
30 Left eye right iris corner 
25 Right eye inner corner 
26 Right eye outer corner 
41 Right eye lower line 
40 Right eye upper line 
33 Right eye left iris corner 
34 Right eye right iris corner 
13 Left eyebrow inner corner 
16 Left eyebrow middle 
12 Left eyebrow outer corner 
14 Right eyebrow inner corner 
17 Right eyebrow middle 
54 Mouth top 
55 Mouth bottom 
   
Table 7 Some important facial features used for the experiment 
 
Feature Distance Measure 
Distance between right eye and left eye D(0, 1) 
Distance between the inner and outer corner of the left eye D(23,24) 
Distance between the upper and lower line of the left eye D(35,38) 
Distance between the left iris corner and right iris corner of the left eye D(29,30) 
Distance between the inner and outer corner of the right eye D(25, 26) 
Distance between the upper and lower line of the right eye D(40, 41) 
Distance between the left iris corner and right iris corner of the right eye D(33,34) 
Distance between the left eyebrow inner and outer corner D(12, 13) 
Distance between the right eyebrow inner and outer corner D(14, 15) 
Distance between top of the mouth and bottom of the mouth D(54, 55) 
5.2 Unimodal Classification of Still Facial Images 
With the features just described, we trained a classifier for two-way classification of still images into 
those that express no emotion (neutral category) and those expressing some emotion. This classifier 
was used as the first step in our two-step classification procedure for emotion-based classification of 
images as described below, as well as for feature extraction from video clips, as described in the next 
section. 
Note that complete 7-way classification of still images by emotions is not a part of our multimodal 
method and was performed only for comparison. To classify facial images by emotion, we designed a 
two-step classifier: First we used our two-way classifier to decide whether the image expressed no 
emotion(neutral) or some emotion. In the latter case, a 6-way classification was then carried out to 
identify the specific emotion category of the image.  
Both classification steps used the same feature set. Of various supervised classifiers that we 
experimented with, ELM gave the best results. The two-stage classification process enhanced the 
accuracy of unimodal classification: on the CK++ dataset using the ELM classifier, one-stage 7-way 
classification gave 80.48% accuracy, while our two-stage procedure gave 86.47%. To estimate the 
accuracy, we used ten-fold cross validation. 
5.3 Video Clips (Visual Modality): Feature Extraction for Multimodal Fusion 
To build a feature vector of a video clip showing the human face using its visual modality, we first 
burst the clip into a set of individual frames. Next, we extracted the features from these individual 
frames as described in Section 5.1, and subsequently classified these images into those expressing no 
emotion (neutral) and those expressing some emotion, as described in Section 5.2. We discarded the 
frames classified as showing no emotion, and used for the next step only those showing some 
emotion. Finally, we built the feature vector for the video clip using coordinate-wise averaging of the 
feature vectors of individual frames: 
,1
1
∑
=
=
N
i
iji xN
x  
wherexi is the i-th coordinate of the video clip’s feature vector, xij is the i-th coordinate of its j-th 
frame’s vector, and N is the number of frames in the video clip; as stated earlier, only frames that 
were classified as having some emotion are considered. 
5.4 Classification of Video Clips (Visual Modality) 
Similar to the case for still images, classification of video clips is not a part of our multimodal method 
and was performed only for comparison. 
In order to classify video clips (ignoring the sound track and captions), we burst the videos from the 
eNTERFACE dataset into image frames, then applied our two-stage classifier to individual frames of 
the sequence, and finally used majority voting on the emotion labels of all the video frames to 
determine the prevailing emotion of the video. 
6   Use of Audio (Speech) for Emotion Recognition 
For emotion recognition from speech we used eNTERFACE as both the training and testing dataset. 
First, the audio signal was extracted from video files in the dataset. The signal had a bit-rate of 
1536Kbps and a frequency of 48 KHz. Then we extracted relevant features from the audio signal. To 
extract all audio features, we used the Jaudio toolkit [75], which is a music feature extraction toolkit 
written in Java. There are two broad kinds of audio features: short- and long-time based features. 
Below we briefly describe each of these features in turn. 
6.1 Short Time-based Features 
Short time-based features are mainly used to distinguish the timbral characteristics of the signal and 
are usually extracted from every short-time window (or frame), during which the audio signal is 
assumed to be stationary - see [76] for more details on these features. 
Mel-frequency cepstral coefficients (MFCC) are calculated based on short time Fourier transform 
(STFT). First, log-amplitude of the magnitude spectrum is taken, and the process is followed by 
grouping and smoothing the fast Fourier transform (FFT) bins according to the perceptually motivated 
Mel-frequency scaling. The Jaudio tool gives the first five of 13 coefficients, which produce the best 
classification result. 
Spectral centroid is the center of gravity of the magnitude spectrum of the STFT. Here, Mi [n] 
denotes the magnitude of the Fourier transform at frequency bin n and frame i. The centroid is used to 
measure the spectral shape. A higher value of the centroid indicates brighter textures with greater 
frequency. The spectral centroid is calculated as 
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Spectral rolloff is the feature defined by the frequency Rt such that 85% of the frequency is below 
this point: 
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Spectral flux is defined as the squared difference between the normalized magnitudes of successive 
windows: 
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where Nt [n] and Nt –1[n] are the normalized magnitudes of the Fourier transform at the current frame t 
and the previous frame t – 1, respectively. The spectral flux represents the amount of local spectral 
change. 
Root mean square(RMS) is calculated for each window. Suppose xi is the energy of each sample and 
N is the total number of samples. Then RMS is defined as 
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Compactness is calculated as the sum over frequency bins of an FFT. It is a measure of noisiness of 
the signal. 
Time domain zero crossing is a timbral feature that is also used as a measure of noisiness of the 
signal. 
6.2 Long Time-based Features 
Long-term features can be generated by aggregating the short-term features extracted from several 
consecutive frames within a time window. We have used derivate, standard deviation, running mean, 
derivative of running mean, and standard deviation of running mean as the aggregation methods of 
short time-based features listed in Section 6.1. 
To find the human perceptible pattern for the signal we extracted three main semantic features: beat 
histogram feature, beat sum, and strongest beat in the audio signal. 
Beat histogram is a histogram showing the relative strength of different rhythmic periodicities in a 
signal. It is calculated as the auto-correlation of the RMS. 
Beat sum is measured as the sum of all entries in the beat histogram. It is a very good measure of the 
importance of regular beats in a signal. 
Strongest beat is defined as the strongest beat in a signal, in beats per minute and it is found by 
finding the strongest bin in the beat histogram. 
7   Text-based Emotion Recognition 
Identifying emotions in text is a challenging task, because of ambiguity of words in the text, 
complexity of meaning and interplay of various factors such as irony, politeness, writing style, as well 
as variability of language from person to person and from culture to culture. In this work, we followed 
the sentic computing paradigm developed by Cambria and his collaborators, which considers the text 
as expressing both semantics and sentics [71, 72, 75, 79, 80]. We used a novel approach for 
identifying the emotions in text by extracting the following key features using our new resource, 
EmoSenticSpace, described in Section 3.3. 
Bag of concepts: For each concept in the text, we obtained a 100-dimensional feature vector from the 
EmoSenticSpace. Then we aggregated the individual concept vectors into one document vector 
through coordinate-wise summation: 
,
1
∑
=
=
N
i
iji xx  
where xi is the i-th coordinate of the document’s feature vector, xij is the i-th coordinate of its j-th 
concept vector, and N is the number of concepts in the document. We have also experimented with 
averaging instead of summation: 
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But contrary to our expectation and in contrast to our past experience with Twitter data, summation 
gave better results than averaging. 
Sentic feature: The polarity scores of each concept extracted from the text were obtained from 
SenticNet and summed to produce one scalar feature. 
Negation: As we mentioned earlier, negations can change the meaning of a statement. We followed 
the approach of [81] to identify the negation and reverse the polarity of the sentic feature 
corresponding to the concept that followed the negation marker. 
After extracting the features, we built our text analysis by training model on the ISEAR dataset and 
evaluated this model on the transcriptions of the video files in the eNTERFACE dataset. Results of 
the evaluation are shown in Section 9. 
 
8   Multimodal Fusion for Emotion Analysis 
Multimodal fusion is the heart of any multimodal emotion analysis engine. As discussed in Section 3, 
there are two main fusion techniques: feature-level fusion and decision-level fusion. In this work we 
used feature-level fusion. This fusion model [66] aims to combine all the feature vectors of the 
available modalities.  
We took a very simple approach to fusion: specifically, concatenating the feature vectors of all 
three modalities, to form a single long feature vector. This trivial method has the advantage of relative 
simplicity, yet is shown to produce significantly high accuracy. 
[93] and [94] also used eNTERFACE dataset for detecting emotion from multimodal contents. 
They considered visual and audio clues available in the dataset and fused them to obtain the emotion 
associated with data. [93] only focused on the feature extraction and feature reduction technique in 
order to achieve optimality. They fused audio and visual modalities in both feature and decision level. 
[94] conducted an extensive study on the eNTERFACE dataset. They first extracted the key features 
from audio and video data and then they analyzed the cross modal relationship between audio and 
visual features. After that, HMM was used as a classifier to understand emotion as well as to measure 
statistical dependence across the successive time segments. Table 15 shows the confusion matrix 
resulted from fusion experiment of all three modalities. Upon calculating the average accuracy of the 
fusion experiment from the Table 15, we can see that the proposed approach outperforms the average 
accuracy obtained by both [93] and [94]. On average, our system obtained 87.95% accuracy when all 
three features were fused while [93] and [94] got the accuracy between 75% to 80%. However, both 
of these state-of-the-art approaches did not report the extracted visual and audio features from the 
eNTERFACE dataset. The features extracted by our approach carry more information than the 
features extracted by [93] and they actually had lost some key information due to dimensionality 
reduction of the feature set. On the other hand, the kernel based fusion method by [94] seems to be 
statistically significant but to give their system real time capability they had reduced the 
dimensionality of the large visual feature vector and that caused their system to perform more poorly 
than ours. 
 
9   Experimental Results and Discussions 
Since the videos in eNTERFACE dataset are manually annotated, we used this dataset as the gold 
standard for evaluation. As training data, we used the CK++ dataset for visual modality (including the 
two-way emotional vs. neutral classifier for video frames; see Sections 5.2–5.4) and ISEAR dataset 
for text modality; whereas for audio modality we used the same eNTERFACE dataset for training, 
with tenfold cross-validation evaluation scheme to exclude over-fitting. 
Table 8 shows the accuracy achieved in our experiments using the best configuration, along with 
the results reported by other researchers on the same dataset that we used for evaluation.  
Table 8   Comparison of our fusion model with the state of the art system on eNTERFACE dataset 
Method Algorithms and modalities used Accuracy 
Datcu & Rothkrantz [82] HMM, audio and video 56.27% 
Paleari & Huet [69] SAMMI framework, audio and video 67.00% 
Mansoorizadeh & Charkari [65] Async. feature fusion, audio and video 71.00% 
Dobrišek et al. [83] GMM, audio and video 77.50% 
Proposed uni-modal method SVM, audio 78.57% 
Proposed uni-modal method SVM, text 78.70% 
Proposed uni-modal method ELM, video 81.21% 
Proposed bi-modal method SVM, audio and video 85.23% 
Proposed multi-method SVM, audio, video, and text 87.95% 
From Table 8, one can see that our approach outperforms all state-of-the art approaches tested on 
the eNTERFACE dataset, even on each individual modality. Since for two out of the three modalities 
we trained the classifier on one dataset but evaluated on another, our classifiers are not biased towards 
a particular dataset not over-fitted. Though some works presented in Table 1 report higher figures, 
they were performed on different and hand-crafted corpora and are incomparable with each other or 
with the works listed in Table 8. To the best of our knowledge eNTERFACE is the only corpus on 
which a number of state-of-the-art approaches have been reportedly evaluated so far, thus allowing for 
a relatively fair comparison. 
We experimented with several classifiers both for multimodal classification as well as for 
comparative purposes, unimodal classification on each modality; see Table 9. 
Table 9   Performances of different emotion classifiers on different modalities using the 
eNTERFACE dataset 
Classifiers Modalities Fusion Visual Speech Text 
KNN 57.90% 57.25% 49.12% 59.45% 
ANN 65.45% 67.28% 61.20% 68.25% 
ELM 81.21% 72.17% 73.17% 84.45% 
SVM 81.20% 78.57% 78.70% 87.95% 
On the facial image sequences of the eNTERFACE dataset, the highest unimodal classification 
accuracy was achieved with the ELM classifier. Tables 10 and 11 show that success rates for surprise, 
neutral, and joy were very high. Main classification confusion was between surprise and joy, surprise 
and anger, fear and anger, and disgust and anger due to the similarity between facial expressions. For 
the classification of facial images from both video files and facial image sequences, we performed 
two variants of classification procedure: one-stage 7-way classification (Table 10) and two-stage 
procedure explained in Section 5.2 (Table 11). The proposed two-stage procedure was found to 
significantly outperform the one-stage procedure on all labels. 
Table 10 Confusion matrix for the CK++ facial expression data set using a one-stage emotion 
classifier (ELM classifier, tenfold cross-validation) 
Actual 
classification 
Predicted classification 
Surprise Joy Sadness Anger Fear  Disgust Neutral Precision 
Surprise 1142 57 19 43 26 11 31 85.92% 
Joy 65 1121 27 45 25 19 29 84.22% 
Sadness 13 23 461 19 13 15 4 84.12% 
Anger 29 21 3 770 65 77 57 75.34% 
Fear 11 9 3 47 396 42 38 72.52% 
Disgust 20 13 24 38 45 639 89 73.61% 
Neutral 3 6 9 5 7 2 201 86.26% 
Table 11 Confusion matrix for the CK++ facial expression data set using a two-stage emotion 
classifier (ELM classifier, tenfold cross-validation) 
Actual 
classification 
Predicted classification 
Surprise Joy Sadness Anger Fear  Disgust Neutral Precision 
Surprise 1170 49 25 43 15 6 21 88.03% 
Joy 41 1191 21 37 17 6 18 89.48% 
Sadness 7 12 492 17 9 4 5 89.78% 
Anger 22 19 31 832 47 53 18 81.40% 
Fear 9 7 14 32 445 27 12 81.50% 
Disgust 14 10 12 34 37 732 29 84.33% 
Neutral 3 7 3 0 0 0 220 94.42% 
Table 12 shows the result of our two-stage unimodal classification process performed on the 
eNTERFACE dataset. Since the neutral category was not used in the annotation scheme of this 
dataset, we do not include this category in Tables 12–15. As seen in Table 12, best emotion 
classification accuracies were achieved on surprise, and joy categories and worst on disgust. Again, 
discarding the neutral frames at the first stage of the two-stage procedure described in Section 5.4 was 
found to significantly improve the performance of the classifier, since the first frames of each clip, 
which expressed a neutral emotion, created noise in the classification process. 
Table 12 Confusion matrix on eNTERFACE video clips using only visual modality  
(two-stage emotion classification procedure, using the: SVM classifier; eNTERFACE dataset does not 
have a neutral emotion label) 
Actual 
classification 
Predicted classification 
Surprise Joy Sadness Anger Fear  Disgust Precision 
Surprise 187 12 10 4 6 1 85.00% 
Joy 15 198 6 0 0 1 90.00% 
Sadness 5 7 171 13 17 7 77.72% 
Anger 7 3 2 169 19 20 76.81% 
Fear 0 0 3 19 181 17 82.27% 
Disgust 7 0 5 23 19 166 75.45% 
Table 13 shows the confusion matrix with tenfold cross validation on speech signals extracted from 
the video clips of the eNTERFACE dataset. Of various supervised classifiers that we tested on the 
speech dataset, SVM produced the best performance. Satisfactory accuracy was obtained for surprise 
and joy; similar to the results of facial image-based emotion classification, whereas the worst result 
was obtained for disgust. Schuller et al. (2009) [95] also used SVM classifier to recognize emotions 
from eNTERFACE dataset. If we calculate the average of the accuracies of all emotion classes 
obtained by our audio emotion classifier, our proposed classifier outperforms [95]. Though openEAR 
can extract more features from the JAudio which we used in our work, we found that except MFCC, 
the rest of the features extracted by openEAR are not relevant for the audios of short length. It should 
be noted that almost all videos in the eNTERFACE dataset have length between 2 sec to 3 sec. 
Additionally, openEAR can’t extract some key features extracted by the JAudio toolkit. For example, 
“area method moments of MFCC”, “peak based spectral smoothness” and “compactness” features 
which, had helped to improve the performance of the audio based emotion detection system. 
However, among all features we found MFCC as the most important audio feature. 
Table 13 Confusion matrix for the audio modality of eNTERFACE dataset (SVM classifier) 
Actual 
classification 
Predicted classification 
Surprise Joy Sadness Anger Fear  Disgust Precision 
Surprise 177 25 3 10 3 2 80.45% 
Joy 29 181 0 5 3 2 82.27% 
Sadness 12 15 173 0 7 13 78.63% 
Anger 15 2 3 179 15 6 81.36% 
Fear 0 3 12 27 163 15 74.09% 
Disgust 0 3 8 19 25 165 75.00% 
For classifying the emotions associated with textual transcriptions of the eNTERFACE dataset, we 
built our training model on the ISEAR dataset using the SVM. Table 14 shows the results for the 
unimodal text analysis classifier. 
Table 14 Confusion matrix for text (transcriptions) of the eNTERFACE dataset (using the SVM-
based emotion classifier) 
Actual 
classification 
Predicted classification 
Surprise Joy Sadness Anger Fear  Disgust Precision 
Surprise 169 35 13 0 0 3 76.81% 
Joy 30 187 3 0 0 0 85.00% 
Sadness 0 1 173 17 19 10 78.63% 
Anger 7 0 1 179 16 19 81.36% 
Fear 2 3 11 30 164 10 74.54% 
Disgust 5 0 7 27 14 167 75.90% 
Finally, concatenating the features of all three modalities, we formed feature vectors that fused all 
modalities. Table 15 shows the performance of our method with feature-level fusion. For each 
category, better accuracy was achieved compared with unimodal classifiers. 
Table 15 Confusion matrix for the feature-level fusion (SVM classifier) 
Actual 
classification 
Predicted classification 
Surprise Joy Sadness Anger Fear  Disgust Precision 
Surprise 195 10 3 2 3 7 88.63% 
Joy 7 203 19 0 0 0 92.27% 
Sadness 5 3 199 7 5 1 90.45% 
Anger 15 2 3 196 2 2 89.09% 
Fear 10 3 8 7 183 9 83.18% 
Disgust 3 2 9 7 14 185 84.09% 
The main differences between the state-of-the-art approaches and our framework that may explain 
better performance of our approach can be summarized as follows (Table 16). 
Table 16 Performance of the emotion recognition from facial expression on different datasets (SVM 
classifier) 
 
Dataset State-of-the-art best accuracy 
on the dataset 
Accuracy obtained by 
the proposed method 
MMI 
dataset  
[89] 
55.60% [90] 72.10% 
FABO 
dataset [91] 
35.50% [92] 61.21% 
 Two-stage classifier: Our facial expression analyser is a two-stage classifier. First it identifies 
whether a facial expression expresses no emotion (neutral) or some emotion; in the latter case it then 
decides which specific emotion of Ekman’s set it expresses. Thus we filter out the images that do not 
convey any emotion, which are essentially noise for the classifier, yet existing state-of-the-art 
frameworks still do consider these and try to assign them to some emotion class. Conversely, even if 
the neutral emotion is considered as a class, as we show below, our two-stage technique outperforms a 
simple seven-way classifier. 
Selection of audio features: We used both prosodic and acoustic features. Almost all of them proved 
to be crucial for the audio emotion recognition system. In contrast, state-of-the-art approaches miss 
many of these important features. For example, Datcu and Rothkrantz [82] used only fundamental 
frequency, bandwidth, and intensity as features for their audio emotion detection classifier. Dobrišek et 
al. [83] used acoustic features including MFCC, but not prosodic features. 
Text analysis:  Probably the most important difference from other research was our use of the text 
modality in the form of transcriptions of the eNTERFACE video clips; we fused the text-based 
emotion features with the audio-visual features. The last two rows of Table 8 show that the use of 
text-based features enhanced the accuracy of our system by 2.72% as compared with using only 
audio-visual fusion. None of the existing state-of-the-art approaches applied to the eNTERFACE 
dataset make use of text-based features. 
10   Developing a Real-time Multimodal Emotion Recognition System 
Finally, folllowing the steps described above, we have developed a real-time multimodal emotion 
recognition system. To obtain the text content of a continuous speech segment, we use a speech-to-
text 5transcription software. Figure 4 demonstrates the system architecture. The system allows the 
users to upload the emotional videos and it then shows the emotion expressed by the speaker of each 
video. The system is available as a demo6. 
 
  
Figure 4 Real-time Emotion Analysis System 
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11   Conclusions and Future Work 
We have developed a big multimodal affective data analysis framework, which includes sets of 
relevant features for text, audio (speech), and visual data, as well as a simple yet effective technique 
for fusing the features extracted from different modalities. In particular, our textual emotion analysis 
module has been enriched by sentic-computing-based features, which have offered significant 
improvement in the performance of our textual emotion analysis system. As part of this effort, we 
have developed a novel lexical resource, EmoSenticSpace, which will be useful for other tasks of 
emotion and sentiment detection from text. Our two-stage emotion detection classifier from facial 
images also enhanced the system’s accuracy. 
Our system outperformed all state-of-the-art systems on the eNTERFACE dataset—the only 
publicly available dataset on which multiple systems have been analyzed, allowing for fair 
comparison. Moreover, our system outperformed others even when it used any one of the three single 
modalities, despite those systems being multimodal—this demonstrates the advantage of employing 
our proposed feature sets and classification techniques for video, speech, and textual data. With 
multimodal fusion, our system outperformed the best state-of-the-art system by more than 10%or, in 
relative terms, achieved a 56% reduction in error rate. 
The preliminary work reported in this paper opens a number of interesting directions for future 
work. The most obvious ones include using Fundamental Code Unit [84] and sentic computing for 
decision-level fusion of the three modalities. Other fusion techniques can also be explored to obtain a 
detailed comparison of the performance of different fusion techniques. Recently introduced novel 
Syntactic Dependency-Based N-grams features [85–88] can also potentially improve the results for 
the textual modality. Finally, in order to realize our ambitious goal of developing a novel real-time 
system for multimodal emotion analysis, the time complexity of the methods need to be reduced to a 
minimum. Hence, another aspect of our future work is to effectively analyse and appropriately 
address the system’s time complexity requirements in order to create a better, time-efficient, and 
reliable multimodal emotion analysis engine. 
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