Abstract. Geographic Information Systems (GIS) handle a wide range of problems that involve spatial distribution data from fields as diverse as housing, healthcare, transportation, cartography, criminology, and many others. Selecting the right GIS is determined by the task the user wishes to perform. Some considerations may include the availability of analytical functions, performance, ease of use, interoperability, extensibility, etc. Nowadays, as positioning technology proliferates and affects almost all aspects of our lives, GIS tools have become more and more complex as researchers seek to address and implement, respectively, new spatial tasks and techniques. Due to the rapid growth of GIS in recent years, many provide APIs for extending their software for specific needs. But learning a complex set of API functions, is not feasible in scenarios that demand rapid prototyping like in academic research or when the tool is supposed to be used by non-professionals. In this paper, we present three case studies that are performed on top of a GEO-SPADE, a Google Earth-based .NET-based framework that we developed. Unlike the typical APIs, that may often contain more than hundred or thousand of functions from different logical layers, the GEO-SPADE framework provides only the minimal set of functions for plug-in development, networking, and visualization using Google Earth engine. The extended functionality is provided by the developer and depends on her knowledge of the underlying language. At the same time, the ease of use is achieved by the functionality of Google Earth. The three presented case studies showcase the applicability of the Google Earth-based framework in different domains with different analytical tasks (spatial analysis, spatial exploration, and spatial decision support).
Introduction
Geographic Information Systems (GIS) handle a wide range of problems that involve spatial distribution data such as housing, healthcare, transportation, cartography, criminology, and many others. Selecting the right GIS is driven by the task the user wishes to perform [1] . Underlying considerations may include the availability of analytical functions, performance, ease of use, interoperability, extensibility, etc. Nowadays, with the proliferation of positioning technology and the rapid growth of spatio-temporal data together with a composite structure of non-spatial data, GIS tools have become more and more complex as researchers seek to address and implement new spatial analysis tasks and techniques. Although many contemporary GIS provide APIs for extending their software for specific needs, this involves adapting the GIS to learn a complex set of proprietary API functions, that may often contain more than hundred or thousand of functions from different logical layers, which is not feasible, particularly in scenarios that demand rapid prototyping like in academic research or in resource-constrained projects or when the tool is supposed to be used by non-professionals. Usually, the analyst (or researcher) requires fast implementation of tasks and the decision to extend the GIS application in cases when some functionality is not available, is rarely favorable. Consequently, to achieve the desired results, the geo-processing task is split between multiple GIS applications where each of them partly provides the required functionality.
The issue of proprietary APIs and interoperability is addressed by Open Geospatial Consortium (OGC) 1 , which encourages developers to use standard interfaces and specifications when implementing geo-processing. A need for distributed geo-processing systems was addressed in recent publications [2, 3, 4, 5] . Such systems split the workload between client and server, where clients are often Web applications, accessible by multiple users while the server performs all the required computations and delivers the results to the client using Web service technologies. Such architectures have several advantages over old, closed solutions: (1) there is no need to install a Web application; (2) many users can access the application using a Web browser; (3) the computation is performed on the server side, which relieves the user's computer from performing time-consuming operations; and (4) there is no need to locally store the data (the data can be accessed directly by the service and hosted by the service provider).
Scalable, distributed architecture, that conforms to open standards, may solve the problem of interoperability and service reusability. However, the client side still has to be developed according to specific tasks defined in advance. Since any changes in the design or in extending the capabilities should be performed by the body responsible for maintaining the Web application, there is a need for a platform, that supports easy extensibility with minimum knowledge of the underlying API. Such a platform should support many of the general visual data exploration approaches like brushing, focusing, multiple views, linking. It should also be able to support (geo)visualization approaches such as direct depiction, visualization of abstract data summaries, and extraction and visualization of computationally extracted patterns. It should also be capable of integrating different geo-related tasks to allow the analyst to quickly generate and test her hypotheses [6] . Of the platforms that combine ease of development and visualization, Google Earth has become popular among researchers dealing with spatial data.
Google Earth has attracted interest ever since it first appeared on the market [7] . Although debates whether Google Earth is a true GIS and what advantages it brings to scientists continue [8, 9, 10, 11] , the number of publications in which Google Earth is used for visualization and exploration of geo-related results shows the great interest among researchers in this tool. There are several factors that have made Google Earth so successful among geo-browsers: it is freely available; its fast response and real-time exploration of spatial data; its use of satellite imagery; its ease of use and of Keyhole Markup Language (KML) 2 , a human readable, XML-based format for geographic visualization. Other attractive factors include Google Earth's ability to implement basic visualization techniques like zooming, panning and tilting, and the availability of many layers of information provided by Google and by user communities. In addition, Google Earth includes a built-in HTML browser to display textual information and allows dynamic content to be streamed from a server in response to changes in a visible frame.
Recent publications demonstrated that Google Earth can be effectively used for data exploration in various areas such as: weather monitoring [12] , spatio-temporal data exploration [13] , data mining [14] , insurance [15] , crisis management [16] , spatial OLAP [17] , and geospatial health [18] . Despite its capabilities, Google Earth is still used as a "secondary" tool for data visualization because of its lack of geo-analytical functionality. Developers who want to integrate Google Earth in their applications usually overcome this geo-analytical deficiency by embedding Google Earth into a Web application using its JavaScript API. "Missing" features can then be implemented using a Network Link element, which is part of KML, to point to the URL of the underlying server to request a specific operation. Although the Network Link feature is used for creating dynamic content, it allows data to flow in only one direction, from the server to Google Earth in response to the changes in the visual boundaries. Clearly, this feature does not allow more complex operations like passing parameters interactively, running the data mining algorithm on the server, and returning the results for a particular setup of objects being visualized by Google Earth. Other mechanisms for performing such operations are required.
Recently, it became possible to embed Google Earth in desktop applications 3 using the Google Earth Web browser plugin 4 COM interface. This makes it possible to write custom applications around Google Earth in high level languages like c# and to completely control the logic of the application thus bypassing the limitations of the standalone version of Google Earth. This possibility, on the one hand, and the constraints of current GIS systems, on the other, encouraged us to develop a prototype desktop system called GEO-SPADE (GEO SPAtiotemporal Data Exploration) [19] . The architecture of GEO-SPADE, presented in [19] , is based on a thin client paradigm and introduces pluggable components and Service-oriented Architecture (SOA). The framework acts as a bridge between the Google Earth engine and the user defined functionality implemented in a user provided code as a front-end loaded by the framework and the back-end that is completely separated from the client-side (GEO-SPADE) but communicated by means of Web services with the front-end. Unlike the typical APIs, that may often contain more than hundred or thousand of functions from different logical layers, the GEO-SPADE framework provides only the minimal set of functions for plug-in development, networking, and visualization using Google Earth engine. The minimalistic set of API functions and the text-based protocol (KML) for geographical visualization allows for rapid prototyping of different tasks, while the ease of use pertinent to Google Earth allows non-professionals to utilize GEO-SPADE.
To highlight its applicability for different analytical tasks, we selected three real-life case studies that were successfully performed by GEO-SPADE. The results of two of the presented case studies were presented at the international conferences. The case studies showcase the applicability of the Google Earth-based framework in various domains with different analytical tasks. The first case study shows how GEO-SPADE is used for analyzing tourist activity [20, 21] . In the second case study, GEO-SPADE is implemented as a spatial exploration tool for searching for geo-tagged photos using different search criteria [22] . In the third case study, GEO-SPADE operates as a spatial decision support tool for predicting hotel prices.
Related Work
In this section we discuss the applicability of Google Earth in different disciplines and domains as a stand-alone or Web-based tool, and the extensibility of Google Earth functionality.
Google Earth has been used to show weather related information in [12] by producing snapshot updates of the current weather every 120 seconds and utilizing the KML file format to read these updates into the Google Earth. GeoSphereSearch, a contextaware geographic Web search, integrated a Web-based Google Earth to visualize results of a query [23] . [13] demonstrated how visually exploring mobile directory service log files with spatial, temporal and attribute components can be performed using Google Earth in combination with other open source technologies like MySQL, PHP and LandSerf. [13] discusses several aspects, like visual encodings, color and overplotting and shows how Google Earth handles these features. [15] presented the feasibility of exploring catastrophic events and potential loss of information. The tasks that must be performed are outlined. The methods, with which Google Earth can handle such tasks, include: mapping, filtering by attribute, space, time, spatial aggregation, and creation of new views. Bringing geo-processing capabilities and Google Earth together is addressed by [16] to support crisis management scenarios. For this task, "Google Earth Dashboard" was proposed. It combines several technologies: Adobe Flex, Web Map Service (WMS), Web Feature Service (WFS), Web Processing Service (WPS) services and Google Earth as the cornerstone. The potential in combining geo-browsers like Google Earth in analyzing geospatial health sciences is discussed in [18] . The applicability of Google Earth in Online Analytical Processing (OLAP) is demonstrated in [17, 24] .
A desktop-based exploratory spatial association mining tool integrated with Google Earth for visualization was proposed in [14] . The tool consisted of two visualization views: the first was based on Google Earth for viewing and exploring related phenomena; the second view was developed in-house using Java 3D technology to interact with the association rules produced by the mining algorithm.
Integrating WPS-based services into Google Earth is addressed by [5] . Their approach consists of two parts. In the first part, the WPS client, built on top of the uDig (desktop, Java-based GIS system) exports configured processes into a KML file. In the second part, the KML file is loaded into Google Earth, which triggers WPS processes using the Network Link element. The advantage of the WPS approach is that the exported processes can be consumed by the vast community of people using applications that handle KML formats such as Google Earth or Google Maps. This advantage was addressed in recent publications [12, 15] . However, the proposed approach has several disadvantages. Although the approach has only two parts, they are not autonomous and require manual implementation (configuration of the processes using WPS client, creation and export of KML and dissemination of the results). Another aspect is lack of interaction and control over the geo-process exported into KML. As soon as KML is loaded into the application with Network Link, the process will be triggered and the results returned.
In general, the client side, which usually involves data visualization and manipulation, still remains more heterogeneous than the server side, since the way the data is presented cannot be enforced by standard specifications and interfaces. Here the choice of an appropriate software is driven by the needs of an expert. As was already mentioned, dozens of GIS applications are available, capable of solving specific spatial processing tasks and of supporting geo-visualization. When these applications are incapable of dealing with the problem, custom solutions and architectures are proposed [25, 14, 26] . However, the current trend in data visualization and exploration is to use mass-market applications such as Google Earth for visualization, combined with open source technologies for data processing and storage [13, 16, 17, 24] .
Case Studies
In this section, we present three case studies in which GEO-SPADE is used as an analytical, exploratory and decision support tool. In the first case study presented in Section 3.1, GEO-SPADE is used as analytical tool for analyzing tourist activity using geo-tagged photos. The method was presented in [20] and used as an example of the tool's capabilities in [19] . We extend the case study by discussing the details of data interchange and technologies used in the analysis. The second case study (Section 3.2) discusses the integration of GEO-SPADE in a region exploration scenario using geotagged photos sorted according to various criteria. The third case study (Section 3.3) presents an on-going project in which GEO-SPADE acts as a decision support tool for predicting hotel prices.
Before moving to a specific case study, we would like to draw the reader's attention to Table 1 . It shows the technologies and tools that were used in each case study. It can be seen that KML is shared between all case studies because it is a format for geographical visualization used by Google Earth. Java API for RESTful Web Services 5 is also used in the three case studies because Java is one of the most popular, general-purpose languages and the language of choice of many Web programmers. However, Windows Communication Foundation (WCF) 6 was used in the first case study along with Java to simplify complex data interchanges between the client-side (GEO-SPADE) written in c# and the server-side. Specifically, class serialization was used to transmit complex [29] DBSCAN [29] data structure, and rebuild the native object. Likewise, different databases were used. PostGis 7 was used in the first case study because of its support for spatial queries and free availability. MySql 8 was used in the second case study because of its ease of maintenance. We used Microsoft SQL Server 2008 in the third case study to simulate as close as possible the production environment of the service provider. Thus, the loosely coupled architecture (described in [19] ) gives a developer freedom in choosing whatever technology to use to accomplish a specific task.
Analysis of Tourist Activity
The analysis of people's activity has become a major topic in different domains such as transportation management and tourism [30, 31] . The access to a vast amount of geotagged photos taken by people from all over the world provided by photo-sharing sites like Flickr or Panoramio, has enabled the analysis of tourist activity at large scales, raised new research questions, and fostered the development of new analytical methods and applications. In our recent work [20, 21] , we defined a number of tasks for analyzing attractive areas, people's behavior and movement, and proposed a number of analytical methods.
We outlined six major steps for completing the task of finding travel sequences [20] in an arbitrary region of the world. These steps actively involve the analyst in the process of finding sequence patterns by reviewing the results of every step in the process, changing the parameters and activating the new steps using results from the previous step.
In the first step, presented in Figure 1 , the analyst selects the desired area. The visible frame constitutes the boundaries of a region near Funchal, Madeira. The analyst can check the photographic activity in the selected region [21] . Figure 2 shows timeseries graph of the number of people who took photos in the selected area from January 2008 to September 2009 aggregated by month. The server receives the boundary of the region and queries the database counting the number of people per month. We used JFreeChart 9 to generate the image of the graph. The image is stored in the temporal directory on the server, while the KML, which is sent to the client includes the URL to the graph. The example of the KML is presented in Listing 1.1. The process of finding travel sequences is divided into two parts [20] . In the first part, every photo location is matched against a database of points of interest (we used the Wikipedia database 10 ) and the closest POI is assigned to the photo. This creates clusters in which every photo is assigned to existing points of interest (POIs). In the second part, the remaining unassigned photos are clustered using DBSCAN [29] , a density-based clustering algorithm. The results of this part are presented in Figure 3 . The left part of the figure shows clusters in which photos were assigned to known POIs (assigned clusters in our terms), while the right part of the figure presents clusters of photos that were not assigned to a POI (unassigned clusters). Listing 1.2 shows part of the KML generated by the server that describes information about unassigned clusters including its symbolic name that begins with "[uc]", identifier number (id), information regarding the number of photos, the number of people in the cluster, and cluster boundaries.
<Placemark > <name>F u n c h a l ( r e g i o n a l e v e n t s ) </ name> < d e s c r i p t i o n ><![CDATA[<
Next, the analyst visually inspects the created clusters and performs the clustering again if needed (for example, when the size of clusters should be changed). She may remove some clusters that are irrelevant or unimportant using either the statistical information of the cluster (number of photos and people in a cluster) or her background knowledge of the area. Figure 4 summarizes this step by presenting a view in which the analyst can select unassigned clusters and artificially create a new POI identification for every selected cluster, either by giving a symbolic identifier or some meaningful name based on the knowledge of the area. Since Google Earth may contain different objects in a view, the system iterates over the objects and selects only those whose names begin with the "[uc]" identifier (see Listing 1.2). The identifiers of unassigned clusters that the analyst decides to add to the list of clusters that are important for the analysis, are sent to the server, which, in turn, queries the database, matches the received identifiers to the ids stored in the database, adds these clusters to the list of assigned clusters and assigns symbolic names.
In the final step, the analyst generates sequence patterns from the clusters that were assigned to existing and artificial POIs. Figure 5 shows a form in which the analyst can select such parameters as: database properties and the length of generated patterns. We used the Teiresias algorithm [27] for generating sequence patterns. Since the information about the generated sequences is not used directly for visualization, the server does not send the data in the KML format. Instead, we used a class serialization mechanism available in WCF to transfer the complex data structure to the client. The data includes the frequency of the sequence, the identifiers of the clusters in the sequence, the names of points of interest that constitute the travel sequence, the coordinates and centroids of every cluster in a sequence. The inspection of the travel sequences can be performed without referring to the exact location of clusters that are part of the sequence if the names of clusters belong to some existing POIs. However, when the sequence contains a cluster with a generated symbolic name, the analyst has to see the position of the cluster on the map. This is demonstrated by the following case.
The most frequent pattern generated is Santa Lucia ⇒ newpoi-3. While Santa Lucia is a parish in the district of Funchal and may be known to the domain expert, newpoi-3 is a name assigned by the system to an area in which the Wikipedia database does not contain a known POI. Clearly, this area should be located to give the analyst a hint about the sequence pattern. Sequences can be highlighted by clicking on the sequence pattern. Placemarks are added to the centers of the areas that are part of the selected sequence and the number assigned to them highlights the relative order of the area in the sequence. In the case of Santa Lucia ⇒ newpoi-3, Santa Lucia will by highlighted with the number one, while newpoi-3 receives the number two ( Figure 6 ).
Region Exploration Using Geo-tagged Photos
Photo-sharing web sites like Panoramio or Flickr provide users with the means to explore a specific area by searching for photos taken in that area using different filtering criteria: keywords, recently uploaded photos, interesting photos defined by the number of comments written or by the number of times a photo was viewed. In [22] , we presented a method for analyzing photo comments in terms of user opinions and sentiments that are present in comments. When the text parts that describe opinions (attitude towards the quality of a photo) and/or sentiments (attitudes towards the objects depicted on a photo or mood expressions) are located in the text, the strength of the opinion and/or sentiments can be calculated and mapped to a continuous numerical scale. This allows searching for photos according to the opinion or sentiment scores.
We demonstrate how GEO-SPADE can be used by the user to perform the task of the area exploration using opinion and sentiment scores and show some technical details of the implementation.
The exploration begins by navigating to an area of interest. The control panel shown in Figure 7 is the main control panel for filtering photos according to different criteria (including opinion and sentiment scores). When the focus is on the control panel, the current visual boundaries of the map view are sent to the server. The server connects to the database and fetches the information about all photos found in the area. The response structure consists of key-value pairs separated by ";". An example of the response string is the following: service=statistics;photos=501;minOpinion=-0.70;maxOpinion=21.30;.... The first key-value parameter denotes the type of the response in such a way that the response handler can delegate the response to the appropriate service handler. The service handler extracts key-value pairs using regular expressions. This allows extraction of the known parameters without breaking the code even if the new parameters were added to the response string without updating the client side. The general statistics are displayed on the control panel, which allows the user to see how many photos are found in the region, what are the minimum and maximum sentiments and opinion scores of these photos and other relevant information.
The next step is to retrieve the photos by applying one of the available filters (opinion, sentiment, etc.) and by restricting the number of photos on the map and on the control panel as well as by selecting the photos that were taken in a specific time period. The server's response is similar to the one described above. However, it contains two parts. The first part is intended for parsing by the control panel and includes the information for N selected photos to be displayed in the control panel and sorted according to the selected filtering criteria (opinion, sentiment). The second part is a KML string that will be delegated to the Google Earth engine. Figure 8 shows an example of the KML response that consists of two representation styles. The left side of Figure 8 shows the map view of a region of Warsaw, Poland with thumbnails of images taken in that area filtered by sentiment scores. The right side of Figure 8 , shows the same map view but instead of image thumbnails, the sentiment scores are mapped to colors. Both representations allow the user to quickly explore the area either by observing the image thumbnails or by navigating to a place where higher scores are given to images, which can be seen by looking at the color of the circles. Both ways make it possible to see the image itself and to retrieve more information about it (opinion or sentiment scores, and comments) by clicking on the thumbnail.
Hotel Price Prediction
HoteLeverage is an ongoing project initiated by Travel Global Systems Inc. (TGS) 11 and carried out in collaboration between TGS, Ben-Gurion University of the Negev (Israel) and Konstanz University (Germany). Serving as a Travel Service Provider (TSP), and the hotel broker between Product Suppliers (PSs) and consumers, TGS provides solutions to travel agencies (B2B) as well as to individual consumers. Accordingly, various PSs offer TGS attractive room prices, which TGS is committed to promoting by means of its Web sites and services. The same PS can provide other travel groups that offer similar services like TGS a lower price for the same room. This situation Fig. 9 . The control panel for model creation. The panel includes the list of hotels that should be included in the model; clustering algorithms that are applied to hotels and business centers; various components that will be part of the model; filters and the algorithm to be used for model creation. can lead to considerable loss of revenue. However, searching for the prices of the rival companies is unfeasible due to the high volatility of search space (the hotel prices differ daily and, there is vast amount of PSs and TSPs). Therefore, it was decided to develop a decision support system that can identify hotels within TGS's own database that possess the same characteristics (price changes, closeness to the transportation or points of interest, amenities in the room, etc...) and predict the objective price of the hotel in question. The comparison of the offered and predicted prices can give TGS the "leverage" to negotiate the lower price with a product supplier.
The project consists of three milestones. By the first milestone, Ben-Gurion University students developed and evaluated data mining techniques for price prediction. By the second milestone, the technique was integrated into GEO-SPADE, while by the third milestone the system will be integrated into the TGS infrastructure. Figure 9 demonstrates one of the control panels available to the domain expert. The domain expert selects the region of interest. The list of hotels located in the region are drawn from the database and presented in the control panel. By default, all the hotels are selected for processing. However, the domain expert can remove hotels from the list. Next, the domain expert selects the appropriate algorithm for hotels and business locations clustering. The hotels and business locations clustering is used for estimating the closeness of a hotel to other hotels and to relevant businesses. Then, the domain expert selects the components that should be included into the model (closeness to points of interest, hotel amenities, hotel attributes, prices, etc...). If needed, filters are selected (hotels with specific number of rooms, hotel category and a specific period). Finally, she selects the algorithm for building prediction model and the name of the model for future reference. Figure 10 shows the map view with an example of predicted price for a hotel in Barcelona, Spain. It shows the requested and predicted price. The red triangle indicates that the proposed price is higher than the predicted one. In addition, it shows other relevant information about the hotel and the calculated statistics from the model such as distance to the nearest beach or to the main street.
Conclusions and Future Work
This paper extends [19] by focusing on real-life scenarios of spatial analysis, exploration and decision support. Specifically, we presented three case studies in which GEO-SPADE is successfully evaluated on problems such as analysis of tourist activity, geo-tagged photo search and hotel price prediction. This is achieved by the architecture that is based on a thin client paradigm, pluggable components and SOA-based architecture in which the core of the functionality is developed separately in any programming language and run on the server, while the results of the computation are transferred using Web services. The results that are targeted for direct visualization are communicated in the KML format and delivered to the Google Earth engine. The results that are required for further processing are communicated to the client-side plug-in component in any format suitable for the developer.
In future research we will concentrate on enhancing the capabilities of the framework and extending the use of the framework by working on various GEO-related problems.
We will also integrate several mapping technologies into GEO-SPADE such as 2D maps from different providers while preserving KML as a primary protocol for data interchange and visualization.
