Generalized semi-infinite programming: Numerical aspects by Still, G.J.
Faculty of Mathematical Sciences
University of Twente
University for Technical and Social Sciences
P.O. Box 217
7500 AE Enschede
The Netherlands
Phone: +31-53-4893400
Fax: +31-53-4893114
Email: memo@math.utwente.nl
Memorandum No. 1470
Generalized semi-innite programming:
Numerical aspects
G.J. Still
November 1998
ISSN 0169-2690
Generalized Semi-Innite Programming:
Numerical aspects
G. Still, University of Twente
Abstract
Generalized semi-innite optimization problems (GSIP) are considered. It is investi-
gated how the numerical methods for standard semi-innite programming (SIP) can
be extended to GSIP. Newton methods can be extended immediately. For discretiza-
tion methods the situation is more complicated. These diculties are discussed and
convergence results for a discretization- and an exchange method are derived under
fairly general assumptions on GSIP. The question is answered under which conditions
GSIP represents a convex problem.
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1 Introduction
We are concerned with generalized semi-innite optimization problems of the form:
GSIP: min f(x) subject to x 2M = fx 2 IRn j g(x; y)  0; y 2 Y (x)g
with Y (x) = fy 2 IRr j vl(x; y)  0; l 2 Lg
and L, a nite index set. If not stated otherwise, we assume that the functions f; g; vl are
C2-functions and that the set valued mapping Y satises
Y : IRn ! 2IRr ; Y (x)  C0 for all x 2 IRn with C0  IRr compact. (1)
For the special case that the set Y = Y (x) does not depend on x, i.e. vl(x; y) = vl(y); l 2 L,
the problem GSIP is a common semi-innite problem and will be abbreviated by SIP. If
moreover Y is a nite set then GSIP reduces to a nite optimization problem.
For a function f(x) the derivative will be denoted by Df(x) (row vector) and for a
function h(x; y) by Dxh; Dyh we denote the partial derivatives w.r.t. the variables x; y.
For brevity, we omit equality constraints in M and Y (x).
Generalized semi-innite problems have recently become a topic of interest. Optimality
conditions for GSIP have been developed in [5], [6], [10], [12]. The structure of the feasible
set has been investigated in [7], [11]. Some numerical aspects of GSIP are discussed in
[12]. Numerical algorithms for a special class of GSIP (terminal problems, y 2 IR; r = 1)
are considered in [8]. In [9], GSIP’s are studied with (in essence) functions g(x; y) =
1
2y
TGy+aTy+yTHx; G;H, matrices, vl(x; y) = pTl y+ql(x); pl 2 IRr and convex functions
ql; f . By duality theory such a problem is reduced to a non-convex nite optimization
problem. However, a general study of numerical methods for GSIP has not yet been done.
With this paper we intend to make a rst step.
For applications of GSIP in robotics (maneuverability problem), optimal control (ter-
minal problem) and approximation theory (reverse Chebyshev problem) we refer to [3], [8]
and [12].
The paper is organized as follows. In Section 2 the notation is introduced and optimality
conditions based on ‘local reduction’ are given for later purposes. In Section 3 it is shown
that the Newton-type methods can directly be generalized from SIP to GSIP. Section 4 is
concerned with discretization- and exchange methods. The dierence between the situation
in SIP and GSIP is discussed. Convergence results for two types of algorithms are given
under fairly natural assumptions. A discussion how these assumptions can be fullled in
practice is done. A forthcoming paper will be concerned with numerical experiments on
these algorithms. We do not consider so-called ‘descent methods’. Section 5 investigates
convex GSIP. Sucient conditions are given for GSIP to represent a convex problem.
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2 Preliminaries
In this section we give some preliminaries and outline optimality conditions for GSIP based
on ‘local reduction’. For x 2M we dene the set of active points
Y0(x) = fy 2 Y (x) j g(x; y) = 0g :
Obviously, for feasible x 2M , any point y 2 Y0(x) is a (global) minimum of the following
parametric optimization problem (the so-called lower level problem):
Q(x) : min
y
g(x; y) s.t. y 2 Y (x) : (2)
Let in the sequel v(x) denote the value function of Q(x). Given x 2M , y 2 Y (x) we dene
the active index set L0(x; y) with respect to Q(x), L0(x; y) = fl 2 L j vl(x; y) = 0g.
We say that at y 2 Y (x) the ‘linear independency constraint qualication’ (LICQ) is
satised for Q(x) if the vectors
Dyvl(x; y); l 2 L0(x; y) are linearly independent. (3)
The weaker ‘Mangasarian Fromovitz constraint qualication’ (MFCQ) is said to hold at
y 2 Y (x) if
there exists a vector  such that Dyvl(x; y) > 0; l 2 L0(x; y) : (4)
Let be given x 2 M , y 2 Y0(x), i.e. y is a solution of Q(x). If at y the MFCQ is satised
then, necessarily the following Kuhn-Tucker condition is fullled: There exists a multiplier
vector γ 2 IRjL0(x;y)j such that
DyLy(x; y; γ) = 0 ; γ  0 with Ly(x; y; γ) = g(x; y)−
X
l2L0(x;y)
γlvl(x; y); (5)
the Lagrange function. The following F. John type optimality condition holds for GSIP
(cf. [10] for a short proof).
Theorem 1 Let be given x 2M . Suppose, at any point y 2 Y0(x) the MFCQ is satised
for Q(x). Then, there exist yj 2 Y0(x), γj 2 IRjL0(x;yj)j; γj  0; j = 1; : : : ; p, and
multipliers 0; 1; : : : p  0, not all zero, such that
0Df(x)−
pX
j=1
jDxLy
j
(x; yj ; γj) = 0 : (6)
If Y0(x) = fy1; : : : ; ypg and LICQ is satised at x (for GSIP), i.e.
DxLyj(x; yj ; γj); j = 1; : : : ; p; are linearly independent (7)
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then, we can assume 0 = 1 (Kuhn-Tucker condition) and the multipliers 1; : : : ; p are
uniquely determined. Note, that for SIP the functions vl = vl(y) do not depend on x.
Consequently, DxLyj(x; yj; γj) = Dxg(x; yj) in this case and (6) takes the form
0Df(x)−
pX
j=1
jDxg(x; y
j) = 0 : (8)
For later purposes, we summarize second order optimality conditions for GSIP (cf. [5], [12]
for proofs and details). Standard assumptions for the so-called ‘reduction ansatz’ to obtain
second order conditions are the following: Let at any active point yj 2 Y0(x) condition
(3) hold and (5) with γj > 0 (strict complementary slackness) as well as the second order
conditions,
TD2yLy
j
(x; yj ; γj) > 0; for all  2 T (x; yj) n f0g ; (9)
where T (x; yj) = f 2 IRr j Dyvl(x; yj) = 0; l 2 L0(x; yj)g. In the following we put
vj := [vl; l 2 L0(x; yj)]T (a matrix with rows vl). The implicit function theorem applied
to the system
DyLyj(x; yj; γj) = 0; vj(x; yj) = 0 (10)
implies the existence of C1-functions yj(x); γj(x) dened on a neighborhood U(x) of x
such that on U(x) the value yj(x) is a local solution of Q(x) with corresponding multiplier
vector γj(x) satisfying yj(x) = yj ; γj(x) = γj. By implicitly dierentiating (10) w.r.t. x
we nd the following formula for Dyj; Dγj,
−DxyLyj(x; yj ; γj) = D2yLyj(x; yj; γj) Dyj(x)−DTy vj(x; yj) Dγj(x)
−Dxvj(x; yj) = Dyvj(x; yj) Dyj(x) (11)
The assumptions (3) and (9) imply that the matrices (Jacobian of (10) w.r.t. y; γ)
M
j
:=

D2yLyj(x; yj; γj) −DTy vj(x; yj)
Dyv
j(x; yj) 0

are regular. (12)
Moreover, these conditions imply that the set Y0(x) is nite, Y0(x) = fy1; : : : ; ypg. Under
these strong assumptions the problem GSIP can locally, in a neighborhood U(x) of x, be
transformed into the following equivalent nite optimization problem (reduced problem):
GSIPloc(x) : min f(x) s.t. gj(x) := g(x; yj(x))  0; j = 1; : : : ; p:
Here, the functions yj(x) are the local solutions of Q(x) constructed above. By apply-
ing optimality conditions of nite optimization to the problem GSIPloc(x) we obtain the
following sucient optimality conditions for GSIP (cf. e.g. [12]): Let at all points in
Y0(x) = fy1; : : : ; ypg the above standard assumptions be satised. Assume that at x 2M
3
the condition LICQ is fullled (cf. (7)), as well as the Kuhn-Tucker condition (i.e. (6) holds
with 0 = 1) and the second order condition,
T M0  > 0 for all  2 T n f0g (13)
where T = f 2 IRn j DxLyj(x; yj; γj) = 0; j = 1; : : : ; pg and
M0 := 0D
2f(x)−
pX
j=1
jD
2
xLy
j
(x; yj; γj) +
pX
j=1
jD
Tyj(x)D2yLy
j
(x; yj; γj)Dyj(x)
+
pX
j=1
j
X
l2L0(x;yj)
γjl

DTγjl (x)Dxvl(x; y
j) +DTx vl(x; y
j)Dγjl (x)

(14)
Then, x is a local minimizer of GSIP.
We end up this section with short comments on the dierence between SIP and GSIP.
Under the standard assumptions above, for SIP the feasible set M = fx 2 IRn j g(x; y) 
0; 8y 2 Y g is always closed. For GSIP this need not be the case (see Example 2 and [6,
Section 2], [12]). Another phenomenon in GSIP is, that even if MFCQ is satised at any
point y 2 Y (x), the feasible set M of GSIP may have ‘re-entrant corners’ at x. We refer
to [10] and [12] for examples and further details. This behavior is excluded if LICQ is
satised for Q(x) at all points y 2 Y (x) (cf. [12, Theorem 3]).
3 Newton’s method for solving GSIP
A common method for solving SIP is to apply Newton’s method (or a Quasi-Newton
variant) to the necessary optimality conditions ( see e.g. [1], [4]). In [12] it is indicated
that this approach can directly be generalized from SIP to GSIP. Here, we will give a proof
of this assertion under the ‘standard assumptions’ in Section 2.
Consider x 2 M such that at any point yj 2 Y0(x); j = 1; : : : ; p, the conditions (3),
(9) are satised. Let moreover (7) and (13) be fullled. Then, necessarily (cf. Theorem 1)
x; ; yj; γj; j = 1; : : : ; p, will solve the following system of Karush-Kuhn-Tucker equations
of GSIP and the corresponding lower level problem Q(x):
Df(x)−
pX
j=1
j

Dxg(x; yj)−
X
l2L0(x;yj)
γjlDxvl(x; y
j)

= 0
g(x; yj)−
X
l2L0(x;yj)
γjl vl(x; y
j) = 0 j = 1; : : : ; p
and for j = 1; : : : ; p (15)
Dyg(x; yj)−
X
l2L0(x;yj)
γjlDyvl(x; y
j) = 0
vl(x; yj) = 0 l 2 L0(x; yj)
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This system consists of K := n+ p+
Pp
j=1
(
r+ jL0(x; yj)j

equations for the K unknowns
x 2 IRn; j 2 IR; yj 2 IRr; γj 2 IRjL0(x;yj)j; j = 1; : : : ; p. In the following lemma it
is proven that under our assumptions the Jacobian of the system (15) is regular at the
solution. This in particular implies that the Newton method (Quasi-Newton method)
applied to (15) will locally converge quadratically (super-linearly).
Lemma 1 Let x 2 M be given such that at any point yj 2 Y0(x); j = 1; : : : ; p the
conditions (3), (9) are satised and let (7), (13) be fullled. Then, the Jacobian of (15) at
x; ; yj; γj; j = 1; : : : ; p, is regular.
Proof. The Jacobian of the system (15) reads (all functions evaluated at x; ; yj ; γj):0BBBBBBBBBBBBBBBB@
x  y1 γ1    yp γpz }| {
D2f −
pX
j=1
jD
2
xLy
j
z }| {
−BT
z }| {
−1DyxLy
1
z }| {
1D
T
x v
1   
z }| {
−pDyxLy
p
z }| {
pD
T
x v
p
B 0 0 0    0 0
DxyLy1 0 D2yLy1 −DTy v1    0 0
Dxv
1 0 Dyv1 0    0 0
...
. . .
...
DxyLyp 0 0 0    D2yLyp −DTy vp
Dxv
p 0 0 0    Dyvp 0
1CCCCCCCCCCCCCCCCA
(16)
where BT := [DTxLy1; : : : ; DTxLyp ] and in the rows n + 1; : : : ; n + p we have used the
relations DyLyj = 0; vj = 0. Now, for j = 1; : : : ; p, we add to the rst n columns of (16) a
combination Dyj of the columns corresponding to the variable yj and a combination Dγj
of the columns corresponding to the variable γj . Then, by using (11) and (12) the matrix
(16) is transformed into the following matrix without changing the determinant,0BBBBB@
M0 −BT −1DyxLy1 1DTx v1    −pDyxLyp pDTx vp
B 0 0    0
0 0 M
1    0
... . . .
...
0 0 0    Mp
1CCCCCA (17)
Here, the n n sub-matrix M0 has the form
M0 = D2f −
pX
j=1
jD
2
xLy
j
+
pX
j=1
j
(−DyxLyjDyj +DTx vjDγj : (18)
In view of (11) it follows that
−DyxLyjDyj = DTyjD2yLy
j
Dyj −DTγjDyvjDyj = DTyjD2yLy
j
Dyj +DTγjDxvj :
5
By substituting this relation into (18) we nd that M0 equals the matrix M0 in (14) with
0 = 1. In view of our assumptions (7) and (13) the matrix
(
M0 −BT
B 0

is regular. Hence,
by using (12), the matrix (17) and therefore also the matrix (16) is regular. 2
In practice, to obtain a ‘globally convergent’ Newton-type method, one has to apply a (glob-
ally convergent) method for nite problems to the locally reduced problems GSIPloc(x). For
SIP such an algorithm is described in [4, Algorithm 7.4]. With the modications indicated
in Section 2 this algorithm can directly be applied to GSIP. Another possibility is to cal-
culate an approximate solution of GSIP by a discretization method as given in the next
section and to use this approximation as a starting value for the solution of the system
(15) by Newton’s method.
4 Discretization methods for GSIP
Another way for solving SIP are discretization methods (see e.g. [1], [4] for a survey).
In this section we will generalize these methods from the SIP-case to GSIP. Due to the
dependence of the sets Y on x this generalization is not immediate. The diculties in
comparison with the situation for SIP are discussed.
For given compact sets Y 1; Y 0  IRr we dene the distances
d(Y 1; Y 0) = max
y02Y 0
min
y12Y 1
jjy1 − y0jj ; dH(Y 1; Y 0) = maxfd(Y 1; Y 0) ; d(Y 0; Y 1)g :
Let us introduce some assumptions.
A1. Given the compact set M0 in IRn, the set valued mapping Y : IRn ! 2IRr satises
condition (1) and Y is continuous on M0, i.e. for any x 2M0; limx!x dH(Y (x); Y (x)) = 0.
(M0 will be xed later on.)
Remark 1 Condition (1) implies that Y is upper semi-continuous (closed) and that for
any x 2 IRn the set Y (x) is compact such that if Y (x) 6= ;, a solution of the lower level
problem Q(x) exists. The continuity of Y implies the continuity of the value function
v(x) of Q(x). We give a standard result in parametric optimization: Let the following
assumption AMFCQ be satised.
AMFCQ: Let for all x 2M0 the MFCQ hold for Q(x), i.e. for any y 2 Y (x) we have (4).
Then, Y (x) is (Lipschitz-) continuous on M0 (M0 compact) in the following sense. There
exist c > 0 such that
dH(Y (x1); Y (x2))  c jjx2 − x1jj for all x1; x2 2M0 :
For SIP, the assumption A1 simply means that the (xed) set Y is compact. The following
assumption is also standard in SIP.
A2. The feasible set M of GSIP is compact.
This condition implies that a (global) solution of GSIP exists. Let vGSIP denote the minimal
value of GSIP, vGSIP = minx2M f(x).
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Remark 2 Since the continuity assumption on Y implies that M is closed (cf. [6]),
condition A2 can also be replaced by the assumption that M is bounded. This condition
can always be imposed by adding constraints jxij  ; i = 1; : : : ; n for some large  > 0.
Note, that for non-continuous mappings Y the set M need not be closed in general (cf.
Example 1 below).
A discretization method is based on discretizations of the sets Y (x). In any step of such a
method we have to choose discretizations Y (x) of Y (x) such that for any x, the set Y (x)
is a nite set satisfying Y (x)  Y (x). Then, we solve the problem
GSIP(Y ): min f(x) subject to x 2M = fx 2 IRn j g(x; y)  0; y 2 Y (x)g (19)
For SIP, the discretization Y  is a nite subset of the compact set Y (not depending on
x) and thus, GSIP(Y ) represents a nite optimization problem. However, for GSIP the
situation is more complicated. Even under the assumption A1 and A2 the discretization
Y (x) need not be continuous in x and the feasible set M need not be closed (i.e. a solution
of GSIP(Y ) may not exist). We give an illustrative example.
Example 1 Consider the GSIP
max x s.t. x 2M = fx 2 [−1; 1] j x− 2y  0; y 2 Y (x)g;
with Y (x) = fy j − 1  y  xg. Then, M = fx 2 [−1; 1] j x − 2x  0g = [−1; 0].
Choosing the discretization Y (x) = Y (x) \ ZZ it follows, Y (x) = f−1g for x 2 [−1; 0),
Y (x) = f−1; 0g for x 2 [0; 1), Y (x) = f−1; 0; 1g for x = 1. We nd M = [−1; 1), which
is not closed, and a solution of GSIP(Y ) does not exist.
To avoid such a bad behavior we have to assume that the discretizations Y (x) are also
continuous.
A3. Let be given the compact set M0 in IRn. The discretization Y (x)  Y (x) is dened
by continuous functions yi : M
0 ! IRr; i = 1; : : : ; i,
Y (x) = fyi (x); i = 1; : : : ; ig; x 2M0 :
Now, we are going to generalize the discretization method to GSIP.
Algorithm 1 (Conceptual discretization method)
Step k: Given a discretization Y k(x)  Y (x)
i. Select a (ner) discretization Y k+1(x), Y k+1(x)  Y (x) and compute a solution xk+1
of GSIP(Y k+1).
ii. Stop, if xk+1 is feasible within a xed accuracy  > 0, i.e. g(xk+1; y)  −; y 2
Y (xk+1).
Otherwise, step k + 1.
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Theorem 2 Suppose that the assumptions A1, A2 are satised. Let the discretizations
Y k(x) of Y (x) be choosen such that A3 holds for Y k(x) as well as Y 0(x)  Y k(x); k 2 IN .
Let the feasible set M0 of GSIP(Y 0) be compact. Suppose,
d(Y k(x); Y (x))! 0 for k !1; uniformly on the (compact) set M0: (20)
Then, the sequence fxkg of solutions xk of GSIP(Y k) has an accumulation point x and
each such point is a solution of GSIP.
Proof. By assumptions A1, A2, A3 and using Y 0(x)  Y k(x)  Y (x) the feasible sets M ,
Mk respectively, of GSIP, GSIP(Y k) respectively, are compact (cf. Remark 2) and satisfy
M Mk M0; k 2 IN :
Consequently, a solution xk 2 Mk of GSIP(Y k) exist. Since xk 2 M0, the sequence fxkg
has an accumulation point x 2 M0. Without restriction we can assume xk ! x; k !1.
In view of M Mk, the values f(xk) and vGSIP fulll f(xk)  vGSIP and thus by continuity
of f we nd
f(x)  vGSIP :
It suce to show that x 2M . Let y 2 Y (x) be given arbitrarily. Since d(Y (xk); Y (x))! 0
for k ! 1 (by continuity of Y ) and using (20), we can choose y^k 2 Y (xk), yk 2 Y k(xk)
such that
lim
k!1
y^k = y ; lim
k!1
jyk − y^kj = 0 :
In view of g(xk; yk)  0, by taking the limit k !1, it follows g(x; y)  0, i.e. x 2M .
2
We also generalize the so-called exchange method from SIP to GSIP. This method can be
more ecient than a pure discretization method as given in Algorithm 1.
Algorithm 2 (Conceptual exchange method)
Step k: Given a discretization Y k(x)  Y (x) and a xed, small value  > 0.
i. Compute a solution xk of GSIP(Y k).
ii. Calculate local solutions yki ; i = 1; : : : ; ik (ik  1) of Q(xk) (cf. (2)) such that one of
them, say yk1 , is a global solution, i.e. g(x
k; yk1) = miny2Y (xk) g(x
k; y)
iii. Stop, if g(xk; yk1)  − (solution x  xk).
Otherwise, construct functions yki (x) continuous on IRn such that yki (xk) = yki ; yki (x) 2
Y (x); i = 1; : : : ; ik and put
Y k+1(x) = Y k(x) [ fyki (x); i = 1; : : : ; ikg : (21)
8
To ensure the convergence of this algorithm we have to make a further assumption.
A4. Given the compact set M0, the functions yk1(x); k 2 IN , are equicontinuous on
M0, i.e. for any " > 0 there exists  > 0 such that x1; x2 2 M0; jx1 − x2j <  implies
jyk1(x1)− yk1(x2)j < " for all k 2 IN .
Theorem 3 Suppose that the assumptions A1, A2 are satised. Let Y 0(x) be chosen such
that A3 holds and that the feasible set M0 of GSIP(Y 0) is compact. Let A4 be satised.
Then, the exchange method in Algorithm 2 with  = 0 either stops with a solution x = xk0
of GSIP or the sequence fxkg of solutions of GSIP(Y k) has an accumulation point x and
each such point is a solution of GSIP.
Proof. We consider the case that the algorithm does not stop with a solution. As in the
proof of Theorem 2, by our assumptions, a solution xk of GSIP(Y k) exist and xk 2 M0.
Thus, the sequence fxkg has an accumulation point x 2 M0 and again we can assume
xk ! x; k !1. As before we nd
f(x)  vGSIP
and we only have to show that x 2 M , i.e. v(x)  0 for the value function v(x) of Q(x).
In view of v(xk) = g(xk; yk1) (see Algorithm 2ii) we can write
v(x) = v(xk) + v(x)− v(xk) = g(xk; yk1) + v(x)− v(xk) :
Since yk1(x) 2 Y k+1(x) we have g(xk+1; yk1(xk+1))  0 and in view of A4 it follows using
yk1 = y
k
1(x
k) that jyk1(xk+1)− yk1 j ! 0 for k !1. Consequently, by continuity of g and v
(cf. Remark 1) we nd
v(x)  (g(xk; yk1)− g(xk+1; yk1(xk+1))+ (v(x)− v(xk)! 0 for k !1 : 2
After deriving the convergence results we have to discuss how strong the assumptions
A1-A4 are. We furthermore indicate how the assumption A3 can be fullled in practice.
From the theoretical point of view, the only severe assumption is the condition in A1
that the set-valued mapping Y is continuous. This condition is not fullled in general (in
the generic case) since in particular it excludes that by changing x a (connected) component
of Y (x) may disappear (or a new component may appear). Recall that a sucient condition
for the continuity of Y is the condition AMFCQ. We give an example.
Example 2 Consider the problem
P: min x2 s.t. x 2M = fx 2 [−2; 2] j y − x− 1  0; y 2 Y (x)g;
with Y (x) = fy 2 IR j 0  y; y  −xg. We nd Y (x) =  [x;0] ; x0; ; x>0 and M = [−2;−1] [
(0; 2]. At x = 0 the condition MFCQ is not fullled for Y (x) = f0g. Obviously, the
mapping Y is not continuous at x = 0, M is not closed and a solution of P does not exist.
We now outline a possible way to construct a continuous discretization Y (x) of Y (x) as
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given in A3. In practice, this has only to be done locally near a given point x (where
the actual computation takes place). Under assumption A1 or the stronger condition
AMFCQ such a construction is always possible. Note, that AMFCQ implies that for x near x,
x; x 2M0, the sets Y (x) and Y (x) are (Lipschitz-) homeomorphic (cf. [2, Theorem B]).
We give the construction for the case that Y (x) is a set in IR2. Assume that Y (x) 
C0; x 2M0 (cf. (1)). Let be given x of M0 and an appropriate, small neighborhood U(x)
of x.
Construction of Y (x) in U(x): Choose a mesh size h and dene the grid points pi;j =
h(i; j); i; j 2 ZZ. Choose N 2 IN such that C0  f(y1; y2) j − hN  yi  hN; i = 1; 2g.
Initialize index sets, I1 = I2 = ;, and proceed as follows:
For i; j = −N to N do:
1. If pi;j =2 Y (x), goto 4, else goto 2.
2. If pi+;j+ 2 Y (x) for all ;  = −1; 0; 1 (neighbors of pi;j) then put I1 = I1 [ f(i; j)g,
yi;j(x) = pi;j, x 2 U(x) and goto 4
else put I2 = I2 [ f(i; j)g and goto 3.
3. For ;  = −1; 0; 1 (or some other ordening) do :
if pi+;j+ =2 Y (x), then put i = ; j =  and dene yi;j(x) to be the intersection
point of the line l(t) = pi;j + t(pi+i;j+j − pi;j) , jtj minimal, with the boundary
@Y (x). Goto 4.
Next ;  .
4. Next i; j.
Then, the desired discretization is given by Y (x) = fyi;j(x) ; (i; j) 2 I1 [ I2g :
Figure 1 Illustration of the construction of the discretization Y (x).
Remark 3 Clearly, the ‘size’ of the neighborhood U(x) where the discretization Y (x)
constructed above can be used, is strongly related to the mesh size h chosen in the con-
struction. The neighborhood U(x) should necessarily satisfy the condition
pi;j 2 Y (x); (i; j) 2 I1; for all x 2 U(x) :
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In a forthcoming paper [13] we will investigate numerically whether this construction can
be implemented in practice such that the convergence of the Algorithms 1 and 2 are not
aected.
For SIP, the set Y and the discretization Y  do not depend on x such that the assumptions
A3 and A4 are not relevant. So, one could also try to avoid the construction in A3 by
transforming GSIP into a common SIP. In [12] it has been shown that under AMFCQ the
problem GSIP can be transformed to an equivalent SIP (with functions ~g(x; y) which need
only to be Lipschitz-continuous). However, in the general case this transformation is con-
structed by locally dened functions which are ‘glued together’ in an abstract way. Hence,
this transformation is only useful if the set valued function Y satises certain convexity
conditions. See [12, Lemma 1] for such a construction. In [13] numerical experiments will
be done.
5 Convex GSIP
In this section we answer the question under which conditions a GSIP is a convex problem,
i.e. under which conditions the feasible set of GSIP is convex and the rst order condition
is sucient for optimality.
Similar to the situation in nite optimization, the following is true for SIP.
Theorem 4 Let be given a problem SIP. Suppose, f is convex and for any (xed) y the
function −g(x; y) is convex in x (on IRn). Then we have:
(a) The feasible set M of SIP is convex.
(b) Suppose, for x 2M the Kuhn-Tucker condition is satised, i.e. with 0 = 1,
1; : : : ; p  0 the equation (8) holds. Then, x is a (global) minimizer of SIP.
For GSIP the situation is more complicated due to the dependence of Y on x. This is
illustrated by the problem in Example 2 where the feasible set M = [−2;−1][ (0; 2] is not
convex although all problem functions are linear.
We rstly give a sucient condition for M to be a convex set.
Lemma 2 Suppose that the function −g(x; y) is convex in (x; y) (on IRn+r) and assume
that the following set-valued inclusion holds: For any x1; x2 2 IRn and ; 0 <  < 1 we
have,
Y (x1 + (1− )x2)  Y (x1) + (1− )Y (x2) : (22)
Then, the feasible set M of GSIP is convex.
Proof. Let be given x1; x2 2 IRn, 0 <  < 1. Put x = x1 + (1 − )x2. Choose
y 2 Y (x) arbitrarily. In view of (22), there exist y1 2 Y (x1); y2 2 Y (x2) such that
y = y1 + (1− )y2. By convexity of −g we nd
g(x; y) = g((x1; y1) + (1− )(x2; y2))  g(x1; y1) + (1− )g(x2; y2)  0 : 2
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To illustrate condition (22) we have depicted in Figure 2 two possible situations for the
case that x; y 2 IR.
x2
x1 x
x2 x1
x
Figure 2 a) Condition (22) is satised b) Condition (22) is not satised
From Figure 2b it is clear that for Y (x) = fy 2 IR j vl(x; y)  0; l 2 Lg; x 2 IR the
condition (22) cannot be satised if there exist points x; y 2 Y (x) such that v1(x; y) =
v1(x; y) = 0 and the gradients Dv1(x; y); Dv2(x; y) are linearly independent. So, roughly
speaking, the boundary of the set f(x; y) j y 2 Y (x)gmay not have ‘corners’ as in Figure 2b.
Before proving our main result, we need a lemma.
Lemma 3 Let be given x 2 IRn and a point y1 2 Y (x) such that at y1 the condition
LICQ holds for Q(x). Then, there exist a neighborhood U(x) of x and a C1-function
y1 : U(x) ! IRr; such that y1(x) = y1; y1(x) 2 Y (x) and vl(x; y1(x)) = 0 for all
l 2 L0(x; y1); x 2 U(x).
Proof. The result follows by applying the implicit function theorem to the equations
vl(x; y) = 0; l 2 L0(x; y1). 2
Theorem 5 Suppose, the Kuhn-Tucker condition for GSIP is satised at x 2 M , i.e.
(6) holds with 0 = 1 and points y1; : : : ; yp 2 Y0(x). Suppose, the assumptions of Lemma 2
hold and LICQ is satised for Q(x) at all active points y1; : : : ; yp. Let furthermore f be
convex (in x) and vl(x; y); l 2 L, be convex in ((x; y)). Then, x is a global minimizer of
GSIP.
Proof. By convexity of −g, for any x 2M; yj 2 Y (x) we obtain,
0  g(x; yj)− g(x; yj)  Dxg(x; yj)(x− x) +Dyg(x; yj)(yj − yj) : (23)
Choose now the neighborhood U(x) and the functions yj = yj(x) according to Lemma 3
corresponding to the points y1; : : : ; yp 2 Y0(x). Using convexity of vl it follows
0 = vl(x; yj)− vl(x; yj)  Dxvl(x; yj)(x− x) +Dyvl(x; yj)(yj − yj) : (24)
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Thus for any x 2 U(x)\M we nd by using the convexity of f , the Kuhn-Tucker condition
(6) as well as (10), (23), (24) that
f(x)− f(x)  Df(x)(x− x)
=
pX
j=1
j

Dxg(x; yj)(x− x)−
X
l2L0(x;yj)
γjlDxvl(x; y
j)(x− x)

 −
pX
j=1
j

Dyg(x; yj)(yj − yj) +
X
l2L0(x;yj)
γjlDxvl(x; y
j)(x− x)

 −
pX
j=1
j
X
l2L0(x;yj)
γjl

Dyvl(x; yj)(yj − yj) +Dxvl(x; yj)(x− x)

 0 :
Hence, x is a local minimizer on U(x) \M . Since f is convex (on the convex set M), x is
also a global minimizer. 2
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