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Abstract
By using the equivalent integral form for the Q-curvature equation, we generalize the well-
known non-existence results on two-dimensional Gaussian curvature equation to all dimensional
Q-curvature equation. Somehow, we introduce a new approach to Q-curvature equation which
is higher order and even pseudo-differential equation. As a by-product, we do classify the
solutions for Q= 1 solutions on Sn as well as on Rn with necessary growth rate assumption.
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1. Introduction
The main objective of current paper is to classify the solutions of several conformally
invariant equations in Rn, standard Euclidean space of dimension n, and Sn, unit sphere
in Rn+1. As a ﬁrst step, we should deal with the following integral equation:
w(x) = 1
n
∫
Rn
[
log
( |y|
|x − y|
)]
K(y)enw(y) dy + C0, (1.1)
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where n = 12n is a dimensional constant such that n is the volume of the unit sphere
in Rn+1, and K and C0 are a smooth function in Rn and a constant, respectively.
The ﬁrst result concerning this conformal invariant integral equation is the following
generalized Pohozev’s identity.
Theorem 1.1. Suppose w(x) is a C1 solution of Eq. (2.1) such that K(x)enw(x) is
absolutely integrable over Rn. And if one sets
1
n
∫
Rn
K(y)enw(y) dy =  (1.2)
then −∞ <  < ∞, and the following identity holds.
(− 2) = 2
nn
∫
Rn
< x,∇K(x) > enw(x) dx. (1.3)
Such identity has its own interest. When n = 2, this is known due to Cheng and
Lin [9]. Even in this simple case, our method is different from theirs.
This result then will be used to classify all solutions of Eq. (1.1) for K = n, where
n is a dimensional constant.
Theorem 1.2. Suppose w(x) is a C1 solution of Eq. (1.1) with K ≡ n, a positive
constant. If ew(x) is in Ln(Rn), then there exist a positive constant  and a point
x0 ∈ Rn such that
w(x) = log
[
2
2 + |x − x0|2
]
. (1.4)
The method we are going to use is the method of moving spheres for integral
equation. In classical way to classify the solutions of such semi-linear equations with
critical Sobolev exponents, we usually use the method of moving planes to reduce
the solutions to rotationally symmetric case and then classify the radial solutions. This
type of approach can be seen in many papers such as Caffarelli et al. [2] or very
fundamental work in this direction by Gidas et al. [10], just mention two. However, in
our case here, due to higher order, even radial solutions are hard to write them down.
Our approach was motivated by very recent works of Chen et al. [8] and Li [13]. They
have studied the integral equation of type:
u(x) =
∫
Rn
|x − y|qup(y) dy. (1.5)
They were motivated by one question raised by Lieb [15] or [16]. We should point
out that this integral equation has positive C1 solution if and only if (p+ 1)q+ 2n=0.
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We should also point out that this later condition is the exact power to make the
integral equation conformal invariant. In [8], they, using the method of moving planes,
classiﬁed all positive solutions of Eq. (1.5) with q =  − n and p = (n + )/(n − )
where 0 <  < n. In [13], the author studied the same problem with less regularity
assumption by using the method of moving sphere, a variant form of moving planes. He
also studied more general cases to include negative power p. More general discussion
regarding this integral equation including the geometric meaning of negative power can
be found in our recent preprint [21].
As a byproduct of this classiﬁcation, we will apply this result to further study the cor-
responding differential equations which have been received a lot of attentions recently.
The result we have got is the following theorem.
Theorem 1.3. Let w ∈ C∞ be the solution of the following differential equation
(−)n/2w = (n− 1)!enw in Rn, (1.6)
such that w(x) = o(|x|2) and
 :=
∫
Rn
enw(x) dx < ∞. (1.7)
Then w is given by
w(x) = log 2
2 + |x − x0|2
for some positive constant  and some point x0 ∈ Rn.
This theorem is well known in the case n is even. For n = 2, it is proved by Chen
and Li [7] more than 10 years ago. In this case, as long as the integrability condition
is assumed, the growth rate at inﬁnity is not needed since special feature of dimension
two. For n = 4, such theorem has been shown by Lin [17] with moving plane method
and author [20] with the method of moving spheres. For n4 and n is even, exact
statement has been shown by Wei and author [18].
For the case n is odd, such theorem has been proved by Chang and Yang [4] for
the solutions projected down from Sn. It seems this is the only existing result in this
case except the preprint by Zhu on n = 3 case.
The proof we provided here works for all dimensions n3.
Recall that for n = 2, one of motivation to study this differential equation is to get
better understand of Gaussian curvature functions on S2. Given a smooth function K(x)
on the two-dimensional standard sphere S2, the well-known Nirenberg problem is to
ﬁnd condition on K , so that it can be realized as the Gaussian curvature of point-wise
conformally related metrics. The problem is equivalent to solving the following partial
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differential equation:
(−w)+ 1 = Ke2w on S2, (1.8)
where − is the Laplacian of the standard round metric g.
For this problem, besides the obvious necessary condition that K be positive some-
where, there is another obstruction found by Kazdan and Warner in [12] and generalized
by Bourguignon and Ezin in [1]. Namely, for any conformal vector ﬁeld X and a so-
lution w of Eq. (1.8), the following equation must hold:
∫
S2
< X,∇K > e2w dx = 0. (1.9)
This is known as Kazdan–Warner condition.
For radially symmetric function, more than 10 years ago, this author and Yang [22]
have studied the existence and non-existence of solutions regarding this problem. We
were able to show that there is no radially symmetric solution if K ′ does not change
sign on where K > 0. Based on this result, we proposed a new condition for this
special class of functions. That is, if K(r) is a function, in order Eq. (1.8) to have a
solution, K ′ has to change sign on where K > 0. A few year later Chen and Li [5,6]
were able to show that indeed our proposed condition are necessary in order for Eq.
(1.8) to have a solution.
With recently progress on Q-curvature equations, it is nature to ask if we will
have similar property for higher-order equation. We, joint with Wei [18], studied the
following equation:
Pnw + (n− 1)! = (n− 1)!Kenw on Sn, (1.10)
where Pn is so-called the Paneitz operator:
Pn =

 
n−2
2
k=1(−+ k(n− k − 1)) for n even,
(−+ ( n−12 )2)1/2
n−3
2
k=0(−+ k(n− k − 1)) for n odd.
We were able to show that the condition on K found by Chang and Yang [3] for the
existence of solutions of Eq. (1.8) in two-dimensional case holds true for the existence
of solutions of Eq. (1.10) in any dimensions which is greater than or equal to two.
Then, naturally we would like to know if this is the case for above non-existence
results.
Due to complexity of the operator, the question is not easy to answer. If we look at
its differential equation level, when we project it down to Rn, we have to work with
the differential equation
(−)n/2w = (n− 1)!K(r)enw in Rn, (1.11)
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(when n is odd, it is even pseduo-differential equation). Very recent progress in con-
formal geometry indicates that such equations have some fundamental importance in
understanding some topological quantities such as Chern–Gauss–Bonnet integrand in
higher dimension. As we may all know that although this is elliptic equation, the maxi-
mum principle fails to hold for such operators. The local estimate for lower-dimensional
case cannot hold for general case in differential equation level. Nevertheless, our in-
tegral approach makes it possible to show the following theorem which is exactly
generalization of the non-existence theorem in above.
Theorem 1.4. Suppose K(r) is a smooth radially symmetric function on Sn. If K is
monotone on where K > 0 and not identically constant, then Eq. (1.10) has no solution
on Sn.
As a by-product of this approach, we are able to classify all solutions of Eq. (1.11)
with K = 1 under some necessary growth assumption.
The organization of this paper is as follows. In Section 2, we should prove Pohozev’s
identity (Theorem 1.1) for the integral equation. We think such result is new except
the case we have pointed out in above. Keep in mind that for odd dimension, our
differential operator is pseudo-differential operator. It will be very hard to see if there
is such identity at all. But in the integral equation level, it is true for all. The main point
here is that the solutions of the integral equation have very well controlled behavior near
inﬁnity, hence the traditional integration by parts can be made to work in this situation.
After some technical preparations in Section 3, we should classify all solutions of the
integral equations for K = n, and hence prove Theorem 1.2. We adopt the method of
moving spheres. We would like to point out that we have learned this method ﬁrst from
a paper by Li and Zhu [14]. As an application, in Section 5, we deal with solutions
of the corresponding differential equation and prove Theorem 1.3. In Section 6, we
do some preparation for Theorem 1.4, mainly point out the relationship between the
equation on Sn and the integral equation on Rn. And ﬁnally, in Section 7, we prove
the result which is easy consequence of the result in Section 6.
2. Pohozev’s identity
The aim of this section is to study the solutions of the following integral equation
which is so-called conformally invariant integral equation.
w(x) = 1
n
∫
Rn
[
log
( |y|
|x − y|
)]
K(y)enw(y) dy + C0, (2.1)
where n = 12n is a dimensional constant such that n is the volume of the
unit sphere in Rn+1 and K and C0 are a smooth function in Rn and a constant,
respectively.
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Theorem 2.1. Suppose w(x) is a C1 solution of Eq. (2.1) such that K(x)enw(x) is
absolutely integrable over Rn. And if one sets
1
n
∫
Rn
K(y)enw(y) dy =  (2.2)
then −∞ <  < ∞, and the following identity holds:
(− 2) = 2
nn
∫
Rn
< x,∇K(x) > enw(x) dx. (2.3)
Proof. Finiteness for  is just the assumption of the integrability of the function
K(x)enw(x). Here, we mainly need to show that the identity (2.3) holds true. Since
w(x) is C1, ∇w exists and is continuous. It is not hard to justify that we can take the
derivative under the integral sign. First, differentiate Eq. (2.1) to get
< x,∇w(x) >= − 1
n
∫
Rn
< x, x − y >
|x − y|2 K(y)e
nw(y) dy. (2.4)
Now, one multiplies both sides of (2.4) by K(x)enw(x) and integrate the resulting
equation both sides over the ball BR(0) for any R > 0, one obtains:∫
BR(0)
K(x)enw(x)
[
− 1
n
∫
Rn
< x, x − y >
|x − y|2 K(y)e
nw(y) dy
]
dx
=
∫
BR(0)
K(x)enw(x) < x,∇w(x) > dx. (2.5)
Now on the right-hand side, one uses divergence theorem to get∫
BR(0)
K(x)enw(x) < x,∇w(x) > dx
= 1
n
∫
BR(0)
K(x) < x,∇enw(x) > dx
= −
∫
BR(0)
{
K(x)+ 1
n
[< x,∇K(x) >]
}
enw(x)dx
+ 1
n
∫
BR(0)
K(x)enw(x)R d. (2.6)
Letting R → ∞, one has
RHS = −
∫
Rn
{
K(x)+ 1
n
[< x,∇K(x) >]
}
enw(x)dx, (2.7)
since  is ﬁnite, the second term goes to zero as R → ∞.
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While on the left-hand side of Eq. (2.5), one has the following identity.
∫
BR(0)
K(x)enw(x)
[
− 1
n
∫
Rn
< x, x − y >
|x − y|2 K(y)e
nw(y)dy
]
dx
= 1
2
∫
BR(0)
K(x)enw(x)
[
− 1
n
∫
Rn
K(y)enw(y)dy
]
dx
+ 1
2
∫
BR(0)
K(x)enw(x)
×
[
− 1
n
∫
Rn
< x + y, x − y >
|x − y|2 K(y)e
nw(y)dy
]
dx. (2.8)
Now, it is easy to see that the last term in Eq. (2.8) will vanish when one takes the
limit R → ∞ simply by changing variables x and y. Thus the left-hand side gives
LHS = −1
2

∫
Rn
K(y)enw(y) dy. (2.9)
Hence, combine (2.5), (2.7) and (2.9) to reach (2.3). 
3. Technique lemmas
The main purpose of this section is to show the following technical lemmas.
Lemma 3.1. Suppose w is a C2 function on Rn (n3) such that
(a) enw is in L1(Rn);
(b) w satisﬁes the following equation:
w + (n− 2)
∫
Rn
enw(y)
|x − y|2 dy = 0. (3.1)
Then there is a constant C > 0 such that |w|(x)C on Rn.
Proof. Set = ∫Rn enw(y) dy. Then assumption (a) implies that  < ∞. Therefore
there exists a big constant R > 0 such that
∫
Rn\BR(0)
enw(y) dy 1
8
. (3.2)
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Now for any x0 ∈ Rn\BR+8(0), consider the solution h of the equation
{
[(−)h](x) = (n− 2) ∫
B4(x0)
enw(y)
|x−y|2 dy in B4(x0),
h = 0 on B4(x0).
(3.3)
And also consider the function
v1(x) =
∫
B4(x0)
[
log
(
16
|x − y|
)]
enw(y) dy (3.4)
for all x ∈ B4(x0). Since for all x, y ∈ B4(x0), we have
|x − y| |x − x0| + |y − x0|4+ 4 = 8.
Hence we conclude that
v1(x)0 in B4(x0).
It is routine calculation that
[(−)v1](x) = (n− 2)
∫
B4(x0)
enw(y)
|x − y|2 dy. (3.5)
Combine (3.3) and (3.5) to obtain:
{
(−)[±h− v1]0 in B4(x0),
± h− v10 on B4(x0). (3.6)
The maximum principle allows us to conclude that
|h(x)|v1(x) x ∈ B4(x0). (3.7)
Now let us denote the measure enw(y)dy/
∫
B4(x0)
enw(y)dy by d. Therefore Jenson’s
inequality, together with (3.2), implies that∫
B4(x0)
exp [4n|h(x)|] dx

∫
B4(x0)
exp
[
nv1(x)
2
∫
B4(x0)
enw(y)dy
]
dx
=
∫
B4(x0)
exp
[
n
2
∫
B4(x0)
{
log
(
16
|x − y|
)}
d
]
dx
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
∫
B4(x0)
{∫
B4(x0)
(
16
|x − y|
)n/2
d
}
dx
=
∫
B4(x0)
{∫
B4(x0)
(
16
|x − y|
)n/2
dx
}
d
C. (3.8)
Now, we consider the function q(x) = w(x)−h(x) in the smaller ball B3(x0). First,
we observe that
(q)(x)=(w)(x)− (h)(x)
=−(n− 2)
∫
Rn
enw(y)
|x − y|2 dy + (n− 2)
∫
B4(x0)
enw(y)
|x − y|2 dy
=−(n− 2)
∫
Rn\B4(x0)
enw(y)
|x − y|2 dy.
If x ∈ B3(x0) and y ∈ Rn\B4(x0), then |x − y| |y − x0| − |x − x0|1. Therefore
we have
0(−q)(x)(n− 2). (3.9)
Hence it follows from weak Harnack principle [11, Theorem 8.17] that
sup
B2(x0)
q(x)C[‖q+‖L2(B3(x0)) + ‖q‖L∞(B3(x0))]. (3.10)
As we have seen in (3.9) that the second term is bounded independent of x0. To
estimate the ﬁrst term, we note that q+(x) = (w − h)+(x)w+(x) + |h(x)| and also
we have for all t0, 2et t2. Thus we have∫
B3(x0)
[q+(x)]2dx
2
∫
B3(x0)
eq
+(x)dx
2
∫
B3(x0)
ew
+(x)e|h(x)| dx
2
∫
B3(x0)
{
1+ ew(x)
}
e|h(x)| dx
2
[∫
B3(x0)
enw(x)dx
]1/n [∫
B3(x0)
en|h(x)|/(n−1) dx
](n−1)/n
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+ 2
∫
B3(x0)
e|h(x)| dx
C, (3.11)
where C is independent of x0 by using (3.8) and assumption (a).
Therefore, it follows that w(y) = q(y)+ h(y)C + |h(y)| in the even smaller ball
B2(x0). Therefore we reach the estimate
∫
B2(x0)
e4nw(y) dye4nC
∫
B2(x0)
e4n|h(y)| dyC1, (3.12)
where we have used the estimate (3.8).
Next by Eq. (3.1), we have, for any |x0| sufﬁciently large,
|w|(x0)=(n− 2)
∫
Rn
enw(y)
|x0 − y|2 dy
=(n− 2)
∫
Rn\B2(x0)
enw(y)
|x0 − y|2 dy + (n− 2)
∫
B2(x0)
enw(y)
|x0 − y|2 dy
 n− 2
4
∫
Rn
enw(y) dy
+ (n− 2)
(∫
B2(x0)
1
|x0 − y|2p dy
)1/p (∫
B2(x0)
eqnw(y)dy
)1/q
,
where p and q are such that 1/p+1/q = 1. Since n3, choose p = 4n−18 , then p > 1
and q = 4n−14n−9 < 4. Clearly with those choices of p and q, the ﬁrst integral of the
second term in the right-hand side of above equation is bounded. Other two integrals
are also bounded by (3.12) and the assumption (a).
Therefore |w| is bounded on Rn\BR+8(0). But if w satisﬁes the equation (3.1),
then w is continuous and hence is bounded on BR+8(0).
This ﬁnishes the proof of Lemma 3.1. 
Lemma 3.2. Suppose w is a C2 function on Rn such that 0(−)w(x)A on Rn
for some constant A and ∫Rn enw(y) dy =  < ∞. Then there exists a constant B,
depending only on A, n and , such that w(x)B on Rn.
Proof. For any point x0 in Rn, let w1 be the solution of Poisson’s problem
{
(−)w1 = (−w) := f in B1(x0),
w1 = 0 on B1(x0). (3.13)
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It follows from the elliptic estimate of Poisson’s equation (for example, [11] on p.
72, Question 4.10) that
|w1(x)| 12n supB1(x0)
|f | A
2n
. (3.14)
Now we set w2(x) = w(x)−w1(x) in B1(x0). Then it is obvious that (−)w2 = 0
in the unit ball B1(x0). By mean property for harmonic functions, we reach at the
estimate
‖w+2 ‖L∞(B1/2(x0))C2(n)
(∫
B1(x0)
w+2 dx
)
, (3.15)
where w+2 is the positive part of w2. However, it follows from deﬁnition of w2, we
have
w+2 w+ + |w1|.
And notice that we have the obvious inequality
∫
B1(x0)
nw+ dx
∫
B1(x0)
enw dx.
Thus, combine those estimates to get
∫
B1(x0)
w+2 dx

2n
+ A
2n
n := C3(n,A, ),
where n is the volume of solid unit ball in Rn. Thus it follows from estimate (3.15)
that
‖w+2 ‖L∞(B1/2(x0))C2(n)C3(n,A, ).
Finally by deﬁnition again, we have
w = w1 + w2,
thus,
w+w+2 + |w1|C2(n)C3(n,A, )+
A
2n
,
which is independent of x0. Since x0 is arbitrary, Lemma 3.2 follows. 
12 X. Xu / Journal of Functional Analysis 222 (2005) 1–28
4. Classiﬁcation of solutions of integral equations
As a main result in this section, one should prove the following theorem.
Theorem 4.1. Suppose w(x) is a C1 solution of Eq. (2.1) with K ≡ n, a positive
constant. If ew(x) is in Ln(Rn), then there exist a positive constant  and a point
x0 ∈ Rn such that
w(x) = log
[
2
2 + |x − x0|2
]
. (4.1)
Proof. It follows from Theorem 2.1 that (1/n)
∫
Rn ne
nw(y)dy = 2. It worths to point
out that, without loss of generality, we can assume n = 1 by simply adding 1n log n to
w to make K = 1. It will cost just with different constant C0 in our integral equation
(2.1). And also we assume n3 since the result for n2 is well known. Clearly
w satisﬁes the assumption (a) of Lemma 3.1. By differentiating Eq. (2.1) under the
integral sign twice, we have that w also satisﬁes the assumption (b) of Lemma 3.1 up
to a constant shifting. Therefore |w| is bounded on Rn. It follows from Lemma 3.2
that w(x)B for some constant B > 0. Then, for any x0 in Rn, Eq. (2.1) and Jenson’s
inequality, together with the fact that  = 2, imply that
e−w(x)+C0+w(x0) 1
2n
∫
Rn
|x − y|2
|y − x0|2 e
nw(y) dy
 1
2n
{
|x − x0|2
∫
Rn
enw(y)
|y − x0|2 dy
+ 2|x − x0|
∫
Rn
enw(y)
|y − x0| dy +
∫
Rn
enw(y) dy
}
=C1(x0)|x − x0|2 + C2(x0)|x − x0| + 1, (4.2)
where
C1(x0) = 12n
∫
Rn
enw(y)
|y − x0|2 dy
and
C2(x0) = 1n
∫
Rn
enw(y)
|y − x0| dy.
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Now, we can easily see that C1(x0) and C2(x0) are bounded from above with bounds
independent of x0. For example, to see C1(x0) is bounded, we perform the following
calculation:
2nC1(x0)=
∫
B2(x0)
enw(y)
|y − x0|2 dy +
∫
Rn\B2(x0)
enw(y)
|y − x0|2 dy
enB
∫
B2(x0)
1
|y − x0|2 dy +
1
2
n
enB n
n− 2n2
n−2 + n
2
.
It follows from inequality (4.2) that
w(x)− w(x0) − 2 log |x − x0| + C3 (4.3)
for some constant C3 and for |x| sufﬁciently large, say R0 > 1. Keep in mind that,
with the estimate on C1(x0) and C2(x0), C3 is independent of x0.
With these preparations, we are ready to run the method of moving spheres.
Step 1: For any  > 0 and any point x0 ∈ Rn, set
w,x0(x) = w
(
2(x − x0)
|x − x0|2 + x0
)
− 2 log
[ |x − x0|

]
.
And also set
u,x0(x) = w,x0(x)− w(x). (4.4)
By the deﬁnition, we have
w,x0(x)=w
(
2(x − x0)
|x − x0|2 + x0
)
− 2 log
[ |x − x0|

]
 1
n
∫
Rn

log

 |y|
|2(x−x0)|x−x0|2 + x0 − y||



 enw,x0 (y)dy
− 2 log
[ |x − x0|

]
+ C0.
It follows from elementary but trick and long calculation plus variable changes that
u,x0(x) =
1
n
∫
B(x0)
K(x, y)
[
enw,x0 (y) − enw(y)
]
dy, (4.5)
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where the kernel function K(x, y) is given by
K(x, y) = log

 |x − x0||
2(x−x0)
|x−x0|2 + x0 − y|
|x − y|

 . (4.6)
It is elementary calculation to see that K(x, y)0 for all x, y ∈ B(x0).
Claim 1. If  is small enough, u,x0(x) is positive in the ball B(x0).
To see this, without loss of generality, we may assume x0 = 0, Otherwise we replace
w(x)−w(0) by w(x)−w(x0). First of all, we note that if |x| 2R0 where R0 is given
by estimate (4.3), then
|
2x
|x|2 | =
2
|x|R0. (4.7)
Thus, by deﬁnition and estimates (4.3) and (4.7), we have
u,0(x)=
[
w
(
2x
|x|2
)
− w(0)
]
− [w(x)− w(0)]+ 2 log
(

|x|
)
−2 log
(
2
|x|
)
+ C3 − w(x)+ w(0)+ 2 log
(

|x|
)
=−2 log+ C3 − w(x)+ w(0). (4.8)
Clearly it follows from this estimate, when  is small enough and |x|R02, then
u,0(x)0 (4.9)
since w(x)−w(0) is near zero for |x| sufﬁciently small. On the other hand, the directly
calculation shows that, for 
2
R0
 |x|,
−u,0(x)=w(x)− 
[
w
(
2x
|x|2
)]
+ 2(n− 2)|x|2
=|x|−2
{
|x|2w(x)− 
4
|x|2 (w)
(
2x
|x|2
)}
+ |x|−2
{
2(n− 2)2[y∇w(y)]y=2x/|x|2 + 2(n− 2)
}
. (4.10)
Since 2R0|x|, we have 2|x|R0. Therefore, it follows from Eq. (4.10) that
−|x|2u,00 since the ﬁrst and third terms of the right-hand side are small if |x|
X. Xu / Journal of Functional Analysis 222 (2005) 1–28 15
is small, second term is positive, and the last term is a ﬁxed positive constant due to
assumption that n3.
Therefore by maximum principle, we conclude that u,0(x)0 for 
2
R0
 |x| since
u,0(x)0 for |x|R0 = 2 by estimate (4.9) and u,0(x) = 0 for |x| =  by deﬁnition.
Now Claim 1 follows from this and the estimate (4.9).
Step 2: Now let us deﬁne
0(x0)
= sup {|u	,x00 for all x ∈ B	(x0), and for all 0 < 	} . (4.11)
Claim 2. For all x0, 0 < 0(x0) < ∞.
In fact, the positivity of 0 has been seen in Step 1. To see it is always ﬁnite, ﬁrst
of all, suppose for all x0 ∈ Rn, 0(x0) = ∞. In particular, for x0 = 0, we will have
for all  > 0, u,0(x)0. That is,
w
(
2x
|x|2
)
− 2 log |x| + 2 logw(x), (4.12)
for all x ∈ Rn. Fixing a  > 0, one sets y = 2x/|x|2. Solve for x to get x = 2y/|y|2.
Hence, put it into Eq. (4.12) to get
w(y)w
(
2y
|y|2
)
− 2 log |y| + 2 log.
Hence we have
w(y)+ 2 logw
(
2y
|y|2
)
+ 2 log2 − log |y|. (4.13)
On the one hand, it follows from the integral equation and Lemma 3.2 that
w(x)B < ∞. (4.14)
On the other hand, we can apply the estimate (4.3) with x0 = 0 and x = 2y/|y|2
to obtain
w
(
2y
|y|2
)
+ 2 log2 − log |y|C3 + w(0),
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for all  > 0. Thus combine (4.13), (4.14) and this to get
B + 2 logC3 + w(0), (4.15)
for all y such that R0|y|2.
This clearly is impossible for all  if w(0), B, and C3 all are ﬁnite.
Therefore there exists x0 ∈ Rn such that 0(x0) < ∞. Without loss of generality, let
us assume x0 = 0.
We claim that if 0 < ∞, then u0,0(x) ≡ 0 in B0(0). If this is the case, it will
vanish identically in Rn through the reﬂection. That is,
w
(
20x
|x|2
)
= w(x)+ 2 log |x|
0
(4.16)
for all x ∈ Rn.
To show this claim, ﬁrst let us do the following calculation. Since x0 = 0, for any
 > 0, our kernel function K(x, y) can be written as
K(x, y)
= 1
2
[
log
(
2 − 2 < x, y > +|x|
2
2
|y|2
)
− log(|x − y|2)
]
. (4.17)
Since on the sphere |x| = , the unit outward normal direction is given by 
 =
x|x|−1, hence we have
K

x
‖|x|= = |y|
2 − 2
|x − y|2 . (4.18)
Therefore we have
u0,0(x)

x
‖B0 (0)
= 1
0n
∫
B0 (0)
|y|2 − 20
|x − y|2
[
enw0,0(y) − enw(y)
]
dy. (4.19)
By deﬁnition of 0, we see that u0,0(x)0 in the ball B0(0) and if the function
u0,0(x) is not identically zero, it must be strictly positive inside the ball. And it follows
from the calculation (4.19) that at every boundary point x2, we will have
u0,0

x
(x2) < 0. (4.20)
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But on other hand, it follows from the deﬁnition of 0, that there is a sequence k
such that
1. k > 0 and k → 0 as k → ∞;
2. minBk (0) uk,0(x) < 0.
Since the function uk,0(x) is continuous function and it is ﬁnite at x = 0, hence
it is ﬁnite everywhere in the ball. And also it vanishes on the boundary, hence we
conclude that there is a zk ∈ Bk (0) such that
uk,0(zk) = min
Bk ,0(0)
uk,0(x) < 0. (4.21)
Clearly {zk} has a convergent subsequence, still denote by zk with the limit point
x2. And also it is clear that ∇uk,0(zk) = 0.
Now if we let k → ∞, we get
1. |x2|0;
2. ∇u0(x2) = 0.
Thus there will be two possibilities to consider: either |x2| < 0 or |x2| = 0. In the
ﬁrst case, it will contradict to our assumption that u0,0 is strictly positive in B0(0). In
the second case, the second condition will contradict to our calculation (4.20). Hence
our claim follows.
So, in particular, it follows from Eq. (4.16) that
w(0)= lim|x|→∞ w
(
20x
|x|2
)
= lim|x|→∞[w(x)+ 2 log |x|] − 2 log0. (4.22)
Now, suppose there exists x0 ∈ Rn such that 0(x0) = ∞. Then we have for all
 > 0, and all x ∈ B(x0),
w
(
2(x − x0)
|x − x0|2 + x0
)
− 2 log
[ |x − x0|

]
w(x). (4.23)
Now ﬁxing  > 0 and set y = 2(x − x0)/|x − x0|2 + x0 and let x → x0, we have
lim|y|→∞[w(y)+ 2 log(|y|)]w(x0)+ 2 log. (4.24)
By Eq. (4.22), we know that left-hand side of Eq. (4.24) is less than or equal to
w(0)+ 2 log0. Thus, we simply get
w(0)+ 2 log0w(x0)+ 2 log.
Now we let → ∞ to get a contradiction.
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Step 3: It follows from Step 2 that for all x0 ∈ Rn, there exists 0(x0) > 0 such
that u0,x0 ≡ 0 in Rn. Set
h(x) = ew(x). (4.25)
Then u0(x0),x0(x) ≡ 0 implies that
h(x) = (0(x0))
2
|x − x0|2 h
(
(0(x0))
2(x − x0)
|x − x0|2 + x0
)
. (4.26)
Then it is routine to see that h−1(x) is quadratic polynomial. For simplicity, let us
denote x0 by b and 0(x0) by b. Hence we have
h(x + b) = 
2
b
|x|2 h
(
2bx
|x|2 + b
)
. (4.27)
Thus we conclude that for every ﬁxed b ∈ Rn,
lim|x|→∞[|x|
2h(x)] = 2bh(b).
We shall denote the constant 2bh(b) by A which is independent of b. If A = 0,
then clearly h(b) = 0 for all b ∈ Rn and hence w ≡ −∞ which is not allowed by
assumption that w(x) is C1. If A = 0, then A > 0 by deﬁnition of h(x). Thus we may
assume that A = 1. By Taylor’s expansion, when b = 0, we have
h(z) = 
2
0
|z|2
[
h(0)+ h
zi
∣∣∣∣
z=0
zi
|z|2 
2
0 +O(|z|−1)
]
. (4.28)
However, by expanding at b, we also have
h(z)= 
2
b
|z− b|2
[
h(b)+ h
zi
∣∣∣∣
z=b
zi − bi
|z− b|2 
2
b +O(|z|−1)
]
=
[
2b
|z|2 +
2b
|z|4 2zibi + . . .
]
×
[
h(b)+ h
zi
∣∣∣∣
z=b
zi − bi
|z− b|2 
2
b +O(|z|−1)
]
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=
[
2b
|z|2 +
2b
|z|4 2zibi + . . .
]
×
[
h(b)+ h
zi
∣∣∣∣
z=b
{
zi
|z|2 +O(|z|
−2)
}
2b +O(|z|−1)
]
.
Therefore, by comparison of the two different expansions of h(z) above, we have
4b
h
zi
∣∣∣
z=b = 
4
b
h
zi
∣∣∣
z=0 − 2bi , which is the same as
h(b)−2 h
zi
∣∣∣∣
z=b
= h(0)−2 h
zi
∣∣∣∣
z=0
− 2bi,
here we used the fact that 2bh(b) = 1, hence 2b = h(b)−1.
Then by the chain rule, we have
−h
−1
zi
∣∣∣∣
z=b
= −h
−1
zi
∣∣∣∣
z=0
− |z|
2
zi
∣∣∣∣
z=b
which gives zi
[
h−1 − |z|2]∣∣∣
z=b = Ci and hence h
−1(z) = |z|2 + Ci(zi) + D =
|z+ C2 |2 + E, where C, D and E are constants. Now since h(z) > 0, E > 0. Rewrite
E = 2 and take care the fact that we have assumed the coefﬁcients for |z|2 to be one
to conclude that
w(x) = log
(
m
|x − x0|2 + 2
)
. (4.29)
Now, as we have observed before,
n =
vol(Sn)
2
,
and due to the special form of w, we can calculate the integral as follows:
2= 1
n
∫
Rn
[
m
|x − x0|2 + 2
]n
dx
= 2
n
mn
(2)n
∫
Rn
[
2
|x − x0|2 + 2
]n
dx.
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Now just notice that the last integral in above equation is nothing but the volume
n of the sphere Sn by conformal transformation on Sn. Hence we have m
n
(2)n = 1.
Thus, m = 2. 
5. Application to partial differential equations
As an application of Theorem 4.1, here we would like to show the following
theorem.
Theorem 5.1. Let w ∈ C∞ be the solution of the following differential equation
(−)n/2w = (n− 1)!enw in Rn, (5.1)
such that w(x) = o(|x|2) and
 :=
∫
Rn
enw(x) dx < ∞. (5.2)
Then w is given by
w(x) = log 2
2 + |x − x0|2
,
for some positive constant  and some point x0 ∈ Rn.
Proof. Since w satisﬁes condition (5.2), it is standard that the function
v(x) = n
n
∫
Rn
log
[ |y|
|x − y|
]
enw(y)dy (5.3)
is well deﬁned and since w ∈ C∞, v ∈ C∞ and v also satisﬁes Eq. (5.1) by suitable
choice of the constant n. Now set p = [n+12 ], the greatest integer less than or equal
to (n + 1)/2. We can see that the function w − v is poly-harmonic function with
(−)p(w − v) = 0.
We claim that under our assumption, (−)p−1(w− v) = 0. To this done, ﬁrst of all,
it follows from deﬁnition of v and elementary calculation (for detail, please see [17,
Lemma 2.1]) that
v(x) −  log |x| + c1, (5.4)
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where  has been deﬁned in Eq. (5.2) and c1 is a constant. First of all, let us set u =
w − v. Since ()p−1u is harmonic, by mean value theorem and divergence theorem,
we have, for any x0 ∈ Rn and any r > 0,
[()p−1u](x0)
= 1
nrn
∫
Br(x0)
[
()p−1u
]
(y) dy
= 1
nrn
∫
Br(x0)

r
[()p−2u](y) dy
= n
r
1
nnrn−1
∫
Br(x0)

r
[()p−2u](y) dy
= n
r

r
1
nnrn−1
∫
Br(x0)
[()p−2u](y) dy, (5.5)
where /r is the normal derivative along the sphere.
Now, multiply (5.5) by r/n both sides and integrate the resulting equation with
respect to r from r = 0 to r to get
r2
2n
[()p−1u](x0)+ [()p−2u](x0)
= 1
nnrn−1
∫
Br(x0)
[()p−2u](y) dy. (5.6)
Then multiply (5.6) by rn−1n and integrate it with respect to r from r = 0 to r and
divide the whole resulting equation by rn to get
r2
2(n+ 2) [()
p−1u](x0)+ [()p−2u](x0)
= 1
nrn
∫
Br(x0)
[()p−2u](y) dy. (5.7)
Now repeat above argument p − 1 times to get
P(r):=C1(n, p)r2(p−1)[()p−1u](x0)
+C2(n, p)r2(p−2)[()p−2u](x0)
+ · · · + Cp−1(n, p)r2[()u](x0)
= 1
nnrn−1
∫
Br(x0)
u dy − u(x0), (5.8)
where all Ci(n, p) are positive constants depending only on p and n.
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Now since u = w − v, and (5.8) and Jensen’s inequality imply that
exp(nP (r))=e−nu(x0) exp
[
1
nnrn−1
∫
Br(x0)
u dy
]
e−nu(x0) 1
nnrn−1
∫
Br(x0)
enu(y) dy. (5.9)
Hence it follows from (5.4) that
u(x) = w(x)− v(x)w(x)+ c log |x| + c1.
Put it into (5.9) to get
r−nc exp(nP (r))e−nu(x0)+nc1 1
nnrn−1
∫
Br(x0)
enw(y) dy.
Thus we have to have rn−1−nc exp(nP (r)) ∈ L1(0,∞). Hence the leading coefﬁcient
in P(r) must be non-positive. That is,
[()p−1u](x0) = −C0. (5.10)
Note that by the deﬁnition of v(x), we know that v(x)0 in Rn, hence by mean
value property for super-harmonic function, we have, for all x0 ∈ Rn and r > 0
v(x0)
1
nnrn−1
∫
Br(x0)
v(y) dy. (5.11)
Thus it follows from Eq. (5.8) and Eq. (5.11) that
P(r) 1
nnrn−1
∫
Br(x0)
w(y) dy − w(x0). (5.12)
Since the right-hand side in Eq. (5.12) is sub-quadratic growth by assumption, by
dividing both sides by r2 and let r → ∞, if C in Eq. (5.10) is not zero, then we
would have
0 −∞,
which is impossible.
Therefore, repeat the above argument to see that u itself is a harmonic function.
X. Xu / Journal of Functional Analysis 222 (2005) 1–28 23
Hence in particular, w = v0. According to the deﬁnition of v, we can rewrite
this as
w + n(n− 2)
n
∫
Rn
enw(y)
|x − y|2 dy = 0. (5.13)
If n2, the result is well known. We assume here once again n3. Note that,
because of Eq. (5.13), w satisﬁes assumptions in Lemma 3.1 and hence Lemma 3.2.
We conclude that there is constant B such that wB < ∞. Our next claim is that v(x)
is sub-quadratic growth. Without loss of generality, we assume n = n. (Otherwise,
add a constant to w to make it be the case.)
By Jesson’s inequality, we have
e (2/) v(x)=exp
{∫
Rn
[
2 log
( |y|
|x − y|
)]
enw(y) dy

}
 1

∫
Rn
[ |y|2
|x − y|2
]
enw(y) dy
 1

∫
Rn
[ |y|2 − |x − y|2
|x − y|2
]
enw(y) dy + 1
 |x|
2

∫
Rn
enw(y)
|x − y|2 dy +
2|x|

∫
Rn
enw(y)
|x − y| dy + 1.
Now apply Lemma 3.1 to conclude that
∫
Rn
enw(y)
|x − y|2 dyC
and
∫
Rn
enw(y)
|x − y| dy
1/2C1/2,
by Hölder’s inequality. This shows that
v(x) log |x| + C, (5.14)
for some constant C and large |x|.
Due to the fact that ∫
Rn
enw(y)
|y|2 dy =
1
n− 2 (−w)(0) = C
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is ﬁnite, we also have
−v(x) log |x| + C, (5.15)
for a constant C and large |x| by using similar trick.
Therefore Eqs. (5.14) and (5.15) imply that
lim|x|→∞
|v(x)|
|x|2 = 0.
With all those efforts, we ﬁnally conclude that u = w − v is a entire harmonic
function with sub-quadratic growth.
Then the classical Liouville theorem implies that
w = v +
n∑
i=1
cixi + d (5.16)
for some constants ci and d .
Now the integrability condition (5.2) forces ci = 0 for i = 1, 2, . . . , n. It follows
from Eq. (5.16) and the estimate (5.4) that
enw(x)=end+nc1enven
∑n
i=1 cixi
C|x|−ncen
∑n
i=1 cixi .
Now since nw ∈ L1(Rn), we must have what we have expected. Hence, we conclude
that w satisﬁes the corresponding integral equation with constant K = n. Apply our
Theorem 4.1 to get formula for w.
This ﬁnishes the proof. 
6. Non-existence theorem for integral equations
As a preparation for next section, here we would like to prove the following theorem
which has its own interest.
Theorem 6.1. Suppose the function K(x) ≡ K(r), depending only on radial distance,
satisﬁes the following condition:
K(r) > 0, K ′(r)0 f or r1; K(r)0 f or r1. (6.1)
Then the integral equation
w(x) = 1
n
∫
Rn
[
log
( |y|
|x − y|
)]
K(y)enw(y)dy + C0, (6.2)
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has no C1 solution in Rn with the property that
1
n
∫
Rn
K(y)enw(y) dy = 2. (6.3)
Proof. First observe that the conditions (6.1) and (6.3) imply that K(x)enw(x) is abso-
lutely integrable over Rn. Hence it will be sufﬁcient to show the following
inequality:
w(x) > w
(
x
|x|2
)
− 2 log |x|, (6.4)
for a solution w of Eq. (6.2).
To see this inequality, let us express everything in terms of the integration.
II=w(x)− w
(
x
|x|2
)
+ 2 log |x|
= 1
n
∫
Rn

log

 |x|| x|x|2 − y||y|



K(r)enw(y) dy
− 1
n
∫
Rn
[
log
|x − y|
|y|
]
K(r)enw(y) dy
=
n
n
∫
B1(0)
[
log
( |x|| x|x|2 − y|
|x − y|
)]
×
[
K(r)enw(y) −K(
r
)e
n(w(
y
|y|2 )−2 log |y|)
]
dy. (6.5)
Notice that the simple calculation shows the kernel function
H(x, y) :=
[
log
( |x|| x|x|2 − y|
|x − y|
)]
(6.6)
is positive for x, y ∈ B1(0).
Observe that if  = 1, II1 > 0 since K(r) > 0 and K(1/r)0 in the ball B1(0).
Now we deﬁne
0 = inf{ > 0‖II0 on B1(0)}. (6.7)
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As we have seen that 0 < 1, in order to see it must be zero, let us rewrite the
equation as
II
= 
n
n
∫
B1(0)
H(x, y)K(r)
[
enw(y) − en(w(
y
|y|2 )−2 log |y|)
]
+
n
n
∫
B1(0)
H(x, y)
[
K(

r
)−K(r)
]
e
n(w(
y
|y|2 )−2 log |y|) dy. (6.8)
Observe that for any 1 and 0 < r1, we always have r 
r
. Therefore, if
0 > 0, then the second term is positive while the ﬁrst term is non-negative by our
assumption on the function K . This forces the function II0 to be strictly positive. And
we can see that the number 0 should be smaller. This implies that 0 = 0.
Now, it is not hard to see that on the right-hand side of Eq. (6.8), both terms are
non-negative by assumption (6.1). Hence (6.4) follows. The theorem follows from (6.4)
in the following way: take → 0 ﬁrst and take |x|→ 0 to reach the contradiction. 
Remark. The condition (6.1) was proposed by the author and Yang about 10 years
ago [22]. At that time, we were only able to show there are no radial solution under
the assumption for Gaussian curvature equation. A few years later, Chen and Li [5,6]
were able to show indeed there are no solution at all.
7. Non-existence for Q-curvature equations
The main aim of this paper is to study the non-existence of the Q-curvature equation
we have studied in [18]. At there, we have shown that in fact the condition for existence
on Gaussian curvature as proposed by Chang and Yang [3] holds true for all dimension
if we consider the corresponding Q-curvature equation. Here, our effort in previous
several sections can be used to show the following:
Theorem 7.1. Let K(r) be a continuous and rotationally symmetric function on
Sn. If
K is monotone in the region where K > 0 and K ≡ C, (7.1)
then the following equation:
Pnw + (n− 1)! = (n− 1)!K(r)enw on Sn, (7.2)
has no solution.
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Here the operator Pn is just the generalization of Paneitz operator which is deﬁned
in the following formula:
Pn =

 
n−2
2
k=1(−+ k(n− k − 1)) for n even,
(−+ ( n−12 )2)1/2
n−3
2
k=0(−+ k(n− k − 1)) for n odd.
Proof. Using spherical projection with north pole at the maximum point of the function
K(r), it is not hard to see that any solution of Eq. (7.2) implies that the integral equation
(6.2) would have a solution with property (6.3). Notice that in the course of proof of
Theorem 6.1, what we really used is the monotonicity of the function K(r) on the
region where it is non-negative. We never need the condition that K ′0 on the region
where K > 0. Thus the theorem follows. 
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