A generalization of the stochastic wave function method is presented that allows the unraveling of arbitrary linear quantum master equations that are not necessarily in Lindblad form and, moreover, the explicit treatment of memory effects by employing the time-convolutionless projection operator technique. The crucial point of this construction is the description of the open system in a doubled Hilbert space, which has already been successfully used for the computation of multitime correlation functions. 
INTRODUCTION
Usually, the state of an open quantum system is described by a reduced density matrix (t), which is a positive operator on the Hilbert space, H S , of the system. On the other hand, within the stochastic wave function method, the state of the open system is described by an ensemble of pure, normalized states (t), the covariance matrix of which equals the reduced density matrix [1-5], (t) ϭ ͐ DD*͉͉͗͘P [, t] (1) In Eq. (1) the integral extends over the Hilbert space of the system, DD* denotes the Hilbert space volume element, and P [, t] is the time-dependent probability density of finding the state of the system in the volume element DD* near [5] . Compared with the conventional description, this formulation has essentially two advantages: First, this approach allows the investigation of the dynamics of an individual quantum system, which is continuously observed by some measurement device [6, 7] , whereas the reduced density matrix can describe only the state of an ensemble of quantum systems. Second, from a computational viewpoint, the numerical integration of the quantum master equation can become expen- 
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0896-1107/99/1200-0695$16.00/0 © 1999 Plenum Publishing Corporation sive for large systems because the reduced density matrix has N 2 degrees of freedom, where N is the dimension of the system's Hilbert space. In contrast, a stochastic wave function has only N components, which can significantly reduce the computational expense [8] . Moreover, algorithms that are based on stochastic simulations can easily be implemented on parallel computers.
The dynamics of the stochastic wave function is governed by a stochastic evolution equation, and the construction of this evolution equation within the Born-Markov approximation is well understood. However, in some situations, non-Markovian effects can significantly alter the reduced system dynamics. In this article, we present a scheme that allows a systematic incorporation of memory effects into the stochastic wave function method. To this end, we make use of an expansion scheme that is known from the theory of nonequilibrium statistical mechanicsthe time-convolutionless projection operator technique [9, 10] .
This article is organized as follows: In Section 2, we discuss the unraveling of quantum master equations by stochastic wave functions. This concept is well known for quantum master equations that are in Lindblad form [11] , and we briefly summarize the major results in Section 2.1. In Section 2.2, we generalize this concept to the treatment of arbitrary linear quantum master equations. Using this result, we pre-sent in Section 3 a general framework that allows an explicit treatment of memory effects within the stochastic wave function method. This concept is then illustrated by means of an exactly solvable model in Section 4-the damped Jaynes-Cummings model.
STOCHASTIC SIMULATION OF QUANTUM MASTER EQUATIONS

Quantum Master Equations in Lindblad Form
In the Markovian regimen, the time evolution of the reduced density matrix (t) is governed by the quantum master equation in Lindblad form
where H S is the Hamiltonian of the system; the timedependent coefficients S i (t) describe an energy shift induced by the coupling to the environmentnamely, the Lamb and Stark shifts; and the positive rates Ͳ i (t) model the dissipative coupling to the ith decay channel. This evolution equation is obtained either by a phenomenological ansatz or through a derivation that is based on a microscopic model of the system-reservoir interaction. Using similar techniques, one can also obtain a Markovian time evolution equation for the stochastic state vector . There are several phenomenological approaches that simply construct a stochastic evolution equation in such a way that the equation of motion of the covariance matrix is the quantum master equation [2] [3] [4] . This procedure is often called unraveling of the quantum master equation [1] . Other approaches are based on a continuous observation of the system under consideration by some measurement device, for example, a photon detector, and employ the basic measurement postulates for the description of the dynamics of an individual quantum system [6, 7] . Finally, similar to the derivation of the quantum master equation, it is also possible to obtain the stochastic time evolution directly from an underlying microscopic model by an explicit derivation of the differential Chapman-Kolmogorov equation for the probability density P [, t] [5].
A particular example of such a stochastic evolution equation that arises in the above approaches is the stochastic differential equation
where the dN i (t) are the differentials of independent Poisson process N i (t) with mean
This particular equation of motion describes the time evolution of a piecewise deterministic process. The differential of the Poisson process, dN i (t), can take the value 0 or 1. If dN i (t) ϭ 0, then the system evolves continuously according to the nonlinear Schrö dingertype equation
whereas if dN i (t) ϭ 1 for some i, then the system undergoes an instantaneous, discontinuous transition of the form
Note that the generator G(, t) of the continuous time evolution is non-Hermitian and hence the propagator of (t) is non-unitary. However, because of the nonlinearity of the generator, the norm of (t) is preserved in time.
Using the standard Ito calculus for the differentials dN i (t) of a Poisson process-i.e., dN i (t)dN j (t) ϭ ͳ ij dN i (t)-one can easily check that the equation of motion of the covariance matrix of (t) equals the usual Markovian quantum master equation for the reduced density matrix in Lindblad form. Thus, both descriptions yield the same equations of motion for the expectation values of system observables. Finally, we want to remark that it is also possible to extend the stochastic wave function method to the calculation of arbitrary matrix elements of system operators and hence to the determination of multitime correlation functions [4, 12] .
