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Cavitation is detrimental to the performance of ships and submarines, causing noise, erosion, 
and vibration. This study seeks to understand cavitation inception and delay on a typical ducted 
propulsor by utilizing the SimCenter’s unstructured simulation and design system: U2NCLE. 
Specifcally, three fundamental questions are addressed: 
1. What are the macroscale fow physics causing cavitation inception? 
2. How does cavitation inception scale with Reynolds number? 
3. How can tip-leakage vortex cavitation inception be suppressed? 
To study the physics of cavitation inception, a ducted propulsor simulation is developed 
and extensively validated with experimental results. The numerical method is shown to agree 
very well with experimental measurements made in the vortex core. It was discovered that 
the interaction of the leakage and trailing edge vortices cause the pressure to drop to a local 
minimum, providing ideal conditions for inception to occur. However, experimental observation 
shows that inception does not occur at the minimum pressure location, but rather at the point 
where the two vortices completely coalesce. At the point of coalescence, the simulation reveals 
that the streamwise core velocity decelerates, causing the air nuclei to stretch and burst. 
A Reynolds number scaling analysis is performed for the minimum pressure and maximum 
velocity in the vortex core. First, the numerical method is validated on a fate plate at various 
Reynolds numbers to assess the ability of typical turbulence models to predict Reynolds numbers 
ranging from one million to one billion. This scaling analysis methodology is then applied to 
the propulsor simulation, revealing that the minimum pressure in the vortex core is much less 
dependent on Reynolds number than was previously hypothesized. 
Lastly, to investigate means of delaying cavitation inception, the propulsor is parameterized 
and studied using design optimization theory. Concepts of vortex alleviation evident in nature 
are used to suggest suitable parameterizations. Also, dimension reduction is used to reduced 
the number of design variables. Finally, the concepts are implemented, evaluated, and shown 
to completely decouple the two vortices causing cavitation inception. Moreover, the minimum 
pressure in the vortex core is signifcantly increased. 
DEDICATION 
“Unto him that loved us, and washed us from our sins in his own blood... 
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The Revelation of Jesus Christ 1:5,8 
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In the naval hydrodynamics community, cavitation is an undesirable phenomena which 
typically occurs in speed ship and submarine fow. This phenomenon governs the minimum 
depths in which submarines can operate without detection, and it limits the top speeds of surface 
ships. It diminishes performance while causing excessive structural vibration and immense 
material corrosion. These undesirable consequences motivate researchers to understand the 
underlying physics of cavitation so that it may be avoided. 
1.2 What is Cavitation? 
Cavitation is the manifestation of vapor pockets in a fowing liquid due to a local 
minimization of pressure. Figure 1.1 illustrates a phase diagram showing the pressure-
temperature dependence on the phase state. At a constant temperature, when the pressure is 
decreased to the point of vapor pressure, the water begins to vaporize. The resulting vapor 
pockets are called cavitation. 
Cavitation can manifest itself in many ways, usually divided into three classes: attached, 
traveling, and vortex cavitation. Attached or “sheet” cavitation typically appears as a stable 
bubble appearing on the suction-side (or low pressure region) of a blade or wing surface. Brewer 
and Kinnas [4] present an experimental and mathematical description of attached cavitation on 
a hydrofoil. 
On the other hand, traveling cavitation describes pockets of vapor that are not constrained 
to the geometry but fow through the liquid. Traveling cavitation usually shows up as cloud 
cavitation1. Cloud cavitation explains the phenomenon of pockets of vapor separating from 
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Figure 1.1: Phase diagram [3]. 
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stable attached cavities, usually on the mid-chord section of the suction-side of the blade. Vortex 
cavitation occurs when the pressure in tip or hub vortices drops below the vapor pressure of the 
fuid. 
On open-water propellers, sheet cavitation and tip vortex cavitation are the two prevalant 
forms of cavitation. However, for a ducted propulsor, cavitation is functionally different and can 
take on three different forms: gap cavitation (attached), blade-end vortex cavitation, and leakage 
vortex cavitation [5]. Of these three, leakage vortex cavitation, shown schematically in Figure 
1.2, is least understood and most diffcult to relinquish. Figure 1.3 shows (a) leakage vortex 
cavitation, (b) tip (or blade-end) vortex cavitation, and (c) tip-gap cavitation. 
This dissertation focuses on leakage vortex fow and its interaction with the blade-end vortex. 
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Figure 1.2: Schematic showing the leakage vortex and secondary vortex in a ducted propulsor 
[5]. 
The onset of cavitation, or cavitation inception, is defned by a characteristic non-
dimensional number, called the cavitation inception number: 
Ã Á ˘ D ¦ FïDL Y ¿K ¦ L 3 È ¦ ; (1.1) 
where D 3 È ¦ ; is the vapor pressure of water as a function of the ambient temperature È ¦ . 
Figure 1.4 shows a sketch representing different inception conditions for various forms ofj
cavitation, as a function of the propeller advance coeffcient . In this fgure, as the pressure 
decreases the leakage vortex is the frst form of cavitation to appear, followed by tip gap 
cavitation, then sheet cavitation, and lastly hub vortex cavitation. 
4 
a. trailing-edge b. trailing-edge c. leading-edge 
Figure 1.3: A photograph of the P5206 ducted propulsor showing (a) the leakage vortex (and 
the vortex bursting caused by the interaction of the trailing edge and leakage vortex), 
(b) the cavitating leakage-tip and blade-end vortex, and (c) tip-gap cavitation and 
leakage-vortex cavitation. Courtesy of NSWCCD and ARL/PSU. 
Much research has been conducted towards understanding the cavitation inception 
process. Rood [6] gives a comprehensive overview of the different mechanisms of inception. 
Additionally, detailed descriptions of the underlying physics of tip vortex cavitation can be found 
in Arndt et al. [7, 8] and Stinebring et al. [9]. 
It should be noted that inception cannot occur without nuclei particles in the fuid. The nuclei 
particles can cause cavitation by two different processes called g seous cavitation and vaporous 
cavitation [7]. Gaseous cavitation takes place in low velocity regions with high dissolved air 
content and is dominated by gas diffusion occurring across the nuclei membrane. Vaporous 
cavitation, on the other hand, is the process characterized by “rapid or explosive growth of small 
bubbles or nuclei that have become unstable due to a change in ambient pressure” [7]. Vaporous 





















Suction-side sheet cavitation 
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Advance Coefficient J=U/nD 
Figure 1.4: Sketch of inception conditions for various types of cavitation relevant to ducted 
propulsors. 
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1.3 Modeling Cavitation Inception 
Fully understanding the process of cavitation inception requires a detailed understanding of 
the following physics: 
ð velocity and pressure fow feld. This is accomplished by analyzing the Eularian fowfeld 
using the Reynolds Average Navier-Stokes equations to compute the average velocity and 
pressure fowfeld in either a steady or unsteady manner. ð bubble growth/collapse and translation. This is accomplished via a Lagrangian Analysis 
of single bubbles numerically injected into the fowfeld. The bubble dynamics equations 
are numerically solved to compute the bubble translation characteristics. The Rayleigh-
Plesset equations are solved to compute pressure, size, and stability of a spherical bubble in 
the fuid. Moreover, the state-of-the-art research in bubble dynamics involves additionally 
simulating vortex capture and bubble deformation [10]. ð turbulent pressure and velocity fuctuations in the vortex core. Turbulent pressure and 
velocity fuctuations in the vortex core make it even more diffcult to accurately predict 
cavitation inception. Direct numerical simulation (DNS) is the most accurate way to 
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model the turbulent fuctuations as it resolves all relevant length scales of the turbulent 
eddies. Due to the large amount of computer resources required, this will not be a viable 
option in the near future. Another option is Large Eddy Simulation (LES), which directly 
computes only the large scale turbulent eddies, while small scale turbulence is fltered and 
solve using a subgrid scale model [11]. Reynolds Averaged Navier-Stokes (RANS) uses 
empirically-based turbulence models to estimate the eddy viscosity in the fowfeld. ð microscale vortex structures. More recent experimental results in tip vortex cavitation 
inception (e.g. Katz et al. [12]) reveal that inception is caused by the interaction of 
microscale vortex structures that are stretching the nuclei particles in regions of low 
pressure and highly unsteady fow, causing them to burst. Saffman [13] suggests that these 
coherent turbulent structures can be represented as a superposition of interacting vortices. 
To date, the most feasible way to simulate the physics of cavitation inception is to couple a 
Eularian RANS solver with a Lagrangian bubble dynamics solver, such as the method of Farrell 
[14]. He was able to seed the fow with a Poisson distribution of nuclei sizes, randomly located 
at the infow boundary. Each particle is tracked individually; and its pressure, diameter, and 
acoustic pressure are monitored. When a bubble travels into a low velocity vortex core region, 
it experiences explosive growth and collapse. The inception conditions can be characteristically 
modeled by bubble burst pressure and acoustic information as observed by Chahine and Hsiao 
[15]. 
1.4 Dissertation Objectives 
The primary motive for this dissertation is to use computational fuid dynamics as a tool to 
understand the physics of tip-leakage vortex cavitation inception. Specifcally, this dissertation 
seeks to address the following three fundamental questions using computational methods: 
1. What are the gross underlying physical mechanisms causing tip-leakage vortex cavitation 
inception? 
2. How does tip-leakage vortex cavitation scale with Reynolds number? 
3. How can tip-leakage vortex cavitation inception be suppressed or delayed? 
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Moreover, to answer these questions, computational tools must be developed to probe the 
solution for quantities of interest. Several tools are used to convert RANS simulation results into 
meaningful engineering numbers. In this work, computational tools were developed to compute: 
1. Circumferential mean velocities 
2. Vortex circulation 
3. Bound vorticity 
4. Vortex core size 
5. Streamwise and crossfow velocity 
6. Nuclei trajectories 
Chapters II through IV address the frst question by presenting a computational simulation 
of a typical ducted rotor which causes tip-leakage vortex cavitation inception. Although this 
simulation cannot address details on the microscopic level, it does answer questions on the 
macroscopic level about the average pressure and velocity information. 
Chapter V addresses the second question by performing a Reynolds scaling analysis of the 
vortex core fow using the simulation. In order to accurately do this analysis, the simulation was 
frst validated for a wide range of Reynolds numbers on a fat plate. 
Chapter VI addresses the third question by transforming the computational model into a 
design optimization tool. The physics understood from the experiment are used to formulate an 
objective function which desires to maximize the minimum pressure in the trailing vortex. The 
propeller and duct are then parameterized such that they can deform to the shape which will 
alleviate tip vortex cavitation inception. 
1.5 Advantages and Limitations of RANS 
In the pursuit of understanding the physics of cavitation inception, computational simulation 
offers two primary pieces of information to the puzzle: (1) a coupling between pressure and 
velocity, and (2) an understanding of Reynolds number effects. Thus, the basic objectives for 
this simulation were 
8 ð to perform an accurate simulation of leakage-tip vortex fow and verify its accuracy by 
comparison with experimental data ð to numerically study the physics of the fow causing tip-leakage vortex cavitation inception ð to numerically study parametric effects (such as Reynolds number) on cavitation inception 
The RANS-method has the ability to accurately describe time-averaged phenomena, even in 
an unsteady context. Hence, it does a very good job of in studying macroscale fow physics. 
However, RANS does have its weaknesses: primarily these weaknesses can be attributed to 
turbulence modeling. Turbulence models do not permit one to use RANS as a feasible means to 
study time-accurate velocity and pressure fuctuations in the vortex core, nor to study micro-scale 
vortex structures. To answer these questions, one must look to DNS or LES. 
The greatest progress in studying the physics of cavitation can be accomplished by a 
synergistic effort between experimentalists and computationalists [16]. The experimentalist can 
visually observe where cavitation is occurring, and the computationalist can study the pressure 
feld to understand why it occurs there. 
1.6 Quantitative Analysis of RANS 
The simulation is essentially a digital experiment [17]. The computationalist can learn much 
from the experimentalist in terms of analyzing simulation results. Table 1.1 lists analogies that 
can be drawn between data extraction of simulation and experiment. 
Table 1.1: Analogy between simulation and experiment 
Simulation Experiment 
Cutting Plane 
Interpolating at a single point 
Line Integral Convolution (LIC) 
Intrinsic Swirl Isosurface 
Particle Traces 
Partical Image Velocimetry (PIV) 
LDV Measurement 




1.7 Previous Computational Work 
This section discusses previous work in computational simulation, analysis, and design. 
Chapter V gives the background of experimental work in scaling cavitation inception. Chapter 
VI gives a background of design methods for suppressing cavitation inception. 
1.7.1 Simulation 
An extensive computational study of tip vortex fows for marine propulsors was done by 
Chen [18]. His work was prompted by a joint project between the US Navy and the Maritime 
Research Institute in the Netherlands (MARIN), to develop a RANS method for accurately 
simulating tip vortex fow on a marine propulsor. He performed numerical simulations of the 
tip vortex for a fnite-span hydrofoil and the P5168 propulsor. He used a structured multi-block 
C-type grid. 
Recently, several groups competed efforts to accurately simulate the tip vortex fow on the 
P5168 propeller. They were Hsiao and Pauley of the Pennsylvania State University [19], Feng et 
al. [20] also of the Pennsylvania State University, the SimCenter of Mississippi State University 
[21], and Chen and Stern [22] of University of Iowa. Each group showed reasonably good 
agreement with the experimental measurements. Reasons for discrepancies between experiment 
and computation were typically cited to be low grid resolution and over-predicting the eddy 
viscosity in the core. 
Feng et al. [20] studied the effect of local grid refnement for computing the tip vortex on 
the P5168 open propeller. They use an embedded local grid refnement strategy to increase mesh 
density in the vortex region. Despite the local refnement strategy, they cannot accurately predict 
the minimium velocity level at the center of the vortex. 
Viot et al. [23] assessed the ability of two commercially-available RANS codes, STAR dñ dñ 
CD and FLUID-UNS , to accurately predict the tip vortex fow in the near region of an 
elliptical wing. Viot et al. note that the numerical models overpredict the diffusion of the tip 
vortex. They compare tangential velocity profles in the tip vortex with that of experimental data. 
In every case, the numerical models could not even closely match the velocity peaks apparent in 
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the experimentally-observed tangential velocity measured in the vortex. He successfully exhibits 
that all codes overpredict the vortex diffusion, and concludes that “major breakthroughs need to 
be achieved if this essential academic and industrial problem is to be resolved.” 
Lee [24] numerically models the leakage vortex fow evident in ducted propulsors. He 
studies the effects of three different tip gap clearances. As the tip gap increases, the propeller 
begins to unload at the blade end. Though he notes the diffculties in predicting the location of 
the leakage vortex core, he computes relatively accurately the location of the leakage vortex. 
1.7.2 Scaling 
Stanier [25] investigated propeller scale effects using RANS. He studied both a 3-bladed and 
5-bladed open water propeller using a structured-based solver with a Baldwin-Lomax turbulenceu d uòƒ
model. The torque and thrust, and , are shown to agree well with experimental LDV 
measurements. He notes that the infuence of the boundary layer growth reduces the effective 
blade passage area, which tends to accelerate the fow. Furthermore, he observes that the scale 
effects are most noticeable at off-design conditions and that the scale effects are most noticeable 
in the tip vortex fow. In conclusion, the largest performance differences are due to the tip vortex 
fow. 
1.7.3 Design 
Computational design, as applied to propeller tip design, has not been investigated until 
recently. Newman [26] has successfully shown by using sensitivity analysis and shape 
optimization on just the outer 10% of the blade of the P5168, that the blade tip can be re-
designed with noticeable improvements in the pressure at the tip, without compromising thrust 
and torque requirements. 
Burg [27] recently used sensitivity analysis to design the optimum wall geometries for 
2D open-channel fows. The most computationally effcient method for this type of shape 
optimization problem appears to be the discrete sensitivity analysis method, in the case where the 
sensitivity derivatives are computed using the complex Taylor’s series expansion method [27]. 
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Neely [28] has modifed the blade tip to delay the inception of the tip vortex cavity. He 
states that it is too diffcult to accurately compute the vortex in the wake of the tip. Therefore, he 
has inferred tip vortex cavitation inception from the minimum pressure on the blade tip surface. 
Unfortunately, this work is classifed and documentation of these methods is not available to the 
public. 
Chen [18] proposes a bulbous tip geometry which reduces cavitation inception by 10% while 
virtually unaffecting the performance. Black [29] also noted signifcant increases in inception 
speed by using bulbous tip geometries. 
Hsiao [19] performs CFD analysis on both a standard tip and a modifed tip. In his own 
words, he notes: u  uvó Since the and are almost the same for both cases (less than 1% difference), 
it is concluded that an appropriate cross section design can delay the cavitation 
inception in the tip vortex without reducing the propeller performance. 
The most recent and thorough work of Chen [18] in the area of RANS simulations of tip 
vortex fows suggests that optimal propeller tip design needs to be the next step in the RANS 
application of tip vortex fows on propulsors. In the fnal words of his 300-page dissertation, he 
discusses the future ability and success of an original tip, and a tip-redesign. In his own words: 
The measurement indicates that the cavitation inception is reduced by about 10%, 
while the performance has remained virtually unchanged. Therefore, proper tip 
geometry design is critical to avoid tip vortex cavitation. Systematic study of the 
effect of tip geometry is the advantage of CFD in the propeller application. By 
simulating the propeller fow in different geometries, an optimized blade shape will 
be achieved. 
These preliminary results give hope for even better improvements in cavitation performance. 
Of course, tip vortex cavitation cannot necessarily be completely eliminated, but ideally its onset 
should be delayed to occur at the same time as other forms of cavitation (e.g. sheet cavitation). 
CHAPTER II 
MATHEMATICAL FORMULATION 
An overview of the mathematical formulation of the numerical method for the simulationã ä æôç³éfê
is given in this chapter. The numerical implementation of this method, namedn   H ¾  HI Æ (U ë ~•�}−Ëì‡í{îÓ Ó Computation of feLd Equations) was recently developed by Hyams [30]. 
Hyams extensively investigated different solution algorithms, turbulence models, methods 
of discretization, methods of computing fux Jacobians, as well as parallel implementation 
issues. The presentation given here is limited to the precise implementation details for the 
ducted rotor simulation presented in Chapter IV. There are three main differences from the 
implementation given here and the work of Hyams. The frst is the implementation of total 
pressure boundary conditions to handle internal fow problems (Section 4.2.1). The second is 
the non-dimensionalization of the fow by the propeller tip speed (Section 2.2). The third is the 
ability to initialize the fowfeld to any value, or possibly to specify a linear function such that 
the mass fow is completely conserved at the initialization (Section 2.6). ã ä æèç³é¸ê 
is an unstructured, unsteady Reynolds Averaged Navier-Stokes code. Figure 2.1ã ä æôç³éfê
shows the general fowchart of . The method uses a fnite-volume formulation of the 
Navier-Stokes equations which takes the conservation laws written in integral form discretized 
about control volumes. One advantage of this method is that the fuxes can be converted to 
surface integrals via Green’s theorem. Finite-volume schemes are much more suited for solving 
complicated geometrical problems due to the fact that they can be solved directly in the physical 
domain. Discretization in the physical space ensures that mass and momentum are conserved 
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Figure 2.1: Computation fow chart [30] 
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2.1 Governing Equations 
To solve the Navier-Stokes equations using a time marching scheme, an artifcial 
compressibility term is added to the equations following the method of Chorin [32]. Numerically, 
this casts the equations into a hyperbolic system with pseudo-pressure waves propagating at a 
fnite speed [33]. Additionally, this provides a coupling between pressure and velocity. 
The incompressible Navier-Stokes equations are based on the concepts of conservation of 
mass and momentum. Following [30], the Navier-Stokes equations are given in three dimensions 
as: 
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(2.4)
ˆˆF ¡ 5 Ò �� (2.5) ¡ 5  ^ Q contains the shear stress components given as: á ]Ç5{5 ˘B˛C3#–Ð Ž  ; á (2.6) 
Ç9‡9 ̆ˇ˛C3 #¸Ð Ž  ; áá h (2.7) 









˘ ˘43 #¸Ð5{9 9‡5  Ð  
15 á áÇ Ç Ž  ; á ] h á  (2.9) 
Ç5{: ̆ Ç:5 ˘43#–Ð Ž  ; áá ] i Ð á á Ò  (2.10) 
Ç9‡: ̆ Ç:9 ˘43#–Ð Ž  ;  áá i Ð á á Ò h  (2.11) 
Following Sreenivas [34], the equations are solved in a rotating frame of reference. Thus, a 
relative velocity is defned such that: 
Q Ñ˘ ]vFQ ¡ Q € ½ Q (2.12) 
where Q ˘®3E]-H 7 
/H 7 Ò H ; is the velocity and ½ Q is the position vector, both relative to the rotating 
frame. Assuming the propeller rotates about the  -axis simplifes the problem, making the 
rotation vector 
¡ Q ˘ 3 ¡ 5µ7 ˆ 7 ˆ ; . The resulting absolute velocities are written in terms of the 
relative components: 
] ˘ ]˝H (2.13)˘ /H–Ð ¡ 5 i (2.14)Ò ˘ Ò H�F ¡ 5 h (2.15) 
âThe contributions of the rotating frame reference are handled by the matrix . 
2.2 Non-dimensionalization 
Dimensional analysis makes the analysis more effcient by reducing the dimensions of theã ä æôçªé¸ê
problem based on similarity analysis [35]. The governing equations of are non-





radius  . ] , , and Ò are either non-dimensionalized by the freestream velocity K ¦ or by the 
propeller tip speed K  Á Ù ˘ ¡ 5  . The non-dimensional rotational velocity is given as ¡ ˘  j ,j N 5 
where ˘ K ¦  ł is the advance coeffcient, and ł is the rotational speed of the propeller in 
revolutions per second. In the case here, a tip speed was defned as K  ÁÍÙ ˘ ¡ 5  . Kinematic 
viscosity, Reynolds number, and pressure are respectively non-dimensionalized in the following 
manner: 
š ¦ ˘ Ž ¿ ¦ ¦ (2.16) 
M¶ ˘ K š ¦ ¦  (2.17) 
DB˘ D ¥ F"D¤¦ (2.18)¿ ¦ K ¦ L 
where D ¥ is the static pressure. To compute the pressure coeffcient, the non-dimensional 
pressure should be shifted such that the pressure at a given reference location is zero. The 
following equation gives the pressure coeffcient: 
� ˘B˛C3EDGF"D6HJI ̃ ;K HJIL ̃ (2.19) 
D6HI ̃ is generally taken as zero, and K HI ˜ is taken as one (if non-dimensionalized by K ¦ ) orK  ÁÍÙ (if non-dimensionalized by tip speed). However, in the special case of internal fow, D6HI ̃ 
should be computed from the same location as the experimental reference pressure is measured. 
Moreover, K HI ̃ should be the velocity computed at the same location as the reference velocity 
used in the experiment. 
Thrust and torque coeffcients are defned in terms of generalized non-dimensional force 
coeffcients. For the specifc case when 






uvd ˘ ¿CK !HI ˜ uvƒ 
j
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L Y ¦ L P N 5 L (2.20)5˘ Y ¿CK ¦ L N Û !HI ˜‹� HI ̃ (2.21) P 5 L 5 ¿where is the force in the axial direction, and is the moment about the  -axis. here is 
taken as one. 
� HI ̃ is a constant of proportionality for generalized moment calculations, but in 
the case of torque can be taken as one. !HI ̃ is a proportionality constant for the forces given 
here as: 
! HJI ˜ ˘ ) # L  W „ ˘ˇ (2.22)! HJI ˜ ˘ ˛ j # L  W „ ˘ N (2.23) 
2.3 Numerics 
2.3.1 Spatial discretization 
Equation 2.1 is discretized using the fnite volume technique. A median-dual control volume 
is defned about each node in the domain as shown in Figure 2.2. This allows the equations to 
be solved directly in the physical space [31]. Equation 2.1 is numerically discretized, taking the 
form: á á ¯ É º Ð À º ˘Bˆ (2.24) 
where 
¯ ˘ ± ©ª²‚´ (2.25)À
and represents the summation of both inviscid and viscous discretized residuals:
À ˘ ÀÂÁ n Ð À Á  (2.26) 
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Figure 2.2: Median dual control volume defnition in 2D. Points are connected between the 
midpoint of the edge and the center of the triangles. 
2.3.1.1 Inviscid Terms 
The integral formulation allows the inviscid fuxes to be computed directly from surface 
integrals. Thus, the time variation of the fow quantities in the volume only depend on the 
surface values of the fuxes [31]. The convective, or inviscid fuxes, are computed as: 
À º Á n ˘ Á  ˙ˆ ˝ Q º Á R S Q º Á (2.27)ˇ˘ º 
The fuxes are computed at the midpoint of each edge using the method of Roe [36]:˝ ˘ ˛ # 3 P 3 © ” ; Ð P 3 © · ;‡; F ˛ # œ˛öª3 © · 7 © ” ; œ 3 © · F © ” ; (2.28) 




The columns of the matrix  are the right eigenvectors of the fux Jacobian and the diagonal ° ˛matrix contains the eigenvalues of the fux Jacobian. The represents a simple arithmetic 
average of the left and right states. 
The inviscid fuxes can be extended to second order by extending the stencil of computation 
to the surrounding control volumes. In this case, Least Squares is used to extrapolate the solution 
gradient information to surrounding vertices. A weighted, Gram-schmidt orthonormalization 
process is used to compute the set of orthonormal vectors. Hyams [30] provides the details of 
this orthonormalization process. 
2.3.1.2 Viscous Terms 
The viscous terms are represented by a linear combination of the vertex and surrounding 
nodes: 
À º Á –˘ M¶# Á˜ ˘ !ˆ � Á 3 © Á F © º ; (2.30)º � Á
where is a matrix of coeffcients describing the viscous behavior of the system.ã ä æôç³éfê
Although provides a means for discretizing the viscous terms using the fnite 
element method, the so-called “directional derivative” approach was used for the current 
simulation due to its memory effciency. Whereas the fnite element method must store six 
non-local coeffcients per edge, the directional derivative method only uses information local to 
each edge to compute the viscous fuxes [30]. The directional derivative method approximates 
the gradients directly at the edge midpoints from already computed solution data. Thus, the 
gradients at the vertices with edge local data can be represented as: 
� © #"Á ˘ˇ� © Á#"  n a H Ê Ð � © "Á   n (2.31) 
Along the edge, a directional derivative approximation is used as follows: 
20 © " © Á3E� © Á#" R â;1 â$1 œ ¨ F œ â 1 (2.32)â 
Normal to the edge, the gradients at the two vertices are averaged to give an approximate gradient 
normal to the face as: % � © Á#" R É'&1 É 1 $ � © F % � © R â 1 & â 1 (2.33) 
here 
É Q is the unit vector normal to the edge, and â Q is a unit vector in the direction tangent to the 
edge. � © is the average of the gradients at the two vertices, and ¨)(F â ˘  Q " F  Q Á . Summing the 
two previous equations gives: 
� © Á" $ � © Ð+* © " F © Á F � © R ¨,(F -â œ ̈F/(¨ F.( â â œ (2.34)L 
This approximation is used directly to compute the viscous fux vector. A weighted, least-squares 
method is typically used to compute the gradients at the vertices. Hyams [30] provides a detailed 
formulation of the least-squares gradient computation. 
2.3.2 Temporal discretization 
The time derivative in Equation 2.24 is discretized using the the following generalized 
method [37, 38]: 
¨ ¯ n ˘ #¸ÐÏ Y ¨ Ï É L á á É 3 ¨ ¯ n ; Ð #¸Ð¨ É Ï L á á É 3 ¯ n ; Ð #¸Ð Ï L Ï L ¨ ¯ n XZY (2.35) 
where 
¨ ¯ n ˘ ¯ n¬ Y§F ¯ n . In this work, Ï Y is always taken to be one, simplifying the equation to: 
¨ ¯ n ˘ #¸Ð¨ É Ï L á á É 3 ¯ n¬ Y ; Ð #¸Ð Ï L Ï L ¨ ¯ n XY (2.36) 
Notice that 
Ï L ̆ˇˆ and Ï L ̆$#*%˛ respectively give frst and second-order accurate Euler implicit 
schemes. Equation 2.24 is used to replace 
á ¯ n¬ Y8 á É giving: 
ø ø ù ö
21¨ ¯ n F 0 …Y ¬ 0 … ¨ ¯ n XY¨ É ˘$F ##¸Ð Ï L À n‹¬ Y (2.37)¨ ¯ n and ¨ ¯ n XY are approximated by realizing that¯ ˘ ©³´ and are given as:
¨ ¯ n ˘43 «©ª´ ; n¬ Y Fú3 «©³´ ; n ˘ ´ n‹¬ Y ¨ «© n Ð «© n ¨v´ n (2.38)
¨ ¯ n XY ˘43 «©Ñ´ ; n F 3 «©Ñ´ ; n XZY ˘ ´ n XY ¨ «© n XY Ð «© n ¨v´ n XY (2.39)
Substituting both of these identities into Equation 2.37 gives:
´ n¬ Y ¨ «© n F 0 …Y ¬ 0 … ´ n XY ¨ «© n XY¨ É Ð «© n21 ¨v´ n F 0 …Y ¬ 0 … ¨ò´ n XY¨ É 3 Ð ##¸Ð Ï L ÀÂn‹¬ Y ˘ˇˆ (2.40)
Now the Geometric Conservation Law (GCL) is imposed to ensure the volume faces change
corresponding the to the total volume [39, 40]. This is expressed as:á ´á É ˘ ± � R Q[ ²µ´ ˘ ± Q[ R 1 QS ² (2.41)
Equation 2.36 is used to approximate 2.41 as follows:¨v´ n F 0 …Y ¬ 0 … ¨ò´ n XY¨ É ˘ ##¸Ð Ï L À n¬ Y465 ” (2.42)
where
À n¬ Y465 ” ˘ 7 Á8 ˘ º˙ˆ Q´ n¬ Yº Á R QS n‹¬ Yº Á . Noting that the left hand side of this equation is
precisely the bracketed term in Equation 2.40 provides the fnal formulation for the temporal
discretization:
3#–Ð Ï L ; ´ n¬ Y ¨ «© n F Ï L ´ n XY ¨ «© n XY¨ É Ð «© n À n¬ Y465 ” Ð À n‹¬ Y ˘Gˆ (2.43)
© ” 3Eö³3 Ð F ˘ 3Eöª3 Ð ; $ © ˛ ˛ ˛œ 
P © © œ $ 3Eöª3 F ˛ Ð ˛ ˘ 3Eö³3 F ˛ ; · 





a Ê ¬ n‹¬ Ê Y ¨ É ¨ Ân¬ Y ˘ Y É º ‘3 É 
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At the end of each Newton iteration, the time derivative and residual GCL terms are removed 
from the continuity equation to ensure a divergence-free velocity feld. 
2.3.3 Flux Jacobian approximation ã ä æèç³é¸ê 
currently offers three methods of linearizing the non-linear inviscid fuxes: (1) 
approximate, (2) numerical, and (3) complex numerical Jacobians. Detailed descriptions of each 
of the methods are given in [30]. Approximate Jacobians were used in this work and, thus, are 
the only method described here. The approximate Jacobians are computed as follows: 
P # P © ” ; P © ;‡; # % ˛ ¬ © ̨ ” 7 © ̨ ; ˛ © ̨ ” 7 © ̨ ; & © © ” ;˘ ˛ 3 3 Ð 3 · F ˛ 3 · F X 3 · 3 · F (2.44)˛
where is the Roe dissipation matrix.á Pá ˛ # ” ; ¬ X ; ˛ # © ” ; œ (2.45) 
á á © ˛ # ; ¬ X ; ˛ # ; œ (2.46)·· 
2.3.4.1 System linearization © n
Newton’s method is now applied to Equation 2.43 to linearize the equation about . Letting 
9 an‹¬ Y 3 © « n¬ Y ; ˘ 3#–Ð Ï L ; ´ a n¬ Y ¨ © « ¨ na É F Ï L ´ a n XZY ¨ © « n a XY Ð © « n À º:n‹¬ 4;5Y ” Ð À ºn‹¬ Y (2.47) 
Performing a Taylor series expansion 







23ı here is the iteration number for subiterations. Applying the chain rule to?>@ n¬ Y  Ê and
discretizing
BAƒ  with a frst order difference expression, and dropping the higher order terms
gives: 9 n¬ Y  Ê ¬ Yº $ 9 n‹¬ Y  Êº Ð á 9á «© n‹¬ Y  Ê ¨ «© n¬ Y  Ê (2.49)
At convergence, Newton’s formulation requires the LHS to vanish, thus giving:
F 9 n‹¬ Y  Êº ˘ á 9 ºá «© n¬ Y  Ê ¨ «© n¬ Y  Ê (2.50)
where
¨ «© n‹¬ Y  Ê ˘ «© n¬ Y  Ê ¬ Y F «© n¬ Y  Ê . The terms are now expanded to give the fnal
formulation of Newton’s method as applied to this system:
F 3#–Ð Ï L ; ´ n‹¬ Yº 3 «© n¬ Y  Êº F «© nº ; F Ï L ´ n XZYº ¨ «© n XYº¨ É Ð «© nº À n‹¬ Yº: 4;5 ” Ð Á˜ ˘ º˙ˆ QC n¬ Y  Êº Á R QS n‹¬ Yº Á  ˘
3#–Ð Ï L ; ´ n‹¬ Yº D¨ É Ð Áˇ˘ º˙ˆ á QC n¬ Y  Êº Á R QS n¬ Yº Áá «© º  ¨ «© n¬ Y  Êº Ð
Áˇ˘ º˙ˆ 1 á QC n‹¬ Y  Êº Á R QS n¬ Yº Áá «© Á ¨ «© n¬ Y  ÊÁ 3 (2.51)
where
¨ «© n XYº ˘ «© nº F «© n XZYº and C ˘ ˝ Ð ˝ represents the total fux vector. Equation
2.51 represents a sparse matrix system. An initial guess of«© n¬ Y  º ˘ «© n is used to start the




¨ «© represents , and the coeffcients of¨ «© representE .
2.3.4.2 Linear system solverãåäæèç³é¸ê
has four available solution algorithms: Jacobi Iteration, “Improved” Symmetric
Gauss-Seidel, one parameter lower-upper approximate factorization (LUAF) scheme, and the
ÿþü
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Generalized Minimal Residual (GMRES). These are each discussed in detail in [30]. The 
improved symmetric Gauss-Seidel solution algorithm was used for the current simulation due 
to its robustness and, thus, is the only one discussed here. 
The matrix is frst split into an upper, lower, and a diagonal as such: 
tE$ĞF IHÐ ˇÐKJML (2.52) 
where 
t 
, H , and J are defned as: 
á C n¬Á  Ê R S n‹¬Át ˘ Á˜ON˘ ˙ˆ Q º á Y © Á Q º Y 3 R ; (2.53)Ï ´ a á C n¬Á  Ê R n‹¬ÁH ˘ 3#fÐ ̈ L É ; D Ð Á  ˙ˆ Q º á Y ©Ña S Q º Y  3 R ; (2.54) 
º « 8 ˘á C n¬Á  Ê R n‹¬º Á «J ˘ Á  ˙ˆ Q º á Y © Á S Q º Y 3 R ; (2.55)˜OPQ˘ º « 
The following two-pass scheme is then used to solve for 
¨ © n¬ Y : 
F t ÐIHRL ̈ © « n¬ Y  Ê ¬ Y  S ¬ Å… Ð F JML ̈ © « n‹¬ Y  Ê ¬ Y  S ̆ À n‹¬ Y  Ê (2.56) 
…FTH ÐUJVL ̈ © « n‹¬ Y  Ê ¬ Y  S ¬ Y WFÐ t L ̈ © « n¬ Y  Ê ¬ Y  S ¬ Å ˘ ÀÂn¬ Y  Ê (2.57) 
Whitfeld [41] suggests an improvement by substituting 2.57 into 2.56, which is covered in [30]. 
2.4 Turbulence Modeling 
Five turbulent models are implemented in 
ã ä æèç³é¸ê 
: the ̄ -ž , the g - X , the g -ž , the one-
equation Spalart-Allmaras, and an algebraic Reynolds stress model. The frst four models 
mentioned are based on Boussinesq’s assumption that the Reynolds stress term is proportional toŽ the velocity gradient by an apparent turbulent eddy viscosity . On the other hand, the algebraic 
Reynolds stress model computes the Reynolds stresses directly from an algebraic model [35]. 
25 ¯ žFor this work, the - , the one-equation Spalart-Allmaras, and the algebraic Reynolds stress 
models were investigated. The Spalart-Allmaras model appeared to give the best results at the 
wide range of Reynolds numbers (#*ˆ Ü to #/?̂Y ). Implementation details for both the ¯ -ž and 
one-equation models are provided in [30], while the 
g 
- X and g -ž models can be found in [42]. 
The RANS equations are solved interactively with the turbulence model. First the Navier-
Stokes equations are solved to compute the mean fow variables 
© n‹¬ Y . Then, the turbulence 
model is solved to compute the turbulent eddy viscosity Ž n¬ Y . Typically ten turbulent Ssubiterations are used to solve the turbulence model at each iteration . 
It is a well known fact that turbulence models typically overpredict the level of eddy viscosity 
in the core of the vortex [43]. Spalart [44] has recommended a modifcation to help remedy this 
problem. He represents the production term Z as a combination of vorticity ž and strain rate â : 
Z ˘ � š  ¹ 3 œ ž œ Ð ˛ (W 3Eˆ 7 œ â œ F œ ž œ ;‡;O[ \ (2.58)Y 
where 
� Y ̆$ˆ-˙ #*.++ is an empirically-determined constant based on the wingtip calculations of 
Dacles-Mariani et al. [43], and  ¹ is the turbulent Reynolds number. Thus, in regions where 
the vorticity is greater than the strain rate, the eddy viscosity is limited. This modifcation has 
shown to successfully limit the numerical dissipation typically observed in computations of tip 
vortices [19, 43]. The numerical implementation of this modifcation can be found in [30]. 
2.5 Boundary Conditions 
2.5.1 Infow/outfow 
The total pressure D  a  is specifed at the inlet, while the static pressure D I 5 Á  is specifed at 
the outlet. Section 4.2.1 discusses the implementation of the total pressure boundary condition, 
while this section gives the method by which the fow variables are extrapolated to the boundaries 











26 á á ©á É Ð 6]á ˘Bˆ (2.60)^ƒ ] âwhere ˘ , is the direction normal to the boundary surface. Ideally, (Equation 2.5) 
should be implicitly added to the previous governing equations [45]. However, it was not ° 
included in this work. A similarity transformation, ˘   XY , is used to diagonalize the 
matrix. Multiplying Equation 2.60 by  XZY yieldsá a á a ° á Ý É Ð á;]Ý ˘Bˆ (2.61) 
where 
Ý a ̆ˇ a XY © are the characteristic variables.  a XY here is evaluated at constant conditions. 
This decouples the equations, so they can be written as a total derivative: ² Ý a² É ˘ˇˆ (2.62) 
The previous equation is discretized on the boundary to give: 
Ý a  _–˘ Ý a  H (2.63) 
where 
Ý a  H are characteristic variables evaluated at the reference conditions. 
At the outfow, 
p Y  L a`p ˘ Ï Ï and> p Û ˘ Ï Ð > , are extrapolated to the boundary surface from within the domain, and ˘ F is extrapolated from the reference conditions specifed at the 
downstream boundary. At the infow, 
p Y  L  ` is extrapolated from outside the domain, and p Û is 






and the solution variables are recovered by: b a Y © H© ¸˘ˇ_ a b b a Û a L © © Á H � � (2.65)nb a ̀ © ¦  
where 
b º Á are the left eigenvectors of  º XY , and ½ is c for the infow boundary and c S for the 
outfow boundary. 
2.5.2 Inviscid boundary 
The plenum chamber and outfow shroud are treated as inviscid boundaries to save points. 
The velocity is imposed to be tangent to the wall [ Q R S 1 ˘ˇˆ . 
2.5.3 Viscous surface 
The velocities of the no-slip condition are specifed initially to the given wall velocities. In 
future iterations, the change in velocities are held constant by enforcing a zero change. 
2.5.4 Radial equilibrium 
A radial equilibrium boundary condition can be used to account for the added pressure due 
to the centripetal acceleration of the rotating fuid [45]. The following equation can be solved 
for pressure: 
¿ # ²² ¢ ½ ˘ [ ½  L (2.66) 
More accurate specifcation of the boundary conditions should result in better convergence 
characteristics of the solution (see Section 4.5). In other words, the residual should tend to 
vanish (numerically 10XYed ), rather than converging to a fnite value (e.g. 10X Ü ). This boundary 
condition was not implemented in this work, but should be implemented in future work. 
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2.6 Initial Conditions 
The entire domain is initialized with zero velocity. This more accurately represents the 
experiment, where the water tunnel is started from zero velocity. 
More physically accurate initial conditions may provide for faster convergence [46], and 
improved convergence characteristics. For example, the fow feld could be initialized by the 
following formula: 
]¤3E ; ̆ ö³3E© ; (2.67) 
where ]¤3E ; is the initial axial velocity, öª3E ; is the cross-sectional area as a function of the  -© 
coordinate, and is the fowrate which is constant everywhere in the domain. Additionally, the 
pressure in the domain can be initialized according to the following linear function: 
Dv3E ; ̆ˇD6I 5 Á  Ðˇ3EDGFïD6I 5 Á  ; 3#ÂF „  ; (2.68) 
where D I 5 Á  is typically taken as zero and „ here is the axial length of the domain. Although 
these suggestions were not attempted in this work, they are given here as recommendations for 
future research. 
(Degreees) 
0.416 0.446 0.92 -0.0063 0.172 -0.065 -0.4 
0.5 0.446 1.135 0.0063 0.148 0.0 4.2 
0.6 0.446 1.22 0.0145 0.119 0.037 10.0 
0.7 0.446 1.175 0.0227 0.102 0.047 15.9 
0.8 0.446 1.087 0.0309 0.100 0.047 21.5 
0.9 0.446 0.995 0.0391 0.100 0.038 26.3 
1.0 0.446 0.905 0.0473 0.100 0.02 30.0 
CHAPTER III 
DOMAIN DISCRETIZATION 
The previous numerical method is applied to simulate experimental work which was 
performed at the Naval Surface Warfare Center, Carderock Division (NSWCCD). A three-bladed 
ducted rotor, which is typical of a ducted submarine propulsor was used to study cavitation 
inception. The experiment was performed at the 36-in water tunnel at NSWCCD, as shown in 
Figure 3.1. The water fows from the left of the photograph to the right. Judge et al. [47] provides 
details of the experiment. 
Before the simulation can be run, an unstructured grid must frst be built. The unstructured 
grid is built from geometry data provided by NSWCCD. The process by which that was done is 
explained in this chapter. 
3.1 P5206 Geometry 
Figure 3.2 shows a photograph of the 34-inch diameter ducted rotor, mounted in the 36-inch 
water tunnel. The blade of the P5206 propulsor was developed in AutoCad by personnel at the 
Naval Surface Warfare Center. The following table gives the geometry of the P5206 propeller 
blade: 
Table 3.1: P5206 Geometry ½  >  N ¢  N c d  N É  > `  > Ï  
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ö 
0.358 0.414 6.000 6.923 
0.411 0.413 6.871 6.906 
0.462 0.409 7.730 6.853 
0.513 0.404 8.587 6.765 
0.564 0.397 9.439 6.641 
0.614 0.387 10.285 6.479 
0.664 0.375 11.122 6.278 
0.714 0.361 11.948 6.036 
0.762 0.344 12.761 5.751 
0.810 0.324 13.556 5.420 
0.856 0.301 14.327 5.038 
0.900 0.275 15.069 4.602 
0.942 0.245 15.773 4.106 
0.981 0.212 16.426 3.544 
1.016 0.174 17.010 2.912 
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A schematic of the hub and fairwater are given in Figure 3.3. The hub and shaft was modeledN 
as a constant diameter ( ˘$#/.-˙°)‹Ì‚& inches) and extended upstream to the infow boundary. The 
fairwater geometry is given in Table 3.2. 
Table 3.2: Fairwater Geometryc cC h‚ §3 S; h3 SZ; 
Table 3.3 gives the inlet geometry of the 36-in water tunnel test section. Although a constant 
17-inch radius inlet was used for the computations, the actual inlet geometry is provided here for 
the sake of completeness. 
Figure 3.4 shows a schematic of the propulsor in the 36-inch water tunnel. The locations 
where the infow and outfow measurements were made are shown here. Also , f , and � mark 
different entrance lengths that were used during the simulation process. These three entrance� 
lengths were studied. It was determined that location gave the best match with experimental � 
boundary layer infow. Since case originates within the duct, this eliminated diffculties caused 
by the effect of the duct leading edge “bump” [48]. The distance from the entrance to the 
propeller centerline for case 
� ˘ FM#*.-˙°&˛%+ inches, or � G˘$FAˆ-˙)˛ . 
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-4.081 1.160 -68.304 19.415 
-3.902 1.148 -65.304 19.212 
-3.722 1.136 -62.304 19.020 
-3.543 1.126 -59.304 18.852 
-3.364 1.117 -56.304 18.696 
-3.185 1.109 -53.304 18.564 
-3.005 1.102 -50.304 18.444 
-2.826 1.096 -47.304 18.336 
-2.647 1.090 -44.304 18.252 
-2.468 1.086 -41.304 18.180 
-2.289 1.083 -38.304 18.120 
-2.109 1.080 -35.304 18.072 
-1.930 1.078 -32.304 18.036 
-1.751 1.076 -29.304 18.012 
-1.572 1.075 -26.304 18.000 
-1.034 1.075 -17.304 18.000 
Table 3.3: Inlet Geometry c c hµ §3 S; h3 S; 
3.2 Grid Generation 
SolidMesh was used to generate the unstructured grid [49]. The geometry was either 
imported via IGES fles or developed directly within the software, using the built-in CAD 
software. SolidMesh is the graphical front-end for the volumetric grid generator, AFLR3, which 
stands for Advancing-Front/Local-Reconnecti
nitial placement of points. A 
on [50]. The advancing-front technique is used 
for the i combined Delaunay/min-max criterion is then used for 
reconnecting the points to form volume elements. The code can handle tetrahedral, pyramid, 
quadrilateral, prismatic, and hexahedral element types. 
Figure 3.2 shows the surface grid of the P5206 propulsor and surrounding recirculating water 
chamber. For the most part, the grid accurately models the real geometry. However, a window 
in the duct was not modeled1. 
1This is discussed in Chapter IV. Refer to Figure 4.10. 
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Figure 3.5 shows the unstructured grid of the P5206. The grid shown here contains 
approximately 3.5 million nodes. With the advancing-front grid generator, this can take up to 
fve hours to generate on a SGI R10k single-processor machine. 
The grid was refned in the region of the vortex core. Grid refnement in the vortex region 
was handled in a manual-adaptive manner: by running the solution, then manually refning the 
grid, then running the solution again. Figure 3.6 shows a volumetric cut through the grid in 
the åF ½ plane. To give the reader a sense of orientation, the trailing edge of the blade tip is 
highlighted. Approximately thirty to ffty points, depending on streamwise vortex location, were 
used to represent the vortex core region. Figure 3.7 shows a volumetric cut through the grid in 
the hªF i plane at ô˘$ˆ-˙°˛˛ . Notice, the grid refnement in the area of the vortex. To conserve 
points, the vortex was only refned in the same region where experimental results were measured. 
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Figure 3.1: U.S. Navy’s 36-inch water tunnel. Top: photograph of upper leg of water tunnel. 
Bottom: schematic of entire tunnel loop. Courtesy of NSWCCD. 
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Figure 3.2: Model and grid of propeller face. Top: Actual P5206 Propeller in 36-in water tunnel. 
Bottom: Unstructured grid of P5206. 
35 
Figure 3.3: Schematic of propeller hub (top) and fairwater (bottom). Courtesy of NSWCCD. 
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Figure 3.4: Schematic of test section showing infow and outfow measurement locations, as well 
as different entrance lengths investigated in simulation. Courtesy of NSWCCD. 
Figure 3.5: Unstructured grid of P5206 (Flow goes from left to right). 
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Figure 3.6: Volumetric grid cut through domain (Flow goes from left to right). 
Figure 3.7: Grid cut at Cˇ˘Bˆ-˙°˛˛ (Flow coming towards reader). 
CHAPTER IV 
PROPULSOR SIMULATION 
This chapter covers the many of the details related to simulating the P5206 propulsor. The 
following specifc topics are discussed: 
ð parallel computing. Covers the parallel implementation and running issues. ð boundary condition issues. Covers the following issues: 
– total pressure conditions. Total pressure must be specifed at the inlet boundary. 
– boundary layer infow. The boundary layer just upstream of the propeller must match 
the experimental measurements. A grid convergence study in the boundary layer 
region was performed to study the infuence of grid distribution on resulting skin-
friction coeffcient. 
– blade surface pressure. Pressure problems on the blade tip created convergence 
issues which are discussed.ð calibration of infow. Covers the procedure by which the total pressure was adjusted to 
produce the correct infow conditions. ð solution convergence. Covers convergence characteristics of torque, thrust, and mass 
balance.ð experimental validation. The following quantities are validated using experimental data: 
– torque/thrust 
– outfow velocities 
– vortex velocities 
– vortex core pressure 
– vortex core size 
– vortex circulation 
– cavitation comparisons ð analysis of results. The results of the simulation are used to provide an explanation for the 
process of cavitation inception. 
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4.1 Parallel Computing 
Due to the massive size of the unstructured grid (about four million vertices), the simulation 
is run on the linux supercluster named Lakota. Lakota is composed of 586 processors and is 
based on the IBM X330 and SGI 1100 PC servers. Each node contains two processors and one 
gigabyte of memory. 
The domain is partitioned into either 24, 32, or 64 blocks. Maximum memory utilization is 
achieved when the domain is partitioned into blocks containing 150,000 vertices per processor 
[51]. For the current simulation, this condition is met at 24 processors. In the process of 
partitioning, the vertices are reordered using a Cuthill-McKee algorithm to achieve high data 
locality and, thus, improve cache coherency [30]. In general, the partitioning method achieves 
above a 99% load balance effciency. 
The following table gives scalability results and runtimes based on achieving convergence in 
2000 iterations: 










Message Passing Interface (MPI) libraries are used for doing all message passing. More 
details concerning the parallel implementation of the numerical method can be found in [30]. 
4.2 Boundary Condition Issuesã ä æèç³é¸ê
Several modifcations were made to the fow solver to accurately simulate the 
P5206 propulsor. These are listed here in the order in which they were handled: 
1. Total pressure boundary conditions 
2. Boundary layer at CG˘$FAˆ-˙.,-#*+ 






4.2.1 Total pressure boundary conditions 
Internal fow requires special treatment of the boundary conditions to ensure that mass 
is conserved in the domain. “Total pressure” boundary conditions were implemented intoãåä‹æôçªé¸ê
the solver to meet this requirement [45]. These boundary conditions allow the 
specifcation of the total pressure at the inlet D  a  , the static pressure at the exit D I 5 Á  , and a fow 2 1 ˘x3 265-782697826:<;angle . Since the reference pressure can be arbitrarily chosen, the downstream 
pressure is typically set to zero and the total pressure upstream is specifed as: 
D  a  ˘ˇD ¥ Ð ˛ # K L (4.1) 
At time level S Ðˇ# , the following pressure is specifed at the inlet boundary:!g ÅD _ ¥  ˘GD  n a  F ˛ # 3 K n ; L (4.2) 
where K Ý ̆ a Û h ] L Ð L Ð Ò L is extrapolated from within the domain via the characteristic variable (see Equation 2.64). The velocity is resolved into the cartesian components at 
the boundary via the user-specifed fow angle: 
]a_ ˘ K 265_ ˘ K 269 (4.3)Ò _ ˘ K 26: (4.4) 
Total pressure boundary conditions allow the infow velocity to vary, which allows any additional 
mass that may be in the system to exit through the entrance boundary. 
4.2.2 Boundary layer infow 
Two diffculties existed in matching the experimental infow correctly: (1) the measurements 
were taken just upstream of the propeller at l˘ FAˆ˝˙°.,-#*+ , and (2) skin friction results are 
sensitive to the number of grid points in the boundary layer region. 
ö
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Figure 4.1: Body1 geometry. 
The frst problem was handled by specifying the inlet boundary further upstream, such that 
the boundary layer would grow to the proper thickness at the measurement location. Figure 3.4 
shows the various entrance lengths attempted, denoted � , f , and � . These three entrance lengths 
were investigated and it was determined that location gave the best match with experimental 
boundary layer infow. 
The second problem was discovered while running validation cases of “Body1” geometry ã ä æôçªé¸ê
[52], as shown in Figure 4.1. The unstructured code, , tended to compute accurate� ˜ 
pressure profles for Body1 but failed to give an accurate distribution along the aft portion of 
the body. Figure 4.2 shows the skin friction coeffcient along the body for several different cases. 
Initial gridding with an unstructured surface, and approximately 17 points in the boundary layer 
region (with h ¬ being less than one), resulted in poor � ˜ predictions1. Generating a structured 
grid on the surface of the body made a tremendous improvement. Morever, adjusting the number 
of points in the boundary layer helped the computed boundary layer to be in good agreement with 
the experiment. 
1It should be noted that this behavior is not unique. Even commercial software package, such as FLUENT have 
diffculties with predicting ikj on unstructured surface grids [53]. 
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Figure 4.2: distribution on Body1 geometry. 
�?˜ 
�?˜ 
Thus, the accuracy of the is very sensitive to the number and/or location of points in¬ ¬ 
the boundary layer. Figure 4.3 highlights this fact. These are typical ] - h plots showing the 
details of the boundary layer profle. Spalding’s formula is used to generate the inner-layer, 
while a 1/7 
 q power law ft shows the overlap layer, and experimental data taken from HIFOIL 
(discussed in Section 5.4) shows the outer layer for four different Reynolds numbers. Dark 
vertical lines represent the grid distribution in the boundary layer profle. Figure 4.3a shows the� ˜ 
boundary layer grid which gives an RMS 7.7% error in . On the other hand, the grid shown in�?˜ 
Figure 4.3b gives only a 2% RMS error. This indicates that the is sensitive to the unstructured�?˜ 
grid packing in the boundary layer region. Moreover, errors in will also produce errors in 
boundary layer profles as well as frictional drag computations. Chapter V delves further into 
the mathematical reasoning for this sensitivity. 
This grid sensitivity issue justifes the need for greater control of point placement in the 
boundary layer region. Possibly, a grid generation system could work together with a boundary 
layer solver to make more accurate predictions of boundary layer thicknesses. In summary, 25 to 
30 points in the boundary layer should give good results for skin-friction and drag predictions. In 
relation to the P5206 simulation, the accurate placement of points in the boundary layer region 
played an important role in proper prediction of the boundary layer profle. 
43 
a. default spacing (17pts) 
b. improved spacing (30pts) 
Figure 4.3: Numerical grid overlaying theoretical/experimental boundary layer. More points are�?˜ 
required to properly compute in regions of adverse pressure gradient. 
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RPM J 
Experiment 3.1x10 9.9x10 22.85 ft/s 500 0.98 
4.2.3 Boundary pressure on propeller blade 
Non-dimensionalizing the infow velocity by K ¦ resulted in convergence problems with the 
computed pressures on the blade surface. This caused the highest velocities to be at the blade tip. 
This problem is readily fxed by nondimensionalizing the domain by the tip speed, K  ÁÍÙ ˘ ž  . 
4.3 Simulation Conditionsã ä æôç³éfê
The results presented herein are based on running the fow solver in a steady, 
relative-frame mode with local time-stepping. Roe’s fux formulation is used to discretize the 
inviscid fux vector, and the fux Jacobians are approximate. A symmetric Gauss Seidel implicit 
solution algorithm was used to solve the linear system of equations. The viscous terms were 
discretized using the edge-based directional derivative method. Barth’s limiter was used on 
the solution algorithm, and a simple clipping algorithm was used for the turbulence model. A 
modifcation was also used on the Spalart-Allmaras turbulence model to limit the eddy viscosity 
in the vortex. The following table shows the physical conditions which were modeled in the 
simulation: 
Table 4.1: Simulated ConditionsM¶ Ü M¶  ÁÍÙ Ü K ¦ 
4.4 Calibration 
The simulation needed to be calibrated such that it would accurately represent the 
experimental conditions. Calibration, in this context, was performed by systematically adjusting 
the total pressure D  a  at the inlet such that either: (1) the mass infow matched the experimental 
mass infow (mass-matched) or (2) the computed infow matched the experimental infow 
(velocity-matched). 
The simulations employing these two approaches will be respectively referred to as run20
and run20d. Run20 was non-dimensionalized according to K ¦ , infow velocity, while 
45 K  Á Ùrun20d was non-dimensionalized according to , the tip speed of the propeller. In each 
case, the total pressure conditions were adjusted such that the fow just upstream of the propeller 
matched the experimental infow velocity profle. This resulted in two slightly different boundary 
layer distributions, although it should not have2. 
In Figure 4.4, circumferentially-averaged3 velocity profles from the simulation are 
compared with experimental measurements, both taken at4 C ˘ FAˆ-˙°.,˝#*+ . As shown in 
Figure 4.4a, run20 shows an unusually thin boundary layer. Though it does not model the 
boundary layer at the infow well, it does provide for good velocity comparisons in the vortex 
region. The reason for this is due to a cutout in the duct window (this will be shown in Figure 
4.10). As shown in Figure 4.4b, run20d matches the infow velocity distribution near the 
duct wall very well but does not match as well near the hub region. This discrepancy near the 
hub is likely caused by the difference in entrance lengths and/or shaft geometry between the 
experiment and the simulation5. Figures 4.4c and 4.4d show tangential velocity comparisons 
between computation and experiment. It is apparent from the tangential velocity distribution 
that run20d shows more physically correct results. Although the simulation may give results 
which accurately model the fowfeld, the experimental comparisons are not as close as run20 
because of the window cutout. Vortex visualization results for run20d are shown in Figure 4.5. 
Both simulation runs are presented here for the following reasons: (1) run20 shows that 
the code does a reasonably well job of matching the experimental data, and (2) run20d shows 
what should actually occur in the vortex region if it were unaffected by the window cutout. The 
following table highlights the differences between run20 and run20d: 
2Possibly, this may be related to grid dependency issues discussed in Section 4.2.2. 
3Computing circumferential-mean velocities 
Circumferentially averaging is defned as:lnmo6p8q 8ras 7Utuvxw Å l • o p8q zy{}|�~ r (4.5)v 
where † represents either ‡ , … , or q . |O~ typically is given as —ƒ– Ø , making •�⁄ s›‹!− . And q  are discrete points in the 
radial direction. 
4Refer back to Figure 3.4 for the visual location of the experimental infow measurements. 
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c. run20 d. run20d 
Figure 4.4: Infow comparisons with experiment. Axial (top) and tangential (bottom) velocity 
profles at ˇ˘$FAˆ-˙.,-#*+ 
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Figure 4.5: Line Integral Convolution Method [1] applied to run20d 
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run K infow run20 5 0.39 K ¦ ÁÍÙ match mass-fow run20d 5 0.1425 match velocity profle 
� PM„ D  a  K HI ˜ 
4.5 Solution Convergence 
Ideally, the goal of a steady-state solution process would be to drive the residual in 
Equations 2.56 and 2.57 to zero. However, due to complexity of these simulations and the 
many approximations which must be made to solve the non-linear system of equations, the 
residual at convergence is a fnite value. Approximating strong gradients in the fow feld may 
introduce numerical oscillations which can cause the system to diverge. To handle these types 
of diffculties, limiters are used to damp spurious oscillations. 
Thus, convergence is typically defned when the L2 norm of the residual drops two to three 
orders of magnitude, as shown in Figure 4.6d. Even at convergence, the residual shows small 
fuctuations due to limit cycling of the mean or turbulent solution limiter. This is most likely due 
to a few cells in the recirculating water chamber, which are wanting to diverge. However, in this 
work, convergence was defned at the point where mass balance was achieved in the system, as 
shown in Figure 4.6c. By the time the mass is completely balanced, velocities and thrust and 
torque had also reached convergence, as shown in Figures 4.6a and 4.6b respectively. 
These fgures show jumps in the convergence at roughly 2000, 3000 and 4000 iterations. 
These indicate manual adjustments made to the total pressure specifed at the inlet boundary. 
Every so often, the total pressure was slightly increased or decreased to ensure that the maximum 
velocity at Cˇ˘ FAˆ-˙°.,-#/+ was one. Convergence improvements have been made by initializing 
the feld with zero velocity (rather than the default of K ˘$# ). Thus, if the required total pressure D  a  is known, convergence can be achieved in 2000 iterations. 
4.6 Experimental Validation 
4.6.1 Thrust and torque 











u d uòƒ 
The thrust coeffcient is very sensitive to the infow. For example, a 20% defcit in infow 
can change the computed thrust by a factor of two [48]. Therefore, the 20% disagreement in 
thrust coeffcient is most likely due to the boundary layer being too thin near the hub. Since 
the objective of this work was to compute tip vortex fow, little effort was made to remedy this 
discrepancy. However, this could readily be fxed by either: (1) specifying a boundary layer at 
the upstream boundary, or (2) increasing the shaft length further upstream. 
4.6.2 Outfow 
Comparisons were made with experimental velocities6 measured at G˘ˇˆ-˙°&Ì . Figure 4.7 
shows the comparison of the simulated outfow with that of the experiment. Figures 4.7a and 
4.7b show circumferentially-averaged axial mean velocity profles for runs 20 and 20d. In both 
cases, the simulation tends to diffuse the results, which is most likely due to not having enough 
points radially to maintain the velocity gradients in the outfow. 
Figures 4.7c and 4.7d show the radial circulation distribution7 about the blade. The 
experimental data shows a “kink” in the vortex region at ½  $ ˆ-˙), . This could possibly 
be attributed to the window cutout in the duct (see Figure 4.10). Otherwise, the computed radial 
circulation profles are in good agreement with the experimental measurements. 
6Refer back to Figure 3.4 for the location of the outfow measurements. 
7Computing radial circulation 
The outfow radial circulation distribution can be approximated by the following formula [54], which is based on a 
simple representation of an inviscid propeller:‰ l m rlnm p8q r„s”“}‘’ ™ ‚ p8q f q qŁf f (4.6)m ’ 
where ‚ is the circumferentially-averaged tangential velocity at each radial location, and is the number of blade




4.6.3 Vortex velocities 
LDV measurements were made just downstream of the blade tip at 103 different  - ½ 
“planes.” Figure 4.8 illustrates the location of the measuring planes. In this fgure, only every 
tenth plane is shown. The planes of comparison are given in a non-dimensional arclength: 
½ Ï!"˘ > (4.7) 
where > is taken as the chord of the blade tip. Here ! is defned to be #˙°ˆ at the trailing 
edge. Experimental comparisons are made from S = 1.0 to S = 1.513. Figure 4.9 shows the 
experimental planes, while looking at the “face” of the propeller. Furthermore, Figure B.1 shows 
an  - ½ cut of axial velocity through the domain. The measurement region is indicated by a black 
rectangle, and highlights the complexity of the producing good simulation results. Small changes 
in the infow velocity will cause the vortex to move upstream or downstream. In some cases, the 
simulated vortex might completely move out of the measurement region. 
The experimental measurements are given as streamwise velocity [ and crossfow velocity [ ¾ . The streamwise velocity follows the direction of the streamlines of the fow. Therefore, each 
physical location can have a different streamwise vector associated with it. [ and [H are defned 
as: T T[¸˘ˇ[ 5Œ (W\ F"[ ?ŠŸ Œ (4.8)[ ¾ ̆ˇ[ 5 ŠŸ Œ T Ð [  Œ \(W T (4.9) 
Here 
T 
is the local fow angle8. [ can be normalized by the relative infow velocity to give the 
normalized streamwise velocity [  ¥ as: lıŽ l?ł 
8The local fow angle was computed three different ways for computation of and : 
1. œ is given as the pitch of the blade distribution. 
2. œ is computed as š�ž¡€£¢ Å p l ‚8¤ l s r . 
3. œ is computed from the experimental data. 
To ensure a precise one-to-one comparison, the same fow angles which were used to analyze the experimental 
data were used to analyze the simulation results. 
q§ ‘?¨
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[  ¥ ̆ Õ K ¦ L [ZÐ K  L ÁÍÙ (4.10) 
Figures B.2 - B.7 show comparisons between the computational and experimental data. Here 
normalized streamwise velocity [  ¥ is shown, which is essentially in the direction of the vortex.[ª¥ eliminates the radial dependence of the streamwise velocity (caused by K  ÁÍÙ ˘ ¡ 5½ ) [55]. 
In these comparisons, the gross fow features are similar, but notice how the streamlines in 
the experiment go out of the top of the image. The top of the image represents the duct wall, so 
no fow should be able to go through the duct wall. This phenomena is due to a window cutout 
in the duct, used to make the LDV/PIV measurements. 
Figure 4.10 shows the cutout in the duct that is not modeled in the simulation. This cutout 
creates a diffculty in providing good comparisons with the experimental data. The cutout allows 
the boundary layer to be sucked into the cutout region, and also creates large differences in the 
tangential velocities. It was discovered post-priori, that running the simulation with a negligible 
boundary layer thickness would help to compensate for the effects of the window cutout. 
4.6.4 Vortex core pressure 
Figure 4.11 shows the pressure coeffcient along the vortex core computed from the RANS 
solution. Since the vortex is not axisymmetric, the minimum pressure does not occur at the vortex 
center. However, this difference is shown to be negligible. The experimental pressures shown 
here are computed from the measured velocities by assuming a Rankine vortex approximation9. 
9Rankine vortex approximation to minimum pressure 
Due to the current inability to non-intrusively measure vortex core pressures, experimentalists must revert to using 
a Rankine vortex approximation of the core pressure. As shown in Figure 4.11, this does a good job of capturing the 
trend along the core. The core pressure approximation is based on an idealized Rankine vortex, defned as having the 
following velocity distribution: ¥¥ ‚ ss ¦¦ ¨¨ q ¨ q f — (4.11)‚ § ‘?¨ q ¨ª© — (4.12) 
Traditionally this model has been used in cavitation theory to predict a minimum pressure coeffcient based on 
integrating the radial momentum equation. The minimum pressure is assumed to occur in the vortex center, where 
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To make a direct correlation with the experimental measurements, the Rankine approximation is 
also used on the simulation results. The Rankine approximation of the simulated pressure agrees 
very well with the experiment except near the trailing edge tip. This discrepancy is most likely0due to the affect of the two distinct vortices. Thus, the computation of the core size includes 
the effect of both vortices. This same difference is refected in Figure 4.12a. 
The Rankine vortex approximation should be expected to give lower pressures than the actual 
pressure because (1) it does not take viscous effects into account, (2) it assumes no variation of 
streamwise velocity, and (3) it assumes the minimum pressure occurs at the vortex center. 
Because this is an internal fow problem, there are certain to be translation errors in choosing 
what to use for the reference pressure. In these computations the reference pressure is taken at 
the infow boundary. Experimentally, it would be best to measure the ambient pressure at the 
location where the infow measurements are made. Therefore, pressure and velocity would have 
the same reference location. However, pressure was not experimentally obtained in this work. 
The minimal pressure occurs both experimentally and computationally at ! $ #˙(# . 
Cavitation inception is experimentally observed to occur at !ˇ˘ #˙°+ and � $ FM## . This 
discrepancy between the minimum pressure and actual inception location is discussed in Section 
4.7.4. 
4.6.5 Vortex core size 
Figure 4.12a shows comparisons of vortex core size computations with that of the 
experiment. The procedure for computing the vortex core size is dicussed in Appendix A. A 
simple defnition for the core size is given as: 
0 3E! Á ; ̆ 7¬«" Ú Y 0 " � 3E
  Ê 5 7 Ï " ; (4.14) 
the Rankine vortex gives a minimum pressure coeffcient of ® § . The complete formulation can be found in [7]. The 
resulting estimate is given as: i s ® § * § ‘ ¦ ™ ̈ - … (4.13)a¯!°a±² 
53 "0where is distance from the center of the vortex to the location of the maximum tangential 
velocity, ! � Á is a discrete location (as defned by Equation 4.7) for a specifc Ï " ˘ .%,ˆ   � . In 
this work, was taken as 36. 
The spurious behavior of the core size is a refection of the diffculty of defning a vortex. 
The maximum tangential velocity does not always produce a maximum in every radial direction. 
One way of dealing with this problem is rather to defne the vortex as a combination of maximum 
tangential velocity and vorticity [55]. Furthermore, as mentioned previously, the difference in 
the two left-most points is likely due to the difference of analysis methods. In analyzing the 
simulation results, the vortex analysis method treats both vortices as one, thus making the vortex 
size appear larger than it actually is. 
4.6.6 Vortex circulation 
Computing vortex circulation in the unstructured code is not a trivial task. Nevertheless, 
a method was developed to automatically compute the vortex parameters at stations along the 
vortex. The circulation is defned as: 
‘˘ ³ ] Q R ² b Q (4.15) 
where the line integration path 
b Q is taken as a circle in the plane perpendicular to the vortex 
trajectory. The details of this method can be found in Appendix A. 
Figure 4.12b shows computational versus experimental comparison of the circulation along 
the vortex core. One of the diffculties in computing circulation in this simulation is that there are 
two vortices rotating and coalescing about each other. Hence, the circulation values, attempted 
to be computed for just the leakage vortex most likely represents contributions from both the 
leakage and trailing edge vortex. 
Figure 4.12c and 4.12d show the maximum and average tangential velocities along the vortex 
core. There may be minor discrepancies between the experiment and computation based on: (1) 
the window cutout, and (2) the method of analysis. 
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4.6.7 Cavitation 
Figure 4.13 shows the cavitating tip vortex. In this fgure, the view is looking down on top 
of the blade tip. The blade is rotating up towards the top of the page. The simulation results are 
shown in the bottom of Figure 4.13, with an isosurface of intrinsic swirl (intrinsic swirl value 
= 1.2). Intrinsic swirl helps to located vortices in the fow [56]. Notice the trailing edge vortex 
coming off the suction side trailing edge of the blade and intertwines with the leakage vortex. 
4.7 Analysis of Results 
Whereas the previous sections dealt with specifc implementation and validation issues, this 
section focuses on analyzing the results of the simulation. To understand the process of cavitation 
inception, all aspects of the fow feld leading up to cavitation should be known. A combination 
of experimental and computational results are used to answer the following questions: 
ð What are the details of the vortex structure?ð What is the pressure along the vortex core?ð What is the gross physical process causing inception? ð �A° Why does inception not occur at ?ð What are the effects of turbulence on inception? 
4.7.1 Gross Flow Physics 
4.7.1.1 Pressure 
Figure B.8 shows the pressure on the propulsor duct and propeller. Notice that the pressure 
variations of the blade trailing edge tip and the vortex are signifcantly felt on the duct. This 
observation will be used later in Chapter VI as a motivation for shape optimization of the duct 
surface. 
Figure B.9 shows the pressure coeffcient on the blade. The minimum pressure on the 
blade surface corresponds to the location where surface cavitation is experimentally observed 
to appear, as shown in Figure B.10. 
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Figure B.11 gives shows the locations where additional pressure contour cuts where
made in the - plane. The pressure
C
contour cuts are shown in Figure B.12.
4.7.1.2 Velocity
The axial velocity in - plane of the simulation domain is shown in Figure B.1. A rectangle
is drawn near the blade tip illustrating where the experimental measurements were taken, and
where the comparisons are made. Simulated streamlines are shown for this small rectangular
region in Figure 4.5. Additional velocity cuts in the - plane are made at four different
locations (defined in Figure B.11). These are shown in Figures B.13 and B.14.
C
4.7.1.3 Skin friction
Contours of the skin-friction coefficient are shown in Figure B.9. Comparing the pressure
and skin-friction coefficient, one can deduce that separation occurs near the trailing edge on
the suction side of the blade. Modifications in the trailing edge region can provide substantial
improvements in the hydroacoustic performance of the propeller [57]. A chamfer or “knuckle”
near the trailing edge can modify the shedding of large-scale vorticity from the blade trailing
edge [58].
4.7.2 Cavitation Inception Physics
Figures B.15 - B.16 show pressure, streamwise velocity, and cross-flow velocity magnitude
of the inception process. This is helpful to study the physics of how the trailing edge vortex
rolls up into the leakage vortex, causing a local minimum pressure to occur. One can see
from the streamwise velocity, the leakage vortex, and trailing edge vortex precessing about each
other, and eventually!"$#+coalescing downstream. Experimentally, inception does not occur untilapproximately .
Figure B.17 shows isosurfaces of streamwise velocity to highlight the rollup process of the





process: (1) two separate vortices, (2) vortex precession, and (3) vortex coalescence. Moroever,
the process of inception appears to occur in the following manner:
Low momentum fluid convects radially outward into the trailing edge vortex
Leakage vortex and tip vortex precess about each other until a critical distance is reached.
The pressure drops to a local minimum10
The two vortices eventually coalesce. Near the point of coalescence, the streamwise
velocity rapidly decreases. It is thought that the rapid decrease of the streamwise velocity
causes the nuclei to stretch and rupture. In fact, Ran and Katz [12] observe microscale
vortex stretching to the be the cause of inception.
4.7.3 Vortex Interaction
The knowledge of the tip-vortex rollup process having an effect on the minimum pressure
warrants a discussion of the effects of vortex interaction.
Lugt [59] presents a brief overview of the motion of two point vortices. For two vortices
of unequal strengths, rotating in the same direction, the vortices rotate about a vortex center
determined by connecting two lines lying on the edge of each vortex, where the tangential
velocity is zero. On a much larger scale, Lugt refers to this being the cause of a tropical storm,
called the “Fujiwara effect.”
Christiansen [60] examined vortex interaction between two vortices using a point vortex
interaction model. He noted three modes of behavior of the interaction of two vortices with the
same polarity:
Two vortices far apart precess about each other
Two vortices close to each other coalesce and become one vortex
Two vortices at a critical distance rotate about each other and exchange vortex fluid
This information is interesting in understanding ways to prevents tip-leakage vortex cavitation
inception. If the two vortices can be designed in such a way that they remain a critical distance
10One would expect cavitation to occur at this location. Possibly the residence time of the nuclei in the minimum







from each other, the cavitation inception number might be raised significantly. In Chapter VI,
this concept is discussed as a means to delay inception.
4.7.4 Difficulties in Predicting Inception
Now AZthe question arises: why does inception not occur at the minimum pressure? Typically
is used as an estimate of the cavitation inception number. Brennen [61] discusses
the many difficulties in predicting cavitation i ception. He identifies the following variables
which may cause inceptionnot to occur at :
tensile strength of the water
residence time effects reduces
existence of contaminent gas can cause increase in
viscous effects cause to be a function of the Reynolds number
turbulence effects can substantially increase
Arndt [7] gives a better estimate of cavitation inception in the following formula:
 a(́;¿CK (4.16)
The second and third terms on the right hand side represent
¿K
th effects of unsteadiness and
bubble dynamics. is the tensile strength of the liquid, and is assumed to be a constant of
proportionality representing the ambient turbulence conditions in the facility.
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a. Thrust Coefficient b. Torque Coefficient





















c. Mass Conservation d. Global Residual
Figure 4.6: Convergence characteristics of simulation.
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a. run20 b. run20d














































c. run20 d. run20d
Figure4.7: Outflow comparisonswith experiment.Top: axial velocity profiles. Bottom: radial
circulationprofiles. µ¶¸·W¹
ºa»#¼?½ . Note: somediscrepanciesmaybeattributedto the
window cutout(Figure4.10).
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Figure 4.8: Planes where measurements are taken.
Figure 4.9: Coordinate system for .¾
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Figure 4.10: Duct window cutout for LASER/PIV measurements. Courtesy of NSWCCD.
62














Cavitation inception is experimentally
















Figure 4.11: Pressure along vortex core.
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a. Vortex core size b. Circulation























c. Average Tangential Velocity d. Maximum Tangential Velocity
Figure 4.12: Quantitative vortex comparisons with experiment. Some of discrepancies between
computation and experiment can be attributed to slight differences in the method of
analysis.
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Figure 4.13: Cavitation comparisons with experiment. Top: the P5206 showing cavitating





Propellers are designed and tested on a model scale for two primary reasons: (1) cost
feasibility and (2) the non-existence of any facilities that can test full scale propulsors. The U.S.
Navy does have a full-scale trials division. However, the experimental measurement devices
are limited, and the conditions of testing in nature, do not provide for a controlled testing
environment. Since experimentation is not readily available for full-scale flow, the author hopes
to use CFD to address questions concerning cavitation inception scaling.
This dissertation seeks to shed light on how the minimum pressure in a vortex scales with
Reynolds number by addressing the following questions:
1. Can RANS accurately handle full-scale Reynolds numbers (e.g. )? A flat-plate is
studied at a Reynolds numbers ranging from to to answer this question. Three
different turbulence models are investigated for their “full-scale” performance.








at near full-scale Reynolds number range are provided to justify proper
scaling techniques.
3. How does the vortex scale at Reynolds numbers? Specifically, how do the following
quantities relate to Reynolds number:











Possibly the most famous work in cavitation inception scaling is the work of McCormick





vortex system. He presents a theoretical analysis of a completely rolled-up vortex and non-
distorted sheet, on elliptical and rectangular wings. Noting discrepancies between experiment
and theory, he concluded that the induced drag does not govern the size of the vortex, as many
have suggested. Therefore, he also presents a semi-empirical analysis in which he assumes that
the boundary layer thickness on the pressure side of the blade tip is proportional to the vortex
core. The fundamental relationships of McCormick are given as follows:
1. relate the boundary layer thickness to theÐÑR ynolds number.·ÔÓ:Õ (5.1)
2. relate minimum pressure coefficient to the vortex core size.This is based on a Rankine
vortex assumption. The radial momentum equation is integrated to give:ÃOÄÅ6ÆÇÖ¹G×ØÚÙ Ø¸ÛkÜaÝÞßáà (5.2)
3. relate the boundary layer thickness to the core size.By assumingÃã;¹WäQÝVâthe vortex circulationis equal to the circulation about the blade , the lift coefficient, is used to give
a final expression for the minimum pressure as a function of Reynolds number:
where
ÄÅ;Æ#Ç (5.3)






ve at the following relationship:











In the early eighties Billet and Holl [64] gave a comprehensive paper of scale effects covering
various type of cavitation. They categorize scale effects into the following categories:
Type #1 scale effects, which act on the flow outside of the cavitation bubbles, and effect
the pressure of the fluid. These affects are primarily due to Reynolds and Froude number
effects, as well as turbulent fluctuations.
Ò
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67Â Type #2 scale effectsact primarily on the bubble growth and cause the cavitation bubbles
to vary from the equilibrium vapor pressure governed by the bulk temperature of the fluid.
Tip vortex cavitation contains both type #1 and type #2 effects. Type #1 effects are explained by
McCormick’s theory. Type #2 effects are noticed by the heavy dependence on gas content. Thus,
the Reynolds number is also dependent on air content. Billet and Holl added an approximation
based on Henry’s law to approximate the gas content in the liquid as:
ëóò ¹G×íôõèö÷¡øù¸öøúÃ àû ·ÔÓü:ý þOÿ   à äÝ àÞ (5.5)where   ¹ å is Henry’s law, being a constant based on dissolved air content, is Henry’s
constant, andå is an empirical correction factor.
Farrell and Billet [5] present a correlation of variables which predict the minimum pressure in
a leakage vortex. Following McCormick’s assumption that the tip vortex is primarily composed
of boundary layer flow from the pressure-side of the propeller tip, they formulate an expression
for the incipient cavitation index as:
ëaò 	 Û à 
 à Ã àû   ¿í× Ó  þ ÿ  Þ å Î ¿×UÓ  Á  Ý  à ·ÔÓ Õ (5.6)
Hsu [65] presents a theoretical analysis of a rolled up vortex based on Betz’s model [66]. To
investigate the viscous core pressure, he rather solves the unsteady Navier-Stokes momentum
equation. He neglects the axial flow along the vortex core, assuming that it is negligible. The
following correlation results from his theoretical analysis:
ë ò ¹ ¿  Ã û½Û Ù Ø  Ò ß   Õ  à  ×í½   Õ ·ÔÓ Õ (5.7)
In 1990, the ITTC added [67] a constant of proportionality to Equation 5.4 to give the current
version of the scaling law to be: ëóò"!ëóò Å ¹$# Ù ·ÔÓÎ·ÔÓ ì ß Õ (5.8)
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where # and  are constants determined empirically. Thus, cavitation inception scaling is
dependent upon two primary effects: (1) viscous effects dominated by the Reynolds number,
and (2) free stream nuclei effects dominated by the Weber number:&% ¹ äÝ à'( (5.9)
where
(
is a measure of surface tension. Shen et al. [68] investigated the constant# . They
conclude that the constant can be greater than, less than, or equal to unity. The effect is increased
as the model scale Reynolds number differs from the full scale.
Recently, Shen [69] hypothesized that the scaling exponent, , is not a constant, but rather
varies according to a logarithmic scaling law. Following McCormick, Shen assumed that the
flow in the tip vortex is composed of the boundary layer flow from the pressure side of the blade.
Experimental measurements up to·ÔÓU¹ ¿º*) exist for the total skin-friction coefficient [70].
Noting thatÃ,+ changes with Reynold’s number logarithmically, Shen uses a similarity approach
to derive a relationship forëaò ! as a function of both full·ÔÓÎ and model scale·ÔÓ ì Reynolds
numbers. The equation is given here:ëaò-!ëóò Å/. Ù ·ÔÓÎ·ÔÓ ì ß Õ (5.10)
where  ¹10 »)¿3254/õ7698;:=<?>7@ % !:=<?>@ % ÅBA4/õ76 8 @ % !@ % Å A (5.11)
5.2.3 The contraversial scaling exponent
The scaling exponent , as in ëaò,  ·ÔÓÎú¶·ÔÓ ì  Õ , has been widely debated over the past
fifty years. It appears to be dependent on many factors, such as gas content, planform shape,
Reynolds number, blade loading, advance coefficient. With the exception of Hsu [65] and [5],
most models do not take all these parameters into account.
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The many different proposed models have resulted in a wide array of recommendations for
the value of the exponent . The following table shows a partial list and references of proposed
values for .  Reference Planform
0.29 Farrell Ducted Rectangular [5]
0.32 McCormick Elliptical [63]
0.35 McCormick Elliptical [63]
0.4 Fruman Elliptical [71]
0.45 Platzer & Souders Elliptical [72]
0.5, 0.56, 0.61, 0.64 Hsu Elliptic [65]C  ·ÔÓÎú¶¸·ÔÓ ì  Shen Elliptic [69]
One of the objectives of this dissertation is to help understand what is the correct scaling
exponent by quantitatively analyzing the vortex core at different Reynolds numbers.
5.3 Scaling Validation
Before the P5206 simulation is studied to determine Reynolds number effects, a high
Reynolds number validation study is performed on an unstructured flat plate. If a numerical
method cannot accurately compute skin friction on a flat plate, it cannot be expected to compute
any viscous fluid effects well. The study is conducted at four different Reynolds numbers:¿ED Á ,¿3DGF , ¿ED) , and ¿ED?À . This represents the typical range from model to full scale ship flows.
Several flat plate validation studies have been performed using structured grids1 with an
unstructured solver [30, 42]. However, these studies were limited to lower Reynolds numbers,
on the order of¿3D Á .
Figure 5.1 shows the unstructured surface grid2 used for the scaling study. This grid has a
width of one unit and a length of six units.
1The structured grids are first converted to hexahedral-element, unstructured grids.
2Although the off-wall spacing is different for each Reynolds number, the same surface grid is used for each case.
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Figures 5.2a and 5.2b show the axial distributions of skin-friction along the plate respectively
for both the H -I and Spalart-Allmaras models. Moreover, Figure 5.3 shows the skin friction
coefficient as a function of Reynolds number atµ ¹ ¿ . The H -I model tended to give good
results up¿3D ) . The ¿3D À case gives results which are 64% lower than the theoretical friction
coefficient. The Spalart-Allmaras gives good results up to¿3D À , but J LKNM when a limiter is used
to solve the turbulence model. Otherwise, it breaks down for Reynolds numbers above¿3D F .
It is very important that theMO values are consistent for all Reynolds number. This requires
building separate grids for every case with increasingly tighter spacing in the boundary layer
as the Reynolds number increases. The White-Christoph formula [35] gives the skin-friction
coefficient as:
Ã,+  Da» ½ 070KN à  Da»PD72¸·ÔÓRQ  (5.12)
From this correlation, one can relateÃ,+ to MSO ¶ M  . Assuming thatµª¹G¿ , the following estimate
is given for the initial spacingM  off the wall. It is given here as:M  . MO·ÔÓ Ù Dó»Ø¸Ø¸¼ 0KN à  Da»TDG2¸·ÔÓ Q  ß VUW (5.13)
where the desiredM O is typically given as one. In other words, after running each simulation,
the M O value atµÚ¹ ¿ for all four cases should be one. This was verified to be true.
In summary, the computational method gives good results at high Reynolds numbers. It
was found that the Spalart-Allmaras model gives the best results at full-scale Reynolds numbers.
With both the H -I and the Spalart-Allmaras model, Barth’s limiter was required when solving
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a. H -I b. Spalart-Allmaras
Figure 5.2: Skin-friction results on flat plate.
the turbulence model. Without the turbulence limiter the Spalart-Allmaras model breaks down
for Reynolds numbers above¿ED7F .
5.4 Boundary layer scaling
McCormick [63] suggested that the minimum pressure in the vortex core of the wake was
dependent on the boundary layer thickness on the pressure-side of the blade. He initially
suggested a 0.35 power-law dependence of minimum pressure to the Reynolds number. This
power was just an estimate, which split the difference between laminar (0.5) and turbulent (0.2)
thickness relationships.
Blasius’ ¿¶ 0 ÍYX power-law relationship for displacement and momentum thickness is deduced
from the ¿¶¸¼ ÍYX power velocity distribution law. Although Schlichting [70] states that this
correlation is valid up to a Reynolds number of¿3DGF , recent experimental results from Brewer
and Park [73] show a departure from this at Reynolds numbers approaching¿3D F . Their data
was based on measurements taken on the flat-side of a hydrofoil and is verified against Shultz-
Grunow and Prandtl-Schlichting correlations as shown in Figure 5.4a. Figure 5.4b shows the
dependence of displacement and momentum thickness versus Reynolds number. The following
relationship is given for boundary layer thickness in the¿3D?Á to ¿3D F range:
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Figure 5.3: Computed and theoretical skin friction as a function of Reynolds number.
ÐZÒ Ñ ·ÔÓ  UU-[ (5.14)
These results show little to no effect seen on boundary layer thickness, but rather on shape
profile. Figure 5.4c shows boundary layer measurements taken at four different Reynolds
numbers: \&]
¿3D Á , ¿¸»T\&]
¿3D F , ^a»¼_]
¿3D F , and 0 »P2`] ¿3D F . The results here are normalized
by the edge velocityÝ % and show little effect of Reynolds number. However, when the same
profiles are normalized by the inner-variables,a O - M O , as shown in Figure 5.4d, the Reynolds
effect is much more noticeable. Therefore, the Reynolds dependence is noticed on skin friction
coefficient, but not on thickness.
The reason for this observation is now investigated mathematically. Recall thata O ndMO are both a function of the skin-friction coefficient. Furthermore, the logarithmic velocity-
distribution law states a linear-logarithmic relationship between the velocity and the distance
from the wall as such: a O ¹ 




 ¹ Øa» 0 and b ¹ 0 » 0 . A dimensional form of this equation can be found in the
form: aÚ¹ ñd4.ö Ù M × M  K ß ÿce (5.16)
where ñ ¹ 
 a Z is the slope of the linear region of the curve when plotted on a logarithmic
scale,K is an arbitrary length scale (taken here as one),M  is the surface of the plate, andeç¹ 
 a Z 4.ö Ù K a Zf ß ÿgbha Z (5.17)
is the slope intercept. Thus, a Z ¹ji k=l  kä ¹ ñ 
 (5.18)
and the skin-friction can be written as:
Ã,+Ô¹ l  à äQÝ à ¹
Ø Ù a ZÝ ß à ¹
Ø Ù ñ
 Ý ß à (5.19)Therefore, the skin friction is dependent on the slope of the logarithmic region of the profile.
Thus, inner-variable plots are a reflection of the change in slope of the logarithmic region. If
McCormick’s assumption were correct (that the minimum pressure in the vortex scales according
the boundary layer thickness) then it must be noted that at high Reynolds numbers, the thickness
shows little variation with Reynolds numbers. The next section further investigates the validity
of this assumption.
5.5 Vortex scaling
The P5206 simulation was run at a variety of Reynolds numbers ranging from one million
to one billion. Much care had to be taken to ensure that the off-wall spacing was consistently
one for the different Reynolds numbers. In other words, a separate grid must be run for each
Reynolds number case with successively tighter grids in the boundary layer region. The grids
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were all designed to produce values (at the propeller tip) of one, by using Equation 5.13. The
grid qualities were analyzed after the simulation to verify the computed values were actually
one.
Figure 5.5 shows the results of this study. Reynolds number correlations
MSO
re ow investigated
for the minimum pressure coefficient Å6ÆÇÉÏÎ , the average tangential velocity , the streamwisecore velocity , and the circulation . Correlations are not given for core size or maximum
tangential velocity because they do not show clearly defined trends3. U ing the vortex
analysis method (explained in Appendix A), the simulation was interrogated along the core
axis to find minimum core pressure, maximum average tangential velocity, and streamwise core
velocity. The Reynolds dependence of these variables are plotted in Figures 5.6a - 5.6c, and the
numerical values are given in Table 5.1.
M O
Ã î É ÍÈ ÜÉ ì Ê QÍ
Table 5.1: Reynolds dependence onÅ6ÆÇ , , Ê!ËÌ , and É?Î .·ÔÓ - Å;Æ#Ç ÊË É?Î¿»TDm]U¿3D?Á 0.0710 4.8110 1.2496 1.6619Øó»TDm]U¿3D 0.0813 5.0051 1.3231 1.6875
– 5.3166 1.3644 1.7095
– 5.8937 1.5021 1.7802
– 6.0776 1.5181 1.8217
Ã î È É ÍÈ Ã î É ÌÍÁ¿»Øm]U¿3D F¿»TDm]U¿3D)¿»TDm]U¿3D À
From these results, the following trends are observed:×íÃ Å6ÆÇ ·ÔÓ:üýÊË ·ÔÓ üý ?n?n (5.20)·ÔÓ üý (5.21)·ÔÓ üý (5.22)(5.23)
3This most likely is due to the difficulties in quantitatively analyzing the vortex. At different Reynolds numbers,
many quantities are varying, one of those being the vortex core location. Thus, it is not a trivial task to perform a
Reynolds number analysis of vortex core data.
î Ñ üÉ ÌÍ Ñ üÉ Î Ñ ü È Ñ ü à
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It should be noted that their are many difficulties in performing a Reynolds scaling analysis using
RANS. One of the primary difficulties is the fact that changing the Reynolds number changes the
boundary layer growth upstream thus effecting the inflow velocity. Additionally, the vortex core
slightly moves for each different Reynolds number. Therefore, the scaling results only represent
an approximate measure of the functional dependence of the Reynolds number.
Testing Shen’s hypothesis
The final objective in the scaling analysis study is to test Shen’s hypothesis. Recall, that
in Equation 5.11, Shen proposed that the scaling exponent was actually a function of the
Reynolds number ratio of the full and model scale. Figure 5.6d shows a comparison of Shen’s
proposed exponent versus the computed results. The scaling exponent can be computed from





Å6Æ#Çs t,uv3wxv ·ÔÓ·ÔÓÎ·ÔÓ was taken constant at¿¸»TDy] 3D , while ·ÔÓÎ was allowed to vary through
range. Expressing this relationship in the form of a power law gives:
ëaì ×íÃ×íÃ Å6ÆÇÅ6ÆÇ ·ÔÓ·ÔÓ (5.25)
(5.26)
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There is quite a difference between Shen’s hypothesis and the computed results. From this result,
the following can be deduced: either the computations are not correct, or the minimum pressure
does not scale proportional to the boundary layer. These underlying assumptions are the subject
of the following discussion.
5.6 Discussion
McCormick made two fundamental assumptions: (1) that the minimum pressure occurs at
the vortex center and (2) that the vortex core thickness is proportional to the boundary layer
thickness. He related the Reynolds number dependence of the minimum pressure in the vortex
through the vortex core size . Furthermore, he related the vortex core size to the boundary layer
thickness, which he assumed to be proportional to the Reynolds number to the power.
The Rankine vortex approximation appears to produce the correct trend of pressure in the
vortex core (as shown in Figure 4.11). The following assumptions of the Rankine vortex are
restated here: (1) the streamwise velocity has negligible effect on the pressure, (2) the minimum
pressure occurs at the vortex center (or the point of rotation), and (3) viscous effects are
neglected. The combination of these assumptions provide for approximately a thirty percent
overprediction of the pressures in the core.
The second assumption that the minimum pressure coefficient is dependent on the boundary
layer thickness (through the vortex core size ) may not be correct. This has been observed not
only from the simulation results here but also from recent experimental results showing that the
core size does not actually scale with Reynolds number [55]. Recall from Figure 5.3 that the




the computational method was experimentally validated in the vortex core region (see Chapter
IV), meaning the computational method produces physically accurate results. Therefore, either
RANS does not do a good job of modeling Reynolds number effects in the vortex, or the
minimum pressure in the vortex core is much less dependent on viscosity than was once thought.
By having the ability to directly compute the pressure in the core, including viscous effects,
this analysis was able to circumvent the aforementioned assumptions. The only assumptions
that are made in this case are in time-averaging the turbulent fluctuations. Although turbulent
fluctuations have shown to play a large part in cavitation inception, RANS will not be able to
address these time accurate fluctuations. One may look to LES or DNS for these answers.
On the subject of cavitation scaling, Brennen [61] notes that “this is perhaps one of the most
troublesome issues a hydraulic engineer must face.” Studying cavitation inception scaling is no
trivial task. When the Reynolds number changes, the residence time for the air nuclei change, as
well as the nuclei size in relation to the model size. By performing a computational analysis of
minimum pressure, some of this variability is removed.
In conclusion, much more experimental and computational work needs to be performed
to assess the Reynolds scaling of the vortex, and to understand the relationship between the
boundary layer on the blade and the vortex in the wake. This work was not intended to give
a precise correlation for scaling cavitation inception, but rather to question the underlying
assumptions of the scaling theory.
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a. skin friction coefficient b. integral quantities
c. mean axial velocity d. wall friction velocity
Figure 5.4: Experimental boundary layer scaling. a. Local skin-friction coefficient computed
from pressure-side velocity profiles. b. Displacement and momentum thickness
versus Reynolds number. c. Mean axial velocity profile at x/c = 1.0. d. Inner-
variable profile at x/c = 1.0.
79




























a. core size b. minimum pressure




























c. vortex circulation d. core speed


































e. average tangential velocity f. max tangential velocity
Figure 5.5: Leakage vortex dependence on Reynolds number.
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Figure 5.6: Reynolds number dependence on pressure, velocity, and scaling exponent. a.
Minimum pressure coefficient dependence on Reynolds number. b. Tangential
velocity as a function of Reynolds number. c. Streamwise core velocity as a function




The ultimate goal of this research is to not only understand cavitation inception but also to
use this understanding to improve propulsion design.
By utilizing design optimization techniques, a method is developed for improving the
cavitation performance. Specifically, the grid is parameterized, such that radial distortions can
be made. Up to six control points are studied to find the optimal propulsor geometry.
It should be noted that the intent of this work is not necessarily to proposethe optimal
propulsor, but rather to use design optimization techniques to conceptually survey various means
of cavitation delay. Designing the optimal propulsor would require studying many different
parameterization techniques and would be a good subject of further study.
The following concepts are discussed in this chapter:
Background.A background of the previous propulsor design optimization work is given.
Lessons from nature.Fluid flow in nature reveals insights for interesting parameterizations
of the geometry.
Conceptual design.A conceptual design is given to improve cavitation performance based
on the vortex annihilation physics observed on swimming fish.
Design method.Design optimization concepts are used as a basis for evaluating conceptual
designs.
Validation of method.The design method is validated using a simple test case of a duct.




Many ideas have been studied for the reduction of cavitation inception. There is an
abundance of literature on tip vortex cavitation, pump cavitation, tip-leakage vortex computation,
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and optimal propulsor design. The major works related to optimal tip and duct design in relation
to cavitation are presented here.
6.2.1 Optimal propeller tips
Platzer and Souders give a comprehensive listing of designs to alleviate tip-vortex cavitation
in [72]. Platzer and Souders present seventeen different designs for tip vortex alleviation and cite
relevant research that support each design. These concepts include mass injection, endplates,
delta tips, porous tips, splines, honeycomb, contravanes, tip bulbs, serrated edges, ogee tips,
drooped wings, and winglets. Later, Souders and Platzer [74] experimentally studied various tip
bulb designs. They also investigated the effect of roughness on cavitation inception, as well as
mass injection. They noted 94% increase in inception speed for the roughened tip, 38% percent
for the bulbous tip, 54% for the active mass-injected tip, and 33% for the passive mass-injected
tip. These gains were made with negligible loss in performance.
Among these designs, two stand out as promising: the tip bulb and mass injection [48].
Platzer notes that the bulb must be carefully designed both to minimize cavitation inception and
to maintain efficiency. Crump [75] also experimentally studied the tip bulb design. He noted
25% improvements in cavitation inception speed.
Since Platzer and Souders, several new propeller tip concepts have been demonstrated:
notably, “the ducted tip” by Green [76] and the “tip-fin” by Anderson [77]. Kuiper [78]
investigates optimal inception speed by experimentally investigating the effects of skewness on
cavitation inception.
6.2.2 Optimal duct casing
Related to ducted propulsors, Farrell [79] discusses the effects of “trenching,” which consists
of the tip riding in a groove or trench in the duct. He also discusses several effective tips in
ducted rotor design: the flat tip, the grooved tip, the squealer tip, winglets, and the knife tip.
Experimental data is presented from Shuba [80] in which he plots cavitation number as a function
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of dimensionless tip clearance, . The data shows an optimal tip clearance (lowest cavitation
inception number) of about .
Jia et al. [81] numerically investigated three different tip gap shapes and its effects on the
leakage vortex. They studied the
a»#Ø
following three configurations: zero gap, uniform gap, and
linearly varying gap (both expanding and shrinking). The linearly expanding is shown to give
the highest efficiency.
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6.2.3 Design optimization for marine propulsors
There hasbeen much work recently in the area of design optimization of marine propulsors.
Mishima [82] studied the design of cavitating propeller blades using gradient-based numerical
optimization.
Black [83] developed a method for computing optimum blade sections by using a 2D
interactive potential panel method and boundary layer solver in a strip-wise sense. He used
genetic algorithms to perform the optimization and included such design constraints as cavitation
inception prediction, lift/drag maximization, and flow separation avoidance.
Coney [84] developed a method to compute optimum radial circulation distributions for a
circumferentially averaged inflow. Traditionally, this is the first step in designing a propeller.
One would then use an inverse method to design the blade which would produce the given
circulation distribution [85, 86].
The previous methods refer to using potential-based panel methods as an analysis tool.
Performing optimization on more complex geometries using RANS will require a gradient-based
optimization method. RANS-based methods typically usesensitivity derivativesto drive the
direction of the optimization [87].
6.3 Lessons from Nature
Although design optimization can be successfully used to find many local suprema, it
does not guarantee a global optimum. To discover the global optimum, one would have to
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exhaustively investigate every possible parameterization of the geometry. And even then, the
resulting optimal solution still may or may not be realizable or even physically correct.
One way to circumvent this difficulty is to introduce Intelligence into the problem. Namely,
to investigate optimal geometries as discovered in nature. Newton’s idea to articulate the
mathematical laws of nature was based on observations of Intelligence in the governing
principles of nature. Inthe Principia, he writes:
This most beautiful system of the sun, planets, and comets could only proceed from
the counsel and dominion of an intelligent and powerful Being. This Being governs
all things, not as the soul of the world, but as Lord over all, and on account of His
dominion He is wont to be called Lord God, Universal Ruler. [88]
Therefore, nature reveals intelligent design. The discoveries made in nature help to limit
the scope of the optimization problem and provide conceptual ideas for parameterization. Three
designs in nature are studied as applied to optimal design. These are inspired by the following
observations:Â the fish.Tuna fish can swim with efficiencies of up to 90% by creating thrust by flapping
their tail at an optimal frequency [89].
nature’s propeller - the maple seed.Figure 6.1 shows three different maple seeds. One
was collected from Nashville, TN, while the other two were collected in Starkville, MS. It
is interesting to note the “notch” in the propeller that exists. This is not found in every
maple seed, but can be found in quite a few. These intricate details may give clues
to designing optimally-efficient wings and propellers. Lugt [59] discusses the “braking
effect” in nature, as evidenced in the maple seed. The axial thrust caused by the apparent
inflow is translated into rotational energy, causing the seed to fall more slowly.
the eagle’s wing.It would appear that birds break up the vortices into smaller vortices, by
transitioning from one main wing to many smaller wings.
Therefore, the conceptual designs here will implement the ideas of vortex shedding and





Figure 6.1: Vortex control in nature. Top: various maple seeds showing a characteristic “notch”
which may have an effect on tip vortex alleviation. Middle: a fish showing vortex
annihilation physics [90]. Bottom: an eagle uses its feathers to break up its main tip
vortex into smaller ones. The smaller vortices tend to annihilate each other and, thus,
minimizes induced drag [91].
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6.4 Conceptual Means for Cavitation Delay
Although, the physical mechanisms by which fish and birds achieve such high efficiency are
somewhat well understood, implementing such concepts on a man-made device has rarely been
achieved with much success. Consider the fact that humans have achieved Mach 3 flight but still
have not mastered the art of building an ornithopter (i.e. a man-made bird).
Therefore, instead of re-inventing the fish, physics of nature are used to augment current man




The maple seed uses a notch in its wing to possibly shed vorticity before it reaches the wing
tip. The bird employs the concept of vortex breakup to divide the single bound vortex about
the wing into many smaller vortices via its feathers (see Figure 6.1). Fish use a combination of
intentional vortex shedding, combined with vortex annihilation to use vortices to their benefit. It
is interesting to note that the fish can selectively use constructive vortex interaction to produce
thrust for fast starts or for cruising [89]. On the other hand, it can use destructive vortex
interaction to produce drag for braking.
As understood from Chapter 4.7, cavitation inception is a function of minimum pressure
(caused by vortex interaction), temperature, turbulence, and gas content of water. Turbulence,
temperature, and gas content are dependent on the ambient conditions and, thus, are not
considered in the conceptual design process. The minimum pressure and vorticity are dependent
on the shape of the propeller and are considered as objectives for design. Specifically, the
objective is to increase pressure and either increase the vortex size or reduce its strength. Because
of the conservation of angular momentum, the inception conditions in the vortex core can be
alleviated by simply increasing the diameter of the vortex. As the vortex core becomes stretched
or the diameter shrinks, the fluid in the smaller core must rotate faster to maintain momentum.
ÂÂÂ
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The physics of nature are now used to conceive new conceptual designs for propulsion
without cavitation. Figure 6.2 shows two concepts for cavitation delay via vortex alleviation.
The top figure is inspired by a fish and is based on redesigning the duct to control vorticity
and pressure. Vorticity is intentionally induced upstream of the propeller, rotating fluid in the
opposite direction of the leakage vortex. It is hypothesized that the interaction of the two vortices
will cause subtractive cancellation, thus reducing the strength of the vortex.
6.5 Concept Evaluation
Design optimization is used to deform the propulsor duct and propeller tip such that optimal
cavitation performance is achieved. The design optimization process is divided into three
processes: (1) parameterization, (2) objective function, and (3) updating the design variables.
Figure 6.3 shows the design optimization process.
6.5.1 Parameterization
Due to the complexity of the propulsor geometry, simplifications must be made to make the
problem more feasible to solve. Initially, the goal was to create a NURBS surface of the propeller
tip, as shown in Figure 6.4. The simplest representation of just the latter half of the propeller tip
needed a minimum control net of 7x7 points. Two points are required at each of the four edges of
the patch to maintain slope continuity, leaving a design net of 3x3, or nine degrees of freedom.
Thus, with this parameterization, each iteration in the design cycle would have required 216
processors, running approximately two-three days to complete one design iteration.
To simplify the problem, dimension reduction is used to map three dimensional space into
two dimensions, reducing the number of control points (NCP) from nine to three (for
). The following table further enumerates the simplification:
eS}'ñ    ¹¿
Space Coordinates dim( ): 1 2 3
9 18 27
3 6 N/A






















Shed vorticity before tip
Figure 6.2: Conceptual designs for cavitation delay. Top: ducted propulsor inspired by fish
and designed to cause vortex annihilation. Bottom: ducted or open-water propeller
inspired by maple seed, intended to shed vorticity before it reaches the tip.
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Figure 6.3: Design optimization process flow chart [27]
Figure 6.4: Parameterizing the blade tip.
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Figure 6.5 shows the simplified parameterization for the propulsor unit. All grid points in a
specified domain are affected by this parameterization. The affected domain is given as:
where
   (6.1)
and represent the domain lower and upper bounds respectively. The points are moved
algebraically according to the following formula:
 µ ò ò ÜÜ 
MG ¹ M ÿ C - Q ò  M ÿ (6.2)
where
 Q? (6.3)
and  are given by: µÚ×Iµ
(6.4)
(6.5)




by deCasteljau’s algorithm. DeCasteljau’s
algorithm evaluates Bernstein polynomials at . The

Bernstein polynomials bQb are
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where here is the number of control points.
It should be noted that¯R° this type¯p± of parameterization allows two different types of griddistortions depending on and : (1) distort the duct only or (2) distort both the duct and
the propeller, keeping the tip gap constant. Thus, the two-dimensional parameterization allows
much more drastic changes than a three-dimensional NURBS control net, while requiring much
less degrees of freedom.
6.5.2 Objective function evaluation
Recall from Section 4.7 that cavitation inception does not necessarily occur at the minimum
pressure in the core. Thus, formulating an objective function to improve cavitation performance
is not trivial. Because of this difficulty, the initial objective will be to just increase the pressure







where is the tar the number




in the domain. This function
weighting those points below and above
the target.
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6.5.3 Updating the design variables
Initially, a first-order method was used to update the design variables. First-order methods
utilize first derivative to compute gradient-based search directions. This can also be called the
method of steepest descent. The design variables are updated using Newton’s method as follows:
(6.10)
where . The derivatives are computed numerically using a forward
difference technique
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Figure 6.5: Bezier parameterization of duct. Top: showing control points and slope continuity
points. Bottom: showing outer duct geometry.
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Figure 6.6: Test duct profile used to generate target pressure.× ²
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where is the perturbation value. If is too large (e.g. ), non-linear effects will cause
problems. If is too small (e.g. ), round-off error becomes a problem [27]. An of
is used here.
Ú3Û
6.5.4 Testing the method
Ú3Û ¾Ý
A test duct was designed to be used as a test case for the design method. Initially, a
taró»TÞªget geometryó»TÞªÛ»TÞ is specified. For this case, the following parameters were specified. Figure 6.6 shows the curve used for the target duct. A simulation was performed
of the test duct to determine the resulting pressure on the duct surface. The resulting pressure
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Hence, theminimum objective function value is zero, which makes the problem more well-
posed. If the function minimum is not zero, Newton’s method tends to diverge near the
minimum. In other words, at the minimum, the gradient tends to vanish causing an infinite
step size in Equation 6.10. Table 6.1 shows the iteration history of the test duct.
Table 6.1: Convergence history of design optimization method on test duct
Iter çEè ç3è ç3è FçEé3ê ç3éRë ç3éRì
0 0.078 0.067 0.068 0.000 0.000 0.000 12.9
1 -0.032 -0.207 -0.040 0.078 0.067 0.068 14.6
2 0.095 0.084 0.084 0.046 -0.140 0.028 10.7
3 -0.057 -0.093 0.009 0.142 -0.057 0.112 18.5
4 0.053 0.046 0.047 0.085 -0.150 0.121 6.06
5 0.003 -0.057 -0.042 0.138 -0.103 0.167 10.0
6 0.033 0.031 0.031 0.141 -0.160 0.126 4.4
7 0.033 0.031 0.031 0.175 -0.129 0.157 6.2
¥ Õ ¥ ¼ ¥ Ö
Notice, that the function value is slowly converging, albeit with oscillations. However, the
targetdesign variables are slowly being recovered. Although this method tends to
work well for an idealized test case, it did not fair so well when applied to the actual geometry.
6.5.5 Applying the method to the P5206 propulsor
The method discussed above is now applied to the P5206 propulsor in attempts to improve
cavitation performance. The gradient-based method mentioned above was not able to be
implemented due to convergence problems (most likely due to using a limiter, see Section 4.5).
Therefore, instead of computing the gradients, a parametric study was performed by
systematically adjusting the control points. For example, one control point was evaluated at
three different locations, and the function value was evaluated for each case. In doing this in a
systematic manner, a local minimum can be found.
²¥ Õ ª ¥ ¼ ª ¥ Ö
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From this investigation, two amazing results are shown. First, the pressure in the trailing
vortex region is substantially increased, as shown in Figure B.18. Secondly, the leakage and tip
vortices have become completely decoupled as shown in Figure 6.7.
To assess the success of these conceptual designs, they should be studied both:
numerically. A bubble dynamics model can be used to make cavitation inception
predictions.
experimentally. A prototype can be built and tested in a water tunnel.
The author hopes that these conceptual designs may be successfully used to delay cavitation
inception.
íí
6.6 Results and Discussion
In thisChapter, the physics of nature combined with design optimization theory were applied
to a ducted propulsor to investigate conceptual means of cavitation delay. It was discovered that
by modifying both the duct surface and the propeller leading edge, both the pressure can be
increased and the tip-leakage vortex interaction can be completely decoupled.
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The fundamental goal of this investigation was to understand and delay cavitation inception
by using computational simulation as a tool.
Therefore, unstructured RANS simulation was used to simulate a ducted propulsor. A
numerical method of analyzing vortices was developed to study the physics of the simulation
in order to understand the mechanism of cavitation inception on ducted propulsors.
A Reynolds number analysis was performed to investigate the theory of cavitation inception
scaling. McCormick’s [63] underlying assumptions were critically examined using RANS as
well as recent experimental results [73].
The simulation is then transformed into a design tool to investigate conceptual designs for
cavitation alleviation. Principles of nature, learned from fish swimming, and maple seed and
bird flight, are used to implement vortex shedding, annihilation, and breakup on the propulsor.
The following conclusions were gained from this investigation:
Tip-leakage vortex cavitation inception is a result of a complex vortex interaction between
the trailing edge and leakage vortex. As the two vortices roll up, the pressure drops
to a minimum. Although cavitation is expected to occur at the minimal pressure, it
is experimentally observed to occur further downstream. The simulation reveals that
inception occurs at the point of complete coalescence of the two vortices.
The simulation also reveals that the minimum pressure in the vortex does not necessarily
occur at the axis of rotation. This is due to the asymmetry of the vortex. The effects






The simulation results are shown to be very sensitive to the grid in the boundary layer,
especially in regions of adverse pressure gradients.
The minimum pressure in the vortex core does not necessarily scale proportional to the
boundary layer thickness on the propeller blade, as was once thought. Rather, it appears
to be much less dependent on viscosity. A rough correlation is given as .
At higher Reynolds numbers (i.e.Ú3Û7ö
based on
Ú3ù tonot be used. Theories based on the
îBï7ðLñTòmó$ô ¡Rõ
numbers. Therefore, in the to range,
is proposed experimental evidence.
Í´ø Ú3Û÷ ), the 1/7 velocity distribution law shouldÚ3Û ÚEÛ power law area
Í´ø
not valid above Reynolds
scaling exponent of approximately
Ú3Û
Tip-leakage vortex cavitation inception can possibly be delayed by increasing the pressure
Ú3ùÚ3Û Í´ø
in the vortex core, while simultaneously decoupling the vortex interaction.
Pressure increase and vortex decoupling can be performed by redesigning the propulsor
duct based on physics inspired by nature.
7.2 Future Work
This work touched on many issues on the area of cavitation inception. However, it was not
meant to be an exhaustive authority on the subject. The concepts that were learned from this
study should be used to direct future investigations on cavitation inception simulation, inception
scaling theory, and propulsor units that will suppress inception.
The following specific areas of study are suggested:
7.2.1 Simulation
A bubble dynamics solver should be used in conjunction with the current simulation to
study nuclei translation, growth, and deformation. If possible, the bubble dynamics solver
could be solved inversely (or “run backwards”) to determine the orientation of the bubbles.
í




99í The vortex should be numerically “extracted” from the solution. It’s boundary should be
determined bya constant pressure contour. Then, LES and DNS methods should be used
on this extracted region to investigate the effects of turbulent fluctuations on cavitation
inception. Furthermore, this refined model should be numerically investigated by a bubble
dynamics method.
Vorticity-based numerical methods should be investigated as a means for more accurately
studying the physics of the roll-up process at high Reynolds numbers.
Much more validation work should be done for unstructured RANS, to determine ranges
where RANS works well. Additionally, sensitivity should be studied to determine the




More physicallyaccurate boundary and initial conditions should be implemented in the
simulation. Specifically, a boundary layer inflow should be implemented.
Better methods of controlling the grid spacing in the boundary layer should be studied.
Furthermore, the boundary layer grid and off-wall spacing should not be constant




The currentvortex analysis method should be extended to handle vortex tracking. It also
should be used as a means for adaptive grid generation, and as objective function for
design optimization. Therefore, it should be incorporated into the RANS analysis code,
rather than be used as a post-analysis tool.
The concepts provided herein for inception delay should be rigorously tested, both
numerically and experimentally. A Lagrangian analysis of bubble translation, growth,
and stability can be used to predict the cavitation inception performance.
í
í
100í More work needs to be done in parametric representation of propeller blades, so that
design optimizationcan control the entire propulsor, with minimal control points.
7.2.4 Reynolds Scaling
A thorough, systematic study of flat plate flow at a range of Reynolds numbers should be
studied. Specifically, surface and boundary layer grid sensitivity should be further studied.
A more systematic, thorough study of Reynolds scaling on vortical flows should be studied
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The question “what is a vortex?” has been a subject of much discussion in current research
literature. A good review and definition of a vortex can be found in [92]. Much research has
been performed in the past decade to develop post-processors to visualize vortical flows. Belk
and Maple [93] developed YAPP (Yet Another Post Processor) to generate stream surfaces and
particle traces specifically to study high angle-of-attack missile flow fields.
The more recent work in vortex visualization is generally based on critical point theory. The
research of Perry and Chong [94] is typically cited as the foundational work of applying critical-
point theory to vortical flows. The theory states that flow patterns can be determined by the
eigenvalues of the rate of strain tensor. The primary motivation of using critical point theory
is to visualize vector fields, to search for vortices. Haimes and Kenwright [95] have employed
the critical-point theory to automatically track vortex core in a CFD post-processor called UFAT
(Unsteady Flow Analysis Toolkit). Also, Berdahl and Thompson [56] use the theory to propose
an “intrinsic swirl parameter” which is a measure of the tendency of the fluid to swirl about a
given point. In fact, the intrinsic swirl parameter was used in this work to produce Figures 4.13
and 6.7. A comprehensive overview of the state-of-the-art methods for visualizing vortices can
be found in Roth [96].
This work departs from the critical point theory in that it rather seeks to quantitatively define
the vortex from flow quantities. Specifically, vortex size and strength are the subjects of primary
interest.
In this context a vortex will be defined as the motion of fluid rotating about a common
center or core. Two uncertainties exist in locating the vortex: the axis of rotation and the core
diameter. The problem can be greatly simplified by analyzing two-dimensional slices through
the vortex core. The axis, or center of rotation, is defined as that point having the minimum
crossflow velocity magnitude. Furthermore, the vortex core diameter is defined by the average
distance from the core to the point of maximum tangential velocity (this definition will be further








3D view in-plane view
Figure A.1: Arbitrary circle definition.
A tool was developed for two primary reasons: (1) to be able to quantitatively study the
affects of parameter modification (Reynolds number scaling, blade surface roughness, etc.) on
vortex size and strength, (2) to validate the computational results with the experiment, and (3) as
a grid refinement tool.
Ultimately, the vortex analysis tool should:
automatically compute the vortex center locations
compute average core size,
compute circulation distribution,
Currently, the code does not automatically compute the vortex center locations. The user
can easily make cutting planes through the vortex, and from the cutting planes determine an
approximate center location , , , where represents the vortex station.
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A.2 Circulation
A three-dimensionalcircle is used as the line integration path to compute the circulation. The
circle is defined as having its center at the center of the vortex (where the in-plane cross-
111
flow velocity vector magnitude is zero). The normal vector of the circle follows the vortex
trajectory.
Figure A.1 defines the parameters of the arbitrary circle. The center of each circle, , the
unit normal to the plane, , and the search radius are all provided by the user. To define
an arbitrary three-dimensional circle, a set of orthonormal vectors need to be formed [97]. A
random point is generated, shown here as , to compute the in-plane vectors and .
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Thus, any point on the circle can be defined by:
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(A.3)
and the tangent vector becomes:
 (A.4)




where is the component along the core, is tangential the circle, and is the radial velocity
vector.
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Figure A.2: Schematic of the vortex core cross-section.
Circulation is computed along the specified radius :
! 
(A.8)
umerically, this becomes: ¢´³æµ
(A.9)
here $# , and is the resolution for each circle (typically 36).
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A.3 Core size
The average vortex core size at each station along the vortex can be computed by marching
radially from the vortex center location, until the maximum tangential velocity is found.
This defines the shape of the vortex at the current station. Taking the average of the
&%
distances
gives an average local core size.
A.4 Demonstration
The current vortex analysis method is demonstrated in Figure B.20. The top figure shows
the grid to which the solution was mapped. The bottom figure shows slices through the vortex
of tangential velocity distribution.
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A.5 Difficulties
Difficulties arise from the asymmetric structure of the vortex. In the near wake of the vortex
structure, does not have a clearly defined maximum in every radial direction. This difficulty
was handled by computing a standard deviation of the at each , and rejecting points that lie
ten standard deviations from the average. This criteria tended to reject points that never found a
maximum, while retaining local distortions of the vortex.
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Figure B.2: Streamwise vortex velocity comparisons S = 1.027
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Figure B.3: Streamwise vortex velocity comparisons S = 1.069. Note: Some of the discrepancy
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Figure B.4: Streamwise vortex velocity comparisons S = 1.165
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Figure B.5: Streamwise vortex velocity comparisons S = 1.226. Note: Some of the discrepancy
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Figure B.6: Streamwise vortex velocity comparisons S = 1.342
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Figure B.7: Streamwise vortex velocity comparisons S = 1.507. Note: Some of the discrepancy
between the simulation and experiment can be attributed to the duct window cutout
(see Figure 4.10).
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Figure B.8: Pressure distribution on propulsor unit
120
Figure B.9: Blade pressure (top) and skin friction (bottom) distribution on blade surface
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Figure B.10: Photographs of cavitation vortex. Top: photo of cavitating vortex showing surface
cavitation at minimum pressure as computed. Bottom: zooms in on surface
cavitation. Courtesy of Naval Surface Warfare Center.
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Figure B.11: Location of cutting planes. D, E, F, G correspond toù7ô a»PÛ7Þ7áªÛa»TÛ7àª?Ûó» anda»TÞ7á respectively. È £ ¹ Û ÞÛ
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x/R = -0.025 x/R = 0.08
x/R = 0.2 x/R = 0.25
Figure B.12: Pressure contour cuts taken at stations DEFG.
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x/R = -0.025 x/R = 0.08 Legend
Figure B.13: Velocity contour cuts at stations D and E. (Velocities based on tip speed.(' *) ).
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x/R = 0.2 x/R = 0.25 Legend
Figure B.14: Velocity contour cuts at stations F and G. (Velocities based on tip speed.(' *) ).
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Figure B.16: Simulation physics of cavitation inception to
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Figure B.17: Streamwise velocity isosurface of vortex interaction (run20)
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Figure B.18: Pressure comparison on duct for original design and concept1. The minimum
pressure is moved closer to the leading edge of the blade, and the pressure in the
vortex region is significantly increased.
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Figure B.19: Vortex analysis method validation. Top: shows line integration circles for
computing circulation. Bottom: shows comparisons of vortex analysis method,








Figure B.20: Demonstration of vortex analysis method. Top: shows the structured vortex grid
extracted from the unstructured solution. Bottom: shows the tangential velocity
distribution in the vortex core region. Note: areas are blanked where21 .¯ù7ô $Ú¸»PÛÚ3á
