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ABSTRACT. We study optimal double stopping problems driven by a Brownian bridge. The objective is to
maximize the expected spread between the payoffs achieved at the two stopping times. We study several
cases where the solutions can be solved explicitly by strategies of threshold type.
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1. INTRODUCTION
In this paper, we study several optimal double stopping problems for a Brownian bridge. Given a
Brownian bridge {Xs}t≤s≤1 starting from x at time 0 ≤ t < 1 and ending at 0 at time 1, or equivalently
a Brownian motion conditioned to be at 0 at time 1, our objective is to choose a pair of stopping times,
t ≤ τ1 ≤ τ2 < 1 such that the expected spread between the payoffs f(Xτ2) and f(Xτ1) is maximized for
a given functional f .
The optimal double stopping problem has received much attention recently in the field of finance. In
particular, this is used to derive a “buy low and sell high” strategy so as to maximize the expected spread
between the two payoffs. The strategy called mean-reversion typically uses the “mean” computed from
the historical data as a benchmark; an asset is bought if the price is lower and is sold when it is higher.
Closely related is the trading strategy called pairs trading. Two assets of similar characteristics (e.g., in
the same industry category) are considered. By longing one and shorting the other, one can construct
a mean-reverting portfolio. An implementation of a pairs trading reduces to solving a single or double
stopping problem where one wants to decide the time of (entry and) liquidation of the position so as to
maximize the spread. We refer the reader to, e.g., [3], [7] and [13] among others.
There are several motivations to consider a Brownian bridge as an underlying process. We list here
three examples where an asset process is expected to converge to a given value at a given time, and hence
a Brownian bridge is suitable in modeling.
The first example, known as the stock pinning, is a phenomenon where a stock price tends to end up
in the vicinity of the strike of its option near its expiry. This is observed typically for heavily traded
assets; within minutes before the expiration, the stock price experiences a strong mean-reversion to the
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strike. We refer the reader to [2] and [4] and references therein, for the discussion on the mechanism of
the stock pinning.
The second example is a sudden mispricing of assets due to the market’s overreaction to news and
rumors, which is followed by a rapid recovery to the original value. In the well-known 2010 Flash
Crash, the Dow Jones Industry Average fell about 9 percent and then recovered within minutes; see, e.g.,
Chapter III of [8]. While its cause is still in dispute, it is believed to have been first triggered by some
newly disclosed information on debt crisis in Greece, followed by a chain reaction of large execution of
sales by the automated algorithmic/high frequency trading. While the price may not recover completely
to the original price, the difference is small in comparison to the magnitude of the large fall caused by
these events.
The third example comes from the dynamic prices of goods in the existence of seasonality and/or fixed
sales deadlines. Important examples include low cost carriers (LCC’s)/high speed rails, hotel rooms and
theater tickets, where these goods become worthless after given deadlines. In the field of revenue/yield
management, the price of such good is chosen dynamically (and stochastically) over time so as to maxi-
mize the expected total yield; the problem reduces to striking the balance between maximizing the price
per unit and minimizing the remaining stocks at the deadline. In typical models, the dynamic program-
ming principle applies and the optimal price becomes a function of the remaining number of stocks and
the remaining time until the deadline; see, among others, the seminal paper by Gallego and van Ryzin
[5]. According to these models, the price converges to a given value on condition that the remaining
inventory vanishes by the deadline; this is aimed by the manager and is indeed more than likely achieved
when the demand is high (e.g., holiday seasons).
The optimal double stopping problem for a Brownian bridge considered in this paper is applicable in
situations where one wants to buy and sell an asset to maximize the spread until it converges to the fixed
value as in these examples.
There are papers on the single optimal stopping problem for a Brownian bridge. In particular, Shepp
[11] solves the problem of maximizing the first moment of the stopped Brownian bridge (under the
assumption that it starts at zero) by rewriting the problem in terms of a time-changed Brownian motion.
Ekstro¨m and Wanntorp [4] solve for several payoff functionals with arbitrary starting values. Our findings
heavily rely on the latter; we shall start with the results in [4] and extend to the optimal double stopping
problem. Regarding the discrete-time analog (the urn problem), we refer the reader to [9] and [14] for
single optimal stopping problems. For optimal double stopping problems, Ivashko [6] considers the
problem of maximizing the spread of the first moment; Sofrenov et al. [12] consider a different but
related buying-selling problem under independent observations.
1.1. Problems. Fix 0 ≤ t < 1 and consider a Brownian bridge {Xs}t≤s≤1 satisfying
dXs = − Xs
1− sds+ dWs, t ≤ s < 1,(1.1)
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with Xt = x ∈ R and where {Ws}t≤s≤1 denotes a standard Brownian motion. We let Pt,x and Et,x be
the conditional probability and expectation under which Xt = x for any 0 ≤ t < 1 and x ∈ R.
We consider three problems of maximizing the expected spread given as follows:
Problem 1: Et,x [Xτ2 −Xτ1 ],
Problem 2: Et,x[(X2n+1τ2 −X2n+1τ1 )1{Xτ1≤0}+(X2n+1τ1 −X2n+1τ2 )1{Xτ1>0}], for a given integer n ≥ 0,
Problem 3: Et,x [|Xτ2|q − |Xτ1|q], for a given q > 0.
The supremum is taken over all pairs of stopping times t ≤ τ1 ≤ τ2 < 1 a.s. with respect to the filtration
generated by X .
Problem 1 corresponds to the case where short-selling is not permitted, and an asset must be bought
prior to being sold. Problem 2 is the case where it is allowed; if the price at the first exercise time is
negative (resp. positive), the asset is bought (resp. sold) and then it is sold (resp. bought) at the second
exercise time. Problem 3 models the case when the payoff function is v-shaped with respect to the
underlying; this is motivated by investing strategies such as a straddle.
For each problem, we shall show that the optimal stopping times are first hitting times of the time-
changed process {Xs/
√
1− s}t≤s≤1.
To the best of our knowledge, this is the first result on the finite-time horizon optimal double stopping
problem where the solution is nontrivial and explicit. It is remarked that a finite-time horizon optimal
stopping in general lacks an explicit solution even for a single stopping case. For other processes, we
expect that the solutions are either trivial (e.g. buying immediately and selling at the maturity) or do not
admit analytical solutions. It is also noted that thanks to the a.s. fixed end point of a Brownian bridge,
the two stoppings are always exercised; for other processes, one needs to take care of a scenario where
the first and/or second stoppings never occur during the time horizon.
1.2. Outlines. The rest of the paper is organized as follows. Section 2 reviews the single optimal stop-
ping problem of a Brownian bridge as obtained in [4] with some complements that will be needed for
our analysis in later sections. Sections 3, 4 and 5 solve Problems 1, 2 and 3, respectively. Some proofs
are deferred to Appendix A.
2. PRELIMINARIES
In this section, we review the results of Ekstro¨m and Wanntorp [4] for the optimal single stopping
problem of a Brownian bridge. As there are a few details omitted in [4] but will be important in our
analysis, we complement these results here. Throughout, let us define, for all q > 0,1
Fq(y) :=
∫ ∞
0
uq−1eyu−u
2/2du and Gq(y) := Fq(−y), y ∈ R.(2.1)
1It is remarked that (3.5) of [4] contains a typo in their definitions of Fq and Gq . We suggest the reader to refer to Section
4 of Ekstro¨m et al. [3] for a correct version.
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These functions can be written in terms of the confluent hypergeometric/parabolic cylinder functions;
see, e.g., [1]. Consider the partial differential equation (PDE), Lξ(t, x) = 0, for ξ ∈ C1 × C2 on some
open set E, with the infinitesimal generator L for a Brownian bridge (1.1),
Lξ(t, x) := ∂
∂t
ξ − x
1− t
∂
∂x
ξ +
1
2
∂2
∂x2
ξ, (t, x) ∈ E.(2.2)
This can be simplified by setting ξ(t, x) = (1 − t)q/2ζ(x/√1− t) to an ordinary differential equation
(ODE),
ζ ′′(y)− yζ ′(y)− qζ(y) = 0.(2.3)
A general solution of (2.3) can be written as a linear combination of Fq and Gq; see Section 4 of [3].
In particular, when q = 1, (2.1) is simplified to
F1(y) = e
y2/2
∫ ∞
−y
e−u
2/2du =
√
2piey
2/2Φ(y) and G1(y) =
√
2piey
2/2Φ(−y), y ∈ R,(2.4)
where Φ denotes the standard normal distribution function, i.e.,
Φ(y) :=
1√
2pi
∫ y
−∞
e−z
2/2 dz, y ∈ R.
Consequently, we also have (G1 + F1)(y) =
√
2pi exp(y2/2) for all y ∈ R.
2.1. One-sided exit problem. For fixed integer n ≥ 0, consider the single stopping problem:
U(t, x) := sup
t≤τ<1
Et,x[X2n+1τ ], 0 ≤ t < 1, x ∈ R.(2.5)
Define the upcrossing time of the process {Xs/
√
1− s}t≤s≤1,
τ+(B) := inf{s ≥ t : Xs ≥ B
√
1− s}, B ∈ R.(2.6)
Following the arguments as in [4], we have, for any B ∈ R,
Et,x[X2n+1τ+(B)] = (1− t)n+1/2
B2n+1
F2n+1(B)
F2n+1
(
x/
√
1− t
)
, x < B
√
1− t,(2.7)
which can be derived by solving (2.3) for q = 2n + 1 and y = x/
√
1− t with its boundary conditions;
see page 172 of [4].
Ekstro¨m and Wanntorp [4] show that (2.5) is solved by the stopping time (2.6) by choosing B that
maximizes (2.7) or equivalently the function B 7→ B2n+1/F2n+1(B). Taking its derivative,
∂
∂B
B2n+1
F2n+1(B)
=
B2n
F2n+1(B)
[
(2n+ 1)− BF
′
2n+1(B)
F2n+1(B)
]
, B ∈ R.
The sign of the above is determined by that of the function
B 7→ (2n+ 1)−BF ′2n+1(B)/F2n+1(B),
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which is plotted in Figure 1. As is shown in [4], it is monotonically decreasing and there exists a unique
zero B∗ > 0 such that
B∗F ′2n+1(B
∗) = (2n+ 1)F2n+1(B∗)(2.8)
and
∂
∂B
B2n+1
F2n+1(B)
> 0⇐⇒ B < B∗, B ∈ R.(2.9)
Define the candidate value function U∗(t, x) := Et,x[X2n+1τ+(B∗)] for 0 ≤ t < 1 and x ∈ R. The
verification of optimality requires the following lower bound on B∗; as it is not included in [4], we shall
give its proof. Note that this is also confirmed in the numerical plots of Figure 1.
Lemma 2.1. We have B∗ ≥ √n.
Proof. See Appendix A. 
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FIGURE 1. Plots of the functionB 7→ (2n+1)−BF ′2n+1(B)/F2n+1(B) for n = 0, 1, 2, 3.
Triangles indicate the points at
√
n. Circles indicate the points at B∗.
By Lemma 2.1, for x > B∗
√
1− t (where U∗(t, x) = x2n+1),
LU∗(t, x) = (2n+ 1)
[
n− x
2
1− t
]
x2n−1 ≤ 0.
This together with the smooth fit at B∗
√
1− t (which can be confirmed by simple algebra) verifies the
optimality using martingale arguments via Itoˆ’s formula.
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Theorem 2.1 (Ekstro¨m and Wanntorp [4], Theorems 2.1 and 3.1). (1) An optimal stopping time for
(2.5) is given by τ+(B∗) and the value function U(t, x) is given by
U(t, x) = U∗(t, x) =
{
(1− t)n+1/2(B∗)2n+1 F2n+1(x/
√
1−t)
F2n+1(B∗)
, if x < B∗
√
1− t,
x2n+1, if x ≥ B∗√1− t.(2.10)
(2) In particular, when n = 0, B∗ ' 0.84 is the unique solution to
√
2pi(1−B2)eB2/2Φ(B) = B.(2.11)
The value function U(t, x) is given by, if x < B∗
√
1− t,
U(t, x) = U∗(t, x) =
√
1− tB∗ex2/(2(1−t))−(B∗)2/2Φ(x/√1− t)/Φ(B∗)
=
√
2pi(1− t)(1− (B∗)2)ex2/(2(1−t))Φ(x/√1− t),
(2.12)
and it is equal to x otherwise.
2.2. Two-sided exit problem. Consider now, for fixed integer q > 0, the problem of maximizing the
absolute value:
U(t, x) := sup
t≤τ<1
Et,x[|Xτ |q], 0 ≤ t < 1, x ∈ R.(2.13)
It has been shown by [4] that the optimal stopping time is of the form:
τ(D) := inf{s ≥ t : |Xs| ≥ D
√
1− s}, D ≥ 0.(2.14)
For −D√1− t < x < D√1− t, by [4], again solving (2.3) with desired boundary conditions,
Et,x[(1− τ(D))q/2] = (1− t)q/2 (Fq +Gq)(x/
√
1− t)
(Fq +Gq)(D)
,(2.15)
and hence
Et,x[|Xτ(D)|q] = DqEt,x[(1− τ(D))q/2] = (1− t)q/2Dq (Fq +Gq)(x/
√
1− t)
(Fq +Gq)(D)
.(2.16)
Here notice that (Fq +Gq) is an even function.
The maximization of this expectation is equivalent to maximizing the functionD 7→ Dq/(Fq +Gq)(D),
whose derivative equals
∂
∂D
Dq
(Fq +Gq)(D)
=
Dq−1
(Fq +Gq)(D)
[
q − D(Fq +Gq)
′(D)
(Fq +Gq)(D)
]
, D > 0.
Similarly to the arguments above for B∗, there exists a maximizer D∗ > 0, which is a unique root of
0 = q −D(Fq +Gq)′(D)/(Fq +Gq)(D),(2.17)
and
∂
∂D
Dq
(Fq +Gq)(D)
> 0⇐⇒ D < D∗, D > 0.(2.18)
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We show in Figure 2 the function defined on the right-hand side of (2.17). Similarly to Lemma 2.1, we
prove the following lower bound for D∗.
Lemma 2.2. We have D∗ ≥√(q − 1)/2 ∨ 0.
Proof. See Appendix A. 
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FIGURE 2. Plots of the function D 7→ q − D(Fq + Gq)′(D)/(Fq + Gq)(D) for q =
1, 2, 3, 4. The triangles indicate the points at
√
(q − 1)/2. Circles indicate the points at
D∗.
Define the candidate value function U
∗
(t, x) := Et,x[|Xτ(D∗)|q] for 0 ≤ t < 1 and x ∈ R. Again,
Lemma 2.2 shows, for |x| > D∗√1− t, that
LU∗(t, x) = q
[
q − 1
2
− |x|
2
1− t
]
|x|q−2 ≤ 0.
This together with the smooth fit at D∗
√
1− t and −D∗√1− t verifies the optimality.
Theorem 2.2 (Ekstro¨m and Wanntorp [4], Theorem 3.2). An optimal stopping time for (2.13) is given
by τ(D∗) and the value function U(t, x) is given by
U(t, x) = U
∗
(t, x) =
{
(1− t)q/2(D∗)q (Fq+Gq)(x/
√
1−t)
(Fq+Gq)(D∗) , if |x| < D∗
√
1− t,
|x|q, if |x| ≥ D∗√1− t.(2.19)
3. PROBLEM 1
We first solve the optimal double stopping problem of the form:
V (t, x) := sup
t≤τ1≤τ2<1
Et,x [Xτ2 −Xτ1 ] , 0 ≤ t < 1, x ∈ R.
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First, by the strong Markov property, we can rewrite this as a two-stage problem:
V (t, x) = sup
t≤τ<1
Et,x [f(τ,Xτ )](3.1)
where
f(t, x) := U(t, x)− x, 0 ≤ t < 1, x ∈ R,
with U(t, x) defined in (2.12) as the value function of a single stopping problem.
It is expected that the first optimal stopping time is of the form
τ−(C) := inf{s ≥ t : Xs ≤ C
√
1− s},(3.2)
for some C ∈ R. The corresponding second stopping time becomes inf{s ≥ τ−(C) : Xs ≥ B∗
√
1− s}.
For C ∈ R and x > C√1− t, by (2.4), (2.7) and symmetry,
Et,x
[
C
√
1− τ−(C)
]
= Et,x
[
Xτ−(C)
]
= −Et,−x
[
Xτ+(−C)
]
=
C
Φ(−C)e
−C2/2√1− tΦ (−x/√1− t) ex2/(2(1−t)).
Now we focus on the function, for C ≤ B∗,
VC(t, x) := Et,x
[
f(τ−(C), Xτ−(C))
]
, 0 ≤ t < 1, x ∈ R.(3.3)
This becomes f(t, x) for x ≤ C√1− t whereas for x > C√1− t, by (2.12),
VC(t, x) = Et,x
[√
2pi(1− τ−(C))(1− (B∗)2)eC2/2Φ(C)−Xτ−(C)
]
=
(√
2pi(1− (B∗)2)eC2/2Φ(C)
C
− 1
)
Et,x
[
C
√
1− τ−(C)
]
= v(C)
√
1− t
√
2piΦ
(−x/√1− t) ex2/(2(1−t)),
where we define
v(C) :=
1
Φ(−C)
[
(1− (B∗)2)Φ(C)− Ce
−C2/2
√
2pi
]
, C ≤ B∗.(3.4)
The idea now is to identify C that maximizes VC(·, ·) (or equivalently v(·)) and then use a verification
lemma to show the optimality of the corresponding strategy. Hence, we consider optimizing the function
v(C) on (−∞, B∗]. Figure 3 shows a plot of this function (using the definition of B∗ above). It is
remarked that only the maximality of v(C) and VC over (−∞, B∗] is needed; Lemma 3.1 below is
used for the proof of Lemma 3.2, where only the maximality over (−∞, B∗] is necessary. It is clearly
suboptimal to choose C > B∗ as the corresponding strategies would lead to an expected pay-off of zero
at or above the boundary x = C
√
1− t > B∗√1− t, with the first and second stoppings happening at
the same time.
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FIGURE 3. The function v on [−5, B∗]. The graph indicates that it has a unique maximum
C∗ ' −0.564 (the point indicated by the circle); note that |C∗| is smaller than B∗ ' 0.84.
Lemma 3.1. There exists a unique C∗ < 0 that maximizes v(·) over (−∞, B∗] such that u(C∗) = 0
where we define
u(C) := 1− (B∗)2 − (1− C2)Φ(−C)− C√
2pi
e−C
2/2, C ≤ B∗.
Proof. For all C ≤ B∗, using Φ(C) + Φ(−C) = 1,
v′(C) =
e−C
2/2
√
2pi(Φ(−C))2u(C),(3.5)
and
u′(C) = 2CΦ(−C)− C
2 − 1√
2pi
e−C
2/2 − 1√
2pi
e−C
2/2 +
C2√
2pi
e−C
2/2 = 2CΦ(−C).
On (−∞, 0), u′(C) is uniformly negative. Moreover, u(−∞) = ∞ and u(0) = 1/2 − (B∗)2 < 0.
Thanks to the continuity of u, this implies that there is a unique solution to the equation u(C) = 0 on
(−∞, 0), which we call C∗.
It remains to show that C∗ indeed maximizes the function v over (−∞, B∗]. From (3.5), we see that
v′(C) and u(C) are of the same sign. Hence, on (−∞, 0), v is strictly increasing on (−∞, C∗) and is
strictly decreasing on (C∗, 0) showing that C∗ is the unique maximizer on (−∞, 0].
We now extend this result to the domain (0, B∗]. On (0, B∗], u′ is uniformly positive and hence u
is monotonically increasing. Hence, v will be strictly increasing on (z,∞) as soon as v′(z) = 0 (or
u(z) = 0) for some z > 0. This means that v on (0, B∗] is dominated by the maximum value of v(0) and
v(B∗). Finally, observe that v(B∗) = 0 (by how B∗ is chosen as in (2.11)), which is smaller than v(C∗).
This completes the proof. 
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Now we define our candidate value function, for 0 ≤ t < 1 and x ∈ R,
V ∗(t, x) := VC∗(t, x) =
{ √
1− t√2piΦ (−x/√1− t) ex2/(2(1−t))v(C∗), x > C∗√1− t
f(t, x), x ≤ C∗√1− t
}
.(3.6)
We plot, in Figure 4, the functions V ∗ and f for fixed t = 0 as a function of x; this suggests Lemmas 3.2
and 3.3, which we shall prove analytically below.
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FIGURE 4. Plots of V ∗(0, ·) (solid) and f(0, ·) (dotted). The circle indicates the point at C∗.
Lemma 3.2. We have V ∗(t, x) ≥ f(t, x), for any 0 ≤ t < 1 and x ∈ R.
Proof. To derive the inequality, we remark that we only need to consider x < B∗
√
1− t. Indeed, for
x ≥ B∗√1− t it holds that V ∗(t, x) ≥ 0 = f(t, x).
Consider C∗
√
1− t < x < B∗√1− t. Due to continuous fit and the maximality of C∗ on (−∞, B∗]
as in Lemma 3.1, we derive that
V ∗(t, x) = VC∗(t, x) ≥ Vx/√1−t(t, x) = f(t, x).
Finally, for x ≤ C∗√1− t, we have V ∗(t, x) = f(t, x). 
Before we verify the optimality, we shall prove the smoothness so as to use Itoˆ’s formula. In view of
(3.6), V ∗(t, x) is twice-differentiable in x at any (t, x) such that x 6= C∗√1− t. Hence the smoothness
on x = C∗
√
1− t is our only concern.
Lemma 3.3. We have smooth fit:
lim
x↓C∗√1−t
∂
∂x
V ∗(t, x) = lim
x↑C∗√1−t
∂
∂x
f(t, x), 0 ≤ t < 1.(3.7)
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Proof. See Appendix A. 
Note that V ∗ is continuously differentiable in t for any (t, x) such that x 6= C∗√1− t; the differentia-
bility on x = C∗
√
1− t in t can be shown by slightly modifying the proof of Lemma 3.3.
Lemma 3.4. (i) For (t, x) such that x > C∗
√
1− t, we have LV ∗(t, x) = 0. (ii) For (t, x) such that
x < C∗
√
1− t, we have LV ∗(t, x) ≤ 0.
Proof. (i) It is clear by the construction of the expected value as a solution to the ODE (2.3).
(ii) As V ∗(t, x) = U(t, x) − x and because LU(t, x) = 0 for x < C∗√1− t < B∗√1− t in view of
(2.12),
LV ∗(t, x) = LU(t, x) + x
1− t =
x
1− t ,
which is negative as x < C∗
√
1− t < 0. 
We now have the main result of this section.
Theorem 3.1. The function V ∗ as defined in (3.6) is the value function. Namely, V (t, x) = V ∗(t, x) for
every 0 ≤ t < 1 and x ∈ R; optimal stopping times are
τ ∗1 := τ
−(C∗) and τ ∗2 := inf{s ≥ τ−(C∗) : Xs ≥ B∗
√
1− s}.
Proof. Thanks to the smooth fit as in Lemma 3.3, Itoˆ’s formula applies and, for all (s,Xs) such that
Xs 6= C∗
√
1− s,
dV ∗(s,Xs) = LV ∗(s,Xs)ds+ ∂
∂x
V ∗(s,Xs)dWs ≤ ∂
∂x
V ∗(s,Xs)dWs,(3.8)
where the inequality holds by Lemma 3.4.
In the problem (3.1), because stopping at or above B∗
√
1− t attains a zero payoff, which is clearly
suboptimal, we can focus on stopping times ν such that Xν < B∗
√
1− ν (and hence f(ν,Xν) > 0) a.s.
For any such [t, 1)-valued stopping time ν, with τ(M) as defined in (2.14) for M > B∗, we have
Et,x[f(ν ∧ τ(M), Xν∧τ(M))] ≤ Et,x[V ∗(ν ∧ τ(M), Xν∧τ(M))] ≤ V ∗(t, x),
where the first and second inequalities hold by Lemma 3.2 and (3.8), respectively.
In order to take M →∞, we decompose the left-hand side as
Et,x[f(ν ∧ τ(M), Xν∧τ(M))] = Et,x[f(ν,Xν)1{ν<τ(M)}] + Et,x[f(τ(M), Xτ(M))1{ν≥τ(M)}].
The first expectation of the right-hand side converges via monotone convergence to Et,x[f(ν,Xν)] be-
cause f is nonnegative. On the other hand, f(τ(M), Xτ(M))1{ν≥τ(M)} is uniformly integrable for {τ(M),M >
B∗}. Indeed, f(s, y) = 0 for y ≥ B∗√1− s. In addition, for y < B∗√1− s, the first equation of (2.12)
gives that U(s, y) ≤ √1− sB∗, and hence we have a bound
|f(s, y)| = U(s, y)− y ≤ √1− sB∗ + |y|, y < B∗√1− s.
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Therefore,
|f(τ(M), Xτ(M))|1{ν≥τ(M)} ≤
√
1− τ(M)B∗ + |Xτ(M)|,
which is uniformly integrable in view of (2.16) (which is maximized by setting D = D∗). Now as
M →∞, because τ(M)→ 1 and Xτ(M) → 0 a.s., we have
Et,x[f(τ(M), Xτ(M))1{ν≥τ(M)}]→ 0.
In sum, we have Et,x[f(ν,Xν)] ≤ V ∗(t, x).
This together with the fact V ∗ is attained by an admissible stopping time τ−(C∗) ∈ [t, 1) shows the
result. 
4. PROBLEM 2
We now consider the problem, for given integer n ≥ 0,
J(t, x) := sup
t≤τ1≤τ2<1
Et,x[(X2n+1τ2 −X2n+1τ1 )1{Xτ1≤0} + (X2n+1τ1 −X2n+1τ2 )1{Xτ1>0}],
0 ≤ t < 1, x ∈ R.
By the strong Markov property, we can rewrite it as
J(t, x) = sup
t≤τ<1
Et,x[g(τ,Xτ )],
where
g(t, x) := (U(t, x)− x2n+1)1{x≤0} + (U(t,−x) + x2n+1)1{x>0}, 0 ≤ t < 1, x ∈ R.
By the symmetry of g with respect to x, we expect, for some D ≥ 0, that the first stopping time has a
form τ(D) defined as in (2.14); the second stopping time becomes{
inf{s ≥ τ(D) : Xs ≥ B∗
√
1− s}, if Xτ(D) ≤ −D
√
1− τ(D),
inf{s ≥ τ(D) : Xs ≤ −B∗
√
1− s}, if Xτ(D) ≥ D
√
1− τ(D).
Define the corresponding payoff by
JD(t, x) := Et,x[g(τ(D), Xτ(D))], 0 ≤ t < 1, x ∈ R.
We first rewrite it as a function of F2n+1 and G2n+1 as defined in (2.1).
Lemma 4.1. Given D ≥ 0, we have, for all 0 ≤ t < 1 and −D√1− t ≤ x ≤ D√1− t,
JD(t, x) = (1− t)n+1/2(F2n+1 +G2n+1)
(
x/
√
1− t)j(D),(4.1)
where
j(D) :=
1
(F2n+1 +G2n+1)(D)
[
D2n+1 + (B∗)2n+1
G2n+1(D)
F2n+1(B∗)
]
.
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Proof. Under the initial condition −D√1− t ≤ x ≤ D√1− t, we have Pt,x-a.s.
g(τ(D), Xτ(D))
= (U(τ(D), Xτ(D))−X2n+1τ(D) )1{Xτ(D)≤0} + (U(τ(D),−Xτ(D)) +X2n+1τ(D) )1{Xτ(D)>0}
= (U(τ(D),−D
√
1− τ(D)) +D2n+1(1− τ(D))n+1/2)1{Xτ(D)≤0}
+ (U(τ(D),−D
√
1− τ(D)) +D2n+1(1− τ(D))n+1/2)1{Xτ(D)>0}
= U(τ(D),−D
√
1− τ(D)) +D2n+1(1− τ(D))n+1/2.
Hence, we can write, by (2.10),
JD(t, x) = Et,x[U(τ(D),−D
√
1− τ(D)) +D2n+1(1− τ(D))n+1/2]
= Et,x[(1− τ(D))n+1/2]
[
D2n+1 + (B∗)2n+1
F2n+1(−D)
F2n+1(B∗)
]
.
The proof is now complete by (2.15). 
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FIGURE 5. Plots of j for n = 0, 1, 2, 3. Circles indicate the points at B∗ and triangles
indicate the points at
√
n.
In view of (4.1), we want to maximize the function j. It turns out that it is maximized by B∗ as in
(2.8). See Figure 5 for a numerical plot of this function.
Lemma 4.2. For any n ≥ 0, B∗ maximizes j.
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Proof. For any D ≥ 0,
j(D) = j(B∗) +
D2n+1
(F2n+1 +G2n+1)(D)
− (B
∗)2n+1
(F2n+1 +G2n+1)(D)
F2n+1(D)
F2n+1(B∗)
= j(B∗) +
D2n+1
(F2n+1 +G2n+1)(D)
[
1− (B
∗)2n+1
D2n+1
F2n+1(D)
F2n+1(B∗)
]
.
Because B∗ is the maximizer of B 7→ B2n+1/F2n+1(B) (see (2.9)) and F2n+1 is nonnegative, we have
1− (B
∗)2n+1
D2n+1
F2n+1(D)
F2n+1(B∗)
≤ 0,
which shows j(D) ≤ j(B∗), as desired. 
Remark 4.1. We have j(B∗) = (B∗)2n+1/F2n+1(B∗).
Now setting D = B∗, we have our candidate value function
J∗(t, x) := JB∗(t, x) =
{
(1− t)n+1/2(F2n+1 +G2n+1)
(
x/
√
1− t)j(B∗), |x| < B∗√1− t,
g(t, x), |x| ≥ B∗√1− t.(4.2)
Figure 6 plots J∗ and g for t = 0 as a function of x; this suggests Lemmas 4.3 and 4.4, which we shall
prove analytically below.
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FIGURE 6. Plots of J∗(0, ·) (solid) and g(0, ·) (dotted) for n = 0 (left) and n = 1 (right).
Circles indicate the points at B∗ and −B∗.
Lemma 4.3. We have J∗(t, x) ≥ g(t, x), for any 0 ≤ t < 1 and x ∈ R.
Proof. Suppose 0 < x < B∗
√
1− t. Due to continuous fit and the maximality ofB∗ on [0,∞) we derive
that
J∗(t, x) = JB∗(t, x) ≥ Jx/√1−t(t, x) = g(t, x).
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Suppose 0 ≥ x > −B∗√1− t. By the symmetry of J∗ and g with respect to x,
J∗(t, x) = J∗(t, |x|) ≥ g(t, |x|) = g(t, x).
Finally, for |x| ≥ B∗√1− t, we have J∗(t, x) = g(t, x). 
In view of (4.2), J∗(t, x) is twice-differentiable in x at any (t, x) such that |x| 6= B∗√1− t. As we
shall show next, on |x| = B∗√1− t, differentiability holds (the differentiability with respect to t holds
similarly).
Lemma 4.4. We have smooth fit: for all 0 ≤ t < 1,
lim
x↑B∗√1−t
∂
∂x
J∗(t, x) = lim
x↓B∗√1−t
∂
∂x
g(t, x),
lim
x↓−B∗√1−t
∂
∂x
J∗(t, x) = lim
x↑−B∗√1−t
∂
∂x
g(t, x).
Proof. See Appendix A. 
Lemma 4.5. (i) For (t, x) such that |x| < B∗√1− t, we have LJ∗(t, x) = 0. (ii) For (t, x) such that
|x| > B∗√1− t, we have LJ∗(t, x) ≤ 0.
Proof. (i) This holds immediately in view of (4.2) by the fact that F2n+1 +G2n+1 solves the ODE (2.3).
(ii) For x > B∗
√
1− t, as J∗(t, x) = U(t,−x) + x2n+1 and because LU(t,−x) = 0 for −x < 0 <
B∗
√
1− t in view of (2.10),
LJ∗(t, x) = LU(t,−x) + (2n+ 1)
[
n− x
2
1− t
]
x2n−1 = −(2n+ 1)
[
x2
1− t − n
]
|x|2n−1.
For x < −B∗√1− t, as J∗(t, x) = U(t, x)− x2n+1 and because LU(t, x) = 0 for x < 0 < B∗√1− t,
LJ∗(t, x) = LU(t, x)− (2n+ 1)
[
n− x
2
1− t
]
x2n−1 = −(2n+ 1)
[
x2
1− t − n
]
|x|2n−1.
Hence, the proof is complete by Lemma 2.1. 
By Lemmas 4.4 and 4.5, the verification of optimality is immediate. We omit the proof of the following
theorem because it is essentially the same as that of Theorem 3.1.
Theorem 4.1. The function J∗ is the value function. Namely, J(t, x) = J∗(t, x) for every 0 ≤ t < 1 and
x ∈ R; optimal stopping times are
τ ∗1 := τ(B
∗),
τ ∗2 :=
{
inf{s ≥ τ(B∗) : Xs ≥ B∗
√
1− s}, if Xτ(B∗) ≤ −B∗
√
1− τ(B∗),
inf{s ≥ τ(B∗) : Xs ≤ −B∗
√
1− s}, if Xτ(B∗) ≥ B∗
√
1− τ(B∗).
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5. PROBLEM 3
Our last problem is to solve, for fixed q > 0,
W (t, x) := sup
t≤τ1≤τ2<1
Et,x [|Xτ2|q − |Xτ1|q] , 0 ≤ t < 1, x ∈ R.(5.1)
By the strong Markov property, it can be written
W (t, x) = sup
t≤τ<1
Et,x [h(τ,Xτ )] , 0 ≤ t < 1, x ∈ R,(5.2)
where
h(t, x) :=
{
U(t, x)− |x|q, if |x| < D∗√1− t,
0, if |x| ≥ D∗√1− t.
Here U(t, x) is the value function of the problem (2.13) and is written as (2.19) with the same D∗ that
satisfies (2.18).
It is easily conjectured that the optimal stopping time for the problem (5.2) is given by
σ(A) := inf{s ≥ t : |Xs| ≤ A
√
1− s},
for some A ∈ [0, D∗]. Let us define its corresponding expected payoff by
WA(t, x) := Et,x
[
h(σ(A), Xσ(A))
]
, 0 ≤ t < 1, x ∈ R.
Lemma 5.1. For all (t, x) such that |x| ≥ A√1− t,
WA(t, x) = (1− t)q/2Gq(|x|/
√
1− t)w(A),(5.3)
where we define
w(A) :=
1
Gq(A)
[
(D∗)q
(Fq +Gq)(A)
(Fq +Gq)(D∗)
− Aq
]
, 0 ≤ A ≤ D∗.
Proof. Suppose first that x ≥ A√1− t (then we must have Xσ(A) = A
√
1− σ(A) a.s.). By (2.19),
WA(t, x) = Et,x
[
(1− σ(A))q/2] [(D∗)q (Fq +Gq)(A)
(Fq +Gq)(D∗)
− Aq
]
,(5.4)
and hence the problem boils down to computing the expectation on the right-hand side. As we have
discussed in Section 2, we can write
Et,x
[
(1− σ(A))q/2] = (1− t)q/2ζ(x/√1− t),
where the function ζ satisfies the ODE (2.3) with boundary conditions ζ(A) = 1 and limy→∞ ζ(y) = 0.
A general solution of (2.3) is given by ζ(y) = αFq(y) + βGq(y), with the values of α and β to be
determined. Because limy→∞ Fq(y) = ∞ and limy→∞Gq(y) = 0, we must have α = 0. Solving
ζ(A) = 1, we have β = Gq(A)
−1. Plugging this in the right-hand side of (5.4) gives (5.3).
Finally, by symmetry, we have WA(t, x) = WA(t,−x), x ≥ 0. Hence, the result can be extended to
x ≤ −A√1− t as well. 
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In view of (5.3), we shall maximize the function w. As shown in Figure 7, w admits a unique maxi-
mizer. We shall show this analytically in Lemma 5.2 below. Notice that
w(0) =
2(D∗)q
(Fq +Gq)(D∗)
> 0 and w(D∗) = 0,(5.5)
and, for all A > 0,
w′(A) =
[
(D∗)q
(Fq +Gq)
′(A)
(Fq +Gq)(D∗)
− qAq−1
]
1
Gq(A)
−
[
(D∗)q
(Fq +Gq)(A)
(Fq +Gq)(D∗)
− Aq
]
G′q(A)
(Gq(A))2
.(5.6)
Lemma 5.2. (1) There exists a unique maximizer of w over [0, D∗], which we call A∗, such that
A∗ ≤
√
(q − 1)/2 ∨ 0(5.7)
and
w′(A) ≤ 0⇐⇒ A ≥ A∗, 0 ≤ A ≤ D∗.(5.8)
(2) Moreover, A∗ = 0 if and only if q ≤ 1.
Proof. (1) For all A > 0, let us define
L(A) :=
(Fq +Gq)
′(A)Gq(A)− (Fq +Gq)(A)G′q(A)
(Gq(A))2
=
F ′q(A)Gq(A)− Fq(A)G′q(A)
(Gq(A))2
> 0.
Then, for any A > 0,
w′(A)
L(A)
=
1
L(A)
[
− qA
q−1
Gq(A)
+
AqG′q(A)
(Gq(A))2
]
+
(D∗)q
(Fq +Gq)(D∗)
=
−qAq−1Gq(A) + AqG′q(A)
F ′q(A)Gq(A)− Fq(A)G′q(A)
+
(D∗)q
(Fq +Gq)(D∗)
.
(5.9)
Because Fq and Gq satisfy the ODE (2.3),
F ′′q (A) = AF
′
q(A) + qFq(A) and G
′′
q(A) = AG
′
q(A) + qGq(A).
This gives
F ′′q (A)Gq(A)− Fq(A)G′′q(A) = [AF ′q(A) + qFq(A)]Gq(A)− Fq(A)[AG′q(A) + qGq(A)]
= A[F ′q(A)Gq(A)− Fq(A)G′q(A)].
18 E. J. BAURDOUX, N. CHEN, B. A. SURYA, AND K. YAMAZAKI
Now differentiating (5.9) with respect to A,
[F ′q(A)Gq(A)− Fq(A)G′q(A)]2
∂
∂A
w′(A)
L(A)
= [−q(q − 1)Aq−2Gq(A) + AqG′′q(A)][F ′q(A)Gq(A)− Fq(A)G′q(A)]
− [−qAq−1Gq(A) + AqG′q(A)][F ′′q (A)Gq(A)− Fq(A)G′′q(A)]
= [−q(q − 1)Aq−2Gq(A) + Aq+1G′q(A) + qAqGq(A)][F ′q(A)Gq(A)− Fq(A)G′q(A)]
− [−qAqGq(A) + Aq+1G′q(A)][F ′q(A)Gq(A)− Fq(A)G′q(A)]
= 2qAq−2Gq(A)[F ′q(A)Gq(A)− Fq(A)G′q(A)][A2 − (q − 1)/2].
That is, w′(A)/L(A) is differentiable and
F ′q(A)Gq(A)− Fq(A)G′q(A)
2qAq−2Gq(A)
∂
∂A
w′(A)
L(A)
= A2 − q − 1
2
.
Notice that F ′q(A)Gq(A)− Fq(A)G′q(A) and Gq(A) are both positive for A > 0. Hence we see that
∂
∂A
w′(A)
L(A)
> 0⇐⇒ A >
√
(q − 1)/2 ∨ 0, A > 0.
Recall D∗ or the unique root of the equation (2.17). The equivalence above together with w′(D∗) = 0
(and w′(D∗)/L(D∗) = 0) and recalling that D∗ ≥ √(q − 1)/2 ∨ 0 (as in Lemma 2.2) and L(·) > 0
shows that there exists a unique A∗ ∈ [0,√(q − 1)/2 ∨ 0] such that, for all 0 < A < D∗,
w′(A) ≤ 0⇐⇒ A ≥ A∗,(5.10)
as desired.
(2) Suppose first that q ≤ 1. Then A∗ ≤√(q − 1)/2 ∨ 0 = 0 and hence we must have A∗ = 0. Now
suppose q > 1. Then, by taking a limit in (5.6) and noticing that (Fq +Gq)′(0) = 0,
w′(0+) = −(D∗)q (Fq +Gq)(0)
(Fq +Gq)(D∗)
G′q(0)
(Gq(0))2
> 0.
This together with (5.10) shows A∗ > 0.

Now we define
W ∗(t, x) := WA∗(t, x) =
{
(1− t)q/2Gq(|x|/
√
1− t)w(A∗), |x| > A∗√1− t,
h(t, x), |x| ≤ A∗√1− t,(5.11)
as our candidate value function, and verify the optimality. Figure 8 plotsW ∗ and h for t = 0 as a function
of x; this suggests Lemmas 5.3 and 5.4, which we shall prove analytically below.
Lemma 5.3. We have W ∗(t, x) ≥ h(t, x) for 0 ≤ t < 1 and x ∈ R.
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FIGURE 7. Plots of w(A) on [0, D∗] for q = 1, 2, 3, 4. For q = 2, 3, 4, the circles (resp.
triangles) indicate the points at A∗ (resp.
√
(q − 1)/2). For q = 1, the square indicates
the point at A∗ =
√
(q − 1)/2 = 0.
Proof. Due to the symmetry of both W ∗ and h with respect to x, it is sufficient to show for x ≥ 0.
When x ≥ D∗√1− t, then W ∗(t, x) ≥ 0 = h(t, x). When 0 ≤ x ≤ A∗√1− t, then W ∗(t, x) =
h(t, x) by definition. Finally, if A∗
√
1− t < x < D∗√1− t, due to continuous fit and the maximality
of A∗ on [0,∞) we derive that W ∗(t, x) = WA∗(t, x) ≥ Wx/√1−t(t, x) = h(t, x), as desired. 
Similarly to Problems 1 and 2, W ∗(t, x) is smooth enough to apply Itoˆ’s formula at any (t, x) such
that |x| 6= A∗√1− t; see also (5.14) below regarding the smoothness at 0 when A∗ 6= 0. Regarding the
smoothness on |x| = A∗√1− t, we have the following.
Lemma 5.4. Fix 0 ≤ t < 1. (i) If A∗ > 0, then smooth fit
lim
x↓A∗√1−t
∂
∂x
W ∗(t, x) = lim
x↑A∗√1−t
∂
∂x
h(t, x),
lim
x↑−A∗√1−t
∂
∂x
W ∗(t, x) = lim
x↓−A∗√1−t
∂
∂x
h(t, x),
(5.12)
holds. (ii) If A∗ = 0, we have an inequality
lim
x↓0
∂
∂x
W ∗(t, x) < lim
x↑0
∂
∂x
W ∗(t, x).(5.13)
Proof. (i) We have
lim
x↓A∗√1−t
∂
∂x
W ∗(t, x) = (1− t)(q−1)/2G
′
q(A
∗)
Gq(A∗)
[
(D∗)q
(Fq +Gq)(A
∗)
(Fq +Gq)(D∗)
− (A∗)q
]
.
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FIGURE 8. Plots ofW ∗(0, ·) (solid) and h(0, ·) (dotted) for q = 1, 2, 3, 4. Circles indicate
the points at A∗ and −A∗.
On the other hand,
lim
x↑A∗√1−t
∂
∂x
h(t, x) = (1− t)(q−1)/2
[
(D∗)q
(Fq +Gq)
′(A∗)
(Fq +Gq)(D∗)
− q(A∗)q−1
]
.
When A∗ > 0, Lemma 5.2 implies w′(A∗) = 0. In view of (5.6), the two equations above are the same.
Hence the first equality of (5.12) holds. The proof of the second equality holds by symmetry.
(ii) Now suppose A∗ = 0. In this case, by (5.5),
W ∗(t, x) = 2(1− t)q/2(D∗)qGq(|x|/
√
1− t)
(Fq +Gq)(D∗)
,
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and hence taking derivatives and then limits,
lim
x↓0
∂
∂x
W ∗(t, x) = 2(1− t)(q−1)/2(D∗)q G
′
q(0)
(Fq +Gq)(D∗)
,
lim
x↑0
∂
∂x
W ∗(t, x) = −2(1− t)(q−1)/2(D∗)q G
′
q(0)
(Fq +Gq)(D∗)
.
Because Fq and Gq are nonnegative and G′q is negative, we have (5.13), as desired. 
Lemma 5.5. (i) For (t, x) such that |x| > A∗√1− t, we have LW ∗(t, x) = 0. (ii) If A∗ > 0, for (t, x)
such that 0 < |x| < A∗√1− t, we have LW ∗(t, x) ≤ 0.
Proof. (i) It is clear by the fact that Gq solves the ODE (2.3) in view of (5.11).
(ii) By Lemma 5.2(2), A∗ > 0 guarantees q > 1. Because |x| < A∗√1− t < D∗√1− t, we must
have LU(t, x) = 0 in view of (2.19).
For 0 < x < A∗
√
1− t, as W ∗(t, x) = U(t, x)− xq, we have
LW ∗(t, x) = − [(q − 1)/2− x2/(1− t)] qxq−2
whereas, for −A∗√1− t < x < 0, we have LW ∗(t, x) = − [(q − 1)/2− x2/(1− t)] q|x|q−2. Now
(5.7) completes the proof. 
We now have the following optimality results by Lemmas 5.3, 5.4 and 5.5. An important difference
with the verification of Problems 1 and 2 is the potential non-differentiability at x = 0, but this does not
cause any issue.
Recall from (5.13) that, for the case A∗ = 0, the smooth fit at A∗ fails. However, this can be resolved
easily by using the following version of Itoˆ’s formula (see, e.g., [10]), for all t ≤ u < 1,
W ∗(u,Xu) = W ∗(t, x) +
∫ u
t
LW ∗(s,Xs)1{Xs 6=0}ds
+
1
2
∫ u
t
(
lim
z↓0
∂
∂z
W ∗(s, z)− lim
z↑0
∂
∂z
W ∗(s, z)
)
dl0s +
∫ u
t
∂
∂x
W ∗(s,Xs)1{Xs 6=0}dWs,
where {l0s}t≤s<1 denotes the local time ofX at 0. The supermartingale property of the process {W ∗(u,Xu)}t≤u≤1
still holds by (5.13) and Lemma 5.5. For the case A∗ > 0, Lemma 5.2(2) guarantees that q > 1; in this
case,
lim
z↓0
∂
∂z
W ∗(s, z) = lim
z↓0
∂
∂z
h(s, z) = lim
z↑0
∂
∂z
h(s, z) = lim
z↑0
∂
∂z
W ∗(s, z),(5.14)
by using the equality (Fq +Gq)′(0) = 0 and xq−1 → 0 as x→ 0. The rest of the proof is omitted as it is
similar to that of Theorem 3.1.
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Theorem 5.1. The function W ∗ is the value function. Namely, W (t, x) = W ∗(t, x) for every 0 ≤ t < 1
and x ∈ R; optimal stopping times are
τ ∗1 := σ(A
∗) and τ ∗2 := inf{s ≥ σ(A∗) : |Xs| ≥ D∗
√
1− s}.
APPENDIX A. PROOFS
Proof of Lemma 2.1. The case n = 0 is trivial (as B∗ > 0) and hence we shall focus on the case n ≥ 1.
Assume for contradiction that B∗ <
√
n. Then we can take (t, x) such that x/
√
1− t ∈ (B∗,√n). By
Itoˆ’s formula
dX2n+1s = (2n+ 1)
[
n− X
2
s
1− s
]
X2n−1s ds+ (2n+ 1)X
2n
s dWs, t ≤ s < 1.(A.1)
Define the first downcrossing time of X:
T−(δ) := inf{u ≥ t : Xu ≤ δ}, δ ≥ 0.(A.2)
Fix 0 < ε < x. For s ∈ [t, τ+(√n) ∧ T−(ε)], we have ε/√1− s ≤ Xs/
√
1− s ≤ √n (and hence
ε ≤ Xs ≤
√
n
√
1− s). Therefore, taking expectation of the integral of (A.1) gives
Et,x[X2n+1τ+(√n)∧T−(ε)] = x
2n+1 + Et,x
[∫ τ+(√n)∧T−(ε)
t
(2n+ 1)
[
n− X
2
s
1− s
]
X2n−1s ds
]
≥ x2n+1.
Dominated convergence gives upon ε ↓ 0 thatEt,x[X2n+1τ+(√n)∧T−(0)] ≥ x2n+1. Moreover, becauseX2n+1τ+(√n) ≥
X2n+1
τ+(
√
n)∧T−(0) a.s., we also have Et,x[X
2n+1
τ+(
√
n)
] ≥ x2n+1.
On the other hand, by (2.7) and (2.9), and because
√
n > x/
√
1− t > B∗, we must have
x2n+1 = Et,x[X2n+1τ+(x/√1−t)] > Et,x[X
2n+1
τ+(
√
n)
].
This is a contradiction, and hence B∗ ≥ √n. 
Proof of Lemma 2.2. Because the case q ≤ 1 is trivial, we focus on the case q > 1. Assume for contra-
diction that D∗ <
√
(q − 1)/2. Then we can take (t, x) such that x/√1− t ∈ (D∗,√(q − 1)/2).
Arguments similar to the ones in the proof of Lemma 2.1 give
Et,x[|Xτ(√(q−1)/2)∧T−(0)|q] = Et,x[X
q
τ(
√
(q−1)/2)∧T−(0)] ≥ x
q,
where T−(0) is defined as in (A.2). Moreover, because |X
τ(
√
(q−1)/2)|q ≥ X
q
τ(
√
(q−1)/2)∧T−(0) a.s., we
also have Et,x[|Xτ(√(q−1)/2)|q] ≥ xq.
On the other hand, by (2.16) and (2.18), and because
√
(q − 1)/2 > x/√1− t > D∗, we must have
xq = Et,x[|Xτ(x/√1−t)|q] > Et,x[|Xτ(√(q−1)/2)|q].
This is a contradiction, as desired. 
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Proof of Lemma 3.3. Differentiating (3.6),
∂
∂x
V ∗(t, x) = v(C∗)
√
2pi
( x√
1− te
x2/(2(1−t))Φ(−x/√1− t)− 1√
2pi
)
,
and hence
lim
x↓C∗√1−t
∂
∂x
V ∗(t, x) = v(C∗)
√
2pi
(
C∗e(C
∗)2/2Φ(−C∗)− 1√
2pi
)
= C∗
√
2pi(1− (B∗)2)e(C∗)2/2Φ(C∗)− (C∗)2 − Φ(C
∗)
Φ(−C∗)(1− (B
∗)2) + C∗
1√
2pi
1
Φ(−C∗)e
−(C∗)2/2.
On the other hand,
lim
x↑C∗√1−t
∂
∂x
f(t, x) =
√
2pi(1− (B∗)2)C∗e(C∗)2/2Φ(C∗)− (B∗)2.
Taking the difference between the two
lim
x↓C∗√1−t
∂
∂x
V ∗(t, x)− lim
x↑C∗√1−t
∂
∂x
f(t, x)
= 1− (C∗)2 −
(
1 +
Φ(C∗)
Φ(−C∗)
)
(1− (B∗)2) + C∗ 1√
2pi
1
Φ(−C∗)e
−(C∗)2/2
=
1
Φ(−C∗)
[
Φ(−C∗)(1− (C∗)2)− (Φ(−C∗) + Φ(C∗))(1− (B∗)2) + C∗ 1√
2pi
e−(C
∗)2/2
]
= − u(C
∗)
Φ(−C∗) ,
which equals 0 thanks to our choice of C∗ as in Lemma 3.1. 
Proof of Lemma 4.4. We show the differentiability at x = B∗
√
1− t (that of x = −B∗√1− t holds by
symmetry). Differentiating (4.2) with respect to x gives
∂
∂x
J∗(t, x) = (1− t)n(F2n+1 +G2n+1)′(x/
√
1− t)j(B∗),
and by Remark 4.1,
lim
x↑B∗√1−t
∂
∂x
J∗(t, x) = (1− t)n(B∗)2n+1 (F2n+1 +G2n+1)
′(B∗)
F2n+1(B∗)
= (1− t)n(B∗)2n+1F
′
2n+1(B
∗)− F ′2n+1(−B∗)
F2n+1(B∗)
.(A.3)
On the other hand,
∂
∂x
g(t, x) = −(1− t)n(B∗)2n+1F
′
2n+1(−x/
√
1− t)
F2n+1(B∗)
+ (2n+ 1)x2n.
Hence,
lim
x↓B∗√1−t
∂
∂x
g(t, x) = −(1− t)n(B∗)2n+1
[
F ′2n+1(−B∗)
F2n+1(B∗)
− 2n+ 1
B∗
]
,
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which equals (A.3) by (2.8), as desired. 
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