Abstract-Coded aperture neutron imaging detectors have the potential to be a powerful tool for the detection of special nuclear material at long range or under heavy shielding, using the signature of fast neutrons from spontaneous fission. We are building a prototype system using liquid scintillator cells, measuring 20 × 2.5 × 2.5 each, in a reconfigurable arrangement. A cross-calibration of the observed detector data with the output of Monte Carlo simulation can both improve the sensitivity of the detector to fast neutron sources and increase the simulation accuracy, allowing the study of next-generation detector designs. Here we describe the tools and procedures developed to calibrate and simulate the detector response, including energy scale and resolution, interaction position, and gamma-neutron separation using pulse shape discrimination. Detector data and simulation are in good agreement for a test configuration.
I. INTRODUCTION
A NEW approach to fast neutron detection is active coded aperture imaging. This detector concept could provide very sensitive detection of special nuclear material (SNM) whose signal is weak due to shielding and/or large standoff distances. We are building a prototype system, the Coded Aperture Neutron Imaging System (CANIS). Details of the detector concept and initial performance results were presented elsewhere in this conference [1] .
Our prototype design consists of 32 aluminum cells filled with liquid scintillator, each measuring 20 × 2.5 × 2.5 and instrumented with a photomultiplier tube (PMT) at each end. We have characterized the detector using data from singlecell and multi-cell configurations. The task of calibrating this many-channel system is compounded by the uncommon elongated cell design, which provides unique challenges along with its advantages.
We use a GEANT4-based [2] Monte Carlo simulation (MC) to model the physics of gamma and neutron interactions in the active scintillator volume and surrounding structures. The resulting distributions can be compared to the observed detector data for a known radioactive source configuration. An accurate characterization of the detector element response then allows us to confidently assess the performance of alternate detector designs using simulation tools.
In this document we will present the fundamental detector element; specify the datasets used for the detector response characterization and calibration; describe the Monte Carlo simulation tools; present techniques used in the calibration analysis and the associated results; and show comparisons validating the Monte Carlo simulation and detector response functions.
II. DETECTOR ELEMENT
The building block of the prototype detector is shown in Fig. 1 . The basic cell is an aluminum extrusion, about 50 cm in length, and square in cross-section with external (internal) dimension of 6.35 cm (5.72 cm). On each end of the extrusion are flanges with circular openings. A 2 PMT is inserted at each end, and the scintillator volume is sealed with an o-ring, which sits in a groove in the cell flange and is compressed against the PMT glass with an additional metal clamp screwed into the flange. In this way, the PMT face is directly immersed in the scintillator for maximum light collection. Each cell is filled with about 1.6 L of EJ309 liquid scintillator from Eljen Technologies. Finally, the scintillator is bubbled with pure argon gas to displace any oxygen that would act as a quenching agent.
We will use z to denote position along the long dimension of a cell, with z = 0 corresponding to the point midway between the two ends. The amount of scintillation light collected at each PMT, and therefore the pulse amplitude, is strongly dependent on the z position of the event; this can be used to calculate the z position using the ratio of the PMT amplitudes.
Thus, compared to a typical cell with single PMT, the elongated bar design allows a larger detector volume for fixed channel count, while allowing a precise measurement of the z position of an interaction. The price, however, is pervasive strong dependence of the detector response and performance on the interaction position: threshold, dynamic range, amplitude-to-energy conversion, and neutron-gamma discrimination must all be considered as a function of z.
Each PMT is read out by one channel of either the MPD-4 or MPD-8 module from Mesytec, multi-function NIM modules designed for use with neutron-sensitive liquid scintillators.
For pulses over threshold, voltage signals corresponding to pulse amplitude and pulse shape are sent out to peak-sensing ADCs, and logic signals are routed to a VME board with a programmable FPGA that makes trigger decisions.
III. CALIBRATION DATASETS
We use two radioactive sources for the bulk of our calibration data. To characterize the response of the detector as a function of energy and z position, we use a Cs-137 source. The source is positioned about 6 cm from one edge of the cell, and the emitted 662 keV gamma rays pass through a lead collimator that largely restricts interactions to a ≈ 0.5 cm slice of the detector active volume. The source-collimator assembly can be moved along the length of the cell. We used an automated stage to scan the source along a representative cell in 1.0 cm steps. This data was used to determine the relationship between the PMT amplitude ratio and z position, as described below. Additionally, for every individual cell we took calibration data with the source collimated at the center of the bar; this data is analyzed and used to correct channelto-channel gain variations offline.
In order to characterize the pulse shape discrimination (PSD) output for gamma and neutron events, we use an americium-beryllium (AmBe) source without collimation. The PSD output can differ from PMT to PMT as well as among different electronics channels, so the calibration is performed for every cell. Depending on the calibration scheme used, large statistics may be needed in this dataset to evaluate the neutrongamma separation as a function of energy and z position for every cell. Since there is no collimation needed, many cells can accumulate events simultaneously.
For all calibration datasets, the data acquisition is triggered by a coincidence between the two PMTs in any detector cell. Individual PMT thresholds can be set as low as a few photoelectrons, since the requirement of a coincidence keeps the noise/accidental rate low.
IV. MONTE CARLO SIMULATION
Our Monte Carlo simulation code is based on the GEANT4 framework. The detector geometry description is coded using the root TGeo * classes, and used for both simulation and data reconstruction/analysis. The geometry is converted to GEANT4 format using the Virtual Geometry Model [3] .
In the simulation, the primary particles are neutrons from both source and background position and energy distributions. Gammas are so far not generated as primary particles, but may be present after neutron capture or other inelastic interactions. Events where interactions take place with time separation greater than the typical acquisition time window (≈ 1 μs) are split into separate events for analysis purposes.
Details of all simulated energetic neutron and gamma interactions in the active volume are written out for further processing. A separate job converts this truth-level information into analysis quantities through a combination of inverse calibrations and resolution smearing. Thus for each event we have estimates of the interaction position, energy, and neutron/gamma probability from PSD. At this level the data format for simulated events is indistinguishable from real detector data, and all downstream analysis is equivalent for the two cases.
V. CALIBRATION RESULTS
Here we briefly present the calibration techniques we have developed and applied. Most plots are example results shown for a representative cell or channel.
It is worth noting that the simulation and analysis software described in this paper was developed to be modular and flexible; it is currently being used by both our group and another detector group with similar electronics but different geometry and different techniques at the final stage of analysis.
A. Energy calibration
To characterize the energy response of each detector element to an interaction at a given z position, we make two basic assumptions. First, we assume a Gaussian energy resolution, whose energy-dependent width is given by
Parameters c 0 and c 2 are fixed and parameter c 1 can vary from channel to channel. Second, the conversion from ADC channel to energy is assumed to be a linear function with two parameters: pedestal and gain.
To determine the three values that vary from channel to channel (pedestal, gain, and one resolution parameter), we compare collimated Cs-137 data to the corresponding simulated dataset. The simulation includes a complete description of the lead collimator, so that down-scattered events are accurately modeled. The simulated energy distribution is smeared and converted to an ADC distribution, and a chi-squared function quantifies the agreement with the data. This chisquared is minimized with respect to the three free parameters. A power-law function is added to represent background and noise not accounted for in the simulated dataset.
An example of the data-MC comparison after minimization is shown in Fig. 2 for a single detector channel. The blue and magenta curves are the unsmeared energy distributions from the simulated dataset and the background model, respectively. After summing them and convolving with the Gaussian resolution, the red curve results. The black points are the data for this particular channel.
We perform such a fit for each channel in the detector. The procedure must be automated, since any change in the detector or electronics must be followed by a recalibration; and even in the absence of such reconfiguration we would like to track any gain changes over time. The calibration results are stored on disk and read in by any subsequent simulation or analysis job for two purposes. Given our model and the fitted parameters, we can convert the amplitude of a given detector to an energy at z = 0, or convert the energy of a simulated interaction to a realistic detector output. 
B. Position calibration
The energy calibration procedure described above assumes the interaction location is known. In general this is not the case. But since for a given event there are two amplitude measurements (one from the PMT on each end of the cell), we can determine both the energy and position at the same time. We take collimated Cs-137 calibration data at 1 cm steps along z, and perform the fit described above for both PMTs in each dataset. The variation of PMT amplitude with z position is interpreted as follows.
If the efficiency of light collection at the PMT face depends exponentially on the distance from the interaction, one can deduce that the z position is proportional to log(A * R /A * L ), and the energy is proportional to A * R A * L . A * is the "normalized" PMT amplitude (after correcting for channel-to-channel variations in pedestal and gain), and the subscript denotes the PMT position: L for z < 0 and R for z > 0. In fact the log-ratio vs z position is almost but not exactly linear, as shown in Fig. 3 . The plot shows the relationship as determined from the Cs-137 scan datasets. Some smoothing is applied to reduce pointto-point statistical fluctuations, but no model assumptions are imposed through a fitting function or other techniques. This plot is used as a lookup table, both to calculate the z position of a given observed event, and to determine amplitude corrections for simulated interactions, which are applied before the resolution smearing. The z scan is performed on a single cell, but the dependence on z is assumed to be the same for all cells, after correcting for pedestal and gain variations.
When reconstructing an interaction from the amplitudes of the two PMTs in a detector cell, the z position is first determined as described above. Then the two amplitudes are corrected for the z-dependent gain factors, and the result (which is by construction the same for both PMTs) determines our estimate of the interaction energy via the calibration described in Sec. V-A.
C. PSD calibration
The neutron/gamma separation using PSD depends significantly on the light collection, and thus on the z position and energy of a given event. There is also a smaller direct dependence on z position through the time dispersion of photons as they propagate through the cell. We therefore characterize the PSD response and performance as a function of both PMT amplitude and z position.
A typical distribution of PSD vs Amplitude for some range in z is shown in Fig. 4 , left plot. In this case quantities from the left PMT are plotted, and the position range is z < 0, i.e. all events from the side of the bar closest to the PMT. In an automated procedure, we divide the amplitude axis (x axis) into slices, and for each slice project onto the PSD axis (y axis). The resulting one-dimensional PSD distribution can be fitted with a double Gaussian function, where one Gaussian corresponds to the gamma peak and one to the neutron peak. Thus we determine the peak position and peak width for gammas and neutrons, and store these quantities in arrays for each channel of each detector, for many amplitude bins, and for one or more ranges in z.
Once the peak positions (X n , X γ ) and widths (FWHM = 2.35σ) are determined, we define the standard figure of merit (FOM) as
The right plot in Fig. 4 shows the FOM as a function of amplitude. The general behavior is consistent across channels and z slices: FOM increases quickly with amplitude for lightstarved events, then asymptotes at higher amplitudes. The fitted parameters are read in by subsequent jobs and used in two ways. One is to throw random PSD values for simulated events. The other is to determine a likelihood for a given PSD value to have been observed given the neutron or gamma hypotheses. The left and right (L, R) PMT likelihoods are multiplied to get a combined likelihood for the interaction: 
Finally we define a Bayesian probability to cut on:
where L other is a small constant that keeps events with very small neutron likelihood from being identified as neutrons when the gamma likelihood is even smaller. If more sensitive PSD performance is needed, a potential approach would be to use the PSD values from the two PMTs simultaneously, as sketched in Fig. 5 for data from an earlier detector cell prototype. Here a double two-dimensional Gaussian is fitted to the distribution in the PSD L -PSD R plane. The four panels correspond to different regions in the space of A L and A R , which as we have shown above are related to z position and energy. It is not clear without further study whether fully characterizing the two-dimensional PSD space, including correlations, can yield significantly better n-γ separation compared to combining information from each PMT as independent measurements.
VI. SIMULATION VALIDATION
We validated the simulation performance using a multicell configuration. A single-aperture mask was constructed using a total of 12 cells: 2 deep by 3 wide on either side of the aperture. Instead of a fully instrumented image plane, we used a single 2 in (D) × 2 in (H) liquid scintillator cell, scanned across the rear plane in 1 in steps. The smaller cell has reduced coverage compared to the bar detectors, but represents best-case performance due to its large photocathode coverage relative to detector volume. An AmBe source was located 60 in in front of the mask plane.
First, calibration datasets were acquired as described in Sec. III, and the analysis of Sec. V was carried out to determine appropriate calibration functions, both to convert raw data to estimated energy, position, and neutron likelihood; and to convert simulated interactions to estimates with datalike resolutions.
Next, using the procedure described in Sec. IV, a dataset was simulated with the single-aperture geometry. Both laboratory and simulated datasets were processed with the same analysis machinery, and comparisons of two interesting distributions are shown in Fig. 6 .
The left plot in Fig. 6 shows the neutron rate in the image plane. The x axis is in angle from the perpendicular with respect to the source-aperture axis. The rate counts events above threshold whose PSD value is much more likely for neutrons than for gammas: P n > 0.9. The right plot shows the fraction of those events that are vetoed by any activity above threshold in the mask bars. A constant background is subtracted from the data, determined by a separate source-free run, and the total MC rate is normalized to the total data rate after background subtraction. In both plots, the prediction from Monte Carlo simulation is the yellow histogram, and the data result is points with error bars. The shapes match quite well in both distributions, giving us reasonable confidence both in the physics content of the simulation and in our modeling of the PSD and energy response of the detectors. 
VII. CONCLUSION
We have developed a simulation framework and a set of calibration and analysis tools for a multi-channel neutron detector based on liquid scintillator elements. The uncommon bar geometry of the detector elements presents various challenges for calibration and analysis, requiring the introduction of significant complexity in the data and simulation processing. The tools described have been validated by a data-MC comparison for a multi-element detector. Having a robust simulation in hand will allow us to quickly explore different configurations to determine future detector designs.
