We consider a system of self-avoiding polygons interacting through a potential that penalizes or rewards the number of mutual touchings and we prove the existence of a localized phase, where the polygon length admits uniformly bounded exponential moments, and a space-filling phase, where the polygons grow with the system size and fill the whole system. We provide non-trivial bounds for the critical curve separating the two regimes and prove that the phase transition is sharp.
Introduction
A self-avoiding polygon γ is an ordered sequence of distinct vertices, x 0 , x 1 , . . ., x |γ|−1 ∈ Z d , such that |x i+1 − x i | = 1 for any i ∈ [0, |γ| − 2], and |x |γ|−1 − x 0 | = 1. It can be viewed as a directed sub-graph of Z d with directed edges connecting two consecutive vertices and one directed edge connecting x |γ|−1 to x 0 . This paper considers a system of random self-avoiding polygons displaced on a lattice and interacting through a potential that depends on the number of mutual touchings. A system realization is a collection γ = (γ x ) x∈Λ L , where Λ L ⊂ Z d is a torus of side length L, d ≥ 2, and γ x is a (directed) self-avoiding polygon in Λ L starting from x. The probability of a system realization is,
where
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|γ x | denotes the total number of sites of γ x , λ, α ∈ R are two order parameters, I(γ) is the number of mutual touchings between non-degenerate self-avoiding polygons (i.e. those containing at least one edge, see precise definition in Section 2), C(γ) is the total number of edges, and Z α,λ (Λ L ) is a normalizing constant. We will refer to this model as interacting self-avoiding polygons (ISAP). Choosing a large value of α reduces the typical number of edges in Λ L and, thus, the length of the polygons. On the other hand, choosing a negative value of λ compensates this effect since the self-avoiding polygons tend to maximize the number of mutual touching and thus to increase their length. The central question is characterizing the "typical" behaviour of the self-avoiding polygons in the infinite-volume limit. As we will see, ISAP exhibits a rich phenomenology showing at least three distinct regimes as one varies the parameters (λ, α) in R 2 . The self-avoiding polygon starting from a given vertex (say the origin, 0 ∈ Λ L ) can be viewed as a polymer γ 0 in a random environment which is constituted of the polygons starting from the other vertices, {γ x } x∈Λ L \{0} . Polymers in random media have been investigated in various settings (e.g. [8, 11, 12] , see also [4] and [9, Chapter 12] for a review) and are of great physical interest. This paper explores a new setting (1.1), where the environment itself is constituted of a collection of polymers, which might exhibit drastically different behaviours depending on the values of the parameters α and λ.
One of the main reasons to investigate the setting considered in this paper is that ISAP interpolates between two paradigmatic statistical mechanics models which behave qualitatively similar in more than three dimensions, but which have been conjectured to belong to different universality classes, allowing thus to compare them. The first of these models is the single self-avoiding polygon [10, 14] (SSAP), which corresponds to ISAP when λ = 0 and was introduced as a simple model for a polymer. In this model a self-avoiding polygon γ 0 is drawn at random from the set of all possible polygons which are contained in the box Λ L and contain the origin 0 ∈ Λ L with weight which is proportional e −α|γ0| . It is well known that there exists a constant µ ∈ (d, 2d − 1) [14] , the so-called connective constant, such that the typical behaviour of γ 0 in the infinite volume limit drastically changes depending on whether α is greater or smaller then log µ. When α > log µ, the polygon length admits exponential moments which are uniformly bounded with respect to the system size, while if α < log µ, the polygon is weakly-space filling, meaning that its length grows with the system size and, more precisely, the size of the regions that are further away than a constant ξ(α) > 0 from the polygon grows at most proportionally to log |Λ L | [2] .
The second model, corresponding to ISAP when λ = ∞ (for this the logarithmic term in (1.2) is necessary, see also discussion in the Appendix) is random lattice permutations, which is of great physical interest since it can be viewed as a toy model for Bose-Einstein condensation [5, 13] and poses real mathematical challenges. Random lattice permutations (RLP) can be viewed as a system of self-avoiding polygons interacting with each other by means of mutual exclusion. The configuration space is the set of permutations π : Λ L → Λ L of the vertices of a box such that for every x ∈ Λ L , either π(x) = x or |π(x)−x| = 1 (in a variant of this model [1, 6, 7] displaying similar features, "jumps" of arbitrary length are allowed and then penalized by the square of their length). Each permutation can be viewed as a collection of mutually disjoint self-avoiding polygons if one associates to each vertex x such that π(x) = x a directed edge from x to π(x). Such permutations are drawn at random with probability proportional to exp{−α x∈Λ L |π(x) − x|}, so a small α favours the occurrence of long self-avoiding polygons, similarly to SSAP. This system has been studied mathematically in [1] , where it has been proved that the polygon length admits uniformly bounded exponential moments when α is larger than a critical threshold α 0 , which is strictly less than the critical threshold log µ of the single random self-avoiding polygon. When α is small enough and d ≥ 3, one expects that the self-avoiding polygons are weakly space-filling. When α is small enough and d = 2, one expects the polygon length to decay algebraically fast and not to grow with the system size. However, the regime of small α for this model is completely open in any dimension d ≥ 2. Indeed, the mathematical analysis of random lattice permutations is quite challenging, since the interactions between the self-avoiding polygons are hard-core and the correlations are long-range, no proof of correlation inequalities is known and no finite energy property has been proved. The system of interacting self-avoiding polygons considered in this paper does not present the same rigidity as in RLP (unless one considers λ extremely large) and it is thus mathematically more treatable.
We now describe the phenomenology of ISAP and present our results. The first natural question to ask is whether the typical behaviour of the self-avoiding polygon when the interaction is absent or weak is qualitatively similar to the behaviour of the self-avoiding polygon when the interaction is strong. In other words, do ISAP systems corresponding to different values of λ ∈ [−∞, ∞] behave qualitatively similar or does a critical threshold λ c (α) separating different regimes exist and, if so, how is such a threshold value related to the value of α? Our first theorem provides an answer to these questions and states that for any value of α ∈ R a sharp phase transition at a non-trivial value λ c (α) occurs. More precisely, for any α ∈ R, there exists λ c = λ c (α) ∈ (−∞, ∞) such that if λ > λ c , the expected polygon length is uniformly bounded, while if λ < λ c the expected polygon length is infinite when one takes the infinite-volume limit. The sharpness property follows from a monotonicity property for the expected polygon length, which excludes the possibility of encountering more than one transition point as one fixes an arbitrary α ∈ R and varies λ in R or as one fixes an arbitrary λ ∈ R and varies α in R.
Theorems 2.2 and 2.3 provide a detailed characterization of the behaviour of the self-avoiding polygons in certain regions of the phase diagram. Our second result, Theorem 2.2, states that for any value of α ∈ R, there exists a value of λ sf = λ sf (α) ∈ (−∞, ∞) small enough such that if λ ∈ [−∞, λ sf ), the self-avoiding polygons are weakly space-filling. When α < log µ, the theorem holds true for positive values of λ sf , meaning that if the interaction is weakly repulsive or attractive, the polygons behave qualitatively the same as in the case of no interaction (λ = 0), ie. they fill the whole system. When α > log µ, the situation is different since when λ = 0, the polygons are not space filling, and it is only if the interaction is attractive and strong enough that the self-avoiding polygons become weakly space-filling, i.e. λ sf (α) < 0. The proof uses a multi-valued map principle to show that, since the polygons tend to maximize the number of mutual touchings, it is unlikely that a large space region exhibits a too high density of empty sites. Thus, any self-avoiding polygon will typically touch at least one other self-avoiding polygons at most of its vertices, getting a small energy cost for most of its steps. Since the entropy cost is small, the entropy wins and thus the polygon tends to maximize its length. An adaptation of the technique developed in [2] allows then to provide a quantitative characterization of how the self-avoiding polygon fills the system, showing that it fills the space leaving empty regions whose size scales like log L.
Our third result, Theorem 2.3, proves the existence of a curve α exp = α exp (λ) such that, for any λ ∈ R, if α > α exp (λ), the polygon length admits exponential moments which are uniformly bounded with respect to the system size (localized phase). It is somehow easy to prove that the polygons are localized when λ ≥ 0 and α > log µ, since it follows from (1.1) that in this region of the phase diagram the cost for a polygonγ satisfies P α,λ,Λ L (γ 0 =γ) ≤ e −α|γ| . Since the number of self-avoiding polygons of length n grows like ∼ µ n , when α > log µ the energy cost beats the entropy and thus the polygons are short. Theorem 2.3 provides a non-trivial characterization for α exp (λ) and shows that α exp (λ) is strictly decaying with λ, and satisfies α exp (λ) < log µ for any λ > 0, implying that an arbitrary small repulsive interaction leads to a shift of the critical value.
If λ is very large and α is small (smaller than α ∞ ), we do not expect the self-avoiding polygons to be in the localized phase. In this regime, the only thing we know from Theorem 2.1 is that the expected polygon length is uniformly bounded with respect to the system size. Here the connections with RLP suggest that the polygon length decays algebraically fast when d = 2 and we do not have any conjecture for d ≥ 3. We refer to this regime as extended phase in Figure 1 -b and we refer to the Appendix for a short discussion.
Definition and results
We now define the ISAP precisely and state our results formally. Consider a box Λ L = [− L 2 , L 2 ) d ∩Z d of side length L, where d ≥ 2. We assume periodic boundary conditions and we let 0 ∈ Λ L be the origin. We let SAP x be the set of directed self-avoiding polygons in Z d containing the vertex x. We let SAP x,n ⊂ SAP x be the set of directed self-avoiding polygons of length n containing the vertex x. So the set SAP x,2 contains 2d polygons containing two sites and two edges each and the set SAP x,1 contains only the element {x}, which we call degenerate polygon and which has no edges. We introduce the set of realizations Ω := ⊗ x∈Λ L SAP x , whose elements are denoted by γ = (γ x ) x∈Λ L , and a probability measure on Ω. Given a vector γ ∈ Ω and a site z ∈ Λ L , we introduce the occupation number of z as,
which corresponds to the number of non-degenerate self-avoiding polygons of γ which visit z. We define the total number of mutual touchings between self-avoiding polygons as,
More precisely, for each site z, we count the number of non-degenerate self-avoiding polygons containing z. If this number equals 1 or 0, then we have no mutual touching at z, while if this number is k > 1 then we have k − 1 mutual touchings at z. After that, we sum over z. We also introduce the cumulative length,
which corresponds to the total number of edges of the polygons if we view γ as a sub-graph of Λ L . For any α, λ ∈ R, we let (1.2) be the energy of the polygon configuration and (1.1) be the probability of a polygon configuration γ ∈ Ω. One of the main quantities of interest is the expected length of the polygon starting from the origin after taking the infinite volume limit,
where E α,λ,Λ L is the expectation with respect to the measure (1.1), γ 0 is the number of edges of the polygon γ 0 (this number differs from the number of sites |γ 0 | only if |γ 0 | = 1, in which case γ 0 = 0). For any α ∈ R, we define,
The next theorem states that, for any value of α, λ c (α) ∈ (−∞, ∞) and that the phase transition separating the two regimes is sharp.
Moreover, the phase transition is non-trivial, i.e. λ c ∈ (−∞, ∞) for any α ∈ R.
The fact that λ c (α) is a bijection tells us that the sharpness property holds as we move in any direction of the phase diagram along a straight line. We now state our second main result. Let Γ ξ L (γ 0 ) be the set of vertices which have distance at least ξ from γ 0 , the polygon which starts from the origin. Let A ξ (γ 0 ) be the largest connected component of Γ ξ L (γ 0 ). Theorem 2.2. For any α ∈ R, there exists λ sf = λ sf (α) such that if λ < λ sf , then the polygons are weakly space filling, i.e. there exist two constants c, ξ ∈ (0, ∞) large enough such that,
We now state our third main result.
Theorem 2.3. There exists a strictly decreasing curve α exp = α exp (λ) satisfying α exp (λ) < log µ for any λ > 0 such that, if α > α exp (λ), then the polygons are localized, i.e. there exist two constants C 1 , c 2 < ∞ such that for any k, L ∈ N,
(2.5)
In the whole paper we will often denote the constants by C and c. Their value might change from line to line and they will always be assumed to be positive and finite.
We shall end this introduction presenting the organization of the paper. In Section 3 we prove Theorem 2.1 using the other theorems, in Section 4 we prove Theorem 2.2 and in Section 5 we prove Theorem 2.3.
Proof of Theorem 2.1
The proof of Theorem 2.1 is divided into two main steps. In the first step we prove the monotonicity properties for the expected polygon length (2.2), which lead to Proposition 3.1. The proof uses a standard argument which is based on the convexity property of the thermodynamic pressure. In the second step, we prove that for any α < log µ and λ large enough, the expected polygon length is uniformly bounded. The remaining part of the statement of Theorem 2.1 follows from Theorems 2.2 and 2.3, which are proved in the next sections.
Monotonicity properties
The next proposition states that there exists a unique transition point separating the regime of uniformly bounded expected polygon length from the regime characterized by infinite expected polygon length, but it does not specify whether such a threshold value is trivial or not. The proof of the proposition is presented in the end of this subsection. We start introducing the thermodynamic pressure,
The first important property of the pressure is convexity.
Proof. Linearity of the energy and an application of Hölder's inequality leads to convexity of the pressure. Indeed, first note that for any γ ∈ Ω,
Thus we obtain that,
where in the third step we used Hölder's inequality with parameters p = 1 c and q = 1 1−c , which satisfy 1 p + 1 q = 1, and in the last step we used the definition of partition functions. Then, by applying the previous inequality to (3.1) and by using the properties of the logarithm, we conclude the proof.
and
Proof. A simple computation leads to,
where the last identity follows by switching the order of summation and using translation invariance. Equation (3.3) can be proved similarly,
For the last identity observe that,
since every edge belongs to a non-degenerate polygon and therefore increases the total occupation number O(γ) precisely by a unit. Translation invariance implies the lemma.
We now have everything we need for proving Proposition 3.1.
Since monotonicity is preserved when taking the limsup, we have that L(λ, α) is non-increasing with α, which is part of the statement of Proposition 3.1. Furthermore, the function
is non-increasing with λ. Now note that,
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since P Λ L |O 0 | ≥ 1 is at least and at most a constant. Monotonicity of the function L (λ, α) with respect to λ implies that, if we define
then for any λ > λ c (α) we have that L (λ, α) < ∞. So, from (3.5), we deduce that λ c (α) = λ c (α) and we conclude the statement of the proposition.
Proof of Theorem 2.1
In this section we prove that for any α < log µ there exists λ large enough such that the expected polygon length is uniformly bounded. For this, we provide bounds for the partition functions and prove that the total number of edges C(γ) grows at most proportionally to the volume (which is not true for any value of λ). The statement then follows from translation invariance. The other statements in Theorem 2.1 follow from Theorem 2.2, Theorem 2.3 and Proposition 3.1. We start with a simple auxiliary lemma which will be used in the whole paper. Often we will drop the sub-indices for a lighter notation.
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and if λ < 0, then
Proof. Let γ x be the element of Ω which is obtained from γ by turning the polygon starting from a given vertex into a degenerate polygon, i.e. γ x y := γ y if y = x and γ x x := {x}. Then,
which lead immediately to the conclusion of the proof.
With the next proposition we provide an upper bound for the weight of the polygon configurations having a given cumulative length and a given number of sites generating non-degenerate polygons. For any polygon configuration γ ∈ Ω, we introduce the set of sites generating nondegenerate polygons, Q(γ) = {x ∈ Λ L : γ x > 0}. For any n, j ∈ N, we introduce the set of polygon configurations such that the cumulative length is n and the number of sites generating a non-degenerate polygon is j, Ω n,j = {γ ∈ Ω : C(γ) = n, |Q(γ)| = j}, where |Q(γ)| is the cardinality of Q(γ). Let W (n, j) be the weight of the polygon configurations having cumulative length n and j non-degenerate polygons, i.e., W (n, j) := γ∈Ωn,j e −H Λ L ,α,λ ( γ ) .
Note that W (n, j) = 0 unless n is even and j ≤ n 2 . Let also W C (n) := n 2 j=1 W (n, j) be the weight of the configurations having total number of edges n. Proposition 3.5. Let α ∈ R and λ > 0. There exists a constant C 2 = C 2 (λ, α) < ∞ (which is defined in (3.16)) such that for any integer n ∈ N,
Proof. Recall that C(γ) has been defined in (2.1) and satisfies (3.4) and observe that, for any γ ∈ Ω, be the so-called connective constant of Z d , where the existence of the limit has been proved in [10] , and satisfies |SAP n | ≤ n µ n ,
which follows from the super-additivity of the self-avoiding polygons (if counted up to translations) and the fact that the connective constant of polygons equals the connective constant of the selfavoiding walks [10, 14] . We now claim that, for any pair of non-negative integers j and n,
For the first inequality (3.13) we bound the energy term by using (3.11) . The binomial coefficient in (3.13) takes into account for the number of ways j sites of Λ L can be chosen. Each of these sites generates a non-degenerate polygon such that the cumulative polygon length is precisely n. So, after assigning an arbitrary order x 1 , x 2 , . . ., x j to such sites, we sum over all n-tuples (n 1 , n 2 , . . . n j ) such that the site x k generates a polygon of length precisely 2n k and j k=1 2n k = n. This explains (3.13). For the second inequality (3.14), we use the bound (3.12). Then, from Lemma 6.1, we obtain that
By using (3.15), a very crude approximation leads to
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which concludes the proof of (3.10).
In the next lemma we provide a crude lower bound for the partition function, which is nevertheless sufficient for our purposes. Lemma 3.6. For any α, λ ∈ R, we have that
Proof. We partition the box Λ L into L 4 d boxes of side length 4 sharing their boundary sides, as in Figure 2a . In order to bound from below the partition function, we consider the contribution only from the polygons which start from the vertices which are in the centre of the little boxes and which are strictly contained in such boxes, getting that,
and concluding the proof of the lemma.
Proposition 3.7. For any α < log µ and λ > log( √ 2µ) > 0 there exists δ 0 = δ 0 (α, λ) > 0 such that for any δ > δ 0 ,
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where C 2 = C 2 (α, λ) < 1 has been defined in (3.16 ). 
Since under the hypothesis of the proposition we have that C 2 < 1, we can choose δ 0 depending on α and λ such that, e λ+log 2 C 1+δ0 2 C 3 = 1, obtaining that,
and concluding the proof.
Proof of Theorem 2.1. Fix α < log µ and let λ > log( √ 2µ) − α > 0. In the next sum we apply Proposition 3.7 with δ = m δ 0 and we obtain that,
PROOF OF THEOREM 2.2
Thus, we obtain that for any L ∈ N,
which implies that λ c (α) < ∞ for any α < log µ. We now prove the other statements of Theorem 2.1. When α ≥ log µ, it follows from Theorem 2.3 that the polygons are in a localized phase and thus λ c (α) < ∞ and λ c (log µ) ≤ 0. Moreover, note that if γ 0 is weakly space-filling then L(λ, α) = ∞ a.s. Thus Theorem 2.2 leads to λ c (α) > −∞ for any α ∈ R. Finally, the sharpness of the phase transition and the bijection property follow immediately from Proposition 3.1.
Proof of Theorem 2.2
In this section, we want to show that there is a regime in which a self-avoiding polygon is infinite in the infinite-volume limit and space-filling in a quantifiable sense. We will adopt the strategy developed in [2] , which consists of showing that, under appropriate assumptions, it is much more likely that a self-avoiding polygon enters a certain large area than that it gets only close to it without entering it. The way to get there is to consider, for any self-avoiding polygon γ 0 getting close to the area F without entering it (see also Figure 2 ), the cumulative weight of certain extensionsγ entering the area. One needs to show that the "typical" weight of such extensions is not less than e −c|γ| for some c < log µ. Since the number of the extensions of length n grows like ∼ µ n , this guarantees that the entropy beats the energy cost for constructing such extensions. This strategy is implemented in the proof of Proposition 4.3, which uses a multi-valued map principle. In Subsection 4.1, we will give an outline of the approach developed in [2] and state Proposition 4.3, from which we deduce the theorem. The proof of Proposition 4.3 is presented in Subsection 4.2.
Proof of Theorem 2.2 given Proposition 4.3
As in [2] , our presentation of the method will be restricted to the 2-dimensional case. Generalizations to higher dimensions are possible along the lines of [2, Remark 8] . We now start to introduce the key concepts from [2] . To facilitate calculations, we introduce the notion of boxes and require that relevant extensions respect their structure, which allows us to apply Proposition 4.1 and Lemma 4.2 below. Definition 1. Let P m be the set of self-avoiding polygons in the square [0, 2m + 1] 2 ⊂ Λ L that touch the middle of every face of the square (cf. [2, Section 2] for a more formal definition). Let further Z m (x) = γ∈Pm x γ |γ| for any x > 0. Note that our definition deviates from the one given in [2] by introducing the denominator |γ|, which does not fundamentally change the behaviour of Z m (x), however. We therefore arrive at For the sake of simplicity, we fix coordinates {0, 1, 2, ..., L − 1} 2 for Λ L and only consider boxes with their lower left corner in (2m + 2)Z 2 with respect to these coordinates. For two subsets A, B ⊂ Λ L , we then define the box distance between them as the size of the smallest set of connected boxes containing one vertex in A and one in B minus 1. Proof. Taking note of 1 m1 m2 ≥ 1 m1+m2 for m 1 , m 2 ≥ 2, one sees that the proof in [2] still works.
Definition 3. Let Θ F be the set of self-avoiding walks containing 0 which do not intersect F , but reach a neighbouring box. Let f : Θ F × S F −→ SAP 0 and corresponding links be as in [2] (see also Figure 2 ). In particular, f is at most 100m 2 to 1 and 
The claim now follows with ξ := 6m for suitable c > 0.
Proof of Proposition 4.3
We need to distinguish between two cases: The situation is easier if we assume that α < log µ. Then we only have to ascertain that the interaction between polygons does not fundamentally change the picture as self-avoiding polygons with weights e −α are space-filling in this case (see [2, Theorem 1] ).
On the other hand, if α ≥ log µ, we will have to show that there is sufficient attractive interaction with polygons at sites x = 0 to compensate for the high value of α. Note that Propositions 4.4 and 4.7 as well as Lemmata 4.5 and 4.6, which will be presented in the following, hold in any dimension, not just in dimension 2.
Definition 4. Letγ 1 andγ 2 be self-avoiding polygons such that V(γ 1 ) ∩ V(γ 2 ) = {v 1 , v 2 } with v 1 = v 2 and E(γ 1 ) ∩ E(γ 2 ) = (v 1 , v 2 ). We then defineγ 1 γ 2 by V(γ 1 γ 2 )) := V(γ 1 ) ∪ V(γ 2 ) and E(γ 1 γ 2 ) := E(γ 1 )∆E(γ 2 ), where ∆ denotes the symmetric difference.
Proposition 4.4. Let α < log µ and λ < log µ − α. Then for all self-avoiding polygonsγ 0 ,γ v satisfying the assumptions of Definition 4, we have
Proof. We only prove the case λ > 0, in which the interaction between polygons decreases the weights. By supposing interaction at maximally many sites, we obtain the bound
The case λ ≤ 0 may be proved in an analogous manner.
Proof of Proposition 4.3 for α < log µ. Let λ < log µ − α =: λ sf . Since f is at most 100m 2 to 1, we have
(4.2)
Intuitively speaking, γ v consists ofγ F and a suitable link l (γ 0 ,γ F ). If λ ≥ 0, let x := exp (−α − λ). For λ < 0, set x := exp (−α). By Proposition 4.4, we have
where the last line applies equation (4.1) and C therefore only depends on α, λ, and m. So,
Equation (4.2) and Lemma 4.2 then lead to
and the claim is proved.
In order to treat the case α ≥ log µ, we have to introduce certain auxiliary lemmata that will allow us to state an analogue of Proposition 4.4. The general strategy of the proof is the same as before. For any finite set A ⊂ Λ L \{0} andγ 0 ∈ SAP 0 , let Ω A 0,γ0 ⊂ x∈Λ L SAP x be the set of configurations with γ x = {x} for all x ∈ A and γ 0 =γ 0 . Lemma 4.5. Let α ∈ R and q < 1. Then there is λ 0 ≤ 0 such that for all λ < λ 0 and for any finite set A ⊂ Λ L \ {0}, L ∈ N andγ 0 ∈ SAP 0 , we have
More specifically, λ 0 = log (q/2) − 2α.
Proof. The proof proceeds via induction on the cardinality of A. The main idea is to construct an injective map g A : Ω A 0,γ0 → Ω ∅ 0,γ0 such that e −H(γ) ≤ q |A| e −H(g A (γ)) for all γ ∈ Ω A 0,γ0 because then is injective and satisfies e −H(h A (γ)) ≥ 1 q e −H(γ) . The claim now follows from g A := g A\{x A } • h A .
For any set A ⊂ Λ L , let N A (γ) := x∈Λ L 1 γ x = {x} be the number of sites of A which generate a polygon of length zero. Moreover, write Pγ 0 Λ L [·] := P Λ L [· |γ 0 =γ 0 ]. We have that Lemma 4.6. Let c ∈ (0, 1) and α ∈ R be arbitrary. Then, if λ is small enough, there exists a constant K 0 > 0 such that for any L ∈ N,
More specifically, we need λ ≤ min 0, log c + 
Here, the first inequality applies the union bound and the second inequality is a consequence of the general property of the binomial coefficient that m n ≤ em n n for all m ≥ n.
Proposition 4.7. Let α ∈ R and c ∈ (0, 1). Then, for all C 0 ∈ (0, 1), there exists m 0 ∈ N such that for all self-avoiding polygonsγ 0 ,γ v with |V(γ v )| > m 0 satisfying the assumptions of Definition 4 and for any L ∈ N, we have
. For any c ∈ (0, 1) and λ < 0, we have that 
Since for any constant C 0 ∈ (0, 1) there is m 0 ∈ N such that 1 − K 0 (1 − c) |A| ≥ C 0 e −2α if |A| > m 0 − 2, the claim follows.
Proof of Proposition 4.3 for α ≥ log µ. As in the case of α < log µ, we have to consider
Then there are c ∈ (0, 1) and x > 1/µ such that exp (α + cλ) > x. Moreover, we can apply Proposition 4.7 if m is large enough, and we obtain
where the last step is due to equation (4.1). The claim now follows from retracing the remaining steps in the proof of the case α < log µ.
Proof of Theorem 2.3
In this section we prove Theorem 2.3. Our first lemma provides an upper bound for the ratio between the partition function of two different sets. We use this bound in Proposition 5.2, where we estimate the cost for constructing a long polygon when λ > 0, obtaining an enhancement of the trivial bound P(γ 0 =γ) ≤ e −α|γ| . Such an enhancement leads to the strict monotonicity property of the curve α exp = α exp (λ) and, thus, to the proof of Theorem 2.3, which is presented at the end of this section. Proof. We use a simple multi-valued map principle, which consists of filling an empty region of space with polygons of length two. First of all note that,
Now observe that, for each pair i, we have at least two possible configurations for the polygons which are generated by the sites belonging to that pair. The first possibility is that γ xi = {x i } and γ yi = {y i }. The second possibility is that γ xi = {x i , y i } and that γ xi = {x i } or that γ yi = {x i , y i } and that γ xi = {x i }. Summing over all possible such configurations, we obtain that,
which concludes the proof. ∈ γ y } be the set of sites which are not visited by any non-degenerate polygon starting from Λ L \ {0}. For any q ∈ (0, 1), we have that We will bound both terms on the right-hand side of the previous expression from above separately. For the first term we have that, P α,λ,Λ L (γ 0 =γ, |H ∩γ| < q |γ| ) ≤ e −(α+(1−q)λ)|γ| , sinceγ touches at least one non-degenerate self-avoiding polygon containing at least (1 − q)|γ| sites. We now bound the second term from above. For this, we will choose q close to one, use Lemma 3.4 and the union bound, obtaining that
Now observe that, for A ⊂γ,
If at least q|γ| vertices ofγ are not visited by any polygon, then a worst-case bound shows that we can find at least 3q−2 2 |γ| non-overlapping pairs of sites {x i , y i } ⊂γ, i ∈ [1, 3q−2 2 |γ|], which are not visited by any non-degenerate polygon. Thus, by using (5.2) in (5.1) and applying Lemma 5.1, we obtain that, P α,λ,Λ L (γ 0 =γ, |H ∩γ| ≥ q |γ| ) ≤ e −α|γ| where g(q) ∈ (0, 1) is obtained by using Stirling's bound, is strictly decreasing with q and goes to zero as q → 1. Thus, there exists δ 1 = δ 1 (α) which is non-decreasing with α such that, for any q > 1 − δ 1 , we have that, P α,λ,Λ L (γ 0 =γ, |H ∩γ| ≥ q |γ| ) ≤ |γ| e −α|γ| 1 1 + e −2α Using the previous estimate in (5.1), we obtain that there exist two constants δ 1 , C > 0 which depend on α such that Since δ 1 (α) is non-decreasing with α and since α 0 is decreasing with α, the strict monotonicity property for the curve α exp (λ) when λ > 0 follows. When λ ≤ 0, the proof follows from the trivial bound, P α,λ,Λ L (γ 0 =γ) ≤ e −(α+λ) γ .
Appendices

Relations with random permutations
Here we explain why ISAP corresponds to random permutations when λ = ∞. Random lattice permutations are defined as follows. The configuration space is the set of permutations π : Λ L → Λ L such that for any x ∈ Λ L , either π(x) = x or |π(x) − x| = 1. A permutation is drawn at random according to the measure,
where Z α (Λ L ) is a normalizing constant and α ∈ R. A permutation π can be viewed as an ensemble of mutually-disjoint self-avoiding polygons if we draw a directed edge from x to π(x) whenever π(x) = x. Let ρ x (π) be the self-avoiding polygon intersecting the vertex x and put ρ x (π) = {x} if π(x) = x. Now let's turn to ISAP . For any γ ∈ Ω, let C x (γ) ⊂ Λ L be the connected component containing x ∈ Λ L . More precisely, we say that one edge of Λ L is open if it belongs to at least one of the self-avoiding polygons γ and closed otherwise. Thus, C x (γ) is defined as the set of sites Λ L which can be reached from x by a path that uses only open edges. It follows from (1.1) that, if we fix L ∈ N, then for any α ∈ R and for anyρ ∈ SAP x , P α,Λ L (ρ x (π) =ρ) = lim λ→∞ P α,λ,Λ L (C x (γ) =ρ), (6.1) thus, for any α ∈ R, the connected components of ISAP when λ = ∞ are distributed like the self-avoding polygons of RLP. For this reason, ISAP constitutes a richer model than RLP, since it reduces to RLP only if one looks at certain observables, namely its connected components. When λ is large but finite, the connected components of ISAP are not necessary self-avoiding polygons (mutual touchings are allowed), but they should behave qualitatively the same as in the case of infinite repulsion.
6.2 Lemma 6.1 Lemma 6.1. Let M (n, j) be the number of ways an integer n ∈ N ≥1 can be expressed as a sum of j ∈ N ≥1 positive integers, i.e., M (n, j) := #{ (n 1 , n 2 , . . . n j ) ∈ N ≥1 j : n 1 + . . . n j = n }.
We have that, M (n, j) = n − 1 j − 1 .
