This study describes a method to quantify the composition of brass alloys submerged in water using laserinduced plasmas. Principal component regression (PCR) analysis and partial least squares (PLS) regression analysis are applied to spectral measurements of plasmas generated using a long-ns duration pulse. The non-linear effects of excitation temperature fluctuations on the signals are treated as systematic errors in the analysis. The effect of these errors on the analytical performance is evaluated by applying PCR and PLS with a temperature segmented database. The results of the analysis are compared to conventional methods that do not consider the excitation temperature and it is demonstrated that the proposed database segmentation improves accuracy, with root-mean square errors of prediction (RMSEP) of 2.7% and 2.8% for Cu and Zn in the PCR model and 2.9% and 1.8% for Cu and Zn in the PLS model, respectively. The results indicate that systematic effects contribute to fluctuation of underwater plasmas, where appropriate database segmentation can improve the performance of the PCR and PLS methods.
Introduction
In laser-induced breakdown spectroscopy (LIBS), a high-power laser pulse is focused on a sample to create a plasma and the elemental composition of the target can be determined by analyzing the light emitted from atoms and ions of ablated material. LIBS is suitable for in-situ chemical analysis, since it does not require any sample preparation and targets can be rapidly analyzed. Due to these advantages, LIBS can be applied to in-situ analysis on land and in planetary exploration [1] [2] [3] [4] . Whereas LIBS should be essentially applicable to elemental analysis of solids immersed in a transparent liquid, it is often reported that signal degradation is observed when targets are measured in water using a conventional laser pulse [5] [6] [7] . Enhancement of signals from solids submerged in water using a double pulse technique has been reported [8] , in contrast to single pulse measurements [9, 10] . However, the double pulse method is sensitive to external pressure [11, 12] , and it has been demonstrated ଝ Selected Paper from the 8th Euro-Mediterranean Symposium on Laser Induced Breakdown Spectroscopy (EMSLIBS 2015), Linz, Austria, 14-18 September 2015.
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that no enhancement in line emission is observed compared with measurements using a single pulse at pressures of more than 14.6 MPa for immersed solids [11] and 10 MPa for liquids [13] . Meanwhile, it has been reported that the use of a laser pulse with long duration of ≥ 100 ns can yield significant enhancements in signal quality for underwater samples [14, 15] . It has further been shown that the signal enhancements for both bulk liquids [16] and submerged solids [17] are effective at pressures of up to 30 MPa. This method has been applied to in-situ real-time measurements of seawater and hydrothermal deposits at depths of more than 1000 m, using ChemiCam, a deep-sea LIBS instrument [18] . While in-situ detection of peaks of elements contained in targets in the ocean can be successfully performed using a long-pulse LIBS technique, quantification of compositions of these targets on site is still a challenging task. Since the calibration curves in atomic emission spectroscopy can be affected by the matrix [19, 20] in underwater long-pulse LIBS can also lead to unreliable calibration curves. Since a plasma created on a target submerged in water is strongly confined, the plasma lifetime is shorter than in air [5, 11] , and the signals observed exhibit much larger shot-to-shot fluctuations. Calibration-free LIBS (CF-LIBS) has been introduced to determine the elemental composition without preparing calibration curves [22] . In CF-LIBS, matrix effects and signal fluctuations are theoretically corrected based on the Boltzmann distribution law and the quantification of compositions of samples in a gaseous environment has been successfully performed in a number of studies (for example, Refs. [23] [24] [25] ). The compositions of major elements of brass alloys submerged in water were also determined using a CF-LIBS method with relative errors of less than 10% [26] . It should be noted that several assumptions are made in the CF-LIBS method [20] : 1) ablation is stoichiometric, 2) the plasma is optically thin, 3) local thermodynamic equilibrium of the plasma is fulfilled temporally and spatially (within a short optical window), and 4) the plasma can be modeled as a spatially homogeneous source. Additionally, peaks of all elements contained in the target need to be observed. [29] [30] [31] [32] . PCR and PLS are based on classical multivariate regression analysis, such as the classical least squares (CLS) method or the inverse least squares (ILS) method, but they extract a few latent variables from the original training dataset by finding redundancy [27] . Using these methods, statistical errors can be removed from signals in the process of reducing the dataset's dimensions. It should be noted, however, that systematic errors cannot be removed using these techniques. The fluctuations in LIBS signal intensities observed in underwater measurements can occur systematically. In fact, it was reported that variation of experimental parameters leads to fluctuation of electron temperature, electron number density, and ablation mass, which have systematic relations with signal intensity based on the Saha-Boltzmann distribution law [33] . It was also suggested in the Ref. [33] that the performance of quantification of the compositions of metal alloys from simulated spectra using artificial neural network (ANN), which is a natural computing multivariate analytical method, improved when these parameters were added to the input data for ANN. Since PCR and PLS are more sensitive to systematic errors than ANN, it is necessary to remove the significant sources of any systematic error. In order to investigate whether multivariate analysis can be applied to underwater long-pulse LIBS measurements, the effects of systematic errors on the quantification of compositions of solids submerged in water are estimated by comparing conventional PCR and PLS, with the corresponding methods where the reference database is segmented by the excitation temperature (hereafter temperature), which is identified as a possible cause of systematic error.
Materials and methods

Experimental setup
The experimental setup used in this work is shown in Fig. 1 . The plasma was generated on a target by a custom-built Q-Switched Nd:YAG laser with wavelength of 1064 nm, pulse energy of 5 mJ, pulse width of 150 ns, and a repetition rate of 1 Hz delivered via a 600 lm fused-silica fiber. A target is submerged in pure water 7 mm away from the face of a custom-made objective lens with 5× magnification. The diameter of the laser beam at its focal point is 120 lm. Spectroscopic measurements were performed by observing the light from the plasma along the same path used for laser delivery. The emitted light passes through a custom-built spectrograph and the spectra are recorded using an intensified charged-coupled device (ICCD, Princeton Instruments, PI-MAX 3 Gen II) from 250 nm to 570 nm at a resolution of 0.8 nm. The wavelength calibration was performed using a standard mercury lamp (Ocean Optics, HG-1). The gate width and the gate delay of the ICCD were set to 500 ns and 400 ns, respectively, where these values were found to achieve the largest signal-to-noise ratio.
Materials
A total of 11 certified brass alloys with different mass fractions of copper (Cu) and zinc (Zn) are selected for analysis (MBH Analytical Ltd., 31X7835.5, 31X7835.8, 31XB2, 31XB20, 31XB21 and 31XB23; Japan Copper and Brass Association, C5191, C2600, C6871, C2801 and C3713). The concentrations of Cu and Zn, which are major elements in the brass samples, were examined. The concentrations of Cu and Zn of the samples are shown in Table 1 . These are selected to cover a broad range of concentrations (Cu; 59.6% to 93.6% and Zn; 0.02% to 39.2%) where the values for concentrations are spread relatively evenly within these ranges. The irradiation point is moved every 20 measurements in order to limit the effects of target inhomogeneity. 
Calculation of temperature and electron number density
To examine the effects of those temperature and electron number density on spectra, which are possible causes of systematic errors, temperature and electron number density are calculated for each spectrum. Temperature is calculated from each spectrum using a Boltzmann plot of three Cu I peaks, seen at 510.6 nm, 515.3 nm and 521.8 nm, which are seen in all spectra taken in this setup. The spectral line was modeled using a Lorentzian curve fit and its area was calculated by integrating the area under the Lorentzian curve after removing the continuum. The three Cu I spectral lines overlap due to broadening, and were modeled using multiple Lorentzian curves. While it is desirable to use a large number of peaks with different upper energy levels to accurately determine temperature, the Cu I lines observed at 324.8 and 327.4 nm could not be used in this study since they are susceptible to self-absorption as their lower energy levels are at the ground state. It is important to note, however, that the quantitative accuracy of the calculated temperatures does not have a direct systematic influence on the accuracy of the proposed method as would be the case in methods such as CF or CCF-LIBS. This is because temperature is used only to segment the databases used in the PCR and PLS regression analyses, where it is sufficient that the temperatures calculated are consistent between measurements. Having said that, inaccuracies in the temperatures measured are expected to introduce statistical uncertainty that limits the resolution at which the database can be reliably segmented. This in turn is expected to increase the level of uncertainty in the quantitative predictions made using the proposed technique. The electron number densities were determined from the Stark broadening effect [19] of a Zn I spectral line at 481.1 nm. The full width at half maximum of the spectral line was calculated by modeling using a Lorentzian curve fit. The method used to calculate temperature and electron number density is described in a previous publication by the authors in Ref. [26] . All calculations made in this work were implemented using MATLAB™.
Multivariate regression model
The procedure of the proposed method is shown in Fig. 2 . By applying parameters for segmentation, in this case temperature or electron number density, the segmented database is constructed, where each segment contains only spectra that have those parameters within a defined range. Separate PCR and PLS models are constructed for each of the segments in the database. When the segmented model is used to characterize an unknown sample, the parameter considered in segmentation is first determined and used to select the appropriate model segment. The selected model segment is then used for quantification of compositions.
Each spectrum, which was the average of 10 spectra, was centered by subtracting the mean value of the spectrum in the regression models. The optimal numbers of principal components (PC) for the PCR model and latent variables (LV) for the PLS model are chosen to give the lowest root-mean square error of prediction (RMSEP). The samples with the highest and lowest concentrations of each element are removed when evaluating the models, so as to avoid extrapolation. For calculation of mass fractions, cross-validation of the models is performed using a standard leave-one-out cross-validation (LOOCV) procedure where 10 samples are used to train the model, and measurements of the remaining sample are used to test and verify the model.
Results and discussion
Data segmentation
In order to examine the effects of differences in temperature and differences in electron number density on the observed spectra, it is first necessary to decouple these terms. First, the effects of temperature were examined by choosing signals so that the average electron number density remains fixed, in this case at 2.15 × 10 16 cm −3 , while the temperatures of the signals used remain within each temperature segment. The spectra in the database are split into 4 segments over the range from 6500 to 8500 K at an interval of 500 K for the segmented database. The spectra shown in Fig. 3 (a) are each the average of 10 signals that lie within each temperature segment, where the average electron number density of each of the averaged spectra shown remains constant. In the figure, 6750, 7250, 7750 and 8250 K indicate segments with the range from 6500 to 7000 K, from 7000 to 7500 K, from 7500 to 8000 K and from 8000 to 8500 K, respectively. Second, the effects of electron number density were examined by choosing signals so that the average temperature remains fixed, in this case at 7880 K, while the electron number densities remain within each segment of electron number density. The spectra shown in Fig. 3 (b) are each the average of 10 signals that lie within each segment of electron number density, where the average temperature of each of the averaged spectra shown remains constant. In the figure, 2 Fig. 3 (a) and (b), spectral lines of Cu I at 324.8, 327.4, 427.5, 450.7, 453.1, 458.7, 465.1, 510.6, 515.3 and 521.8 nm, Zn I at 330.3, 334.5, 468.0, 472.2 and 481.1 nm are visible in the spectra. As seen in the figure, the peak heights and total intensities are higher for higher temperatures, while obvious differences are not seen among spectra of different electron number densities. From the results, it can be said that temperature differences have more significant effect on signals than electron number density differences.
Therefore, only temperature is considered as a parameter for data segmentation in this work. The detail results of temperature calculation of each of the samples are shown in and maximum temperature calculated from 400 spectra for each sample. Fig. 4 shows RMSEP as a function of the number of PC for PCR and LV for PLS. From the results of the calculation, the optimal numbers of PC which show lowest RMSEP are 5 for Cu and Zn in the conventional method, which does not account for temperature, and 6 for Cu and Zn in the proposed method, respectively, as shown in Fig. 4 (a) . The optimal numbers of LV which show lowest RMSEP are 2 for Cu and 3 for Zn in the conventional method and 6 for Cu and 5 for Zn in the proposed method, respectively, as shown in Fig. 4 (b) . The results are summarized in Table 3 .
Optimal numbers of principal components/latent variables
Calculation of mass fractions
The results of PCR analysis and PLS regression analysis are shown in Figs. 5 and 6, respectively. The results shown are the averages and standard deviations of data analyzed using the temperature segmented model, where the data for all 4 different temperatures are used. The results for data analyzed using a model constructed in the same way, but using a random dataset without temperature based segmentation, are also shown for comparison. Here the data again shows the averages and standard deviations of 4 different datasets. The grey zones in the figures represent the 95% confidence intervals.
The results show that temperature based segmentation significantly improves the analytical performance of both PCR and PLS. For PCR, the values of RMSEP for Cu and Zn are improved from 7.4% to 2.7% and from 5.7% to 2.8%, respectively. For PLS, the values of RMSEP for Cu and Zn are improved from 8.4% to 2.9% and from 6.3% to 1.8%, respectively. In addition to the RMSEP, it can also be seen that the angle of the regression line shows closer agreement with the ideal case (y = x) for the segmented database. The regression lines of conventional methods in all cases show small angles and large y-intercepts, which should be 1 and 0 theoretically. Here it is suggested that systematic effects underlie the results of calculation in the conventional methods. Fluctuations in the data are also improved with the segmented approach having smaller error bars and significantly improved 95% confidence intervals. It should be noted, however, that a significant portion of the uncertainty is related to statistical errors rather than the systematic errors. The reason why the effects of statistical errors are also weakened in the proposed method may be due to the fact that large numbers for PC and LV are selected as optimal numbers. It is possible that when systematic errors remain in the signal datasets, larger PC and LV numbers tend to show larger RMSEP, so small numbers of PC and LV are selected as optimal numbers. However, when optimal numbers of PC and LV are not large enough to construct a regression model, not only noise but also information in the signal dataset related to construction of regression models can be discarded, which leads to unreliable calculation results. In the segmented method, since systematic errors which stem from fluctuations of temperature are removed by segmentation, more information can be extracted and modeled with large optimal numbers of PC and LV. Comparing PCR and PLS, while differences of accuracy do not differ significantly, the accuracy of PCR is slightly higher than PLS both for Cu and Zn for the conventional methods. This might be because PLS is more sensitive to effects of systematic errors [34] . For the proposed methods, while the accuracy of Cu mass fraction calculated using PCR and PLS are almost the same, PLS is rather better than PCR in the calculation of Zn mass fraction. When systematic errors are not seen in signal datasets, mass fractions can be calculated more accurately using PLS than PCR theoretically because both signal and actual composition data are used to construct a regression model in PLS. In this case, it can be said that while systematic errors are well removed for Zn peaks by temperature based segmentation, some systematic effects remain for Cu peaks and so the accuracy of Cu mass fraction calculated using PLS are relatively similar to PCR.
Conclusion
This study shows that significant improvements in the analytical performance of PCR and PLS based quantification of underwater LIBS signals can be achieved by considering the temperature as a source of systematic error. The non-linear effects of temperature on the LIBS signals can be modeled by segmenting the database used to train PCR and PLS models based on temperature. The proposed method allows for rapid computation of the elemental composition of unknown samples and can potentially be used to quantify measurements on site. Presently the method has been demonstrated for Cu and Zn in brass samples that cover a wide range of concentrations. Future studies should assess the generality of the method on different sample matrices. It is also necessary to investigate the effects of database segmentation on other multivariate analytical method, such as kernel PCR and ANN to determine which of the available methods is most suitable for application to underwater measurements using long-pulse LIBS.
