Explicit moduli for curves of genus 2 with real multiplication by Q(
2. Humbert's criterion. Let C be a curve of genus 2, and let J = Jac(C). We shall denote by † the canonical Rosati involution on J, and by End(J) †=1 the ring of endomorphisms fixed by the Rosati involution. Also, throughout the following, we shall write η = 1 2 (1 + √ 5).
Recall that the bicanonical map C → P 2 induces a 2-1 map of C onto a plane conic Q, say. Let P 1 , . . . , P 6 be the branch points of this map. Then the following theorem, originally due to Humbert [9] (see also [5, Chapter IX] and [11] ), characterizes when J has maximal RM by Q( √ 5).
Theorem 1 (Humbert's criterion). There is an embedding of Z[η] into End(J) †=1
if and only if , for some ordering of the P i , the conic which is tangent to each of the edges of the pentagon P 1 P 2 P 3 P 4 P 5 passes through P 6 .
We briefly review the proof of one implication as given in [5] and [11] . Let D be the image of a symmetric embedding C → J. Suppose that i : Z[η] → End(J) †=1 , and let ε = i(η − 1). Now let K be the Kummer surface K = J/ −1 , and let H be the image of ε * D on K. It is known that K admits an embedding as a quartic surface in P 3 with sixteen nodes (which are the images of J [2] ) as its only singularities (see [6] ; the classic reference is [8] ). The divisor H is then a rational cubic curve passing through six of these nodes. Projection through a chosen node to P 2 yields the projective dual of Humbert's criterion.
In the sequel, by an Humbert configuration we shall mean a configuration as in Theorem 1, that is a tuple (Q, R; P 1 , . . . , P 6 ) consisting of two plane conics Q and R and six points P 1 , . . . , P 6 on Q such that R passes through P 6 and is tangent to the edges of the pentagon P 1 P 2 P 3 P 4 P 5 . If we say that an Humbert configuration (Q, R; P 1 , . . . , P 6 ) is an Humbert configuration for the curve C, we mean that C is a double cover of Q branched over P 1 , . . . , P 6 .
We can copy Humbert and make explicit the geometric criterion of Theorem 1. Let us fix a little notation. We let C be a curve of genus 2 over a number field k. Suppose that C admits an Humbert configuration (Q, R; P 1 , . . . , P 6 ), say, and then choose coordinates (X : Y : Z) on P 2 so that the conic Q which is covered by C has equation
Suppose that the branch points P 1 , . . . , P 6 are given by P i = (a 2 i : a i : 1). Notice that there is only one conic R which is tangent to the five lines P 1 P 2 , P 2 P 3 , P 3 P 4 , P 4 P 5 , P 5 P 1 ; we require that this conic should pass through P 6 . In fact it is no difficult matter to write down the equation of the projective dual R * . If we take coordinates (l : m : n) on the projective dual P 2 * so that R * has an equation
then the coefficients are , and then generalize by making the substitution a i → 1/(a i − a 6 ). We shall denote the resulting condition by H(a 1 , . . . , a 6 ).
An important fact from our point of view is that, while the group of permutations of the a i which fix R is the symmetry group of the pentagon P 1 P 2 P 3 P 4 P 5 (that is, D 10 = (1 2 3 4 5), (1 2)(3 4) ), the group of permutations in S 6 which fix H is rather larger. This subgroup is precisely the transitive copy of A 5 which is generated by (1 2 3 4 5) and (1 6)(2 5). We call this subgroup A tr 5 . A consequence of this is that for each choice of branch point P i , there is some conic R i which passes through P i and is tangent to the pentagon formed by taking the other branch points in a specific order. (The equation above defines R 6 .) Moreover, we can retrieve this ordering because we know that for each i = 1, . . . , 6 the group of symmetries of the pentagon formed by the branch points other than P i is just the intersection of A tr 5 with the stabilizer in S 6 of P i . We are now in a position to verify the following, which makes life a little simpler later on. Lemma 1. Let C be a curve of genus 2 which admits the Humbert configuration (Q, R, {P i }). Then, after reordering the P i , we may suppose that Q and R meet transversally in four points. P r o o f. Our proof is a straightforward, if rather tedious, calculation. For the purposes of the verification, we would recommend the use of a computer algebra package. As a point of notation, if p 1 and p 2 are multivariate polynomials we shall denote by Res(p 1 , p 2 ; x) the resultant of p 1 and p 2 with respect to the variable x.
We may suppose up to isomorphism that Q has the equation Y 2 = XZ, and that the branch points of C → Q are P 1 = (0 : 0 : 1), P 2 = (1 : 1 : 1),
: ν : 1) and P 6 = (1 : 0 : 0), for some λ, µ and ν such that 0, 1, λ, µ and ν are all distinct.
The condition that Q and R both pass through P 6 can be calculated as above, and gives a single condition H(λ, µ, ν) = 0, say. We can also determine the condition D 1 (λ, µ, ν) that Q and R meet in fewer than four points: D 1 is the discriminant (with respect to t) of the quartic equation satisfied by those points (t 2 : t : 1) lying on R. From the discussion above, we note that the curve C admits at least three further Humbert configurations (Q, R 2 ; P 1 , P 4 , P 6 , P 2 , P 5 , P 3 ), (Q, R 3 ; P 1 , P 2 , P 5 , P 6 , P 3 , P 4 ) and (Q, R 4 ; P 4 , P 2 , P 3 , P 1 , P 6 , P 5 ), say; let the condition that Q meets R i in fewer than four points be D i (λ, µ, ν) for i = 2, 3, 4.
We define p 1 (ν) = Res(Res(D 3 , D 4 ; λ), D 2 ; µ) (a polynomial of degree 64), and let p 2 (ν) = Res(Res (H, D 1 ; λ) , D 2 ; µ) (which has degree 32). These polynomials are coprime, and so we conclude that at least one the conics R, R 2 , R 3 and R 4 must meet Q in four distinct points.
3. Description of the RM. Now we start from the configuration of Theorem 1 and construct an explicit embedding j : Z[η] → End(J). This is mainly useful because it allows us to give a criterion for the multiplication being rationally defined.
Let C be a curve of genus 2 which admits an Humbert configuration (Q, R; {P i }), say. Let us fix a geometric isomorphism φ :
where
By Lemma 1, we may assume that Q and R meet transversally in four distinct points. Define E to be the incidence relation between Q and the projective dual R * , that is,
The curve E carries two natural involutions ι and ι , given by ι : (P, L) → (P , L), where P is the residual point of intersection of L and R, and ι : (P, L) → (P, L ), where L is the residual tangent line to R passing through P . It is proved in [7] that E is a nonsingular curve of genus 1. Up to a geometric isomorphism, we may replace E with the Jacobian of E, which is then an elliptic curve; moreover we may suppose that the zero of E covers the point P 6 on Q.
Referring again to [7] , there is a point T on E such that the composition ι • ι is translation by T , and such that T has order 5. (Observe that this proves Poncelet's theorem; in this instance, given any point P on Q, there is a pentagon with one vertex at P , with every vertex a point of Q, and with every edge tangent to R.) In particular, if we let P 1 be either of the two points of E lying above P 1 , then P 1 + (n − 1)T lies above P n for each n = 1, . . . , 5. Now, following Mestre [12] , let x be the composition
(so x is a function on E with double pole at 0), let f : E → E be the isogeny associated with the subgroup T and let u be the abscissa equation, that is, the function which makes the following square commute:
Observe that u(a) = u(b) when the line joining the points φ −1 (a) and φ −1 (b) is tangent to R (that is, when a and b are the x-coordinates of points of E whose difference is T ). The poles of u are the x-coordinates of points of ker f , so u has double poles at x(T ) and x(2T ), and no other poles.
Define the curve C by the equation
Then C is a double cover of P
1
; by our remarks in the last paragraph, this double cover is branched over a 1 , . . . , a 5 and ∞, and so C is geometrically isomorphic to C. Indeed, if we write
Now suppose (x, y) is a generic point of C. There are two tangents to R passing through φ −1 (x) ∈ Q; label the residual points of intersection of these lines with Q as φ
by our earlier remarks, and so x ± , y 1 ν(x) both lie on C . Thus x + , y
both lie on C. Define a morphism θ from C to the Jacobian J by
where ∞ is the point of C above P 6 , and [D] denotes the class of a divisor D on C. Then θ extends by linearity to an endomorphism of J = Jac(C) since θ commutes with the hyperelliptic involution on C. Let us now prove that θ
Let (x, y) be a point of C, and choose x + and x − as in the definition of θ. Now there are two tangents to R which pass through φ −1 (x + ): one of these meets Q again at φ −1 (x); the other meets Q again at some new point, which we shall label φ −1 (x ++ ). In a similar way, we define x −− . Then θ
(Observe that, by Poncelet's theorem, the inverse images under φ of the points x ++ , x + , x, x − and x −− form a pentagon with vertices on Q and edges tangent to R.) Now consider the function ν(x)Y − yX on C. This has five zeros and has a five-fold pole at ∞; indeed, formula (3) above is the class of the divisor of zeros of this function. This establishes our claim that θ 2 + θ − 1 = 0. We started this section by supposing that C admits an Humbert configuration. Of course, by Theorem 1, this is equivalent to assuming that there is an embedding i :
. We now check that i = j. We shall make use of the explicit description given by Cassels and Flynn [3, Chapter 3] of the Kummer surface K associated with C.
Fix a model for C in the form
Now choose a point of J: this is represented by a point {(x, y), (u, v)}, say, on C (2) . Then, from [3, 
D.
It follows that ε and θ differ only by an automorphism of C.
Bolza [1] has classified the possibilities for the automorphism group of a curve C of genus 2. The reduced automorphism group (that is, Aut(C) modulo the hyperelliptic involution) falls into one of three cases:
(i) the trivial group (this is the generic case); (ii) cyclic of order 5 (when Jac(C) has CM by a fifth root of unity); or (iii) a group of even order.
In the first two of these cases we must have ε = θ, since ε and θ both satisfy the equation T 2 + T − 1 = 0. Suppose, then, that the third case holds. Since C has a nonhyperelliptic involution, it has a nontrivial map to an elliptic curve; hence Jac(C) is isogenous to a product of elliptic curves. Indeed, to have RM, Jac(C) must be isogenous to the square of some elliptic curve E. There is, then, an isomorphism Jac(C)
(where the overbar denotes complex conjugation).
We know that θ = εu for some u ∈ Aut(C), and that ε † = ε. Since θ and ε both satisfy T . These equations together are enough to force u = 1, that is, θ = ε.
We now turn to the promised criterion for the RM to be rationally defined. Suppose the curve C is defined over a number field k, and take a model of the form (4) over k. 
A family of curves from Humbert's criterion.
In this section, we use Humbert's criterion (Theorem 1) to produce a family of curves which parametrizes all curves of genus 2 defined over Q with maximal RM by Q( √ 5) and a rational Weierstrass point. We note that families of curves with maximal RM over Q( √ 5) already exist in the literature-see [12] and [2] -but that our approach is rather more direct. Suppose that C is a curve of genus 2 defined over a number field k, with maximal RM by Q( √ 5). Note that by our description of the RM in the previous section, if (Q, R; {P i }) is an Humbert configuration for C such that the map C Q is defined over k, then the field of definition of the conic R is the field of definition of the RM. We shall suppose further that this is contained in k, and that C has a k-rational Weierstrass point.
In this case, we may choose an Humbert configuration (Q, R; {P i }) for C such that Q has equation
and the point P 6 = (1 : 0 : 0). We shall make one further supposition, namely that R meets Q transversally at P 6 . Let us show that we may ensure this by supposing that k does not contain Q( √ 5).
If R meets Q tangentially at P 6 then we may choose an equation for the dual conic R * in the form
(where (l : m : n) are coordinates on (P 2 ) * ); there will be a further condition on the coefficients a, b, e and f ensuring that there is a pentagon whose vertices lie on Q and whose edges are tangent to R. Indeed, we note that by Poncelet's theorem [7] , for every point P on Q there is a pentagon with a vertex at P , all of whose vertices lie on Q, and all of whose edges are tangent to R.
Let (1 : t : t 2 ) be an arbitrary point of Q which is not a point of intersection with R, let (1 : u 1 : u To sum up: we suppose that k does not contain Q( √ 5), and that C is a curve over k with maximal RM by Q( √ 5) defined over k, and a k-rational Weierstrass point. Under these hypotheses, we may still choose Q to have the equation Y 2 = XZ and the point P 6 to be (1 : 0 : 0); the conics Q and R now meet transversally at P 6 . The pentagon with a vertex at P 6 which is inscribed to Q and tangent to R (as given by Poncelet's theorem) will have two repeated vertices, and one of these must lie on a line which is a mutual tangent to Q and R. We may then write the equation of R * in the form 
over k. One may calculate that u 1 and u 2 satisfy
1 − t and u 1 u 2 = 1 − t; s 1 and s 2 satisfy
(1 − t) .
We now make the following choice of parameters A, B ∈ k:
Then C has an equation of the following shape:
Thus we have the following proposition. 
The explicit moduli.
Before proceeding, we shall introduce some useful shorthand. Suppose that x 1 , . . . , x n are independent (commuting) variables. Then we shall denote by σ i (x 1 , . . . , x n ) , or simply σ i (x) when the range of indices is clear from the context, the ith elementary symmetric function in x 1 , . . . , x n , and by τ i (x) the ith power sum τ i (x) = j x i j . If f (T ) is a polynomial in one variable, then we use the shorthand notation σ i (f (x)) = σ i (f (x 1 ), . . . , f (x n ) ), and similarly for τ i (f (x)).
We shall start from the description of the (coarse) moduli space for curves of genus 2 with an ordering of the Weierstrass points given by considering the space P /PGL 2 . This space is studied in detail in [4] (see also [15] ); in particular the following process constructs a convenient model for P 6 1 , namely the Segre cubic Z ⊂ P
5
, which is given by the equations
Any given point of P We then make the following linear change of variables to define P 
The z i are cubic forms in the a i and also in the b i ; each term is of the form ±a i 1 
Working with these explicit forms, one can verify that any permutation σ ∈ S 6 of the points (a i : b i ) corresponds to the permutation σ out of the coordinates z i , where out : S 6 ∼ → S 6 is the outer automorphism which maps the close transpositions as follows: (It seems at first sight that there is a sign change for odd permutations but, of course, we are free to rescale the z i .) This means that the permutation action on Z corresponds to choosing different level 2 structures on the same isomorphism class of abelian surface. Now we turn to curves with RM by Q( √ 5). It is proved in [5] that the Thus, if we write The variety T (in weighted projective space) whose equation is given in (7) is a rational variety. Note that the formulae in (8) do not give a 1-1 correspondence between points of T and the triples (z 6 , s 2 , σ 5 ) in which we are interested, but we can get round this by choosing a parametrization of T carefully. To be precise, let us take three parameters
This gives a parametrization of T , and also parametrizes the triples (z 6 , s 2 , σ 5 ) such that ∆ is a square. Explicitly, we have 
Relations with other invariants.
In this section we give the relations between the moduli introduced in the previous section, and those defined by Igusa [10] , as well as between those introduced here, and those defined by Clebsch (for definitions see [13] 
where the symbols (ij) denote cross-ratios as before, and each sum is over every symmetric conjugate of the summand. The relations between (I 2 , I 4 , I 6 , I 10 ) and (z 1 , . . . , z 6 ) are
When (z 1 : . . . : z 6 ) ∈ j(Y ), we can rewrite these as
2 ,
. Clebsch's invariants (as defined in [13] ) can be written in terms of the invariants introduced here as follows: 
Finding equations for curves.
There is a method for constructing an equation for a curve of genus 2 from its invariants described by Mestre [13] , which we review here, giving a few examples.
Suppose that C is a curve with maximal RM by Q( √ 5), with invariants (z 6 , s 2 , σ 5 ) and suppose that C has no nontrivial automorphisms. (As remarked earlier, this is the generic case.) Then Mestre gives explicit equations for a plane conic L and plane
For convenience we reproduce the formulae from [13] which define L and M . These are given in terms of Clebsch's invariants (see equations (9) We note that Mestre also gives an invariant R such that the discriminant of L is 2R 2 . In our case, R is a square multiple of the discriminant ∆ defined in equation (7) . Explicitly, (the discriminant ∆ is never a square). There are, however, several curves for which R = 0; these are curves such that Aut(C) contains an involution and, as remarked earlier, the Jacobian of each of these curves is isogenous to the square of some elliptic curve. We finish with two examples to illustrate this method and a short table of results: Wang [16] has determined all the principally polarized 2-dimensional factors of J 0 (N ) for N < 200, and has, in each case, given invariants for a curve whose Jacobian is isogenous to the given abelian surface; we list equations for these curves, calculated as described here. Example 1. As has been remarked before, not all of the rational choices for (z 6 , s 2 , σ 5 ) which make ∆ a square actually correspond to a curve with a model over Q. One example where the obstruction is nontrivial is provided by taking z 6 = 7/2, s 2 = 8 and σ 5 = 14. In this case, the invariants A ij are:
