Abstract-Fully diverse constellations, i.e., a set of unitary matrices whose pairwise differences are nonsingular, are useful in multiantenna communications especially in multiantenna differential modulation, since they have good pairwise error properties. Recently, group theoretic ideas, especially fixed-point-free (fpf) groups, have been used to design fully diverse constellations of unitary matrices. Here, we give systematic design methods of space-time codes which are appropriate for three-transmit-antenna differential modulation. The structures of the codes are motivated by the special unitary Lie group (3). One of the codes, which is called the AB code, has a fast maximum-likelihood (ML) decoding algorithm using complex sphere decoding. Diversity products of the codes can be easily calculated, and simulated performance shows that they are better than group-based codes, especially at high rates and as good as the elaborately designed nongroup code.
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I. INTRODUCTION

I
T is well known in theory that multiple antennas can greatly increase the data rate and the reliability of a wireless communication link in a fading environment. In practice, however, one needs to devise effective space-time transmission schemes. This is particularly challenging when the propagation environment is unknown to both the sender and the receiver, which is often the case for mobile applications when the channel changes rapidly.
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Digital Object Identifier 10.1109/TSP. 2005.855092 where is the number of transmit antennas, and is the set of all possible signals. We therefore say that a code is fully diverse if the determinants of the pairwise differences are all nonzero. The design problem is thus the following: "Given the number of transmitter antennas and the transmission rate , find a set of unitary matrices, such that its diversity product is as large as possible."
Space-time code design methods for systems with three transmit antennas are rare. Until now, some group-based and nongroup codes have been proposed in [4] . The group-based codes, mainly the codes and the diagonal cyclic group codes, do not give good performances for high rates. The design of the nongroup codes are very difficult, and the decoding of both codes needs exhaustive search. In this paper, we propose design methods for three-transmit-antenna systems. The codes are motivated by the Lie group . The reasons of analyzing are as follows. The unitary space-time code design problem given above appears to be intractable since both the signal set and the cost function are nonconvex, and the size of the problem can be huge, especially for high data rates. Therefore, in [4] - [6] , group structure was introduced on constellation sets to have hope of obtaining a solution. Group structure has the advantages of simplifying the design criterion and easy encoding. In [4] , all finite fully diverse constellations, which form a group, are classified. (For the definition and more of fpf groups, see [6] .) In addition, in [6] , it is proved that the only fpf infinite Lie groups are (the group of unit-modulus scalars) and (the group of unit-determinant 2 2 unitary matrices). However, no good constellations are obtained for very high rates from fpf finite groups, and constellations based on and are constrained to one and two-transmit-antenna systems. (Codes constructed based on higher dimensional representations of can be found in [7] .) As mentioned in [8] , to get high-rate constellations that work for systems with more than two transmit antennas, we relax the fpf condition by considering Lie groups of rank 2. (The rank of a Lie group equals the maximum number of commuting basis elements of its Lie algebra and it can be shown that fpf groups have rank 1.) There are three of them: the Lie group of unit-determinant 3 3 unitary matrices , the Lie group of 4 4 unitary, symplectic matrices , and one exceptional Lie group . Constellations based on , which can be regarded as an extension of the Alamouti's scheme [9] , are designed in [8] , and simulation results show that they have good performance.
In this work, we analyze . Based on the structure of matrices in , we propose two methods to design constellations of 3 3 unitary matrices. One of the method gives codes that are subsets of . The other codes are derived from codes by a simple modification, which are called AB codes. The codes also have the structure of products of group representations discussed in [4, Section 8] . Simple formulas are derived by which diversity products of the codes can be calculated in a fast way. Necessary conditions for full diversity of the codes are proved. Our conjecture is that they are also sufficient conditions. Simulation results show that the codes have better performance than group-based codes [4] , especially at high rates, and are as good as the elaborately designed nongroup code [4] . Another exceptional feature of AB codes is that they have a fast maximum-likelihood decoding algorithm based on complex sphere decoding.
The paper is organized as follows. In Section I-A, we talk briefly about the multiple-antenna system model we are using and differential unitary space-time modulation. A brief introduction and discussion on the Lie group , emphasizing the parametrization method of we have proved, is given in Section II. In Section III, codes are proposed, and their diversity products are analyzed. In Section IV, we propose AB codes whose structure is obtained by making a slight modification on codes. A fast decoding algorithm of AB codes using complex sphere decoding is shown in Section V. Simulation results, including comparisons with other existing constellations such as group-based codes and a nongroups code, are presented in Section VI. Section VII concludes the paper. Some of the proofs of the theorems and lemmas in this paper are relegated to the Appendixes.
A. Differential Unitary Space-Time Modulation
Before bringing in the design of space-time codes, we first present a brief introduction to multiple-antenna systems and the differential unitary space-time signaling scheme. This follows [1] - [3] .
Consider a wireless communication system with transmit antennas and receive antennas. We use a block-fading channel with coherence interval (for more on this model, see [10] , [11] ). The system equation of the th block can be written as Here, denotes the transmit signal matrix with its th entry , which is the signal sent by the th transmit antenna at time .
is the propagation matrix that remains constant during the coherence interval, and its th entry is the propagation coefficient between the th transmit antenna and the th receive antenna. The s have a zero-mean unit-variance circularly symmetric complex Gaussian distribution and are independent of each other. We assume that the channel information is unknown to both the transmitter and the receiver.
is the noise matrix with its th entry , which is the noise at the th receive antenna at time . The s are iid with distribution.
is the received signal matrix with its th entry , which is the received value by the th receive antenna at time . We impose an extra power constraint on the transmit signal which means that the transmit signal has average expected power (over the transmit antennas) at each channel use. Therefore, represents the expected SNR at each receive antenna.
One way to communicate with unknown channel information is to use multiple-antenna differential unitary space-time modulation (USTM), which can be seen as a natural extension of the standard differential phase shift keying (DPSK) that is commonly used in signal-antenna unknown-channel systems. In differential USTM, the channel is used in blocks of transmissions, that is, , which implies that the transmit signal is an unitary matrix. At the th block, the transmit matrix equals the product of the previously transmit matrix and a unitary data matrix , taken from our signal set . In other words with . Having unitary assures that the transmit signal will not vanish or blow up to infinity. Since the channel is used times, the corresponding transmission rate is , where is the cardinality of the code. If we further assume that the propagation environment keeps approximately constant for consecutive channel uses, that is, , then from the system equations for the th and the th blocks, the following fundamental differential receiver equations are obtained [12] : (2) where (3) We can see that the channel matrix does not appear in (2). This implies that as long as the channel is approximately constant for channel uses, differential transmission permits decoding without knowing the channel information.
Since is unitary, the additive noise term in (3) is statistically independent of and has independent complex Gaussian entries. Therefore, the ML decoding of can be written as 1 (4) where indicates the Frobenius norm. It is shown in [1] and [3] that, at high SNR, the pairwise error probability (of transmitting and erroneously decoding ) has the upper bound det which is inversely proportional to the absolute value of the determinant of the pairwise difference to the power of . Therefore, most design schemes [1] , [3] - [5] have focused on finding a constellation of unitary matrices that maximizes defined in (1) . In general, the number of matrices in can be quite large. This huge number of signals calls into question the feasibility of computing and rules out the possibility of decoding via an exhaustive search. To design constellations that are huge, effective, and yet still simple so that they can be decoded in real time, some structure should be imposed on the signal set. Group structure was proposed and used in [4] - [6] and [8] , from which good performance can be obtained.
In this paper, we analyze the Lie group and propose codes that lend themselves to linear-algebraic decoding by using sphere decoding.
II. PARAMETRIZATION OF
Definition 1: [13] is the group of complex matrices obeying and det , where indicates the conjugate transpose of . From the definition, is the group of complex unitary matrices with determinant 1. It is called the special unitary group. It is also known that is a compact, simply-connected Lie group of dimension and rank . Since we are most interested in the case of rank 2, here, we focus on , which has dimension 8. The following theorem on the parametrization of is proved.
Theorem 1 (Parametrization of
): Any matrix belongs to if and only if it can be written as (5) where denotes the matrix with all zero entries, , and is a complex number with . Proof: See Appendix A. This theorem indicates that any matrix in can be written as a product of three 3 3 unitary matrices that are basically . (They are actually reducible 3 3 unitary  representations of by adding an identity block.) Now, let us look at the number of degrees of freedom in . Since , there are six degrees of freedom in them. Together with the 2 degrees of freedom in , the dimension of is 8, which is exactly the same as that of . Based on (5), we can parameterize matrices in by entries of , , and , that is, any matrix in can be identified with a three-tuple ( , , ). From (5), we can also see that all the three matrices can be regarded as block-diagonal with a unit element. The first and third matrices have the unit element at the (1,1) entry, and the second matrix has the unit element at the (2,2) entry. To get a more symmetric parametrization method, we prove the following corollary. (6) where , and are real. and are arbitrary angles.
Proof: First, it is easy to prove that any matrix with structure in (6) It is easy to check that . Equation (6) is obtained by letting and . The parameter does not add a degree of freedom, as can be seen in the proof of the corollary. However, we will see later that it is important to our code design. From (6), any matrix in can be written as a product of three basically matrices. The first matrix is a representation of an matrix with an identity block at the (1,1) entry. The second matrix is a representation of an matrix with an identity block at the (2,2) entry, and the third matrix is a representation of an matrix with an identity block at the (3,3) entry.
III. CODE DESIGN
To get finite constellations of unitary matrices from the infinite Lie group , we need to sample the parameters appropriately. We first sample and . Alamouti's orthogonal design is a faithful representation of . To get a finite set, and must belong to finite sets. As is well known, the PSK signal is a very good and simple modulation. Therefore, and are chosen as follows: 2 and where , , , and are positive integers.
Since the group is not fpf, we cannot use all the 8 degrees of freedom to get fully diverse codes. To simplify the structure, we choose , by which the middle matrix in (6) is a diagonal matrix. In addition, we want to obtain fully diverse subsets. Therefore, the angle should depend on and , or equivalently, it is a function of , , , and . To see this, we assume that is independent of . Therefore, the determinant of is zero since 2 PSK symbols have been analyzed in [14] , where it is shown that having a full parametrization of SU (2), that is, parameterizing a and b fully (both the norms and the arguments) gives about a 1-2 dB improvement but with a much more complicated decoding. In our paper, to make our main idea clear, we choose a and b as simple PSK signals.
the first matrix in (6) has a unit block at its (1,1) entry. It is the same for the third matrix in (6) . Therefore, we let . The reason for this will be illuminated later. Define and (7) Equation (6) 
The following codes are obtained:
The set is a subset of . We call it an code. There are all together elements in the code. Since the channel is used in blocks of three transmissions, the rate of the code is 
where indicates the imaginary part of the complex scalar . indicates the conjugate of the complex scalar .
Proof: See Appendix B. Therefore, the diversity product of the code is (13) where we have defined , , , and . In general, to obtain diversity product, determinants of difference matrices, which is quadratic in , need to be calculated. However, from Theorem 2, , , and only depend on the differences , , , and instead of , , , , , , , and . That is, det can be written as , which is a function of , , , and . Since , , , and can take on , , , and possible values, respectively, to get diversity products, we need to calculate determinants of difference matrices, which is linear in . Actually, instead of , less than calculations is enough. Note that Therefore, calculation of only half of the determinants is needed. The computational complexity for the diversity product is greatly reduced, especially for codes of high rates, that is, when is large. From the symmetry of , , , and in (13), it is easy to prove that , which indicates that changing the positions of and , and , or and does not effect the diversity product. Generally, however, . Theorem 3 (Necessary Condition for Fully Diverse): A necessary condition for code to be fully diverse is that every pair taken from the four integers is relatively prime, and none of them is even.
Proof: See Appendix C. We are not able to give a sufficient condition for full diversity of codes. Based on the diversity product given in (13) and simulations, we have the following conjecture.
Conjecture 1 (Sufficient Condition for Full Diversity):
The condition that every pair of the four integers is relatively prime and none of them is even is sufficient for code to be fully diverse.
IV. AB CODE DESIGN
Note from (8) that the in the last column of and the in the first row of are used to make the matrices determinant 1. However, in differential unitary space-time code design, we only need the signal matrix to be unitary. Therefore, we can further simplify the structure by abandoning the restriction that both the matrices have unit determinant. Define (14) and 3 (15) . Therefore, gcd is a sufficient condition for the set to be fully diverse.
By similar argument, we can prove that the set is fully diverse if and only if and are relatively prime.
The following codes with a simpler structure are obtained.
They are no longer subsets of the Lie group since the determinant of the matrix is now , which is not 1 in general. However, matrices in the codes are still unitary. Since any matrix in the code is a product of two unitary matrices (they are no longer representations of because their determinants are no longer 1), we call it an AB code. Simulations show that AB codes have the same and sometimes slightly better diversity products than codes given in (9), which is not surprising since we now get rid of the constraint of the unit determinant. In Section V, we will see that the handy structure of AB codes results in a fast ML decoding algorithm. The code has the same rate as the code. It is easy to see that any matrix in the two codes can be identified by the four-tuple . Similar to the argument in the previous section, less than calculations of the determinants of difference matrices are enough to obtain the diversity product. AB codes also have the symmetry that . Generally, however, . As mentioned before, for AB codes, choices for the angles and are not unique. Based on (15) , there are actually 16 possibilities. In Table II , diversity products of AB codes with two of them , and , are given. We call the two codes the type I AB code and the type II AB code, respectively. Now, let us compare diversity products of some codes, as given in Table I , and AB codes, as given in Table II , with other existing 3 3 designs, which are some group-based codes and (18) one nongroup code designed in [4] , as given in Table III . We can see from the tables that diversity products of the and AB codes are about the same as those of group-based codes at low rates, but when the rates are high, diversity products of and AB codes are much greater than those of group-based codes at about the same rates. The diversity product of the code at rate 3.9195, which is 0.0510, is smaller than that of the nongroup code at rate 4.01, which is 0.0933. However, simulated performance in Section VI shows that the code performs only slightly worse than the nongroup code. In addition, the diversity product of the (5,8,9,11) AB code at rate 3.9838, which is 0.0611, is again smaller than that of the nongroup code, but simulations in Section VI show that the code performs as well as the nongroup code.
To explain this, we plot distributions of det over all pairs of codewords for the three codes in Fig. 1 . The plot shows the percentage of pairs whose det is larger than . As can be seen from the plot, distributions of matrices in the AB code and the nongroup code are almost identical, whereas the code has a slightly worse distribution. We also show distributions of the three codes at a rate of approximately 2: the (1,3,4,5) type I AB code, the diagonal group-based code with , and the code. As can be seen from Fig. 2 , the code, which has the highest diversity product, has the best distribution as well. Although the diagonal group code has a higher diversity product than the AB code, it has more pairs with low det . This is consistent with the simulated performance of the three codes in Fig. 3 , where the code has the best performance, and the diagonal code has the worst. We should note that the distribution of det is simply used for better understanding of our codes. We cannot envision how to use it for code design.
Theorem 6 (Necessary Condition for Fully Diverse):
A necessary condition for type I AB code to be fully diverse is that every pair of the four integers is relatively prime. A necessary condition for type II AB code to be fully diverse is gcd gcd , and at most one of the four integers is even. Proof: See Appendix E. Note that for type II AB codes, that every pair of the four integers is relatively prime is not a necessary condition. By simulations, and , which indicates that gcd , , gcd , or gcd is not necessary for the code to be fully diverse. We are not able to give sufficient conditions for full diversity of AB codes. Based on the diversity product given in (18) and simulations, our conjecture is that the necessary conditions are also sufficient.
V. FAST DECODING ALGORITHM FOR AB CODES
From (9) and (16), we can see that any matrix in code is a product of two unitary matrices and . It is easy to see from (14) that the two matrices have an orthogonal design structure. This handy property can be used to get linear-algebraic decoding, which means that the receiver can be made to form a system of linear equations in the unknowns.
The ML decoding for differential USTM given in (4) is equivalent to Therefore, the decoding formula for code can be written as the equation shown at the bottom of the page, where indicates the th entry of the matrix for , . The equality is obtained since and have orthogonal structure. It is easy to see that the formula inside the norm is linear in the PSK unknown signals. Therefore, we can use sphere decoding for complex channels proposed in [15] with slight modification. The only difference here is that the unknowns and are not independent unknown PSK signals but are determined by , and , . Therefore, in the sphere decoder, instead of searching over possible intervals for and , we calculate their values by values of , and , , respectively, based on (15), depending on the choices of and . Since sphere decoding has an average complexity that is cubic in both the code rate and dimension of the system and, at the same time, achieves the ML result, we find a fast decoding algorithm for AB codes.
In digital communication, the choice of the searching radius is very crucial to the speed of the algorithm. If the initial radius is chosen to be very large, then we are actually searching most of the points by which not too much improvement on computational complexity can be gained over exhaustive search. On the other hand, if the radius is chosen to be too small, then there may be no point in the sphere that we are searching. It is better to start with a small value and then increase it gradually. In [16] , the authors proposed to chose the packing radius or the estimated packing radius to be the initial searching radius. In this paper, we use another initialization based on the noise level, as in [8] and [17] . The noise of the system is given in (3). Since , , and the data matrix are independent, it is easy to prove that the noise matrix has mean zero and variance . Each component of the noise matrix has mean zero and variance 2. Therefore, the random variable has a distribution with mean . We initialize the searching radius such that the probability that the correct signal is in the sphere is 0.9, that is,
. If no point is found in the sphere, then we raise the searching radius to have the probability increased to 0.99, and so on. Using this algorithm, the probability that we can find a point during the first search is high. For more details of sphere decoding for real and complex systems, see [15] and [16] .
Although codes also have the structure of products of two unitary matrices, since the two unitary matrices do not have orthogonal design structure, we cannot find a way to simplify the decoding. Therefore, for codes, exhaustive search is used to obtain the ML results.
VI. SIMULATION RESULTS
In this section, we give examples of both codes and the two types of AB codes, as well as the simulated performance of the codes for different rates. The number of transmit antennas is three. The fading coefficient from each transmit antenna to each receive antenna is modeled independently as a complex Gaussian variable with mean zero and variance one and keeps constant for channel uses. At each channel use, zero-mean, unit-variance complex Gaussian noise is added to each receive antenna. The block error rate (bler), which corresponds to errors in decoding the 3 3 transmit matrices, is demonstrated as the error event of interest. We also compare the performance of the proposed codes with that of group-based codes and the nongroup code in [4] . 
A. AB Code versus Group-Based Codes at
The first example is the , , , and AB code with and . In brief, we call it the (1,3,4,5) type I AB code. From (10), the rate of the code is 1.9690. From Table II , the diversity product of the code is 0.2977. We compare its bler with the group code at rate with diversity product 0.3851 as well as the best cyclic group code with at rate 1.99, whose diversity product is 0.3301. The number of receive antennas is one. The performance curves are shown in Fig. 3 . From the plot, we can see that performances of the three codes are close to each other. The AB code is a little (about 1 dB) worse than the code and better (about 1 dB) than the cyclic group code. Notice that decoding of both group-based codes needs exhaustive search, but the AB code has a fast decoding method. Therefore, at rate of approximately 2, the AB code is as good as the group-based codes with far superior decoding complexity.
B. and AB Codes versus Group-Based Codes at
In this subsection, we compare two sets of codes. The first set includes the (4, 5, 3, 7) type I AB code with rate , the group-based code at rate 3, and the code with and rate 3.1456. The number of receive antennas is one. The simulated blers are shown in Fig. 4 . From the plot, we can see that the AB code is about 1 dB better than the code. The code has about the same performance as the group-based code with a 0.1456 higher rate.
The second set of codes are the (3, 7, 5, 11) type II AB code at rate , the (4,7,5,11) type I AB code with rate , and the (3, 7, 5, 11) , code with rate . The number of receive antennas is one. The simulated blers are shown in Fig. 4 . The three codes have very close performance. Compared with the performance of the code, which is shown by the line with circles, the three codes, the two AB codes, and the code with rates 0.3912, 0.5296, and 0.3912 higher are about 1.5 dB worse. Note that the AB code can be decoded much faster than the code and the code.
C. and AB Codes versus Group-Based Codes and the Nongroup Code at
Comparison of the (5, 8, 9, 11) type II AB code at rate 3.9838 and the (5, 9, 7, 11) code at rate 3.9195 with the rate 4 group-based code is given in Fig. 5 . The number of receive antennas is one. We can see that at about the same rate, the AB code and the code perform a lot better than the code. For example, at a bler of , both codes have an advantage of about 3 dB, and the advantage increases as SNR increases. We also give the performance of the nongroup code, which is indicated by the line with squares. From the plot, we can see that the AB and codes are as good as and comparable to the nongroup code given in [4] .
In Fig. 6 , the (9,10,11,13) type II AB code at rate 4.5506 and the (7, 11, 9, 13) code at rate 4.3791 are compared with the rate 4 group-based code. As can be seen in Fig. 6 , at high SNR, with the higher rate 0.3791, the code performs more than 1 dB better than the code, and the AB code has a performance that is slightly better than the code, even with a rate that is 0.5506 higher.
These two plots show that both the AB and codes give a much better performance than the group-based code. They even have the same good performance as the elaborately designed nongroup code. Another advantage is that AB codes have a fast decoding algorithm, whereas the decoding of both groupbased and the nongroup codes needs exhaustive search.
D. AB Code versus Group-Based Code at Higher Rates
In this subsection, we compare the (11,13,14,15) type II AB code with the group-based code. The rate of the AB code is 4.9580, and the rate of the group-based code is 5. The simulated blers are shown in Fig. 7 . The line with circles indicates the bler of the code, and the solid line shows the bler of the AB code with one receive antenna. The plot shows that the AB code gives a much better performance. For example, at the bler of , the AB code is 6 dB better, and the performance gap is even higher for lower blers or higher SNRs. In this plot, we also give examples with two receive antennas. The line with squares indicates the bler of the code, and the dashed line indicates the bler of the AB code. Again, we can see that the AB code is much better than the group-based code. As mentioned before, the AB codes have a fast decoding algorithm, whereas decoding the group-based codes needs exhaustive search. Therefore, at high rates, AB codes have great advantages over group-based codes in both performance and decoding complexity.
VII. CONCLUSION
In this paper, we worked with the special unitary Lie group , which has dimension 8 and rank 2. The group is not fixed-point-free, but we describe a method to design fully diverse codes that are subsets of the group. Furthermore, motivated by the structure of the proposed codes, we propose a simpler code called the AB code. Both codes are suitable for systems with three transmit antennas. Necessary conditions for the full diversity of both codes are given, and our conjecture is that they are also sufficient conditions. The codes have simple formulas from which their diversity products can be calculated in a fast way. A fast maximum-likelihood decoding algorithm for AB codes based on complex sphere decoding is given, whose complexity is polynomial in the rate and dimension. Simulation results show that and AB codes perform as well as finite group-based codes at low rates, but they do not need the exhaustive search (of exponentially growing size) required of group-based codes and, therefore, are far superior in terms of decoding complexity.
and AB codes have great advantages over finite group-based codes at high rates and perform as well as the carefully designed nongroup code in addition to the superiority (by far) in decoding complexity of the AB codes.
APPENDIX A PROOF OF THEOREM 1
Proof: It is easy to prove that any matrix that satisfies (5) where is an arbitrary angle. In addition Therefore, we have proved that matrices in have the following structure.
Since for any real angle , the angle is a redundant degree of freedom. Therefore, we can set . Equation (5) 
