Summary: This paper reviews current density forecast evaluation procedures, and considers a recent proposal that such procedures be augmented by an assessment of 'sharpness'. This proposal is motivated by an example in which some standard evaluation procedures based on probability integral transforms cannot distinguish between the ideal forecast and several competing forecasts. From the perspective of the time-series forecasting literature it is shown that this example has some unrealistic features and hence is an insecure foundation for the argument that existing calibration procedures are inadequate in practice. We present an alternative, more realistic example and show how relevant statistical methods, including information-based methods, provide the required discrimination between competing forecasts. We propose an extension to information-based procedures to test the efficiency of density forecasts.
1.

Introduction
Forecasts for an uncertain future are increasingly presented probabilistically. Tay and Wallis (2000) survey applications in macroeconomics and finance, and more than half of the inflation targeting central banks, worldwide, now present density forecasts of inflation in the form of a fan chart. When the focus of attention is the future value of a continuous random variable, the presentation of a density forecast or predictive distribution -an estimate of the probability distribution of the possible future values of the variable -represents a complete description of forecast uncertainty. It is then important to be able to assess the reliability of forecasters' statements about this uncertainty. Dawid's prequential principle is that assessments should be based on the forecast-observation pairs only; this 'has an obvious analogy with the Likelihood Principle, in asserting the irrelevance of hypothetical forecasts that might have been issued in circumstances that did not, in fact, come about' (Dawid, 1984, p.281) . A standard approach is to calculate the probability integral transform values of the outcomes in the forecast distributions. Assessment then rests on 'the question of whether This paper reviews current density forecast evaluation procedures, in the light of Gneiting, Balabdaoui and Raftery's (2007) recommendation that such procedures be augmented by an assessment of 'sharpness'. They propose the paradigm of maximising the sharpness of the predictive distributions subject to calibration for the evaluation of forecasts.
By sharpness they mean the concentration or precision of the predictive distributions, which is a property of the forecasts only, although the condition of calibration remains a property of the forecast-observation pairs. They motivate their proposal by an example in which four different forecasts are shown, in a simulation experiment, to produce uniform probability integral transforms, hence this requirement cannot distinguish between these forecasts. Since one of them is the 'ideal' or correct forecast, 'this is a disconcerting result ' (2007, p.245) , which leads to the authors' argument that there is a need for additional criteria. However their example has some particular features which, from the point of view of practical timeseries forecasting, make it an insecure foundation on which to base their claim that existing evaluation methods are inadequate. One such feature is the absence of a time dimension, while others concern the nature of the competing forecasts and the limited evaluation criteria employed in the example. These shortcomings are elaborated below, where we show that existing evaluation procedures can overcome the 'disconcerting result'. We then provide a more realistic example in which several competing forecasts produce uniform probability integral transforms, yet again this is not a 'disconcerting result' because the calibration requirement as posed by Dawid can indeed distinguish the 'ideal' forecast from its competitors in typical time-series forecasting contexts. It is seen that existing informationbased procedures already subsume the sharpness/concentration/precision criterion to some extent, and it requires no additional emphasis. We propose an extension to these procedures, to test the efficiency of density forecasts.
The rest of the paper proceeds as follows. Section 2 describes the statistical framework for the problem at hand and the evaluation methods to be employed. Section 3 contains our reappraisal of the example of Gneiting, Balabdaoui and Raftery (2007) , hereafter GBR. Section 4 presents a second example, in which we show that available statistical methods, without an explicit sharpness criterion, satisfactorily facilitate density forecast evaluation and comparison. Section 5 concludes.
2.
The statistical framework Berkowitz (2001) . Under a maintained hypothesis of normality, the joint null hypothesis of correct mean and variance ('goodness-of-fit') and independence is tested against a first-order autoregressive alternative with mean and variance possibly different from (0,1). A likelihood ratio test with three degrees of freedom is based on the estimated mean, regression coefficient and error variance of the equation
Calibration
A test of the significance of the estimate of ρ gives a test of the independence component
alone. An extension due to Bao, Lee and Saltoglu (2004, 2007) is to specify a flexible alternative distribution for t ε which nests the normal distribution, their example being a semi-parametric density function, and include the additional restrictions that reduce it to normality among the hypotheses under test.
Scoring rules, distance measures and sharpness
Scoring rules evaluate the quality of probability forecasts by assigning a numerical score based on the forecast and the subsequent realisation of the variable. Their literature originates in the mid 20 th century, with the quadratic score for probability forecasts of a categorical variable, due to Brier (1950) , and the logarithmic score for forecasts of a continuous variable, originally proposed by Good (1952) . Sharpness entered the forecasting lexicon with the decomposition of the Brier score into two components by Sanders (1963) , respectively measuring the 'validity' and 'sharpness' of the forecasts. Subsequent terminology equates validity with calibration or reliability, and sharpness with refinement or resolution (see Kroese and Schaafsma, 2006) ; both components are functions of the forecastobservation pairs, unlike 'sharpness' as redefined by GBR.
The logarithmic score for forecast density jt f is defined as
To a Bayesian the logarithmic score is the predictive likelihood, and if two forecasts are being compared, the log Bayes factor is the difference in their logarithmic scores: see Geweke and Amisano (2009) for a comparison of five forecasting models using predictive likelihood functions. If one of the forecasts is the correct conditional density , the 'ideal' forecast, then the expected difference in their logarithmic scores is the Kullback-Leibler information criterion (KLIC) or distance measure
say, where the expectation is taken in the correct distribution. Interpreting the difference in log scores, , as a density forecast error, the KLIC can be interpreted as a mean error in a similar manner to the use of the mean error or bias in point forecast evaluation.
To develop a KLIC-based test for density forecast evaluation, Bao, Lee and Saltoglu (2004, 2007) and Mitchell and Hall (2005) replace E by a sample average and use transformed variables . Then the density forecast error can be written
where is the density of and (.)
φ is the standard normal density. As above, the attraction of using transformed variables is that it is not necessary to know , but simply that, under the null that is correct, the distribution of is standard normal. Except in simulation experiments is unknown, but as discussed following equation (2), above, it may be parameterised so that it nests
For two density forecasts jt f and kt f , these authors also develop a test of equal predictive accuracy based on their KLIC difference. Again replacing E by a sample average, but without transforming the data, a likelihood ratio test of equal forecast performance is based on the sample average of log ( ) log ( )
Amisano and Giacomini (2007) develop the same test by starting from the logarithmic score as a measure of forecast performance.
Returning to the analogy with point forecast evaluation suggested by the interpretation of as a density forecast error, we recall that tests of efficiency of point forecasts are often based on correlations between forecast errors and variables which might
reasonably be considered to be part of the information set available to the forecaster. A significant correlation indicates that the variable in question could have been used to predict the forecast error and hence improve the forecast: the original forecast is thus shown to be inefficient. A finding of efficiency is seldom conclusive, however, as long as the possible existence of an untested variable which might lead to rejection remains. We propose parallel tests of efficiency of density forecasts based on the orthogonality of the density forecast error to a k-dimensional information set . For this purpose elements of are introduced into the conditional mean of the density , and their significance is tested via a likelihood ratio test. A regression as in equation (2) 
For a competing forecast ( ) f x we obtain the KLIC, subscripting parameters appropriately,
The KLIC has a minimum at zero: the sum of the first three terms on the right-hand side is non-negative, as is the fourth term. Thus a positive KLIC may result from departures in mean and/or variance in either direction, and additional investigation, via the PIT histogram, for example, is needed to discover the direction of any departure. The competing forecast may be too sharp or not sharp enough, indicated by a U-shaped or hump-shaped PIT histogram, respectively, but the sharpness criterion, being 'subject to calibration', would not arise if the forecast was already rejected by any of the tests described above.
GBR's example
The scenario for the simulation study is that, each period, nature draws a standard normal random number t μ and specifies the data-generating distribution To assess sharpness, GBR subsequently report the average width of central 50% and 90% prediction intervals for the four forecasters, and their mean log scores over the sample of 10,000 replications. Both rank the ideal forecaster best, followed by Hamill's, the unfocused and the climatological forecaster. No statistical testing is undertaken, of the coverage of the prediction intervals, or of the significance of the differences in log scores, for example.
We remedy this omission by utilising the evaluation procedures discussed in Section 2. We reproduce GBR's experiment and construct 500 replications of an artificial sample of size 150. For the statistical tests described in Section 2.2 the results are exactly in accordance with the informal appraisal of the PIT histograms. We find that three tests of fit and two tests of independence all have rejection frequencies close to the nominal size of the tests, which we set at the usual 5% level. Thus the 'disconcerting result' continues to apply, now with the sense that, in this white noise context, all four forecasts are completely calibrated. However we find that the KLIC-based procedures discussed in Section 2.3 are able to distinguish the ideal forecast from its competitors. In 500 replications the KLIC-based test always rejects the unconditional forecaster, while the rejection frequencies for the unfocused forecaster and
Hamill's forecaster are respectively 88% and 82%. These results yield clear discrimination between the ideal forecast and its competitors.
In sum, its use of a white noise data generating process and its unusual approach to forecast combination, together with the shortage of formal evaluation procedures, make GBR's example an unrealistic guide to developments in this area.
Forecasting an autoregressive process
The ideal forecast and five competing forecasts
Consider the Gaussian second-order autoregressive data generating process The second-order autoregression is a relatively simple model, but it gives sufficient scope for constructing some competing forecasts that can be expected to deliver uniform PITs, as in GBR's example. We recall that probabilistic calibration holds whenever the density forecast is the correct conditional density with respect to its specific information set.
We consider a variant forecaster who assumes that the data are generated by a firstorder autoregression and issues the forecast ( ) . We assume that these forecasters use leastsquares regression of t y on its relevant lagged value to estimate the required coefficient and the associated residual variance, but as above we neglect parameter estimation error and use the corresponding 'true' values. In our tables we label them AR1 and AR2 respectively.
Next is an 'averaging' forecaster who knows that forecast combination can often be of benefit and so constructs the equally-weighted combined forecast which is an example of a finite mixture distribution (Wallis, 2005) . The composite information set for the combined density forecast is identical to the information set of the ideal forecast density: both include the same two observations. However the combined forecast uses the information inefficiently, relative to the ideal forecast. It yields, despite the fact that the true distribution is Gaussian, a mixture normal density forecast.
Finally, in contrast with the combined forecast we follow GBR's example and consider an 'unfocused' forecaster who uses a mixture of models, switching between them at random. As in their example, each model adds distributional bias to the ideal forecast, thus
where t τ is either 1 or -1, each with probability one-half, but the biases are again expected to be offsetting.
The performance of these six forecasts is assessed in a simulation study, using the evaluation criteria discussed above. To assess the effect of time dependence on the performance of these criteria we consider four pairs of values of the autoregressive parameters 1 φ and 2 φ , as shown in Table 1 . Each delivers a stationary process, with differing degrees of autocorrelation, also as shown in Table 1 . Although integrated series are prevalent in macroeconomics, forecasting typically focuses on transformed variables that are nearer to stationarity, such as inflation rather than the price level, and growth rather than the output level. Inflation and GDP growth are the variables for which several central banks currently publish density forecasts. Case (1) represents a relatively persistent stationary series, whereas case (2) exhibits less persistence than is observed in inflation and GDP growth. The structure of case (3) is such that the AR1 forecast coincides with the unconditional forecast , while the AR2 forecast coincides with the ideal forecast , thus the combined forecast is a combination of the correct conditional and unconditional forecasts in this case. Case (4) represents a rather unusual oscillating form. We report results based on 500 replications and a sample size , which is typical of applications in macroeconomics.
PIT histograms
We first present histograms of PIT values, to allow an informal assessment of their uniformity and hence of probabilistic calibration in GBR's sense. This is expected to hold for the first four forecasts, since each of these states the correct conditional distribution in respect of its normality and its first two moments conditional on the past data utilised by the forecaster. The results presented in Figure 2 are then completely as expected. they cannot distinguish the ideal forecast from these competitors. Its fourth competitor, the combination forecast, despite being a combination of densities which each deliver uniform PITs, has too great a variance in all cases, hence all four PIT histograms in the fifth column of Figure 2 have a humped shape. This is most striking in case (3) where, of the two forecasts being combined, the AR1 forecast, which here coincides with the unconditional forecast, has an error variance ten times greater than that of the AR2 or ideal forecast.
Statistical tests
We first consider the goodness-of-fit tests discussed in Section 2.2. The results show that the goodness-of-fit tests tend not to reject any of the conditional forecasts. The rejection rates for the ideal forecasts, which have white noise errors, are not significantly different from the nominal 5% level. Autocorrelation clearly affects the performance of the tests for the two variant forecasts and their combination, but, in general, the rejection rate is not greatly increased. The unconditional or 'climatological' forecast has the greatest error autocorrelation, and this is associated with a substantial increase in the rejection rates of the goodness-of-fit tests. In case (3) the AR1 forecast and the unconditional forecast coincide, and the high rejection rate in this case also spills over to the combined forecast. In other cases these tests suggest that the combined forecast's normal mixture distribution appears not to deviate too much from normality. Nevertheless, given its nonnormal distribution, the results in the fifth row suggest that the AD test has a slight advantage in power over the KS test, which is consistent with results obtained by Noceti, Smith and Hodges (2003) for white noise data.
Turning to tests of independence, we consider the Ljung-Box test based on autocorrelation coefficients of the PIT series up to lag four, and the likelihood ratio test of
Berkowitz (2001) based on the series, as discussed in Section 2.2. In the present experiment the first four forecasts have mean and variance of equal to (0,1), so here the test is in effect a test of the first-order autocorrelation coefficient of the point forecast errors.
The results in Table 3 show that adding a test of independence to the evaluation toolkit immediately enables us to distinguish the ideal forecast from all the competing forecasts except the 'unfocused' mixture of models. The rejection rates for the ideal forecasts are close to the nominal size of the (asymptotic) tests, and adding a random bias does not induce autocorrelation, as seen in the last row of the table. For the remaining forecasts the tests have good power: in case (1), a relatively persistent series, there are no Type 2 errors in our 500
replications for any of the competing forecasts. This is also true of the unconditional forecasts in cases (3) and (4). Whereas Figure 2 might be thought to represent a 'disconcerting result' since it does not distinguish the ideal forecast from four of its competitors, we see that considering complete calibration -not only uniformity but also independence of the PITs -delivers the desired discrimination in three of these cases.
Scoring rules, distance measures and KLIC-based tests
Average logarithmic scores and hence KLICs can be calculated from simulation results, and in the present example we can also calculate expected logarithmic scores for four of our forecasts using expressions akin to those presented at the end of Section 2.3. For the two forecasts with mixture components, the corresponding expectation can be obtained by numerical integration. Table 4 then reports the KLIC value together with the average logarithmic score for each forecast (both multiplied by 100); with the present sample size and number of replications the simulation-based average score scarcely deviates from the expected score calculated analytically.
Since the KLIC of a given forecast is the expected difference between its logarithmic score and that of the ideal forecast, the two criteria in Table 4 rank the forecasts identically.
The differences reflect the value of the information used by each forecast in each case, except that the cost of the unfocused forecaster's addition of random biases to the ideal forecast is not affected by the persistence of the series. The unconditional or climatological forecast uses no information from past data and is ranked last except in case (2), where the data are least persistent. The AR1 and AR2 forecasts use only a single past observation and occupy intermediate ranks, as does their equally-weighted combination. In each of cases (2) and (4) the two AR forecasts perform rather similarly, and their equally-weighted combination achieves an improvement. On the other hand in cases (1) and (3) the two AR forecasts have rather different scores so the optimal weights for a combined forecast are rather different from equality, and the equally-weighted combination takes an intermediate value.
Whether the summary information in Table 4 represents significant differences in forecast performance is assessed by the log score or KLIC-based test discussed in Section 2.3. We test each of the competing forecasts against the ideal forecast, and report rejection percentages across the 500 replications in Table 5 . (We remember that in case (3) the AR2
forecast coincides with the ideal forecast.) The rejection rate for the unfocused forecaster is seen to be close to the rejection rate for this forecaster that we obtained in the GBR example (Section 3), while in several other cells of the table it reaches 100%. Again the power of the test is lowest in case (2), where time dependence is below the levels commonly observed and these time-series forecasts are relatively similar to one another. In the more typical cases, the test is shown to provide clear discrimination between the ideal forecast and its competitors, despite their uniform PIT histograms.
Finally we turn to a test of density forecast efficiency as proposed in Section 2.3. In the present example the information set is quite small, containing no extraneous variables, nevertheless the different forecasts make different use of the available lagged values 1 t y − and 2 t y − , and we study the ability of the test to discriminate between more or less efficient uses of this information. To implement the test we add test variables from the information set to the regression equation (2). Since the regression equation already contains the lagged density forecast error, it is immediately clear that, in some cases, the addition of test variable(s) will result in perfect collinearity, hence this exercise is subject to some limitations. Cases which as a result cannot be implemented are indicated by "n.a." in the relevant cells of Table 6 . Otherwise, Table 6 reports the relative frequency, across 500 replications, with which the null hypothesis of efficiency is rejected, by virtue of the significance at the 5% level of the coefficient(s) of the added variable(s).
The results in Table 6 show that the performance of the test varies with the amount of autocorrelation in the data, which provides an indication of the amount of information that is lost by inefficient use of the available variables. In case (1) the data are most highly autocorrelated and the test performs very well, with rejection rate equal to the size of the test for the ideal forecaster, and very high power to reject the null hypothesis of efficiency for all competing forecasts. This power is then reduced as the autocorrelation falls, with case (2) the weakest, nevertheless the performance of the new test is encouraging. The source of inefficiency in the unfocused forecast is the bias that is mixed into the ideal forecast, and this bias is not sensitive to the present test; the rejection rates, not reported, are very similar to those of the ideal forecast.
The data in this example exhibit varying degrees of time dependence, and we see that established criteria provided an adequate basis for distinguishing between competing forecasts. To evaluate density forecasts there is no need to place additional emphasis on their sharpness/concentration/precision, beyond the extent to which it is already subsumed in existing information-based methods.
5.
Conclusion
Density forecasts are receiving increasing attention in time-series forecasting. They are becoming increasingly prevalent, which can only be welcomed, and methods of assessment are becoming increasingly available. This paper reviews some currently-available procedures for density forecast evaluation and considers a recent proposal by Gneiting, Balabdaoui and Raftery (2007) to add a 'sharpness' criterion to the existing tool-kit.
Since Dawid (1984) , the basic foundation of density forecast evaluation, on which many subsequent developments rest, has been a two-component calibration criterion, requiring uniformity and independence of the PITs, which we term complete calibration. In the example which motivates GBR's proposal, the first component of these two cannot distinguish between the ideal forecast and its competitors, and the second is irrelevant, because their example has no time dimension. This is a surprising omission in an article that opens with the statement that 'A major human desire is to make forecasts for the future', and it might in turn be said to make their example irrelevant. An artificial construct in which there is no connection between present and future is an insecure foundation for a claim about the adequacy or otherwise of existing forecast evaluation methods. Moreover their indistinguishable competing forecasts are constructed using an approach to forecast combination which is at variance with the existing forecast combination literature; nevertheless we show that information-based methods are able to supply the required discrimination. In our alternative example, in which the variable we wish to forecast exhibits typical time dependence, we show that the complete calibration criterion and informationbased methods are fit for purpose.
The simulation exercises considered in this paper are representative of one strand of the general forecast comparison literature, in which researchers have considered a wide range of forecast construction and evaluation issues by constructing several competing forecasts themselves, and studying their forecast performance. When artificial data are employed, as here, the data generating process and hence the optimal point or density forecast is known, and this will provide the best or 'sharpest' forecasts. When real data are employed, the optimal forecast is not known, but the winning forecast is usually selected according to the same criteria. A second strand of the forecast comparison literature studies the real-time forecasts supplied by respondents to forecast surveys or collected by researchers from forecast publications; in economics the best-known survey is the US Survey of Professional Forecasters. In general little is known about the statistical methods and models on which these forecasts are based, and there is typically an input of individual judgement. For interval and density forecasts, it is possible that this results in underestimation of uncertainty. Such a finding is reported by Giordani and Soderlind (2003) , who study the coverage of interval forecasts of US inflation constructed from probability forecasts reported by respondents to the SPF, and find that the intervals are too narrow. Whereas in theoretical exercises the best forecast is known and it is difficult to construct competing forecasts that are too 'sharp', except by subjective intervention, there are practical circumstances in which a preference for the 'sharpest' forecast is likely to lead the forecast user astray. To emphasise 'sharpness' in this way is not generally recommended. 
