A Fast Algorithm for the Inversion of Quasiseparable Vandermonde-like Matrices by Perera, Sirani M. et al.
Publications 
1-9-2014 
A Fast Algorithm for the Inversion of Quasiseparable 
Vandermonde-like Matrices 
Sirani M. Perera 
Embry-Riddle Aeronautical University, pereras2@erau.edu 
Grigory Bonik 
Vadim Olshevsky 
Follow this and additional works at: https://commons.erau.edu/publication 
 Part of the Controls and Control Theory Commons, Numerical Analysis and Computation Commons, 
Numerical Analysis and Scientific Computing Commons, Signal Processing Commons, and the Theory 
and Algorithms Commons 
Scholarly Commons Citation 
Perera, S. M., Bonik, G., & Olshevsky, V. (2014). A Fast Algorithm for the Inversion of Quasiseparable 
Vandermonde-like Matrices. Cornell University Library, (). Retrieved from https://commons.erau.edu/
publication/1038 
This Article is brought to you for free and open access by Scholarly Commons. It has been accepted for inclusion in 
Publications by an authorized administrator of Scholarly Commons. For more information, please contact 
commons@erau.edu. 
A Fast Algorithm for the Inversion of Quasiseparable
Vandermonde-like Matrices
Sirani M. Perera, Grigory Bonik and Vadim Olshevsky
Abstract
The results on Vandermonde-like matrices were introduced as a generalization of polynomial
Vandermonde matrices, and the displacement structure of these matrices was used to derive
an inversion formula. In this paper we first present a fast Gaussian elimination algorithm for
the polynomial Vandermonde-like matrices. Later we use the said algorithm to derive fast
inversion algorithms for quasiseparable, semiseparable and well-free Vandermonde-like matrices
having O(n2) complexity. To do so we identify structures of displacement operators in terms
of generators and the recurrence relations(2-term and 3-term) between the columns of the basis
transformation matrices for quasiseparable, semiseparable and well-free polynomials. Finally
we present an O(n2) algorithm to compute the inversion of quasiseparable Vandermonde-like
matrices.
1 Introduction
Structure generalization of the classical Vandermonde matrix V (x) = [xj−1i ] is the polynomial
Vandermonde matrix of the form
VQ(x) =

Q0(x1) Q1(x1) · · · Qn−1(x1)
Q0(x2) Q1(x2) · · · Qn−1(x2)
...
...
...
Q0(xn) Q1(xn) · · · Qn−1(xn)
 (1)
where x = [x1, x2, · · · , xn] and the set of polynomials Q = {Q0(x), Q1(x), · · · , Qn−1(x)} satis-
fies deg Qk(x) = k. Like classical and polynomial Vandermonde matrices, Toeplitz [ti−j ], Hankel
[hi+j−2], Toeplitz-plus-Hankel, Cauchy
[
1
xi−yj
]
, Pick matrices, etc. have structures. Once the
structure is considered these matrices can be used in many applications, e.g. solving systems of
questions, calculating Gaussian quadrature, theories in interpolations and approximations. All of
the above structured matrices have low displacement rank, and hence these matrices are said to
be like matrices in displacement structure theory. This low displacement rank property was first
introduced by [18] for Toeplitz matrices and later it was recognized by [17] that this property is
common for all the other mentioned matrices as well.
The Structure-ignoring approach of Gaussian elimination for the inversion of polynomial Vander-
monde matrices VQ(x) costs O(n
3) operations. Once the structure of VQ(x) or recurrence relations
of the polynomial system {Q} is considered, the resulting algorithm is cheaper and costs only
O(n2) operations. Table 1 shows the previous work in deriving such fast inversion formulas, inver-
sion algorithms, and algorithms for solving linear systems corresponding to the class of polynomial
Vandermonde matrices.
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Vandermonde Polynomial System Q O(n2) O(n2) O(n2)
Matrix VQ(x) inversion inversion system
formula algorithm solver
Classical-V monomials P [25], Tr [28], GO [16] P [25], Tr[28] BP[9]
Chebychev-V Chebychev poly GO [14] GO [14] RO[26]
Three-Term-V Real orthogonal poly Vs [29], GO [14] CR [10] Hi[27]
Szego¨–V Szego¨ polynomial O [23] O [24] BEGKO [1]
Quasiseparable Quasiseparable BEGOT [4] BEGOT [6], BEGKO [2]
Vandermonde polynomial BEGOT [5] BEGOTZ [7]
Table 1: Fast O(n2) inversion for polynomial–Vandermonde matrices.
Inversion formulas and fast system solving are classical applications in Displacement Theory. Thus
it was natural to derive formulas and algorithms not only for polynomial Vandermonde matrices
but also for polynomial Vandermonde-like matrices. These inversion and system solving results for
like-matrices can be found in see e.g. [17], [15], [16], [19], [20], [21] mentioned quite a few.
1.1 Displacement equations and Vandermonde-like matrices
The low rank displacement property or “like” idea allowed one to nicely unify and extend the results
of polynomial Vandermonde matrices to polynomial Vandermonde-like matrices while preserving
displacement structure under inversion.
Let’s start this section with the definition of displacement equation and the rank of the displacement
operator.
Definition 1.1. A linear displacement operator ΘΩ,M,F,N(.) : C
n×n → Cn×n is a function which
transforms each matrix R ∈ Cn×n to its displacement equation
ΘΩ,M,F,N(R) = ΩRM − F R N = GB (2)
where Ω,M,F,N ∈ Cn×n are given matrices and G ∈ Cn×α, B ∈ Cα×n. The pair {G,B} on last
right in (2) is called a minimal generator of R and
rank {ΘΩ,M,F,N(R)} = α. (3)
Example 1.2. Toeplitz matrix T = [ti−j]1≤i,j≤n satisfies the displacement equation
T − Z0 · T · Z
T
0 =

t0 t−1 · · · t−n+1
t1 0 · · · 0
...
...
. . .
...
tn−1 0 · · · 0

=

t0
2 1
t1 0
...
...
tn−1 0

[
1 0 · · · 0
t0
2 t−1 · · · t−n+1
] (4)
where Z0 is a lower shift matrix. Following (4), rank
{
ΘI,I,Z0,ZT0
(T )
}
= 2.
2
Example 1.3. Hankel matrix H = [hi+j−2]1≤i,j≤n satisfies the displacement equation
Z0 ·H −H · Z
T
0 =

h0 h1 h2 · · · hn−1
h1 h2 h3 · · · hn
...
...
hn−1 hn hn+1 · · · h2n−2

=

1 0
0 h0
...
...
0 hn−2

[
0 −h0 · · · −hn−2
1 0 · · · 0
]
where Z0 is a lower shift matrix. Following (5), rank
{
ΘZ0,I,I,ZT0
(H)
}
= 2.
Next we introduce a displacement operator of the polynomial Vandermonde-like matrices using a
recurrence relation of the polynomials.
1.1.1 Displacement operator based on recurrence relations
Let Q = {Q0(x), Q1(x), . . . , Qn−1(x)} with degQk = k be a system of n polynomials satisfying
recurrence relations:
Q0(x) = τ0
Qk(x) = τk · x ·Qk−1(x)− ak−1, kQk−1(x)− ak−2, kQk−2(x)− · · · − a0, kQ0(x) (5)
for some coefficients {τk} and {ajk}. Given recurrence relations (5), we can define two upper
triangular matrices
MQ =

1 a0,1 a0,2 · · · a0,n−1
0 1 a1,2 . . . a1,n−1
...
. . .
. . .
. . .
...
...
. . .
. . . an−2,n−1
0 · · · · · · 0 1
 , NQ =

0 τ1 0 · · · 0
0 0 τ2
. . . 0
0 0 0
. . .
...
...
. . . τn−1
0 · · · · · · 0 0

. (6)
Following [20] one can show that the polynomial Vandermonde matrix VQ(x) satisfies the displace-
ment equation:
VQ(x) ·MQ −Dx · VQ(x) ·NQ =

1
1
...
1
 · [ τ0 0 · · · 0 ] , (7)
where Dx = diag(x1, x2, . . . , xn). Note that the matrix on the right-hand side of equation (7) is of
rank one. Thus when the system of polynomials {Q} satisfies the recurrence relations (5), the class
of polynomial Vandermonde matrices can be generalized by allowing the displacement rank to be
one. We say that matrix R is Vandermonde-like if it satisfies the displacement equation:
R ·MQ −Dx ·R ·NQ = G˜ · B˜, (8)
where G˜ ∈ Cn×α, B˜ ∈ Cα×n and α is the displacement rank of matrix R which is small compared
to n. By [20], one can see that the matrix R is uniquely identified by its displacement equation.
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Throughout our discussion we will mostly use another form of a displacement operator WQ which
is stated as follows.
If all x1, x2, . . . , xn are nonzero, then Dx is invertible and D
−1
x = D 1
x
= diag
(
1
x1
, 1x1 , . . . ,
1
xn
)
.
Multiplying equation (8) by D 1
x
from the left and M−1Q from the right, we get
D 1
x
·R−R ·WQ = G · B, (9)
where G = D 1
x
G˜, B = B˜M−1Q , and
WQ = NQM
−1
Q . (10)
1.2 Generalized associated polynomials
The Traub algorithm [25, 28] computes the entries of VQ(x)
−1 in O(n2) operations. This algorithm
was derived by using the properties of associated polynomials (Horner polynomials). These gener-
alized associated polynomials can be defined as follows.
Let Q = {Q0(x), . . . , Qn−1(x)} be a system of polynomials satisfying recurrence relations (5).
We define a system Q̂ = {Q̂0(x), . . . , Q̂n−1(x)} of generalized associated polynomials by
Q̂0(x) = τ̂0,
Q̂k(x) = τ̂k · x · Q̂k−1(x)− âk−1,kQ̂k−1(x)− âk−2,kQ̂k−2(x)− · · · â0,kQ̂0(x) (11)
with
τ̂k = τn−k, k = 0, . . . , n− 1
âj,k =
τn−k
τn−j
an−k,n−j, k = 1, . . . , n− 1, j = 0, . . . , k − 1. (12)
We will see that the generalized associated polynomials determine the structure of R−1 where R
in our case is the polynomial Vandermonde-like matrices.
1.3 Inversion formula
By [20], a general inversion formula for Vandermonde-like matrices satisfying the displacement
equation (9) is given by:
R−1 = I˜ ·
α∑
i=1
(
n∑
k=1
dik(W
T
Q̂
)k−1) · V T
Q̂
· diag(ci), (13)
where [
c1 c2 · · · cα
]
= DxR
−TBT ,
[
dik
]
= GTR−T I˜(SPQ̂)
−1 (14)
Here S
PQ̂
is the basis transformation matrix for passing from the basis of generalized associated
polynomials Q̂ to the power basis P = {1, x, . . . , xn−1}. In the general case, this formula has
complexity of O(αn3) which is not any better than the complexity of the Gaussian elimination
algorithm. However, we will see that in the case when polynomials Q satisfies the recurrence
relations, this formula gives the complexity of O(αn2) operations. To implement this formula, we
need the following three components:
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1. To compute ci and dik, we need to solve α linear systems with matrix R. This problem will
be addressed in sections 2 and 3.
2. To compute SPQ̂, we need to find recurrence relations for generalized associated polynomials
Q̂ and then use them to calculate columns of S
PQ̂
. This will be covered in sections 4 and 5,
respectively. Multiplying by S−1
PQ̂
is not a problem since SPQ̂ is a triangular matrix.
3. Finally, to compute all elements of R−1 using (13), we need a fast way to compute the
expression (
∑n
k=1 dik(W
T
Q̂
)k−1) · V T
Q̂
, which is what section 6 is dedicated to.
1.4 Quasiseparable matrices and polynomials
In this section we briefly define quasiseparable matrices and their sub classes called semiseparable
and well-free matrices and also the corresponding polynomial families.
Definition 1.4. • A matrix A = [ai,j ] is called (H,m)-quasiseparable (i.e. Hessenberg lower
part and order m upper part) if (i) it is strongly upper Hessenberg (i.e. non zero of first
subdiagonal, ai+1,i 6= 0 for i = 1, 2, · · · , n − 1 ), and (ii) max (rank A12) = m where the
maximum is taken over all symmetric partitions of the form
A =
[
∗ A12
∗ ∗
]
• Let A = [ai,j] be a (H,m)-quasiseparable matrix. For λi =
1
ai+1,i
, then the system of polyno-
mials related to A via
Qk(x) = λ1λ2 · · ·λk det(xI −A)k×k
is called a system of (H,m)-quasiseparable polynomials.
Example 1.5. (Tridiagonal matrices are (H, 1)-quasiseparable) It is known that real-orthogonal
polynomials {Qk(x)} satisfy a three-term recurrence relation of the form
Qk(x) = (αkx− δk)Qk−1(x)− γk ·Qk−2(x), αk 6= 0, γk > 0. (15)
The real orthogonal polynomials satisfying (15) are related to the irreducible tridiagonal matrix
T =

δ1
α1
γ2
α2
0 · · · 0
1
α1
δ2
α2
. . .
. . .
...
0 1α2
. . . γn−1
αn−1
0
...
. . .
. . . δn−1
αn−1
γn
αn
0 · · · 0 1αn−1
δn
αn

(16)
via
Qk(x) = α1α2 · · ·αk det(xI −A)k×k.
Note that if A corresponds to the tridiagonal matrix T (16), then the corresponding submatrix A12
has rank one as it is of the form
(
γj
αj
)
eke
T
1 . Hence the tridiagonal matrices are (H, 1)-qusiseparable.
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Example 1.6. (Unitary Hessenberg matrices are (H, 1)-qusiseparable) It is also known
that Szego¨ polynomials {φ#k (x)} satisfy a two-term recurrence relation of the form[
φ0(x)
φ#0 (x)
]
=
1
µ0
[
1
1
]
,
[
φk(x)
φ#k (x)
]
=
1
µk
[
1 −ρ∗k
−ρk 1
] [
φk−1(x)
x φ#k−1(x)
]
, (k = 1, 2, · · · , n)
(17)
where {ρk} are reflection coefficients satisfying ρ0 = −1, |ρk| < 1(for k = 1, 2, · · · , n− 1), |ρn| ≤ 1,
{µk} are complementary parameters defined via µk =
{√
1− |ρk|2, |ρk| < 1
1, |ρk| = 1
and {φk(x)} is a
system of axillary polynomials. The Szego¨ polynomials satisfying (17) are related to the Unitary
Hessenbery matrix
H =

−ρ∗0ρ1 −ρ
∗
0µ1ρ2 · · · −ρ
∗
0µ1 · · ·µn−1ρn
µ1 −ρ
∗
1ρ2 · · · −ρ
∗
1µ2 · · ·µn−1ρn
0
. . .
. . .
...
...
. . .
. . .
. . .
0 0 µn−1 −ρ
∗
n−1ρn
 (18)
via
φ#k (x) =
1
µ1µ2 · · ·µk
det(xI −H)k×k.
Note also that if A corresponds to the Unitary Hessenberg matrix H (18), then the corresponding
3× (n− 1) submatrix A12 has the form
A12 =
−ρkµk−1 · · ·µ3µ2µ1ρ∗0 −ρk−1µk−2 · · ·µ3µ2µ1ρ∗0 · · · −ρnµn−1 · · ·µ3µ2µ1ρ∗0−ρkµk−1 · · ·µ3µ2ρ∗1 −ρk−1µk−2 · · ·µ3µ2ρ∗1 · · · −ρnµn−1 · · ·µ3µ2ρ∗1
−ρkµk−1 · · · µ3ρ
∗
2 −ρk−1µk−2 · · ·µ3ρ
∗
2 · · · −ρnµn−1 · · ·µ3ρ
∗
2

which is also rank one. This is also true for all other symmetric partitions of H. Hence the Unitary
Hessenberg matrices are (H, 1)-qusiseparable.
1.4.1 Recurrence relations on quasiseparable, semi-separable and well-free polyno-
mials
It was first proved in [12] that the quasiseparable matrices corresponding to the system of qua-
siseparable polynomials Q = {Q0(x), Q1(x), . . . , Qn−1(x)} with degQk = k satisfies the EGO-type
two term recurrence relation:[
Gk(x)
Qk(x)
]
=
[
αk βk
γk δkx+ θk
] [
Gk−1(x)
Qk−1(x)
]
. (19)
By referring to the classification paper [3], it is possible to generalize the recurrence relations of
orthogonal polynomials (15), which we called the generalized three-term recurrence relation or
recurrence relations on well-free polynomials Q defined via
Qk(x) = (αkx− δk)Qk−1(x)− (βkx+ γk) ·Qk−2(x). (20)
where Q = {Q0(x), Q1(x), . . . , Qn−1(x)} and degQk = k.
It is also possible to generalize the recurrence relations of Szego¨ polynomials (17) which we called
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Szego¨-type two-term recurrence relation or recurrence relations on semiseparable polynomials Q
defined via [
Gk(x)
Qk(x)
]
=
[
αk βk
γk 1
] [
Gk−1(x)
(δkx+ θk)Qk−1(x)
]
, (21)
where Q = {Q0(x), Q1(x), . . . , Qn−1(x)} with degQk = k and {Gk(x)} are axillary polynomials.
1.5 Main results
In Section 2, we introduce a generalized fast Gaussian-elimination algorithm for the polynomial
Vandermonde-like matrices. Next in section 3 we introduce displacement operators for quasisepara-
ble, semiseparable and well-free Vandermonde matrices. In section 4 we derive recurrence relations
for Horner polynomials corresponding to the quasiseparable, semiseparable and well-free polyno-
mials. In section 5 we introduce the recurrence relations for the columns of basis transformation
matrices for quasiseparable, semiseparable and well-free polynomials. Next in section 6 we state
supporting results which enable us to compute the sums in the inversion formula of the quasisep-
arable Vandermonde-like matrices. Finally in section 7 we state the algorithm for the inversion
of quasiseparable Vandermonde-like matrices and conclude that the algorithm costs only O(n2)
operations.
2 Fast Gaussian elimination algorithm
It is known that Gaussian elimination for matrices with displacement structure can be implemented
much faster than in O(n3) operations. The following lemma from [13, 20] serves as a basis for such
an implementation.
Lemma 2.1. Let square matrix R(k) =
[
d(k) u(k)
l(k) R
(k)
22
]
, d(k) 6= 0, satisfy displacement equation
Ω(k)R(k) −R(k)A(k) = G(k)B(k).
Then the Schur complement R(k+1) = R
(k)
22 −
1
d(k)
l(k)u(k) satisfies
Ω(k+1)R(k+1) −R(k+1)A(k+1) = G(k+1)B(k+1).
where Ω(k+1) and A(k+1) are obtained from Ω(k) and A(k), respectively, by removing the first row
and column, and[
0
G(k+1)
]
= G(k) −
[
1
1
d(k)
l(k)
]
· g
(k)
1 ,
[
0 B(k+1)
]
= B(k) − b
(k)
1 ·
[
1 1
d(k)
u(k)
]
, (22)
where g
(k)
1 and b
(k)
1 are the first row of G
(k) and the first column of B(k), respectively.
Lemma 2.1 guarantees that each Schur complement obtained in the process of Gaussian elimination
will have a similar displacement structure. This allows us to compute only the generators G(k+1),
B(k+1) of the Schur complement instead of computing all its entries. However, to obtain these
generators using formulas (22), we need a way to compute the first row [ d(k) u(k) ] and the first
column
[
d(k)
l(k)
]
of the matrix R(k). In our case
Ω(k) = D
(k)
1
x
= diag
(
1
xk
,
1
xk+1
, . . . ,
1
xn
)
, A(k) =W
(k)
Q ,
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where W
(k)
Q is obtained from WQ by removing the first (k− 1) rows and columns. This means that
Schur complements will satisfy
D
(k)
1
x
R(k) −R(k)W
(k)
Q = G
(k)B(k). (23)
To get the first column of R(k), multiply (23) by e1 from the right and by Dx from the left to get[
d(k)
l(k)
]
= Dx ·G
(k) · b
(k)
1 . (24)
Obtaining the first row of R(k) is a bit harder. Multiply (23) from the left by eT1 ·Dx to get[
d(k) u(k)
]
· (I − xkW
(k)
Q ) = xk · g
(k)
1 ·B
(k). (25)
Since WQ,MQ and NQ are upper triangular matrices, we can write W
(k)
Q = N
(k)
Q · (M
(k)
Q )
−1, where
N
(k)
Q and M
(k)
Q are submatrices of NQ and MQ, respectively, obtained by deleting the first (k − 1)
rows and columns. Hence by multiplying (25) by M
(k)
Q from the right one obtains[
d(k) u(k)
]
· (M
(k)
Q − xkN
(k)
Q ) = xk · g
(k)
1 ·B
(k) ·M
(k)
Q . (26)
To recover the first row [ d(k) u(k) ], one has to perform a multiplication by M
(k)
Q and solve a system
of linear equations with the matrix (M
(k)
Q − xkN
(k)
Q ). We will see in section 3 that in our case this
matrix has a special quasiseparable structure which allows us to do it in linear time.
Remark 2.2. (Partial pivoting) It is known by [13] that row permutations of R do not destroy
the displacement structure. This means that we can easily incorporate partial pivoting into our
Gaussian elimination algorithm. If R satisfies the displacement equation (9), swapping its i-th and
j-th rows is equivalent to swapping xi and xj, and the i-th and j-th rows of G.
Now we can summarize the Gaussian elimination with partial pivoting (GEPP) for Vandermonde-
like matrices as Algorithm 1. This algorithm produces the factorization
R = P · L · U, P = P1 · P2 · · ·Pn, (27)
where Pk is the permutation matrix corresponding to swapping rows on the k-th step of GEPP.
The following theorem follows from Algorithm 1.
Theorem 2.3. Let R satisfy the displacement equation (9). Let C1(n) be an upper bound on the
complexity of solving a linear system with a matrix of the form (M
(k)
Q − xkN
(k)
Q ), k = 1, . . . , n,
and C2(n) an upper bound on complexity of performing a vector-matrix multiplication v · M
(k)
Q ,
k = 1, . . . , n. Then the factorization (27) can be computed in O(αn2)+nC1(n)+nC2(n) operations.
Proof. Consider the loop of Algorithm 1. Steps 3 and 13 can be done in O(αn) operations. Steps
4–7 and 10–11 can be performed in O(n) operations. Step 8 can be done in O(αn) + C2(n)
operations, and step 9 in C1(n) operations. Since n iterations are performed, the overall complexity
is O(αn2) + nC1(n) + nC2(n) operations.
We will see in section 3 that in our case, matrices of the formMQ−ξNQ (where ξ is a constant) are
quasiseparable. For such matrices, linear-time inversion and multiplication algorithms are available
(see [11]), thus C1(n) = O(n) and C2(n) = O(n).
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Algorithm 1 GEPP for Vandermonde-like matrices
1: Let G(1) = G, B(1) = B.
2: for k = 1, 2, . . . , n do
3: Compute the first column
[
d(k)
l(k)
]
using (24).
4: Find, say at position m, the maximum magnitude element of
[
d(k)
l(k)
]
.
5: Swap d(k) and m-th entry of
[
d(k)
l(k)
]
.
6: Swap xk and xk+m−1.
7: Swap the first and m-th rows of G(k).
8: Compute the right-hand side of (26).
9: Solve (26) for [ d(k) u(k) ].
10: Write the k-th column

0
...
0
1
l(k)/d(k)
 of L.
11: Write the k-th row [ 0 ··· 0 d(k) u(k) ] of U .
12: Let Pk be a n× n matrix which swaps k-th and (k +m− 1)-th rows.
13: Compute G(k+1) and B(k+1) using (22).
14: end for
3 Recurrence relation matrices
In this section, we study the structure of recurrence relation matricesMQ andNQ for quasiseparable,
semiseparable and well-free polynomials. These matrices correspond to the displacement operator
for polynomial Vandermonde-like matrices. In a later section, we use the structures of MQ and
NQ to compute generators for matrices of the form MQ − ξNQ. We need the latter for an efficient
Gaussian elimination algorithm for Vandermonde-like matrices.
3.1 Quasiseparable polynomials
The next two lemmas show that for a system of polynomials {Q} of 1–quasiseparable polynomials,
recurrence relation matrix MQ is upper triangular 2–quasiseparable. As MQ is an upper triangular
matrix with quasiseparable structure instead of calling it (H, 2)-quasiseparable, we called MQ a
2–quasiseparable matrix. Similarly we call MQ a 2–quasiseparable matrix for the semiseprable and
well-free cases.
Lemma 3.1. If a system of quasiseparable polynomials {Q} satisfies recurrence relations (19), then
the recurrence relation matrices (6) have the form
MQ =

1 −θ1 a0,2 a0,3 · · · a0,n−1
0 1 −θ2 a1,3 . . . a1,n−1
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . an−3,n−1
...
. . . 1 −θn−1
0 · · · · · · · · · 0 1

, NQ =

0 δ1 0 · · · 0
0 0 δ2
. . .
...
0
. . . 0
. . . 0
...
. . .
. . . δn−1
0 · · · · · · 0 0

, (28)
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where
ajk = −βj+1α
×
j+1,kγk, α
×
j+1,k =
k−1∏
i=j+2
αi. (29)
Proof. From [8] (see the proof of Theorem 3.5), we know that polynomials Qk(x) have the form
Qk(x) = (δkx+ θk)Qk−1(x) + γkβk−1Qk−2(x) + γkαk−1βk−2Qk−3(x)
+γkαk−1αk−2βk−3Qk−4(x) + . . .+ γkαk−1 · · ·α2β1Q0(x).
(30)
Comparing this with the recurrence relations (5), one can see that matrices MQ and NQ are defined
by (28).
Lemma 3.2. For any t1, t2, . . . , tn−1, the matrix
M˜Q(t1, t2, . . . , tn−1) =

1 t1 a0,2 a0,3 · · · a0,n−1
0 1 t2 a1,3 . . . a1,n−1
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . an−3,n−1
...
. . . 1 tn−1
0 · · · · · · · · · 0 1

(31)
with
ajk = −βj+1α
×
j+1,kγk, α
×
j+1,k = αj+2αj+3 · · ·αk−1.
is upper triangular 2–quasiseparable with generators
dj = 1, j = 1, . . . , n,
gj = [ tj −βj ], j = 1, . . . , n− 1,
bi =
[
0 0
γi αi
]
, i = 2, . . . , n− 1,
hk = [ 1 0 ]
T , k = 2, . . . , n.
That is,
[M˜Q(t1, t2, . . . , tn−1)]jk =

0, k < j,
dj , k = j,
gjhk, k = j + 1,
gjbj+1bj+2 · · · bk−1hk, k > j + 1.
(32)
Proof. It is easy to check that the formula (32) holds for k ≤ j + 1. If k > j + 1, then
bj+1bj+2 · · · bk−1 =
[
0 0
α×j,k−1γk−1 α
×
j,k
]
.
Therefore, gjbj+1bj+2 · · · bk−1hk = −βjα
×
j,k−1γk−1. On the other hand,
[M˜Q(t1, t2, . . . , tn−1)]jk = aj−1,k−1 = −βjα
×
j,k−1γk−1.
Hence the formula (32) holds for k > j + 1 as well.
Using Lemma 3.2 with ti = −θi, we conclude thatMQ is 2–quasiseparable. By letting ti = −θi−ξδi,
we can obtain generators for the matrix (MQ − ξNQ).
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3.2 Semiseparable polynomials
In this section we obtain the structure of the recurrence relation matrices MQ and NQ for semisep-
arable polynomials defined by (21). For convenience we denote β0 = 1.
Lemma 3.3. If a system of semiseparable polynomials {Q} satisfies recurrence relations (21), then
the recurrence relation matrices (6) have the form
MQ =

1 −(θ1 + γ1β0) a0,2 a0,3 · · · a0,n−1
0 1 −(θ2 + γ2β1) a1,3 . . . a1,n−1
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . an−3,n−1
...
. . . 1 −(θn−1 + γn−1βn−2)
0 · · · · · · · · · 0 1

,
NQ =

0 δ1 0 · · · 0
0 0 δ2
. . .
...
0
. . .
. . . 0
...
. . . δn−1
0 · · · · · · 0 0

,
(33)
where
ajk = −βj · (α− βγ)
×
j,k · γk, (34)
(α− βγ)×j,k =
k−1∏
i=j+1
(αi − βiγi).
Proof. From [8] (see the proof of Theorem 4.7) we know that semiseparable polynomials defined
by recurrence relations (21) are quasiseparable and satisfy the following recurrence relations of the
form (19): [
G˜k(x)
Qk(x)
]
=
[
αk−1 − βk−1γk−1 βk−1
γk(αk−1 − βk−1γk−1) δkx+ θk + γkβk−1
] [
G˜k−1(x)
Qk−1(x)
]
with G˜k(x) = Gk−1(x), G˜0(x) = 0. Now we can apply Lemma 3.1 to obtain (33).
The next result is a direct consequence of Lemma 3.2 and Lemma 3.3.
Corollary 3.4. For any t1, t2, . . . , tn−1, the matrix
M˜Q(t1, t2, . . . , tn−1) =

1 t1 a0,2 a0,3 · · · a0,n−1
0 1 t2 a1,3 . . . a1,n−1
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . an−3,n−1
...
. . . 1 tn−1
0 · · · · · · · · · 0 1

(35)
with
ajk = −βj · (α− βγ)
×
j,k · γk,
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(α− βγ)×j,k =
k−1∏
i=j+1
(αi − βiγi).
is upper triangular 2–quasiseparable with generators
dj = 1, j = 1, . . . , n,
gj = [ tj −βj−1 ], j = 1, . . . , n− 1,
bi =
[
0 0
γi(αi−1 − βi−1γi−1) αi−1 − βi−1γi−1
]
, i = 2, . . . , n− 1
hk = [ 1 0 ]
T , k = 2, . . . , n.
Using Corollary 3.4 with ti = −(θi+ γiβi−1), we conclude that semiseparable recurrent matrix MQ
is 2–quasiseparable. By letting ti = −(θi + γiβi−1) − ξδi, we can obtain generators for the matrix
(MQ − ξNQ) of semiseparable polynomials Q.
3.3 Well-free polynomials
In this section we obtain the structure of the recurrence relation matrices MQ and NQ for well-free
polynomials defined by (20). For convenience we denote α0 = 1 and β1 = 0.
Lemma 3.5. If a system of well-free polynomials {Q} satisfies recurrence relations (20), then the
recurrence relation matrices (6) have the form
MQ =

1 δ1 +
β1
α0
a0,2 a0,3 · · · a0,n−1
0 1 δ2 +
β2
α1
a1,3 . . . a1,n−1
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . an−3,n−1
...
. . . 1 δn−1 +
βn−1
αn−2
0 · · · · · · · · · 0 1

, NQ =

0 α1 0 · · · 0
0 0 α2
. . .
...
0
. . .
. . . 0
...
. . . αn−1
0 · · · · · · 0 0

,
(36)
where
ajk =
αk
αj+2
((
δj+1
αj+1
+
βj+1
αjαj+1
)
βj+2 + γj+2
)
·
(
β
α
)×
j+1,k
, (37)
(
β
α
)×
j+1,k
=
k−1∏
i=j+2
βi+1
αi+1
.
Proof. From [3] (see the proof of Theorem 4.4) we know that the well-free polynomials Qk(x)
defined by recurrence relations (20) are also quasiseparable satisfying the recurrence relation
Qk(x) = αk x Qk−1(x)−
(
δk +
βk
αk−1
)
Qk−1(x)− (dk−1βk + γk)Qk−2(x)
− gk−2βkQk−3(x)− gk−3bk−2βkQk−4(x)− gk−4bk−3bk−2βkQk−5(x)
− · · · − g2b3b4 · · · bk−2βkQ1(x)− g1b2b3 · · · bk−2βkQ0(x)
(38)
where dk =
δk
αk
+ βkαk−1αk for k = 2, 3, · · · , n, gk =
dkβk+1+γk+1
αk+1
for k = 1, 2, · · · , n− 1 and bk =
βk+1
αk+1
for k = 2, 3, · · · , n− 1.
Comparing the recurrence relation (38) with the recurrence relations (5), one can see that matrices
MQ and NQ are defined by (36).
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The next result is also a direct consequence of Lemma 3.2 and Lemma 3.5.
Corollary 3.6. For any t1, t2, . . . , tn−1, the matrix
M˜Q(t1, t2, . . . , tn−1) =

1 t1 a0,2 a0,3 · · · a0,n−1
0 1 t2 a1,3 . . . a1,n−1
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . an−3,n−1
...
. . . 1 tn−1
0 · · · · · · · · · 0 1

(39)
with
ajk =
αk
αj+2
((
δj+1
αj+1
+
βj+1
αjαj+1
)
βj+2 + γj+2
)
·
(
β
α
)×
j+1,k
,
(
β
α
)×
j+1,k
=
k−1∏
i=j+2
βi+1
αi+1
.
is upper triangular 2–quasiseparable with generators
dj = 1, j = 1, . . . , n,
gj =
[
tj
tjβj+1
αj
+ γj+1
]
, j = 1, . . . , n − 1,
bi =
[
0 0
1 βi+1αi
]
, i = 2, . . . , n− 1,
hk = [ 1 0 ]
T , k = 2, . . . , n.
Using Corollary 3.6 with ti =
(
δi +
βi
αi−1
)
, we conclude that well-free recurrent matrix MQ is
2–quasiseparable. By letting ti =
(
δi +
βi
αi−1
)
− ξαi, we can obtain generators for the matrix
(MQ − ξNQ) of well-free polynomials Q.
4 Recurrence relations for associated polynomials
Fast Traub-like algorithms (see e.g. [7, 6, 24, 14, 10, 25, 28]) were derived by using the properties
of so called associate or Horner polynomials. It is known that these Horner polynomials determine
the structure of the inversion of polynomial Vandermonde matrices leading an efficient inversion
algorithm with cost O(n2) operations.
In this section we derive the recurrence relations for associated polynomials for the systems of
quasiseparable, semiseparable and well-free polynomials. Later, we use these recurrence relations
to compute the displacement operator WQ̂ = NQ̂ M
−1
Q̂
, basis transformation matrix SP Q̂, and
Vandermonde matrix VQ̂ for the the system of Horner polynomials {Q̂}.
Lemma 4.1. Let {Q} be a system of quasiseparable polynomials satisfying recurrence relations
(19). Then the system of generalized associated polynomials Q̂ = {Q̂0(x), Q̂1(x), · · · , Q̂n−1(x)} is
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also quasiseparable and satisfies recurrence relations[
Ĝk(x)
Q̂k(x)
]
=
[
α̂k β̂k
γ̂k δ̂kx+ θ̂k
] [
Ĝk−1(x)
Q̂k−1(x)
]
, k = 1, . . . , n− 1 (40)
with
α̂k = αn−k+1,
β̂k =
γn−k+1
δn−k+1
,
γ̂k = βn−k+1 · δn−k, (41)
δ̂k = δn−k,
θ̂k =
δn−k
δn−k+1
θn−k+1.
Proof. From Lemma 3.1 we know that the quasiseparable polynomials Q satisfy general recurrence
relations (5) with ajk defined by (29) for j < k − 1 and ak−1,k = −θk. By definition (12), for
j < k − 1 we can write
âjk =
δn−k
δn−j
an−k,n−j = −
γn−j
δn−j
α×n−k+1,n−jβn−k+1δn−k = −β̂j+1α̂
×
j+1,kγ̂k.
For j = k − 1,
âk−1,k =
δn−k
δn−k+1
an−k,n−k+1 =
δn−k
δn−k+1
θn−k+1 = −θ̂k
Using Lemma 3.1 we conclude that the associated polynomials Q̂ satisfy (40).
The next result shows the recurrence relations for associate polynomials corresponding to the
semiseparable polynomials defined by recurrence relation (21).
Lemma 4.2. Let {Q} be a system of semiseparable polynomials satisfying recurrence relations
(21). Then the system of generalized associated polynomials Q̂ = {Q̂0(x), Q̂1(x), · · · , Q̂n−1(x)} is
also semiseparable and satisfies recurrence relations[
Ĝk(x)
Q̂k(x)
]
=
[
α̂k β̂k
γ̂k 1
][
Ĝk−1(x)(
δ̂kx+ θ̂k
)
Q̂k−1(x)
]
, k = 1, . . . , n− 1 (42)
with
α̂k = αn−k,
β̂k =
γn−k
δn−k
,
γ̂k = βn−k · δn−k,
δ̂k = δn−k,
θ̂k =
δn−k
δn−k+1
θn−k+1.
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Proof. From Lemma 3.3 we know that the semiseparable polynomials Q satisfy general recurrence
relations (5) with ajk defined by (34) for j < k − 1 and ak−1,k = −(θk + γkβk−1). By definition
(12), for j < k − 1 we can write
âjk =
δn−k
δn−j
an−k,n−j = −
γn−j
δn−j
(α− βγ)×n−k,n−jδn−kβn−k = −β̂j(α̂− β̂γ̂)
×
j,kγ̂k.
For j = k − 1, we get
âk−1,k =
δn−k
δn−k+1
an−k,n−k+1 = −
δn−k
δn−k+1
(θn−k+1 + γn−k+1βn−k) = −(θ̂k + γ̂kβ̂k−1).
From Lemma 3.3 we conclude that the associated polynomials Q̂ satisfy (42).
The following shows the recurrence relations for associate polynomials corresponding to the well-free
polynomials defined by recurrence relation (20).
Lemma 4.3. Let {Q} be a system of quasiseparable polynomials satisfying recurrence relations
(19) where βk 6= 0. Then the system of generalized associated polynomials Q̂ satisfies recurrence
relations
Q̂1(x) = (α̂1x− δ̂1)Q̂0(x),
Q̂k(x) = (α̂kx− δ̂k)Q̂k−1(x)− (β̂kx+ γ̂k)Q̂k−2(x), k ≥ 2 (43)
with
α̂k = δn−k,
β̂k = δn−kαn−k+2
βn−k+1
βn−k+2
,
δ̂k = −
δn−k
δn−k+1
(
θn−k+1 + αn−k+2
βn−k+1
βn−k+2
)
, (44)
γ̂k =
δn−k
δn−k+2
·
βn−k+1
βn−k+2
· (θn−k+2αn−k+2 − βn−k+2γn−k+2).
Proof. Since {Q} is the system of quasiseparable polynomials satisfying (19) then by Lemma 4.1
and Lemma 3.1 we know that its associated system of polynomials {Q̂} satisfy
Q̂k(x) = α̂k · x · Q̂k−1(x)− âk−1,kQ̂k−1(x)− âk−2,kQ̂k−2(x)− · · · − â0,kQ̂0(x) (45)
with
âjk = −
γn−j
δn−j
·
 k−1∏
i=j+2
αn−i+1
 · βn−k+1δn−k, j < k − 1, (46)
and
âk−1,k = −
δn−k
δn−k+1
θn−k+1. (47)
By Lemma 3.5, if a system of polynomials {Q̂} satisfies 3-term recurrence relations of the form (20)
having generators α̂k, β̂k, γ̂k and δ̂k then the system satisfies the general recurrence relation of the
form (45) with
âjk =
α̂k
α̂j+2
[(
δ̂j+1
α̂j+1
+
β̂j+1
α̂jα̂j+1
)
β̂j+2 + γ̂j+2
]
·
k−1∏
i=j+2
β̂i+1
α̂i+1
, j < k − 1, (48)
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and
âk−1,k = δ̂k +
β̂k
α̂k−1
. (49)
Thus to complete the proof we need to show that âjk defined via (48) and (49) coincides with (46)
and (47). Let us begin with the case j < k − 1:
âjk =
α̂k
α̂j+2
[(
δ̂j+1
α̂j+1
+
β̂j+1
α̂jα̂j+1
)
β̂j+2 + γ̂j+2
]
·
k−1∏
i=j+2
β̂i+1
α̂i+1
=
δn−k
δn−j−2
[(
−
δn−j−1
δn−j−1δn−j
(θn−j +
αn−j+1βn−j
βn−j+1
) +
δn−j−1αn−j+1βn−j
δn−jδn−j−1βn−j+1
)
·
δn−j−2αn−jβn−j−1
βn−j
+
δn−j−2βn−j−1
δn−jβn−j
(θn−jαn−j − βn−jγn−j)
]
·
k−1∏
i=j+2
δn−i−1αn−i+1βn−i
δn−i−1βn−i+1
=
δn−k
δn−j−2
[(
−
1
δn−j
(θn−j +
αn−j+1βn−j
βn−j+1
) +
αn−j+1βn−j
δn−jβn−j+1
)
·
δn−j−2αn−jβn−j−1
βn−j
+
δn−j−2βn−j−1
δn−jβn−j
(θn−jαn−j − βn−jγn−j)
]
·
 k−1∏
i=j+2
αn−i+1
 ·
 k−1∏
i=j+2
βn−i
βn−i+1

=
δn−k
δn−j−2
[
−
θn−j
δn−j
·
δn−j−2αn−jβn−j−1
βn−j
+
δn−j−2βn−j−1
δn−jβn−j
(θn−jαn−j − βn−jγn−j)
]
·
 k−1∏
i=j+2
αn−i+1
 · βn−k+1
βn−j−1
=
δn−k
δn−j−2
[
−
δn−j−2βn−j−1
δn−jβn−j
βn−jγn−j
]
·
 k−1∏
i=j+2
αn−i+1
 · βn−k+1
βn−j−1
= −
γn−j
δn−j
·
 k−1∏
i=j+2
αn−i+1
 · βn−k+1δn−k,
which is exactly (46). Now, for j = k − 1,
âk−1,k = δ̂k +
β̂k
α̂k−1
= −
δn−k
δn−k+1
(
θn−k+1 + αn−k+2
βn−k+1
βn−k+2
)
+
δn−kαn−k+2βn−k+1
βn−k+2δn−k+1
.
After simplification, we get (47).
5 Basis transformation matrices
For any polynomial basis Q we introduce a basis transformation matrix SPQ for passing from Q
to the monomial basis P = {1, x, . . . , xn−1}. The j-th column of SPQ contains the coefficients of
Qj−1(x), i.e.
Qj−1(x) =
n∑
i=1
[SPQ]ij · x
i−1, j = 1, . . . , n.
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Since degQk = k, the matrix SPQ is upper triangular. In this section we provide efficient recurrent
formulas for columns of SPQ for cases of quasiseparable, semiseparable and well-free polynomials.
Recurrence relations for quasiseparable and semiseparable polynomials (equations (19) and (21),
respectively) also have a notion of auxiliary system of polynomials G. These systems, generally
speaking, are not bases. However, given such a system we can define a similar matrix SPG whose
columns contain coefficients of polynomials {Gk}
n−1
k=0 . Let sk and tk denote the k-th column of SPQ
and SPG, respectively.
Lemma 5.1. If a system of quasiseparable polynomials {Q} satisfies recurrence relations (19), then
the following recurrence relations hold for columns of SPQ for all k = 1, . . . , n − 1:[
tk+1
sk+1
]
=
[
αk βk
γk (δkZ0 + θkI)
] [
tk
sk
]
, (50)
where Z0 is the lower shift matrix. As a consequence, all entries of SPQ can be computed in O(n
2)
operations.
Proof. We can rewrite the matrix multiplication in (19) row by row as
Gk(x) = αkGk−1(x) + βkQk−1(x),
Qk(x) = γkGk−1(x) + (δkx+ θk)Qk−1(x),
Addition of polynomials corresponds to addition of the vectors of their coefficients. Multiplication
of a polynomial by a scalar corresponds to multiplication of the vector of its coefficients by the
scalar. Multiplication of a polynomial by x corresponds to the lower shift of the coefficients vector.
Since sk and tk are coefficient vectors of Qk−1(x) and Gk−1(x), respectively, system (50) follows.
The following shows how to compute the coefficients of the basis transformation matrix passing
from the semiseparable basis to the monomial basis.
Lemma 5.2. If a system of semiseparable polynomials {Q} satisfies recurrence relations (21), then
the following recurrence relations hold for columns of SPQ for all k = 1, . . . , n − 1:[
tk+1
sk+1
]
=
[
αk βk
γk 1
] [
tk
(δkZ0 + θkI)sk
]
, (51)
where Z0 is the lower shift matrix. As a consequence, all entries of SPQ can be computed in O(n
2)
operations.
Proof. Similar to the previous case, we can write the matrix multiplication in (21) row by row as
Gk(x) = αkGk−1(x) + βk(δkx+ θk)Qk−1(x),
Qk(x) = γkGk−1(x) + (δkx+ θk)Qk−1(x),
Again, addition of polynomials corresponds to addition of the vectors of their coefficients. Multi-
plication of a polynomial by a scalar corresponds to multiplication of the vector of its coefficients
by the scalar. Multiplication of a polynomial by x corresponds to the lower shift of the coefficients
vector. Hence the result (51) follows.
The following shows how to compute column-wise basis transformation matrix from the well-free
basis to the monomial basis.
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Lemma 5.3. If a system of well-free polynomials {Q} satisfies recurrence relations (20), then the
following recurrence relations hold for columns of SPQ for all k = 1, . . . , n − 1:
s2 = (α1Z0 − δ1I)s1,
sk+1 = (αkZ0 − δkI)sk − (βkZ0 + γkI)sk−1, k ≥ 2 (52)
where Z0 is the lower shift matrix. As a consequence, all entries of SPQ can be computed in O(n
2)
operations.
Proof. Following [2], if the system of well-free polynomials satisfies recurrence relation (20), then
the confederate matrix has the form
C(Qn) =

δ1
α1
δ1
α1
β2+γ2
α2
δ1
α1
β2+γ2
α2
(
β3
α3
)
· · · · · ·
δ1
α1
β2+γ2
α2
(
β
α
)×
2,n+1
1
α1
δ2
α2
+ β2α1α2
(
δ2
α2
+
β2
α1α2
)
β3+γ3
α3
· · · · · ·
(
δ2
α2
+
β2
α1α2
)
β3+γ3
α3
(
β
α
)×
3,n+1
0 1α2
δ3
α3
+ β3α2α3
...
0 0
. . .
. . .
...
...
...
. . .
. . .
. . .
0 0 · · · 0 1αn−1
δn
αn
+ βnαn−1αn

.
Thus we can see C(Qn) as
C(Qn) = L+D + Z
T
0 D1U (53)
where
L =

0 0 · · · 0
1
α1
0 · · · 0
0 1α2 0 · · · 0
...
. . .
. . .
...
0 · · · 0 1αn−1 0
 D =

δ1
α1
0 · · · 0
0 δ2α2 +
β2
α1α2
0 · · · 0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 0 δnαn +
βn
αn−1αn

D1 =

1 0 · · · 0
0
δ1
α1
β2+γ2
α2
0 · · · 0
0 0
(
δ2
α2
+
β2
α1α2
)
β3+γ3
α3
...
...
. . .
. . . 0
0 · · · 0 0
(
δn−1
αn−1
+
βn−1
αn−2αn−1
)
βn+γn
αn

U =

1 0 0 · · · 0
0 1 β3α3
β3
α3
(
β4
α4
)
· · · β3α3
(
β4
α4
)
· · ·
(
βn
αn
)
0 0 1 β4α4 · · ·
β4
α4
· · ·
(
βn
αn
)
...
. . .
. . .
...
0 · · · 0 1 βnαn
0 · · · 0 1

.
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Since U−1 is bidiagonal (by [2]), the system SPQC(Qn) = Z0 SPQ (by [22]) together with (53) can
be seen as
SPQ (LU
−1 +DU−1 + ZT0 D1 ) = Z0 SPQU
−1 (54)
where
U−1 =

1 0 0 · · · 0
0 1 − β3α3 0 · · · 0
...
...
. . .
. . . 0
0 · · · 0 1 − βnαn
0 · · · 0 1

.
Hence the explicit matrix form of the system (54) can be rewritten as

s11 s12 s13 · · · s1 n
0 s22 s23 s2 n
. . .
. . .
. . .
...
...
. . .
sn−1 n
0 · · · 0 sn n


δ1
α1
δ1
α1
β2+γ2
α2
0 0 · · · 0
1
α1
δ2
α2
+ β2α1α2
γ3
α3
0 · · · 0
0 1α2
δ3
α3
γ4
α4
0 · · · 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 1αn−2
δn−1
αn−1
γn
αn
0 · · · 0 1αn−1
δn
αn

=

0 0 0 · · · 0
1 0 0 0
0 1
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 1 0


s11 s12 s13 · · · s1 n
0 s22 s23 s2 n
. . .
. . .
. . .
...
...
. . .
sn−1 n
0 · · · 0 sn n


1 0 0 · · · 0
0 1 − β3α3 0 · · · 0
...
...
. . .
. . . 0
0 · · · 0 1 − βnαn
0 · · · 0 1

.
(55)
Notice that (LU−1 +DU−1 + ZT0 D1 ) in (54) has reduced to a tridiagonal matrix.
Now by multiplying the system (55) by eT1 from right, we have
δ1
α1
s11 +
1
α1
s12
1
α1
s22
0
...
0
 =

0
s11
...
0

and rearranging
s2 = α1Z0s1 − δ1Is1
gives the second column. Next by multiplying the system (55) by eT2 from right, we have
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
(
δ1
α1
β2+γ2
α2
)
s11 +
(
δ2
α2
+ β2α1α2
)
s12 +
1
α2
s13(
δ2
α2
+ β2α1α2
)
s22 +
1
α2
s23
1
α2
s33
0
...
0

=

0
s12
s22
0
...
0

and rearranging
s3 = α2 Z0s2 − δ2I s2 − β2Z0s1 − γ2I s1
gives the result for k = 2. Next multiplying the system (55) by eT3 from right, we have
(
γ3
α3
)
s12 +
(
δ3
α3
)
s13 +
1
α3
s14(
γ3
α3
)
s22 +
(
δ3
α3
)
s23 +
1
α3
s24(
δ3
α3
)
s33 +
1
α3
s34
1
α3
s44
0
...
0

=

0
− β3α3 s12 + s13
− β3α3 s22 + s23
s33
0
...
0

and rearranging
s4 = α3 Z0s3 − δ3Is3 − β3 Z0s2 − γ3Is2
gives the result for k = 3. Continuing in this fashion, we can recover all columns in the basis
transformation matrix and hence the result (52) follows.
6 Computation of sums in the inversion formula
In this section we analyze the cost of computing the sum VQ(x) · (
∑n
k=1 dkW
k−1
Q ) in the inversion
formula (13) of polynomial Vandermonde-like matrices. We continue the discussion by covering
the cost of computing VQ(x) · (
∑n
k=1 dkW
k−1
Q ) for quasiseparable, semiseparable and well-free poly-
nomials Q. Before computing the cost of the summation corresponding to the quasiseparable,
semiseparable and well-free polynomials let us state a supporting result from [20] which enables us
to continue the discussion.
Lemma 6.1. Let {Q} be a system of polynomials, VQ(x) be the polynomial Vandermonde matrix for
Q with nodes x1, x2, . . . , xn, let SPQ be the matrix corresponding to passing from Q to the monomial
basis P and let numbers d1, d2, . . . , dn be arbitrary. Then the following displacement equation holds:
VQ(x) ·
(
n∑
k=1
dkW
k−1
Q
)
=
(
n∑
k=1
dkD
k−1
1
x
)
· VQ(x)− VF (1/x) · SPQ, (56)
where
VF (1/x) =

F0(
1
x1
) F1(
1
x1
) · · · Fn−1(
1
x1
)
F0(
1
x2
) F1(
1
x2
) · · · Fn−1(
1
x2
)
...
...
...
F0(
1
xn
) F1(
1
xn
) · · · Fn−1(
1
xn
)
 , (57)
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with
Fn−1(1/x) = 0,
Fk(1/x) =
1
x
· (Fk+1(1/x) + dk+2), (k = 0, 1, . . . , n− 2). (58)
Proof. See Lemma 7.2 in[20].
Lemma 6.1 shows that the problem of computing the elements of VQ(x) · (
∑n
k=1 dkW
k−1
Q ) can be
reduced to computing the matrices (
∑n
k=1 dkD
k−1
1
x
) ·VQ(x) and VF (1/x) ·SPQ. To obtain the entries
of the former matrix, we note that for quasiseparable, semiseparable and well-free polynomials the
entries of VQ(x) can be computed in O(n
2). The matrix
∑n
k=1 dkD
k−1
1
x
is diagonal and can be com-
puted in O(n2). Finally, multiplication of a dense matrix VQ(x) by a diagonal matrix can be done
in O(n2) operations. Therefore, the entries of the matrix (
∑n
k=1 dkD
k−1
1
x
) · VQ(x) can be computed
in O(n2) operations.
To get an O(n2) algorithm for computation of VQ(x) · (
∑n
k=1 dkW
k−1
Q ), it remains to show that the
entries of VF (1/x) ·SPQ can be computed in O(n
2) operations as well. To do so, we need to exploit
the special structure of matrices VF (1/x) and SPQ.
Lemma 6.2. The matrix VF (1/x) defined by (57) satisfies the following displacement equation:
VF (1/x) · Z0 = Dx · VF (1/x)−

1
1
...
1
 · [ d2 d3 · · · dn 0 ] , (59)
where Z0 is the lower shift matrix.
Proof. This can easily be checked by matrix multiplication.
Now we are ready to show that in cases of quasiseparable, semiseparable and well-free polynomials,
the entries of VQ(x) · (
∑n
k=1 dkW
k−1
Q ) can be computed in O(n
2) operations. To initiate let’s start
the computation for quaiseparable polynomials Q satisfying the recurrence relations (19).
Lemma 6.3. Let a system of quasiseparable polynomials {Q} satisfy the recurrence relations (19),
the matrices VQ(x) and WQ be defined as in (1) and (10), and let numbers d1, d2, . . . , dn be arbitrary.
Then the complexity of computing the entries of the matrix VQ(x) · (
∑n
k=1 dkW
k−1
Q ) is no more than
O(n2) operations.
Proof. By Lemma 6.1, we only need to show that the entries of VF (1/x) · SPQ can be computed
in O(n2) operations. By Lemma 5.1, columns of SPQ satisfy recurrence relations (50). After
multiplying each equation in the system (50) by VF (1/x), we get recurrence relations for columns
VF (1/x)sk+1 of product VF (1/x) · SPQ:
VF (1/x)tk+1 = αkVF (1/x)tk + βkVF (1/x)sk , (60)
VF (1/x)sk+1 = γkVF (1/x)tk + δkVF (1/x)Z0sk + θkVF (1/x)sk . (61)
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Because of the term δkVF (1/x)Z0sk, these recurrence relations do not provide an efficient way to
compute columns of VF (1/x) · SPQ. Using Lemma 6.2, we can substitute (59) into equation (61)
to get
VF (1/x)sk+1 = γkVF (1/x)tk + δkDx · (VF (1/x)sk)
− δk

1
1
...
1
 · [ d2 d3 · · · dn 0 ] sk
+ θkVF (1/x)sk.
(62)
Given VF (1/x)sk and VF (1/x)tk, formulas (60) and (62) allow us to compute VF (1/x)sk+1 and
VF (1/x)tk+1 in O(n) operations. Hence all n columns of matrix VF (1/x) · SPQ can be computed
in O(n2).
The next result shows the cost of the computation VQ(x) · (
∑n
k=1 dkW
k−1
Q ) for semiseparable poly-
nomials Q satisfying recurrence relation (21).
Lemma 6.4. Let a system of semiseparable polynomials {Q} satisfy the recurrence relations (21),
the matrices VQ(x) and WQ be defined as in (1) and (10), and let numbers d1, d2, . . . , dn be arbitrary.
Then the complexity of computing the entries of the matrix VQ(x) · (
∑n
k=1 dkW
k−1
Q ) is no more than
O(n2) operations.
Proof. By Lemma 6.1, we only need to show that the entries of VF (1/x) · SPQ can be computed
in O(n2) operations. By Lemma 5.2, columns of SPQ satisfy recurrence relations (51). After
multiplying each equation in the system (51) by VF (1/x), we get recurrence relations for columns
VF (1/x)sk+1 of product VF (1/x) · SPQ:
VF (1/x)tk+1 = αkVF (1/x)tk + βkδkVF (1/x)Z0sk + βkθkVF (1/x)sk , (63)
VF (1/x)sk+1 = γkVF (1/x)tk + δkVF (1/x)Z0sk + θkVF (1/x)sk . (64)
By Lemma 6.2, we can substitute (59) into equations (63) and (64) to get
VF (1/x)tk+1 = αkVF (1/x)tk + βkδkDx · (VF (1/x)sk)
− βkδk
 1...
1
 · [ d2 d3 · · · dn 0 ] sk
+ βkθkVF (1/x)sk.
(65)
VF (1/x)sk+1 = γkVF (1/x)tk + δkDx · (VF (1/x)sk)
− δk
 1...
1
 · [ d2 d3 · · · dn 0 ] sk
+ θkVF (1/x)sk.
(66)
Given VF (1/x)sk and VF (1/x)tk, formulas (65) and (66) allow one to compute VF (1/x)sk+1 and
VF (1/x)tk+1 in O(n) operations. Hence all n columns of matrix VF (1/x) · SPQ can be computed
in O(n2).
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The following result shows the cost of the computation VQ(x) · (
∑n
k=1 dkW
k−1
Q ) for well-free poly-
nomials Q satisfying recurrence relation (20).
Lemma 6.5. Let a system of well-free polynomials Q satisfy the recurrence relations (20), the
matrices VQ(x) and WQ be defined as in (1) and (10), and let numbers d1, d2, . . . , dn be arbitrary.
Then the complexity of computing the entries of the matrix VQ(x) · (
∑n
k=1 dkW
k−1
Q ) is no more than
O(n2) operations.
Proof. By Lemma 6.1, we only need to show that the entries of VF (1/x) · SPQ can be computed
in O(n2) operations. By Lemma 5.3, columns of SPQ satisfy recurrence relation (52). After
multiplying (52) by VF (1/x), we get recurrence relations for columns VF (1/x)sk+1 of product
VF (1/x) · SPQ:
VF (1/x)s2 = α1VF (1/x)Z0s1 − δ1VF (1/x)s1,
VF (1/x)sk+1 = αkVF (1/x)Z0sk − δkVF (1/x)sk
−βkVF (1/x)Z0sk−1 − γkVF (1/x)sk−1, k ≥ 2. (67)
By Lemma 6.2, we can substitute (59) into equation (67) to get
VF (1/x)s2 = α1Dx(VF (1/x)s1)
− α1
 1...
1
 · [ d2 d3 · · · dn 0 ] · s1
− δ1VF (1/x)s1,
VF (1/x)sk+1 = αkDx(VF (1/x)sk)− δkVF (1/x)sk
− αk
 1...
1
 · [ d2 d3 · · · dn 0 ] · sk
− βkDx(VF (1/x)sk−1)− γkVF (1/x)sk−1
+ βk
 1...
1
 · [ d2 d3 · · · dn 0 ] · sk−1, k ≥ 2.
(68)
Given VF (1/x)sk−1 and VF (1/x)sk , formula (68) allows one to compute VF (1/x)sk+1 in O(n) op-
erations. Hence all n columns of matrix VF (1/x) · SPQ can be computed in O(n
2).
7 Inversion algorithm
In this section we conclude with a formula for inversion of polynomial Vandermonde-like matrices
with O(n2) complexity. We summarize our results in Algorithm 2, which takes as input recurrence
relations of the form (19), (21) or (20), matrices G and B, and numbers x1, . . . , xn. The output is
all elements of the matrix R−1, where R is defined by displacement equation (9).
Theorem 7.1. Let a system of polynomials {Q} be defined by recurrence relations (19), (21) or
(20). Let G ∈ Cn×α, B ∈ Cα×n be arbitrary matrices and x1, . . . , xn be arbitrary nonzero numbers.
Let R ∈ Cn×n be defined by displacement equation (9). Then the complexity of computing all
elements of R−1 is no more than O(αn2) operations.
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Algorithm 2 Inversion of quasiseparable-Vandermonde-like matrices
1: Find recurrence relations for Q̂ using Lemma 4.1, 4.2 or 4.3.
2: Use Algorithm 1 to solve 2α linear systems with R in order to compute ci given by (14) and
GTR−T . Use Lemma 3.1, 3.3 or 3.5 to get generators of matrices MQ − ξNQ.
3: Compute all elements of SPQ̂ using Lemma 5.1, 5.2 or 5.3.
4: Compute dik defined by (14) via solving α linear systems with SPQ̂ by back substitution.
5: Use Lemma 6.3, 6.4 or 6.5 to compute (
∑n
k=1 dik(W
T
Q̂
)k−1) · V T
Q̂
for i = 1, . . . , α.
6: Finally, compute R−1 using (13).
Proof. Consider Algorithm 2. Step 1 can be performed in O(n) operations. By Theorem 2.3, step 2
can be done in O(αn2) operations. By Lemma 5.1, 5.2 or 5.3, step 3 can be done in O(n2). Step 4
can be done in O(αn2) operations, since SPQ̂ is a triangular matrix. By Lemma 6.3, 6.4 or 6.5, the
complexity of step 5 is no more than O(αn2) operations. Step 6 can be done in O(αn2) operations
as well. Therefore, the complexity of Algorithm 2 is O(αn2) operations.
8 Conclusion
In this paper we introduced a fast algorithm to compute the inversion of quasiseparable Vandermonde-
like matrices with the help of a fast Gaussian elimination algorithm for polynomial Vandermonde-
like matrices. To derive the former algorithm we mainly identified the structures of displacement
operators WQ for quasiseparable, semiseparable, and well-free polynomials in terms of recurrence
relations generators for MQ and NQ with O(n) complexity. We also identified the columns of basis
transformations matrices satisfying two-term recurrence relations(for quasiseparable and semisep-
arable polynomials) and three-term recurrence realtions(for well-free polynomials) and hence the
cost of computing entries of the basis transformation matrices have O(n2) complexity. We also rec-
ognized the recurrence relations for the generalized associated polynomials in terms of generators
α, β, γ and δ corresponding to quasiseparable, semiseparable and well-free polynomials. By com-
bining all of this we were able to simply derive a fast O(n2) inversion algorithm to generalize the
results of Quasiseparable Vandermonde matrices to a wider class of Quasiseparable Vandermonde-
like matrices.
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