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Abstract
In large scale agent-based simulations, memory and computational power requirements can
increase dramatically because of high numbers of agents and interactions. To be able to simulate
millions of agents, distributing the simulator on a computer network is promising, but raises
some issues like: agents allocation and load-balancing between machines. In this paper, we study
the best ways to automatically balance the loads between machines in large scale situations. We
study the performance of two diﬀerent applications with two diﬀerent distribution approaches,
and we show in our experimental results that some applications can automatically adapt the
loads between machines and get alone a high performance in large scale simulations with one
distribution approach than the other.
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1 Introduction
To simulate large scale situated agent-based applications of complex phenomena with several
millions of agents, we need to distribute the simulation on a computer network. That can raise
some issues: agents allocation, interactions between diﬀerent agents from diﬀerent machines,
time management between machines, load-balancing, etc. When we distribute multi-agent
systems (MAS), agents must be separated between these machines because they have the most
computational costs in the simulation. With this separation, agents should still be able to
produce their normal behaviours. However, this separation should be fair enough to keep the
balance between machines.
In previous study [8], we have explored two main distribution approaches to simulate large-
scale situated-MAS applications: 1) agents distribution and 2) environment distribution. Our
experience on diﬀerent categories of situated-MAS applications shows that some applications
can be distributed eﬃciently with one distribution approach more than the other. Indeed, each
approach has some features that allow some agents to automatically adapt the load between
machines, and that can make some diﬀerences in the performance.
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1.1 Environment Distribution
In some applications, the focus can be more on the environment itself instead of agents. Partic-
ularly for simulations with physical constraints, whose agents interact locally or have physical
spaces [10]. In this case, the environment can be divided between diﬀerent machines, each
machine holds a small part of the environment with agents that exist on this part. Thus, each
machine computes agents perceptions and all interactions that happens within its environment
slice. In other words, each machine manages a part of the environment (see ﬁgure 1).
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Figure 1: agents distribution (left) and environment distribution (right).
One of the most important issue is how we can inform other machines about all changes in
the system. Information exchange between environments parts can be done with Ghost-area
[8], which represents a part of neighbours states in neighbouring machines. This area should be
updated and informed with all changes by one message at each time step to allow local agents
to interact. Each machine has to receive Ghost-areas around it from other neighbours at the
beginning of each time step, and also has to send Ghost-areas information for others too.
However, environment distribution is more suitable for situated agents whose positions have
a normal distribution on the environment. In other words, each agent has an equal probability
to exist on all special areas on the environment. That means, agents are spread on the whole
environment, and they do not aggregate on one place or they are not moving with large groups
from one area to another.
1.2 Agents Distribution
An agent in multi-agent systems (MAS) is an atomic unit, which can not be divided into smaller
parts. Even if we can consider it as a collection of diﬀerent properties and behaviours. Agents
are the main components on MAS simulations. The distribution of agents can be done simply
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by a division of the agents list between diﬀerent machines or N agents for each machine. Each
machine handles N agents to execute their interactions and communicates with other machines
to achieve agents’ goals, for example each machine has to send information about its agents
and receive other information about other agents too form other machines. That must be done
with lowest communication costs.
In our platform, each machine has its agents (local agents) and should be able to have
information about other agents from other machines which can be called Ghost Agents to allow
local agents from interacting normally during the simulation (see ﬁgure 1).
2 Load Balancing
Load balancing has been studied extensively in general distributed systems and diﬀerent mech-
anisms have been proposed. In distributed systems, load-balancing is a method to keep the
computational and communication loads balanced between all computational units. Load bal-
ancing is very important to build an eﬃcient distributed system, and especially to build an
eﬃcient distributed MAS simulation for large scale applications, which has some speciﬁcations.
Few researchers’ works are done on the load-balancing aspect to take into account the spirit of
agent systems in such a distributed simulation [2].
In general distributed systems, all computational units are often viewed as common re-
sources, where users can submit their tasks through connected machines. Then, a load balanc-
ing mechanism can distribute the tasks among diﬀerent machines to balance the workload, and
then tasks can run until they are ﬁnished. New tasks may be added to some machines at any
time by the users, and can be scheduled by the load balancing mechanism.
This scenario is not ﬁtted to agent technology and can not be applied to large scale dis-
tributed multi-agent simulations. First, agent can be built from diﬀerent tasks but it cannot be
split into diﬀerent machines or cannot be executed on diﬀerent time steps during the simulation.
Agents can still exist in the system unless the whole system is shut down or they decide to stop
interacting with others. In addition, agents in most of MAS applications can be speciﬁed and
created at system start-up, but in sometime there is a need to introduce more agents to the
system. Moreover, agents can interact with each other through variable communication forms
which depends on interaction’s nature. Whereas, the communication between the tasks in nor-
mal distributed systems are usually with static and ﬁxed forms. Thus, large scale distributed
multi-agent simulations need some tailored load-balancing mechanisms.
However, it is true that agent in MAS is one solid unit and it is diﬃcult to split it into
smaller parts. Agent could dramatically change its behaviours and then it could change the
load during the simulation. This highly depends on the applications and agents types that are
used. Anyway, changes in simulations can be categorized into two main categories:
1. Agent computation: which can increase or decrease during the simulation. If we have
a mixed list of agents between cognitive and passive agents in one machine, the load of
calculation can be ﬁne in the system. While, if we have all heavy cognitive agents in one
machine and other machines hold passive agents or simple agents, then the load could not
be the same between machines.
2. Agent communication: which can also increase or decrease during the simulation. If we
have agents that need to communicate with other agents that exist in diﬀerent machines,
then communication costs can be high and the load of communication between two ma-
chines is more than others in the system. While, if the agents with heavy communications
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exist in the same machine, then the communication between machines should be similar
and the load should be good.
However, according to the nature of agent’s interactions the load balancing scheme could be
changed during the simulation. We will see in the experimental results that some applications
can automatically adapt the load with one distribution approach than the other. In other words,
with some applications we need to add load-balancing mechanism if the user has chosen a wrong
approach for his applications, to do that we will discuss it in both approaches: environment-
distribution and agents-distribution approaches.
2.1 Load Balancing with Environment-Distribution Approach
In case of environment-distribution (ED) approach, the environment should be divided between
diﬀerent machines and each machine holds a small part of the environment with agents that
exist on this part. In large scale simulations and after some iterations, there can be a case
where more agents are aggregated in one part of the environment more than the others in some
applications. In this case, the simulation needs a load-balancing mechanism to re-balance the
load between machines or between the environment parts.
In ED approach, the load-balancing mechanism can be implemented with a new redistribu-
tion of the environment into diﬀerent parts that respect the balance between machines.
In DMASON [2], there is a good solution with one dimension division of the environment.
DMASON is based on a server/clients approach, where the server should divide the works
between machines and receive the results from them. In their case, the server send a part of
the environment, that comes from a division with only one dimension on the environment, to
each client. This division can be changed dynamically during the simulation to adapt the loads
between machines, and it is easy to implement as it is on one dimension only. In DMASON, as all
information exist on one server that can be implemented easily but with high communications.
However, if the division should be done on 2 or three dimensions [6], the implementation could
be more complex and the clients may wait more to receive agents from the server.
2.2 Load Balancing with Agents-Distribution Approach
In case of Agents-distribution (AD) approach, the distribution can be simply by a division of
the agents list between diﬀerent machines or N agents for each machine. Then, each machine
handlesN agents to execute their interactions and communicates with other machines to achieve
agents’ goals. In some applications, agents can reproduce themselves or die and disappear from
the system during the simulation. These phenomena can impact the load, thus a mechanism is
needed to re-balance the load between machines.
The easiest way in AD approach can be done by reloading machines with missing agents at
each N time step, the user can determine what N can be at the beginning of the simulation. N
can be ﬁxed during the simulations or dynamic [9]. However, even with a ﬁxed N the simulation
should be parametrized carefully to avoid high communications. For example, at each N time
step we can transfer the missing numbers of agents between machines to re-load the balance
in the simulation. If the simulation makes a lot of transferring steps to balance the load, then
more communications delays can be produced and that can aﬀect the performance.
In ﬁxed or dynamic approaches, each machine can follow 4 steps: 1) Calculate the mean
number of agents that should be in each machine. 2) Calculate the missing number of agents
in some machines (−M machines) and the additional number of agents in other machines (+M
machines). 3) Divide the additional number of agents -if there are- between the machines (−M)
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that are less loaded. 4) Send the additional numbers of agents to all machines (−M) that need
more agents to be balanced with others.
3 Benchmark Applications
In [8] we have proposed two interesting ways to distribute a simulation, and we believe that
each one has some speciﬁcations and better performances on some kind of applications. Table
1 shows a comparison between two applications categories. Diﬀerent applications can have
diﬀerent features, which come from agents’ features themselves. For example, agent’s life-cycle
can be short (small number of time steps) or long during the simulation. Agents can move
on small area or large area, and that can change the load of computations in the simulation.
Agents can exist on the whole environment or can be aggregated on a part of it.
The user should be able to choose the distribution type that is more suitable for his appli-
cation according to agents’ features. For example, the short life-cycle and reproducing could
make the agent distribution approach useless for some applications, because computation can
be aggregated in one machine only. Whereas, the aggregation and the long life-cycle could make
the environment distribution approach useless too for other applications, because computation
can be aggregated in one machine too. For that, one distribution type can be the best solution
for some applications than the other.
Table 1: Applications can be in diﬀerent categories according to agents’ features.
Agent features Category-1 Category-2 ...
Life-cycle Short Long ...
Movement Small area Large area ...
Positioning Everywhere Aggregation ...
Reproducing Yes No ...
In the following sections, we describe the distribution of two classical multi-agent appli-
cations: ﬂocking behaviour and prey-predator models. Then, we show with our experiments
that one of them has a better performance with agent distribution without load balancing
mechanisms and the other need some mechanisms to re-balance the load between machines.
3.1 Flocking Behaviour Model
This application illustrates a steering behaviour that is commonly observed with birds or ﬁsh
[7]. In this model, there is only one kind of agent (e.g. bird), which can move forward with
a group of other nearby agents within its perception range. Normally after some iterations
in this simulation, groups of agents are emerging and after some times, there is only one big
group of birds that move smoothly together. On the environment’s view, there is heterogeneous
distributions, or some parts of the sky hold a lot of birds, while others are less ﬁlled (see ﬁgure
2).
In the environment distribution case, we can imagine that the load can be switched from
one machine to another when a group of birds moves from one environment part to another. In
this model, the best solution to distribute this model should be the agent distribution, so each
machine has the same number of agents (birds) and thus the same computational cost.
The macroscopic phenomena in ﬂocking behaviour is very simple. Initially, the simulation
should create each bird with a random position and a random direction on the sky. Then, all
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Figure 2: Flocking behaviour model [7] (left) and a demo of 4 machines (right).
birds try to get closer to other birds in their perceptions, then and after some iterations some
birds should be together in larger groups.
3.2 Prey-Predator Model
The second model is more complex than ﬂocking behaviour model, which is prey-predator model
or Lotka-Volterra model. This model is a classical MAS model that uses agents with goals. A
predator is an organism that eats another organism which is the prey. The prey is a part of
the predator’s environment, and the predator dies if it does not get enough food (or preys).
Additionally, the predator is a part of the prey’s environment, and the prey dies if it is eaten
by the predator. The fastest predators in the environment are able to catch food and eat, then
they survive and reproduce to make up more predators. The fastest preys are able to escape
from predators, then they survive and reproduce more preys to keep the population. The two
populations should evolve together to keep the ecosystem alive.
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Figure 3: Wolf/sheep/grass ecosystem in Netlogo [11].
An example of such model is the wolf-sheep-grass simulation by Wilensky [11] (ﬁgure 3),
which has been implemented in our framework for our experimentation. In this example, a
wolf-agent tries to ﬁnd and eat a sheep-agent, a sheep-agent searches for grass-agents to eat
and grass-agents re-grows at a given rate. Wolves and sheep can have energy when they ﬁnd
something to eat, and then they can reproduce themselves.
In normal situation, the number of wolves and the number of sheep can be inversely pro-
portional in some periods of the simulation and can be directly proportional in others, or
co-evolution of both populations. If the number of wolves increases, then they can eat more of
sheep, and the number of sheep should decrease (see ﬁgure 3). Then, the wolves could not ﬁnd
more sheep to eat, and that leads to decreasing in wolves energies and then decreasing in the
number of wolves. After that, the sheep can increase, because there are no more wolves that
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try to eat them, and again the number of wolves should increase as there are more and more
preys to be eaten.
Sheep and wolves must exist in the model during the simulation. If we lose all sheep, then
wolves can not ﬁnd any sheep to eat, and all wolves should be died. If we lose all wolves, then
the number of sheep could be increased to inﬁnity as there are no predators to attack them.
Thus, all types of agents have to co-evolve to keep the model alive.
These two applications have been chosen because they imply distinct population dynamics.
Indeed, in a prey-predator model, preys and predators can move during the simulation but they
are homogeneously distributed over whole the environment. While in the ﬂocking model, even
if the distribution is homogeneous at the beginning of the simulation, ﬂocks rapidly emerge
together. Then, after some iterations there should be only one main ﬂock that appears in
the simulation. It means that these two applications illustrate the trade-oﬀ that has to be
made while distributing the load between machines in a computer network, and the type of
distribution can give really diﬀerent results.
4 Experimental Results
In previous study [8], we found that the prey-predator model is better with environment distri-
bution approach than agents distribution one, whereas, the ﬂocking model is better with agents
distribution approach than environment distribution one. To explore more that, we study in
this paper the load-balancing for both models with both approaches.
Figure 4 shows an experiment on 4 machines (m1, m2, m3 & m4) for prey-predator model
in both approaches. The initial load for both approaches has been exactly the same for all
machines, then after N time step the load is calculated in each machine. The ﬁgure 4 shows that
the load between machines can be changed in case of agents distribution more than environment
distribution. That can aﬀect the balance between machines, as in all machines there are some
agents that die or re-produce themselves during the simulation. Whereas, for ﬂocking model it
is completely a reverse situation. Figure 5 shows the same experiment on 4 machines (m1, m2,
m3 & m4) for ﬂocking model in both approaches. The initial load also has been exactly the
same for all machines, then after N time step the load is calculated in each machine. This ﬁgure
shows that the load between machines can be changed in case of environment distribution more
than agents distribution. That can aﬀect the balance between machines, as with environment
approach there can be more agents in some machines (birds ﬂy together in big groups) more
than the other machines during the simulation.
We have seen in the experimental results that some applications are better in loads with one
distribution approach than the other, and the user should chose the best distribution approach
to his application to automatically adapt the load between machines. However, if the user has
chosen a wrong distribution approach for his applications, then the balance in load between
machines will be upset.
The best solution to re-balance the loads between machines is by adding a load balancing
mechanism, to re-load machines with the missing agents at each N time step. But, even with
this solution, the simulation should be parametrized carefully to avoid high communications.
Figure 6 shows experiments on prey-predator model with a load balancing mechanism. At
each N time step, this mechanism transfers numbers of missing agents between machines to
re-load the balance in the simulation. If the simulation makes a lot of steps to balance the load,
then more communications delays can be produced and that can aﬀect the performance.
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Figure 4: Prey-predator model with agent dis-
tribution and environment distribution.
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Figure 5: Flocking Birds model with agent dis-
tribution and environment distribution.
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Figure 6: Communication delays in prey-predator model with diﬀerent simulations that apply
load-balancing at each N time step (LB- N TS).
Now, we experiment again the prey-predator model with both distribution approaches on
9 machines, but with a load-balancing mechanism for agent distribution. Figure 7 shows that
environment distribution approach is better than agent distribution approach in prey-predator
model even with load balancing mechanism. Our explanation for that, the communication cost
of external interactions is higher in agent distribution approach than environment distribution
one. Because in agent distribution, all machines can have external interactions with all other
machines, whereas in environment distribution each machine can have external interactions
with its neighbouring machines only.
5 Related Work
There is diﬀerent ways to balance the computing load [9], it can be static or dynamic. If the
load is balanced at the beginning of the simulation and re-balanced at each ﬁxed number N
time steps, then it is static. If it is adapted during the execution (N can be changed), then it
is dynamic. A dynamic load balancing is usually better as it provides a better adaptation in
case of load variation during the model execution, but it can also be subject to instability.
However, dynamic load balancing can be classiﬁed into [12]: a centralized approach or a
decentralized approach, or more a hierarchical approach [4]. The centralized approach is man-
aged by central controller that has a global view of load information. In the decentralized
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Figure 7: In prey-predator model and even with load balancing mechanism for agent distribu-
tion, the environment distribution shows a high performance.
approach all machines are involved in making the load balance decision. Whereas, the hierar-
chical approach is a combination of the above two approaches, in this approach all machines
are organized in a hierarchy. High level ones are considered as centralized machines of lower
level machines, and all machines in the same level can be organized as decentralized one.
In [3] there are three important components where the ﬁnal decision is made for load bal-
ancing, which are: load data collection, agent selection, and destination selection. The load
data collection speciﬁes how the load data is collected including the frequency and method of
data collection. The agent selection deals with which agent is migrated whenever there is a
need, while the destination selection decides to which machine the selected agent is migrated.
However, in [1] there are two important policies (components) which are selection policy (agent
selection) and location policy (destination selection).
In general, most of ABMS platforms do not include a load balancing mechanism and they
do not include generic migration routines [5]. That can force the developers to re-implement
some migration codes to these platforms. However, DMASON [2] has a dynamic load-balancing
by one dimension division of the environment and that can not be eﬃcient for all applications
types. Our experiments show that some distribution approaches are more suitable for some
applications and need diﬀerent load-balancing mechanisms.
Table 2: Applications may have diﬀerent performance with diﬀerent distribution approaches.
Model: Prey-predator Flocking
AD Need load-balancing mechanisms Auto-balance
ED Auto-balance Need load-balancing mechanisms
6 Conclusion
In large scale agent-based simulations, requirements in memory and computational power are
important. To be able to tackle simulation with millions of agents, distributing the simulator
on a computer network is promising, but raises some issues like: agents allocation and load-
balancing between machines. This paper study the best ways to automatically balance the
loads between machines in large scale situations. In previous study, we have proposed two
distribution approaches for large scale situated-MAS simulations: environment distribution and
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agents distribution. In this paper, we study the performance of these two diﬀerent distribution
approaches with two diﬀerent applications on the load-balancing between machines. We show
that some applications can automatically adapt the loads between machines and get alone
high performance large scale simulations without load-balancing mechanisms with a speciﬁc
distribution approach. The experimental results have been done with two diﬀerent applications,
which are the ﬂocking of birds and prey-predator models. Experimental results show that
the proposed distribution approaches have better performances in some models than others
(table 2). For example, prey-predator model can automatically adapt the loads and has better
performance in the execution time than ﬂocking model when we distribute the environment.
Whereas, agents distribution approach is better for ﬂocking model. To conclude, the user has
to chose the distribution approach that can be more suitable for his application according to
agents’ features (table 1). In future work, we plan to extract general features that help users
to select the best distribution approaches for their applications.
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