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SIGNED NETWORKS USING BINARY PROGRAMMING
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Abstract. Computing the frustration index of a signed graph is a key step toward solving problems in many
fields including social networks, physics, material science, and biology. The frustration index determines the distance
of a network from a state of total structural balance. Although the definition of the frustration index goes back to
1960, its exact algorithmic computation, which is closely related to classic NP-hard graph problems, has only become
a focus in recent years. We develop three new binary linear programming models to compute the frustration index
exactly and efficiently as the solution to a global optimisation problem. Solving the models with prioritised branching
and valid inequalities in Gurobi, we can compute the frustration index of real signed networks with over 15000 edges
in less than a minute on inexpensive hardware. We provide extensive performance analysis for both random and
real signed networks and show that our models outperform all existing approaches by large factors. Based on solve
time, algorithm output, and effective branching factor we highlight the superiority of our models to both exact and
heuristic methods in the literature.
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1. Introduction. Local ties between entities lead to global structures in networks. Ties can
be formed as a result of interactions and individual preferences of the entities in the network. The
dual nature of interactions in various contexts means the ties may form in two opposite types,
namely positive ties and negative ties. In a social context, this is interpreted as friendship versus
enmity or trust versus distrust between people. The term signed network embodies a multitude of
concepts involving relationships characterisable by ties with plus and minus signs. Signed graphs
are used to model such networks where edges have positive and negative signs. Structural balance
in signed graphs is a macro-scale structural property that has become a focus in network science.
Structural balance theory was the first attempt to understand the sources of tensions and
conflicts in groups of people with signed ties [33]. According to balance theory, some structural
configurations of people with signed ties lead to social tension and therefore are not balanced. Using
graph-theoretic concepts, Cartwright and Harary identified cycles of the graph (closed-walks with
distinct nodes) as the origins of tension, in particular cycles containing an odd number of negative
edges [10]. By definition, signed graphs in which no such cycles are present satisfy the property
of structural balance. The vertex set of a balanced signed network can be partitioned into k ≤ 2
subsets such that each negative edge joins vertices belonging to different subsets [10]. For graphs
that are not totally balanced, a distance from total balance (a measure of partial balance) can be
computed. Among various measures is the frustration index that indicates the minimum number
of edges whose removal (or equivalently, negation) results in balance [1,31,56]. In what follows, we
discuss previous works related to the frustration index.
1.1. Motivation. In the past few decades, different measures of balance [10,22,39,49,54] have
been suggested and deployed to analyse partial balance in real-world signed networks resulting in
conflicting observations [22,23,40]. Measures based on cycles [10,49], triangles [39,54], and closed-
walks [22] are not generally consistent and do not satisfy key axiomatic properties [6]. Among all the
measures, a normalised version of the frustration index is shown to satisfy many basic axioms [6].
This measure provides a clear understanding of the transition to balance in terms of the number of
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edges to be modified to reduce the tension, as opposed to graph cycles that were first suggested as
origins of tension in unbalanced networks [10].
The frustration index is a key to frequently stated problems in many different fields of re-
search [17,18,32,35,36]. In biological networks, optimal decomposition of a network into monotone
subsystems —which is essential for understanding Drosophila segment polarity— is made possible
by calculating the signed graph frustration index [35]. In finance, risk of a portfolio is related to the
balance of its underlying signed graphs [32]. In Physics, the frustration index provides the minimum
energy state of magnetic materials [36]. In international relations, signed clustering of countries
in a region can be investigated using the frustration index [17]. In Chemistry, bipartite edge frus-
tration has applications to the stability of fullerene, a carbon allotrope [18]. For a discussion on
applications of the frustration index, one may refer to [5].
1.2. Complexity. Computing the frustration index is related to the well-known unsigned
graph optimisation problem EDGE-BIPARTIZATION, which requires minimisation of the number
of edges whose deletion makes the graph bipartite. Given an instance of the latter problem, by
declaring each edge to be negative we convert it to the problem of computing the frustration
index. Since EDGE-BIPARTIZATION is known to be NP-hard [55], so is computing the frustration
index. In the converse direction there is a reduction of the frustration index problem to EDGE-
BIPARTIZATION which increases the number of edges by a factor of at most 2 [34]. Hence the
frustration index can be computed in polynomial time for planar graphs [29], which is equivalent
to the ground state calculation of a two-dimensional spin glass model with no periodic boundary
conditions and no magnetic field [15,27].
The classic graph optimisation problem MAXCUT is also a special case of the frustration index
problem, as can be seen by assigning all edges to be negative (an edge is frustrated if and only if it
does not cross the cut).
1.3. Approximation. In general graphs, the frustration index is even NP-hard to approxi-
mate within any constant factor (assuming Khot’s Unique Games Conjecture [37]) [34]. That is,
for each C > 0, the problem of finding an approximation to the frustration index that is guaranteed
to be within a factor of C is believed to be NP-hard.
The frustration index can be approximated to a factor of O(
√
log n) [2] or O(k log k) [7] where
n is the number of vertices and k is the frustration index. Coleman et al. provides a review on the
performance of several approximation algorithms of the frustration index [11].
1.4. Heuristics and local optimisation. Doreian and Mrvar have analysed signed inter-
national relations networks [52] as an attempt to compute the frustration index (under a different
name) [17]. However, their algorithm only provides locally optimal solutions that are not equal
to the frustration index [4]. Data-reduction schemes [34] and ground state search heuristics [35]
are used to obtain bounds for the frustration index. Facchetti, Iacono, and Altafini suggested a
non-linear energy function minimisation model for finding the frustration index [23]. Their model
was solved using various techniques [20, 35, 43, 44]. Using the ground state search heuristic algo-
rithms [35], the frustration index is estimated in biological networks with n ≈ 1.5 × 103 [35] and
social networks with n ≈ 105 [23, 24].
1.5. Exact computation. Using a parametrised algorithmics approach, Hu¨ffner, Betzler, and
Niedermeier show that the frustration index (under a different name) is fixed parameter tractable and
can be computed in O(2km2) [34] where m is the number of edges and k is the fixed parameter (the
frustration index). The values of k we have observed in signed graphs inferred from the literature
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make this approach impractical (see Subsection 6.2 for numerical results on real networks).
Binary (quadratic and linear) programming models were recently suggested as efficient methods
for computing the frustration index [4] capable of processing graphs with m ≈ 103 edges.
Our contribution. The principal focus of this research study is to provide further insight
into computing the frustration index by developing efficient computational methods outperforming
previous methods by large factors. We systematically investigate several methods for exact compu-
tation of the frustration index and compare them based on solve time as well as other performance
measures.
The advantage of formulating the problem as an optimisation model is not only exploring the
details involved in a fundamental NP-hard problem, but also making use of powerful mathematical
programming solvers like Gurobi [30] to solve the NP-hard problem exactly and efficiently. We
provide numerical results on a variety of undirected signed networks, both randomly generated and
inferred from well-known datasets (including real signed networks with over 15000 edges).
A recent study by the current authors has investigated computing the frustration index in
smaller scales using quadratic and linear optimisation models [4] showing a considerable overlap in
the objectives with this study. We improve the contributions of [4] by providing three new binary
linear formulations which not only outperform the models in [4] by large factors, but also facilitate a
more direct and intuitive interpretation. We discuss more efficient speed-up techniques that require
substantially fewer additional constraints compared to [4]. This allows Gurobi’s branch and bound
algorithm to start with a better root node solution and explore considerably fewer nodes leading to
a faster solve time. Moreover, our new models handle larger instances that were not solvable by the
models in [4]. We provide in-depth performance analysis using extensive numerical results showing
the solve times of our worst-performing model to be 2 − 9 times faster than the best-performing
model in [4].
This paper begins by laying out the theoretical dimensions of the research in Section 2. Linear
programming models are formulated in Section 3. Section 4 provides different techniques to im-
prove the optimisation algorithm. The numerical results on the models’ performance are presented
in Section 5. Section 6 provides comparison against the literature using both random and real
networks. Recent developments on a closely related problem are discussed in Section 7 followed by
two extensions to the models in Section 8. Section 9 presents the findings of the research and sums
up the research highlights.
2. Preliminaries. We recall some standard definitions.
2.1. Basic notation. We consider undirected signed networks G = (V,E, σ). The set of
nodes is denoted by V = {1, 2, . . . , n}, with |V | = n. The set E of edges is partitioned into the
set of positive edges E+ and the set of negative edges E− with |E−| = m−, |E+| = m+, and
|E| = m = m− +m+. The sign function is denoted by σ : E → {−1,+1}.
We represent the m undirected edges in G as ordered pairs of vertices E = {e1, e2, ..., em} ⊆
{(i, j) | i, j ∈ V, i < j}, where a single edge ek between nodes i and j, i < j, is denoted by
ek = (i, j), i < j. We denote the graph density by ρ = 2m/(n(n− 1)).
(2.1) aij =
{
σ(i,j) if (i, j) ∈ E or (j, i) ∈ E
0 otherwise
The number of edges incident on the node i ∈ V represents the degree of node i and is denoted
by d(i). A walk of length k in G is a sequence of nodes v0, v1, ..., vk−1, vk such that for each
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i = 1, 2, ..., k there is an edge from vi−1 to vi. If v0 = vk, the sequence is a closed walk of length
k. If the nodes in a closed walk are distinct except for the endpoints, it is a directed cycle (for
simplicity cycle) of length k. The sign of a cycle is the product of the signs of its edges. A cycle
with negative sign is unbalanced. A balanced cycle is one with positive sign. A balanced graph is
one with no negative cycles.
2.2. Node colouring and frustration count. Satisfied and frustrated edges are defined
based on colourings of the nodes. Colouring each node with black or white, a frustrated (satisfied)
edge (i, j) is either a positive (negative) edge with different colours on the endpoints i, j or a negative
(positive) edge with the same colours on the endpoints i, j. Subfigure 1a illustrates an example
signed graph in which positive and negative edges are represented by solid lines and dotted lines
respectively. Subfigures 1b and 1c illustrate node colourings and their impacts on the frustrated
edges that are represented by thick lines.
1 2
0 3
(a) An example graph
with four nodes, two
positive edges, and three
negative edges
1 2
0 3
(b) An arbitrary node
colouring resulting in
two frustrated edges
(0,2), (2,3)
1 2
0 3 Negative frustrated edge
Positive frustrated edge
Negative edge
Positive edge
(c) Another node colouring resulting in one
frustrated edge (1,2)
Fig. 1. Node colourings and the respective frustrated edges for an example signed graph
Definition. Let X ⊆ V be a subset of vertices. This defines a partition V = X ∪ V \X. We
call X a colouring set.
Definition. Let binary variable xi denote the colour of node i ∈ V under colouring set X.
xi = 1 if i ∈ X (black node) and xi = 0 if i ∈ V \X (white node).
Definition. We define the frustration count of signed graph G under colouring X as fG(X) :=∑
(i,j)∈E fij(X) where fij(X) is the frustration state of edge (i, j), given by
(2.2) fij(X) =

0, if xi = xj and (i, j) ∈ E+
1, if xi = xj and (i, j) ∈ E−
0, if xi 6= xj and (i, j) ∈ E−
1, if xi 6= xj and (i, j) ∈ E+
The frustration index L(G) of a graph G can be found by finding a subset X∗ ⊆ V of G that
minimises the frustration count fG(X), i.e., solving Eq. (2.3).
(2.3) L(G) = min
X⊆V
fG(X)
It follows that fG(X) gives an upper bound on L(G) for any X ⊆ V . Note that the colouring
in Subfigure 1b does not minimise fG(X), while in Subfigure 1c the frustration count is minimum.
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3. Binary Linear programming models. In this section, we formulate three 0/1 linear
programming models in (3.1) – (3.3) to minimise the frustration count as the objective function.
There are various ways to form the frustration count using variables defined over graph nodes and
edges which lead to various mathematical programming models that we discuss in this section.
3.1. The AND model. We start with an objective function to minimise the frustration count.
Note that the frustration of a positive edge (i, j) can be represented by fij = xi +xj −2(xiANDxj)
∀(i, j) ∈ E+ using the two binary variables xi, xj for the endpoint colours. For a negative edge, we
have fij = 1− (xi + xj − 2(xiANDxj)) ∀(i, j) ∈ E−.
The term xiANDxj can be replaced by binary variables xij = xiANDxj for each edge (i, j)
that take value 1 whenever xi = xj = 1 (both endpoints are coloured black) and 0 otherwise. This
gives our first 0/1 linear model in (3.1) that calculates the frustration index in the minimisation
objective function.
min
xi:i∈V,xij :(i,j)∈E
Z =
∑
(i,j)∈E+
xi + xj − 2xij +
∑
(i,j)∈E−
1− (xi + xj − 2xij)
s.t. xij ≤ xi ∀(i, j) ∈ E+
xij ≤ xj ∀(i, j) ∈ E+
xij ≥ xi + xj − 1 ∀(i, j) ∈ E−
xi ∈ {0, 1} ∀i ∈ V
xij ∈ {0, 1} ∀(i, j) ∈ E
(3.1)
The optimal solution represents a subset X∗ ⊆ V of G that minimises the frustration count.
The optimal value of the objective function in Eq. (3.1) is denoted by Z∗ which represents the
frustration index.
The dependencies between the xij and xi, xj values are taken into account using standard
AND constraints. The AND model has n + m variables and 2m+ + m− constraints. Note that
xij variables are dependent variables because of the constraints. Therefore, we may drop the
integrality constraint of the xij variables and consider them as continuous variables in the unit
interval, xij ∈ [0, 1]. The next subsection discusses an alternative binary linear model for calculating
the frustration index.
3.2. The XOR model. Minimising frustration count can be directly formulated as a binary
linear model. The XOR model is designed to directly count the frustrated edges using binary
variables fij ∀(i, j) ∈ E. As before, we use xi ∀i ∈ V to denote the colour of a node. Our model
is formulated by observing that the frustration state of a positive edge (i, j) ∈ E+ is given by
fij(X) = xiXORxj . Similarly for (i, j) ∈ E−, we have fij(X) = 1 − xiXORxj . Therefore, the
minimum frustration count under all node colourings is obtained by solving (3.2).
The dependencies between the fij and xi, xj values are taken into account using two standard
XOR constraints per edge. Therefore, the XOR model has n + m variables and 2m constraints.
Note that fij variables are dependent variables because of the constraints and the objective function
pressure. Therefore, we may specify fij variables as continuous variables in the unit interval,
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fij ∈ [0, 1].
min
xi:i∈V,fij :(i,j)∈E
Z =
∑
(i,j)∈E
fij
s.t. fij ≥ xi − xj ∀(i, j) ∈ E+
fij ≥ xj − xi ∀(i, j) ∈ E+
fij ≥ xi + xj − 1 ∀(i, j) ∈ E−
fij ≥ 1− xi − xj ∀(i, j) ∈ E−
xi ∈ {0, 1} ∀i ∈ V
fij ∈ {0, 1} ∀(i, j) ∈ E
(3.2)
A third linear formulation of the problem is provided in the next subsection.
3.3. The ABS model. In this section, we propose the ABS model, a binary linear model in
which two edge variables are used to represent the frustration state of an edge.
We start by observing that for a node colouring, |xi − xj | = 1 for a positive frustrated edge
and |xi − xj | = 0 for a positive satisfied edge (i, j) ∈ E+. Similarly, 1 − |xi − xj | = |xi + xj − 1|
gives the frustration state of a negative edge (i, j) ∈ E−.
To model the absolute value function, we introduce additional binary variables eij , hij ∈ {0, 1}.
We observe that for a positive edge if xi − xj = eij − hij then |xi − xj | = eij + hij . Similarly, for a
negative edge (i, j) ∈ E− if xi + xj − 1 = eij − hij then |xi + xj − 1| = eij + hij . This allows us to
formulate the linear model in (3.3).
The objective function, being the total number of frustrated edges, sums the aforementioned
absolute value terms to compute the frustration count in (3.3). The conditions observed for positive
and negative edges are expressed as linear constraints in (3.3). Therefore, the ABS model has n+2m
variables and m constraints.
min
xi:i∈V,eij ,hij :(i,j)∈E
Z =
∑
(i,j)∈E
eij + hij
s.t. xi − xj = eij − hij ∀(i, j) ∈ E+
xi + xj − 1 = eij − hij ∀(i, j) ∈ E−
xi ∈ {0, 1} ∀i ∈ V
eij ∈ {0, 1} ∀(i, j) ∈ E
hij ∈ {0, 1} ∀(i, j) ∈ E
(3.3)
3.4. Comparison of the four models. In this subsection we compare the three models in-
troduced above and two of the models suggested in [4], based on the number and type of constraints.
Table 1 summarises the comparison results.
Eq. (3.4) shows that the three linear models (AND, XOR, and ABS) are mathematically equiv-
alent. Note that not only does the number of constraints scale linearly with graph size, each
constraint involves at most 4 variables. Thus the worst-case space usage for solving these models
is O(n2).
(3.4) fij = eij + hij = (1− aij)/2 + aij(xi + xj − 2xij)
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Table 1
Comparison of optimisation models developed for computing the frustration index
Aref et al.
UBQP [4]
Aref et al.
0/1 linear [4]
AND (3.1) XOR (3.2) ABS (3.3)
Variables n n+m n+m n+m n+ 2m
Constraints 0 m+ +m− 2m+ +m− 2m+ + 2m− m+ +m−
Constraint type - linear linear linear linear
Objective quadratic linear linear linear linear
The three linear models perform differently in terms of solve time and the number of branch
and bound (B&B) nodes required to solve a given instance.
Solving large-scale binary programming models is not easy [8] and therefore there is a limit to
the size of the largest graph whose frustration index can be computed in a given time. In the next
section, we discuss some techniques for improving the performance of Gurobi in solving the linear
models.
4. Speed-up techniques. In this section we discuss techniques to speed up the branch and
bound algorithm for solving the binary linear models described in the previous section. Two
techniques often deployed in solving Interger Programming (IP) models are valid inequalities and
branching priority, which we discuss briefly.
We implement some valid inequalities as constraints that are kept aside from the original
constraints of the model and pulled into the model only if they are violated by a solution [38]. This
implementation of additional constraints restricts the model by cutting away a part of the feasible
space. If these restrictions are valid and useful, they speed up the solver algorithm [38].
The branch and bound algorithm can be provided with a list of prioritised variables for branch-
ing which may speed up the solver if the prioritised list is more effective in making integer values.
In this section, we discuss several speed-up techniques and report the improvement they yield
at the end of each subsection. The solve time improvement evaluation is based on 100 Erdo˝s-
Re´nyi graphs with uniformly random parameters from the ranges 40 ≤ n ≤ 50, 0 ≤ ρ ≤ 1, and
0 ≤ m−/m ≤ 1.
4.1. Pre-processing data reduction. We use standard graph pre-processing to reduce graph
size and order without changing the frustration count. This may reduce solve time in graphs
containing nodes of degree 0 and 1 (also called isolated and pendant vertices respectively) and nodes
whose removal increases the number of connected components (also called articulation points). We
implement some of the data-reduction schemes in [34]. Hu¨ffner et al. suggest different ways to reduce
node and edges of the graph that are separated by a small set of vertices called a separator [34].
We have tested iterative reduction of isolated and pendant vertices as well as decomposing
graphs by cutting them into smaller subgraphs using articulation points. These operations are
referred to as data reduction using separators of size 0 and 1 in [34]. Our experiments show that
reducing isolated and pendant vertices does not considerably affect the solve time. Moreover, the
scarcity of articulation points in many graphs in which isolated and pendant vertices are already
removed, (including most random graphs) makes decomposition based on articulation points not
particularly useful. However, Hu¨ffner et al. suggest their data-reduction schemes using separators
of size up to 3 to be very effective on reducing solve time in their experiments [34].
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4.2. Branching priority and fixing a colour. We relax the integrality constraints and
observe in the linear programming relaxation (LP relaxation) of all three models that there always
exists a fractional solution of xi = 0.5 ∀i ∈ V which gives an optimal objective function value of
0. We can increase the root node objective by fixing one node variable, xk = 1, which breaks the
symmetry that exists and allows changing all node colours to give an equivalent solution.
Fixing the colour of node k to xk = 1 leads to the maximum amount of increase to the LP
relaxation optimal solution when the optimal value of other node variables, xi, i 6= k, do not change,
i.e., xi = 0.5 ∀i ∈ V \{k}. In this case, all edges incident on node k contribute 0.5 to the objective
function of the LP relaxation whose optimal value would become d(k)/2. This observation shows
that the best node variable to be fixed is the one associated with the highest degree which allows
for a potential increase of maxi∈V d(i)/2 in the LP relaxation optimal solution. We formulate this
as a constraint in (4.1).
(4.1) xk = 1 k = arg max
i∈V
d(i)
In our experiments, we always observed an improvement in the root node objective value when
(4.1) was added, which shows it is useful. We provide more detailed results on the root node
objective values for several instances in Section 6.
Based on the same idea, we may modify the branch and bound algorithm so that it branches first
on the node with the highest degree. This modification is implemented by specifying a branching
priority for the node variables in which variable xi has a priority given by its degree d(i).
Our experiments on random graphs show that fixing a colour and using prioritised branching
lead to 60%, 88%, and 72% reduction in the average solve time of AND, XOR, and ABS models
respectively.
4.3. Unbalanced triangle valid inequalities. We consider adding one inequality for each
negative cycle of length 3 (unbalanced triangle) in the graph. Every negative cycle of the graph
contains an odd number of frustrated edges. This means that any colouring of the nodes in an
unbalanced triangle must produce at least one frustrated edge. Recalling that under colouring X,
the variable fij is 1 if edge (i, j) is frustrated (and 0 otherwise), then for any node triple (i, j, k)
defining an unbalanced triangle in G, we have the inequality (4.2) which is valid for all feasible
solutions of the problem.
(4.2) fij + fik + fjk ≥ 1 ∀(i, j, k) ∈ T−
In (4.2), T− = {(i, j, k) ∈ V 3 | aijaikajk = −1} denotes the set of node triples that define an
unbalanced triangle. The expression in inequality (4.2) denotes the sum of frustration states for
the three edges (i, j), (i, k), (j, k) making an unbalanced triangle. Note that in order to implement
the unbalanced triangle valid inequality (4.2), fij must be represented using the decision variables
in the particular model. Eq. (3.4) shows how fij can be defined in the AND and ABS models.
We observe an improvement in the root node objective when the unbalanced triangle valid
inequalities are added to the models which shows they are useful. From a solve time perspective,
our experiments on random graphs show that implementing this speed-up technique leads to 38%,
24%, and 12% reduction in the average solve time of AND, XOR, and ABS models respectively.
4.4. Overall improvement made by the speed-up techniques. The total solve time
reduction observed when both speed-up techniques (4.2 – 4.3) are implemented is 67% for the AND
model, 90% for the XOR model, and 78% for the ABS model.
COMPUTING THE FRUSTRATION INDEX IN SIGNED NETWORKS 9
Table 2 shows the solve time improvements made by implementing the speed-up techniques
individually and collectively on 100 Erdo˝s-Re´nyi graphs with uniformly random parameters 40 ≤
n ≤ 50, 0 ≤ ρ ≤ 1, and 0 ≤ m−/m ≤ 1.
Table 2
Usefulness of the speed-up techniques based on 100 Erdo˝s-Re´nyi graphs
Average solve time (s) Time improvement (%)
AND XOR ABS AND XOR ABS
Without speed-up 14.80 41.60 19.71 - - -
With branching priority 5.90 4.91 5.50 60% 88% 72%
With triangle inequalities 9.21 31.72 17.26 38% 24% 12%
With both speed-ups 4.93 4.08 4.42 67% 90% 78%
5. Computational performance. In this section, various random instances are solved by
our optimisation models using 64-bit Gurobi version 7.5.2 on a desktop computer with an Intel
Core i5 7600 @ 3.50 GHz (released in early 2017) and 8.00 GB of RAM running 64-bit Microsoft
Windows 10. The models were created using Gurobi’s Python environment in 64-bit Anaconda3
5.0.1 Jupyter.
5.1. Comparison of the models’ performance. In this subsection, we discuss the time
performance of Gurobi algorithms for solving the extended binary linear models.
In order to compare the performance of the three linear models, we consider 12 test cases each
containing 10 Baraba´si-Albert random graphs with various combinations of density and proportion
of negative edges.
Table 3
Comparison of the three binary linear models based on solve time (in seconds)
n m ρ m
−
m
Average Z∗ Solve time (s) mean ± SD
AND (Eq. 3.1) XOR (Eq. 3.2) ABS (Eq. 3.3)
60 539 0.3 0.3 157.4 1.13 ± 0.48 1.59 ± 0.3 0.84 ± 0.1
0.5 185.0 1.48 ± 0.56 2.95 ± 0.28 1.1 ± 0.19
0.7 172.9 1.07 ± 0.41 2.55 ± 0.8 0.84 ± 0.16
1 55.0 0.04 ± 0.01 0.04 ± 0.01 0.06 ± 0.02
884 0.5 0.3 262.4 1.4 ± 0.16 0.45 ± 0.08 0.41 ± 0.04
0.5 325.8 37.41 ± 11.53 27.09 ± 27.09 25.15 ± 8.46
0.7 329.4 36.73 ± 8.28 39.8 ± 7.82 30.44 ± 5.73
1 272.4 1 ± 0.17 0.77 ± 0.26 6.12 ± 4.61
70 741 0.3 0.3 217.0 4.07 ± 1.67 4.55 ± 0.77 1.52 ± 0.34
0.5 260.6 4.56 ± 0.89 12.28 ± 1.72 2.84 ± 0.46
0.7 248.0 2.94 ± 0.37 9.72 ± 2.32 1.87 ± 0.26
1 78.0 0.07 ± 0 0.05 ± 0.01 0.1 ± 0.03
1209 0.5 0.3 361.7 3.27 ± 0.34 0.76 ± 0.09 0.96 ± 0.1
0.5 460.4 471.18 ± 77.27 322.99 ± 112.29 324.72 ± 131.86
0.7 457.7 308.05 ± 130.31 369.14 ± 208.88 251.21 ± 96.75
1 382.2 4.07 ± 1.08 2.93 ± 1.31 20.67 ± 14.28
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The results in Table 3 show that the three models have similar performance in terms of solve
time. Comparing values of the same column, it can be seen that graphs with a higher density (more
edges variables) have to a longer solve time. For graphs of a given order and density, we observe
the shortest solve times for m−/m ∈ {0.3, 1} in most cases which are also associated with the two
smallest averages of Z∗.
5.2. Convergence of the models with an without the speed-up techniques. We in-
vestigate the algorithm convergence by running the three models with and without the speed-up
techniques for Erdo˝s-Re´nyi (ER) and Baraba´si-Albert (BA) random graphs with n = 100,m =
900,m− = 600 and plotting the upper and lower bounds over time. Figure 2 shows the upper and
lower bounds on a log scale and the vertical axes represent upper and lower bounds normalised by
dividing by the optimal solution.
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Fig. 2. Solve time and normalised bounds with and without the speed-up techniques for random graphs with
n = 100,m = 900,m− = 600 on a log scale (vertical axes show normalised upper and lower bounds.)
For the randomly generated Erdo˝s-Re´nyi graph in Subfigures 2a, 2b, and 2c, the solve times
of all three models without the speed-up techniques are over 12000 seconds (and in one case 33000
seconds). These solve times are reduced to less than 2800 seconds (and in one case 1400 seconds)
when the speed-up techniques are implemented.
Subfigures 2d, 2e, and 2f show a considerable solve time improvement for a randomly generated
Baraba´si-Albert graph. It takes 420 seconds (80 seconds) for the AND model and the ABS model
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to find the optimal solution without (with) the speed up techniques. The XOR model without
(with) the speed up techniques reaches optimality in 655 seconds (40 seconds).
5.3. Largest instances solvable in 10 hours. It might be also interesting to know the size
of the largest graph whose frustration index can be computed using an extended binary linear model
in a reasonable time. Two important factors must be taken into consideration while answering this
question: graph type and processing capacities.
As it was shown in subsection 4.4, the graph type has an impact on the the solve time. The
results in 2 show Baraba´si-Albert graphs have a shorter solve time compared to Erdo˝s-Re´nyi graphs
of the same size, order, and proportion of negative edges. Moreover, the numerical results in [4]
suggest that reaching optimality in real signed networks takes a considerably shorter time compared
to randomly generated signed networks, confirming the observations of [13,34].
Equally relevant to the size of the largest instance solvable in a given time, are the processing
capacities of the computer that runs the optimisation models. Gorubi algorithms make efficient
use of multiple processing cores for exploring the feasible space in parallel [30]. Besides, exploring
a large binary tree may require a considerable amount of memory which might be a determining
factor in solve time of some instances due to memory limits.
For a solve time within 10 hours on the current hardware configuration (Intel Core i5 7600 @
3.50 GHz and 8.00 GB of RAM), random graph instances should not be larger than 2000 edges.
Regarding real signed graphs which have regularities favouring Gurobi’s solver performance, graphs
with up to 30 000 edges are solvable (to global optimality) within 10 hours.
If we use more advanced processing capacities (32 Intel Xeon CPU E5-2698 v3 @ 2.30 GHz
processors and 32 GB of RAM), real signed graphs with up to 100 000 edges are solvable (to global
optimality) within 10 hours [5].
It should also be noted that in many cases, the branch and bound algorithm finds the globally
optimal solution in a fraction of the total solve time, but it takes more time and computations to
ensure the optimality. In particular, Subfigures 2a, 2b, and 2c show that a considerable proportion
of the solve time, ranging in 30% - 90%, is used for ensuring optimality after finding the globally
optimal solution. Based on this observation, one may consider using a non-zero mixed integer
programming gap to find solutions within a guaranteed proximity of the optimal solution even if
the instance has more than 100 000 edges.
6. Evaluating performance against the literature. In this section, we use both random
and real networks to evaluate not only the solve time, but also the output of our models against
other methods in the literature.
6.1. Solve time in random graphs. In this subsection, we compare the solve time of our
algorithm against other algorithms suggested for computing the frustration index. Besides [4],
our review of the literature finds only two methods claiming exact computation of the frustration
index [9, 34]. Brusco and Steinley suggested a branch and bound algorithm for minimising the
overall frustration (under a different name) for a predefined number of colours [9]. Hu¨ffner, Betzler,
and Niedermeier have suggested a data-reduction schemes and an iterative compression algorithm
for computing the frustration index [34].
Brusco and Steinley have reported running times for very small graphs with only up to n = 21
vertices. While, their exact algorithm fails to solve graphs as large as n = 30 in a reasonable
time [9], our binary linear models solve such instances in split seconds.
Hu¨ffner, Betzler, and Niedermeier have generated random graphs of order n with low densities
(ρ ≤ 0.04) to test their algorithm [34]. The largest of such random graphs solvable by their
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algorithm in 20 hours has n = 500 nodes. They also reported that only 3 out of 5 random graphs
with n ∈ {100, 200, 300, 400, 500} can be solved by their method in 20 hours. Our three binary
linear models solve all such instances in less than 100 seconds.
6.2. Solve time and algorithm output in real networks. In this section we use signed
network datasets from biology and international relations. The frustration index of biological
networks has been a subject of interest to measure the network distance to monotonicity [13,
35]. In international relations, the frustration index is used to measure distance to balance for a
network of countries [17]. In this section, the frustration index is computed in real biological and
international relations networks by solving the three binary linear models coupled with the two
speed-up techniques 4.2 – 4.3.
We use effective branching factor as a performance measure. If the solver explores b branch and
bound nodes to find the optimal solution of a model with v variables, the effective branching factor
is v
√
b. The most effective branching takes value 1 and is obtained when the solver only explores 1
branch and bound node to reach optimality.
6.2.1. Biological datasets. There are four signed biological networks analysed by [13] and
[35]. The epidermal growth factor receptor (EGFR) pathway [51] is a signed network with 779 edges.
The molecular interaction map of a macrophage (macro.) [50] is another well studied signed network
containing 1425 edges. We also investigate two gene regulatory networks, related to two organisms:
a eukaryote, the yeast Saccharomyces cerevisiae (yeast), [12] and a bacterium: Escherichia coli
(E.coli) [53]. The yeast and E.coli networks have 1080 and 3215 edges respectively. The datasets
for real networks used in this study are publicly available on the Figshare research data sharing
website [3]. For more details on the four biological datasets, one may refer to [35].
We use root node objective, Number of B&B nodes, effective branching factor, and solve time
as performance measures. The performance of three binary linear models can be compared based
on these measures in Table 4. Values for the running the models without the speed ups are provided
between parentheses.
Table 4
Performance measures for the three binary linear models with (and without) the speed-up techniques
Graph Root node objective Number of B&B nodes Effective branching factor
n,m AND XOR ABS AND XOR ABS AND XOR ABS
EGFR
329, 779
28.5
(13)
28.5
(13)
28.5
(13)
3
(91)
1
(25)
1
(47)
1.0010
(1.0041)
1
(1.0029)
1
(1.0027)
macro.
678, 1425
67
(53)
67
(53)
67
(53)
1
(199)
1
(1)
1
(456)
1
(1.0025)
1
(1)
1
(1.0022)
yeast
690, 1080
11.5
(0)
11.5
(0)
11.5
(0)
1
(7)
1
(1)
3
(7)
1
(1.0011)
1
(1)
1.0004
(1.0008)
E.coli
1461, 3215
130.5
(4)
130.5
(4)
130.5
(4)
31
(279)
3
(19)
36
(357)
1.0007
(1.0012)
1.0002
(1.0006)
1.0006
(1.0010)
DasGupta et al. have suggested approximation algorithms [13] that are later tested on the four
biological networks by [34]. Their approximation method provides 196 ≤ L(G)EGFR ≤ 219 which
our exact model proves to be incorrect. The bounds obtained by implementing DasGupta et al.
approximation are not incorrect for the other three networks, but they have very large gaps between
lower and upper bounds.
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Hu¨ffner, Betzler, and Niedermeier have previously investigated frustration in the four biological
networks suggesting a data-reduction schemes and (an attempt at) an exact algorithm [34]. Their
suggested data-reduction schemes can take more than 5 hours for yeast, more than 15 hours for
EGFR, and more than 1 day for macrophage if the parameters are not perfectly tuned. Besides the
solve time issue, their algorithm provides L(G)EGFR = 210, L(G)macrophage = 374, both of which
are incorrect. They report their algorithm failed to terminate for E.coli [34].
Iacono et al. have also investigated frustration in the four networks [35]. Their heuristic al-
gorithm provides upper and lower bounds for EGFR, macrophage, yeast, and E.coli with 96.37%,
90.96%, 100%, and 98.38% ratio of lower to upper bound respectively. The comparison of our
outputs against those reported in the literature is provide in Table 5.
Iacono et al. also suggest an upper bound for the frustration index [35, page 227]. However,
some values of the frustration index in complete graphs with all negative edges show that the
upper bound is incorrect (take a complete graph with 9 nodes and 36 negative edges which has a
frustration index of 16 while the bound suggested by [35] gives a value of 15). For a more detailed
discussion on bounds for the frustration index, one may refer to [4, 47].
Table 5
Algorithm output with (and without) the speed ups against the results reported in the literature
Author
Reference
DasGupta
et al. [13]
Hu¨ffner
et al. [34]
Iacono
et al. [35]
Aref
et al. [4]
AND
Eq. 3.1
XOR
Eq. 3.2
ABS
Eq. 3.3
EGFR [196, 219]* 210* [186, 193] 193 193 193 193
Macro. [218,383] 374* [302, 332] 332 332 332 332
Yeast [0, 43] 41 41 41 41 41 41
E.coli [0, 385] † [365, 371] 371 371 371 371
* incorrect results
† the algorithm does not converge
We also compare our solve times to the best results reported for heuristics and approximation
algorithms in the literature.
Hu¨ffner et al. have provided solve time results for their suggested algorithm [34] (if parameters
are perfectly tuned for each instance) as well as the algorithm suggested by DasGupta et al. [13].
Iacono et al. have only mentioned that their heuristic requires a fairly limited amount of time (a
few minutes on an ordinary PC [35]) that we conservatively interpret as 60 seconds. Table 6 sums
up the solve time comparison of our suggested models against the literature in which the values for
running our models without the speed up techniques are provided between parentheses. We can
also evaluate the order-of-magnitude improvements in solve time with respect to the differences in
computing hardware.
According to Moore’s law [48], the exponential increase in transistor density on integrated
circuits leads to computer power doubling almost every two years. Moore’s prediction has been
remarkably accurate from 1965 to 2013, while the actual rate of increase in computer power has
slowed down since 2013 [45].
Moore’s law ballpark figures allow us to compare computations executed on different hardware
from different years. We conservatively estimate a factor of 16 times for the improvements in
computer power between 2010 and 2018 to be attributable to hardware improvements. The solve
times of the slowest (fastest) model among AND, XOR, and, ABS in Table 6 show a factor of
improvement ranging between 30− 333 (81− 545) compared to the fastest solve time in 2010 [13,
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Table 6
Algorithm solve time in seconds with (and without) the speed ups against the results reported in the literature
Year 2010 2010 2010 2018 2018 2018 2018
Reference [13] [34] [35] [4] AND Eq. 3.1 XOR Eq. 3.2 ABS Eq. 3.3
EGFR 420 6480 >60 0.68 0.27 (0.82) 0.21 (0.67) 0.23 (0.66)
Macro. 2640 60 >60 1.85 0.34 (1.24) 0.26 (1.37) 0.49 (1.30)
Yeast 4620 60 >60 0.33 0.18 (0.45) 0.11 (0.28) 0.15 (0.39)
E.coli ‡ † >60 18.14 0.99 (1.91) 1.97 (4.73) 0.74 (1.86)
† the algorithm does not converge
‡ not reported
34,35]. This shows our solve time improvements are not merely resulted from hardware differences.
While data-reduction schemes [34] can take up to 1 day for these datasets and heuristic algo-
rithms [35] only provide bounds with up to 9% gap from optimality, our three binary linear models
equipped with the speed-up techniques (4.2 – 4.3) solve the four datasets to optimality in a few
seconds.
6.2.2. International relations datasets. We also compute the frustration index for two
datasets of international relations networks. In international relation networks, countries and their
relations are represented by nodes and edges of signed graphs. We use the Correlates of War
(CoW) [52] dataset which has 51 instances of networks with up to 1247 edges [17] and the United
Nations General Assembly (UNGA) [46] dataset which has 62 instances of networks with up to
15531 edges [25].
The CoW signed network dataset is constructed by Doreian and Mrvar [17] based on signed
international relations between countries in 1946-1999. They have also attempted to compute the
frustration index in the CoW dataset [17]. However, their procedure does not find the optimal
values in general. The values of L(G) we have obtained using our optimisation models prove the
values reported in [17] to be sub-optimal for all 51 time windows. Doreian and Mrvar have not
reported any solve time, but the solve times of our models for each instance of the CoW dataset is
≤ 0.1 seconds.
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Fig. 3. Solve times of AND, XOR, and ABS models tested on the UNGA instances
We also tested our three models on the UNGA instances. The UNGA dataset is based on voting
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on the UN resolutions In this dataset, instances refer to annual UNGA sessions between 1946 and
2008. Figure 3 shows the solve times instances of this dataset.
Figure 3 shows that most UNGA instances can be solved in less that 5 seconds using any of the
three models. The XOR and ABS models solve all UNGA instances in less than a minute, while
solving AND model for instance 21 and instance 25 take 75 and 118 seconds respectively. These
two harder instances have the highest values of the frustration index (L(G) = 616 and L(G) = 611
respectively) in the UNGA dataset.
7. Related works. Despite the lack of exact computational methods for the frustration index,
a closely related and more general problem in signed graphs has been investigated comprehensively.
According to Davis’s definition of generalised balance, a signed network is weakly balanced (k-
balanced) if and only if its vertex set can be partitioned into k subsets such that each negative
edge joins vertices belonging to different subsets [14]. The problem of finding the minimum number
of frustrated edges for general k (an arbitrary number of subsets) is referred to as the Correlation
Clustering problem.
For every fixed k, there is a polynomial-time approximation scheme for the correlation clustering
problem [28]. For arbitrary k, exact [9, 26] and heuristic methods [19, 41, 42] are developed based
on a mixed integer programming model [16]. Denoting the order of a graph by n, exact algorithms
fail for n > 21 [9] and n > 40 [26], while greedy algorithms [19] and local search heuristics [41] are
capable of providing good solutions for n ≈ 103 and n ≈ 104 respectively.
After extending the non-linear energy minimisation model to weak structural balance, Ma et
al. provided good solutions for the correlation clustering problem in networks with n ≈ 105 using
various heuristics [43, 44]. Esmailian et al. have also extended the work of Facchetti, Iacono, and
Altafini, focusing on the role of negative ties in signed graph clustering [20,21].
8. Extensions to the models. In this section we formulate two extensions to the 2-colour
minimum frustration count optimisation problem.
8.1. Weighted minimum frustration count optimisation problem. We extend the 2-
colour minimum frustration count optimisation problem for a graph with weights wij ∈ [−1, 1]
instead of the signs aij ∈ {−1, 1} on the edges. We call such a graph a weighted signed graph.
Taking insights from (3.4), the frustration of edge (i, j) ∈ E with weight wij can be represented
by fij = (1− wij)/2 + wij(xi + xj − 2xij) using the binary variables xi, xj , xij of the AND model
(3.1). Note that, the frustration of an edge in a weighted signed graph is a continuous variable in
the unit interval fij ∈ [0, 1].
min
xi:i∈V,xij :(i,j)∈E
Z =
∑
(i,j)∈E
(1− wij)/2 + wij(xi + xj − 2xij)
s.t. wijxij ≤ (3wij − 1)(xi + xj)/4 + (1− wij)/2 ∀(i, j) ∈ E
xi ∈ {0, 1} ∀i ∈ V
xij ∈ {0, 1} ∀(i, j) ∈ E
(8.1)
Note that, aijxij ≤ (3aij − 1)(xi + xj)/4 + (1− aij)/2 embodies all constraints for edge (i, j)
in the AND model regardless of the edge sign. Similarly, the constraints of the AND model can be
represented using weights wij . The weighted minimum frustration count optimisation problem can
be formulated as a binary linear programming model in (8.1). We have generated random weighted
signed graphs to test the model in (8.1). Our preliminary results show that the weighted version
of the problem (8.1) is solved faster than the original model for signed graphs (3.1).
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8.2. Multi-colour minimum frustration count optimisation problem. We formulate
another extension to the 2-colour minimum frustration count optimisation problem by allowing
more than 2 colours to be used. As previously mentioned in Section 7 a signed network is weakly
balanced if and only if its vertex set can be partitioned into k subsets (for some fixed k ≥ 2) such
that each negative edge joins vertices belonging to different subsets [14]. The harder problem of
finding the minimum number of frustrated edges where k is not specified in advance (an arbitrary
number of node colours) is referred to as the Correlation Clustering problem. Figure 4 demonstrates
an example graph and the frustrated edges for various numbers of colours. Subfigure 4d shows
that the graph is weakly balanced. As mentioned in Section 7, another integer linear programming
formulation for the correlation clustering problem is suggested by [16] which is widely used in the
literature [19,26,41].
1 2
0 3
(a) An example graph
with n = 4, m− = 4,
m+ = 1
1 2
0 3
(b) One colour result-
ing in four frustrated
edges
1 2
0 3
(c) Two colours result-
ing in one frustrated
edge
1 2
0 3 Negative frustrated edge
Positive frustrated edge
Negative edge
Positive edge
(d) Three colours resulting in no frustrated
edge
Fig. 4. The frustrated edges represented by dashed lines for the multi-colour minimum frustration count opti-
misation problem.
In the multi-colour minimum frustration count optimisation problem, each node may be given
one of a set of colours C = {1, 2, 3, ..., k := |C|}. Assume ci ∈ C is the colour of node i. We
consider that a positive edge (i, j) ∈ E+ is frustrated (indicated by fij = 1) if its endpoints i
and j are coloured differently, i.e., ci 6= cj ; otherwise it is not frustrated (indicated by fij = 0). A
negative edge (i, j) ∈ E− is frustrated (indicated by fij = 1) if ci = cj ; otherwise it is not frustrated
(indicated by fij = 0). This gives rise to the optimisation problem in Eq. (8.2).
(8.2) min
(c1,c2,...,c|V |)∈C|V |
∑
(i,j)∈E
fij
Using binary variables xic = 1 if node i ∈ V has colour c ∈ C (and xic = 0 otherwise), we formulate
this as the following integer programming model in Eq. (8.3).
min
∑
(i,j)∈E
fij
s.t.
∑
c∈C
xic = 1 ∀i ∈ V
fij ≥ xic − xjc ∀(i, j) ∈ E+, ∀c ∈ C
fij ≥ xic + xjc − 1 ∀(i, j) ∈ E−, ∀c ∈ C
xic ∈ {0, 1} ∀i ∈ V, ∀c ∈ C
fij ∈ {0, 1} ∀(i, j) ∈ E
(8.3)
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If we have just two colours, then we use xi ∈ {0, 1} to denote the colour of node i. This gives
the XOR model expressed in Eq. (3.2). Solving the problem in (8.2) provides us with the minimum
number of frustrated edges in the k-color setting. This number determines how many edges should
be removed to make the network k-balanced.
9. Conclusion. In this study, we provided an efficient method for computing a standard
measure in signed graphs which has many applications in different disciplines. The present study
suggested efficient mathematical programming models and speed-up techniques for computing the
frustration index in graphs with up to 15000 edges on inexpensive hardware.
We developed three new binary optimisation models which outperform previous methods by
large factors. We also suggested prioritised branching and valid inequalities which make the lin-
ear optimisation models up to 9 times faster than recently developed models [4] and capable of
processing relatively large instances.
Extensive numerical results on random and real networks were provided to evaluate computa-
tional performance and underline the superiority of our models in both solve time and algorithm
output. We also provided two extensions to the model for future investigation.
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