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In [2, 3, 4] an algorithm was presented that returns closed form solutions for second order linear difference operators with polynomial coefficients. This algorithm was implemented as a Maple package solver. Closed form solutions are understood here as linear combinations of elementary and special functions over C(n). An example for a closed form solution would be 2 n Γ(n)(L n (x) + n 2 L n+1 (x)) where L n (x) denotes the nth Laguerre polynomial. In this work we extend the previous algorithm to find closed form solutions of third order linear difference operators in terms of second order linear difference operators.
More precisely, we are looking for solutions that are (finite) sums of squares in order to apply the procedure for proving positivity of a given (third order) sequence. The problem setting here is: given a sequence only in terms of its defining recurrence relation, show that for all n ∈ N its elements are positive. An existing approach [5, 7] uses Cylindrical Algebraic Decomposition (CAD) and, if terminating, returns either "true" or "false". Whereas a negative answer also provides a concrete counter-example, the answer "true" does not give any certificate or further insight.
Our procedure needs the same kind of input, but, if successful, returns a representation that allows to easily verify positivity by hand. Let a n be a given sequence satisfying a third order recurrence relation. Then we consider the following two cases: either find a closed form solution of the type a n = j c j b 2 j , or as a finite linear combination a n = c 0 b
Then it remains to check positivity of the coefficients c k (e.g., by CAD). In the following, let τ denote the shift operator acting on n by sending n → n + 1 and let C(n)[τ ] be a ring of difference operators.
The existing algorithm
Next we briefly summarize the scope and main idea of solver. Given a second order operator L 1 ∈ C(n)[τ ] the aim is to reduce it to an operator L 2 ∈ C(n)[τ ] for which the solution space is known. This reduction can be made by a bijective map, called GT-transformation, that sends solutions of L 2 to solutions of L 1 . If a closed form solution of L 2 is known, then by means of this transformation a solution of L 1 can be constructed. In order to identify the given L 1 with an operator L 2 with known solutions, certain data that is invariant under GT-transformations needs to be computed. This invariant data (also called local data) are generalized exponents and valuation growth, for details see [2, 4] . Gegenbauer polynomials C . A table TB of base equations has been assembled that contains a collection of second order operators in parametrized form including the invariant data with known solutions. This table has been assembled using classical equations from the literature [1] , or by generating them using existing algorithms.
Summarizing, for an input operator, solver computes the invariant data and based on this data searches for possible candidates in TB and computes the corresponding parameter values. Finally, it checks whether there is a transformation and, if so, it computes the transformation. As a result, it returns a closed form solution of the input operator by applying the transformations to the known solutions from the database.
The extension solver2 covers third order difference operators, where the main steps of the algorithm are as in solver, but it aims at finding solutions in terms of symmetric squares that are defined as follows. If u is a solution of K then u 2 is a solution of K 2 and the symmetric square of K can be computed from K. The relation between third order operators and symmetric squares of second order operators is stated next.
For the extended algorithm a new table TB 2 has been built, whose entries are the symmetric squares of the operators in TB. If a given third order linear difference operator L can be reduced to K 2 in TB 2 , then it will have a closed form solution in terms of (sums of) squares. Either positivity follows trivially from this representation by positivity of the coefficients, or at least further insight in the problem was gained that allows to apply further methods like, e.g., [6] or classical approaches. Since the entries in the table cover all common sequences in general parametrized form, the procedure is fairly complete.
The algorithm for computing GT-transformation that was used in solver is not suitable for computing GTtransformations for higher order operators. This part was replaced by the new algorithm Hom developed by Yongjae Cha and Mark van Hoeij that will be described in a forthcoming paper.
