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A FLOW METHOD FOR THE DUAL ORLICZ-MINKOWSKI
PROBLEM
YANNAN LIU JIAN LU
Abstract. In this paper the dual Orlicz-Minkowski problem, a generalization of
the Lp dual Minkowski problem, is studied. By studying a flow involving the Gauss
curvature and support function, we obtain a new existence result of solutions to
this problem for smooth measures.
1. Introduction
As important developments of the classical Brunn-Minkowski theory in convex
geometry, the Orlicz-Brunn-Minkowski theory and the dual Orlicz-Brunn-Minkowski
theory are developing rapidly in recent years. They have attracted great attention
from many researchers, see for example [11, 20, 22, 27, 29, 30, 32, 33, 34, 36, 43, 45,
51, 53, 55, 56, 58, 60, 63, 66, 69] and references therein. In the recent groundbreaking
work [33], Huang, Lutwak, Yang and Zhang introduced dual curvature measures and
found their associated variational formulas for the first time. These new curvature
measures were proved to connect two different known measures, namely cone-volume
measure and Alexandrov integral curvature. Then the dual curvature measures were
extended into the Lp case in [57]. The so called Lp dual curvature measures partially
unified various measures in the Lp Brunn-Minkowski theory and the dual Brunn-
Minkowski theory. Very recently, the Lp dual curvature measures were developed to
the Orlicz case [21, 23], which unified more curvature measures and were named dual
Orlicz curvature measures. These curvature measures are of central importance in
the dual Orlicz-Brunn-Minkowski theory, and the corresponding Minkowski problems
are called the dual Orlicz-Minkowski problems.
Let ϕ : (0,+∞) → (0,+∞) and G : Rn\0 → (0,+∞) be two given continuous
functions. For a convex body K ⊂ Rn with the origin 0 ∈ K, the dual Orlicz
curvature measure of K is defined as
C˜ϕ,G(K,E) :=
1
n
∫
α
∗
K
(E)
ϕ(hK(αK(u)))G(ρK(u)u)ρ
n
K(u)
hK(αK(u))
du
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for each Borel set E ⊂ Sn−1, where α∗K is the reverse radial Gauss image, αK is
the radial Gauss map, hK is the support function and ρK is the radial function.
See the next section for more details. For convenience, we here have used a slightly
different notation in the definition of C˜ϕ,G(K, ·) from that of [21, 23]. The dual Orlicz-
Minkowski problem asks what are the necessary and sufficient conditions for a Borel
measure µ on the unit sphere Sn−1 to be a multiple of the dual Orlicz curvature
measure of a convex body K. Namely, this problem is to find a convex body K ⊂ Rn
such that
(1) c dC˜ϕ,G(K, ·) = dµ on S
n−1
for some positive constant c.
When the Radon-Nikodym derivative of µ with respect to the spherical measure on
S
n−1 exists, namely dµ = 1
n
f dx for a non-negative integrable function f , the equation
(1) is reduced into
(2) c ϕ(hK)G(∇hK) det(∇
2hK + hKI) = f on S
n−1,
where ∇ is the covariant derivative with respect to an orthonormal frame on Sn−1,
I is the unit matrix of order n − 1, and ∇hK(x) := ∇hK(x) + hK(x)x is the point
on ∂K whose outer unit normal vector is x ∈ Sn−1. This is a Monge-Ampe`re type
equation. When both ϕ and G are constant functions, Eq. (1) or Eq. (2) is just the
classical Minkowski problem.
When ϕ(s) = s1−p and G(y) = |y|q−n, the dual Orlicz curvature measure C˜ϕ,G(K, ·)
is reduced into the (p, q)-th dual curvature measure C˜p,q(K, ·) defined in [57]. Corre-
spondingly, equation (1) or equation (2) will become into
(3) dC˜p,q(K, ·) = dµ on S
n−1
or
(4) h1−pK |∇hK |
q−n det(∇2hK + hKI) = f on S
n−1
respectively. Here the constant c can be merged into hK because of the homoge-
neousness of C˜p,q. Eq. (3) or Eq. (4) is just the Lp dual Minkowski problem. Many
important Minkowski type problems are special cases of the Lp dual Minkowski
problem. When q = n, Eq. (3) is the Lp Minkowski problem, which includes
the logarithmic Minkowski problem (p = 0) and the centroaffine Minkowski prob-
lem (p = −n). The Lp Minkowski problem has been extensively studied, see e.g.
[5, 7, 8, 15, 17, 28, 32, 36, 39, 40, 41, 47, 48, 49, 50, 52, 54, 67, 68] and Schnei-
der’s book [59], and corresponding references therein. When p = 0, Eq. (3) is the
dual Minkowski problem, which was first introduced by [33] and then studied by
[6, 14, 29, 31, 42, 64, 65]. Note that Eq. (3) also contains the Alexandrov problem [1]
(p = 0 and q = 0), which is the prescribed Alexandrov integral curvature problem.
After the Lp dual Minkowski problem was first proposed in [57], several existence
results of solutions were established in [4, 12, 35]. Huang and Zhao [35] proved the
existence of solutions for general measure µ when p > 0 and q < 0, for even µ when
2
pq > 0 and p 6= q, and for smooth f when p > q. Chen, Huang and Zhao [12] studied
the smooth case when f is even and pq ≥ 0. Bo¨ro¨czky and Fodor [4] proved the
existence of solutions for general measure µ when p > 1 and q > 0. Their existence
results for the non-even case can be stated as the following two theorems. For a
general measure µ, we have
Theorem A. (1) [35, Theorem 1.2]. Let p > 0, q < 0, and µ be a non-zero finite
Borel measure on Sn−1. There exists a convex body K ⊂ Rn containing the origin in
its interior such that Eq. (3) holds if and only if µ is not concentrated on any closed
hemisphere.
(2) [4, Theorem 1.2]. Let p > 1, q > 0, and µ be a finite Borel measure on Sn−1
that is not concentrated on any closed hemisphere. Then there exists a convex body
K ⊂ Rn containing the origin such that Eq. (3) holds when p 6= q or holds up to a
positive constant when p = q.
And for a function f , there is
Theorem B ([35, Theorem 1.5]). Suppose p > q. For any given positive function
f ∈ Cα(Sn−1) with α ∈ (0, 1), there exists a unique solution hK ∈ C
2,α(Sn−1) to Eq.
(4). If f is smooth, then the solution is also smooth.
In this paper we mainly consider the existence of solutions to the dual Orlicz-
Minkowski problem. Our purpose is to extend Theorems A and B to Eq. (1) or Eq.
(2). Very recently, Gardner et al. provided a sufficient condition for the existence
of solutions to Eq. (1), which contained Theorem A (1) as a special case, see [21,
Theorem 6.4]. In the sequel [23], they obtained another existence result about Eq.
(1), which contained Theorem A (2) as a special case, see [23, Theorem 6.3]. To the
best of our knowledge, there is no other existence result about Eq. (1) or Eq. (2).
In this paper we extend Theorem B to the dual Orlicz-Minkowski problem. Namely
we obtain the following
Theorem 1. Suppose α ∈ (0, 1), ϕ ∈ Cα(0,+∞), and G ∈ C1(Rn\0). For any given
positive function f ∈ Cα(Sn−1) satisfying
(5) lim sup
s→+∞
[
ϕ(s)max
|y|=s
G(y)sn−1
]
< f < lim inf
s→0+
[
ϕ(s)min
|y|=s
G(y)sn−1
]
,
there exists a solution hK ∈ C
2,α(Sn−1) to Eq. (2) with c = 1. If ϕ, G and f are
smooth, then the solution is also smooth.
One can see that Theorem 1 applies to the situation when ϕ(s) = s1−p, G(y) =
|y|q−n, p > q, and f > 0, which recovers Theorem B. In the dual Orlicz-Minkowski
problem, the constant c in Eq. (1) or Eq. (2) is not known and can not be set to 1
in general, see [21, 23]. The equation of the Orlicz-Minkowski problem also contains
a constant c which is not equal to 1 in general, see [26, 30, 38]. Note that in our
Theorem 1, we can require c = 1 in Eq. (2). This is an advantage of the flow method
used in our proof, compared to the usual variational method.
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Theorem B was proved by the continuity method in [35], for which the uniqueness
of solution to Eq. (4) is crucial. However solutions to the dual Orlicz-Minkowski
problem may be not unique in general. One can easily construct examples when f is
a constant function in Eq. (2). We may need to impose strong restrictions on ϕ and
G to obtain the uniqueness, see our discussion Theorem 3 for G(y) = G(|y|) and see
also [23, Theorem 6.5]. Due to the lack of uniqueness of Eq. (2) in Theorem 1, the
continuity method is no longer applicable to prove Theorem 1. Instead, we use a flow
method involving the Gauss curvature and support function.
Let M0 be a smooth, closed, uniformly convex hypersurface in Euclidean space
R
n enclosing the origin. Suppose that M0 is given by a smooth embedding X0 :
S
n−1 → Rn. In this paper we study the long-time existence and convergence of a
family of hypersurfaces {Mt} given by smooth maps X(·, t) : S
n−1 → Rn satisfying
the following flow equation:
∂X
∂t
(x, t) = −f(ν)K
〈X, ν〉
G(X)ϕ(〈X, ν〉)
ν +X(x, t),
X(x, 0) = X0(x),
(6)
where 〈·, ·〉 is the standard inner product in Rn, K is the Gauss curvature of the
hypersurface Mt at X , and ν is the unit outer normal vector of Mt at X .
The geometric flow generated by the Gauss curvature was first studied by Firey
[18] to describe the shape of a tumbling stone. Since then, various Gauss curvature
flows have been extensively studied, see e.g. [2, 3, 9, 10, 13, 16, 19, 24, 25, 37, 61, 62]
and references therein. Our flow (6) is inspired by [46] in which a flow was used to
study the dual Minkowski problem. However flow (6) is more complicated than that
in [46], since it involves two more functions ϕ and G. Note G is a function of X
other than |X|, which needs more efforts to deal with when estimating the principal
curvatures of Mt.
In this paper, we obtain the long-time existence and convergence of the flow (6).
Theorem 2. Let M0 be a smooth closed uniformly convex hypersurface in Euclidean
space Rn enclosing the origin. Assume f, ϕ,G are smooth and satisfy the condition
(5). Then flow (6) has a smooth solution Mt for all time t > 0, and a subsequence of
Mt converges in C
∞ to a positive, smooth, uniformly convex solution to Eq. (2) with
c = 1.
This paper is organized as follows. In section 2, we give some basic knowledge
about convex bodies and flow (6). In section 3, the long-time existence of flow (6)
will be proved. The main difficulties in deriving long-time existence are to obtain
uniform positive upper and lower bounds for support function and principal curva-
tures along the flow. By choosing proper auxiliary functions, the bounds of principal
curvatures are obtained after delicate computations. Then long-time existence follows
by standard arguments. In section 4, by considering a related geometric functional,
which is decreasing along the flow, we can prove that the smooth solution of flow (6)
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can converge for a subsequence to a smooth solution of Eq. (2) with c = 1. This com-
pletes the proof of Theorem 2. Then Theorem 1 follows by a simple approximation.
At last, we provide a uniqueness result about (2) in a special case.
2. Preliminaries
2.1. Convex body. Let Rn be the n-dimensional Euclidean space, and Sn−1 be the
unit sphere in Rn. Assume M is a smooth closed uniformly convex hypersurface in
R
n. Without loss of generality, we may assume that M encloses the origin. The
support function h of M is defined as
h(x) := max
y∈M
〈y, x〉, x ∈ Sn−1.
And the radial function ρ of M is given by
ρ(u) := max {λ > 0 : λu ∈M} , u ∈ Sn−1.
We see that ρ(u)u ∈M . Denote by νM the Gauss map of M . Then the radial Gauss
map αM is defined as
αM(u) := νM(ρ(u)u) for u ∈ S
n−1.
And the reverse radial Gauss map α∗M is given by
α∗M(x) :=
{
u ∈ Sn−1 : ρ(u)u ∈ ν−1M (x)
}
.
For any Borel set E ⊂ Sn−1 and any bounded integrable function g : Sn−1 → R, we
have
(7)
∫
α∗
M
(E)
g(u) du =
∫
E
g(α∗M(x))h(x)ρ(α
∗
M (x))
−n det(∇2h + hI)(x) dx.
Note that
ρ(u)u = (∇h)(αM(u)), u ∈ S
n−1.
Then we easily see that equations (1) and (2) are equivalent. One can consult [33]
for more details.
2.2. Curvature flow. Suppose that M is parametrized by the inverse Gauss map
X : Sn−1 → M , namely X(x) = ν−1M (x). The support function h of M can be
computed by
h(x) = 〈x,X(x)〉, x ∈ Sn−1.(8)
Here one can see x is the outer normal of M at X(x). Let eij be the standard metric
of the sphere Sn−1 and ∇ be the gradient on Sn−1. Differentiating (8), we have
∇ih = 〈∇ix,X(x)〉+ 〈x,∇iX(x)〉.
Since ∇iX(x) is tangent to M at X(x), we have
∇ih = 〈∇ix,X(x)〉.
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It follows that
(9) X(x) = ∇h + hx.
By differentiating (8) twice, the second fundamental formAij ofM can be computed
in terms of the support function, see for example [61],
Aij = ∇ijh+ heij ,(10)
where ∇ij = ∇i∇j denotes the second order covariant derivative with respect to eij .
The induced metric matix gij of M can be derived by Weingarten’s formula,
eij = 〈∇ix,∇jx〉 = AikAljg
kl.(11)
The principal radii of curvature are the eigenvalues of the matrix bij = A
ikgjk. When
considering a smooth local orthonormal frame on Sn−1, by virtue of (10) and (11),
we have
bij = Aij = ∇ijh+ hδij .(12)
We will use bij to denote the inverse matrix of bij . The Gauss curvature of X(x) ∈M
is given by
K(x) = (det (∇ijh+ hδij))
−1.
From the evolution equation of X(x, t) in (6), we derive the evolution equation of
the corresponding support function h(x, t):
(13)
∂h(x, t)
∂t
= −f(x)K(x, t)
h
G(∇h + hx)
1
ϕ(h)
+ h(x, t), x ∈ Sn−1.
A self-similar solution of this flow is just equation (2).
Note that M can be represented by its radial function, namely
M = {ρ(u)u : u ∈ Sn−1}.
It is easy to see that the outer normal vector ν = x(u) at ρ(u)u ∈M is given by
ν =
ρ(u)u−∇ρ√
ρ2 + |∇ρ|2
.
And the induced metric and the second fundamental form ofM can also be computed
according to the radial function, see for example [24].
Denote the radial function of Mt by ρ(u, t). From (9), u and x are related by
ρ(u)u = ∇h(x) + h(x)x.(14)
Let x = x(u, t), by (14), we have
log ρ(u, t) = log h(x, t)− log x · u.
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Differentiating the above identity, we have
1
ρ(u, t)
∂ρ(u, t)
∂t
=
1
h(x, t)
(∇h ·
∂x(u, t)
∂t
+
∂h(x, t)
∂t
)−
1
u · x
u ·
∂x(u, t)
∂t
=
1
h(x, t)
∂h(x, t)
∂t
+
1
h(x, t)
(∇h− ρ(u, t)u) ·
∂x(u, t)
∂t
=
1
h(x, t)
∂h(x, t)
∂t
.
The evolution equation of radial function then follows from (13),
(15)
∂ρ(u, t)
∂t
= −fK(u, t)
ρ
G(ρ, u)
1
ϕ(h)
+ ρ(u, t),
where K(u, t) denotes the Gauss curvature at ρ(u, t)u ∈Mt and f takes value at the
normal vector x(u, t). Here and after, we sometimes also write G(X) = G(ρ, u) for
convenience.
3. Long-time existence of the flow
In this section, we will give a priori estimates about support function and obtain
the long-time existence of the flow (6).
We begin with the estimate of the upper and lower bounds of h.
Lemma 1. Let h be a smooth solution of (13) on Sn−1×[0, T ), and f, ϕ,G are smooth
functions satisfying (5), then
1
C
≤ h(x, t) ≤ C,
where C is a positive constant depending on max
Sn−1
h(x, 0), min
Sn−1
h(x, 0), max
Sn−1
f(x), min
Sn−1
f(x),
lim sup
s→+∞
[
ϕ(s)max
|y|=s
G(y)sn−1
]
and lim inf
s→0+
[
ϕ(s)max
|y|=s
G(y)sn−1
]
.
Proof. Suppose max
Sn−1
h(x, t) is attained at x0 ∈ Sn−1, then at x0, we have
∇h = 0, ∇2h ≤ 0, ρ = h,
and
∇2h+ hI ≤ hI.
So at x0,
∂h
∂t
= −f(x)K(x)
h
G(ρ, u)
1
ϕ(h)
+ h
≤ −f(x)
1
G(h, u)hn−1
h
ϕ(h)
+ h
=
1
G(h, u)hn−2ϕ(h)
(G(h, u)hn−1ϕ(h)− f(x))
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Let A = lim sup
s→+∞
[
ϕ(s)max
|y|=s
G(y)sn−1
]
. By (5), ε = 1
2
(min
Sn−1
f(x) − A) is positive and
there exists a positive constant C1 > 0 such that
G(h, u)hn−1ϕ(h) < A + ε
for h > C1. It follows that
G(h, u)hn−1ϕ(h)− f(x) < A + ε−min
Sn−1
f(x) < 0,
from which we have
∂h
∂t
< 0
at maximal points. So
h ≤ max{C1,max
Sn−1
h(x, 0)}.
Similarly, we can estimate min
Sn−1
h(x, t). Suppose minSn−1 h(x, t) is attained at x
1,
then at this point,
∇h = 0, ∇2h ≥ 0, ρ = h,
and
∇2h+ hI ≥ hI.
And at x1,
∂h
∂t
= −f(x)K(x)
h
G(ρ, u)
1
ϕ(h)
+ h
≥ −f(x)
1
G(h, u)hn−1
h
ϕ(h)
+ h
=
1
G(h, u)hn−2ϕ(h)
(G(h, u)hn−1ϕ(h)− f(x)).
Let A = lim inf
s→0+
[
ϕ(s)max
|y|=s
G(y)sn−1
]
. By (5), ε = 1
2
(A − max
Sn−1
f(x)) is positive and
there exists some positive constant C2 > 0 such that
G(h, u)hn−1ϕ(h) > A− ε
for h < C2. It follows by (5)
G(h, u)hn−1ϕ(h)− f(x) > A− ε−max
Sn−1
f(x) > 0,
which shows that
∂h
∂t
> 0
at minimal points. Hence
h ≥ min{C2,min
Sn−1
h(x, 0)}.
The proof of the lemma is completed. 
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Corollary 1. Let h be a smooth solution of (13) on Sn−1 × [0, T ), and f, ϕ,G are
smooth functions satisfying (5). Then we have
|∇h(x, t)| ≤ C, ∀(x, t) ∈ Sn−1 × [0, T ),(16)
where C is the same positive constant as in Lemma 1.
Proof. By (14), we know that
min
Sn−1
h(x, t) ≤ ρ(u, t) ≤ max
Sn−1
h(x, t),
and
ρ2 = h2 + |∇h|2.
These facts together with Lemma 1 imply the result. 
Next we will establish the uniform upper and lower bounds for the principal cur-
vatures of the flow (6). We first derive an upper bound for the Gauss curvature. For
convenience, we write
F = f(x)K(x)
h
G(∇h + hx)
1
ϕ(h)
.
In this section, we take a local orthonormal frame {e1, · · · , en−1} on S
n−1 such that
the standard metric on Sn−1 is {δij}. The local coordinate of a point x in S
n−1 is
denoted by x = (x1, · · · , xn−1). Double indices always mean to sum from 1 to n− 1.
By Lemma 1 and Corollary 1, if h is a smooth solution of (13) on Sn−1× [0, T ), and
f, ϕ,G are smooth functions satisfying (5), then along the flow for [0, T ), ∇h + hx
and h are smooth functions whose ranges are within some bounded domain Ω[0,T ) and
bounded interval I[0,T ) respectively. Here Ω[0,T ) and I[0,T ) depend only on the upper
and lower bounds of h on [0, T ).
Lemma 2. Let h be a smooth solution of (13) on Sn−1×[0, T ), and f, ϕ,G are smooth
functions satisfying (5). Then on Sn−1 × [0, T ),
K(x, t) ≤ C,
where C is a positive constant depending on ‖f‖C0(Sn−1), ‖ϕ‖C1(I[0,T )), ‖G‖C1(Ω[0,T ))
and ‖h‖C1(Sn−1×[0,T )).
Proof. Consider the following auxiliary function
Q(x, t) =
1
h− ε0
(F − h),
where ε0 is a positive constant satisfying
ε0 < min
Sn−1×[0,T )
h(x, t).
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Recall that F = f(x)K(x)h
G(∇h+hx)ϕ(h)
, then by Lemma 1 and Corollary 1 , the upper bound of
K(x, t) follows from that of Q(x, t). Hence we only need to derive the upper bound
of Q(x, t). First we compute the evolution equation of Q(x, t). Note that
∇iQ =
Fi − hi
h− ε0
−
F − h
(h− ε0)2
hi,
∇ijQ =
Fij − hij
h− ε0
−
(Fi − hi)hj
(h− ε0)2
−
(Fj − hj)hi + (F − h)hij
(h− ε0)2
+ 2
(F − h)hihj
(h− ε0)3
=
Fij − hij
h− ε0
−
(F − h)hij
(h− ε0)2
−
∇iQhj
h− ε0
−
∇jQhi
h− ε0
,
and
∂Q
∂t
=
Ft − ht
h− ε0
+
h2t
(h− ε0)2
=
Ft
h− ε0
+Q +Q2.
The evolution equation of Q(x, t) is given by
∂Q
∂t
− Fbij∇ijQ =
1
h− ε0
(Ft − Fb
ijFij) +Q+Q
2
+ (Q+ 1)
Fbijhij
h− ε0
+
∇iQFb
ijhj
h− ε0
+
∇jQFb
ijhi
h− ε0
.
Now, we need to compute the evolution equation of F .
Ft =
hf(x)
G(∇h + hx)ϕ(h)
∂K
∂t
+K(x, t)f(x)
∂
∂t
(
h
G(∇h+ hx)ϕ(h)
)
= −Fbij(hij + δijh)t +K(x, t)f(x)
∂
∂t
(
h
G(∇h+ hx)ϕ(h)
)
= −Fbij(ht)ij − Fb
ijδijht +K(x, t)f(x)
∂
∂t
(
h
G(∇h+ hx)ϕ(h)
)
= −Fbij(−F + h)ij − Fb
ijδijht +K(x, t)f(x)
∂
∂t
(
h
G(∇h+ hx)ϕ(h)
)
= FbijFij − Fb
ijbij + F
2bijδij + K(x, t)f(x)
∂
∂t
(
h
G(∇h+ hx)ϕ(h)
),
where we have used the fact
∂K
∂bij
= −Kbij .(17)
Therefore we have
∂F
∂t
− Fbij∇ijF = −F (n− 1) + F
2bijδij +K(x, t)f(x)
∂
∂t
(
h
G(∇h + hx)ϕ(h)
).
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At a spatial maximal point of Q(x, t), if we take an orthonormal frame such that bij
is diagonal, we have
∂Q
∂t
− biiF∇iiQ
≤
1
h− ε0
(Ft − b
iiF∇iiF ) +Q+Q
2 +
Fbiihii
h− ε0
+
(F − h)Fbiihii
(h− ε0)2
=
1
h− ε0
(−Fbiibii + F
2biiδii +K(x, t)f(x)
∂
∂t
(
h
G(∇h+ hx)ϕ(h)
)) +Q+Q2
+
Fbii(bii − hδii)
h− ε0
+
QFbii(bii − hδii)
h− ε0
=
F 2
h− ε0
∑
i
bii + Q+Q2 +
1
h− ε0
K(x, t)f(x)
∂
∂t
(
h
G(∇h+ hx)ϕ(h)
)
−
hF
h− ε0
∑
i
bii +
QF (n− 1)
h− ε0
−
QFh
h− ε0
∑
i
bii
≤ FQ(1−
h
h− ε0
)
∑
i
bii + C1Q+ C2Q
2
+
1
h− ε0
K(x, t)f(x)
∂
∂t
(
h
G(∇h + hx)ϕ(h)
).
From the evolution equation of (6), we have
∂G
∂t
= 〈∇G, ∂tX〉
= 〈∇G,−Fν +X〉
= −F 〈∇G, ν〉+ 〈∇G,X〉,
where ∇ is the standard metric on Rn.
Now, we have
∂
∂t
(
h
G(∇h+ hx)ϕ(h)
) =
1
Gϕ
ht −
h
G2ϕ2
(ϕ
∂G
∂t
+G
∂ϕ
∂t
)
=
1
Gϕ
ht −
hϕ′
Gϕ2
ht −
h
G2ϕ
∂G
∂t
≤ cQ(h− ε0) + c,
where ϕ′ denotes ∂ϕ(s)
∂s
, and c is a positive constant depending on ‖ϕ‖C1(I[0,T )), ‖G‖C1(Ω[0,T ))
and ‖h‖C1(Sn−1×[0,T )).
For a Q large enough, by Lemma 1 and Corollary 1, it is easy to see
1
C0
K ≤ Q ≤ C0K,
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and ∑
i
bii ≥ (n− 1)K(x)
1
n−1 .
Hence if we take ε0 as a positive constant satisfying ε0 < minSn−1×(0,+∞) h(x, t), then
for Q large,
∂Q
∂t
≤ C1Q
2(C2 − ε0Q
1
n−1 ) < 0.
Now the upper bound of K(x, t) follows. 
Next we will estimate the lower bound of principal curvatures. It is equivalent to
estimate the upper bound of the eigenvalues of matrix {bij} w.r.t. {δij}.
Lemma 3. Let h be a smooth solution of (13) on Sn−1×[0, T ), and f, ϕ,G are smooth
functions satisfying (5), then the principal curvature κi for i = 1, · · · , n− 1 satisfies
κi ≥ C,
where C is a positive constant depending on ‖f‖C2(Sn−1), ‖ϕ‖C2(I[0,T )), ‖G‖C2(Ω[0,T ))
and ‖h‖C1(Sn−1×[0,T )).
Proof. Consider the auxiliary function
w(x, t) = log λmax(bij)−A log h+B|∇h|
2,
where A,B are constants to be determined. λmax is the maximal eigenvalue of bij .
For any fixed t, we assume that max
Sn−1
w(x, t) is attained at p ∈ Sn−1. At p, we take
an orthogonal frame such that bij(p, t) is diagonal and λmax(p, t) = b11(p, t).
Now we can write w(x, t) as
w(x, t) = log b11 −A log h+B|∇h|
2.
First, we compute the evolution equation of w. Note that
∂ log b11
∂t
− biiF∇ii log b11 = b
11(
∂b11
∂t
− Fbii∇iib11) + Fb
ii(b11)2(∇ib11)
2,
∂ log h
∂t
− biiF∇ii log h =
1
h
(
∂h
∂t
− Fbii∇iih) +
Fbiih2i
h2
,
∂|∇h|2
∂t
− biiF∇ii|∇h|
2 = 2hk(
∂hk
∂t
− Fbii∇iihk)− 2Fb
iih2ii,
we have
∂w
∂t
− Fbii∇iiw = b
11(
∂b11
∂t
− Fbii∇iib11) + Fb
ii(b11)2(∇ib11)
2
−
A
h
(
∂h
∂t
− Fbii∇iih)−
Fbiih2i
h2
+ 2Bhk(
∂hk
∂t
− Fbii∇iihk)− 2BFb
iih2ii.
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Let
M = log
hf(x)
G(∇h+ hx)ϕ(h)
,
then
logF = logK +M.
Differentiating the above equation, by (17) we have
∇kF
F
=
1
K
∂K
∂bij
∇kbij +∇kM = −b
ij∇kbij +Mk,
and
∇klF
F
−
∇kF∇lF
F 2
= −bij∇klbij + b
iibjj∇kbij∇lbij +∇lkM.
From the above results and the evolution equation of h, we have
∂h
∂t
− Fbii∇iih = −F + h− Fb
ii(bii − δiih)
= −Fn+ h + Fh
∑
i
bii,
and
∂hk
∂t
− Fbii∇iihk = −Fk + hk − Fb
ii∇kbii + Fhk
∑
i
bii
= −MkF + hk + Fhk
∑
i
bii.
On the other hand, from the evolution equation of h, we have
∂hkl
∂t
= −∇klF + hkl
= −
∇kF∇lF
F
+ Fbij∇klbij − Fb
iibjj∇kbij∇lbij − F∇lkM + hkl.
By the Gauss equation, see [61] for details,
∇klhij = ∇ijhkl + 2δklhij − 2δijhkl + δkjhil − δlihkj,
or
∇klbij = ∇ijbkl + δklhij − δijhkl + δkjhil − δlihkj.
Then
∂hkl
∂t
= Fbij∇ijhkl + 2δklFb
ijhij − Fb
ijδijhkl + Fb
ikhil − Fb
jlhkj
−
∇kF∇lF
F
− Fbiibjj∇kbij∇lbij − F∇lkM + hkl.
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Hence
∂bkl
∂t
= Fbij∇ijbkl + δklFb
ij(bij − hδij)− Fb
ijδij(bkl − hδkl)
+ Fbikhil − Fb
jlhkj + bkl − hδkl + (−F + h)δkl
−
∇kF∇lF
F
− Fbiibjj∇kbij∇lbij − F∇lkM
= Fbij∇ijbkl + δklF (n− 2)− Fb
ijδijbkl
+ Fbikhil − Fb
jlhkj + bkl
−
∇kF∇lF
F
− Fbiibjj∇kbij∇lbij − F∇lkM.
When k = l = 1, we have
∂b11
∂t
= Fbii∇ii(b11) + F (n− 2)− F
∑
i
biib11 + b11
−
F 21
F
− Fbiibjj∇1(bij)
2 − FM11.
By the above results, we get
∂w
∂t
− Fbii∇iiw
≤ b11F (n− 2) + 1−A− b11FM11 +
AFn
h
−AF
∑
i
bii
− 2BFhkMk + 2B|∇h|
2 + 2BF |∇h|2
∑
i
bii − 2BF
∑
i
bii + 4BFh(n− 1)
= b11F (n− 2)− b11FM11 − 2BFhkMk − (A− 2B|∇h|
2)F
∑
i
bii
− (A− 1− 2B|∇h|2)− 2BF
∑
i
bii + 4BFh(n− 1) +
AFn
h
.
If we let A satisfy
A ≥ 2B max
Sn−1×[0,T )
|∇h|2 + 1,
then
∂w
∂t
− Fbii∇iiw ≤ b
11F (n− 2)− b11FM11 − 2BFhkMk
− 2BF
∑
i
bii + 4BFh(n− 1) +
AFn
h
.
(18)
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Now, we estimate −b11FM11 − 2BFhkMk. Since
M = log
hf(x)
G(∇h+ hx)ϕ(h)
= log f(x) + log h(x)− logG(∇h+ hx)− logϕ(h),
then
∇kM =
fk
f
+
hk
h
−
1
G
〈∇G,∇kX〉 −
ϕ′
ϕ
hk
=
fk
f
+
hk
h
−
ϕ′
ϕ
hk −
1
G
〈∇G, ei〉bki.
And
∇11M =
f11
f
−
f 21
f 2
+
h11
h
−
h21
h2
−
ϕ′′h21 + ϕ
′h11
ϕ
+
(ϕ′)2h21
ϕ2
+
1
G2
〈∇G, ei〉〈∇G, ej〉b1ib1j −
1
G
〈∇1∇G, ei〉b1i
+
1
G
〈∇G, x〉b11 −
1
G
〈∇G, ei〉b11i,
where ϕ′′ = ∂
2ϕ(h)
∂h2
and we have used the Gauss formula on Sn−1
∇ijx = −δijx.
From above computations, we obtain
−2BhkMk = −2Bhk(
fk
f
+
hk
h
−
1
G
〈∇G, ei〉bki −
ϕ′
ϕ
hk)
≤ 2B(
|∇f ||∇h|
f
+ |∇h|2
ϕ′
ϕ
) + 2B
hk
G
〈∇G, ek〉bkk
≤ c1B + 2B
hk
G
〈∇G, ek〉bkk,
where c1 is positive constants depending on ‖ϕ‖C1(I[0,T )), ‖f‖C1(Sn−1) and ‖h‖C1(Sn−1×[0,T )).
We also have
−b11M11 = −b
11(
f11
f
−
f 21
f 2
−
h21
h2
−
ϕ′′h21
ϕ
+
(ϕ′)2h21
ϕ2
) + b11
ϕ′(b11 − h)
ϕ
− b11
b11 − h
h
−
1
G2
〈∇G, e1〉
2b11 +
1
G
〈∇1∇G, ei〉 −
1
G
〈∇G, x〉+
1
G
〈∇G, ei〉b
11b11i
≤ c2b
11 + c3 + b11
1
G
〈〈∇
2
G, e1〉, e1〉+
1
G
〈∇G, ei〉b
11b11i
≤ c2b
11 + c3 + c4b11 +
1
G
〈∇G, ei〉b
11b11i,
where c2 is positive constant depending on ‖ϕ‖C2(I[0,T )), ‖f‖C2(Sn−1) and ‖h‖C1(Sn−1×[0,T ))
and positive constants c3 and c4 depend on ‖G‖C2(Ω[0,T )).
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From the definition of w,
b11∇lb11 = ∇lw +
A
h
hl − 2Bhlkhk
= ∇lw +
A
h
hl − 2Bblkhk + 2Bhhl,
At point p, we have
−b11M11 ≤ c1B + c2b
11 + c4b11 + c5 − 2B
hk
G
〈∇G, ek〉bkk,
where c5 depends on ‖G‖C2(Ω[0,T )) and ‖h‖C1(Sn−1×[0,T )).
Now, we have proved that
−b11FM11 − 2BFhkMk ≤ F (c1B + c2b
11 + c4b11 + c5).
Hence, from (18) we have
∂w
∂t
−Fbii∇iiw ≤ F (c1B+c2b
11+c4b11+c5)−2BF
∑
i
bii+4BFh(n−1)+
AFn
h
.
If we take
B > c4,
then for bii large enough, there is
∂w
∂t
− Fbii∇iiw ≤ F (c1B + c2b
11 + c5)−BF
∑
i
bii + 4BFh(n− 1) +
AFn
h
< 0,
which implies that
∂w
∂t
≤ 0.
Now recalling Lemma 1 and Corollary 1, one can easily see the conclusion of this
lemma holds. 
Now we have proved that the principal curvatures of Mt have uniform upper and
lower bounds, this together with Lemma 1 and Corollary 1 implies that the evolution
equation (13) is uniformly parabolic on any finite time interval. Thus, the result of
[44] and the standard parabolic theory show that the smooth solution of (13) exists
for all time. Namely flow (6) has a long-time solution. And by these estimates
again, a subsequence of Mt converges in C
∞ to a positive, smooth, uniformly convex
hypersurface M∞ in R
n. Now to complete the proof of Theorem 2, it remains to check
M∞ satisfies Eq. (2) with c = 1.
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4. Existence of the solutions to the equation
In this section, we first complete the proof of Theorem 2, namely we will prove the
support function h∞ of M∞ satisfies the following equation:
det (∇2h+ hI)G(∇h+ hx)ϕ(h) = f(x), x ∈ Sn−1.(19)
To achieve this, we define a functional, which is non-increasing along the flow.
Define
G˜(r, u) =
∫ r
G(s, u)sn−1ds,
ϕ˜(t) =
∫ t 1
ϕ(s)
ds.
It can be checked that flow (6) is the gradient flow of the functional given by
J(M) =
∫
Sn−1
ϕ˜(h)f(x)dx−
∫
Sn−1
G˜(ρ, u)du.
Here h and ρ are the support function and radial function of M respectively.
Now, we show that the functional J(Mt) is non-increasing along the flow (6).
Lemma 4. The functional J(Mt) is non-increasing along the flow (6). That is
∂J
∂t
≤ 0,
and the equality holds if and only if Mt satisfies the elliptic equation (19).
Proof. We begin from the equation
∂J
∂t
=
∫
Sn−1
1
ϕ(h)
f(x)
∂h
∂t
dx−
∫
Sn−1
G(ρ, u)ρn−1
∂ρ
∂t
du.
Since
1
ρ(u, t)
∂ρ
∂t
=
1
h(x, t)
∂h
∂t
,
then by the fact
ρndu =
h(x)
K(x)
dx,
we have
∂J
∂t
=
∫
Sn−1
(
f(x)
ϕ(h)
−
G(ρ, u)
K(x)
)
∂h
∂t
dx
= −
∫
Sn−1
G(ρ, u)
K(x)
h(
f(x)
ϕ(h)
K(x)
G(ρ, u)
− 1)2dx
≤ 0.
The equality holds if and only if
f(x)
ϕ(h)
K(x)
G(ρ, u)
= 1,
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which is just the equation (19). 
From Lemma 1, Corollary 1 and the definition of J(Mt), there exists a positive
constant C which is independent of t, such that
(20) |J(Mt)| ≤ C, ∀t > 0.
By the proof of Lemma 4, we have
(21) J(M0)− J(Mt) =
∫ t
0
dt
∫
Sn−1
G(Xt)
K(x)
h(x, t)
(f(x)
ϕ(h)
K(x)
G(Xt)
− 1
)2
dx.
Combining (20) and (21), and recalling Lemmas 2 and 3, we have that∫ ∞
0
dt
∫
Sn−1
(f(x)
ϕ(h)
K(x)
G(Xt)
− 1
)2
dx <∞.
This implies that there exists a subsequence of times tj →∞ such that∫
Sn−1
(f(x)
ϕ(h)
K(x)
G(Xtj )
− 1
)2
dx→ 0 as tj →∞.
Passing to the limit, we obtain∫
Sn−1
( f(x)
ϕ(h∞)
K(x)
G(X∞)
− 1
)2
dx = 0,
where h∞ is the support function of M∞, and X∞ = ∇h∞. This implies that
f(x)
ϕ(h∞)
K(x)
G(∇h∞)
= 1, ∀x ∈ Sn−1,
which is just equation (19). The proof of Theorem 2 is now completed.
At the same time, for Theorem 1, we have showed that for smooth ϕ,G, f , there
exists a smooth solution h to (19). We now begin to prove Theorem 1 for general
case. Note that
Lemma 5. For any positive solution h to Eq. (2) with c = 1, we have
C1 ≤ h ≤ C2 on S
n−1,
where positive constants C1 and C2 depend only on the bounds of f(x) and
ϕ(s)max|y|=sG(y)s
n−1.
Proof. Assume maxSn−1 h = h(x¯) =M . From its equation
ϕ(h)G(∇h) det(∇2h + hI) = f on Sn−1,
we have
f(x¯) ≤ ϕ(h(x¯))G(h(x¯)x¯)h(x¯)n−1
≤ ϕ(M) max
|y|=M
G(y)Mn−1,
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which together with the assumption (5) implies that M ≤ C for a constant C de-
pending only on f and ϕ(s)max|y|=sG(y)s
n−1. Similarly, considering the minimum
point of h, we obtain the lower bound of h. 
Now by a standard approximation and the regularity theory of Monge-Ampe`re
equation, one can easily see Theorem 1 holds.
As said in the Introduction, for general ϕ and G, there is no uniqueness for solutions
to Eq. (2). We here provide a special uniqueness result to end this paper. A similar
result can be found in [23, Theorem 6.5]. Here we provide a different proof which is
inspired by [17, Proposition 2.1].
Theorem 3. Assume G(y) = G(|y|). If whenever
(22) ϕ(λs1)G(λs2) ≤ ϕ(s1)G(s2)λ
1−n
holds for some positive s1, s2 and λ, there must be λ ≥ 1. Then the solution to the
following equation
(23) det (∇2h+ hI)G(∇h)ϕ(h) = f(x)
is unique.
Proof. Let h1 and h2 be two solutions of (23), we first want to prove that
(24) max
h1
h2
≤ 1.
Suppose (24) is not true, namely max h1
h2
> 1. We want to derive a contradiction.
Assume h1
h2
attains its maximum at p0 ∈ S
n−1. Then h1(p0) > h2(p0). Let L = log
h1
h2
,
then at p0,
0 = ∇L =
∇h1
h1
−
∇h2
h2
,
and
0 ≥ ∇2L
=
∇2h1
h1
−
∇h1 ⊗∇h1
h21
−
∇2h2
h2
+
∇h2 ⊗∇h2
h22
=
∇2h1
h1
−
∇2h2
h2
.
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By equation (23), we have at p0
1 =
det (∇2h2 + h2I)G(|∇h2 + h2x|)ϕ(h2)
det (∇2h1 + h1I)G(|∇h1 + h1x|)ϕ(h1)
=
hn−12 det (
∇2h2
h2
+ I)G(h2(
√
|∇h2
h2
|2 + 1))ϕ(h2)
hn−11 det (
∇2h1
h1
+ I)G(h1(
√
|∇h1
h1
|2 + 1))ϕ(h1)
≥
hn−12 G(h2(
√
|∇h1
h1
|2 + 1))ϕ(h2)
hn−11 G(h1(
√
|∇h1
h1
|2 + 1))ϕ(h1)
.
Write h2(p0) = δh1(p0), and s = h1(
√
|∇h1
h1
|2 + 1)(p0). Then the above inequality
reads
δn−1G(δs)ϕ(h2)
G(s)ϕ(h1)
≤ 1,
namely
G(δs)ϕ(δh1) ≤ G(s)ϕ(h1)δ
1−n.
By our assumption (22), we have δ ≥ 1. Namely h2(p0) ≥ h1(p0). This is a contra-
diction. Thus (24) holds.
Interchanging h1 and h2, (24) implies
max
h2
h1
≤ 1.
Combining it with (24), we have h1 ≡ h2. The proof is completed. 
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