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UNIQUE FACTORIZATION IN POLYNOMIAL RINGS WITH
ZERO DIVISORS
D.D. ANDERSON AND RANTHONY A.C. EDMONDS
Abstract. Given a certain factorization property of a ring R, we can ask
if this property extends to the polynomial ring over R or vice versa. For
example, it is well known that R is a unique factorization domain if and only
if R[X] is a unique factorization domain. If R is not a domain, this is no
longer true. In this paper we survey unique factorization in commutative rings
with zero divisors, and characterize when a polynomial ring over an arbitrary
commutative ring has unique factorization.
1. Introduction
Let D be an integral domain. It is well known that the polynomial ring D[X ] is
a unique factorization domain (UFD) if and only if D is a UFD. Of course D is a
UFD if (1) every nonzero nonunit of D is a finite product of irreducible elements
and (2) if a1 · · ·an = b1 · · · bm where ai, bj are irreducible, then n = m and after
re-ordering if necessary ai and bi are associates. Equivalently, D is a UFD if each
nonzero nonunit of D is a finite product of principal primes.
Suppose that we allow our commutative ringR to have zero divisors. We consider
the question: is R[X ] a unique factorization ring if and only if R is? Now there are
several ways to define a “unique factorization ring”, all of which agree in the domain
case. First, there are a number of ways to define “irreducible” element and the
notion of “associates”, see Section 2 for details. We define R to be a (Bouvier[15]-
Galovich[22]) unique factorization ring if (1) and (2) defined in the first paragraph
hold, see Definition 5.3. A related type of unique factorization ring, called weak
unique factorization rings, were considered in [1]. Fletcher [19] defined another
type of unique factorization ring and several types of “reduced unique factorization
rings” were investigated in [17]. We can also consider rings, called factorial rings,
in which the nonunit regular elements have unique factorization into irreducibles.
Let R be a commutative ring and X an indeterminate over R. The main pur-
pose of this article is to determine when the polynomial ring R[X ] has some form
of unique factorization. We determine when R[X ] is a factorial ring, a unique fac-
torization ring, a weak unique factorization ring, a Fletcher unique factorization
ring, or a [strong] (µ−) reduced unique factorization ring, see Section 5. Unlike the
domain case, if a commutative ring R has one of these types of unique factorization,
R[X ] need not. In Section 6 we examine the good and bad behavior of factorization
in R[X ] where R is one of these types of unique factorization rings.
In Section 2 we begin with a brief review of factorization in integral domains and
commutative rings with zero divisors. The various types of irreducible elements and
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associate relations are defined. Section 3 reviews some basic facts about polynomial
rings that will be used throughout the paper. We also discuss “irreducible” elements
of R[X ].
Section 4 involves the factorization of powers of an indeterminate X over a
commutative ring R. It is shown (Theorem 4.3) that X is a product of irreducible
elements (resp., principal primes) if and only if R is a finite direct product of
indecomposable rings (resp., integral domains). In the case where X is a product
of irreducibles, this factorization is unique up to order and associates (Theorem
4.3) while each power of Xn has unique factorization into irreducibles if and only
if R is reduced and a finite direct product of indecomposable rings (Theorem 4.5).
Throughout this paper all rings will be commutative with an identity. Suppose
that R is a commutative ring. We denote the Jacobson radical, nilradical, the set
of zero divisors, and the set of idempotents of R by J(R), nil(R), Z(R), and Id(R),
respectively. An element is regular if it is not a zero divisor.
2. A Brief Review of Factorization
In this section we first give a very brief review of factorization in an integral
domain and then give a slightly longer review of factorization in a commutative
ring with zero divisors.
Let D be an integral domain. Two elements a, b ∈ D are associates, denoted
a ∼ b, if a | b and b | a which is equivalent to Da = Db or to a = ub for some unit
u ∈ D. An element a ∈ D is irreducible or an atom if a is a nonzero nonunit and
for b, c ∈ D, a = bc implies b or c is a unit of D. It is easy to see that for a nonzero
nounit a ∈ D, the following conditions are equivalent: (1) a is irreducible, (2) if
a = bc for b, c ∈ D, then a ∼ b or a ∼ c, and (3) Da is a maximal element of the
set of proper principal ideals of D.
An integral domain is atomic if every nonzero nonunit of D is a finite product of
atoms while D satisfies the ascending chain condition on principal ideals (ACCP)
if every ascending chain of principal ideals becomes stationary. It is well known
that if D satisfies ACCP then D is atomic, but the converse need not hold. For a
review of factorization in an integral domain the reader is referred to [4] and [23].
The terminology and general theory of factorization for commutative rings with
zero divisors is less standard. A general approach to factorization in commutative
rings is given in [11]. Also see [2] and [12]. We review some of the details. Let R be
a commutative ring. Two elements, a, b ∈ R are associates, denoted a ∼ b, (resp.,
strong associates, denoted a ≈ b, very strong associates, denoted a ∼= b) if a | b and
b | a, or equivalently Ra = Rb (resp., a = ub for some unit u ∈ R, a ∼ b and either
a = b = 0 or a 6= 0 and a = rb for r ∈ R implies that r is a unit in R). For a, b ∈ R
we have a ∼= b =⇒ a ≈ b =⇒ a ∼ b, but none of these implications can be
reversed. While ∼ and ≈ are congruences on the monoid (R, ·), ∼= is reflexive on
R and hence a congruence on (R, ·) if and only if R is pre`simplifiable, that is, each
element x of R is pre`simplifiable: x = xy for y ∈ R =⇒ x = 0 or y is a unit of R.
In [6] the last two associate relations were generalized as follows. The elements
a, b ∈ R are strongly regular associates, denoted a ≈r b (resp., very strongly regular
associates, denoted a ∼=r b,) if a = rb and b = sa where r, s ∈ R are regular (resp.,
a ∼ b and either a = b = 0 or a 6= 0 and a = rb for r ∈ R implies that r is regular.)
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Finally, R is weakly pre`simplifiable if for x, y ∈ R, x = xy implies x = 0 or y is
regular.
Using the three different associate relations, we can define three different types
of irreducible elements. A nonunit a ∈ R (with possibly a = 0) is irreducible or
an atom (resp., strongly irreducible, very strongly irreducible) if for a = bc with
b, c ∈ R, a ∼ b or a ∼ c (resp., a ≈ b or a ≈ c, a ∼= b or a ∼= c). The nonunit a ∈ R
is m-irreducible if Ra is a maximal element of the set of proper principal ideals of
R. Note that the following are equivalent: (1) R is an integral domain, (2) 0 is
prime, (3) 0 is irreducible, (4) 0 is strongly irreducible, and (5) 0 is very strongly
irreducible. But 0 is m-irreducible if and only if R is a field.
Let R be a commutative ring. A nonzero nonunit p ∈ R is weakly prime [1] if
p | ab 6= 0, a, b ∈ R, implies p | a or p | b. Certainly a prime element is weakly prime
and a weakly prime element is irreducible. Moreover, a weakly prime element p is
either prime or satisfies p2 = 0. For suppose that p is weakly prime and p2 6= 0.
Suppose that p | ab. If ab 6= 0, p | a or p | b. So suppose that ab = 0. Now
p | a(b+p), so p | a or p | b+p and hence p | b unless a(b+p) = 0. But a(b+p) = 0
gives ap = 0. Likewise we can assume that bp = 0. But then (a+p)(b+p) = p2 6= 0.
So p | a + p or p | b + p and hence p | a or p | b. Thus p is prime. Hence a regular
weakly prime element is prime. Also, if R is not indecomposable, a nonzero weakly
prime element p is prime. For if p = (p1, p2) ∈ R = R1 × R2 is weakly prime but
not prime, p2 = 0 gives p21 = p
2
2 = 0. Hence p | (p1, 1)(1, p2) but p 6 | (p1, 1), (1, p2).
For more on weakly prime elements, see [10].
For a nonzero element of R we have the following implications, none of which
can be reversed:
prime

weakly prime

very strongly irreducible +3 m-irreducible +3 strongly irreducible +3 irreducible
The following theorem summarizes some useful facts about irreducible elements.
Theorem 2.1. Let R be a commutative ring.
(1) For regular elements, or more generally nonzero pre`simplifiable elements,
the four types of irreducible elements coincide.
(2) For a ∈ R, the following are equivalent:
(a) a is irreducible,
(b) there is a prime ideal P of R with Ra a maximal element of the set of
principal ideals of R contained in P , and
(c) either (i) a is regular and a ism-irreducible or (ii) a is a zero divisor and
Ra is a maximal element of the set of principal ideals of R contained
in Z(R).
(3) If a1, a2 ∈ R with a1 irreducible and Ra1 ( Ra2 ( R, then a1 is a zero
divisor and a2 is regular.
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(4) A nonzero nonunit a ∈ R is very strongly irreducible if and only if for
b, c ∈ R with a = bc, either b or c is a unit.
(5) Suppose that 0 6= a ∈ R is very strongly irreducible. Then ann(a) ⊆ J(R).
Hence if J(R) = 0, a is regular.
(6) For 0 6= a ∈ R, a is m-irreducible if and only if either (i) a is very strongly
irreducible or (ii) Ra is an (idempotent) maximal ideal. Thus for R inde-
composable, a is m-irreducible if and only if it is very strongly irreducible.
(7) Let {Rα}α∈Λ be a nonempty family of commutative rings and let (aα) ∈∏
α∈ΛRα. Then (aα) is irreducible (resp., strongly irreducible, m-irreduc-
ible, prime) if and only if each (aα) except for one α0 ∈ Λ is a unit in
Rα and that aα0 is irreducible (resp., strongly irreducible, m-irreducible,
prime.) However, (aα0) is very strongly irreducible if and only if each aα
except for one α0 ∈ Λ is a unit in Rα and that aα0 is very strongly irre-
ducible in Rα0 and is nonzero unless |Λ| = 1 and Rα0 is an integral domain.
Proof.
(1) If x is a nonzero pre`simplifiable element, then x ∼ y ⇐⇒ x ∼= y. So x is
irreducible if and only if it is very strongly irreducible.
(2) (a) ⇐⇒ (b) [11, Theorem 2.14]. (a) ⇐⇒ (c) [5, Corollary 1].
(3) [5, Theorem 1]
(4) [11, Theorem 2.5]
(5) Suppose that 0 6= a ∈ R is very strongly irreducible. Let c ∈ ann(a). For
d ∈ R, a = a(1 + dc). Hence 1 + dc is a unit for each d ∈ R; so c ∈ J(R).
(6) [16, Theorem 2.9].
(7) [11, Theorem 2.15].

Each of the forms of irreducibility leads to a form of atomicity. The commutative
ring R is atomic (resp., strongly atomic, very strongly atomic, m-atomic, p-atomic)
if each nonzero nonunit of R is a finite product of irreducible (resp., strongly irre-
ducible, very strongly irreducible, m-irreducible, prime) elements of R. Note that
if R is not a domain, then 0 too is a finite product of the appropriate type of irre-
ducible elements. We collect some facts about atomic rings.
Theorem 2.2. Let R be a commutative ring,
(1) R very strongly atomic =⇒ R m-atomic =⇒ R strongly atomic =⇒ R
atomic; R p-atomic =⇒ R strongly atomic and R satisfies ACCP; and R
satisfies ACCP =⇒ R is atomic. However, none of these implications can
be reversed.
(2) Suppose that R is indecomposable. Then R is very strongly atomic ⇐⇒
R is m-atomic.
(3) R is p-atomic ⇐⇒ R is a finite direct product of UFDs and SPIRs.
(4) Suppose that 0 is a product of n, n ≥ 1, irreducible elements. Then R is a
direct product of at most n indecomposable rings.
(5) Suppose that {Rα}α∈Λ is a nonempty family of commutative rings. If∏
α∈ΛRα satisfies ACCP or any of the forms of atomicity, then Λ is finite.
(6) Let R1, . . . , Rn be commutative rings.
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(a) R1 × · · · × Rn satisfies ACCP (resp., is atomic, strongly atomic, p-
atomic) if and only if each Ri satisfies ACCP (resp., is atomic, strongly
atomic, p-atomic),
(b) R1 × · · · × Rn is m-atomic if and only if each Ri is m-atomic and if
n > 1 and some Ri0 is an integral domain, then Ri0 must be a field.
(c) R1 × · · · × Rn is very strongly atomic if and only if each Ri is very
strongly atomic and if some Ri0 is an integral domain we must have
n = 1.
(7) If R satisfies ACCP (resp., is atomic, strongly atomic, m-atomic, very
strongly atomic, p-atomic), then R is a finite direct product of indecom-
posable rings satisfying ACCP (resp., which are atomic, strongly atomic,
m-atomic, very strongly atomic, p-atomic).
Proof.
(1) [11, Theorem 3.7].
(2) Theorem 2.1 (6).
(3) If R is p-atomic, every proper principal ideal of R is a finite product of
principal prime ideals. So R is a pi-ring, i.e., a commutative ring in which
every proper principal ideal is a product of prime ideals. Hence R is a
finite direct product of special principal ideal rings (SPIRs) and pi-domains.
Thus R is a finite direct product of SPIRs and p-atomic integral domains
(=UFDs). The converse is clear. See [11, Theorem 3.6] and the paragraph
preceding it.
(4) [11, Theorem 3.3] and its proof.
(5) [11, Theorem 3.4].
(6) [11, Theorem 3.4].
(7) This follows from (1), (4), and (6).

3. Some Simple Results about Polynomial Rings
In this section we collect some simple useful results concerning polynomial rings.
The following characterizations of units, zero divisors, idempotents, and nilpotents
and of the Jacobson radical and nilradical of R[X ] are well known.
Theorem 3.1. Let R be a commutative ring and X an indeterminate over R. Let
f = a0 + a1X + · · ·+ anX
n ∈ R[X ].
(1) f is a unit ⇐⇒ a0 is a unit and ai is nilpotent for i ≥ 1
(2) f is a zero divisor ⇐⇒ there exists 0 6= c ∈ R with cf = 0
(3) f is idempotent ⇐⇒ a0 is idempotent and ai = 0 for i ≥ 1
(4) f is nilpotent ⇐⇒ each ai is nilpotent
(5) J(R[X ]) = nil(R[X ]) = nil(R)[X ]
Since Id(R) = Id(R[X ]), R is indecomposable if and only if R[X ] is inde-
composable. Any finite direct product decomposition of R[X ] arises from a di-
rect product decomposition of R. For a finite direct product decomposition R =
R1 × · · · × Rn, we may naturally identify R[X ] with R1[X ] × · · · × Rn[X ] via the
map (a
(0)
i ) + (a
(1)
i )X + · · ·+ (a
(n)
i )X
n → (a
(0)
i + a
(1)
i X + · · ·+ a
(n)
i X
n).
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For an ideal I of R we may also identify R[X ]/I[X ] with (R/I)[X ] via the map
a0 + a1X + · · · + anX
n + I[X ] 7→ (a0 + I) + (a1 + I)X + · · · + (an + I)X
n. Now
for a ∈ R, we may consider a as an element of R or of R[X ], and for example for
a, b ∈ R we may consider a ∼= b as elements of R or of R[X ]. With the obvious
notation we write a ∼=R b or a ∼=R[X] b. The next result collects some simple results.
Theorem 3.2. Let R be a commutative ring and X an indeterminate over R. Let
a, b ∈ R and f, g ∈ R[X ].
(1) a ∼R b ⇐⇒ a ∼R[X] b
(2) a ≈R b ⇐⇒ a ≈R[X] b
(3) a ∼=R[X] b ⇐⇒ a ∼=R b and a = 0 or ann(b) ⊆ nil(R)
(4) f ∼R[X] g ⇐⇒ f ≈rR[X] g
(5) a ∼R b ⇐⇒ a ≈rR[X] b
(6) R[X ] is pre`simplifiable ⇐⇒ R is pre`simplifiable and 0 is primary.
(7) R[X ] is weakly pre`simplifiable ⇐⇒ R is weakly pre`simplifiable. Hence if
R is pre`simplifable, R[X ] is weakly pre`simplifable.
(8) a is irreducible as an element of R if and only if a is irreducible as an
element of R[X ].
Proof.
(1) Clear.
(2) Clear.
(3) We may assume a 6= 0. (⇐=) Suppose a = fb for f = a0 + a1X + · · · +
anX
n ∈ R[X ]. Then a = a0b, so a ∼=R b gives a0 ∈ U(R). For i ≥ 1,
aib = 0, so ai ∈ ann(b) ⊆ nil(R). Hence f ∈ U(R[X ]). (=⇒) Certainly
a ∼=R[X] b =⇒ a ∼=R b. So a = rb for some r ∈ R. Suppose c ∈ ann(b).
Then a = (r + cX)b. So a ∼=R[X] b gives r + cX ∈ U(R[X ]) and hence
c ∈ nil(R).
(4) This follows from the proof of [6, Theorem 18 (3)].
(5) Combine (1) and (4). (6) [14] (7) [6, Theorem 18 (2)].
(8) [11, Theorem 6.2].

If R is an integral domain and a ∈ R and f ∈ R[X ] with a ∼ f , then f ∈ R.
Suppose that R has a nonzero nilpotent a. Then 1+aX ∈ U(R[X ]), so 1 ∼ 1+aX ,
in fact, 1 ∼= 1 + aX . Thus if R[X ] satisfies a ∼ f =⇒ f ∈ R for a ∈ R and
f ∈ R[X ], R must be reduced. The converse is also true.
Proposition 3.3. For a commutative ring R and indeterminate X over R, the
following are equivalent.
(1) R is reduced.
(2) For a ∈ R and f ∈ R[X ], a ∼ f =⇒ f ∈ R.
(3) For a ∈ R and f ∈ R[X ], a ≈ f =⇒ f ∈ R.
(4) For a ∈ R and f ∈ R[X ], a ∼= f =⇒ f ∈ R.
Proof. (1) =⇒ (2) Suppose that R is reduced and a ∼ f = a0+a1X+ · · ·+anX
n ∈
R[X ]. Let P be a prime ideal of R. Then in R¯ = R/P , a¯ ∼ f¯ = a¯0 + a¯1X +
· · · + a¯nX
n. Since R¯ is an integral domain, a¯1 = · · · = a¯n = 0¯. So for i ≥ 1,
ai ∈
⋂
{P | P ∈ Spec(R)} = nil(R) = 0. So f ∈ R. (2) =⇒ (3) =⇒ (4) Clear.
(4) =⇒ (1) This was shown in the preceding paragraph.
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
Let a ∈ R. We have seen that a is irreducible as an element of R if and only
if a is irreducible as an element of R[X ] and certainly the same holds for “prime”.
However, the next example (essentially [11, Example 6.1]) shows that this does not
hold for the other forms of irreducibility. Indeed, a can be very strongly irreducible
(and prime) as an element of R but not even strongly irreducible as an element of
R[X ]. But it is easily checked that if a ∈ R is strongly irreducible, very strongly
irreducible, m-irreducible, or weakly prime as an element of R[X ], then it has the
corresponding property as an element of R. We do not know whether a weakly
prime element of R is weakly prime as an element of R[X ].
Example 3.4. Let R = Z(2)(+)Z4 (idealization). So R is a one-dimensional local
ring and hence is pre`simplifiable and very strongly atomic. Let a = (0, 1¯) ∈ R, so a
is very strongly irreducible and prime as an element of R. So as an element of R[X ],
a is irreducible and prime. However, a is not strongly irreducible as an element
of R[X ], in fact a is not even a product of strongly irreducible elements of R[X ].
Hence a strongly irreducible (resp., m-irreducible, very strongly irreducible) of R
need not be strongly irreducible (resp., m-irreducible, very strongly irreducible) as
an element of R[X ]. For let f = (1, 0¯) + (2, 0¯)X ∈ R[X ]; so a = af2 = (af)f .
However, it is easily checked that a 6≈ af and a 6≈ f ; so a is not strongly irreducible
as an element of R[X ]. Moreover, a is not even a product of strongly irreducible
elements of R[X ]. For if a = f1 · · · fn where each fi ∈ R[X ] is strongly irreducible,
then a irreducible in R[X ] gives that a ∼ fi for some i. But then fi strongly
irreducible gives that a is strongly irreducible, a contradiction. Thus R is very
strongly atomic, but R[X ] is not even strongly atomic. However, since R[X ] is
Noetherian, it is atomic. Note that a ∼ af , but a 6≈ af and a ∼=R a, but a 6∼=R[X] a.
Also, R is pre`simplifiable, but R[X ] is not.
Now in general an element can bem-irreducible, but not very strongly irreducible
(e.g., a = (0¯, 1¯) in R = Z2 × Z2). Note that the element a = (0¯, 1¯) ∈ Z2 × Z2 just
defined is strongly irreducible as an element of R[X ] but is not m-irreducible. (In
fact, it is not even a product ofm-irreducible elements ofR[X ], hereR[X ] is strongly
atomic but not m-atomic.) However, we next show that for a nonzero element
in a polynomial ring, the notions of m-irreducible and very strongly irreducible
coincide. We have already given an example of an irreducible element of R[X ],
R = Z(2)(+)Z4, that is not strongly irreducible.
Theorem 3.5. Let R be a commutative ring and X an indeterminate over R. Let
0 6= f ∈ R[X ].
(1) f is m-irreducible if and only if f is very strongly irreducible.
(2) R[X ] is very strongly atomic if and only if R[X ] is m-atomic.
(3) Suppose that R is reduced. If f is very strongly irreducible, f is regular.
(4) Suppose that R[X ] is reduced and very strongly atomic. Then R is an
integral domain and hence R is (very strongly) atomic.
Proof.
(1) A nonzero very strongly irreducible element is always m-irreducible. Con-
versely, suppose that 0 6= f ∈ R[X ] is m-irreducible. By Theorem 2.1
(6) either f is very strongly irreducible or R[X ]f is an idempotent max-
imal ideal of R[X ]. So in the second case we have f = f2g for some
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g ∈ R[X ]. Then e = fg is idempotent and R[X ]f = R[X ]e. Now e ∈ R, so
R[X ]f = R[X ]e ( (X, e) ( R[X ], a contradiction.
(2) Clearly follows from (1).
(3) Suppose that R is reduced and 0 6= f ∈ R[X ] is very strongly atomic. By
Theorem 2.1 (5), ann(f) ⊆ J(R[X ]) = (nil(R))[X ] = 0. So f is regular.
(4) By (3) every very strongly irreducible element of R[X ] is regular. Since
every nonzero nonunit of R[X ] is a product of very strongly irreducible
elements, each nonzero element of R[X ] is regular, that is, R is an inte-
gral domain. But it is easily checked that for R an integral domain R[X ]
very strongly atomic (=atomic) implies that R is very strongly atomic
(=atomic).

It is well known that R atomic does not imply R[X ] is atomic, even for R an
integral domain [26]. However, it is easily seen that if R is an integral domain
and R[X ] is atomic, then R itself is atomic. Coykendall and Trentham [18] give
an example of a zero-dimensional quasilocal ring S having no atoms with S[X ]
being very strongly atomic. (Note that in [18] the term “strongly atomic” is used
for what we have called very strongly atomic. However, in this case since S[X ] is
pre`simplifiable the various forms of atomicity all coincide.) They also show that
if R is a reduced ring with R[X ] very strongly atomic, then R is very strongly
atomic. However, by Theorem 3.4 (4) such a ring R is actually an integral domain,
and hence trivially R[X ] atomic implies R is atomic. If R is an integral domain,
R[X ] satisfies ACCP if and only if R does. While for any commutative ring R,
R[X ] satisfies ACCP implies R satisfies ACCP, the converse is false [25].
For an integral domain R a polynomial f ∈ R[X ] is indecomposable if it is not
a product of two polynomials of positive degree. This is equivalent to f = gh,
g, h ∈ R[X ], implies g ∈ R or h ∈ R which may be restated as f = gh implies
g ≈R[X] a or h ≈R[X] a for some a ∈ R. Certainly an irreducible polynomial
is indecomposable, but 2X + 4 ∈ Z[X ] is indecomposable but not irreducible.
Any polynomial of degree at most one is indecomposable, and any polynomial is a
product of indecomposable polynomials. (With this definition the zero polynomial
is indecomposable.)
We would like to extend the definition of an indecomposable polynomial to com-
mutative rings with zero divisors. In general, the condition that f must not be a
product of two polynomials of positive degree is very strong. For if R has nonzero
nilpotent elements, R[X ] has units of positive degree and hence if a ∈ R is a factor
of f , so is au for any unit u ∈ R[X ]. With this in mind we define f ∈ R[X ] to be
indecomposable if f = gh for g, h ∈ R[X ] implies g ≈R[X] a or h ≈R[X] a for some
a ∈ R. We next collect some facts about indecomposable polynomials.
Theorem 3.6. Let R be a commutative ring and X an indeterminate. Let f ∈
R[X ].
(1) f very strongly irreducible =⇒ f is indecomposable.
(2) For R reduced, f is indecomposable ⇐⇒ f is not a product of two
polynomials of positive degree.
(3) 0 is indecomposable ⇐⇒ 0 is irreducible, or equivalently, prime.
Proof.
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(1) Suppose that f is very strongly irreducible. If f = 0, this follows from (3),
so suppose f 6= 0. Now f = gh for g, h ∈ R[X ] implies f or g is a unit in
R[X ] and hence is very strongly associated with 1 in R[X ].
(2) Suppose that R is reduced. Then U(R[X ]) = U(R) ⊂ R. Thus f = gh =⇒
g ≈R[X] a or h ≈R[X] a for some a ∈ R is equivalent to g ∈ R or h ∈ R.
(3) (=⇒) Now if 0 is irreducible, equivalently prime, this gives 0 = gh =⇒
g = 0 or h = 0, so g ≈R[X] 0 or h ≈R[X] 0, so 0 is indecomposable.
(⇐=) Suppose that 0 is not irreducible, so 0 = ab where a, b ∈ R\{0}. Then
0 = (a+aX)(b+bX). Suppose that say a+aX ≈R[X] c where c ∈ R. Then
a + aX = cu where u ∈ U(R[X ]), so we may take u = u0 + u1X where
u0 ∈ U(R) and u1 ∈ nil(R). Then a = cu0 and a = cu1, so a = au
−1
0 u1.
Hence 0 = a(1−u−10 u1) where u
−1
0 u1 ∈ nil(R) and hence 1−u
−1
0 u1 ∈ U(R).
But then a = 0, a contradiction.

We next give some examples of “bad behavior” of indecomposable elements.
Example 3.7.
(1) (R reduced but X not indecomposable) LetR = Z6 andX an indeterminate
over R. Then X = (2¯ + 3¯X)(3¯ + 2¯X), so X is not indecomposable. In
Theorem 4.1 we will see that X is indecomposable ⇐⇒ X is irreducible
⇐⇒ R is indecomposable.
(2) (R reduced with a nonzero element of R not indecomposable) Let S and T
be indeterminates over Z and let R = Z[S, T ]/(3S, ST, 2T ) = Z[s, t]. Let
X be an indeterminate over R. Then in R[X ], 6 = (sX +2)(tX +3). Here
R is reduced, so 6 is not indecomposable.
(3) (While very strongly irreducible =⇒ indecomposable, irreducible 6=⇒
indecomposable) This is a continuation of Example 3.4. Let R = Z(2)(+)Z4
(idealization), a = (0, 1¯) and f = (1, 0¯) + (2, 0¯)X . So a is prime and
irreducible in R[X ]. Now a = af2 = (af)f . Hence (a) = (af) and so
af is also irreducible and prime in R[X ]. We claim that a and af are
not indecomposable. Now a = (af)f and af = (af)f2, so it suffices to
show that af 6≈R[X] α, f 6≈ α and f
2 6≈R[X] α for any α ∈ R. Suppose
that af ≈R[X] (c, d) ∈ R. So (0, 1¯) + (0, 2¯)X = af = (c, d)((a0, b0) +
(a1, b1)X + · · · + (an, bn)X
n) where (a0, b0) ∈ U(R) and (ai, bi) ∈ nil(R)
for i ≥ 1. Now (0, 1¯) = (c, d)(a0, b0) so c = 0 since (a0, b0) is a unit.
Thus (a1, b1) ∈ nil(R) = 0(+)M gives (0, 2¯) = (c, d)(a1, b1) = (0, 0¯), a
contradiction. Next suppose that f ≈R[X] (c, d) ∈ R. So (1, 0¯) + (2, 0¯)X =
f = (c, d)((a0, b0)+(a1, b1)X+ · · ·+(an, bn)X
n) where (a0, b0) ∈ U(R) and
(ai, bi) ∈ nil(R) for i ≥ 1. Now (1, 0¯) = (c, d)(a0, b0) so (c, d) ∈ U(R). But
then (2, 0¯) = (c, d)(a1, b1) ∈ nil(R), a contradiction. A similar proof shows
that f2 6≈R[X] (c, d) ∈ R.
4. Factorization of Powers of X
In this section we investigate when Xn is a product of irreducible elements
and when this factorization is unique. We first show that X is irreducible, or
equivalently, indecomposable, if and only if R is indecomposable.
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Theorem 4.1. Let R be a commutative ring and X an indeterminate over R.
(1) X is prime ⇐⇒ R is an integral domain.
(2) The following are equivalent.
(a) X is irreducible.
(b) X is indecomposable.
(c) R is indecomposable.
Proof.
(1) X is prime ⇐⇒ (X) is prime ⇐⇒ R ∼= R[X ]/(X) is an integral domain.
(2) (a) =⇒ (b) Suppose that X is irreducible. Since X is regular, it is
actually very strongly irreducible. By Theorem 3.6 (1), X is indecom-
posable. (b) =⇒ (c) Suppose that X is indecomposable, but R is not
indecomposable. Let e 6= 0, 1 be a nontrivial idempotent of R. Now
X = (e + (1 − e)X)((1 − e) + eX). Without loss of generality, we can
assume that e + (1 − e)X ≈R[X] a where a ∈ R. So e + (1 − e)X =
a(b0+ b1X+ · · ·+ bnX
n) where b0+ b1X+ · · ·+ bnX
n is a unit of R[X ]. So
b0 is a unit of R. Then e = ab0, so a = eb
−1
0 . Hence 1−e = ab1 = eb
−1
0 b1, so
1− e = (1− e)2 = (1− e)eb−10 b1 = 0, a contradiction. (c) =⇒ (a) Suppose
that R is indecomposable. Let X = fg where f = a0 + a1X + · · ·+ anX
n
and g = b0+b1X+· · ·+bmX
m are in R[X ]. So 0 = a0b0 and 1 = a0b1+a1b0.
Then a0 = a0 · 1 = a0(a0b1 + a1b0) = a
2
0b1 + a1a0b0 = a
2
0b1. Put e = a0b1.
So e2 = e and (a0) = (e). Since R is indecomposable, e = 0 or e = 1.
If e = 0, then a0 = 0. So X = X(a1 + a2X + · · · + anX
n−1)g. Thus
1 = (a1 + a2X + · · · + anX
n−1)g so g is a unit. If e = 1, a0 is a unit. So
a0b0 = 0 gives b0 = 0. Then as before f is a unit.

Since the map R[X ]→ R[X ] given by X → X − a, a ∈ R, is an automorphism,
X is irreducible ⇐⇒ X−a is irreducible. Thus if R is indecomposable, each X−a
is irreducible.
We next generalize Theorem 4.1 to powers of X being a product of atoms. We
need the following lemma.
Lemma 4.2. Let R be a commutative ring and X an indeterminate over R. Let
f ∈ R[X ] be a nonunit factor of Xn, n ≥ 1. Then f is indecomposable if and only
if f is (very strongly) irreducible.
Proof. (⇐=) Let f be an irreducible factor of Xn. Since Xn is regular, so is f .
Hence f is very strongly irreducible. By Theorem 3.6, f is indecomposable.
(=⇒) Suppose that f is a nonunit factor ofXn that is indecomposable, sayXn = fg
where g ∈ R[X ]. Let f = f1f2 where fi ∈ R[X ]. Since f is indecomposable, say
f1 ≈ a ∈ R, so f1 = au where u ∈ U(R[X ]). Now X
n = au(f2g). Since a is a factor
of Xn, it is regular. Write f2g = bmX
m + · · · + bsX
s = Xm(bm + · · · + bsX
s−m)
where bm 6= 0. Since au(0) is regular, m = n and 1 = au(0)bm. Thus a is a unit
and hence f1 = au is a unit. So f is very strongly irreducible.

Theorem 4.3. Let R be a commutative ring and X an indeterminate over R.
Then the following are equivalent.
(1) R is a finite direct product of indecomposable rings.
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(2) X is finite product of atoms (resp., indecomposable elements).
(3) Each Xn, n ≥ 1, is a finite product of atoms (resp., indecomposable ele-
ments).
(4) Some Xn, n ≥ 1, is a finite product of atoms (resp., indecomposable ele-
ments).
In this case X can be written uniquely up to order and unit associates as a finite
product of atoms (resp., indecomposable elements).
Proof. We first do the “atomic case”. The “indecomposable case” then follows from
Lemma 4.2. (1) =⇒ (2) Let R = R1× · · ·×Rm where each Ri is indecomposable.
By Theorem 4.1, X is an atom of Ri[X ]. Now identifying R[X ] = R1[X ] × · · · ×
Rm[X ], fi = (1, 1, . . . , 1, X, 1, . . . , 1), where X is in the i
th coordinate, is an atom
of R1[X ] × · · · × Rm[X ]. But then X = f1 · · · fm is a product of atoms. (2) =⇒
(3) =⇒ (4) Clear. (4) =⇒ (1) LetR = R1×· · ·×Rs. Suppose thatX
n = f1 · · · fm
where each fi ∈ R[X ] is irreducible. Since fi is irreducible in R1[X ]× · · · ×Rs[X ],
it has exactly one coordinate that is a nonunit. Since each coordinate of Xn is
a nonunit, s ≤ m. Since there is a bound on the number of factors in a direct
product decomposition of R, R is a finite direct product of indecomposable rings.
(The equivalence (1) ⇐⇒ (2) for the atomic case is given in [11, Theorem 6.4].)
Suppose that R = R1 × · · · ×Rm where Ri is indecomposable. Then in R[X ] =
R1[X ] × · · · × Rm[X ], X = (X, . . . , X) = (X, 1, . . .)(1, X, 1, . . .) · · · (1, . . . , 1, X)
is a product of m atoms. Suppose that X = f1 · · · fs where fi is irreducible in
R[X ]. Let fi = (fi1, . . . , fim) where fij ∈ Rj [X ]. So for each i exactly one
fij , say fiji , is not a unit and it is an atom in Rji [X ]. Now in Rji [X ], X =
f1ji · · · fiji · · · fsji . Since X is an atom of Rji [X ], as Rji is indecomposable, fiji =
ujiX where uji ∈ U(Rji [X ]). Now fi = (fi1, . . . , fiji−1 , ujiX, fiji+1 , . . . , fim) =
(fi1, . . . , fiji−1 , uji , fiji+1 , . . . , fim)(1, . . . , 1, X, 1, . . . , 1) where the first factor is a
unit of R[X ]. Since f1 · · · fs = (X, . . . , X) we must have s = m and {j1, . . . , jm} =
{1, 2, . . . ,m}. Thus the factorizationX = (X, . . . , X) = (X, 1, . . . , 1) · · · (1, . . . , 1, X)
is unique up to order and unit multiplication.

Corollary 4.4. Let R be a commutative ring and X an indeterminate over R.
Then the following are equivalent.
(1) R is a finite direct product of integral domains.
(2) X is a product of primes.
(3) Each Xn, n ≥ 1, is a product of primes.
(4) For some n ≥ 1, Xn is a product of primes.
Proof. (1) =⇒ (2) Let R = R1× · · ·×Rm where Ri is an integral domain. Then X
is prime in Ri[X ] so (1, . . . , 1, X, 1, . . . , 1) is prime in R[X ] = R1[X ]× · · ·×Rm[X ].
So X = (X, . . . , X) = (X, 1, . . . , 1) · · · (1, . . . , 1, X) is a product of primes. (2) =⇒
(3) =⇒ (4) Clear. (4) =⇒ (1). Suppose that Xn is a product of primes. Then Xn
is a product of atoms, so R = R1 × · · · × Rm where Ri is indecomposable. So X
is irreducible in Ri[X ] and X
n is a product of primes in Ri[X ], say X
n = p1 · · · ps.
Now pi prime gives pi | X and since X is irreducible, pi ∼ X . Thus X is prime in
Ri[X ] and hence Ri is an integral domain.

We next determine when each Xn has a unique factorization into atoms.
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Theorem 4.5. Let R be a commutative ring and X an indeterminate over R.
Then the following are equivalent.
(1) R is reduced and is a finite direct product of indecomposable rings.
(2) For each n ≥ 1, Xn has a unique factorization into irreducibles up to order
and unit multiplication.
(3) For some n ≥ 2, Xn has unique factorization into irreducibles up to order
and unit multiplication.
(4) X2 has unique factorization into irreducibles up to order and unit multi-
plication.
Proof. (2) =⇒ (3) Clear. (3) =⇒ (4) Suppose that Xn has a unique factorization
into irreducibles. By Theorem 4.3, X2 is a finite product of irreducibles. Suppose
that X2 has two different factorizations into irreducibles. Now either n = 2 or
Xn−2 is a product of irreducibles. Thus Xn = X2Xn−2 also has two different
factorizations into irreducibles, a contradiction. (4) =⇒ (1) By Theorem 4.3, R is
a finite direct product of indecomposable rings, say R = R1×· · ·×Rm. Suppose that
R is not reduced. Hence some Ri is not reduced. Let 0 6= a ∈ Ri with a
2 = 0. Then
in Ri[X ], X
2 = X · X = (X + a)(X − a) are two different atomic factorizations
of X2. But this leads to two different atomic factorizations of X2 in R[X ], a
contradiction. (1) =⇒ (2) Since R is a finite direct product of indecomposable
rings, Xn is a product of atoms. Since R is reduced, U(R[X ]) = U(R). Suppose
that R = R1× · · ·×Rm where each Ri is indecomposable. An easy modification of
the proof in Theorem 4.3 that X has a unique factorizations shows that if Xn has a
unique factorization into atoms in each Ri[X ], then X
n has a unique factorization
into atoms in R[X ]. Thus we may assume that R is a reduced indecomposable
ring. Since X has a unique factorization into atoms by Theorem 4.3, we may
assume that n ≥ 2. Let f = a0 + a1X + · · ·+ asX
s be an irreducible factor of Xn,
say Xn = fg where g = b0+b1X+ · · ·+btX
t. Then 0 = a0b0 = a0b1+a1b0 = · · · =
a0bn−1 + a1bn−2 + · · ·+ an−1b0 and a0bn + a1bn−1 + · · ·+ anb0 = 1. Now suppose
that we have shown that 0 = a0b0 = a0b1 = · · · = a0bi where 0 ≤ i ≤ n− 2. Then
0 = a0 ·0 = a0(a0bi+1+a1bi+· · ·ai+1b0) = a
2
0bi+1+a1a0bi+· · ·+ai+1a0b0 = a
2
0bi+1.
Then (a0bi+1)
2 = 0, so a0bi+1 = 0 since R is reduced. Hence 0 = a0b0 = a0b1 =
· · · = a0bn−1. So a0 = a0 · 1 = a0(a0bn + a1bn−1 + · · ·+ anb0) = a
2
0bn+ a1a0bn−1 +
· · · + ana0b0 = a
2
0bn. So e = a0bn is idempotent with (a0) = (e). Since R is
indecomposable, either e = 1, so a0 is a unit or e = 0 so a0 = 0. First suppose that
a0 is a unit. Let P be a prime ideal of R. Then in (R/P )[X ], a¯0+ a¯1X+ · · ·+ a¯sX
s
is a factor of Xn. Since a0 is a unit, a¯0 6= 0, so a¯1 = · · · = a¯s = 0¯, that is,
a1, . . . , as ∈ P . Then for i ≥ 1, ai ∈
⋂
{P | P ∈ Spec(R)} = nil(R) = 0. So f = a0
is a unit, a contradiction. So e = 0 and hence a0 = 0. So f = a1X + · · ·+ asX
s =
(a1 + . . .+ asX
s−1)X . Now f is irreducible and regular and hence is very strongly
irreducible. Thus a1 + . . . + asX
s−1 ∈ U(R[X ]) = U(R). So a1 ∈ U(R) and
0 = a2 = · · · = as. So f = a1X where a1 ∈ U(R).

Corollary 4.6. Let R be a commutative ring and X an indeterminate over R.
Then the following conditions are equivalent.
(1) R is reduced and indecomposable.
(2) S = {uXn | u ∈ U(R), n ≥ 1} is a saturated multiplicatively closed subset
of R[X ].
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(3) For each n ≥ 1, the only (irreducible) factors of Xn are uXm where u ∈
U(R) and 0 ≤ m ≤ n (m = 1).
(4) For some n ≥ 2, the only irreducible factors ofXn are uXm where u ∈ U(R)
and 0 ≤ m ≤ n (m = 1).
(5) The only (irreducible) factors of X2 are uXm where u ∈ U(R) and 0 ≤
m ≤ 2 (m = 1).
It is easy to see that in (2)−(5) of Corollary 4.6 we can replace U(R) by U(R[X ]).
Also let us mention a related result of Gilmer and Heinzer [24, Corollary 7]: R is
reduced and indecomposable if and only if the set of polynomials of R[X ] with unit
leading coefficient is a saturated multiplicatively closed set.
We have seen that each power of Xn has unique factorization into irreducibles if
and only if R is reduced and a finite direct product of indecomposable rings. The
smallest example of a ring in which each Xn is a product of irreducibles but the
factorization is not unique is Z4. Here Z4[X ] is pre`simplifiable so all the forms of
irreducibility coincide. Also, Z4 is indecomposable, so X is strongly irreducible and
hence indecomposable. So each aX + b where a ∈ {1¯, 3¯} and b ∈ Z4 is irreducible
and indecomposable. Now 2¯ is prime and hence irreducible and indecomposable.
It is easily checked that 2¯X and 2¯X + 2¯ are indecomposable. The only atomic
factorizations are 2¯X = 2¯ · X = 2¯(X + 2¯) and 2¯X + 2¯ = 2¯(X + 1¯) = 2¯(X + 3¯).
Now for n ≥ 1, Xn + 2¯ is irreducible. For each n ≥ 2, Xn = Xn−2(X + 2¯)2
are two different atomic factorizations of Xn. Now for n ≥ 1, X2n = (Xn + 2¯)2,
so X2n has atomic factorizations of length 2 and 2n. It is easily checked that
any atomic factorization of X2n has length l with 2 ≤ l ≤ 2n. Likewise, for n ≥ 1,
X2n+1 = X(Xn+2¯)2 and it is easily checked that any atomic factorization ofX2n+1
has length l where 3 ≤ l ≤ 2n + 1. For n ≥ 1, let L(Xn) = {m | f1 · · · fm where
fi is irreducible}, the set of lengths of X
n. It is easily checked that L(X) = {1},
L(X2) = {2}, and L(X3) = {3}. Belshoff, Kline, and Rogers [13] have shown
that L(X4) = {2, 4}, L(X5) = {3, 4}, L(X6) = {2, 4, 6} and for n ≥ 7 L(Xn) =
{2, 3, . . . , n− 4} ∪ {n− 2, n} for n even and L(Xn) = {3, 4, . . . , n− 4} ∪ {n− 2, n}
for n odd. In fact, they have determined L(Xn) where (R,M) is a local Artinian
ring with M2 = 0.
5. Unique Factorization in R[X ]
It is well known that for D an integral domain, D[X ] is a UFD if and only if
D is a UFD. There are a number of ways in which the notion of a UFD can be
extended to commutative rings with zero divisors. In this section we investigate
when R[X ], R a commutative ring, satisfies any of these various generalizations of
a UFD. While structure theories for certain of these generalizations are known, we
strive to derive our results from “first principles” using certain features of R[X ].
Of course an integral domain D is a UFD if (1) every nonzero nonunit of D is a
product of irreducibles, and (2) this factorization into irreducibles is unique up to
order and associates. In the nondomain case we have a number of ways to define
“associate” and “irreducible.” We begin with the following definition:
Definition 5.1. Let R be a commutative ring and a ∈ R a nonunit. Two factor-
izations of a into nonunits a = a1 · · ·an = b1 · · · bm are isomorphic (resp., strongly
isomorphic, very strongly isomorphic) if n = m and there exists a permutation
σ ∈ Sn with ai ∼ bσ(i) (resp., ai ≈ bσ(i), ai ∼= bσ(i)). Two factorizations of a into
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nonunits a = a1 · · · an = b1 · · · bm are homomorphic (resp., strongly homomorphic,
very strongly homomorphic, weakly homomorphic) if for each i ∈ {1, . . . , n} there
exists a j ∈ {1, . . . ,m} with ai ∼ bj (resp., ai ≈ bj , ai ∼= bj , ai | bj) and for each
i ∈ {1, . . . ,m} there exists a j ∈ {1, . . . , n} with bi ∼ aj (resp., bi ≈ aj , bi ∼= aj ,
bi | aj).
Note that isomorphic factorizations are homomorphic, but the converse may be
false even if a is regular. For consider the two homomorphic factorizations of X15
into irreducibles in Q[X2, X3]:
X15 = X2 ·X2 ·X2 ·X2 ·X2 ·X2 ·X3 = X2 ·X2 ·X2 ·X3 ·X3 ·X3.
Also, if e is a nontrivial idempotent of a commutative ring R, e = e2 are homomor-
phic but not isomorphic factorizations of e. However, if for each nonunit regular
element of R any two atomic factorizations are weakly homomorphic, then any two
atomic factorizations of a regular nonunit are isomorphic.
Each form of atomicity and “isomorphic” leads to a type of unique factorization
ring as given by our next definition.
Definition 5.2. Let R be a commutative ring. Let α ∈ {atomic, strongly atomic,
m-atomic, very strongly atomic} and β ∈ {isomorphic, strongly isomorphic, very
strongly isomorphic}. Then R is an (α, β)-unique factorization ring if (1) R is α and
(2) any two factorizations of a nonzero, nonunit element into irreducible elements
of the type used to define α are β.
Note that for any choice of α and β, an (α, β)-unique factorization ring R is
pre`simplifiable. Thus in an (α, β)-unique factorization ring, the notions of associate,
strongly associate, and very strongly associate coincide and hence the notions of ir-
reducible, strongly irreducible, m-irreducible, and very strongly irreducible coincide
as do the notions of isomorphic, strongly isomorphic, and very strongly isomorphic
factorizations.
Definition 5.3. Let R be a commutative ring. Then R is a unique factorization
ring (UFR) if R is an (α, β)-unique factorization ring for some (and hence all)
(α, β).
In our terminology Bouvier [15] showed that R is an (m-atomic, isomorphic)-
unique factorization ring if and only if R is either (1) a UFD, (2) an SPIR, or (3) a
quasilocal ring (R,M) with M2 while Galovich [22] gave a similar characterization
of (very strongly atomic, strongly isomorphic)-unique factorization rings. So R is
a UFR if and only if R is either (1) a UFD, (2) an SPIR, or (3) a quasilocal ring
(R,M) with M2 = 0. Since a polynomial ring R[X ] is never quasilocal, it follows
that R[X ] is a UFR if and only if R[X ] (or equivalently, R) is a UFD. However,
we give a simple proof of this result without the use of the previously mentioned
structure theory for UFRs, see Corollary 5.5.
In [11, Theorem 4.6] it was shown that for a commutative ring R the following
conditions are equivalent: (1) R is either (a) a UFD, (b) a quasilocal ring (R,M)
with M2 = 0, or (c) a finite direct product of SPIRs and fields, (2) R is atomic and
any two factorizations of a nonzero, nonunit element into irreducibles are homo-
morphic, and (3) R is m-atomic and any two factorizations of a nonzero, nonunit
element into m-irreducibles are strongly homomorphic. And it was noted that this
result could be stated for any form of atomicity except for very strongly atomic
and for either homomorphic or strongly homomorphic. In the statement of this
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result we cannot replace “atomic” by “very strongly atomic” since a direct product
of two or more rings where at least one is an integral domain is not very strongly
atomic. Using [11, Theorem 4.6] one can show that the following are equivalent
for a commutative ring R: (1) R is either (a) a UFD, (b) a quasilocal ring (R,M)
with M2 = 0, or (c) a finite direct product of SPIRs that are not fields and (2) R
is very strongly atomic and any two factorizations of a nonzero, nonunit element
into very strongly irreducible elements are homomorphic (or equivalently strongly
homomorphic, or very strongly homomorphic.)
Now since R[X ] has infinitely many maximal ideals using the previously men-
tioned structure theory, we have that the following are equivalent: (1) R[X ] is a
UFD, (2) R[X ] is atomic and any two factorizations of a nonzero, nonunit elements
into irreducibles are homomorphic, and (3) R[X ] is very strongly atomic and any
two factorizations of a nonzero, nonunit element into very strongly irreducible ele-
ments are very strongly homomorphic. However, we will again give a simple proof
from first principles, see Corollary 5.5.
Another generalization of a UFD was given in [1]. A commutative ring R was
defined to be a weak UFR if (1) R is atomic and (2) any two factorizations of a
nonzero nonunit of R into irreducibles are weakly homomorphic. It was shown that
the following conditions are equivalent: (1) R is a weak UFR, (2) every nonzero
nonunit of R is a finite product of weakly prime elements, (3) R is atomic and
every irreducible elements of R is weakly prime, and (4) R is either a finite direct
product of UFDs and SPIRs or (R,M) is a quasilocal ring with M2 = 0. ([1,
Theorem 2.3] gives that (1)-(3) are equivalent while [1, Theorem 2.13] gives (1) and
(4) are equivalent.) Thus R[X ] is a weak UFR if and only if R is a finite direct
product of UFDs. In Theorem 5.4 we give a proof of this without recourse to the
structure theorem given in [1].
Fletcher [19] defined a “unique factorization ring” in yet another way. Let R
be a commutative ring. For r ∈ R, let U(r) = {s ∈ R | s(r) = (r)}. He defined
the U-decomposition of a nonunit a ∈ R as a = a1 · · · ak⌈b1 · · · bn⌉ where ai, bj are
irreducible, ai ∈ U(b1 · · · bn) for each i = 1, . . . , k and bj 6∈ U(b1 · · · bˆj · · · bn) for each
j = 1, . . . , n. He then called R a “unique factorization ring” (which we will called a
Fletcher unique factorization ring) if (1) every nonunit of R has a U -decomposition,
and (2) if a1 · · ·ak⌈b1 · · · bn⌉ = a
′
1 · · · a
′
k′⌈b
′
1 · · · b
′
n′⌉ are two U -decompositions of a
nonunit element of R, then n = n′ and after a reordering, if necessary, bi ∼ b
′
i
for i = 1, . . . , n. As any atomic factorization of an element can be “refined” to a
U -decomposition it is (2) that is essential. Note that if a ∈ R is a regular nonunit,
then a U -decomposition of a is just a factorization of a into irreducible elements. So
in a Fletcher unique factorization ring any two factorizations of a regular nonunit
into irreducible elements are isomorphic. We call R a factorial ring if (1) every
regular nonunit of R is a finite product of irreducible elements and (2) any two
factorizations of a regular nonunit into irreducible elements are isomorphic. Thus
a Fletcher unique factorization ring is a factorial ring. In [20] Fletcher proved that
R is a Fletcher unique factorization ring if and only if R is a finite direct product
of UFDs and SPIRs. Thus R[X ] is a Fletcher unique factorization ring if and only
if R is a finite product of UFDs. We prove this without recourse to Fletchers’s
structure theory in our next theorem. It is worth noting [1, Theorem 2.1] that R is
a Fletcher unique factorization ring if and only if (1) R is atomic and (2) any two
atomic factorizations of a nonunit (possibly 0) are weakly homomorphic.
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Theorem 5.4. Let R be a commutative ring. Then the following conditions are
equivalent.
(1) R is a finite direct product of UFDs (possibly fields).
(2) Every (nonzero) nonunit of R[X ] is a product of prime elements.
(3) Every regular nonunit of R[X ] is a product of prime elements.
(4) R[X ] is factorial, that is, every regular nonunit of R[X ] is a product of
irreducible elements and any two factorizations of a regular nonunit into
irreducible elements are isomorphic.
(5) Every regular nonunit of R[X ] is a product of irreducible elements and
any two factorizations of a regular nonunit into irreducible elements are
homomorphic.
(6) R[X ] is a Fletcher unique factorization ring.
(7) R[X ] is a weak UFR.
Proof. (1) =⇒ (2) Suppose that R = R1 × · · · × Rn where each Ri is a UFD.
Then each Ri[X ] is a UFD and R[X ] = R1[X ] × · · · × Rn[X ]. But it is easily
checked that in a direct product of UFDs, each nonunit is a product of prime
elements. (2) =⇒ (3) Clear. (3) =⇒ (4) Now a prime element is irreducible,
so every regular nonunit of R[X ] is a product of irreducible elements. Moreover,
since a regular irreducible element is a product of primes, it is itself prime. But it
is well known that the factorization of a regular element into primes is unique up
to order and associates. (4) =⇒ (5) Clear. (5) =⇒ (1) Since X is a product of
irreducible elements, R = R1 × · · · × Rn where each Ri is indecomposable. Now
R[X ] = R1[X ]× · · · ×Rn[X ] and it is easily checked that each Ri[X ] satisfies (5).
Thus we can assume that R is indecomposable and we must prove that R is an
integral domain (for then R is a UFD). Suppose that there exist nonzero elements
a and b of R with ab = 0. Since R is indecomposable, X,X − a,X − b, and
X − (a+ b) are irreducible, so (X − a)(X − b) = X2 − (a+ b)X = X(X − (a+ b))
are two factorizations of the regular element X2 − (a + b)X into irreducibles that
are not homomorphic since X − c and X − d are associates if and only if c = d.
(6) =⇒ (4) In the paragraph preceding this theorem we remarked that a Fletcher
unique factorization ring is a factorial ring. (1) =⇒ (6) R[X ] is a finite direct
product of UFDs. Now certainly a UFD is a Fletcher unique factorization ring and
it is easily checked that a direct product of Fletcher unique factorization rings is
a Fletcher unique factorization ring. Thus R[X ] is a Fletcher unique factorization
ring. (1) =⇒ (7) Here R[X ] is a finite direct product of UFDs and it is easily
checked that a finite direct product of UFDs is a weak UFR. (7) =⇒ (5) If for
every regular nonunit any two atomic factorizations are weakly homomorphic, they
are actually homomorphic.

The equivalence of (1), (4), and (6) of Theorem 5.4 is given in [8, Theorem 3.8]
(also, see [9]) where we use the term UFR for a Fletcher unique factorization ring.
The proof given there involves Krull rings.
Corollary 5.5. For a commutative ring R the following conditions are equivalent.
(1) R[X ] (or equivalently R) is a UFD.
(2) R[X ] is a unique factorization ring.
(3) R[X ] is atomic and any two factorizations of nonzero nonunits into irre-
ducibles are homomorphic.
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Proof. (1) =⇒ (2) =⇒ (3) Clear. (3) =⇒ (1) By (5) =⇒ (1) of Theorem 5.4,
R = D1×· · ·×Dn where each Di is a UFD. Suppose that n > 1. Then (0, 1, . . . , 1)
and (X, 1, . . . , 1) are irreducible elements of R[X ] = D1[X ] × · · · × Dn[X ]. But
(0, 1, . . . , 1) = (0, 1, . . . , 1)(X, 1, . . . , 1) are two nonhomomorphic factorizations of
(0, 1, . . . , 1) into irreducibles.

We next discuss a theory of factorization introduced in [17]. Let R be a com-
mutative ring. By a µ-factorization of a nonunit a ∈ R we mean a factorization
a = λa1 · · · an where λ ∈ U(R) and each ai is a nonunit. A factorization of a is a
µ-factorization with λ = 1 (which is then omitted). The µ-factorization λa1 · · ·an
is (strongly) reduced if λa1 · · · an 6= λa1 · · · aˆi · · · an (λa1 · · · an 6= λai1 · · · aij for any
proper subset {i1, . . . , ij} of {1, . . . , n}) and is (strongly) µ-reduced if λa1 · · · an 6=
λ′a1 · · · aˆi · · · an (λa1 · · · an 6= λ
′ai1 · · · aij ) for any proper subset {i1, . . . , ij} of
{1, . . . , n}). So we have
strongly µ-reduced +3

strongly reduced

µ-reduced +3 reduced
and it is easily seen that none of these implications can be reversed. Note that if
a ∈ R is a regular nonunit, then any λ-factorization is strongly µ-reduced. Also,
it is easily seen that any (µ-) factorization can be “reduced” to a strongly (µ-)
factorization. Then R is a (weak) [strongly] µ-reduced unique factorization ring
if (1) R is atomic and (2) for each (nonzero) nonunit a ∈ R, if a = λ1a1 · · ·an =
λ2b1 · · · bm are two [strongly] µ-reduced atomic factorizations of a, then n = m, and
after re-ordering, if necessary, ai ∼ bi. And R is a (weak) [strongly] reduced unique
factorization ring if (1) R is atomic and (2) if a ∈ R is a (nonzero) nonunit of R
and a = λ1a1 · · · an = λ2b1 · · · bm are two atomic [strongly] reduced factorizations
of a, then n = m and after re-ordering, if necessary, ai ∼ bi. (Note that in (2) there
is no loss in generality in just taking λ = 1 and hence omitting it.)
Thus we have
R strongly µ-reduced ksKS R strongly reducedKS
R µ-reduced ks R reduced
and in the next paragraph we note that the two vertical implications are actually
equivalences.
Theorem 3.3 [17] gave that R is a (strongly) µ-reduced UFR if and only if R is
a finite direct product of UFDs and SPIRs while Theorem 3.4 [17] gave that R is a
(strongly) reduced UFR if and only if R is a UFD, SPIR, or a finite direct product
R = D1 × · · · ×Dn where each Di is a UFD with U(Di) = {1}. So in the case of a
polynomial ring R[X ] we have that R[X ] is a (strongly) µ-reduced UFR if and only
if R is a finite direct product of UFDs and R[X ] is a (strongly) reduced UFR if and
only if R is a UFD or R = D1 × · · · ×Dn where Di is a UFD with U(Di) = {1}.
We next give simple proofs of these results for R[X ] using Theorem 5.4.
Theorem 5.6. For a commutative ring R, the following conditions are equivalent.
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(1) R[X ] is a (weak) strongly µ-reduced UFR.
(2) R[X ] is a (weak) µ-reduced UFR.
(3) R is a finite direct product of UFDs.
Proof. (3) =⇒ (2) R[X ] is a finite direct product of UFDs and it is easily checked
that a finite direct product of UFDs is a µ-reduced UFR. (2) =⇒ (1) Clear.
(1) =⇒ (3) Assume that R[X ] is a weak strongly µ-reduced UFR. Then for a
regular nonunit f ∈ R[X ] any two atomic factorizations of f are isomorphic, that
is, R[X ] is factorial. By Theorem 5.4, R is a finite direct product of UFDs.

Theorem 5.7. For a commutative ring R, the following conditions are equivalent.
(1) R[X ] is a (weak) strongly reduced UFR.
(2) R[X ] is a (weak) reduced UFR.
(3) R is either a UFD or R = D1× · · · ×Dn where Di is a UFD with U(Di) =
{1}.
Proof. (3) =⇒ (2) Here either R[X ] is a UFD or R[X ] = D1[X ] × · · · × Dn[X ]
is a UFD with U(D[Xi]) = {1}. In either case it is easily checked that R[X ] is
a reduced UFR. (2) =⇒ (1) Clear. (1) =⇒ (3) Suppose that R[X ] is a weak
strongly reduced UFR. Then as in (1) =⇒ (2) of Theorem 5.6 R[X ] is factorial
and hence R = D1 × · · · × Dn where Di is a UFD. Suppose that n > 1. We
need each U(Di[X ]) = U(Di) = {1}. Now suppose that some | U(Di) |> 1; let
u ∈ U(Di)\{1}. Then
(0, 1, . . . , 1) = (0, 1, . . . , 1, u, 1, . . .)(0, 1, . . . , 1, u−1, 1, . . . 1)
where u and u−1 appear in the ith coordinate are two strongly reduced atomic
factorizations of (0, 1, . . . , 1), a contradiction.

It is interesting to note that while Theorems 3.3 and 3.4 of [17] require the
factorization of 0 to be unique, Theorems 5.6 and 5.7 do not.
Our last result of this section summarizes the various unique factorization char-
acterizations for R[X ] and extends them to several variables.
Theorem 5.8. Let R be a commutative ring and X an indeterminate over R.
(1) The following are equivalent.
(a) R is a UFD.
(b) R[X ] is a UFR (resp., is atomic and any two factorizations of nonzero
nonunits into irreducibles are homomorphic).
(c) For any set {Xα}α∈Λ, |Λ| ≥ 1, of indeterminates overR, R[{Xα}α∈Λ] is
a UFR (resp., is atomic and any two factorizations of nonzero nonunits
into irreducibles are homomorphic).
(d) For some set {Xα}α∈Λ, |Λ| ≥ 1, of indeterminates over R, R[{Xα}α∈Λ]
is a UFR (resp., is atomic and any two factorizations of nonzero
nonunits into irreducibles are homomorphic.)
(2) The following are equivalent.
(a) R is a finite direct product of UFDs.
(b) R[X ] is factorial (resp., a weak UFR, a Fletcher UFR, a (weak) [strong]
µ-reduced UFR.)
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(c) For any set {Xα}α∈Λ, |Λ| ≥ 1, of indeterminates over R, R[{Xα}α∈Λ]
is factorial (resp., a weak UFR, a Fletcher UFR, a (weak) [strong]
µ-reduced UFR).
(d) For some set {Xα}α∈Λ, |Λ| ≥ 1, of indeterminates over R, R[{Xα}α∈Λ]
is factorial (resp., a weak UFR, a Fletcher UFR, a (weak) [strong] µ-
reduced UFR).
(3) The following are equivalent.
(a) R is either a UFD or R = D1× · · ·×Dn where each Di is a UFD with
U(Di) = {1}.
(b) R[X ] is a (weak) [strongly] reduced UFR.
(c) For any set {Xα}α∈Λ, |Λ| ≥ 1, of indeterminates over R, R[{Xα}α∈Λ]
is a (weak) [strongly] reduced UFR.
(d) For some set {Xα}α∈Λ, |Λ| ≥ 1, of indeterminates over R, R[{Xα}α∈Λ]
is a (weak) [strongly] reduced UFR.
Proof.
(1) (a) ⇐⇒ (b) Corollary 5.5 (b) =⇒ (c) If R is a UFD, so is R[{Xα}α∈Λ].
Hence (c) holds. (c) =⇒ (d). Clear. (d) =⇒ (a) Let α0 ∈ Λ and
Λ′ = Λ\{α0}. So R[{Xα}α∈Λ′ ][Xα0 ] = R[{Xα}α∈Λ] is a UFR (resp., is
atomic and any two factorizations of nonzero nonunits into irreducibles are
homomorphic). By (a) ⇐⇒ (b), R[{Xα}α∈Λ′ ] is a UFD. Hence R is a
UFD.
(2) (a) ⇐⇒ (b) Theorems 5.4 and 5.6. The other implications follow as in (1)
mutatis mutandis.
(3) (a) ⇐⇒ (b) Theorem 5.7. The other implications follow as in (2) mutatis
mutandis and the observation that for any set {Xα}α∈Λ of indeterminates
over an integral domain D, U(D) = U(D[{Xα}α∈Λ]).

6. Polynomial Rings over Unique Factorization Rings
A polynomial ring over a UFD is again a UFD. This is not the case for the other
types of unique factorization rings that we have defined. Suppose that R is a total
quotient ring. Then R is certainly factorial, but R[X ] need not even be atomic;
indeed, X need not be a finite product of atoms (e.g., R an infinite direct product
of fields). If R is an SPIR or a quasilocal ring (R,M) with M2 = 0, then R is
factorial, a UFR, a weak UFR, and a [strongly] (µ-) reduced UFR, but R[X ] has
none of those properties except for the trivial case where R is a field. And if R is
an SPIR, then R is a Fletcher UFR, but R[X ] is not a Fletcher UFR unless R is a
field. This raises the question of what factorization properties R[X ] has in the case
where R is an SPIR or a quasilocal ring (R,M) with M2 = 0.
Recall the following definitions from [11]. Let R be a commutative ring. Then
R is a half factorial ring (HFR) if R is atomic and for any nonzero nonunit a ∈ R,
any two atomic factorizations of a have the same length. The ring R is a bounded
factorization ring (BFR) if (1) R is atomic and (2) for each nonzero nonunit a ∈ R,
there is a bound on the length of atomic factorizations of a, or equivalently, (3)
for each nonzero nonunit a ∈ R, there is a natural number N(a) so that for any
factorization of a into nonunits a = a1 · · · an, n ≤ N(a). Finally, R is called a finite
factorization ring (FFR) if every nonzero nonunit of R has only a finite number of
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factorizations up to order and associates, a weak finite factorization ring (WFFR)
if every nonzero nonunit of R has only a finite number of nonassociate divisors,
and an atomic idf ring if R is atomic and each nonzero element of R has at most a
finite number of nonassociate irreducible divisors. An HFR, FFR, and a BFR are
pre´simplifiable.
Note that the following are equivalent: (1) R is an FFR, (2) R is a BFR and
WFFR, (3) R is pre`simplifable and a WFFR, (4) R is a BFR and an atomic idf-
ring, and (5) R is pre`simplifiable and an atomic idf ring [11, Proposition 6.6]. We
have the following diagram where none of the implications can be reversed.
HFR
$,P
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
P
UFR
2:♥♥♥♥♥♥♥♥♥♥♥
♥♥♥♥♥♥♥♥♥♥♥
$,P
PP
PP
PP
PP
PP
P
PP
PP
PP
PP
PP
PP
BFR +3 ACCP +3 atomic
FFR
2:♥♥♥♥♥♥♥♥♥♥♥♥
♥♥♥♥♥♥♥♥♥♥♥♥

WFFR

atomic idf ring
In Section 3 we remarked that Coykendall and Trentham [18] gave an example
of a zero-dimensional quasilocal ring S with S[X ] atomic (or equivalently, very
strongly atomic), but S is not atomic. It is easily checked that if R[X ] satisfies any
of the conditions in the diagram other than being atomic or an atomic idf ring, then
so does R. Certainly, if R[X ] is an idf ring, so is R. Now if R[X ] is an atomic idf
ring, then either R is an integral domain (and hence a FFD) or R is a finite local
ring [12, Theorem 1.7]. In either case R is pre`simplifiable and hence so is R[X ].
So for a polynomial ring R[X ], the notions of FFR, WFFR, and atomic idf ring
coincide. Hence if R[X ] is an atomic idf ring, so is R.
Suppose that (R,M) is a quasilocal ring with Mn = 0 for some n ≥ 1. Then R
is a BFR. We next note that R[X ] is a BFR.
Theorem 6.1. Suppose that (R,M) is a quasilocal ring with Mn = 0 for some
n ≥ 1. Let X be an indeterminate over R. Then R[X ] is a BFR. Hence if R is a
UFR, R[X ] is a BFR and thus is atomic.
Proof. In [7, Theorem 12] it was shown that if R is a BFR with the zero ideal pri-
mary and
⋂
∞
m=1(nil(R))
m = 0, then R[X ] is a BFR. Thus if (R,M) is a quasilocal
ring with Mn = 0 for some n ≥ 1, R[X ] is a BFR.

We next show for R a UFR, R[X ] is an HFR only in the trivial case where R is
a UFD.
Theorem 6.2. Let R be a commutative ring and X an indeterminate over R.
Suppose that R has a nonzero nilpotent atom. Then R[X ] is a not an HFR. Hence
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if R is a zero-dimensional quasilocal ring that is not a field (e.g., a UFR that is not
a UFD), R[X ] is not an HFR.
Proof. We may suppose that R is indecomposable for otherwise R[X ] is not an
HFR. Let m be a natural number. Let b ∈ nil(R). We first note that Xm + b is a
product of atoms and any atomic factorization of Xm + b has at most m factors.
For let Xm + b = f1 · · · fn where fi ∈ R[X ] is a nonunit. Pass to R¯ = R/nil(R).
So R¯ is an indecomposable reduced ring. Then Xm = Xm + b = f¯1 · · · f¯n. Since fi
is a nonunit, so is f¯i. By Corollary 4.6 n ≤ m. Thus X
m+ b is a product of atoms
and any atomic factorization of Xm + b has at most m factors.
Suppose further that b is an atom, then Xm + b is actually irreducible. For
let Xm + b = f1 · · · fn where each fi ∈ R[X ] is irreducible. Since b is an atom
exactly one fi has fi(0) a nonunit. Suppose that fj(0) is a unit. Then fj(0)
is a unit and f¯j is a factor of X
m, so again by Corollary 4.6, f¯j is a unit and
so fj is a unit. So X
m + b is an atom. Choose n ≥ 1 with b2
n−1
= 0. Then
X2
n
= X2
n
−b2
n−1
= (X2
n−1
+b2
n−2
)(X2
n−2
+b2
n−3
) · · · (X4+b2)(X2+b)(X2−b).
Since R is indecomposable, X is an atom. Hence X2
n
is a product of 2n atoms.
Factoring X2
n−1
+b2
n−2
, · · · , X4+b2 into atoms and noting that X2+b and X2−b
are both atoms we see that X2
n
= X2
n
− b2
n−1
has an atomic factorization with at
most 2n−1 + 2n−2 + · · ·+ 4 + 2 < 2n atoms. Thus R[X ] is not a HFR.

For other examples of non-unique factorization in the SPIR Zpn for n ≥ 2, see
[21].
We end by noting that for R a UFR that is not an integral domain (or equiva-
lently a UFD), R[X ] is an FFR if and only if R is finite.
Theorem 6.3. Let R be a commutative ring andX an indeterminate over R. Then
R[X ] is an FFR if and only if either (1) R is an FFD or (2) (R,M) is a finite local
ring satisfying (a) for x1, . . . , xk ∈M\M
2, x1 · · ·xk ∈M
k\Mk+1 for 1 ≤ k ≤ n− 1
(or equivalently, x ∈ M i\M i+1 and y ∈ M j\M j+1 =⇒ xy ∈ M i+j\M i+j+1 for
i+ j < n) where Mn = 0, but Mn−1 6= 0 and (b) aM =M2 for a ∈M\M2. Thus
if R is a UFR, R[X ] is an FFR if and only if R is a UFD or R is finite.
Proof. First suppose that (R,M) is a finite local ring whereMn = 0, butMn−1 6= 0.
Then [3, Theorem 17] R[X ] is an FFR if and only if R satisfies (a′) if r1, . . . , rk
are atoms of R where k < n, then r1 · · · rk ∈ M
k\Mk+1 and (b′) every element
of M\M2 divides all elements of M2. Clearly (b) and (b′) are equivalent. Also
(b) implies that r ∈ R is an atom if and only if r ∈ M\M2. So (a) and (a′) are
equivalent. Also, note that x ∈ Mk\Mk+1 for 1 ≤ k ≤ n − 1 if and only if x is a
product of k atoms. So (a) is also equivalent to the condition: x ∈ M i\M i+1 and
y ∈M j\M j+1 where i+ j < n =⇒ xy ∈M i+j\M i+j+1.
(⇒) Suppose that R[X ] is an FFR. By [12, Theorem 1.7], R is either an integral
domain (and hence a FFD) or R is a finite local ring. But if R is a finite local ring,
then R satisfies (a) and (b) by the remarks of the previous paragraph.
(⇐) If R is an FFD, then it is well known that R[X ] is an FFD [4, Proposition 5.3].
If R is a finite local ring satisfying (a) and (b), R[X ] is an FFR by the remarks of
the first paragraph of the proof.
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The last statement is now immediate since a quasilocal ring (R,M) withM2 = 0
or R an SPIR clearly satisfies (a) and (b). (This is remarked in the paragraph after
[3, Theorem 17].)

Note that if R is one of the types of “unique factorization rings” that are not
indecomposable, then R and R[X ] have nontrivial idempotents and hence are not
BFRs, let alone HFRs and FFRs.
References
[1] A.G. Agargun, D.D. Anderson, and S. Valdes-Leon. Unique factorization rings
with zero divisors. Comm. Algebra 27, (1999), 1967-1974.
[2] A.G. Agargun, D.D. Anderson and S. Valdes-Leon. Factorization in commu-
tative rings with zero divisors, III. Rocky Mountain J. Math. 31 (2001), 1-21.
[3] M. Alan. On finite factorization rings. Comm. Algebra 40 (2012), 4089,4099.
[4] D.D. Anderson, D.F. Anderson, and M. Zafrullah. Factorization in integral
domains. J. Pure Appl. Algebra 69 (1990), 1-19.
[5] D.D. Anderson and S. Chun. Irreducible elements in commutative rings with
zero divisors. Houston J. Math. 37 (2011), 741-744.
[6] D.D. Anderson and S. Chun. Associate elements in commutative rings. Rocky
Mountain J. Math. 44 (2014), 717-731.
[7] D.D. Anderson and A. Ganatra. Bounded factorization rings. Comm. Algebra
35 (2007), 3892-3903.
[8] D.D. Anderson and R. Markanda.Unique factorization rings with zero divisors.
Houston J. Math. (1985), 15-30.
[9] D.D. Anderson and R. Markanda Unique factorization rings with zero divisors:
corrigendum. Houston J. Math. (1985), 423-426.
[10] D.D. Anderson and E. SmithWeakly prime ideals. Houston J. Math. 29 (2003),
831-840.
[11] D.D. Anderson and S. Valdes-Leon. Factorization in commutative rings with
zero divisors. Rocky Mountain J. Math. 26 (1996), 439-480.
[12] D.D. Anderson and S. Valdes-Leon. Factorization in integral domains, Chapter:
Factorization in commutative rings with zero divisors, II. Publisher: Marcel
Dekker, Editors: D.D. Anderson (1997), 197-219.
[13] R. Belshoff, D. Kline, and M. Rogers. Sets of lengths of powers of a variable.
Rocky Mountain J. Math. to appear.
[14] A. Bouvier. Anneaux pre´simplifiables. Rev Roumaine Math. Pures Appl. 19
(1974), 713-724.
[15] A. Bouvier. Structure des anneaux a´ factorisation unique. Publ. De´p. Math
(Lyon) 11 (1974), 39-49.
[16] S. Chun and D.D Anderson. Irreducible elements in commutative rings with
zero divisors, II. Houston J. Math. 39 (2013), 741-752.
[17] S. Chun, D.D Anderson, and S. Valdes-Leon. Reduced factorizations in com-
mutative rings. Comm. Algebra 39, (2011), 1583-1594.
[18] J. Coykendall and S. Trentham. Sponataneous atomicity for polynomial rings
with zero divisors. J. Pure Appl. Algebra 221 (2017), 2192-2197.
UNIQUE FACTORIZATION IN POLYNOMIAL RINGS WITH ZERO DIVISORS 23
[19] C.R. Fletcher. Unique factorization rings. Proc. Cambridge Philos. Soc. 65
(1969), 579-583.
[20] C.R. Fletcher. The structure of unique factorization rings. Proc. Cambridge
Philos. Soc. 67 (1970), 535-540.
[21] C. Frei and S. Frisch. Non-unique factorization of polynomials over residue
class rings of integers. Comm. Algebra 39 (2011), 1482-1491.
[22] S. Galovich. Unique factorization rings with zero divisors. Math. Mag. 51
(1978), 276-283.
[23] A. Geroldinger and F. Halter-Koch. Non-Unique Factorizations. Algebraic,
Combinatorial, and Analytic Theory, Chapman and Hall/CRC, Boca Raton,
FL, 2006.
[24] R. Gilmer and W. Heinzer. On the divisors of monic polynomials over a com-
mutative ring. Pacific J. Math. 78 (1978), 121-131.
[25] W. Heinzer and D. Lantz. ACCP in polynomial rings: A counterexample. Proc.
Amer. Math. Soc. 121 (1994), 975-977.
[26] M. Roitman. Polynomial extensions of atomic domains. J. Pure Appl. Algebra
87 (1993), 187-199.
