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LOCAL FORM-SUBORDINATION CONDITION AND RIESZ
BASISNESS OF ROOT SYSTEMS
BORIS MITYAGIN AND PETR SIEGL
In memory of our colleague and friend Michael Solomyak.
Abstract. We exploit the so called form-local subordination in the analysis
of non-symmetric perturbations of unbounded self-adjoint operators with iso-
lated simple positive eigenvalues. If the appropriate condition relating the size
of gaps between the unperturbed eigenvalues and the strength of perturbation,
measured by the form-local subordination, is satisfied, the root system of the
perturbed operator contains a Riesz basis and usual asymptotic formulas for
perturbed eigenvalues and eigenvectors hold. The power of the abstract per-
turbation results is demonstrated particularly on Schro¨dinger operators with
possibly unbounded or singular complex potential perturbations.
1. Introduction
Let T be a Schro¨dinger operator in L2(R)
T = − d
2
dx2
+Q(x) + V (x) (1.1)
where Q is a sufficiently regular real single-well potential behaving as |x|β , β ≥ 1,
at infinity and V is a complex, possibly unbounded or singular, perturbation. The
spectrum of T is discrete under mild restrictions on V , guaranteeing basically that
V is indeed a “small” perturbation of the self-adjoint operator
A = − d
2
dx2
+Q(x). (1.2)
However, it is quite unclear under which conditions on V the eigensystem of T
shares the good properties of the eigenfunctions of A, forming an orthonormal
basis of L2(R). More specifically, for which V does the eigensystem of T contain a
Riesz basis?
Notice that the Riesz basisness of eigensystem is particularly strongly linked with
the spectral stability/instability (pseudospectra/resolvent norm far from spectrum)
of the spectrum of T . The spectral instability is well-known to occur for Schro¨dinger
operators with complex potentials like the rotated oscillator of Davies
− d
2
dx2
+ ix2, (1.3)
for which the eigensystem does not contain even a basis. Such results are obtained
in several works and are typically based on the norm estimates of the resolvent
(pseudospectra) or eigenprojections, see e.g. [5, 6, 7, 18, 19, 20, 36, 23]. Nonetheless,
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by proving the unboundedness the eigenprojection norms in [30], one shows that
the eigensystem for the shifted oscillator
− d
2
dx2
+ x2 + ix, (1.4)
contains no basis also; moreover, let us notice that Q(x) = x2 clearly dominates
the imaginary perturbation V (x) = ix. On the other hand, it was showed in [29]
that the eigensystem of
− d
2
dx2
+ x2 + iδ(x), (1.5)
does contain a Riesz basis; the latter holds also for an infinite number of δ’s, namely
for
∑
k∈Z νkδ(x − xk) with ν ∈ `1(Z) and {xk} ⊂ R, see [29, 26, 27, 28, 30]. The
perturbations in (1.4) and (1.5) seem to be of a different nature, nevertheless, their
strength is the same if described in classical terms of relative boundedness or p-
subordination; see e.g. [22, 24, 21] for these notions. More specifically, when viewed
in the sense of quadratic forms,
b1[ψ] ≡ bix[ψ] = i
∫
R
x|ψ(x)|2 dx, b2[ψ] ≡ biδ(x)[ψ] = i|ψ(0)|2, (1.6)
both b1 and b2 are p-subordinated with p = 1/2 to the form a+ 1, associated with
the self-adjoint harmonic oscillator (with an inessential shift by 1). Namely, there
is C > 0 such that, for all ψ ∈ Dom(a) = {ψ ∈W 1,2(R) : xψ(x) ∈ L2(R)},
|bi[ψ]| ≤ C(a[ψ] + ‖ψ‖2)p‖ψ‖2(1−p), i = 1, 2, p = 1
2
, (1.7)
where
a[ψ] = ‖ψ′‖2 +
∫
R
x2|ψ(x)|2 dx. (1.8)
These two examples clearly show that the classical sufficient conditions for the Riesz
basisness of the eigensystem based on p-subordination, see e.g. [12, Thm.XIX.2.7]
or [24, Thm.6.12], cannot provide satisfactory answers for (1.1).
The goal of this paper is to analyze deeper the perturbation problems, both
on the abstract level and on concrete example (1.1). Our approach is based on a
condition that measures the strength of the perturbation in a more subtle way than
the ordinary p-subordination. In detail, we work in the following setting.
Let A be a self-adjoint operator with compact resolvent in a separable Hilbert
spaceH. Let the eigenvalues {µk}k∈N of A be positive, eventually simple and satisfy
Aψk = µkψk, ‖ψk‖ = 1,
∃γ > 0, ∃κ > 0, ∃N0 > 0, ∀k ≥ N0, µk+1 − µk ≥ κkγ−1;
(1.9)
by {ψk} we denote normalized eigenvectors of A related to {µk}. The key as-
sumption on the form b, representing the perturbation, is the so-called local form-
subordination condition
∃α ∈ R, 2α+ γ > 1, ∃Mb > 0, ∀m,n ∈ N, |b(ψm, ψn)| ≤ Mb
mαnα
. (1.10)
The main abstract result, Theorem 3.4, states that if conditions (1.9) and (1.10)
are satisfied, then the eigensystem of the perturbed operator T contains a Riesz
basis of H; the operator T is defined via the form sum a+ b, where is a associated
with A. (For details on the definition of T , see Section 2; for the completeness of
the eigensystem of T in H, see Proposition 2.1). Moreover, the eigenvalues of T
are eventually simple, the usual asymptotic formulas for the corrections of {µk}
and {ψk} hold and remainder estimates, expressed in terms of α and γ, are given,
see Theorem 3.2.
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The applicability of conditions (1.9) and (1.10) is demonstrated on Schro¨dinger
operator T from (1.1) viewed as a perturbation of the self-adjoint A from (1.2).
The condition (1.9) is satisfied for this A with γ = 2β/(β + 2), see Proposition 6.1.
On the other hand, for β ≥ 2, the form b generated by the potential V satisfies the
condition (1.10) if e.g. V = V1 + V2 + V3 + V4 where
∃ε > 0, |x| 2−β2 +εV1(x) ∈ L∞(R),
∃p ∈ [1,∞), V2 ∈ Lp(R),
∃s ∈ [0, β − 1
2β
), V3 ∈W−s,2(R),
∃{νk} ∈ `1(Z), ∃{xk} ⊂ R, V4 =
∑
k∈Z
νk δ(x− xk),
(1.11)
see Theorems 6.4, 6.9 and Corollaries 6.5, 6.10 for precise statements (with β < 2
allowed). Moreover, for V ∈ L1(R) with a controlled decay at infinity, see Theo-
rem 6.6, we prove that the first corrections of µk read (with the precisely determined
constant Cβ)
λ(1)n = Cβ n
− 2β+2
∫
R
V (x) dx+ o
(
n−
2
β+2
)
, n→∞. (1.12)
Although our main motivation are Schro¨dinger operators T from (1.1), the ab-
stract results are applicable to other problems. In particular, see Section 5.2 for
infinite finite band matrices and Section 5.3 for perturbations of −d2/dx2 on a finite
interval with Neumann boundary conditions. For the latter, some classical results,
e.g. the Riesz basisness of the eigensystem for the separated boundary conditions,
see [12, Chap.XIX.3], follow immediately when formulated in our setting. The ef-
ficiency of our approach can be further illustrated on that the amount of effort
needed to prove the Riesz basisness for −d2/dx2 from above perturbed e.g. by the
infinite number of complex δ-interactions (which can hardly be treated by ODE
methods) is basically the same as when perturbing by a bounded potential; see
Section 5.3. As −d2/dx2 on (−1, 1) with Dirichlet boundary conditions is a limit
of A from (1.2) with Q(x) = |x|β for β → +∞, it is not surprising that by taking
formally β = +∞ in the formulas, e.g. (1.12), and conditions derived for A with
β ∈ (1,∞), we recover those for the limit −d2/dx2 on (−1, 1), see Remark 6.7.
Regarding the relations to previous works, the special version of condition (1.10)
with γ = 1 was introduced in [29]; the relation to the operator version of (1.10)
used in [2, 3, 34, 35] is discussed in [29] as well. Comparing to previous papers, we
allow here a faster condensation of {µk} at infinity, namely µk ∼ kγ with γ > 0
is possible, cf. [3] with the restriction γ > 1/2. At the same time, the proof
on the main abstract Theorem 3.4 on the Riesz basisness is simplified by using
only the equivalent condition for a Riesz basis, see [16, Thm.VI.2.1], together with
the Schur test for infinite matrices, see e.g. [33], [17, Thm.5.2]; thereby we avoid
the Kato’s lemma on projections [21, Thm.V.4.17a] used in [2, 3, 29]. Moreover,
condition (1.10) is sharp in the sense that it cannot be weakened to 2α+γ = 1, see
Section 5.1. As for Schro¨dinger operators T , the form-local subordination allows
for treating more singular potentials (in Lp with 1 ≤ p < 2) than in [3] and also
the distributional ones. The asymptotic formula for the first eigenvalue correction,
see (1.12) or (6.74), should be compared with precise two terms asymptotics of
eigenvalues in [27, 28, 30] for the harmonic oscillator (Q(x) = x2) perturbed by
δ-interactions (instead of L1-potentials).
The paper is organized as follows. In Section 2 we recall the definition of the
perturbed operator T based on the form sum. Moreover, using the classical per-
turbation theory, we derive basic properties of T , in particular the completeness
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of its eigensystem. Main abstract results, Riesz basisness, asymptotic formulas for
eigenvalues and eigenvectors, are stated and proved in Section 3. In Section 4, we
prove several technical lemmas used in the proofs in Section 3. Section 5 consists
of several examples, showing the optimality of our assumptions and applicability
of the main theorems in simpler examples. Finally, Section 6 is devoted to the
analysis of the Scho¨dinger operators (1.1).
2. Preliminaries
The definition of the (abstract) perturbed operator T is based on representation
and perturbations theorems from [21, Sec.VI]. Let A be a self-adjoint operator
satisfying (1.9) and b be a form satisfying (1.10). The operator A is associated
with the form
a[f ] := a(f, f) = ‖A 12 f‖2, Dom(a) = Dom(A 12 ), (2.1)
see [21, Thm.VI.2.23] for the second representation theorem. We show below that
the form t := a + b is sectorial and closed. Thus, using the first representation
theorem, see [21, Thm.VI.2.1], t is associated with the unique m-sectorial operator
T , which is our perturbed operator. In particular, Schro¨dinger operator T from
(1.1) with V ∈ L1loc(R) is obtained by choosing A as in (1.2) and b as the form bV
generated by V , see (6.68); for the distributional potentials see (6.93).
To show that t is sectorial and closed, notice that when condition (1.10) is
satisfied, the form b is p-subordinated to a with some p = p(α, γ) ∈ [0, 1),
∀f ∈ Dom(a), |b[f ]| ≤ C(a[f ])p‖f‖2(1−p); (2.2)
see Lemma 4.2 for details. Hence b is relatively bounded with respect to a with the
bound 0 in particular, i.e.
∀ε > 0, ∃Cε ≥ 0, ∀f ∈ Dom(a), |b[f ]| ≤ εa[f ] + Cε‖f‖2. (2.3)
Thus the form t = a + b is indeed sectorial and closed and it determines uniquely
the m-sectorial operator T with compact resolvent, see [21, Thm.VI.3.4]. Moreover,
the norm of the resolvent of T decays along every ray except R+, namely,
∀ϑ ∈ (0, 2pi), lim
t→+∞ ‖(e
iϑt− T )−1‖ = 0; (2.4)
the proof is based on the relative boundedness with the bound 0 and
‖(z − T )−1‖ ≤ 1
dist(z,Num(T ))
, (2.5)
where Num(T ) denotes the numerical range of T , see [21, Thm.V.3.2].
The operator T can be also described as follows. We introduce the operators
K(z)f :=
∑
k∈N
(z − µk)− 12 〈f, ψk〉ψk, z ∈ ρ(A), (2.6)
where, for 0 6= w ∈ C and s ∈ R, the s-power of w is taken as ws := |w|seis argw
with −pi < argw ≤ pi. Notice that
K(z)2 = (z −A)−1, z ∈ ρ(A). (2.7)
Then the operator T reads
T = A
1
2 (I −B(0))A 12 , (2.8)
where B(z), z ∈ ρ(A), is the operator uniquely determined by the bounded form
b(K(z)·,K(z)∗·). (2.9)
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In more detail, B(z) is determined from the relation 〈B(z)f, g〉 = b(K(z)f, (K(z)∗g)
for all f, g ∈ H. For all z ∈ ρ(A), we have
z − T = K(z)−1(I −B(z))K(z)−1 (2.10)
and this relation yields a suitable factorization of the resolvent of T , namely
(z − T )−1 = K(z)(I −B(z))−1K(z), (2.11)
provided I−B(z) is invertible and z ∈ ρ(A); see also [4, Lemma 1], [21, Chap.VI.3.1].
Points z for which I −B(z) is invertible certainly exist since we get straightfor-
wardly from (2.3) and (2.7) that
∀ε > 0, ∃C˜ε ≥ 0, ∀z < 0, ‖B(z)‖ ≤ ε+ C˜ε|z| . (2.12)
Thus ‖B(z)‖ < 1 if z < 0 and |z| is sufficiently large, hence I − B(z) is invertible
for such z’s.
The inequality (1.9) implies that, for sufficiently large k, we have
∃c > 0, ∃k0 ∈ N, ∀k > k0, µk ≥ ckγ , (2.13)
see Lemma 4.1 for details. Thus for all z ∈ ρ(A), K(z) is in the Schatten class S2r
with any r satisfying rγ > 1. The factorization (2.11) and the fact that (I−B(z))−1
is bounded for some z < 0 implies that
∀z ∈ ρ(T ), ∀r > 1
γ
, (z − T )−1 ∈ Sr. (2.14)
Combining (2.14), (2.4) and [12, Cor.XI.9.31], we obtain the following.
Proposition 2.1. Let conditions (1.9), (1.10) hold and let T be as in (2.8). Then
the eigensystem of T is complete in H.
Finally, we remark that T ∗, the adjoint of T , is the operator associated with the
adjoint form t∗ = a+ b∗, see [21, Chap.VI.1.1] and [21, Thm.VI.2.5]. We have from
the definition of the adjoint form and (1.10) that
|b∗(ψm, ψn)| = |b(ψn, ψm)| ≤ Mb
mαnα
. (2.15)
So the analogues of results derived for T under assumptions (1.9) and (1.10) are
valid also for T ∗, in particular, the eigensystem of T ∗ is complete.
3. Abstract perturbation results
3.1. Localization of eigenvalues of T . For N ∈ N and h > 0, we define sets
Π0 = Π0(N,h) := {z ∈ C : −h < Re z < µN + κ
2
Nγ−1, | Im z| < h},
Πk :=
{
z ∈ C : µk − κ
2
(k − 1)γ−1 < Re z < µk + κ
2
kγ−1, | Im z| < κ
2
kγ−1
}
,
Π :=
⋃
k∈N
Πk, Γ0 := ∂Π0, Γk := ∂Πk, k ∈ N.
(3.1)
Proposition 3.1. Let conditions (1.9), (1.10) hold and let T be as in (2.8). Then
there exist N > N0 and h > 0 such that
σ(T ) = σp(T ) ⊂ Π0(N,h) ∪
⋃
k>N
Πk, (3.2)
where Πk are as in (3.1). Moreover, with these N and h, Riesz projections
SN :=
1
2pii
∫
Γ0
(z − T )−1dz, Pn := 1
2pii
∫
Γn
(z − T )−1dz, n > N, (3.3)
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are well-defined and
rankSN = N, rankPn = 1, n > N. (3.4)
Proof. Our first aim is to find N and h such that (z − T )−1 is bounded for all
z /∈ Π0(N,h) ∪ (∪k>NΠk). With the help of the resolvent factorization (2.11), it
suffices to prove that ‖B(z)‖ ≤ 1/2 for all such z. Let f = ∑∞j=1 fjψj ∈ H, then
‖B(z)f‖2 =
∞∑
k=1
|〈B(z)f, ψk〉|2 =
∞∑
k=1
∣∣∣∣∣∣
∞∑
j=1
fjb(ψj , ψk)
(z − µj) 12 (z − µk) 12
∣∣∣∣∣∣
2
≤M2b
∞∑
k=1
1
k2α|µk − z|
 ∞∑
j=1
|fj |
jα|µj − z| 12
2
≤M2b
( ∞∑
k=1
1
k2α|µk − z|
)2
‖f‖2.
(3.5)
From Lemma 4.4, see (4.8) for the definition of σω,γ , we obtain
sup
z/∈Π
Re z≥µn
∞∑
k=1
1
k2α|µk − z| = O(σ2α,γ(n)), n→∞. (3.6)
Hence, we can indeed choose N > N0 such that, for all z /∈ Π and Re z ≥ µN , we
have ‖B(z)‖ ≤ 1/2.
The next step is the estimate of ‖B(z)‖ for Re z ≤ −h1. Splitting the final sum
in (3.5) as in (4.20)–(4.21), we have
‖B(z)‖ ≤Mb
(
max{N0, N1−2α0 }
h1
+
∞∑
k=N0+1
1
k2α(µk + h1)
)
. (3.7)
It follows from Lemma 4.1, see also (2.13), and 2α+ γ > 1 that
∞∑
k=N0+1
1
k2αµk
<∞, (3.8)
thus
lim
h1→∞
∞∑
k=N0+1
1
k2α(µk + h1)
= 0. (3.9)
Hence there is h1 > 0 such that, for all z with Re z ≤ −h1, we have ‖B(z)‖ ≤ 1/2.
In the third step, we estimate ‖B(z)‖ for z with Re z ∈ [−h2, µN + κ2Nγ−1] and| Im z| ≥ h2. As in (3.7), we get the estimate
‖B(z)‖ ≤Mb
(
C
h2
+
∞∑
k=2N
1
k2α
√
(µk − µN+1)2 + h22
)
(3.10)
and conclude that
lim
h2→∞
∞∑
k=2N
1
k2α
√
(µk − µN+1)2 + h22
= 0. (3.11)
Thus we can choose h2 > 0 such that ‖B(z)‖ ≤ 1/2 for all z with Re z ∈ [−h2, µN +
κ
2N
γ−1] and | Im z| ≥ h2.
In summary, taking h := max{h1, h2}, we have that ‖B(z)‖ ≤ 1/2 for all z /∈
Π0(N,h) ∪ (∪k>NΠk), thus (3.2) is proved.
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The standard argument, based on [12, Lemma VII.6.7], shows that
Tr
1
2pii
∫
Γn
(z −A)− 12 (I − tB(z))−1(z −A)− 12 dz, 0 ≤ t ≤ 1,
is a continuous integer-valued function, thus it is constant and (3.4) follows. 
3.2. Asymptotics of eigenvalues and eigenvectors of T . It follows from Propo-
sition 3.1 that the eigenvalues {λn} of T become eventually simple (for n > N) and
localized around those of the unperturbed operator A. The rest of the spectrum is
localized in Π0. Therefore for n > N , we have TrPn = 1, see (3.3), thus
λn − µn = 1
2pii
Tr
∫
Γn
z((z − T )−1 − (z −A)−1) dz
=
1
2pii
Tr
∫
Γn
(z − µn)((z − T )−1 − (z −A)−1) dz, n > N.
(3.12)
As in e.g. [13, 14, 26, 27, 28, 30], the further analysis of λn with n > N relies on
the formula (3.12). The eigenvectors {φn}n>N of T , satisfying Tφn = λnφn, are
found using
φn =
1
2pii
∫
Γn
(z − T )−1ψn dz
= ψn +
1
2pii
∫
Γn
((z − T )−1 − (z −A)−1)ψn dz, n > N.
(3.13)
Theorem 3.2. Let conditions (1.9), (1.10) hold and let T be as in (2.8). Denote
by {λn}n∈N the eigenvalues of T so that λn ∈ Πn for n > N . Then
λn = µn +
j∑
k=1
λ(k)n + r
(j)
n , j ∈ N, n > N, (3.14)
where
λ(k)n =
1
2pii
Tr
∫
Γn
(z − µn)K(z)B(z)kK(z) dz, k ≥ 1, (3.15)
and
|λ(k)n | = O
(
nγ−1σ2α,γ(n)k
)
, |r(j)n | = O
(
σ2α,γ(n)
j+1
n2α
)
, n→∞. (3.16)
Moreover, the vectors
φn :=
1
2pii
∫
Γn
(z − T )−1ψn dz = ψn +
j∑
k=1
φ(k)n + ρ
(j)
n , j ∈ N, n > N, (3.17)
where
φ(k)n =
1
2pii
∫
Γn
K(z)B(z)kK(z)ψn dz (3.18)
and
‖φ(k)n ‖ = O(σ2α,γ(n)k), ‖ρ(j)n ‖ = O(σ2α,γ(n)j+1), n→∞, (3.19)
satisfy (with some N1 ≥ N)
Tφn = λnφn, φn 6= 0, n > N1 ≥ N. (3.20)
Proof. If n > N and z ∈ Γn, we have ‖B(z)‖ < 1, see Proposition 3.1 and its proof.
Thus we can expand (I −B(z))−1 into a convergent sum and thereby get
(z − T )−1 − (z −A)−1 = K(z)
( ∞∑
m=1
B(z)m
)
K(z). (3.21)
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Inserting (3.21) into (3.12) and (3.13), we obtain (3.14), (3.15) and (3.17), (3.18).
The claim (3.20) follows from (3.17) and (3.19).
The main part of the proof is the explanation that the operators in (3.15) are
indeed trace class and that the estimates (3.16), (3.19) hold. In what follows, we
denote the r-Schatten class norm by ‖ · ‖r. The estimates are done mostly in the
same way as in [27, Sec.2.4].
We start with K(z)B(z)K(z), so k = 1 in (3.15) and (3.16). Using
B(z)ψj =
∞∑
m=1
〈B(z)ψj , ψm〉ψm, (3.22)
we obtain
K(z)B(z)K(z)ψj =
∞∑
m=1
b(ψj , ψm)
(z − µj)(z − µm)ψm, z ∈ Γn. (3.23)
The integration leads to
1
2pii
∫
Γn
(z − µn)〈K(z)B(z)K(z)ψj , ψl〉dz
=
1
2pii
∫
Γn
(z − µn)b(ψj , ψl)
(z − µj)(z − µl) dz = b(ψn, ψn)δj,nδl,n.
(3.24)
Thus the operator in (3.15) reads
1
2pii
∫
Γn
(z − µn)K(z)B(z)K(z) dz = b(ψn, ψn)〈·, ψn〉, (3.25)
and so it is of rank one and hence trace class. Moreover, |λ(1)n | = O(n−2α), n→∞,
so (3.16) holds for k = 1.
Next we show that B(z) ∈ S2 for all z ∈ Γn, n > N , and
sup
z∈Γn
‖B(z)‖2 = O(σ2α,γ(n)), n→∞. (3.26)
Indeed, using again (3.22), for z ∈ Γn, n > N , we obtain
‖B(z)‖22 =
∞∑
m=1
|〈B(z)ψm, B(z)ψm〉|2 =
∞∑
j,m=1
|b(ψm, ψj)|2
|z − µj ||z − µm|
≤M2b
( ∞∑
m=1
1
m2α|z − µm|
)2
= O(σ2α,γ(n)2), n→∞;
(3.27)
in the last step, we use Lemma 4.4. Hence we have K(z)B(z)kK(z) ∈ S1 for
k ≥ 2 and all z ∈ Γn with n > N . From |TrC| ≤ ‖C‖1, see [12, Cor.XI.9.8],
‖K(z)‖2 = 1/|z − µn| if z ∈ Γn, (3.27), |Γn| = O(nγ−1) as n → ∞ and [12,
Lemma XI.9.14], we have
|λ(k)n | ≤
1
2pi
∫
Γn
|z − µn|‖K(z)‖2‖B(z)‖k2 |dz|
= O(nγ−1σ2α,γ(n)k), n→∞.
(3.28)
Moreover, for the remainder r
(j)
n , j ≥ 2, we have
|r(j)n | ≤
∞∑
m=j+1
1
2pi
∫
Γn
|z − µn|‖K(z)‖2‖B(z)‖m2 |dz|
= O(nγ−1σ2α,γ(n)j+1), n→∞,
(3.29)
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thus (3.16) is proved. Finally for the eigenvectors, we get from (3.18), (3.27) that
‖φ(k)n ‖ ≤
1
2pi
∫
Γn
‖K(z)‖2‖B(z)‖k2 |dz| = O(σ2α,γ(n)k), n→∞,
‖ρ(j)n ‖ ≤
∞∑
m=j+1
1
2pi
∫
Γn
‖K(z)‖2‖B(z)‖m2 |dz| = O(σ2α,γ(n)j+1), n→∞,
(3.30)
so (3.19) is proved as well. 
Remark 3.3. In particular, we have
λ(1)n = b(ψn, ψn), λ
(2)
n =
∞∑
j=1,j 6=n
|b(ψn, ψj)|2
µn − µj ,
φ(1)n =
∞∑
j=1,j 6=n
b(ψn, ψj)
µn − µj ψj .
(3.31)
Proof. Formulas for λ
(2)
n and φ
(1)
n follow from (3.15) and (3.18), respectively, by
the calculation of residues. To derive the formula for λ
(1)
n , we can use (3.25); like
e.g. in [11, Lemmas 8, 9], it is important to integrate before taking the trace (or
norm in the proof of Theorem 3.2) since all but one term in (3.24) are zero after
the integration. 
3.3. Riesz basis property of the eigensystem. Proposition 3.1 shows that
there are only finitely many eigenvalues of T in Π0, namely {λn}N ′n=1, N ′ ≤ N ,
with algebraic multiplicities {mn}N ′n=1,
∑N ′
n=1mn = N . The remaining eigenvalues
{λn}n>N are simple. Hence the eigensystem of T contains at most a finite number of
root vectors associated with {λn}N ′n=1 and the rest consists of eigenvectors related
to {λn}n>N . For n > N1, these eigenvectors can be selected as {φn}n>N1 from
Theorem 3.2.
Theorem 3.4. Let A be a self-adjoint operator with compact resolvent in a Hilbert
space H, let (1.9) hold and let a be the sesquilinear form associated with A. Let b
be a sesquilinear form satisfying (2.8) and let T be the operator associated with the
form t = a + b. Let N1 > N be such that (3.20) holds for all n > N1 and let SN1
be the spectral projection of T from (3.3) with N = N1.
Then the set {φn}∞n=1, where {φn}N1n=1 is a basis of Ran(SN1) and φn with n > N1
are eigenvectors of T from (3.17) related to simple eigenvalues λn, n > N1, is a
Riesz basis of H.
Proof. The proof is based on [16, Thm.VI.2.1] and Schur test for infinite matrices,
see e.g. [33], [17, Thm.5.2]. We need to verify that {φn} is complete in H, there
exists a complete system {φ˜n} that is biorthogonal to {φn} and we have
∀f ∈ H,
∞∑
n=1
|〈f, φn〉|2 <∞,
∞∑
n=1
|〈f, φ˜n〉|2 <∞. (3.32)
The system {φn} is complete by Proposition 2.1. As the biorthogonal system,
we can select vectors φ˜n from the eigensystem of T
∗ with
φ˜n :=
1
〈φ∗n, φn〉
φ∗n, φ
∗
n :=
1
2pii
∫
Γn
(z − T ∗)−1ψn dz, n > N1. (3.33)
Due to (2.15), we obtain as in Theorem 3.2 that
φ∗n = ψn +
j∑
k=1
φ∗n
(k) + ρ∗n
(j), j ∈ N, (3.34)
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where
φ∗n
(k) =
1
2pii
∫
Γn
K(z)(B(z)∗)kK(z)ψn dz (3.35)
and
‖φ∗n(k)‖ = O(σ2α,γ(n)k), ‖ρ∗n(j)‖ = O(σ2α,γ(n)j+1), n→∞; (3.36)
notice that then 〈φ∗n, φn〉 = 1 +O(σ2α,γ(n)) as n→∞. Moreover, the system {φ˜n}
is complete in H; see remarks below Proposition 2.1.
The crucial step is to show (3.32). We analyze the sum with {φn} only. In
view of (2.15) and (3.34)–(3.36), the reasoning for the second sum is completely
analogous. Clearly, it suffices to consider the sum for n > N1 only. We give the
detailed proof for the case 2α ≤ 1, the other case is similar.
First select j ∈ N such that 2(j + 1)(2α + γ − 1) > 1, then, using (3.19) and
(4.8), we get
∞∑
n=N1+1
|〈f, ρ(j)n 〉|2 ≤ ‖f‖2
∞∑
n=N1+1
‖ρ(j)n ‖2 <∞. (3.37)
Thus it remains to estimate |〈f, φ(k)n 〉|2 for k = 1, . . . , j. We first derive that
B(z)kψj0 =
∑
j1,...,jk
(
k∏
l=1
〈B(z)ψjl−1 , ψjl〉
)
ψjk (3.38)
and hence from (3.18)
φ(k)n =
1
2pii
∫
Γn
∑
j1,...,jk
b(ψn, ψj1)
∏k
l=2 b(ψjl−1 , ψjl)
(z − µn)
∏k
l=1(z − µjl)
ψjk dz (3.39)
Decomposing f =
∑∞
m=1 fmψm, we obtain from (3.39) and (1.10) that
|〈f, φ(k)n 〉| ≤Mkb
1
2pi
∫
Γn
∑
j1,...,jk
|fjk | |dz|
|z − µn||z − µjk |nαjαk
∏k−1
l=1 |z − µjl |j2αl
≤Mkb
 ∞∑
j=1
1
j2α|zn − µj |
k−1 ∞∑
m=1
|fm|
|zn − µm|mαnα×
1
2pi
∫
Γn
|dz|
|zn − µn| ,
(3.40)
where zn ∈ Γn is such that the maximum of the integrand in the first integral
in (3.40) is attained; notice that zn depends on f . From Lemma 4.3 and |Γn| =
O(nγ−1) we get further that there is a constant C > 0 such that
|〈f, φ(k)n 〉|2 ≤ Cσ2α,γ(n)2(k−1)
( ∞∑
m=1
|fm|
|zn − µm|mαnα
)2
. (3.41)
The final step is to estimate the sum of |〈f, φ(k)n 〉|2 for n > N1. Since 2α+γ−1 > 0,
see also (4.8), it suffices to consider the case k = 1 only. For the latter, we get
∞∑
n=N1+1
|〈f, φ(1)n 〉|2 ≤ C
∞∑
n=1
( ∞∑
m=1
|fm|
mαnα|zn − µm|
)2
= C‖Mf˜‖2`2(N) (3.42)
where M is an operator acting in `2(N) with matrix elements
Mmn = 1
mαnα|zn − µm| , m, n ∈ N (3.43)
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and f˜ = {|fm|} ∈ `2(N). To estimate ‖M‖ we employ the Schur test. By applying
Lemma 4.4 and its slight modification for the second sum, we get
∞∑
m=1
|Mmn| 1
mα
=
∞∑
m=1
1
nαm2α|zn − µm| ≤
C1
nα
log en
n2α+γ−1
≤ C2
nα
,
∞∑
n=1
|Mmn| 1
nα
=
∞∑
n=1
1
n2αmα|zn − µm| ≤
C3
mα
log em
m2α+γ−1
≤ C4
mα
,
(3.44)
thus the Schur test yields that ‖M‖ < ∞. The latter, (3.42), (3.41) and (3.37)
show that (3.32) holds for {φn}. 
Remark 3.5. Let conditions (1.9), (1.10) hold and let, in addition,2α+ γ >
3
2 if α ≤ 12 ,
γ > 12 if α >
1
2 .
(3.45)
Then the system {φn}∞n=1 from Theorem 3.4 is a Bari basis, namely
∞∑
n=1
‖ψn − φn‖2 <∞. (3.46)
Proof. Inserting (3.17) into (3.46), we infer that, for n > N1,
‖ψn − φn‖2 ≤ 2(‖φ(1)n ‖2 + ‖ρ(1)n ‖2) = O(σ2α,γ(n)2), n→∞. (3.47)
Thus conditions (3.45) imply that (3.46) holds by (4.8). 
4. Technical lemmas
Lemma 4.1. Let {µk}k∈N satisfy (1.9) and let j, k ∈ N, k > j > N0. Then
µk − µj ≥ κ
γ
(k − 1)
γ − (j − 1)γ , γ ≥ 1,
kγ − jγ , 0 < γ < 1.
(4.1)
Thus,
µk − µj ≥ κ
γ
((k − 1)γ − jγ) , γ > 0. (4.2)
Proof. From (1.9), we get
µk − µj =
k∑
i=j+1
(µi − µi−1) ≥ κ
k∑
i=j+1
(i− 1)γ−1
≥ κ

∫ k
j
(x− 1)γ−1dx, γ ≥ 1,∫ k
j
xγ−1dx, 0 < γ < 1.
(4.3)
The proof is concluded by the direct integration and simple manipulations. 
Lemma 4.2. Let A and b satisfy (1.9) and (1.10). Then for every τ ∈ (0, 2α +
γ − 1), there exists C > 0 such that, with p = max{0, 1− τ/γ},
∀f ∈ Dom(a), |b[f ]| ≤ C(a[f ])p‖f‖2(1−p). (4.4)
Proof. We write f =
∑∞
j=1 fjψj . Using Lemma 4.1, see also (2.13), we can verify
that the following lower bound for a[f ] holds with some C1 > 0
a[f ] =
∞∑
j=1
µj |fj |2 ≥ C1
∞∑
j=1
jγ |fj |2. (4.5)
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Using condition (1.10) and Ho¨lder inequality, we get (with 2(α+ β) > 1, γ > 2β)
|b[f ]| =
∣∣∣∣∣∣
∞∑
j,k=1
fjfkb(ψj , ψk)
∣∣∣∣∣∣ ≤Mb
 ∞∑
j=1
|fj |
jα
2 = Mb
 ∞∑
j=1
|fj |jβ 1
jα+β
2
≤Mb
 ∞∑
j=1
j2β |fj |2
 ∞∑
j=1
1
j2(α+β)
≤ C2
 ∞∑
j=1
jγ |fj |2

2β
γ
‖f‖2(1− 2βγ ).
(4.6)
The inequality in (4.4) follows by combining (4.5) and (4.6) and putting 2β := γ−τ
when α ≤ 1/2 and β := 0 when α > 1/2. 
Lemma 4.3. Let n ∈ N, γ > 0 and ω + γ > 1. Then
∞∑
k=1,k 6=n
1
kω|kγ − nγ | = O(σω,γ(n)), (4.7)
where
σω,γ(n) :=
{
n−ω−γ+1 log en, ω ≤ 1,
n−γ , ω > 1.
(4.8)
Proof. The absolute constant is denoted by the letter C and can vary from line to
line. In all estimates below, we assume that n ∈ N is sufficiently large. Clearly,
∞∑
k=1
k 6=n
1
kω|kγ − nγ | ≤
n−1∑
k=1
1
kω(nγ − kγ) +
∞∑
k=n+2
1
kω(kγ − nγ) +O(n
−ω−γ+1). (4.9)
The first term on the right of (4.9) can be estimated as
n−1∑
k=1
1
kω(nγ − kγ) =
 [n2 ]∑
k=1
+
n−1∑
k=[n2 ]
 1
kω(nγ − kγ)
≤ C
 1
nγ
n∑
k=1
1
kω
+
1
nω
n−1∑
k=[n2 ]
1
nγ − kγ
 (4.10)
and similarly the second term of (4.9) as
∞∑
k=n+2
1
kω(kγ − nγ) =
(
2n∑
k=n+2
+
∞∑
k=2n+1
)
1
kω(kγ − nγ)
≤ C
(
1
nω
2n∑
k=n+2
1
kγ − nγ +
∞∑
k=2n+1
1
kω+γ
)
.
(4.11)
For a monotone, continuous, non-negative function f in interval [a, b], a, b ∈ N,
a < b, we have
b∑
i=a
f(i) ≤ f(a) + f(b) +
∫ b
a
f(x) dx; (4.12)
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f(a) can be omitted if f is increasing and similarly f(b) can be omitted if f is
decreasing. Thus applying (4.12), we get
n∑
k=1
1
kω
≤ 1 + 1
nω
+
∫ n
1
dx
xω
≤ C

n1−ω, ω < 1,
log n, ω = 1,
1, ω > 1,
(4.13)
∞∑
k=2n+1
1
kω+γ
≤ 1
(2n+ 1)ω+γ
+
∫ ∞
2n+1
dx
xω+γ
≤ C
nω+γ−1
. (4.14)
Moreover, since (1− y)/(1− yγ)→ 1/γ as y → 1, we obtain
n−1∑
k=[n2 ]
1
nγ − kγ ≤
1
nγ − (n− 1)γ +
∫ n−1
n
2−1
dx
nγ − xγ (4.15)
≤ C
nγ−1
(
1 +
∫ 1− 1n
1
2− 1n
dy
1− yγ
)
≤ C log n
nγ−1
, (4.16)
2n∑
k=n+2
1
kγ − nγ ≤
C
nγ−1
(
1 +
∫ 2
1+ 2n
dy
yγ − 1
)
≤ C log n
nγ−1
. (4.17)
Combing all the inequalities above, we receive (4.7). 
Lemma 4.4. Let conditions (1.9) and ω + γ > 1 hold. Then
sup
z/∈Π
Re z≥µn
∞∑
k=1
1
kω|µk − z| = O(σω,γ(n)), n→∞, (4.18)
where σω,γ(n) is as in (4.8) and Π as in (3.1).
Proof. Define sets in C
Ξj :=
{
z /∈ Π : Re z ∈ [µj−1 + κ
2
(j − 1)γ−1, µj+1 − κ
2
jγ−1]
}
, j ∈ N; (4.19)
note that we can cover the region {z /∈ Π : Re z ≥ µn} by ∪j≥nΞj . In all estimates
below, we assume that n is sufficiently large, in particular n > N0 + 3.
As we do not have information on {µk}N0k=1, we split the sum in (4.18),
∞∑
k=1
1
kω|µk − z| =
(
N0∑
k=1
+
∞∑
k=N0+1
)
1
kω|µk − z| (4.20)
and do a rough estimate of the first finite sum. Namely, using Lemma 4.1 in the
last step, we get
sup
z/∈Π
Re z≥µn
N0∑
k=1
1
kω|µk − z| ≤
max{N0, N1−ω0 }
µn − µN0
= O(n−γ), n→∞. (4.21)
14 BORIS MITYAGIN AND PETR SIEGL
The second sum in (4.20) is estimated with the help of Lemmas 4.1 and 4.3,
sup
z/∈Π
Re z≥µn
∞∑
k=N0+1
1
kω|µk − z| ≤ supj≥n supzj∈Ξj
∞∑
k=N0+1
1
kω|µk − zj |
≤ sup
j≥n
 j−3∑
k=N0+1
1
kω(µj−1 − µk) +
∞∑
k=j+3
1
kω(µk − µj+1)

+ sup
j≥n
sup
zj∈Ξj
j+3∑
k=j−2
1
kω|µk − zj | .
(4.22)
From the definition of sets Ξj , see (4.19), the last term on the right of (4.22)
is O(n1−ω−γ) as n → ∞. The remaining terms in (4.22) are estimated using
Lemma 4.1 in the first step and Lemma 4.3 in the second step
sup
j≥n
 j−3∑
k=N0+1
1
kω(µj−1 − µk) +
∞∑
k=j+3
1
kω(µk − µj+1)

≤ κ
γ
sup
j≥n
 j−3∑
k=N0+1
1
kω ((j − 2)γ − kγ) +
∞∑
k=j+3
1
kω((k − 1)γ − (j + 1)γ)

= O(σω,γ(n)), n→∞.
(4.23)
Putting (4.20)–(4.23) together, we get (4.18). 
5. Simple examples
We analyze perturbations of several simple operators. First in Section 5.1, fol-
lowing the constructions in [2, Sec.6.3] and [3, Sec.8.1], we provide examples of
self-adjoint operators A and perturbations B showing that the condition 2α+γ > 1
cannot be weakened to 2α+ γ = 1. Next, we consider perturbations of finite band
infinite matrices and −d2/dx2 on a finite interval with Neumann boundary condi-
tions, see Sections 5.2, 5.3, respectively. In both subsections, we give conditions on
the self-adjoint operator and the perturbations guaranteeing that the assumptions
(1.9) and (1.10) hold and thus the results of Section 3 are applicable. In partic-
ular, the eigensystem of the perturbed operator T contains a Riesz basis of the
underlying Hilbert space.
Some of the conclusions in Sections 5.2, 5.3 are certainly not new, see e.g. [1]
for eigenvalue analysis of tridiagonal matrices, [12, Chap.XIX.3] or [25] for Riesz
basis property of perturbations of −d2/dx2 in boundary conditions or [8, 9, 10] for
perturbations by singular potentials; nevertheless, the goal of these sections is to
demonstrate the flexibility of our approach. For instance, −d2/dx2 with an infinite
number of complex δ-interactions can be treated with the same amount of effort as
the perturbation by a bounded potential.
5.1. Optimality of condition (1.10). Consider H = `2(N), its standard basis
{ek} and define Aek := µkek, k ∈ N, where µk = kγ , γ > 0. We denote by
dk :=
1
2
(µ2k − µ2k−1) = 2γ−2kγ−1(γ +O(k−1)), k →∞, (5.1)
and define the perturbation
Be2k−1 := −dktke2k, Be2k := dktke2k−1, k ∈ N, (5.2)
where {tk} ⊂ (0, 1) and tk → 1 as k →∞.
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While condition (1.9) is clearly satisfied, regarding (1.10) we get
|〈Bem, en〉| ≤ min{‖Bem‖, ‖Ben‖} ≤ ‖Bem‖ 12 ‖Ben‖ 12 ≤ C(mn)
γ−1
2 , (5.3)
so α = (1 − γ)/2; hence 2α + γ = 1. We show below by elementary explicit
calculations that the eigensystem of T := A+B does not contain even a basis.
Since the perturbationB is block-diagonal, it suffices to analyze the 2-dimensional
blocks corresponding to span{e2k−1, e2k},
Tk := Ak +Bk =
(
µ2k−1 + dk 0
0 µ2k−1 + dk
)
+ dk
(−1 tk
−tk 1
)
. (5.4)
Eigenvalues of Tk can be of course calculated explicitly, see [2, Sec.6.3] and [3,
Sec.8.1] for details, namely
Tkg
±
k = (µ2k−1 + dk ± dkτk)g±k ,
τk =
√
1− t2k, g±k =
(
1
G±k
)
, Gk =
(
1 + τk
1− τk
) 1
2
.
(5.5)
The norms of spectral projections P±k of T related to eigenvalues µ2k−1 +dk±dkτk
are explicit as well. We denote by {(g±k )∗} the biorthonormal vectors to {g±k },
i.e. 〈gνk , (gµk )∗〉 = δν,µ, then
‖P±k ‖ = ‖〈·, (g±k )∗〉g±k ‖ = ‖(g±k )∗‖‖g±k ‖ =
1
τ2k
=
1
1− t2k
. (5.6)
Hence for {tk}, tk → 1, the eigensystem of T does not contain a basis of `2(N).
5.2. Finite band infinite matrices. Let H = `2(N), γ > 0 and
A =

a1 0 0 0 .
0 a2 0 0 .
0 0 a3 0 .
0 0 0 a4 .
. . . . .
 , B =

b
(0)
1 b
(1)
1 0 0 .
b
(−1)
1 b
(0)
2 b
(1)
2 0 .
0 b
(−1)
2 b
(0)
3 b
(1)
3 .
0 0 b
(−1)
3 b
(0)
4 .
. . . . .
 , (5.7)
where, with some M > 0,
ak = k
γ , |b(j)k | ≤Mkω, j ∈ {−1, 0, 1}, k ∈ N. (5.8)
Clearly, A considered with the maximal domain satisfies assumption (1.9) with
ψk = ek, k ∈ N, where {ek} is the standard basis of `2(N), and µk = kγ , k ∈ N.
The form b = 〈B·, ·〉, generated by B, satisfies
|b(ψm, ψn)| ≤ C min{mω, nω} ≤ Cmω2 nω2 , (5.9)
where C > 0 is independent of m,n. Thus, condition (1.10) is satisfied if
ω < γ − 1. (5.10)
The tri-diagonal perturbation B can be replaced by a finite band matrix with off-
diagonal sequences {b(j)k }∞k=1, j ∈ {−j0, . . . , j0}, satisfying
|b(j)k | ≤Mkω, j ∈ {−j0, . . . , j0}, k ∈ N (5.11)
and it is easy to see that condition (1.10) is satisfied if (5.10) holds.
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5.3. Perturbations of −d2/dx2 on a finite interval with Neumann bound-
ary conditions. Let l ∈ (0,∞) and consider the self-adjoint operator A and the
associated form a
A = − d
2
dx2
, Dom(A) = {ψ ∈W 2,2(−l, l) : ψ′(±l) = 0},
a[ψ] = ‖ψ′‖2, Dom(a) = {ψ ∈W 1,2(−l, l)}.
(5.12)
Eigenvalues of A and related orthonormal eigenfunctions read
µk =
(
kpi
2l
)2
, k ∈ N0, ψk(x) =

1√
2l
, k = 0,
1√
l
cos(
√
µk(x+ l)), k ∈ N,
(5.13)
thus condition (1.9) is satisfied with γ = 2. We analyze several perturbations of this
A, in boundary conditions, by δ-interactions, by L1 and singular potentials. Results
and proofs for perturbations of −d2/dx2 with Dirichlet boundary are completely
analogous.
5.3.1. Robin boundary conditions. Consider the form
bR[ψ] := ν+|ψ(l)|2 − ν−|ψ(−l)|2, ν± ∈ C, ψ ∈ Dom(a). (5.14)
The m-sectorial operator TR associated with the form t := a+bR is actually−d2/dx2
with Robin boundary conditions
TR = − d
2
dx2
, Dom(TR) = {ψ ∈W 2,2(−l, l) : ψ′(±l) + ν±ψ(±l) = 0, }, (5.15)
see e.g. [21, Ex.VI.2.16]. Since {ψm} from (5.13) are uniformly bounded, we have
supm,n∈N0 |bR(ψm, ψn)| <∞, thus bR satisfies condition (1.10) with α = 0.
5.3.2. δ-interactions. The δ-potential placed at x0 with a complex coupling ν gen-
erates the form
bδ[ψ] := ν|ψ(x0)|2, ν ∈ C, x0 ∈ (−l, l), ψ ∈ Dom(a). (5.16)
It satisfies condition (1.10) with α = 0 since |bδ(ψm, ψn)| ≤ |ν|/l, see (5.13). In
fact, condition (1.10) is satisfied with α = 0 also for an infinite number of δ’s
∞∑
k=1
νkδ(x− xk), {νk} ∈ `1(N), {xk} ⊂ (−l, l). (5.17)
Indeed, the corresponding form reads
b∞δ [ψ] :=
∞∑
k=1
νk|ψ(xk)|2, {νk} ∈ `1(N), {xk} ⊂ (−l, l), ψ ∈ Dom(a) (5.18)
and we have |b∞δ (ψm, ψn)| ≤ ‖ν‖`1(N)/l, see (5.13).
5.3.3. L1-potential. A function V ∈ L1(−l, l) generates the form
bV [ψ] :=
∫ l
−l
V (x) |ψ(x)|2 dx, ψ ∈ Dom(a). (5.19)
Since |bV (ψm, ψn)| ≤ ‖V ‖L1(−l,l)/l, see (5.13), condition (1.10) is satisfied with
α = 0. Notice that the classical formula is recovered by using Riemann-Lebesgue
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lemma, namely, the first correction λ
(1)
n to eigenvalues of A, see Theorem 3.2, reads
λ(1)n =
1
l
∫ l
−l
V (x) cos2(
√
µn(x+ l)) dx
=
1
2l
∫ l
−l
V (x) dx+
1
2l
∫ l
−l
V (x) cos(2
√
µn(x+ l)) dx
=
1
2l
∫ l
−l
V (x) dx+ o(1), n→∞.
(5.20)
5.3.4. Singular potentials. Consider V ∈W−s,2(−l, l) with some s ≥ 0, so
∃C > 0, ∃s ≥ 0, ∀φ ∈W 1,2(−l, l), |(V, φ)| ≤ C‖φ‖sW 1,2(−l,l)‖φ‖1−s. (5.21)
The associated form, a generalization of (5.19), reads
bV (φ, ψ) := (V, φψ), φ, ψ ∈ Dom(a). (5.22)
For {ψm} from (5.13), we have ‖ψm‖ = O(1) and ‖ψ′m‖ = O(m) as m → ∞, thus
we get from (5.21) that
|bV (ψm, ψn)| = |(V, ψmψn)| ≤ C(‖(ψmψn)′‖2 + ‖ψmψn‖2) s2 ‖ψmψn‖1−s
≤ C1(m+ n)s ≤ C2(mn)s.
(5.23)
Hence bV satisfies condition (1.10) if s < 1/2.
6. Perturbations of single-well Schro¨dinger operators
Our main examples are perturbations of self-adjoint Schro¨dinger operators A in
L2(R) with the associated quadratic forms a
A = − d
2
dx2
+Q(x), Dom(A) = {ψ ∈W 2,2(R) : Qψ ∈ L2(R)},
a[ψ] = ‖ψ′‖2 + ‖Q 12ψ‖2, Dom(a) = {ψ ∈W 1,2(R) : Q 12ψ ∈ L2(R)}.
(6.1)
The real potential Q is assumed to satisfy the following.
Assumption I. Suppose that Q ∈ C2(R)∩C3(R \ [−l, l]) with some l ≥ 0, Q ≥ 0,
Q(0) = 0, Q is even, increasing on (0,∞), Q′ is non-decreasing on (0,∞),
Q(k+1)(x)
Q(k)(x)
= O
(
1
x
)
, x→ +∞, k = 0, 1, 2, (6.2)
and
∃β > 1, lim
x→∞
Q(x)
|x|β = 1. (6.3)
Under Assumption I, Schro¨dinger operator A in (6.1) is self-adjoint, bounded
from below and has a compact resolvent; see e.g. [32, Thm.XII.67].
Recall that (6.2) with k = 0 and Gronwall’s inequality imply that Q cannot grow
faster than a polynomial, nonetheless, we assume the precise behavior at infinity in
(6.3). Moreover, (6.2) implies further that, for every σ ∈ (0,∞) and k ∈ {0, 1, 2}
Q(k)(σx)
Q(k)(x)
= O(1), x→∞, (6.4)
see [38, §22.27]. For k = 0, (6.4) follows from (in the non-obvious case σ > 1)
log
Q(σx)
Q(x)
=
∫ σx
x
Q′(t)
Q(t)
dt = O
(∫ σx
x
ds
s
)
= O(1), x→∞; (6.5)
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the other cases are similar. The additional condition (6.3) implies more; namely,
for every σ ∈ (0,∞),
lim
x→+∞
Q(σx)
Q(x)
= σβ lim
x→+∞
Q(σx)
(σx)β
xβ
Q(x)
= σβ . (6.6)
Recall also that since Q′ is non-decreasing on (0,∞), we have
Q(y)−Q(x) ≤ Q′(y)(y − x), x, y > 0. (6.7)
We define the (positive) turning points xµ and the associated quantity aµ for Q
′
by relations
Q(xµ) = µ, xµ > 0, aµ := Q
′(xµ). (6.8)
Notice that the assumption (6.3) implies
lim
µ→+∞
µ
1
β
xµ
= lim
µ→+∞
(
Q(xµ)
xβµ
) 1
β
= 1. (6.9)
6.1. Eigenvalues of A. The spectrum of A contains only simple discrete eigenval-
ues {µk}k∈N ⊂ R+ which are known to obey, see [39, Sec.7.7],∫ xµk
−xµk
(µk −Q(x)) 12 dx =
(
k +
1
2
)
pi +O(k−1), k →∞. (6.10)
The result (6.10) holds also if (6.3) is replaced by
lim
x→∞Q(x) = +∞. (6.11)
More can be said under the additional condition (6.3).
Proposition 6.1. Let Q satisfy Assumption I. Then the eigenvalues {µk} of the
operator A in (6.1) satisfy
µk =
(
pi
Ωβ
k
)γ
(1 + o(1)), k →∞, (6.12)
µk+1 − µk = 2pi
Ω′β
(
pi
Ωβ
k
)γ−1
(1 + o(1)), k →∞, (6.13)
where
γ =
2β
β + 2
, Ωβ = 2
∫ 1
0
(1− tβ) 12 dt, Ω′β = 2
∫ 1
0
dt
(1− tβ) 12 . (6.14)
Before we give the proof of Proposition 6.1 we show two following.
Lemma 6.2. Let Q satisfy Assumption I. Then
lim
x→+∞ 2
∫ 1
0
(
1− Q(xt)
Q(x)
) 1
2
dt = Ωβ ,
lim
x→+∞ 2
∫ 1
0
(
1− Q(xt)
Q(x)
)− 12
dt = Ω′β .
(6.15)
Proof. Since Q is increasing, we have Q(xt)/Q(x) ≤ 1 for all t ∈ [0, 1], thus the
dominated convergence theorem and (6.6) justifies the first limit in (6.15).
To show the second limit, we analyze separately the cases 0 ≤ t ≤ 1/2 and
1/2 ≤ t ≤ 1. For the former, we have from (6.6) that(
1− Q(xt)
Q(x)
)− 12
≤
(
1− Q(
x
2 )
Q(x)
)− 12
→ (1− 2−β)− 12 ; (6.16)
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for the latter, we get from the mean value theorem, (6.7) with Q(0) = 0 and (6.6)
that (
1− Q(xt)
Q(x)
)− 12
≤
(
Q(x)
Q′(xt)x(1− t)
) 1
2
≤
(
Q(x)
Q′(x2 )x(1− t)
) 1
2
≤
(
Q(x)
2Q(x2 )(1− t)
) 1
2
→ 2
β−1
2
(1− t) 12 .
(6.17)
Hence there is a constant C > 0 such that for all sufficiently large x and all 0 < t < 1(
1− Q(xt)
Q(x)
)− 12
≤ C
(1− t) 12 , (6.18)
which is integrable on (0, 1) and the second limit in (6.15) is justified by the domi-
nated convergence theorem and (6.6). 
Proof of Proposition 6.1. Simple manipulations with (6.10) leads to
2µ
1
2
k xµk
∫ 1
0
(
1− Q(xµkt)
Q(xµk)
) 1
2
dt = pik(1 + o(1)), k →∞. (6.19)
Hence (6.12) follows from (6.19), (6.9) and (6.15).
To show (6.13), we define the function
g(µ) :=
∫ xµ
0
(µ−Q(x)) 12 dx (6.20)
and start with the identity obtained from (6.10)
g(µk+1)− g(µk) = pi
2
(1 + o(1)), k →∞. (6.21)
Observing that
lim
x→xµ
xµ − x
µ−Q(x) =
1
aµ
, (6.22)
we can check that g is differentiable and, after a change of variables,
g′(µ) =
xµ
2µ
1
2
∫ 1
0
(
1− Q(xt)
Q(x)
)− 12
dt. (6.23)
The mean value theorem yields (with ηk ∈ (µk, µk+1))
g(µk+1)− g(µk) = g′(ηk)(µk+1 − µk), (6.24)
and therefore, using (6.21), (6.23), (6.15), (6.6) and (6.9), we obtain
µk+1 − µk = pi
2g′(ηk)
(1 + o(1)) =
2pi
Ω′β
µ
β−2
2β
k (1 + o(1)). (6.25)
Then (6.13) follows by employing (6.12). 
6.2. Eigenfunctions of A and their weighted Lq-norms. Since Q is even,
orthonormal eigenfunctions {ψk}, related to eigenvalues {µk}, are even or odd
functions. Moreover, even with (6.3) replaced by (6.11), {ψk} can be chosen such
that they satisfy (see e.g. [38, §22.27] and [15])
ψk(x) =
1
‖uk‖uk(x)(1 +O(x
−1
µk
µ
− 12
k )), x > 0, (6.26)
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where uk = u(x, µk) with
u = u(x, µ) =
(
ζ
ζ ′
) 1
2
K 1
3
(−iζ), (6.27)
ζ = ζ(x, µ) =

∫ xµ
x
(µ−Q(s)) 12 ds, 0 < x < xµ,
i
∫ x
xµ
(Q(s)− µ) 12 ds, x > xµ;
(6.28)
K 1
3
is the modified Bessel function of order 1/3. Using the asymptotic formulas for
Bessel functions, we get further that, see e.g. [15],
u2(x) =
pi
(µ−Q(x)) 12 (1 + sin 2ζ +R1(ζ)), ζ > 1, (6.29)
where |R1(ζ)| < 1/(2ζ), and
|u(x)| ≤

A1
(µ−Q(x)) 14 , 0 ≤ x < xµ − δ,
A1
(µ−Q(xµ − δ)) 14
, xµ − δ ≤ x ≤ xµ + δ1,
A1
2(Q(x)− µ) 14 e
− ∫ x
xµ
(Q(s)−µ) 12 ds
, x > xµ + δ1,
(6.30)
where A1 = 2.7 and numbers δ, δ1 are defined by equations
ζ(xµ − δ) = −iζ(xµ + δ1) = 1. (6.31)
It can be shown, see e.g. the appendix of [30], that
δ, δ1 = O(a−
1
3
µ ), δ
−1, δ−11 = O(a
1
3
µ ). (6.32)
Further, it is known, see [15, Lemma 5], that∫ ∞
0
u2(x) dx =
∫ xµ
0
pi dx
(µ−Q(x)) 12
(
1 +O(x− 13µ µ− 16 )
)
. (6.33)
Under the assumption (6.3) we therefore obtain from (6.15) and (6.9) that
‖uk‖2 = piΩ′βµ
2−β
2β
k (1 + o(1)) = piΩ
′
β
(
pi
Ωβ
k
) 2−β
2+β
(1 + o(1)), k →∞, (6.34)
where Ωβ , Ω
′
β are as in (6.14).
Finally, we recall the pointwise estimates for {ψk}, see [39, Sec.8],
|ψk(x)| = O(x−
1
2
µk ) = O
(
k−
1
β+2
)
, (6.35)
|ψ′k(x)| = O(µ
1
2
k x
− 12
µk ) = O
(
k
β−1
β+2
)
, (6.36)
‖ψk‖L∞(R) = O(µ
1
4
k x
− 12
µk a
− 16
µk ) = O
(
k
β−4
6(β+2)
)
, k →∞; (6.37)
the first equalities hold also if (6.3) is replaced by (6.11); notice that the point
x ∈ R is arbitrary but fixed in (6.35) and (6.36).
Next, we estimate the weighted Lq-norms of {ψk}. For β = 2 and without the
weight, we recover the known results for Hermite functions, see [37, Lemma 1.5.2],
where in fact both-sided estimates are given. For q = 2, and Q, w satisfying similar
conditions like here, both-sided estimates (in fact limits) are established in [30].
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Proposition 6.3. Let Q satisfy Assumption I with (6.3) replaced by (6.11), let xµ,
aµ be as in (6.8) and let {ψk} be as in (6.26). Suppose that the weight w ∈ C1(R)
is positive, even, increasing on (0,∞) and satisfy
w′(x)
w(x)
= O
(
1
x
)
, x→∞. (6.38)
Then
‖wψk‖Lq(R) = O
(
w(xµk)‖ψk‖Lq(R)
)
, k →∞. (6.39)
Furthermore, as k →∞,
‖ψk‖Lq(R) =

O
((
aµkµ
−1
k
) q−2
2q
)
, 1 ≤ q < 4,
O
((
aµkµ
−1
k
)− 14 (log(µka− 23µk )) 14) , q = 4,
O
(
a
q−1
3q
µk µ
− 14
k
)
, q > 4.
(6.40)
If (6.3) is satisfied in addition, then, as k →∞,
‖ψk‖Lq(R) =

O
(
k
2−q
q(β+2)
)
, 1 ≤ q < 4,
O
(
k−
1
2(β+2) (log k)
1
4
)
, q = 4,
O
(
k
4−4β−4q+qβ
6q(β+2)
)
, q > 4.
(6.41)
Proof. We suppress the subscript k in the sequel and keep µ only. The letter C
denotes a constant, which can vary in every step, however, it is independent of µ.
The case q =∞ is reduces to (6.37), so we analyze 1 ≤ q <∞ only.
Since Q′ is non-decreasing on (0,∞), we get from (6.33) that∫ ∞
0
u2 dx ≥ C
∫ xµ
0
dx
(µ−Q) 12 ≥
1
aµ
∫ xµ
0
Q′ dx
(µ−Q) 12 =
µ
1
2
aµ
. (6.42)
Thus, we have from (6.26) and (6.42) that
‖wψ‖Lq(R) ≤ C‖u‖−1‖w u‖Lq(R) ≤ Ca
1
2
µµ
− 14 ‖w u‖Lq(R). (6.43)
In the following, we split the integral and employ (6.30) in estimates,∫ ∞
0
|wu|q dx =
∫ xµ2
0
+
∫ xµ−δ
xµ
2
+
∫ xµ+δ1
xµ−δ
+
∫ x 3
2
µ
xµ+δ1
+
∫ ∞
x 3
2
µ
 |wu|q dx. (6.44)
• x < xµ
2
: For all sufficiently large µ, we have xµ
2
≤ xµ − δ. To see this, we
use that Q is increasing, Q(xµ/2) = µ/2 and by the mean value theorem and
Q′(x)/Q(x) = O(1/x) we get
Q(xµ − δ)
Q(xµ)
= 1− Q(xµ)−Q(xµ − δ)
Q(xµ)
= 1 +O
(
δ
xµ
)
, µ→∞. (6.45)
Hence, using (6.30) and Q′(x)/Q(x) = O(1/x) in the last step, we obtain∫ xµ
2
0
|wu|q dx ≤ Cw(xµ)
qxµ
(µ−Q(xµ
2
))
q
4
≤ Cw(xµ)qxµµ−
q
4 ≤ Cw(xµ)qa−1µ µ1−
q
4 . (6.46)
• xµ
2
< x < xµ − δ: since Q′ is non-decreasing,∫ xµ−δ
xµ
2
|wu|q dx ≤ Cw(xµ)qa−1µ
2
∫ xµ−δ
xµ
2
Q′ dx
(µ−Q) q4 . (6.47)
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We can replace aµ
2
by aµ since from (6.7) and Q
′(x)/Q(x) = O(1/x), we get
1 ≥ a
µ
2
aµ
≥ Q(x
µ
2
)
xµ
2
Q′(xµ)
≥ CQ(x
µ
2
)xµ
xµ
2
Q(xµ)
≥ C
2
. (6.48)
Further,
1 ≤ q < 4: ∫ xµ−δ
xµ
2
Q′ dx
(µ−Q) q4 ≤
4− q
4
(µ−Q(xµ
2
))1−
q
4 ≤ Cµ1− q4 . (6.49)
q = 4: by (6.4) and (6.32),∫ xµ−δ
xµ
2
Q′ dx
µ−Q = log
µ
2(Q(xµ)−Q(xµ − δ)) ≤ C log
µ
aµδ
≤ C log(µa− 23µ ). (6.50)
q > 4 : again by (6.4) and (6.32),∫ xµ−δ
xµ
2
Q′ dx
(µ−Q) q4 ≤
q − 4
4(µ−Q(xµ − δ)) q4−1
≤ C
(aµδ)
q
4−1
≤ Ca 23−
q
6
µ . (6.51)
In summary,
∫ xµ−δ
xµ
2
|wu|q dx ≤ Cw(xµ)qa−1µ

µ1−
q
4 , 1 ≤ q < 4,
log(µa
− 23
µ ), q = 4,
a
2
3− q6
µ , q > 4.
(6.52)
• xµ − δ < x < xµ + δ1: Notice that since w satisfies (6.38), we have
∀σ ∈ (0,∞), w(σx) = O(w(x)), x→ +∞, (6.53)
see (6.4) and (6.5). Then by (6.30), (6.4) and (6.32)∫ xµ+δ1
xµ−δ
|wu|q dx ≤ Cw(xµ)q δ + δ1
Q′(xµ − δ) q4 δ q4
≤ Cw(xµ)qa−
1
3− q6
µ . (6.54)
• xµ+δ1 < x < x 3
2µ
: like for xµ
2
, it can showed that x 3
2µ
≥ xµ+δ1 for all sufficiently
large µ. Then, using (6.30), we get∫ x 3
2
µ
xµ+δ1
|wu|q dx ≤ Cw(xµ)qa−1µ
∫ x 3
2
µ
xµ+δ1
Q′ dx
(Q− µ) q4 ; (6.55)
here w(x 3
2µ
) is replaced by w(xµ) since we have (6.53) and x 3
2µ
= O(xµ). To see
the latter, we use that Q′ is non-decreasing on (0,∞) and (6.7) with Q(0) = 0,
x 3
2µ
xµ
=
xµ +Q
−1( 32µ)−Q−1(µ)
xµ
≤
xµ +
µ
2aµ
xµ
≤ 3
2
. (6.56)
Further,
1 ≤ q < 4: ∫ x 3
2
µ
xµ+δ1
Q′ dx
(Q− µ) q4 ≤
4− q
4
(Q(x 3
2µ
)− µ)1− q4 ≤ Cµ1− q4 . (6.57)
q = 4: by (6.32),∫ x 3
2
µ
xµ+δ1
Q′ dx
Q− µ = log
µ
2(Q(xµ + δ1)−Q(xµ)) ≤ C log
µ
aµδ1
≤ C log(µa− 23µ ). (6.58)
q > 4 : by (6.4) and (6.32),∫ x 3
2
µ
xµ+δ1
Q′ dx
(Q− µ) q4 ≤
q − 4
4
(Q(xµ + δ1)− µ)1−
q
4 ≤ Ca 23−
q
6
µ . (6.59)
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In summary,
∫ x 3
2
µ
xµ+δ1
|wu|q dx ≤ Cw(xµ)qa−1µ

µ1−
q
4 , 1 ≤ q < 4,
log(µa
− 23
µ ), q = 4,
a
2
3− q6
µ , q > 4.
(6.60)
• x 3
2µ
< x: first, using Q′(x)/Q(x) = O(1/x), we get∫ x
xµ
(Q− µ) 12 ds ≥ 2
3
Q(x)
3
2
Q′(x)
(
1− µ
Q(x)
) 3
2
≥ Cµ 12x. (6.61)
Since w does not grow faster than a polynomial, see (6.53) and Gronwall’s inequality,
we have from (6.30) that∫ ∞
x 3
2
µ
|w(x)u(x)|q dx ≤ Cµ− q4
∫ ∞
x 3
2
µ
w(x)e−Cµ
1
2 x dx ≤ e−Cµ
1
2 xµ . (6.62)
Putting all estimates from above together, we get
‖wψ‖Lq(R) ≤ Cw(xµ)
(
a
1
3− 13q
µ µ
− 14 + a
1
2− 1q
µ µ
− 12+ 1q ιq(µ)
1
q
)
, (6.63)
where
ιq(µ) :=
{
1, q 6= 4,
log(µa
− 23
µ ), q = 4.
(6.64)
Finally, for 1 ≤ q < 4,
a
1
3− 13q
µ µ
− 14 + a
1
2− 1q
µ µ
− 12+ 1q = a
1
2− 1q
µ µ
− 12+ 1q
(
1 + (a
1
6
µµ
− 14 )
4−q
q
)
(6.65)
and, for q > 4,
a
1
3− 13q
µ µ
− 14 + a
1
2− 1q
µ µ
− 12+ 1q = a
1
3− 13q
µ µ
− 14
(
1 + (a
1
6
µµ
− 14 )
q−4
q
)
(6.66)
thus (6.39) and (6.40) follow since Q′(x)/Q(x) = O(1/x) implies aµ/µ = O(1/xµ).
If (6.3) holds in addition, we obtain (6.41) from (6.40) by employing (6.9), (6.12),
(6.7) and Q′(x)/Q(x) = O(1/x) as x→∞. 
6.3. Perturbations by functional potentials V in weighted Lp-spaces. We
define the following spaces
L(p, τ) :=
{
v : (1 + x2)−
τ
2 |v(x)| ∈ Lp(R)} , 1 ≤ p ≤ ∞, τ ∈ R, (6.67)
as in [2, 29]; notice that L(p, 0) = Lp(R).
The form associated with the perturbation by a functional potential V reads
bV [ψ] :=
∫
R
V |ψ|2, Dom(bV ) := {ψ ∈ L2(R) : V |ψ|2 ∈ L1(R)}. (6.68)
Theorem 6.4. Let Q satisfy Assumption I and let A be Schro¨dinger operator
from (6.1). Suppose that V ∈ L(p, τ) with 1 ≤ p ≤ ∞, τ ≥ 0, and, depending on p,
one of the following conditions is satisfied
τ <
2
3
(β − 1)
(
1− 1
2p
)
if 1 ≤ p < 2,
τ <
β − 2
2
+
1
p
if 2 ≤ p ≤ ∞.
(6.69)
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Then A and the form bV from (6.68) satisfy conditions (1.9) and (1.10) with
γ =
2β
β + 2
, α =
1
β + 2

β+2
6 +
1−β
3p − τ, 1 ≤ p < 2,
1
2 − τ − ε, p = 2,
1
p − τ, p > 2,
(6.70)
where ε > 0 can be taken arbitrarily small.
Proof. It follows from Proposition 6.1 that condition (1.9) is satisfied. To show
that condition (1.10) holds, we use the estimates for Lq-norms of {ψk} from Propo-
sition 6.3 with the weight w(x) = (1 + x2)τ/2. The rest is straightforward, like the
proof of [29, Thm.3],
|bV (ψm, ψn)| ≤
∫
R
w−1|V |w|ψm| |ψn|dx ≤ ‖w−1|V |‖Lp(R)‖wψmψn‖Lq(R)
≤ C‖w 12ψm‖L2q(R)‖w 12ψn‖L2q(R),
(6.71)
where 1/p+ 1/q = 1. Condition (1.10) is satisfied due to (6.39) and (6.41). 
Putting together Theorems 6.4 and 3.4 we obtain the following claim on the
eigensystem of perturbed Schro¨dinger operators T .
Corollary 6.5. Let A be as in (6.1) and V ∈ L(p, τ) with p ∈ [1,∞] and τ ≥ 0
satisfying (6.69). Then the eigensystem of T , being the form sum of these A and
V , contains a Riesz basis of L2(R).
6.3.1. L1-potentials with a controlled decay. We consider a potential V ∈ L1(R)
with the decay |x|−1−ε for some ε > 0 at infinity. More precisely, we suppose that
V = V1 + V2,
V1 ∈ L1(R), suppV1 is compact,
∃ε > 0, (1 + x2) 1+ε2 V2(x) ∈ L∞(R).
(6.72)
Since such a V is integrable on R, it follows from Theorem 6.4 that the form
associated with this V satisfies condition (1.10) with α = (4 − β)/(6(β + 2)). We
show in the following that the latter improves if (6.72) is satisfied, moreover, we
derive a more convenient formula for the first correction λ
(1)
n from Theorem 3.2.
Theorem 6.6. Let Q satisfy Assumption I, let A be Schro¨dinger operator from (6.1)
and let V satisfy (6.72). Then the form bV from (6.68) satisfy condition (1.10) with
α =
1
β + 2
. (6.73)
Moreover, the terms {λ(1)n } from Theorem 3.2 for T being the form sum of A and
V satisfy
λ(1)n =
1
Ω′β
(
pi
Ωβ
n
)− 2β+2 ∫
R
V (x) dx+ o
(
n−
2
β+2
)
, n→∞, (6.74)
where Ωβ, Ω
′
β are as in (6.14).
Proof. We show below that∫ ∞
0
V u2 dx =
pi
µ
1
2
∫ ∞
0
V dx (1 + o(1)), µ→∞. (6.75)
Hence, using that u2 are even, (6.34), (6.26) and
|bV (ψm, ψn)| ≤
(∫
R
|V ||ψm|2
) 1
2
(∫
R
|V ||ψn|2
) 1
2
, (6.76)
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we obtain that bV satisfies condition (1.10) with α in (6.73). The claim (6.74)
follows from (3.31), (6.75), (6.34) and (6.12).
It remains to prove the key step (6.75). We analyze the integral in (6.75) sepa-
rately in several regions.
• 0 < x < x√µ: As µ→∞, we have
1
(µ−Q(x)) 12 −
1
µ
1
2
=
Q(x)
µ
1
2 (µ−Q(x)) 12
(
µ
1
2 + (µ−Q(x)) 12
) = O(µ−1). (6.77)
Hence formula (6.29) and V ∈ L1(R) give∫ x√µ
0
V u2 dx =
pi
µ
1
2
∫ x√µ
0
V (1 + sin 2ζ +R1(ζ)) dx+O(µ−1), µ→∞. (6.78)
Next we show that ∫ x√µ
0
V sin 2ζ dx = o(1), µ→∞ (6.79)
and ∫ x√µ
0
V R1(ζ) dx = O(µ− 12x−1µ ), µ→∞, (6.80)
therefore ∫ x√µ
0
V u2 dx =
pi
µ
1
2
∫ x√µ
0
V dx+ o(µ−
1
2 ), µ→∞. (6.81)
For any ε > 0, find Vε ∈ C∞0 (R) such that ‖V − Vε‖L1(R) < ε. Then∣∣∣∣∫ x√µ
0
V sin 2ζ dx
∣∣∣∣ ≤ ε‖V ‖L1(R) + ∣∣∣∣∫ x√µ
0
Vε sin 2ζ dx
∣∣∣∣ . (6.82)
The integration by parts yields∫ x√µ
0
Vε sin 2ζ dx = −cos(2ζ(0))Vε(0)
2
µ−
1
2
−
∫ x√µ
0
cos 2ζ
2
(
V ′ε
(µ−Q) 12 +
VεQ
′
2(µ−Q) 32
)
dx
= O(µ− 12 ) +O(aµµ− 32 ) = O(µ− 12 ), µ→∞,
(6.83)
where we use that Vε(x√µ) = 0 for all sufficiently large µ and (6.2) in the last step.
Since ε > 0 is arbitrary, we conclude with (6.79).
Since |R1(ζ)| < 1/ζ, see (6.29) and below, and ζ is decreasing, we have∫ x√µ
0
|V R1(ζ)|dx ≤
‖V ‖L1(R)
ζ(x√µ)
≤ ‖V ‖L1(R)
(µ− µ 12 ) 12 (xµ − x√µ)
. (6.84)
By the mean value theorem,
xµ − x√µ = Q−1(µ)−Q−1(µ 12 ) ≥ µ− µ
1
2
aµ
, (6.85)
thus (6.80) follows from (6.84), (6.85) and (6.2).
• x√µ < x < xµ
2
: From (6.30) and V ∈ L1(R), we have∫ xµ
2
x√µ
|V |u2 dx ≤ A21
∫ xµ
2
x√µ
|V |dx
(µ−Q) 12
= O(µ− 12 )
∫ xµ
2
x√µ
|V |dx = o(µ− 12 ), µ→∞.
(6.86)
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• xµ
2
< x < x 3
2µ
: Since the support of V1 is compact, only the integral with V2
contributes for large µ. Due to the controlled decay of V2, see (6.72), we have∫ x 3
2
µ
xµ
2
|V |u2 dx = O(x−1−εµ )
∫ x 3
2
µ
xµ
2
u2 dx, µ→∞. (6.87)
The integral of u2 is estimated in the proof of Proposition 6.3, namely,(∫ xµ−δ
xµ
2
+
∫ xµ+δ1
xµ−δ
+
∫ x 3
2
µ
xµ+δ1
)
u2 dx = O(a−1µ µ
1
2 ) +O(a− 23µ ), µ→∞. (6.88)
Thus, we get from (6.7) that∫ x 3
2
µ
xµ
2
|V |u2 dx = O(µ− 12x−εµ ), µ→∞. (6.89)
• x 3
2µ
< x: Again, there is no contribution of V1 for large µ and (6.72), (6.30) and
(6.61) yield (with some C > 0, see also (6.62))∫ ∞
x 3
2
µ
|V |u2 dx = O(x−1−εµ e−Cµ
1
2 xµ), µ→∞. (6.90)
Putting all these estimates together, we indeed get (6.75). 
Remark 6.7. For special choice Q(x) = |x|β , β ≥ 2, we obtain more precise
asymptotics for {µn} from (6.10). Thus we can conclude further that, for V as in
(6.72), the eigenvalues {λn} of T satisfy as n→∞
λn =
(
pi
Ωβ
(
n+
1
2
)) 2β
β+2
+
1
Ω′β
(
pi
Ωβ
n
)− 2β+2 ∫
R
V (x) dx+ o
(
n−
2
β+2
)
. (6.91)
When taking formally the limit β → +∞, the correction (6.74) due to V becomes
(5.20) with l = 1; notice that the formula (5.20) is valid also for the perturbation
of −d2/dx2 with Dirichlet boundary conditions.
6.4. Perturbations by singular potentials. Let V ∈ W−s,2(R) with some s ≥
0, so
∃C > 0, ∃s ≥ 0, ∀φ ∈W 1,2(R), |(V, φ)| ≤ C‖φ‖sW 1,2(R)‖φ‖1−s, (6.92)
and define the form
bV (φ, ψ) := (V, φψ), φ, ψ ∈ Dom(a). (6.93)
An extension of Theorem 6.4 for singular potentials is Theorem 6.9 below, where
sufficient conditions on V so that bV satisfies (1.10) are stated. In the proof, the
following estimates of Lq-norms of {ψ′k} are used.
Lemma 6.8. Let Q satisfy Assumption I with (6.3) replaced by (6.11), let {µk} be
the eigenvalues of A and let {ψk} be as in (6.26). Then
‖ψ′k‖Lq(R) = O
(
µ
1
2
k ‖ψk‖Lq(R)
)
, k →∞. (6.94)
Proof. By the Gagliardo-Nirenberg interpolation inequality with α = 1/2, see [31,
Lecture II], and since ψk is an eigenfunction of A, we get
‖ψ′k‖Lq(R) ≤ C‖ψ′′k‖
1
2
Lq(R)‖ψk‖
1
2
Lq(R)
≤ C
(
µ
1
2
k ‖ψk‖
1
2
Lq(R) + ‖Q
1
2ψk‖
1
2
Lq(R)
)
‖ψk‖
1
2
Lq(R).
(6.95)
Finally, Q
1
2 satisfies the conditions on the weight w in Proposition 6.3 and so (6.94)
follows from (6.95) and (6.39) with w = Q
1
2 . 
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Theorem 6.9. Let Q satisfy Assumption I and let A be Schro¨dinger operator
from (6.1). If V ∈W−s,2(R) with
0 ≤ s < β − 1
2β
, (6.96)
then A and the form bV from (6.93) satisfy condition (1.10) with
γ =
2β
β + 2
, α =
1− 2βs
2(β + 2)
. (6.97)
If the support of V is compact and
0 ≤ s < 1
2
, (6.98)
then A and the form bV from (6.93) satisfy condition (1.10) with
γ =
2β
β + 2
, α =
1− βs
β + 2
. (6.99)
Proof. The letter C denotes a constant, which can vary in every step, however, it
is independent of m and n. We employ (6.92), Ho¨lder inequality, (6.94) with q = 4
and finally (6.12), (6.41)
|bV (ψm, ψn)| ≤ C (‖ψ′mψn‖s + ‖ψ′nψm‖s + ‖ψmψn‖s) ‖ψmψn‖1−s.
≤ C
(
µ
s
2
m + µ
s
2
n + 1
)
‖ψm‖L4(R)‖ψn‖L4(R)
≤ C (µmµn)
s
2 ‖ψm‖L4(R)‖ψn‖L4(R)
≤ C(mn) 2βs−12(β+2) logm log n.
(6.100)
Thus condition (1.10) is satisfied with α as in (6.97).
If the support of V is compact, we use the pointwise bounds for |ψk| and |ψ′k|,
see (6.35), (6.36). Similarly as above, we obtain from (6.92) that
|bV (ψm, ψn)| ≤ C(mn)
βs−1
β+2 (6.101)
and so condition (1.10) is satisfied with α as in (6.99). 
Notice that for β → +∞ in (6.96), we recover the condition s < 1/2 derived in
Section 5.3.4 for perturbations of −d2/dx2 on finite interval.
Corollary 6.10. Let A be as in (6.1) and V ∈ W−s,2(R) with s satisfying (6.96)
or (6.98) if the support of V is compact. Then the eigensystem of T , being the form
sum of these A and V , contains a Riesz basis of L2(R).
Finally, we consider the perturbation of A by δ-interactions like in Section 5.3.2,
see also (1.11). Let
b∞δ [ψ] :=
∑
k∈Z
νk|ψ(xk)|2, {νk} ∈ `1(Z), {xk} ⊂ R, ψ ∈ Dom(a). (6.102)
It follows from (6.37) that
|b∞δ (ψm, ψn)| ≤ C‖ν‖`1(Z)(mn)
β−4
6(β+2) , (6.103)
thus A and b∞δ satisfy condition (1.10) if β > 1. Hence, by Theorem 3.4, the
eigensystem of T , being the form sum of A in (6.1) and b∞δ in (6.102), contains a
Riesz basis of L2(R).
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