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Nomenklatur
Physikalische Gro¨ßen
Bei Mehrfachnennungen ergibt sich die jeweilige Bedeutung aus dem Textzusammenhang.
A [m2] Fla¨che
b [m] Breite
B [V s/m2] magnetische Flußdichte
c [N/m] Federkonstante
D [m] Zylinderdurchmesser
d [Ns/m] Da¨mpfungsbeiwert
E [N/m2] Elastizita¨tsmodul
F [N ] Kraft
f [Hz] Frequenz
i [A] Strom
l [m] La¨nge
L [H] Induktivita¨t
m [kg] Masse
Q [m3/s] Volumenstrom
p [Pa] Druck
R [Ω] ohmscher Widerstand
t [s] Zeit
T [s] Zeitkonstante
u [V ] Spannung
V [m3] Volumen
x [m] Stellzylinderweg
y [m] Motor- und Ventilweg
αD [−] Durchflußkoeffizient
β [−] Stro¨mungswinkel
 [−] Vorfaktor fu¨r Elastizita¨tsmodul
η [Ns/m2] dynamische Viskosita¨t
ϑ [◦C] Temperatur
µ [−] Reibungskoeffizient
ρ [kg/m3] Dichte
φ [rad] Phasenwinkel
Ψ [V s] magnetischer Verkettungsfluß
ω [rad/s] Kreisfrequenz
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Regelungstechnische und mathematische Gro¨ßen
A Systemmatrix
B Steuermatrix
C Meßmatrix, Konstante
d Sto¨rsignalvektor
D Durchgangsmatrix
f Fehlervektor
G U¨bertragungsfunktion, Gro¨bnerbasis
I Einheitsmatrix, Eliminationsideal
K Versta¨rkungsfaktor oder -matrix
L Lie-Operator
n Rauschsignalvektor
n,m Dimension oder Anzahl von Elementen
Q Matrix (allgemein)
R Fuzzy-Regel
r Residuum
R Menge der reellen Zahlen
s Laplace-Operator
u Steuer- oder Eingangsvektor
V Transformationsmatrix
w Vektor der Sollwerte
x Zustandsvektor
y Ausgangsvektor
θ Modellparameter
λ Eigenwert einer Matrix
µ Mittelwert, Zugeho¨rigkeitswert einer Fuzzy-Variablen
σ Varianz, Singula¨rwert einer Matrix
Symbole
T transponierte Form einer Matrix oder eines Vektors
˜ modifizierte Gro¨ße
ˆ Scha¨tzwert
∀
”
fu¨r alle“
‖ · ‖ Norm einer Matrix
∈ Element einer Menge
3 kein Element einer Menge
∆ Differenz
Σ Summe
⊗ Kronecker-Produkt
Nomenklatur IX
Indizes
C Coulomb (Reibung)
d Sto¨rungen (disturbances)
D Durchfluß
e Ersatz (Einspulenmodell)
el elektrisch
erf Erfu¨llungsgrad einer Regelpra¨misse
erw erweitert
f Fehler
Fe Eisen
fed Feder
F l (Hydraulik-) Fluid
ges Gesamt
h Haupt
hyd hydraulisch
i, j Laufindizes
ind induziert
K Kolben (-stange) des Stellzylinders
La, Li a¨ußere bzw. innere Leckage
lin linear
MA Baugruppe Motor (Motor Assembly)
mag magnetisch
max maximal
mech mechanisch
min minimal
perm permanentmagnetisch
R Ru¨cklauf, Referenz oder Reibung
RA Aktuator (Rudder Actuator Assembly)
ref Referenz
S System bzw. Vorlauf der Hydraulikversorgung
sat Sa¨ttigung
sek sekunda¨r
stat statisch
Str Stro¨mung
V A Baugruppe Ventil (Valve Assembly)
V B Ventilblock (Valve Block)
vis viskos
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Abku¨rzungen
ACU Aktuator-Ansteuerungselektronik (Actuator Control Unit)
ATP Abnahmepru¨fanweisung (Acceptance Test Procedure)
ADC Analog-Digital Wandler (Analog-Digital Converter)
AMC Aktuator-Bewegungstest (Actuator Movement Check)
CBIT Kontinuierlicher Test (Continuous Built In Test)
CCDL Verbindung zur Kanalquerkommunikation (Cross Channel Data Link)
CMM Wartungsanweisung fu¨r Komponenten (Component Maintenance Manual)
CoG Schwerpunktmethode (Center of Gravity) zur Defuzzifizierung
CoS Singleton-Mittelwert (Center of Singletons) zur Defuzzifizierung
DAC Digital-Analog Wandler (Digital-Analog Converter)
DDV Direkt getriebenes Ventil (Direct Drive Valve)
DIO Digitaler Ein-/Ausgang (Digital Input-Output)
EKF Erweitertes Kalman-Filter
FCC Flugregelungsrechner (Flight Control Computer)
FDI Fehlererkennung und -isolierung (Fault Detection and Isolation)
FFT Schnelle Fourier-Transformation (Fast Fourier Transformation)
FLC Erster Anschlußtest (First Line Check)
FMECA Failure Mode and Effect Criticality Analysis
FTA Fehlerbaumanalyse (Fault Tree Analysis)
FTP Funktionstest (Functional Test Procedure)
IBIT Initialisierungstest nach Einbau (Initial Built In Test)
LPF Tiefpaß-Filter (Low Pass Filter)
LRU Austauschbare Komponente (Line Replaceable Unit)
LRU Austauschbare Komponente (Line Replaceable Unit)
LS Methode der kleinsten Fehlerquadrate (Least Square)
LVDT Induktiver Wegaufnehmer (Linear Variable Differential Transformer)
MATS Diagnoseschritte Motor (Motor Assembly Test Steps)
MCV Hauptsteuerventil (Main Control Valve)
MTBF Mittlerer Ausfallabstand [40086] (Mean Time Between Failure)
MTTF Mittlere Zeit bis zum Ausfall (Mean Time To Failure)
PRBS Pseudo-Rausch-Bina¨rsignal (Pseudo Random Binary Signal)
PWM Pulsweitenmodulation (Pulse Width Modulation)
RATS Diagnoseschritte Aktuator (Actuator Assembly Test Steps)
RLS Rekursive Methode der kleinsten Fehlerquadrate (Recursive Least Squares)
SPEC Spezifikation (Specification)
STTE Anwendungsspezifische Testgera¨te (Special to Type Test Equipment)
SVD Singula¨rwertzerlegung (Singular Value Decomposition)
VATS Diagnoseschritte Ventil (Valve Assembly Test Steps)
ZVF Zustandsvariablenfilter
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1 Einfu¨hrung
Die Entwicklung im Bereich der Aktuatorik wird gepra¨gt von den Fortschritten in den Be-
reichen
• Entwicklung neuer Werkstoffe
• Rechnertechnologie und Kommunikationsnetze
• Diagnose und Regelung
Moderne Aktuatoren mu¨ssen dabei stetig steigende Anforderungen an Zuverla¨ssigkeit, Si-
cherheit und Wirtschaftlichkeit erfu¨llen. Insbesondere Kosten- und Sicherheitsgru¨nde fu¨hren
zu einem modularen Aufbau der Aktuatoren mit eigener, integrierter Elektronik, dem smart
actuator. Die Integration von Regelungs- und Diagnosefunktionalita¨t [KKvL00] fu¨hrt zu ei-
nem komplexen mechatronischen System, das zur Entwicklung Methoden aus verschiedenen
technischen Disziplinen erfordert. Bei gleichzeitig ku¨rzeren Entwicklungszyklen sind deshalb
auch Ansa¨tze zur Kopplung der notwendigen Software-Werkzeuge mit mechatronischen Pro-
duktdatenmodellen und virtuellen Entwicklungswerkzeugen [KSK+99] entstanden. Begleitet
wird der technologische Fortschritt durch die stetige Leistungssteigerung der Mikroprozes-
soren und Bus-Systeme. Parallel dazu hat sich auch die Form der Softwareerstellung gewan-
delt. Zunehmend werden qualifizierbare Hochsprachen oder automatische Code-Generatoren
verwendet, die offene Plattformen fu¨r die Einbindung neuer Funktionalita¨ten bieten. Dies
erlaubt bereits heute neben komplexen Regelgesetzen [Eic99] die Implementierung einfacher
Diagnosealgorithmen. Bei gesteigerter Systemzuverla¨ssigkeit werden durch den U¨bergang zu
bedarfsorientierter Wartung (maintenance on condition) Kostenvorteile ermo¨glicht.
Die vorliegende Arbeit ist angesiedelt in den Bereichen der Methodenentwicklung fu¨r Dia-
gnoseverfahren und der Applikation an einem Serienpru¨fstand fu¨r einen elektrohydraulischen
Aktuator. Aus den Ergebnissen am Beispielaktuator mit elektrischen, mechanischen und hy-
draulischen Komponenten, stark nichtlinearem Systemverhalten und engen Toleranzen lassen
sich Aussagen fu¨r eine große Klasse mechatronischer Systeme [NI99] ableiten. Gleichzeitig
wurden fu¨r alle Diagnoseverfahren rekursive Algorithmen angewendet, die auch fu¨r den on-
line Betrieb geeignet sind. Damit ist ein direkter Transfer der Ergebnisse auf die on-board
Anwendung (pre-, post- und in-flight) gewa¨hrleistet.
1.1 Aktuator-Pru¨fstand
Der betrachtete Aktuator ist Teil der prima¨ren Flugsteuerung und unterliegt daher sehr
hohen Sicherheitsanforderungen. Die Zuverla¨ssigkeit fu¨r den gesamten Funktionspfad wird
bei Verkehrsflugzeugen typisch mit einer oberen Schranke von 10−9 1
h
Totalausfa¨llen [Fis93],
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[47695] spezifiziert. Durch den U¨bergang zu fly-by-wire Systemen bekommt die Fehlerselbst-
diagnose eine zunehmende Bedeutung, da der Pilot durch den fehlenden mechanischen Durch-
griff keine haptische Ru¨ckmeldung vom Steuersystem des Flugzeugs mehr erha¨lt.
Fu¨r den Aktuator als komplexen, mechatronischen Teil der Funktionskette erfordert dies ne-
ben strukturellen Maßnahmen (redundante Systeme [Kub93]) und operativen Maßnahmen
im Betrieb schon in der Fertigung [VDA96] ho¨chste Pra¨zision und Qualita¨tskontrollen. Nach
heutigem Stand der Technik werden die geometrischen Abmessungen der Aktuatoren pro-
duktionsbegleitend gepru¨ft und Funktionstests (Acceptance Test Procedures, ATP, [Sin99])
der Baugruppen durchgefu¨hrt (siehe Abb. 1.1).
Abb. 1.1: Vorgeschriebene Pru¨fungen am Aktuator.
On-board sind zur U¨berpru¨fung der Funktionsfa¨higkeit folgende Tests (Built-In Tests, BIT)
vorgesehen:
• First Line Check (FLC): In vorgesehenen Wartungszyklen und nach Auffa¨lligkeiten im
Betrieb wird dieser Test im Hangar durchgefu¨hrt. Zum Betrieb des Aktuators sind eine
externe Hydraulikversorgung sowie andere, typspezifische Testgera¨te (Special to Type
Test Equipment, STTE) erforderlich.
• Initial Built-In Test (IBIT): Nach jedem Einschalten des FCC wird ein Selbsttest in-
itiiert, der im wesentlichen die Signalpfade diagnostiziert.
• Actuator Movement Check (AMC): Vor und nach dem Flug (pre- und post-flight) wird
der Aktuator u¨ber den vollen Aussteuerbereich bewegt. Die Diagnose beschra¨nkt sich
dabei auf das Erreichen des spezifizierten Verfahrwegs.
• Continuous Built-In Test (CBIT): Im Betrieb des Aktuators (in-flight) werden
die gemessenen Signale Hardware-redundanter Teilsysteme mit Voting-Algorithmen
[KKCS00] u¨berwacht.
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• Visuelle Pru¨fung: Durch Wartungspersonal und Crew, Schwerpunkt ist hier die externe
Leckage.
Wird bei einem dieser Tests des Aktuators eine Unregelma¨ßigkeit entdeckt, so wird außer-
halb der vorgeschriebenen Zyklen eine Wartung (Instandhaltungsmaßnahme) durchgefu¨hrt.
Sicherheitskritische Baugruppen du¨rfen von Wartungsbetrieben getauscht, jedoch vielfach
nicht zur Instandsetzung zerlegt werden. Die Baugruppe wird dann im Austausch (Line
Replaceable Units, LRU) zum Hersteller gesendet, der mit einer Pru¨fstandsdiagnose eine
Lokalisierung der Fehler durchfu¨hrt, den Aktuator instandsetzt und mit begleitender Doku-
mentation als qualifiziertes Gera¨t wieder ausliefert.
Zur Steigerung der Kosteneffizienz werden zunehmend auch Wartungsbetriebe fu¨r die In-
standsetzung sicherheitskritischer Systeme qualifiziert. Der Hersteller stellt dem Wartungs-
betrieb dazu detaillierte Pru¨f- und Abnahmevorschriften mit gera¨tespezifischen Test- und
Montagewerkzeugen zur Verfu¨gung und fu¨hrt Schulungen fu¨r das Wartungspersonal durch.
Innerhalb des Pru¨fablaufs wird der Aktuator zuerst im Hinblick auf das angegebene Feh-
lerbild visuell untersucht und die angegebene Fehlerursache dann laut Wartungsvorschrift
(Component Maintenance Manual, CMM) behoben. In der Regel muß der Aktuator dazu
ohne vorherige Verifikation der Fehlerindikation mit hohem Aufwand zerlegt werden. Im
Vergleich zur Fehlervermutung bei Ausbau ko¨nnen am zerlegten Gera¨t viele der angegebe-
nen Fehlerbilder nicht verifiziert werden (unnecessary removals). Zur Verringerung der hohen
Kosten fu¨r diese subjektiv initiierten Instandhaltungsmaßnahmen sind deshalb objektive Pa-
rameter fu¨r den Aktuator notwendig. Eine Wartung erfolgt dann erst nach U¨berschreiten der
spezifizierten Fehlerschwellen in der on-board Diagnose.
Dazu ko¨nnen mit analytischen Diagnoseverfahren neben direkt meßbaren Kenngro¨ßen auch
interne, von außen unzuga¨ngliche Parameter zur Fehlerdiagnose bestimmt werden. Eine Pru¨f-
standsdiagnose ermo¨glicht zudem aufgrund exakt bekannter Umgebungsbedingungen (Last,
Temperatur, Versorgungsdruck am Aktuator, u.a.) eine pra¨zise Erfassung der Aktuatorpa-
rameter. Aus den Abweichungen von den Nominalwerten werden Fehleraussagen abgeleitet,
die anschließend in einem detaillierten Pru¨fprotokoll dargestellt werden.
Zur Verifikation der Diagnoseverfahren wird ein neues Pru¨fstandskonzept entworfen und
umgesetzt. Die Funktionalita¨t wird hierbei sowohl fu¨r fehlerfreie Seriengera¨te als auch fu¨r
alle relevanten Fehlerfa¨lle belegt. Zur Fehlerintegration werden physikalische Fehlereinbauten
entwickelt. Diese mu¨ssen quantitativ bekannt und reproduzierbar sein sowie innerhalb eines
Diagnoseablaufs ein gleichbleibendes Fehlerbild gewa¨hrleisten. Dies ist Voraussetzung zum
Nachweis einer industrietauglichen Umsetzung.
4 Kreß: Robuste Fehlerdiagnoseverfahren zur Wartung und Serienabnahme
1.2 Diagnoseverfahren
Nach grundlegenden theoretischen Arbeiten zu Diagnoseverfahren [PFC89] wurden in den
letzten Jahren viele praxisrelevante Anwendungen beschrieben. Gleichzeitig haben sich ver-
schiedene, anwendungsspezifische Verfahren [Man98] etabliert. Diese lassen sich prinzipiell
gliedern in [Ise94]:
• empirische Methoden
• analytische Methoden
Die empirischen Methoden basieren auf heuristischem Wissen, das mittels Prozeß-
Expertenwissen, Kenntnis kausaler Fehler-Symptom-Zusammenha¨nge, Prozeßgeschichte oder
Fehlerstatistiken verarbeitet wird. Aufgrund der linguistischen Beschreibung der Symptome
und Zusammenha¨nge werden dazu regelbasierte Expertensysteme [Laz90] eingesetzt. Empi-
rische Verfahren basieren auf der beobachteten Relation zwischen Symptomen und festge-
stellten Ursachen. Sie sind damit nicht deduktiv, sondern rein deskriptiv.
Demgegenu¨ber stehen analytische Methoden, die sich unterscheiden lassen nach:
• Grenzwertu¨berwachung
• Signalanalyse
• Prozeßanalyse
Die Verfahren zur Prozeßanalyse bieten hierbei die gro¨ßte Diagnosetiefe. Grundlegende Ar-
beiten gehen auf [CW84] zuru¨ck. Sie basieren auf einem Vergleich zwischen Prozeß und
analytischem Modell anhand von Signalen [Din92] und Kennwerten. Die Verfahren lassen
sich gliedern in:
• Parameterscha¨tzmethoden
• Verfahren mit Zustandsscha¨tzung
• Verfahren mit Parita¨tsmodellen
• Berechnung von Kennwerten
Im Bereich der Parameterscha¨tzung ([Fra93], [Bec96]) wurden bereits einige Anwendungen
in der Qualita¨tssicherung und Fehlererkennung beschrieben [Met83], [Fre93]. Die meisten
Anwendungen basieren dabei auf Prozeßmodellen, deren Parameter linear in die Scha¨tzglei-
chung [Pat94] eingehen. Bei nichtlinearen Prozessen fu¨hren die linearisierten Ersatzmodelle
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zu einer Verkopplung der Fehlerabbildung in mehrere Modellparameter. Eine nichtlinea-
re Parameterscha¨tzung [Sel93] mit dem erweiterten Kalman-Filter (EKF) beseitigt diesen
Nachteil, wobei jedoch der numerische Aufwand steigt.
Aus den beobachtergestu¨tzten Verfahren mit Zustandsscha¨tzung lassen sich die Methoden
mit Parita¨tsmodellen [CP99] als Sonderfall ableiten. In [Wu¨n90] und [Fra93] wird gezeigt,
daß Parita¨tsgleichungen einem Beobachter mit dead-beat Verhalten [Ise88] entsprechen. Der
U¨bergang zu Residuen aus allgemeinen Beobachtern kann a¨quivalent als nachgeschaltete
Filterung der dead-beat Residuen dargestellt werden. Die sich daraus ergebenden Vorteile
der Parita¨tsgleichungen (siehe Kapitel 6) sind fu¨r die Diagnose in dieser Arbeit ein wichtiger
Aspekt.
Der Zweig der Methoden mit Parita¨tsmodellen stu¨tzt sich auf ein bekanntes, festes Pro-
zeßmodell. Zur Anpassung auf langsam vera¨nderliche Parameter werden die Parita¨tsglei-
chungen mit sequentiellen Parameteridentifikationen zeitabha¨ngig adaptiert [Pet93] oder der
Entwurf eines Satzes von Residuengeneratoren fu¨r die Modellschar angewendet. Fu¨r lineare
Prozeßmodelle wurden bereits einige Anwendungsbeispiele beschrieben. Die in dieser Arbeit
vorgenommene Erweiterung auf nichtlineare Modelle erfordert einen erheblich ho¨heren nu-
merischen Aufwand [SF91]. Außer Simulationen und Labormodellen sind zur Zeit noch keine
Anwendungen bekannt.
Fu¨r einen Pru¨fstand mit geringer Kritikalita¨t hinsichtlich der Diagnosedauer bietet es sich an,
mehrere Diagnoseverfahren mit sich erga¨nzenden Vorteilen wissensbasiert zu kombinieren.
1.3 Zielsetzung der Arbeit
Ziel der Arbeit ist es, einen Aktuator-Pru¨fstand zu konzipieren, der sowohl zur Serienabnah-
me als auch zur Wartungsdiagnose eingesetzt werden kann. Die Funktionalita¨t wird an beste-
henden, industriellen Maßsta¨ben gemessen. Der Pru¨fstand ist deshalb u¨ber den Serieneinsatz
hinaus ein wichtiger Entwicklungsschritt hin zu qualifizierbaren on-board Diagnoseverfahren.
Zur Einhaltung der hohen Genauigkeitsanforderungen der Serienabnahme sowie zur Verla¨ß-
lichkeit der Diagnoseaussage werden in dieser Arbeit zwei Schwerpunkte gesetzt:
• Diagnoseverfahren: Entwicklung und Anwendung analytischer Verfahren zur modell-
gestu¨tzten Diagnose
• Pru¨fstandsaufbau: Konstruktion und Bau des serientauglichen Pru¨fstands
Beide Schwerpunkte orientieren sich direkt an den Anforderungen des Aktuators. Im Bereich
der Diagnoseverfahren wird besonderer Wert auf eine physikalische Fehlerbeschreibung, hohe
Diagnosetiefe und eine robuste, konsolidierte Diagnoseaussage gelegt. Fu¨r das Pru¨fstands-
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konzept werden die Schwerpunkte auf einfache Integration der Pru¨flinge, wenig Sensorik,
hohe mechanische Genauigkeit und automatischen Ablauf gesetzt.
Zur Umsetzung der Anforderungen ergibt sich eine Vorgehensweise laut Abb. 1.2.
Abb. 1.2: Zielsetzung und daraus abgeleitete Schwerpunkte dieser Arbeit.
Die bestehenden Diagnoseverfahren mu¨ssen insbesondere fu¨r das nichtlineare Prozeßverhal-
ten weiterentwickelt werden. Dabei werden die beiden folgenden Verfahren angewendet:
• erweitertes Kalman-Filter (EKF)
• Parita¨tsgleichungen
Die Gemeinsamkeiten und Unterschiede der beiden Verfahren werden herausgearbeitet und
die abgeleiteten, spezifischen Vorteile mit einer nachgeschalteten, wissensbasierten Klassifi-
kationsstruktur kombiniert. Fu¨r das Gesamtergebnis werden damit folgende Eigenschaften
erzielt:
• hohe Empfindlichkeit auf Fehler
• wenig Fehlalarme
• hohe Diagnosetiefe
• quantitative Fehleraussage
• wenige Diagnoseschritte (schnelle Diagnose)
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Fu¨r eine hohe Akzeptanz des Pru¨fstandskonzepts und die U¨bertragbarkeit auf on-board
Anwendungen ergeben sich weitere Anforderungen:
• wenig zusa¨tzliche Pru¨fstandssensorik
• geringer numerischer Rechenaufwand
• Ergebnisabsicherung durch Dokumentation von Performance-Kenngro¨ßen
Mit linearen Verfahren werden durch Linearisierungsfehler des mathematischen Prozeßmo-
dells die einzelnen Fehler miteinander verkoppelt. Neben der verminderten Lokalisierbarkeit
physikalischer Fehler ko¨nnen auch Linearisierungsfehler nicht sicher unterschieden werden.
Fu¨r eine hohe Diagnosetiefe mit physikalischer Interpretierbarkeit der Fehler sind deshalb
nichtlineare Verfahren erforderlich.
1.4 Aufbau der Dissertation
Im anschließenden Kapitel 2 werden die Anforderungen fu¨r die Serienabnahme und War-
tungsdiagnose beschrieben. Dazu wird der Aktuator mit seiner Funktionsstruktur vorgestellt
sowie bekannte und mo¨gliche Fehlermechanismen beschrieben. Daraus wird das dieser Arbeit
zugrundeliegende Diagnosekonzept hergeleitet. Gegenu¨ber den bisher bekannten Konzepten
wird auf Basis der analytischen Methoden eine gemeinsame physikalische Interpretation fu¨r
Serienabnahme und Wartungsdiagnose beschrieben und umgesetzt.
Fu¨r die Anwendung analytischer Diagnoseverfahren wird in Kapitel 3 ein mathematisches
Prozeßmodell hergeleitet. Die Modellstruktur wird dabei analog zur Montage des Aktuators
in den drei Integrationsstufen - Motor Assembly, Valve Assembly und Actuator Assemb-
ly - aufgebaut und die Modellparameter an einem fehlerfreien Aktuator identifiziert. Die
grundsa¨tzlich bekannten Modellstrukturen werden dazu mit neuen Ansa¨tzen verbessert.
In Kapitel 4 werden physikalische Fehler- und Unsicherheitseinflu¨sse beschrieben. Starken
Einfluß auf die Performance haben insbesondere Leckagen, Reibung und Spulenfehler. Diese
werden dargestellt und Mo¨glichkeiten zur Modellierung aufgezeigt.
Die Anwendung des erweiterten Kalman-Filters (EKF) zur beobachtergestu¨tzen Diagnose
wird in Kapitel 5 vorgestellt. Gegenu¨ber der bekannten Anwendung des EKF zur Para-
meteridentifikation werden Modifikationen zur Erho¨hung der Robustheit vorgenommen und
Methoden zur U¨berwachung der Scha¨tzgu¨te hergeleitet.
In Kapitel 6 werden Parita¨tsraumverfahren vorgestellt. Die bekannten linearen Verfahren
werden auf Teilmodelle angewendet und hinsichtlich ihrer Robustheit verbessert. Zusa¨tz-
lich wird die Methodik mit neuen Methoden auf nichtlineare Prozesse erweitert sowie die
Robustheit bezu¨glich Modellunsicherheiten und Signalsto¨rungen erho¨ht.
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Diese beiden Verfahren liefern jeweils Merkmale fu¨r den untersuchten Pru¨fling. Zur Konso-
lidierung der beiden Einzelergebnisse wird deshalb in Kapitel 7 ein wissensbasiertes System
zur Ergebnisklassifikation vorgestellt. Die a priori bekannten Vorteile werden genutzt, um
aus einer Kombination der verfu¨gbaren Teilergebnisse ein Gesamtergebnis abzuleiten.
Anschließend wird in Kapitel 8 der Aufbau des Pru¨fstands konzipiert. Der mechanische
Aufbau mit hydraulischer und elektrischer Ansteuerung wird an den hohen Handhabungs-
anforderungen der Serienabnahme ausgerichtet, wobei zudem die drei Montagestufen Motor
Assembly, Valve Assembly und Actuator Assembly auf nur einem Pru¨fstand betrieben wer-
den. Neben der Forderung nach einfacher Montage und Demontage der Pru¨flinge muß auch
die notwendige Flexibilita¨t gewa¨hrleistet und ein Betrieb zur Anwendung der analytischen
Diagnoseverfahren mo¨glich sein. Zusa¨tzlich wird die Funktionalita¨t des Pru¨fstands mit phy-
sikalischen Fehlereinbauten fu¨r alle relevanten Fehler verifiziert. Diese werden jeweils mit
ihren Adaptionen zur Integration in den Pru¨fstand konstruiert und experimentell validiert.
Kapitel 9 beschreibt die Implementation der Verfahren. Der zeitliche Ablauf wird sowohl
von der Durchlaufzeit als auch von der Modularita¨t fu¨r einzeln selektierbare Testschritte
bestimmt. Ziel ist es, neben einer hohen Diagnosetiefe mit einem automatisierten Ablauf
durch verku¨rzte Durchlaufzeiten und strukturierte Bedienerfu¨hrung, eine hohe Akzeptanz
zu erzielen. Durch offene Software-Module wird dies mit verha¨ltnisma¨ßig geringem Program-
mieraufwand erreicht.
Die erzielten Diagnoseergebnisse werden in Kapitel 10 ausfu¨hrlich dargestellt und bewertet.
Die Funktionalita¨t wird dabei sowohl anhand einer Serienabnahme fu¨r eine intakte Baugrup-
pe als auch an einer Wartungsdiagnose fu¨r defekte Baugruppen vorgestellt.
Die Arbeit schließt mit einer Zusammenfassung der erreichten Ergebnisse und einem Ausblick
in Kapitel 11.
Fu¨r einen schnellen U¨berblick u¨ber die Struktur dieser Arbeit ist der beschriebene Aufbau
in Abb. 1.3 nochmals grafisch dargestellt. Die Unterkapitel sind zur Visualisierung der Ar-
beitsschwerpunkte kategorisiert in:
• Grundlagen: Beschreibung der Grundlagen von Prozeß, Modellbildung, Diagnoseme-
thoden und Klassifikationsverfahren
• Anwendung: Applikation der Grundlagen und bekannter Verfahren fu¨r den Aktuator
und den Pru¨fstand
• Neue Verfahren: Konzepte und Weiterentwicklungen, die u¨ber den bekannten Stand
der Technik hinausgehen
• Ergebnisse: Darstellung und Bewertung der erzielten Resultate im Hinblick auf die
Pru¨fstandsanforderungen
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Abb. 1.3: Struktur der Arbeit.
10 Kreß: Robuste Fehlerdiagnoseverfahren zur Wartung und Serienabnahme
1.5 Begriffsverwendung
Zur Abgrenzung der in der Literatur teilweise unterschiedlich verwendeten Nomenklatur
werden die fu¨r das Versta¨ndnis der Arbeit notwendigen Begriffe nachfolgend vorgestellt.
Pru¨flinge sind in der vorliegenden Arbeit der Aktuator oder teilmontierte Module.
Eine Diagnose beschreibt die Analyse des Ist-Zustands. Die Fehlerdiagnose ordnet dabei der
in einer Fehlererkennung festgestellten Abweichung vom Soll-Verhalten eine Fehlerursache
zu.
Die Diagnose la¨ßt sich in folgende Schritte gliedern:
• Bestimmung von relevanten Schadensindikatoren (Merkmale)
• Zustandskontrolle durch den Vergleich mit Sollwerten (Symptome)
• Schadensdiagnose zur gezielten Problembeseitigung (Fehlerdiagnose)
Die ersten beiden Punkte beschreiben die Fehlererkennung, die eine Aussage u¨ber das Vor-
liegen eines Fehlers erlaubt. Mit der Fehlerdiagnose werden die erkannten Fehler identifiziert:
Es werden Fehlergro¨ße, Fehlertyp, Fehlerursache und Fehlerort ermittelt.
Die Diagnose impliziert eine vorausgehende Fehlererkennung, weshalb die in dieser Arbeit
beschriebenen analytischen Diagnoseverfahren diesen Schritt mit einschließen.
Von einer hohen Diagnosetiefe wird bei einer eng eingegrenzten Ursache gesprochen. Diese
erlaubt eine zielgerichtete Demontage und Instandsetzung mit geringstmo¨glichem Aufwand.
Das nominale Prozeßverhalten ist in der Gera¨te-Spezifikation definiert. Darin sind
Performance-Anforderungen beschrieben, die zur Beauftragung im Sinne eines Entwicklungs-
Lastenhefts mit dem Kunden (Flugzeughersteller) abgesprochen wurden. Die hier festgeleg-
ten Grenzen werden auch fu¨r die Integration und Auslegung des Gesamtsystems Flugzeug
zugrundegelegt. Spa¨testens bei ihrer U¨berschreitung muß das Subsystem Aktuator deshalb
als fehlerhaft erkannt werden.
Die Serienabnahme wird produktionsbegleitend fu¨r jedes Gera¨t durchgefu¨hrt, um die Ein-
haltung der Spezifikation zu dokumentieren. Bei nicht sicherheitskritischen Bauteilen (Kom-
fortsysteme und consumer-Bereich) kann eine Pru¨fstatistik die Kontrolle aller ausgelieferten
Gera¨te ersetzen.
Eine Wartung wird fu¨r den Aktuator in festgelegten Zeitabsta¨nden oder nach Indikation eines
Fehlers vorgenommen. Die Wartung umfaßt dabei eine Fehlerdiagnose, Instandsetzung oder
Austausch von Verschleißteilen sowie die Gera¨te-Qualifikation anhand der Spezifikationsan-
forderungen. In DIN 31051 wird gegenu¨ber dieser aus der Luftfahrt stammenden Nomen-
klatur der Begriff Instandhaltungsstrategie verwendet, der sich in die Bereiche Inspektion,
Wartung und Instandsetzung (Reparatur) gliedert:
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• Inspektion: Feststellen und Beurteilen des Ist-Zustands
• Wartung: Bewahrung des Soll-Zustands
• Instandsetzung: Wiederherstellung des Soll-Zustands
Bezogen auf das Flugzeug wird die Inspektion on-board durchgefu¨hrt. Ausbau und Pru¨f-
standsdiagnose sind somit schon Bestandteil einer Wartung, die auf Aktuatorebene eine
Instandsetzung umfassen kann.
Von einer robusten Diagnose wird in diesem Zusammenhang dann gesprochen, wenn Fehler
sicher von Unsicherheiten innerhalb spezifizierter Grenzen unterschieden werden. Die Erken-
nung und Diagnose werden durch Modellunsicherheiten, physikalische Parametertoleranzen
und Sto¨rungen auf Meßsignalen erschwert.
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2 Wartungsdiagnose und Serienabnahme
In diesem Kapitel werden die Anforderungen an die Diagnose beschrieben. Anhand der Pro-
zeßbeschreibung fu¨r den betrachteten Aktuator mit den grundsa¨tzlichen Fehlermechanismen
wird folgend das Diagnosekonzept dieser Arbeit hergeleitet.
Die Serienabnahme wird zur Qualifikation des Aktuators und seiner Komponenten nach
erfolgter Montage eingesetzt. Wesentliche Bestandteile sind:
• Einhaltung der Leistungsanforderungen (Performance) laut Spezifikation
• Gewa¨hrleistung der Funktionssicherheit
Dazu werden schon produktionsbegleitend die geometrischen Abmaße einzelner Bauteile ge-
pru¨ft und mit einem abschließenden Qualifikationstest die Funktionsfa¨higkeit des Aktuators
nachgewiesen. Um Montagefehler schon fru¨hzeitig zu erkennen und den zur Instandsetzung
notwendigen Demontageaufwand mo¨glichst gering zu halten, werden fu¨r funktionsfa¨hige Bau-
gruppen spezifische Qualifikationstests durchgefu¨hrt. Die heute u¨blichen Tests beschra¨nken
sich dabei auf die U¨berpru¨fung der geometrischen Abmaße sowie die Aufzeichnung des Zeit-
und Frequenzverhaltens.
Mit der Erga¨nzung um analytische Diagnosemethoden ko¨nnen in den Baugruppen auftreten-
de Fehler lokalisiert und zielgerichtete Instandsetzungsanweisungen abgeleitet werden [SF85].
Zur Qualifikation mit engen Toleranzbereichen werden insbesondere hohe Anforderungen an
die quantitative Parameterabbildung gestellt, die gleichzeitig den Aufbau einer produktions-
begleitenden Pru¨f- und Fehlerstatistik laut Abb. 2.1 erlaubt.
Abb. 2.1: Aufbau einer produktionsbegleitenden Pru¨fstatistik.
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Die Wartungsdiagnose wird zur Entdeckung, Lokalisierung und Quantifizierung von Feh-
lern eingesetzt, die bei Betrieb des Aktuators entstehen. Hauptsa¨chliche Fehlerursachen sind
Verschleiß und U¨berbeanspruchung, die on-board visuell und durch einfache Funktionstests
zyklisch u¨berwacht werden. Sowohl bei hier festgestellten Fehlern als auch bei Erreichen der
zeitlichen Wartungsintervalle werden Verschleißteile erneuert und die defekten Komponen-
ten instandgesetzt. Die vermuteten Ursachen ko¨nnen nur bei offensichtlichen Fehlern ru¨ck-
verfolgt werden; zudem erweisen sich erfahrungsgema¨ß viele als unzutreffend. Ein Grund ist
die geringe Diagnosetiefe, die trotz hoher Fehlerschwellen ha¨ufig zu Fehldiagnosen fu¨hrt. Ein
großer Teil der notwendigen Demontage- und Montage-Arbeiten sowie die damit verbunde-
nen Kosten ko¨nnten bei einer sicheren, objektiven Bestimmung von Fehlerursache und -ort
eingespart werden. Ziel der in dieser Arbeit umgesetzten Wartungsdiagnose ist es daher, mit
analytischen Methoden am montierten Gesamtgera¨t die Fehler pra¨zise zu lokalisieren und
Instandsetzungsanweisungen abzuleiten. Eine zusa¨tzliche quantitative Fehlerangabe kann als
Trendaussage zur Festlegung weiterer, bedarfsgerechter Wartungsmaßnahmen dienen.
Vor der Auslieferung des instandgesetzten Aktuators wird entsprechend der Serienabnahme
eine Qualifikation durchgefu¨hrt.
Entsprechend der Pru¨fdatenverarbeitung innerhalb der Serienabnahme ko¨nnen mit der rech-
nerbasierten Fehlerdiagnose die Ergebnisse zusammen mit den durchgefu¨hrten Instandset-
zungsmaßnahmen in einer gera¨tespezifischen Datenbank gespeichert werden. Die fu¨r sicher-
heitskritische Bauteile vorgeschriebene Dokumentation kann so in eine elektronische Form
u¨berfu¨hrt werden.
Die Anforderungsprofile einer Serienabnahme und einer Wartungsdiagnose sind sehr a¨hnlich.
Es bietet sich somit an, beide Schritte in einem gemeinsamen Pru¨fstand zu integrieren.
Neben reduzierten Entwicklungs- und Bauteilekosten kann mit einer identischen Bediener-
Oberfla¨che der Schulungsaufwand halbiert werden. Mit den geringen Stu¨ckzahlen im Bereich
der Luftfahrt wird so auch eine akzeptable Auslastung erreicht.
2.1 Prozeßbeschreibung
Der betrachtete Aktuator mit Direct Drive Valve (DDV) wird zur Beta¨tigung eines Seitenru-
ders (Rudder) verwendet. Diese Ventilform [Wit88] ersetzt zunehmend die bisher gebra¨uch-
lichen Servoventile, deren Vorsteuerungen mit elektrohydraulischen Servoventilen schmutz-
empfindlicher sind und ho¨here hydraulische Verluste aufweisen. Beim DDV-Konzept muß die
notwendige Leistung zur Steuerung des Hauptsteuerventils elektrisch bereitgestellt werden.
Bei kleinen Leistungsanforderungen wird zunehmend auch die Kraftstufe elektrisch betrie-
ben [Bak99]. In allen Konzepten kann die notwendige Ausfallsicherheit nur mit redundant
ausgelegten Komponenten erreicht werden.
Die einfachste Form der Redundanz ist die Parallelredundanz [Pat97]. Bei diesem Prin-
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zip werden n identische Funktionsketten nebeneinander eingesetzt, wobei bereits m < n
Kana¨le die zugeho¨rige Funktion vollsta¨ndig erfu¨llen ko¨nnen. Wird nur die Mindestanzahl
von m Kana¨len gleichzeitig betrieben, so kann nach Ausfall eines Kanals dieser deaktiviert
und durch einen anderen ersetzt werden. Bei dieser Form der
”
kalten Redundanz“ (
”
acti-
ve/standby“, [Oeh94]) ko¨nnen die passiven Systeme nicht vollsta¨ndig u¨berwacht werden. Im
Falle der Aktivierung ist deshalb insbesondere fu¨r Hardware-redundante Kana¨le durch lange
Stillstandszeit die Gefahr nicht entdeckter (
”
schlafender“) Fehler sehr hoch. Im vorliegenden
Aktuator sind deshalb alle redundanten Systeme gleichzeitig aktiv (funktionsbeteiligt). Mit
dieser
”
heißen Redundanz“ (
”
active/active“ ,[Kub96],[286]) werden schlafende Fehler vermie-
den, da eine Diagnose auf alle Systeme gleichzeitig angewendet werden kann. Der Aufbau
[Kli96] ist in Abb. 2.2 dargestellt.
Abb. 2.2: Schematischer Aufbau des Aktuators.
Hydraulisch sind Stellzylinder und Hauptsteuerventil duplex redundant in Tandem-
Anordnung ausgefu¨hrt. Im Flugzeug ist fu¨r beide Systeme jeweils eine eigene Hydraulik-
versorgung vorhanden. Andere Redundanzkonzepte sehen bis zu vier getrennte Hydraulik-
systeme vor.
Mechanisch entsteht durch die Tandem-Anordnung jeweils eine Simplexstelle, die zu einem
gemeinsamen Fehler (common mode failure) im Klemmfall fu¨hrt. Daraus ergeben sich be-
sondere Anforderungen:
• Der Motor muß auf eine hohe statische Nennkraft ausgelegt werden, die eine Blockie-
rung durch Verschmutzung oder Metallspa¨ne (chip shear force) ausschließt.
• In der Serienabnahme ist die Reibung an der Schiebergruppe ein sehr wichtiger Para-
meter.
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Elektrisch und elektronisch sind, bedingt durch die ho¨here Fehleranfa¨lligkeit, alle Kompo-
nenten vierfach redundant ausgelegt. Fu¨r den Linearmotor werden quadruplex redundante
Spulen auf einem gemeinsamen Eisenkreis eingesetzt. Die Superposition der einzelnen ma-
gnetischen Flu¨sse Φ erzeugt am Anker eine Kraft, die zu einer translatorischen Verschiebung
der Motorachse fu¨hrt.
Abha¨ngig von der Auslenkung des Ventilschiebers fließen O¨lvolumenstro¨me in die Kammern
des Tandem-Stellzylinders. Damit wird ein Druckaufbau und die Bewegung fu¨r das Seiten-
ruder des Flugzeugs erreicht.
Bei Ausfall einer Hydraulikversorgung wird ein mechanisches Bypass-Ventil geo¨ffnet, das die
zugeho¨rigen Kammern des Stellzylinders direkt verbindet. Dadurch wird eine freie Bewegung
des passiven Systems ermo¨glicht.
Die Positionsregelung des Aktuators wird mit einem Kaskadenregler [Eic99] vorgenommen,
der zusammen mit Maßnahmen zur Signalkonditionierung in einer eigenen Elektronik (Ac-
tuator Control Unit, ACU) integriert ist.
Abb. 2.3: Aufbau und Struktur der Actuator Control Unit (schematisch).
Die pulsweitenmodulierten (PWM) Stromversta¨rker ko¨nnen als eigener Regelkreis betrach-
tet werden. Zur u¨berlagerten Wegregelung des Steuerschieberwegs (Inner Loop) werden vier
redundante Sensoren zur Positionsbestimmung eingesetzt. In der a¨ußeren Kaskade werden
ebenfalls vier redundante Sensoren zur Ru¨ckfu¨hrung des Stellzylinderwegs verwendet. Die
einzelnen Redundanzgrade werden als vollsta¨ndig getrennte Regelkreise laut Abb. 2.3 aus-
gefu¨hrt, um eine Querkopplung von Fehlerauswirkungen zu vermeiden. Lediglich die zur
Abschaltung defekter Kana¨le eingesetzten Voter verknu¨pfen die redundanten Regelkreise
u¨ber Datenschnittstellen (Cross Channel Data Link, CCDL).
Die ACU ist im vorliegenden Konzept ra¨umlich nicht am Aktuator integriert, sondern be-
findet sich im Flight Control Computer (FCC). Fu¨r die Diagnose wird deshalb eine Pru¨f-
standselektronik verwendet. Diese wird regelma¨ßig kalibriert und kann fu¨r die Diagnose als
fehlerfrei angenommen werden. In den analytischen Prozeßmodellen der beschriebenen Dia-
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gnoseverfahren bleiben mo¨gliche Fehler der ACU deshalb unberu¨cksichtigt. Treten dort den-
noch Fehler auf, so ko¨nnen diese nur erkannt, aber nicht lokalisiert werden. In diesem Fall
ist eine Pru¨fung der Ansteuerelektronik notwendig.
Eine Fehlerdiagnose und -isolierung (Fault Detection and Isolation, FDI) im geschlossenen
Regelkreis [Dei97], [CP99] erfordert die Messung der Stellgro¨ßen (Prozeß-Eingangssignale)
u. Im linearen Fall (Regler und Actuator) ohne a¨ußere Sto¨rungen kann u als lineare Trans-
formation der Sollwerte w hergeleitet werden. Mit Sto¨rungen und nichtlinearen U¨bertra-
gungsfunktionen fu¨r Regler und Strecke ist die Messung der Stellgro¨ße zwingend notwendig.
Abb. 2.4: Diagnose im geschlossenen und offenen Regelkreis.
Zur freien Vorgabe der Anregungsdynamik lassen sich die Regelkreise zur Wegregelung am
Ventil und am Stellzylinder softwaregesteuert auftrennen. Damit sind die in Abb. 2.4 darge-
stellten Diagnosen sowohl im geschlossenen als auch im offenen Regelkreis mo¨glich.
Der Aktuator kann in drei funktionale Baugruppen mit integrierter Sensorik gegliedert wer-
den:
• Motor Assembly: Motor mit Sensoren fu¨r Motor- bzw. Ventilweg
• Valve Block: Steuerventil
• Ram: Stellzylinder mit Sensoren fu¨r Stellzylinderweg
In der Fertigung wird das vormontierte Motor Assembly mit dem Valve Block zum Valve
Assembly montiert. Nach Anbau von Ram und Rohrleitungen (Piping) wird das Actuator
Assembly (Komplettgera¨t) fertiggestellt (siehe Abb. 2.5). Nach jeder Integration liegt jeweils
ein eigensta¨ndig testbares System vor, fu¨r das ein spezifisches Diagnosekonzept erstellt wird.
Mit dem jeweils erweiterten Funktionsumfang liegt es nahe, nach jedem Integrationsschritt
die bereits erstellten Ergebnisse zu u¨bernehmen. Jedoch ko¨nnen auch in der Serienabnahme
die Parameter durch Montagefehler vera¨ndert werden und in der Wartungsdiagnose mu¨ssen
die Daten ohne Vorwissen vollsta¨ndig neu erstellt werden. Die Konsequenzen daraus werden
im Abschnitt 2.3 ausfu¨hrlich beschrieben.
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Abb. 2.5: Montagestruktur des Actuator Assembly.
Motor Assembly
Der verwendete Linearmotor ist ein permanentmagnetisch vorpolarisierter Differentialmo-
tor. A¨hnlich einem Torque-Motor [Mur98b] werden von den Permanentmagneten gegensin-
nige magnetische Flu¨sse erzeugt, die sich u¨ber Joch, Anker und Polschuh schließen. In Mit-
telposition kompensiert sich die Kraftwirkung der symmetrischen Magnetkra¨fte. Bei einer
Auslenkung erho¨ht sich die Kraft im verringerten Luftspalt, wa¨hrend sie im vergro¨ßerten
abnimmt. Zur Stabilisierung der daraus resultierenden labilen Gleichgewichtslage werden
Zentrierfedern eingesetzt.
Beim Stromfluß durch die vier spiegelsymmetrisch gewickelten Spulenpakete laut Abb. 2.6
wird in den Luftspalten ein zusa¨tzlicher stromabha¨ngiger Fluß gegen- bzw. gleichsinnig u¨ber-
lagert. Die als Differenz entstehende magnetische Kraft fu¨hrt zur translatorischen Bewegung
der Motorachse.
Abb. 2.6: Aufbau Motor Assembly (Schnitt und schematische Darstellung).
Zur Messung des Wegs sind induktive Differential-Wegaufnehmer (Linear Variable Differen-
tial Transducer, LVDT) angebracht.
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Valve Assembly
Das Valve Assembly aus Motor und Ventilblock bildet die Steuereinheit fu¨r den Stellzylin-
der. Das Hauptsteuerventil (Main Control Valve, MCV) ist duplex redundant mit durchge-
hendem Steuerschieber (Tandem-Anordnung, siehe Abb. 2.7) ausgelegt. In der Baugruppe
sind zusa¨tzlich die Bypass-Ventile zum Freilauf des Stellzylinders bei einem Ausfall eines
Hydrauliksystems sowie die Filtereinsa¨tze (schematisch nicht dargestellt) enthalten.
Der Steuerschieber wird fest mit der Motorachse verbunden, so daß bei intakter Verschrau-
bung der Steuerschieberweg mit dem Motorweg identisch ist.
Abb. 2.7: Aufbau Valve Assembly (Schematische Darstellung und Schnitt).
Actuator Assembly
Das Actuator Assembly in Abb. 2.8 besteht aus dem Valve Assembly als Steuereinheit und
dem Stellzylinder als Kraftstufe, die fest mit einem Rohrleitungssatz (Piping) verbunden
werden. Der Stellzylinder ist dabei analog zum Steuerschieber duplex redundant in Tandem-
anordnung aufgebaut.
Abb. 2.8: Aufbau Actuator Assembly (Schnitt und schematische Darstellung).
Die Tauchspulen zur Messung des Stellzylinderwegs sind in der hohlen Kolbenstange ange-
bracht.
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2.2 Fehlerbeschreibung
Ein Fehler wird in DIN55350 als unzula¨ssige Abweichung mindestens eines Merkmals ei-
ner Betrachtungseinheit definiert. Bezogen auf den betrachteten Aktuator tritt ein Fehler
mit dem U¨berschreiten der in der Spezifikation definierten Schranken fu¨r ein Merkmal ein.
Fehlerursachen ko¨nnen physikalische oder chemische Vera¨nderungen, Konstruktionsfehler,
Qualita¨tsma¨ngel, unsachgema¨ße Verwendung oder weitere Vorga¨nge sein.
Zur systematischen Erfassung aller mo¨glichen Fehlermechanismen wird entwicklungsbeglei-
tend eine FMECA (Failure Mode, Effect and Criticality Analysis) nach MIL-STD-1629 er-
stellt. In Anlehnung an die Ausfalleffektanalyse aus DIN25448 [25490b] und IEC812 sowie die
Ereignisablaufanalyse DIN25419 werden hierbei ausgehend von bauteilbezogenen Fehlerur-
sachen die Fehlerauswirkungen auf das betrachtete System bewertet [Wit95]. Als Maßzahlen
sind die Fehlerkritikalita¨tszahl Cm (failure mode and criticality number) oder die Risiko-
Priorita¨tszahl (Risc Priority Number, RPN) gebra¨uchlich [DN99]:
Cm = βαλpt (2.1)
mit β bedingte Wahrscheinlichkeit des Funktionsausfalls
α relativer Anteil des Fehlermechanismus mit
∑
αi = 1
λp Ausfallrate der Komponente
t mittlere Betriebsdauer
RPN = αfσfδf (2.2)
mit αf Maßzahl fu¨r die Auftrittswahrscheinlichkeit
σf Maßzahl fu¨r die Fehlerschwere (severity)
δf Maßzahl fu¨r die Detektionsmo¨glichkeiten
Kategorie σf Beschreibung
catastrophic 1 Kritisch fu¨r die Flugsicherheit, was zum Verlust des Flugzeugs
fu¨hren kann.
critical 2 Beeintra¨chtigung der Flugsicherheit, da die aufgetretenen
Fehler mit weiteren Fehlern sicherheitskritisch werden ko¨n-
nen.
marginal 3 Beeintra¨chtigung der Flugeigenschaften oder Verlust nicht si-
cherheitskritischer Teilfunktionalita¨ten.
minor 4 Kein direkter Einfluß auf die Flugeigenschaften, aber außer-
planma¨ßige Instandsetzung notwendig.
Tabelle 2.1: Klassifikation der Fehlerschwere (severity classification).
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Die Maßzahl fu¨r die Fehlerschwere (severity classification category, siehe Tab. 2.1) ist in
MIL-STD-882 anhand der Auswirkungen auf das Flugzeug beschrieben.
Analog dazu werden die Maßzahlen der Fehlerschwere u¨ber die Auswirkungen im Funktions-
pfad definiert. Der Diagnoseumfang des Pru¨fstands muß zusa¨tzlich Fehler umfassen, die im
Rahmen der planma¨ßigen Instandsetzung (scheduled maintenance) auftreten.
Die bauteilspezifischen Fehlerursachen lassen sich hierbei gliedern in:
elektrische Fehler Kabel- oder Wicklungsbruch
Wicklungs- oder Geha¨useschluß
Sensorfehler (elektrisch)
Fehler des Magnetkreises
mechanische Fehler Reibung (Motor, Ventilschaft, Kolbenstange)
Verklemmung (Motor, Ventilschaft)
Materialbruch (Feder, Ventilschaft, Geha¨use)
Relaxation der Zentrierfedern
Dejustage (Sensoren, hydraulischer Nullpunkt)
Spiel (Sensoranbindung, Schaftverschraubung)
hydraulische Fehler Leckagen (Dichtungen und Steuerkanten)
Bypass-Fehler
Filter-Verschmutzung
Tabelle 2.2: Klassifizierung mo¨glicher Fehler.
Von den in Tabelle 2.2 beschriebenen Fehlern ist die Auftrittswahrscheinlichkeit fu¨r die
elektrischen Fehler am ho¨chsten. In der Redundanzstruktur aus Abschnitt 2.1 sind diese
Komponenten deshalb vierfach redundant ausgelegt. Die elektrischen Fehler sind aus diesem
Grund auch ein Schwerpunkt dieser Arbeit.
Scha¨digungsmechanismen sind mechanische oder thermische Zersto¨rung von Leiter oder Iso-
lation sowie Korrosion von Kontakten. Bei einem Kabel- oder Wicklungsbruch wird die
Stromfu¨hrung der Spule vollsta¨ndig unterbrochen. Durch partiellen Wicklungsschluß oder
U¨bergangswidersta¨nde ko¨nnen sich Induktivita¨t und Widerstand der Einzelspule sowie das
Kopplungsverhalten im Spulensystem a¨ndern.
Durch Erwa¨rmung oder mechanische Schwingungsbelastung kann die Permanentmagnetisie-
rung verringert werden. Dies fu¨hrt zu einer gea¨nderten Kraftcharakteristik. Der Fehlerfall
kann die Fehlerschwere σf = 1 erreichen.
Prima¨r elektrischen Ursprungs sind die Fehler der LVDT-Wegsensoren. Im Flugzeug sind
diese meist in Fehlern der in die ACU integrierten Demodulatoren begru¨ndet. Im Diagno-
seumfang des Pru¨fstands ko¨nnen Induktivita¨tsa¨nderungen zu Offset- und Skalenfaktora¨nde-
rungen fu¨hren oder transiente Fehler Frequenzanteile oberhalb der Streckendynamik u¨berla-
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gern. A¨hnliche Fehlerbilder ko¨nnen auch durch mechanische Dejustage der Verbindung zur
Schieberachse verursacht werden.
Mechanisch ist die Reibung an der Motor- bzw. Ventilachse durch die Redundanzverengung
auf eine Simplexstelle der ha¨ufigste Fehler. Durch A¨nderungen im Gleitverhalten der Dich-
tungen, Bewegung der Zentrierfedern in ihrem Sitz und mo¨gliche Fremdko¨rper kann die Kraft
bis zur Verklemmung steigen. Der Motor wurde deshalb mit einer hohen Nennkraft (chip she-
ar force) dimensioniert. Die Redundanzverengung im Stellzylinder ist deutlich unkritischer,
da der Kraftu¨berschuß dort ungleich gro¨ßer ist. Fu¨r die Fehlerdiagnose ist die Reibung auf-
grund ihrer starken Nichtlinearita¨t eine besondere Herausforderung. Ihre Modellierung und
Diagnose wird deshalb ausfu¨hrlich dargestellt.
Ein mechanisches Spiel (Lose) bis zum vollsta¨ndigem Systemausfall entsteht bei einem Bruch
von Schieberachse, Anker oder Motorgeha¨use.
Durch Materialermu¨dung oder Materialfehler ko¨nnen die Zentrierfedern relaxiert werden
oder brechen. Ebenso ko¨nnen durch Einarbeiten der Federn in ihren Sitz zusa¨tzliche Nicht-
linearita¨ten der Kennlinie entstehen.
Ein Lo¨sen oder Vera¨ndern der Verschraubung zwischen Motor und Ventil kann den hydrau-
lischen Nullpunkt verschieben und so zu einer einseitigen Performancereduktion fu¨hren.
Im hydraulischen System sind Leckagen die ha¨ufigsten Fehler. Diese ko¨nnen durch Dich-
tungsfehler, A¨nderungen der Portgeometrie oder Risse in Geha¨usen entstehen. Modellierung
und Diagnose der Leckagefehler werden deshalb in dieser Arbeit ausfu¨hrlich beschrieben.
Durch Bruch der Federn oder Undichtigkeiten kann die Bypass-Funktion beeintra¨chtigt wer-
den. Dies kann die Aktivierung der Bypass-Funktion bei Druckabfall in einem Hydrauliksy-
stem sto¨ren.
In den Filtereinsa¨tzen ko¨nnen Verschmutzungen zu erho¨hten Stro¨mungswidersta¨nden fu¨hren
und somit die Dynamik der Aktuator-Bewegung reduzieren.
A¨ußere Fehler, wie fehlende Befestigungsschrauben und Sicherungsscheiben, unvollsta¨ndige
Beschriftungen oder Lackfehler, haben meist keinen Einfluß auf die Aktuator-Performance.
Nicht betrachtet werden Fehler in der Ansteuerelektronik (ACU) und der Struktur zur
Lastanbindung, da die jeweiligen Systeme bei einer Aktuator-Wartung im Flugzeug ver-
bleiben.
2.3 Diagnosekonzept
Fu¨r die Serienabnahme wird entsprechend dem Montagekonzept eine begleitende Diagnose
durchgefu¨hrt. Die modellgestu¨tzten Verfahren werden nach jeder Integration von Einzeltei-
len zu den funktionalen Baugruppen Motor Assembly, Valve Assembly und Komplettgera¨t
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durchgefu¨hrt. Toleranzu¨berschreitungen und Funktionsfehler ko¨nnen so fru¨hzeitig erkannt
und behoben werden. Die Implementation der Diagnoseschritte wird entsprechend modular
gestaltet, um eine Wiederverwendung einzelner Software-Module in verschiedenen Diagno-
seebenen zu ermo¨glichen.
Abb. 2.9: Diagnosekonzept der Serienabnahme.
Wird ein Fehler festgestellt, so kann die notwendige Aufarbeitung eine Zerlegung in Einzeltei-
le erfordern oder auf die Korrektur der angewendeten Montageschritte beschra¨nkt bleiben.
Nach der Instandsetzung wird die Diagnose wiederholt. Bei fehlerfreiem Ergebnis erfolgt
die Montage laut Abb. 2.9 zur na¨chsten Integrationsebene. Fu¨r das Komplettgera¨t ersetzt
eine fehlerfrei abgeschlossene Diagnose gleichzeitig die zur Auslieferung notwendige Qualifi-
kation. Das Ergebnisprotokoll besta¨tigt somit die uneingeschra¨nkte Funktionsfa¨higkeit eines
sicherheitskritischen Bauteils. Aufgrund der Relevanz fu¨r die Produkthaftung werden neben
dem Diagnoseergebnis zur Absicherung zusa¨tzlich zwischen Hersteller und Kunde vereinbarte
Performance-Kenngro¨ßen dokumentiert.
Die Wartungsdiagnose wird an einem als defekt ausgebauten Komplettgera¨t durchgefu¨hrt.
Ziel ist es hierbei, die fehlerhaften Komponenten oder Einzelbauteile ohne vorausgehende
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Demontage mo¨glichst weit einzugrenzen. Die zur Instandsetzung notwendige Aufarbeitung
laut Abb. 2.10 kann dann mit minimal erforderlichem Demontageaufwand durchgefu¨hrt wer-
den. Je nach erforderlichem Demontagegrad ko¨nnen integrationsbegleitend selektiv einzel-
Abb. 2.10: Diagnosekonzept der Wartungsdiagnose.
ne Diagnoseschritte der Serienabnahme angewendet werden. Vor der Auslieferung muß das
Komplettgera¨t mit einer vollsta¨ndig durchgefu¨hrten Serienabnahme qualifiziert werden.
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3 Modellbildung und Parameteridentifikation
In diesem Kapitel werden die nichtlinearen Modellgleichungen fu¨r den Aktuator hergeleitet.
Sie stellen die Grundlage fu¨r die analytischen Diagnoseverfahren dar, deren Gu¨te direkt
von der Modellgu¨te abha¨ngig ist. Eine ausfu¨hrliche Herleitung einer Modellstruktur ist in
[Kli96], [OSS97] und [Eic99] beschrieben. In dieser Arbeit werden nur die zum Versta¨ndnis
der analytischen Modelle und der Fehlermechanismen notwendigen Teile dargestellt.
3.1 Modellbildung Motor Assembly
Die Umsetzung des elektrischen Sollwerts in eine mechanische Bewegung erfolgt im Linear-
motor, fu¨r den bereits [Kli96] ein vereinfachtes Zustandsraummodell hergeleitet hat. Dieses
wird dargestellt und fu¨r eine verbesserte Konvergenz der Identifikation modifiziert.
3.1.1 Kraftaufbau im Motor
Die Krafterzeugung des Motors erfolgt durch das elektromagnetische Feld in den aktiven
Luftspalten. Neben den durch die Spulen erzeugten Kra¨ften Fmag(i, y) mu¨ssen die zur rich-
tungsabha¨ngigen Vorpolarisation mit Permanentmagneten erzeugten Kra¨fte Fperm(y), die
Kra¨fte der Zentrierfedern Ffed(y) und die Mischreibung FR,MA(y˙) beru¨cksichtigt werden.
FMA(i, y, y˙) = y¨mMA = Fmag(i, y) + Fperm(y) + Ffed(y)− FR,MA(y˙) (3.1)
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Abb. 3.1: Gemessene Federkennlinie der Motorzentrierfedern.
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Die Kennlinie der beiden Tellerfedern wurde in ausgebautem Zustand vermessen. Sie la¨ßt
sich im Bereich des mo¨glichen Motorwegs mit guter Genauigkeit linear approximieren (siehe
Abb. 3.1).
Ffed(y) = −Cfedy (3.2)
Zur Bestimmung des permanentmagnetischen Anteils wurde der Motor stromlos bei fester
Einspannung vermessen (siehe Abb. 3.2). Nach Ausmitteln der Reibungshysterese und Abzug
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Abb. 3.2: Summe aus permanentmagnetischer Kraft und Federkraft.
der bekannten Federkraft la¨ßt sich daraus die permanentmagnetische Kraft approximieren.
Fperm(y) = C1permy + C3permy
3 = Fmech(y)− Ffed(y) (3.3)
Die von den Spulen erzeugte magnetische Kraft kann laut [Kli96] als linear abha¨ngig vom
magnetischen Fluß der Spulen in den aktiven Luftspalten angena¨hert werden.
Fmag = KmagΨh (3.4)
Der wirksame magnetische Fluß Ψh ist eine U¨berlagerung der magnetischen Hauptflu¨sse
der einzelnen Spulen. Je nach erforderlicher Modellierungstiefe werden die vier Spulen dazu
einzeln (Vierspulenmodell) oder unter Vernachla¨ssigung der Kopplungsdynamik zusammen
(Einspulenmodell) betrachtet.
3.1.2 Elektrisches Vierspulenmodell
Die Abha¨ngigkeit des wirksamen Hauptflusses Ψh von den Stro¨men in den vier Feldspulen
wird vom folgenden Ersatzschaltbild Abb. 3.3 beschrieben.
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Abb. 3.3: Elektrisches Ersatzschaltbild des Motors.
Die einzelnen Motorspulen sind u¨ber die Induktivita¨ten Li und den gemeinsamen Eisen-
kreis miteinander gekoppelt. Zusa¨tzlich werden Streuinduktivita¨ten Lσi zur Beschreibung des
Flußanteils eingefu¨hrt, die nur die eigene Spule, nicht jedoch den gemeinsamen Eisenkreis
durchsetzen.
Zur Abbildung der Wirbelstromverluste im Eisenkreis und der damit verbundenen anna¨-
hernden Sprungfa¨higkeit der Spulenstro¨me wird die in Abb. 3.3 eingezeichnete fiktive Wir-
belstromspule LFe eingesetzt. Unter der Annahme, daß die Wirbelstromspule keine Streuin-
duktivita¨t besitzt, ist ihr Fluß ΨFe mit dem wirksamen Hauptfluß Ψh identisch.
Fu¨r den nicht bewegten Motor (y˙ = 0) erha¨lt man daraus folgende Beschreibungsgleichung:
Ri + Ψ˙ = u (3.5)
Hierbei ist R eine Diagonalmatrix mit den ohmschen Spulenwidersta¨nden R1 bis RFe, Ψ =
[Ψ1 . . . Ψ4 Ψh ]
T der Vektor der verketteten Spulenflu¨sse, i = [ i1 . . . i4 iFe ]
T der
Stromvektor und u = [ u1 . . . u4 0 ]
T der Vektor der Klemmenspannungen.
Der Zusammenhang zwischen Stromvektor i und Flußvektor Ψ la¨ßt sich anhand der Induk-
tivita¨tsmatrix ausdru¨cken als:
Ψ = Li (3.6)
Die Hauptdiagonale der Induktivita¨tsmatrix L entha¨lt die Eigeninduktivita¨ten der einzelnen
Wicklungen. Die Kopplungen zwischen den Spulen werden durch die symmetrischen Ne-
bendiagonalelemente (Mij = Mji) [Vog97] beschrieben. Eine weitergehende Symmetrie der
Koppelinduktivita¨ten, wie in [Kli96] angenommen, ist aufgrund der unterschiedlich gestalte-
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ten geometrischen Anordnung nicht gegeben.
L =


(L1 + L
σ
1 ) M12 M13 M14 M1,F e
M12 (L2 + L
σ
2 ) M23 M24 M2,F e
M13 M23 (L3 + L
σ
3 ) M34 M3,F e
M14 M24 M34 (L4 + L
σ
4 ) M4,F e
M1,F e M2,F e M3,F e M4,F e LFe

 (3.7)
Somit kann das vollsta¨ndige Spulenmodell (Vierspulenmodell) als ein System von fu¨nf ge-
koppelten Differentialgleichungen erster Ordnung beschrieben werden:
Ψ˙ = u− uind −RL
−1Ψ = u− uind − RKΨ (3.8)
mit
K =


K11 K12 K13 K14 K1h
K12 K22 K23 K24 K2h
K13 K23 K33 K34 K3h
K14 K24 K34 K44 K4h
K1h K2h K3h K4h Khh

 (3.9)
Bedingt durch die Symmetrie von L ist auch die MatrixK symmetrisch zur Hauptdiagonalen.
Zur Beru¨cksichtigung der Sa¨ttigungseffekte im Eisenkreis wird angenommen, daß alle Spulen
gleichzeitig mit dem Hauptfluß Ψh in Sa¨ttigung gehen:
L(Ψh) =
1
1 + CsatΨh
L ⇔ K(Ψh) = (1 + CsatΨh)K (3.10)
Bei Bewegung des Motors y˙ 6= 0 entstehen aufgrund der Bewegung des Ankers im Magnetfeld
analog zum rotierenden Elektromotor Induktionsspannungen. Die Gro¨ße der in allen Spulen
gleich angenommenen Spannung la¨ßt sich ebenfalls mit dem Energiesatz herleiten:
uind = [ 1 1 1 1 1 ]
T LFeKindy˙ (3.11)
3.1.3 Elektrisches Einspulenmodell
Im Einspulenmodell werden die vier Spulen des Motors durch eine Spule repra¨sentiert.
Zur Beibehaltung des Hauptflusses als Superposition der Spulenflu¨sse wird diese Ersatz-
Eingangsspule mit vierfacher Spannung und vierfachem Strom betrieben.
ie =
4∑
j=1
ij ∧ ue =
4∑
j=1
uj (3.12)
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Der ohmsche Widerstand der Ersatzspule ergibt sich zu:
Re =
ue
ie
≈ R1 ≈ R2 ≈ R3 ≈ R4 (3.13)
Das Spulensystem wird analog zu Gleichung (3.8) mit der entsprechenden Koppelmatrix
beschrieben:
K =
[
Kee Keh
Keh Khh
]
=
[
Le(1 + σe) Me,Fe
Me,Fe LFe
]
−1
(3.14)
Die Elemente der Koppelmatrix des Einspulenmodells lassen sich aus der des Vierspulenmo-
dells in (3.9) unter der Annahme a¨hnlicher Spuleneigenschaften Ri = Rj, Kij = Kji, und
Kij = Kik fu¨r j, k 6= i ableiten zu:
Kee =
4∑
j=1
Kij , Keh =
4∑
j=1
Kjh (3.15)
3.2 Modellbildung Valve Assembly
Hauptbestandteile des Valve Assembly sind das Hauptsteuerventil (Main Control Valve,
MCV), die Filter und die Bypass-Ventile.
Die Filter in den Druckversorgungsleitungen sollen Verschmutzungen aus dem Leitungssy-
stem auffangen. Fu¨r den Volumenstrom stellen sie einen vom Verschmutzungsgrad abha¨ngi-
gen Stro¨mungswiderstand dar.
Die Bypass-Ventile verbinden bei Ausfall des Systemdrucks die Kammern des Stellzylinders
miteinander und ermo¨glichen somit einen Freilauf.
Filter und Bypass-Ventile werden zusammen mit den Verrohrungen zu einem seriellen Stro¨-
mungswiderstand zusammengefaßt.
Fu¨r den dynamischen Betrieb ist allein das in Abb. 3.4 dargestellte Hauptsteuerventil ent-
scheidend, fu¨r das eine analytische Modellbildung durchgefu¨hrt wird.
3.2.1 Bewegungsgleichung
Antreibend wirkt die elektromotorische Kraft FMA des Motors. Durch die feste Verschrau-
bung werden also Steuerschieber, Anker und Ankerwelle mit der GesamtmassemV A in axialer
Richtung bewegt.
FV A = y¨mV A = FMA(i, y, y˙) + FR,V A(y˙) + FD(y˙) + FStr,V A(Q, Q˙) (3.16)
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Abb. 3.4: Hauptsteuerventil (schematische Darstellung).
Damit werden die O¨ffnungsquerschnitte an den Steuerkanten des Ventils und folgend die Vo-
lumenstro¨me Qi des Hydraulikfluids zwischen Systemdruck pS und den Verbraucherdru¨cken
pA und pB sowie dem Ru¨cklaufdruck pR gesteuert.
Die Stro¨mungskra¨fte FStr(Qi, Q˙i) mit stationa¨ren und dynamischen Anteilen [Mur98a] ent-
stehen bei Umstro¨mung der Steuerkanten:
FStr,V A =
∑
i
(
ρvStr,iQi cos βE,i + ρvStr,iQi cos βA,i ± ρli
∂Qi
∂t
)
(3.17)
Die dynamischen Anteile der Stro¨mungskraft resultieren aus der axialen Beschleunigung der
Fluidsa¨ule mit der La¨nge li im Ventil. Ihre Vorzeichen ha¨ngen von der Durchflußrichtung ab.
Bedingt durch die entgegengesetzten Richtungen in Hin- und Ru¨cklauf heben sie sich nahezu
auf und werden daher nicht mehr weiter beru¨cksichtigt.
Die stationa¨ren Stro¨mungskra¨fte entstehen aufgrund der Umlenkung des Fluidstroms an
den Ventilo¨ffnungen und wirken daher an jeder Ventilkante unabha¨ngig von der Durchfluß-
richtung schließend. Hierbei bezeichnen vStr,i =
Qi
Ai
die Stro¨mungsgeschwindigkeiten an den
Steuerkanten. Die Einstro¨mwinkel ko¨nnen nach [Keg96] vereinfachend konstant zu βE,i = 69
◦
angenommen werden. Die Kraftanteile der Ausstro¨mung werden wegen βE,i ≈ 90
◦ vernach-
la¨ssigt.
Bei ausreichender Fo¨rderleistung der Hydraulikversorgung und idealer Blendenstro¨mung
[Mur98b] kann daraus folgende Approximation abgeleitet werden:
FStr,V A =
∑
i
2α2D cos βE,i∆p · A(y) ≈ CStr∆p · y (3.18)
Die Messungen der Stro¨mungskra¨fte (siehe Abb. 3.5) mit positionsabha¨ngigem Anteil der
mechanischen Motorkra¨fte (siehe Abb. 3.2) besta¨tigen die Annahme (3.18).
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Abb. 3.5: Messung zur Stro¨mungskraftbestimmung am Ventilschieber.
Zusa¨tzlich zur Reibung im Motor FR,MA tritt an den Dichtkanten Coulombsche Reibung auf.
FR,V A = FR,MA + FR,V B = FC,V Asign(y˙) (3.19)
In der U¨berkehr des Steuerschiebers wird zur Da¨mpfung die in Abb. 3.4 dargestellte Drossel
verwendet, deren Kennlinie aufgrund der turbulenten Stro¨mung proportional zum Quadrat
der Ventilschiebergeschwindigkeit ist.
FD = dhydy˙
2sign(y˙) (3.20)
3.2.2 Volumenstro¨me
Die Fluidvolumenstro¨me Qi der Verbraucheranschlu¨sse ha¨ngen vom Steuerschieberweg ab.
Die von den Steuerkanten freigegebenen Porto¨ffnungen werden als Blenden mit einstellba-
rem hydraulischen Widerstand betrachtet. Die Blendenstro¨mung [Mur98b] kann mit den
Annahmen eines inkompressiblen Fluids, konstanter Dichte und Viskosita¨t sowie einer ein-
dimensionalen, stationa¨ren Stro¨mung mit der Gleichung von Bernoulli formuliert werden:
Q1 = αD1A1
√
2
ρ
√
|pA − pR|sign(pA − pR) (3.21)
Q2 = αD2A2
√
2
ρ
√
|pS − pA|sign(pS − pA) (3.22)
Q3 = αD3A3
√
2
ρ
√
|pS − pB|sign(pS − pB) (3.23)
Q4 = αD4A4
√
2
ρ
√
|pB − pR|sign(pB − pR) (3.24)
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Der Durchflußbeiwert αD beinhaltet die Stoß- und Reibungsverluste sowie die Blendengeo-
metrie. Der Blendenquerschnitt kann mit den konstruktiven Daten und der effektiven Null-
u¨berdeckung berechnet werden.
A1 =
{
0 fu¨r y ≥ y01∫ y1
0
b1(y1)dy1 fu¨r y < y01
(3.25)
Die Nullu¨berdeckungen sind fertigungsbedingt negativ, wobei gleichzeitig Unstetigkeiten im
Neutralpunkt vermieden werden.
3.3 Modellbildung Actuator Assembly
Die Bewegungsgleichungen fu¨r den Tandemzylinder werden anhand des vereinfachten Er-
satzsystems in Abb. 3.6 hergeleitet.
pA1 pB1 pA2 pB2
x x
d
C
d
C
x
QA1 QB1 QA2 QB2
mL
FL
LK
L
L
A
A
A
Abb. 3.6: Ersatzsystem Tandemzylinder mit Struktur- und Lastanbindung.
Der Aktuator ist dabei analog zum Einbau im Flugzeug mit den zwei Gelenkko¨pfen des
Stellzylinders sowohl am Pru¨fstand als auch an einer Massenlast befestigt, die den wirksamen
Tra¨gheitsmomenten entspricht.
Entsprechend der steifen Strukturanbindung des earth end im Flugzeug wird auch die Befesti-
gung auf dem Pru¨ftisch steif ausgelegt. Der Einfluß auf die Bewegungsdynamik bei intaktem
Gelenkkopf (Lagerspiel vernachla¨ssigbar) kann dann als A¨nderung der effektiven Zylinder-
steifigkeit [Kli96] approximiert werden. Ohne Dynamik der Strukturanbindung kann der
Stellzylinderweg angena¨hert werden mit:
xA ≈ 0, x ≈ xK (3.26)
Die elastische Lastankopplung fu¨hrt jedoch zu einem deutlichen Einfluß mit einer ausgepra¨g-
ten Resonanzfrequenz. Aufgrund der notwendigen Unterscheidung zwischen Aktuator- und
Lastweg muß dieser Effekt dynamisch modelliert werden.
Am Pru¨fstand entstehen mit den Elastizita¨ten von Fluidsa¨ule und Kraftmeßdose ebenfalls
zwei schwingungsfa¨hige Systeme: Die Schwingung im Stellzylinderweg mit der Elastizita¨t
der Fluidsa¨ule und Energiedissipation durch die Reibung der Kolbendichtungen gegen das
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Zylindergeha¨use sowie die Schwingung der Last mit der Kraftaufnehmer-Elastizita¨t und der
Energiedissipation durch die Materialda¨mpfung.
Damit lassen sich folgende Bewegungsgleichungen herleiten:
mK x¨K = AK (αpA1 − pB1 + pA2 − pB2)− FR,RA − FK (3.27)
mLx¨L = FK − FL (3.28)
mit
FR,RA = FC,RAsign(x˙K − x˙A) (3.29)
FK = CL(xK − xL) + dL(x˙K − x˙L) (3.30)
x = xK − xA (3.31)
3.3.1 Druckaufbau
Der Druckaufbau in den Kammern des Stellzylinders la¨ßt sich unter Beru¨cksichtigung der
Kontinuita¨tsgleichung und der Fluidkompressibilita¨t [Mur98b] fu¨r System 1 (System 2 ana-
log) herleiten zu:
p˙A =
EF l
VA
(QA − αAKx˙−QLi) (3.32)
p˙B =
EF l
VB
(QB + AKx˙ +QLi −QLa) (3.33)
mit
EF l druck- und temperaturabha¨ngiger Ersatzkompressionsmodul
x Stellzylinderhub
VA, VB Kammervolumina, abha¨ngig von x
AK Kolbenfla¨che auf Seite der Kolbenstange
α Kolbenfla¨chenverha¨ltnis, α > 1
QLi, QLa innerer und a¨ußerer Leckstrom
(3.34)
Der Quotient aus Kammervolumen und Ersatzkompressionsmodul wird auch als hydraulische
Kapazita¨t [Mur98a] bezeichnet.
Chyd =
V
EF l
(3.35)
3 Modellbildung und Parameteridentifikation 33
Der Ersatzkompressionsmodul ist dabei von verschiedenen Parametern wie Druck, Tempe-
ratur und dem Anteil ungelo¨ster Luft in dem Hydraulikfluid abha¨ngig. Am Pru¨fstand ist
jedoch aufgrund von Filtern im Zwangsumlauf, zyklischen Probe-Entnahmen sowie einer
Temperaturregelung nur die Druckabha¨ngigkeit zu beru¨cksichtigen.
EF l = 
′
pEF l,ref (3.36)
EF l,ref bezeichnet den Kompressionsmodul des Hydraulikfluids unter definierten Druck- und
Temperaturbedingungen pref bzw. ϑref . Der Faktor 
′
p beru¨cksichtigt dabei neben der Druck-
abha¨ngigkeit der Fluidkompressibilita¨t auch die Elastizita¨ten von Zylindergeha¨use, Leitun-
gen und Dichtungen. [OSS97] verwendet dazu die Approximation:
′p = 0, 8
(
p
pref
)0,17
(3.37)
Die Kammervolumina aus den Gleichungen (3.32) und (3.33) lassen sich ausgehend von den
Volumina in Mittelstellung des Zylinders angeben zu:
VA = α (V0 + xAK) (3.38)
VB = V0 − xAK (3.39)
Der a¨ußere Leckstrom QLa wird im dynamischen Modell zu Null angenommen, da die tolerier-
ten Werte von 10Tropfen
min
weit unterhalb der Modellgenauigkeit liegen. Der innere Leckstrom
wird unter der in Abschnitt 4.1 hergeleiteten Annahme einer laminaren Stro¨mung modelliert
als:
QLi = KLi (pA − pB) (3.40)
3.4 Parameteridentifikation
Einige Modellparameter wie z.B. die Ankermasse oder die ohmschen Spulenwidersta¨nde sind
aufgrund der Konstruktionsdaten bekannt oder ko¨nnen durch einfache statische Messungen
ermittelt werden. Alle anderen nicht direkt zuga¨nglichen Parameter mu¨ssen mit Parameter-
scha¨tzverfahren anhand dynamischer Messungen bestimmt werden.
Aufgrund des nichtlinearen Scha¨tzmodells ko¨nnen die typischen linearen Parameter-
Identifikationsverfahren, wie z.B. die Methode der kleinsten Fehlerquadrate, hier nicht ein-
gesetzt werden. Zur Lo¨sung der nichtlinearen Identifikationsaufgabe wird wie in [Kli96] das
in Kapitel 5 ausfu¨hrlich beschriebene erweiterte Kalman-Filter (EKF) verwendet, das we-
gen seines vektoriellen Ansatzes auch sehr gut fu¨r Mehrgro¨ßensysteme geeignet ist. Zur Pa-
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rameterscha¨tzung wird der Zustandsvektor um die unbekannten Parameter erweitert, die
stochastisch angeregt werden.
xerw(t) =
(
x(t)
θ(t)
)
(3.41)
Die dabei auftretende multiplikative Verknu¨pfung der Modellparameter mit den dynamischen
Zusta¨nden fu¨hrt auch bei linearen Systemen zu einer nichtlinearen Scha¨tzaufgabe (siehe
Kapitel 5).
3.4.1 Einspulenmodell
Von den unbekannten Parametern aus Abschnitt 3.1.3 la¨ßt sich nur der ohmsche Spulenwi-
derstand Re statisch (nach der Anstiegszeit Ta) direkt bestimmen:
Re =
ue(t > Ta)
ie(t > Ta)
(3.42)
Bisher wurden bei a¨hnlichen Problemstellungen alle Modellparameter einzeln gescha¨tzt.
Demgegenu¨ber wird in dieser Arbeit die Anzahl der zu scha¨tzenden Parameter reduziert.
Dazu werden aus der statischen Strom-Kraftkennlinie in Mittelposition F (ie)|y=0 folgende
Parameterabha¨ngigkeiten bestimmt:
ψ˙e = 0 ↔ ue = Reie = Re(1 + Csatψ
2
h)(Keeψe +Kehψh) (3.43)
ψ˙h = 0 ↔ 0 = −RFe(1 + Csatψ
2
h)(Kehψe +Khhψh) (3.44)
Mit der dem Hauptfluß proportionalen Kraft (3.4) ergibt sich eine Gleichung 3. Ordnung:
ie(F ) =
Keh −
KeeKhh
Keh
Kmag
F +
Csat
K2mag
Keh −
KeeKhh
Keh
Kmag
F 3 = CaifF + CbifCaifF
3 (3.45)
Die Parameter Caif und Cbif werden durch least-square Approximation der gemessenen
Kennlinie mit einem Polynom dritten Grades bestimmt. Aus dem Parametervergleich in
Gleichung (3.45) lassen sich fu¨r die noch unbekannten Parameter folgende Abha¨ngigkeiten
angeben:
Caif =
Keh −
KeeKhh
Keh
Kmag
(3.46)
Cbif =
Csat
K2mag
(3.47)
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Die Gro¨ße des Hauptflusses ist in dem Modell frei skalierbar. Als vorgebbarer Parameter
wird deshalb der Anteil Cant des Hauptflusses ψh am Spulenfluß ψe eingefu¨hrt:
Cant = −
ψh
ψe
= −
Keh
Khh
(3.48)
Damit ergeben sich folgende Zusammenha¨nge zwischen den Modellparametern aus (3.47):
Csat = CbifK
2
mag (3.49)
aus (3.46) und (3.48):
Kee = CantKeh − CantKmagCaif (3.50)
sowie aus (3.48):
Khh = −
Keh
Cant
(3.51)
Neben dem freien Parameter Keh sind fu¨r die Spulendynamik der Widerstand RFe der fik-
tiven Wirbelstromspule und die Kraftkopplung Kmag bestimmend. Diese werden aus dem
dynamischen Kraftaufbau des Motors bei fester Einspannung mit einem EKF gescha¨tzt. Mit
diesem neuen Vorgehen lassen sich alle Parameter des Einspulenmodells mit dem folgenden,
einfachen Zustandsvektor bestimmen:
xerw = [Ψe Ψh | RFe Keh Kmag]
T (3.52)
Im bisherigen Verfahren wurden alle Koeffizienten der Koppelmatrix und die Sa¨ttigungskon-
stante explizit gescha¨tzt:
x∗erw = [Ψe Ψh | RFe Kee Keh Khh Kmag Csat]
T (3.53)
Demgegenu¨ber fu¨hrt das neue Vorgehen zu einem verbesserten Scha¨tzergebnis bei gleichzeitig
verbesserter Konvergenz.
3.4.2 Vierspulenmodell
Im Vierspulenmodell sind fu¨r die Koppelmatrix (3.9) insgesamt 15 freie Parameter zu be-
stimmen. Aufgrund der weit auseinander liegenden Eigenwerte ist die Matrix fu¨r eine In-
version schlecht konditioniert und die Lo¨sung der Scha¨tzaufgabe [aJCD01] sehr sto¨ranfa¨llig.
Eine gleichzeitige, geschlossene Identifikation aller Parameter ist deshalb nicht mo¨glich. Die
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Identifikation wird analog zum Vorgehen aus Abschnitt 3.4.1 sequentiell mit Teilmodellen
durchgefu¨hrt.
Die Parameter RFe und Kmag vera¨ndern sich gegenu¨ber dem Einspulenmodell nicht und
ko¨nnen u¨bernommen werden.
U¨ber eine Gleichlaufmessung werden die Hauptinduktivita¨ten identifiziert, wobei fu¨r die
Koppelinduktivita¨ten Startwerte gesetzt werden mu¨ssen. Nach Ru¨ckinversion werden dann
die Nebendiagonalelemente identifiziert. Dazu werden die Spulen mit voneinander verschie-
denen, periodischen Eingangssignalen angeregt. Die Summe aller Spannungen sollte zu jedem
Zeitpunkt unter einer niedrigen Schwelle ξmax bleiben.
4∑
i=1
ui(t) < ξmax, ∀t (3.54)
Die Bewegung des Aktuators bleibt so vernachla¨ssigbar und die Terme Kind sowie Kmag
beeinflussen die Scha¨tzung nicht.
Dieses Vorgehen fu¨hrt nach mehreren manuellen Iterationen mit jeweiliger Inversion der
Induktivita¨tsmatrix zu einem befriedigenden Ergebnis. Fu¨r eine automatisierte Pru¨fstands-
anwendung ist dies jedoch ungeeignet.
3.4.3 Bewegungsverhalten Motor
Mit den Parametern der Krafterzeugung kann in einem zweiten Schritt das Bewegungsmodell
des Motors identifiziert werden. Die bewegte Masse ist dabei konstruktiv bekannt. Als weitere
Parameter des Bewegungsverhaltens sind somit noch die Coulombsche Reibung FC,MA nach
(3.19) und die Induktionskonstante Kind zu bestimmen. Die Identifikation mit einem EKF
verwendet den Scha¨tzvektor:
xerw = [Ψe Ψh y y˙ | FC,MA Kind]
T (3.55)
3.4.4 Bewegungsverhalten Valve Assembly
Durch Verbinden des Motors mit dem Valve Block wird die Reibung um die Ventilreibung
vergro¨ßert und die hydraulische Da¨mpfung in der Ventilu¨berkehr hinzugefu¨gt.
Ohne hydraulische Durchstro¨mung la¨ßt sich bei bekannten Motorparametern eine Scha¨tzung
der freien Parameter FC,V A und dhyd durchfu¨hren.
xTerw =
[
Ψ Ψ˙ y y˙ | FC,V A dhyd
]
(3.56)
3 Modellbildung und Parameteridentifikation 37
Zur Scha¨tzung der Stro¨mungskra¨fte wird das Valve Assembly mit fest eingestellter Druck-
differenz betrieben.
Damit lassen sich alle fu¨r das Valve Assembly zusa¨tzlich notwendigen Parameter angeben
zu:
Θ = [FC,V A dhyd CStr] (3.57)
3.4.5 Bewegungsverhalten Actuator Assembly
Mit der Erweiterung um den Stellzylinder wird analog zum Montagevorgehen das Gesamt-
modell aus dem Modell des Valve Assembly abgeleitet. Der Ventilweg als Ausgangsgro¨ße
des Ventils und Eingangsgro¨ße des Stellzylinders beschreibt die Schnittstelle, an der die bei-
den Modelle aufgetrennt werden. Neben dem Weg werden die beiden Teilmodelle u¨ber die
Stro¨mungskra¨fte gekoppelt. Fu¨r Stro¨mungskraft-kompensierte Ventile kann diese Kopplung
vernachla¨ssigt werden.
Mit dem Ventilweg und bekannter bewegter Masse des Stellzylinders la¨ßt sich u¨ber die Vo-
lumenstro¨me und den resultierenden Druckaufbau die Bewegungsdynamik der Kolbenstange
scha¨tzen:
xTerw = [∆pA ∆pB x x˙ | αD1 αD2 αD3 αD4 FC,RA] (3.58)
3.5 Validierung des nominalen Modells
Zur Validierung des zeitdynamischen Verhaltens werden gemessenes und simuliertes Prozeß-
verhalten verglichen. Die U¨bereinstimmung wird dargestellt anhand von:
• Sprungantworten und Testsignalen im Zeitbereich
• Bodediagrammen im Frequenzbereich
Das Einspulenmodell beschreibt den Strom- und Kraftaufbau ohne Motorbewegung bei vor-
gegebener Spannung und parita¨tischem Spulenbetrieb (Gleichlauf). Mit dem nichtlinearen
Prozeßmodell werden fu¨r Groß- und Kleinsignalverhalten sowohl fu¨r den Spulenstrom als
auch fu¨r die Motorkraft sehr gute Ergebnisse erzielt (Abbildungen 3.7 und 3.8).
Die verbleibenden Abweichungen ko¨nnen zur Optimierung einer Ausgangsgro¨ße noch weiter
reduziert werden. Die notwendige Betrachtung beider Meßgro¨ßen fu¨hrt jedoch aufgrund des
verbliebenen Modellfehlers zu einer Einschra¨nkung. Die sich daraus ergebenden kontra¨ren
Optimierungsziele werden mit dem Sto¨rsignalanteil der Messungen gegeneinander gewichtet.
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Abb. 3.7: Sprungantwort im Spulenstrom fu¨r Groß- und Kleinsignalverhalten.
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Abb. 3.8: Sprungantwort der Motorkraft.
Die Identifikation des Sa¨ttigungsverhaltens laut (3.45) wurde in Mittelstellung des Ankers
durchgefu¨hrt.
Mit den statischen Strom-Kraft Kennlinien fu¨r ausgelenkte Positionen la¨ßt sich zeigen, daß
die Kennlinien bis zu großen Auslenkungen mit den Feder- und Permanentmagnetkra¨ften
parallelverschoben sind (siehe Abb. 3.9).
In der Modellbildung wurde deshalb auf eine positionsabha¨ngige Modellierung fu¨r das Sa¨t-
tigungsverhalten des Eisenkreises verzichtet.
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Abb. 3.9: Strom-Kraft Kennlinien bei verschiedenen Ankerpositionen.
Bei Ausfall einzelner Spulen nimmt die Kraft mit dem vorgegebenen Lane-Strom deutlich ab.
Aufgrund der Summation der magnetischen Flu¨sse ist es naheliegend, fu¨r die Modellierung
den Summenstrom ie laut Gleichung (3.12) zu verwenden. Die Kraft bleibt hier auch bei
Spulenausfa¨llen anna¨hernd konstant (siehe Abb. 3.10).
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Abb. 3.10: Strom-Kraft Kennlinien bei Spulenausfa¨llen (Messungen).
Das Einspulenmodell ist deshalb fu¨r den Ausfall einzelner Spulen gu¨ltig.
Der nichtparita¨tische Spulenbetrieb wird hingegen aufgrund der nicht modellierten Kopp-
lungseffekte mit dem Einspulenmodell nicht beschrieben. Der Effekt einer unterschiedlichen
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Ansteuerung der Motorspulen kann nur bei Kanaldisparita¨ten durch Fehler der Ansteuer-
elektronik (ACU) oder des Motors auftreten. Die ACU-Fehler werden am Pru¨fstand durch
zyklische Pru¨fung der ACU-Elektronik (Pru¨fstandsqualifikation) ausgeschlossen. Die Inter-
pretation einer Modellabweichung als Motorfehler ist deshalb am Pru¨fstand immer zula¨ssig.
Das Bewegungsverhalten von Motor- und Valve Assembly wird durch den Zusammenhang
zwischen Spannung (Eingang) und Schieberposition (Ausgang) beschrieben. Bei Betrieb des
Valve Assembly ohne hydraulische Durchstro¨mung la¨ßt sich die in Abb. 3.11 dargestellte
Modellgenauigkeit erreichen.
Abb. 3.11: Sprungantwort der Schieberposition ausgehend von elektrischer Mittenposition.
Das U¨bertragungsverhalten ist aufgrund des nichtlinearen Modells von der Signalamplitude
abha¨ngig. Bestimmt man mit einer sinusfo¨rmigen Anregung des Stellzylinderwegs ein Bode-
Diagramm fu¨r verschiedene Signalamplituden, so erha¨lt man bezogen auf die Grundfrequenz
im Ausgangssignal des Prozesses das in Abb. 3.12 dargestellte Verhalten.
Aus der detaillierten Gegenu¨berstellung von Modell und Messung la¨ßt sich eine gute U¨ber-
einstimmung fu¨r ein fehlerfreies Aktuatorverhalten feststellen.
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Abb. 3.12: Bode-Diagramm fu¨r den Ventilweg bei verschiedenen Amplituden.
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4 Fehler und Modellunsicherheiten
Die modellgestu¨tzte Fehlerdiagnose basiert auf einem mathematischen Modell des u¨berwach-
ten physikalischen Systems. Die erreichbare Diagnosegu¨te und -zuverla¨ssigkeit ha¨ngen des-
halb direkt von der erreichten Modellgu¨te ab. Trotz nichtlinearem nominalen Prozeßmodell
verbleiben aufgrund der Approximation mit konzentrierten Parametern und polynomialen
Zusammenha¨ngen endlicher Ordnung Modellierungsfehler, die mit Hilfe von Parameteriden-
tifikationsverfahren (siehe Kapitel 3) minimiert werden ko¨nnen. Das physikalische Strecken-
verhalten ha¨ngt dabei zusa¨tzlich von Umgebungseinflu¨ssen (Druck, Temperatur, u.a.) und
internen Betriebszusta¨nden ab. Der Aktuator wird deshalb mit einer so bemessenen Lei-
stungsreserve ausgelegt, daß diese A¨nderungen noch nicht zum U¨berschreiten der spezifizier-
ten Eigenschaften fu¨hren. Entsprechend mu¨ssen die Diagnoseverfahren so ausgelegt werden,
daß die Fehlerindikationen robust gegen Modellunsicherheiten und sensitiv auf Fehler sind.
Die physikalischen Mechanismen, die Abgrenzung zwischen Unsicherheiten und Fehlern sowie
die Abbildung in den mathematischen Prozeßmodellen wird nachstehend beschrieben.
4.1 Leckagen an Dichtungen
Die ha¨ufigsten Fehler an hydraulischen Systemen sind Leckagen. Die Weiterentwicklung und
Erprobung von abgestimmten Dichtsystemen (siehe [Ges99]) nimmt deshalb einen hohen
Stellenwert ein. Im Aktuator werden mehrere unterschiedliche Dichtsysteme im Ventil und
Stellzylinder eingesetzt.
Im Ventil sind folgende Dichtsysteme enthalten:
• Zur Abdichtung des Hydraulikfluids nach außen werden Dichtringe aus Fluorsilikon
eingesetzt.
• Zwischen den Porto¨ffnungen des Steuerschiebers ist die Leckage zu minimieren. Be-
ru¨hrende Dichtsysteme mit elastischen Dichtelementen sind jedoch immer mit einer
relativ hohen Reibung verbunden. Im Bereich der Porto¨ffnungen wurden deshalb keine
zusa¨tzlichen Dichtelemente eingesetzt.
Im Vergleich zum Valve wird am Stellzylinder wegen der deutlich gro¨ßeren Querschnitte ein
komplexeres Dichtsystem (Abb. 4.1) verwendet:
• Fu¨r die Abdichtung zueinander bewegter Fla¨chen nach außen werden doppelte Nut-
ringe aus Polytetrafluorethylen (PTFE) mit Bronzefu¨llung (Ziffer 1) verwendet. Durch
ein anna¨hernd dreieckiges Druckprofil wird eine hohe dynamische Dichtheit [Pro89]
erreicht. Das Dichtungsmaterial weist zudem ein kurzes Einlaufverhalten [Tao92] auf.
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Abb. 4.1: Dichtungskonzept des Aktuators (Schnittbild).
Die A¨nderungen im Druckprofil bei hoher Laufleistung sind gering. Gleichzeitig wer-
den durch die geringe Elastizita¨t hohe Anforderungen an die Dichtungsfla¨che gestellt,
da Oberfla¨chenrauhigkeiten kaum ausgeglichen werden ko¨nnen. Fu¨r die Dichtung am
eye-end werden durch die a¨ußere Dichtung Schmutzpartikel abgehalten (Abstreifer,
scraper) und so die innenliegende Dichtung geschu¨tzt.
• Zwischen den beiden Kammern werden Dichtungen mit rechteckigem Querschnitt
(Ziffer 2 in Abb. 4.1) verwendet.
• Die Dichtungen zwischen unbewegten Komponenten sind Gummidichtringe (Ziffer 3)
aus Fluorsilikon.
• Die Abdichtung der Steuerkanten gegenu¨ber der Ventilhu¨lse wird durch eine Passung
ohne zusa¨tzliche Dichtelemente realisiert (Ziffer 4).
• Zur Abdichtung der beiden Systeme wird ein beru¨hrender Dichtmechanismus verwen-
det (Ziffer 5).
Die Dichtsysteme sind in Tabelle 4.1 zusammengefaßt dargestellt.
Statisch tritt an funktionsfa¨higen Dichtungen keine Leckage auf. Erst mit einer Relativbewe-
gung der Dichtfla¨chen zueinander bildet sich aufgrund von Adha¨sions- und Koha¨sionseffekten
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Dichtfunktion Realisierung
Stellzylinderkammern nach außen
(bewegt, Ziffer 1)
Tandem-Nutringe (PTFE) mit
Stu¨tzring
R
am
zwischen Stellzylinderkammern
(bewegt, Ziffer 2)
Rechteck-Ring (PTFE) mit
Stu¨tzring
Stellzylinderkammern nach außen
(statisch, Ziffer 3)
O-Ring (Fluorsilikon)
Schieber nach außen (bewegt,
Ziffer 3)
O-Ring (Fluorsilikon)
V
al
ve
Steuerkanten (bewegt, Ziffer 4) keine Dichtung
Zwischen Systemen (bewegt,
Ziffer 5)
beru¨hrende Dichtung
Tabelle 4.1: Dichtsysteme am Aktuator.
sowie der Viskosita¨t des Hydraulikfluids im Dichtspalt ein hydrodynamischer Schmierfilm
aus. Mit der Bewegung entstehen so konzeptabha¨ngige Schleppstro¨mungen im nominalen
Modell. Die Gro¨ße der Schleppstro¨mung la¨ßt sich u¨ber den Dichtspalt abscha¨tzen. Mit den
verwendeten Dichtprinzipien ergibt sich ein langer, schmaler Dichtspalt mit sehr geringer
Spaltho¨he. Damit la¨ßt sich vereinfachend eine laminare Stro¨mung u¨ber den gesamten Dicht-
spalt annehmen.
Bei bekanntem Pressungsverlauf und vernachla¨ssigbarer hydrodynamischer Aufweitung kann
fu¨r die Spaltho¨he h0 nach [Mu¨l90] die Abscha¨tzung hergeleitet werden:
h0 =
[
8
9
ηv(
dp
dx
)
max
] 1
2
(4.1)
Die Filmdicke h0 am Druckmaximum gilt als charakteristischer Wert, da wegen
dp
dx
= 0 nur
eine Couette-Stro¨mung vorliegt. Somit ergibt sich der Flu¨ssigkeitsstrom durch den Dichtspalt
mit der Spaltho¨he h0 zu:
Q =
pi
2
dvh0 (4.2)
Nun la¨ßt sich das ein- bzw. ausgefo¨rderte Volumen mit den Filmdicken h0,aus bzw. h0,ein an
der Stelle des gro¨ßten Druckes berechnen:
Vaus =
pi
2
dlhh0,aus
Vein =
pi
2
dlhh0,ein (4.3)
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Bei konstanter Relativgeschwindigkeit v in beide Richtungen ergibt sich die Leckage Q u¨ber
einen Verfahrweg xH zu:
Q =
Vaus − Vein
∆t
=
Vlv
2xH
(4.4)
Die Gro¨ße der Schleppstro¨mung ist damit von der Hubgeschwindigkeit und der dynamischen
Viskosita¨t des Fluids abha¨ngig. Fu¨r dynamische Dichtheit muß der die Spaltho¨he bestim-
mende Druckanstieg auf der Druckseite gro¨ßer als auf der Außenseite sein:
(
dp
dx
)
max,aus
≥
(
dp
dx
)
max,ein
(4.5)
Die notwendige experimentelle Bestimmung des Druckanstiegs war mit der verfu¨gbaren Sen-
sorik nicht mo¨glich. Eine Abscha¨tzung der Schleppstro¨mung wurde deshalb mit dem in
[Mu¨l90] abgeleiteten Sonderfall eines parallelen Ringspalts durchgefu¨hrt.
Der parallele Ringspalt basiert auf der Analogie zu einem engen Spalt zwischen parallel
verlaufenden Zylindern mit der Ho¨he h0. Der Zylinderdurchmesser D ist dabei gegenu¨ber
der Spaltho¨he h0 sehr groß, der La¨ngenunterschied zwischen Außenfla¨che und Innenfla¨che
bleibt hingegen unberu¨cksichtigt. Die Stro¨mung kann damit fu¨r den abgewickelten Spalt mit
der Spaltbreite b = pi ·D und der axialen La¨nge l berechnet werden. Mit h = h0 = const. ist
der Druckgradient entlang des Spalts konstant:
dp
dx
= p2 − p1 = −
δp
l
(4.6)
Daraus wurde in [Mu¨l90] ein Volumenstrom aus u¨berlagertem Schlepp- und Druckanteil
(Couette-Poiseuille-Stro¨mung) abgeleitet:
Q = piD ·
(
h30
12ηl
∆p+
uh0
2
)
(4.7)
Eine Exzentrizita¨t des Ringspalts kann ein Ansteigen bis zum 2, 5-fachen Wert verursachen.
Bei einer mechanischen Bescha¨digung steigt mit wachsender Spaltho¨he insbesondere der
Druckanteil. Die Gro¨ße der Leckage kann somit als Anstieg im Druckanteil angena¨hert wer-
den. Mit der Annahme laminarer Stro¨mung la¨ßt sich fu¨r einen Fehler mit effektivem Quer-
schnitt dLi und der Spaltla¨nge l nach [Mur98a] eine interne Leckage angeben zu:
QLi = pi
d4Li
128ηl
∆p (4.8)
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4.2 Reibung
Reibung entsteht an Kontaktfla¨chen zwischen zwei Ko¨rpern. Meßbare Auswirkungen auf
das dynamische Verhalten entstehen durch eine Relativbewegung der Kontaktfla¨chen am
Aktuator:
• Lagerpunkte der Motorwelle: Die Zentrierfedern u¨bernehmen auch die Lagerfunktion
fu¨r die Motorwelle. Die Reibung entsteht bei einer Relativbewegung durch elastische
Verformung im Sitz.
• Dichtungselemente: Die Reibung im Dichtspalt wird durch Festko¨rperkontakt und hy-
drodynamische Effekte bestimmt.
Die Reibung zwischen bewegten Kontaktfla¨chen ist geschwindigkeitsabha¨ngig. Die Form der
Abha¨ngigkeit kann als Stribeck-Kennlinie in Abb. 4.2 dargestellt werden.
Abb. 4.2: Stribeck-Kennlinie.
Festko¨rperreibung entsteht bei einem unmittelbaren Kontakt der Gleitfla¨chen zweier rela-
tiv zueinander bewegter Ko¨rper. Sie setzt sich aus einer Adha¨sionskomponenten und einer
Deformationskomponenten zusammen.
Die Adha¨sionskomponente wird durch van der Waalsche Wechselwirkung (Dispersionskra¨f-
te, Dipol-Orientierungskra¨fte, Induktionskra¨fte und Wasserstoffbru¨ckenbindungen) zwischen
Polymer und Lauﬄa¨che in diskreten Bereichen bedingt. Sie wird dargestellt als die Summe
von Reibkra¨ften Fi = Ai · si an n Kontaktpunkten, die von der lokalen Scherfestigkeit si im
Kontaktbereich Ai abha¨ngig sind [Tao92].
Die Deformationskomponente entsteht durch die Oberfla¨chenrauhigkeiten des ha¨rteren Reib-
partners, die sich bei einer vertikalen Belastung in die Oberfla¨che des Polymers pressen und
dort elastische und plastische Verformungen hervorrufen. Aus den A¨nderungen der Deforma-
tionskomponenten lassen sich somit Aussagen u¨ber Alterung und Verschleiß der Kontaktfla¨-
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chen (z.B. Dichtungen) ableiten [Tre01]. Aufgrund der inneren Da¨mpfung des Polymers sind
die Verformungen mit einem Energieverlust verbunden und verursachen somit makroskopisch
eine Reibkraft. Die eingesetzten PTFE-Dichtungen mit polierten Chrom-Lauﬄa¨chen weisen
nur einen geringen Festko¨rperanteil [Tao92] auf.
Hydrodynamische Reibung entsteht durch den kontinuierlichen Schmierfilm im Dichtspalt
zwischen Dichtung und Gleitfla¨che bei einer Relativbewegung:
FHD = pidηx˙
L
h0
∫ 1
0
[
4
(
h0
h
)
− 3
(
h0
h
)2]
dξ = dvisx˙ = Fvis (4.9)
mit: d = Stangendurchmesser
L = Dichtspaltla¨nge
x˙ = Verfahrgeschwindigkeit
x = ξL
Der Da¨mpfungskoeffizient dvis ha¨ngt im wesentlichen von der dynamischen Viskosita¨t η des
Schmiermittels sowie der Temperatur ab. Deswegen wird der Da¨mpfungsanteil FHD auch als
viskose Reibung Fvis und dvis als viskoser Reibungskoeffizient bezeichnet.
Abb. 4.3: Reibung im Dichtspalt (schematisches Schnittbild).
Mischreibung tritt auf, wenn die hydrodynamische Druckkraft nicht ausreicht, um die An-
preßkraft zu tragen. Im Dichtspalt liegen dann gleichzeitig hydrodynamische Reibung und
Festko¨rperreibung vor. Die Einflußgro¨ßen sind in Abb. 4.3 nochmals grafisch dargestellt.
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An den Rauhspitzen des starren Gegenko¨rpers bilden sich einzelne Kontaktzonen Ai aus,
die mit einem Flu¨ssigkeitsfilm benetzt sind. Aus der Stribeck-Kennlinie in Abb. 4.2 ist er-
sichtlich, daß die Reibung durch einen konstanten, richtungsabha¨ngigen Anteil FC und die
geschwindigkeitsproportionale, viskose Reibung Fvis beschrieben wird:
FR = FCsign(x˙) + dvisx˙ (4.10)
Die Coulombsche Reibung FC wird durch einen Adha¨sions- und einen Deformationsanteil
bestimmt. Sie ist damit im wesentlichen von der Fla¨chenpressung, der Werkstoffpaarung
und der Oberfla¨chenbeschaffenheit abha¨ngig.
Fu¨r die Reibung lassen sich die Einflußgro¨ßen zusammenfassen:
Kontaktko¨rper Werkstoff: Art, Alterungszustand
Dichtung Oberfla¨che: Topographie, Bearbeitungsart
Geometrie: Kontaktfla¨che, Kontaktpressung,
Kontaktdruckverteilung
Kontaktko¨rper Werkstoff: Ha¨rte
Lauﬄa¨che Oberfla¨che: Topographie, Rauhigkeit, Bear-
beitungsart
Zwischenmedium
Hydraulikfluid
Chemisch-physikalische Eigenschaften: Vis-
kosita¨t, molekularer Aufbau
Umgebung Betriebsbedingungen: Geschwindigkeit, Hub,
Verfahrrichtung, Temperatur, u.a.
Tabelle 4.2: Einflußfaktoren fu¨r Reibung an Dichtsystemen.
Im Fehlerfall kann sich durch Vera¨nderung eines Einflußparameters das Reibverhalten a¨n-
dern. Die A¨nderungen der Kennlinie ko¨nnen aufgrund der komplexen physikalischen Zu-
sammenha¨nge nur u¨ber die angegebenen Parameter FC und dvis der idealisierten Stribeck-
Kennlinie angegeben werden.
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4.3 Spulenfehler
Der Motor ist nach außen mit einer Staubschutzkappe und gegenu¨ber dem Ventil mit einem
O-Ring abgedichtet. Bei einem Versagen dieser Dichtmechanismen kann als Sekunda¨rfeh-
ler das Spulensystem durch eindringende Verschmutzung gescha¨digt werden. Weitere Feh-
ler ko¨nnen durch thermische oder mechanische U¨berbeanspruchung der Wicklungen, des
Kontaktierungssystems oder der Permanentmagnete hervorgerufen werden. Aufgrund der
unterschiedlichen Wa¨rmeausdehnungskoeffizienten fu¨hren thermische U¨berbelastungen oft
gleichzeitig zu einer mechanischen U¨berbeanspruchung durch Zug- oder Druckbelastung.
Eine Zusammenfassung aller Mechanismen wird in Tabelle 4.3 gegeben.
Fehlerort Fehler Ursachen
Spulenwicklungen Verringerter Isola-
tionswiderstand
Herstellungsfehler, eingedrungenes Hydraulik-
fluid, eingedrungene Fremdko¨rper
Windungsschluß Transiente U¨berspannungen, Schwa¨chung der
Isolation benachbarter Leiter
Erho¨hter Wick-
lungswiderstand
Fehlerhafte Wicklung, plastische Verformung
des Wickeldrahts durch thermische oder mecha-
nische U¨berbeanspruchung, U¨bertemperatur
Kontaktierung Erho¨hter Wider-
stand, Unterbre-
chung
Bruch durch kalte Lo¨tstelle, U¨berschreitung
der max. Schwingungsbeanspruchung, Entlo¨ten
durch U¨bertemperatur
Permanent-
magnete
Entmagnetisierung U¨berschreitung der max. Schwingungsbean-
spruchung, thermische U¨berbeanspruchung,
mechanischer Schock von Anker auf Joch
Eisenkreis Erho¨hter magneti-
scher Widerstand
Mechan. U¨berbeanspruchung, Ermu¨dungsbruch
Tabelle 4.3: Fehlermechanismen am Spulensystem.
4.4 Mathematische Fehler- und Unsicherheitsmodelle
Ausgangspunkt fu¨r die Fehlermodellierung ist das nominelle dynamische Modell des Pro-
zesses. Fu¨r ein lineares Zustandsraummodell folgt aus der Einfu¨hrung von Parameterfehlern
Θ = Θ0 +∆Θ eine multiplikative Fehlerdarstellung [Gar99]:
x˙(Θ0 +∆Θ, t) = A(Θ0 +∆Θ)x(Θ0 +∆Θ, t) +B(Θ0 +∆Θ)u(t) (4.11)
y(Θ0 +∆Θ, t) = C˜(Θ0 +∆Θ)x(Θ0 +∆Θ, t) (4.12)
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Zur Fehlerisolation ist es notwendig, daß der Fehlervektor Θ in den Gleichungen (4.11) und
(4.12) explizit dargestellt wird. Dies kann mit Taylorreihen erreicht werden:
A(Θ) = A(Θ0) +
∞∑
i=1
1
i!
∂iA(Θ)
∂ΘT i
|Θ0∆Θ
i ⊗ In (4.13)
Die Darstellungen fu¨r B(Θ) und C(Θ) ergeben sich analog.
Die Zustandsraumdarstellung (4.11) und (4.12) ist linear bezu¨glich Θ, wenn die Taylorreihen
(4.13) der Matrizen A(Θ), B(Θ) und C(Θ) nur aus linearen Termen bestehen. Dann la¨ßt
sich die Fehlerdarstellung u¨berfu¨hren in
x˙(Θ0 +∆Θ, t) = A(Θ0)x(Θ0 +∆Θ, t) +B(Θ0)u(t) + E(x, u)∆Θ (4.14)
y(Θ0 +∆Θ, t) = C˜(Θ0)x(Θ0 +∆Θ, t) + F (x)∆Θ (4.15)
mit
E(x, u) =
[
∂A(Θ)
∂Θ1
x +
∂B(Θ)
∂Θ1
u . . .
∂A(Θ)
∂Θs
x +
∂B(Θ)
∂Θs
u
]
(4.16)
F (x) =
[
∂C(Θ)
∂Θ1
x . . .
∂C(Θ)
∂Θs
x
]
(4.17)
∆ΘT = [∆Θ1 . . .∆Θs] (4.18)
Das Produkt aus Fehlervektor ∆Θ und Fehlerdistributionsmatrix E(x, u) fu¨hrt zur Bezeich-
nung
”
multiplikative Fehlerdarstellung“, die auch als bilineare Darstellung aufgefaßt werden
kann.
Aus der multiplikativen Darstellung la¨ßt sich eine additive Fehlerdarstellung ableiten:
Eff(t) = E(x, u)∆Θ (4.19)
Fff(t) = F (x)∆Θ (4.20)
Die additive Fehlerdarstellung wird fu¨r lineare Fehlerdiagnoseverfahren wie die linearen Pa-
rita¨tsgleichungen angewendet.
Fu¨r nichtlineare Systeme la¨ßt sich folgende Fehlerdarstellung angeben:
x˙(Θ, t) = f(x,Θ, t) + g(x, u,Θ, t) + E(x, u, t)∆Θ (4.21)
y(Θ, t) = h(x,Θ, t) + F (x, t)∆Θ (4.22)
Analog lassen sich a¨ußere Sto¨rungen und nicht fehlerrelevante Parametera¨nderungen model-
lieren. Im nichtlinearen Fall werden die Unsicherheiten durch eine zeitvariante Matrix Ψ(x, u)
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und den Vektor d ∈ Rr repra¨sentiert:
x˙(Θ, t) = f(x,Θ, t) + g(x, u,Θ, t) + Ψ(x, u)d (4.23)
y(Θt) = h(x,Θ, t) (4.24)
Die Implementierung der Fehler- und Unsicherheitsmodelle [Mic96] ist von dem jeweiligen
analytischen Diagnoseverfahren abha¨ngig. Deshalb wird die Umsetzung der Fehler- und Un-
sicherheitsmodelle spezifisch in den Kapiteln 5 und 6 fortgefu¨hrt.
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5 Robuste Diagnose mit dem erweiterten Kalman-
Filter
Die physikalischen Streckenparameter geben detailliert Aufschluß u¨ber die inneren Zusta¨nde
eines Systems und bestimmen dessen Dynamik. Aus ihrer Identifikation kann deshalb eine
sehr gute Diagnoseaussage abgeleitet werden. Physikalische Parameter erlauben mit einem
grundlegenden Versta¨ndnis des physikalischen Prozeßverhaltens daru¨berhinaus eine direkte,
intuitive Fehlerinterpretation mit sehr guter Akzeptanz beim Bediener.
5.1 Fehlerdiagnose mit Parameteridentifikation
Die bereits in Abschnitt 3.4 zur Bestimmung der nominalen Prozeßkoeffizienten angewandte
modellgestu¨tzte Parameteridentifikation kann auch zur Fehlerdiagnose verwendet werden
[Ise96], [Ho¨f96]. Grundlage ist dabei die Annahme, daß die physikalischen Streckenparameter
P und deren A¨nderungen in den Modellparametern θ abgebildet werden.
P = f(θ) (5.1)
Dazu wird die Strecke als mathematisches Ein-/Ausgangsmodell abgebildet.
y(t) = f(θ, u(t)) (5.2)
Der Umkehrschluß von Modellparametern auf die physikalischen Prozeßparameter ist nicht
immer eindeutig [CP99]. Mit einer physikalisch mo¨glichst exakten Abbildung der Strecke
wird ein einfacher Zusammenhang (5.1) und damit ein eindeutiger Ru¨ckschluß vom Modell
auf die physikalischen Prozeßparameter erzielt. Fu¨r den betrachteten Aktuator ist dazu ein
nichtlineares Modell erforderlich. Als Parameterscha¨tzmethode wird deshalb ein erweitertes
Kalman-Filter (EKF) eingesetzt.
Daraus ergibt sich folgender Diagnoseablauf:
• Aufstellen des Prozeßmodells mit physikalischen Bilanzgleichungen
• Analyse des Zusammenhangs zwischen Modellkoeffizienten und physikalischen Prozeß-
parametern
• Parameteridentifikation der nominalen Modellkoeffizienten
• Ableitung der zugeho¨rigen physikalischen Prozeßparameter als Referenzwerte
• Bestimmen der Parametera¨nderungen fu¨r verschiedene Fehlerfa¨lle
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In einer rekursiven Form [Jak87] ko¨nnen aus der Scha¨tzung der Modellkoeffizienten θˆ(k− 1)
zum Zeitschritt (k − 1) Residuen auf zwei verschiedene Arten erzeugt werden [CP99]:
r(k) = θˆ(k − 1)− θ0 (5.3)
r(k) = y(k)− f(θˆ(k − 1), u(k)) (5.4)
Das EKF erlaubt, mit einer Scha¨tzung der Modellkoeffizienten die Parameterabweichung
nach (5.3) vom jeweiligen Nominalwert θ0 zu bestimmen. Die Residuen des Ausgangssignals
(5.4) werden zur Filterung berechnet.
5.2 Robuste Parameterscha¨tzung mit dem EKF
Kalman-Filter werden zur optimalen Scha¨tzung linearer Systeme in zeitdiskreter Darstel-
lung aus verrauschten Messungen eingesetzt [Gel89], [Kre80]. In zeitdiskreter Form wird das
Kalman-Bucy-Filter eingesetzt [BS75]. Das Kalman-Filter gleicht in seiner Struktur dem
Luenberger-Beobachter [Fo¨l92], verwendet jedoch eine andere Ru¨ckfu¨hrversta¨rkung. Im Ge-
gensatz zu deterministischen Beobachter-Ansa¨tzen liegt dem Kalman-Filter eine stochasti-
sche Formulierung der Scha¨tzaufgabe zugrunde. Meßsto¨rungen werden als U¨berlagerung des
deterministischen Signals interpretiert, was zu besseren Scha¨tzwerten fu¨hrt.
Um die Scha¨tzergebnisse direkt physikalisch interpretieren zu ko¨nnen [Gu¨99], werden die
Parameter des kontinuierlichen Prozeßmodells [Zha89] identifiziert. Die oft verwendeten zeit-
diskreten Prozeßmodelle [Jak87] erfordern eine Transformation des kontinuierlichen System-
modells. Bei dem vorliegenden nichtlinearen System kann eine Abbildung nur mit dem Dif-
ferenzenquotienten (5.32) sinnvoll durchgefu¨hrt werden:
x˙(t) ≈
x(tk)− x(tk−1)
∆t
(5.5)
Die bei dieser Rechteckintegration im Vergleich zu anderen Diskretisierungsmethoden
schlechte Approximation der Systemdynamik [Han84] erfordert deshalb sehr kleine, qua-
sikontinuierliche Abtastzeiten.
Aufgrund der digitalen Meßwerterfassung sind die Meßgleichungen immer diskret.
Das Prozeßmodell des sto¨rungsbehafteten Systems kann als stochastisches, kontinuierlich-
diskretes Prozeßmodell in nichtlinearer Zustandsraumdarstellung formuliert werden:
x˙(t) = f(x(t), u(t)) + zs(t) (5.6)
y˙
m
(tk) = h(x(tk)) + zm(tk) (5.7)
mit zs gaußverteiltes, weißes Systemrauschen
zm gaußverteiltes, weißes Meßrauschen
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Die zeitdiskrete Meßgleichung (5.7) beschreibt die U¨berlagerung des Prozeßausgangssi-
gnals h(x) mit additivem Meßrauschen zm. Zur Beru¨cksichtigung von Modellunsicherheiten
und zeitlicher Parametera¨nderung wird zusa¨tzlich das Systemrauschen zs eingefu¨hrt. Beide
Rauschsignale werden als mittelwertfrei angenommen mit:
Q = E{zsz
T
s } (5.8)
R = E{zmz
T
m} (5.9)
Die Annahme von weißem Rauschen fu¨hrt zu einer biasfreien Parameterscha¨tzung [Gel89].
Ziel der aufgrund von Meß- und Systemrauschen stochastischen Scha¨tzaufgabe ist es, eine
optimale Scha¨tzung der zeitlich vera¨nderlichen Zusta¨nde x und der Parameter θ aus den mit
Sto¨rungen u¨berlagerten Meßwerten y
m
herzuleiten.
Die Messung y
m
kann deshalb als Zufallsvariable mit der Verbundverteilungsdichte
p(YtN , XtN ) betrachtet werden. Aus allen Meßwerten YtN = (y(t1), y(t2), . . . , y(tN)) und Zu-
sta¨nden XtN = (x(t1), x(t2), . . . , x(tN)) lassen sich Scha¨tzwerte XˆtN fu¨r die gesuchten Gro¨ßen
nach der Bayes-Scha¨tztheorie [Gel89] berechnen.
B = E{V (X˜tN )} =
∫ ∫
∞
−∞
V (X˜tN )p(YtN , XtN )dYtNdXtN → min (5.10)
Die Kostenfunktion V (X˜tN = XtN − XˆtN ) legt fest, wie aus der Dichte der optimale Scha¨tz-
wert berechnet wird, wobei das Bayes-Risiko B der Erwartungswert der Kostenfunktion ist.
Fu¨r verschiedene Kostenfunktionen lassen sich zwei Identifikationsmethoden fu¨r nichtlineare,
zeitkontinuierliche Prozeßmodelle ableiten:
• Maximum-Likelihood (ML) Scha¨tzverfahren [CMvW96], die den Prediction-Error Me-
thoden mit getrennter Zustands- und Parameterscha¨tzung zugeordnet werden ko¨nnen,
berechnen den Maximum-aposteriori (MAP) Scha¨tzwert (Maximum der Verbunddich-
te).
• Erweitertes Kalman-Filter (EKF) mit gemeinsamer Zustands- und Parameterscha¨t-
zung, das zur Bestimmung des Minimum-Varianz (MV) Scha¨tzwerts bei quadrati-
scher Kostenfunktion fu¨hrt. Dieser ist auch Erwartungswert der bedingten Dichte
p(XtN |YtN ).
Bei symmetrischer Verteilungsdichte stimmen MV- und MAP-Scha¨tzwert u¨berein [Oeh94].
Zur gemeinsamen Zustands- und Parameterscha¨tzung mit dem EKF wird der Vektor der
dynamischen Zusta¨nde um die zu scha¨tzenden Parameter erweitert:
xerw(t) =
(
x(t)
θ(t)
)
(5.11)
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Durch die multiplikative Verknu¨pfung der Parameter mit den Zusta¨nden im Prozeßmodell
(5.6, 5.7) werden auch lineare Systeme zu einem nichtlinearen Scha¨tzproblem.
Die Parameter werden zur Abbildung der zeitlichen Variation mit einem fiktiven Systemrau-
schen angeregt. Ein zeitlich konstantes Rauschen w(t) entspricht dabei einem Random-Walk
Variationsmodell [Oeh94]:
x˙(t) = w(t) (5.12)
Die zur Scha¨tzung notwendige Berechnung der bedingten Verteilungsdichte p(xerw(tk)|Ytk)
ist nur in Sonderfa¨llen (z.B. lineare Systeme und Gaußverteilung) analytisch mo¨glich. Bei
nichtlinearen Prozessen mu¨ssen Na¨herungslo¨sungen verwendet werden. Praktische Bedeu-
tung haben dabei nur Verfahren mit lokaler Approximation [Oeh94]. Die Prozeßgleichun-
gen (5.6, 5.7) werden dabei um ihre Arbeitspunkte in Taylorreihen entwickelt, fu¨r die dann
gaußverteilte, bedingte Dichten angenommen werden. Diese sind durch ihre ersten beiden
Momente bestimmt.
Filter 1. Ordnung, wie das EKF, verwenden nur den ersten Term der Taylorreihen. Die
bedingte Verteilungsdichte p(xerw(tk)|Ytk) wird rekursiv mit bedingtem Erwartungswert
xˆerw(tk) und bedingter Scha¨tzkovarianz Perw(tk) (1. und 2. Moment) berechnet.
xˆerw(tk) =
(
xˆ(tk)
θˆ(tk)
)
(5.13)
Pˆ erw(tk) =
(
Pxˆ(tk) Pxˆ,θˆ(tk)
Pxˆ,θˆ(tk) Pθˆ(tk)
)
(5.14)
Die Scha¨tzgu¨te ist im Vergleich zu Approximationen ho¨herer Ordnung ausreichend gut. Der
gleichzeitig relativ geringe Rechenbedarf erlaubt zudem echtzeitfa¨hige Applikationen [Oeh94],
[KC00] auf verfu¨gbaren Signalprozessoren mit Gleitkomma-Arithmetik.
Die daraus resultierende Struktur des EKF mit paralleler Zustands- und Kovarianzberech-
nung (siehe Abb. 5.1) wurde bereits in [Oeh94] und [Kli96] dargestellt, weshalb im folgenden
der Algorithmus nur kurz beschrieben wird.
Die Erwartungswertberechnung erfolgt anhand einer verallgemeinerten Beobachtungsstruk-
tur [Fo¨l92].
Im erweiterten Kalman-Filter wird der erweiterte Scha¨tzvektor optimiert, indem die Kova-
rianz des Scha¨tzfehlers x˜erw(tk) = xˆerw(tk)− xerw(tk) minimiert wird.
P = E{x˜erw(tk)x˜
T
erw(tk)} (5.15)
Die Lo¨sung der stochastischen Optimierungsaufgabe ist in [Kre80] und [Gel89] ausfu¨hrlich
beschrieben. In dieser Arbeit werden deshalb nur die zum Versta¨ndnis notwendigen Gleichun-
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Abb. 5.1: Struktur des erweiterten Kalman-Filters.
gen mit den vorgenommenen Modifikationen dargestellt. Zur Vereinfachung der Schreibweise
wird der erweiterte Scha¨tzvektor xerw(t) nachfolgend als Scha¨tzvektor x(t) bezeichnet.
Der in Abb. 5.1 dargestellte Filteralgorithmus la¨ßt sich in zwei formale Schritte gliedern:
• Diskrete Filterung: Bei bekannten Pra¨diktionswerten x(tk|tk−1) und der Kovarianzma-
trix P (tk|tk−1) wird die A¨nderung der Scha¨tzwerte beim Eintreffen einer neuen Messung
y(tk) ermittelt.
• Kontinuierliche Pra¨diktion: Bei bekannten Filterwerten x(tk−1|tk−1), P (tk−1|tk−1) wird
die A¨nderung der Scha¨tzwerte infolge der Streckendynamik berechnet.
Filterung:
xˆ(tk|tk) = xˆ(tk|tk−1) +K(tk)
(
y(tk)− h [xˆ(tk|tk−1), tk]
)
(5.16)
P (tk|tk) = [I −K(tk)H(tk)]P (tk|tk−1) (5.17)
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mit der Versta¨rkungsmatrix:
K(tk) = P (tk|tk−1)H
T (tk)
[
H(tk)P (tk|tk−1)H
T (tk) +R(tK)
]−1
(5.18)
der Jakobi-Matrix der Meßgleichung:
H(tk) =
∂h [x(tk), tk]
∂x(tk)
(5.19)
der Kovarianz des Meßrauschens:
R(tk) = E{w(tk)w
T (tk)} (5.20)
den Startwerten fu¨r den erweiterten Zustandsvektor und die Kovarianzmatrix:
xˆ(t0|t−1) = xˆ(t0) P (t0|t−1) = P (t0) (5.21)
Pra¨diktion:
dx(t|tk)
dt
= f [xˆ(t|tk), t] , tk ≤ t < tk+1 (5.22)
xˆ(tk+1|tk) = xˆ(tk|tk) +
∫ tk+1
tk
f [xˆ(t|tk), t] dt (5.23)
P (tk+1|tk) = Φ(tk+1, tk)P (tk|tk)Φ
T (tk+1, tk) +Q (5.24)
mit der Jakobi-Matrix der Systemgleichung:
F (tk) =
∂f [x(t), tk]
∂x(t)
(5.25)
der Transitionsgleichung:
Φ(tk+1, tk) = Z{F (tk)} (5.26)
der Kovarianzmatrix des Meßrauschens:
Q = Q(tk) = E{v(tk)v
T (tk)} (5.27)
Die Pra¨diktion der Kovarianz wurde hierbei zur Verringerung des Rechenaufwands zeitdiskret
vorgenommen. Fu¨r das Pra¨diktionsintervall tk ≤ t < tk+1 wird dabei die Jakobi-Matrix
F (t) = F (tk) als konstant angenommen.
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Zu beachten ist bei der vereinfachten, zeitdiskreten Pra¨diktion der Fehlerkovarianz die ge-
genu¨ber der kontinuierlichen Pra¨diktion vera¨nderte Bedeutung der Matrix Q: Anstatt einer
Leistungsdichte im Kontinuierlichen hat sie hier die Bedeutung der Kovarianz eines System-
rauschens.
Berechnung der Transitionsmatrix
Im vorgestellten Algorithmus ist zur zeitdiskreten Pra¨diktion der Kovarianz die Berechnung
der Transitionsmatrix Φ notwendig. Sie la¨ßt sich aus der zeitkontinuierlichen Systemmatrix
F durch Z-Transformation ableiten.
Φ = I +
(F∆t)
1!
+
(F∆t)2
2!
+
(F∆t)3
3!
+ . . .
= I + F∆t(I +
F∆t
2
(I +
F∆t
3
(I + . . . (5.28)
Fu¨r die Mo¨glichkeit einer on-line Berechnung wurde eine Approximation implementiert.
Der Abbruch nach dem ersten Glied der Taylor-Reihe (Rechteck-Vorwa¨rts-Transformation)
Φ ≈ I + F∆t ⇔ x˙ =
x(k + 1)− x(k)
∆t
(5.29)
fu¨hrt nur dann zu einer stabilen zeitdiskreten Transitionsmatrix, wenn die Eigenwerte
z = 1 + s∆t ⇔ s =
z − 1
∆t
(5.30)
innerhalb des Einheitskreises liegen. Dies fu¨hrt bei Systemen mit sehr schneller Eigendynamik
zu sehr kleinen Abtastzeiten.
Die Erweiterung auf einen Abbruch nach dem zweiten Glied (Heun-Diskretisierung)
Φ ≈ I + F∆t(I +
F∆t
2
) (5.31)
und der Abbruch nach dem vierten Glied (Runge-Kutta-Diskretisierung) ergeben ebenfalls
bei gro¨ßeren Abtastzeiten keine stabilen Transformationen.
Fu¨hrt man die Rechteck-Integration ru¨ckwa¨rts aus, so erha¨lt man aus der Differenzenglei-
chung
x˙ =
x(k)− x(k − 1)
∆t
(5.32)
fu¨r die Transformation der Pole:
s =
1− z−1
∆t
⇔ z = (1− s∆t)−1 (5.33)
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Fu¨r die Approximation der Systemmatrix folgt:
Φ ≈ (I − F∆t)−1 (5.34)
Fu¨hrt man statt der Rechteckintegration eine Trapezintegration aus, so erha¨lt man:
Φ ≈
(
I − F
∆t
2
)
−1(
I + F
∆t
2
)
(5.35)
Beide Transformationen sind in weiten Bereichen stabil, erfordern aber eine Matrix-Inversion.
Variationsmodelle
Im Modell des EKF wird angenommen, daß der Prozeß bei fehlender a¨ußerer Anregung
durch das Systemrauschen w angeregt wird. In diesem Fall wa¨chst die Varianz linear mit der
Zeit. Bei Wiederkehr der Anregung kann durch die hohen Werte in der Kovarianzmatrix die
Pra¨diktion außerhalb des Konvergenzbereichs erfolgen.
Die Varianz der Parameter muß deshalb auch bei fehlender Anregung auf einen physikalisch
sinnvollen Wert begrenzt werden. Eine einfache Mo¨glichkeit hierzu ist ein PT1-Verhalten mit
der Zeitkonstanten TB auf den Diagonalelementen der Jakobi-Matrix:
∂f [xΘ(t)]
∂xΘ(t)
= −
1
TB
(5.36)
Mit der Pra¨diktionsgleichung 5.24 wird damit der Anstieg auf einen endlichen Wert begrenzt.
5.3 Motor-Diagnose mit dem EKF
Zur positionsstatischen Fehlerdiagnose des Linearmotors wird die Scha¨tzgleichung aus Ab-
schnitt 3.4.1 verwendet. Mit der Approximation der Strom-Kraft-Kennlinie aus (3.45) und
dem Scha¨tzvektor (3.52) lassen sich die Parameter des Einspulenmodells angeben:
Θ = [Kee Keh Khh RFe Kmag Csat] (5.37)
Die Frequenzbereiche der Anregung sind dabei so zu wa¨hlen, daß beide Eigendynamiken der
Strecke enthalten sind. Gleichzeitig sollte die Amplitude den maximalen Gu¨ltigkeitsbereich
des Modells umfassen. Dazu wurde in diesem Identifikationsschritt ein niederfrequentes Si-
gnal zur Aussteuerung der maximalen Stromamplitude mit dem hochfrequenten Anteil laut
Abb. 5.2 u¨berlagert.
Die Startwerte des EKF werden dabei mit den Parametern des nominalen Modells laut
(5.21) initialisiert. Die Abweichung zu den vorliegenden Streckenparametern wird durch eine
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Abb. 5.2: Anregung zur Scha¨tzung des Einspulenmodells (Ausschnitt).
Autokovarianz auf der Hauptdiagonalen der Fehlerkovarianzmatrix abgebildet. Die Initiali-
sierung der Hauptdiagonalelemente wird dabei anhand der maximal erwarteten Abweichung
vorgenommen. Die Abweichung des gemessenen Prozeßverhaltens gegenu¨ber dem angenom-
menen fu¨hrt zu einer Kovarianz in den Parametern, die mit der Random-Walk Anregung
eine Adaption erlaubt. Bei ausreichender Anregung ergibt sich daher im Scha¨tzvorgang ein
asymptotisch abklingender Verlauf der Kovarianz (siehe Abb. 5.3).
Eine abnehmende Kovarianz beschreibt die fortlaufende Anpassung an den nach dem Gu¨-
tekriterium optimalen Parametersatz. Der asymptotische Endwert der Autokovarianz des
jeweiligen Parameters kann deshalb gleichzeitig als Gu¨tewert fu¨r die Scha¨tzung angesehen
werden.
Fu¨r das Bewegungsverhalten des Motors mu¨ssen zusa¨tzlich die Gegeninduktionskonstante
Kind und die Reibung (approximiert als Coulombsche Reibung) identifiziert werden.
Θ = [Kind FC,MA] (5.38)
Der Motor wird dazu mit freier Motorachse betrieben und die bewegte Masse als bekannt
vorausgesetzt.
5.4 Valve-Diagnose mit dem EKF
Nach der Entlu¨ftung des Ventils werden die Parameter ohne hydraulische Durchstro¨mung
bestimmt. Damit kann der Einfluß der Stro¨mungskraft FStr vernachla¨ssigt werden.
Θ = [dhyd FC,V A] (5.39)
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Abb. 5.3: Kovarianzverlauf bei ausreichender Anregung.
Die Scha¨tzung der Stro¨mungsbeiwerte fu¨r die einzelnen Ports zusammen mit den Stro¨mungs-
kra¨ften ist aufgrund der Abha¨ngigkeit vom Betriebspunkt deutlich aufwendiger. Die fehlende
Anregung fu¨r Stro¨mungsbeiwerte der jeweils geschlossenen Ports und die mo¨gliche Asym-
metrie der Stro¨mungskra¨fte fu¨hrt zu einer Interpolation mit hohem Modellfehler. Fu¨r eine
schnellere Konvergenz wird im Rahmen dieser Arbeit deshalb auf die Scha¨tzung einzelner,
Port-spezifischer Stro¨mungsbeiwerte {αD1, . . . , αD4} verzichtet. Die Pru¨fstandsdiagnose er-
laubt es, diese Parameter durch Messung direkt zu bestimmen.
Im Rahmen der Wartungsdiagnose kann eine zeitlich konstante Durchstro¨mung des auf den
Aktuator montierten Valve Assembly nicht gewa¨hrleistet werden. Stro¨mungskra¨fte und Stro¨-
mungsbeiwert werden deshalb mit dem oben beschriebenen Vorgehen aus dem dynamischen
Gesamtmodell ermittelt.
5.5 Actuator-Diagnose mit dem EKF
Die Diagnose des Komplettgera¨ts erfolgt im Rahmen der Serienabnahme mit den zuvor am
Valve identifizierten Parametern. Zusa¨tzlich wird die Reibung des Stellzylinders identifiziert.
Im Rahmen der Wartungsdiagnose sind die Stro¨mungsbeiwerte αDi und die Stro¨mungskra¨fte
unbekannt. Sie mu¨ssen dann mit zusa¨tzlicher Unsicherheit aus dem Bewegungsverhalten
des Stellzylinders gescha¨tzt werden. In der Serienabnahme werden sie aus den Ergebnissen
der Valve-Diagnose u¨bernommen. Die Drosselverluste der Durchflußgleichungen (3.21) bis
(3.24) werden dazu um die konstruktiv bekannten Drosselverluste der montierten Zu- und
Ableitungen (Piping) erga¨nzt. Der Gesamtverlust ergibt sich dabei aus der Reihenschaltung
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der einzelnen Verluste.
Neue identifiziert werden die Nullu¨berdeckungen, die Reibung des Stellzylinders und der
Beiwert des inneren Leckstroms.
Θ = [y01 y02 y03 y04 FC,RA KLi] (5.40)
Die nichtlineare Modellierung der wegabha¨ngigen, trapezfo¨rmigen Porto¨ffnungen beinhaltet
nicht die verbleibende axiale Spalto¨ffnung. Die daraus entstehende Stro¨mung wird aber durch
negative Werte der Nullu¨berdeckungen und eine erho¨hte innere Leckage des Stellzylinders
mit abgebildet.
Die Parameter des Stellzylinders werden mit einer dynamischen Anregung gescha¨tzt, die ha¨u-
fige Vorzeichenwechsel der Stellzylindergeschwindigkeit zur Konvergenz der Reibung beinhal-
tet.
Die Scha¨tzung der Nullu¨berdeckungen ist in diesem Fall ebenfalls von der Bewegungsrichtung
des Stellzylinders abha¨ngig. Im Scha¨tzverlauf ergibt sich fu¨r die U¨berdeckungsla¨ngen der
nicht durchstro¨mten Porto¨ffnungen eine linear ansteigende Fehlerkovarianz, die mit dem
update nach Richtungswechsel einen typischen Sa¨gezahnverlauf ergibt.
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6 Robuste Parita¨tsraumverfahren
Parita¨tsraumverfahren leiten die Fehleraussage aus dem Vergleich zwischen gemessenen
Signalen eines u¨berwachten Prozesses und einem mathematischen Prozeßmodell (siehe
Abb. 6.1) ab. Die Parita¨tsgleichungen kombinieren nichtrekursiv gemessene oder analytisch
berechnete Ein- und Ausgangssignale zu Residuen, weshalb sie auch als nichtrekursive Resi-
duengeneratoren bezeichnet werden.
Abb. 6.1: Funktionalschema Parita¨tsraumverfahren.
Der Zusammenhang zu Beobachterverfahren wie dem EKF wird in Abschnitt 6.1.1 ausfu¨hr-
lich dargestellt. Die ru¨ckwirkungsfreie Berechnung der Residuen garantiert im Gegensatz
zum EKF globale Stabilita¨t. Die beiden Verfahren erga¨nzen sich damit sehr gut zu einem
leistungsfa¨higen Diagnosesystem.
Fru¨here Arbeiten, wie z.B. die von Potter & Suman [PS77], befassen sich im wesentlichen mit
direkter und nicht temporaler analytischer Redundanz. Mit der Arbeit zum verallgemeinerten
Parita¨tsraum schaffen Chow & Willsky [CW84] die Grundlage zur optimalen Ausnutzung
der temporalen analytischen Redundanz.
Aus der Anwendung fu¨r lineare und bilineare Systeme [Ho¨f96] werden in der vorliegenden
Arbeit nichtlineare Parita¨tsgleichungen abgeleitet und auf den elektrohydraulischen Aktuator
als u¨berwachten Prozeß angewendet.
6.1 Lineare Parita¨tsgleichungen
Grundlage ist das nominelle, lineare und zeitkontinuierliche Zustandsraummodell. Der direk-
te Zusammenhang zwischen den Modell- und Prozeßparametern erlaubt eine relativ einfache
Interpretation der Empfindlichkeit auf parametrische Fehler [GM97].
Die zu erkennenden Fehler f(t) werden dem Modell additiv u¨berlagert. Die Fehlereingangs-
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matrizen Ef , Ff werden als bekannt vorausgesetzt, die Zeitsignale f(t) sind unbekannt.
x˙(t) = Ax(t) +Bu(t) + Eff(t) (6.1)
y(t) = Cx(t) +Du(t) + Fff(t) (6.2)
mit
dim [x(t)] = n× 1 dim
[
y(t)
]
= m× 1
dim [u(t)] = q × 1 dim
[
f(t)
]
= g × 1 (6.3)
Durch fortlaufendes Differenzieren der Ausgangsgleichung (6.2) und Einsetzen von (6.1) er-
ha¨lt man:
y(t) = Cx(t) +Du(t) + Fff(t)
y˙(t) = Cx˙(t) +Du˙(t) + +Ff f˙(t)
= CAx(t) + CBu(t) +Du˙(t) + CEff(t) + Ff f˙(t)
...
= CApx(t)
+[CAp−1B . . . CB D][u(t) up−1(t) up(t)]T
+[CAp−1Ef . . . CEf Ff ][f(t) f
p−1(t) f p(t)]T (6.4)
Faßt man die Gleichungen (6.4) zusammen, so erha¨lt man das Gleichungssystem
Y (t) = Tx(t) +QuU(t) +QfF (t) (6.5)
mit
Y (t) =


y(t)
y˙(t)
...
yp(t)

 U(t) =


u(t)
u˙(t)
...
up(t)

 F (t) =


f(t)
f˙(t)
...
f p(t)

 (6.6)
und den Matrizen
T =


C
CA
CA2
...
CAp

 Qu =


D 0 0 · · · 0
CB D 0 · · · 0
CAB CB D · · · 0
...
...
. . .
...
CAp−1B CAp−2B · · · CB D

 (6.7)
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Die Matrix Qf la¨ßt sich analog zu Qu aufstellen, indem {B,D} entsprechend durch {Ef , Ff}
ersetzt wird.
Der unbekannte Zustandsvektor x(t) wird eliminiert, indem man mit einem Zeilenvektor w(t)
durchmultipliziert.
wTY (t) = wTTx(t) + wTQuU(t) + w
TQfF (t) (6.8)
Die Entkopplung von den Zustandsgro¨ßen ist vollsta¨ndig, wenn gilt:
wTT = 0T (6.9)
Fu¨r das Residuum folgt
r(t) = wTY (t)− wTQuU(t) = w
TQfF (t) (6.10)
Im fehlerfreien Fall gilt r(t) = 0, sonst r(t) 6= 0. Im Vektor wT sind n Elemente entsprechend
der Spaltenzahl in T bestimmt. Die restlichen [(p+ 1)m− n] > 0 Elemente von wT ko¨nnen
frei gewa¨hlt werden und erlauben es, verschiedene Parita¨tsgleichungen mit unterschiedlichen
wT zu entwerfen. Daraus entsteht ein Parita¨tsvektor
r(t) = V [Y (t)−QuU(t)] = V QfF (t) (6.11)
Nach dem Satz von Cayley-Hamilton [Mu¨77] existiert fu¨r p ≥ n immer ein V , das (6.9)
erfu¨llt.
Bei der Wahl der Ordnung p ≥ n werden bei zu hoher Ordnung linear abha¨ngige Parita¨tsglei-
chungen erzeugt. Chow & Willsky [CW84] haben fu¨r die optimale Ordnung des allgemeinen
Parita¨tsvektors gezeigt, daß fu¨r jeden der m Ausga¨nge der Rang der Beobachtbarkeitsmatrix
bestimmt werden muß:
pj = Rang


cj
T
cj
TA
...
cj
TAn−1

 (6.12)
Daraus kann eine zu (6.5) analoge Matrix T˜ aus Teilmatrizen T˜j fu¨r die einzelnen Ausga¨nge
mit C = cj
T und p = pj erstellt werden:
T˜ = [ T˜1 T˜2 . . . T˜m ]
T (6.13)
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Die Dimension des Parita¨tsraums ist gleich der Dimension des Kerns von T˜ . Daraus kann die
Anzahl linear unabha¨ngiger Parita¨tsgleichungen mit dem Kern-Bild-Satz [BWH92] ermittelt
werden. Die Dimension eines vollsta¨ndig beobachtbaren Systems ergibt sich zu:
dim(Kern(T˜ T )) =
m∑
i=1
(pi + 1)− dim(Bild(T˜
T )) = pΣ −Rang(Bild(T˜
T ))
= pΣ − n (6.14)
Die maximale Ordnung der entworfenen Gleichungen
pmax = max(p1, p2, . . . , pm) (6.15)
fu¨hrt zu folgender Umformung:
r(t) = V˜ Y˜ (t)− V˜ Q˜uU˜(t) = ΓΨ(t) (6.16)
mit
Q˜u =

 Q˜u1(p1)...
Q˜um(pm)

 , Ψ(t) = [ Y˜
U˜
]
(6.17)
Q˜uj(pj) =


dTj 0 0 · · · 0 · · · 0
cTj B d
T
j 0 · · · 0 · · · 0
cTj AB c
T
j B d
T
j · · · 0 · · · 0
...
...
. . .
... · · · 0
cTj A
p−1B cTj A
p−2B · · · cTj B d
T
j · · · 0

 (6.18)
Γ = [ V˜1 . . . V˜m −V˜1Q˜u1(p1) . . . −V˜mQ˜um(pm) ]
dim [Ψ] = (pΣ + qpmax)× 1 , dim [Γ] = ξ × (pΣ + qpmax) (6.19)
Y˜ =


y
1
T
...
y
m
T


T
, y˜
j
=


y˜j(t)
˜˙yj(t)
...
y˜
(pj)
j (t)


T
fu¨r j = 1, . . . , m (6.20)
U˜ =


uT (t)
u˙T (t)
...
u(pmax)
T
(t)


T
(6.21)
Die Freiheitsgrade bei der Wahl von V˜ ko¨nnen dazu genutzt werden, den Residuen cha-
rakteristisches Verhalten zu geben. Einen Satz strukturierter Residuen erha¨lt man, wenn die
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Parita¨tsgleichungen sensor- und aktorentkoppelt sind. Bei einer sensorentkoppelten Parita¨ts-
gleichung ist das Residuum von einem oder mehreren Ausga¨ngen unabha¨ngig. In Gleichung
(6.16) wird das Residuum vom i-ten Ausgang entkoppelt, indem man das entsprechende V˜j
zu 0 setzt. Eine Lo¨sung hierfu¨r existiert immer.
6.1.1 Zusammenhang zu Beobachterverfahren
Der formale Zusammenhang des Parita¨tsraumentwurfs mit den beobachterbasierten Residu-
engeneratoren wurde erstmals von [Mas86] beschrieben. In weiteren Arbeiten von [Wu¨n90]
und [PC91] wurde dies weiter ausgefu¨hrt.
Zum Vergleich wird die Residuengenerierung anhand eines verallgemeinerten Luenberger
Beobachters [Fo¨l92] vorgestellt.
w˙(t) = Fw(t) +Ky(t) + Ju(t) (6.22)
r(t) = L1w(t) + L2y(t) (6.23)
Die inneren Zusta¨nde w lassen sich im fehlerfreien Zustand als lineare Transformation von
x beschreiben:
w(t) = Tx(t) (6.24)
Der Scha¨tzfehler und die Residuen lassen sich darstellen als
w˙(t) = Fw(t) +Ky(t) + Ju(t)− TAx(t)− TBu(t)
= F [w(t)− Tx(t)] + [FT − TA+KC] x(t) + [J − TB]u(t) (6.25)
r(t) = [L1T + L2C] x(t) (6.26)
Daraus lassen sich folgende Bedingungen ableiten:
TA− FT = 0
J = TB
L1T + L2C = 0
F = ist stabil (6.27)
Das Zeitverhalten der Residuen la¨ßt sich aus den Gleichungen (6.22) und (6.23) angeben zu:
r(t) =
[
L1(sI − F )
−1K + L2
]
y(t) + L1(sI − F )
−1Ju(t) (6.28)
Mit den Polen des Beobachters
(sI − F )−1 = p0s+ p1s
2 + . . .+ pqs
q+1 (6.29)
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folgt:
r(t) = [L1p0K + L1p1Ks+ . . .+ L1pqKs
q + L2] y(t)
+ [L1p0J + L1p1Js+ . . .+ L1pqJs
q] u(t) (6.30)
= [L1p0K L1p1K . . . L1pqK L2 ]


y(t)
y˙(t)
...
yq(t)


+ [L1p0J L1p1J . . . L1pqJ 0 ]


u(t)
u˙(t)
...
uq(t)

 (6.31)
Aus dem Vergleich mit den Residuen aus Gleichung (6.11) kann (6.31) als Parita¨tsgleichung
der Ordnung q bezeichnet werden.
6.1.2 Beru¨cksichtigung von Sto¨rungen
Zur Beru¨cksichtigung von Sto¨rungen werden dem nominellen Zustandsraummodell (6.1) und
(6.2) additive Sto¨rgro¨ßen d u¨berlagert.
x˙(t) = Ax(t) +Bu(t) + Edd(t) + Eff(t) (6.32)
y(t) = Cx(t) +Du(t) + Fdd(t) + Fff(t) (6.33)
mit
dim [x(t)] = n× 1 dim
[
y(t)
]
= m× 1 dim [u(t)] = q × 1
dim [d(t)] = r × 1 dim
[
f(t)
]
= g × 1 (6.34)
Die Fehlereingangsmatrizen Ef , Ff und die Sto¨reingangsmatrizen Ed, Fd werden als bekannt
vorausgesetzt, wa¨hrend die Zeitsignale f(t) und d(t) unbekannt sind.
Analog zu (6.5) erha¨lt man durch fortlaufendes Ableiten der Ausgangsgleichung (6.2) das
Gleichungssystem:
Y (t) = Tx(t) +QuU(t) +QdD(t) +QfF (t) (6.35)
D(t) und Qd sind analog zu U(t) in (6.6) und Qu in (6.7) aufgebaut, indem man {u(t)} durch
{d(t)} sowie {B,D} durch {Ed, Fd} ersetzt.
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Die neben den Zustandsgro¨ßen x(t) ebenfalls unbekannten Sto¨rgro¨ßen d(t) werden durch
Multiplikation mit einem Zeilenvektor w(t) eliminiert.
wTY (t) = wTTx(t) + wTQuU(t) + w
TQdD(t) + w
TQfF (t) (6.36)
Die Entkopplung von den Sto¨rungen ist vollsta¨ndig, wenn gilt:
wTT = 0T und wTQd = 0
T (6.37)
Im Vektor wT sind jetzt n + (p + 1)qv Elemente entsprechend den Spaltenzahlen in T und
Qd bestimmt. Die verbleibenden [(p + 1)m − n − (p + 1)qv] > 0 Freiheitsgrade ko¨nnen zur
Aufstellung des Parita¨tsvektors aus (6.11) verwendet werden.
r(t) = V [Y (t)−QuU(t)] = V QFF (t) (6.38)
Ist fu¨r d(t) 6= 0 keine vollsta¨ndige Entkopplung mehr mo¨glich, so ist nach [PC94] eine opti-
male Approximation gegeben fu¨r
J =
‖V Qd‖
‖V Qf‖
→ 0 (6.39)
6.1.3 Beru¨cksichtigung von Unsicherheiten
Aufgrund von Modellunsicherheiten durch Modellierungsfehler und Parametervariationen
sind die Systemmatrizen A,B,Ed, Ef , C,D, Fd, Ff nicht exakt bekannt, sondern liegen in
einem in Kapitel 4 beschriebenen Unsicherheitsbereich:
A−∆A ≤ A˜ ≤ A +∆A B −∆B ≤ B˜ ≤ B +∆B (6.40)
Analog zu (6.1) und (6.2) ergibt sich damit folgende Modellbeschreibung:
x˙(t) = A˜x(t) + B˜u(t) + E˜dd(t) + E˜ff(t) (6.41)
y(t) = C˜x(t) + D˜u(t) + F˜dd(t) + F˜ff(t) (6.42)
Das Gleichungssystem (6.5) la¨ßt sich damit u¨berfu¨hren in:
Y (t) = T˜ x(t) + Q˜uU(t) + Q˜dD(t) + Q˜fF (t) (6.43)
Verwendet man den nominalen Residuengenerator
r(t) = vT [Y (t)−QuU(t)] (6.44)
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so ergibt sich mit (6.43):
r(t) = vT
[
T˜ x(t) +
(
Q˜u −Qu
)
U(t) + Q˜dD(t) + Q˜fF (t)
]
= vT
[
T˜
(
Q˜u −Qu
)
Q˜d
] x(t)U(t)
F (t)

 + Q˜fF (t)
= vT Z˜X(t) + vT Q˜fF (t) (6.45)
Eine optimale Entkopplung der Fehler ist damit gegeben durch:
vT Z˜ = 0
vT Q˜f 6= 0 (6.46)
Fu¨r den vollen Unsicherheitsbereich ist in der Regel keine optimale Entkopplung mo¨glich. Es
wird vielmehr versucht, fu¨r eine endliche Anzahl N von Modellrepra¨sentationen aus (6.41)
mit korrespondierenden Matrizen Zi und Qfi, den Residuengenerator zu entwerfen mit:
vTZ = 0 mit Z = [Z1, Z2, . . . , ZN ] ∈ R
(p+1)mxN(n+(p+1)q+(p+1)r)
vTQf 6= 0 mit Qf = [Qf1, Qf2, . . . , QfN ] ∈ R
(p+1)mxN((p+1)g) (6.47)
Eine Lo¨sung fu¨r (6.47) existiert, falls gilt:
Rang(Z) ≤ (p+ 1)m− 1 (6.48)
Ansonsten muß eine Matrix Z∗ approximiert werden mit:
min ‖Z − Z∗‖F und Rang(Z
∗) ≤ (p+ 1)m− 1 (6.49)
6.1.4 Fehlersensitivita¨t
Das i-te Residuum aus (6.16) erha¨lt man mit der i-ten Zeile γT der Matrix Γ, wobei die
funktionale Abha¨ngigkeit vom Parametervektor p explizit mit angegeben wird.
Bei einem additiven Sensorfehler ∆ψ 6= 0 gilt:
r(t) = γT (p)ψ
Fehler
(t) = γT (p)
[
ψ(t) + ∆ψ
]
= γT (p)∆ψ (6.50)
Konstante, additive Fehler lenken die Residuen konstant aus.
Fu¨r parametrische Fehler ∆p 6= 0 ist die Entwurfsgleichung nicht mehr gu¨ltig, sondern:
r(t) = γT (p
Fehler
)ψ(t) = γT (p+∆p)ψ(t) (6.51)
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Mit einer Taylorreihenentwicklung fu¨r die ersten beiden Glieder erha¨lt man:
0 = γT (p)ψ(t) + ψ(t)
∂γT (p)
∂p
∆p (6.52)
Dabei ist
∂γT (p)
∂p
die Jakobi-Matrix der Parita¨tsgleichung bezogen auf die physikalischen Pa-
rameter. Die Auswirkung parametrischer Fehler auf das Residuum la¨ßt sich damit angeben
zu:
r(t) = −ψ(t)
∂θT (p)
∂p
∆p (6.53)
Die Sensitivita¨t wird also auch von den Meßwerten ψ(t) bestimmt. Die Signalabha¨ngigkeit
fu¨hrt dazu, daß bei schwacher Prozeßanregung Fehler nicht entdeckt werden ko¨nnen. Ferner
muß die Anregung zeitvariant sein, da sich A¨nderungen von Zeitkonstanten nur auf die
abgeleiteten Signale auswirken.
Fu¨r das nichtlineare Residuum der Form
r(t) = θT (p, ψ(t))ψ(t) (6.54)
berechnet sich die A¨nderung des Residuums nach [Ho¨f96] zu:
r(t) =
∂(θT (p, ψ)ψ)
∂ψ
∆ψ −
∂(θT (p, ψ)ψ)
∂p
∆p (6.55)
Im nichtlinearen Fall ha¨ngt demnach das Residuum sowohl bei additiven als auch bei para-
metrischen Fehlern von den Prozeßsignalen ab. Fu¨r eine Bewertung der Empfindlichkeit nach
(6.53) oder (6.55) muß die Parita¨tsgleichung symbolisch in Abha¨ngigkeit der Prozeßparame-
ter entworfen werden. Bei Modellen ho¨herer Ordnung ist dies auch mit heutiger Computer-
Algebra nicht durchfu¨hrbar. Deshalb wird noch eine zweite Mo¨glichkeit zur Abscha¨tzung der
Sensitivita¨t fu¨r parametrische Fehler angegeben. Das Verfahren aus [Shu97] gilt fu¨r nichtli-
neare Residuen der Form:
r(t) = r(Y , U) (6.56)
Die Parita¨tsgleichung kann durch eine Taylorreihe approximiert werden:
r(t) =
(
∂r(t)
∂p
)T
∆p =
(
∂r(Y , U)
∂p
)T
∆p =
(
∂r(Y , U)
∂Y
)T
∂Y
∂p
∆p (6.57)
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Mit den Abha¨ngigkeiten Y = Y (x, p, U) und x = x(p) erha¨lt man fu¨r die Empfindlichkeits-
matrix:
∂Y
∂p
=
∂Y (x, U, p)
∂x
∂x
∂p
+
∂Y (x, U, p)
∂p
(6.58)
Es gilt der Zusammenhang:
(
∂r(Y , U)
∂Y
)T ∂Y (x, U, p)
∂x
= 0 (6.59)
Setzt man (6.58) in (6.57) ein und beru¨cksichtigt den obigen Zusammenhang, so erha¨lt man:
r(t) =
(
∂r(Y , U)
∂Y
)T ∂Y (x, U, p)
∂p
∆p (6.60)
Der unbekannte Zustandsvektor x kann immer aus Y (x, p, U) eliminiert werden, wenn das
System vollsta¨ndig beobachtbar ist.
Bei linearen Parita¨tsgleichungen vereinfacht sich r(t) zu:
r(t) = V
∂Y (x, p, U)
∂p
∆p (6.61)
6.1.5 Transformation zu sekunda¨ren Residuen
Zur Verbesserung der Robustheit schla¨gt [Shu97] eine Transformation der prima¨ren Residuen
r(t) zu sekunda¨ren Residuen rsek(t) vor.
rsek = V (t)r(t) (6.62)
Die Transformationsmatrix V (t) ist zeitvariant mit dim(V ) = g × (p   − n).
Ziel der Transformation ist eine Linearkombination, die robust gegenu¨ber Modellunsicher-
heiten ist, ohne ihre Fehlerempfindlichkeit zu verlieren.
Die Empfindlichkeit auf A¨nderungen der Parameter p kann man mit (6.62) und (6.60) her-
leiten zu:
rsek(t)
∂p
= V (t)
(
∂r(Y , U)
∂Y
)T ∂Y (x, U, p)
∂p
(6.63)
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Mit x = x(Y , U) kann die Empfindlichkeit der sekunda¨ren Residuen bezu¨glich der Modell-
unsicherheiten und der Fehler beschrieben werden mit:
∂rsek(t)
∂p
robust
= V (t)Z(Y , U) (6.64)
∂rsek(t)
∂p
empf
= V (t)L(Y , U) (6.65)
Die Wahl der Matrix V (t) kann als Optimierungsproblem formuliert werden:
V ZZTV T → min (6.66)
V ZZTV T → min mit der Nebenbedingung V L = 0 (6.67)
V ZZTV T
V LLTV T
→ min (6.68)
Eine optimale Matrix V kann mit den folgenden Entwurfsverfahren bestimmt werden:
• Singularwertzerlegung fu¨r Kriterium (6.66)
• Linear-quadratische Optimierung fu¨r Kriterium (6.67)
• Verallgemeinerte Eigenvektoren fu¨r Kriterium (6.68)
Die Entwurfsvorgehen fu¨r die Transformationsmatrix V werden an linearen Parita¨tsgleichun-
gen fu¨r das Valve Assembly angewendet und verglichen.
6.2 Lineare Parita¨tsgleichungen fu¨r das Valve Assembly
Als Anwendungsbeispiel wird nachfolgend die Fehlererkennung mit linearen Parita¨tsgleichun-
gen am Valve Assembly beschrieben. Entwurfsgrundlage ist das linearisierte Zustandsraum-
modell bei freier Bewegung der Schieberachse ohne hydraulische Durchstro¨mung.


Ψ˙e
Ψ˙h
y˙
y¨

 =


ReKee ReKeh −Kind 0
RFeKeh RFeKhh −Kind 0
0 Kmag
mV A
dlin
mV A
clin
mV A
0 0 1 0




Ψe
Ψh
y
y˙

 +


1
0
0
0

 ue (6.69)
[
ie
y
]
=
[
Kee Keh 0 0
0 0 0 1
]
Ψe
Ψh
y
y˙

 (6.70)
Die Parameter des linearisierten Ersatzmodells unterscheiden sich deshalb sowohl quanti-
tativ als auch durch die Zusammenfassung physikalischer Effekte qualitativ von denen des
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nichtlinearen Modells: Die Ersatzda¨mpfungskonstante dlin stellt eine lineare Approximation
fu¨r alle Da¨mpfungs- und Reibungseffekte im Ventil dar. In gleicher Weise kombiniert clin
alle wegabha¨ngigen Ru¨ckfu¨hrungen aus Zentrierfederkra¨ften und der destabilisierenden Wir-
kung der Permanentmagnetkra¨fte. Fu¨r das nominelle Modell ko¨nnen beide Koeffizienten als
Linearisierung in der Mittenlage approximiert werden. Zur Verringerung des Unsicherheits-
bereichs wird die Approximation so modifiziert, daß die sich aus der Abweichung ergebende
Unsicherheit minimiert wird.
Fu¨r das lineare System ko¨nnen sechs linear unabha¨ngige Parita¨tsgleichungen aufgestellt wer-
den. Dies kann gezeigt werden, wenn sowohl fu¨r den Wegausgang als auch fu¨r den Stromaus-
gang der Rang der Beobachtbarkeitsmatrix bestimmt wird. Beide Ausga¨nge sind vollsta¨ndig
beobachtbar mit der Rangordnung vier. Die beno¨tigten Prozeßsignale sind also:
{ie, i˙e, . . . , i
(4)
e , y, y˙, . . . , y
(4), ue, u˙e, . . . , u
(4)
e } (6.71)
Einen Satz strukturierter linear unabha¨ngiger Parita¨tsgleichungen findet man systematisch
durch den Entwurf von aktor- und sensorentkoppelten Parita¨tsgleichungen. Im vorliegenden
Fall ko¨nnen so nur drei der sechs gesuchten Gleichungen bestimmt werden.
Die Parita¨tsgleichungen haben die Form:
r(t) = [ ν1 ν2 . . . ν10 ]


ie(t)
i˙e(t)
...
y(4)(t)

+ [ ν1 ν2 . . . ν10 ]QU(t) (6.72)
Zur Entkopplung des Residuums von den Signalen des Wegsensors {y, y˙, . . . , y(4)} werden
die Elemente {ν5, . . . , ν10} zu Null gesetzt. Durch Nullsetzen von {ν1, . . . , ν5} wird die Pari-
ta¨tsgleichung vom Stromsensor entkoppelt. Durch Nullsetzen von {ν2, ν3, ν4, ν5, ν10} erreicht
man eine vom Eingang unabha¨ngige Parita¨tsgleichung:
νQU = 0 (6.73)
In allen Fa¨llen bleiben noch jeweils fu¨nf Freiheitsgrade, um νT = 0 zu erfu¨llen.
Die so erzeugten Parita¨tsgleichungen sind fu¨r Aktor- und Sensorfehler strukturiert. Die Em-
pfindlichkeit der Residuen auf parametrische Fehler
• Widerstandsfehler
• Da¨mpfungsfehler
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kann mit Gleichung (6.61) abgescha¨tzt werden:
r(t) = ν
∂Y (x, U, f)
∂f
∆f (6.74)
Die Empfindlichkeitsmatrix (6.75) erha¨lt man durch Differenzieren, wenn y als explizite
Funktion der Zusta¨nde x und der Einga¨nge U vorliegt.
∂Y (x, U, f)
∂f
(6.75)
Fu¨r den Widerstand Re sind in der Empfindlichkeitsmatrix
∂Y (x,U,f)
∂fRe
die Elemente
{ ∂ie
∂fRe
, ∂y
∂fRe
, ∂y˙
∂fRe
, ∂y¨
∂fRe
, ∂y
(3)
∂fRe
} gleich null. Ein Widerstandsfehler fRe wirkt sich somit nur auf
die von den verbleibenden Signalen {i˙e, . . . , i
(4)
e , y(4)} abha¨ngigen Residuen aus: In den sensor-
entkoppelten Residuen ist ein Widerstandsfehler sichtbar, in den aktorentkoppelten hingegen
nicht. Auf Da¨mpfungsfehler fd reagieren alle drei Parita¨tsgleichungen empfindlich, da nur die
Elemente { ∂ie
∂fd
, ∂y
∂fd
, ∂y˙
∂fd
} gleich null sind.
Da sich additive und parametrische Fehler unterschiedlich auf Mittelwert µ und Varianz σ
der Residuen auswirken, kann man trotz dieser teilweise u¨bereinstimmenden Empfindlichkei-
ten einen Satz strukturierter Parita¨tsgleichungen angeben. Zur Berechnung von Mittelwert
und Varianz in rekursiver Form wird die in Abb. 6.2 angegebene Approximation verwendet.
Abb. 6.2: Blockschaltbild zur Fehlererkennung und -diagnose aus Residuen.
Zur Fehlerdiagnose ermo¨glicht die beschriebene (µ − σ)-Auswertung eine bessere Lokalisie-
rung bei deutlich sensitiveren Schwellen. Da die notwendige Filterung jedoch zu einer zeit-
lichen Verzo¨gerung fu¨hrt, werden zur zeitkritischen Fehlererknennung Prima¨rresiduen mit
hohen Schwellwerten verwendet.
Fu¨r die obige Sensitivita¨tsbetrachtung ergibt sich zur Fehlerdiagnose das in Tab. 6.1 darge-
stellte Muster aus Mittelwerten µ und Varianzen σ. Daraus kann direkt eine Entscheidungs-
matrix abgeleitet werden, mit der Fehler zugeordnet werden ko¨nnen.
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fRe fd fu fie fy
aktorentkoppelt σ µ µ
Wegsensor-entkoppelt µ,σ σ µ µ
Stromsensor-entkoppelt µ,σ σ µ µ
Tabelle 6.1: Entscheidungstabelle fu¨r lineare Residuen.
Einen vollsta¨ndigen Satz linear unabha¨ngiger Parita¨tsgleichungen erha¨lt man, wenn mit den
Signalen {ie, . . . , i
(4)
e , y¨, . . . , y(4)} und U drei zusa¨tzliche, widerstands- und da¨mpfungssensi-
tive Parita¨tsgleichungen erzeugt werden (siehe Tab. 6.2).
ie i˙e i¨e i
(3)
e i
(4)
e y y˙ y¨ y(3) y(4) u, . . . , u(4)
widerstands- und
da¨mpfungssensitiv 0 1 1 1 1 0 0 1 1 1 1
aktorentkoppelt 1 0 0 0 0 1 1 1 1 0 0
Wegsensor-entkoppelt 1 1 1 1 1 0 0 0 0 0 1
Stromsensor-entkoppelt 0 0 0 0 0 1 1 1 1 1 1
Tabelle 6.2: Entkopplung der Parita¨tsgleichungen (0=unabha¨ngig, 1=abha¨ngig).
Der Entwurf fu¨r das lineare, nominelle Modell ohne Beru¨cksichtigung von Modellunsicher-
heiten und Sto¨rungen soll nun mit der Fehlersequenz in Abb. 6.3 auf den parametrischen
Fehlereinfluß hin untersucht werden.
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Abb. 6.3: Fehlersequenz Valve Assembly.
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In Abb. 6.4 ist der zeitliche Verlauf zweier Residuen dargestellt. Den gemessenen Signalen
wurde hierbei ein fu¨r den Pru¨fstand repra¨sentatives Rauschen u¨berlagert.
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Abb. 6.4: Lineare Residuen bei verrauschten Meßsignalen.
Das vom Wegsensor entkoppelte Residuum ist auch von den Sto¨rungen ynoise entkoppelt. Die
Sto¨rungen unoise der Eingangsspannung beeinflussen durch die Da¨mpfung des Prozesses das
Residuum nur gering. Das von der Eingangsspannung u und unoise entkoppelte Residuum
reagiert hingegen sehr anfa¨llig auf Sto¨rungen ynoise im Signal des Wegsensors. Diese Aussage
gilt auch fu¨r die anderen Residuen, die von den Ausgangsgro¨ßen des Prozesses abha¨ngig sind.
Da die Sto¨rungen mittelwertfrei sind, bleibt die µ-Auswertung der Residuen unbeeinflußt.
Die Varianzberechnung liefert hingegen nur noch fu¨r das vom Wegsensor entkoppelte Resi-
duum verwendbare Werte. Aufgrund seiner geringen Empfindlichkeit fu¨r Da¨mpfungsfehler
fd ko¨nnen mit Sto¨rungen nur additive Fehler und Widerstandsfehler erkannt werden.
Bei unsicheren Streckenparametern kann das Residuum durch eine Taylorreihenentwicklung
nach dem Fehler f und dem unsicheren Parameter pu dargestellt werden. Dadurch ist direkt
ableitbar, daß das Residuum auch im fehlerfreien Fall von der Eingangsgro¨ße abha¨ngig ist.
Die Detektionsschwelle muß deshalb adaptiv in Abha¨ngigkeit des Prozeßeingangs [Ho¨f96]
gewa¨hlt werden.
Ein alternativer Entwurfsweg ist die Berechnung eines orthonormalen Nullraums zu T aus
(6.7):
T T = [C CA . . . CA4 ] (6.76)
Der orthonormale Nullraum entspricht der transponierten Projektionsmatrix V T , mit der
nach (6.72) sechs linear unabha¨ngige Parita¨tsgleichungen bestimmt werden ko¨nnen. Die so
generierten Prima¨rresiduen sind meist unstrukturiert. Mit dem Verfahren aus Abschnitt 6.1.5
kann eine Transformation zu strukturierten Residuen durchgefu¨hrt werden.
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Diese Transformation erlaubt es, Residuen mit einer Empfindlichkeit gema¨ß Tabelle 6.3 zu
erzeugen.
fRe fd fu fie fy
Residuum 1 1 0 0 0 0
Residuum 2 0 1 0 0 0
Residuum 3 0 0 1 0 1
Residuum 4 0 0 0 1 1
Residuum 5 0 0 1 1 0
Tabelle 6.3: Empfindlichkeitstabelle fu¨r Sekunda¨rresiduen (1=sensitiv, 0=insensitiv).
Die angegebenen Optimierungskriterien fu¨hren dabei zu unterschiedlichen Ergebnissen. Im
nominellen Fall sind die Ergebnisse mit der Methode der verallgemeinerten Eigenvektoren
und mit Singularwertzerlegung (Singular Value Decomposition, SVD) gleichwertig. Eine Feh-
lerquantifizierbarkeit la¨ßt sich nur mit einer linear-quadratischen Optimierung erreichen. In
Abb. 6.5 ist fu¨r 2s < t < 3s ein Da¨mpfungsfehler von 30% bezogen auf den Nominalwert
ablesbar, da nach der Nebenbedingung ein Residuenwert 1 einem relativen Fehler von 100%
entspricht.
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Abb. 6.5: Sekunda¨rresiduen bei SVD-Optimierung und linear-quadratischer Optimierung.
Der Residuenverlauf ist sehr unruhig. Bei Modellunsicherheiten ko¨nnen die Fehler noch quan-
tifiziert werden, mit Sto¨rungen auf den Meßsignalen scheidet dies jedoch aus.
Am Pru¨fstand wird zugunsten der robusten Anwendung deshalb auf die Fehlerquantifizier-
barkeit verzichtet und die Lokalisierung mit der beschriebenen µ− σ-Fehlerdiagnose imple-
mentiert.
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6.3 Nichtlineare Parita¨tsgleichungen
Die in Abschnitt 6.1 vorgestellten Residuen basieren auf einem linearen Prozeßmodell. Bei
nichtlinearen Prozessen sind diese nur in einem kleinen Bereich um den gewa¨hlten Arbeits-
punkt anwendbar. Der Gu¨ltigkeitsbereich der Residuen la¨ßt sich vergro¨ßern, wenn das nicht-
lineare Verhalten des Prozesses im Entwurf beru¨cksichtigt wird. Hierzu werden im folgenden
zwei Verfahren angegeben.
6.3.1 Parita¨tsgleichungen fu¨r stetig differenzierbare Nichtlinearita¨ten
Shumsky [Shu97] erweitert den Entwurf von Parita¨tsgleichungen auf zeitdiskrete Systeme
mit stetig differenzierbaren Nichtlinearita¨ten. In dieser Arbeit wird ein korrespondierendes
Verfahren fu¨r zeitkontinuierliche Systeme entwickelt (U¨bernahme mit y(k)-Korrespondenz
nicht mo¨glich).
x˙(t) = f(x(t)) + g(x(t), u(t)) (6.77)
y(t) = h(x(t)) (6.78)
Fu¨r die nichtlinearen vektoriellen Funktionen f, g und h wird stetige Differenzierbarkeit nach
dem Zustandsvektor x vorausgesetzt.
Ein Entwurf ist nur mo¨glich, wenn das nominelle Modell beobachtbar ist. Um eine Aussa-
ge u¨ber die Beobachtbarkeit eines nichtlinearen Systems zu treffen, mu¨ssen die zeitlichen
Ableitungen der Ausgangssignale (6.78) gebildet werden:
y(t) = h(x(t))
y˙(t) =
[
∂h
∂x
]T
x˙(t) =
[
∂h
∂x
]T
f(x) +
[
∂h
∂x
]T
g(x)u(t)
= Lfh(x) + Lgh(x)u(t) (6.79)
y¨(t) =
∂
∂x
([
∂h
∂x
]T
f(x)
)
x˙(t) +
∂
∂x
([
∂h
∂x
]T
g(x)u(t)
)
x˙(t) +
[
∂h
∂x
]T
g(x)u˙(t)
= Lf
2h(x) + LgLfh(x)u(t) + LfLgh(x)u(t) + Lg
2h(x)u2(t) + Lgh(x)u˙(t) (6.80)
...
wobei zur besseren Darstellung die Lie-Operatoren Lf und Lg verwendet werden.
Lfh(x) =
[
∂h(x)
∂x
]T
f(x)
Lgh(x) =
[
∂h(x)
∂x
]T
g(x) (6.81)
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Partielles Differenzieren von y nach x liefert eine dem linearen Fall entsprechende Beobacht-
barkeitsmatrix QB:
QB(x, U) =


∂y
∂x
∂y˙
∂x
...
∂y(p)
∂x

 =


∂h(x)
∂x
∂
∂x
[Lfh(x)] +
∂
∂x
[Lgh(x)] u(t)
...
∂y(p)
∂x

 (6.82)
Das System ist beobachtbar, wenn fu¨r alle mo¨glichen Zusta¨nde x(t) ⊂ Rn und fu¨r alle
mo¨glichen Eingangssignale u(t) sowie deren zeitliche Ableitungen u˙(t), . . . , u(p)(t) die Matrix
QB genau n linear unabha¨ngige Zeilenvektoren besitzt, also:
Rang(QB) = n (6.83)
Im folgenden wird der Entwurf der nichtlinearen Parita¨tsgleichungen beschrieben. Zum Auf-
stellen der Parita¨tsgleichungen werden linear abha¨ngige Zeilenvektoren von (6.82) beno¨tigt.
Die minimal beno¨tigten zeitlichen Ableitungen der einzelnen Ausga¨nge findet man analog
zu den Gleichungen (6.12) bis (6.15), wenn y durch yj und h durch hj ersetzt werden. Es
mu¨ssen daher mindestens pj
pj = Rang(QB,j) < n fu¨r j = 1, . . . , m (6.84)
zeitliche Ableitungen des j-ten Ausgangs verfu¨gbar sein:
y
j
(t) = hj(x(t))
y˙
j
(t) = Lfhj(x(t)) + Lghj(x(t))u(t)
...
y
j
(pj)(t) = . . . (6.85)
Faßt man schließlich die minimal beno¨tigten zeitlichen Ableitungen der Ein- und Ausga¨nge
in den Vektoren Y˜ und U˜ entsprechend (6.21) zusammen, so ergeben sich die Residuen durch
eine nichtlineare Kombination von Y˜ und U˜ :
r(t) = φ
(
Y˜ (x, U˜), U˜
)
(6.86)
Zur Entkopplung von den Systemzusta¨nden x muß fu¨r φ gelten:
∂r(t)
∂x
=
∂φ
(
Y˜ , U˜
)
∂x
=
∂φ
(
Y˜ , U˜
)
Y˜
∂Y˜
∂x
= 0 (6.87)
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Zentrale Entwurfsaufgabe ist es, eine allgemeine Lo¨sung φ fu¨r (6.87) zu finden. Hierzu muß
im ersten Schritt die funktionelle Abha¨ngigkeit der Matrix ∂Y˜
∂x
von x eliminiert werden.
∂Y˜
∂x
=


QB,1
...
QB,m

 = T (x, U˜) (6.88)
mit
x = ξ
(
Y˜ , U˜
)
(6.89)
Wenn das System die Beobachtbarkeit (6.90) erfu¨llt, kann mit Hilfe von (6.85) immer eine
entsprechende Gleichung gefunden werden.
Rang
(
∂Y˜
∂x
)
= n (6.90)
Im zweiten Schritt muß nun das lineare partielle Differentialgleichungssystem erster Ordnung
gelo¨st werden:
[ ∂φ(Y˜ ,U˜)
∂y1
· · ·
∂φ(Y˜ ,U˜)
∂ym(pm)
]
t1,1
(
Y˜ , U˜
)
· · · t1,n
(
Y˜ , U˜
)
...
. . .
...
tpΣ,1
(
Y˜ , U˜
)
· · · tpΣ,n
(
Y˜ , U˜
)

 =

 0...
0

 (6.91)
Die Elemente ti,j bezeichnen das jeweilige Element i, j von T . Nach Shumsky [Shu97] folgt
die Lo¨sbarkeit des Systems direkt aus der Beobachtbarkeit, weshalb insgesamt (pΣ−n) linear
unabha¨ngige Vektoren d als Lo¨sung von (6.91) gefunden werden ko¨nnen:
d
(
Y˜ , U˜
)
=
[ ∂φ(Y˜ ,U˜)
∂y1
· · ·
∂φ(Y˜ ,U˜)
∂ym(pm)
]
(6.92)
Eine Integration der letzten Gleichung liefert die Beziehung:
φ
(
Y˜ , U˜
)
= φx
(
Y˜ , U˜
)
+ φu
(
U˜
)
(6.93)
Bis auf die Integrationskonstante φu ist die Parita¨tsgleichung (6.86) damit bestimmt. Fu¨r
ein fehlerfreies Modell ist (6.93) gleich Null und nach Elimination von Y˜ durch (6.85) erha¨lt
man:
φu
(
U˜
)
= φx
(
x, U˜
)
(6.94)
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Durch Umformungen kann schließlich auch der Zustand x eliminiert werden, da
∂φ
∂x
= 0 erfu¨llt
sein muß. Insgesamt erha¨lt man so einen Satz von (pΣ−n) unabha¨ngigen Parita¨tsgleichungen.
Ein Verfahren zur Lo¨sung des Differentialgleichungssystems (6.91) fu¨r Jacobische Systeme
findet sich bei [FvM61] und wird im folgenden kurz beschrieben. Das Jacobische System ist
ein Spezialfall des vollsta¨ndigen Systems.
Ein vollsta¨ndiges System liegt vor, wenn beim Bilden des Klammerausdrucks
[Ti, Tj ] =
∂T i
∂Y˜
T j −
∂T j
∂Y˜
T i (6.95)
keine von T = [T 1, . . . , T n] linear unabha¨ngige Spalte erzeugt werden kann. Ist das System
jedoch nicht vollsta¨ndig, so muß T um die neu erzeugte Spalte erweitert werden. Durch
Bilden des Klammerausdrucks werden zusa¨tzliche Differentialgleichungen erzeugt, denen φ
ebenfalls genu¨gen muß. Zusa¨tzliche Bedingungen fu¨hren damit auch zu weiteren Spalten von
T .
Das Gleichungssystem (6.91) muß zur Lo¨sung durch (pΣ − n) linear unabha¨ngige Vektoren
d vollsta¨ndig sein.
Von einem Jacobischen System [BS89] spricht man, wenn alle Klammerausdru¨cke [Ti, Tj]
identisch zu Null werden. Nach [FvM61] kann jedes vollsta¨ndige System mit Hilfe von ele-
mentaren algebraischen Operationen in ein Jacobisches System u¨berfu¨hrt werden.
Es soll nun angenommen werden, daß (6.91) ein Jacobisches System ist. Fu¨r die erste Dif-
ferentialgleichung dT 1 kann man leicht ein vollsta¨ndiges Lo¨sungssystem {φ
1
1, φ
1
2, . . . , φ
1
pΣ−1
}
bestimmen und damit eine allgemeine Lo¨sung dieser ersten Gleichung angeben.
φ = Φ1 (φ11, φ
1
2, . . . , φ
1
pΣ−1
) (6.96)
Die Lo¨sung φ muß aber auch den anderen Differentialgleichungen genu¨gen. Dies erreicht
man dadurch, daß man statt {y1, y˙1, . . . , y
(pm)
m } die Lo¨sungen {φ11, φ
1
2, . . . , φ
1
pΣ−1
} und φ
0
als
neue Variable einfu¨hrt. Die Transformation auf die neuen Variablen fu¨hrt wieder zu einem
Jacobischen System, das zudem unabha¨ngig von φ
0
ist. Die Matrix T 1 des neuen Differenti-
algleichungssystems lautet:
T 1 =


∂y11
∂y1
· · ·
∂y11
∂y
(pm)
m
...
. . .
...
∂y1pΣ−1
∂y1
· · ·
∂y1pΣ−1
∂y
(pm)
m




t1,1
(
Y˜ , U˜
)
· · · t1,n
(
Y˜ , U˜
)
...
. . .
...
tpΣ,1
(
Y˜ , U˜
)
· · · tpΣ,n
(
Y˜ , U˜
)

 (6.97)
Durch die Transformation hat man ein vollsta¨ndiges System von (n − 1) Differentialglei-
chungen mit (pΣ − 1) Variablen erhalten. Fu¨hrt man die gleichen Operationen nochmals
durch, so gelangt man zu einem vollsta¨ndigen System von (n − 2) Differentialgleichungen
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mit (pΣ−2) Variablen. Mehrmaliges Anwenden des Verfahrens liefert schließlich eine einzige
Differentialgleichung mit (pΣ− n+ 1) Variablen, also mit (pΣ − n) unabha¨ngigen Lo¨sungen.
Die Lo¨sungen sind Funktionen der urspru¨nglichen Variablen {y1, y˙1, . . . , y
(pm)
m }:
φ = Φn+1
(
φn+11 , φ
n+1
2 , . . . , φ
n+1
pΣ−n
)
(6.98)
Die nichtlinearen Parita¨tsgleichungen sind eine Erweiterung der linearen Parita¨tsgleichun-
gen. Als Entwurfsbeispiel soll daher die vorgestellte Methode auf ein lineares Prozeßmodell
angewendet werden. Das Differentialgleichungssystem (6.5) wird nach x differenziert:
∂
∂x
(Y (t)) =
∂
∂x
(Tx(t) +QuU(t) +QdD(t) +QfF (t)) = T (6.99)
Damit kann das Differentialgleichungssystem von (6.93) aufgestellt werden. Die Integration
dieses Systems nach Y liefert als Lo¨sung:
φ(Y , U) = V Y + φu(U˜) (6.100)
Die Konstante φu ist noch unbekannt und bestimmt sich nach (6.94) zu:
φu(U˜) = −V Y (6.101)
wobei Y noch mit (6.5) eliminiert werden muß. Mit V T = 0 nach (6.92) ergibt sich dann:
φu(U˜) = −V Q (6.102)
Einsetzen in (6.100) liefert schließlich die in (6.11) erstellte Parita¨tsgleichung:
r(t) = V [Y (t)−QuU(t)] = V QFF (t) (6.103)
6.3.2 Parita¨tsgleichungen polynomialer Nichtlinearita¨ten mit Hilfe der Gro¨b-
nerbasis
Gro¨bnerbasen [BWH92] sind eine elegante Methode, um Variablen aus Polynomen zu elimi-
nieren. Zur Erstellung wird der Buchberger-Algorithmus [BWH92] angewendet. Die Modell-
gleichungen der Strecke mu¨ssen dazu als polynomiales System [GCS97] vorliegen.
Zum besseren Versta¨ndnis wird die Theorie anhand eines einfachen Beispiels eingefu¨hrt.
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Hierzu werden zwei lineare Polynome als Sonderfall allgemeiner Polynome betrachtet:
f1(x1, x2, x3) = 2x1 + x2 + 3x3 = 0
f2(x1, x2, x3) = x1 + 2x2 + 4x3 = 0 (6.104)
Ziel ist es, aus den beiden Polynomen die Variable x1 zu eliminieren. Die beiden Polynome
spannen einen Unterraum des R3 auf, in der sich die Menge aller Polynome befindet, die sich
durch eine Linearkombination von f
1
und f
2
ergeben:
f =
2∑
i=1
ri · f i mit r1, r2 ∈ R (6.105)
Die linear unabha¨ngigen Vektoren < f
1
, f
2
> bilden eine Basis dieses Unterraums. In diesem
Unterraum mu¨ssen auch die von x1 unabha¨ngigen Polynome liegen, die im folgenden als
Parita¨tsgleichungen bezeichnet werden sollen. Mit dem Vorgehen aus Abschnitt (6.1.2) erha¨lt
man:
d =
(
−1
2
)
(6.106)
Als eine mo¨gliche, von x1 unabha¨ngige Lo¨sung, ergibt sich somit:
f
G1
(x1, x3) = 3x2 + 5x3 = 0 (6.107)
Alle weiteren von x1 unabha¨ngigen Polynome sind von fG1 linear abha¨ngig.
Bei nichtlinearen Polynomsystemen ist die Lo¨sung aufwendiger:
f1(x1, x2) = x
2
1 = 0
f2(x1, x2) = x1 + x2 = 0 (6.108)
Eine Elimination der Variablen x1 ist hier durch eine Linearkombination nicht mo¨glich. Mit
Hilfe der Eliminationstheorie kann aber auch dieses Problem gelo¨st werden.
Definition: Unter K[x1] versteht man die Menge aller Polynome in x1 mit Koeffizienten aus
dem Ko¨rper K, also einem Ausdruck der Form:
f(x1) = a0 + a1x1 + a2x
2
1 =
∑
akx
k
1 (6.109)
Analog bezeichnet man mit K[x1, . . . , xn] die Menge aller Polynome in x1, . . . , xn mit Koef-
fizienten aus dem Ko¨rper K.
6 Robuste Parita¨tsraumverfahren 85
Definition: Das von mehreren Polynomen < f1, . . . , fs >∈ K[x1, . . . , xn] erzeugte Ideal ist
definiert durch:
s∑
i=1
hi · fi mit h1, . . . , hs ∈ K[x1, . . . , xn] (6.110)
Das Ideal wird mit < f1, . . . , fs > bezeichnet. Generiert wird das Ideal durch seine Basis
< f1, . . . , fs >.
Definition: Das k-te Eliminationsideal IK ist das Ideal von K[xk+1, . . . , xn] definiert durch
IK = I ∩K[xk+1, . . . , xn] (6.111)
wobei I das Ideal < f1, . . . , fs >⊂ K[x1, . . . , xn] ist.
Satz: Sei I ein Polynomideal < f1, . . . , fs >⊂ K[x1, . . . , xn], so existiert fu¨r I eine sogenannte
Gro¨bnerbasis. Die Gro¨bnerbasis kann in endlich vielen Schritten durch den Buchberger-
Algorithmus erzeugt werden.
Die Gro¨bnerbasis besitzt eine besondere Eigenschaft, na¨mlich: Satz: Sei G eine Gro¨bnerbasis
des Polynomideals I =< f1, . . . , fs >⊂ K[x1, . . . , xn] und besteht fu¨r die Variablen die
Ordnung x1 > x2 > . . . > x3, dann ist die Gro¨bnerbasis des k-ten Eliminationsideals IK
gegeben durch:
GK = G ∩K[xk+1, . . . , xn] (6.112)
Die von (6.112) erzeugten Polynome sind Polynome des Ideals I =< f1, f2 >⊂ R[x1, x2]. Die
von x1 unabha¨ngigen Polynome sind Polynome des Eliminationsideals I1 = I∩R[x2]. Um das
Eliminationsideal I1 zu bestimmen, wird ein Basiswechsel zur Gro¨bnerbasis vorgenommen.
Dies gelingt mit dem Buchberger-Algorithmus, wenn eine Ordnung der Variablen x1 > x2
vorgegeben wird. Die Gro¨bnerbasis G ist dann:
fG1(x2) = x
2
2 = 0
fG2(x1, x2) = x1 + x2 = 0 (6.113)
Durch den Basiswechsel bleibt das Ideal I unbeeinflußt, d.h. es ko¨nnen immer noch die
gleichen Polynome generiert werden. Das Eliminationsideal I1 ergibt sich durch Streichen
von FG2 zu I =< fG1 ⊂ R[x2]. Es umfaßt alle von x1 unabha¨ngigen Polynome, die von
(6.108) erzeugt werden.
A¨hnlich geht man vor, um Parita¨tsgleichungen eines polynomialen Systems zu entwerfen:
x˙ = f(x, u) =
∑
i
ci · x
ai1
1 · . . . · x
ai1
n · u
bi1
1 · . . . · u
bi1
r
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y = h(x, u) =
∑
i
c˜i · x
a˜i1
1 · . . . · x
a˜i1
n · u
b˜i1
1 · . . . · u
b˜i1
r (6.114)
Die zeitlichen Ableitungen der Ausgangssignale sind ebenfalls polynomiale Ausdru¨cke:
P1(x, Y, U) =
∑
i
ci · x
ai1
1 · . . . · x
ai1
n · y
di,m+1
1 · . . . · y
di,2m
r · u
bi1
1 · . . . · u
bir
r
·u
bi,r+1
1 · . . . · u
bi,2r
r · . . .
Ppmax(x, Y, U) =
∑
i
c˜i · x
a˜i1
1 · . . . · x
a˜i1
n · y
d˜i,m+1
1 · . . . · y
d˜i,2m
r · u
b˜i1
1 · . . . · u
b˜ir
r
·u
b˜i,r+1
1 · . . . · u
b˜i,2r
r · . . . (6.115)
Die Polynome P1, Ppmax erzeugen das Ideal I =< P1, . . . , Ppmax >⊂ R[x, Y, U ]. Gesucht ist
das Eliminationsideal In = I ∩ R[Y, U ]. Das Eliminationsideal In beinhaltet alle von den
Zusta¨nden x unabha¨ngigen Polynome, die von I generiert werden ko¨nnen. Die Parita¨tsglei-
chungen wa¨ren demnach eine Basis von Ik. Ik kann man wiederum mit Hilfe der Gro¨bnerbasis
G bestimmen, wenn dem Buchberger-Algorithmus die Variablenordnung x > Y > U vor-
gegeben wird. Eine Basis von Ik ergibt sich dann durch Streichen aller von x1 abha¨ngigen
Polynome. Man erha¨lt so (pmax − n) Basispolynome von Ik:
γi = Pi(Y, U) (6.116)
Diese sind zugleich auch Parita¨tsgleichungen des Systems (6.114).
6.4 Nichtlineare Parita¨tsgleichungen fu¨r das Valve Assembly
Fu¨r ein stetig differenzierbares, nichtlineares Modell ko¨nnen mit der Methode aus Abschnitt
6.3.1 nichtlineare Parita¨tsgleichungen entworfen werden.
Das nichtlineare Modell des Ventils wird aus der Modellbildung in Kapitel 3 u¨bernommen:
x˙ = f(x) + g(x, u) (6.117)
y = h(x) (6.118)
Im vorliegenden Fall ist f(x) nichtlinear, wa¨hrend g(x, u) und h(x) linear von den Zusta¨nden
xT = [Ψ Ψh y˙ y ] und dem Eingang u abha¨ngen:
f(x) =


−
[
Re 0
0 RFe
] [
Kee Keh
Keh Khh
] [
Ψ
Ψh
]
−
[
LFeKind
LFeKind
]
y˙
1
mV A
[KmagΨh − Cfedy − C1permy − C3permy
3 − FC,V Asign(y˙)]
y˙

 (6.119)
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g(x, u) = bu =


1
0
0
0

 u (6.120)
h(x) = Cx =
[
Kee Keh 0 0
0 0 0 1
]
x (6.121)
Aufgrund der fehlenden Differenzierbarkeit der Funktion f werden die Parita¨tsgleichungen
getrennt fu¨r y˙ > 0 und y˙ < 0 entworfen. Das Vorzeichen der Schiebergeschwindigkeit ent-
scheidet damit u¨ber das aktive Residuum.
Mit der vollen Beobachtbarkeit des Systems ko¨nnen maximal sechs linear unabha¨ngige Pa-
rita¨tsgleichungen bestimmt werden. Eine mo¨gliche Kombination der mo¨glichen Vektoren ist
in Tabelle 6.4 wiedergegeben.
∂φ
∂ie
∂φ
∂i˙e
∂φ
∂i¨e
∂φ
∂i
(3)
e
∂φ
∂i
(4)
e
∂φ
∂y
∂φ
∂y˙
∂φ
∂y¨
∂φ
∂y(3)
∂φ
∂y(4)
v1 x x 0 0 0 x x x 0 0
v2 x 0 0 0 0 x x x x 0
v3 0 0 0 0 0 x x x x x
v4 x x x 0 0 x x 0 0 0
v5 x x 0 x 0 x x 0 0 0
v6 x x 0 0 x x x 0 0 0
Tabelle 6.4: Mo¨gliche Lo¨sungsvektoren (0=unabha¨ngig, x=gesucht).
Exemplarisch kann das folgende Differentialgleichungssystem betrachtet werden:
v1T = ( y y˙ i˙e i¨e i
(3)
e ) (6.122)
T erha¨lt man, indem die Zusta¨nde x als eine Funktion von {y, y˙, i˙e, i¨e, i
(3)
e } ausgedru¨ckt
werden:
T = [ ∂φ
∂ie
∂φ
∂i˙e
∂φ
∂y
∂φ
∂y˙
∂φ
∂y¨
] (6.123)
Auflo¨sen liefert als Lo¨sung des Differentialgleichungssystems (6.122) die nichtlineare Pari-
ta¨tsgleichung rnl,1:
φ = φx ( ie i˙e y y˙ y¨ ) + φ
u (6.124)
Die Integrationskonstante φu wird nach (6.93) bestimmt. Einen Satz linear unabha¨ngiger
Parita¨tsgleichungen {rnl,1, rnl,2, . . . , rnl,6} erha¨lt man durch analoges Vorgehen fu¨r die Vekto-
ren {v2, . . . , v6}. Die numerische Lo¨sbarkeit ist aufgrund der notwendigen Bestimmung der
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Umkehrfunktion x = ξ(Y , U) von der Wahl der Lo¨sungsvektoren aus Tabelle 6.4 abha¨ngig.
Aufwendig ist auch die Bestimmung der Integrationskonstanten φu, aus der die Zusta¨nde
numerisch aufgrund der begrenzten Rechengenauigkeit bzw. symbolisch aufgrund der großen
Gleichungsterme nicht immer eliminiert werden ko¨nnen.
Alternativ zur Umschaltung der Residuen bei getrenntem Entwurf fu¨r positive und negati-
ve Schiebergeschwindigkeiten la¨ßt sich die Reibung auch durch eine stetig differenzierbare
arctan-Funktion approximieren:
FR,V A ≈
2
pi
arctan(ay˙) (6.125)
Im Vergleich zu linearen Residuen kann im nominellen nichtlinearen Simulationsmodell ei-
ne deutliche Verbesserung des Detektionsverhaltens erzielt werden. Im folgenden Bild 6.6
ist das linear nach Abschnitt 6.2 entworfene Residuum dem nichtlinearen Residuum rnl,3
gegenu¨bergestellt.
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Abb. 6.6: Vergleich linear und nichtlinear entworfener Residuen.
Unter Beru¨cksichtigung von Signalsto¨rungen wird die Erkennung deutlich erschwert. So kann
aufgrund von Rauschen ynoise die Umschaltung zwischen den getrennt entworfenen Residuen
nicht mehr eindeutig erfolgen. Dies verschlechtert das Detektionsergebnis erheblich (siehe
Abb. 6.7). Durch die von der Unstetigkeitsstelle nicht betroffenen Mittelwerte ko¨nnen noch
Offset- und Widerstandsfehler erkannt und isoliert werden. Da¨mpfungsfehler bleiben jedoch
unerkannt.
Eine Verbesserung der Fehlerisolierbarkeit kann bei polynomialen Modellen durch Gro¨bner-
basen erreicht werden. Ausgangspunkt ist das Gleichungssystem (6.81), aus dem das Ideal
I =< h1, h2, . . . , h5 >⊂ R(x, Y , U) abgeleitet werden kann.
Mit dem Eliminationsideal In = I ⊂ R(Y , U) erha¨lt man aus der Gro¨bnerbasis zustands-
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Abb. 6.7: Vergleich der nichtlinearen Residuen ohne und mit Signalsto¨rungen.
und signalentkoppelte Parita¨tsgleichungen fu¨r die Variablenordnung:
x < i(5)e < i
(4)
e < i
(3)
e < i¨e < y
(5) < y(4) < y(3) < y¨ < i˙e < y˙ (6.126)
Die erzeugten Parita¨tsgleichungen besitzen jedoch ein sehr a¨hnliches Fehlermuster. Durch
eine Transformation ko¨nnen bei linearisierter Haftreibung strukturierte Sekunda¨rresiduen
erzeugt werden. Zur Fehlerisolierung sind diese damit nur bedingt geeignet.
Der Entwurf fehlerentkoppelter Residuen ist mo¨glich mit der Variablenordnung:
x > f > Y > U (6.127)
Die damit fu¨r das nominelle nichtlineare Modell entworfenen Residuen sind ebenfalls nicht
zur Fehlererkennung unter Beru¨cksichtigung von Sto¨rungen geeignet. Eine zusa¨tzliche Ent-
kopplung von Signalrauschen und Modellunsicherheiten ist mit der Computeralgebra nicht
mo¨glich.
Fu¨r die Implementierung der Parita¨tsgleichungen werden deshalb Parita¨tsgleichungen mit
linearen und stetig differenzierbaren, nichtlinearen Modellen entworfen.
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7 Wissensbasierte Ergebnisklassifikation
Die beiden analytischen Fehlerdiagnoseverfahren liefern je Diagnoseschritt eine endliche Men-
ge aus Merkmalen und Symptomen, die jedoch nur Teilaussagen u¨ber den Aktuator erlau-
ben. Ziel der wissensbasierten Ergebnisklassifikation ist es, anhand dieser Einzelergebnisse
ein konsolidiertes Gesamtergebnis u¨ber Art und Gro¨ße der Fehler abzuleiten.
Abb. 7.1: Ablauf der wissensbasierten Klassifikation.
Ausgangspunkt ist dabei eine umfangreiche Wissensbasis [Hol95], in der z.B. Prozeßmodel-
le, Expertenwissen oder Fehlerstatistiken strukturiert abgebildet und zuga¨nglich gemacht
werden.
Gema¨ß objektiver und subjektiver Bewertungskriterien wird zwischen analytischem und heu-
ristischem Diagnosewissen (siehe Abb. 7.1) unterschieden.
Analytisches Wissen wird durch kausale Zusammenha¨nge oder die in der Modellbildung
verwendeten physikalischen Gesetze beschrieben. Dieses Wissen kann mit Messungen von
fehlerfreien Pru¨flingen und Messungen von quantitativ und qualitativ bekannten Fehlerfa¨l-
len validiert werden. Die Anwendung des Wissens durch modellbasierte Diagnoseverfahren
fu¨hrt im Fehlerfall zu Merkmalen, die den jeweiligen Prozeßzustand charakterisieren. Aus
dem Vergleich mit bekannten Referenzwerten des fehlerfreien Prozesses werden daraus feh-
lerindizierende Symptome laut Abb. 7.2 generiert.
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Abb. 7.2: Vorgehen zur Symptomgeneration aus Merkmalen.
Fu¨r die Klassifikationsstruktur ist eine einheitliche Symptomrepra¨sentation erforderlich. Mit
der Symptomgeneration aus den Merkmalen wird deshalb auch eine Transformation des
Merkmalsvektors auf ein normiertes Intervall definiert:
c(M) :M → [0 . . . 1] (7.1)
Als Abszisse wird der Wert des Merkmals, oder bei normierten Stichproben der Wert einer
normierten Distanzfunktion des Merkmals [Fre93], eingesetzt. Eine derartige Relation be-
sitzt eine starke A¨hnlichkeit zu dem in der Fuzzy-Logik [Zad65] als Zugeho¨rigkeitsfunktion
bezeichneten Zusammenhang und definiert ein Konfidenzmaß c fu¨r den Grad einer Merk-
malsa¨nderung. Ein Konfidenzmaß zur Symptomgenerierung beinhaltet folgende Vorteile:
• Es wird eine systematische Weiterverarbeitung der Symptominformation im Sinne der
Sicherheits- und Zuverla¨ssigkeitstechnik auf der Basis einer probabilistischen Betrach-
tungsweise ermo¨glicht.
• Das Konfidenzmaß kann als unsicheres Faktenwissen interpretiert und in einem heuri-
stischen Symptomverarbeitungsteil ausgewertet werden.
Die notwendige Vorgehensweise zur Ableitung von Symptomen aus den beschriebenen Dia-
gnoseverfahren wird in Abschnitt 7.1 ausfu¨hrlich dargestellt. Fu¨r die nachfolgende Klassifi-
kationsaufgabe ist aufgrund der bereits angesprochenen Vorteile die Verwendung von Fuzzy-
Logik sehr gut geeignet. Dies wird in Abschnitt 7.4 hergeleitet und beschrieben.
Heuristisches Wissen kann von Experten mit Erfahrungen u¨ber das Prozeßverhalten formu-
liert werden. Dieses Expertenwissen entsteht in der Regel durch vergleichende Beobachtung
zwischen fehlerfreiem und fehlerbehaftetem Prozeß. In der Lernphase wird das beobachtete,
typische Prozeßverhalten mit den vorher oder direkt folgend festgestellten Fehlern assozi-
iert. Aus der Beobachtung des u¨berwachten Prozesses werden deshalb meist auch direkt
linguistisch formulierte Fehlersymptome abgeleitet.
Das Vorgehen zur heuristischen Symptomextraktion aus direkten Tests wird in Abschnitt
7.2 beschrieben.
Zur Auswertung der Symptome verknu¨pft ein Inferenzmechanismus die Eingangsdaten mit
Regeln aus einer Wissensbasis zu Schlußfolgerungen (Konklusionen). Die Verknu¨pfung von
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Symptomen und Fehlern wird auch in einer Fehlerbaumanalyse (Fault Tree Analysis, FTA)
oder einer FMECA beschrieben. Die hier verwendeten Regeln zur Symptomauswertung wer-
den deduktiv an die beiden Verfahren angelehnt und mit Prozeßwissen aus der analytischen
Modellbildung erga¨nzt. Die FTA wird in Abschnitt 7.3 vorgestellt und anschließend das
Fuzzy-Klassifikationssystem in Abschnitt 7.4 beschrieben.
7.1 Symptomgeneration aus den Fehlerdiagnoseverfahren
Aus den Diagnoseverfahren lassen sich als Fehlersymptom jeweils die Parametera¨nderung
sowie ein zugeho¨riger Konfidenzwert ableiten.
Die Parita¨tsgleichungen liefern eine Aussage u¨ber das Auftreten eines Fehlers durch Auswer-
tung des (µ− σ)-Musters. Schwellwertu¨berschreitungen werden mit einer Regelbasis ausge-
wertet, die einen Ru¨ckschluß auf die mo¨glichen Fehlerursachen im Konklusionsteil erlaubt.
Die Zugeho¨rigkeit gibt gleichzeitig das Maß fu¨r die Konfidenz der Aussage an.
Das EKF bildet die gescha¨tzten Prozeßparameter als Merkmale des Pru¨flings ab. Aus der
Differenz mit den vorgegebenen Sollwerten ko¨nnen Symptome generiert werden, die einen
direkten Zusammenhang zu den physikalischen Fehlerursachen erlauben. Der zeitliche Verlauf
der Scha¨tzung ist wegen der um den jeweiligen Arbeitspunkt linearisierten Jakobi-Matrix
von den jeweiligen Startwerten abha¨ngig und wird deshalb nicht zur Ergebnisbewertung
herangezogen. Ein wichtiger Parameter fu¨r die Ergebnisqualita¨t ist hingegen die Kovarianz
der gescha¨tzten Parameter am Ende der Scha¨tzung. U¨ber das gewichtete Residuum la¨ßt sich
daraus eine Gu¨te der Aussage [Oki97] ableiten.
7.2 Symptomextraktion aus direkten Tests
Bei direkt ableitbaren Prozeßmerkmalen kann die Klassifikation zur Generierung einer Dia-
gnoseaussage fu¨r den zugeho¨rigen Testschritt verwendet werden. Ein Beispiel hierzu ist die
U¨berpru¨fung der Bypass-Ventile. Durch Ansteuerung mit zeittransienten Vor- und Ru¨cklauf-
dru¨cken kann durch eine Bestimmung der O¨ffnungs- und Schließdru¨cke eine Aussage u¨ber
die Bypass-Funktion getroffen werden.
Das Verhalten wird bestimmt durch die u¨ber dem Ventilquerschnitt wirkende Druckdifferenz
und die Federkraft. Daraus ergibt sich eine stetige Abha¨ngigkeit des Durchflusses Q von der
Druckdifferenz ∆p = pS − pR (siehe Abb. 7.3).
Zur Bestimmung von O¨ffnungsdruck po und Schließdruck pc werden deshalb Durchfluß-
Schwellwerte Qo, Qc festgelegt.
Fu¨r ein intaktes Ventil betragen die Kennwerte:
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Abb. 7.3: Kennlinie des Bypass-Ventils (schematische Darstellung).
po = 16bar
pc = 18bar
Fu¨r das Bypass-Ventil sind folgende Fehlerfa¨lle zu erwarten: Die Verarbeitung der entstehen-
Feder relaxiert po < po,soll pc < pc,soll
Dichtung defekt po > po,soll pc < pc,soll
Ventil klemmt geschlossen po → 0 pc → 0
Ventil klemmt geo¨ffnet po →∞ pc →∞
Tabelle 7.1: Fehlerfa¨lle am Bypass-Ventil.
den Symptome wird in Abschnitt 7.4 beispielhaft dargestellt. Vorher wird zur Formalisierung
der Symptomgeneration und -verarbeitung im nun folgenden Abschnitt 7.3 beschrieben, wie
dazu die bekannten Verfahren zur Fehlerbaumanalyse verwendet werden ko¨nnen.
7.3 Auswertung von Fehlerba¨umen
Die Fehlerbaumanalyse (Fault Tree Analysis, FTA) wird zur Optimierung hinsichtlich Si-
cherheit und Zuverla¨ssigkeit eingesetzt. Die logischen Verknu¨pfungen von Komponenten- und
Teilsystemausfa¨llen, die zu einem unerwu¨nschten Ereignis fu¨hren, werden dabei systematisch
ermittelt [25490a]. Das Vorgehen bei der Fehlerbaumanalyse ist deduktiv: Ausgehend von
einem unerwu¨nschten Top-Ereignis werden alle Ausfallkombinationen ermittelt. Die Darstel-
lung erfolgt als Fehlerbaum durch einen endlichen, gerichteten Graphen mit endlich vielen
Einga¨ngen und einem Ausgang, der dem unerwu¨nschten Top-Ereignis entspricht.
Die Ziele der FTA sind:
• Die systematische Identifikation aller mo¨glichen Ausfallkombinationen (Ursachen), die
zu einem unerwu¨nschten Top-Ereignis fu¨hren.
• Die Ermittlung von Zuverla¨ssigkeitskenngro¨ßen.
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• Das Erstellen eines graphischen Systemmodells.
Die Ausfa¨lle ko¨nnen in folgende Kategorien eingeteilt werden:
• Prima¨rer Ausfall: Ausfall eines Teilsystems bzw. einer Komponente durch innewohnen-
de Schwa¨che.
• Sekunda¨rer Ausfall: Folgeausfall; Ausfall eines Teilsystems bzw. einer Komponente
durch unzula¨ssige Einsatzbedingungen oder Umgebungseinflu¨sse.
• Kommandierter Ausfall: Ausfall trotz funktionierender Teilsysteme bzw. Komponenten
infolge einer falschen oder fehlenden Ansteuerung oder des Ausfalls einer Hilfsquelle.
Das Unterteilen von Ausfa¨llen und die Herstellung logischer Verknu¨pfungen wird solange
fortgesetzt, bis an den Enden aller Zweige des Fehlerbaums Prima¨rausfa¨lle von Komponenten
oder bei offenen Systemen Sekunda¨rereignisse als Ursache fu¨r den Ausfall einer Komponenten
stehen.
Den Prima¨rausfa¨llen von Komponenten bzw. den Sekunda¨rereignissen werden dann Ein-
trittswahrscheinlichkeiten zugeordnet, die experimentell bestimmt werden.
Daraus ergibt sich fu¨r jeden zu beru¨cksichtigenden Fehler ein einzelner Fehlerbaum laut
Abb. 7.4, der als Zwischenebene zwischen dem Fehler und den abgeleiteten Symptomen als
Strukturierungshilfe Ereignisse beinhaltet.
Abb. 7.4: Fehlerbaum eines Diagnosesystems.
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Die logische Verknu¨pfung der Eingangsinformation (Bedingung) zur Bildung einer Schluß-
folgerung (Konklusion) bezu¨glich eines Ereignisses oder Fehlers wird Knotenregel oder ver-
einfachend Regel genannt. In klassischer, bina¨rer Logik la¨ßt sich der Fehlerbaum durch einen
Bool’schen Ausdruck mit UND/ODER-Verknu¨pfungen beschreiben.
Yj = Γj(X) = X1 ∧Xi ∧ . . . ∨Xj ∨Xk (7.2)
Das Ergebnis Yj kann ein Fehler Fj oder ein Ereignis Ej sein, die Regeleinga¨nge ko¨nnen
Symptome Sj oder Ereignisse Ej sein. In der bina¨ren Logik werden meist die folgenden
Definitionen verwendet:
X1 ∧X2 ∧ . . . ∧Xv =
v∏
i=1
Xi (7.3)
X1 ∨X2 ∨ . . . ∨Xz = 1−
z∏
k=1
(1−Xk) (7.4)
Das Regelmodul fu¨r ein Ereignis la¨ßt sich damit wie folgt berechnen:
Yj = Γj(X) = 1−
z∏
k=1

1− v(k)∏
i=1
Xi

 (7.5)
Um auch unsicheres Wissen mit Fehlerba¨umen verarbeiten zu ko¨nnen, wird in jedem Re-
gelmodul ein Konfidenzmaß fu¨r die Regelaussage (Knotenausgang) aus den Konfidenzen der
Einga¨nge (Literale) durchgefu¨hrt. Diese la¨ßt sich auch als Vertrauensmaß c interpretieren,
mit dem die Gu¨ltigkeit einer Schlußfolgerung aus den ihr zugrunde liegenden Bedingungen fu¨r
einen bestimmten Knoten in den Fehler-Symptom-Ba¨umen bewertet wird. Die konjunktive
Verknu¨pfung von Literalen bewirkt immer eine Abschwa¨chung der Gu¨ltigkeit einer Diagno-
seaussage, wa¨hrend die Disjunktion eine Versta¨rkung bewirkt.
Zur Regelauswertung wird in dieser Arbeit die Fuzzy-Logik eingesetzt. Daneben sind aber
auch rein probabilistische Ansa¨tze (Bayes-Theorie, [PR84]) bekannt.
Auf die zugrundeliegenden Regeln werden Suchverfahren angewendet, um aus einer Menge
vorliegender Symptome den relevanten Fehler zu ermitteln. In der Literatur [He89] sind
folgende Schlußfolgerungsverfahren (Inferenzstrategien) bekannt:
• Vorwa¨rtsverkettung (forward reasoning): Bei der Vorwa¨rtsverkettung werden alle
Regel-Bedingungsteile auf der Grundlage der verfu¨gbaren Symptominformation auf-
steigend innerhalb der FTA ausgewertet. Fu¨r jede Regelaussage wird die Konfidenz
berechnet. Die Vorwa¨rtsverkettung gewa¨hrleistet einen automatischen Ablauf der Dia-
gnoseschritte, wobei alle bereits ermittelbaren Fehlerursachen fu¨r die Menge der vorlie-
genden Symptome angezeigt werden. Abgeleitete Aussagen von Regeln und Teilregeln
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werden dabei in die Bedingungsteile von kausal abha¨ngigen Regeln eingesetzt. Dabei
werden alle Knoten sequentiell durchsucht (erscho¨pfende Breitensuche).
• Ru¨ckwa¨rtsverkettung (backward reasoning): Bei unvollsta¨ndiger Symptominformation
kann der Benutzer eine Verfeinerung der Diagnose erreichen, indem er fehlende Infor-
mationen als heuristische Symptome interaktiv u¨bermittelt. Durch die Kontrollregeln
wa¨hlt der Inferenzmechanismus jeweils die plausibelste Regel (Diagnosehypothese) aus
und verifiziert die Fehleraussage durch Abfrage der noch unbekannten Symptome.
• Hybrides Schließen (generate hypothesis and test): Die Vorwa¨rtsverkettung gleicht ei-
ner ungezielten Suche, die Ru¨ckwa¨rtsverkettung ist zielgerichtet. Bei unvollsta¨ndiger
Symptominformation, wie z.B. im Fall einer on-board Diagnose, werden die beiden
Inferenzstrategien kombiniert eingesetzt. Mit einer Vorwa¨rtsverkettung lassen sich die
Regeln einer FTA auf Basis der verfu¨gbaren Symptominformation bis zu einer gewis-
sen Tiefe abarbeiten und gewichtete Hypothesen generieren. Diese Hypothesen ko¨nnen
dann sukzessive in der Reihenfolge der ermittelten Plausibilita¨tsgrade im Dialog mit
dem Benutzer (Wartungspersonal) verifiziert oder falsifiziert werden. Der Diagnosepro-
zeß wird beendet, wenn die gesamte Wissensbasis abgearbeitet wurde oder der Benutzer
den Vorgang abbricht. Zu jeder Diagnoseaussage werden ein Konfidenzwert Vorschla¨ge
fu¨r mo¨gliche Wartungs- und Instandsetzungsmaßnahmen ausgegeben.
Abb. 7.5: Vorwa¨rts- und Ru¨ckwa¨rtsverkettung zur Klassifizierung.
Fu¨r eine Pru¨fstandsdiagnose ko¨nnen daraus zwei Vorgehensweisen abgeleitet werden:
• Selektive Diagnose: Innerhalb der Wartung kann ausgehend von den indizierten Symp-
tomen mit hybridem Schließen eine Diagnosehypothese generiert werden. Die fehlen-
den Symptome werden dann mit einer selektiven Anwendung geeigneter Testschritte
erstellt.
• Globale Diagnose: Erst nach Durchfu¨hrung aller Testschritte und vollsta¨ndiger Ab-
frage der heuristischen Fehlermerkmale wird die Inferenz durchgefu¨hrt. Wenn damit
alle Symptome der FTA erfaßt werden, kann mit einer reinen Vorwa¨rtsverkettung die
vollsta¨ndige Lo¨sungsinformation generiert werden. Der Sonderfall einer unvollsta¨ndi-
gen Symptommenge fu¨hrt zu einer Einschra¨nkung der Fehleridentifizierbarkeit, bei der
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die jeweils verbleibenden Diagnosehypothesen als mo¨gliche Fehlermenge ausgegeben
werden.
Eine selektive Diagnose fu¨hrt deutlich schneller zum Ergebnis, da nicht alle Testschritte
ausgefu¨hrt werden mu¨ssen. Da aber nicht alle Symptome erfaßt werden, ko¨nnen a priori
nicht indizierte Fehler unentdeckt bleiben. Zusa¨tzlich setzt dieses Vorgehen eine geringe Un-
sicherheit der indizierten Symptome voraus, eine Validierung durch untereinander abha¨ngige
Symptome findet nicht statt. Bei Durchfu¨hrung der Pru¨fstandsdiagnose mit Ausbau, Versen-
dung und Pru¨fstandsmontage des Aktuators ist der Mehraufwand einer globalen Diagnose
jedoch vernachla¨ssigbar. Zudem bietet sie allein die Mo¨glichkeit, den Aktuator vollsta¨ndig
zu qualifizieren.
7.4 Fuzzy-Klassifikation
Der wesentliche Vorteil von Fuzzy-Logik bei der Ergebnisklassifikation ([Ise93], [Ret95]) be-
steht in der direkten, intuitiven Zuga¨nglichkeit der linguistisch formulierten Regelbasis. Dazu
tragen auch die aus aufwendigen Diagnoseverfahren erzeugten Symptome mit direkter phy-
sikalischer Bedeutung wesentlich bei.
Zur Auswertung der Symptome werden Zugeho¨rigkeitsfunktionen [Bur93] definiert und lin-
guistisch beschrieben. Die Erweiterung des klassischen, bina¨ren Zugeho¨rigkeitswerts auf reell-
wertige Zugeho¨rigkeiten 0 ≤ µ ≤ 1 ermo¨glicht eine direkte Interpretation als Konfidenzwert
c gema¨ß Gleichung (7.1).
Fu¨r das in Abschnitt 7.2 beschriebene Beispiel lassen sich die Symptome durch die in Abb. 7.6
dargestellten Zugeho¨rigkeitsfunktionen beschreiben.
Abb. 7.6: Zugeho¨rigkeitsfunktionen fu¨r den O¨ffnungs- und Schließdruck am Bypass-Ventil.
Ausgangspunkt der Fuzzy-Klassifikation [Uli95] ist, daß im Ablauf der einzelnen Diagnose-
schritte ein vollsta¨ndiger Satz beschreibender Symptome aufgenommen wird. Der Ru¨ckschluß
auf die Fehlerursache kann deshalb durch reines forward-reasoning erfolgen. Die Pfade einer
FTA oder FMECA werden durch vollsta¨ndige Regelbasen abgedeckt.
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Fu¨r den Dichtungsfehler am Bypass-Ventil ko¨nnen fu¨r die Fehler aus Tabelle 7.1 folgende
Regeln einer Fehlerklassifikation abgeleitet werden:
WENN po ist normal UND pc ist normal DANN dichtung ist intakt.
WENN po ist normal UND pc ist NOT normal DANN dichtung ist intakt.
WENN po ist NOT normal UND pc ist normal DANN dichtung ist intakt.
WENN po ist vergro¨ßert UND pc ist verkleinert DANN dichtung ist defekt.
WENN po ist stark vergro¨ßert UND pc ist verkleinert DANN dichtung ist defekt.
WENN po ist vergro¨ßert UND pc ist stark verkleinert DANN dichtung ist defekt.
Nach Inferenz und Defuzzifizierung kann die Abbildung von den gemessenen Eingangsgro¨ßen
po und pc auf den Konfidenzwert der Fehleraussage als nichtlineares Kennfeld in Abb. 7.7
dargestellt werden. Der Ausgangsvariablen dichtung ist die Zugeho¨rigkeit 0 fu¨r eine intakte
Abb. 7.7: Konfidenzwert des Fehlers
”
Dichtung defekt“.
Dichtung und die Zugeho¨rigkeit 1 fu¨r eine defekte Dichtung zugeordnet.
Die Form des Kennfelds wird durch die Form der Zugeho¨rigkeitsfunktionen und die gewa¨hlte
Defuzzifizierungsmethode bestimmt. Eine Iteration der Abbildungsvorschrift zur Anpassung
der U¨bergangsbereiche wird nicht vorgenommen.
Fu¨r die redundante Information aus den analytischen Diagnosemethoden wird der qualitative
Konfidenzwert der Fehleraussage durch Pru¨fen voneinander abha¨ngiger Symptome validiert.
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8 Pru¨fstandsaufbau
Zur Anwendung der vorgestellten Diagnoseverfahren auf den Aktuator wurde ein Pru¨fstand
fu¨r den industriellen Einsatz (siehe Abb. 8.1) entwickelt. Dieser bietet alle notwendigen me-
Abb. 8.1: Versuchstisch des Aktuator-Pru¨fstands.
chanischen Aufnahmen, die hydraulischen Anschlu¨sse, die elektrische Ansteuerung sowie die
notwendige Pru¨fstandssensorik fu¨r Pru¨flinge und Fehlereinbauten. Fu¨r den positionsgeregel-
ten Betrieb wird die Serien-ACU des Gera¨teherstellers integriert (siehe Abb. 8.2) und die
Gesamtfunktionalita¨t auf einem signalprozessorbasierten System der Firma dSPACE [dG99]
implementiert. Nach Definition der konzeptionellen Anforderungen an die Automatisierung,
Abb. 8.2: Ansteuerung des Aktuator-Pru¨fstands.
Mechanik, Hydraulik und Sensorik sind auch die Fehlereinbauten ein Schwerpunkt dieser Ar-
beit. Bei Konstruktion, Aufbau und Validierung waren die im Anhang aufgefu¨hrten Studien-
und Diplomarbeiten eine große Hilfe.
