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1. INTRODUCTION 
In this paper we consider the system of differential equations 
where 
Here x and y are scalars, E > 0 is a small parameter, and 
with a similar expansion for g, which is also assumed to be periodic in Z/J, with 
fked period p. We do not require that f and g should be periodic in gn. It is 
supposed that 
qm, s) = 0, (1.4) 
but that 
g (E(s), 4 # 0, Q(s) # 0, (1.5) 
in the range of interest. We will, for the most part, consider a finite interval 
of slow-time, 0 < s < si . However, for a certain class of problems, and in 
particular when s does not enter explicitly into (1.1) or (1.2), we will also 
consider the infinite time interval. In what follows it is supposed that f, g, G 
and Q are sufficiently smooth. 
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We remark that a system of the form (1.1) arises [l], in particular, in the 
consideration of resonance phenomena in the essentially nonlinear forced 
vibrations of a system which depends on slow-time. Application of the 
results obtained in this paper to this particular problem will be given else- 
where. In [2], Volosov and Morgunov considered more general systems than 
(1.1), wherein, in particular, x is a vector rather than a scalar, and they 
developed a specialized averaging scheme for determining the stationary 
resonance states, and investigated the stability of these states. In [3] and [4] 
they applied their results to the investigation of the stationary resonance 
behavior of certain rotary and oscillatory motions. In particular, they briefly 
mentioned results for the slow-time case. However, these results pertain to a 
time interval t of order E-I/~, whereas we wish to investigate here a time 
interval t of order c-r. In [5] Morgunov developed the averaging scheme to 
second order in E, when slow-time is not present, and as a consequence was 
able to consider a time interval t of order E-I. However, in so doing, the 
initial conditions are required to be within a neighborhood of order ~~1s of the 
stationary resonance state, rather than within a neighborhood of order E. In 
this paper we consider the system (1.1) w en initially x and 9 are respectively h 
within O(E) and O(P) of their stationary values, and investigate the motion 
for a time interval of order c-l, and even in some cases, as mentioned previ- 
ously, for the infinite time interval. 
Now, in [6], we investigated the case when s does not occur explicitly in 
(l.l), and supposed that x and v were respectively within 0(&a) and 0( 1) of 
their stationary values. After some preliminary transformations, a standard 
method of averaging [7] was applied and then attention was turned to the 
averaged equations. Under appropriate conditions the averaged equations 
have a stationary point, and perturbed nonlinear oscillations take place about 
this point, the period of the oscillations being of order ~-i/~. The first order 
rate of change of amplitude of the oscillations was determined, after the 
application of a second averaging procedure. Although the results were 
obtained in a purely formal manner, the stability conditions correspond, in 
the limiting case of perturbed linear oscillations about the stationary point, to 
those given by Volosov and Morgunov [2]. We pointed out, however, that in 
applying their general results to some specific problems, Morgunov [3] and 
Volosov and Morgunov [4] erred in carrying out the calculation of one of the 
stability conditions. 
In this paper we start by assuming that [X - E(s)] = O(E~/~) and v = O(l), 
and, using &J2 as an expansion parameter, apply a standard averaging proce- 
dure. It is supposed that 
<f”‘M9, Y(S), ?h 4) = SW 
which is an equation for y(s), where the bracket denotes average over 
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a period of $, and the prime denotes derivative. It is further supposed 
that 
g (KS), s) (F (1.7) 
which leads to perturbed oscillations. Rather than investigating nonlinear 
oscillations in the neighborhood of x = t(s), g, = y(s), as we did in [6] when 
the slow-time parameter s is not present, we confine our attention to slightly 
nonlinear oscillations and suppose that 
[x - &)I = O(E), [9, - y(s)] =o(q. 
The above averaging procedure suggests the appropriate form of asymptotic 
expansion, which it is convenient to derive directly. The averaged 
equations arising from this asymptotic expansion correspond to a perturbed 
linear oscillator which depends on the slow-time parameter s, the period of 
the oscillations being of order E- lj2. The perturbed linear oscillations are 
analyzed by modifying a standard averaging procedure [7], thus leading to 
some first order doubly averaged equations. The conditions for the 
damping of the motion corresponding to these equations are closely related 
to the stability conditions given by Volosov and Morgunov [3] and [4]. 
However, at this stage, our results are purely formal, and it is necessary to 
justify them. 
In order to accomplish this, we first truncate the asymptotic expansions, 
which leads to some perturbed first order doubly averaged equations. Bounds 
are then obtained, for sufficiently small E, for the dependent variables in these 
equations. These, in turn, yield bounds on the solution of the original system 
(l.l), over an interval 0 < s < sr , see (5.20), wherein (5.17) holds in terms 
of the initial conditions, which satisfy (5.15) and (5.16). References to the 
definitions of the other quantities follow (5.20). The significance of the results 
and the reasons why we have been able to obtain improved ones are discussed. 
Consideration is also given to the question of when the results are valid on the 
infinite time interval. Finally, in the case that the slow-time parameters is not 
present in the original system, it is shown how our results complement some 
recent ones obtained by Akulenko [8], which relate to the asymptotic stability 
of the stationary resonance state. 
2. THE SINGLY AVERAGED EQUATIONS 
We begin by substituting 
x = [t(s) + pl, p = 6112 > 0 (2.1) 
409/21/1-6 
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in (1.1) which, using (1.2)-(1.4), leads to 
dz 
- = PLP’MS), q-3 $4 4 - WI + iuT% % $4 s; CL), dt 
4 
- = P g (5(s), 4 + p2G(“, T, A s; P), dt 
(2.2) 
where F and G are periodic in 4, with period p, and may be expanded in 
powers of IL. From (1.2) and (1.5) 
4 - = Q(s) # 0, dt 
g = g. (2.3) 
The system (2.2) is in the standard form of a system with a “rapidly rotating” 
phase [7], and we proceed to average with respect to 9. That is, we assume an 
asymptotic expansion of the form 
x = 5 + pq5,e, $4 s> + 1-L22’2y5, 8, $4 s> + ***> (2.4) 
v = e + PP(5, 8, $4 s) + P2v’2)(5> 0,$4 $1 + -**, (2.5) 
where ztz)([, r9,$, S) and I#~)([, 8, 4, ) s are p eriodic in I/, with period p, and 
f = gwy~, 8, s) + p2~(y~, 8, s) + .-. , P-6) 
(2.7) 
It is a straightforward matter to substitute from (2.4) and (2.5) into (2.2), 
using (2.3), (2.6), and (2.7), and to expand in powers of ,LL This leads to the 
first order equations 
= Lfww, 4 t4 4 - mn (2.8) 
wq~, 8, g + Q(S) 2$ = 5 g (t(s), s). (2.9) 
If we average (2.8) and (2.9) over $, it follows that 
and 
kyc, 4 S) = r<fy4(4,4 944) - s’m (2.10) 
(2.11) 
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We may now determine au) and p?(l) from (2.8) and (2.9), to within arbitrary 
functions of 5, 8 and S. Thus, as is readily verified, 
and 
- <f’1’(4(4 0, $4 SOI ax, (2.12) 
+)(5, 6 4, S) = p(5, 0, $1. (2.13) 
Note, from (2.12), that 
w(5, 4 G, 4) = p(y5, e,s), (2.14) 
and we comment that this arbitrariness is typical of averaging procedures. 
We also remark that, from (1.4), 
g (f(s), s) C(s) = - g (&h s>- (2.15) 
Now, from (2.10) and (2.11), it follows that, under the assumptions (1.6) 
and (1.7), the motion in the neighborhood of 5 = 0, 0 = y(s) corresponding 
to the averaged equations (2.6) and (2.7) is one of perturbed oscillations, the 
period of the oscillations being of order p-r, i.e., c-lj2. It would be of interest 
to study nonlinear oscillations in the neighborhood of 5 = 0, 8 = y(s), as we 
did in [6] when the slow-time parameter s is not present, but here we will 
confine our attention to slightly nonlinear oscillations, and let 
5 =kq> e = 144 + PP. (2.16) 
This means, from (2.4), (2.5), and (2.13), that we are assuming an asymptotic 
expansion of the form 
z = i*[rl + z’yo, y(s), 4, $)I + ***, 
‘p = Y(S) + P[B + 4’1’(o, Y(S), 4 + ***, 
where, from (1.6), (2.6), (2.7), (2.10), and (2.11), 
(2.17) 
hp /g p  
dt [( 
G (E(s), Y(S), $4 s)) + ~‘2’(o, Y(S), s)] + *** > > 
f = p [?1 g (t(s), s> - y’(s) + ~v4 Y(S), s)] + .‘. * 
(2.18) 
Let 
4th 4 =  & ,I xlF’(W~ ~(4 + + x7 4 - f’(s)1 dx, ’( ,   )1 (2.19) 
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so that, using (1.6), 
Q(s) 5 = lf’ygs), Y(S), $3 s> - &)I; <&4 s)) = 0. (2.20) 
The above analysis suggests that we return to the original system (l.l), and 
assume an asymptotic expansion of the form 
x = c-(s) + p2[7 + P(s) + ,+J, 41 + P3X’“(77, 8,169 4 
+ P*x(2Yrl> B, 9,s) + ***, (2.21) 
9 = As) + PIIF + !+)I + P2Y’% B> $4 4 
+ P3Y’2’(rl, 8, $4 4 + *-*> (2.22) 
where x%, ,4 ~4 4 and Y%, A 9, > s are periodic in #, with period p, and 
The details of the asymptotic expansion are carried out in the Appendix, 
and (2.21) and (2.22) have the form 
x = {I(s) + P2[rl + P(S) + +f4 41 + P3W1’(!h 4 
+ ~~[rlP’~‘(v4 4 + P2q’2’(#, 4 + r(2’(#, 4 + W + -->, (2.25) 
v = MS) + PP + P~I?W, 4 + 441 + PW’~‘(#, 4 + -*>, (2.26) 
where the quantities depending on 9 have zero mean value. We have set 
q(s) = 0, and made other appropriate choices of the arbitrary functions 
which arise, although U(S) will be prescribed later. Also, (2.23) and (2.24) 
have the form 
where 
~=~(s)B+pa[b(s)9+C(S)B21+...r (2.27) 
43 
dt=~d(s)17+t~~e(s)S+..., (2.28) 
u(s) = 
( Jg (!m Y(S), $4 4); b(s) = (G (I(s), Y(S), $, s)), 
(2.29) 
(2.30) 
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e(s) = 
( F (5(s), Y(S), $4 4). 
(2.31) 
3. THE DOUBLYAVERAGEDEQUATIONS 
We now investigate the motion corresponding to the system (2.27) and (2.28). 
Note, from (1.7), (2.29), and (2.30), that 
We let 
and 
u(s) d(s) < 0. (3.1) 
a(s) = [-d(s)/u(s)]“” > 0, (3.2) 
Modifying a standard averaging procedure for slightly nonlinear oscillating 
systems with slowly varying parameters [7], we assume an asymptotic expan- 
sion of the form 
r] = (Acosx +Bsinx) +@(r)(A,B,s,x) + **., (3.4) 
p = u(s)(B cos x - A sin X) + &+)(A, B, s, x) + **e, (3.5) 
where R(l)(A, B, s, x) and S1)(A, B, s, x) are periodic in x, with period 2n, 
and 
dA 
- = p2P1’(A, B, s) + a** ,
dB 
dt dt = p2Q”‘(A, B, s) + ... . (3.6) 
Substituting from (3.4) and (3.5) into (2.27) and (2.28), using (2.3), (3.2), 
(3.3) and (3.6), and expanding in powers of p, we obtain the first order 
equations 
u(s) [u(s) F - S(l) 
I 
+ (P(l) cos x + Q(l) sin x) 
= 
[ 
b(s)(A cos x + B sin X) - q(Bcosx-Asinx)2], (3.7) 
and 
a(s) [$ff- + U(S) W)] = 1 [e(s) - $$--I (B cos x - A sin X) 
+ (P(l) sin x - Q(l) cos x) . 
I 
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Eliminating R(l) from (3.7) and (3.8) 
u(s) [ E + S(l)] - 2(fU) 1-0s ,y + Q(1) sin x) ax2 
= 
I 
“(~(~’ (B cos x - A sin x)” 
- [ b(S) + e(s) - +] (A cos x + B sin x)1. (3.9) 
In order to avoid secular terms in S(l), we must take 
P(l) = -&A 
[ 
+> b(s) + e(s) - - (l) 
44 I 
, Q = $B [b(s) + e(s) - -g]. (3.10) 
Then, omitting iirst harmonic terms, 
= [sol” W2 + BY + HA” - B2) cos 2x + $AB sin 2x1. (3.11) 
From (3.2), (3.8), (3.10), and (3.11), 
WA, B, s, x) = 4s) & I [ b(s) - e(s) + +] (B cos x - A sin x) 
+ * [QAB cos 2x - $(A2 - B2) sin 2x]/. 
w 
(3.12) 
Let us consider the first order equations for A and B, which, from (2.3), 
(3.6), and (3.10), take the form 
dE 
- = ds (3.13) 
where 
Thus, 
(3.14) 
E(s) = E(sd [%I”’ exp [Ilo a(<) 41. (3.15) 
At this point we remark that the stability conditions given by Volosov and 
Morgunov in [3] and [4] for the slow-time case correspond, from (2.29)-(2.31) 
and (3.14), to the conditions 
4%) 4d -=c 09 4%) < 0, (3.16) 
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Eqs. (1.4) and (1.6) for the determination of c(s) and y(s) being consistent 
with their results, in view of (2.15). A s we mentioned before, their results 
pertain only to a time interval t of order e-1/z = p-l, that is, an interval in s 
of order I*. Condition (3.1) and Eq. (3.15) indicate the conditions under 
which the motion is damped for an interval in s of order 1. However, the 
results are purely formal, inasmuch as we have used a double averaging 
procedure, and it is necessary to justify them. 
4. THE TRUNCATED EXPANSIONS 
The procedure we now adopt is that of truncating the asymptotic expan- 
sions, and investigating the corresponding perturbed doubly averaged 
equations. Thus, the expansions in (2.25), (2.26), (3.4), and (3.5) suggest 
that we make the transformations 
x = &t(s) + P2[(C ~0s x + D sin x) + P(s) + 4& 41 
+ $[a(s)(D cos x - C sin x) ru)($, s) + W)(C, D, s, x)] 
+ p4[(C cos x + D sin x) pc2)(& s> + Y(~)(#, 4 + $4 
-J,- (a(~))~ (D cos x - C sin x)” $2)($, s) + ,P)(C, D, s, x) ~(l)(#, s)]}, 
(4.1) 
and 
T = {Y(S) + EL&W cos x - C sin x) + $[w(~)($, s) + w(s) + P)(C, D, s, x)] 
+ p3u(s)(D cos x - C sin X) p1c2)($, s) + P~Z(~)(#, s)}. (4.2) 
Here P3)(gL, s) is periodic in #, with period p, and it and U(S) will be prescribed 
shortly, at which time the reason for their inclusion will be apparent. The 
functions S(r) and I?(l) are as given in (3.11) and (3.12), and x is defined by 
(3.3), subject to (2.29), (2.30), and (3.2). The remaining functions in (4.1) and 
(4.2) are given by (2.19), (A.7), (A.9)-(A.11), (A.13), and (A.16)-(A.20). 
Substituting (4.1) and (4.2) into (1. l), using (1.2)-(1.4), and recalling 
that E = $, it is found, after considerable reduction, that 
z X(s)( c cos 
h(s)(D cos 
x + Dsin 
‘X - C sin 
x) + CL-K 
(4.3) 
x) + CLYS 
where 
h(s) = [a(s) - ; $1. (4.4) 
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Here iY, I, J, and K are linear in C and D, quadratic in p and periodic in x 
and #, with periods 27r and p, respectively. In fact, 
Thus, in particular, 
H IF,-, = cos ,y, I Ikso = sin x, J tpo = - sin x, K IF0 = cos X. 
(4.6) 
Also, X and Y are periodic in x and t/, with periods 2~ and p, respectively, 
and may be expanded in powers of p. 
Let 
X(C, D, s, x, $; p) = X'l)(C, D, s, x, #> + PX'~'(C, D, $9 x, $> + *a*, 
(4+7) 
Y(C, D, s, x, #; P) = Y’l)(C D, s, xt $4 + I*Y(~‘(C, D, st xr $4 + ---. 
In particular, we have 
xyo, 0, s, Xl $1 = 0, (4.8) 
and 
where y($, s) is known, and is periodic in #, with period p. We may make 
wo, 0, $1 x, 1cI) = 0, (4.10) 
by choosing 
f44 2 (5(s), 8) = -(Y(Q4 SD, Q(s) $) = [Y(h 9 - <Y(s4 4>1- (4.11) 
Hence P3)($, s) is determined to within a function of s. 
Now, if we were to add terms @A(#, s; p2) and #k(#, s; ,u2) to the expres- 
sions for x and a, in (4.1) and (4.2), w h ere /z and K are periodic in z,b, with 
period p, and may be expanded in powers of p2, then the equations for C and 
D would have the same form as (4.3), with X and Y replaced by r? and Y, say. 
In particular Xu) = X(1) and Y(l) = Y(r). By suitable choice of h and k, and 
the arbitrary function of s arising in F3), it is possible to make 
xyo, 0, s, x, tj) = 0, Pyo, 0, s, x, a/J) = 0, (4.12) 
ior i = 2, 3,..., provided that the functions occurring in the original system, 
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(1.1) and (1.2), are sufficiently smooth. Then C = 0 = D corresponds to 
the solution x = f(#, s; B), q = $?(#, s; E), where, from (3.11), (3.12), 
(4.1), and (4.2), 
5(dJT s; c) = {f(s) + 444 s) + p(s)] + •2[~(2y~, s) -J- u(s)] + E3h($, s; E)}, 
(4.13) 
$w, s; c) = {y(s) + +J’%4 s) + w(s)] + c2z’3’($4 s) + E3k(J1, s; c)}. 
This solution may, of course, be obtained directly by substituting in (l.l), 
using (1.2)-( 1.4), and successively determining the conditions of periodicity 
in $, with period p. In general, the solution (4.13) is not periodic in t, as is 
seen from (1.2). 
The above procedure for the determination of h and k is, of course, purely 
formal, but will not be needed in the subsequent analysis. In the next section 
we turn our attention to the investigation of Eqs. (4.3), and are led to bounds 
on the solution of the original system, (1.1) and (1.2). We remark that we will 
not need to expand X and Y in powers of TV, as in (4.7), but if (4.11) is satis- 
fied, then 
X(0,0, s, x9 9% 0) = 0, Y(0, 0, s, x, $; 0) = 0. (4.14) 
5. BOUNDS ONTHESOLUTION 
Let 
A(C, D, s, x, $; CL) = (HK - IJ). (5.1) 
Assign s1 > 0, and consider 0 < s < si . We will assume that 
I WI < Cl 9 I WI < 4 (5.2) 
in this interval, where C, and D, are independent of s, and will verify this 
later for sufficiently small p > 0, and suitable choices of C, and D, . Firstly, 
from (4.6) and (5.1), A Ipco = 1. H ence, since A is periodic in x and 
#J, 3 pi(Cr , D, , sr) such that A > 4 for / C 1 < C, , I D / < D, , 0 < s < s1 
and 0 < p < pr. Then we may solve (4.3) for the derivatives of C and D to 
obtain 
dC 
- = h(s) C + /JJ(C, D, s, x> $; ~1, ds 
(5.3) 
dD 
- = A(s) D + pV(C, D, s, x, 4; I*), ds 
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where U and V are periodic in x and z,k Thus, 
I u I < WC, ,4 9 h), I v I < Vl(C1 9 D, , Sl), (5.4) 
for / C / < C, , I D ( < Dl , 0 < s < S, , and 0 < p < k. Note that 
(4.14), which follows from (4.1 l), implies that 
U(O, 0, s, x, $; 0) = 0, VP, 0, -5 x, #; 0) = 0. (5.5) 
From (5.3) we obtain 
where C, = C(O), Do = D(O), 
S(s) = exp [Ii 45) &I, (5.7) 
and all the variables in U and V are evaluated at s = 7. It follows, from 
(5.2), (5.4) and (5.6), that 
I C(s) - COWI G 444 1 D(s) - D,S(s)l < pV~(s), (5.8) 
for 0 6 s < sr and 0 < ,u < p1 , where 
K(S) = a(s) JI -i$$ = s: exP r-1 h(t) di] he 6% 
We suppose that 
I co I < C”, I Do I B D*, (5.10) 
for 0 < TV < pFL2., where C* and D* are independent of CL. Then, from (5.8), 
1 c(s)1 < [c*%) + PHI’+>], 1 D(s)/ < [D*S(s) + pvlK(S)], (5.11) 
for 0 < s < s, and 0 < ~1 < min (pl , ps). Let 
Wl) = o~*yJwl 2 1, 44 = ,~*~J41~ (5.12) 
and choose 
Cl = P + c*w,>1, 01 = 11 + D*W,)l. (5.13) 
Note, from (5.10), that 1 C, 1 < C, and 1 D, 1 < 4. Thus, from (5.11)-(5.13), 
as may be shown by contradiction, (5.2) holds for 0 < TV < TV,,  where 
p. = min (k , pz , [UFJ-~, [V,KP>, (5.14) 
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which depends on s1 , and also on C* and D*. Hence (5.8) is established for 
0 < s 9 sr and 0 < TV < t~s. 
Now consider the approximations to x and q,, and suppose that 
where 
W) - uol = P&4 MO) - r(O)1 = P&4 (5.15) 
I %(dI < x*, I PI(P)! Q v*, (5.16) 
and x* and v* are independent of p. From (3.3), x(O) = 0, and we set 
S/(O) = I,& For sufficiently small TV we may solve for C, and D, from (4.1) and 
(4.2), wherein s = 0. Let 
qlO’ = [X1(P) -P(O) - 4& > ON, 40) qJO’ = 9)1(P)- (5.17) 
Then 3~~) K, L, C* and D*, depending on x* and v*, but not on #o, such 
that 
j Co - C1p' / < pK, j Do- 0;"' I < pL, (5.18) 
and (5.10) holds, for 0 < p < pa. The uniformity with respect to #o follows 
from the periodicity with respect to I/ of the functions arising in (4.1) and 
(4.2). The quantities K, L, C* and D* are independent of CL. 
We now make use of (5.8), which holds for 0 < s < sr and 0 < p < p. , 
where p. is given by (5.14), and depends on x* and p*, as well as sl. Thus, 
from (5.8), (5.12) and (5.18), 
1 cb) - c;"s(s)/ < CL[KS(S) + +(s)] < p[KS, + u,K,], 
I D(s) - D:"'W < AWs) + V&)1 G CLLQ$ + vp,l, 
(5.19) 
for 0 < s ,( s1 and 0 < p < po. Finally, from (4.1) and (4.2), recalling that 
the functions therein are periodic in x and #, we obtain 
I 4s) - 5(s) - p2[p(s) +44, s) + S(s)(CAO) ~0s x+ 0:“) sin x)11 <$4 
/ y(s) - y(s) - p(s) S(s)(D;O) cos x - C'F) sin x)1 <p21%‘, 
(5.20) 
for 0 < s < sr and 0 < TV < po, where E and W depend on s1 , and on 
x* and p*, but not on s or p. From (1.2), 
(5.21) 
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and p(s), ~(4, s), U(S) and x are given by (A. 7), (2.19), (3.2) and (3.3), respec- 
tively. Note also, from (4.4) and (5.7), that 
Q) = [-$j-]1’2ew [/I 45) dl], (5.22) 
where ar(s) is given by (3.14), in terms of quantities defined in (2.29) and 
(2.31). 
6. DISCUSSION 
In view of (5.15), (5.16), and (5.20), we may say that 1 x(O) - 5(O)] < O(p”) 
and I v(O) - r(O)1 < O(p) imply that I x(4 - E(s)1 d O(9) and 
I P)(s) - r(s)1 < oh4 on an interval s of order 1, that is, on a time interval t 
of order ,LC~, for sufficiently small p. This should be compared with the results 
of Volosov and Morgunov [2]-[4], which imply that, if 1 x(O) - E(O)] < O(p2) 
and I v(O) - r(O)1 < O(p2), then I ~(4 - &)I G Oh4 and I ~(4 - rNl G O(P) 
on a time interval t of order ,LL-~, for p sufficiently small. In [5], Morgunov 
considers a time interval t of order p-2, when the slow-time parameter s is 
not present in the original system, but there his initial conditions are required 
to be within O&a) of the stationary point, and then x and 9 remain within 
O(@) of the stationary point, over the given interval. We have been able to 
obtain improved results by making use of the different orderings of the quan- 
tities [X(S) - f(s)] and [p(s) - r(s)], and by carrying out a double averaging 
procedure. Volsovov and Morgunov [2]-[5] used only a single averaging 
procedure, and moreover, in investigating their averaged equations, they 
linearized in the neighborhood of the stationary point. 
We remark that, given x* and p* in (5.16), the bounds in (5.20) hold for 
0 6 s < S, and 0 < p < pO(sl), and no restrictions are imposed on the 
sign of U(S) in (5.22). H owever, let us consider the behavior of p0 for large 
values of s,. We suppose that 
0 < a, < 1 a(s)/ < a* < co, 0 < d, < I d(s)1 < d* < co, (6.1) 
where a(s) and d(s) are given by (2.29) and (2.30), and also that 
O<Q*,( I.Q(s)l <sz*<co. (6.2) 
Then, from (3.1) and (3.2), 
o< u* < U(S) < u* < 00, u(s) d(s) < --a*d*. (6.3) 
If 01(s) 2 01.+ > 0, then, from (5.9), (5.12)-(5.14), and (5.22), 6(s) increases 
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exponentially with s, and, in general, pO(s,) decreases exponentially as si 
increases. If 
-A,< ’ 
s 45) 4 < A*, (6.4) 0 
then K(S) = O(s), for large s, and, in general, po(sl) < 0(1/s,), for large sr. 
The case of interest, of course, is when 
which is statisfied, in particular, when a(s) < 01* < 0. 
Now, under suitable conditions on the functions entering into the original 
system of equations, (1.1) and (1.2), the functions occurring in the expressions 
for x and q in (4.1) and (4.2), and the first order partial derivatives of these 
functions, are uniformly bounded with respect to s, occurring explicitly, 
for 0 < s < co. We do not attempt to write down these conditions, but 
remark that they are satisfied trivially when s does not occur explicitly in the 
original system. When (6.5) holds, C, Iszzm < co and D, Is1= m < 00, from 
(5.13). Thus, from (4.5) and (5.1), pL1 /sl=m > 0. Under further conditions on 
the functions occurring in the original system, which are again satisfied 
trivially when s does not occur explicitly therein, U, /+” < co and 
V, /sl=co < “o, referring to (5.3) and (5.4). The quantity pa does not depend 
on si. Thus it follows from (5.14), under the above-mentioned conditions, 
that p,(a) > 0. Also, referring to (5.20), E IsLzcD < co and W /sl=m < co. 
Hence the bounds in (5.20) hold for 0 < s < co and 0 < p < ,uJzo), that 
is on the infinite time interval, for sufficiently small p. 
We remark that in deriving the bounds (5.20) we did not make use of (5.5), 
which follows from (4.11). In the case of damped motion, with 6(s) - -GO as 
s --, 03, the conditions in (5.5) may be used to obtain improved bounds on 
x(s) and p;(s). It would be better still to include the remaining terms of 
a(~+, s; c) and $XgL, s; E), as given in (4.13), in the expressions for x: and q in 
(4.1) and (4.2). This would then lead, from (4.12) to 
qo, 0, s, x9 vk CL) = 0, qo, 0, s, x, #; p) = 0. (6.6) 
The question then arises as to whether or not the solution (4.13) is asympto- 
tically stable, that is, 1 x(s) - 3i;(#, s; E)] ---f 0 and \v(s) - $4, s; c)/ + 0, as 
s + CO. Since we have only indicated how to obtain the formal expansions 
for Z(#, s; 6) and +J(+, s; E), we do not attempt here to investigate the question 
of asymptotic stability. However, in a recent paper [8], Akulenko has investi- 
gated this question, in the case that the slow-time parameter s does not occur 
in the original system of equations, (1.1) and (1.2), and we wish to show how 
our results complement his in that case. 
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If an appropriate phase difference is introduced in the system of equations 
considered by Akulenko, then the equations have the form of (1.1) and (1.2), 
subject to (1.4), with s absent. Akulenko first constructed the periodic 
solution corresponding to a(#; E) and $(1/1; E), and then investigated the 
stability of this solution. He linearized the original equations in the neigh- 
borhood of the periodic solution, obtaining a linear system with periodic 
coefficients. The form of the solution of these variational equations is given 
by Floquet theory, and Akulenko obtained an approximation to the solution 
by expanding in powers of&s = II, and in particular determined the leading 
terms in the expansions of the characteristic exponents. He was then able to 
conclude that the solution g(#; E), +(#; ) E is asymptotically stable, in the 
sense of Liapunov, if E is sufficiently small, and 
ad < 0, 01 < 0, (6.7) 
which corresponds to (3.16), there being no dependence on s. 
The asymptotic stability implies that, if the initial values of x and q are 
sufficiently close to S($s; 6) and @(I/,,; E), then 1 x(t) - a(#; c)] + 0 and 
I VP) - BM 41 + 0, as t -+ co. We remark that our analysis involves an 
investigation of the system (2.27) and (2.28), which includes the nonlinear 
term p2. The averaging of this system shows that the coefficient of this term 
does not enter into the damping conditions, for sufficiently small p. However, 
it is necessary to show this, and it cannot be done on the basis of the linearized 
equations. This means, from (2.25), (2.26), and (4.13), that initial conditions 
I NO) - ~hb 41 = O(P2) and 1 ~(0) - +(z,$; l)I = O(p), corresponding to 
7 and /3 of order 1, are not sufficiently close to conclude asymptotic stability 
on the basis of Akulenko’s results. However, in the case under consideration, 
and subject to (6.7), the bounds in (5.20) are valid for 0 < s < co, and 
sufficiently small CL. But these bounds imply, from (4.13) and (5.22), that 
1 x(s) - a(#; <)I = O&s) and I P(S) - +(I/; E)/ = O(p2) after an interval s of 
order a.-% TV, that is after an interval t of order ol-l~-~Zn p. But then, for 
sufficiently small II, the linearized equations will suffice to determine the 
asymptotic stability, and we may combine the results in this paper with those 
obtained by Akulenko, to obtain asymptotic stability when the initial condi- 
tions are in the larger neighborhood of the periodic solution. 
APPENDIX 
We here carry out the details of the asymptotic expansion corresponding to 
(2.21)-(2.24). 
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By substituting into (1 .l), using (1.2)-( 1.4) and (2.20), and expanding 
in powers of p, recalling that B = pL2, it is found that 
m”‘(?, P, s) + Q(s) .+ = = E/J + d41 q MS), Y(S), $7 4, (A-1) 
n”‘(rl, p, s) + Q(s) :; = I[7 + P(s) + +A s)l g (E(s), s> 
+ P’M4, Y(S), *, 4 - v’(s)/ 7 (A.3 
and 
as) 
?d2’(7,), p s) + m’l’(7), p, s) fg + ?2”‘(7j, 3, s) $ + Q(s) w 
= 1 I?1 + P(S) + 4lcI, 41 g (KS), Y(S), Q7 4 
+ :v + &)I2 7; (5(s), Y(S), $4 s) 
+ Y’% rs, $9 4 z; (5(s), Y(S), $4 4 
- [P’(S) + $1 +f’2Y5(s), Y(S), Y% S)l> (A-3) 
n’2’(q /3, s) + m’f’(7), p, s) $g + dl’(~, /I, s) F + L?(s) F 
= I LB + d41 g! 634 Y(S), 494 
+ .y77, P, 9% s) g (5(s), 4 - 4’(s)/. (A-4) 
Averaging (A.l) and (A.2) over 4, we obtain 
m’l)(rl, B, 4 = LB + PNI (-zg e3s), Y(S)> ?44)> 
and 
(A.51 
n’% 8,s) = ]h +m1 g (CYS), s> + <JP(5(s), Y(S), 94 4) - v’(s)/ 7 (A4 
using (2.20). We choose 
Q(S) = 0, P(S) $ (KS), 4 = [r'(s) - <g"'(5(4 r(s)> 4, sD1, (A.71 
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so that 
@‘(?l, 8s> = B ( F cm, Y(S), #, s)), 
ncl’(rl, 8, s) = 7 g (5(s), 4. 
(A3 
Let r(l)(#, s) and a(l)(#, s) be the solutions of 
and 
&P’ 
Q(s) q- = [ 
- (Pm> Y(S), $9 SD] 9 (A.lO) 
which satisfy 
(W#, s)) = 0, (w’l’(~, s)) = 0. (A.ll) 
From (A.l), (A.2), and (A.7)-(A.10), making particular choices of the mean 
values of x(l) and y(r), we obtain 
x’l’(q 8, 9, s) = pq+, s), Y’l’(rl, 8, $4 4 = kwQ4 4 + 441. (-4.12) 
We choose 
44 ( 5 (5(s), Y(S)> t4 4) 
= Jp’(s)-([p(s)+~(hsll~(6(~),ycs,,~,s)) 
- ( wy+, s) 7 (S(s), Y(S), $2 4) - U’2’M4, Y(S), ~4 +I, (A-13) 
and remark that p(s) and w(s) may be chosen to satisfy (A.7) and (A.13) by 
virtue of the condition (1.7). 
Averaging (A.3) and (A.4) over #, and using (2.20), (A.7) and (A.1 l)-(A.13), 
it follows that 
m’2’(r), B, s) = 17 
R 
af’l’ 0x4 744, A 4) ax 
+ g32 (2g (A.14) 
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and 
w7, A 4 = B 
( 
Jg (5(s), Y(S), 9% s)). 
Let P(~)(#J, s), q@)(#, s), rt2)(#, S) and u(~)(#, S) be the solutions of 
(A.15) 
Q(s) s; = [$p MS>, Y(S), $4 4-($g (KS), y(s), * )) 
- yY54 4 g (E(s), 91, (A.16) 
i3q’2’ 
‘( ) a+ s - = ; [F (t(s)> Y(S), 4,s) - (5 MS), Y(S), tcI> $1 (A.17) 
!M4 + 449 41 g MS>, Y(S), 9% 4 - [P’(s) + 2 (94 -j 
and 
+ [V’W, 4 + WI $y (tw, Y(S), vt 4 
(A.18) 
adz) 
-Q(s) F = [ F tm, Y(S), 94 s> - (F (KS), Y(S), $4 s)) 
which satisfy 
(A.19) 
(p’“‘($, s)) = 0, (q’2’($, s)) = 0, (T’~‘(#, s)) = 0, (d2’($, s)) = 0. (A.20) 
From (A.3), (A.4), (A.7), (A.8), (A.12), and (A.14)-(A.19), making particular 
choices of the mean values of xc2) and yc2), we obtain 
x’2’(rl, A $4 4 = [rlP’2’(#, s) + B”a’“‘($, s) + rC2)(#, s) + u(s)], (A.21) 
and 
Y’2’t7, B, ?A 4 = Pv’2’(G, 4. (A.22) 
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