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Abstract 
Organic photovoltaic (OPV) cells have recently emerged in the last decade as a viable alternative 
to contemporary solar cells for power generation due to their low cost, compatibility with low-
temperature and high-throughput processing methods, compatibility with flexible and stretchable 
substrates, low toxicity, and elemental abundance. Unlike inorganic materials, organic molecules 
exhibit narrow absorption bands, and photocurrent generation in OPVs generally is limited by 
poor optical absorption across the solar spectrum. This is further compounded by the short 
exciton diffusion length (LD) in most organics compounds (~10 nm) which is an order of 
magnitude lower than the absorption depth (~100 nm). As a result, planar OPV active layer 
thicknesses must be approximately equal to LD to ensure efficient diffusion of photogenerated 
excitons to a heterojunction, where dissociation into free charges occurs. In this dissertation, we 
examine multiple techniques to circumvent the fundamental tradeoff between absorption and 
diffusion in OPVs by modifying the structure of the active layers and by enhancing optical 
coupling. 
We first develop a rigorous and predictive device model to probe the steps of the 
photoconversion process and provide a framework for evaluating the processes of absorption, 
diffusion, and dissociation in OPVs. We next demonstrate the relationship between active layer 
morphology and exciton diffusion/dissociation efficiencies in a planar-mixed heterojunction 
OPVs employing a thin mixed layer. We demonstrate a simple model to account for two-
dimensional exciton diffusion in planar-mixed heterojunction OPVs and evaluate the domain 
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size-dependent kinetics of the dissociation process. We also show how diffusion efficiency can 
be controlled through interface engineering. By inserting a transparent exciton dissociation layer 
(EDL) to form a second heterojunction at the anode, we demonstrate a 66% enhancement in 
diffusion efficiency in the neighboring interlayer without affecting light absorption. We extend 
this concept to establish design rules enabling nearly 100% efficient exciton diffusion and a 40% 
increase in power generation. Finally we investigate the enhancement of light absorption in thin-
film OPVs using plasmonic coupling within a metallic nanocavity. We show a 9-fold 
improvement in absorption efficiency and a 4-fold enhancement of photocurrent output at 
resonance, without modification to the active layers or diffusion efficiency. 
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Chapter 1 
Introduction to organic photovoltaics 
1.1 Motivation 
1.1.1 Demand for solar energy 
Since the beginning of the industrial revolution, the world has witnessed a rampant development 
of fossil fuel sources for global energy production, a concomitant increase in greenhouse gas 
(e.g. CO2, methane, etc.) emissions, and a global average temperature rise of ~0.8 °C. 
Compounding the effect of increased output from human activity, greenhouse gas depletion from 
the atmosphere has been shown to occur at a relatively slow rate. The lifetime of atmospheric 
CO2 alone is roughly 300 years, and thus atmospheric CO2 levels are continually increasing. 
Consequently, the IPCC has recently projected a global average surface temperature rise of 1.1 to 
6.4 °C and an average sea level rise of 18 to 59 cm over the course of the 21st century.[1] The full 
impact of these environmental changes is difficult if not impossible to predict, however major 
loss of land along coastal regions (including the inundation of countless major cities worldwide), 
food and water supply shortages, ocean acidification, increased severe weather events, and 
ecological disruption and the loss of biodiversity are all assured. A recent worldwide taxonomic 
study[2] has found that human activity since the industrial revolution has increased global 
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extinction rates over 114 times the background level, indicating we are abruptly entering (and 
causing) the 6th mass extinction event in the Earth’s geologic history. 
 Apart from global conservation efforts such as improved natural resource management, 
efforts to mitigate climate change must focus on reducing fossil fuel dependence and the large-
scale deployment of low-carbon output renewable energy sources. As of 2013, fossil fuels 
represented 83% of global energy consumption, with only 11% derived from renewables (Figure 
1.1).[3] Global energy demands are constantly increasing, projected by the IEA to increase by 
37% by 2040 due to economic and population growth.[3] This presents a moving target for 
renewable energy sources to meet, and a rapid deployment will be necessary to keep pace with 
worldwide demand. Otherwise, at its current rate, the annual CO2 output of 1000 gigatonnes 
(necessary to limit the global temperature rise to 2 °C) is projected to be reached by 2040.[1] 
 The United States alone represents 2.4 TW of the world’s energy demand, and 16.2% of 
its carbon emissions (as of 2010). Recent roadmaps for the US have shown it is entirely possible 
with current technologies to not only reach the IPCC’s recommendation of a 50% reduction in 
carbon output by 2050, but to be 100% reliant on clean energy (including energy needs for 
transportation) by that time.[4] This shift is projected to not only increase economic output (a net 
increase of 2 million jobs in the energy/construction sectors), but also reduce annual air-pollution 
related mortalities by 40,000 - 60,000 in the US and save ~3.6% of the US gross-domestic 
product annually from climate and pollution-derived costs. Thus the development and 
deployment of clean energy technologies poses little technological, economic, and environmental 
downside, and is limited only by social and political hurdles. 
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Figure 1.1  Breakdown of global energy consumption as of 2013 derived from the IEA reference case. [5] 
1.1.2 Advantages of organic photovoltaics 
For 100% clean energy production in the US by 2050, it is projected a 0.052% land area 
coverage by roof-installed photovoltaics (PVs) and 0.31% coverage of grid-scale PV power 
plants will be necessary, providing 45.2% of the projected US energy needs (Figure 1.2).[4] 
Thus, PV technologies represent a large fraction of the estimated power production, matched 
only by wind energy sources (50%). To reach this goal, PV deployment including rooftop 
installations, concentrated solar power (CSP), and conventional PV solar farms will all be 
necessary. However, with improvements in PV efficiency and the advent of disruptive 
technologies such as window and building-integrated PV systems, the footprint requirements of 
PV plants can be further reduced. 
  4 
 
Figure 1.2  Spacing and footprint areas required for individual clean energy sources (beyond existing 
2013 sources) to power 100% of US by 2050. Positions of dots do not indicate actual positions of energy 
farms. [4] 
A number of PV technologies are existing or emerging as commercially viable, and no 
single technology is capable of fulfilling the requirements for all PV applications. Instead, a 
diversification will be necessary for PV deployment at the terawatt scale.[6] Traditional PV 
technologies use inorganic materials such as silicon (Si) or gallium arsenide (GaAs) which must 
be grown at high temperatures on expensive crystalline or glass substrates capable of handling 
their processing conditions. Module costs for these technologies have dropped nearly 3-fold 
since 2009, with nearly all mature inorganic PVs on the market sold below $1/W and module 
costs per area of $120/m2 - $160/m2 (Figure 1.3).[6] However installed costs are often 
substantially higher (around $3 - $3.50 per installed watt) in part due to module weight, requiring 
bulky support structures for stability. Such “soft costs” have, to date, limited the adoption of 
roof-installed PV systems in particular as they prohibitively increase the initial investment 
required. Additionally, crystalline PV fabrication is inherently an energy-intensive batch process, 
limiting large-scale production and requiring an average 2 – 4 years just to return the energy  
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Figure 1.3  Average module efficiencies and price per area shown for several commercial inorganic PV 
technologies from 2009 to 2013. The three shaded regions (G1-G3) represent target zones for first, 
second, and third “generation” technology development. [6] 
 
 
 
 
Figure 1.4  (a) Continuous processing through reel-to-reel production of flexible OPV modules on thin, 
plastic substrates. (b) Building-integrated OPV modules decorating windows and façades on a high-rise. 
Images courtesy of Heliatek GmbH.  
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invested in its fabrication (energy payback time).[5] 
While PV cells such as those based on crystalline silicon have so far dominated the 
global market, thin-film PV technologies such as organic photovoltaic (OPV) cells are currently 
under development as alternative energy sources. OPV devices have a number of unique 
potential advantages over inorganic solar cells due to their compatibility with low-temperature 
and high-throughput processing methods, short energy payback time (less than 6 months), 
elemental abundance, and compatibility with flexible and stretchable substrates (Figure 1.4).[5-9] 
This allows them to be deployed in applications where lightweight and flexible form factors are 
desirable, such as roof-installed and building-integrated PV systems, without expensive 
installation costs. When combined with continuous fabrication methods such as roll-to-roll 
processing, OPVs have the potential for large-scale production beyond what is possible with 
inorganic PV. 
1.1.3 Current state of the art photovoltaics 
PV performance is most commonly assessed through power conversion efficiency (PCE), or the 
ratio of the electrical power output to the optical power incident on the device (e.g. from the 
Sun). As a reference standard, PVs are tested under conditions approximating the solar spectrum 
at a zenith angle of ~48° and an illumination intensity of 1000 W/m2, also known as the global 
air-mass 1.5 (AM 1.5G).[10] This method represents the yearly average of solar irradiance at mid-
latitudes on the Earth’s surface, accounting for atmospheric absorption and diffuse scattering. 
The current record efficiencies for PV cells are shown in Figure 1.5 as certified by the National 
Renewable Energy Laboratory (NREL). 
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Figure 1.5  Progress in record certified efficiencies for various solar cell technologies. Courtesy of 
NREL.  
OPV efficiencies have exhibited an exponential growth in performance with time and 
have recently surpassed 11%. The performance of OPV cells continues to improve rapidly, and 
recent work has predicted an ultimate thermodynamic PCE limit of 22 – 27% for single-junction 
OPV devices.[11] This estimate is founded on several assumptions of OPV operation, including 
perfect light absorption above the organic semiconductor band gap. However, this is practically 
difficult to achieve in OPVs, and this thesis will explore various means of improving absorption 
to drive performance closer to the thermodynamic limit. 
1.1.4 This work 
The thesis is organized as follows: the remainder of Chapter 1 will introduce the physics of 
organic semiconductors and devices and provide the necessary background for understanding 
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OPV operation, fabrication, characterization, simulation, and the factors limiting light 
absorption. The next two chapters focus on improving the internal efficiency of OPVs after light 
is absorbed through the control of exciton diffusion. Chapter 2 will explore the physics of 
exciton diffusion in devices and its relation to active layer morphology. In Chapter 3 techniques 
for improving exciton diffusion efficiency by interface modification and the introduction of 
exciton dissociation layers are presented. In Chapter 4 a method to improve light absorption in 
devices through surface plasmon polariton coupling is explored. Finally in Chapter 5 the work is 
summarized and future directions are outlined for improving light absorption and exciton 
diffusion in OPVs. 
1.2 Properties of organic semiconductors 
Organic semiconductors are carbon-based materials that fall into two broad categories: polymers 
and small molecules (Figure 1.6). Typically, covalently-bonded macrocycles composed of 
carbon, nitrogen, oxygen, and sulfur groups are decorated and functionalized with various 
ligands to produce a monomer unit or small molecule. In polymers, these units are repeated in a 
linear chain thousands of times to create a large backbone. One of the unique advantages (or 
disadvantages) of such materials is the nearly infinite number of possible compounds that can be 
synthesized. The electrical, optical, and thermal properties can all be systematically tailored 
through chemical structure, making organics promising for PV applications in particular. In this 
thesis we will focus on the physics of small molecular semiconductors in OPVs, however most 
of the concepts are directly applicable to polymer-based OPVs. 
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Figure 1.6  Archetypal small molecule organic compounds used in organic photovoltaics. [12] 
1.2.1 Bonding and crystal structure 
While the intramolecular bonds between atoms in organics are covalent, in the solid-state 
organics generally exhibit intermolecular van der Waals bonding between molecules. The low 
bonding strength characteristic of van der Waals bonds makes organic materials inherently 
“soft”, exhibiting low sublimation temperatures and low Young’s moduli. The latter lends to the 
mechanical flexibility and elasticity inherent to organics. Without the need for lattice matching 
or epitaxial growth as in crystalline inorganic semiconductors (e.g. Si, GaAs), small molecules 
can be deposited on virtually any substrate surface. 
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 In the majority of OPVs, molecules are deposited as thin films through a variety of 
processing strategies. In most cases films are amorphous, however polycrystalline morphologies 
can also arise. A common molecular arrangement at room temperature is the herringbone motif 
(triclinic crystal structure) as seen in acenes such as pentacene and planar phthalocyanines 
(Figure 1.7). Other organics with non-planar macrocycles can exhibit a wide variety of crystal 
structures and symmetries, such as the face centered cubic packing of fullerene C60 molecules or 
the orthorhombic packing of bowl-shaped subphthalocyanines.[13, 14] In most cases, multiple 
polymorphs exist at various temperatures in the bulk phase, and substrate interactions can also 
impact molecular ordering within the first several monolayers. 
 Molecular ordering is thin films is independent of the substrate’s crystallographic 
orientation due to the large size mismatch between molecule and substrate atomic arrangements 
and the low bonding strength of the van der Waals attractive forces. Thus organic thin films 
exhibit no preferential orientation for their crystallographic axes in-plane. However, due to the 
interaction with the substrate surface, polycrystalline and amorphous films generally exhibit 
birefringence with uniaxial symmetry. Preferential orientation is observed relative to the plane of 
the substrate, with no preferential ordering direction in-plane. For this reason, in both 
polycrystalline and amorphous compounds, optical and electrical transport properties of organic 
semiconductors can vary substantially in-plane versus out-of-plane and are often reported 
separately. 
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Figure 1.7  Examples of crystal structures commonly observed in small molecule solids at room 
temperature including (a) pentacene, (b) fullerene C60, and (c) boron subphthalocyanine chloride (SubPc). 
[13, 14] 
1.2.2 Molecular energy levels 
Just as individual atoms have quantized orbital levels that electrons occupy, organic molecules 
possess delocalized electronic orbitals shared amongst their constituent atoms (Figure 1.8). The 
delocalization of the aromatic pi-bonds and molecular breathing modes broaden the molecular 
orbital levels, yielding a distribution of orbital energies that remain occupied by electrons in the 
ground state. The highest such orbital energy is termed the highest occupied molecular orbital 
(HOMO), while the lowest unoccupied molecular orbital (LUMO) represents the lowest energy 
unoccupied orbital in the molecular ground state. 
The difference between the HOMO and LUMO levels is the optical energy gap or 
bandgap (Eg) of the molecule, representing the minimum energy required to promote an electron 
from an occupied to unoccupied energy level. Since orbitals at or below the HOMO level energy 
are all occupied, electron transport through molecules must occur through the LUMO level. 
Conversely, holes (the positive charge resulting from an absent electron) are transported through 
the HOMO level of the molecule. As will be seen later in this chapter, the HOMO and LUMO 
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levels of a molecule determine not only its optical properties (e.g. absorption spectrum) but also 
its function in electronic devices. 
1.2.3 Charge transport 
In inorganic semiconductors, strong interatomic bonds and a periodic lattice structure give rise to 
conduction and valence bands that transport charge. While in some cases, organics grown as 
single crystals exhibit band-like transport, the vast majority of applications such as OPVs employ 
thin films with a significant degree of molecular disorder. In such films, wavefunction overlap 
between the molecular orbitals is poor, and charges are confined to individual molecules instead 
of being delocalized over a lattice. Instead of the ballistic motion characteristic of band transport, 
charges in organics transport through hopping from one molecule to another via the direct 
exchange of the electron or hole wavefunction. This thermally activated hopping process is 
mediated by the overlap between the orbitals of neighboring molecules and is thus sensitive to 
their relative orientations.[15] 
 Defects in organics significantly modify the hopping rate of charges between molecules. 
There are two broad categories of defects: extrinsic defects arising from impurities incorporated 
during deposition or generated via photo- or chemical-induced decomposition and intrinsic 
defects arising from molecular disorder and the local reorganization of molecules when a charge 
is present.[16] Extrinsic defects usually result in deep-level traps, situated deep within the 
bandgap of the material. Intrinsic defects are generally shallow with respect to the 
HOMO/LUMO levels and are often described by either a Gaussian or exponential distribution 
(Figure 1.9a). 
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Figure 1.8  Energy level diagrams of (a) the low-energy quantized orbitals in a hydrogen atom, with the 
arrow indicating the single valence electron in the 1s ground state, and (b) the broadened orbital levels of 
a molecule. The spacing between HOMO and LUMO levels is indicated by Eg, representing the forbidden 
energy range that electrons may not occupy in the molecule. Occupancy is allowed below the HOMO and 
above the LUMO, as indicated. 
 
 
 
Figure 1.9  (a) Conceptual diagram of the trap density of states (N) distribution as a function of energy in 
a disordered organic film. (b) Schematic of electron (polaron) hopping between two molecules M1 and M2 
(vertical axis is energy) and (c) the field-assisted lowering of the activation barrier for hopping in the 
direction of the applied field. [16] 
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When a molecule is in a charged state, a physical reorganization in the molecule’s 
structure occurs as the intramolecular bonds become strained. Due to the low dielectric constant 
of most organic materials (εr ~ 3), weak polarizations are induced in the neighboring molecules 
to screen the charged molecule, accompanied by molecular reorganization. Thus the movement 
of charge in organics is coupled to the local displacement of molecules (also known as phonons). 
For this reason, charges in organic semiconductors are often referred to as positively or 
negatively charged “polarons”.[15] 
 Although intermolecular polaron hopping is thermally activated, it can be assisted by the 
application of an electric field (Figure 1.9b,c). Field-induced lowering of the activation barrier 
increases the probability of hopping in the direction of the applied field. The field- and 
temperature-dependent mobility (µ) of polarons in organics is most commonly described by the 
Poole-Frenkel relation: 
 
µ = µ0 exp −
Δ
kT
#
$
%
&
'
(exp γE1/2( )  
 
(1.1) 
where µ0 is the zero-field mobility at absolute zero, Δ is the activation energy (average trap 
depth), kT is the thermal energy, γ is the field activation parameter, and E is the applied electric 
field.[17] As can be seen in Equation (1.1), mobility increases with temperature in organics as 
opposed to decreasing with temperature in systems exhibiting band transport (due to increased 
phonon scattering of charges). 
1.2.4 Excitons 
When an electron and hole are electrostatically bound in a material, it is termed an “exciton”. 
There are three fundamental types of excitons: Frenkel excitons, where both electron and hole 
reside on the same molecule, charge transfer (CT) excitons, where the electron and hole reside  
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Figure 1.10  Schematic representation of the three possible exciton types: Frenkel, charge transfer, and 
Wannier-Mott. 
on neighboring molecules, and Wannier-Mott excitons, where the electron and hole are separated 
by many times the intermolecular spacing (Figure 1.10). All three exciton types exhibit 
significantly different Coulombic binding energies (EB): 
 EB =
q2
4πεrε0r
 
 
(1.2) 
where q is the elementary charge, ε0 is the permittivity of free space, and r is the electron-hole 
separation distance. For Wannier-Mott excitons, EB is typically on the order of 5-10 meV, while 
Frenkel and CT excitons exhibit binding energies of 0.1 – 1 eV. Due to the low dielectric 
constant (εr ~ 3) of organic semiconductors, charges are poorly screened from one another by the 
surrounding medium, yielding only Frenkel and CT excitons. This is in stark contrast to 
inorganic semiconductors such as Si (εr ~ 12), whose dielectric constants are generally much 
higher and charges are delocalized along the crystal lattice. The high permittivity effectively 
masks the attractive forces of the electron-hole pair, yielding Wannier-Mott excitons (at low 
temperatures). At room temperature, these are thermodynamically unstable as their binding 
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Figure 1.11  Energy level diagrams detailing the process of (a) optical and (b) electrical generation of 
excitons in an organic semiconductor. Exciton formation is followed by a near-instantaneous relaxation of 
the bound electron and hole towards the middle of the bandgap due to their Coulombic attraction. 
energy is lower than kT (= 26 meV). 
 Excitons can be formed either through the absorption of a photon whose energy is greater 
than the bandgap (optical generation) or through the electrostatic capture of a mobile hole or 
electron by its opposite charge (electrical generation), as illustrated in Figure 1.11. Immediately 
upon formation, the strong Coulombic attraction between the electron and hole causes excitons 
to energetically relax, with this energy lost to heat. Thus we draw excitons as trapped within the 
bandgap of the molecule, as their equilibrium energy is lower than their energy of formation 
(HOMO-LUMO difference) by EB. While the electrical generation process does occur at high 
injection current densities, the operating conditions of OPVs are generally far from this regime. 
Thus, the remainder of this thesis solely focuses on the optical generation of excitons through the 
process of light absorption. 
Excitons are considered quasiparticles with a net-neutral charge, causing their motion to 
be unaffected by applied fields (unlike polarons). Consequently, exciton migration occurs 
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through diffusive energy transfer processes. There are two dominant energy transfer mechanisms 
responsible for exciton diffusion in organic semiconductors: Förster resonant energy transfer 
(FRET) and Dexter transfer.[18] FRET is a non-radiative process involving the exchange of 
energy between two molecules through resonant electromagnetic coupling. As an exciton may be 
considered a point dipole with a characteristic frequency, the resonant transfer of an exciton from 
one molecule to another may occur by inducing the transition dipole in a nearby molecule 
through Coulombic interactions. Physically this can be thought of as the emission of a “virtual” 
photon by one molecule and its reabsorption by another. However, the FRET process only occurs 
at separation distances much shorter than the wavelength of light, thus no actual photon emission 
(radiation) occurs. In the simplest case of two molecules separated by a distance d, the rate of 
Förster transfer (kF) can be described by: 
 
kF d( ) =
1
τ
R0
d
!
"
#
$
%
&
6
 
 
(1.3) 
where τ is the exciton lifetime and R0 is the Förster radius, describing the distance at which the 
rate of transfer between two dipoles is equivalent to the inverse of the intrinsic exciton lifetime. 
The Förster radius is then calculated by: 
 R06 =
9ηPLκ 2
128π 5n4 λ
4F∫ λ( )σ λ( )dλ  
 
(1.4) 
Here n is the real component of the refractive index, ηPL is the photoluminescence (PL) quantum 
yield, κ is the orientation factor, λ is the wavelength of light, F is the normalized fluorescence 
spectrum of the emitting molecule, and σ is the absorption cross section of the acceptor 
molecule. FRET can occur between molecules of the same type if there is sufficient overlap 
between their absorption and emission spectra (low Stokes’ shift) as well as between dissimilar 
molecules. Typical R0 values are in the range of 1 – 10 nm, while intermolecular spacing 
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distances are generally on the order of 1 nm or less.[18] Thus FRET represents a long-range 
energy transfer process with respect to the intermolecular distance. Furthermore, it is important 
to note that FRET requires the exciton being transferred to have a finite quantum yield: 
 
ηPL =
kr
kr + knr
= krτ  
 
(1.5) 
where kr and knr are the radiative and non-radiative rates of exciton recombination. For excitons 
where radiative recombination to the ground state is spin-forbidden (such as triplets), the FRET 
process does not occur. 
 In contrast to FRET, the Dexter process describes exciton energy transfer between 
nearest-neighbor molecules through direct electron exchange. When there is sufficient overlap 
between the wavefunctions of the excited molecule and the ground state of a neighboring 
molecule, direct electron transfer may occur. The rate of Dexter transfer (kD) can be described 
by: 
 kD d( ) = KJ exp −
2d
L
"
#
$
%
&
'  
 
(1.6) 
where K is the related to the orbital interaction, J is a spectral overlap integral, and L is the van 
der Waals radius. The exponential decay of the Dexter transfer rate with distance constricts the 
transfer to nearest-neighbors. However, this process, unlike FRET, is independent of the exciton 
PL quantum yield. Thus it is assumed to occur in all organics, regardless of exciton character. 
For fluorescent molecules in general, it can be safely assumed that both processes are occurring 
simultaneously during the exciton diffusion process. 
 Under normal conditions of OPV operation, exciton densities in the active organic layers 
are sufficiently low such that higher order processes (e.g. exciton-exciton annihilation) are 
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negligible. In the case that exciton diffusion occurs through an isotropic random walk, the 
exciton diffusivity (D) can be directly calculated to first-order: 
 D = Ad 2kET  (1.7) 
where A is a prefactor accounting for intermolecular disorder (~1), d is the average 
intermolecular spacing, and kET is the dominant rate of energy transfer (either Dexter or 
FRET).[19] The assumption of random motion is valid in most organics, in particular those with 
limited long-range order or amorphous character, and as a result exciton migration follows Fick’s 
laws. Combined with the characteristic exciton lifetime of the organic semiconductor, the exciton 
diffusion length (LD) is described by: 
 LD = N Dτ  (1.8) 
where N = 1 , 2 , or 3  for isotropic diffusion occurring in 1, 2, or 3 dimensions, 
respectively. It is important to note here that an additional prefactor of 2 , accounting for 
diffusion in the positive or negative direction during each successive diffusion step, is 
incorporated into the diffusivity term in the above formalism.  
When comparing D and LD terms, the diffusivity describes an intrinsic average hopping 
rate of excitons between molecules, while the LD represents the root-mean-squared (RMS) 
displacement of excitons over the course of their lifetime. In other words, LD describes a 
characteristic distance over which an exciton can migrate during its lifetime prior to decay. 
However, in actuality the probability distribution (P) for excitons reaching a distance R from 
their point of generation follows the complementary error function according to Fick’s second 
law, P(R) = erfc(-R/LD), and a range of distances are accessed during the diffusion process. 
However, as is standard practice, LD is used as an average parameter to describe the displacement 
of excitons in the system. 
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Figure 1.12  Diagrams of the (a) spin-coating and (b) doctor blade coating process for solution deposition 
of organics.  
1.3 Processing organic thin films 
The fabrication of organic semiconductor thin films is inherently determined by the molecular 
weight (MW) of the compound used, its solubility, and its thermal stability. For polymers, 
oligomers, high MW small molecules, and compounds whose decomposition temperature is at or 
below the sublimation temperature, solution-processing techniques are employed. However, in 
the case of low MW small molecules (typically in the range of 200 – 1000 g/mol) with 
sublimation temperatures below their decomposition temperature, vacuum-based methods are 
commonly used to deposit thin films from the vapor phase.[20] While various deposition methods 
exist, we will restrict our discussion to those compatible with high-throughput, large scale, and 
large area production.[8, 21] 
1.3.1 Solution-based deposition methods 
The most ubiquitous solution processing technique (at the lab scale) involves spin-coating 
polymers or small molecules on the desired substrate (Figure 1.12a). The substrate is affixed to a 
rotating chuck by a low vacuum seal and rotates at frequencies in the range of 500 – 5,000 rpm. 
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A solution of the desired organic compound (or compounds) is first applied to cover the substrate 
surface. Upon rotation, excess solution spreads and detaches from the substrate edges, creating a 
uniform liquid film on the surface whose solvent rapidly evaporates. The organic semiconductor 
is left behind as a precipitate during the evaporation process, conformally coating the substrate 
surface.[22] The rotation rate, ramp rate, and dwell time of the spin-coating process are all used as 
process parameters to control the final film thickness. 
 An alternative solution processing method is the doctor blading technique (Figure 
1.12b), where a flat blade (as opposed to mechanical rotation) is used to remove the excess liquid 
from the surface of the substrate during substrate translation.[21] The final film thickness is 
primarily controlled through the blade-substrate separation distance as the process parameter. A 
particular advantage of doctor blading is its compatibility with high throughput, reel-to-reel 
production methods, while spin-coating is inherently a batch process. 
 Regardless of processing strategy, the concentration and formulation of the solution is 
critical to the resultant film quality, thickness, and morphology upon drying. The choice of 
solvent determines not only the solubility limit of the organic compound, but also the solvent 
evaporation rate during drying. These two factors have been shown to be essential in the film 
formation process, as they determine the rate of solute precipitation and the kinetics of molecular 
ordering in the film.[22] 
 The use of high volumes of toxic organic solvents, intermixing with underlying layers, 
and the need of an additional drying step all limit the adoption of solution-based deposition 
techniques at commercial scales. However, for many materials there is no alternative processing 
strategy available. Indeed in this thesis we will use spin-coating for the application of select 
polymers as interfacial layers in OPVs.[23] 
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1.3.2 Vacuum-based deposition methods 
By far the most common technique for small molecule deposition is vacuum thermal evaporation 
(VTE). Alternative deposition strategies have recently been developed such as organic vapor 
phase deposition (OVPD) which circumvent many of the drawbacks of VTE and will be 
discussed shortly.[8] In all cases, pure organic source materials in crystalline powder form are 
evaporated from a source and condensed from the vapor phase onto a substrate. The VTE 
process (Figure 1.13) is carried out under high vacuum (~10-7 Torr) and employs resistively 
heated boats to sublimate the source materials. By controlling the power delivered to the sources, 
the rate of deposition (proportional to the sublimation rate) can be precisely controlled. Under 
high vacuum conditions, the mean free path of molecules is on the order of 100 m. Thus the 
molecular vapor is ballistically transported across the VTE chamber (~ 1 m) and impinges on the 
substrate through direct line-of-sight. The deposition profile for point sources follows a cosine-
squared dependence with deposition angle, yielding a thickness variation over the substrate of 
roughly 5% in most systems. Improved uniformity can be achieved by incorporating of multiple 
sources or by increasing the dimensions of the VTE chamber, however material utilization 
efficiency (~3%) will suffer as a result. Finally, the temperature of the substrate can be used to 
control the rate of molecule adsorption and the resultant crystallinity of the deposited film, but it 
is commonly maintained at room temperature. 
One of the advantages of the VTE technique is its compatibility with a wide variety of 
source materials including metals, transition metal oxides, and organics. However the 
requirement of high vacuum, the low materials utilization efficiency, and the decrease in 
thickness uniformity on textured or large area substrates increases costs for large-scale 
production. In the OVPD process (Figure 1.14), a source material is evaporated into a carrier gas
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Figure 1.13  (a) A simplified schematic of a vacuum thermal evaporation (VTE) chamber, shown with 
two sources and a shadow mask. (b) An illustration of film nonuniformity inherent in point-source 
deposition, as well as unevenness of heating inside the evaporation source due to the poor thermal 
conductivity of crystalline organic powders. [8] 
that transports it to a cooled substrate where it condenses. The use of a carrier gas to direct the 
molecular flux allows this process to be conducted under low vacuum, and the walls of the 
chamber are heated to minimize surface condensation of the molecular vapor and reduce material 
losses. As a consequence, materials utilization efficiencies exceeding 40% can be achieved. As 
the mean free path of the molecules in the carrier gas is significantly lowered, deposition on the 
substrate is a diffuse as opposed to ballistic process. As a result, a uniform coating can be applied 
over large area and rough substrates. Precise control of the film morphology is also possible by 
tuning the source temperature, flow rate, chamber pressure, and substrate temperature.[24] 
Furthermore in both OVPD and VTE the codeposition of multiple organics is made possible in 
by the introduction of multiple sources. 
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Figure 1.14  An illustration of organic vapor phase deposition (OVPD), where organic source material is 
evaporated into a stream of hot carrier gas. The vapor and carrier gas flow toward a cooled substrate, 
where selective condensation of organic material occurs. Flow and boundary-layer uniformity contribute 
to growth of films of uniform thickness across the substrate; δ denotes the boundary-layer thickness. [24] 
Practical device fabrication often requires extensive patterning of the active layers and 
electrodes. With VTE and OVPD, a shadow mask is used (Figure 1.13), while other direct 
methods of patterning have also been developed, such as organic vapor jet printing (OVJP).[8] 
The work discussed in this thesis employs VTE as the sole deposition method for the organic, 
oxide, and metal layers in all OPV devices, unless otherwise stated. 
1.4 Device physics 
The low dielectric constant of organics makes OPV operation fundamentally different from 
traditional inorganic PVs. Light absorption generates strongly bound excitons, which require a 
significant driving force to separate into useable photocurrent, as opposed to the direct 
generation of free carriers in inorganic devices. Another consequence is the lack of charge 
screening throughout the device, causing a built-in electric field to be established by the 
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difference in work function of the electrodes. In contrast, inorganic PVs such as Si require 
extrinsic doping of the crystal lattice to establish an internal field for current generation. 
 In its most basic form, an OPV consists of a planar layer (or layers) of active organic 
material sandwiched between a conducting anode and cathode. Electrical current is 
injected/extracted by the electrodes, with the anode providing a hole-selective contact and the 
cathode an electron-selective contact. Light absorption in the active layers generates excitons, 
which are subsequently dissociated into free carriers and collected at the electrodes as 
photocurrent with the assistance of the built-in field. In traditional OPV devices, one of the 
electrodes is semi-transparent, composed of either a transparent conducting oxide (such as ITO), 
a thin metal layer, or conducting polymer, while the other is a thick reflective metal. The 
presence of a metallic back-reflector causes the optical field of photons incident on the device to 
constructively or destructively interfere with itself, creating regions of high field intensity and 
improving light absorption. A detailed discussion of this effect and the optics of thin film OPV 
devices will be presented later in Section 1.5. 
1.4.1 Donor-Acceptor heterojunction 
Since its introduction by C.W. Tang in 1986, nearly all OPVs employ a donor-acceptor 
heterojunction as the primary means of dissociating photogenerated excitons into free charges 
(Figure 1.15).[25] The heterojunction is formed at the interface between two organic materials, an 
electron donor and an electron acceptor, by an energetic offset in HOMO and LUMO levels. 
Excitons reaching this interface separate into a charge transfer (CT) state shared across the 
heterojunction, as it is energetically favorable to transfer a hole (electron) from the donor to 
acceptor (acceptor to donor).[26] Without the presence of such an interface, the dissociation of 
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Figure 1.15  Schematic energy level diagram showing a basic donor-acceptor heterojunction and the 
transfer of a Frenkel exciton to the CT state upon reaching the interface. 
excitons can only occur through field-assisted bulk dissociation. While this process, also known 
as autoionization, does occur in OPVs under normal operating conditions (~106 V/cm), it has an 
inherently low efficiency due to the high EB (< 10% probability).[27] Thus bulk dissociation alone 
is impractical for photocurrent generation in OPVs. 
1.4.2 Working principle 
Photocurrent generation in an OPV occurs through a stepwise process involving (1) optical 
generation of an exciton through light absorption, (2) exciton diffusion to the heterojunction 
where it charge transfers to form the CT state, (3) dissociation of the CT state into free carriers, 
and (4) collection of the carriers by the electrodes in the form of current (Figure 1.16). Each step 
can be characterized by an individual efficiency: absorption (ηA), diffusion (ηD), CT dissociation 
(ηCT), and charge collection (ηCC), with the product of these efficiencies being the external 
quantum efficiency (EQE): 
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Figure 1.16  Energy level diagrams detailing the stepwise process of photocurrent generation through (a) 
exciton generation, (b) exciton diffusion to the heterojunction, (c) CT state dissociation to free carriers, 
and (d) carrier collection at the electrodes, along with their corresponding efficiencies. 
 EQE λ,V( ) =ηA λ( ) ⋅ηD λ( ) ⋅ηCT V( ) ⋅ηCC V( )  (1.9) 
The total photocurrent output from a solar cell represents a convolution of the incident spectral 
irradiance and the cell’s EQE, which is wavelength and bias dependent. From Equation (1.9), the 
absorption and diffusion steps are wavelength-dependent, while the CT dissociation and charge 
collection steps are considered to be solely a function of applied bias (to first order). Additionally 
ηA can be calculated using the transfer matrix method (Section 1.5.2) and factored out to yield 
the internal quantum efficiency (IQE):  
 IQE λ,V( ) =ηD λ( ) ⋅ηCT V( ) ⋅ηCC V( )  (1.10) 
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which describes the exciton and charge dynamics internal to the device, independent of changes 
in absorption. 
We note the efficiency of CT formation from the Frenkel state is assumed to be unity in  
this treatment.[26] In the case of planar devices with discrete active layers, dissociated charges 
encounter a barrier-free path to the electrodes upon dissociation, and ηCC can be assumed 100% 
efficient. Finally we note the process of CT dissociation remains a highly debated subject, 
however this simplistic treatment captures the overall probability of dissociation without regard 
to the underlying mechanics.  
1.4.3 Charge-transfer state 
Multiple competing theories have been proposed to describe the CT dissociation process at the 
heterojunction.[28-33] The earliest approach developed in 1984 is formally known as the Onsager-
Braun (OB) model, in which the CT state is treated as a Coulombically-bound polaron pair.[29] In 
this case, ηCT can be calculated by: 
 
ηCT V( ) =
kd V( )
kd V( )+ kr
 
 
(1.11) 
where kr is the Langevin recombination rate: 
 kr =
q ⋅µ
εrε0
 
 
(1.12) 
and kd is the field-dependent dissociation rate of the bound polaron pair: 
 
kd V( ) =
3q
4πεrε0a03
exp −EBkT
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(1.13) 
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b = q
3 V −Vbi( )
8πdεrε0k2T 2
 
 
(1.14) 
with Vbi, d, and a0 being the built-in potential from the electrodes, the field depletion width 
(generally assumed to be the active layer thickness), and the capture radius of the polaron pair, 
respectively. The binding energy in Equation (1.13) is the standard Coulombic binding energy 
(Equation (1.2)) assuming a separation distance of a0, and J is the Bessel function of first order. 
While the OB model has been shown to accurately reproduce many aspects of OPV behavior,[34] 
later theoretical studies have shown that it underestimates CT dissociation efficiency (Figure 
1.17).[31] 
 Recently, a number of ultrafast spectroscopy measurements have called into question the 
assumption of such a localized, bound state at the heterojunction during the dissociation 
process.[28, 30, 35] In many donor-acceptor systems, in particular those employing fullerene 
acceptors, a rapid separation (~100 fs) of polarons at the heterojunction is observed at timescales 
competitive with the thermalization rate (Figure 1.18). This type of “hot” dissociation 
mechanism has been explained by Gelinas et al. to occur through the entropy-driven coherent 
delocalization of the electron (or hole) wavefunction over nanocrystalline aggregates at the 
donor-acceptor interface at short timescales.[30] In materials systems with a high degree of 
molecular ordering, nanocrystalline aggregates provide delocalized band-like states through 
which charges can rapidly separate. This process does not preclude the formation of 
Coulombically-bound CT states, but rather produces an energetic distribution of accessible CT 
states of which a fraction exhibit localization (OB character) and the remainder directly 
dissociate to free carriers (without the assistance of an applied field). Such a field-insensitive ηCT 
has been shown in a number of OPV materials systems to date.[36] Additionally, Barker et al. and 
Monahan et al. have both directly demonstrated the production of these two distinct CT 
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Figure 1.17  Dissociation probability (P) for a Coulombically-bound polaron pair at the heterojunction as 
a function of the applied electric field (E) for various a0 values (0.6 – 1.0 nm). [29] 
 
 
 
Figure 1.18  (a) Energy diagram of the CT process for a singlet exciton (S1) transferring into a localized 
(φ1) or delocalized (φ2) state. Orange lines indicate the spatial distribution of the wavefunctions, and B 
and W indicate the energy distributions of band-like (B) states and those trapped in the local potential 
well (W). (b) Ultrafast spectroscopy data of a bound (CT1s) and delocalized (CTn) state at an organic 
interface. The CT1s state relaxes in energy upon formation due to electrostatic binding, while the CTn 
increases in energy and separation distance due to entropy-driven delocalization. (c) The resultant picture 
of the CT states in a blended heterojunction, where two distinct populations of delocalized (SC) and 
localized (CT) states form. [28, 30, 35] 
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populations – the spatially delocalized and localized (bound) CT states at the heterojunction.[28, 
35] 
As the delocalized fraction of CT states is inherently dependent on the intermolecular 
coupling strength of both donor and acceptor molecules and the degree of molecular disorder 
near the heterojunction,[28] the question arises of how to simplify the treatment of such a complex 
system. It is important to note that what has been described up to this point is the “geminate” 
dissociation of CT states, i.e. the dissociation of an electron and hole both generated through the 
same photoexcitation event. In actuality, many such events are occurring simultaneously at any 
given time, and it is furthermore likely that previously dissociated (or electrically-injected) 
carriers capture one another to form a CT state. Such cases are termed “bimolecular” processes, 
as the constituent charges originate from two molecules as opposed to one (geminate). In 
contrast to the hot CT states formed through geminate processes, bimolecular CT states are 
formed under equilibrium conditions (the originating charges are in thermal equilibrium). Thus, 
bimolecular charge capture can be assumed to form only localized, bound states as treatable by 
the OB model. 
 
 
Figure 1.19  Jablonski diagram of the exchange processes between excitons (S1), the CT state, free 
charges (h+ and e-), and the molecular ground state (S0). The CT state itself is intermediate in the 
production of photocurrent, and can be characterized by the balance of the CT state dissociation rate (kd) 
and recombination rate to S0 (kr). 
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As the CT state represents the intermediate state through which nearly all excitons 
dissociate and charges recombine within an OPV, its treatment is critical to understanding device 
operation. Due to the bimolecular recombination of injected charges, the formalism adopted by 
Giebink et al. is valid under dark conditions. However under illumination, geminate and 
bimolecular recombination processes both contribute to the overall ηCT of photogenerated 
excitons, and the application of the OB model is inappropriate in most cases. To avoid this issue, 
we adopt the approach of Verreet et al.[37] and treat ηCT as a kinetic balance of the net field-
dependent rates of dissociation and recombination (Figure 1.19): 
 kd V( )
kr
=
kd V( )
kd0
⋅
kd0
kr
 
 
(1.15) 
where kd0 is the average zero-field dissociation rate of the CT states and the normalized rate of 
dissociation kd/kd0 is the first-order Bessel function. When combined with Equation (1.11), this 
phenomenological approach describes the net dissociation efficiency without assuming a 
Coulombic binding radius for all involved CT states. Using this model, the only fitting 
parameters are the relative rate of dissociation to recombination kd0/kr, Vbi, and d. Unfortunately 
this approach (and all others to date) is incapable of predicting device performance based on 
intrinsic active material properties. However, it provides a necessary means for quantifying the 
relative rates of charge separation and recombination in OPV systems. 
1.4.4 Current-voltage behavior 
Since the donor and acceptor materials in an OPV are designed to be hole and electron-
conducting, respectively, the device acts as a basic p-n junction and operates as a photodiode. 
Under forward applied bias (V > 0), a positive voltage is applied to the anode with respect to the 
cathode. Under this condition, holes injected from the anode into the HOMO of the donor and  
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Figure 1.20 An annotated J-V curve typical of OPVs displaying the key parameters that determine 
electrical performance. 
electrons from the cathode in the LUMO of the acceptor recombine through Coulombically-
bound CT states at the heterojunction. In reverse bias (V < 0) conditions however, a large 
injection barrier exists for electron injection from the anode and hole injection from the cathode, 
and thus the injected current flowing through the device is negligible. This asymmetry in the 
forward and reverse bias operation of the OPV is what defines the diode behavior of the solar 
cell. 
 A characteristic plot of the current density-voltage (J-V) behavior of a solar cell is shown 
in Figure 1.20 under both dark and light (illumination) conditions. Current density is commonly 
reported for devices as it is normalized to the device area and is independent of sample size. As 
can be seen, under forward bias the current exhibits exponential behavior past a threshold 
voltage, while it remains relatively flat under low positive-bias and reverse-bias conditions. The  
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Figure 1.21  Schematic energy level diagrams of the internal electric field within a planar OPV under (a) 
reverse, (b) zero, and (c,d) forward-bias conditions. Ohmic contacts and negligible space charge effects 
are assumed in this illustration. 
delayed turn-on of the forward-bias current arises from the voltage required to compensate the 
built-in field provided by the contacts (Figure 1.21). At zero applied bias, a negative electric 
field is established between anode and cathode, which provides the necessary driving force for 
charge separation at the heterojunction and collection by the contacts. The built-in field itself 
arises from the alignment of the Fermi levels in the organics and contacts under equilibrium 
conditions. Assuming Ohmic contacts, the built-in field is directly compensated when V = Vbi,  
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Figure 1.22  Circuit diagram of an ideal photodiode under illumination. The photocurrent source, diode, 
and shunt resistance elements are all in parallel and in series with the cell’s series resistance. Upon 
application of an external load (Rext), current flow connects the anode to cathode. 
yielding flat-band conditions within the active layers (Figure 1.21c). We note that energy level 
diagrams of OPVs are generally drawn under such flat-band conditions for simplicity. Past Vbi 
the internal electric field no longer opposes the injection current, and it increases exponentially 
with bias. Often the Vbi is approximated by the difference in the bare electrode workfunctions (
Vbi ≈ φC −φA ), however molecular dipoles at the organic-electrode interfaces[38] or Fermi level 
pinning[39, 40] generally render this assumption invalid. 
 Under illumination, photocurrent flows in the direction of the built-in field and is thus 
negative in value (current flows from cathode to anode). Thus the light J-V curve shifts 
downward relative to the dark condition (Figure 1.20). When a passive external load is applied 
to the device under illumination (Figure 1.22), the device operates in the 4th quadrant (positive 
bias, negative current). At an external load of zero (V = 0), this constitutes “short-circuit” 
conditions, and the output of the cell is the short-circuit current (Jsc), equivalent to the 
photocurrent output of the cell at zero bias. Conversely an infinite external load forces the 
current flowing through the circuit to zero, which occurs under “open-circuit” conditions and is 
termed the open-circuit voltage (Voc). At an intermediate load, a maximum output power is reach, 
which we term the maximum power point (MPP) of the device. The PCE is then defined by: 
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 PCE = JMPP ⋅VMPPPin
=
FF ⋅ Jsc ⋅Voc
Pin
 
 
(1.16) 
where Pin is the incident optical power on the cell and the fill factor (FF) is a measure of the 
square-ness of the curve at the MPP. 
 Recent work by Giebink et al.[34] has demonstrated a generalized equation to describe the 
J-V performance of OPVs in the dark: 
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(1.17) 
where Js, n, Rs, and Rp are the reverse saturation current, ideality factor, series resistance, and 
parallel (or shunt) resistance of the device and the subscripts D and A denote recombination in 
the donor or acceptor layer. This approach treats the recombination process of the injected 
charges with the OB model, assuming a Coulombic binding between polaron pairs at the 
heterojunction. Two populations of recombining charges are considered separately – mobile 
electrons recombining with trapped holes in the donor (JsD, nD) and mobile holes recombining 
with trapped electrons in the acceptor (JsA, nA). This treatment arises from a mismatch in 
mobilities between most donor/acceptor materials and dissimilar trap densities and depths in the 
two layers. At cryogenic temperatures, both recombination regimes are often observable in the J-
V response, however at room temperature a large mismatch in Js values between donor and 
acceptor causes recombination in one layer to be dominant. In this case, Equation (1.17) can be 
simplified to the ideal diode equation: 
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(1.18) 
Under illumination, a photocurrent term (Jph) is added: 
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(1.19) 
where Jph(0) = Jsc. The voltage dependence of the photocurrent directly arises from the CT 
dissociation efficiency (Equations (1.11) and (1.15)) if ηCC is unity, as will be discussed shortly. 
 The series and shunt resistances (Figure 1.22) account for current leakage through the 
organic layers and the overall cell resistance at high current densities, respectively. While Rs 
remains constant, Rp often drops by 1-2 orders of magnitude from dark to light conditions 
(Figure 1.20). The origin of the reduced shunt resistance is still debated, however it is commonly 
attributed to photoconductivity processes within the active layers. The two leading theories are 
autoionization (i.e. bulk dissociation) of excitons[41-43] and the increase of charge mobility in the 
active layers from exciton-charge annihilation.[44] In this thesis we adopt the former treatment, 
and consider the current generated through photoconductivity as an additive term to photocurrent 
arising from CT dissociation at the heterojunction. 
 Finally we consider the Voc of an OPV, which at its theoretical maximum is the difference 
in donor HOMO and acceptor LUMO at the heterojunction (ΔEHL). In the OB treatment of the 
heterojunction however, this is further reduced by the polaron pair binding energy yielding 
Voc,max =  ΔEHL – EB. In actuality, due to the presence of both bound and delocalized CT state 
populations (Section 1.4.3), the maximum Voc falls between these two values.[45] From Equation 
(1.19) we can calculate Voc by setting J(Voc) = 0. This yields the implicit solution: 
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(1.20) 
which in the limit of Jph >> Js – Voc/Rp yields: 
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(1.21) 
Thus open-circuit voltage increases logarithmically with higher photocurrent (illumination 
intensity) and lower reverse saturation current. 
1.4.5 Spectral response 
As mentioned previously, photocurrent output represents a convolution of the wavelength-
dependent EQE and the spectral irradiance incident on the device (Figure 1.23). The Jph can thus 
be directly calculated through: 
 Jph V( ) =
qλ
hc EQE λ,V( )S λ( )dλ∫  
 
(1.22) 
for any given light source. Here q is the elementary charge, λ is the wavelength of light, h is 
Planck’s constant, c is the speed of light in vacuum, and S is the spectral irradiance (in units 
W/m2-nm). Since ηCT and ηCC are often close to unity at zero applied bias in optimized OPVs,[26] 
Equation (1.22) has been shown to accurately predict Jsc when intrinsic materials properties such 
as the refractive index and LD are known for all relevant device layers.[46] Although no such 
model exists for predicting the full current-voltage behavior of devices ab-initio, a well-defined 
framework has been developed for predicting the Jsc output of devices and is widely used for 
device architecture optimization. In the following section, we will introduce the basic physics 
necessary for modeling photocurrent in OPVs, which we will use as a powerful analytical tool 
for characterizing device performance. 
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Figure 1.23  The solar spectral photon flux (irradiance normalized to photon energy) for AM 1.5 global 
conditions, the EQE, and their product as a function of wavelength for a simulated DBP:C60 device. The 
Jsc of an OPV is represented by the integral under the curve, as shown shaded in gray. 
1.5 Modeling photocurrent generation 
The process of photocurrent generation in OPVs differs substantially from most inorganic PV 
systems. Unlike bulk absorbers such as silicon, OPVs employ multilayered thin-films whose 
thicknesses in the organic active layers and electrodes are typically on the order of, or less than, 
the visible wavelengths of light. Due to their wave nature, interference occurs between the 
incident and reflected waves of photons throughout the device structure. These interactions of the 
forward and backwards-propagating waves give rise to regions of constructive and destructive 
interference in the optical field intensity throughout the OPV layers. Here we present the optical 
methods used for calculating the wave propagation, optical field strength, and resultant 
absorption rate in an arbitrary OPV structure. Since the absorption rate is directly proportional to 
the optical generation rate of excitons in the active layers, we can solve the steady-state diffusion 
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equations to calculate the spatial exciton profile, flux reaching the heterojunction, and EQE as a 
function of wavelength. Hereafter we consider the EQE only at short-circuit conditions (V = 0 
V), and use the intrinsic materials properties LD and the complex refractive index ( !n ) in 
simulations. These values can be reliably and independently measured by techniques such as 
photoluminescence (PL) quenching[47-49] and spectroscopic ellipsometry,[50] respectively, to high 
precision. 
1.5.1 Optical coherence and scattering 
The refraction (bending) of plane-waves of light at the interface of two dielectric materials is 
described by Snell’s law: 
 n1 sin θ1( ) = n2 sin θ2( )  (1.23) 
where (n1,θ1) and (n2,θ2) correspond to the refractive index and angle of propagation in layers 1 
and 2, respectively (Figure 1.24). This defines an allowed range of angles through which light 
can freely couple between mediums, as limited by their refractive indices. When coupling light 
from a low-to-high index medium, e.g. from air into glass, propagation at angles above 
θ2 = sin−1
n1
n2
"
#
$
%
&
'  (where n2 > n1 and θ1 = 90°) in the glass becomes inaccessible due to refraction. 
Similarly, when coupling light from a high-to-low index medium, e.g. from glass to air, light 
incident from the glass side above this angle (also known as the critical angle, θc) experiences 
total internal reflection from the interface and is trapped in the glass medium. Fundamentally, the 
angles accessible to light propagation in each layer constitute a continuum of “modes”, and 
modes beyond the critical angle in the higher-index medium are forbidden in the lower index  
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Figure 1.24  Diagram of plane-wave propagation across the interface between two dielectrics for a TE 
wave (blue) and a TM wave (red). Two conditions are shown: refraction below the critical angle (left), 
and total internal reflection at the critical angle (right). Vectors indicating the orientation of the electric 
(E) and magnetic (H) fields are also indicated. 
medium. Modes trapped in a high-index medium are known as “waveguided modes,” while 
those accessible to free space are generally termed “leaky” modes, as they can transit from one 
layer to the next. As the volume of the layer shrinks and becomes finite, the continuum of 
accessible modes is reduced to a discrete set defined by the waveguide geometry, dimensions, 
and refractive index. 
 As shown in Figure 1.24, for angles below θc, a fraction of light is either transmitted or 
reflected by the interface. To compute the reflectivity or transmissivity across an interface, we 
first must consider the polarization of light (i.e. the orientation of its magnetic and electric 
fields). Light with its electric field parallel to the interface is known as transverse-electric (TE) 
polarized, while light with an interface-parallel magnetic field is denoted transverse-magnetic 
(TM). Due to the continuity of Maxwell’s equations, the in-plane components of the electric and 
magnetic fields must be continuous across the interface. From this boundary condition and 
Snell’s law (which imposes phase matching across the interface), the reflection coefficients (r) 
can be calculated by: 
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 rTE =
n1 cosθ1 − n2 cosθ2
n1 cosθ1 + n2 cosθ2
 
 
(1.24) 
 rTM =
n2 cosθ1 − n1 cosθ2
n2 cosθ1 + n1 cosθ2
 
 
(1.25) 
and the transmission coefficients (t) by: 
 tTE =
2n1 cosθ1
n1 cosθ1 + n2 cosθ2
 
 
(1.26) 
 tTM =
2n1 cosθ1
n2 cosθ1 + n1 cosθ2
 
 
(1.27) 
for light propagating from layer 1 into layer 2. The total fraction of light transmitted or reflected, 
known as the transmissivity (T) and reflectivity (R), are then defined by: 
 T = t 2  (1.28) 
 R = r 2  (1.29) 
for any polarization. As is the case in most OPV operating conditions, at normal incidence θ1 = 
θ2 = 0, and the reflectivity and transmissivity for both TE and TM polarizations are identical. 
Having introduced the coupling of light across an interface, we now consider its 
propagation and dissipation. When a layer is considered semi-infinite, light propagation is 
attenuated by the intrinsic polarizability of the medium, which is defined by its extinction 
coefficient, or the imaginary component of the refractive index (k). In such a case, the intensity 
of light drops exponentially with propagation distance according to the Beer-Lambert law: 
 I x( ) = I0 exp −αx( )  (1.30) 
where I is the optical field intensity, x is the propagation distance in the medium, and α is the 
attenuation coefficient, defined by: 
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α =
4πk
λ
 
 
(1.31) 
Thus the attenuation coefficient is often used as a metric to describe the necessary thickness for 
efficient absorption in a material. The above assumption of a semi-infinite medium, however, 
can only be applied to bulk layers much greater than the thickness of light, and whose optical 
fields exhibit no coherent interactions. Unfortunately, this is not the case in thin-film 
multilayered structures such as OPVs. 
 The coherence length of light measures the propagation distance over which the average 
phase of light is maintained. When layer thicknesses are reduced to the coherence length, 
coherent interference renders Equation (1.30) invalid. In the case of thermal sources such as the 
sun or a lamp, phase matching between emitted photons is exceedingly low, and the coherence 
length is on the order of the wavelength of light itself. In optically coherent layers, interference 
effects must then be accounted for using the transfer matrix method,[51] as will be discussed in 
the following section. 
Apart from the light source, the spatial coherence of a plane wave in a multilayer 
structure is affected by the roughness of its interfaces.[52] A finite roughness breaks the phase 
matching of light along the interface, as light propagates varying distances in the initial medium. 
This can lead to conditions of partial coherence that are exceedingly difficult to model.[53] The 
resultant phase offset is directly proportional to the roughness and the refractive index mismatch 
at the interface, thus an organic/organic interface with large roughness but similar refractive 
indices may have little effect on coherence, while an organic/metal interface with even a small 
degree of roughness can substantially disrupt coherence in the structure. For this reason, care 
must be taken when applying optical models to OPV structures, as certain organic 
semiconductors such as acenes are often highly crystalline and do not form planar films. In such 
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cases partial coherence can make not only modeling a complex task, but the determination of 
refractive indices equally dubious. Our model assumes ideal (flat) interfaces, which in the 
materials systems we employ (Rrms ~ 5 nm or less) is a valid approximation. It is indeed possible 
to account for sources of error from roughness,[52, 54] however this is outside the scope of our 
studies, where it is considered a small effect. 
1.5.2 Transfer matrix method 
To model the EQE, we must first calculate the spatial absorption profile within the device. As 
OPVs are comprised of layers of thin films on the order of 10 – 100 nm, an insulating substrate is 
required to provide structural support and a deposition surface. Typical device architectures, 
which we will term “substrate-illuminated”, employ a semitransparent electrode on the substrate 
surface subsequently capped by any buffer layers, active device layers, and finally a thick 
metallic back-reflector.[26] In this geometry, devices are illuminated through the substrate (hence 
the moniker), which is thick enough to be treated as optically incoherent, as shown in Figure 
1.25. An alternative, less common architecture uses a thick back-reflector deposited directly on 
the substrate with the subsequent active layers, buffer layers, and finally a semitransparent 
electrode deposited on top. In this “top-illuminated” geometry, light is coupled directly from free 
space into the coherent layers of the device.[55-57] While both geometries require the same 
transfer matrix calculations for the coherent portion of the device structure, an additional step is 
required for substrate-illuminated devices to account for optically-incoherent reflections from the 
air-substrate and substrate-coherent multilayer interfaces. All of the devices presented in this 
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Figure 1.25  Geometry of a substrate-illuminated OPV, with the coherent multilayer stack indicated to 
the right of the incoherent substrate. Wave propagation within the multilayer is shown, and light intensity 
is corrected for substrate reflections. Note the diagram is not to-scale. [26] 
thesis use the substrate-illuminated geometry, hence we present the formalism to include 
incoherent reflections. However, in the case of top-illuminated structures, a direct calculation of 
the coherent transfer matrix should suffice, provided no light leaks into the substrate. 
 While a variety of transfer matrix formalisms exist for coherent multilayers, we focus on 
the scattering matrix formalism as demonstrated by Petterrson et al. for OPVs.[51] As mentioned 
previously, this approach assumes planar layers and treats light propagation as effectively one-
dimensional (out-of-plane relative to the substrate). In the scattering matrix approach, the 
forward (E+ ) and backward-propagating (E− ) electric fields of light across an interface or 
structure (Figure 1.25) can be related as a set of vectors: 
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(1.32) 
where the subscripts i and f indicate the initial and final layers in the structure being evaluated, 
and S is a 2x2 scattering matrix. S is a mathematical construct to account for the recursive 
transmission and reflection events in the structure as light propagates between layers i and f, and 
is composed by the product of two distinct types of matrices - the interface matrix (Ijk): 
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(1.33) 
between two layers, j and k, describing the reflection and transmission at the interface (Figure 
1.24), and the propagation matrix (Lj): 
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(1.34) 
describing field attenuation through interference and propagation. The variables rjk and tjk 
represent the Fresnel reflection and transmission coefficients for the j-k interface (Equations 
(1.24)-(1.27)), dj is the thickness of layer j, and ξj is defined by: 
 
ξ j =
2π !nj
λ
cosθ j  
 
(1.35) 
the complex phase in layer j. The total scattering matrix relating layers (i – 1) and (m + 1) can 
then by constructed by: 
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(1.36) 
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To calculate the total field scattering from the coherent layers of the device, we can calculate S 
between the substrate (i = 0) and top air surface (f = N + 1), where N is the number of layers in 
the device: 
 E0+
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(1.37) 
assuming there is no illumination from the top air interface. This assumption is especially valid 
in the case of thick back-reflector, as it exhibits a negligible transmissivity. The transmission and 
reflection coefficients from the total device stack are then defined by: 
 t = EN+1
+
E0+
=
1
S11
 
 
(1.38) 
 r = E0
−
E0+
=
S21
S11
 
 
(1.39) 
where S is the total scattering matrix between layers 0 and N + 1.  
While the total reflectivity of the device proves especially useful in confirming layer 
thicknesses and the validity of the optical model (total R and T can be directly measured), EQE 
calculations require we model the field profile within the device structure to calculate absorption 
in the active layers alone, neglecting parasitic absorption in the contacts and substrate. This can 
be accomplished by separating the system into two half-spaces about a given layer j within the 
structure: 
 S = Sj+LjSj−  (1.40) 
and calculating scattering into the layer from the left and right interfaces independently: 
 
Sj+ = I(m−1)mLm
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(1.41) 
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(1.42) 
with N here denoting the total number of coherent layers in the stack. With the scattering 
matrices for forward and backward-propagating waves entering layer j, we can then calculate the 
normalized propagating electric fields in both directions: 
 
Ej+
E0+
= t j+ =
1
Sj11+
1+ Sj12
+ Sj21−
Sj11+ Sj11−
ei2ξ jd j
 
 
 
(1.43) 
 Ej−
E0+
= t j− = t j+
Sj21−
Sj11−
ei2ξ jd j  
 
(1.44) 
The spatially-varying total electric field at position x in layer j is then given by the summation: 
 E x( ) = t j+eiξ j x + t j−e−iξ j x( )E0+  
 
(1.45) 
accounting for the phase change due to propagation through the layer (Figure 1.26a,b). 
 It is important to note that up to this point, the optical field E0+  is incident on the coherent 
device stack from within the incoherent substrate (Figure 1.25). Since light is, in fact, incident 
on the entire structure from free space, a correction to the electric field intensity must be made to 
account for reflection and refraction at the air/substrate interface.[58] Due to substrate incoherence 
however, the phase of propagating light is not continuous throughout the macroscopic structure. 
As a consequence, scattered fields cannot be related through their magnitude. Instead, a transfer 
matrix for light intensity ( E 2 ) is derived for the entire structure. Just as before, we can define an 
incoherent scattering matrix comprised of incoherent propagation ( L ) and interface ( I ) 
matrices: 
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Figure 1.26  (a) Contour plot of the normalized optical field intensity as a function of incident 
wavelength and position in the coherent layers of a CuPc/C60 device. Light is incident from the left in the 
plot, and the first, second, and third optical interference maxima (relative to the back-reflector) are 
indicated. (b) Field intensity, (c) exciton generation rate, and (d) steady-state exciton density profiles for 
the region of interest (dashed line in (a) at 550 nm incident wavelength). 
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and 
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(1.47) 
where S is the scattering matrix of the coherent interfaces. In the case of the air/substrate 
interface, S takes the form of the coherent interface matrix; in the case of the device structure, S 
represents the total scattering matrix of the coherent stack (Equation (1.36)). We can then define 
the incoherent scattering matrix of the entire structure ( S ): 
 S = IASLSISD  (1.48) 
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where the subscripts A, S, and D are the air, substrate, and device stack, respectively. Using this 
result, an intensity correction factor (Fc) for light within the coherent structure can be obtained: 
 
Fc =
S11
2
S11
2  
 
(1.49) 
where S is the coherent device stack’s total scattering matrix. 
The time-averaged absorbed power (Q) per unit volume in layer j at a given position is 
directly related to the field intensity through: 
 Qj x( ) = Fc ⋅
2πkjnjcε0
λn0 cosθ0
Ej x( )
2
 
 
(1.50) 
and the time-averaged optical generation rate (G) of excitons per unit volume is equivalent to: 
 
Gj x( ) =
Qj x( )
hν  
 
(1.51) 
where h is Planck’s constant and ν is the frequency of incident light, assuming 100% of absorbed 
photons generate excitons (Figure 1.26c). The absorption efficiency ηA, summed over the device 
active layers (k), can then be directly calculated by: 
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4πnkkk
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(1.52) 
which is independent of illumination intensity. Note that the above equations all relate to optical 
fields and absorption at a single wavelength, and this process must be iterated over the spectrum 
of interest. 
1.5.3 Drift-diffusion model 
Having calculated the optical generation rate in the active layers, we now apply the drift-
diffusion equation[59] to determine the exciton density profile (ρ) in each layer j: 
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 ∂ρ
∂t = Dj
∂2ρ
∂x2 −
ρ
τ j
+Gj = 0  
 
(1.53) 
at steady-state conditions. Note that Dj and τj are the one-dimensional diffusivity and exciton 
lifetime in each layer, as related through Equation (1.8). The drift-diffusion equation can be 
solved numerically by discretizing the active layers into a mesh with spacing Δx, and using the 
finite-difference approximation: 
 ∂2ρ
∂x2 =
ρi+1 + ρi−1 − 2ρi
Δx2  
 
(1.54) 
for each mesh point i in the layer. The three terms in Equation (1.53) can be understood as the 
steady-state rate of diffusion into each mesh point, the intrinsic relaxation rate, and the 
generation rate at each point in the mesh, respectively. By imposing a boundary condition of 
either exciton quenching (ρ = 0) or reflecting ( ∂ρ
∂x = 0) at each active layer interface the steady-
state exciton density profile can be explicitly solved in each layer (Figure 1.26d).[26] 
For each active layer k, the EQE contribution is determined by: 
 EQEk =
2Jk
cε0 E0+
2  
 
(1.55) 
where Jk is the steady-state exciton flux reaching the heterojunction: 
 Jk = Dk
∂ρ
∂x x=xHJ
 
 
(1.56) 
The total EQE is then the sum of the EQE contributions from each active layer independently: 
 EQE = EQEk
k
∑  
 
(1.57) 
at a given incidence angle and wavelength, again assuming the condition that ηCT = ηCC = 1. 
However, modification of Equation (1.57) can take into account non-unity dissociation and 
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charge transfer by simply multiplying by their additional efficiencies, as in Equation (1.9). 
Finally, the IQE can also be predicted by taking the ratio of Equation (1.57) to Equation (1.48), 
which neglects the effects of parasitic absorption in passive layers such as the electrodes. 
1.6 Absorption/diffusion tradeoff 
1.6.1 Conflicting length scales 
Having introduced the physics of thin-film devices, it is now possible to relate their performance 
to active material properties. At a fundamental level, there arises a competition between the LD of 
excitons in the active layers and the absorption efficiency of the layer. Ideally, active layer 
thicknesses would be fabricated as thick as possible to maximize light absorption across the 
visible spectrum. However, as photogenerated excitons must efficiently diffuse to the 
heterojunction to dissociate, active layer thicknesses in planar device layers are approximately 
limited to LD. Neglecting optical interference, the absorption depth (LA) of a material is related to 
the attenuation coefficient through: 
 LA =
1
α
 
 
(1.58) 
Table 1.1 lists the LD and LA values for a selection of donor and acceptor materials at their 
respective absorption peaks. The corresponding imaginary refractive indices of the materials are 
plotted in Figure 1.27. As can be seen, even at the absorption peaks where absorption is 
maximized, there is nearly an order of magnitude difference between the two length scales. At 
wavelengths off the absorption peaks, this effect is exacerbated due to the wavelength-
independence of LD. As most organic molecules used in OPVs exhibit sharp absorption bands 
with full-width-half-maxima (FWHM) of ~100 nm, this absorption-diffusion tradeoff presents a 
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Figure 1.27  Extinction coefficients for a variety of OPV donor (solid lines) and acceptor (dotted lines) 
molecules in the visible spectrum. The legend lists materials in descending order of absorption peak 
wavelength for clarity. 
 
Table 1.1  Peak absorption depth (LA) and diffusion length (LD) for a selection of donor and acceptor 
molecules common to OPV devices. Courtesy of Adam Barito. 
Material LD (nm) LA (nm) LD/LA  Abs. Peak (nm) 
Electron Donors    CuPc 
DBP 
15 
8 
64 
42 
0.24 
0.19 
625 
610 
SubNc 6 26 0.17 690 
SubPc 8.5 29 0.30 585 
Electron Acceptors    
C60  17 109 0.16 450 
C70  17 70 0.24 520 
Cl6SubPc  4.5 34 0.13 585 
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substantial limitation to photocurrent generation in OPVs. 
 While Table 1.1 relates bulk material properties, in actuality coherent interference effects 
further complicate the interplay between absorption and diffusion in devices. As a case study, the  
simulation of a planar OPV employing CuPc and C60 as the donor and acceptor layers is 
presented in Figure 1.28. The device structure is: 
Glass / ITO (145) / CuPc (20) / C60 (40) / BCP (10) / Ag (100) 
which was found to maximize Jsc output under simulated AM1.5 conditions and normal 
incidence (layer thicknesses are displayed in nm). In Figure 1.28b we model the individual 
absorption and diffusion efficiencies as a function of donor layer thickness for an illumination 
wavelength of 700 nm. As can be seen, optical interference causes a modulation of both ηA and 
ηD, however ηD exhibits a rapid drop from 0 – 50 nm while ηA rises considerably. The small 
shoulder in ηD at 100 nm corresponds to the positioning of the secondary interference maximum 
close to the heterojunction (Figure 1.26a), so optical generation remains close to the active 
interface. As is apparent, the optimal thickness that balances both ηD and ηA occurs at a CuPc 
 
Figure 1.28  (a) EQE, absorption efficiency (ηA), and diffusion efficiency (ηD) spectra for a CuPc:C60 
planar heterojunction OPV optimized for maximum Jsc output. (b) The dependence of the three 
efficiencies as a function of CuPc donor thickness at a fixed wavelength of 700 nm. 
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thickness of 20 nm, where the EQE exhibits its maximum. However, absorption is not 
maximized until a CuPc thickness of 186 nm, more than double LA (= 92 nm) at this wavelength. 
Thus, while bulk values would indicate only a factor of 6.1 difference between LD and LA at 700 
nm, near-field effects increase this value to a factor of 9.3. It is clear from this analysis that the 
LD of excitons in OPVs presents a huge barrier to photocurrent generation and overall device 
efficiency. Indeed, the thermodynamic PCE limit of OPVs is estimated between 22 – 27%,[11] 
however this assumes perfect absorption and diffusion above the bandgap. As a consequence, 
OPV performance has been limited thus far to a much more modest 11% efficiency (Figure 1.5). 
1.6.2 This work 
The work presented in this thesis will demonstrate multiple approaches to circumventing the 
absorption/diffusion tradeoff in OPVs. Modifications to device architecture such as mixed active 
layers (Chapter 2) and interfacial layers (Chapter 3) are shown to enhance the diffusion 
efficiency within devices, while a purely optical enhancement of absorption is later demonstrated 
(Chapter 4). Our work focuses on a small subset of small molecules used in OPVs, however the 
findings presented herein are considered extendable to any active layer system. Concerning 
future applications, we will show that a combined approach through active and interfacial layer 
design and enhanced optical coupling strategies presents the greatest promise for increased OPV 
performance. No single solution is mutually exclusive from the rest.  
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Chapter 2 
Geometry of exciton diffusion in mixed layers 
2.1 Background 
The competition between light absorption and exciton diffusion in planar heterojunction (PHJ) 
OPVs is a result of light propagation and exciton diffusion to the heterojunction occurring in the 
same direction (Figure 2.1a,b). Hence, changes to active layer thicknesses affect both ηA and ηD 
simultaneously, but in opposing ways (Figure 1.28). By far the most successful approach to 
breaking this tradeoff has been the introduction of the bulk heterojunction (BHJ) by Halls et al. 
and Yu et al., whereby the donor and acceptor layers are blended throughout the active volume 
(Figure 2.1c).[60, 61] Since its demonstration in 1995, the BHJ architecture has become the most 
common OPV design, and is currently used in nearly all of the highest efficiency devices. 
Recently, single cell BHJ efficiencies surpassing 10% have been demonstrated for a variety of 
materials systems.[62-65] However, the precise way in which the length scales of donor-acceptor 
phase separation (and the extent of their intermixing) affect ηA and ηD remains unclear. In this 
chapter we explore the effects of active layer mixing on the photocurrent generation process and 
demonstrate how the dimensionality of mixed-junction architectures increases the probability of 
diffusion to the heterojunction due to geometric factors (Section 1.2.4), which helps gives rise to 
their remarkable performance. 
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Figure 2.1  Energy level diagrams (a,c) and schematics of exciton generation/diffusion (b,d) in planar and 
bulk-heterojunction OPVs. Excitons (dashed ovals), CT states (interfacial pairs), holes (empty circles), 
and electrons (filled circles) are indicated. The three-dimensional distribution of the active layers in the 
BHJ decouple the directions of light propagation and exciton diffusion, unconstraining the active layer 
thickness from the LD. However, exciton diffusion and CT dissociation in (d) are instead influenced by 
morphology and domain size. Additional losses in free carrier extraction are incurred in the BHJ due to 
circuitous conducting pathways. 
2.1.1 Bulk heterojunctions 
The three-dimensional mixing of the donor and acceptor layers in the BHJ architecture decouples 
the directions of light and exciton propagation in the active layers (Figure 2.1d). Excitons 
generally diffuse isotropically within the active volume, while light propagates unidirectionally 
under standard illumination conditions (e.g. normal incidence). Thus the distance excitons must 
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diffuse to the heterojunction becomes independent of active layer thickness and is instead fixed 
by the domain sizes and morphology of the mixed layer. Therefore bulk recombination losses 
(relaxation of excitons to heat during the diffusion process) can be minimized, and the active 
layer thickness can be tailored to maximize light absorption independent of exciton diffusion. 
 In characterizing and modeling BHJ devices, typically ηD is assumed to be constant 
(unity) in both donor and acceptor, as well as being wavelength-independent.[66] However, 
vertical phase segregation and composition gradients in the mixed layer along with mesoscale 
phase segregation can render this assumption invalid. Often PL quenching techniques[47] are used 
as an independent means to infer LD and ηD in blends containing emissive molecules, however 
the models used for data fitting neglect processes such as FRET between donor and acceptor 
molecules[48] and make broad assumptions as to the distribution of quenching sites and the blend 
morphology. Unlike in PHJ devices, mixing of the donor and acceptor creates tortuous pathways 
that free charges must follow before reaching the electrodes. Additionally, the contact of the 
donor and acceptor molecules to both electrodes creates large Shottky barriers and built-in field 
concentration near the electrodes, potentially causing ηCT to vary vertically through the 
device.[67] This can lead to a wavelength-dependent ηCC and ηCT as the optical interference 
maxima bias exciton generation to varying depths within the device depending on the incident 
wavelength.[68] As a result, Equation (1.9) must be modified to reflect this difference in BHJs. 
 Since EQE measurements are often the primary means of interrogating the individual 
efficiencies in the photocurrent generation process, the inability to separate the wavelength and 
voltage dependence of ηD, ηCT, and ηCC makes studying the internal physics of BHJs difficult. 
Inevitably, this issue arises from three-dimensional distribution of the heterojunction throughout 
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the bulk, and complex approaches such as Monte-Carlo modeling[69] or effective medium 
simulations[70] are required to separate out the individual contributions to photocurrent. 
2.1.2 Mixed layer morphology 
Until now, the complexity of nanoscale phase separation has made active layer 
morphologies difficult to measure, predict, and systematically tailor. The estimation of grain 
sizes, for example, requires techniques such as high energy X-ray diffraction (XRD) using 
synchrotron sources or energy-filtered transmission electron microscopy (TEM) to resolve 
structures on the scale of 10 – 100 nm with high precision.[71] To date, the “optimal” BHJ 
morphology and the effects of nanostructures on the local photogeneration process remain highly 
debated questions critical to the further improvement of OPV processing, performance, and 
material design.[72] 
The most common acceptors used in BHJs are fullerene derivatives. In most 
donor/fullerene blends, a three-phase system is often produced, comprising pure nanocrystalline 
donor and acceptor domains bounded by amorphous mixed regions, regardless of processing 
strategy.[73, 74] Mixing of donor and acceptor materials at the nanoscale appears to be associated 
with efficient photocurrent generation[64] due to improved ηD, whereas mesoscale phase 
separation and fullerene aggregate formation have been linked to lower device efficiencies in 
multiple materials systems.[75, 76] On the other hand, finely intermixed structures are often 
associated with reduced ηCC and higher bimolecular recombination, suggesting that “corrugated” 
or finely interdigitated donor-acceptor interfaces with line-of-sight pathways for charges to the 
respective electrodes are optimal.[77] In addition to compositional variation, the energy landscape 
can differ substantially between neat and mixed regions due to steric and solvatochromic 
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reorganization of the molecules.[78] The result is a morphology-dependent competition between 
ηD, ηCT, and ηCC, for which the critical length scales are often unclear. 
2.1.3 Charge extraction and bimolecular recombination 
As stated previously, bimolecular recombination of photocurrent occurs when free carriers from 
different photoexcitation events relax through the CT state. The process of bimolecular 
recombination becomes exaggerated in BHJs, as the mixing of the donor and acceptor generates 
an extremely large heterojunction surface area through which charges may recombine. Often the 
application of a high reverse bias is used to sweep out carriers from the device faster than they 
can recombine,[36, 66] however such fields cannot be maintained in a device at forward-bias where 
power generation occurs. 
2.1.4 Planar-mixed heterojunctions 
A device structure that combines the benefits of both PHJ and BHJ architectures is the planar-
mixed heterojunction (PMHJ), first introduced by Xue et al.[79] In a PMHJ, neat donor and 
acceptor layers cap a central mixed region (Figure 2.2). By separating the mixed region from the 
electrodes, charge selectivity can be maintained, and the formation of a Shottky junction is 
suppressed. The addition of the planar layers also serves to reduce current leakage and increase 
Rp within the device, as injected carriers are inhibited from tunneling directly through the device 
by the HOMO and LUMO offsets at the donor/mixed and mixed/acceptor interfaces. 
Unlike BHJ devices, which can be fabricated using both polymers and small molecules, 
PMHJ devices are generally limited to the latter. The formation of a PMHJ requires the ability to 
sequentially deposit active layers, which is typically difficult with solution-processed materials 
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Figure 2.2  (a) Energy level diagram and (b) schematic of exciton generation/diffusion in a PMHJ device. 
due to the requirement of solvent orthogonality. However with vacuum deposition techniques, 
the sequential deposition of organic layers without intermixing is not an issue. To date, small 
molecular PMHJ OPV cells have been fabricated exhibiting high power conversion efficiencies 
up to 8.1%.[80-84] 
2.2 Diffusion in a 2-D planar-mixed heterojunction 
The PMHJ architecture presents an opportunity to study the effects of mixed layer composition 
and morphology on photocurrent generation in a highly controlled fashion. By employing very 
thin films, we constrain the mixed layer nanostructures to vary only in-plane (effectively two-
dimensional), and are able to directly quantify the dependence of morphology on composition 
and determine the critical domain sizes necessary for efficient ηD and ηCT (Figure 2.3).  
Here we employ the wide-bandgap molecule bathocuproine (BCP) as a fullerene dopant 
at the mixed interfacial region between pure boron subphthalocyanine chloride (SubPc) donor 
and fullerene (C60) acceptor layers in a PMHJ-like cell structure (Figure 2.4a). While there is no 
intermixing between the donor and acceptor layers, BCP serves as a transparent, exciton-  
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Figure 2.3  Schematic diagram of exciton generation and diffusion in a PMHJ with a two-dimensional 
distribution of active and inactive domains at the heterojunction interface with a controlled size for 
interrogating the diffusion/dissociation dependence on domain size independent of free carrier extraction. 
 
 
 
 
 
Figure 2.4  (a) Device structure and (b) energy level diagram of the two-dimensional PMHJs being 
studied.  All layer thicknesses are kept constant with ϕBCP as the only free parameter between devices. 
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blocking material (Figure 2.4b), and when mixed with C60 allows for the separation of blending 
effects on exciton and charge dynamics near the heterojunction. As shown previously by 
Bartynski et al., the introduction of BCP disrupts the local ordering and aggregation of C60 
molecules, while still allowing for efficient electron conduction.[85] Here, by restricting the 
mixed layer thickness to 5 nm, we ensure morphological variations within the mixed layer are 
constrained in-plane. We control the BCP volume fraction (ϕBCP) to systematically vary the 
domain size of C60 domains in the mixed layer, and we show the domains exhibit diffusion-
limited growth after nucleation. We correlate variations in nanostructure to exciton diffusion 
efficiency and demonstrate a simple model to describe exciton diffusion between pure and mixed 
layers. From these data we demonstrate a geometric enhancement of ηD due to the spatial 
distribution of the heterojunction. Finally we evaluate the kinetics of the charge transfer (CT) 
state and show the existence of a critical C60 domain size necessary for efficient CT dissociation 
under steady-state conditions, consistent with recent ultrafast spectroscopy evidence of CT 
delocalization being the primary driver for charge separation.[28, 30, 35] 
2.2.1 Experiment 
Solar cells were fabricated on ITO-coated glass substrates (Rs < 15 Ω/ ), sequentially cleaned 
using detergent, deionized water, acetone, trichloroethylene, and isopropanol in an ultrasonicator 
and dried under nitrogen. After cleaning, substrates were UV-ozone treated for 10 min prior to 
loading into a vacuum thermal evaporator (Ångstrom AMOD) under high vacuum below 5×10-7 
Torr. MoOx (Sigma Aldrich, > 99.5%) was deposited at 0.5 Å/s to provide an Ohmic anode 
contact. The organic layers SubPc, C60, and BCP (Luminescence Technology Corp., > 99%) 
were then deposited at rates of 0.5, 1.0, and 0.6 Å/s, respectively. In devices containing a mixed 
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BCP:C60 layer between the neat SubPc and C60 layers, the net codeposition rate was maintained 
between 1.0 and 2.0 Å/s depending on ϕBCP. After the BCP exciton-blocking layer, an Al (Alfa 
Aesar, 99.9%) cathode was deposited through a shadow-mask at 1 Å/s to define circular devices 
with a 1 mm nominal diameter. The above rates were kept consistent across all samples in this 
study, and all depositions were performed under substrate rotation at room temperature. 
 J-V scans were performed in a nitrogen-filled glovebox with < 1 ppm O2 and H2O. Cells 
were illuminated with an Oriel solar simulator calibrated to AM 1.5G (100 mW/cm2) using an 
NREL Si reference cell (Model PVM233 KG5), and data were recorded with an HP 4156B 
precision semiconductor parameter analyzer. EQE measurements were performed in air using 
collimated light from a halogen lamp coupled to a Newport 1/8M monochromator. The incident 
beam was optically chopped at 185 Hz and the device photocurrent was measured with a 
Stanford Research Systems SR530 lock-in amplifier. A calibrated Si photodetector (Newport 
818-SL) was used as a reference. After testing, device areas were measured using an optical 
microscope and corrected for in all J-V and EQE calculations. Reported data were averaged over 
9 devices nominally for J-V and 6 devices for EQE scans, with error bars representing ±1 
standard deviation. For absorption measurements, unmasked samples fabricated in parallel with 
each device set were measured with a Perkin Elmer Lambda 750 spectrophotometer with 
Universal Reflectance Accessory under TE-polarization and an 8° incidence angle. 
For conductive atomic force microscopy (cAFM) measurements, samples were fabricated 
with a structure of ITO/MoOx (5 nm)/SubPc (13 nm)/BCP:C60 (5 nm). All cAFM measurements 
were performed using an Asylum Research MFP-3D stand-alone AFM under a steady purge of 
argon gas. A PtIr5-coated AFM probe (Nanosensors, ATEC-CONTPt, spring constant 0.2 N/m) 
was used as the cathode. Measurements were performed in contact mode, tracking topography 
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and current measurement simultaneously. The contact force was on the order of 10 nN to ensure 
sufficient contact to track topography with minimal sample damage. Positive (+2.0 to +2.5 V) or 
negative (-5 V) biases were then applied to the bottom ITO substrate with the AFM probe held at 
virtual ground, and the AFM’s transimpedance amplifier recorded the currents. For each voltage, 
multiple (~4) areas were scanned at each bias in order to gain a statistical average of the currents, 
with error bars representing ±1 standard deviation. Relatively large scan sizes of 2 μm2 were 
used to ensure images were representative of the entire surface. 
For PL quenching measurements, samples with a structure of Glass/SubPc (13 nm)/BCP 
(5 nm) and ITO/MoOx (5 nm)/SubPc (13 nm)/BCP:C60 (5 nm) were encapsulated under glass 
microslides using UV-cured epoxy. A Photon Technology International spectrofluorometer was 
used in both excitation and emission modes to measure PL with the samples illuminated through 
the substrate at a 30° incidence angle. For LD measurements, PL excitation scans were performed 
over excitation wavelengths of 400 – 630 nm on glass samples, with the emission monitored at 
650 nm. For ηD measurements, PL emission scans were performed over emission wavelengths of 
of 550 - 800 nm on both glass and ITO samples, with the excitation fixed at 500 nm. The 
quenching of SubPc excitons by MoOx[46, 84] was accounted for in the calculation of diffusion 
efficiency by using the BCP-capped glass sample as a reference for all ITO samples. 
2.2.2 Device modeling 
To separate out the effects of varying ϕBCP on ηA and EQE, we follow the method detailed 
in Section 1.5.2. This requires a precise knowledge of the refractive indices in each layer of the 
stack. While this information is known for all of the neat layers (Figure 2.5c), it has not been 
measured for mixed BCP:C60 as a function of volume fraction. Generally, optical transitions in  
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Figure 2.5  (a) Real and (b) imaginary refractive index values used for blended BCP:C60 films for 
various BCP loading fractions. (c) Imaginary refractive index values for the neat active layers within the 
devices. (d) Measured and calculated absorption of a complete device stack (ϕBCP = 0) with active layer 
absorption indicated by the dashed red line. Points used in IQE calculations for the SubPc and C60 layers 
correspond to their respective absorption peaks in c and are indicated by stars at 580 nm and 450 nm, 
respectively. In each case, over 95% of the active layer absorption corresponds to the layer of interest. 
Absorption measurements were performed on samples fabricated simultaneously with tested devices. 
small molecular organic films have Frenkel character and are localized on individual molecules. 
In the case of fullerenes such as C60 however, the primary optical transition in the visible 
spectrum (~450 nm) has significant CT character,[86] and its wavefunction is distributed over a 
cluster of molecules (Figure 1.10). This has a significant impact on the refractive index of doped 
C60 films, as the CT transition doesn’t follow a linear rule of mixtures like the Frenkel transitions 
at ~340 nm and ~615 nm. Indeed Bartynski et al. previously showed the extinction coefficient 
(α) of the CT transition in BCP:C60 exhibits a power law dependence with α ~ ϕC60 M where M = 
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2.7.[85] We fit the imaginary refractive index (k) of neat BCP and C60 films[51, 87] with Lorentzian 
and Gaussian functions, respectively. The Gaussian fitting was necessary to account for the large 
amount of inhomogeneous broadening in the absorption spectrum of fullerene films. The real 
index of refraction (n) contributions from these individual transitions were then calculated 
through the Kramers-Kronig relation: 
 
nTrans ω( ) =
P
π
kTrans ω '( )
ω '−ω−∞
∞
∫ dω '  
 
(2.1) 
where P is the Cauchy principal value and ω is the frequency of light. The data was matched to 
the complete n spectrum via an additional Cauchy fitting to third order: 
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B
λ 2
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λ 4
 
 
(2.2) 
where λ is the wavelength of light. Thus we deconstructed both n and k to the individual 
contributions of each electronic transition and the background optical dispersion in both BCP 
and C60. Finally, the complex refractive index was calculated over all ϕBCP values through a 
linear interpolation of the Frenkel transitions’ contributions and a power law interpolation of the 
CT transition’s contribution using the dependence measured by Bartynski et al., as shown in 
Figure 2.5a,b. 
Just as in the case of PHJ devices, we assume in our two-dimensional PMHJ devices that 
charges encounter a barrier-free path to the electrodes upon dissociation, resulting in ηCC = 1. 
Additionally ηA can be calculated using the transfer matrix method and factored out from the 
measured EQE to yield the IQE. Thus we consider the effects of BCP doping on exciton and 
charge dynamics, independent of changes in absorption. We define ηD as the efficiency with 
which excitons generated in the neat donor or acceptor layers can reach an active heterojunction 
(SubPc/C60) site to dissociate. C60 excitons have significant CT character and require strong 
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electronic coupling between neighboring molecules to diffuse.[86] This is in contrast to materials 
such as SubPc, which support Frenkel excitons that can diffuse via self-Förster transfer even 
through highly dilute or disordered films.[19] As previously shown by Bartynski et al., the 
introduced disorder from BCP intermixing disrupts the pathways for exciton transport in 
BCP:C60 blends even at low BCP concentrations.[85, 88] For this reason, we expect ηD to be 
markedly different for excitons originating in the neat SubPc and C60 layers; excitons in SubPc 
can sample the entirety of the heterojunction unhindered, while excitons in originating in C60 
must first diffuse through the mixed layer before dissociation. Hereafter, we consider ηD in the 
SubPc layer alone, as its diffusion can be easily characterized. Finally, as detailed in Section 
1.4.3, we take a purely phenomenological approach to assessing ηCT, using only the relative net 
rates of dissociation and recombination as a fitting parameter. 
2.2.3 Device performance 
The J-V behavior of PMHJ devices with varying ϕBCP at the heterojunction under dark 
and light conditions is depicted in Figure 2.6. For ϕBCP < 0.8, the shape of the light curves 
remain consistent, with a slight kink present under high forward-bias (V > 0.5 V) for only the 
highest BCP fractions (likely due to space-charge accumulation). The most profound effect of 
increasing ϕBCP is a rapid reduction in Jsc, while parameters such as the photoconductivity (Spc) 
and Rs remain constant at 0.7 – 0.8 mAV-1cm-2 and 1 – 3 Ωcm-2, respectively (Figure 2.7). From 
these observations, we can deduce that charge transport isn’t significantly affected by the 
inclusion of the 5 nm BCP:C60 layer at zero bias. Indeed, even devices with a neat BCP layer at 
the interface exhibit some residual photocurrent, which we attribute to charge tunneling and, to a 
lesser degree, transport through pinholes. Additionally, optical modeling of the absorption  
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Figure 2.6  Current density-voltage curves under (a) AM 1.5G illumination and (b) dark conditions for 
select devices. (c) Corresponding EQE spectra for devices over the entire range of ϕBCP. (d) The IQE 
values for the SubPc and C60 layers at their respective absorption peaks, measured under short-circuit 
conditions. 
spectra (Figure 2.5d) indicates a minimal loss in active layer absorption with BCP doping at the 
heterojunction. Thus the assumption that ηCC = 100% appears to hold valid in our PMHJs at zero 
applied bias, and any measured changes in Jsc are attributed to ηD and ηCT exclusively. In contrast 
to the Jsc, the Voc increases over 100 mV with BCP doping, reaching a maximum 1.21 ± 0.01 V 
at a ϕBCP of 0.7. We attribute this to the reduction in dark current[89] with increasing ϕBCP (Figure 
2.6b), resulting from a lowered rate of CT formation by free polarons.[34] 
  70 
 Representative EQE spectra are shown in Figure 2.6c for devices over the entire range of 
ϕBCP. While the SubPc peak at 580 nm initially remains constant, the C60 contribution at 450 nm 
is immediately reduced upon BCP incorporation. The trends are further clarified in Figure 2.6d 
by comparing the IQE values at their respective peaks to BCP concentration. Photocurrent 
contributions from C60 are linearly attenuated as ϕBCP increases from 0 to 0.7, at which point ηD 
in C60 becomes zero and the remaining photocurrent saturates at the value for Spc. This result is 
consistent with previous studies showing the effectiveness of BCP doping for exciton blocking 
and reflection from pure C60.[83, 85] 
In contrast, the SubPc IQE appears insensitive to ϕBCP up to 0.4, at which point it exhibits 
a nonlinear reduction reaching a similar value to that of C60 at ϕBCP = 1, which we attribute to Spc. 
It is important to note here that Equation (1.9) does not explicitly account for photoconductive 
contributions to EQE. As mentioned previously, the origin of Spc in OPVs remains a debated 
topic, with different studies ascribing it to bulk dissociation of excitons[41-43] or exciton-charge 
annihilation at the active/buffer layer interfaces.[44] This work assumes the former process, which 
is supported by the large Jsc contribution from Spc in the pure-BCP devices (ϕBCP = 1, Figure 
2.6a). In the case of exciton-charge annihilation, Spc would instead be a parasitic loss for 
photocurrent. To isolate the contribution to EQE from the junction, we subtract the IQE at ϕBCP = 
1 from the rest of the IQE data. 
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Figure 2.7  (a) Open-circuit voltage (Voc) and fill factor (FF) for all devices tested. The Voc exhibits a 
gradual increase with ϕBCP due to a reduction in dark current at high bias, while the FF shows a 
concomitant decrease as photoconductivity becomes the dominant source of photocurrent in the devices. 
(b) Both the Jsc and PCE exhibit a nearly identical trend with ϕBCP. (c) The Spc and Rs exhibit minimal 
change for all ϕBCP, indicating overall carrier transport remains unhindered and the parameter variations 
from (a) and (b) are dominated by effects at the heterojunction itself. 
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Figure 2.8  Schematic of the cAFM measurement, where holes injected into the SubPc layer via the 
anode recombine with electrons injected into the mixed layer at the SubPc/C60 heterojunction interfaces. 
Current is injection-limited from the tip, with BCP regions of the mixed layer (yellow) exhibiting a higher 
barrier and consequently lower current values. 
2.2.4 Imaging domains with conductive atomic force microscopy 
To correlate trends in device performance to morphology, we must first image the nanostructure 
of the mixed layer. We find that conventional AFM imaging provides no clear distinction 
between small molecules in the mixed layer. Instead, cAFM[90-93] is employed to differentiate the 
BCP domains from those of C60 (Figure 2.8). Since their energy levels and electrical properties 
are intrinsically distinct, the different phases can be resolved by cAFM by effectively mapping 
electron injection at the tip/organic interface (Figure 2.9). For these measurements, samples with 
the BCP:C60 layer exposed are kept in the dark while an electrical bias is applied between the 
ITO anode and a Pt:Ir coated AFM tip acting as a cathode. At sufficient positive bias, electrons 
injected from the tip into the C60 domains recombine at the heterojunction with injected holes 
from the anode, while BCP domains exhibit negligible injection current. We employ a relatively 
low positive bias (+2 V to +2.5 V) to resolve individual phases in the mixed BCP:C60 overlayer. 
This bias range was determined to optimize the signal-to-noise of our measurements while 
minimizing current tunneling through the film. At higher electrical bias, tunneling is observed to  
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Figure 2.9  (a) Example current histograms for cAFM measurements on samples with varying ϕBCP under 
positive bias. Current values (Itip) vary ~4 orders of magnitude, well above the background noise level. 
Initially the current distributions shift to higher values with the incorporation of BCP at the 
heterojunction, subsequently followed by a reduction in current at higher loading fractions. (b) Average 
injection resistance (Rinj) calculated from the peak Itip values across all samples. Scans were performed 
over 3 - 4 distinct regions of each sample. The trend in Rinj follows a simple Gaussian (solid line in b), 
resulting from injection into a variably broadened LUMO DOS (inset in b). Initially, as BCP is 
incorporated into C60-rich films, the introduced disorder reduces the average injection barrier from the 
crystalline (ΔC) to amorphous (ΔA) C60 domains. However for higher ϕBCP, the average LUMO DOS 
narrows and Δ increases again as BCP domains begin to regulate charge injection into the mixed layer. 
“bleach” the signal and minimal variation in current is observed across the scans.  
Our cAFM measurements not only allow us to resolve distinct phases in the mixed film, 
but also infer changes to the LUMO density of states (DOS) in the mixed layer due to disorder 
(Figure 2.9). The Pt:Ir tip used in this study possesses a workfunction of -5.4 eV, significantly 
lower than the LUMO level of either C60 (-4.2 eV) or BCP (-2.7 eV) relative to vacuum. Thus a 
large barrier (Δ) is established for charge injection into the Gaussian DOS of the molecules at the 
free surface. Our results are described by a Fowler-type injection mechanism, consistent with 
observations in other metal/organic systems.[38, 94] We observe a significant reduction in injection 
resistance (Rinj) by 2 orders of magnitude for ϕBCP < 0.4, indicating that the disorder introduced 
into the mixed layer at low BCP volume fractions effectively broadens the LUMO DOS in the 
C60 matrix by creating deep level traps. The DOS broadening persists even for BCP-rich films, as 
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the injection resistance does not saturate until ϕBCP = 1. This provides critical insight into the 
intermolecular coupling of the C60 aggregates in the mixed layer, as the DOS broadening will 
disrupt the wavefunction delocalization of CT states at the heterojunction.[28]  
2.2.5 Mixed layer morphology 
A representative current map is presented in Figure 2.10 for a sample with ϕBCP = 0.4 in the 
mixed layer and an applied bias of +0.2 V. As can be seen, regions of both high and low 
injection current are observed across the sample, exhibiting variations over two order of 
magnitude. To exclude current leakage through pinholes in the mixed layer as the source of 
current variations, scans at negative bias were taken for every sample (Figure 2.11). Over all 
measured films, 96 ± 5% of the BCP:C60 surface appears to be pinhole-free, confirming that the 
majority of observed current variation is due to charge injection into the mixed layer. 
To resolve individual domains within the mixed layer, a statistical filtering method is 
applied to the raw current maps obtained by cAFM. Since ϕBCP is known from deposition 
conditions, domains are assigned as BCP or C60 according to the cumulative distribution function 
(CDF) of the current histogram, with ϕBCP as the cutoff value. BCP exhibits a much higher 
electron injection barrier and orders of magnitude lower injection current for the Pt:Ir tip than 
C60 (Figure 2.9). Thus pixels with current values below the cutoff are assigned to BCP domains, 
producing a binary phase map (Figure 2.10c). The BCP:C60 layers exhibit a hierarchical 
nanomorphology typical of organic blends,[95] with domains ranging in size from tens to 
hundreds of nanometers. We analyze each binary image using the linear intercept method[96] to 
evaluate the distribution in domain size (Figure 2.10d). In all cases the domain sizes follow a 
Weibull distribution function, and the characteristic domain size for each phase is taken to be the  
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Figure 2.10  (a) Raw current map obtained for ϕBCP = 0.4 at an applied bias of +2 V exhibiting regions of 
both high and low injection current. (b) CDF of the raw current values in a used to process the image, 
with regions above and below the threshold of CDF = ϕBCP assigned to C60 and BCP domains, 
respectively. (c) Binary phase image extracted from a using the CDF in b exhibiting a hierarchical 
nanoscale morphology. (d) Measured domain size distribution of the C60 phases in (d) fit to a Weibull 
function, showing excellent agreement over all length scales. 
point where the probability distribution function (PDF) decays to 80% of its initial value (D80), 
as is common practice.[97] We observe a very clear exponential growth of D80 for both BCP and 
C60 versus composition (Figure 2.12): 
 D80 = D* ⋅exp A ⋅φ( )  (2.3) 
where D* and A are the critical nucleation size (minimum nanocrystal size) and growth factor, 
respectively. This indicates that domain growth occurs through quasiepitaxial nucleation during 
the deposition process[98] and not through spinodal decomposition as in many solution-processed 
material systems.[22, 76, 99] From the fits using Equation (2.3), we extract a D* of 6.9 nm and 5.8  
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Figure 2.11  (a) Example cAFM scan of the sample in Figure 3a (ϕBCP = 0.4) taken at a bias of -5V. Due 
to the high work function of the Pt:Ir tip, under high reverse bias holes from the tip can efficiently inject 
into any exposed SubPc from the underlying donor film. The dashed box indicates the noise-current 
region used for background subtraction to determine pinholes/voids in the BCP:C60 layer. (b) Histogram 
of the current over the entire image, with the current threshold for the background noise demarking 
current originating from voids and the BCP:C60 film. (c) Background-subtracted binary image of a 
indicating the voids in the scan. (d) Average surface coverage for all BCP:C60 measured in this study, 
with error bars indicating ±1 standard deviation. For each sample, scans were taken on 4 distinct regions. 
nm for BCP and C60, respectively. Additionally, we observe a much higher growth factor for C60 
than BCP (2.6 versus 2.2) and extrapolate a polycrystal grain size of 62 nm and 78 nm for neat 
BCP and C60 films, respectively. As shown recently by Bommel et al., the nucleation and growth 
of fullerene domains is a surface diffusion-limited process.[100] From the lower critical nucleation 
size and higher exponential factor of C60, we infer that BCP exhibits a higher surface diffusivity 
than C60. Thus BCP domain growth outcompetes fullerene domain growth during the deposition 
process. This is further reinforced by the shape parameter (less than unity) of the Weibull 
distributions, which implies a rapid quenching of domain growth after nucleation. 
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We note the binary phase maps extracted here are an approximation, as the cAFM tip 
radius (~20 nm) is incapable of molecular-scale resolution. However, since the domain sizes in 
BCP:C60 follow a known distribution, extrapolation to length scales below the tip radius is 
possible and enhanced resolution can be achieved. Additionally, the CDF filtering method 
assumes that the extracted morphology extends vertically through the mixed layer, and that 
scanned areas are sufficiently large to capture the global ϕBCP. Since the mixed layer itself was 
restricted to 5 nm thick (below the critical diameter for BCP and C60 nanocrystals) and each scan 
covered a relatively large 2 µm2 area, both assumptions should be appropriate. Considering the 
similarities in mechanical properties and atomic composition amongst many van der Waals 
bound small molecules and polymers, other methods such as energy-filtered transmission 
electron microscopy (EFTEM) or traditional AFM may not be able to resolve individual 
domains.[71] We expect the cAFM technique shown here to be a powerful and simple tool for 
morphological and compositional analysis in a wide range of blended organic thin films. 
 
Figure 2.12  Characteristic domain size of BCP and C60 phases as a function of ϕBCP and ϕC60 (= 1 - ϕBCP) 
displaying a clear exponential growth with increased volume fraction (Equation (2.3)). 
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Figure 2.13  (a) PL excitation quenching of SubPc films by a neat C60 film relative to an exciton-
reflecting BCP film. By comparing the numerically-calculated exciton quenching efficiency to the 
measured PL ratio (b), the LD is determined to be 14.0 nm. Measurements are averaged over 5 scans per 
sample, and error bars represent the propagated error from their standard deviations. 
2.2.6 Diffusion efficiency 
Having determined the active layer morphology and domain size dependence on composition, 
we would now like to relate this to device performance and exciton diffusion. First however, it is 
necessary to characterize the LD of the SubPc layer for reference. To measure the one-
dimensional LD out-of-plane, identical films of SubPc are deposited on glass substrates and 
capped by 5 nm of either BCP or C60 (Figure 2.13). Monochromatic light is used to excite the 
SubPc films over the visible absorption spectrum, and the photoluminescence (PL) is monitored 
at a fixed wavelength of 650 nm. As with the OPV devices, the exciton generation profile is 
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calculated via the transfer matrix method and coupled to the drift-diffusion model. The interfaces 
with glass and BCP are treated as exciton-reflecting, while the C60 interface is assumed to be 
perfectly quenching. By taking the ratio of the steady-state exciton population (C60) to the total 
generation rate (BCP), the PL ratio is fit to extract an LD of 14.0 nm. 
As shown schematically in Figure 2.14, we measure ηD of the donor layer through 
steady-state PL emission quenching. As can be seen in Figure 2.14c, the diffusion efficiency of 
the donor layer exhibits a slow decay until ϕBCP = 0.9. When compared to DBCP, ηD remains 
approximately constant until the domain size surpasses LD, at which point it follows a near-
exponential slow decay. Surprisingly, even when DBCP is more than 4·LD, the reduction in ηD is 
less than 50% of its initial value. This result can be understood as follows: what is often termed 
LD in OPVs is the one-dimensional, out-of-plane diffusion length for excitons. As the spatial 
degrees of freedom are increased for two- and three-dimensional diffusion, excitons are capable 
of traveling a greater distance by a factor of 2  and 3 , respectively (Inset in Figure 2.14c). 
The in-plane nanostructural variations at the SubPc/BCP:C60 interface break the uniaxial 
symmetry of the planar device, and thus reductions in diffusion efficiency follow a two-
dimensional trend. We find diffusion to the PMHJ can be accounted for with a very simple 
model, where in-plane and out-of-plane diffusion is accounted for independently: 
 ηD =ηD
in−plane ⋅ηD
out−of −plane  (2.4) 
with the in-plane diffusion length equivalent to 2 ⋅LD . By separating out the two components, 
ηD can be approximated by two one-dimensional calculations, drastically simplifying the analysis 
in systems with complex interfacial morphologies. The quality of the fit in Figure 2.14d 
indicates that the BCP domains are highly pure, as non-percolating C60 inclusions (electrically 
insulated but still capable of exciton quenching) would cause a significant deviation from the  
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Figure 2.14  (a) Schematic of the PL testing setup for characterizing ηD within the SubPc layer. Note the 
structure is identical to that measured via cAFM. (b) PL spectra of SubPc films with an exciton reflecting 
(pure BCP) or quenching (pure C60) interface. A reduction in PL intensity corresponds to CT at the 
heterojunction. ηD of excitons in SubPc to active C60 sites at the heterojunction as a function of (c) ϕBCP 
and (d) DBCP normalized to LD. An excellent match to the modeled diffusion (red line) is observed in (d) 
assuming a two-dimensional LD in-plane (inset in c). 
observed dependence on DBCP. 
To confirm the validity of Equation (2.4), we now derive a simple effective medium 
approach to quantify 2-dimensional diffusion in a neat organic film with periodic boundary 
conditions in-plane. We begin by evaluating the case of 1-dimensional diffusion and extend this 
analysis to the 2-dimensional system under consideration. For out-of-plane diffusion, the films 
and interface boundary conditions are assumed to be uniaxial. Assuming a uniform exciton 
generation profile, the average distance for an exciton to diffuse to the heterojunction interface is 
d = t / 2 , where t is the film thickness. This approximation of uniform exciton generation was 
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confirmed via transfer matrix modeling. In the case of a 2-dimensional system such as the 
SubPc/BCP:C60 bilayer, the boundary conditions at the heterojunction interface vary in-plane 
with a characteristic periodicity according to the domain size and volume fraction of BCP. 
Regions of the SubPc film underneath C60 domains exhibit 1-dimensional diffusion locally, 
however regions underneath BCP domains must diffuse laterally as well as out-of-plane to reach 
an active C60 site. Thus, when treated as an effective medium, the average overall diffusion 
distance is: 
 davg = dC60 ⋅ 1−φBCP( ) + dBCP ⋅φBCP  (2.5) 
where dC60 = t / 2  and dBCP is the volumetrically averaged diffusion distance to a C60 site from 
underneath a BCP domain of size DBCP (Inset in Figure 2.15). From davg we can now treat the 2-
dimensional system as effectively 1-dimensional, with an effective thickness teff = 2 ⋅davg  and a 
characteristic diffusion length of 2LD . Both the 1-dimensional and effective medium methods 
used here assume quenching at both interfaces, as MoOx has been shown to quench SubPc 
excitons. 
 Comparing the effective medium approach to the linear approximation (Equation (1.24)), 
the effective diffusion distance is shown to be nearly identical for DBCP > LD (Figure 2.15a). 
Below this point, variation of boundary conditions in-plane have minimal effect on diffusion 
efficiency, as excitons can freely sample the interface until a quenching site is encountered. Thus 
over the range of domain sizes measured in this study, we find a simple separation of diffusion 
efficiencies for in- and out-of-plane transport to be within experimental error to that predicted by 
the more rigorous effective medium approach. 
The above result directly confirms one of the most basic assumptions applied to mixed-
junction OPVs – that distributing the heterojunction in multiple dimensions drastically improves  
  82 
 
Figure 2.15  (a) Average effective diffusion distance (teff) to a C60 site for the SubPc volume contained 
under a BCP domain for varying DBCP (Inset). The dimensionality of the system is effectively reduced to 
one dimension, with a characteristic two-dimensional LD. This is compared to Equation (2.4), which 
assumes a linear relationship between DBCP and in-plane diffusion distance. Note that the linear method 
accounts for in-plane diffusion separate from out-of-plane diffusion, while the volumetric average 
accounts for both dimensions simultaneously. (b) The calculated diffusion efficiency (ηD) is comparable 
between both methods, well within the error of our measurements. 
ηD to dissociating interfaces. However, we show that the close proximity of the heterojunction to  
photogeneration sites in mixed-layer architectures is only part of the reason; two- and three-
dimensional distributions of the active layers improve the probability of excitons reaching a 
heterojunction interface due to geometric factors. This indicates in BHJs especially, domain sizes 
of well over 4·LD can be tolerated with a minimal reduction in IQE. Furthermore, the ability to 
separate in-plane from out-of-plane ηD requires the neat layer thickness be on the order of LD, a 
condition that is met in most OPV PMHJ devices. Thus, we expect the method embodied by 
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Equation (2.4) to be generally applicable for modeling excitonic transport at planar-mixed 
interfaces, as well as a simple optical technique for estimating domain size in-situ from PL 
measurements. 
2.2.7 Charge-transfer state dissociation efficiency 
Having independently measured ηD, we now consider the dissociation process at the 
heterojunction. By factoring out ηD from the Spc-corrected IQE, we can experimentally determine 
the ηCT for excitons reaching the heterojunction at zero bias (Figure 2.16). Plotted against DC60, 
a precipitous drop in dissociation efficiency is observed for domain sizes below ~43 nm, above 
which ηCT saturates at ~100%. By comparing the measured values of ηCT to those calculated 
using Equation (1.11), we are able to directly correlate nanostructure and the zero-field kinetics 
of the CT state (Figure 2.17). 
In devices with low ϕBCP, the ηCT magnitude is near 100% at zero bias, while variations 
are within the IQE measurement error. For these points, we consider the full bias-dependent 
photocurrent curve (Jph = Jdark – Jlight) to resolve the minor changes in kd0/kr (Figure 2.18). The 
voltage-dependent Jph is described by: 
 Jph V( ) = −q ⋅ηCT V( ) ⋅ JX − Spc ⋅ (Vbi −V )  (2.6) 
where JX is the exciton flux to the heterojunction. 
 JX =
Jsc − Spc ⋅Vbi
ηCT (V = 0)
 
 
(2.7) 
Thus exciton flux is calculated from the zero bias values of dissociation efficiency, the measured 
short-circuit current density, and the contribution to photocurrent production from 
photoconductivity at zero bias. The inclusion of the denominator in Equation (2.7) is necessary 
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to account for non-unity dissociation yield at zero bias. We assume for simplicity that a uniform 
field is maintained over a depletion region of width d encompassing the heterojunction: 
 E = V −Vbid  
 
(2.8) 
and use the series expansion of the first order Bessel function: 
 kd E( )
kd0
=1+ b+ b
2
3 +
b3
18 +...  
 
(2.9) 
 b = q
3E
8πεrε0kB2T 2
 
 
(2.10) 
along with Equations (1.11) and (1.15) to solve for the field-dependent ηCT. This yields ηCT and 
Jph as a function of bias using only three orthogonal fitting parameters: d, Vbi, and 
kd0
kr
. The first 
two terms determine the field experienced by the CT state, while the final term characterizes the 
competition between dissociation and recombination under zero-field conditions. 
Figure 2.18 displays the fits of Equation (2.6) to the Jph-V curves of devices with ϕBCP < 
0.3, calculated by the subtraction of the dark from light J-V curves (Figure 2.6a). However, 
devices with higher ϕBCP can not be accurately fit with Equation (2.6), as the contribution from 
photoconductivity dominates too much of the Jph-V curves to resolve changes to the junction 
current. Furthermore, above ϕBCP = 0.5 an additional kink is observed at positive bias, likely due 
to field-dependent band bending introduced near the heterojunction. Hence we employ Equation 
(1.11) to directly fit the ηCT measured at zero bias from the IQE (Figure 2.6d) and ηD (Figure 
2.14c) to the corresponding kd0kr
 (Figure 2.17a), assuming a fixed Vbi of 0.98 V and a depletion 
width of 50 nm (the nominal active layer thickness). Both methods are complementary; at values 
of kd0/kr > 1, dissociation is highly efficient at zero bias and a range of voltages are required to  
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Figure 2.16  ηCT at the heterojunction as a function of (a) ϕBCP and (b) DC60. The trend in b arises from an 
exponentially decreasing kd0/kr with C60 domain size (red line in b), indicative of a charge delocalization-
assisted dissociation process. 
track small changes to the CT state kinetics. Below this regime however, small changes to ηCT 
can be accurately discerned from the IQE while avoiding other voltage-dependent terms present 
in Jph-V scans. We further note that the Jph-V scans presented here are only an approximation of 
the bias-dependent photocurrent, while the lock-in measurement method of EQE is a direct probe 
of device photocurrent. 
As seen in Figure 2.17b, kd0/kr is exponentially dependent on DC60 in the BCP:C60 mixed 
layer. Above DC60 = 43 nm, kd0/kr begins to saturate as ηCT approaches 100%. This value 
represents an upper limit, as the broad distribution in observed domain sizes (Figure 2.11) 
indicates a large population of aggregates with sizes below DC60. However, comparison of the 
calculated ηCT to experiment (Figure 2.16b) shows an excellent correlation to within  
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Figure 2.17  (a) Calculated ηCT under short-circuit conditions as a function of kd0/kr and assuming a fixed 
internal field. (b) kd0/kr values as a function of C60 domain size, extracted from J-V and IQE 
measurements. Two distinct exponential regimes are observed at low (DC60 < 43 nm) and high domain 
sizes, indicating a critical size for efficient dissociation at zero bias. Solid lines in (b) are fit using a least-
squares method. 
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Figure 2.18  Example photocurrent (Jph) curves as a function of electrical bias are shown for the three 
lowest BCP loading fractions along with their calculated fits to the Equation (1.11). This data corresponds 
to the “J-V” points of Figure 2.17. 
experimental error. 
We conclude that although the C60 domains are capable of CT state formation below DC60 
= 43 nm (as confirmed by PL quenching measurements), recombination of the CT state  
progressively outcompetes its dissociation with lower domain size. This result is consistent with 
recent ultrafast spectroscopy experiments on a variety of polymer/fullerene BHJs, which have 
indicated the delocalization of the electron wavefunction in fullerene aggregates drives the 
efficient dissociation of the CT state.[28, 30, 35, 101-103] Our results provide further evidence that 
charge delocalization in CT states drives the dissociation process at steady-state in fullerene-
based devices. 
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2.3 Conclusions 
By confining the mixed layer morphology to two dimensions, we present a unique way to 
directly probe the heterojunction of OPVs, which is normally a buried interface. The ability to 
correlate nanostructural changes at the heterojunction to the individual steps of photocurrent 
generation allows us to quantify a systematic relationship between processing, structure, and 
performance of PMHJ and BHJ OPVs. We demonstrate that the morphology of vacuum-
deposited small-molecular blends such as BCP:C60 follows a surface-diffusion limited quasi-
epitaxial growth, consistent with observations in pure fullerene films.[100] This results in a 
hierarchical nanostructure in the mixed layer, with the sizes of aggregates exhibiting an 
exponential dependence on their corresponding molecular volume fraction. While such 
morphologies create a highly interconnected network through which charge transport is 
maintained,[85] the impact on photocurrent generation is demonstrated to be extremely sensitive 
to aggregate size. Specifically, we show that the relative dissociation rate of the CT state is 
exponentially dependent on the C60 domain size, DC60, which itself exhibits an exponential 
dependence on the C60 loading fraction, ϕC60. This result explains why vacuum-deposited small-
molecular BHJs employing fullerene acceptors must always be kept fullerene-rich, even though 
the absorption may benefit from higher donor loadings.[104] In contrast, most polymer:fullerene 
blends undergo spinodal decomposition during film formation[76] and display a linear 
dependence of domain size on composition,[99] thus we predict an exponential dependence of 
kd0/kr on ϕC60 and a higher tolerance for donor loading in polymeric OPVs, as is commonly 
observed. Furthermore the results here provide further evidence that photocurrent predominantly 
originates in the pure phases of BHJ devices, as only fullerene aggregates with strong 
intermolecular coupling will efficiently dissociate the CT state. Finally, our results confirm the 
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general assumption that volumetrically distributing the donor and acceptor layers in PMHJs and 
BHJs increases diffusion efficiency. This is accomplished not only through the close proximity 
of the heterojunction to photogeneration sites, but also through an increased probability for 
excitons to reach the two- or three-dimensionally distributed heterojunction due to geometric 
factors. Indeed, we predict that viable domains sizes can far exceed the one-dimensional LD 
without significantly reducing ηD. These new insights can guide the future rational design of 
OPV device morphologies and provide a deeper understanding of their impact on device 
operation. 
2.4 Future work 
The cAFM and PL methods presented in this Chapter provide new means for interrogating the 
structure of binary mixed layers. The use of cAFM, in combination with Kelvin-probe force 
microscopy for example, would enable the spatial correlation of the local DOS, morphology, and 
charge injection behavior with high resolution (~5 nm). Furthermore, deriving the composition-
dependent parameters of Equation (2.3) for a variety of molecular systems and substrates would 
provide insight into the growth and surface diffusion kinetics of small molecules as a function of 
intermolecular bonding and substrate surface energy. As for PL quenching, we anticipate this 
method to provide a simple and rapid means of estimating domain size in blended organic films 
using Equation (2.4). Using an isotropic film as a fluorescence probe, domains at the interface of 
an adjacent mixed layer can be interrogated from PL quenching measurements. With proper 
selection of the probe material, exciton quenching can be constrained to a single phase in the 
mixed layer. An accurate measurement only requires prior knowledge of the probe’s LD and the 
avoidance of significant Förster transfer to the mixed layer. Finally, while we have extrapolated 
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guidelines for device design from our two-dimensional PMHJ devices, a systematic extension of 
this work to small molecule BHJs would be the next logical step in developing a general process-
structure-performance relationship for mixed-layer OPVs. 
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Chapter 3 
Interface modification and exciton 
dissociation layers 
3.1 Background 
Interfaces are critical to the performance of organic photovoltaic devices. Apart from the organic 
heterojunction where dissociation occurs, interfaces at the anode and cathode often include 
additional layers to assist in charge injection/extraction and enhance the built-in field provided 
by the electrodes. On the cathode side of the device, buffer layers such as BCP are often 
employed to inhibit metal diffusion into the active layers during cathode deposition[85, 88, 105-108] 
and reduce exciton quenching by the conducting metal electrode through physical separation.[109] 
On the anode side, high work function transition metal oxides and conducting polymers such as 
MoO3 and PEDOT:PSS, respectively, are commonly used to improve Voc and FF.[110-115] 
While exciton behavior at cathode buffers (e.g. BCP) was studied previously, little 
attention until recently has been paid to anode buffers. In this chapter we will demonstrate that 
the presence of MoO3 quenches excitons in the adjacent layer and introduce a new concept, the 
exciton dissociation layer (EDL), for mitigating exciton quenching at the anode and significantly 
improving diffusion efficiency within devices without affecting absorption. By providing an 
additional interface for dissociation, the inclusion of an EDL creates a “cascade heterojunction” 
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(CHJ), which we will show to have superior performance to traditional planar heterojunction 
OPVs when properly engineered. 
3.1.1 Exciton blocking layers 
In the conventional device geometry, the anode is positioned on the substrate (typically ITO) and 
the cathode consists of a thermally evaporated metal film (typically Ag or Al). In small molecule 
organics especially, penetration of the metal occurs deep into the underlying organic layers 
forming metallic nanoparticle inclusions.[109, 116] In addition to the acceptor/cathode interface 
itself, these conducting metal clusters rapidly quench excitons in their vicinity and can cause a 
sharp drop in photocurrent production from the surrounding volume. Additionally, their presence 
can create electrical shorts through the device, reducing FF substantially. For these reasons, the 
concept of an EBL was introduced by Peumans et al., where a wide bandgap small molecule 
such as BCP is inserted below the cathode layer (Figure 3.1).[107, 117] The presence of the EBL, 
which is typically non-absorbing, shields the underlying active layers from metal penetration and 
 
 
Figure 3.1  (a) Metallic cluster (nanoparticle) inclusions form in the underlying organic layer during 
metal deposition. Incorporation of an EBL protects the underlying active layers from metal penetration. 
(b) Energy level diagram showing exciton quenching electrode interfaces and metal NP inclusions. 
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Figure 3.2  (a) Defect states induced in the EBL from metal deposition allow for barrier-free charge 
injection/extraction between the cathode and acceptor. (b) The larger bandgap of the EBL relative to the 
acceptor causes excitons to “reflect” from the interface during diffusion. 
physically separates the exciton population from the cathode interface. 
The direct effects of the EBL are twofold: the physical separation of the exciton 
population in the acceptor eliminates exciton quenching at the neighboring acceptor interface, 
and the confinement of metallic inclusions to the EBL reduces shorts through the device, 
improving FF. In the case of wide-bandgap materials such as BCP, the metal penetration into the 
EBL is advantageous, as it produces mid-gap defect states through which charges can be injected 
into (and extracted from) the LUMO of the acceptor layer (Figure 3.2).[105, 109] Otherwise, the 
larger EBL bandgap would introduce a substantial injection and extraction barrier for electrons. 
Due to the conductivity dependence on these metal-induced gap states, blocking layers such as 
BCP are typically constrained to 10 nm or less. Above this thickness, gap states do not extend 
throughout the film, and conductivity suffers. More recent work by Lassiter et al. has 
demonstrated EBLs with LUMO levels aligned to that of the acceptor, which provide a lower 
series resistance and improved FF for thicker layers.[106] However, due to uncertainty in energy 
level measurements and the requirement of LUMO matching to each specific acceptor material, 
the wide bandgap approach is more common. 
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As a consequence of eliminating quenching at the acceptor/cathode interface, the steady-
state exciton flux to the heterojunction increases significantly. Not only are excitons generated in 
the vicinity of the cathode contributing to photocurrent, but excitons diffusing towards the 
cathode are capable of being reflected and contributing to Jsc. Combined with its dual use as an 
optical spacer, which can improve the positioning of the optical interference maxima closer to 
the heterojunction, the overall impact of EBL incorporation is the improvement of ηD. 
3.1.2 Exciton quenching at the anode 
While the issue of exciton quenching at the cathode was solved early on with the introduction of 
cathode EBLs, anode quenching remained unaddressed until recently. As mentioned previously, 
transition metal oxides such as NiO and MoO3 (also denoted MoOx) or conducting polymers 
such as PEDOT:PSS are commonly used to increase the work function of the anode. It had been 
generally assumed that such films were exciton-reflecting, as they are not traditional metallic 
conductors.[113, 118] Recent work however has shown this not to be the case for either transition 
metal oxides[46, 84] (Figure 3.3) or conducting polymer films[119] (Figure 3.4). Indeed, it is a safe 
assumption that any conductor/organic interface will provide ample surface states for exciton 
quenching. 
 Ideally, the EBL concept could be extended to the anode side of the device. However, 
unlike cathode EBLs, there is no subsequent metal deposition step during device fabrication to 
enable conduction through a high bandgap layer at the anode side. Furthermore, it is unclear 
whether such an approach would produce deep level traps aligned to the HOMO of the donor 
layer – a requirement for efficient charge injection and extraction. Some limited success has been 
achieved using EBL/donor combinations with aligned HOMO levels, such as  
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Figure 3.3  Exciton quenching of (a) SubPc and (b) DBP and C70 by MoO3 films probed through PL 
quenching. The presence of MoO3 yields a drop in PL intensity, correlated with parasitic exciton 
recombination at the interface. [46, 84] 
 
 
 
Figure 3.4  PL quenching data for films of DBP on inert (glass) and quenching (PEDOT:PSS) substrates 
with (a) 1 nm, (b) 3 nm, and (c) 10 nm of TPTPA buffer excited at 530 nm. (d) Energy level diagram of 
the TPTPA/DBP bilayer and their corresponding molecular structures. [119] 
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tris{4-(5-phenylthiophen-2-yl)phenyl}amine (TPTPA) with tetraphenyldibenzoperiflanthene 
(DBP) as the EBL and donor, respectively (Figure 3.4).[119] This work demonstrated the large 
performance enhancements potentially afforded by an anode EBL: Jsc was increased from 5.82 ± 
0.08 mA/cm2 to 7.15 ± 0.25 mA/cm2 upon optimization, without affecting either FF or Voc. 
Additional studies have used various other small molecule EBL compounds at the anode, with 
varying success.[120-122] Just as in the case of LUMO-aligned cathode EBLs, the constraint of 
HOMO level alignment makes it difficult to find suitable buffer layers, and no single molecule 
can be applied as an anode EBL universally. However, recent work by Zimmerman et al. has 
shown phosphonic acid monolayers can function with a variety of donors on NiO.[123] 
3.1.3 Structural templating layers 
Polycrystalline small molecule films have the ability to template to an underlying organic layer 
through quasi-epitaxial growth.[124-134] This effect can be advantageous, as most organic 
molecules are tilted relative to the substrate in thin films, and the incorporation of a templating 
layer can force them to lie flat relative to the substrate. Such an orientation imposes the transition 
dipole of the molecular absorption bands in-plane, which can significantly enhance light 
absorption at normal incidence. However, the reorganization of molecules in a film can 
additionally affect its electrical and excitonic properties, particularly charge mobility and exciton 
diffusivity/lifetime. Preferential orientation of the molecules can increase the LD along the 
crystallographic axis. For example, a study by Lunt et al.[135] demonstrated a nearly fourfold 
increase in LD with crystalline order in PTCDA films. Additionally, the change in molecular 
orientation affects the intermolecular orbital overlap, modifying the polarizability, refractive 
index, and exciton lifetime. Typically in PL quenching studies of exciton diffusion, it is assumed 
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the active film morphology (and absorption) remains constant.[47] This enables the determination 
of the quenching/reflecting boundary conditions imposed by the neighboring layers along with 
the exciton LD. However, in the case of templating layers, this assumption may be invalid and LD 
determination, as well as boundary condition determination, is much more difficult. It is 
imperative when studying the effectiveness of anode buffer layers to account for such effects, as 
increases in absorption or LD from templating can be easily misconstrued as Jsc contributions 
resulting from reduced exciton quenching. 
3.2 Exciton dissociation layers 
3.2.1 Concept 
By introducing an entirely “passive” EBL that only reflects excitons, the net flux of excitons at 
the single heterojunction (SHJ) is increased only slightly, while a large portion of excitons 
generated nearest the EBL interface will still recombine parasitically in the bulk. As an 
alternative approach to the EBL, we introduce the concept of an exciton dissociation layer 
(EDL). The principal difference between an EDL and a conventional EBL is that the EDL 
material is chosen such that its HOMO and LUMO levels enable cascade-energy-level-
alignment[136-139] with the donor layer, facilitating exciton dissociation at the EDL/donor 
interface (Figure 3.5b). With the incorporation of such an EDL, the exciton concentration profile 
within the active layer remains identical to the profile in the case of quenching at the electrode, 
but instead of being lost to parasitic recombination, the excitons at the EDL/active layer 
heterojunction also contribute to photocurrent (Figure 3.6c). The second heterojunction operates 
in parallel (current additive) with the original junction, thus we term this a cascade 
heterojunction (CHJ) structure. In principle, by effectively decreasing the distance excitons need 
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to diffuse before dissociation, the EDL/donor heterojunction relaxes the requirement for long 
exciton diffusion lengths and improves the ηD and IQE of any adjacent layer. Note the CHJ is not 
to be confused with what are commonly termed “energy cascade” OPVs, in which one or more 
buffer layers act as a sensitizer by transferring their absorbed photons into the active layers 
through FRET.[140-143] Such devices only employ a single heterojunction, so they their operation 
is fundamentally different from CHJs. 
We validate the EDL concept by fabricating devices with N,N’-bis(naphthalen-1-yl)-
N,N’-bis(phenyl)-2,2’-dimethylbenzidine (α-NPD) inserted between SubPc and MoO3 in an 
archetypal SubPc/C60 heterojunction OPV cell. This approach increases the photocurrent 
contribution of SubPc by 66% (leading to a 27% enhancement in device Jsc), without changing 
the number of photons absorbed by SubPc. In other words, inserting the EDL substantially 
boosts the IQE of the SubPc layer. The EDL functionality is further confirmed with a rigorous 
physical model of EQE and IQE in CHJ structures. 
 
Figure 3.5  (a) Active molecules used within this study and their absorption spectra calculated from 
refractive index values measured by spectroscopic ellipsometry. (b) An energy level diagram for a 
SubPc/C60 device with an α-NPD EDL inserted between the SubPc and MoO3 layers. [46] 
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3.2.2 Theory 
The molecules used in this study and their respective absorption coefficients are shown in Figure 
3.5a. The reference device structure employed is an archetypal SubPc/C60 PHJ, which has been 
extensively characterized in the literature.[144, 145] In Figure 3.5b, an energy level diagram is 
shown for the devices under investigation.[146-149] Optical analysis (Section 1.5.2) shows 
negligible light absorption in the EDL, allowing us to isolate its ability to increase the IQE of 
SubPc. 
We first consider the physical model of an archetypal SHJ planar OPV cell as detailed in 
Section 1.5. At steady-state conditions, we can assume dρ/dt to be zero, allowing us to determine 
a numerical solution for the exciton population profile by imposing boundary conditions at the 
active layer interfaces (Figure 3.6c). For each case, we assume 100% dissociation at the 
SubPc/C60 heterojunction, consistent with standard practice.[26] Because BCP is a large bandgap 
EBL, the C60/BCP interface is treated as an exciton reflector (dρ/dx = 0 at the interface). In the 
case of a reflecting anode (e.g. EBL), the interface behaves identically and dρ/dx = 0. However, 
as the MoO3/SubPc interface has been shown to be exciton-quenching, we impose a zero value 
for the population density (ρ = 0). The same condition applies if an EDL is present, as the 
EDL/donor heterojunction also quenches excitons via the formation of CT states. Unlike the 
MoO3 interface however, exciton flux at the EDL/donor heterojunction contributes to the total 
photocurrent of the device; in its absence, the same exciton flux is instead lost to interfacial 
recombination. 
The integrated area under the two curves in Figure 3.6c represents the population of 
excitons lost to bulk recombination during diffusion. As can be seen, the introduction of an EDL 
significantly decreases bulk recombination over the EBL case, as more excitons are capable of 
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Figure 3.6  Modeled (a) electric field, (b) exciton generation, and (c) exciton population density profiles 
within the OPV device used in this study. Boundary conditions (which only affect the exciton population 
density) at the MoO3/SubPc or α-NPD/SubPc interface are shown for both perfect exciton reflection 
(dρ/dx = 0) and 100% exciton quenching or dissociation (ρ = 0). [46] 
reaching an active heterojunction, and ηD is subsequently improved. While it would appear that 
recombination is similarly reduced in the case of a quenching anode, this is in fact not the case. 
Although bulk recombination decreases relative to the EBL condition, it is directly offset by 
interfacial recombination at the anode, and the net recombination rate remains the same. 
However, the shift from bulk (EBL) to interfacial recombination (anode quenching) reduces the 
flux reaching the SHJ, and reduces ηD as a result. 
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In the device containing an EDL, a second heterojunction is operating in addition to the 
conventional donor/acceptor junction. To predict the EQE spectrum, we must make an 
assumption as to whether the two heterojunctions are operating as diodes connected in series or 
parallel. Previously, CHJs have been described in literature as individual diodes connected in 
series.[136, 139] However, our results indicate that while the layers themselves are spatially 
positioned in series, they behave electrically as parallel photodiodes. Due to their energy level 
alignment, charges dissociated from one interface experience a barrier-free transit to the 
electrodes, regardless of their position within the structure (Figure 3.5b). Thus our modeling 
treats the photocurrents from each junction as additive (electrically in parallel), with the caveat 
that there is negligible bimolecular recombination of non-geminate carriers within the bulk of the 
central device layers (consistent with previous findings for cascade devices with SubPc used as 
an ambipolar interlayer).[136] 
While our model focuses primarily on exciton and charge transport at short-circuit 
conditions, it is important to note that current injection under applied bias in a CHJ device will 
differ from current injection in a SHJ device. Although photocurrent extraction remains 
unimpeded, the extra heterojunction contributes an additional barrier to current injection that 
increases the total series resistance of each HJ in the cascade device over that in its SHJ 
counterpart. Additionally, in the case of strongly unipolar materials, internal layers can also 
become transport limiting and exhibit space-charge limited (SCL) current behavior. This non-
ideal case should result in a lower FF relative to the case of a SHJ device, due to a large 
difference in the internal electric field at each heterojunction. 
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3.2.3 Experiment 
Devices and samples were fabricated on commercially available ITO (Delta Technologies, Rs < 
15 Ω/ , 150 nm thick). Substrates were cleaned via heated (40 °C) sonication in detergent, 
water, acetone, trichloroethylene, and isopropanol, followed by boiling in isopropanol and 10 
min of UV-ozone treatment to remove carbon residues and increase the anode work function. 
Device layers were deposited via vacuum thermal evaporation (VTE) using an Ångstrom AMOD 
deposition system. Fabrication was performed in a glovebox filled by an inert nitrogen 
environment (<1 ppm O2 and H2O), and samples were only exposed to atmosphere during 
testing. To minimize degradation in atmosphere during testing, devices were deposited on three 
substrates simultaneously, so that one of each could be used for testing J-V, EQE, and 
absorption, respectively. Devices were kept in the glovebox until immediately before testing. 
All organic materials were purchased from Luminescence Technology Corp. and 
deposited with no further purification. SubPc, BCP, and α-NPD (all >99%) and C60 (>99.5%) 
were all sublimed grade. MoO3 (>99.99%) was purchased from Sigma Aldrich. Aluminum island 
electrodes were deposited through a shadow mask with a diameter of 1 mm, defining a nominal 
device area of 0.7865 mm2, and contacted by a thin gold wire for testing. 
J-V data for all devices were recorded using an HP 4156B precision semiconductor 
parameter analyzer. The cells were illuminated with a Newport solar simulator (model# 91191- 
1000) calibrated to AM 1.5 (100 mW/cm2) using an NREL Si reference cell (Model PVM233 
KG5). EQE was measured by directing a collimated beam of optically chopped light (185 Hz) 
from a halogen lamp coupled to a Newport 1/8 m monochromator (5 nm FWHM) incident on the 
sample. The photocurrent was measured using a Stanford Research Systems SR530 Lock-in 
Amplifier and compared to the output from a calibrated Si photodiode. Total absorption of 
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devices was measured using a Perkin Elmer Lambda 750 UV/Vis/NIR spectrometer. IQE was 
calculated by dividing EQE by experimental absorption at each wavelength. All device areas 
were measured using a Carl Zeiss Scope A.1 optical microscope and included explicitly in 
calculating EQE, Jsc, and PCE. 
PL quantum yield (QY) measurements were taken with a Photon Technology 
International QuantaMaster spectrofluorometer. Luminescence between 550 and 800 nm was 
measured in an integrating sphere under 530 nm (<10 nm FWHM) illumination from a Xenon 
lamp. All AFM measurements were performed on ITO-coated glass substrates using an Asylum 
Research Labs MFP-3D standalone system in tapping mode. XRD measurements were 
performed using a Rigaku Rotating Anode X-Ray Diffractometer in θ-2θ geometry with Cu-Kα 
radiation (wavelength of 1.5418 Å). Sample materials were deposited onto <100> Si. The SubPc 
control sample for XRD was annealed post-deposition for 15 min at 95 °C to induce 
crystallization. 
3.2.4 Results 
We first examine an archetypal SHJ SubPc/C60 device deposited on ITO, with MoO3 
implemented as a work function modifier (Figure 3.7). The Jsc is slightly lower than the highest 
reported values for the same material system, likely due to variances among labs in material 
purity and instrument calibration.[145] Because of these variations, a common practice is to fit LD 
of each active material to experimental EQE curves. Alternatively, LD can be treated as a 
constant material property (when morphology is consistent), allowing EQE fitting to be 
accomplished by modifying boundary conditions within the device. Using LD values from 
literature[48, 49, 150-152] (Table 3.1), we note that EQE curves with the best fit to experiment are 
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Figure 3.7  (a) Device structures for α-NPD/SubPc/C60, SubPc/C60, and α-NPD/SubPc OPV cells. (b) J-V 
data under 1-sun illumination for α-NPD/SubPc (squares), SubPc/C60 (triangles), and α-NPD/SubPc/C60 
(circles) devices. [46] 
 
 
 
Figure 3.8  For each device in Figure 3.7, experimental EQE data (solid lines) are compared to the model 
(dashed lines). [46] 
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consistent with exciton quenching at the MoO3/SubPc interface. The value of LD = 8.5 nm for 
SubPc deduced from our fits is consistent across all devices in this study and closely 
approximates SubPc diffusion lengths measured independently by Luhman et al.[48] and Lunt et 
al.[49] 
 To validate our hypothesis that α-NPD would enable exciton dissociation, we created a 
SHJ device with α-NPD acting as the donor and SubPc as the acceptor. Previous reports have 
shown that SubPc can act as an acceptor in SHJ devices or as both a donor and acceptor 
interlayer in CHJ devices.[136] The α-NPD/SubPc SHJ device (Figure 3.7a) exhibits a Jsc of 1.72 
mA/cm2, indicating that it indeed enables exciton dissociation and photocurrent generation. The 
majority of the photocurrent in the device is due to contributions from the SubPc layer, as 
indicated by the modeled and experimental EQE curves in Figure 3.8. Although the HOMO-
LUMO gap of the heterojunction is nearly equivalent to that of SubPc/C60 (1.8 eV vs. 1.9 eV, 
respectively), the device exhibits an unusually high Voc of 1.34 V. This Voc seems to indicate a 
higher kd0/kr of the CT state, likely due to a different molecular separation distance between 
SubPc and α-NPD as compared to SubPc and C60.[34] 
While SubPc is capable of transporting electrons, devices tested in this study appear to be 
electron transport-limited. Due to a low electron mobility (compared to hole mobility) in  
Table 3.1  Literature and fitted values of exciton lifetimes and diffusion lengths for active materials used 
in this study. [46] 
Material LD (Ref.) 
(nm) 
LD (Fit) 
(nm) 
τ (Ref.) 
(ns) 
τ (Fit) 
(ns) 
 
SubPc 7.7 [48], 8.0 [49] 8.5 <1 [49] 0.3 
C60 11 [151] 14 1.2 [150] 1 
α-NPD 5.1 [49] 5 3.5 [152] 5 
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SubPc,[73] the device exhibits SCL current behavior under forward bias, described by the Mott-
Gurney Law.[153] Because both α-NPD and SubPc exhibit high hole mobilities,[154] the device 
experiences a large drop in Rp due to photoconductivity,[43] resulting in a FF of 23.5%. Minority 
carrier mobility can be especially sensitive to material impurities, and the low electron mobility 
in our SubPc may be due to differences in impurity concentration from that used by Beaumont et 
al.[155] (Impurities affecting electron conductivity do not necessarily influence exciton diffusion.) 
The FF of this device may be improved either by choosing another acceptor material with higher 
electron mobility or by improving the electron mobility of SubPc via purification, doping, or 
molecular ordering. We note that when this junction is examined in the MoO3/α-NPD/SubPc/C60 
cascade device, the charge transport limitation is partially mitigated by a more favorable electric 
field profile. 
From Figure 3.8, it is clear that the addition of the 5 nm α-NPD layer to the SubPc/C60 
device substantially increases both EQE and Jsc. To further probe the transition from quenching 
 
 
Figure 3.9  Experimentally determined (a) J-V, (b) EQE, and (c) IQE data for glass/ITO/MoO3 (5 nm)/α-
NPD (x nm)/SubPc (13 nm)/C60 (36 nm)/BCP (10 nm)/Al (100 nm). Three α-NPD thicknesses are shown: 
0 nm (triangles), 2 nm (squares), and 5 nm (circles). Modeled EQE and IQE (dotted lines) are shown with 
three possible boundary conditions at the SubPc/MoO3 or SubPc/α-NPD interface: 100% quenching, 
exciton reflection (Single HJ), and 100% dissociation (Cascade). [46] 
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to exciton dissociation in these structures, we studied CHJ devices with a varying α-NPD EDL 
thickness from 0 to 5 nm. Because there is minimal optical cavity confinement within the device 
and the α-NPD layer is located furthest from the reflective cathode, increasing the α-NPD 
thicknesses from 0-5 nm has a negligible effect on the optical field profile within the active 
layers. Therefore, all noticeable effects on device performance can be attributed to interfacial 
properties at the SubPc/α-NPD junction. Figure 3.9 shows select J-V and spectroscopic 
characteristics of devices as the α-NPD thickness is increased, with each device demonstrating 
an EQE spectrum corresponding to modeled EQE for one of three boundary conditions at the 
SubPc/α-NPD or SubPc/MoO3 interface (quenching, exciton reflection, and exciton 
dissociation). With increasing α-NPD thickness, there is a notable increase in photocurrent as 
well as a concomitant decrease in the FF due to the Mott-Gurney behavior and low Rp of the α-
NPD/SubPc junction under illumination (Figure 3.10). Cnops et al. see a similar decrease in FF 
for thick SubPc layers used in CHJ devices, also attributing the drop to low charge carrier 
mobilities in SubPc.[136] The EQE contribution from the SubPc layer (peak at λ = 585 nm) 
increases with α-NPD thickness, as seen in Figure 3.10a. We observe a reasonable fit for the 
quenching boundary condition at the SubPc/MoO3 interface (Figure 3.9b). Note that while 
devices with 2 nm of α-NPD do approximate the modeled EQE with exciton reflection as the 
boundary condition at the SubPc/α-NPD interface, this would require a sudden and temporary 
change in the fundamental properties of the materials involved. Instead, it is more likely that at 2 
nm, coverage of the electrode by the EDL is incomplete, resulting in only partial exciton 
dissociation at the α-NPD, offset by parasitic quenching at the MoO3. The experimental EQE for 
the 5 nm α-NPD device is much higher than the predicted EQE for a SHJ device, corroborating 
the functionality of α-NPD as an EDL. If the two heterojunctions in the CHJ structure are 
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Figure 3.10  Dependence of (a) Jsc, EQE at λ = 585 nm, (b) Voc, FF, and (c) PCE on α-NPD layer 
thickness for a device comprising glass/ITO/MoO3 (5 nm)/α-NPD (x nm)/SubPc (13 nm)/C60 (36 
nm)/BCP (10 nm)/Al (100 nm). Error bars represent standard deviations calculated from a sample size of 
>8 devices. [46] 
treated as current-additive in the model, the fit is nearly perfect for the device with 5nm α-NPD. 
Experimental and modeled IQE plots (Figure 3.9c) are well matched, further confirming that the 
observed increase in Jsc is not due to changes in the optical field profiles or additional absorption 
from α-NPD, but rather from changes in boundary conditions at the SubPc/MoO3 or SubPc/α-
NPD interfaces. 
We observe a stable Voc in all devices versus α-NPD thickness (Figure 3.10b), in 
agreement with the assumption that both heterojunctions are operating in parallel, limiting the 
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Voc to that of the lowest-voltage (SubPc/C60) heterojunction. There is a steady increase in both 
the Jsc and EQE at λ = 585 nm versus α-NPD thickness, consistent with the creation of a 
conformal layer for exciton dissociation. AFM images of 5 nm MoO3 on ITO show a root mean 
squared roughness (Rrms) of 3.52 nm (Figure 3.11). Therefore, we expect that as the α-NPD layer 
thickness is increased from 0 to 5 nm, the substrate coverage becomes more complete, resulting 
in a monotonic increase in photocurrent. 
As the thickness of the α-NPD layer is increased, we note that while the average Jsc 
increases at a similar rate to that of the EQE at 585 nm, there is a small “jump” in the Jsc that 
occurs at 2 nm α-NPD. For the device with 2 nm α-NPD, the Voc also decreases. Because there is 
no visible trend in the Voc of each device from 0 to 5 nm α-NPD, and because J-V and EQE tests 
are performed on different devices and substrates, we assume these deviations to be due to small 
variations in material purity or work function of the ITO substrate, both of which could influence  
 
Figure 3.11  AFM images of (a) ITO/MoO3 (5 nm), (b) ITO/MoO3 (5 nm)/α-NPD (5 nm), (c) ITO/MoO3 
(5 nm)/SubPc (13 nm), and (d) ITO/MoO3 (5 nm)/α-NPD (5 nm)/SubPc (13 nm). (e) Grain size and Rrms 
values for each sample and (f) XRD scans of MoO3 (5 nm)/SubPc (13 nm) and MoO3 (5 nm)/α-NPD (5 
nm)/ SubPc (13 nm), as well as a crystalline control sample of 13 nm SubPc annealed for 15 min at 95 °C. 
[46] 
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Voc and Jsc (Table 3.2). 
Atomic force micrographs (Figure 3.11) show no discernible change in roughness of the 
SubPc layer with and without a 5 nm α-NPD spacer layer added. We see little change in the grain 
size or roughness of the SubPc layer (Figure 3.11e) deposited on different surfaces under our 
experimental conditions. Additionally, XRD shows no sign of induced crystallinity in SubPc, so 
the increase in EQE cannot be explained by an increase in LD due to templating in the SubPc 
layer. This confirms our assumption that changes to the EQE occur from modification of the 
boundary condition at the α-NPD/SubPc interface. 
Table 3.2  Champion solar cell performance data for the structure: Glass/ ITO/MoO3 (5 nm)/α-NPD (x 
nm)/SubPc (13 nm)/C60 (36 nm)/BCP (10 nm)/ Al (100 nm) under simulated 1-sun, AM 1.5G 
illumination. [46] 
α-NPD Thickness 
(nm) 
Jsc 
(mA/cm2) 
Voc 
(V) 
FF 
(%) 
PCE 
(%) 
 
0 3.94 1.08 61.5 2.61 
1 4.20 1.10 55.9 2.75 
2 4.67 1.08 54.4 2.74 
3 4.77 1.08 49.0 2.53 
4 4.74 1.08 52.3 2.67 
5 4.90 1.09 49.2 2.61 
ITO/MoO3 (5)/α-NPD (7)/ 
SubPc (27)/BCP (10)/Al (100) 
 
1.72 1.34 23.5 0.54 
3.2.5 Conclusions 
By introducing the EDL, an additional interface for exciton dissociation was created, resulting in 
a 66% increase in IQE and EQE of the SubPc layer and a 27% increase in photocurrent of the 
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device. Because the SHJ α-NPD/SubPc device exhibits a high Voc (1.34 V), the α-
NPD/SubPc/C60 device is able to maintain the 1.1 V open-circuit voltage of the SubPc/C60 
system. The observed decrease in FF (an inherent problem for CHJ devices with a thick SubPc 
interlayer) will need to be addressed in future work, likely by choosing a more ambipolar donor 
material or by improving the electron mobility of SubPc via doping and/or molecular ordering. 
 The EDL in this study is defined such that it improves the overall EQE of the OPV 
device, but it does so specifically by reducing diffusion losses in the adjacent active layer (i.e., 
absorption changes in the device are negligible). This makes the EDL-containing device different 
from energy cascade devices where multiple photon-harvesting layers are used - the EQE of a 
given device might be improved by adding a third absorbing layer in a CHJ geometry, but the 
IQE of the outermost absorbing layers will still be lower than if a transparent EDL were inserted 
between the electrode and outermost active layer. Furthermore, the EDL concept is not limited to 
the α-NPD/SubPc/C60 system, nor is it limited to the anode side of the device - adding an EDL to 
any planar OPV cell will substantially increase its IQE by preventing quenching at the electrode 
and reducing bulk recombination. The use of the CHJ architecture promises to be a viable 
alternative approach to BHJs for circumventing the trade-off between exciton diffusion and 
optical absorption efficiencies in OPV active layers. 
3.3 High fill factor cascade heterojunctions 
3.3.1 Introduction 
Having demonstrated the ability of the EDL to increase both diffusion efficiency and IQE, we 
now focus on improving the overall PCE output of devices employing an EDL (and cascade 
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heterojunction devices in general). For clarity, we first define some new terminology to describe 
CHJ architecture.  
In the simplest case, a planar CHJ employs a three-layer architecture consisting of a 
donor/interlayer/acceptor stack: the interlayer is sandwiched between two heterojunctions, 
enabling exciton dissociation on both the donor and acceptor sides, thereby reducing the distance 
excitons must travel before dissociating. This reduced diffusion distance can substantially 
increase the IQE of the interlayer, resulting in a higher EQE and overall device Jsc. Compared to 
BHJs, planar devices can offer nearly 100% ηCC, more straightforward optimization of optical 
absorption, and more refined control over individual layer morphologies.[156] Due to the nature of 
CHJ device design, it is also possible to broaden spectral coverage by using three (or more) 
active layers with absorption peaks in non-overlapping regions of the spectrum, providing an 
alternative or complementary approach to series tandem configurations. However, efficient 
charge collection in CHJs does not automatically translate to a high FF.[46, 136]  
Here we perform an extensive, highly systematic study of the EDL/interlayer/acceptor 
system to probe the underlying mechanisms that cause low FF in CHJ devices. By definition, the 
FF is a simple way of relating Jsc and Voc to the maximum power point: 
 FF = VMPPJMPPVocJsc
 
 
(3.1) 
where VMPP and JMPP are the voltage and current at the MPP, respectively. However, while FF 
can be a useful metric for describing device performance, it can be imprecise or misleading if 
both Jsc and Voc vary between the devices under consideration. We instead focus on the MPP for 
comparisons between devices with the understanding that if VMPP and JMPP are maximized, then 
FF and PCE will also be maximized. 
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We begin by evaluating the charge buildup in CHJs as a function of built-in field, and 
show a direct correlation between VMPP reduction, s-kink formation, and field inversion in the 
interlayer. We then perform a combinatorial study using 12 different EDLs coupled with SubPc 
or boron subnaphthalocyanine chloride (SubNc) as interlayers and use C60 as the acceptor. We 
demonstrate that the two active heterojunctions (which we term “subjunctions”) in the CHJ 
operate electrically in parallel,[46] with the maximum possible VMPP of the CHJ limited by the 
lowest VMPP of the two subjunctions. We then show that space charge accumulation from field 
inversion further reduces VMPP of a CHJ and is dependent on the energy offset between the 
HOMO levels (ΔEHOMO) of the EDL and interlayer. Finally we introduce general design 
principles for engineering CHJs with both high FF and enhanced PCE over single junctions, and 
demonstrate champion devices with up to 46% improvement in PCE and nearly 100% IQE in the 
interlayer with the introduction of a transparent EDL. 
3.3.2 Experiment 
HOMO levels for all interlayer and EDL materials were measured via cyclic voltammetry. Each 
material was dropcast from chloroform onto a 3 mm diameter glassy carbon working electrode. 
Using 0.1 M tetrabutylammonium hexafluorophosphate in acetonitrile as an electrolyte, samples 
were scanned at a rate of 0.1 V s-1 relative to an Ag/AgNO3 reference electrode with a Pt wire 
counter electrode. Scans were normalized to the onset of oxidation of ferrocene, taken as -4.8 
eV. The bandgap was estimated from the onset of absorption, and the LUMO level was 
calculated by adding the bandgap to the HOMO level.  
Devices were deposited on commercially available ITO (Delta Technologies, 150 nm 
thick, Rs<15 Ω/□). Substrates were cleaned via heated (40°C) sonication in detergent, water, 
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acetone, trichloroethylene, and isopropanol, followed by boiling in isopropanol and 10 minutes 
of ultraviolet/ozone treatment to remove carbon residues and increase the anode work function. 
Device layers were deposited through VTE using an Ångstrom AMOD deposition chamber. 
Fabrication and J-V testing was performed in a glovebox filled with an inert nitrogen 
environment (<1 ppm O2 and H2O). To minimize degradation in atmosphere during testing, 
devices were simultaneously deposited on three substrates, so that one of each could be used for 
testing J-V, EQE, and absorption. Only samples for EQE and absorption measurements were 
exposed to atmosphere. For EQE and J-V testing, aluminum island electrodes were deposited 
through a shadow mask with a diameter of 1 mm.  All device areas were measured using a Carl 
Zeiss Scope A.1 optical microscope and included explicitly in calculating Jsc, EQE, IQE, and 
PCE. All organic materials were purchased from Luminescence Technology Corp. and deposited 
with no further purification. SubPc, SubNc, BCP, and all EDL materials (>99%) and C60 
(>99.5%) were sublimed grade. MoO3 (>99.99%) was purchased from Sigma Aldrich and Al 
(99.9%) was purchased from Alfa Aesar.  
Device J-V data were recorded using an HP 4156B precision semiconductor parameter 
analyzer. The cells were illuminated with a Newport solar simulator (model# 91191-1000) 
calibrated to AM 1.5G (100 mW/cm2) using an NREL Si reference cell (Model PVM233 KG5). 
Impedance spectra were measured using a 10 mV AC voltage applied at 100 Hz over a swept DC 
bias with a Solartron Modulab 2100A under both dark and illumination. EQE was measured by 
directing a collimated beam of optically chopped light (185 Hz) from a halogen lamp coupled to 
a Newport 1/8m monochromator (5 nm FWHM) incident on the sample. The photocurrent was 
measured using a Stanford Research Systems SR530 Lock-in Amplifier and compared to the 
output from a calibrated Si photodiode. The spectrum of the solar simulator was measured with 
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an Ocean Optics USB2000 spectrometer and convoluted with the experimental EQE to 
determine the spectral mismatch factor for each device with respect to the AM1.5G spectrum 
(All mismatch factors were determined to be 1 ± 0.05).[157] Absorption in the completed devices 
was measured in reflection mode using a Perkin Elmer Lambda 750 UV/Vis/NIR spectrometer at 
an incidence angle of 7.5°. The absorption spectrum for each device was then compared to a 
transfer matrix optical model to confirm device layer thicknesses. IQE was calculated by 
dividing experimental EQE by modeled active layer absorption at each wavelength at normal 
incidence.  
The thicknesses and optical properties of all materials were measured using a variable 
angle spectroscopic ellipsometer (M-2000, J.A. Woollam Co.).  Measurements were performed 
in both transmission mode and reflection mode at angles of 55°, 65°, and 75° for each of the 
materials on a glass substrate. The film thickness and surface roughness were first determined by 
fitting the acquired ellipsometric angles Δ and Ψ to a Cauchy model over the wavelength range 
in which the material is transparent. The refractive index values were then determined by fixing 
the film thickness as well as surface roughness and parameterizing the material as a B-Spline 
layer. The wavelength range was gradually increased, in increments of 0.1 eV, until it included 
the entire measured spectral range. The resultant values were then verified to be Kramers-Kronig 
(KK) consistent.   
For hole mobility measurements, samples were fabricated with the structure 
ITO/PEIE(10 nm)/EDL(800 nm)/Au(80 nm). PEIE (0.4 wt% in methoxyethanol) was spin-
coated at 5000 rpm for 60 s and subsequently baked at 100°C for 10 minutes prior to VTE 
deposition of the EDL at 1 Å/s. Circular gold contacts were deposited at 1 Å/s and defined by a 
shadow mask. Time-of-flight measurements were performed using a nitrogen laser (VSL337 
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from Newport) with a wavelength of λ = 337.1 nm, an intensity per pulse of ~120 µJ, and a pulse 
duration less than 4 ns, for photo-generation of charge carriers in the films (illuminated through 
the ITO substrate). A Keithley 2400 SourceMeter was used to apply constant voltage over 
devices, with the ITO cathode under positive bias to prevent charge injection. The current 
transients were then amplified using a FEMTO DLPCA-200 low noise current amplifier and 
recorded with a Tektronix TDS3052C digital oscilloscope. 
3.3.3 Space charge accumulation and field inversion 
There are two common sources of space charge accumulation in OPVs: charge accumulation due 
to poor (non-Ohmic) electrode injection, and space charge accumulation at organic-organic 
interfaces.[158-160] To rule out contact effects at the electrode as a source of the observed s-kink 
behavior in CHJs, we begin by considering the capacitance of a SHJ with different workfunction 
anodes: 
Anode/SubPc (11)/C60 (27)/BCP (10)/Al (100) 
Where the anode was either untreated ITO or UV-ozoned ITO with a 5 nm MoOx buffer layer. 
For the bare ITO devices, the anode surface was left untreated (no UV-ozone) to maintain its 
workfunction at 4.3 eV, which is identical to that of the Al cathode. Thus the built-in field should 
be negligible, assuming no strong interfacial dipoles exist at the electrode/organic contacts. 
 Device capacitance was measured through impedance spectroscopy in the dark and under 
AM 1.5G illumination. As can be seen in Figure 3.12a, we observe very different performance 
between the two electrodes. For the ITO/MoOx devices, a typical capacitance-voltage (C-V) is 
obtained where C is fixed at the geometrical capacitance (Cg) until high forward-bias, at which 
point injected charge accumulation in the active layers with increasing quasi-Fermi level offset  
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Figure 3.12  (a) C-V curves of a SHJ device with (blue) and without (red) charge selective contacts. Solid 
lines indicate scans taken under illumination. In the ITO/MoOx device, a clear transition is observed 
between the geometric (Cg) and chemical capacitance (Cµ) regimes. (b) Mott-Shottky plots for both 
devices as measured in the dark. Extrapolation of the linear regions to zero provides a measure of the Vbi 
within devices. 
causes the chemical capacitance (Cµ) to increase exponentially.[161] In contrast, the untreated ITO 
devices exhibit an asymmetrical Cµ under both forward- and reverse-bias. This indicates the 
anode is not charge-selective; it injects electrons into the adjacent SubPc layer effectively even at 
low reverse bias. Furthermore as there is negligible Vbi between the two electrodes, the applied 
field is not opposed by an internal field (Figure 1.21), and the onset of Cµ occurs close to zero 
bias. As a result, the Cg is not observable in the bare ITO devices. 
By fitting the linear portion of the Mott-Shottky curves (C-2-V) in the dark (Figure 3.12b) 
it is possible to extract the Vbi for each device from the x-intercept.[162] As anticipated, the 
untreated ITO devices exhibit a low Vbi of 0.021 ± 0.002 V, while the inclusion of UV-ozone 
treatment and a MoOx buffer increase this value to 0.780 ± 0.007 V. Although there is a 
negligible built-in field and the devices exhibit poor charge selectivity, this does not create an s-
kink or a non-Ohmic contact to the SubPc layer. As a result, a high FF is maintained between 
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both device sets, with the untreated anode producing a lower Voc and VMPP but similar Jsc (Figure 
3.13a). 
Unlike the SHJ devices however, a markedly different J-V behavior is observed using a 
CHJ architecture (Figure 3.13b). Devices with the structure: 
Anode/TPTPA (5)/DBP (10)/SubPc (13)/C60 (30)/BCP (10)/Al (100) 
were fabricated, with DBP acting as a donor for the SubPc interlayer. A range of UV-ozone 
treatment times (0 s, 30s, 1 min, 2 min, 10 min) were used to vary the bare ITO workfunction, 
while MoOx and PEDOT:PSS were also used as high-workfunction buffer layers. UV-ozone 
treatment has been previously shown to increase the oxygen termination of the In atoms at the 
ITO surface and remove adsorbed carbon residue, yielding an increase in workfunction up to 4.9 
eV.[163-165] In the CHJ structure, decreasing Vbi has little effect on the Voc output of the cells. 
Instead, the VMPP appears to decrease along with Vbi as photocurrent production is progressively 
shut off at lower bias. Also dissimilar from the SHJs tested, a large Vbi of 0.603 ± 0.084 V is 
produced from devices with untreated ITO (Figure 3.14b), and charge selectivity appears to be 
maintained. This is likely due to the formation of a strong interfacial dipole at the ITO/TPTPA 
interface, increasing the Fermi level at the anode. Most importantly, we observe the formation of 
two distinct capacitance peaks in CHJ devices at voltages below the onset of Cµ (Figure 3.14a). 
These peaks are produced only under illumination; in the dark, the C-V curves saturate at the Cg 
value in the same voltage range. To the best of our knowledge, this behavior is unique to CHJs 
and is indicative of the internal processes occurring within the device. We ascribe the two peaks, 
which we fit to Gaussian distributions, to photocurrent-supplied space charge accumulation at 
the two subjunctions. As has been modeled in detail previously,[160] the introduction of an 
energetic barrier to charge injection (e.g. ΔEHOMO at the donor/interlayer interface) can produce 
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Figure 3.13  Current density-voltage curves of (a) SHJ devices and (b) CHJ devices with varying anode 
treatments. In the SHJ devices, Vbi is shown to predominantly affect the Voc, while the Vmpp is most 
affected in the CHJ architecture. 
 
 
 
Figure 3.14  (a) C-V curves of CHJ devices with high (blue) and low (red) Vbi provided by the anode. In 
both cases, two additional capacitance peaks are observed under illumination (solid lines), which we 
attribute to space charge buildup at the two subjunctions. (b) Mott-Shottky plots for both devices under 
dark conditions. 
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field inversion in the interlayer at biases below Vbi (Figure 3.15). The lower field at the two 
heterojunctions then causes a premature shutdown of the CT dissociation process. This field 
inversion is not anticipated to be symmetric about the two subjunctions, hence we expect one to 
be more sensitive than the other, depending on active layer properties such as charge mobility 
and the value of ΔEHOMO itself.[46] Furthermore, as the Vbi of the contacts determines the internal 
field at zero bias, any reduction in Vbi serves to reduce the applied bias at which field inversion 
will occur. 
Indeed, we observe the first peak to be highly sensitive to the Vbi over the entire range 
tested (Figure 3.16). As this correlates to the voltage range where the majority of photocurrent is 
suppressed, and the SubPc/C60 subjunction is responsible for most of the photocurrent production 
(as confirmed through modeling), we attribute this peak to charge accumulation at the SubPc/C60 
interface. The second peak at V ~ 1.1 V is attributed to the DBP/SubPc subjunction, whose 
current output appears to be less sensitive to the magnitude of the built-in field. The FWHM and 
height of the two peaks appear independent of the Vbi, further indicating this phenomenon is not 
due to the Cµ of injected charge carriers. While this behavior does not appear to manifest in 
SHJdevices (Figure 3.12), we expect it does occur at higher biases. However, in most cases it 
appears the range at which junction capacitance should contribute in SHJ devices is masked 
within the Cµ regime. Through a combination of field inversion and a suppressed dark current 
characteristic of CHJ devices,[89] junction capacitance peaks are observable in the materials 
system studied here. For additional reference, the complete list of parameters measured for SHJ 
and CHJ devices can be found in Table 3.3. 
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Figure 3.15  Schematic band diagrams of (a) CT dissociation in a CHJ at short-circuit conditions (V = 0), 
(b) at VMPP, where flat-band conditions have not been met, and (c) field inversion at Vbi due to the 
introduced hole-injection barrier with energy ΔEHOMO. [89] 
 
 
 
Figure 3.16  (a) Location of the capacitance peaks corresponding to space charge accumulation at the (1) 
SubPc/C60 and (2) DBP/SubPc subjunctions as a function of Vbi. A linear dependence is fit to the first 
peak voltage (V(1)) with high confidence, while the second peak voltage remains constant (the third data 
point is an outlier). No appreciable Vbi-dependence is observed in the (b) magnitude or (c) FWHM of the 
two subjunction capacitance peaks. 
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Table 3.3  Solar cell parameters extracted from C-V and J-V measurements of both SHJ and CHJ devices 
with varying anode surface treatments. Nominally 6 or more devices were measured per sample (data in 
parentheses are standard deviations). 
Anode Vbi (V) VMPP (V) Voc (V) Jsc (mAcm-2) FF (%) PCE (%) 
SHJs 
      ITO 0.021 0.149 0.210 4.258 54.25 0.487 
 
(0.002) (0.009) (0.013) (0.082) (1.12) (0.049) 
ITO/MoOx 0.780 0.884 1.039 3.804 67.46 2.667 
 
(0.007) (0.005) (0.003) (0.038) (0.20) (0.033) 
CHJs 
      ITO 0.603 0.308 0.979 4.881 18.87 0.919 
 
(0.084) (0.048) (0.081) (0.309) (2.41) (0.251) 
ITO (30 s) 0.706 0.406 1.142 5.349 22.83 1.402 
 
(0.096) (0.029) (0.040) (0.239) (1.57) (0.199) 
ITO (1 min) 0.834 0.460 1.204 5.293 25.63 1.638 
 
(0.108) (0.035) (0.016) (0.195) (2.46) (0.222) 
ITO (2 min) 1.052 0.587 1.189 5.853 35.02 2.436 
 
(0.008) (0.005) (0.020) (0.096) (0.62) (0.035) 
ITO (10 min) 1.030 0.551 1.221 5.636 31.84 2.192 
 
(0.069) (0.029) (0.009) (0.124) (2.02) (0.178) 
ITO/MoOx 1.120 0.573 1.200 5.417 34.21 2.224 
 
(0.006) (0.005) (0.002) (0.088) (0.25) (0.033) 
ITO/PEDOT:PSS 1.144 0.591 1.217 5.894 34.48 2.473 
 
(0.015) (0.006) (0.004) (0.053) (0.33) (0.016) 
 
3.3.4 Material selection and device design 
Having demonstrated the origin of VMPP loss in devices, we now take a combinatorial approach 
to finding empirical design criteria to mitigate PCE loss in CHJs. Twelve different 
triphenylamine derivatives are used in this study as EDLs, selected based on their high hole 
mobilities, transparency in the visible spectrum, and HOMO levels varying from ~4.9 eV to ~5.5 
eV. Figure 3.17 depicts a schematic energy level diagram and the molecular structure for all 
materials used.[146-148] In Figure 3.18 we show the absorption coefficients for each material, with  
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Figure 3.17  Energy levels and molecular structures for all materials used in the combinatorial study. 
HOMO levels of EDL and interlayer materials were measured using cylic voltammetry, and bandgap 
energies were estimated from the absorption onset. The prospective EDL materials were chosen such that 
their HOMO levels ranged semicontinously from approximately 4.9 eV to 5.5 eV. The two interlayers 
were chosen based on their differences in VMPP when in SHJ configurations with C60. [89] 
only the interlayers and C60 acceptor having absorption peaks in the visible spectral region. The 
two interlayer materials were chosen primarily due to their different characteristic VMPP when 
paired with C60 in a SHJ configuration. As demonstrated below, the EDL/interlayer VMPP often 
limits the CHJ VMPP, so choosing a reference SHJ with a lower VMPP can help match the VMPP 
between the EDL/interlayer and interlayer/C60 subjunctions. 
To correlate trends in performance to charge transport, we used the time-of-flight method 
to measure the hole mobility of select EDL materials (Figure 3.19a). The remaining mobilities 
were taken from time-of-flight measurements reported in literature.[166-169] In Figure 3.19b, we 
plot the room-temperature zero-field hole mobilities (Equation (1.1)) of each EDL material 
versus its HOMO level energy; from this plot, there is a clear trend between µh0 and the HOMO 
level. To the best of our knowledge, this is the first study to show such a correlation. We 
hypothesize it arises from dependence of both HOMO levels and mobility on the phonon modes 
and charge delocalization of the molecular orbitals. This is an important observation, as we must  
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Figure 3.18 Absorption coefficients for the active materials used in the combinatorial study, 
corresponding to (a) the absorbing acceptor and interlayers molecules and (b,c) the transparent EDL 
molecules as determined by spectroscopic ellipsometry. [89] 
 
Figure 3.19  (a) Field-dependence of hole mobilities for select EDLs, fit to the Poole-Frenkel relation 
(Equation (1.1)). (b) Comparison of the zero-field mobilities to HOMO level, with colored squares 
indicating measured values and empty squares taken from the (time of flight) literature. [89] 
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confirm that trends correlating VMPP changes to ΔEHOMO do not, in fact, erroneously arise from 
mobility variations. For further reference, HOMO levels and mobility parameters are provided in 
Table 3.4. 
MoO3 was used as an anode buffer layer in all SHJ and CHJ devices employing SubPc as 
an active layer. While MoO3 quenches excitons in SubPc and other common OPV materials, its 
high work function is necessary for sustaining the ~1.1 V open-circuit voltage of SubPc/C60 
devices (Figure 3.13a). Moreover, MoO3 causes virtually no changes to the optical field profiles 
within the device, unlike other commonly used buffer layers such as PEDOT:PSS.[170] Because 
MoO3 is not required for the lower Voc (~0.8 V) of SubNc/C60 devices, it was not used in any 
devices employing a SubNc/C60 heterojunction. However, MoO3 was used for all EDL/SubNc 
SHJ devices. The choice of high workfunction contacts ensures the devices are not Vbi-limited 
(Section 3.3.3), hence all following trends in device performance are shown to be independent of 
the anode. 
 
Table 3.4  Mobility parameters for all EDL materials, as determined by time-of-flight measurements. 
Mobility values taken from literature are noted. All other mobility values and HOMO levels were 
measured in this study. [89] 
Material HOMO Level (eV) μh0 (cm2 V-1 s-1) γ (cm V-1)1/2 Source 
TcTa 5.46 7.56E-02 5.62E-04 [169] 
BPAPF 5.35 - - - 
α-NPD 5.32 4.80E-04 5.30E-04 [167] 
HMTPD 5.29 2.50E-03 -4.30E-03 This work 
TPTPA 5.25 3.60E-03 2.90E-03 [168] 
TAPC 5.17 7.90E-03 8.81E-04 [166] 
NPB 5.17 2.39E-04 8.30E-04 This work 
TPD 5.14 8.622E-04 -6.632E-04 This work 
DMFL-NPB 5.04 - - - 
MeO-TPD 4.97 - - - 
m-MTDATA 4.90 3.478E-05 1.700E-03 This work 
2T-NATA 4.87 2.100E-05 8.028E-04 This work 
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3.3.5 Single heterojunction performance 
Considering the subjunctions of a CHJ act electrically in parallel (current-additive),[46] we now 
investigate how this impacts their J–V characteristics. In series-connected tandem structures, the 
JMPP of the complete device will be limited by the lowest JMPP of its subcells following 
Kirchoff’s law.[171] Analogously, the VMPP of a CHJ device will be limited by the lowest VMPP of 
its constituent, electrically-parallel subjunctions. Due to CHJ device geometry, it is difficult to 
measure the VMPP of each subjunction in situ. However, it is instead possible to estimate the VMPP 
of each subjunction by measuring their J–V characteristics in separate SHJ configurations. These 
concepts are illustrated in Figure 3.20a, where equivalent circuit diagrams are provided for each 
SHJ device and the CHJ device comprised of the two corresponding subjunctions. Experimental 
J–V curves for a CHJ (TAPC/SubPc/C60) and its corresponding SHJs are shown in Figure 3.20b, 
with a star marking the maximum power point for each device. From this plot, we can see that 
the VMPP of the EDL/interlayer subjunction will limit the theoretical maximum VMPP of the CHJ 
device. However, due to field inversion and space charge accumulation (Figure 3.15), the CHJ is 
often lower than predicted. Measured parameters for all SHJs and CHJs tested in this study can 
be found in Table 3.5 and Table 3.6 for devices employing SubPc and SubNc, respectively. 
 To provide an estimate for their subjunction performance in a CHJ, reference SHJ 
devices were fabricated with the following structures: 
ITO/MoO3 (5)/EDL (10)/SubPc or SubNc (30)/ BCP (10)/Al (100) 
ITO/MoO3 (5)/SubPc (13)/C60 (36)/BCP (10)/Al (100) 
ITO/SubNc (8.5)/C60 (36)/BCP (10)/Al (100) 
We find that charge transfer occurs for EDL/interlayer interfaces with ΔEHOMO as low as 0.02 
eV. Some may find this result surprising, as it was assumed for many years that the energy level 
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offset at the heterojunction provides an energetic driving force for charge transfer, and offset 
values of Eg - ΔEHL > 0.3 were assumed necessary.[172] However, in light of recent developments 
indicating CT formation is entropically-driven, this constraint is not a requirement.[35, 173] 
Furthermore, the ΔEHOMO values reported here serve only as an estimate, as the HOMO levels 
measured are bulk values, and interfacial dipole formation at the heterojunction may increase 
their offset. Our results are supported by other recent findings that materials exhibiting Eg - ΔEHL 
values as low as 0.06 eV are sufficient to drive CT formation and function as heterojunctions.[174] 
All EDL/interlayer SHJs tested exhibit high Jsc values (over 1.5 mA/cm2), consistent with model  
 
Figure 3.20  (a) Schematic energy level and circuit diagrams for CHJ devices. The characteristic 
performance of each subjunction can be estimated by considering the J–V curves of corresponding SHJ 
devices. (b) Characteristic experimental J–V curves of an EDL/interlayer SHJ, an interlayer/C60 SHJ, and 
an EDL/interlayer/C60 CHJ. The MPP for each device is marked by a star. From the two SHJs, it is clear 
the VMPP of the EDL/interlayer will limit the maximum VMPP of the CHJ device. [89] 
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Figure 3.21  J-V curves for (a) TcTa/SubPc SHJ, SubPc/C60 SHJ, and TcTa/SubPc/C60 CHJ devices; and 
(b) BPAPF/SubNc SHJ, SubNc/C60 SHJ, and BPAPF/SubNc/C60 CHJ devices. [89] 
 
 
 
Figure 3.22  (a) Voc of every EDL/interlayer SHJ device in this study versus ΔEHL. Error bars were 
calculated as one standard deviation of measurements from at least six devices, but are too small to show 
up in the plot. (b) Simulated VMPP for a SubPc/C60 SHJ as a function of the “effective” CT binding energy, 
EB. Inset: Normalized calculated Jph-V for varying EB. [89] 
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Figure 3.23  Experimental and modeled absorption spectra of (a) SubPc/C60 and (b) SubNc/C60 CHJ 
devices. [89] 
predictions and indicating efficient CT dissociation occurs (Figure 3.21). However, as observed 
previously with the α-NPD/SubPc system (Section 3.2.4), the EDL/Interlayer single junctions 
also exhibit significant photoconductivity and subsequently low FFs (~30%). Of particular 
interest however is their Voc output, as shown in Figure 3.22a. 
By comparing the Voc to the ΔEHL, an average effective “binding energy” of the CT state 
can be approximated (Section 1.4.4), equivalent to the average voltage lost during the 
dissociation process. As previously discussed, many CT states are delocalized and not 
Coulombically-bound (EB = 0), however the relative proportion of localized CT states shifts the 
average EB of the system. We observe a net increase in the effective EB with increasing ΔEHL 
(lower ΔEHOMO), as a higher fraction of polarons become electrostatically bound in localized CT 
states. A linear trend in EB has been previously shown by Zhang et al.,[175] and can be attributed 
to a reduction of the energetic width of delocalized CT states accessible to excitons reaching the 
heterojunction (“B-W” in Figure 1.18a).[30] Qualitatively, this increase in the effective binding 
energy will cause a net reduction in the VMPP produced by the subjunction (Figure 3.22b).[34] 
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Thus, a balance must be struck between the need to minimize ΔEHOMO and charge buildup and 
the need to maximize the VMPP output of EDL/interlayer subjunction (Section 3.3.5). 
 In the case of the SubPc/C60 and SubNc/C60 SHJs, we observe a VMPP of 0.89 V and 0.59 
V, respectively, with efficiencies of ~2.7 % (Figure 3.21). A high FF ~65% is produced in both 
devices, and a close match between optical modeling and measured device reflectivity indicates 
the validity of the refractive indices used (Figure 3.23). These two device sets represent the 
reference standard for all CHJs in this study, as the introduction of a 5 nm EDL produces no 
change to their optical absorption. 
3.3.6 Cascade heterojunction performance 
In CHJs, injected holes and electrons could in principle recombine at either the EDL/interlayer 
heterojunction or the interlayer/acceptor heterojunction. In practice, however, asymmetric 
injection barriers and carrier mobilities will force recombination to preferentially occur at one of 
the subjunctions, which will in turn determine the overall diode behavior of the CHJ.[172, 175] For 
devices in this study, and the majority of CHJs shown previously in literature, phthalocyanines 
have been used as the interlayer, resulting in a large mismatch between interlayer hole (µh) and 
electron (µe) mobilities. Because µh > µe for most phthalocyanines, recombination of injected 
charges will preferentially occur at the interlayer/acceptor interface. Recombination at that 
interface is favored even more if the electron injection barrier from the acceptor into the 
interlayer (ΔELUMO) exceeds the hole injection barrier from the EDL into the interlayer 
(ΔEHOMO), as is the case for devices in this study with ΔEHOMO < 0.2 eV (Figure 3.15c). 
 If recombination occurs at the interlayer/acceptor interface, we must then consider the 
effect of ΔEHOMO, specifically its impact on CHJ VMPP as a consequence of space charge  
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Figure 3.24  The effect of ΔEHOMO on the J–V performance of CHJ devices. (a–d) The CHJ device 
structure, J–V, normalized photocurrent, and dark current for devices using SubPc as the interlayer. (e–h) 
The same data for devices using SubNc as an interlayer. [89] 
accumulation and field inversion.[160] In Figure 3.24, we show how ΔEHOMO can affect J–V 
performance by varying the material used for the 5 nm transparent EDL. The black dashed line 
in each plot represents the reference interlayer/C60 SHJ device without an EDL. The onset of s-
kink behavior is most apparent in Figure 3.24c,g, where we normalize the photocurrent for each 
device to its Jsc. This provides a useful metric for the shape of the device curve regardless of the 
Jsc and more clearly illustrates changes to the s-kink behavior. Furthermore, we note that the dark 
current at Voc is 10 – 100× lower in the CHJs than in the SHJ reference device. Lower dark 
currents at biases close to Voc indicate a decrease in recombination of injected charges at the 
dominant heterojunction, providing further evidence for a buildup of holes at the EDL/interlayer 
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interface. If injected holes are unable to reach the interlayer/C60 interface, they cannot recombine 
with injected electrons and contribute to dark current. 
 Figure 3.25a plots the normalized VMPP of each CHJ against ΔEHOMO, with the 
normalization factor (f) defined by:  
 f = 1min VMPPEDL/int,VMPPint/C60( )
 
 
(3.2) 
where f is the inverse of the minimum VMPP of either subjunction operating in the CHJ. 
Remarkably, the data collapse onto a universal linear trend: 
 f ⋅VMPPCHJ =1.08− 0.78 ⋅ ΔEHOMO  (3.3) 
with the caveat that the cascade VMPP will not exceed the VMPP of either subjunction. This result 
indicates that for ΔEHOMO < 0.2 eV, the CHJ is primarily limited by the lowest subjunction VMPP 
and operates purely as a set of parallel diodes. However, for ΔEHOMO > 0.2 eV, the hole injection 
barrier becomes significant enough to shut down photocurrent production before Voc is reached, 
decreasing VMPP below that of either subjunction. This 0.2 eV threshold is consistent with what 
has been shown in bilayer organic light-emitting diodes, where efficient hole injection into the 
electron transport layer occurs only when ΔEHOMO is less than 0.1–0.3 eV.[176-178] Thus, Figure 
3.25a encompasses the critical parameters that will determine the MPP (and PCE) of a CHJ 
device. From the plot, we conclude that for a high efficiency CHJ, the VMPP of each subjunction 
must be closely matched and ΔEHOMO between the EDL and interlayer should be kept below 0.2 
eV. Finally, from comparing the two contour plots (Figure 3.25b,c), we can see that a much 
lower EDL/interlayer VMPP is required to achieve the maximum VMPP in the SubNc CHJ as 
compared to the SubPc CHJ. In many cases, the simplest route to a high-performance CHJ 
device may be choosing a base device system with higher Jsc and lower Voc or VMPP. By “trading”  
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Figure 3.25  (a) A plot of each CHJ VMPP normalized by the minimum VMPP of its constituent subjunctions 
versus ΔEHOMO (Equation (3.2)). Beyond ΔEHOMO ~ 0.2 eV, the CHJ VMPP is reduced due to progressive 
field inversion (Equation (3.3)). Error bars represent standard deviations calculated from six or more 
devices. (b,c) Contour plots of simulated VMPP for CHJ devices with SubPc and SubNc interlayers, 
respectively, according to Equation (3.3). Experimental data points (circles and triangles) for CHJ devices 
are plotted and colored corresponding to measured VMPP values. [89] 
Jsc for VMPP, the PCE of the reference SHJ device can remain high, while lowering the necessary 
VMPP of the EDL/interlayer subjunction in the CHJ.  
We note that the HOMO levels of the EDL and interlayer materials were obtained via 
cyclic voltammetry on individual materials. Within the devices, however, the HOMO levels and 
offset energies could conceivably vary due to band bending or intermixing at the active layer 
interfaces. Therefore, as with the estimation of each subjunction’s VMPP from the VMPP of its SHJ 
counterpart, the measured energy levels provide an approximate value that can be used for 
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predicting CHJ device performance. It is likely that the variations in energy levels and VMPP of 
each subjunction within the CHJs account for some of the data spread seen in Figure 3.25a. 
Since µh is correlated with ΔEHOMO (Figure 3.19), we also varied the EDL thickness for 
each CHJ device set from 5 nm to 10 nm to deconvolve any effects the two properties may have 
on device performance. Because the injection barrier remains constant regardless of EDL 
thickness, any changes in performance versus thickness could be attributed to mobility 
differences in the EDL layer. The normalized VMPP for both sets of CHJ devices can be seen in 
Figure 3.26a. While the EDL thickness variation introduces an additional spread to the data set, 
the trend remains consistent. Furthermore, as can be seen from Figure 3.26b, there is no clear 
trend in VMPP as a function of EDL thickness. In fact, some CHJ devices experience an increase 
in VMPP with a thicker EDL layer. While the physical reasons for variations in CHJ performance 
versus EDL thickness warrant further investigation, they are outside the scope of this study. 
However, we conclude that any effects due to changes in mobility are secondary to ΔEHOMO. 
Recently, Cnops et al. suggested that the Voc of CHJs should be limited by the energy 
levels of the outermost active layers.[179] This limitation on the Voc would occur due to the 
additional losses in energy as the free charges are extracted from the device. In Figure 3.27, we 
plot the Voc of each CHJ versus the HOMO-LUMO offset between the EDL and acceptor layers, 
and indeed show that the Voc can be limited by the outermost active layers. In the CHJ devices 
employing a SubPc interlayer, we observe a crossover point around 1.45 eV (ΔEHOMO = 0.35 
eV), above which the Voc remains relatively constant, and below which the Voc decreases 
monotonically with HOMO-LUMO offset. A similar transition is inferred at ~1.18 eV (ΔEHOMO 
= 0.48 eV) for devices with a SubNc interlayer, however the limited data below this value makes 
it more approximate. Critically, any limitations in Voc only occur for very small HOMO-LUMO  
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Figure 3.26  (a) Plot of the normalized VMPP for CHJs with EDL thicknesses of 5 and 10 nm. (b) The 
difference in normalized VMPP for CHJs with 5 nm and 10 nm EDL thicknesses vs. the zero-field hole 
mobility of each EDL material. Because there is no clear dependence of VMPP on EDL thickness, we 
conclude that the effects of mobility variation on VMPP are either negligible or secondary. [89] 
 
 
Figure 3.27  The Voc for each CHJ device versus HOMO-LUMO offset of the EDL and C60 layers, 
respectively. The Voc of CHJ devices increases initially upon insertion of an EDL due to a decrease in the 
dark current. As the HOMO-LUMO offset decreases, the Voc of the CHJs remains relatively constant until 
it becomes limited by Equation (3.4). [89] 
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offsets (large ΔEHOMO values). Conversely, for larger HOMO-LUMO offsets, the CHJ devices 
actually exhibit an increase in Voc compared to the reference interlayer/C60 SHJ, which we 
attribute to a decrease in dark current (Figure 3.24d,h). The black dotted line in Figure 3.27 
represents:  
 qVoc = ΔEHLEDL/C60 − 0.3  (3.4) 
indicating that the maximum possible Voc of the CHJs is limited by HOMO-LUMO offset 
between the outermost layers of the CHJ and reduced by an effective binding energy of ~0.3 eV  
for the total structure (consistent with that of the SubPc/C60 and SubNc/C60 SHJs). Since a 
majority of photocurrent in the CHJ is generated at the interlayer/C60 interface,[46] it is not 
surprising that the effective EB of the CHJ is close to that of the interlayer/C60 subjunction.  
As demonstrated by the EDL/SubNc/C60 devices, CHJs with interlayer/acceptor 
subjunctions exhibiting high recombination losses can employ donor layers with a larger 
ΔEHOMO before Voc begins to drop. However, as we have already established that ΔEHOMO should 
be kept to less than 0.2 eV to minimize charge injection barriers in the devices, properly 
designed CHJs will not be Voc-limited. Instead, CHJ operation can substantially reduce 
recombination losses and bring the Voc closer to the theoretical maximum.  
3.3.7 Champion device performance 
In Figure 3.28, we show the champion device results for CHJs using either a SubPc or SubNc 
interlayer. Both data sets are compared to the reference interlayer/C60 SHJ devices, which are 
plotted with dashed lines. Impressively, the IQE of the SubNc interlayer within the cascade 
approaches 100%, meaning that nearly all photogenerated excitons in the SubNc are converted to 
  137 
electrical current, and ηD is near-unity within the interlayer. Furthermore, the VMPP of the SubNc 
CHJ is insensitive to the insertion of a 5 nm TAPC EDL between the ITO anode and the SubNc 
layer, while the SubPc CHJ still exhibits a large drop in VMPP. Consequently, the FF of the 
SubNc/C60 SHJ (62%) is largely maintained in the TAPC/SubNc/C60 CHJ (58%), whereas the FF 
of the TcTa/SubPc/C60 CHJ (44%) is decreased significantly compared to the SubPc/C60 SHJ 
reference (67%). This makes empirical sense: since ΔEHOMO is less than 0.2 eV in both cases, the 
VMPP of each CHJ should be limited to the minimum subjunction VMPP. In the case of the SubPc 
interlayer, the TcTa/SubPc subjunction outputs 0.63  0.01 V while the SubPc/C60 subjunction 
outputs 0.89  0.01 V. Hence the overall VMPP of the CHJ is restricted to 0.63  0.01 V. On the 
other hand, the VMPP of each SubNc subjunction is closely matched (0.63  0.01 V for the 
TAPC/SubNc and 0.59  0.01 V for SubNc/C60), leading to an overall CHJ VMPP = 0.60  0.01 
V. The final result is an observed 46% improvement in PCE for the SubNc CHJ over the 
reference SHJ device, purely through an improvement in ηD and consequently Jsc. 
 
 
Figure 3.28  (a) J–V curves, (b) EQE, and (c) IQE of optimized CHJ devices and the corresponding 
reference SHJ devices with no EDL. In the SubNc interlayer, the peak IQE is >99%. The pronounced s-
kink behavior in the SubPc CHJ is due to the limiting VMPP of the TcTa/SubPc subjunction. [89] 
 
  138 
 
 
 
Table 3.5  Performance parameters for SHJ and CHJ devices utilizing SubPc in this study. Standard 
deviations, as calculated from at least six different devices, for Voc, Jsc, FF, PCE, and VMPP were all less 
than 3%, 11%, 6%, 12%, and 4%, respectively. [89] 
Device ΔEHOMO (eV) 
Voc 
(V) 
Jsc 
(mA cm-2) 
FF 
(%) 
PCE 
(%) 
VMPP 
(V) 
SubPc/C60 SHJ - 1.04 3.9 67 2.74 0.89 
TcTa/SubPc SHJ 0.05 1.41 1.5 21 0.44 0.63 TcTa/SubPc/C60 CHJ 1.11 5.8 44 2.81 0.63 
BPAPF/SubPc SHJ 0.17 1.42 1.3 20 0.38 0.63 BPAPF/SubPc/C60 CHJ 1.15 5.7 41 2.70 0.61 
α-NPD/SubPc SHJ 0.20 1.35 1.9 23 0.60 0.65 α-NPD/SubPc/C60 CHJ 1.13 5.7 43 2.76 0.63 
HMTPD/SubPc SHJ 0.23 1.38 1.4 21 0.40 0.62 HMTPD/SubPc/C60 CHJ 1.11 5.7 42 2.69 0.62 
TPTPA/SubPc SHJ 0.27 1.33 3.1 38 1.58 0.82 TPTPA/SubPc/C60 CHJ 1.03 5.3 51 2.79 0.68 
TAPC/SubPc SHJ 0.34 1.30 1.9 27 0.65 0.69 TAPC/SubPc/C60 CHJ 1.10 5.8 38 2.42 0.55 
NPB/SubPc/SHJ 0.35 1.32 1.9 28 0.71 0.71 NPB/SubPc/C60 CHJ 1.12 6.0 38 2.60 0.57 
TPD/SubPc SHJ 0.38 1.26 2.0 30 0.77 0.72 TPD/SubPc/C60 CHJ 1.08 5.8 36 2.25 0.52 
DMFL-NPB/SubPc SHJ 0.48 1.17 1.9 31 0.65 0.64 DMFL-NPB/SubPc/C60 CHJ 0.97 5.6 34 1.85 0.46 
MeO-TPD/SubPc SHJ 0.55 1.14 1.6 34 0.62 0.69 MeO-TPD/SubPc/C60 CHJ 0.93 5.1 39 1.86 0.49 
m-MTDATA/SubPc SHJ 0.62 1.08 1.2 24 0.33 0.51 m-MTDATA/SubPc/C60 CHJ 0.79 4.4 23 0.80 0.30 
2T-NATA/SubPc SHJ 0.65 1.07 2.0 33 0.70 0.62 2T-NATA/SubPc/C60 CHJ 0.89 5.2 28 1.31 0.35 
       
 
 
 
  139 
Table 3.6  Performance parameters for SHJ and CHJ devices using SubNc in this study. Standard 
deviations, as calculated from at least six different devices, for Voc, Jsc, FF, PCE, and VMPP were all less 
than 2%, 9%, 7%, 10%, and 3%, respectively. [89] 
Device ΔEHOMO (eV) 
Voc 
(V) 
Jsc 
(mA cm-2) 
FF 
(%) 
PCE 
(%) 
VMPP 
(V) 
SubNc/C60 SHJ - 0.75 5.9 62 2.76 0.59 
BPAPF/SubNc SHJ 0.02 1.08 5.1 30 1.64 0.62 BPAPF/SubNc/C60 CHJ 0.84 8.0 47 3.18 0.54 
α-NPD/SubNc SHJ 0.05 1.08 4.7 29 1.50 0.60 α-NPD/SubNc/C60 CHJ 0.86 8.0 53 3.59 0.59 
TPTPA/SubNc SHJ 0.12 1.09 5.1 29 1.63 0.60 TPTPA/SubNc/C60 CHJ 0.86 8.2 51 3.65 0.57 
TAPC/SubNc SHJ 0.19 1.11 5.2 30 1.73 0.63 TAPC/SubNc/C60 CHJ 0.85 8.3 58 4.05 0.60 
NPB/SubNc/SHJ 0.20 1.11 5.6 34 2.10 0.67 NPB/SubNc/C60 CHJ 0.84 8.2 50 3.46 0.54 
TPD/SubNc SHJ 0.23 1.00 1.9 25 0.48 0.51 TPD/SubNc/C60 CHJ 0.86 7.2 44 2.70 0.52 
DMFL-NPB/SubNc SHJ 0.33 1.05 4.0 29 1.21 0.60 DMFL-NPB/SubNc/C60 CHJ 0.87 7.9 41 2.79 0.49 
MeO-TPD/SubNc SHJ 0.40 1.04 3.1 28 0.93 0.57 MeO-TPD/SubNc/C60 CHJ 0.91 7.4 33 2.21 0.45 
m-MTDATA/SubNc SHJ 0.47 1.06 4.9 32 1.63 0.63 m-MTDATA/SubNc/C60 CHJ 0.91 8.2 23 1.74 0.38 
2T-NATA/SubNc SHJ 0.50 0.94 1.8 27 0.44 0.51 2T-NATA/SubNc/C60 CHJ 0.77 5.2 28 1.12 0.38 
       
3.3.8 Conclusions 
We have shown that CHJ architectures are viable options for high-efficiency planar 
OPVs, primarily due to their nearly 100% IQE within the interlayer. To ensure high fill factor, 
the VMPP of each subjunction must be matched and the HOMO level offset between the EDL and 
interlayer should be < 0.2 eV. This ensures that space charge accumulation in the active layers 
does not prematurely shut off photocurrent production from either subjunction. Using these 
empirical design rules, we demonstrated a 46% increase in the PCE of a SubNc/C60 planar device 
by introducing a transparent EDL between SubNc and the ITO anode (from 2.8%  0.2% to 
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4.1%  0.2%). By introducing the 5 nm layer of TAPC, the IQE of the SubNc layer increased 
from 66% to >99% at its peak while maintaining a high FF.  
3.4 Future work 
Although the PCE was significantly enhanced in CHJ devices employing an EDL, Jsc 
could be improved further through increased active layer absorption. Because the presence of 
two heterojunctions relaxes the tradeoff between absorption and exciton diffusion, the interlayer 
thickness can be increased to optimize absorption and EQE. Some material combinations are 
more suitable for this than others; Verreet et al. recently showed that replacing C60 with 
hexachlorinated SubPc allowed the SubNc layer thickness to increase upwards of 20 nm.[37] 
Furthermore, by using a smaller bandgap material in place of the transparent EDL to increase 
spectral coverage, device Jsc should increase without any additional drop in Voc, VMPP, or FF. 
Because the CHJ devices have such high IQE, they are also ideal candidates for use as sub-cells 
in series-connected tandems, potentially allowing for high efficiency OPVs comprising six or 
more active layers with complementary absorption peaks. 
Furthermore, the impedance spectroscopy work presented here presents the opportunity 
to directly probe steady-state recombination at each subjunction. By registering intensity-
dependent changes in the junction capacitance, new insights into space charge accumulation, 
dissipation, and field inversion in CHJs can be drawn. As such processes occur at buried 
interfaces, few other techniques provide the ability to directly probe polarons in the CT state 
under steady-state conditions. 
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Chapter 4 
Plasmonic absorption enhancement 
4.1 Background 
In OPVs and organic photodetectors (OPDs), surface plasmon polaritons (SPPs) have been 
explored for their enhancement of optical fields and large scattering cross-sections, both of 
which can give rise to significant absorption enhancement on- and off-surface plasmon 
resonance (SPR).[180, 181] Such SPP modes have an extremely high optical density of states, 
exhibit high spatial confinement due to their evanescent character, and can efficiently couple to 
absorbers in the near-field.[182] Due to the strong confinement of SPP modes, optical coupling at 
SPR provides not only an effective means for improving absorption but also the ability to 
transduce optical signals in photonic circuits.[183-185] Typically, plasmonic OPVs and OPDs 
employ metal nanoparticles[57, 116, 186-191] or nanostructured electrodes[192-197] exhibiting localized 
surface plasmon resonance (LSPR) to improve active layer absorption. While enabling optical 
field enhancements, however, the inclusion of metallic nanostructures can produce unintended 
consequences such as free carrier trapping, exciton quenching, and morphological changes, 
which limit the overall performance enhancement.[188, 198-201] Thus, while absorption can easily 
be improved through LSPR coupling, efficient extraction of the additional generated charges to 
photocurrent remains a challenge. 
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 In this chapter, we present an alternative approach to improving absorption in OPVs (and 
OPDs) using SPP coupling in a planar metallic nanocavity. By positioning the plasmon-
supporting interfaces external to the active organic layers, we are able to avoid many of the 
drawbacks inherent to embedded nanoparticles. Through both experiment and simulation, we 
demonstrate large enhancements of both the absorption and EQE at SPR across the entire visible 
spectrum, without affecting the exciton diffusion efficiency. 
4.1.1 Drude model 
Electrons in the conduction band of a metal, unlike those in tightly-bound covalent or ionic 
materials, are free-flowing and distributed throughout the volume. This “sea of electrons” can be 
physically described as a free electron gas (FEG), or plasma, with a characteristic plasma 
frequency (ωp). The bulk plasma frequency represents the natural resonance frequency of the 
electrons, and for noble metals such as Au or Ag it exists at optical frequencies in the visible 
spectrum. To first order, ωp can be approximated using the Drude model[202]: 
 
ω p =
nq2
mε0
 
 
(4.1) 
where n is the free electron density, q is the elementary electron charge, m is the effective mass 
of electrons, and ε0 is the free-space permittivity. Using the Drude formalism, the relative 
frequency-dependent permittivity of a metal can then be described by: 
 
εr ω( ) =1−
ω p
2
ω 2 +γ 2
+ i ω p
2γ
ω ω 2 +γ 2( )
 
 
(4.2) 
where γ is the dampening factor of the metal defined by: 
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γ =
nq2
mσ  
 
(4.3) 
and σ is the DC conductivity of the metal. In most cases such as noble metals, γ << ωp and the 
imaginary component of Equation (4.2) is neglected. As is apparent from Equation (4.2), light 
incident on a metal at frequencies below ωp are strongly attenuated, while above ωp the metal 
becomes transparent to electromagnetic radiation. Below ωp, the collective oscillatory response 
of the FEG is more commonly known as a “plasmon”. Multiple types of plasmon modes exist in 
metals, which can be divided into those confined to the bulk of the material and plasmons at the 
surface of the metal. This chapter focuses on the latter, termed “surface plasmons,” and their 
unique ability to confine and focus electromagnetic radiation to subwavelength volumes near the 
metal surface to enhance absorption in the neighboring medium. 
4.1.2 Surface plasmon polaritons 
In all cases, surface plasmons are evanescent fields confined to the metal surface. They exhibit 
an exponential decay in intensity with distance from the metal/dielectric interface with a 
maximum in optical field intensity at the interface itself. When the metal surface is flat and 
effectively unbounded, such collective oscillations freely propagate as both a photon (polariton) 
mode in the neighboring dielectric medium and as out-of-plane oscillations in the FEG, in what 
are termed “surface plasmon polaritons” (SPPs). SPPs can be stimulated for any frequency below 
the characteristic surface plasmon frequency, assuming proper matching of the incident light 
wavevector. In contrast, metals with a surface texturing or nanostructuring on the order of the 
wavelength of light exhibit quantized resonance modes, which are termed “localized surface 
plasmons” (LSPs). Figure 4.1 shows a cartoon depicting the two types of surface plasmon mode. 
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SPPs follow a dispersion relation typical of waveguided modes. In the simplest case of a 
metal/dielectric interface with semi-infinite media on both sides, the dispersion relation can be 
approximated by the solving Maxwell’s equations for an electromagnetic plane-wave 
propagating in the x-z plane with an electric field: 
 !E = E0 exp i kx xˆ + kzzˆ −ωt( )( )  (4.4) 
 where kx and kz are the plane-parallel and plane-perpendicular components of the electric field’s 
wavevector (k) relative to the interface. Recall that the polarization of such fields is denoted 
“transverse-magnetic” (TM), as the magnetic field component of the photon is maintained 
parallel to the metal-dielectric interface (in the +y direction). Conversely, a “transverse-electric” 
(TE) polarization describes an electromagnetic wave whose electric field is maintained in-plane 
(e.g. in the +y direction for a wave propagating in the +x/-z plane). However, no SPP modes can 
be stimulated in the TE polarization, as the electric field is incapable of driving oscillations of 
the FEG out-of-plane in this orientation. 
 
 
Figure 4.1  (a) Conversion of a TM-polarized electromagnetic (EM) wave to a propagating SPP mode at 
a semi-infinite metal/dielectric interface. (b) Generation of the fundamental dipolar LSP resonance in a 
conducting metal nanoparticle in a non-conducting dielectric medium, stimulated by an incident EM 
wave. 
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The solution to the dispersion relations for TM-supported SPP modes is then solved by 
the following boundary conditions: 
 ε1kz12 +ε2kz22 = 0  (4.5) 
 kx2 =
ε1ω
2
c2 − kz1
2 =
ε2ω
2
c2 − kz2
2  
 
(4.6) 
due to the continuity of Maxwell’s relations between the dielectric (medium 1) and metal 
(medium 2). As can be seen in Equation (4.6), the in-plane wavevector kx remains constant 
across the interface. Solving these two sets of equations yields the dispersion relation: 
 
kx =
ω
c
ε1ε2
ε1 +ε2
!
"
#
$
%
&
1/2
 
 
(4.7) 
 as plotted in Figure 4.2a for a Ag/air interface. The real (n) and imaginary (k) components of 
the Ag refractive index, !ε = n+ ik( )2 , are displayed in the inset with the refractive index of air 
assumed to be 1. The SPP dispersion curve asymptotically approaches an infinite kx near the 
surface plasma frequency, ωsp =ω p 1+ε1( )−1/2 , where there exists a discontinuity in the response 
 
Figure 4.2  (a) Dispersion curve calculated for a semi-infinite Ag/air interface, also showing the light line 
for air (kx = ω/c). (b) Corresponding SPP propagation length for (a) as a function of the free space 
wavelength. (Inset) Refractive index values used for Ag, adapted from Palik. [203] 
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function. As should be clear from the above derivations, the SPP dispersion is highly sensitive to 
variations in the local dielectric environment that modify the local refractive index near the 
interface. Such interactions invariably tune the plasmonic response of SPP and LSP-supporting 
structures, and must be accounted for when designing systems for the resonant absorption 
enhancement of the local medium through plasmon-coupling. 
 Coupling to SPPs such as the Ag/air mode in Figure 4.2a can only occur when the kx of 
the incident light is matched, which defines the condition for SPR. Unfortunately, this poses an 
issue in planar films, as the modes accessible to light in a given medium are limited to 
wavevectors at or below the “light line” (kx = nω/c), as shown in Figure 4.2a. As explained in 
Section 1.5.1, Snell’s law defines the range of angles accessible to photons in a given medium 
based on the refractive index. Hence, angles (wavevectors) beyond the light line are generally 
inaccessible to incident photons. According to Equation (4.7), SPPs generated at the interface 
with a medium M of refractive index nM below the surface plasma frequency will always exist 
beyond the light line for M (kSPP > nMω/c). Hence to couple to SPPs at a metal/dielectric 
interface, light must be incident from a higher-index dielectric medium such that kSPP is 
accessible. This can be accomplished through various techniques, the most common of which is 
the Kretschmann geometry (Figure 4.3a).[204] In this configuration, light from free space (e.g. 
air) is coupled into a high-index prism (e.g. glass), through which it is incident on a thin metal 
film. The air/glass interface is maintained at close to normal incidence, so minimal refraction 
occurs during incoupling. As a consequence, the angle of propagation in free space relative to 
the metal interface is matched to that in the higher index prism, and the larger range of kx within 
the prism becomes accessible. As the light line of the prism extends past the air light line, the 
SPP mode at the Ag/air interface may be directly stimulated (Figure 4.3b). 
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Figure 4.3  (a) Diagram of the Kretschmann coupling geometry, in which light is coupled through a high-
index prism (e.g. glass) to access larger wavevectors. (b) Dispersion diagram for the Ag/air SPP mode, 
indicating a shift in the accessible kx through Kretschmann coupling including matching to SPR. 
The evanescent character of SPPs enables localized absorption enhancement two-fold: 
through an increase in the local electric field intensity near the interface due to spatial 
confinement of the electromagnetic field (near-field enhancement), and via a significant 
enhancement of the propagation length of light through the neighboring medium. Consider for 
example a dielectric medium of finite thickness t bounded by a semi-infinite metal slab. For light 
propagating perpendicular to the interface, the propagation distance through the dielectric is at 
most 2t, assuming perfect reflection at the boundary. If t << LA, light absorption is inefficient 
under these conditions. Such is the case for most organic films, which are generally confined to 
thicknesses below the wavelength of light (Section 1.6.1). When, however, the incident light is 
coupled to an SPP mode, the propagation length (LSPP) along the metal/dielectric interface can be 
orders of magnitude longer than the wavelength: 
 LSPP =
1
2kx"
 
 
(4.8) 
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where kx"  is the imaginary component of the in-plane wavevector for the solution to Equation 
(4.7). At the Ag/air interface for example, LSPP can be up to 100 µm at visible frequencies 
(Figure 4.2b), over 2 orders of magnitude larger than the corresponding free-space wavelength 
of the incident light. Thus, photons converted to SPPs sample a substantially larger volume of 
the neighboring dielectric medium than those propagating at normal incidence and have a much 
higher probability of absorption (LSPP >> LA). 
4.1.3 Localized surface plasmons 
 We now consider LSPs, specifically those supported by conducting metal nanoparticles 
(NPs). In contrast to the propagating SPP modes described above, the confined modes on such 
particles do not increase the path length of the incident light on-resonance directly. Instead 
absorption can be enhanced locally by either near-field enhancement of the optical field or 
through scattering of the LSPs to higher order waveguided modes than the incident light would 
normally couple to (Figure 4.4). 
 The strong scattering exhibited by metal nanoparticles can be accurately described using 
Mie theory.[205] While the full details of this analysis are outside the scope of this thesis, it is 
sufficed to mention that in the simplest case of a spherical particle excited by a plane wave, the 
radiated (scattered) fields are described by spherical Bessel and Hankel functions, and the total 
absorbed power (Wabs) at some radius R from the center of the particle can be evaluated by: 
 Wabs R( ) = −
1
2 Re Ei +Es( )× Hi
* +Hs*( )#$ %&⋅ds =
r=R
!∫ Wi R( )−Ws R( )+Wext R( )  
 
(4.9) 
where the subscripts i, s, and ext correspond to the incident, scattered, and cross-term of the 
optical fields. From the solution to Equation (4.9), an upper bound to the near-field absorption 
  149 
 
Figure 4.4  (a) Schematic of a photovoltaic cell with metal NPs placed on the surface. Enhancement of 
optical absorption is a far-field effect caused by the redirection of light into guided or trapped modes. (b) 
Schematic of a photovoltaic cell with NPs embedded in the active layer. In this case, enhancement of 
optical absorption results from near-field coupling which exploits the locally enhanced optical electric 
fields. [188] 
enhancement (ηenh) from the particle scattering is found to be: 
 
ηenh r( ) =1+ 2
a
r
!
"
#
$
%
&
3 !nNP2 − !n2
!nNP2 + 2 !n2
2
 
 
(4.10) 
averaged over a spherical shell volume between the NP radius a and the chosen radius r from the 
center of the particle.[188] The two complex refractive indices correspond to that of the 
nanoparticle and embedding medium, respectively. A clear size-dependence can be seen from 
Equation (4.10), indicating scattering is enhanced with particle size. Typically however, metal 
nanoparticles are limited by the organic layer thicknesses within a device, and must be kept on 
the order of 10 – 20 nm to prevent the formation of electrical shorts. 
 An alternative means of generating LSPRs without nanoparticles is through surface 
texturing of the metal electrode(s).[206] By introducing a periodic grating with some characteristic 
wavelength (λg), the dispersion curve can be shifted by kg = 2π/λg (Figure 4.5). In such a case, 
the wavevector corresponding to SPR crosses the air light line (or light “cone” in 3-dimensions) 
to become accessible to coupling from free space. With a sufficient periodicity, e.g. kg = kSPP, the 
SPP mode can be directly excited at normal incidence. Unlike the case of a planar film however, 
the introduced roughness from surface texturing reduces LSPP, thus absorption enhancement  
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Figure 4.5  Dispersion diagrams of (a) flat and (b) surface textured electrodes in an OPV structure. As in 
Figure 4.2, light incident from free space is incapable of coupling to SPPs at either metal interface. With 
the introduction of periodic nanostructuring, the SPP wavevectors are shifted into the air light cone, and 
become accessible directly from free space. 
through increased propagation length is traded for an enhancement in the near-field optical 
intensity. 
4.1.4 Surface plasmon polariton modes in a metal nanocavity 
Unlike the case of a semi-infinite metal slab as calculated in Section 4.1.2, in practice SPP-
supporting metal films are finite in thickness. When the film thickness is on the order of the 
metal’s skin depth, the penetration depth at which the SPP’s electric field magnitude decays to 
1/e of its surface value, oscillations in the electron density at both surfaces become coherently 
coupled. In general, we can define the penetration depth (δ) of the SPP as: 
 
δi =
c
ω
ε1 +ε2
εi
2  
 
(4.11) 
where the choice of i = 1 or 2 determines penetration in the (1) dielectric or (2) metal (skin 
depth). As the permittivity is itself frequency-dependent and it depends on the neighboring 
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medium, δ cannot be considered a material constant. However in the case of Ag it is 
approximately 20 nm at visible frequencies. 
 The close proximity of the metal surfaces and the coupling of their free electron 
oscillations result in two fundamental SPP modes in a thin metal film: an antisymmetric mode 
(A) and a symmetric mode (S). As can be seen in Figure 4.6, these modes are defined by the 
symmetry of their electric field at the two metal interfaces. In the S mode, the electric field has a 
much higher value inside of the bulk of the film, increasing its dissipation, whereas the electric 
field of the A mode is more effectively confined to the film surfaces. Thus the long-range 
antisymmetric mode has been shown to exhibit much larger LSPP values than the short-range 
symmetric mode.[207-209] It is also useful to understand the inverse of the single thin-film 
geometry – a finite gap within a semi-infinite metallic medium. We can define two fundamental 
modes within such a gap – a symmetric (S0) and antisymmetric (A0) SPP (Figure 4.6c,d). 
When two thin metal films are brought into close proximity (i.e. within the dissipation 
length of the separating dielectric), the fundamental S and A modes in each film become 
coupled. In the simplest case of a symmetric metal nanocavity within a dielectric medium, there 
exist four SPP cavity modes supported by the structure. We can define these modes according to  
 
 
Figure 4.6  In-plane electric field profiles of the fundamental (a) symmetric and (b) antisymmetric SPP 
modes supported in a thin metallic film (M) bounded by a dielectric (D) and those supported in a finite 
dielectric gap within a semi-infinite metal slab (c,d). 
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Figure 4.7  SPP modes supported in a dielectric-embedded metal nanocavity can be understood as the 
summation of two (a) symmetric or (d) antisymmetric SPPs in each individual film. The combinations 
yield a set of symmetric (b,e) and antisymmetric (c,f) SPP modes, whose subscripts denote the symmetry 
of the constituent SPPs. Adapted from [209] 
their optical field symmetry within the cavity, and the symmetry within each film. By combining 
the S modes of each film, a symmetric (SS) or antisymmetric (AS) SPP is produced. 
Alternatively, coupling of the A modes within each film yields an additional symmetric (SA) or 
antisymmetric (AA) SPP within the structure (Figure 4.7).[207, 209] The modes SS and AS have 
been shown to exhibit resonance at lower frequencies (energies) and higher wavevectors than the 
SA and AA modes, as their constituent S modes are of lower energy and are more lossy (higher 
kx).[207] Furthermore, the SA mode is closely correlated to the fundamental gap mode S0 and 
exhibits a similar dispersion. 
In many cases it is advantageous to use semitransparent metal contacts for one or both 
electrodes in a device.[210] In the case of OLEDs, thin metal top contacts have been used to 
reduce substrate waveguiding and emit directly into free space[211-214] or to couple to external 
dyes for harnessing energy typically lost to heat in cavity-guided SPP modes.[215] Metallic cavity 
  153 
structures have also been shown to enhance optical field intensities within OPV active layers 
compared to traditional ITO-based devices[55, 57, 216-219] and enable efficient, semi-transparent 
OPVs for window-based solar energy conversion.[220-222] In the case of OLEDs, the radiation 
produced by electrically-pumped excitons intrinsically couples to all modes within the cavity 
structure, including the SPP cavity modes. Due to the high quantum yield of the materials used in 
OLEDs, dissipative losses to heat through SPP modes can be a dominant factor in determining 
performance.[223] In contrast, quantum yields of the active materials used in OPVs are generally 
only ~1% or less, and therefore radiative coupling[224] between photogenerated excitons and 
SPPs within the device has a negligible effect on overall exciton lifetime and LD. However, light 
absorption can be significantly modified through the incoupling to such modes. 
It is important to note that the SPP cavity modes discussed above are modified when the 
symmetry of the nanocavity structure is broken. Differences in thickness between the two metal 
films or variations in the dielectric layers within and without the structure will adjust the 
dispersion of the cavity modes and, in some instances, render some of them forbidden. For this 
reason, Figure 4.7 provides only the most basic foundation for understanding the plasmon 
modes within a working device. 
4.2 SPP enhancement in OPV-embedded metal nanocavities 
4.2.1 Plasmonic coupling in the Kretschmann configuration 
As an alternative to LSPR-supporting nanostructures, we now consider plasmon-enhanced 
absorption in OPVs accomplished using a planar metal-dielectric-metal (MDM) structure 
coupled to SPPs (Figure 4.8a).[182] This type of device exhibits highly tunable spectral and 
angular selectivity, and can be reliably modeled (Section 1.5) to deconvolute the photocurrent 
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generation process at SPR. Unlike radiative and waveguide modes, SPPs in metal films exhibit 
high field concentrations and propagate purely in-plane. This evanescent character increases the 
optical path length from the device thickness at normal incidence (~100 nm) to LSPP ~ 10 µm 
(Figure 4.2b). Thus, coupling to SPP modes can further improve absorption beyond what is 
possible in conventional planar device geometries.[225, 226] Additionally, since the plasmon-
supporting interfaces are external to the active layers, the MDM structure avoids changes to 
internal charge and exciton transport and active layer morphology from embedded 
nanostructures. Previous work on SPP-based OPDs in a MDM geometry has demonstrated that 
SPP fields can be effectively coupled to the device active layers and efficiently harvested as 
photocurrent.[227-231] The earlier studies by Kume et al. explored the wavelength and angular 
dependence of SPP-based photocurrent in single-layer CuPc Shottky diodes, while later work by 
Mapel et al. and Bora et al. on bilayer CuPc/C60 devices focused on the angular response at a 
single wavelength. However, none evaluated the full spectroscopic and angular dispersion of 
SPP-enhanced photocurrent generation in more efficient, bilayer OPVs. 
Here we explore the broadband response to plasmon-enhanced absorption in planar OPVs 
with a MDM geometry using an attenuated total reflection (ATR) method in the Kretschmann 
configuration (Figure 4.8a).[204] Using an archetypal SubPc/C60 heterojunction, our experiments 
demonstrate broadband, direct conversion of SPPs to photocurrent with the EQE performance at 
SPR reaching 4.3x that at normal incidence. This increase is attributed to a simulated 9-fold 
enhancement in absorption efficiency within the ultrathin active layers. In addition, we show that 
absorption efficiency is maximized using near-field SPR coupling in the MDM geometry and is 
insensitive to the active layer deposition sequence. To provide further quantitative support for 
these conclusions, we employ rigorous device modeling to calculate the absorption, EQE, and 
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IQE spectra. As an extension of our results, we find that absorption efficiency in plasmonic 
MDM structures is relatively insensitive to active layer thicknesses down to a few monolayers, 
suggesting new means of probing photovoltaic energy conversion processes at the molecular-
scale. 
4.2.2 Experiment 
1 mm thick glass substrates (Fisher Sci.) were cleaned via heated (40C) sonication in 
detergent, deionized water, acetone, trichloroethylene, and isopropanol followed by boiling in 
isopropanol to remove any surface contaminants. A polyethylenimine ethoxylated (PEIE) layer 
was then spin-cast from a 0.4 wt% solution in water and methoxyethanol at 5000 rpm for 60 s 
and annealed at 100C for 10 min to create a 10 nm thick wetting layer with a refractive index 
matching that of glass. For the bottom electrode, a thin Ag film was deposited using VTE at a 
rate of 5 Å/s to ensure an optically smooth film. For inverted devices, a second layer of PEIE 
was then spin cast to form a 10 nm layer on the cathode and act as a work function modifying 
layer. Next the small molecular active materials, C60 and SubPc, and the MoOx buffer layer were 
VTE deposited at deposition rates of 1, 0.5, and 0.5 Å/s respectively. Devices were shadow 
masked and a thin Ag top electrode was deposited with a diameter of 1 mm at a rate of 1 Å/s to 
prevent shorting. Depositions by VTE were all carried out at pressures below 5×10−7 Torr, with a 
rotating substrate held at room temperature; the entire device fabrication sequence was 
performed within a nitrogen-filled glove box containing less than 1 ppm O2 and H2O.  
The organic materials SubPc (>99%), C60 (>99.5%), and BCP (>99%) were purchased 
from Luminescence Technology Corp., while MoO3 (>99.99%) and Ag (>99.99%) were 
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obtained from Sigma Aldrich and Kurt J. Lesker, respectively. The active layer materials SubPc 
and C60 were additionally purified once through vacuum thermal gradient sublimation.  
Transmissivity and reflectivity spectra (at normal and 7.5 incidence, respectively) were 
collected using a Perkin Elmer Lambda 750 UV/Vis/NIR spectrophotometer and used to confirm 
layer thicknesses. In both configurations, illumination was incident on the samples through the 
glass substrate. AFM measurements were performed in air with an Asylum Research Systems 
MFP-3D standalone system in tapping mode. Surface roughness measurements were averaged 
over 4 µm × 4 µm areas on each sample.  
EQE measurements were carried out in ambient using a custom ATR Kretschmann setup 
(detailed in Section 4.2.5). Devices were tested at normal incidence before and after the ATR 
EQE scans to confirm there was no device degradation or change in spectral response. For 
reflectivity measurements, the specularly reflected beam off each sample was compared to the 
reflected beam of the same polarization from a thick (150 nm) silvered mirror as a baseline. For 
both reflectivity and EQE Kretschmann measurements, a 5 nm wavelength increment and an 
angular step size of 0.5 were used. 
J-V testing was performed in a glove box without exposure to air. Devices were 
illuminated through the glass substrate with an Oriel solar simulator (Model 91191–1000) with 
an AM 1.5 filter and calibrated to 100 mW/cm2 using an NREL-certified Si reference cell 
(Model PVM233 KG5). Data was collected using a Hewlett-Packard scanning parameter 
analyzer (Model 4156B). All device areas were measured using a Carl Zeiss A.1 optical 
microscope and included explicitly in calculating EQE, Jsc, and PCE.  
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Figure 4.8  (a) Measurement setup of MDM devices in the Kretschmann configuration using 
monochromatic TM-polarized light incoupled to the device via a hemicylindrical prism and index-
matching fluid. (b) Device structures used in this study, displayed in the same orientation as the testing 
setup in (a). (c) Angular scan of reflectivity and EQE at a single wavelength for the inverted device in (b), 
exhibiting a sharp drop in reflectivity and concomitant increase in EQE upon reaching SPR. (d) 
Calculated H-field at the SPR condition indicated in (c), exhibiting enhanced field magnitude and an 
exponential decay of the evanescent SPP mode localized at the Ag/air interface. As shown in (a), light is 
incident from the glass substrate in all measurements. [232] 
4.2.3 OPVs with symmetric metal contacts 
Two types of devices are studied (Figure 4.8b): a conventional and an “inverted” layer 
configuration.  In the conventional device structure, the anode and MoOx layers are deposited 
first, followed by the donor, acceptor, exciton blocker, and cathode layers. In the “inverted” 
structure, the cathode is deposited onto the substrate first, followed by PEIE, the acceptor, donor, 
MoOx, and anode layers. Layer thicknesses are maintained to within experimental precision 
between the two structures, with only the active layers’ order changing relative to the SPP-
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supporting electrode. A similar separation distance between the silver electrodes is maintained in 
both geometries. In both structures, 5 nm of MoOx is used as a work function modifying buffer 
layer at the anode[113] to provide the necessary built-in potential difference for efficient charge 
separation at the donor-acceptor heterojunction (Figure 3.12). Additionally, a low-workfunction 
PEIE layer is applied to the cathode in place of BCP in inverted devices to further improve 
Vbi.[23] This approach permits the selection of metal contacts for their plasmonic properties with 
less regard to their work functions. 
Reflection and transmission spectra of devices at 7.5° and normal incidence, respectively, 
are shown in Figure 4.9. In all samples tested, we observe an excellent match between predicted 
and measured values. For these measurements, several substrates are placed in the deposition 
chamber and removed at incremental stages of the device fabrication process (illustrated in the 
insets of Figure 4.9), yielding a sample set from the same batch. This procedure enables fitting 
of layer thicknesses with nanometer precision, as slight variations between batches can have an 
enormous effect on the optics in MDM structures. 
To confirm the rectifying behavior of the OPV devices, we tested the current density-
voltage dependence under simulated AM 1.5 conditions (Figure 4.10). As expected for MDM 
devices with semitransparent electrodes at normal incidence, low PCEs of 0.48 ± 0.04 % and 
0.95 ± 0.08 % were obtained for inverted and conventional devices, respectively. This result is 
almost entirely due to low photocurrent generation; without a thick back-reflector, optical 
interference within the active layers is suboptimal for absorption at normal incidence. However, 
the diode behavior confirms that even with symmetric metal contacts in the MDM configuration, 
we are able to achieve a functioning OPV and maintain a high open-circuit voltage (0.89 ± 0.05 
V to 1.05 ± 0.02 V) characteristic of SubPc/C60 SHJ devices.[149] 
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Figure 4.9  Reflectivity (red lines) and transmissivity (blue lines) spectra taken for sequentially deposited 
layers of both devices, measured at 7.5° and normal incidence respectively. Plots include (a,d) the silver 
cathode/anode, (b,e) organic layers and anode/cathode, and (c,f) complete inverted/conventional device 
structure. Modeled reflectivity (dash) and transmissivity (dot dash) spectra are included, showing the 
accuracy of the optical transfer-matrix model used in this study. Insets show the sample structures 
corresponding to each set of spectra, with dotted lines indicating the omitted layers. [232] 
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Figure 4.10  Current density-voltage characteristics of both inverted and conventional devices under 
illumination through the glass substrates with an AM 1.5 spectrum at an intensity equivalent to one sun. 
Testing occurred within a nitrogen glove box on devices fabricated in the same batches as those measured 
with ATR spectroscopy. [232] 
4.2.4 Surface roughness measurements with AFM 
For accurate device modeling at SPR, it is critical to minimize surface roughness of the 
electrodes. Roughness both modifies the Fresnel coefficients at the metal/dielectric interfaces 
and strongly attenuates SPP propagation lengths through dissipative losses via inelastic 
scattering, making the response at SPR difficult to predict.[52, 233] AFM of the cathode and anode 
indicated an RMS roughness of 0.438 nm and 2.85 nm for inverted devices and 0.467 nm and 
0.988 nm for conventional devices, respectively (Figure 4.11). Because Ag is known to island 
on glass without a wetting layer, we employed PEIE as a semitransparent adhesion layer for the 
bottom electrode. This application of PEIE is uniquely suited for ATR spectroscopy techniques 
as it has a refractive index matched to glass and is completely non-absorbing in the visible 
spectrum, unlike metallic adhesion layers such as Ti. This allows the growth of pure, ultra-
smooth Ag films without changing the local dielectric environment or plasmonic response of the 
metal. Indeed there is no presence of LSPR in the transmission/reflection spectra (Figure 4.9a,c)  
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Figure 4.11  Tapping mode AFM micrographs of the surfaces of (a) the bottom Ag electrode, (b) top Ag 
electrode (anode) for the inverted devices, and (c) top Ag electrode (cathode) for the conventional 
geometry. The corresponding device structures are shown in Figure 4.9a, c, and f, respectively. Up to an 
order of magnitude higher roughness is observed for the two top electrodes, which we attribute to the 
underlying organic active layers. [232] 
indicative of Ag islanding, which we observed to be completely stable at room temperature. 
Since the bottom electrode structure Glass/PEIE/Ag was unchanged between both 
inverted and conventional devices, Figure 4.11a is representative of both device structures. 
However, the top electrodes in both device structures exhibited up to an order of magnitude 
larger roughness due to the inherent roughness of the underlying organic layers. While the 
quality of the Ag/air interface is critical to the damping of the SPP propagation, our early 
experiments indicated the bottom electrode plays a pivotal role in the predictability of the 
angular EQE and reflectivity response. As it is the most easily adjusted, every effort should be 
made to eliminate the lower electrode’s roughness. This allows for accurate device modeling to 
be performed using literature values of refractive indices, without the need for effective 
refractive index fitting of constituent layers. 
4.2.5 Attenuated total reflection setup 
A detailed schematic diagram of the custom-built Kretschmann ATR setup for testing the 
dispersion of both EQE and reflectivity of OPV devices is shown in Figure 4.12. Light from a 
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halogen lamp was coupled into a monochromator (Newport 130 1/8m), with its output calibrated 
to a spectral full width at half maximum (FWHM) of 5 nm. A series of lenses and an aperture 
were used to collimate the beam divergence to less than 1° and remove spherical aberrations. A 
calcite Glan-Thompson polarizer was then used to polarize the light to either TM- or TE-
polarization. Light was directed to either a calibrated silicon reference cell or the sample, 
following an identical optical path length in each case. Samples were attached to a motorized 
rotation stage for angular control of the incident light, coupled into each device using a 
hemicylindrical BK-7 lens and index matching fluid. To maximize photocurrent signal, we 
employed the overfilling method of device illumination, whereby the beam size exceeds the 
device area. Since devices used in this study had a diameter of 1 mm, a 1 mm diameter circular 
 
Figure 4.12  Schematic diagram of the Kretschmann configuration based ATR spectroscopy setup used in 
this study for probing the spectral and angular response of the device EQE and reflectivity. [232] 
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aperture was used on the reference cell and positioned to capture the same portion of the incident 
beam. Photocurrent signals from the device or reference cell were detected using a Stanford 
Research Systems SR530 lock-in amplifier at a modulation frequency of 185 Hz.  
 The use of the overfilling method during ATR-based EQE testing requires we correct for 
focusing effects from the hemicylindrical prism, as the average beam intensity over the projected 
device area varies with angle. We are able to extract the focusing factor as a function of angle by 
comparing the normalized angular response of the EQE under TE-polarized illumination to that 
predicted by our model (Figure 4.13). The focusing factor at normal incidence was calculated 
experimentally by scanning the EQE of the device with and without the prism, and accounts for 
the additional incoupling compared to the bare aperture of the reference cell. As can be seen 
here, after accounting for the angular intensity variation, we show an excellent agreement 
between the TM-polarized response, reproducing the SPR peak to within 1° offset. This small 
shift is likely due to the effect of surface roughness at the Ag/air interface, as the location of the 
dip in EQE at the onset of total internal reflection from the glass/Ag interface matches exactly. 
This normalization was performed for each individual device tested to ensure minor device-to-
device variations in electrode size from shadow masking did not impact the focusing factor, and 
is accounted for in all of the ATR-based EQE data shown in this study. 
In the case of angular reflectivity measurements using ATR (Figure 4.15a,b), unmasked 
films deposited simultaneously with the inverted and conventional devices (Figure 4.9c,f) were 
used so the entirety of the reflected light could be collected. To ensure the same portion of the 
beam was being probed as the devices, an additional 1 mm diameter aperture was inserted 
directly before the prism. Finally a calibrated silicon reference cell was attached to the motorized 
stage to capture the reflected light. This data was compared to a 150 nm thick Ag mirror as a  
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Figure 4.13  Example fitting of normalized EQE versus incident angle of an inverted device for TE and 
TM-polarized light (modeled data is shown in red). After accounting for the focusing factor (Inset) we 
observe excellent agreement between experiment and prediction for the SPR response. [232] 
100 %R reference over the same angle-wavelength range. Because the projected area of the 
device stacks and silver mirrors remained unchanged during measurement (samples were 
effectively underfilled), there was no need to use a normalization to account for focusing from 
the prism. 
4.2.6 SPR in “inverted” OPV nanocavities 
Having experimentally validated our optical model at normal incidence (Figure 4.9), we now 
consider the spectroscopic performance of inverted devices at SPR. Figure 4.8c shows an ATR 
scan of reflectivity and EQE at a wavelength of 550 nm at angles past the critical angle for total 
internal reflection from the glass/Ag interface. For the SPR condition, we expect a near-zero 
reflectivity, as the light is strongly guided in the planar device structure and back-reflection is 
attenuated. The drop in reflectivity is accompanied by a concomitant increase in photocurrent 
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Figure 4.14  Calculated decay rate dispersion for a perpendicularly oriented exciton dipole located at the 
heterojunction in the inverted MDM structure. Dotted white lines indicate the light lines in air and in 
glass, while horizontal blue dotted lines delineate the measurement range used in this study. The 
dissipated power is shared among three principal decay channels: an SPP at the air/anode interface 
(SPP1), an SPP at the glass/cathode interface (SPP2), and an SPP shared between both silver contacts 
(SPP3). [232] 
(EQE) upon reaching SPR. As Figure 4.8d shows, our simulations indicate this to be an 
antisymmetric SPP mode located at the air-silver interface, further confirmed by the full device 
dispersion curve (Figure 4.14) solved using the dyadic Green’s functions.[223] The generated SPP 
mode in this work is denoted SPP1. Additionally, there are two other SPP modes that are 
supported within this structure: SPP mode between the silver-substrate interface (SPP2) and the 
gap plasmon mode shared between both contacts and the internal medium (SPP3).[207] Since 
wavevector matching in the Kretschmann configuration is limited to below the substrate (glass) 
light line, it is only possible to probe SPP1 with this method. However, in applications such as 
integrated optical circuits, excitation of all three modes is possible, significantly improving 
optical field confinement to the active layers and providing additional control over the 
spectroscopic dispersion. 
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Figure 4.15  (a) Modeled and (b) measured reflectivity (a.u.) as a function of the incidence angle and 
free-space wavelength for the inverted MDM device structure. The experiment accurately reproduces the 
shape, magnitude, and location of the guided SPP1 mode, except for a slight increase in reflectivity at the 
CT-exciton absorption peak in C60 (λ = 460 nm). The corresponding device EQE (%) as a function of 
angle and wavelength is also shown for both (c) modeled and (d) measured values. While the reflectivity 
data shows a slight discrepancy in the region of C60 absorption, the EQE of these devices closely matches 
predicted values at all wavelengths. Note the same scale bars are used for both model and experiment. 
[232] 
Figure 4.15a,b shows the modeled and experimentally measured reflectivity dispersion 
for an inverted device on- and off-resonance with the SPP1 mode. We observe an excellent, 
quantitative match between the measured and predicted reflectivities across the visible spectrum, 
with the exception of an increased reflectivity at SPR (ΔR ~ 0.2) near the charge transfer (CT) 
state absorption of C60 at 460 nm.[86] This is likely due to a preferential orientation of the CT 
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exciton’s transition dipole out-of-plane, which would produce an increase in the extraordinary 
extinction coefficient and modify the effective index of the structure at plasmon resonance. We 
expect this effect to be most pronounced at SPR since the electric field aligns perpendicular to 
the plane, exciting only perpendicularly oriented dipoles. A similar reflectivity response is 
observed at the sharp SubPc absorption peak (585 nm), indicating that both electronic transitions 
exhibit high oscillator strengths. At decreasing angles below the SPR condition, a growing 
proportion of the excited dipoles have an in-plane orientation, significantly reducing the effect of 
the anisotropic C60 absorption. As a result, the refractive index difference due to the observed 
anisotropy becomes entirely absent at normal incidence (Figure 4.9). That being said, it does not 
appear that this increase in reflectivity at the 460 nm SPR peak significantly affects absorbed 
power in the C60 layer, as the higher extinction coefficient directly offsets the reduced incoupling 
of light into the device.[199] 
Figure 4.15c,d show that the measured EQE response is closely matched to the model 
prediction across the visible spectrum. The experimentally measured angular response is slightly 
broadened relative to the modeled (ideal) values, which we attribute to the anode’s surface 
roughness at the Ag/air interface. To obtain these EQE fits, ηCC = 56% was assumed in the 
inverted device at SPR. The lower ηCC is attributed to a lower built-in field in devices using 
symmetric contacts, compared to that in conventional indium tin oxide (ITO) based cells. 
Furthermore, the use of PEIE causes electron doping of adjacent fullerene thin films, which can 
increase nongeminate charge recombination and decrease ηCC.[234] Importantly, accurate 
modeling of the EQE spectra at SPR and at normal incidence for the inverted geometry can only 
be obtained under the assumption that the MoOx buffer is exciton-reflecting. This assumption 
differs from the behavior shown in Section 3.1.2 (and what we show below) of conventional 
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Figure 4.16  Spectral characteristics of an inverted device (a-c) and conventional device (d-f). (a,d) 
Measured EQE spectra at normal incidence (blue circles) and measured along the SPR condition (red 
triangles) as compared to the corresponding models. The dashed lines indicate the simulated response at 
normal incidence for exciton reflection and quenching boundary conditions in the inverted and 
conventional device, respectively. The dotted and dash-dotted lines indicate the simulated response at 
SPR for SubPc exciton quenching and reflection boundary conditions, respectively. While collection 
efficiency appears to drop slightly on-resonance in (d), a significant shift in the spectral shape due to the 
elimination of exciton quenching in SubPc by MoOx is observed in (a). (b,e) The corresponding measured 
enhance-ment of photocurrent and EQE at SPR over that at normal incidence. IQE at SPR in the (c) 
inverted device and (f) conventional device assuming exciton reflection and quenching at the 
SubPc/MoOx interface, respectively. Red squares indicate calculated IQE values from the measured 
devices and dashed lines indicate the corresponding models, with shaded regions representing the 95% 
confidence intervals. [232] 
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SubPc/C60 devices employing a MoOx buffer layer. In conventional structures, accurate 
modeling of EQE spectra is achieved only if exciton quenching is assumed to occur at the 
SubPc/MoOx interface. To illustrate this point, Figure 4.16a compares the EQE trace at SPR to 
simulations assuming a reflecting or quenching boundary condition. 
To understand the difference in boundary conditions at the SubPc/MoOx interface, we 
draw attention to the SubPc layer thickness used in this work, 9 nm, which closely matches LD of 
SubPc.[46] We conclude that the majority of exciton recombination in the inverted devices studied 
here are due to interface recombination and not relaxation in the bulk. Increasing the LD cannot 
drastically alter the shape of the modeled EQE spectrum (Figure 4.16a) – this can only be 
achieved by varying the boundary condition. We also note that if charge collection efficiency 
were changing between SPR and normal incidence conditions, we would see a shift in EQE 
across all wavelengths, not solely in the SubPc spectrum. Based on this analysis, the most 
appropriate conclusion is that the boundary condition at the MoOx/SubPc interface is indeed 
changing from exciton quenching in conventional devices to exciton reflecting in inverted 
devices, based on deposition order.  
It is well known that many organics in contact with MoOx exhibit Fermi level pinning 
and band bending due to electron transfer to the oxide and subsequent hole buildup in the 
neighboring organic monolayers.[235, 236] Thus it follows that exciton-polaron annihilation with 
this space charge is likely responsible for the observed quenching behavior by MoOx. We 
hypothesize that a change in molecular orientation at the donor/MoOx interface upon reversed 
deposition order could shut off this quenching pathway. 
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Figure 4.17 (a) Modeled and (b) measured reflectivity (a.u.) as a function of the incidence angle (in glass) 
and free-space wavelength for the conventional MDM device structure. The corresponding device EQE 
(%) as a function of angle and wavelength is also shown for both (c) modeled and (d) measured values. 
Note the same scale bars are used for both model and experiment. [232] 
4.2.7 SPR in conventional OPV nanocavities 
As can be seen in Figure 4.17, both the reflectivity and EQE are accurately matched between 
model and experiment for the conventional device. Again, we observe a slight discrepancy 
between measured and modeled reflectivity at the C60 aborption peak (λ = 460 nm), consistent 
with the inverted geometry. This asymmetry in the CT-exciton absorption does not appear to 
affect the observed performance, as the increased reflectivity is directly offset by an increase in 
  171 
absorption within the C60 active layer. Finally, we note the presence of some horizontal and 
vertical linear artifacts in Figure 4.15d and Figure 4.17d, which are due to the interpolation of 
the colormap used in the figures and should not be considered physically relevant. The horizontal 
artifact at λ = 500 nm is due to a switch in the lock-in amplifier sensitivity, as the measurement 
scans were broken up into two separate wavelength ranges to maximize the signal-to-noise ratio. 
We observed a similar increase in reflectivity (ΔR ~ 0.3) at 460 nm as seen with the 
inverted devices, albeit with a slightly larger deviation from the model due to an increased 
absorption in the C60 layer at SPR. Again this feature did not appear at angles close to normal 
incidence (Figure 4.9), further confirming that it is due to a slight orientation anisotropy in the 
extraordinary extinction coefficient. In contrast to the inverted devices, however, we observed a 
very good match to the measured EQE dispersion with the assumption that MoOx quenches the 
excitons in SubPc (Figure 4.16d). Furthermore, we observed a ~9% drop in ηCC at SPR relative 
to normal incidence. This reduction is a broadband effect, impacting both donor and acceptor 
photocurrent production, and must originate from a higher nongeminate recombination rate 
under SPR conditions. Due to the low quantum yield of photon emission from CT states in 
SubPc/C60, it is unlikely that the observed increase in recombination rate at SPR is caused by 
optical coupling of the CT emission to SPP modes. We speculate that the effect may result from 
hot electron injection into C60 from the SPP-supporting contact at resonance,[94] since the ηCC 
approaches that of the inverted geometry with electron doping from PEIE. 
4.2.8 Broadband absorption and photocurrent enhancement at SPR 
Both devices exhibited a broadband enhancement in photocurrent production at SPR over what is 
obtained at normal incidence, surpassing enhancement factors of 4.3x and 2.8x for the inverted 
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and conventional geometries, respectively (Figure 4.16b,e). The measured enhancement in EQE 
is directly attributed to a non-parasitic increase in active layer absorption efficiency, reaching a 
factor of 9x in both geometries under SPR conditions (Figure 4.18). EQE enhancement factors 
were found to be slightly lower than predicted from our calculated absorption enhancements, 
attributed to a low signal-to-noise ratio for both devices at normal incidence for wavelengths 
longer than ~625 nm (Figure 4.19). As shown in Figure 4.18a,b, at SPR the optical power is 
dissipated in the active layers at wavelengths corresponding to molecular electronic transitions. 
At photon energies below the SubPc bandgap, most power dissipation is confined to SPP 
thermalization near the Ag/air interface, further confirming the nature of the SPP1 mode probed 
in this study. At wavelengths shorter than ~450nm (approaching ωsp), SPP propagation is lossy, 
yielding a reduction in absorption efficiency and EQE below that at normal incidence (Figure 
4.18c). Furthermore, as a result of exciton reflection at the MoOx/SubPc interface in the inverted 
device, a 42% higher IQE in the SubPc spectrum was observed compared to the conventional 
device.  
Interestingly, both devices exhibited nearly identical absorption spectra at SPR across the 
visible spectrum (Figure 4.18d). This is in direct contrast to performance at normal incidence, 
where absorption in the inverted structure is less efficient than in the conventional structure, due 
to a suboptimal optical field profile. Hence, the absorption and EQE enhancements at SPR are 
larger the inverted device architecture. Notably, the EQE spectra at SPR exhibited a nearly 50 
nm redshift in the onset of absorption (Figure 4.16a,d) and a nearly flat absorption profile for 
wavelengths ranging from 450 to 600 nm (Figure 4.18d). This confirms that near-field SPP 
coupling is suited for broadening the sharp absorption peaks in organics and improving the 
spectral coverage of OPVs. 
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Figure 4.18  Spatial distribution of absorbed power vs. incident wavelength within the inverted geometry 
at (a) normal incidence and (b) SPR. (c) Modeled enhancement of active layer absorptivity for both 
structures at SPR over that at normal incidence. (d) Absorption efficiency of conventional and inverted 
devices simulated at normal incidence and SPR, illustrating the nearly identical absorption in both 
structures at SPR regardless of active layer orientation, which strongly affects absorption at normal 
incidence. [232] 
 
 
Figure 4.19  Measured IQE values for the inverted device at normal incidence (blue circles) and SPR (red 
circles). The higher absorption at long wavelengths at SPR yields a high signal-to-noise ratio, producing a 
flat IQE across the visible spectrum. At normal incidence, minimal photocurrent generation past 625 nm 
gives a low signal-to-noise ratio and an unphysically large IQE. For this reason, the measured EQE 
enhancement is reduced below predicted values. [232] 
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4.3 Conclusions 
We have investigated the broadband enhancement of photocurrent generation from SPP coupling 
in planar OPV devices with inverted and conventional MDM geometries. We observed a 
significantly broadened absorption with a nearly 50 nm increase in spectral coverage towards 
longer wavelengths and EQE enhancements at SPR reaching 4.3x and 2.8x over that at normal 
incidence for inverted and conventional structures, respectively. These results were 
quantitatively supported by device modeling, which indicated that the remarkably high EQE at 
SPR in the SubPc spectrum of our inverted devices arose from both a 9x enhancement in 
absorption efficiency and a modification of the boundary condition of the SubPc/MoOx interface. 
This typically quenching interface becomes exciton-reflecting for inverted cells, indicating 
exciton recombination at the MoOx boundary is sensitive to deposition order. Furthermore, the 
results demonstrated how SPP coupling may be used to maximize absorption efficiency and 
increase spectral coverage, independent of ηD.  
4.4 Future work 
Direct means of excitation enable a number of applications, including OPDs for 
biosensing[227] and refractive index monitoring through passive[204] or active electrical 
stimulation.[215] The excitation of SPP modes can be accomplished in other ways as well, 
including linear and non-linear dispersion elements and luminescent coatings.[237, 238] These might 
enable future applications in photovoltaic window coatings[220-222] or in lateral tandem OPV 
configurations.[239] The angle and polarization-specific requirements for enhancement of 
photocurrent generation are thereby relaxed. 
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While our study has focused on the SPP1 mode located at the Ag/air interface, coupling to 
other modes such as the gap plasmon (SPP3) should minimize power dissipation in the metal 
contacts and further confine absorption to the active layers. Moreover, the devices in this study 
exhibited efficient photocurrent generation with active layer thickness on the order of ~λ/8 at the 
free space wavelength of 600 nm. By further reducing active layer thicknesses or using low-
bandgap organic dyes, such confinement can be dramatically improved. Indeed simulations  
 
Figure 4.20  (a) Inverted device structure with a variable reduction in active layer thickness (x), with x = 
0 nm corresponding to the inverted devices experimentally measured in this study. (b) Average IQE for 
the devices in (a), which asymptotically approaches ηCC. (c) EQE (symbols) and absorption efficiency 
(dashed lines) at SPR for the displayed active layer thickness. (d) Absorption efficiency enhancements at 
SPR over that at normal incidence for the corresponding devices in (c). All data displayed here 
corresponds to modeled values. [232] 
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indicate the potential for monolayer-scale detectors (Figure 4.20). OPDs with such a low modal 
volume may find applications as transducers for integrated on-chip plasmonic interconnects.[184, 
222, 240-243] 
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Chapter 5 
Summary and Outlook 
In this thesis, we have presented multiple approaches to circumventing the competition between 
light absorption and exciton diffusion in OPVs. In Chapter 2 we investigated the impact of active 
layer mixing on exciton diffusion and CT dissociation in PMHJ solar cells. This approach is 
widely used to decouple the directions of light and exciton propagation within OPVs, such that 
active layer thicknesses can be increased significantly beyond LD. However, in BHJ and PMHJ 
devices, the mixed layer morphology becomes the limiting factor in photocurrent generation and 
performance. By varying composition within the mixed layer of a SubPc/BCP:C60/C60 PMHJ, we 
were able to systematically control the domain size of the fullerene domains at the 
heterojunction. Using cAFM, we determined an exponential dependence of domain size on 
fullerene volume fraction in small molecule binary blends. By correlating domain size in the 
mixed layer to PL quenching, we demonstrated that domains surpassing 4·LD in diameter can be 
tolerated in BHJs with minimal reduction in ηD. In a 1-dimensional system such as a PHJ, layer 
dimensions are constrained well below this value, however the 3-dimensional distribution of the 
heterojunction in mixed layers increases the probability of reaching the interface due to 
geometric factors. By factoring out ηD from the IQE of the PMHJ devices, we also find ηCT drops 
exponentially below a critical fullerene domain size of ~43 nm. Below this value, the 
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recombination of the CT state progressively outcompetes the CT dissociation process. We 
attribute this trend to a shift in the CT population to more localized, Coulombically-bound states. 
 In Chapter 3 we demonstrated an alternative approach to the BHJ architecture for 
improving ηD in the active layers. As most ηD losses arise from either bulk recombination or 
quenching at the electrode interfaces, we introduced the EDL concept – a transparent active layer 
used to form a CHJ and improve the adjacent interlayer’s IQE. Through both experiment and 
modeling, we validated this concept in an archetypal SubPc/C60 SHJ using a transparent, 5 nm 
thick α-NPD layer as an EDL for SubPc. We demonstrated a 66% enhancement in the ηD of the 
SubPc interlayer, yielding an increase in Jsc from 3.94 mA/cm2 to 4.90 mA/cm2, all without 
affecting the active layer absorption. However we also observed a significant decrease in FF 
from 61.5% to 49.2% upon EDL incorporation, resulting in the PCE remaining unchanged. 
Using impedance spectroscopy, we then demonstrated the FF reduction arises from space charge 
accumulation at the two heterojunctions due to the injection barrier introduced at the 
EDL/interlayer interface. We varied the Vbi of a CHJ and showed the interlayer/C60 subjunction 
is shut down prematurely by field inversion, while the EDL/interlayer subjunction is relatively 
insensitive to its effects. Through a combinatorial EDL study, we then determined the design 
criteria for creating a high-FF CHJ: the ΔEHOMO should be kept below 0.2 eV to mitigate space 
charge accumulation, and materials should be selected such that the VMPPs of the two 
subjunctions are closely matched and neither becomes voltage-limiting. Using these principles, 
we demonstrated champion TAPC/SubNc/C60 CHJ devices with a 46% PCE improvement over 
their SHJ reference cells (4.1% vs. 2.8%). Additionally, optimized CHJs exhibited nearly 100% 
ηD in the interlayer, confirming the effectiveness of the EDL in mitigating exciton recombination 
losses. 
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 Finally in Chapter 4 we focused on enhancing absorption in OPVs using SPP coupling. 
As an alternative to LSP enhancements from metal nanoparticles and nanostructured electrodes, 
we investigated the use of plasmonic metal nanocavities serving as both the electrode and SPP-
generating layers. Using a custom-built ATR setup in the Kretschmann geometry, we were able 
to directly stimulate SPPs at the Ag/air interface in SubPc/C60 PHJ-embedded MDM structures. 
At SPR conditions, we observed a nearly 50 nm broadening of the active layer absorption and 
EQE to longer wavelengths, increasing the spectral coverage. Furthermore, we demonstrated a 
4.3x and 2.8x peak enhancement in EQE over normal incidence for inverted and conventional 
device structures, respectively. Using transfer matrix simulations, we attributed this to a 9-fold 
improvement in absorption efficiency at SPR. The large increases in absorption efficiency and 
EQE were achieved without affecting ηD in the active layers. 
 The methods presented in this thesis should not be considered mutually exclusive; all 
three are fully compatible with one another. Depending on the application, one must leverage the 
need for high IQE (diffusion efficiency) against EQE (absorption + diffusion efficiency), and all 
three offer unique advantages in this respect. Buffer layers are ubiquitous to all OPVs and are 
necessary for eliminating quenching and functioning as optical spacers. As such, EDLs can be 
applied to virtually any device structure to create a CHJ and are not limited to PHJ architectures. 
For example, ternary BHJs behave similarly to planar CHJs, exhibiting multiple heterojunctions 
operating electrically in parallel (but distributed throughout the bulk). Between these two 
architectures, similar design principles should apply, while the addition of a third absorber can 
significantly extend spectral coverage. In the case of solar concentrators, devices operate at high 
current densities and are much more susceptible to bimolecular recombination than in AM 1.5G 
conditions. Such applications are better suited for high-IQE planar CHJs than BHJs, as the planar 
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structure of the CHJ minimizes non-geminate recombination of charge carriers and the reduced 
loss of excitons to heat should assist in thermal management. Furthermore, CHJs may find 
applications as subcells in series tandems structures, as they can produce a high amount of 
photocurrent from a narrow absorption spectrum (when using an EDL) and can be more easily 
tuned for current-matching than BHJ subcells. 
Simple plasmonic OPVs employing an MDM structure are well suited for ITO-free 
applications such as flexible PV systems for rapid, low-cost deployment, building-integrated PV, 
and semitransparent, power generating windows, while also being compatible with high 
throughput roll-to-roll fabrication. Semitransparent PVs are of particular interest, as their 
integration into windows requires no additional support structures or land use over what is 
already in place. Since noble gases are already applied between multi-pane windows to improve 
thermal insulation, encapsulation – which is a critical design consideration for moisture and 
oxygen-sensitive OPVs – is already provided. Depending on the incoupling strategy used, light 
absorption in MDM structures can be strongly enhanced off-normal while maintaining a high 
transparency for normal-incidence viewing. Since solar illumination is usually at oblique angles 
to a building’s surface, this aspect appears highly beneficial. Especially in the case of semi-
transparent PVs where absorption is limited, it is imperative to maximize device IQE. While the 
SPP devices shown here were only planar SHJs, we expect much better performance with 
plasmonic CHJs and BHJs. 
Although the future remains uncertain for OPVs, it is likely they will play a role in the 
future development of a clean energy infrastructure. As has been outlined by Jacobson et al., no 
single PV (or clean energy) technology can sustain the expanding needs of our global society. 
Instead, a diversified approach must be taken to stem global warming. By expanding new PV 
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applications and technologies, the path to a clean energy economy is made easier. We foresee 
OPVs playing an integral part in this process, and the work demonstrated here should help 
towards that goal. 
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