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Abstract
The “principle of the fermionic projector” provides a new mathematical frame-
work for the formulation of physical theories and is a promising approach for
physics beyond the standard model. The book begins with a brief review of
relativity, relativistic quantum mechanics and classical gauge theories, with the
emphasis on the basic physical concepts and the mathematical foundations. The
external field problem and Klein’s paradox are discussed and then resolved by
introducing the so-called fermionic projector, a global object in space-time which
generalizes the notion of the Dirac sea. The mathematical core of the book is
to give a precise definition of the fermionic projector and to employ methods of
hyperbolic differential equations for its detailed analysis. The fermionic projector
makes it possible to formulate a new type of variational principles in space-time.
The mathematical tools for the analysis of the corresponding Euler-Lagrange
equations are developed. A particular variational principle is proposed which
gives rise to an effective interaction showing many similarities to the interactions
of the standard model.
The main chapters of the book are easily accessible for beginning graduate
students in mathematics or physics. Several appendices provide supplementary
material which will be useful to the experienced researcher.
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Preface to the Second Online Edition
In the almost twelve years since this book was completed, the fermionic projector
approach evolved to what is known today as the theory of causal fermion systems.
There has been progress in several directions: the mathematical setting was general-
ized, the mathematical methods were improved and enriched, and the physical appli-
cations have been concretized and worked out in more detail. The current status of
the theory is presented in a coherent way in the recent monograph [5]. An untechnical
physical introduction is given in [9].
Due to these developments, parts of the present book are superseded by the more
recent research papers or the monograph [5]. However, other parts of this book have
not been developed further and are still up to date. For some aspects not covered
in [5], the present book is still the best reference. Furthermore, the present book is
still of interest as being the first publication in which the causal action principle was
presented. Indeed, comparing the presentation in the present book to the later devel-
opments should give the reader a deeper understanding of why certain constructions
were modified and how they were improved. In order to facilitate such a study, we
now outline the developments which led from the present book to the monograph [5].
In order not to change the original bibliography, a list of references to more recent
research papers is given at the end of this preface, where numbers are used (whereas
the original bibliography using letters is still at the end of the book). Similar as in
the first online edition, I took the opportunity to correct a few typos. Also, I added a
few footnotes beginning with “Online version:”. Apart from these changes, the online
version coincides precisely with the printed book in the AMS/IP series. In particular,
all equation numbers are the same.
Maybe the most important change in the mathematical setup was the move from
indefinite inner product spaces to Hilbert spaces, as we now explain in detail. Clearly,
the starting point of all my considerations was Dirac theory. On Dirac wave functions
in Minkowski space, one can introduce the two inner products
(Ψ|Φ) =
∫
IR3
(Ψγ0Φ)(t, ~x) d3x (1)
<Ψ|Φ> =
∫
IR4
Ψ(x)Φ(x) d4x . (2)
The first inner product (1) is positive definite and thus defines a scalar product. For
solutions of the Dirac equation, it is time independent due to current conservation,
making the solution space of the Dirac equation to a Hilbert space (more generally,
the scalar product can be computed by integrating the normal component of the Dirac
current over any Cauchy surface). The inner product (2), on the other hand, is indef-
inite. It is well-defined and covariant even on wave functions which do not satisfy the
Dirac equation, giving rise to an indefinite inner product space (which can be given
a Krein space structure). It should be pointed out that the time integral in (2) in
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general diverges for solutions of the Dirac equation, a problem which I always consid-
ered to be more of technical than of fundamental nature (this technical problem can
be resolved for example by working as in (2.2.26)–(2.2.29) with a δ-normalization in
the mass parameter or by making use of the mass oscillation property as introduced
in [12]).
The fermionic projector approach is based on the belief that on a microscopic scale
(like the Planck scale), space-time should not be modeled by Minkowski space but
should have a different, possibly discrete structure. Consequently, the Dirac equation
in Minkowski space should not be considered as being fundamental, but it should be
replaced by equations of different type. For such a more fundamental description, the
scalar product (1) is problematic, because it is not clear how the analog of an integral
over a hypersurface should be defined, and why this integral should be independent of
the choice of the hypersurface. The indefinite inner product (2), however, can easily
be generalized to for example a discrete space-time if one simply replaces the integral
in (2) by a sum over all space-time points. Such considerations led me to regard the
indefinite inner product (2) as being more fundamental than (1). This is the reason
why throughout this book, we work preferably with indefinite inner product spaces.
In particular, the structure of “discrete space-time” is introduced on an underlying
indefinite inner product space (see §3.3).
My views changed gradually over the past few years. The first input which trig-
gered this process was obtained when developing the existence theory for the causal
action principle. While working on this problem in the simplest setting of a finite
number of space-time points [1], it became clear that in order to ensure the existence
of minimizers, one needs to assume that the image of the fermionic projector P is a
negative definite subspace of the indefinite inner product space (H,<.|.>). The fact
that P has a definite image makes it possible to introduce a Hilbert space (H, 〈.|.〉H)
by setting 〈.|.〉H = −<.|P .> and dividing out the null space. This construction, which
was first given in [7, Section 1.2.2], gave an underlying Hilbert space structure. How-
ever, at this time, the connection of the corresponding scalar product to integrals over
hypersurfaces as in (1) remained obscure.
From the mathematical point of view, having an underlying Hilbert space struc-
ture has the major benefit that functional analytic methods in Hilbert spaces become
applicable. When thinking about how to apply these methods, it became clear that
also measure-theoretic methods are useful. This led me to generalize the mathematical
setting such as to allow for the description of not only discrete, but also continuous
space-times. This setting was first introduced in [3] when working out the existence
theory. This analysis also clarified which constraints one must impose in order to
obtain a mathematically well-posed variational problem.
The constructions in [3] also inspired the notion of the universal measure, as we now
outline. When working out the existence theory, it became clear that instead of using
the kernel of the fermionic projector, the causal action principle can be formulated
equivalently in terms of the local correlation operators F (x) which relate the Hilbert
space scalar product to the spin scalar product by
〈ψ|F (x)φ〉H = −≺ψ(x)|φ(x)x .
In this formulation, the only a-priori structure of space-time is that of being a measure
space (M,µ). The local correlation operators give rise to a mapping
F : M → F , x 7→ F (x) ,
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where F is the subset of finite rank operators on H which are symmetric and (counting
multiplicities) have at most 2N positive and at most 2N negative eigenvalues (where N
denotes the number of sectors). Then, instead of working with the measure µ, the
causal action can be expressed in terms of the push-forward measure ρ = F∗µ, being a
measure on F (defined by ρ(Ω) = µ(F−1(Ω))). As a consequence, it seems natural to
leave out the measure space (M,µ) and to work instead directly with the measure ρ
on F, referred to as the universal measure. We remark that working with (M,µ) has
the potential benefit that it is possible to prescribe properties of the measure ρ. In
particular, if µ is a discrete measure, then so is ρ (for details see [3, Section 1.2]).
However, the analysis of the causal action principle in [13] suggests that minimizing
measures are always discrete, even if one varies over all regular Borel measures (which
may have discrete and continuous components). With this in mind, it seems unneces-
sary to arrange the discreteness of the measure ρ by starting with a discrete measure
space (M,µ). Then the measure space (M,µ) becomes obsolete. These considerations
led me to the conviction that one should work with the universal measure ρ, which
should be varied within the class of all regular Borel measures. Working with general
regular Borel measures also has the advantage that it becomes possible to take convex
combinations of universal measures, which seems essential for getting the connection
to second-quantized bosonic fields (see the notions of decoherent replicas of space-time
and of microscopic mixing of wave functions in [4] and [15]).
Combining all the above results led to the framework of causal fermion systems,
where a physical system is described by a Hilbert space (H, 〈.|.〉H) and the universal
measure ρ on F. This framework was first introduced in [7]. Subsequently, the analytic,
geometric and topological structures encoded in a causal fermion system were worked
out systematically; for an overview see [5, Chapter 1].
From the conceptual point of view, the setting of causal fermion systems and the
notion of the universal measure considerably changed both the role of the causal action
principle and the concept of what space-time is. Namely, in the causal action principle
in this book, one varies the fermionic projector P in a given discrete space-time.
In the setting of causal fermion systems, however, one varies instead the universal
measure ρ, being a measure on linear operators on an abstract Hilbert space. In the
latter formulation, there is no space-time to begin with. On the contrary, space-time
is introduced later as the support of the universal measure. In this way, the causal
action principle evolved from a variational principle for wave functions in space-time
to a variational principle for space-time itself as well as for all structures therein.
In order to complete the summary of the conceptual modifications, we remark that
the connection between the scalar product 〈.|.〉H and surface integrals as in (1), which
had been obscure for quite a while, was finally clarified when working out Noether-
like theorems for causal variational principles [10]. Namely, surface integrals now
have a proper generalization to causal fermion systems in terms of so-called surface
layer integrals. It was shown that the symmetry of the causal action under unitary
transformations acting on F gives rise to conserved charges which can be expressed by
surface layer integrals. For Dirac sea configurations, these conserved charges coincide
with the surface integrals (1).
Another major development concerns the description of neutrinos. In order to
explain how these developments came about, we first note that in this book, neutrinos
are modelled as left-handed massless Dirac particles (see §5.1). This has the benefit
that the neutrinos drop out of the closed chain due to chiral cancellations (see §5.3
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and §5.4). When writing this book, I liked chiral cancellations, and I even regarded
them as a possible explanation for the fact that neutrinos appear only with one chi-
rality. As a side remark, I would like to mention that I was never concerned about
experimental observations which indicate that neutrinos do have a rest mass, because
I felt that these experiments are too indirect for making a clear case. Namely, mea-
surements only tell us that there are fewer neutrinos on earth than expected from the
number of neutrinos generated in fusion processes in the sun. The conventional ex-
planation for this seeming disappearance of solar neutrinos is via neutrino oscillations,
making it necessary to consider massive neutrinos. However, it always seemed to me
that there could be other explanations for the lack of neutrinos on earth (for example,
a modification of the weak interaction or other, yet unknown fundamental forces), in
which case the neutrinos could well be massless.
My motivation for departing from massless neutrinos was not related to experi-
mental evidence, but had to do with problems of mathematical consistency. Namely,
I noticed that left-handed neutrinos do not give rise to stable minimizers of the causal
action (see [5, Section 4.2]). This general result led me to incorporate right-handed
neutrino components, and to explain the fact that only the left-handed component is
observed by the postulate that the regularization breaks the chiral symmetry. This
procedure cured the mathematical consistency problems and had the desired side effect
that neutrinos could have a rest mass, in agreement with neutrino oscillations.
We now comment on other developments which are of more technical nature. These
developments were mainly triggered by minor errors or shortcomings in the present
book. First, Andreas Grotz noticed when working on his master thesis in 2007 that the
normalization conditions for the fermionic projector as given in (2.6.11) and (2.6.12)
are in general violated to higher order in perturbation theory. This error was cor-
rected in [6] by a rescaling procedure. This construction showed that there are two
different perturbation expansions: with and without rescaling. The deeper meaning of
these two expansions became clearer later when working out different normalizations
of the fermionic projector. This study was initiated by the quest for a non-perturbative
construction of the fermionic projector, as was carried out in globally hyperbolic space-
times in [11, 12]. It turned out that in space-times of finite lifetime, one cannot work
with the δ-normalization in the mass parameter as used in (2.2.26)–(2.2.29) (the “mass
normalization”). Instead, a proper normalization is obtained by using a scalar prod-
uct (.|.) which is represented similar to (1) by an integral over a spacelike hypersurface
(the “spatial normalization”). As worked out in detail in [14] with a convenient con-
tour integral method, the causal perturbation expansion without rescaling realizes the
spatial normalization condition, whereas the rescaling procedure in [6] gives rise to
the mass normalization. The constructions in curved space-time in [11, 12] as well as
the general connection between the scalar product (.|.) and the surface layer integrals
in [10] showed that the physically correct and mathematically consistent normalization
condition is the spatial normalization condition. With this in mind, the combinatorics
of the causal perturbation expansion in this book is indeed correct, but the resulting
fermionic projector does not satisfy the mass but the spatial normalization condition.
Clearly, the analysis of the continuum limit in Chapters 6–8 is superseded by the
much more detailed analysis in [5, Chapters 3-5]. A major change concerns the treat-
ment of the logarithmic singularities on the light cone, as we now point out. In the
present book, some of the contributions involving logarithms are arranged to vanish
by imposing that the regularization should satisfy the relation (6.2.9). I tried for quite
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a while to construct an example of a regularization which realizes this relation, until I
finally realized that there is no such regularization, for the following reason:
Lemma I. There is no regularization which satisfies the condition (6.2.9).
Proof. The linear combination of monomials M in (6.2.6) involves a factor T
(1)
[2] ,
which has a logarithmic pole on the light cone (see (2.5.43), (2.5.42) and (2.5.41)).
Restricting attention to the corresponding contribution ∼ log |~ξ|, we have
M  − 1
16pi3
T
(−1)
[0] T
(−1)
[0] T
(0)
[0] log |~ξ| .
As a consequence,
(M −M) T (0)[0]
−1
= − log |
~ξ|
16pi3
∣∣T (−1)[0] ∣∣2
T
(0)
[0]
(
T
(0)
[0] − T
(0)
[0]
)
= − log |
~ξ|
16pi3
∣∣∣∣T (−1)[0]
T
(0)
[0]
∣∣∣∣2(∣∣T (0)[0] ∣∣2 − (T (0)[0] )2) = − log |~ξ|8pi3
∣∣∣∣T (−1)[0]
T
(0)
[0]
∣∣∣∣2 (ImT (0)[0] )2 ≤ 0 .
Since this expression has a fixed sign, it vanishes in a weak evaluation on the light
cone only if it vanishes identically to the required degree. According to (2.5.41), the
function ImT
(0)
[0] is a regularization of the distribution −ipiδ(ξ2) ε(ξ0)/(8pi3) on the
scale ε. Hence on the light cone it is of the order ε−1. This gives the claim.
This no-go result led me to reconsider the whole procedure of the continuum limit.
At the same time, I tried to avoid imposing relations between the regularization pa-
rameters, which I never felt comfortable with because I wanted the continuum limit
to work for at least a generic class of regularizations. Resolving this important issue
took me a lot of time and effort. My considerations eventually led to the method
of compensating the logarithmic poles by a microlocal chiral transformation. These
construction as well as many preliminary considerations are given in [5, Section 3.7].
Finally, I would like to make a few comments on each chapter of the book. Chap-
ters 1–3 are still up to date, except for the generalizations and modifications mentioned
above. Compared to the presentation in [5], I see the benefit that these chapters might
be easier to read and might convey a more intuitive picture of the underlying physical
ideas. Chapter 4 is still the best reference for the general derivation of the formalism of
the continuum limit. In [5, Chapter 2] I merely explained the regularization effects in
examples and gave an overview of the methods and results in Chapter 4, but without
repeating the detailed constructions. Chapter 5 is still the only reference where the
form of the causal action is motivated and derived step by step. Also, the notion of
state stability is introduced in detail, thus providing the basis for the later analysis
in [2, 8]. As already mentioned above, the analysis in Chapters 6–8 is outdated. I
recommend the reader to study instead [5, Chapters 3–5]. The Appendices are still
valuable. I added a few footnotes which point to later improvements and further de-
velopments.
Felix Finster, Regensburg, August 2016
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CHAPTER 5
The Euler-Lagrange Equations in the Vacuum
In this chapter we discuss a general class of equations of discrete space-time in the
vacuum, for a fermionic projector which is modeled according to the configuration of
the fermions in the standard model. Our goal is to motivate and explain the model
variational principle introduced in §3.5 in more detail and to give an overview of other
actions which might be of physical interest. The basic structure of the action will be
obtained by considering the continuum limit (§5.3–§5.5), whereas the detailed form of
our model variational principle will be motivated by a consideration which also uses
the behavior of the fermionic projector away from the light cone (§5.6).
5.1. The Fermion Configuration of the Standard Model
Guided by the configuration of the leptons and quarks in the standard model, we
want to introduce a continuum fermionic projector which seems appropriate for the
formulation of a realistic physical model. We proceed in several steps and begin for
simplicity with the first generation of elementary particles, i.e. with the quarks d, u and
the leptons e, νe. The simplest way to incorporate these particles into the fermionic
projector as defined in §2.3 is to take the direct sum of the corresponding Dirac seas,
P sea =
4⊕
a=1
Xa
1
2
(pma − kma) (5.1.1)
with m1 = md, m2 = mu, m3 = me, m4 = 0 and X1 = X2 = X3 = 1, X4 = χL. The
spin dimension in (5.1.1) is (8, 8). Interpreting isometries of the spin scalar product as
local gauge transformations (see §3.1), the gauge group is U(8, 8). Clearly, the ordering
of the Dirac seas in the direct sum in (5.1.1) is a pure convention. Nevertheless,
our choice entails no loss of generality because any other ordering can be obtained
from (5.1.1) by a suitable global gauge transformation.
In the standard model, the quarks come in three “colors,” with an underlying
SU(3) symmetry. We can build in this symmetry here by taking three identical copies
of each quark Dirac sea. This leads us to consider instead of (5.1.1) the fermionic
projector
P sea =
N⊕
a=1
Xa
1
2
(pma − kma) (5.1.2)
with N = 8 and m1 = m2 = m3 = md, m4 = m5 = m6 = mu, m7 = me, m8 = 0,
and X1 = · · · = X7 = 1, X8 = χL. Now the spin dimension is (16, 16), and the gauge
group is U(16, 16).
Let us now consider the realistic situation of three generations. Grouping the
elementary particles according to their lepton number and isospin, we get the four
families (d, s, b), (u, c, t), (νe, νµ, ντ ) and (e, µ, τ). In the standard model, the particles
within each family couple to the gauge fields in the same way. In order to also arrange
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this here, we take the (ordinary) sum of these Dirac seas. Thus we define the fermionic
projector of the vacuum by
P (x, y) =
N⊕
a=1
3∑
α=1
Xa
1
2
(pmaα − kmaα) (5.1.3)
with N = 8, X1 = · · · = X7 = 1 and X8 = χL; furthermore m11 = m21 = m31 = md,
m12 = m22 = m32 = ms, m13 = m23 = m33 = mb, m41 = m51 = m61 = mu, . . . ,
m71 = me, m72 = mµ, m73 = mτ , and m81 = m82 = m83 = 0. We refer to the direct
summands in (5.1.3) as sectors. The spin dimension in (5.1.3) is again (16, 16).
The fermionic projector of the vacuum (5.1.3) fits into the general framework of §2.3
(it is a special case of (2.3.1) obtained by setting g(a) = 3). Thus the interaction can
be introduced exactly as in §2.3 by defining the auxiliary fermionic projector (2.3.3),
inserting bosonic potentials B into the auxiliary Dirac equation (2.3.10) and finally
taking the partial trace (2.3.20). We point out that our only free parameters are the
nine masses of the elementary leptons and quarks. The operator B which describes
the interaction must satisfy the causality compatibility condition (2.3.18). But apart
from this mathematical consistency condition, the operator B is arbitrary. Thus in
contrast to the standard model, we do not put in the structure of the fundamental
interactions here, i.e. we do not specify the gauge groups, the coupling of the gauge
fields to the fermions, the coupling constants, the CKM matrix, the Higgs mechanism,
the masses of the W - and Z-bosons, etc. The reason is that in our description, the
physical interaction is to be determined and described by our variational principle in
discrete space-time.
5.2. The General Two-Point Action
The model variational principle in §3.5 was formulated via a two-point action
(3.5.3, 3.5.9, 3.5.10). In the remainder of this chapter, we shall consider the general
two-point action
S =
∑
x,y∈M
L[P (x, y) P (y, x)] (5.2.1)
more systematically and study for which Lagrangians L the corresponding Euler-
Lagrange (EL) equations are satisfied in the vacuum (a problem arising for actions
other than two-point actions is discussed in Remark 6.2.5). Let us derive the EL
equations corresponding to (5.2.1). We set
Axy = P (x, y) P (y, x) (5.2.2)
and for simplicity often omit the subscript “xy” in what follows. In a gauge, A is
represented by a 4N × 4N matrix, with N = 8 for the fermion configuration of
the standard model (5.1.3). We write the matrix components with Greek indices,
A = (Aαβ)α,β=1,...,4N . The Lagrangian in (5.2.1) is a functional on 4N × 4N matrices.
Denoting its gradient by M,
M[A] = (M[A]αβ)α,β=1,...,4N with M[A]αβ =
∂L[A]
∂Aβα
,
the variation of L is given by
δL[A] =
4N∑
α,β=1
M[A]αβ δAβα = Tr (M[A] δA) , (5.2.3)
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where “Tr” denotes the trace of 4N × 4N matrices. Summing over x and y yields the
variation of the action,
δS =
∑
x,y∈M
δL[Axy] =
∑
x,y∈M
Tr (M[Axy] δAxy) .
We substitute the identity
δAxy = δP (x, y) P (y, x) + P (x, y) δP (y, x) (5.2.4)
and use the symmetry x↔ y as well as the fact that the trace is cyclic to obtain
δS = 4
∑
x,y∈M
Tr (Q(x, y) δP (y, x)) (5.2.5)
with
Q(x, y) =
1
4
(M[Axy] P (x, y) + P (x, y)M[Ayx]) . (5.2.6)
This equation can be simplified, in the same spirit as the transformation from (3.5.17)
to (3.5.19) for our model variational principle.
Lemma 5.2.1. In the above setting,
M[Axy] P (x, y) = P (x, y)M[Ayx] .
Proof. We consider for fixed x, y ∈M variations of the general form
δP (x, y) = C , δP (y, x) = C∗
with C any 4N × 4N -matrix. Then, using (5.2.3, 5.2.4) and cyclically commuting the
factors inside the trace, we obtain
δL[Axy] = Tr
(
M[Axy] P (x, y) C∗ + P (y, x)M[Axy] C
)
.
Since the Lagrangian is symmetric (3.5.7), this is equal to
δL[Ayx] = Tr
(
M[Ayx] P (y, x) C + P (x, y)M[Ayx] C∗
)
.
Subtracting these two equations, we get
Tr
(
(M[Axy] P (x, y)− P (x, y)M[Ayx])C∗
)
= Tr
(
(M[Ayx] P (y, x)− P (y, x)M[Axy])C
)
.
Changing the phase of C according to C → eiϕC, ϕ ∈ [0, 2pi), one sees that both sides
of the equation vanish separately, and thus
Tr
(
(M[Axy] P (x, y)− P (x, y)M[Ayx])C∗
)
= 0 .
Since C is arbitrary, the claim follows.
Using this lemma, we can simplify (5.2.6) to
Q(x, y) =
1
2
M[Axy] P (x, y) . (5.2.7)
We can also write (5.2.5) in the compact form
δS = 4 tr(Q δP ) , (5.2.8)
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where Q is the operator on H with kernel (5.2.7). Exactly as in §3.5 we consider
unitary variations of P (3.5.14) with finite support, i.e.
δP = i [B,P ] ,
where B is a Hermitian operator of finite rank. Substituting into (5.2.8) and cyclically
commuting the operators in the trace yields that
δS = 4i tr(Q [B,P ]) = 4i tr([P,Q]B) .
Since B is arbitrary, we conclude that
[P,Q] = 0 (5.2.9)
with Q according to (5.2.7). These are the EL equations.
5.3. The Spectral Decomposition of P (x, y) P (y, x)
As outlined in §3.5 in a model example, the EL equations (5.2.9) can be analyzed
using the spectral decomposition of the matrix A, (3.5.11). On the other hand, we saw
in Chapter 4 that A should be looked at in an expansion about the light cone. We
shall now combine these methods and compute the eigenvalues and spectral projectors
of A using the general formalism of the continuum limit introduced in §4.5.
Since the fermionic projector of the vacuum (5.1.3) is a direct sum, we can study
the eight sectors separately. We first consider the neutrino sector n = 8, i.e.
P (x, y) =
3∑
α=1
χL
1
2
(pmα − kmα) with mα = 0.
Assuming that the regularized Dirac seas have a vector-scalar structure (4.1.5) and
regularizing as explained after (4.5.11), the regularized fermionic projector, which with
a slight abuse of notation we denote again by P (x, y), is of the form
P (x, y) = χL gj(x, y) γ
j (5.3.1)
with suitable functions gj . Since P is Hermitian, P (y, x) is given by
P (y, x) = P (x, y)∗ = χL gj(x, y) γj .
Omitting the arguments (x, y) of the functions gj , we obtain for the 4× 4 matrix A
A = χL g/ χL g/ = χL χR g/ g/ = 0 . (5.3.2)
Hence in the neutrino sector, Axy is identically equal to zero. We refer to cancellations
like in (5.3.2), which come about because the neutrino sector contains only left-handed
particles, as chiral cancellations.
Next we consider the massive sectors n = 1, . . . , 7 in (5.1.3), i.e.
P (x, y) =
3∑
α=1
1
2
(pmα − kmα) . (5.3.3)
Again assuming that the regularized Dirac seas have a vector-scalar structure, the
regularized fermionic projector is
P (x, y) = gj(x, y) γ
j + h(x, y) (5.3.4)
with suitable functions gj and h. Using that P is Hermitian, we obtain
P (y, x) = gj(x, y) γ
j + h(x, y) . (5.3.5)
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Again omitting the arguments (x, y), we obtain for the 4× 4 matrix Axy
A = g/ g/ + h g/ + g/ h + hh . (5.3.6)
It is useful to decompose A in the form
A = A1 + A2 + µ
with
A1 =
1
2
[g/, g/] , A2 = h g/ + g/ h , µ = gg + hh
and gg ≡ gj gj . Then the matrices A1 and A2 anti-commute, and thus
(A− µ)2 = A21 +A22 = (gg)2 − g2 g2 + (gh+ hg)2 . (5.3.7)
The right side of (5.3.7) is a multiple of the identity matrix, and so (5.3.7) is a quadratic
equation for A. The roots λ± of this equation,
λ± = gg + hh ±
√
(gg)2 − g2 g2 + (gh+ hg)2 , (5.3.8)
are the zeros of the characteristic polynomial of A. However, we must be careful
about associating eigenspaces to λ± because A need not be diagonalizable. Let us first
consider the case that the two eigenvalues in (5.3.8) are distinct. If we assume that A
is diagonalizable, then λ± are the two eigenvalues of A, and the corresponding spectral
projectors F± are computed to be
F± =
1
2
± 1
λ+ − λ−
(
A − 1
2
(λ+ + λ−) 1
)
(5.3.9)
=
1
2
±
1
2 [g/, g/] + hg/ + g/h
2
√
(gg)2 − g2 g2 + (gh+ hg)2
. (5.3.10)
The explicit formula (5.3.10) even implies that A is diagonalizable. Namely, a short
calculation yields that
A F± = λ± F± and F+ + F− = 1 ,
proving that the images of F+ and F− are indeed eigenspaces of A which span C4.
Moreover, a short computation using (5.3.4) and (5.3.10) yields that
F± P (x, y) =
g/+ h
2
± g/ (gg + hh) − g/ (g
2 − h2) + (gg) h + g2 h
2
√
(gg)2 − g2 g2 + (gh+ hg)2
. (5.3.11)
Writing out for clarity the dependence on x and y, the spectral decomposition of A is
Axy =
∑
s=±
λxys F
xy
s . (5.3.12)
The following lemma relates the spectral representation of Axy to that of Ayx; it can
be regarded as a special case of Lemma 3.5.1.
Lemma 5.3.1.
λxy± = λ
yx
∓ (5.3.13)
F xy± P (x, y) = P (x, y) F
yx
∓ , (5.3.14)
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Proof. According to (5.3.4, 5.3.5), Ayx is obtained from Axy by the transforma-
tions gj ↔ gj , h ↔ h. The eigenvalues (5.3.8) are invariant under these transforma-
tions. Our convention for labeling the eigenvalues is (5.3.13). Using this convention,
we obtain from (5.3.9) that
F xy± P (x, y) =
1
2
P (x, y)± 1
λxy+ − λxy−
(
Axy P (x, y) − 1
2
(λxy+ + λ
xy
− ) P (x, y)
)
P (x, y) F yx∓ =
1
2
P (x, y)± 1
λxy+ − λxy−
(
P (x, y)Ayx − 1
2
(λxy+ + λ
xy
− ) P (x, y)
)
.
The identity P (x, y)Ayx = P (x, y) P (y, x) P (x, y) = Axy P (x, y) yields (5.3.14).
If the eigenvalues in (5.3.8) are equal, the matrix A need not be diagonalizable (namely,
the right side of (5.3.7) may be zero without (5.3.6) being a multiple of the identity
matrix). Since such degenerate cases can be treated by taking the limits λ+−λ− → 0
in the spectral representation (5.3.12), we do not worry about them here.
Before going on, we point out that according to (5.3.8), the 4 × 4 matrix A has
at most two distinct eigenvalues. In order to understand better how this degeneracy
comes about, it is useful to consider the space V of real vectors which are orthogonal
to gj and gj (with respect to the Minkowski metric),
V = {v | vj gj = 0 = vj gj} .
Since we must satisfy two conditions in four dimensions, dim V ≥ 2. Furthermore, a
short calculation using (5.3.6) shows that for every v ∈ V ,
[A, vjγ
jγ5] = 0 . (5.3.15)
Thus the eigenspaces of A are invariant subspaces of the operators vjγ
jγ5. In the
case when the two eigenvalues (5.3.8) are distinct, the family of operators (vjγ
jγ5)v∈V
acts transitively on the two-dimensional eigenspaces of A. Notice that the operators
vjγ
jγ5 map left-handed spinors into right-handed spinors and vice versa. Thus one
may regard (5.3.15) as describing a symmetry between the left- and right-handed
component of A. We refer to the fact that A has at most two distinct eigenvalues as
the chiral degeneracy of the massive sectors in the vacuum.
Our next step is to rewrite the spectral representation using the formalism of §4.5.
Expanding in powers of m and regularizing gives for a Dirac sea the series
∞∑
n=0
1
n!
(
iξ/
2
T
(n−1)
[2n] (x, y) + T
(n)
[2n+1](x, y)
)
. (5.3.16)
In composite expressions, one must carefully keep track that every factor ξ is associated
to a corresponding factor T
(n)
[p] . In §4.5 this was accomplished by putting a bracket
around both factors. In order to have a more flexible notation, we here allow the two
factors to be written separately, but in this case the pairing is made manifest by adding
an index (n), and if necessary also a subscript [r], to the factors ξ. With this notation,
the contraction rules (4.5.19–4.5.21) can be written as
(ξ
(n1)
[r1]
)j (ξ
(n2)
[r2]
)j =
1
2
(z
(n1)
[r1]
+ z
(n2)
[r2]
) , (ξ
(n1)
[r1]
)j (ξ
(n2)
[r2]
)j =
1
2
(z
(n1)
[r1]
+ z
(n2)
[r2]
) (5.3.17)
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(and similar for the complex conjugates), where we introduced factors z
(n)
[r] which by
definition combine with the corresponding factor T
(n)
[r] according to
z
(n)
[r] T
(n)
[r] = −4 (n T
(n+1)
[r] + T
(n+2)
{r} ) + (smooth functions) . (5.3.18)
In our calculations, most separate factors ξ and z will be associated to T
(−1)
[0] . Therefore,
we shall in this case often omit the indices, i.e.
ξ ≡ ξ(−1)[0] , z ≡ z
(−1)
[0] .
We point out that the calculation rule (5.3.18) is valid only modulo smooth functions.
This is because in Chapter 4 we analyzed the effects of the ultraviolet regularization,
but disregarded the “regularization” for small momenta related to the logarithmic mass
problem. However, this is not a problem because the smooth contribution in (5.3.18)
is easily determined from the behavior away from the light cone, where the factors
T
(n)
◦ are known smooth functions and z
(n)
[r] = ξ
2.
We remark that one must be a little bit careful when regularizing the sum in (5.3.3)
because the regularization functions will in general be different for each Dirac sea. This
problem is handled most conveniently by introducing new “effective” regularization
functions for the sums of the Dirac seas. More precisely, in the integrands (4.5.12–
4.5.14) we make the following replacements,
h a
p−1
2 →
3∑
α=1
hα a
p−1
2
α , h a
p−1
2 b →
3∑
α=1
hα a
p−1
2
α bα
g a
p
2 →
3∑
α=1
gα a
p
2
α , g a
p
2 b →
3∑
α=1
gα a
p
2
α bα .
 (5.3.19)
As is easily verified, all calculation rules for simple fractions remain valid also when
different regularization functions are involved. This implies that the contraction
rules (5.3.17, 5.3.18) are valid for the sums of Dirac seas as well.
Using (5.3.16) and the contraction rules, we can expand the spectral decomposition
around the singularities on the light cone. Our expansion parameter is the degree on
the light cone, also denoted by “deg”. It is defined in accordance with (4.5.27) by
deg(T
(n)
◦ ) = 1− n , deg(z(n)) = −1 ,
and the degree of a function which is smooth and non-zero on the light cone is set to
zero. The degree of a product is obtained by adding the degrees of all factors, and of
a quotient by taking the difference of the degrees of the numerator and denominator.
The leading contribution to the eigenvalues is computed as follows,
gg + hh = (deg < 3)
+
1
4
(
(ξj T
(−1)
[0] )(ξ
j T
(−1)
[0] ) + (ξj T
(−1)
[0] )(ξ
j T
(0)
[2] ) + (ξj T
(0)
[2] )(ξ
j T
(−1)
[0] )
)
=
1
8
(z + z) T
(−1)
[0] T
(−1)
[0] + (deg < 3)
=
1
2
(
T
(0)
[0] T
(−1)
[0] + T
(−1)
[0] T
(0)
[0]
)
+ (deg < 3)
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(gg)2 − g2 g2 = 1
16
(
(ξj T
(−1)
[0] )(ξ
j T
(−1)
[0] )
)2
− 1
16
(ξ T
(−1)
[0] )
2 (ξ T
(−1)
[0] )
2 + (deg < 6)
=
1
4
(
T
(0)
[0] T
(−1)
[0] + T
(−1)
[0] T
(0)
[0]
)2
−T (−1)[0] T
(0)
[0] T
(−1)
[0] T
(0)
[0] + (deg < 6)
=
1
4
(
T
(0)
[0] T
(−1)
[0] − T
(−1)
[0] T
(0)
[0]
)2
+ (deg < 6)
(gh+ hg)2 =
1
4
(
(iξ T
(−1)
[0] ) T
(0)
[1] + T
(0)
[1] (iξ T
(−1)
[0] )
)2
+ (deg < 6)
= (deg < 6) ,
and thus
λ± =
1
2
(
T
(0)
[0] T
(−1)
[0] + T
(−1)
[0] T
(0)
[0]
)
+ (deg < 3)
±1
2
√(
T
(0)
[0] T
(−1)
[0] − T
(−1)
[0] T
(0)
[0]
)2
+ (deg < 6)
=
1
2
(
T
(0)
[0] T
(−1)
[0] + T
(−1)
[0] T
(0)
[0]
)
+ (deg < 3)
±1
2
(
T
(0)
[0] T
(−1)
[0] − T
(−1)
[0] T
(0)
[0]
)
± (deg < 6)
4
(
T
(0)
[0] T
(−1)
[0] − T
(−1)
[0] T
(0)
[0]
) + · · ·
=
 T
(0)
[0] T
(−1)
[0] for “+”
T
(−1)
[0] T
(0)
[0] for “−”
+ (deg < 3). (5.3.20)
The spectral projectors are calculated similarly,
F± =
1
2
±
1
8 [ξ/ T
(−1)
[0] , ξ/ T
(−1)
[0] ] − i2
(
T
(0)
[1] (ξ/T
(−1)
[0] ) − (ξ/T
(−1)
[0] ) T
(0)
[1]
)
T
(0)
[0] T
(−1)
[0] − T
(−1)
[0] T
(0)
[0]
+(deg < 0) (5.3.21)
F± P (x, y) =
i
4
(ξ/ T
(−1)
[0] ) + (deg < 2)
± i
4
(ξ/ T
(−1)
[0] )(T
(0)
[0] T
(−1)
[0] + T
(−1)
[0] T
(0)
[0] ) − 2 (ξ/ T
(−1)
[0] ) T
(−1)
[0] T
(0)
[0]
T
(0)
[0] T
(−1)
[0] − T
(−1)
[0] T
(0)
[0]
. (5.3.22)
The last expression contains inner factors ξ. In situations when these factors are not
contracted to other inner factors in a composite expression, we can treat them as outer
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factors. Then (5.3.22) simplifies to
F± P (x, y) =
{
0 for “+”
i
2 ξ/ T
(−1)
[0] for “−”
+ (deg < 2) . (5.3.23)
By expanding, one can compute the eigenvalues and spectral projectors also to lower
degree on the light cone. We do not want to enter the details of this calculation here
because in this chapter we only need that the lower degrees involve the masses of the
Dirac seas. This is illustrated by the following expansion of the eigenvalues,
λ± =
1
4
×
 (z T
(−1)
[0] ) T
(−1)
[0] + (z T
(0)
[2] ) T
(−1)
[0] + (z T
(−1)
[0] ) T
(0)
[2] for “+”
T
(−1)
[0] (z T
(−1)
[0] ) + T
(−1)
[0] (z T
(0)
[2] ) + T
(0)
[2] (z T
(−1)
[0] ) for “−”
+ T
(0)
[1] T
(0)
[1] ∓
T
(0)
[1] T
(−1)
[0] − T
(−1)
[0] T
(0)
[1]
T
(0)
[0] T
(−1)
[0] − T
(−1)
[0] T
(0)
[0]
(T
(0)
[1] T
(0)
[0] − T
(0)
[0] T
(0)
[1] )
+ (deg < 2) . (5.3.24)
Similarly, the contributions to degree < 2 involve even higher powers of the masses.
Let us specify how we can give the above spectral decomposition of Axy a math-
ematical meaning. A priori, our formulas for λ± and F± are only formal expressions
because the formalism of the continuum limit applies to simple fractions, but dividing
by (T
(0)
[0] T
(−1)
[0] −T
(−1)
[0] T
(0)
[0] ) is not a well-defined operation. In order to make mathemati-
cal sense of the spectral decomposition and in order to ensure at the same time that the
EL equations have a well-defined continuum limit, we shall only consider Lagrangians
for which all expressions obtained by substituting the spectral representation of A into
the EL equations are linear combinations of simple fractions. Under this assumption,
working with the spectral representation of Axy can be regarded merely as a conve-
nient formalism for handling the EL equations, the latter being well-defined according
to §4.5. Having Lagrangians of this type in mind, we can treat A in the massive sectors
as a diagonalizable matrix with two distinct eigenvalues λ± and corresponding spectral
projectors F±.
The explicit formulas (5.3.20, 5.3.21) show that the eigenvalues of A are to leading
degree not real, but appear in complex conjugate pairs, i.e.
λ+ = λ− and F ∗+ = F− . (5.3.25)
If one considers perturbations of these eigenvalues by taking into account the con-
tributions of lower degree, λ+ and λ− will clearly still be complex. This implies
that the relations (5.3.25) remain valid (see the argument after (3.5.5) and the exam-
ple (5.3.24)). We conclude that in our expansion about the singularities on the light
cone, the eigenvalues appear to every degree in complex conjugate pairs (5.3.25).
We finally summarize the results obtained in the neutrino and massive sectors and
introduce a convenient notation for the eigenvalues and spectral projectors of Axy. We
found that in the continuum limit, A can be treated as a diagonalizable matrix. We
denote the distinct eigenvalues of A by (λk)k=1,...,K and the corresponding spectral
projectors by Fk. Since A vanishes in the neutrino sector, zero is an eigenvalue of A
of multiplicity four; we choose the numbering such that λ1 = 0. Due to the chiral
degeneracy, all eigenspaces are at least two-dimensional. Furthermore, all non-zero
eigenvalues of A are complex and appear in complex conjugate pairs (5.3.25). It is
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useful to also consider the eigenvalues counting their multiplicities. We denote them
by (λα)α=1,...,4N or also by (λncs)n=1,...,8, c=L/R, s=±, where n refers to the sectors and
c, s count the eigenvalues within each sector. More precisely,
λ8a = 0 and λnc± = λ
(n)
± , n = 1, . . . , 7 (5.3.26)
with λ
(n)
± as given by (5.3.8) or (5.3.24), where the index “(n)” emphasizes that the
eigenvalues λ± depend on the regularization functions in the corresponding sector.
5.4. Strong Spectral Analysis of the Euler-Lagrange Equations
In this section we shall derive conditions which ensure that the EL equations (5.2.9,
5.2.7) are satisfied in the vacuum and argue why we want to choose our Lagrangian in
such a way that these sufficient conditions are fulfilled. Since the Lagrangian L[A] must
be independent of the matrix representation of A, it depends only on the eigenvalues
λα,
L[Axy] = L(λxy1 , . . . , λxy4N ) ,
and furthermore L(λxy1 , . . . , λxy4N ) is symmetric in its arguments. In preparation, we
consider the case when the eigenvalues of A are non-degenerate. Then the variation
of the eigenvalues is given in first order perturbation theory by δλα = Tr(Fα δA). Let
us assume that L depends smoothly on the λα, but is not necessarily holomorphic (in
particular, L is allowed to be a polynomial in |λα|). Then
δL =
4N∑
α=1
(
∂L(λ)
∂ Reλα
Re Tr(Fα δA) +
∂L(λ)
∂ Imλα
Im Tr(Fα δA)
)
(5.4.1)
= Re
4N∑
α=1
∂L(λ)
∂λα
Tr(Fα δA) , (5.4.2)
where we set
∂L(λ)
∂ Reλα
= lim
IR3ε→0
1
ε
(L(λ1, . . . , λα−1, λα + ε, λα+1, . . . , λ4N )− L(λ1, . . . , λ4N ))
∂L(λ)
∂ Imλα
= lim
IR3ε→0
1
ε
(L(λ1, . . . , λα−1, λα + iε, λα+1, . . . , λ4N )− L(λ1, . . . , λ4N ))
and
∂L(λ)
∂λα
≡ ∂L(λ)
∂ Reλα
− i ∂L(λ)
∂ Imλα
. (5.4.3)
If some of the λαs coincide, we must apply perturbation theory with degeneracies.
One obtains in generalization of (5.4.2) that
δL = Re
K∑
k=1
∂L(λ)
∂λα
Tr(Fk δA)
∣∣∣∣
λα=λk
. (5.4.4)
Here our notation means that we choose the index α such that λα = λk. Clearly, α
is not unique if λk is a degenerate eigenvalue; in this case α can be chosen arbitrarily
due to the symmetry of L. We also write (5.4.4) in the shorter form
δL = Re
K∑
k=1
∂L(λ)
∂λk
Tr(Fk δA) . (5.4.5)
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In this formula it is not necessary to take the real part. Namely, as the Lagrangian is
real and symmetric in its arguments, we know that L(λ1, . . . , λ4N ) = L(λ1, . . . , λ4N ),
and thus, according to (5.4.3),
∂L(λ1, . . . , λ4N )
∂λk
=
∂L(λ1, . . . , λ4N )
∂λk
.
Using furthermore that the eigenvalues ofA appear in complex conjugate pairs, (5.3.25),
one sees that the operator
K∑
k=1
∂L
∂λk
Fk
is Hermitian. Hence we can write the sum in (5.4.5) as the trace of products of two
Hermitian operators on H, being automatically real. We conclude that
δL =
K∑
k=1
∂L(λ)
∂λk
Tr(Fk δA) . (5.4.6)
Comparing (5.4.6) with (5.2.3) gives
M[Axy] =
Kxy∑
k=1
∂L(λ)
∂λxyk
F xyk . (5.4.7)
We substitute this identity into (5.2.7) and apply Lemma 5.3.1 in each sector to obtain
Q(x, y) =
1
2
Kxy∑
k=1
∂L(λxy)
∂λxyk
F xyk P (x, y) =
1
2
Kxy∑
k=1
∂L(λxy)
∂λxyk
P (x, y) F yxk . (5.4.8)
Using these relations, we can write the EL equations (5.2.9) as∫
d4z
P (x, z) P (z, y) Kzy∑
k=1
∂L(λzy)
∂λzyk
F yzk (5.4.9)
−
Kxz∑
k=1
∂L(λxz)
∂λxzk
F xzk P (x, z) P (z, y)
)
= 0 . (5.4.10)
This equation splits into separate equations on the eight sectors. In the neutrino sector,
we have according to (5.3.1),
P (x, z) P (z, y) = χL g/(x, z) χL g/(z, y) = χL χR g/(x, z) g/(z, y) = 0 . (5.4.11)
Since both summands in (5.4.10) contain a factor P (x, z) P (z, y), the EL equations
are trivially satisfied in the neutrino sector due to chiral cancellations. In the massive
sectors, there are no chiral cancellations. As shown in Appendix F, there are no further
cancellations in the commutator if generic perturbations of the physical system are
taken into account. This means that (5.4.10) will be satisfied if and only if Q vanishes
in the massive sectors, i.e.
Kxy∑
k=1
∂L(λxy)
∂λxyk
F xyk P (x, y) XX
∗ = 0 . (5.4.12)
As explained on page 131, we shall only consider Lagrangians for which (5.4.12) is
a linear combination of simple fractions. Thus we can evaluate (5.4.12) weakly on
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the light cone and apply the integration-by-parts rules. We will now explain why it
is reasonable to demand that (5.4.12) should be valid even in the strong sense, i.e.
without weak evaluation and the integration-by-parts rule. First, one should keep in
mind that the integration-by-parts rules are valid only to leading order in (lEP )
−1.
As is worked out in Appendix D, the restriction to the leading order in (lEP )
−1 is
crucial when perturbations by the bosonic fields are considered (basically because the
microscopic form of the bosonic potentials is unknown). But in the vacuum, one
can consider the higher orders in (lEP )
−1 as well (see the so-called regularization
expansion in §4.3 and §4.4). Therefore, it is natural to impose that in the vacuum the
EL equations should be satisfied to all orders in (lEP )
−1. Then the integration-by-
parts rules do not apply, and weak evaluation becomes equivalent to strong evaluation.
A second argument in favor of a strong analysis is that even if we restricted attention
to the leading order in (lEP )
−1 and allowed for integrating by parts, this would hardly
simplify the equations (5.4.12), because the integration-by-parts rules depend on the
indices n of the involved factors T
(n)
◦ and T
(n)
◦ . But the relations between the simple
fractions given by the integration-by-parts rules are different to every degree, and thus
the conditions (5.4.12) could be satisfied only by imposing to every degree conditions
on the regularization parameters. It seems difficult to satisfy all these extra conditions
with our small number of regularization functions. Clearly, this last argument does
not rule out the possibility that there might be a Lagrangian together with a special
regularization such that (5.4.12) is satisfied to leading order in (lEP )
−1 only after
applying the integration-by-parts rules. But such Lagrangians are certainly difficult
to handle, and we shall not consider them here.
For these reasons, we here restrict attention to Lagrangians for which (5.4.12) is
satisfied strongly. Then (5.4.12) simplifies to the conditions
∂L(λxy)
∂λxyncs
= 0 for n = 1, . . . , 7. (5.4.13)
5.5. Motivation of the Lagrangian, the Mass Degeneracy Assumption
Let us discuss the conditions (5.4.13) in concrete examples. We begin with the
class of Lagrangians which are polynomial in the eigenvalues λα of A. Since different
powers of λα have a different degree on the light cone, there cannot be cancellations
between them. Thus it suffices to consider polynomials which are homogeneous of
degree h, h ≥ 1. Furthermore, as the Lagrangian should be independent of the matrix
representation of A, it can be expressed in terms of traces of powers of A. Thus we
consider Lagrangians of the form
L[A] = Ph[A] , (5.5.1)
where Pl denotes a polynomial in Tr(Ap) homogeneous in A of degree l, i.e.
Pl =
∑
n
cn Rp1 · · · Rpmax(n) with
max(n)∑
j=1
pj = l, (5.5.2)
Rp = Tr(A
p) =
4N∑
α=1
λpα (5.5.3)
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and coefficients cn, which for simplicity we assume to be rational. For example, the
general Lagrangian of degree h = 3 reads
L[A] = c1 R3 + c2 R1 R2 + c3 R1 R1 R1 (5.5.4)
with three coefficients cn ∈ Q (only two of which are of relevance because the normal-
ization of L clearly has no effect on the EL equations). We assume that L is non-trivial
in the sense that at least one of the coefficients cn in the definition (5.5.1, 5.5.2) of L
should be non-zero. The EL equations corresponding to (5.5.4) can easily be computed
using that δRp = p Tr(A
p−1 δA) together with (5.2.4) and the fact that the trace is
cyclic. The resulting operator Q in (5.2.9) is of the form
Q(x, y) =
[
P0 Ah−1 + P1 Ah−2 + · · · + Ph−1
]
P (x, y) (5.5.5)
where Pl are homogeneous polynomials of the form (5.5.2) (P0 is a rational number).
In the example (5.5.4),
Q(x, y) =
[
3
2
c1 A
2 + c2 R1 A +
1
2
(c2 R2 + 3c3 R
2
1)
]
P (x, y) .
By substituting the regularized formulas of the light-cone expansion into (5.5.5), one
sees that Q(x, y) is to every degree on the light cone a polynomial in T
(n)
◦ and T
(n)
◦ ,
well-defined according to §4.5. Thus for polynomial actions, our spectral decomposition
is not needed. But it is nevertheless a convenient method for handling the otherwise
rather complicated combinatorics of the Dirac matrices.
For the polynomial Lagrangian (5.5.1), the conditions (5.4.13) become
P0 λh−1 + P1 λh−2 + · · · + Ph−1 = 0 for λ = λncs, n = 1, . . . , 7 (5.5.6)
and the Pl as in (5.5.2). It is useful to analyze these conditions algebraically as
polynomial equations with rational coefficients for the eigenvalues of A. To this end, we
need to introduce an abstract mathematical notion which makes precise that, according
to (5.3.26), the eigenvalues λncs have certain degeneracies, but that there are no further
relations between them. We say that the matrix A has n independent eigenvalues if A
has n distinct eigenvalues, one of them being zero and the others being algebraically
independent. The following lemma shows that the conditions (5.5.6) can be fulfilled
only if the degree of the Lagrangian is sufficiently large.
Lemma 5.5.1. For a non-trivial Lagrangian of the form (5.5.1) which satisfies the
conditions (5.5.6),
h ≥ n , (5.5.7)
where n denotes the number of independent eigenvalues of A.
Proof. First suppose that the Pl in (5.5.6) are not all zero. Then we can regard the
left side of (5.5.6) as a polynomial in λ of degree at most h− 1. According to (5.3.26),
the eigenvalues λ8a in the lepton sector all vanish. Thus the polynomial in (5.5.6)
has at least n − 1 distinct zeros, and thus its degree must be at least n − 1. This
proves (5.5.7).
It remains to consider the case when the coefficients Pl in (5.5.6) all vanish. Since
the Lagrangian is non-trivial, at least one of the Pl is non-trivial, we write Pl 6≡ 0. On
the other hand, Pl[A] = 0 and furthermore l ≤ h− 1 from (5.5.6). Hence to conclude
the proof it suffices to show that
Pl 6≡ 0 and Pl[A] = 0 =⇒ l ≥ n− 1. (5.5.8)
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To prove (5.5.8), we proceed inductively in n. For n = 1 there is nothing to show.
Assume that (5.5.8) holds for given n and any matrixA with n independent eigenvalues.
Consider a matrixA with n+1 independent eigenvalues. A given non-trivial polynomial
Pl+1 can be uniquely decomposed in the form
Pl+1 = R1 Pl + R2 Pl−1 + · · · + Rl+1 P0 , (5.5.9)
where the polynomials Pl−k contain only factors Rj with j > k. Since Pl+1 6≡ 0,
at least one of the factors Pl−k is non-trivial. Let k ≥ 0 be the smallest natural
number such that Pl−k 6≡ 0. The functional Pl+1[A] is a homogeneous polynomial
of degree l + 1 in the eigenvalues λ1, . . . , λn+1 of A. We pick those contributions to
this polynomial which are homogeneous in 0 6= λn+1 of degree n+ 1. These contribu-
tions all come from the summand Rk+1Pl−k in (5.5.9) because the summands to its
left are trivial and the summands to its right are composed only of factors Rl with
l > k + 1. Hence, apart from the prefactor λk+1n+1 and up to irrelevant combinatorial
factors for each of the monomials, these contributions coincide with the polynomial
Pl−k(λ1, . . . , λn) evaluated for a matrix with n independent eigenvalues. We conclude
that if Pl+1(λ1, . . . , λn+1) vanishes, then Pl−k(λ1, . . . , λn) must also be zero. The in-
duction hypothesis yields that l − k ≥ n− 1 and thus l + 1 ≥ n.
We seek a Lagrangian which is as simple as possible. One strategy is to consider
the general polynomial Lagrangian (5.5.1) and to choose the degree h as small as
possible. According to Lemma 5.5.1, the degree cannot be smaller than the number of
independent eigenvalues of A. Thus if we treat the eigenvalues as being algebraically
independent in the sectors containing the Dirac seas (d, s, b), (u, c, t), and (e, µ, τ),
then h is bounded from below by h ≥ 3 × 2 + 1 = 7. Unfortunately, polynomials of
degree ≥ 7 involve many coefficients cn and are complicated. Therefore, it is desirable
to reduce the number of independent eigenvalues. Since the eigenvalues depend on
the masses and regularization functions of the particles involved (see (5.3.24)), we can
reduce the number of distinct eigenvalues only by assuming that the massive sectors
are identical. The best we can do is to assume that
mu = md = me , mc = ms = mµ , mt = mb = mτ , (5.5.10)
and that the regularization functions in the massive sectors coincide. Then the addi-
tional degeneracies in the massive sectors reduce the number of distinct eigenvalues to
three. If (5.5.10) holds, the bound of Lemma 5.5.1 is even optimal. Namely, a simple
calculation shows that the polynomial Lagrangian of degree three (5.5.4) with
c1 = 14 , c2 = −3
2
, c3 =
1
28
(5.5.11)
satisfies the conditions (5.4.13). According to Lemma 5.5.1, a degree h < 2 would
make it necessary to impose relations between λ+ and λ−, which is impossible in our
formalism (5.3.20). We conclude that (5.5.4, 5.5.11) is the polynomial Lagrangian of
minimal degree which satisfies the conditions (5.4.13). We refer to (5.5.10) as the mass
degeneracy assumption. In order to understand what this condition means physically,
one should keep in mind that (5.5.10) gives conditions for the bare masses, which due
to the self-interaction are different from the effective masses (this is a bit similar to
the situation in the grand unified theories, where simple algebraic relations between
the bare quark and lepton masses are used with some success [Ro]).
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Another strategy for finding promising Lagrangians is to consider homogeneous
polynomials of higher degree, but which are of a particularly simple form. A good
example for such a Lagrangian is the determinant,
L[A] = detA . (5.5.12)
By writing detA = det(1 − (1 − A)), expanding in powers of (1 − A) and multiply-
ing out, this Lagrangian can be brought into the form (5.5.1, 5.5.2) with h = 4N .
The Lagrangian (5.5.12) is appealing because of its simple form. Furthermore, it has
the nice property that whenever the eigenvalues of A appear in complex conjugate
pairs (5.3.25), the product of these eigenvalues is positive, and thus L ≥ 0. Unfortu-
nately, this Lagrangian has the following drawback. The matrix A vanishes identically
in the neutrino sector (5.3.2), and so A has a zero eigenvalue of multiplicity four. As
a consequence, L and its variations vanish until perturbations of at least fourth or-
der are taken into account, making the analysis rather complicated. For this reason,
(5.5.12) does not seem the best Lagrangian for developing our methods, and we shall
not consider it here.
In the polynomial Lagrangian (5.5.4, 5.5.11) we did not use that the eigenvalues
of A appear in complex conjugate pairs. This fact can be exploited to construct an
even simpler Lagrangian. Assume again that the masses are degenerate (5.5.10). Then
the absolute values |λα| of the eigenvalues of A take only the two values 0 and |λ+| =
|λ−|, with multiplicities 4 and 28, respectively. Thus if we consider homogeneous
polynomials in |λα|, there is already a Lagrangian of degree two which satisfies the
conditions (5.4.13), namely
L =
4N∑
α=1
|λα|2 − 1
28
(
4N∑
α=1
|λα|
)2
. (5.5.13)
Using the notion of the spectral weight (3.5.8), this Lagrangian can be written as
L[A] = |A2| − 1
28
|A|2 . (5.5.14)
The factor 1/28 may be replaced by a Lagrange multiplier µ,
L[A] = |A2| − µ |A|2 , (5.5.15)
because the value of µ = 1/28 is uniquely determined from the condition that the
EL equations should be satisfied in the vacuum. The functional (5.5.15) can be re-
garded as the effective Lagrangian corresponding to the variational principle with
constraint (3.5.9, 3.5.10). We conclude that (5.5.14) is precisely our model variational
principle introduced in §3.5.
The above considerations give a motivation for our model Lagrangian (5.5.14)
as well as for the mass degeneracy assumption (5.5.10). Also, it is nice that many
special properties of the fermionic projector of the vacuum were used. Namely, the EL
equations corresponding to (5.5.14) are fulfilled only because of chiral cancellations in
the neutrino sector and the fact that the eigenvalues of A appear in complex conjugate
pairs. But unfortunately, our arguments so far do not determine the action uniquely. In
particular, variational principles formulated with the spectral weight of higher powers
of A, like for example
L[A] = |A4| − 1
28
|A2|2
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or, more generally,
L[A] = |A2n| − 1
28
|An|2 (n ≥ 1), (5.5.16)
are all satisfied in the vacuum for exactly the same reasons as (5.5.14). The next
section gives an argument which distinguishes (5.5.14) from the other Lagrangians.
5.6. Stability of the Vacuum
In §4.2 we argued that the pointwise product P (x, y)P (y, x) depends essentially on
the unknown high-energy behavior of the fermionic projector and is therefore undeter-
mined. This argument, which led us to a weak analysis near the light cone and was the
starting point for the formalism of the continuum limit in §4.5, must clearly be taken
seriously if one wants to get information for general regularizations. On the other
hand, the equations of discrete space-time (if analyzed without taking the continuum
limit) should yield constraints for the regularization, and one might expect that for
the special regularizations which satisfy these constraints, one can make statements on
the fermionic projector even pointwise. In particular, it is tempting to conjecture that
away from the light cone, where the fermionic projector of the continuum is smooth
(see §2.5), the fermionic projector of discrete space-time should be well-approximated
pointwise by the fermionic projector of the continuum. Since going rigorously beyond
the continuum limit is difficult and requires considerable work, we cannot prove this
conjecture here. But we can take it as an ad-hoc assumption that away from the light
cone (i.e. for |s|, |l|  E−1P ), the physical fermionic projector should coincide to leading
orders in sE−1P and lE
−1
P with the continuum fermionic projector. We refer to this
assumption that the fermionic projector is macroscopic away from the light cone.
In this section we will analyze the EL equations in the vacuum under the assump-
tion that the fermionic projector is macroscopic away from the light cone. This will
give us some insight into how causality enters the EL equations. More importantly, a
stability analysis of the vacuum will make it possible to uniquely fix our variational
principle. Our analysis here can be considered as being complementary to the contin-
uum limit: whereas in the continuum limit we restrict attention to the singularities on
the light cone, we here consider only the behavior away from the light cone, where the
fermionic projector is smooth. This gives us smooth functions defined for y ∈M \Lx,
which however have poles when y approaches the light cone around x. In this way, we
will again encounter singularities on the light cone, but of different nature than those
considered in the continuum limit. Unfortunately, our method gives no information on
the behavior of these singularities, and therefore we must treat them with an ad-hoc
“regularity assumption” (see Def. 5.6.3). For this reason, the arguments given here
should be considered only as a first step towards an analysis beyond the continuum
limit. The methods and results of this section will not be needed later in this book.
We begin by deriving the spectral decomposition of the closed chain away from the
light cone. Due to the direct sum structure of the fermionic projector, we can again
consider the sectors separately. In the neutrino sector, the product P (x, y) P (y, x)
vanishes identically due to chiral cancellations (5.3.2). Again assuming that the masses
are degenerate (see §5.5), it remains to consider one massive sector (5.3.3) with three
mass parameters mα, α = 1, 2, 3. Since we assume that the fermionic projector is
macroscopic away from the light cone, we do not need a regularization.
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Lemma 5.6.1. In a massive sector, the closed chain A = P (x, y) P (y, x) has away
from the light cone the following spectral decompositions. If y − x is spacelike,
A = λ 1 with λ ∈ R . (5.6.1)
If on the other hand y − x is timelike, A has either the spectral decomposition (5.6.1)
with λ ≥ 0 or
A =
∑
s=±
λs Fs (5.6.2)
with spectral projectors F± on two-dimensional eigenspaces and corresponding eigen-
values λ± which are real and positive,
λ± ≥ 0 . (5.6.3)
Proof. We write the fermionic projector (5.3.3) in the form (5.3.4) with
gj(x, y) = i∂j
1
2
3∑
α=1
(Pm2α −Km2α)(x, y)
h(x, y) =
1
2
3∑
α=1
mα(Pm2α −Km2α)(x, y) ,
where Pa and Ka denote the fundamental solutions of the Klein-Gordon equation,
Pa(x, y) =
∫
d4p
(2pi)4
δ(p2 − a) e−ip(x−y) (5.6.4)
Ka(x, y) =
∫
d4p
(2pi)4
(p0) δ(p2 − a) e−ip(x−y) . (5.6.5)
Due to Lorentz symmetry, the vector field g is parallel to y − x. Thus we can write it
as
gj(x, y) = i(y − x)j f(x, y) (5.6.6)
with a complex scalar distribution f . Furthermore, the distribution Ka is causal in the
sense that supp Ka(x, .) ⊂ Jx. This can be seen by decomposing it similar to (2.2.7)
as
Ka =
1
2pii
(
S∨a − S∧a
)
,
where S∨ and S∧ are the causal Green’s functions of the Klein-Gordon equation
(see (2.5.5)). Alternatively, one can for any spacelike vector y − x choose a refer-
ence frame where y − x points in spatial direction, y − x = (0, ~v). Then the Fourier
integral (5.6.5) can be written as
Ka =
1
(2pi)4
∫ ∞
−∞
dω (ω)
∫
IR3
d~p δ(ω2 − |~p|2 − a) e−i~p~v ,
and a symmetry argument shows that the integrals over the upper and lower mass
shells cancel each other.
If y − x is spacelike, Ka drops out of our formulas due to causality,
gj(x, y) = i∂j
1
2
3∑
α=1
Pm2α(x, y) , h(x, y) =
1
2
3∑
α=1
mαPm2α(x, y) .
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Performing in (5.6.4) the transformation p → −p, we find that Pa has even parity,
Pa(y, x) = Pa(x, y). As a consequence,
g(x, y) = g(y, x) = −g(x, y) , h(x, y) = h(y, x) = h(x, y) .
Plugging these relations into (5.3.6), we obtain
A = g/ g/+ h h =
(〈g, g〉+ |h|2) 1 ,
where in the last step we used (5.6.6). This proves (5.6.1).
If y − x is timelike, the situation is more complicated because both Pa and Ka
contribute. Using the representation (5.3.4, 5.6.6), we obtain
A = iξ/
(
fh+ fh
)
+ ξ2 |f |2 1 + |h|2 1 .
Away from the light cone, the matrix ξ/ has the two real eigenvalues ±
√
ξ2, each with
multiplicity two. Hence the eigenvalues of A are given by
λ± = ±
√
ξ2
(
fh+ fh
)
+ ξ2 |f |2 + |h|2 =
∣∣∣√ξ2f ± h∣∣∣2 ≥ 0 .
This lemma has important consequences. We first recall that the conditions
(5.4.13) obtained from a strong analysis near the light cone led us to only consider
Lagrangians for which M vanishes if A has in the massive sector two eigenvalues ap-
pearing as complex conjugate pairs. According to (5.6.1), this last condition is satisfied
if y − x is space-like. This means that for all variational principles discussed in §5.5,
the matrix Mxy vanishes for space-like y − x. According to (5.2.7), the same is true
for Q(x, y). In other words, Q is supported inside the (closed) light cone. This re-
markable property can be understood as a manifestation of some kind of “causality”
in the EL equations. However, we point out that this property is no longer true in an
interacting system (see Chapter 6).
Using that Q is supported inside the light cone, we can in what follows restrict
attention to timelike y − x. For convenience, we will also use (5.6.2) in the case that
A is a multiple of the identity matrix (5.6.1); we then simply set λ+ = λ− = λ. The
main statement of Lemma 5.6.1 for timelike y − x is that, according to (5.6.3), A
is a positive matrix. This means that the concept of the spectral weight, which was
important in §5.5 (and which will also be crucial in Chapter 6), becomes trivial in
the vacuum. The spectral weight (3.5.8) reduces to the ordinary trace, and so our
Lagrangians (5.5.16) simplify away from the light cone to polynomial Lagrangians.
Suppose that P is a stable minimum of the action, in the sense that it is impossible
to decrease the action by a variation of P ,
S[P + δP ] ≥ S[P ] for all variations δP . (5.6.7)
In order to derive necessary conditions for stability, we shall consider this inequality
for special variations. Our idea is to vary P by changing the momentum and spin
orientation of individual fermionic states. In order to have discrete states, we consider
the system as in §2.6 in finite 3-volume. According to the replacement rule (2.6.3), the
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fermionic projector of the vacuum then becomes
P (x, y) =
∫ ∞
−∞
dk0
2pi
1
V
∑
k∈L3
Pˆ (k)e−ik(x−y) (5.6.8)
Pˆ (k) =
3∑
α=1
(k/+mα) δ(k
2 −m2α) θ(−k0) . (5.6.9)
Since we want to preserve the vector-scalar structure, we take both fermionic states
for any k on one of the mass shells and bring them into states of momentum q which
are not on the mass shells,
δP = −c (k/+m) e−ik(x−y) + c˜ (l/+ m˜) e−iq(x−y) (5.6.10)
with m ∈ {m1,m2,m3} 63
√
q2 and k2 = m2, k0 < 0, l2 = m˜2. Here c and c˜ are
normalization constants; carrying out the k0-integral in (5.6.8) one sees that
c =
1
4pik0
1
V
. (5.6.11)
We must make sure that we do not change the normalization of the fermionic states.
First of all, this means that we must preserve the sign of the inner product of the
states, and this implies that l must be on the lower mass shell, l0 < 0. Furthermore,
the phase factors e−ik(x−y) and e−iq(x−y) in (5.6.10) drop out of normalization integrals
and thus have no influence on the normalization, but the normalization constants must
be kept fixed. This means that cm = c˜m˜, and by rescaling c˜ and m˜ we can arrange
that c˜ = c and m˜ = m. We conclude that the variation of P must be of the form
δP = −c (k/+m) e−ik(x−y) + c (l/+m) e−iq(x−y) (5.6.12)
with
m ∈ {m1, . . . ,mg} 63
√
q2 , k2 = l2 = m2 , k0, l0 < 0 . (5.6.13)
This variation preserves the normalization of the fermionic states, as one sees easily
from the fact that it can be realized by a unitary transformation U (3.5.14) (U picks
the states of momentum k, multiplies them by the phase factor e−i(q−k)x and finally
“Lorentz boosts” the spinors with a constant unitary transformation as considered in
Lemma 1.2.1). We point out that the variation (5.6.12, 5.6.13) is discrete (and not a
continuous family of variations δP (τ)). But due to the factor V −1 in (5.6.11), we can
make δP arbitrarily small by making the 3-volume sufficiently large. Therefore, it is
admissible to treat δP perturbatively. The variation of the action (5.2.8) is (up to an
irrelevant normalization constant) computed to be
δS = −Tr(Qˆ(k)(k/+m)) + Tr(Qˆ(q)(l/+m)) , (5.6.14)
where Qˆ is the Fourier transform of Q,
Qˆ(p) =
∫
Q(ξ) e−ipξ d4ξ .
Evaluating the stability inequality (5.6.7) gives rise to the notion of state stability. We
first give the definition and explain it afterwards. We denote the mass cone by
C = {p | p2 > 0}
and label the upper and lower mass cone by superscripts ∨ and ∧, respectively,
C∨ = {p | p2 > 0 and p0 > 0} , C∧ = {p | p2 > 0 and p0 < 0} . (5.6.15)
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Def. 5.6.2. The fermionic projector of the vacuum is called state stable if the
corresponding operator Qˆ(p) is well-defined in the lower mass cone C∧ and can be
written as
Qˆ(p) = a
p/
|p| + b (5.6.16)
with continuous real functions a and b on C∧ having the following properties:
(i) a and b are Lorentz invariant,
a = a(p2) , b = b(p2) .
(ii) a is non-negative.
(iii) The function a+ b is minimal on the mass shells,
(a+ b)(m2α) = inf
q∈C∧
(a+ b)(q2) for α = 1, 2, 3.
It is natural to assume that Q is Lorentz invariant because P has this property too.
Thus the main point of (5.6.16) is that Qˆ is finite and continuous inside the lower mass
cone. This is needed because otherwise the term Tr(Qˆ(k)(k/+m)) in (5.6.14) would be
ill-defined (strictly speaking, we only need that Qˆ is finite on the lower mass shells, but
this seems impossible to arrange without Qˆ being well-defined and continuous inside
the whole lower mass cone). Using (5.6.16), we obtain for any q ∈ C∧,
1
4
Tr(Qˆ(q)(l/+m)) = a
〈q, l〉
|q| + b m . (5.6.17)
Since the vectors q and l are both in the lower mass cone, their inner product 〈q, l〉 is
positive, and it can be made arbitrarily large by choosing |l0|  1. Hence if a were
negative, (5.6.17) would not be bounded from below, leading to an instability. This
explains (ii). If a is non-negative,
1
4
inf
l
Tr(Qˆ(q)(l/+m)) = a(q)m+ b(q)m.
Comparing this with the first term in (5.6.14) gives (iii).
The question arises whether the conditions of Def. 5.6.2, which are clearly necessary
for stability, are also sufficient. The fact that we vary pairs of fermions keeping the
vector-scalar structure is indeed no restriction because if one varies one fermionic
state, the additional pseudoscalar, axial and bilinear contributions (see (C.1.9) for
details) drop out when taking similar to (5.6.17) the trace with Qˆ. Also, at least if
a is strictly positive and if the function a + b has no minima away from the mass
shells, we find that the variation (5.6.14) really increases the action, and we obtain
stability. Hence the main restriction of state stability is that we consider stability only
within the class of homogenous fermionic projectors. The second restriction is that
Def. 5.6.2 involves no condition for Qˆ(p) if p is outside the lower mass cone. This is
because we want to allow for the possibility that Qˆ(q) is infinite for q /∈ C∧, in such
a way that the expression (5.6.17) equals +∞. Treating such infinities would make
it necessary to introduce an ultraviolet regularization and to analyze the divergences
as the regularization is removed. Since this would go far beyond the treatment in
this section, we here simply disregard those q for which ultraviolet divergences might
appear.
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p0
~p
q
Mˆ(p) Pˆ (q − p)
Figure 5.1. The convolution Mˆ ∗ Pˆ .
We come to the analysis of state stability. First, we rewrite Q using the spectral
representation of A. Our starting point is (5.5.4),
Q(x, y) =
1
2
M(x, y)P (x, y) . (5.6.18)
Away from the light cone, we can apply Lemma 5.6.1 and write M(x, y) as
M(x, y) =

∑
s=±
∂L
∂λs
Fs if y − x is timelike
0 if y − x is spacelike .
(5.6.19)
The important point for us is that the integral kernel of Q has a product structure
(5.6.18). This product in position space can also be expressed as a convolution in
momentum space,
Qˆ(q) =
1
2
∫
d4p
(2pi)4
Mˆ(p) Pˆ (q − p) . (5.6.20)
As is illustrated in Figure 5.1, the integration range is unbounded. Therefore, the
existence of the integral as well as its value might depend sensitively on an ultraviolet
regularization. Since in this section we work with the unregularized fermionic projec-
tor, we simply impose that (5.6.20) should hold even after the ultraviolet regularization
has been removed.
Def. 5.6.3. The fermionic projector satisfies the assumption of a distributional
MP -product if for every q for which Qˆ(q) exists, the convolution integral (5.6.20) is
well-defined without regularization and coincides with Qˆ(q).
We point out that the above assumption is not merely a technical simplification,
but it makes a highly non-trivial statement on the high-energy behavior of the physical
fermionic projector. Ultimately, it needs to be justified by an analysis of the variational
principle with ultraviolet regularization. At this stage, it can at least be understood
from the fact that the assumption of a distributionalMP -product makes our stability
analysis robust to regularization details. This means physically that the system should
also be stable under “microscopic” perturbations of the fermionic projector on the
Planck scale.
In what follows we will assume that the conditions in Def. 5.6.2 and Def. 5.6.3 are
satisfied. Then the convolution integral (5.6.20) is well-defined for all q ∈ C∧. This
implies that Mˆ(p) must be a well-defined distribution on the set C∧ ∪ {p | p2 < 0}.
Furthermore, since both Pˆ and Qˆ are Lorentz invariant, we may assume that Mˆ is
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also Lorentz invariant (otherwise we could replace Mˆ by its Lorentz invariant part,
and (5.6.20) would remain true). But if M(x, y) is Lorentz invariant, it involves no
bilinear contribution, and its vector component is a multiple of y − x. According
to (5.6.19), the matrix M(x, y) commutes with A. This implies that, for all x, y for
which M(x, y) 6= 0, the matrix A involves no bilinear contribution. Since the bilinear
part of A is given by the commutator of P (x, y) and P (y, x), we find that P (x, y)
and P (y, x) commute. It follows that Axy = Ayx for all x, y for which M(x, y) 6= 0.
As a consequence, M(x, y) =M(y, x), and thus
Mˆ(−p) = Mˆ(p) . (5.6.21)
This identity yields that Mˆ is a well-defined distribution even on C∨. We thus come
to the following conclusion.
Proposition 5.6.4. If the fermionic projector is state stable and the MP -product
is distributional, then Mˆ(p) is a Lorentz invariant distribution of even parity (5.6.21).
This proposition poses a strong constraint for the ultraviolet regularization of the
fermionic projector. It is a difficult question whether there are regularizations which
satisfy this constraint. But at least we can say that the result of Proposition 5.6.4
does not immediately lead to inconsistencies, as the following lemma shows.
Lemma 5.6.5. For all actions considered in §5.5, there is a distribution M˜ on M
which coincides with M away from the light cone,
M˜(y − x) = M(x, y) for all x, y ∈M with (y − x)2 6= 0 .
Proof. An explicit calculation using (5.6.19) and the representation of P (x, y) with
Bessel functions shows that for all actions considered in §5.5, M(x, y) is for ξ ≡ y− x
inside the upper light cone a smooth function with the following properties. It can be
written as
M(ξ) = i∂/ξf(ξ2) + g(ξ2) (ξ ∈ I∧)
with complex-valued functions f, g ∈ C∞(R+), which have at most polynomial growth
as ξ2 →∞ and at most a polynomial singularity on the light cone, i.e.
|f(ξ2)|+ |g(ξ2| ≤ c
(
ξ2n +
1
ξ2n
)
for suitable constants c > 0, n ∈ N.
Setting z = ξ2, the Laplacian of a Lorentz invariant function h(ξ2) is computed to
be
2h(z) = 4zh′′(z) + 8h′(z) =
4
z
(z2h′(z))′ . (5.6.22)
This allows us to invert the Laplacian explicitly,
2−1h(z) =
1
4
∫ z
z0
dτ
τ2
∫ τ
τ0
σ h(σ) dσ (5.6.23)
with two free constants τ0 and z0. We choose z0 = 1 and set τ0 = 0 if
∫ 1
0 σ|h(σ)|dσ <∞
and τ0 = 1 otherwise. Then applying 2
−1 decreases the order of the pole on the light
cone by one. Hence the functions
F∨(ξ) = 2−n−1f(ξ2) , G∨(ξ) = 2−n−1g(ξ2)
are smooth functions on I∨ which are locally bounded near the light cone and have
at most polynomial growth as ξ2 → ∞. Repeating the above construction inside the
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lower light cone gives rise to functions F∧ and G∧ on I∧. Extending these functions
by zero outside their respective domains of definition, the functions
F = F∨ + F∧ , G = G∨ +G∧
are regular distributions on M . By construction, the distribution
M˜ = i∂/2n+1F +2n+1G
coincides inside the light cone with M and vanishes outside the light cone.
The next lemma states a few important properties of the distribution Mˆ.
Lemma 5.6.6. Under the assumptions of Proposition 5.6.4, the vector component
of Mˆ is supported inside the mass cone {p | p2 ≥ 0}. If the scalar component of M
has a nonvanishing contribution with the following asymptotics as I 3 ξ → 0,
M(ξ) ∼ ξ2r logs ξ2 with r, s ∈ Z, s ≥ 1 , (5.6.24)
then its Fourier transform satisfies outside the mass cone for some c > 0 the bound
|Mˆ(p)| ≥ 1
c
(−p2)−2−r if p2 < −c . (5.6.25)
Proof. The statement for the vector component immediately follows from a
symmetry argument: Due to Lorentz invariance, the vector component of Mˆ(p) can
be written as p/f(p) with a scalar distribution f . Since Mˆ has even parity (5.6.21), it
follows that f(−p) = −f(p). Again using Lorentz invariance, we conclude that f(p)
vanishes if p is outside the mass cone.
For the scalar component of Mˆ, the above symmetry argument does not apply,
and (as can easily be verified by an explicit calculation) there is indeed a contribution
outside the mass cone. More specifically, in the case r ≥ 0 we can rescale the Fourier
transform by ξ → τ−1ξ,∫
ξ2r logs(ξ2) eiτpξ d4ξ = τ−4−2r
∫
ξ2r(log ξ2 − log τ2)s eipξ d4ξ ,
and obtain that (5.6.24) gives rise to a contribution to Mˆ with the following asymp-
totics as p2 → −∞,
Mˆ(p) ∼ (−p2)−2−r (logs(−p2) + l.o.t.) (r ≥ 0) , (5.6.26)
where ‘l.o.t.’ denotes lower order in log(−p2). If r < 0, the singularity on the light
cone cannot be treated with this scaling argument. But we can nevertheless compute
the Fourier transform by iteratively applying the operator 2−1p ,
(−2p)2r
∫
logs(ξ2) eipξd4ξ =
∫
ξ2r logs(ξ2) eipξd4ξ .
Using (5.6.23) and (5.6.26), we obtain a contribution to Mˆ(p) with the following
asymptotics as p2 → −∞,
Mˆ(p) ∼ (−p2)−2−r (logs+1(ξ2) + l.o.t.) (r < 0) (5.6.27)
(here we do not need to worry about the integration constants in (5.6.23) because
these correspond to contributions localized on the light cone, which will be considered
separately below, see (5.6.28)). The asymptotic formulas (5.6.26, 5.6.27) explain the
estimate (5.6.25). However, the proof is not yet finished because the singular part
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of M which is localized on light cone might give rise to a contribution to Mˆ which
cancels (5.6.26) or (5.6.27). Thus it remains to show that all contributions toM which
are localized on the light cone have an asymptotics different from (5.6.26, 5.6.27) and
thus cannot compensate these contributions.
A scalar Lorentz invariant distribution h which is localized on the light cone satisfies
for some n > 0 the relation ξ2nh(ξ) = 0. Hence its Fourier transform is a distributional
solution of the equation
2nhˆ(p) = 0 .
In the case n = 1, we see from (5.6.22) that away from the mass cone, hˆ(p) must be
a linear combination of the functions 1 and p−2. By iteratively applying (5.6.23) one
finds that for general n, hˆ is of the form
1
p2
(polynomial in p2) + log(−p2) (polynomial in p2) (5.6.28)
The asymptotics of these terms as p2 → −∞ is clearly different from that in (5.6.26,
5.6.27).
We are now ready to prove the main result of this section.
Theorem 5.6.7. Consider the action corresponding to a Lagrangian of type (5.5.16).
Assume that the fermionic projector of the vacuum is state stable and that the MP -
product is distributional (see Def. 5.6.2 and Def. 5.6.3). Then n = 1.
Proof. Since here we consider only one sector, we need to change the normalization
of the spectral weight in (5.5.16),
L[A] = |A2n| − 1
4
|An|2 .
According to Lemma 5.6.1, L vanishes identically for spacelike y − x, whereas for
timelike y − x we may replace the spectral weight by an ordinary trace. Hence away
from the light cone and up to an irrelevant constant factor 2n,
M =
[
An − 1
4
Tr(An)
]
An−1 . (5.6.29)
According to Proposition 5.6.4, Mˆ is a Lorentz invariant distribution of even parity.
Following Def. 5.6.2 and Def. 5.6.3, the convolution integral (5.6.20) should be well-
defined for any q inside the lower mass cone. According to Lemma 5.6.6, the vector
component of Mˆ is supported inside the closed mass cone. Thus for the corresponding
contribution to (5.6.20), the integration range is indeed compact (see Figure 5.1), and
so (5.6.20) is well-defined in the distributional sense.
It remains to consider the scalar component of Mˆ. This requires a more detailed
analysis. We again write the fermionic projector in the form (5.3.4, 5.6.6),
P (x, y) = iξ/f + h .
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Using the representation (2.5.41) of the distribution Tm2 =
1
2(Pm2 −Km2) in position
space, we can write f and g in the upper light cone as
f =
c1
ξ4
+
c2
ξ2
+ α (log ξ2 + ipi) + β
g =
c3
ξ2
+ γ (log ξ2 + ipi) + δ
with constants cj 6= 0 and smooth real function α, β, γ, δ with γ0 := γ(0) 6= 0. A short
calculation yields
A = ξ2|f |2 + |h|2 − ξ/Im(fh)
= γ20 log
2 ξ2 + (lower orders in log ξ2) + ξ/
(
1
ξ4
+ (higher orders in ξ2)
)
.
The important point is that the vector component of A involves no logarithms, whereas
the scalar component involves terms ∼ log2 ξ2. Substituting this expansion of A into
(5.6.29), we obtain for the scalar component of M sums of expressions of the general
form ξ2r logs ξ2. We select those terms for which s is maximal, and out of these terms
for which r is minimal. We get a contribution only when both the square bracket
and the factor An−1 in (5.6.29) contain an odd number of Dirac matrices, and a short
computation yields the asymptotics
M ∼ (n− 1) ξ−6 log4n−6 ξ2 . (5.6.30)
If n = 1, the scalar component of Mˆ vanishes, and we get no further conditions.
However if n > 1, Lemma 5.6.6 yields that Mˆ(p) is outside the mass cone for large p
bounded away from zero by
|Mˆ(p)| ≥ −p
2
c
.
As a consequence, the convolution integral (5.6.20) diverges.
We close this section with a few remarks. First, we can now discuss the stability of
the vacuum for the polynomial actions (5.5.1). The strong analysis on the light cone
in §5.5 forced us to only consider polynomial Lagrangians which vanish identically
if A has two independent eigenvalues. According to Lemma 5.6.1, this implies that
Q vanishes identically away from the light cone, and so the above stability analysis
becomes trivial. Indeed, the following general consideration shows that for polynomial
actions, the vacuum is not stable in the strict sense: Under the only assumption that
A has vector-scalar structure, the matrix A has at most two independent eigenvalues
(see (5.3.12) and Lemma 5.3.1), and so the Lagrangian vanishes identically. Thus the
variational principle is trivial; it gives no conditions on the structure of the fermionic
projector of the vacuum.
It might seem confusing that in the above analysis, the operator Q(ξ) had poles on
the light cone (see (5.6.30, 5.6.18)), although it vanishes identically in the formalism
of the continuum limit. This can be understood from the fact that on the light cone,
the matrix A has a pair of complex conjugated eigenvalues (see (5.3.25)), whereas
away from the light cone its eigenvalues are in general distinct real eigenvalues (see
Lemma 5.6.1). If a matrix has non-real eigenvalues, this property remains valid if the
matrix is slightly perturbed. Therefore, treating the eigenvalues of A perturbatively,
it is impossible to get from the region on the light cone to the region away from the
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light cone. This is the reason why the result of Lemma 5.6.1 cannot be obtained in
the formalism of the continuum limit. The transition between the asymptotic regions
near and away from the light cone can be studied only by analyzing the EL equations
with regularization in detail, and this goes beyond the scope of this book. However, we
point out that the order of the pole in (5.6.30) is lower than the order of all singularities
which we will study in the continuum limit. This justifies that we can neglect (5.6.30)
in what follows; taking into account (5.6.30) would have no effect on any of the results
in this book.
The above argument shows that from all Lagrangians mentioned in §5.5, only
for (5.5.14) the vacuum can be stable (in the sense made precise in Theorem 5.6.7).
The important question arises whether the above necessary conditions are also suffi-
cient, i.e. if for the Lagrangian (5.5.14) the vacuum is indeed state stable. This question
cannot be answered here; in any case a more detailed analysis would yield additional
constraints for the mass parameters mα and the regularization. But at least we can
say that for the Lagrangian (5.5.14), the vacuum has very nice properties which point
towards stability: First of all, Q vanishes in the continuum limit. But it does not van-
ish identically away from the light cone, and thus the EL equations are non-trivial in
the vacuum. Furthermore, Q(ξ) is supported in the light cone, giving an interesting (al-
though not yet fully understood) link to causality. The crucial point for Theorem 5.6.7
is that the scalar component ofM vanishes (as is obvious from (5.6.29)), and therefore
Mˆ is supported inside the mass cone (see Lemma 5.6.6). The last property implies
via a simple support argument that, for q inside the lower mass cone, the convolution
integral (5.6.20) is finite (see Figure 5.1). This means that the stability conditions (ii)
and (iii) of Def. 5.6.2 (which we did not consider here) could be analyzed without any
assumption on the regularization. However, for q outside the lower mass cone, the
convolution integral (5.6.20) will in general diverge (see again Figure 5.1), indicating
that the vacuum could be stable even under perturbations where fermionic states with
momenta outside the lower mass cone are occupied.
CHAPTER 6
The Dynamical Gauge Group
We now begin the analysis of the continuum limit of the EL equations with inter-
action. In order to work in a concrete example, we shall analyze our model variational
principle of §3.5. But the methods as well as many of the results carry over to other
variational principles, as will be discussed in the Remarks at the end of Chapter 6 and
at the end of Chapter 7. We again consider the fermionic projector of the standard
model §5.1. For the bosonic potentials in the corresponding auxiliary Dirac equa-
tion (2.3.10) we make the ansatz
B = C/+ γ5 E/+ Φ + iγ5 Ξ (6.0.1)
with a vector potential C, an axial potential E and scalar/pseudoscalar potentials φ
and Ξ, which again in component notation B = B(aα)(bβ) we assume to be of the form
C = Cab δ
α
β , E = E
a
b δ
α
β , φ = φ
(aα)
(bβ) , Ξ = Ξ
(aα)
(bβ) . (6.0.2)
Exactly as in §2.5 it is convenient to introduce the chiral potentials
AL/R = C ± E , (6.0.3)
and to define the dynamical mass matrices by
mYL/R = mY − φ∓ iΞ . (6.0.4)
Then the auxiliary Dirac equation takes the form
(i∂/+ χL(A/R −mYR) + χR(A/L −mYL))P (x, y) = 0 . (6.0.5)
Clearly, the potentials in (6.0.1) must be causality compatible (2.3.18). We assume in
what follows that this condition is satisfied, and we will specify what it means in the
course of our analysis.
Let us briefly discuss the ansatz (6.0.1). The vector and axial potentials in (6.0.1)
have a similar form as the gauge potentials in the standard model. Indeed, when com-
bined with the chiral potentials (6.0.3), they can be regarded as the gauge potentials
corresponding to the gauge group U(8)L × U(8)R. This so-called chiral gauge group
includes the gauge group of the standard model. At every space-time point, it has
a natural representation as a pair of 8 × 8 matrices acting on the sectors; we will
work in this representation throughout. Compared to the most general ansatz for the
chiral potentials, the only restriction in (6.0.3, 6.0.2) is that the chiral potentials are
the same for the three generations. This can be justified from the behavior of the
fermionic projector under generalized gauge transformations, as will be explained in
Remark 6.2.3 below. The scalar potentials in (6.0.1) do not appear in the standard
model, but as we shall see, they will play an important role in our description of the
interaction (here and in what follows, we omit the word “pseudo” and by a “scalar
potential” mean a scalar or a pseudoscalar potential). We point out that we do not
consider a gravitational field. The reason is that here we want to restrict attention
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to the interactions of the standard model. But since the principle of the fermionic
projector respects the equivalence principle, one could clearly include a gravitational
field; we plan to do so in the future. Compared to a general multiplication operator,
(6.0.1) does not contain bilinear potentials (i.e. potentials of the form Hjkσ
jk with
σjk = i2 [γ
j , γk]). Clearly, bilinear potentials do not appear in the standard model, but
it is not obvious why they should be irrelevant in our description. Nevertheless, we
omit bilinear potentials in order to keep the analysis as simple as possible. To sum-
marize, (6.0.1) is certainly not the most general ansatz which is worth studying. But
since the potentials in (6.0.1) are considerably more general than the gauge potentials
in the standard model, it seems reasonable to take (6.0.1) as the starting point for our
analysis.
6.1. The Euler-Lagrange Equations to Highest Degree on the Light Cone
We come to the detailed calculations. We again work with the spectral decom-
position of Axy and proceed degree by degree on the light cone. In this section we
consider the highest degree. Then the fermionic projector is influenced only by the
chiral potentials (and not by the scalar potentials or the particle states), and the chi-
ral potentials merely describe local phase transformations of the fermionic projector.
More precisely, truncating all contributions of degree < 2 and denoting this “truncated
fermionic projector” by P0(x, y), we have (see §2.5 and Appendix B)1
P0(x, y) =
(
χL XL L
∫ y
x
+χR XR R
∫ y
x
)
i
2
ξ/ T
(−1)
[0] (x, y) , (6.1.1)
where we used for the ordered exponentials the short notation
c
∫ y
x
= Pexp
(
−i
∫ 1
0
Ajc(τy + (1− τ)x) (y − x)j dτ
)
(6.1.2)
with c = L or R. We also truncate the matrix Axy by setting
A0(x, y) = P0(x, y) P0(y, x) .
It follows from (6.1.1) that
A0 =
{
χL XL L
∫ y
x
R
∫ x
y
XR + χR XR R
∫ y
x
L
∫ x
y
XL
}
1
4
(ξ/ T
(−1)
[0] )(ξ/ T
(−1)
[0] ) . (6.1.3)
We can assume that the matrix inside the curly brackets is diagonalizable; indeed,
this is the generic situation, and the general case immediately follows from it by ap-
proximation. The matrix A0 is invariant on the left- and right-handed spinors. If
considered on one of these invariant subspaces, the curly brackets depend only on the
sector indices a, b = 1, . . . , 8, whereas the factors to their right involve only Dirac ma-
trices. This allows us to factor the spectral decomposition of A0 as follows. We first
diagonalize the phase factor, i.e.
Wc ≡ Xc c
∫ y
x
c
∫ x
y
Xc =
8∑
n=1
νnc Inc (6.1.4)
1Online version: Here the factor g2 obtained by summing over the generations when forming the
partial trace (see (2.3.4)) is absorbed into the definition of the factors T
(−1)
[0] . This differs from the
convention used in the book [5] (listed in the references in the preface to the second online edition),
where for clarity the factors g which count the number of generations are always written out.
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with eigenvalues νnc (counting multiplicities) and corresponding spectral projectors
Inc, where c is defined by L = R and R = L. The matrices WL and WR are obtained
from each other by taking their adjoint. Thus we can arrange that the same holds for
their spectral decompositions,
νnc = νnc , I
∗
nc = Inc . (6.1.5)
The spectral representation of the second term in (6.1.3) is computed exactly as de-
scribed in §5.3. More precisely, it is obtained from (5.3.8, 5.3.10) by setting h to zero,
i.e. similar to (5.3.20, 5.3.21),
1
4
(ξ/ T
(−1)
[0] )(ξ/ T
(−1)
[0] ) =
∑
s=±
λs Fs (6.1.6)
with
λs =
1
4
T
(−1)
[0] T
(−1)
[0] ×
{
z if s = +
z if s = − (6.1.7)
Fs =
1
z − z ×
{
ξ/ξ/− z if s = +
−ξ/ξ/+ z if s = − . (6.1.8)
Combining (6.1.4) and (6.1.6) gives
A0 =
8∑
n=1
∑
c=L,R
∑
s=±
λncs Fncs (6.1.9)
with
λncs = νnc λs , Fncs = χc Inc Fs . (6.1.10)
It might be surprising at first sight that, although A0 clearly is a gauge-invariant
expression, the phase shifts described by the ordered exponentials in (6.1.1) do not
drop out in (6.1.3). Let us explain in detail how this comes about. We first recall that
under gauge transformations, the truncated fermionic projector transforms like
P0(x, y) −→ U(x) P0(x, y) U(y)−1 , (6.1.11)
where U is unitary with respect to the spin scalar product, U(x)∗ = U(x)−1. These
U(2N, 2N) gauge transformations correspond to a local symmetry of the system, which
is related to the freedom in choosing a local basis for the spinors (see §3.1). When
forming the closed chain, the gauge transformations at y drop out,
P0(x, y) P0(y, x) −→ U(x) P0(x, y) P0(y, x) U(x)−1 .
In order to see the relation between the phase transformations in (6.1.1) and the above
gauge transformations, it is useful to consider the situation when the chiral potentials
have the form of pure gauge potentials, i.e.
Ajc = iVc (∂
jV −1c ) (6.1.12)
with unitary operators VL, VR ∈ U(8). Then the ordered exponential (6.1.2) reduces
to a product of unitary transformations at the two end points,
c
∫ y
x
= Vc(x) Vc(y)
−1 .
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Using that the potentials are causality compatible, (6.1.1) becomes
P0(x, y) =
∑
c=L,R
χc Vc(x)Xc
(
i
2
ξ/ T
(−1)
[0] (x, y)
)
Vc(y)
−1 . (6.1.13)
Hence the left- and right-handed components of P0 are transformed independently by
VL and VR, respectively. In order to write these transformations in a form similar
to (6.1.11), we combine VL and VR into one operator V ,
V = χL VL + χR VR .
The effect of the chiral potentials in (6.1.13) is then described by the transformation
P0(x, y) −→ V (x) P0(x, y) V (y)∗ ,
and thus the closed chain transforms according to
P0(x, y) P0(y, x) −→ V (x) P0(x, y) V (y)∗ V (y) P0(y, x) V (x)∗ . (6.1.14)
The point is that the transformation V is in general not unitary, because
V ∗ = χR V −1L + χLV
−1
R
in general
6= χL V −1L + χRV −1R = V −1 .
More precisely, V is unitary if and only if VL = VR at every space-time point. According
to (6.1.12), this implies the condition AL ≡ AR. From (6.0.3) we conclude that V is
unitary if and only if the axial potentials E in (6.0.1) are identically equal to zero. This
means that only the subgroup U(8) ⊂ U(8)L×U(R)R of the chiral gauge group, which
gives rise to the vector potential C in (6.0.1), describes local unitary transformations
of the fermionic projector and thus corresponds to a local gauge symmetry in the sense
of §3.1. We refer to this subgroup of the chiral gauge group as the free gauge group
F ; it can be identified with a subgroup of the gauge group, F ⊂ U(2N, 2N) (we
remark for clarity that the other degrees of freedom of the gauge group U(2N, 2N)
are related to the gravitational field §1.5 and are thus not considered here). The axial
potentials, however, describe local transformations which are not unitary and thus
cannot be identified with gauge transformations in the sense of §3.1. These non-unitary
transformations do not correspond to an underlying local symmetry of the system. The
interpretation of these results is that the chiral gauge group is spontaneously broken,
and only its subgroup F corresponds to an unbroken local symmetry of the system.
A simple way to understand why the chiral gauge group is spontaneously broken is
that axial potentials describe relative phase shifts between the left- and right-handed
components of the fermionic projector. Such relative phases do not drop out when
we form composite expressions, as one sees in (6.1.14) or, more generally, in (6.1.3).
By imposing that the relative phases be zero in all composite expressions, we can
distinguish those systems in which the axial potentials vanish identically. In this way,
one can fix the gauge up to global chiral gauge transformations (i.e. transformations of
the form (6.1.13) with constant matrices Vc) and up to local free gauge transformations.
Since this gauge fixing argument makes use of the phases which appear in P0(x, y), one
may regard the chiral gauge symmetry as being spontaneously broken by the fermionic
projector.
The spontaneous breaking of the chiral gauge symmetry by the fermionic projector
has, at least on the qualitative level, some similarity to the Higgs mechanism in the
standard model. We recall that in the Higgs mechanism one arranges by a suitable
quartic potential in the classical Lagrangian that the Higgs field Φ has a non-trivial
ground state, i.e. Φ 6= 0 in the vacuum. The Higgs field is acted upon by a local gauge
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group. Since Φ 6= 0, one can, by prescribing the phase of Φ, fix the gauge globally.
This shows that the local gauge symmetry is spontaneously broken by the Higgs field,
a fact which can then be used to give the gauge bosons mass. In our setting, we
also have in the vacuum a non-trivial object, namely the fermionic projector, which
is composed of the Dirac seas corresponding to the leptons and quarks. Thus our
situation is indeed quite similar to the Higgs mechanism, if one only keeps in mind
that the role of the Higgs field in our description is played by the fermionic projector
of the vacuum. Clearly, this analogy does not carry over to the mathematical details.
But also in our description, the spontaneous symmetry breaking makes it possible
that undifferentiated gauge potentials enter the EL-equations, giving the hope that
the corresponding gauge bosons might be massive.
Since the chiral gauge symmetry is spontaneously broken, we cannot expect that
the EL equations admit chiral potentials corresponding to the whole group U(8)L ×
U(8)R. In order to quantify which restrictions for the chiral potentials we get, we
must work in a more general setting and introduce a suitable mathematical notation.
Contributions to the fermionic projector which involve the phases of the chiral poten-
tials, but not the gauge fields, currents, or scalar potentials, are called gauge terms.
Likewise, we refer to the contributions of the gauge terms to a composite expression in
the fermionic projector as the gauge terms in the respective expression. The simplest
examples for gauge terms are (6.1.1) or (6.1.3), but we shall encounter gauge terms to
lower degree on the light cone as well.
Def. 6.1.1. A subgroup G of the chiral gauge group is called a dynamical gauge
group if the gauge terms of the potentials corresponding to G vanish in the EL equa-
tions. The subgroup G ∩ F is the free dynamical gauge group.
Clearly, this definition does not give a unique dynamical gauge group. In particular,
every subgroup of a dynamical gauge group is again a dynamical gauge group. Since
we want to choose the dynamical gauge group as large as possible, we will always
restrict attention to dynamical gauge groups which are maximal in the sense that they
are not contained in a larger dynamical gauge group.
We first analyze the gauge term (6.1.1) in the EL equations corresponding to our
variational principle (5.5.14). We only consider the highest degree on the light cone,
which is degree 5. This gives the following result.
Theorem 6.1.2. The eigenvalues νnc of Wc must satisfy the conditions
ν8c = 0 and |νnc| = |νn′c′ | for n, n′ = 1, . . . , 7 and c, c′ = L,R. (6.1.15)
The dynamical gauge group G is restricted by
G ⊂ (U(7)× U(1))L × (U(7)× U(1))R , (6.1.16)
where the U(7) are unitary matrices acting on the seven massive sectors, and the U(1)
act on the neutrino sector.
If conversely the conditions (6.1.15) or (6.1.16) are satisfied, then the EL equations
are satisfied to degree 5 on the light cone.
It is easy to see that the conditions in the above theorem are sufficient for the
EL equations to be satisfied, and this consideration also gives an idea of how these
conditions come about. Namely, suppose that (6.1.16) holds. Then the dynamical
gauge potentials are invariant on the massive sectors as well as on the neutrino sector.
Using a block matrix notation where the first component refers to the massive sectors
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and the second component to the neutrino sector, we see from (6.1.4) that the matrices
WL and WR have the form
WL =
(
U 0
0 0
)
, WR =
(
U∗ 0
0 0
)
(6.1.17)
with U a unitary 7×7 matrix. Hence their eigenvalues νnc satisfy the conditions (6.1.15).
Using (5.4.7), the gradient of the Lagrangian is computed to be
M[A] = 2
K∑
k=1
{(
|λk| − 1
28
|A|
)
λk
|λk|
}
Fk . (6.1.18)
We saw in §5.5 that the curly brackets vanish in the vacuum. If (6.1.15) is satisfied, the
gauge terms change the eigenvalues λncs only by a phase (6.1.10). Since these phases
drop out when absolute values are taken, the curly brackets in (6.1.18) are zero even
with interaction (to the highest degree on the light cone). According to (5.2.7), this
implies that Q vanishes, and so the EL equations are satisfied.
It is more difficult to show that the conditions (6.1.15) and (6.1.16) are also nec-
essary. We give the proof in detail.
Proof of Theorem 6.1.2. Using the argument given after the statement of the theorem,
it remains to show that the conditions (6.1.15) and (6.1.16) are necessary. Substitut-
ing the spectral decomposition of A0 into (5.5.4), we obtain, in analogy to (5.4.8), the
following representation for Q,
Q(x, y) =
1
2
∑
n,c,s
∂L(λxy)
∂λxyncs
F xyncs P0(x, y) + (deg < 5).
Computing the Euler-Lagrange equations similar to (5.4.10) and keeping track of the
chiral cancellations, we obtain in analogy to (5.4.12) the equation∑
n,c,s
∂L(λxy)
∂λxyncs
F xyncs P0(x, y) c
∫ z
y
Xc + (deg < 5) = 0 ,
and by multiplying from the right by the macroscopic unitary matrix c
∫ y
z
, we can arrange
that z = y. We substitute (6.1.1) as well as the right of (6.1.10) and apply (5.3.23) to
obtain ∑
nc
∂L(λ)
∂λnc−
χc Inc
{
Xc c
∫ y
x
c
∫ x
y
Xc
}(
i
2
ξ/ T
(−1)
[0]
)
+ (deg < 5) = 0 .
The curly brackets coincide with the matrix Wc, and since Inc is a spectral projector
of this matrix, we simply get a scalar factor νnc. Furthermore, we use the particular
form of our Lagrangian (5.5.14) as well as the first equation in (6.1.10). This gives
i
∑
n,c
|νnc| − 1
14
∑
n′,c′
|νn′c′ |
 χc ξ/ Inc λ− T (−1)[0] = 0 . (6.1.19)
Using (5.3.20), the non-smooth factors are a monomial of degree five,
λ− T
(−1)
[0] = T
(0)
[0] T
(−1)
[0] T
(−1)
[0] . (6.1.20)
We cannot assume that this monomial is equal to zero. Namely, the fermionic projector
differs to highest degree on the light cone from the fermionic projector of the vacuum
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only by macroscopic phase factors (this is guaranteed by the gauge invariance of the
regularized causal perturbation expansion, see Appendix D). Therefore, exactly as
explained for the vacuum in §5.4, we can evaluate (6.1.19) even strongly. In particular,
we can consider the regularization expansion of (6.1.19) (see §4.3, §4.4). This means
that, in order to set the monomial (6.1.20) in (6.1.19) equal to zero, we would have to
impose an infinite number of regularization conditions. We conclude that in order to
satisfy (6.1.19), we must assume that the macroscopic prefactor vanishes. Using that
the spectral projectors Inc are linearly independent, we get the conditions|νnc| − 1
14
∑
n′,c′
|νn′c′ |
 |νnc|2 = 0 for all n, c.
This implies that the absolute values of 14 of the eigenvalues νnc must coincide, and
that the remaining two eigenvalues must be zero. The matrix WL contains a factor
XR and is thus singular of rank one. Choosing the numbering such that νL8 = 0, it
follows from (6.1.5) that also νR8 = 0. Hence the two zero eigenvalues are those for
n = 8. This shows that (6.1.15) is a necessary condition.
Next we will show that (6.1.15) implies the constraint for the dynamical gauge
group (6.1.16). We introduce for fixed x and y the abbreviations
U = L
∫ y
x
R
∫ x
y
and T = XR . (6.1.21)
We consider U = (Uab ) and T = (T
a
b ) as matrices on C
8 endowed with the standard
Euclidean scalar product 〈., .〉. Then U is unitary, and T is a projector of rank 7.
According to (6.1.5), the conditions (6.1.15) tell us that the matrix UT must have 7
eigenvalues on the unit circle and one zero eigenvalue. For a vector u in the kernel of
UT ,
0 = 〈UTu, UTu〉 = 〈Tu, Tu〉 ,
where we used in the last step that U is unitary. Thus u is also in the kernel of T .
On the other hand, if u is an eigenvector of UT corresponding to an eigenvalue on the
unit circle,
|u|2 = 〈UTu, UTu〉 = 〈Tu, Tu〉 .
Since for a projector, |Tu| < |u| unless u is in the image of T , it follows that u is also
an eigenvector of T , of eigenvalue one. We conclude that every eigenvalue of UT is
also an eigenvalue of T , or equivalently that
[UT, T ] = 0 . (6.1.22)
Let us analyze what this commutator condition means for the chiral potentials.
We already know from the causality compatibility condition that
[AR, T ] = 0 . (6.1.23)
Hence substituting the definition of U , (6.1.21), into (6.1.22) and using that the re-
sulting condition must hold for all x and y, we obtain that [ALT, T ] = 0. Subtracting
the adjoint and using that T is idempotent gives the stronger statement
[AL, T ] = 0 . (6.1.24)
From (6.1.23) and (6.1.24) we conclude that the chiral potentials must be block diago-
nal in the sense that (Ac)
a
b = 0 if a = 8 and b 6= 8 or vice versa. Such chiral potentials
correspond precisely to the gauge group in (6.1.16).
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Remark 6.1.3. We point out that the subgroup U(1)L×U(1)R of the gauge group
in (6.1.16), which acts on the neutrino sector, is not uniquely determined and could be
replaced by any other subgroup which contains U(1)L. This can immediately be un-
derstood from the fact that the neutrino sector contains only left-handed particles, and
thus the form of the potential AR, which acts on the right-handed component, has no
significance. To make this argument rigorous, we consider the Dirac equation (6.0.5).
Since P = XP , we may replace the chiral potentials Ac in (6.0.5) by AcXc, and this
indeed makes the component of AR in the neutrino sector equal to zero, showing that
this component is of no relevance. We conclude that we may arbitrarily change the
subgroup U(1)R in (6.1.16); e.g. we could replace (6.1.16) by
(U(7)× U(1))L × U(7)R or (U(7)L × U(7)R)× U(1) . (6.1.25)
We do not write out this obvious arbitrariness in what follows; instead we will simply
give the gauge groups in the most convenient form.
6.2. The Gauge Terms in the Euler-Lagrange Equations
We come to the analysis of the EL equations to the next lower degree 4 on the
light cone. According to the formulas of the light-cone expansion in Appendix B, the
structure of the fermionic projector to the next lower degree is considerably more com-
plicated than (6.1.1), because in addition to gauge terms, there are also contributions
involving the chiral fields and currents as well as the scalar potentials. Fortunately,
the following general argument allows us to distinguish these different types of con-
tributions in the EL equations. In the formulas for P (x, y), the gauge terms always
involve ordered exponentials of the chiral potentials, integrated along the line segment
xy = {αx+ (1−α)y, 0 ≤ α ≤ 1}. We refer to such contributions as line contributions.
The fields, currents and scalar potentials, however, are in the light-cone expansion
evaluated at individual points, namely either at the end points x, y or at an intermedi-
ate point z ∈ xy; we call the corresponding contributions to the light-cone expansion
point contributions. In the case of an evaluation at an intermediate point z, the point
contribution clearly involves an integral over z along xy. But in contrast to the line
contribution, where the chiral potentials at different points enter the ordered exponen-
tial in a nonlinear way, the line integrals in a point contribution simply takes averages
of the potentials, fields, or currents along the line segment. For example by expanding
the ordered exponential in a Dyson series (see Def. 2.5.4) and considering the higher or-
der terms, one sees immediately that the line and point contributions are independent
in the EL equations in the sense that the EL equations must be satisfied separately by
the line and point contributions. Moreover, we can distinguish point contributions in
the EL equations, provided that their configuration of the tensor indices is different.
Therefore, the point contributions involving the scalar potentials, the chiral fields and
the currents are independent in the EL equations as well.
Using the above arguments, we can study the gauge terms and the contributions
involving the scalar potentials, the gauge fields and the currents separately. In the
remainder of this section, we consider only the gauge terms. Thus we restrict attention
to chiral potentials, i.e. instead of (6.0.5) we consider the Dirac equation
(i∂/−mY + χL A/R + χR A/L) P (x, y) = 0
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with Y a fixed matrix. We will return to the general Dirac equation (6.0.5) in Chap-
ter 7.
Def. 6.2.1. We introduce for p ∈ {4, . . . , 7} the groups Bp, Fp ⊂ U(8) by
Bp = { g ⊕ · · · ⊕ g︸ ︷︷ ︸
p summands
⊕ g−1 ⊕ · · · ⊕ g−1︸ ︷︷ ︸
7−p summands
with g ∈ U(1)} (6.2.1)
Fp = U(p)× U(7− p)× U(1) (6.2.2)
and define corresponding subgroups Bp and Fp of the dynamical gauge group by
Bp = Bp × 1 ⊂ U(8)L × U(8)R , Fp = {(g, g) with g ∈ Fp} ⊂ F . (6.2.3)
Their product
Gp = Bp · Fp ≡ {bf with b ∈ Bp, f ∈ Fp} ⊂ U(8)L × U(8)R (6.2.4)
is called the pth dynamical gauge group.
In block matrix notation, the elements of Bp and Fp can be written as z 1p 0 00 z−1 1 q 0
0 0 0
 and
 g 0 00 h 0
0 0 l
 , (6.2.5)
respectively, where the first component refers to the first p sectors, the second compo-
nent to the next q ≡ 7−p sectors and the last component to the neutrino sector. Here
z, l ∈ U(1), g ∈ U(p) and h ∈ U(q). Clearly, Bp and Bp are group isomorphic to U(1).
Notice that Bp acts only the left-handed component. The group Fp transforms the
left- and right-handed components in the same way, and so its corresponding gauge
potentials are vector potentials. The groups Bp and Fp commute, and this ensures
that their product (6.2.4) is again a group. It is easy to verify that Fp is indeed the
largest subgroup of F which commutes with Bp,
Fp =
{
f ∈ F | bfb−1 = f for all b ∈ Bp
}
.
We introduce an abbreviation for the linear combination of monomials,
M ≡ T (0)[1] T
(0)
[1] T
(−1)
[0] T
(0)
[0] − T
(−1)
[0] T
(1)
[2] T
(−1)
[0] T
(0)
[0] . (6.2.6)
Theorem 6.2.2. There are precisely the following possibilities for the choice of the
dynamical gauge group.
(1) Without assuming any relations between the basic fractions, the dynamical
gauge group must be contained in the free gauge group,
G ⊂ F0 = U(7)× U(1) . (6.2.7)
(2) If we allow for one relation between the basic fractions, the dynamical gauge
group is (possibly after a global gauge transformation) restricted by
G ⊂ Gp for some p ∈ {4, . . . , 7}. (6.2.8)
In this case, the relation between the basic fractions is2
(M −M) T (0)[0]
−1
= 0 (6.2.9)
with M according to (6.2.6).
2Online version: As shown in Lemma I in the preface to the second online edition, there is no
regularization which realizes this relation.
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(3) If we allow for two relations between the basic fractions, we get no constraints
for the dynamical gauge group besides those of Theorem 6.1.2. The two rela-
tions between the basic fractions are (6.2.9) and
M T
(0)
[0]
−1
= 0 . (6.2.10)
In each of these cases, the gauge terms vanish in the EL equations to degree 4 on the
light cone.
Proof. We first bring the EL equations to degree 4 into a more explicit form.
Theorem 6.1.2 implies that the variation of our Lagrangian vanishes to highest degree
on the light cone,
∂L(λ)
∂λncs
+ (deg < 3) = 0 . (6.2.11)
According to (5.4.7, 5.2.7), all contributions to the EL equations vanish for which
the variation of the Lagrangian is considered to highest degree (even if the spectral
projectors or the factors P (x, y) are expanded to lower degree). This means that we
only need to compute the Lagrangian to the next lower degree, whereas it suffices
to take into account both the spectral projectors and the factors P (x, y) to highest
degree.
Since the Lagrangian is a function of the eigenvalues only, our task is to calculate
the contribution to the eigenvalues to the next lower degree two, denote by ∆λncs. This
calculation is carried out in a more general context in Appendix G (see Theorems G.4.1
and G.5.1). Specializing the obtained results gives
∆λ8cs = 0 ,
whereas for n = 1, . . . , 7,
∆λxync− = T
(0)
[1] T
(0)
[1] − T
(−1)
[0] T
(1)
[2] + νnc
(
T
(0)
[2] T
(0)
[0] + T
(−1)
[0] T
(1)
[2]
)
(6.2.12)
+
T
(0)
[1] T
(−1)
[0] − T
(−1)
[0] T
(0)
[1]
λxync− − λxync−
(
νnc T
(0)
[1] T
(0)
[0] − νnc T
(0)
[0] T
(0)
[1]
)
(6.2.13)
∆λyxnc+ = ∆λ
xy
nc− (6.2.14)
(here λxync− denotes the eigenvalues of A0, (6.1.10)). The EL equations take again
the form (5.4.12). Substituting the asymptotic formula to highest degree (5.3.23) and
expanding our Lagrangian (5.5.14) shows that the EL equations become to degree 4,
∑
nc
∆
|λnc−| − 1
28
∑
n′,c′,s′
|λn′c′s′ |
 λ−
|λ−| |νnc|
2χc Inc (iξ/ T
(−1)
[0] ) = 0 .
Since the eigenvalues appear in complex conjugate pairs, we may replace the sum over
s′ by a factor two and set s′ = −. Also, the non-vanishing macroscopic factor ξ/ can
be omitted. Furthermore, we use that the spectral projectors Inc are macroscopic and
linearly independent, and that |νnc|2 vanishes for n = 8 and is equal to one otherwise,
(6.1.15). We thus obtain that the EL equations to degree 4 are equivalent to the
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conditions that for all n = 1, . . . , 7,Re (λnc− ∆λnc−)− 1
14
∑
n′,c′
Re
(
λn′c′− ∆λn′c′−
) 1
T
(0)
[0]
= 0 .
It is more convenient to write this condition in the form that the expression
Hnc ≡ 2 Re
(
λnc− ∆λnc−
)
T
(0)
[0]
−1
should be independent of n and c,
Hnc = Hn′c′ for all n, n
′ = 1, . . . , 7 and c, c′ = L,R. (6.2.15)
Next we compute Hnc by substituting the formulas for λnc− and ∆λnc−, (5.3.20) and
(6.2.12, 6.2.13). Since the last summand of ∆λnc−, (6.2.13) is imaginary, we can use
that for α ∈ iR,
2 Re
(
λnc− α
)
= α (λnc− − λnc−) ,
and the denominator in (6.2.13) drops out. We thus obtain
Hnc =
(
νncM + νncM + L+ L
)
T
(0)
[0]
−1
, (6.2.16)
where M is the linear combination of monomials (6.2.6), and L is given by
L ≡ T (0)[0] T
(−1)
[0]
(
T
(0)
[2] T
(0)
[0] + T
(−1)
[0] T
(1)
[2]
)
. (6.2.17)
We conclude that the EL equations to degree 4 are equivalent to the conditions (6.2.15)
with Hnc given by (6.2.16, 6.2.6, 6.2.17).
Let us analyze what the conditions (6.2.15) mean. First of all, the contributions
to (6.2.16) which involve L or L are clearly independent of n, c and thus drop out
in (6.2.15). In the case n′ = n and c′ = c, we can in (6.2.15) apply the first part
of (6.1.5) to obtain the necessary conditions
(νnc − νnc) (M −M) T (0)[0]
−1
= 0 . (6.2.18)
If we assume no relations between the basic fractions, this implies that νnc = νnc, and
thus
νnc = ±1 for all n = 1, . . . , 7 and c = L,R. (6.2.19)
For x = y, the matrix Wc becomes Wc = XcXc, and thus the eigenvalues in (6.2.19)
are equal to one. Since these eigenvalues depend smoothly on x and y, we conclude
that νnc = 1 for all x and y. This means in the block matrix representation for Wc,
(6.1.17), that the unitary matrix U is equal to the identity. Thus, according to (6.1.4),
Xc c
∫ y
x
c
∫ x
y
Xc = Wc = XcXc . (6.2.20)
Differentiating with respect to y and setting y = x gives
Xc (Ac −Ac)Xc = 0 .
Hence the left- and right-handed potentials must coincide on the massive sectors. Using
the argument in Remark 6.1.3, we can arrange the same in the neutrino sector. This
gives the dynamical gauge group in (6.2.7). Conversely, if (6.2.7) is satisfied, then the
matrices Wc are of the form (6.2.20). It follows that νnc = 1 for all n = 1, . . . , 7 and
c = L,R, and thus (6.2.15) holds.
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We next consider the case when we allow for relations between the basic fractions.
The only way to avoid the conditions (6.2.19) (which lead to the dynamical gauge
group (6.2.7)) is to assume that the factor M −M in (6.2.18) vanishes. This gives
precisely the relation (6.2.9). If (6.2.9) holds, Hnc simplifies to
Hnc = 2 Re (νnc) M + L+ L . (6.2.21)
If we assume no further relations between the basic fractions, the conditions (6.2.15)
are equivalent to
Re (νnc) = Re (νn′c′) for all n = 1, . . . , 7 and c = L,R. (6.2.22)
The only way to avoid these conditions is to impose in addition that (6.2.10) holds. If
this is done, all terms involving νnc or νnc drop out in (6.2.16), and (6.2.15) is satisfied.
It remains to show that the conditions (6.2.22) are equivalent to (6.2.8). Again
using the argument in Remark 6.1.3, it is obvious that the dynamical gauge group
has the required form on the neutrino sector, and thus we can in what follows restrict
attention to the seven massive sectors. Then G is a subgroup of U(7)L × U(7)R, and
the matrices Wc are unitary and have the spectral representation
Wc(x, y) = c
∫ y
x
c
∫ x
y
=
7∑
n=1
νnc Inc . (6.2.23)
Suppose that (6.2.8) is satisfied. Then
G 3
(
L
∫ y
x
, R
∫ x
y
)
= (bf, f)
with b ∈ Bp and f ∈ Fp, and thus
Wc = bf f
−1 = b .
As one sees immediately from (6.2.5), the eigenvalues νnc of b are equal to z and z
with z ∈ U(1) ⊂ C. Thus the conditions (6.2.22) are satisfied.
Suppose conversely that the conditions (6.2.22) hold. We denote the Lie algebra
of the dynamical gauge group by g; it is a subalgebra of su(7) ⊕ su(7). Let pi be the
projection onto the axial part,
pi : g → su(7) : (AL, AR) 7→ AL −AR . (6.2.24)
Its image pi(g) is a subspace of su(7) (but it is in general no subalgebra). For the first
part of our argument, we consider the situation “locally” for x near y. Expanding the
ordered exponentials in (6.2.23) in a power series around x yields according to (6.1.2)
that
WL/R(x+ εu, x) = 1 ± iε(ALj (x)−ARj (x)) uj + O(ε2) . (6.2.25)
Since the gauge potentials at x can be chosen freely with values in the dynamical gauge
algebra, the term A ≡ (ALj (x)−ARj (x))uj can take any value in pi(g). The eigenvalues
of (6.1.4) have the expansion νnc = 1± iελn + o(ε), where λn are the eigenvalues of A.
We conclude from (6.2.22) that
σ(A) = {±λ with λ = λ(A) ∈ R} for all A ∈ pi(g). (6.2.26)
We can assume in what follows that pi(g) is non-trivial, pi(g) 6= 0, because otherwise
according to (6.2.24) the dynamical gauge potentials are pure vector potentials, giving
rise to (6.2.7).
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Next we consider the eigenvalues of W xyc “globally” for y far from x. Expanding
the ordered exponentials in (6.2.23) along the line x+ εξ, ξ ≡ y − x gives
WL(x+ εξ, y) = WL(x, y)
+ iε
(
ALj (x)WL(x, y)−WL(x, y)ARj (y)
)
ξj + O(ε2) . (6.2.27)
It would be nicer to have the potentials AL and AR on the same side of the factor WL.
Therefore, we perform a unitary transformation with Uε = 1 − iεALj +O(ε2) to obtain
UεWL(x+ εξ, y) U
−1
ε = WL(x, y) + iε WL(x, y)A + O(ε
2) , (6.2.28)
where we set A ≡ (ALj −ARj ) ξj . Let us analyze what (6.2.22) and our information on
A, (6.2.26), tell us about the form of WL; for simplicity, we work rather elementary
with matrices. As explained before (6.2.26), we are free to choose A ∈ pi(g); we fix
any A 6= 0. We diagonalize the matrix WL for given x and y. This gives according
to (6.2.22),
WL(x, y) =
(
z 1p 0
0 z 1 q
)
(6.2.29)
with z ∈ U(1), where we used a block matrix notation similar to that in (6.2.5) and
again set q = 7 − p. We can without loss of generality assume that p ∈ {4, 5, 6}.
We fist consider the case z 6= z. Computing the eigenvalues of (6.2.28) in first order
perturbation theory, the conditions (6.2.22) yield that A must be of the form
A =
(
λ 1p C
∗
C −λ 1 q
)
with a q×p matrix C and λ ∈ R. By changing the basis on the eigenspaces of WL(x, y),
we can even arrange that
A =
 λ 1p C∗ 0C −λ 1p 0
0 0 −λ 1 7−2p
 (6.2.30)
with a p × p matrix C. Thus −λ is an eigenvalue of A. According to (6.2.26), the
eigenvalues of A are precisely ±λ. Since A 6= 0, we know too that λ 6= 0. It is a general
result on self-adjoint matrices that if the expectation value of a unit vector coincides
with the largest eigenvalue of the matrix, then this vector must be an eigenvector.
Applied to (6.2.30), this result shows that the submatrix C is zero. Thus
A =
(
λ 1p 0
0 −λ 1 q
)
with p ∈ {4, 5, 6}, λ 6= 0.
This means that WL and A have the same eigenspaces. Repeating the above construc-
tion for general x and y while keeping A fixed, one sees that the matrices WL(x, y) all
have the same eigenspaces as A (and this is trivially true even when WL degenerates
to a multiple of the identity matrix). This shows that in our basis, (6.2.29) holds even
for all x and y. In the case z = z for our original matrix WL (chosen before (6.2.29)),
WL is a multiple of the identity matrix. If this is true for all x and y, then (6.2.29)
holds for p = 0. Otherwise, we choose x and y such that WL(x, y) is not a multiple
of the identity matrix and repeat the above argument. We conclude that for some
p ∈ {4, . . . , 7} and possibly after a global gauge transformation, the matrix WL has
the form (6.2.29) for all x and y.
Let us show that the representation (6.2.29) is surjective in the sense that for every
z ∈ U(1) we can choose the dynamical gauge potentials on the line segment xy such
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that WL is of the form (6.2.29) for this given z. To this end, we take the determinant
of (6.2.29, 6.2.23),
z7−2p = detWL = det
(
L
∫ y
x
R
∫ x
y
)
.
Using that the determinant is multiplicative, we obtain from (6.1.2) that
z7−p = exp
(
−i
∫ 1
0
Tr (A(τy + (1− τ)x) dτ)
)
,
where we again set A = (ALj − ARj ) ξj . This shows that the phase of z is simply
additive along the line segment xy. It follows immediately that this phase can take
arbitrary values, provided that there is an A ∈ pi(g) with non-zero trace. Indeed, it
follows from (6.2.26) and the fact that A is an odd-dimensional matrix that Tr(A) 6= 0
for all A 6= 0.
We finally return to the expansion (6.2.27). Writing the chiral potentials as block
matrices,
Acj ξ
j =
(
ac11 a
c
12
ac21 a
c
22,
)
,
and using that both WL(x+ εξ, y) and WL(x, y) are of the form (6.2.29) with phases
denoted by z = zε and z = z0, respectively, we obtain(
zε 1p 0
0 zε 1 q
)
=
(
z0 1p 0
0 z0 1 q
)
+ iε
(
z0 (a
L
11 − aR11) z0 aL12 − z0 aR12
z0 a
L
21 − z0 aR21 z0 (aL22 − aR22)
)
+ O(ε2) .
Since z0 ∈ U(1) can take arbitrary values, it follows that
aL11 − aR11 = λ 1p , aL22 − aR22 = −λ 1 q , ac12 = 0 = ac21 .
Chiral potentials of this form correspond precisely to the dynamical gauge group Gp
in (6.1.13).
We finally make three remarks which give a better justification of the ansatz for
the vector/axial potentials in (6.0.1), of the formalism used and of the variational
principles to which this formalism applies.
Remark 6.2.3. (The chiral potentials on the generations) Compared to the most
general ansatz for the vector and axial potentials,
C = C
(aα)
(bβ) , E = E
(aα)
(bβ) , (6.2.31)
the potentials in (6.0.2) are restricted in that they must be the same for the three
generations. We shall now justify the ansatz in (6.0.2) from the form of the gauge
terms.
Recall that in §5.3 we combined the regularization functions of the three genera-
tions to new “effective” regularization functions in each sector (5.3.19). Here we write
this procedure symbolically as
T
(n)
◦ =
3∑
α=1
T
(n)
α ◦ ,
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where T
(n)
α ◦ involves the regularization functions for a single Dirac sea in generation α.
Let us consider how the analog of the gauge term (6.1.1) looks like. In the case when
the potentials are diagonal on the generations, i.e.
C = (Cα)ab δ
α
β , E = (E
α)ab δ
α
β , (6.2.32)
the generalization of (6.1.1) is straightforward, namely
P0(x, y) =
3∑
α=1
(
χL XL L
∫ y
x
+χR XR R
∫ y
x
)
α
i
2
ξ/ T
(−1)
α [0] (x, y) , (6.2.33)
where the index α of the brackets means that we take the ordered exponentials of the
chiral potentials in the corresponding generation. This gauge term involves relative
phase shifts of the individual Dirac seas. If we substitute it into the EL equations, we
get many contributions involving these relative phases, and if we want these contribu-
tions to drop out, we must introduce additional regularization conditions for certain
polynomials in T
(n)
α ◦ , α = 1, 2, 3. Thus unless we impose very strong additional con-
ditions on the regularization, the only way to fulfill the EL equations is to set all the
relative phases to zero. This gives precisely our ansatz (6.0.2).
If the potentials C and E are not diagonal on the generations, the form of the
gauge terms is not obvious because there is no longer a canonical way to put in the
factors T
(−1)
α ◦ . This point could be clarified by generalizing the regularized causal
perturbation expansion of Appendix D to the case of systems of Dirac seas involving
different regularizations, but we do not want to get into these technical details here.
Qualitatively speaking, it is clear that if already the potentials (6.2.32) lead to strong
additional conditions in the EL equations, this will be even more the case for the
general ansatz (6.2.31).
Remark 6.2.4. (The vector component is null on the light cone) In §4.4 we intro-
duced the regularization condition that the vector component should be null on the
light cone. We remarked that this condition need not be imposed ad hoc, but that it
actually follows from the equations of discrete space-time. We are now in a position
to justify this regularization condition from the EL equations.
In our formula for the perturbation of the eigenvalues (6.2.12, 6.2.13) we omitted
all contributions involving factors T
(n)
{.} , assuming that they are of lower degree on the
light cone. This is the only point where we used that the vector component is null on
the light cone. Without imposing these regularization conditions, we get for ∆λxync−
the additional contributions
−νnc
(
T
(0)
[2] T
(1)
{0} + T
(−1)
[0] T
(2)
{2}
)
+
T
(0)
[1] T
(−1)
[0] − T
(−1)
[0] T
(0)
[1]
λxync− − λxync−
(
νnc T
(0)
[1] T
(1)
{0} − νnc T
(1)
{0} T
(0)
[1]
)
.
This leads to an additional contribution to Hnc, (6.2.16), of the form(
νnc K + νnc K + L+ L
)
T
(0)
[0]
−1
with polynomials K and L, where K is given explicitly by
K = T
(0)
[1] T
(0)
[1] T
(−1)
[0] T
(1)
{0} − T
(−1)
[0] T
(1)
{0} T
(0)
[0] T
(0)
[1] .
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The monomials appearing here have a different homogeneity in the “large” light-cone
coordinate l than those in (6.2.6) (more precisely, they involve an additional factor of
l; note that the scaling in l is given by the upper index of T
(n)
◦ , see (4.5.12–4.5.14)).
Using the different scaling behavior in l, we can distinguish between the contributions
involving K and L in the EL equations in the sense that both of these contributions
must vanish separately. But this means that we can just as well omit K in the EL
equations, exactly as it was done in (6.2.12, 6.2.13) under the assumption that the
vector component is null on the light cone. This argument applies similarly to other
contributions to the EL equations, to every degree on the light cone.
Remark 6.2.5. (n-point actions) We now discuss some difficulties which arise in
the study of actions other than two-point actions. These difficulties are the reason
why we do not consider such actions here. Let S be a general n-point action
S =
∑
x1,...,xn∈M
L[P (x1, x2) · · ·P (xn−1, xn) P (xn, x1)]] , n ≥ 1.
If n = 1, the corresponding EL equations are of the form (5.2.9) with
Q(x, y) = δxy f [P (x, x)] , (6.2.34)
where f is a functional depending only on P (x, x). Expressions like (6.2.34) do not have
a well-defined continuum limit because the methods of Chapter 4 apply to composite
expressions only away from the origin (i.e. for x 6= y). Even if one succeeded in
giving (6.2.34) a mathematical meaning, this expression is local and does not involve
any ordered exponentials of the chiral potentials. As a consequence, we would have no
gauge terms, and the only constraint for the chiral potentials would be the causality
compatibility condition. The resulting dynamical gauge group G = U(8)L × U(7)R
would be too large for physical applications. For these reasons, one-point actions do
not seem worth considering.
If on the other hand n > 2, the operator Q in the EL equations takes the form
Q(x1, x2) =
∑
x2,...,xn−1∈M
f [P (x1, x2) · · ·P (xn−1, xn) P (xn, x1)]
× P (x2, x2) · · ·P (xn−1, xn) .
where f is a functional on the closed chain. Again, it is not clear how to make math-
ematical sense of this expression in the continuum limit, but in contrast to (6.2.34)
it now seems possible in principle to adapt the methods of Chapter 4. We disregard
these technical difficulties here and merely discuss the form of the gauge terms in the
simplest example of a single Dirac sea and a U(1) vector potential A. It might be
that the only relevant contributions to the EL equations comes about when the points
x1, . . . , xn all lie on a straight line. Generally speaking, the situation in this case would
be quite similar to that for a two-point action, and does not seem to give anything
essentially new (although the quantitative details would clearly be different). In par-
ticular, the gauge terms of type (6.1.1) drop out in the closed chain, in agreement with
the fact that the U(1) corresponds to an unbroken local gauge symmetry. However, the
situation is much different if we assume that the points x1, . . . , xn do not necessarily
lie on a straight line. Namely, in this case the phase shifts in the closed chain add up
to an integral along the polygon C with vertices x1, . . . , xn,
e
−i ∫ x2x1 Aj (x2−x1)j · · · e−i ∫ x1xn Ak (x1−xn)k = exp
(
−i
∮
C
Ai ds
i
)
.
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Stokes’ theorem allows us to write this line integral as a surface integral. More precisely,
choosing a two-dimensional surface S with ∂S = C,
exp
(
−i
∮
C
Ai ds
i
)
= exp
(
−i
∫
S
Fij dσ
ij
)
,
where F = dA is the field tensor and dσ is the area form on S. This simple considera-
tion shows that the phase shift in the closed chain is in general not zero; indeed, it is
zero for any position of the points xk if and only if the field tensor vanishes identically.
Thus in the EL equations we now expect additional contributions which involve surface
integrals of the gauge field tensor; we refer to such contributions as surface terms. The
appearance of surface terms seems a problem because they give constraints even for
those gauge potentials which correspond to a local symmetry of the system.

CHAPTER 7
Spontaneous Block Formation
The dynamical gauge group introduced in the previous chapter cannot be identified
with the physical gauge group, because the results of Theorem 6.2.2 are not compatible
with the gauge groups in the standard model. Namely, if we allow for two relations
between the basic fractions (case (3)), the resulting dynamical gauge group (U(7) ×
U(1))L × (U(7)×U(1))R is too large. The cases (1) and (2), on the other hand, seem
too restrictive because either no chiral gauge fields are allowed (6.2.7), or else the
chiral gauge fields must be Abelian and are diagonal on the sectors (6.2.8), in contrast
to the weak SU(2) gauge fields in the standard model. Fortunately, these seeming
inconsistencies disappear when scalar potentials are taken into account, and it is indeed
possible in case (2) to model an interaction involving non-Abelian chiral gauge fields.
The point is that if scalar potentials are included, the dynamical mass matrices YL/R,
(6.0.4), are in general not diagonal on the sectors. Using a local transformation of
the fermionic projector, one can reformulate the interaction such that the dynamical
mass matrices become diagonal, but then the resulting chiral fields have off-diagonal
contributions and can be identified with so-called “effective” non-Abelian gauge fields.
In this chapter we study the EL equations for an interaction involving both chiral and
scalar potentials. After the preparations of §7.1, we show in §7.2 that the EL equations
imply that the fermionic projector splits globally into four so-called blocks, which
interact with each other only via free gauge fields. We can distinguish between three
quark blocks and one lepton block; these will be analyzed in more detail in §7.3. In
Chapter 8 we finally give the transformation to the corresponding effective interaction.
Since including the scalar potentials may give further constraints for the dynamical
gauge potentials, we cannot expect that the dynamical gauge potentials of the previous
chapter will all be admissible here. Therefore, we merely assume that the dynamical
gauge potentials present in the system correspond to a subgroup of the dynamical
gauge group of Theorem 6.2.2. In order not to get lost in analytical details which are
of no physical relevance, we make the following additional assumptions.
(I) The system should contain chiral dynamical gauge fields.
(II) The chiral Dirac particles should enter the EL equations.
From the physical point of view, the last assumption is trivial because otherwise the
chiral Dirac particles (=neutrinos) would be unobservable. Furthermore, we need to
assume that our system involves several gauge fields which are sufficiently “indepen-
dent” from each other. This assumption could be made precise in many different ways;
our formulation seems particularly convenient.
(III) The free gauge fields should distinguish the chiral and massive Dirac particles
in the sense that for every pair of a chiral and a massive Dirac particle there
is a free dynamical gauge field which couples to the two particles differently.
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For the interactions in the standard model, the last assumption is clearly satisfied
because the electromagnetic field couples to all massive Dirac particles, but not to the
neutrinos. Assumption (III) could be weakened, but this would make it necessary to
rule out a number of exceptional cases in the analysis, and we do not want to consider
this here. We finally give our guideline for dealing with the regularization.
(IV) Impose as few relations between the basic fractions as possible such that
(I)–(III) can be fulfilled.
This method will uniquely determine all relations between the basic fractions.
7.1. The Partial Trace and the Dynamical Mass Matrices
We want to analyze the EL equations in the presence of chiral and scalar poten-
tials (6.0.5) to the degree 4 on the light cone. Thus the only difference to the setting
of Theorem 6.2.2 is that, instead of a constant matrix Y , we now allow more generally
for dynamical mass matrices YL(x) and YR(x). One difficulty is that the scalar po-
tentials may depend in a complicated way on the generation index (in contrast to the
chiral potentials which we assumed to be constant on the generations; see (6.0.2)). In
particular, the partial trace (2.3.20) becomes a non-trivial operation when dynamical
mass matrices are present. In this section, we give a few general considerations on the
partial trace of the dynamical mass matrices.
We first introduce a convenient notation. In our calculations so far, we omitted
the mass matrix Y in all contributions to the fermionic projector. Now that we are
working with the dynamical mass matrices YL/R, these clearly have to be written out.
In composite expressions, we need to make clear how the partial traces are to be taken.
To this end, we denote the sums over the upper and lower generation index by the
tildes ´ and `, respectively. Thus we introduce the matrices
Y´L/R : C8×3 → C8 , (Y´L/R)a(bβ) =
3∑
α=1
(YL/R)
(aα)
(bβ)
Y`L/R : C8 → C8×3 , (Y`L/R)(aα)b =
3∑
β=1
(YL/R)
(aα)
(bβ) .
Similarly, we denote the sum over both generation indices by the accent ˆ,
YˆL/R : C8 → C8 , (YˆL/R)ab =
3∑
α,β=1
(YL/R)
(aα)
(bβ) .
Clearly, (Y´L/R)
∗ = Y`R/L and (YˆL/R)∗ = YˆR/L. In a contribution to the fermionic projector
which involves a product of dynamical mass matrices, the partial trace leads us to label
the first and last factor YL/R by ´ and ,` respectively. For example, in the presence of
a homogeneous scalar potential, we write the light-cone expansion of the left-handed
component of the fermionic projector in analogy to (5.3.16) as
χL P (x, y) = χL
(
X
iξ/
2
T
(−1)
[0] + YˆL T
(0)
[1] +
iξ/
2
Y´L Y`R T
(0)
[2] + · · ·
)
. (7.1.1)
Furthermore, we denote the contraction in the sector index by TrS ,
TrSB ≡
8∑
n=1
Bnn .
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One should keep in mind that the partial trace is not cyclic, because we sum over the
upper and lower index independently. For example,
TrSY´LY`R
in general
6= TrSY´RY`L . (7.1.2)
But both terms are clearly real and non-negative.
The EL equations are formulated in terms of the fermionic projector, which is
obtained from the auxiliary fermionic projector by taking the partial trace (2.3.20).
Therefore we regard the fermionic projector as a physical object only after the partial
trace has been taken. Thus it is a reasonable point of view that we do not need to worry
about noncausal line integrals in the light-cone expansion as long as the corresponding
contributions to the auxiliary fermionic projector drop out when the partial trace
is taken. This leads us to weaken the causality compatibility condition (2.3.18) by
imposing a condition only on the partial trace of the spectral projectors.
Def. 7.1.1. The Dirac operator is weakly causality compatible if
3∑
α,β=1
(X (p˜− k˜))(aα)(bβ) =
3∑
α,β=1
((p˜− k˜)X∗)(aα)(bβ) .
Under this assumption, the fermionic projector is defined canonically by
P ab (x, y) =
3∑
α,β=1
X
1
2
(p˜− k˜))(aα)(bβ) (x, y) . (7.1.3)
In what follows, we shall assume that the weak causality compatibility condition is
satisfied for all contributions to the fermionic projector which are of relevance to the
degree on the light cone under consideration.
Our point of view that the fermionic projector has a physical meaning only af-
ter taking the partial trace also implies that we should consider different choices of
dynamical mass matrices as being equivalent if taking the partial trace (2.3.20) gives
the same fermionic projector. Furthermore, for this equivalence it is not necessary
that the fermionic projectors be identical, but it suffices that all contributions to the
fermionic projector which enter the EL equations are the same. More specifically, to
the degree 4 on the light cone the EL equations will involve at most quadratic terms
in m, and so every factor YL/R carries an accent. Thus two dynamical mass matrices
can be considered as being equivalent if their partial traces coincide. In other words,
the dynamical mass matrices are determined only modulo the equivalence relation
B1 ' B2 if B´1 = B´2 and B`1 = B`2.
This arbitrariness in choosing the dynamical mass matrices can be used to simplify
these matrices. For example, we will set the matrix entries to zero whenever possible
by applying for every a, b ∈ {1, . . . , 8} and c ∈ {L,R} the rule
(Y´c)
a
(b.) = 0 = (Y`c)
(a.)
b =⇒ (Yc)(a.)(b.) = 0 .
Here the dot means that we are using a matrix notation in the generation index, i.e.
(Y´c)
a
(b.) is (for fixed a, b) a 3-vector and (Yc)
(a.)
(b.) a 3×3 matrix. We refer to this method
of simplifying the dynamical mass matrices that we choose a convenient representation
of Yc.
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In order to rule out pathological cases, we need to impose a condition on the
dynamical mass matrices. Note that in the vacuum the mass matrices are block di-
agonal in the sense that (YL/R)
(a.)
(b.) = δ
a
bY
a
L/R for suitable 3 × 3 matrices Y aL/R. Thus
the off-diagonal elements (YL/R)
(a.)
(b.) , a 6= b, contain scalar potentials. It would be too
restrictive to assume that there are no cancellations when the partial trace is taken;
i.e. we do want to allow for the possibility that (Y´c)
a
(b.) = 0 or (Y`c)
(a.)
b = 0 although
(Yc)
(a.)
(b.) 6= 0 (for some a 6= b). But such cancellations should occur only with a special
purpose, for example in order to ensure that the Dirac operator be weakly causality
compatible or in order to arrange that certain terms drop out of the EL equations. For
such a purpose, it is not sufficient that one off-diagonal element of Y´c vanishes, but all
the off-diagonal elements in the same row should be zero. This is the motivation for
the following definition.
Def. 7.1.2. The dynamical mass matrices are non-degenerate if for all a, b ∈
{1, . . . , 8}, a 6= b and c ∈ {L,R},
(Y`c)
(a.)
b 6= 0 and (Y´c)a(b.) = 0 =⇒ (Y´c)a(d.) = 0 for all d 6= a.
The freedom to choose a convenient representation of the dynamical mass matri-
ces reduces our problem to revealing the structure of the matrices Y´c and Y`c. One
difficulty is that the EL equations involve these matrices only in products of the form
Y´L/R(y)Y`L/R(x). The following elementary lemma will allow us to use information on
the matrix product to derive properties of the individual factors.
Lemma 7.1.3. (Uniform Splitting Lemma) Let B ⊂ Mat(Cp1 ,Cp2) be a set of
(p2 × p1) matrices with the property that for all B1, B2 ∈ B there is λ ∈ C such that
B∗1 B2 = λ 1Cp1 . (7.1.4)
Then there is a unitary (p2 × p2) matrix U and an integer r ≥ 0 with rp1 ≤ p2 such
that every B ∈ B can be written in the form
B = U
 p1 summands︷ ︸︸ ︷b⊕ · · · ⊕ b
0
 }rp1 rows
}p2 − rp1 rows
(7.1.5)
for a suitable (r × 1) matrix b.
We mention for clarity that b⊕· · ·⊕b is a (rp1×p1) matrix; it could also be written
as a block matrix with diagonal entries b. The word “uniform” in the name of the
lemma refers to the fact that the unitary transformation U is independent of B ∈ B.
In our applications, this will mean that U is constant in space-time. Such constant
unitary transformations are irrelevant (e.g. they could be absorbed into a more general
definition of the partial trace), and we can often simply ignore them.
Proof of Lemma 7.1.3. Let (e1, . . . , ep1) be an orthonormal basis of Cp1 . We introduce
the subspaces
Ei = <{Bei with B ∈ B}> ⊂ Cp2
and the mappings
pii : B → Ei : B 7→ Bei .
The property (7.1.4) implies that for all B1, B2 ∈ B,
〈B2 ei, B1 ej〉 = 〈B∗1 B2 ei, ej〉 = λ(B1, B2) δij . (7.1.6)
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If i 6= j, this relation shows that the subspaces (Ei)i=1,...,p1 are orthogonal. In the
case i = j, (7.1.6) yields that the inner product 〈pii(B1), pii(B2)〉 is independent of i.
Thus the mappings pii are unitarily equivalent, and so we can arrange by a unitary
transformation that the pii all have the same matrix representation pi(B) = b.
7.2. Analysis of Degeneracies
The operator Q corresponding to the Dirac operator (6.0.5) is again given by (5.2.7,
5.4.7),
Q(x, y) =
1
2
Kxy∑
k=1
∂L(λxy)
∂λxyk
F xyk P (x, y) . (7.2.1)
Following (I) and (IV), we can restrict attention to case (2) of Theorem 6.2.2. In
this case, the eigenvalues of A are highly degenerate. We must take into account that
these degeneracies will in general be removed by the scalar perturbation. This subtle
problem is treated in a more general context in Appendix G. We now specialize the
obtained results using a notation which is adapted to the dynamical gauge group Gp,
(6.2.8). We let ↑ and ↓ be the sets
↑ = {1, . . . , p} , ↓ = {p+ 1, . . . , 7}
and introduce the corresponding projectors I↑/↓ by
I↑ =
∑
n∈↑
In , I↓ =
∑
n∈↓
In ,
where (In)
a
b = δ
a
b δ
a
n are the projectors on the sectors (in the case p = 7, we set ↓= ∅
and P↓ = 0). To the highest degree on the light cone (i.e. if the eigenvalues are treated
as in Theorem 6.1.2), the chiral gauge fields corresponding to Gp lead to five distinct
eigenvalues of Axy, one of which is zero. The spectral projectors corresponding to the
kernel and the non-zero eigenvalues are given by I8 and
(χc I↑ + χc¯ I↓) Fs with c = L/R, s = ±, (7.2.2)
respectively. To the next lower degree on the light cone, we need to take into account
the perturbation of A by gauge terms and the scalar potentials. Theorem G.5.1 shows
that the dimension of the kernel of A is not affected by the perturbation, and thus
it suffices to consider the non-zero eigenvalues. According to Theorem G.4.1, the de-
generacy of the non-zero eigenvalues is in general removed. In order to describe the
splitting of the eigenvalues in the massive sectors, we first associate to each spectral
projector (7.2.2) a projector on an invariant subspace of A (which is no longer necessar-
ily an eigenspace), and the perturbed eigenvalues are then obtained by diagonalizing
A on these invariant subspaces (see §G.1 and §G.4 for details). It is the main result of
Theorem G.4.1 that the perturbation is block diagonal on the left- and right-handed
components of the invariant subspaces. This means more precisely that the left- and
right-handed components of (Fk)k=2,...,K , i.e. the image of the eight projectors
χc I↑ Fs and χc I↓ Fs with c = L/R, s = ±, (7.2.3)
can be perturbed to obtain invariant subspaces of A, and thus it suffices to analyze
A on these smaller subspaces. Since each of these subspaces carries fixed indices
(c, s), a basis on each subspace may be labeled by the sector index n. We choose a
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basis such that A is diagonal on the invariant spaces. We denote the corresponding
eigenvalues (counting multiplicities) by (λncs + ∆λncs) and the spectral projectors by
(Fncs + ∆Fncs). For clarity, we point out that the unperturbed spectral projectors
Fncs appearing here may differ from those in (6.1.10) in that we are using a different
basis on the sectors, which need not be orthogonal and may depend on c, s and x, y.
This slight abuse of notation cannot lead to confusion because in (6.1.10) we are free
to choose any basis on the degenerate subspaces.
For our choice of the Lagrangian (5.5.13) and the dynamical gauge group accord-
ing to (6.2.8), the factors ∂L/∂λk in (7.2.1) vanish identically to the highest degree,
see (6.2.11). Thus it suffices to take into account the perturbation of these factors.
Using the above notation, we obtain
Q(x, y) =
1
2
∑
n,c,s
(
∆
∂L(λxy)
∂λxyncs
)
F xyncs P (x, y) + (deg < 4) . (7.2.4)
Note that the perturbation of the spectral projectors ∆Fncs does not appear here; this
is a major simplification. Computing the perturbation of the Lagrangian, one sees
that our task is to compute terms of the form∑
n,c,s
P(λxyncs, λxyncs) ∆λxyncs F xyncs P (x, y) (7.2.5)∑
n,c,s
P(λxyncs, λxyncs) ∆λxyncs F xyncs P (x, y) , (7.2.6)
where P stands for a function in both arguments. The subtle point in computing
expressions of the form (7.2.5, 7.2.6) is to carry out the sums over n ∈ ↑ and n ∈ ↓
(for fixed c, s), because the corresponding indices {(ncs), n ∈ ↑ / ↓} label our basis
vectors on the invariant subspaces associated to the projectors χcI↑/↓Fs. We shall now
give a procedure for explicitly computing these sums. First of all, it is helpful that
the unperturbed eigenvalues do not depend on n ∈ ↑ or ↓. Thus the polynomials P
in (7.2.5, 7.2.6) may be taken out of the sums. It is a complication that ∆λncs and
P (x, y) involve the gauge potentials corresponding to the free gauge group Fp. To
bypass this difficulty, we choose x and y on a fixed null line L in Minkowski space,
x, y ∈ L = u+ R v with v2 = 0 (7.2.7)
and arrange by a gauge transformation that the free gauge potentials vanish identically
on L (this is possible because free gauge transformations are local unitary transforma-
tions; see page 151). After this transformation, the chiral potentials are Abelian on
xy and diagonal in the sector index.
We first state the formulas for the perturbation of the eigenvalues in full generality;
we shall discuss and analyze these formulas afterwards beginning with simple special
cases. In order to keep the notation as simple as possible, we restrict attention to the
case c = L and n ∈ ↑, and we shall give symbolic replacement rules with which the
analogous formulas are obtained in all other cases.
Def. 7.2.1. Let ν, µ and ν8, µ8 be the phase factors
ν = TrS
(
I7 R
∫ y
x
L
∫ x
y
)
, µ = TrS
(
I1 L
∫ y
x
)
TrS
(
I7 R
∫ x
y
)
(7.2.8)
ν8 = TrS
(
I8 R
∫ y
x
L
∫ x
y
)
, µ8 = TrS
(
I1 L
∫ y
x
)
TrS
(
I8 R
∫ x
y
)
. (7.2.9)
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We introduce the p× p matrix Λ by
Λ = ν
∫ y
x
dz I↑ Y´L Y`R I↑ T
(0)
[2] T
(0)
[0] (7.2.10)
+ν
∫ x
y
dz I↑ Y´R Y`L I↑ T
(−1)
[0] T
(1)
[2] (7.2.11)
+I↑ YˆL(y) I↑ YˆL(x) I↑ T
(0)
[1] T
(0)
[1]
−I↑ Y´R(y) I↑ Y`L(x) I↑ T (−1)[0] T
(1)
[2]
− 1
νλ− − νλ+ I↑
(
YˆL(y) T
(0)
[1] T
(−1)
[0] − YˆR(y) T
(−1)
[0] T
(0)
[1]
)
× I↑
(
ν YˆR(x) T
(0)
[1] T
(0)
[0] − ν YˆL(x) T
(0)
[0] T
(0)
[1]
)
I↑

(7.2.12)
+µν I↑ YˆL(y) I↓ YˆL(x) I↑ T
(0)
[1] T
(0)
[1]
−µν I↑ Y´R(y) I↓ Y`L(x) I↑ T (−1)[0] T
(1)
[2]
− µν
λ− − λ+ I↑
(
YˆL(y) T
(0)
[1] T
(−1)
[0] − YˆR(y) T
(−1)
[0] T
(0)
[1]
)
× I↓
(
YˆR(x) T
(0)
[1] T
(0)
[0] − YˆL(x) T
(0)
[0] T
(0)
[1]
)
I↑

(7.2.13)
−µ8ν8 I↑ Y´R(y) I8 Y`L(x) I↑ T (−1)[0] T
(1)
[2] . (7.2.14)
We denote the spectral adjoint of Λ (as defined in (3.5.13)) by Λ.
Lemma 7.2.2. Up to contributions of degree < 4,∑
n∈↑
∆λxynL+ F
xy
nL+ P (x, y) = 0 =
∑
n∈↑
∆λxynL+ F
xy
nL+ P (x, y) (7.2.15)∑
n∈↑
∆λxynL− F
xy
nL− P (x, y) = Λ P (x, y) (7.2.16)∑
n∈↑
∆λxynL− F
xy
nL− P (x, y) = Λ P (x, y) . (7.2.17)
The corresponding formulas for the opposite chirality are obtained by the symbolic
replacements
L ←→ R , ν ←→ ν , ν8 ←→ ν8 , µ8 ←→ νν8 µ8 . (7.2.18)
In the case p < 7, we may furthermore perform the replacements
↑ ←→ ↓ , ν ←→ ν , µ ←→ µ and µ8 ←→ µν µ8 . (7.2.19)
Proof. According to (5.3.23), to the highest degree on the light cone we have
the identity Fnc+P (x, y) = 0. This gives (7.2.15), and (7.2.16) follows directly from
Theorem G.4.1 and the results of §G.3. In a basis where Λ is diagonal, (7.2.17) is an
immediate consequence of (7.2.16).
To derive the replacement rule (7.2.18), we first note that in the case p = 7, the
projector I↓ vanishes, and thus all contributions to Λ involving µ are equal to zero. In
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the case p < 7,
µ −→ TrS
(
I1 R
∫ y
x
)
TrS
(
I7 L
∫ x
y
)
= ν TrS
(
I1 L
∫ y
x
)
ν TrS
(
I7 R
∫ x
y
)
= µ
µ8 −→ TrS
(
I1 R
∫ y
x
)
TrS
(
I8 L
∫ x
y
)
= ν TrS
(
I1 L
∫ y
x
)
ν8 TrS
(
I8 R
∫ x
y
)
= νν8 µ .
Using the relations
TrS
(
I7 L
∫ y
x
)
TrS
(
I1 R
∫ x
y
)
= µ and TrS
(
I7 L
∫ y
x
)
TrS
(
I8 R
∫ x
y
)
= µν µ8 ,
the replacement rule (7.2.19) is straightforward.
A straightforward calculation using (7.2.4) and Lemma 7.2.2 shows that for our
Lagrangian (5.5.13), the EL equations yield the conditions[
λxy↑L− Λ + λ
xy
↑L− Λ
] P (x, y)
λxy↑L−
= f(x, y) I↑ P (x, y) + (deg < 4) , (7.2.20)
where we set λ↑cs = λncs, n ∈ ↑. Here f(x, y) can be any scalar function; it takes into
account that the average of all eigenvalues drops out in the EL equations when we take
the difference of the contributions resulting from the two terms in (5.5.13). Similar
conditions for the opposite chirality and for ↑ replaced by ↓ are obtained from (7.2.20)
by applying the rules (7.2.19, 7.2.18). We point out that the resulting four equations
must clearly be satisfied for the same function f(x, y). These four equations together
are even equivalent to the EL equations to degree 4.
The remaining problem is to analyze the obtained equations of types (7.2.20). At
first sight, this seems a difficult problem because the matrix Λ has a complicated ex-
plicit form (see Def. 7.2.1) and because taking the spectral adjoints makes it necessary
to diagonalize these matrices. Fortunately, the requirement that the EL equations be
mathematically consistent will give us strong restrictions on the form of Λ, and this
will indeed make it possible to reveal a relatively simple global structure of the admis-
sible interactions. In order to explain how the mathematical consistency conditions
come about, we first recall that for polynomial Lagrangians (5.5.1) we saw after (5.5.4)
that the resulting operator Q is a polynomial in the fermionic projector and is thus
well-defined within the formalism of the continuum limit. However, the situation is
different for our Lagrangian (5.5.14) because the spectral weight is an operation which
does not necessarily make sense in the continuum limit. More specifically, the math-
ematical problem in (7.2.20) is to make sense of the spectral adjoint. For clarity, we
explain the difficulty and our basic argument in the simple example
B1 M1 + B2 M2 , (7.2.21)
where B1 and B2 are matrices depending on the macroscopic potentials, and M1/2
are two monomials. The monomials can be considered as scalar functions which are
highly singular on the light cone, and which we can control in the continuum limit
only in the weak sense. To form the spectral adjoint in (7.2.21), we need to know
the eigenvalues and spectral projectors of the matrix B1M1 + B2M2. In general, the
spectral decomposition of this matrix will depend nonlinearly on M1 and M2, because
the zeros of the characteristic polynomials involve roots of the monomials. In this
generic situation, the spectral adjoint is ill-defined in the formalism of the continuum
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limit. The only case in which the eigenvalues are linear in M1 and M2 is when the
eigenvectors can be chosen independent of the monomials. This is possible iff the
matrices B1 and B2 have a common eigenvector basis, or equivalently, if they commute,
[B1, B2] = 0 .
This simple argument shows that the requirement that the spectral adjoint be well-
defined leads to commutator relations for the macroscopic potentials. In the next
lemma we apply this argument to the matrix Λ. By the contributions to Λ we mean
the individual summands obtained by multiplying out all the terms in (7.2.10–7.2.14).
Lemma 7.2.3. For any x, y ∈ L there is a basis on the sectors such that the con-
tributions to Λ are all diagonal matrices.
Proof. Clearly, our argument after (7.2.21) applies in the same way to the spec-
tral adjoint of a finite sum. Thus in order to make mathematical sense of the spectral
adjoint Λ, we need to assume that the contributions to Λ all commute with each other.
Hence we can choose a basis such that these contributions are all diagonal. In partic-
ular, one sees that in this basis the matrix products Yˆc1(x) and Yˆc2(y) are diagonal for
all c1, c2 ∈ {L,R}.
We proceed by analyzing the EL equations (7.2.20) for special choices of x and
y, for which the matrix Λ becomes particularly simple. We begin with the situation
where we choose x such that the scalar potentials vanish at x, i.e.
YL(x) = Y = YR(x) (7.2.22)
with Y the mass matrix of the vacuum (for example, we can choose x close to infinity).
Then the matrices YL/R(x) are diagonal in the sector index and on the massive sectors
are a multiple of the identity. Thus the “off-diagonal” contributions (7.2.13, 7.2.14) to
Λ vanish. In the “diagonal” contributions (7.2.10–7.2.12), on the other hand, we can
simplify our notation by omitting the factors YˆL/R(x). Then the matrix Λ takes the
form
Λ = ν
∫ y
x
dz I↑ Y´L Y`R I↑ T
(0)
[2] T
(0)
[0]
+ν
∫ x
y
dz I↑ Y´R Y`L I↑ T
(−1)
[0] T
(1)
[2]
+I↑ YˆL(y) I↑ T
(0)
[1] T
(0)
[1]
−I↑ Y´R(y) Y` I↑ T (−1)[0] T
(1)
[2]
−
ν T
(0)
[1] T
(0)
[0] − ν T
(0)
[0] T
(0)
[1]
νλ− − νλ+ I↑
(
YˆL(y) T
(0)
[1] T
(−1)
[0] − YˆR(y) T
(−1)
[0] T
(0)
[1]
)
I↑ .
Evaluating the EL equations (7.2.20) for this choice of Λ yields the following result.
Lemma 7.2.4. Suppose that (I) holds. Without introducing any relations between
the basic fractions (besides those of Theorem 6.2.2), we can choose for any y ∈ L
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suitable parameters a, b ∈ R and c ∈ C such that at y,
I↑ Y´LY`R I↑ = a I↑ , I↑ Y´RY`L I↑ = b I↑ (7.2.23)
I↑ YˆL(y) I↑ = c I↑ , I↑ YˆR(y) I↑ = c I↑ . (7.2.24)
The analogous formulas for I↑ interchanged by I↓ are obtained by the replacements
↑ ←→ ↓ and L ←→ R (7.2.25)
with the parameters a, b and c unchanged.
Proof. The above Λ contains contributions which are scalar multiples of the
matrices I↑YˆL(y)I↑ and I↑YˆR(y)I↑. Thus in the basis of Lemma 7.2.3, these matrices
are both diagonal. Since one is the adjoint of the other, we conclude that these matrices
are normal, and thus their spectral adjoints coincide with the usual adjoints,
I↑ YˆL I↑ = I↑ YˆR I↑ , I↑ YˆR I↑ = I↑ YˆL I↑ . (7.2.26)
The matrices Y´LY`R and Y´RY`L, on the other hand, are Hermitian and thus spectrally
selfadjoint,
Y´L Y`R = Y´L Y`R , Y´R Y`L = Y´R Y`L . (7.2.27)
Applying the relations (7.2.26) and (7.2.27), a straightforward calculation gives
λ↑L− Λ + λ↑L− Λ
=
∫ y
x
dz I↑ Y´L Y`R I↑
(
T
(0)
[0] T
(0)
[2] T
(−1)
[0] T
(0)
[0] + T
(−1)
[0] T
(0)
[0] T
(0)
[0] T
(0)
[2]
)
+
∫ x
y
dz I↑ Y´R Y`L I↑
(
T
(−1)
[0] T
(0)
[0] T
(−1)
[0] T
(1)
[2] + T
(−1)
[0] T
(1)
[2] T
(−1)
[0] T
(0)
[0]
)
+ν I↑ YˆL I↑ T
(0)
[0] T
(0)
[1] T
(−1)
[0] T
(0)
[1] + ν I↑ YˆR I↑ T
(−1)
[0] T
(0)
[1] T
(0)
[0] T
(0)
[1]
−ν I↑ Y´R Y` I↑ T (−1)[0] T
(0)
[0] T
(−1)
[0] T
(1)
[2] − ν I↑ Y´R Y` I↑ T
(−1)
[0] T
(1)
[2] T
(−1)
[0] T
(0)
[0]
+
(
ν T
(0)
[1] T
(0)
[0] − ν T
(0)
[0] T
(0)
[1]
)
I↑
(
YˆL T
(0)
[1] T
(−1)
[0] − YˆR T
(−1)
[0] T
(0)
[1]
)
I↑
=
∫ y
x
dz I↑ Y´L Y`R I↑
(
T
(0)
[0] T
(0)
[2] T
(−1)
[0] T
(0)
[0] + T
(−1)
[0] T
(0)
[0] T
(0)
[0] T
(0)
[2]
)
+
∫ x
y
dz I↑ Y´R Y`L I↑
(
T
(−1)
[0] T
(0)
[0] T
(−1)
[0] T
(1)
[2] + T
(−1)
[0] T
(1)
[2] T
(−1)
[0] T
(0)
[0]
)
+ν
(
I↑ YˆL I↑ T
(0)
[1] T
(0)
[1] T
(−1)
[0] T
(0)
[0] − I↑ Y´R Y` I↑ T
(−1)
[0] T
(1)
[2] T
(−1)
[0] T
(0)
[0]
)
+ν
(
I↑ YˆR I↑ T
(−1)
[0] T
(0)
[0] T
(0)
[1] T
(0)
[1] − I↑ Y´R Y` I↑ T
(−1)
[0] T
(0)
[0] T
(−1)
[0] T
(1)
[2]
)
,
where for simplicity the arguments y were omitted. We substitute this formula into
(7.2.20). Since we do not allow for additional relations between the basic fractions,
we can simplify the resulting simple fractions only by applying (6.2.9). This implies
that (7.2.20) is satisfied for suitable f(x, y) if and only if the following five matrices
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are multiples of I↑, ∫ y
x
I↑ Y´L Y`R I↑ ,
∫ x
y
I↑ Y´R Y`L I↑ (7.2.28)
ν
(
I↑ YˆR I↑ − I↑ Y´R Y` I↑
)
, ν I↑ YˆL I↑ − ν I↑ Y´R Y` I↑ ,
ν I↑ Y´L I↑ − ν I↑ Y´R I↑ .
 (7.2.29)
We can assume that y 6= x, because otherwise (7.2.23) and (7.2.24) follow im-
mediately from (7.2.22). Differentiating (7.2.28) with respect to y along the line L
gives (7.2.23) (a and b are real because the matrices on the left of (7.2.23) are Her-
mitian). According to (I), the phase factor ν can take any value on the unit circle.
Thus in (7.2.29) the contributions involving ν and ν must separately be multiples of
I↑. This gives the left relation in (7.2.24), and the relation on the right is obtained by
taking the adjoint.
The analogous relations for I↑ replaced by I↓ are derived in the same way. The re-
placements (7.2.25) leave the phase factor ν unchanged (see (7.2.8) and (7.2.9)). Thus
the EL equation (7.2.20) remains valid under (7.2.25) for the same function f only if
the parameters a, b, and c are unchanged.
Next we consider the the degeneracies in the limit y → x. In this case, the formulas
of Definition 7.2.1 simplify in that all phase factors drop out. We obtain the following
result.
Lemma 7.2.5. Without introducing any relations between the basic fractions (be-
sides those of Theorem 6.2.2), the dynamical mass matrices must satisfy the relations
I↑ YˆL I↓ = 0 = I↑ YˆR I↓ . (7.2.30)
Proof. According to the replacement rule (7.2.18), it suffices to derive the second
part of (7.2.30). We compute the matrix Λ modulo scalar multiples of I↑. Using (7.2.23)
and (5.3.20), we obtain
Λ = I↑ YˆL I↓ YˆL I↑ T
(0)
[1] T
(0)
[1]
− 1
λ− − λ+ I↑
(
YˆL T
(0)
[1] T
(−1)
[0] − YˆR T
(−1)
[0] T
(0)
[1]
)
× I↓
(
YˆR T
(0)
[1] T
(0)
[0] − YˆL T
(0)
[0] T
(0)
[1]
)
I↑
=
(
I↑ YˆL I↓ YˆL I↑ + I↑ YˆR I↓ YˆR I↑
) λ−
λ− − λ+ T
(0)
[1] T
(0)
[1]
−I↑ YˆL I↓ YˆR I↑ 1
λ− − λ+ T
(0)
[1] T
(0)
[1] T
(−1)
[0] T
(0)
[0]
−I↑ YˆR I↓ YˆL I↑ 1
λ− − λ+ T
(−1)
[0] T
(0)
[0] T
(0)
[1] T
(0)
[1] .
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Next we compute the square bracket in (7.2.20),
λ↑L− Λ + λ↑L− Λ
= −I↑ YˆL I↓ YˆR I↑
λ− − λ+
(
λ+ T
(0)
[1] T
(0)
[1] T
(−1)
[0] T
(0)
[0] − λ− T
(−1)
[0] T
(0)
[0] T
(0)
[1] T
(0)
[1]
)
+
I↑ YˆR I↓ YˆL I↑
λ− − λ+
(
λ− T
(0)
[1] T
(0)
[1] T
(−1)
[0] T
(0)
[0] − λ+ T
(−1)
[0] T
(0)
[0] T
(0)
[1] T
(0)
[1]
)
.
Since I↓ projects onto a subspace of dimension 7 − p < p, the rank of the matrices
I↑YˆRI↓YˆLI↑ and I↑YˆLI↓YˆRI↑ is smaller than p, and therefore these matrices cannot be
scalar multiples of I↑. Thus the EL equations have a well-defined continuum limit only
if the factors (λ− − λ+)−1 in the above expression drop out. This is the case only if
I↑ YˆR I↓ YˆL I↑ = I↑ YˆL I↓ YˆR I↑ .
If these necessary conditions are satisfied, the above formula simplifies to
λ↑L− Λ + λ↑L− Λ = I↑ YˆL I↓ YˆR I↑
(
T
(0)
[1] T
(0)
[1] T
(−1)
[0] T
(0)
[0] + T
(−1)
[0] T
(0)
[0] T
(0)
[1] T
(0)
[1]
)
.
Now the EL equations have a well-defined continuum limit, and assuming for the
regularization parameters only the relation (6.2.9), we conclude that
I↑ YˆR I↓ YˆL I↑ = 0 . (7.2.31)
The matrix product in this equation can be written in the form BB∗ with B ≡ I↑YˆRI↓.
Hence (7.2.31) implies that B = 0.
The previous two lemmas simplify considerably the structure of the perturbation
on the degenerate subspaces. Namely, we can write Λ in the form
Λ = ρ(ν, ν) I↑ − I↑ Y´R(y) (I↑ + µν I↓ + µ8ν8 I8) Y`L(x) I↑ T (−1)[0] T
(1)
[2] ,
where ρ is a complex function which is invariant under the replacements (7.2.25). A
short calculation yields
λ↑L− Λ + λ↑L− Λ = (a+ ν b+ ν b) I↑ (7.2.32)
−ν I↑ Y´R(y) I↑ Y`L(x) I↑ N − ν I↑ Y´R(y) I↑ Y`L(x) I↑ N (7.2.33)
−µ I↑ Y´R(y) I↓ Y`L(x) I↑ N − µ I↑ Y´R(y) I↓ Y`L(x) I↑ N (7.2.34)
−µ8 νν8 I↑ Y´R(y) I8 Y`L(x) I↑ N − µ8 νν8 I↑ Y´R(y) I8 Y`L(x) I↑ N , (7.2.35)
where the complex functions a and b are invariant under (7.2.25), and N is the mono-
mial
N = T
(−1)
[0] T
(1)
[2] T
(−1)
[0] T
(0)
[0] . (7.2.36)
We split up the analysis of the EL equations corresponding to (7.2.32–7.2.35) into
several lemmas. We say that the summands (7.2.34) or (7.2.35) are non-trivial if
there are admissible dynamical mass matrices such that this summand or one of the
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expressions obtained by applying the replacements (7.2.18) and/or (7.2.19) are non-
zero. Furthermore, we refer to two phase functions α, β ∈ S1 as being independent if
for α fixed, β can take any value in S1 and vice versa1
Lemma 7.2.6. Under the assumptions (I)–(III), ν is independent of the phase
functions µ, µ8, ν8, and µµ8. The term (7.2.35) is non-trivial.
Proof. Suppose that the dynamical mass matrices were zero in the neutrino sector,
i.e.
YL I8 ≡ 0 ≡ YR I8 (7.2.37)
Then the Dirac operator, and thus also the fermionic projector, would be invariant
on the neutrino sector. As a consequence, the chiral Dirac particles would drop out
of all composite expressions due to chiral cancellations, in contradiction to (II). We
conclude that (7.2.37) is false. Since we are free to choose a convenient representation
of the dynamical mass matrices, we can assume that the matrices
Y´L I8 , Y´R I8 , Y`L I8 , Y`R I8 (7.2.38)
do not all vanish identically. The contributions to the fermionic projector which involve
the matrix products I8Y´L/R or Y`L/RI8 enter only the perturbation calculation for the
kernel of P (x, y) P (y, x), and according to Theorem G.5.1 they drop out of the EL
equations. Thus (II) is satisfied only if
(I↑ + I↓) Y´L I8 6≡ 0 or (I↑ + I↓) Y´R I8 6≡ 0 .
This shows that (7.2.35) is non-trivial.
According to (III), there is a free dynamical gauge field which couples differently
to the Dirac particles in the sectors n = 1 and n = 8. The corresponding free gauge
potentials describe relative phase shifts of the fermionic projector on Im I1 and Im I8.
These relative phases are captured by µ8 and µ8ν8 (see (7.2.9)). Since the free gauge
potentials on the line segment xy can be chosen arbitrarily, it follows that ν is inde-
pendent of µ8 and µ8ν8. A similar argument for I7 instead of I1 shows that ν and µµ8
are independent.
Lemma 7.2.7. Imposing at most one additional relation between the basic fractions
(besides those of Theorem 6.2.2), ν and µ are independent. The term (7.2.34) is
non-trivial.
Proof. Assume to the contrary that ν and µ are dependent or that (7.2.34) is
trivial. Then the phases in (7.2.32–7.2.34) are all dependent on ν. The independence
of the phases established in Lemma 7.2.6 yields that the EL equations must be satisfied
separately for (7.2.35). Imposing at most one additional relation between the basic
fractions, we cannot arrange that (7.2.35) drops out of the EL equations. We thus
obtain that for a suitable complex κ,
I↑ Y´R(y) I8 Y`L(x) I↑ = κ(x, y) I↑ , (7.2.39)
and this condition must also be satisfied after the replacements (7.2.18) and/or (7.2.19)
for the same κ. Since the rank of I8 is smaller than that of I↑, the lhs of (7.2.39) is a
1Online version: The arguments in the following lemmas need to be modified if we allow for a
local chiral transformation as considered in the book [5] (listed in the references in the preface to the
second online edition).
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singular matrix, and thus κ vanishes identically. This implies that the lhs of (7.2.39)
is trivial (i.e. vanishes also after the replacements (7.2.18, 7.2.19)), in contradiction to
Lemma 7.2.6.
Having established that the phases in (7.2.32) and (7.2.33) are independent of those
in (7.2.34) and (7.2.35), we can now apply the uniform splitting lemma to (7.2.33).
Lemma 7.2.8. Imposing at most one additional relation between the basic fractions,
we can arrange by a constant unitary transformation that for all a, b = 1, . . . , p and
c, d = p+ 1, . . . , 7,
(I↑ Y`L/R I↑)
(aα)
b = δ
a
b u
α
L/R , (I↓ Y`R/L I↓)
(cα)
d = δ
c
d u
α
L/R (7.2.40)
with uL/R(x) ∈ C3.
Proof. It clearly suffices to consider one chirality. Since ν is independent of µ and
µ8ν8, the EL equations imply that
I↑ Y´R(y) I↑ Y`L(x) I↑ = λ(x, y) I↑ . (7.2.41)
The dynamical mass matrices can be chosen independently at x and y. Denoting the
class of admissible matrices I↑Y`LI↑ by B, we are in the setting of Lemma 7.1.3 with
p1 = p and p2 = 3p. Since p2 is divisible by p1, we can, possibly after increasing r,
assume that p2 − rp1 = 0, and thus
I↑ Y`L I↑ = U (uL ⊕ · · · ⊕ uL︸ ︷︷ ︸
p summands
)
with uL(x) ∈ C3. Omitting the constant unitary transformation and writing out the
components, this is just the lhs of (7.2.40). Under the replacement (7.2.25), ν as well
as α and β are unchanged. As a consequence, also the function λ in (7.2.41) is invari-
ant under (7.2.25), and this implies that the mappings pii of Lemma 7.1.3 obtained for
B = I↑Y`LI↑ and B = I↓Y`RI↓ are all unitarily equivalent. This proves the rightmost
equation of (7.2.40).
It remains to analyze (7.2.34) and (7.2.35).
Lemma 7.2.9. The EL equations to degree 4 can be satisfied only if we impose at
least one additional relation between the basic fractions.
Proof. In the limit y → x, the matrices I↑Y´R(y) I. Y`L(x) I↑ can be written in the
form B∗B with B = I. Y`L I↑ and are therefore Hermitian and positive semidefinite.
This shows that (7.2.34) and (7.2.35) cannot cancel each other identically. According
to Lemma 7.2.7, (7.2.34) is non-trivial. It suffices to consider the case that (7.2.34)
does not vanish identically (in the other cases when (7.2.34) is non-zero after apply-
ing (7.2.18, 7.2.19) the argument is analogous). Then we can arrange a contribution
to (7.2.33–7.2.35) of the form (µAN + µAN) with a matrix A 6= 0. The same con-
tribution must be present after performing the replacements (7.2.25). Since these
replacements transform µ into µ (see (7.2.18) and (7.2.19)), we obtain a condition of
the form
µAN + µAN = µBN + µBN for all µ ∈ S1 (7.2.42)
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with B a matrix. Without introducing an additional relation between the basic frac-
tions, we must treat N and N as being independent, and thus (7.2.42) has no solution.
Using that A and B go over to positive matrices as y → x, one sees that in order to
arrange that (7.2.42) has a solution, we need to impose that N and N coincide in the
EL equations, i.e.2
(N −N)
(
T
(0)
[0]
)−1
= 0 . (7.2.43)
The next lemma is again an application of the uniform splitting lemma and uses the
non-degeneracy assumption of Def. 7.1.2.
Lemma 7.2.10. Suppose that the basic fractions satisfy (in addition to the con-
ditions of Theorem 6.2.2) the relation (7.2.43) with N according to (7.2.36). Then
the parameter p in (6.2.8) is equal to 4. The phase factors in the neutrino sector are
determined by
ν8 = ν and µ8 = µ or µ . (7.2.44)
We can arrange by constant unitary transformations that for a, b = 1, 2, 3,
(I↓ Y`L/R I↑)
(a+4 α)
b = δ
a
b v
α
L/R , (I↑ Y`R/L I↓)
(aα)
b+4 = δ
a
b v
α
L/R (7.2.45)
with vL/R(x) ∈ C3. In the two cases for µ8 in (7.2.44),
(I8 Y`L/R I↑)
(8α)
4 = v
α
L/R or v
α
L/R , (7.2.46)
respectively. Furthermore,
I8 Y`R/L I↓ = 0 . (7.2.47)
Proof. Imposing (7.2.43) and using (7.2.40), the EL equations (7.2.20) reduce to
the conditions
λ(x, y) I↑ = µ I↑ Y´R(y) I↓ Y`L(x) I↑ + µ I↑ Y´R(y) I↓ Y`L(x) I↑
+µ8 νν8 I↑ Y´R(y) I8 Y`L(x) I↑ + µ8 νν8 I↑ Y´R(y) I8 Y`L(x) I↑ . (7.2.48)
We first prove that the phase factors must be dependent in the sense that
µ8 νν8 = µ or µ . (7.2.49)
Assuming the contrary, we must treat the four summands in (7.2.48) as being inde-
pendent, and thus
I↑ Y´R(y) I↓ Y`L(x) I↑ = κ(x, y) I↑ . (7.2.50)
Performing the replacement (7.2.25) and using that µ transforms to µ, we obtain
furthermore that
I↓ Y´L(y) I↑ Y`R(x) I↓ = κ(x, y) I↓ (7.2.51)
2Online version: For a difficulty to realize this relation between the basic fractions by a suitable
regularization see the proof of Lemma 3.10.3 in the book [5] (listed in the references in the preface
to the second online edition). One should keep in mind that, following the consideration after [5,
eq. (3.7.13)], the relation must still hold if we replace the factors T
(1)
[2] and T
(1)
[2] by a non-zero real
constant.
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with the same κ as in (7.2.50). We apply Lemma 7.1.3 to (7.2.50) (with p1 = p and
p2 = 3(7− p)) and to (7.2.51) (with p1 = 7− p and p2 = p). Leaving out the constant
unitary transformations, we obtain the representations
I↓ Y`L I↑ =
 p summands︷ ︸︸ ︷b⊕ · · · ⊕ b
0
 , I↑ Y`R I↓ =
 7− p summands︷ ︸︸ ︷b⊕ · · · ⊕ b
0
 , (7.2.52)
where b is the complex conjugate of the vector b ∈ C3. According to Lemma 7.2.7,
(7.2.34) is non-trivial. Since the contributions to the EL equations involving µ are
unchanged when applying the replacements (7.2.18) and (7.2.19), we can arrange
that (7.2.50) does not vanish, and thus b 6= 0. On the lhs of (7.2.52), the inequal-
ity rp1 ≤ p2 implies that r < 3. Thus on the rhs of (7.2.52), the number of zero rows
is 3p− r(7− p) > 3. Therefore, IpY`RI↓ = 0, or, equivalently, by taking the adjoint and
in components,
(Y´L)
a
(d.) = 0 for d = p and a = p+ 1, . . . , 7.
On the other hand, the lhs of (7.2.52) implies that
(Y`L)
a
(d.) 6= 0 for d = p and a = p+ 1, . . . , 7.
The non-degeneracy assumption of Def. 7.1.2 allows us to conclude that
(Y´L)
a
(d.) = 0 for all a = p+ 1, . . . , 7 and d 6= a.
This implies that I↓Y´LI↑ = 0, in contradiction to the rhs of (7.2.52) and the fact that
b 6= 0.
Repeating the above argument for the opposite chirality gives in analogy to (7.2.49)
that
µ8 = µ or µ . (7.2.53)
Using that µ and ν are independent according to Lemma 7.2.7, (7.2.49) and (7.2.53)
are equivalent to (7.2.44).
In the case µ8 = µ, the EL equations (7.2.20) reduce to the conditions
I↑ Y´R(y) (I↓ + I8) Y`L(x) I↑ = κ(x, y) I↑ . (7.2.54)
After the replacement (7.2.25), the phase factors in (7.2.48) are no longer depen-
dent (cf. (7.2.18) and (7.2.19)), and thus we get the conditions
I↓ Y´L(y) I↑ Y`R(x) I↓ = κ(x, y) I↓ (7.2.55)
I↓ Y´L(y) I8 Y`R(x) I↓ = 0 . (7.2.56)
The last relation implies (7.2.47). Applying the above argument for (7.2.50) and
(7.2.51) to (7.2.54) and (7.2.55), we again get a contradiction unless RgI↑ = Rg(I↓+I8).
This shows that p = 4. Possibly after increasing r, we obtain in analogy to (7.2.52)
the representations
(I↓ + I8) Y`L I↑ = b⊕ b⊕ b⊕ b , I↑ Y`R I↓ = b⊕ b⊕ b . (7.2.57)
Writing these relations in components gives (7.2.45, 7.2.46).
In the case µ8 = µ, we obtain in analogy to (7.2.54) the condition
I↑ Y´R(y) I↓ Y`L(x) I↑ + I↑ Y´R(y) I8 Y`L(x) I↑ = κ(x, y) I↑ , (7.2.58)
7.2. ANALYSIS OF DEGENERACIES 183
and after the replacement (7.2.25) again the conditions (7.2.55, 7.2.56). The lhs
of (7.2.55) can be split into a product of matrices of the form A(y) B(x). Since the
equations (7.2.55) and (7.2.58) involve the same function κ(x, y), the matrices on the
lhs of (7.2.58) must split in the same way. To this end, the matrix I↑ Y´R(y) I8 Y`L(x) I↑
must (possibly after a constant unitary transformation) be diagonal for all x and y, so
that the spectral adjoint reduces to the complex conjugate (i.e. to taking the complex
conjugate of all matrix entries). After taking this complex conjugate, we can proceed
exactly as in the case µ8 = µ above. The only difference is that we obtain a represen-
tation not for the matrix I8Y`LI↑ but for its complex conjugate, and this leads to the
complex conjugate in (7.2.46).
We remark that the fact that the partial trace is non-cyclic, (7.1.2), is essential for the
above construction to work. Namely, according to the lhs of (7.2.45),
I↑ Y´L I8 Y`R I↑
in general
6= 0 . (7.2.59)
On the other hand, the weak causality compatibility condition, Def. 7.1.1, implies that
I8 Y´R I↑ Y`L I8 = XR I8 Y´R I↑ Y`L I8 = 0 . (7.2.60)
If the partial trace were cyclic, (7.2.59) and (7.2.60) would be inconsistent.
Combining the previous lemmas and choosing a convenient representation for the
dynamical mass matrices gives the main result of this section.
Theorem 7.2.11. (spontaneous block formation) We consider the EL equa-
tions corresponding to the Lagrangian (5.5.15) in the presence of chiral and scalar
potentials (6.0.1–6.0.5) to the degree 4 on the light cone. We assume that the Dirac
operator is weakly causality compatible and that the dynamical mass matrices are non-
degenerate (see Defs. 7.1.1 and 7.1.2). Then, following (IV), we need to introduce two
relations between the basic fractions. Imposing that
(M −M) T (0)[0]
−1
= 0 = (N −N) T (0)[0]
−1
(7.2.61)
with M and N according to (6.2.6, 7.2.36), we can arrange by constant unitary trans-
formations that the Dirac operator is of the following form,
i∂/ −mχL
(
Y qR ⊕ Y qR ⊕ Y qR ⊕ Y lR
)
− mχR
(
Y qL ⊕ Y qL ⊕ Y qL ⊕ Y lL
)
(7.2.62)
+ (χR A/L + A/V )
(
σ3 ⊕ σ3 ⊕ σ3 ⊕ σ3) (7.2.63)
+ (A/q 1)⊕ 0C2 + 0C6 ⊕ (A/l 1 + A/s σ3) . (7.2.64)
Here Y
q/l
L/R are 2× 2 matrices on the sectors which depend also on the generations, i.e.
in components
Y q/lc = (Y
q/l
c )
(aα)
(bβ) with a, b = 1, 2, α, β = 1, 2, 3, c = L/R.
The chiral and vector potentials are trivial on the generations and depend only on the
sector index. AL, AV and A
l are vector fields, and Aq is a 3 × 3 matrix potential (1
and σ3 are Pauli matrices). The vector field As is a function of AL and AR; the two
possible choices are
As ≡ 0 or As ≡ −AL − 2AV . (7.2.65)
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The dynamical gauge groups (see Def. 6.1.1) are given by
G = U(1)L ×F , F = U(1)V × U(3)q × U(1)l , (7.2.66)
where the indices clarify to which potentials in the Dirac operator the groups corre-
spond.
Proof. Lemmas 7.2.4 and 7.2.5 do not immediately apply here because they are
based on the assumption that we have only one relation between the basic fractions.
But it is straightforward to check that if in these lemmas we allowed for an addi-
tional relation between the basic fractions, the argument of Lemma 7.2.9 would still
go through, thus making it necessary to introduce a third relation between the basic
fractions.
Collecting the results of Lemmas 7.2.4–7.2.10 and choosing a convenient represen-
tation for the dynamical mass matrices, we obtain that the dynamical mass matrices
are block diagonal as in (7.2.62). Thus it remains to derive the dynamical gauge group
and the form of the corresponding gauge potentials. Possibly after reordering the
sectors, the U(1)L is precisely the group B4 in Def. 6.2.1. The free gauge group is
obtained by taking the maximal subgroup of F4 for which the gauge potentials respect
the phase conditions (7.2.44). In the two cases in (7.2.65), the U(1)V shifts the phases
of µ and µ8 by the same or the opposite amount, respectively. This corresponds to the
two cases in (7.2.44). The other potentials must leave the phase functions unchanged,
and thus they must coincide on the sectors which are mapped into each other by the
dynamical mass matrices (7.2.45). This gives the group U(3)q × U(1)l.
We point out that, except for the potentials Aq, the Dirac operator splits into four
direct summands. The first three summands are identical and involve massive Dirac
particles, whereas the chiral Dirac particles are contained in the last summand. The
gauge potentials Aq describe an interaction between the Dirac particles in the three
identical summands. In analogy to the standard model, it is natural to identify the
fermions in the first three and the last summands with the quarks and leptons, respec-
tively. In order to make these notions precise, we first observe that for the fermionic
projector, the above splitting means that for all contributions considered so far3,
P (x, y) = U(x, y)
(
P q ⊕ P q ⊕ P q ⊕ P l
)
, (7.2.67)
where U is the generalized phase transformation by the potentials Aq,
U(x, y) = Pexp
(
−i
∫ 1
0
dτ Aqj(τy + (1− τ)x) (y − x)j
)
. (7.2.68)
The unitary transformation (7.2.68) clearly commutes with the direct sum and thus
drops out of the closed chain,
Axy = A
q
xy⊕Aqxy⊕Aqxy⊕Alxy with Aq/lxy ≡ P q/l(x, y)P q/l(y, x) . (7.2.69)
Def. 7.2.12. The first three direct summands in (7.2.67) and (7.2.69) are referred
to as the quark blocks. The last direct summand is the lepton block.
3We remark for clarity that that the contributions to the fermionic projector which involve the
U(3)q gauge fields or currents, which have not been considered so far, do not split in the form (7.2.67).
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7.3. The Dynamical Mass Matrices in the Quark and Neutrino Blocks
We now specify the dynamical mass matrices in the quark and neutrino blocks.
Theorem 7.3.1. Under the assumptions of Theorem 7.2.11, the EL equations
are satisfied to degree 4 on the light cone if and only if the matrices Y qL/R and Y
l
L/R
in (7.2.62) have (after suitable constant unitary transformations) the following prop-
erties at all space-time points,
Yˆ qL = (Yˆ
q
R)
∗ =
(
c 0
0 c
)
(7.3.1)
Yˆ lL = (Yˆ
l
R)
∗ =
(
c 0
0 0
)
(7.3.2)
Y` qL =
(
a VL b
UL b a
)
, Y` qR =
(
a VR b
UR b a
)
(7.3.3)
and in the two cases in (7.2.65),
Y` lL =
(
a 0
WL b 0
)
, Y` lR =
(
a ∗
WR b ∗
)
(7.3.4)
and
Y` lL =
(
a 0
WL b 0
)
, Y` lR =
(
a ∗
WR b ∗
)
, (7.3.5)
respectively. Here we use a matrix notation in the sector index. In (7.3.3–7.3.5),
the matrix entries are vectors in C3 (and this takes into account the dependence on
the generations). The parameter c is complex, a, b ∈ C3, and the stars stand for any
vectors in C3. The off-diagonal elements are non-trivial in the sense that there is a
space-time point where b 6= 0. The matrices UL/R, VL/R, WL/R ∈ U(3) are constant
unitary transformations.
Proof. We only consider the first case in (7.2.65); the second is obtained in the
same way keeping track of the complex conjugates. The weak causality condition of
Def. 7.1.1 implies that Y`LI8 = 0. On the other hand, we already observed after (7.2.38)
that the matrix product Y`RI8 enters only the perturbation calculation for the kernel,
which is trivial according to Theorem G.5.1. This explains the zeros and stars in (7.3.2,
7.3.4). Then (7.3.1, 7.3.2) follow immediately from Lemma 7.2.4 and Lemma 7.2.5. A
short calculation using (7.3.1, 7.2.61, 7.2.44) yields that the EL equations to degree 4
reduce to the conditions ∫ z
x
dz I↑ Y´LY`R I↑ = α(x, y) I↑ (7.3.6)
ν I↑ Y´R(y) I↑ Y`L(x) I↑ + ν I↑ Y´R(y) I↑ Y`L(x) I↑ = β(x, y) I↑ (7.3.7)
µ I↑ Y´R(y) (I↓ + I8) Y`L(x) I↑
+ µ I↑ Y´R(y) (I↓ + I8) Y`L(x) I↑ = γ(x, y) I↑ (7.3.8)
as well as to the conditions obtained by the replacements
L ←→ R , ν ←→ ν (7.3.9)
and/or
I↑ + I8 −→ I↓ , I↓ −→ I↑ , µ ←→ µ , ν ←→ ν (7.3.10)
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with the complex functions α, β, and γ unchanged. We first substitute (7.2.40) into
(7.3.7). Comparing with the relation obtained by applying (7.3.9), one sees that
〈uL, uL〉 = 〈uR, uR〉, and thus we can arrange with a constant unitary transformation
that uL = uR. This explains the diagonal entries in (7.3.3, 7.3.4). Substituting (7.2.45)
and (7.2.46) into (7.3.8) and comparing with the relation obtained by applying (7.3.10),
we obtain similarly that 〈uR, uR〉 = 〈uL, uL〉 and thus, up to a constant unitary trans-
formation, vL = vL. Since we have already used the freedom in choosing orthogonal
bases in order to arrange that uL = uR, we now need to take into account these unitary
transformations. This gives the off-diagonal elements in (7.3.3, 7.3.4). We conclude
that (7.3.1–7.3.4) are necessary conditions. Substituting (7.3.1–7.3.4) into (7.3.6–7.3.8)
and applying (7.3.9, 7.3.10), one verifies immediately that these conditions are also suf-
ficient. The last statement in Lemma 7.2.7 implies that b is non-trivial.
In Chapters 6 and 7 we always restricted attention to our model variational prin-
ciple (5.5.14). We now make a few general comments on how our methods could be
extended to other two-point actions, and which features of the Lagrangian are impor-
tant for getting a physically interesting continuum limit.
The methods of Chapter 6 immediately apply to other two-point actions; the only
obstruction is that the gauge terms in the operator Q(x, y) must be simple fractions
in T
(n)
◦ and T
(n)
◦ . The general mechanism is that the eigenvalues of Axy are influenced
by the gauge terms (cf. (6.1.10, 6.2.12, 6.2.13)). When analyzed in the EL equations,
this leads to conditions for the eigenvalues of the “phase matrices” Wc (see (6.1.15)
or (6.2.22)), and these conditions can finally be translated into constraints for the
dynamical gauge fields. In this last step one uses crucially that the EL equations are
nonlocal in the sense that they yield relations between the chiral potentials even at
distant points (see e.g. (6.2.27)). This gives rise to global constraints, i.e. conditions
which must hold in all of space-time. For example, Theorem 6.2.2 states that the
dynamical gauge group in case (2) must be contained in one of the groups (Gp)p=0,...,3
in the whole space-time, but it cannot be the group Gp1 in one region of space-time
and a different group Gp2 in another region (as one sees by considering line integrals
which join the two regions).
For the spontaneous block formation, it is essential that the EL equations are
satisfied only if the eigenvalues of Axy are highly degenerate. The requirement that
these degeneracies should be respected by the scalar potentials can then be used to
show that the potentials must split globally into a direct sum.
While this general mechanism should occur similarly for most other Lagrangians,
the details depend sensitively on the particular form of the action. Our model La-
grangian has the special feature that it involves only the absolute squares of the
eigenvalues of Axy. This is the reason why Theorem 6.1.2 involves only the absolute
squares of νnc, (6.1.15), leading to the relatively weak constraint for the dynamical
gauge group (6.1.16) (if we had, for example, considered instead the polynomial La-
grangian (5.5.4), the gauge terms to highest degree would have led to conditions also
for the phases of νnc, giving rise to much stronger conditions). To the next lower
degree on the light cone, the phases of νnc do enter the analysis. But since perturbing
the absolute square gives rise to a real part, ∆|λncs|2 = 2Re(λncs∆λncs), we can easily
arrange that only the real part of νncs comes into play, and so the phases are fixed
only up to signs. This is a major advantage of our action over e.g. polynomial actions,
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where the same flexibility for the phases can be arranged only for a large degree of the
polynomial. Another action which has the nice property that it depends only on the
absolute squares of the eigenvalues is the determinant action (5.5.12). Working with
the spectral trace leads to the specific problem that one must handle spectral adjoints.
This is clearly a technical complication, but we do not consider it to be essential for
the spontaneous block formation.
Remark 7.3.2. (Massive neutrinos) In the analysis of Chapters 6 and 7, the struc-
ture of the neutrino sector was used several times: In the vacuum, the chiral cancella-
tions were useful because, as a consequence, the EL equations were trivially satisfied
in the neutrino sector (see (5.3.2) and (5.4.11)). In Theorem 6.1.2, the chiral cancel-
lations in the neutrino sector are the reason why the dynamical gauge fields are not
allowed to describe a mixing between the neutrinos and the massive fermions (see the
argument leading to (6.1.22)). In the proof of Theorem 6.2.2, it was essential that
the number of massive sectors is odd (see (6.2.30)). Finally, in the analysis of the
degeneracies we always treated the neutrino sector separately.
Generally speaking, the chiral fermions lead to complications in the case with
interaction, because the dynamical gauge fields were not allowed to describe a mixing
between the massive and the chiral fermions, and this made it necessary to take scalar
potentials into account. Also in view of recent experimental observations, it thus seems
tempting to consider a neutrino sector which is built up of massive chiral Dirac seas.
This is indeed possible, although we see the following difficulties. First, it is not clear
how chiral fermions should be described in Minkowski space (for details see §C.1).
Furthermore, building in massive chiral fermions is certainly not easy. Namely, if the
resulting neutrino sector does not give rise to chiral cancellations, we must extend the
Lagrangian in order to arrange that the EL equations are satisfied in the vacuum. The
analysis of the interaction would also be considerably different. Finally, one should
keep in mind that the recent experiments do not measure the mass of the neutrinos
directly, but merely observe neutrino oscillations, i.e. a mixing of the neutrinos in
different generations. This mixing could also be explained for massless neutrinos if the
interaction of the neutrinos were suitably modified. For these reasons, we feel that
before moving on to massive neutrinos, one should first get a better understanding of
variational principles for a massless neutrino sector.

CHAPTER 8
The Effective Gauge Group
In this chapter we will reformulate the interaction of the Dirac particles with
chiral and scalar fields as specified in Theorems 7.2.11 and 7.3.1 as an interaction via
“effective” non-Abelian gauge fields. Before working out the details in §8.1 and §8.2,
we begin by explaining the general construction. Consider the Dirac equation in the
presence of chiral and scalar potentials (6.0.5). Since the dynamical mass matrix
YL = (YL)
(aα)
(bβ) (with a, b = 1, . . . , 8 and α, β = 1, 2, 3) need not be Hermitian, we
cannot diagonalize it by a unitary transformation. But using the polar decomposition,
we can at least represent YL in the form
YL = UL Y
eff U−1R (8.0.1)
with two unitary matrices UL/R ∈ U(3× 8) and Y eff a diagonal matrix with real non-
negative entries1. We introduce the so-called chiral transformation V by
V = χL UR + χR UR . (8.0.2)
Note that the adjoint of V ,
V ∗ = χR U−1L + χL U
−1
R ,
is in general different from its inverse, which we denote by a bar,
V ≡ V −1 = χL U−1L + χR U−1R .
Thus the chiral transformation need not be unitary. The chiral transformation of the
Dirac operator is defined by and computed to be
V
∗
(i∂/+ χL(A/R −mYR) + χR(A/L −mYL))V = i∂/+ χL A/effR + χR A/effL −mY eff
with Y eff as in (8.0.1) and
Aeffc = U
−1
c AcUc + iU
−1
c (∂Uc) , c ∈ {L,R}. (8.0.3)
Finally, the effective fermionic projector is obtained from the auxiliary fermionic pro-
jector by the chiral transformation
P eff = V P V ∗ . (8.0.4)
1For the reader not familiar with the polar decomposition we outline the construction. For a
matrix A ∈ Mat(Cn) we introduce the Hermitian and positive semidefinite matrix R = √A∗A. A
short calculation shows that the matrix V defined by
V u =
{
u for u ∈ KerR
AR−1 u for u ∈ (KerR)⊥
is unitary and satisfies the relation A = V R. Diagonalizing R by a unitary transformation, i.e.
R = WDW−1 with D diagonal and W unitary, we obtain the desired representation A = U1DU−12
with U1 ≡ VW and U2 ≡W .
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It satisfies the effective Dirac equation(
i∂/+ χL A/
eff
R + χR A/
eff
L −mY eff
)
P = 0 . (8.0.5)
Since the chiral transformation is one-to-one, the effective fermionic projector gives
an equivalent formulation of the physical system. The advantage of the effective de-
scription is that the effective mass matrix Y eff is diagonal. This means that if we inter-
pret the sector index after the chiral transformation as labeling the different types of
Dirac particles (like u, d, e, νe, etc.), the effective scalar potentials describe a dynami-
cal shift of the mass of each type of fermion, whereas the interaction between different
types of fermions is described only by the effective chiral potentials. Thus, apart from
the fact that we allow for dynamical mass shifts, the Dirac particles interact as in the
standard model via chiral fields.
In general, the effective potentials have locally the form of non-Abelian gauge
potentials. But they cannot be chosen at every point independently, because it must
be possible to represent them in the form (8.0.3) with Ac the Abelian gauge potentials
of Theorem 7.2.11. We refer to (8.0.3) as the gauge condition.
For clarity, we point out that the unitary transformations in the polar decompo-
sition (8.0.1) are not uniquely determined. Thus, similar to the freedom of choosing
different gauges, there is a certain arbitrariness in the choice of UL and UR. Since at
infinity the dynamical mass matrices go over to the mass matrix Y of the vacuum, we
can and will always choose UL/R such that
lim
x→∞UL/R(x) = 1 . (8.0.6)
8.1. The Chiral Transformation in the Quark Blocks
Using the splitting (7.2.69), we may disregard the U(3)q potentials and can analyze
the chiral transformation in the quark and lepton blocks separately. In this section,
we consider a quark block and for ease in notation omit the superscript q. According
to Theorem 7.3.1, the EL equations to degree 4 give information only on the partial
traces of the dynamical mass matrices. Therefore, the dynamical mass matrices, and
as a consequence also the chiral transformation and the effective potentials, are not
completely determined. This means that we have a certain freedom to arbitrarily
change these objects, and we shall use this freedom to make the following assumption
on the form of the effective chiral gauge potentials.
Def. 8.1.1. The effective chiral potential Ac, c ∈ {L,R}, has unitary mixing if
for every space-time point x there is a unitary matrix Wc ∈ U(3) and a U(2) potential
ac such that at x,
Aeffc =
(
1 0
0 Wc
)
ac
(
1 0
0 W−1c
)
=
(
a11c a
12
c W
−1
c
a21c Wc a
22
c
)
(8.1.1)
(here as in Theorem 7.3.1 we use a matrix notation in the sectors). The matrix Wc is
referred to as the mixing matrix.
Thus we impose that the effective chiral potentials be trivial on the generations
except for a unitary mixing of the generations in the off-diagonal matrix elements.
This assumption is clearly satisfied for the gauge potentials in the standard model if
we choose WR ≡ 1 and WL equal to the CKM mixing matrix. Our ansatz is more
general in that we allow for both left- and right-handed mixing matrices and that
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Wc = Wc(x) need not be a constant matrix. Ultimately, the assumption of unitary
mixing should be justified from the EL equations. But this makes it necessary to
consider the EL equations to the degree 3 on the light cone, and we do not want to
enter this analysis here. Therefore, we simply take Def. 8.1.1 as a physically reasonable
technical simplification.
Our first lemma characterizes those chiral transformations which respect the con-
dition of Def. 8.1.1.
Lemma 8.1.2. The effective chiral potential has unitary mixing if and only if the
unitary transformation Uc in (8.0.2) is for all x of the form
Uc =
(
u11c u
12
c W
−1
c
u21c Wc u
22
c
)
with uc ∈ U(2). (8.1.2)
Furthermore, the mixing matrix is constant.
If Uc is of the form (8.1.2) with Wc a constant matrix, it is obvious that the
corresponding effective chiral potential (8.0.3) has unitary mixing. In order to show
that the converse is also true, we must analyze the differential equation for Uc and use
the boundary conditions at infinity (8.0.6).
Proof of Lemma 8.1.2. It suffices to prove the “only if” part. Thus we assume that
Aeffc has unitary mixing and shall derive that Uc is of the form (8.1.2). For ease in
notation we omit the subscript c. According to Theorem 7.2.11, A is diagonal and
can thus be written as A = α1 + βσ3 with real functions α and β. When substituting
into (8.0.3), α yields a contribution to Aeff with unitary mixing, independent of the
form of U . Thus α is irrelevant for the following argument, and we can assume that
A is a multiple of σ3.
Let Ω be the set where the field tensor F = dA− iA ∧A is non-zero,
Ω = {x | F (x) 6= 0} .
We shall first prove that on each connected component ΩC of Ω, U is for all x ∈ ΩC
of the form
U(x) =
(
V1 0
0 V2
)
u(x)
(
1 0
0 W−1
)
(8.1.3)
with u ∈ U(2) and constant unitary matrices V1, V2,W ∈ U(3). To this end, we
differentiate (8.0.3) and (8.1.1) to obtain
U−1 F U = F eff =
(
f11 f12 W−1
f21 W f22
)
(8.1.4)
with f = da+a∧a (these relations can be understood immediately from the behavior
of the field tensor under gauge transformations). At x ∈ Ωc, 0 6= F ∼ σ3. Using this
fact in (8.1.4) shows that U(x) must be of the form
U =
(
B1 0
0 B2
)(
cosϕ sinϕ
− sinϕ cosϕ
)(
1 0
0 W−1
)
(8.1.5)
with B1, B2 ∈ U(3) and ϕ ∈ R. Hence at x, the first summand in (8.0.3) is of
the required form (8.1.1), and thus the second summand must also be of this form.
Computing iU−1(∂U) for U according to (8.1.5), one sees that this term is of the
form (8.1.1) only if at x,
∂W = 0 and ∂B1/2 ∼ B1/2 (8.1.6)
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(in the special case sinϕ = 0, we merely obtain that ∂(B2W
−1) ∼ B2W−1, but since
in this case U only involves the product B2W
−1, we can arrange that ∂W = 0).
Integrating (8.1.6) gives (8.1.3).
Let Λ = R4\Ω be the set where F vanishes. We next prove that on each connected
component ΛC of Λ, U is of the form
U(x) =
(
eiφ(x) 0
0 e−iφ(x)
)
V ueff(x)
(
1 0
0 W−1
)
(8.1.7)
with real φ, ueff ∈ U(2) and constant matrices V ∈ U(6) and W ∈ U(3). In order to
derive this formula, we first use that F = 0 on ΛC to represent A as a pure gauge
potential, i.e.
A = iB−1 (∂B) with B =
(
e−iφ 0
0 eiφ
)
(8.1.8)
and a real function φ. According to the first part of (8.1.4), F eff also vanishes. Let
us consider what this tells us about the terms in (8.1.1). Using that the phase factors
can be absorbed into a21, we can arrange that W−1(∂W ) is trace-free. Then the
contributions to F eff involving ∂W and ∂a are linearly independent. From this we
conclude that W is constant on ΛC and that A
eff can be represented as
Aeff = i
(
1 0
0 W
)
u−1eff (∂ueff)
(
1 0
0 W−1
)
(8.1.9)
with ueff ∈ U(2). On the other hand, substituting (8.1.8) into (8.0.3) gives
Aeff = i(BU)−1 ∂(BU) . (8.1.10)
Differentiating the unitary matrix
B U
(
1 0
0 W
)
u−1eff
and using (8.1.9) and (8.1.10), one sees that this matrix is constant on ΛC , prov-
ing (8.1.7).
Note that the representation (8.1.7) poses a weaker constraint on U than equa-
tion (8.1.3). We shall now prove that on ΛC even (8.1.3) holds. If ΛC extends to
infinity, we can according to (8.0.6) assume that
lim
ΛC3x→∞
φ = 0 , lim
ΛC3x→∞
ueff = 1 and V =
(
1 0
0 W
)
.
Then (8.1.7) indeed goes over to (8.1.3). If conversely ΛC is compact, we choose
y ∈ ∂ΛC . Then at y both (8.1.3) and (8.1.7) hold, and comparing these formulas
one sees that V must be a diagonal matrix. This implies that on ΛC , (8.1.7) reduces
to (8.1.3).
We just showed that for all X, U can be represented in the form (8.1.3), where
V is constant on each connected component of Ω and Λ. Possibly after multiplying
U by piecewise constant unitary transformations and/or absorbing a constant unitary
transformation from u into V1, V2, or W , we can assume that all matrices in (8.1.3) are
continuous. The asymptotics at infinity (8.0.6) finally yields that V1 = 1 and V2 = W .
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Using the result of the previous lemma in (8.0.1), we can now compute the dynam-
ical mass matrices and analyze the conditions of Theorem 7.3.1. We restrict attention
to the special case, which will be of relevance later, that the right-handed chiral trans-
formation is trivial.
Lemma 8.1.3. Assume that UR ≡ 1 . If (7.3.1) and (7.3.3) are satisfied, the mixing
matrix and the potential uL in (8.1.1) has the following properties,
Y´ W`L = 0 = W´L Y` (8.1.11)
|Y W`L| = |Y` | = |W´L Y | (8.1.12)
uL ∈ SU(2) . (8.1.13)
Furthermore, (7.3.1) and (7.3.3) are also satisfied if we leave UL unchanged and set
the effective scalar potentials to zero,
Y eff ≡ Y . (8.1.14)
Conversely, if UR ≡ 1 and (8.1.11–8.1.14) are satisfied, then (7.3.1) and (7.3.3) hold.
Proof. Evaluating (8.0.1) for UL according to (8.1.1) and UR ≡ 1 gives
YL =
(
u11L Y
eff
1 u
12
L W
−1
L Y
eff
2
u21L WL Y
eff
1 u
22
L Y
eff
2
)
with Y eff = diag(Y eff1 , Y
eff
2 ). Assume that (7.3.1) and (7.3.3) are satisfied. Let us
evaluate these relations for the off-diagonal elements of YL. Since b in (7.3.3) is non-
trivial, the function u21L (x) does not vanish identically, but clearly it is zero at infinity.
As usual, we implicitly assume that u21L decays asymptotically at infinity, without
necessarily being zero outside a compact set. Then we can apply a perturbation
argument to the lower left matrix element of YL. Namely, (7.3.1) yields that W´LY`
eff
1 =
0, and taking the asymptotic limit gives the rhs of (8.1.11). The rhs of (8.1.11) is
obtained similarly from the upper right matrix element of YL. Applying the above
perturbation argument to the off-diagonal terms in (7.3.3) yields (8.1.12).
We next evaluate (7.3.1) for the diagonal elements of YL. Since Y
eff is a positive
matrix, Yˆ eff1 and Yˆ
eff
2 are real and ≥ 0. Furthermore, uL satisfies as a U(2) matrix the
relation |u11L | = |u22L |. From (7.3.1) we conclude that u11L = u22L , and thus u ∈ SU(2).
Finally, it is straightforward to check that (8.1.11–8.1.14) imply the (7.3.1) as well
as (7.3.3).
In the remainder of this section we shall analyze and discuss the gauge condi-
tion (8.0.3). First, we substitute (8.1.2) and pull the constant mixing matrix outside,
Aeffc =
(
1 0
0 Wc
)(
u−1c Acuc + iu
−1
c (∂uc)
)( 1 0
0 W−1c
)
.
Next, we decompose the potential and the unitary transformation into the U(1) and
SU(2) parts, i.e.
Ac = α 1 + a σ
3 and uc = e
−iφ v
with real functions α, a, φ and v ∈ SU(2). This gives
Aeffc = (α+ ∂φ) 1 +
(
1 0
0 Wc
)[
a v−1σ3v + i v−1(∂v)
]( 1 0
0 W−1c
)
. (8.1.15)
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Thus φ describe a usual U(1) gauge transformation. The square bracket can be re-
garded as an SU(2) potential, and the matrix Wc introduces a unitary mixing in the
off-diagonal elements. The remaining question is in which way the expression in the
square brackets gives a constraint for the SU(2) potential.
Def. 8.1.4. The field tensor F = dA− iA ∧A of an SU(2) potential A is simple
if for every x there is a real-valued 2-form Λ and s ∈ su(2) such that
F (x) = Λ s . (8.1.16)
Lemma 8.1.5. An SU(2) potential A can be represented in the form
A = a v−1σ3v + i v−1(∂v) (8.1.17)
with a(x) ∈ R and v(x) ∈ SU(2) if and only if its field tensor is simple.
Proof. If A is of the form (8.1.17), its field tensor is given by
F = f v−1σ3v
with f = da, and this is obviously simple.
Assume conversely that F is simple. We choose v1 ∈ SU(2) such that
v1 s v
−1
1 = λ σ
3
with λ ∈ R and introduce the gauge potential A˜ by
A˜ = v1 A v
−1
1 − i v1(∂v−11 ) . (8.1.18)
From (8.1.16) one sees that the corresponding field tensor is
F˜ = f σ3
with the real-valued 2-form f = λΛ. From the fact that F˜ is closed we conclude
that df = 0, and thus there is a 1-form a with f = da (note that we are working
in Minkowski space, which is clearly simply connected). By construction, the SU(2)
potentials A˜ and aσ3 have the same field tensor F˜ . As a consequence, they are related
to each other by an SU(2) transformation, i.e.
A˜ = a v−12 σ
3v2 + i v
−1
2 (∂v2) (8.1.19)
with v2 ∈ SU(2). Substituting (8.1.19) into (8.1.18) and solving for A gives (8.1.17)
with v = v2v1.
With this lemma we have reformulated the gauge condition (8.1.15) as a structure
condition for the effective field tensor. This makes it possible to regard the effective
chiral potentials as locally defined objects. More precisely, we shall treat the effective
chiral potentials as local gauge potentials, which are constrained only by local condi-
tions like e.g. that the effective field tensor be simple, but we shall not consider the
corresponding chiral transformation (which involves integrating the effective potentials
and is therefore defined in a nonlocal way). In particular, when we have conditions
between the effective potentials in the quark and neutrino sectors, we shall always
satisfy them by local relations, i.e. by algebraic or differential equations involving the
effective potentials. This procedure corresponds to the usual requirement of locality
in physics. It could be further justified later by the fact that the EL equations yield
differential equations for the effective potentials (the “field equations”), and it seems
impossible to satisfy such differential equations if the effective potentials obey nonlocal
constraints.
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8.2. The Chiral Transformation in the Lepton Block
We come to the analysis in the lepton block; for ease in notation the superscript
l will be omitted. As a consequence of the chiral massless fermions, the dynamical
matrices are different in the lepton and quark blocks. More precisely, YL and YR must
now be of the form (7.3.2) and (7.3.4, 7.3.5). We shall first show that these conditions
are incompatible with a unitary mixing and then resolve this problem by modifying
the mixing in the right-handed component. Let us assume that (7.3.4) or (7.3.5)
are satisfied for dynamical mass matrices of the form (8.0.1) with UL/R according to
Lemma 8.1.2. Then, choosing a space-time point where b 6= 0, we have
(UL Y
eff U`−1R ) I2 = 0 but I2 (UR Y
eff U`−1L ) 6= 0 , (8.2.1)
where I1/2 are again the projectors on the two sectors. Introducing the unit vectors
n = 3−
1
2 (1, 1, 1) ∈ C3 and u = (0, n) ∈ C6, we can write the first condition in (8.2.1)
without a partial trace as
UL Y
eff U−1R u = 0 . (8.2.2)
In the vacuum, the mass matrix Y eff = Y is strictly positive in the first sector. A
perturbation argument yields that, at least for weak fields, the effective mass matrix
is of the form Y eff = diag(Y eff1 , Y
eff
2 ) with Y
eff
1 > 0. Therefore, the condition (8.2.1)
can only be satisfied if U−1R u vanishes in the first sector. Thus, using (8.1.2),(
v11 v12 W−1c
v21 Wc v
22
)(
0
n
)
=
(
0
∗
)
with v = u−1R . This implies that v
12 = 0 and thus UR ≡ 1. Using this result in (8.2.2),
we obtain that Y effu = 0, and since Y eff is a diagonal matrix with non-negative entries,
we conclude that Y eff2 = 0. Finally, the relations UR = 1 and Y
eff
2 = 0 imply that
I2URY
eff = 0, in contradiction to the second equation in (8.2.1).
In order to avoid the above contradiction, the vector U−1R u must vanish identically
in the first sector without UR being trivial. The natural way to arrange this is to
replace the unitary matrix WR in (8.1.1) by a matrix which is zero on <n> and
is unitary on <n>⊥. In analogy to the procedure in the previous section, we first
introduce the corresponding effective potentials and determine UR afterwards. We let
Π be the projector
Π = |n><n| with n = 1√
3
(1, 1, 1) . (8.2.3)
Def. 8.2.1. The effective potential AeffR has projected mixing if for every space-
time point there is a unitary matrix WR ∈ U(3) with
WR n = n ,
as well as real functions b1R and b
2
R and a U(2) potential aR such that at x,
AeffR =
(
b1R 0
0 b2R
)
+ (1−Π)
(
a11R a
12
R W
−1
R
A21R WR a
22
R
)
. (8.2.4)
WR is called the mixing matrix.
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Lemma 8.2.2. The effective potential AeffR has projected mixing if and only if the
unitary transformation UR in (8.0.2) is for all x of the form
UR = Π
(
v1 0
0 v2
)
+ (1 −Π)
(
u11 u
12 W−1R
u21 WR u
22
)
(8.2.5)
with v1/2 ∈ U(1) and u ∈ U(2). Furthermore, the matrix WR is constant.
Proof. We consider the effective potential on <n> and <n>⊥ separately. On
<n>⊥, AeffR is of the form as in Def. 8.1.1, and so Lemma 8.1.3 applies. On <n>, on
the other hand, AeffR is a diagonal potential, and integrating the differential equation
for UR as in the proof of Lemma 8.1.2 shows that UR is also diagonal.
The effective potentials in the second summand in (8.2.4) have different properties
than usual gauge fields. First, one should keep in mind that the right-handed potential
AReff does not couple to the left-handed massless fermions, and therefore the off-diagonal
elements in (8.2.4) cannot be regarded as describing an interaction between the massive
leptons and the neutrinos. Indeed, one must be careful about associating any physical
interaction to the second summand in (8.2.4), because the factor (1 − Π) gives zero
when the partial trace is taken, and also because some degrees of freedom of the
corresponding potentials drop out of the fermionic projector when t˜ is multiplied by
the chiral asymmetry matrix (7.1.3). For these reasons, we regard the off-diagonal
elements in (8.2.4) as describing a new type of interaction whose physical significance
is not clear at the moment. We refer to an effective potential which involves a factor
(1 −Π) as a nil potential.
The next lemma is very useful because it allows us to compute the vectors a and b
in Theorem 7.3.1 without specifying UR. In this way, we can get around the detailed
analysis of the nil potential.
Lemma 8.2.3. Suppose that AeffL and A
eff
R have unitary and projected mixing, re-
spectively. Then UL and UR can be chosen such that
Y`L = UL Y`
eff .
Proof. Since (1 −Π)n = 0, the partial trace of the second summand in (8.0.4) is
zero, whereas in the first summand the factor Π drops out. Thus Y`L = ULY
effV` with
V a diagonal U(2) matrix. This matrix commutes with Y eff and can thus be absorbed
into UL.
8.3. Derivation of the Effective Gauge Group
We are now ready to prove the main result of this chapter.
Theorem 8.3.1. We consider the EL equations corresponding to the Lagrangian
(5.5.13) under the assumptions of Theorem 7.2.11. Assume furthermore that the right-
handed effective potentials in the lepton block have projected mixing and that all other
effective potentials have unitary mixing (see Defs. 8.1.1 and 8.2.1). Imposing local
relations between the effective potentials (as explained on page 194), the right-handed
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chiral transformation is trivial in the quark blocks, U qR ≡ 1 . The mixing matrices are
constant and satisfy the relations
Z´ W` qL = W´
q
L Z` = Z´ W`
l
L = 0 (8.3.1)
|Z W` qL| = |W´ qL Z| = |Z W` lL| = |Z`| , (8.3.2)
where Z = 1m diag(m1,m2,m3) is the mass matrix of the massive fermions. The
effective Dirac operator is of the following form,
i∂/ −m
(
Y effq ⊕ Y effq ⊕ Y effq ⊕ Y effl
)
(8.3.3)
+ χR
(
A/effL ⊕ A/effL ⊕ A/effL ⊕ A/effL
)
+ χL A/R
(
σ3 ⊕ σ3 ⊕ σ3 ⊕ σ3) (8.3.4)
+ (A/q 1)⊕
(
A/l 1 + (1 −Π) A/nilR
)
. (8.3.5)
Here AeffL is a 2 × 2 matrix potential, Aq is a 3 × 3 matrix potential, AR and Al are
vector fields, and Anil is a nil potential. The effective gauge group is
Geff = SU(2)effL × U(1)R × U(3)q × U(1)l . (8.3.6)
The only constraint for the chiral potentials is that the field tensor corresponding to
AeffL must be simple (see Def. 8.1.4). The EL equations to degree 4 are satisfied for the
same effective potentials if the effective scalar potentials are set to zero,
Y eff = Y . (8.3.7)
Proof. We rewrite (7.3.7) and (7.3.8) in terms of the effective potentials. Accord-
ing to Lemma 8.2.3, Y` lL is independent of UR, and thus β and γ can be expressed in
terms of Y effl , the Abelian potentials AV , As in (7.2.63), and the non-Abelian effective
potential AeffL in the lepton block. Furthermore, (7.3.7) and (7.3.8) can be satisfied
by local relations between the effective potentials only if the non-Abelian effective
gauge fields coincide in the quark and lepton blocks. This yields the effective chiral
gauge group (8.3.6) and the form of the corresponding potentials in (8.3.4) and (8.3.5).
Lemma 8.1.5 shows that the gauge conditions (8.0.3) are satisfied if and only if the
field tensor corresponding to AeffL is simple.
According to Lemmas 8.1.2 and 8.2.2, the mixing matrices are constant. Using
Lemma 8.1.3, we obtain (8.3.1) and (8.3.2) in the quark blocks. The corresponding
relations in the lepton block are obtained similarly from (7.3.2) and (7.3.4). Finally,
(8.3.7) follows immediately from Lemma 8.1.3 and an analogous perturbation argu-
ment in the lepton block.
Note that (8.3.1) and (8.3.2) are not satisfied if WL is equal to the identity matrix.
Thus the EL equations imply that the off-diagonal components of the effective gauge
fields involve a non-trivial mixing of the generations. The fact that we may set Y eff
equal to Y , (8.3.7), means that the effective scalar potentials are irrelevant for the
derivation of the effective gauge group. But this does not answer the question whether
effective scalar potentials may occur in the system or not; to this end one must analyze
the EL equations to lower degree on the light cone.
Finally we point out that Theorem 8.3.1 only gives necessary conditions for the
effective potentials. But it is to be expected the analysis of the EL equations to degree
3 will give further constraints for the effective potentials. Taking this into account,
198 8. THE EFFECTIVE GAUGE GROUP
the results of Theorem 8.3.1 are in perfect agreement with physics: The SU(3)q and
SU(2)effL can be identified with the strong and weak gauge groups, respectively. The
coupling of the corresponding gauge potentials to the fermions is exactly as in the
standard model. The SU(3)q is a free gauge group (see the discussion on page 152),
and this implies that the corresponding gauge fields are necessarily massless. However,
the SU(2)effL is spontaneously broken. The electromagnetic potential corresponds to a
linear combination of the potentials of the subgroup SU(2)effL ×U(1)R×U(1)q×U(1)l ⊂
Geff, characterized by the property that it is a traceless vector potential. In order to
make the connection to the standard model more precise, it remains to explain why
only this particular linear combination occurs, and furthermore one must analyze the
masses of the spontaneously broken gauge fields in the resulting field equations. To
answer these questions, one needs to analyze the EL equations to degree 3 on the light
cone; this is an interesting project for the future.
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