Automatic analysis of facial expressions: the state of the art by Maja Pantic & Leon J. M. Rothkrantz
Automatic Analysis of Facial Expressions:
The State of the Art
Maja Pantic, Student Member, IEEE, and Leon J.M. Rothkrantz
AbstractÐHumans detect and interpret faces and facial expressions in a scene with little or no effort. Still, development of an
automated system that accomplishes this task is rather difficult. There are several related problems: detection of an image segment as
a face, extraction of the facial expression information, and classification of the expression (e.g., in emotion categories). A system that
performs these operations accurately and in real time would form a big step in achieving a human-like interaction between man and
machine. This paper surveys the past work in solving these problems. The capability of the human visual system with respect to these
problems is discussed, too. It is meant to serve as an ultimate goal and a guide for determining recommendations for development of
an automatic facial expression analyzer.
Index TermsÐFace detection, facial expression information extraction, facial action encoding, facial expression emotional
classification.
æ
1I NTRODUCTION
A
S pointed out by Bruce [6], Takeuchi and Nagao [84],
and Hara and Kobayashi [28], human face-to-face
communication is an ideal model for designing a multi-
modal/media human-computer interface (HCI). The main
characteristics of human communication are: multiplicity
and multimodality of communication channels. A channel
is a communication medium while a modality is a sense
used to perceive signals from the outside world. Examples
of human communication channels are: auditory channel
that carries speech, auditory channel that carries vocal
intonation, visual channel that carries facial expressions,
and visual channel that carries body movements. The
senses of sight, hearing, and touch are examples of
modalities. In usual face-to-face communication, many
channels are used and different modalities are activated.
As a result, communication becomes highly flexible and
robust. Failure of one channel is recovered by another
channel and a message in one channel can be explained by
another channel. This is how a multimedia/modal HCI
should be developed for facilitating robust, natural,
efficient, and effective man-machine interaction.
Relatively few existing works combine different mod-
alities into a single system for human communicative
reaction analysis. Examples are the works of Chen et al.
[9] and De Silva et al. [15] who studied the effects of a
combined detection of facial and vocal expressions of
emotions. So far, the majority of studies treat various
human communication channels separately, as indicated by
Nakatsu [58]. Examples for the presented systems are:
emotional interpretation of human voices [35], [66], [68],
[90], emotion recognition by physiological signals pattern
recognition [67], detection and interpretation of hand
gestures [64], recognition of body movements [29], [97],
[46], and facial expression analysis (this survey).
The terms ªface-to-faceº and ªinterfaceº indicate that the
face plays an essential role in interpersonal communication.
The face is the mean to identify other members of the
species, to interpret what has been said by the means of
lipreading, and to understand someone's emotional state
and intentions on the basis of the shown facial expression.
Personality, attractiveness, age, and gender can also be seen
from someone's face. Considerable research in social
psychology has also shown that facial expressions help
coordinate conversation [4], [82], and have considerably
more effect on whether a listener feels liked or disliked than
the speaker's spoken words [55]. Mehrabian indicated that
the verbal part (i.e., spoken words) of a message contributes
only for 7 percent to the effect of the message as a whole, the
vocal part (e.g., voice intonation) contributes for 38 percent,
while facial expression of the speaker contributes for
55 percent to the effect of the spoken message [55]. This
implies that the facial expressions form the major modality
in human communication.
Recent advances in image analysis and pattern recogni-
tion open up the possibility of automatic detection and
classification of emotional and conversational facial signals.
Automating facial expression analysis could bring facial
expressions into man-machine interaction as a new mod-
ality and make the interaction tighter and more efficient.
Such a system could also make classification of facial
expressions widely accessible as a tool for research in
behavioral science and medicine. The goal of this paper is to
survey the work done in automating facial expression
analysis in facial images and image sequences. Section 2
identifies three basic problems related to facial expression
analysis. These problems are: face detection in a facial
image or image sequence, facial expression data extraction,
and facial expression classification. The capability of the
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described. It defines, in some way, the expectations for an
automated system. The characteristics of an ideal auto-
mated system for facial expression analysis are given in
Section 3. Section 4 surveys the techniques presented in the
literature in the past decade for facial expression analysis by
a computer. Their characteristics are summarized in respect
to the requirements posed on the design of an ideal facial
expression analyzer. We do not attempt to provide an
exhaustive review of the past work in each of the problems
related to automatic facial expression analysis. Here, we
selectively discuss systems which deal with each of these
problems. Possible directions for future research are
discussed in Section 5. Section 6 concludes the paper.
2F ACIAL EXPRESSION ANALYSIS
Our aim is to explore the issues in design and implementa-
tion of a system that could perform automated facial
expression analysis. In general, three main steps can be
distinguished in tackling the problem. First, before a facial
expression can be analyzed, the face must be detected in a
scene. Next is to devise mechanisms for extracting the facial
expression information from the observed facial image or
image sequence. In the case of static images, the process of
extracting the facial expression information is referred to as
localizing the face and its features in the scene. In the case of
facial image sequences, this process is referred to as tracking
the face and its features in the scene. At this point, a clear
distinction should be made between two terms, namely,
facial features and face model features. The facial features are
the prominent features of the faceÐeyebrows, eyes, nose,
mouth, and chin. The face model features are the features
used to represent (model) the face. The face can be
represented in various ways, e.g., as a whole unit (holistic
representation), as a set of features (analytic representation)
or as a combination of these (hybrid approach). The applied
face representation and the kind of input images determine
the choice of mechanisms for automatic extraction of facial
expression information. The final step is to define some set
of categories, which we want to use for facial expression
classification and/or facial expression interpretation, and to
devise the mechanism of categorization.
Beforeanautomatedfacialexpressionanalyzerisbuilt,one
shoulddecideonthesystem'sfunctionality.Agoodreference
pointisthefunctionalityofthehumanvisualsystem.Afterall,
it is the best known facial expression analyzer. This section
discusses the three basic problems related to the process of
facial expression analysis as well as the capability of the
human visual system with respect to these.
2.1 Face Detection
For most works in automatic facial expression analysis, the
conditions under which a facial image or image sequence is
obtained are controlled. Usually, the image has the face in
frontal view. Hence, the presence of a face in the scene is
ensured and some global location of the face in the scene is
known a priori. However, determining the exact location of
the face in a digitized facial image is a more complex
problem. First, the scale and the orientation of the face can
vary from image to image. If the mugshots are taken with a
fixed camera, faces can occur in images at various sizes and
angles due to the movements of the observed person. Thus,
it is difficult to search for a fixed pattern (template) in the
image. The presence of noise and occlusion makes the
problem even more difficult.
Humans detect a facial pattern by casual inspection of
the scene. We detect faces effortlessly in a wide range of
conditions, under bad lightning conditions or from a great
distance. It is generally believed that two-gray-levels
images of 100 to 200 pixels form a lower limit for detection
of a face by a human observer [75], [8]. Another character-
istic of the human visual system is that a face is perceived as
a whole, not as a collection of the facial features. The
presence of the features and their geometrical relationship
with each other appears to be more important than the
details of the features [5]. When a face is partially occluded
(e.g., by a hand), we perceive a whole face, as if our
perceptual system fills in the missing parts. This is very
difficult (if possible at all) to achieve by a computer.
2.2 Facial Expression Data Extraction
After the presence of a face has been detected in the
observed scene, the next step is to extract the information
about the encountered facial expression in an automatic
way. If the extraction cannot be performed automatically, a
fully automatic facial expression analyzer cannot be
developed. Both, the applied face representation and the
kind of input images affect the choice of the approach to
facial expression information extraction.
One of the fundamental issues about the facial expres-
sion analysis is the representation of the visual information
that an examined face might reveal [102]. The results of
Johansson's point-light display experiments [1], [5], gave a
clue to this problem. The experiments suggest that the
visual properties of the face, regarding the information
about the shown facial expression, could be made clear by
describing the movements of points belonging to the facial
features (eyebrows, eyes, and mouth) and then by analyzing
the relationships between those movements. This triggered
the researchers of vision-based facial gesture analysis to
make different attempts to define point-based visual
properties of facial expressions. Various analytic face
representations yielded, in which the face is modeled as a
set of facial points (e.g., Fig. 6, [42], Fig. 7, [61]) or as a set of
templates fitted to the facial features such as the eyes and
the mouth. In another approach to face representation
(holistic approach), the face is represented as a whole unit.
A 3D wire-frame with a mapped texture (e.g., [86]) and a
spatio-temporal model of facial image motion (e.g., Fig. 8,
[2]) are typical examples of the holistic approaches to face
representation. The face can be also modeled using a so-
called hybrid approach, which typifies a combination of
analytic and holistic approaches to face representation. In
this approach, a set of facial points is usually used to
determine an initial position of a template that models the
face (e.g., Fig 10, [40]).
Irrespectively of the kind of the face model applied,
attempts must be made to model and then extract the
information about the displayed facial expression without
losing any (or much) of that information. Several factors
make this task complex. The first is the presence of facial
PANTIC AND ROTHKRANTZ: AUTOMATIC ANALYSIS OF FACIAL EXPRESSIONS: THE STATE OF THE ART 1425hair, glasses, etc., which obscure the facial features. Another
problem is the variation in size and orientation of the face in
input images. This disables a search for fixed patterns in the
images. Finally, noise and occlusion are always present to
some extent.
As indicated by Ellis [23], human encoding of the visual
stimulus (face and its expression) may be in the form of a
primal sketch and may be hardwired. However, not much
else is known in terms of the nature of internal representa-
tion of a face in the human brain.
2.3 Facial Expression Classification
After the face and its appearance have been perceived, the
next step of an automated expression analyzer is to
ªidentifyº the facial expression conveyed by the face. A
fundamental issue about the facial expression classification
is to define a set of categories we want to deal with. A
related issue is to devise mechanisms of categorization.
Facial expressions can be classified in various waysÐin
terms of facial actions that cause an expression, in terms of
some nonprototypic expressions such as ªraised browsº or
in terms of some prototypic expressions such as emotional
expressions.
The Facial Action Coding System (FACS) [21] is probably
the most known study on facial activity. It is a system that
has been developed to facilitate objective measurement of
facial activity for behavioral science investigations of the
face. FACS is designed for human observers to detect
independent subtle changes in facial appearance caused by
contractions of the facial muscles. In a form of rules, FACS
provides a linguistic description of all possible, visually
detectable, facial changes in terms of 44 so-called Action
Units (AUs). Using these rules, a trained human FACS
coder decomposes a shown expression into the specific AUs
that describe the expression. Automating FACS would
make it widely accessible as a research tool in the
behavioral science, which is furthermore the theoretical
basis of multimodal/media user interfaces. This triggered
researchers of computer vision field to take different
approaches in tackling the problem. Still, explicit attempts
to automate the facial action coding as applied to automated
FACS encoding are few (see [16] or [17] for a review of the
existing methods as well as Table 7 of this survey).
Most of the studies on automated expression analysis
perform an emotional classification. As indicated by
Fridlund et al. [25], the most known and the most
commonly used study on emotional classification of facial
expressions is the cross-cultural study on existence of
ªuniversal categories of emotional expressions.º Ekman
defined six such categories, referred to as the basic emotions:
happiness, sadness, surprise, fear, anger, and disgust [19].
He described each basic emotion in terms of a facial
expression that uniquely characterizes that emotion. In the
past years, many questions arose around this study. Are the
basic emotional expressions indeed universal [33], [22], or
are they merely a stressing of the verbal communication
and have no relation with an actual emotional state [76],
[77], [26]? Also, it is not at all certain that each facial
expression able to be displayed on the face can be classified
under the six basic emotion categories. Nevertheless, most
of the studies on vision-based facial expression analysis rely
on Ekman's emotional categorization of facial expressions.
The problem of automating facial expression emotional
classification is difficult to handle for a number of reasons.
First, Ekman's description of the six prototypic facial
expressions of emotion is linguistic (and, thus, ambiguous).
There is no uniquely defined description either in terms of
facial actions or in terms of some other universally defined
facial codes. Hence, the validation and the verification of
the classification scheme to be used are difficult and crucial
tasks. Second, classification of facial expressions in to
multiple emotion categories should be feasible (e.g., raised
eyebrows and smiling mouth is a blend of surprise and
happiness, Fig. 1). Still, there is no psychological scrutiny on
this topic.
Three more issues are related to facial expression
classification in general. First, the system should be capable
of analyzing any subject, male or female of any age and
ethnicity. In other words, the classification mechanism may
not depend on physiognomic variability of the observed
person. On the other hand, each person has his/her own
maximal intensity of displaying a particular facial expres-
sion. Therefore, if the obtained classification is to be
quantified (e.g., to achieve a quantified encoding of facial
actions or a quantified emotional labeling of blended
expressions), systems which can start with a generic
expression classification and then adapt to a particular
individual have an advantage. Second, it is important to
realize that the interpretation of the body language is
situation-dependent [75]. Nevertheless, the information
about the context in which a facial expression appears is
very difficult to obtain in an automatic way. This issue has
not been handled by the currently existing systems. Finally,
there is now a growing psychological research that argues
that timing of facial expressions is a critical factor in the
interpretation of expressions [1], [5], [34]. For the research-
ers of automated vision-based expression analysis, this
suggests moving towards a real-time whole-face analysis of
facial expression dynamics.
While the human mechanisms for face detection are very
robust, the same is not the case for interpretation of facial
expressions. It is often very difficult to determine the exact
nature of the expression on a person's face. According to
Bassili [1], a trained observer can correctly classify faces
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Fig. 1. Expressions of blended emotions (surpriseÐhappiness).showing six basic emotions with an average of 87 percent.
This ratio varies depending on several factors: the famil-
iarity with the face, the familiarity with the personality of
the observed person, the general experience with different
types of expressions, the attention given to the face and the
nonvisual cues (e.g., the context in which an expression
appears). It is interesting to note that the appearance of the
upper face features plays a more important role in face
interpretation as opposed to lower face features [22].
3A N IDEAL SYSTEM FOR FACIAL EXPRESSION
ANALYSIS
Before developing an automated system for facial expres-
sion analysis, one should decide on its functionality. A good
reference point is the best known facial expression
analyzerÐthe human visual system. It may not be possible
to incorporate all features of the human visual system into
an automated system, and some features may even be
undesirable, but it can certainly serve as a reference point.
A first requirement that should be posed on developing
an ideal automated facial expression analyzer is that all of
the stages of the facial expression analysis are to be
performed automatically, namely, face detection, facial
expression information extraction, and facial expression
classification. Yet, actual implementation and integration of
these stages into a system are constrained by the system's
application domain. For instance, if the system is to be used
as a tool for research in behavioral science, real-time
performance is not an essential property of the system.
On the other hand, this is crucial if the system would form a
part of an advanced user-interface. Long delays make the
interaction desynchronized and less efficient. Also, having
an explanation facility that would elucidate facial action
encoding performed by the system might be useful if the
system is employed to train human experts in using FACS.
However, such facility is superfluous if the system is to be
employed in videoconferencing or as a stress-monitoring
tool. In this paper, we are mainly concerned with two major
application domains of an automated facial expression
analyzer, namely, behavioral science research and multi-
modal/media HCI. In this section, we propose an ideal
automated facial expression analyzer (Table 1) which could
be employed in those application domains and has the
properties of the human visual system.
Considering the potential applications of an automated
facial expression analyzer, which involve continuous ob-
servation of a subject in a time interval, facial image
acquisition should proceed in an automatic way. In order to
be universal, the system should be capable of analyzing
subjects of both sexes, of any age and any ethnicity. Also, no
constraints should be set on the outlook of the observed
subjects. The system should perform robustly despite
changes in lightning conditions and distractions like
glasses, changes in hair style, and facial hair like moustache,
beard and grown-together eyebrows. Similarly to the
human visual system, an ideal system would ªfill inº
missing parts of the observed face and ªperceiveº a whole
face even when a part of it is occluded (e.g., by hand). In
most real-life situations, complete immovability of the
observed subject cannot be assumed. Hence, the system
should be able to deal with rigid head motions. Ideally, the
system would perform robust facial expression analysis
despite large changes in viewing conditions; it would be
capable of dealing with a whole range of head movements,
from frontal view to profile view acquired by a fixed
camera. This could be achieved by employing several fixed
cameras for acquiring different facial views of the examined
face (such as frontal view, and right and left profile views)
and then approximating the actual view by interpolation
among the acquired views. Having no constraints set on the
rigid head motions of the subject can also be achieved by
having a camera mounted on the subject's head and placed
in front of his/her face.
An ideal system should perform robust automatic face
detection and facial expression information extraction in the
acquired images or image sequences. Considering the state-
of-the-art in image processing techniques, inaccurate, noisy,
and missing data could be expected. An ideal system
should be capable of dealing with these inaccuracies. In
addition, certainty of the extracted facial expression
information should be taken into account.
An ideal system should be able to perform analysis of all
visually distinguishable facial expressions. Well-defined
face representation is a prerequisite for achieving this. The
face representation should be such that a particular
alteration of the face model uniquely reveals a particular
facial expression. In general, an ideal system should be able
to distinguish:
1. all possible facial expressions (a reference point is
a total of 44 facial actions defined in FACS [21]
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TABLE 1
Properties of an Ideal Analyzerwhose combinations form the complete set of facial
expressions),
2. any bilateral or unilateral facial change [21], and
3. facial expressions with a similar facial appearance
(e.g., upward pull of the upper lip and nose
wrinkling which also causes the upward pull of
the upper lip [21]).
In practice, it may not be possible to define a face model
that can satisfy both, to reflect each and every change in
facial appearance and whose features are detectable in a
facial image or image sequence. Still, the set of distinct facial
expressions that the system can distinguish should be as
copious as possible.
If the system is to be used for behavioral science research
purposes it should perform facial expression recognition as
applied to automated FACS encoding. As explained by
Bartlett et al. [16], [17], this means that it should accomplish
multiple quantified expression classification in terms of
44 AUs defined in FACS. If the system is to be used as a part
of an advanced multimodal/media HCI, the system should
be able to interpret the shown facial expressions (e.g., in
terms of emotions). Since psychological researchers dis-
agree on existence of universal categories of emotional
facial displays, an ideal system should be able to adapt the
classification mechanism according to the user's subjective
interpretation of expressions, e.g., as suggested in [40]. Also,
it is definitely not the case that each and every facial
expression able to be displayed on the face can be classified
into one and only one emotion class. Think about blended
emotional displays such as raised eyebrow and smiling
mouth (Fig. 1). This expression might be classified in two
emotion categories defined by Ekman and Friesen
[20]Ðsurprise and happiness. Yet, according to the descrip-
tions of these prototypic expressions given by Ekman and
Friesen [20], the left hand side facial expression shown in
Fig. 1 belongs ªmoreº to the surpriseÐthan to the
happiness class. For instance, in the left hand side image
the ªpercentageº of shown surprise is higher than the
ªpercentageº of shown happiness while those percentages
are approximately the same in the case of the right hand
side image. In order to obtain an accurate categorization, an
ideal analyzer should perform quantified classification of
facial expression into multiple emotion categories.
4A UTOMATIC FACIAL EXPRESSION ANALYSIS
For its utility in application domains of human behavior
interpretation and multimodal/media HCI, automatic facial
expression analysis has attracted the interest of many
computer vision researchers. Since the mid 1970s, different
approaches are proposed for facial expression analysis from
either static facial images or image sequences. In 1992,
Samal and Iyengar [79] gave an overview of the early
works. This paper explores and compares approaches to
automatic facial expression analysis that have been devel-
oped recently, i.e., in the late 1990s. Before surveying these
works in detail, we are giving a short overview of the
systems for facial expression analysis proposed in the
period of 1991 to 1995.
Table 2 summarizes the features of these systems in
respect to the requirements posed on design of an ideal
facial expression analyzer. None of these systems performs
a quantified expression classification in terms of facial
actions. Also, except the system proposed by Moses et al.
[57], no system listed in Table 2 performs in real-time.
Therefore, these properties (i.e., columns 15 and 20) have
been excluded from Table 2 (. stands for ªyes,º X stands for
ªno,º and - represents a missing entry). A missing entry
either means that it is not reported on the issue or that the
issue is not applicable to the system in question. An
inapplicable issue, for instance, is the issue of dealing with
rigid head motions and inaccurate facial data in the cases
where the input data were hand measured (e.g., [40]). Some
of the methods listed in Table 2 do not perform automatic
facial data extraction (see column 8); the others achieve this
by using facial motion analysis [52], [100], [101], [73], [57].
Except the method proposed by Kearney and McKenzie
[40], which performs facial expression classification in
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TABLE 2
Early Methods for Automatic Facial Expression Analysisterms of facial actions as well as in terms of interpretation
categories defined by users, the systems listed in Table 2
perform expression classification into a number of basic
emotion categories. The utilized techniques include holistic
spatial analysis [13], [70], [54], spatio-temporal analysis [52],
[100], [73], [57], and analytic spatial analysis [93], [43], [44],
[92], [40]. The correct recognition rates reported range from
70-92 percent when recognizing 3-8 emotion categories.
The survey of the works presented in the literature
between 1996 and 2000 is divided into three parts, based on
the problems discussed in Section 2Ðface detection, facial
expression information extraction, and facial expression
classification. We do not attempt to provide an exhaustive
review of the past work in each of the problems related to
automatic facial expression analysis. Here, we selectively
discuss recently developed systems, which deal with both,
facial expression detection and classification. Table 3
summarizes the properties of the surveyed facial expression
analyzers in respect to the requirements posed on design of
an ideal facial expression analyzer (Table 1). None of these
systems are able to perform facial expression information
extraction from images of occluded faces or a quantified
expression classification in terms of facial actions. There-
fore, these properties (i.e., columns 4 and 15) have been
excluded from Table 3. In the case of systems where facial
expression information is manually extracted, we are
declaring that those can deal with the subjects of any
ethnicity. In the case of automatic facial expression data
extraction, the value of the column 2 in Table 3 represents
the range in ethnicity of testing subjects. The number of
testing images, the number of subjects used to make the
testing images, and the overall performance of the surveyed
systems is summarized in Table 8.
The approaches that have been explored lately also
include systems for automatic analysis and synthesis of
facial expressions [86], [56], [39], [47], [89], [88], [53], [14],
[19] (for a broader list of references see [87]). Although the
image analysis techniques in these systems are relevant to
the present goals, the systems themselves are of limited use
for behavioral science investigations of the face and for
multimodal/media HCI. These systems primarily concern
facial expression animation and do not attempt to classify
the observed facial expression either in terms of facial
actions or in terms of emotion categories. For this reason,
these and similar methods are out of the scope of this paper,
which goal is to explore and compare image-based
approaches to facial expression detection and classification.
4.1 Face Detection
For most of the work in automatic facial expression
analysis, the conditions under which an image is obtained
are controlled. The camera is either mounted on a helmet-
like device worn by the subject (e.g., [62], [59]) or placed in
such a way that the image has the face in frontal view.
Hence, the presence of the face in the scene is ensured and
some global location of the face in the scene is known
a priori. Yet, in most of the real-life situations where an
automated facial expression analyzer is to be employed
(e.g., in a multimodal/media HCI), the location of a face in
the image is not known a priori. Recently, the problem of
automatic face detection in an arbitrary scene has drawn
great attention (e.g., see [74], [83], [85]).
Independently of the kind of input imagesÐfacial
images or arbitrary imagesÐdetection of the exact face
position in an observed image or image sequence has been
approached in two ways. In the holistic approach, the face is
determined as a whole unit. In the second, analytic
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TABLE 3
Recent Approaches to Automatic Facial Expression Analysisapproach, the face is detected by detecting some important
facial features first (e.g., the irises and the nostrils). The
location of the features in correspondence with each other
determines then the overall location of the face. Table 4
provides a classification of facial expression analyzers
according to the kind of input images and the applied
method.
4.1.1 Face Detection in Facial Images
To represent the face, Huang and Huang [32] apply a point
distribution model (PDM). In order to achieve a correct
placement of an initial PDM in an input image, Huang and
Huang utilize a Canny edge detector to obtain a rough
estimate of the face location in the image. The valley in pixel
intensity that lies between the lips and the two symmetrical
vertical edges representing the outer vertical boundaries of
the face generate a rough estimate of the face location. The
face should be without facial hair and glasses, no rigid head
motion may be encountered and illumination variations
must be linear for the system to work correctly.
Pantic and Rothkrantz [62] detect the face as a whole
unit, too. As input to their system, they use dual-view facial
images. To determine the vertical and horizontal outer
boundaries of the head, they analyze the vertical and
horizontal histogram of the frontal-view image. To localize
the contour of the face, they use an algorithm based on the
HSV color model, which is similar to the algorithm based
on the relative RGB model [103]. For the profile view image
they apply a profile-detection algorithm, which represents a
spatial approach to sampling the profile contour from a
thresholded image. For thresholding of the input profile
image, the ªValueº of the HSV model is exploited. No facial
hair or glasses are allowed.
Kobayashi and Hara [42] apply an analytic approach to
face detection. They are using a CCD camera in mono-
chrome mode to obtain brightness distribution data of the
human face. First, ªbaseº brightness distribution was
calculated as an average of brightness distribution data
obtained from 10 subjects. Then, the system extracts the
position of the irises by utilizing a crosscorrelation
technique on the ªbaseº data and the currently examined
data. Once the irises are identified, the overall location of
the face is determined by using relative locations of the
facial features in the face. The observed subject should face
the camera while siting at approximately 1m distance in
front of it.
Yoneyama et al. [104] use an analytic approach to face
detection too. The outer corners of the eyes, the height of the
eyes, and the height of the mouth are extracted in an
automatic way. Once these features are identified, the size
of the examined facial area is normalized and an 8  10
rectangular grid is placed over the image. It is not stated
which method has been applied and no limitation of the
used method has been reported by Yoneyama et al.
Kimura and Yachida [41] utilize a Potential Net for face
representation. An input image is normalized first by using
thecenters of theeyes and the center of the mouthtracked by
the method proposed by Wu et al. [99]. This algorithm
applies an integral projection method, which synthesizes the
color and the edge information. Then, the Potential Net is
fitted to the normalized image to model the face and its
movement.Thefaceshouldbewithoutfacialhairandglasses
and in a direct face-to-face position with the camera [99].
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TABLE 4
Summary of the Methods for Automatic Face Detection4.1.2 Face Detection in Arbitrary Images
Two of the works surveyed in this paper perform automatic
face detection in an arbitrary scene. Hong et al. [30] utilize
the PersonSpotter system [81] in order to perform a real-
time tracking of the head. The box bounding the head is
used then as the image to which an initial labeled graph is
fitted. The head-tracking module of the PersonSpotter
system applies first a spatio-temporal filtering of the input
image sequence. Then, a stereo algorithm determines the
stereo disparities of the pixels that have been changed due
to the movement. By inspecting the local maximums of the
disparity histogram, image regions confined to a certain
disparity interval are selected. The skin color detector and
the convex region detector are applied to those regions. The
bounding boxes confining the clusters of the outputs of both
detectors are likely to correspond to heads and hands. For
the case that the person is not moving any longer, the head-
tracking module memorizes the last position of the person.
The estimation of the current position and velocity of the
head is achieved by using a linear predictive filter. Steffens
et al. [81] reported that their system performs well in the
presence of background motion, but fails in the case of
covered or too much rotated faces.
Essa and Pentland [24] use the eigenspace method of
Pentland et al. [65] to locate faces in an arbitrary scene. The
method employs eigenfaces approximated using Principal
Component Analysis (PCA) on a sample of 128 facial
images. The eigenfaces define the subspace of sample
images, i.e., so-called ªface spaceº [91]. To detect the
presence of a face in a single image, the distance of the
observed image from the face space is calculated using the
projection coefficients and the signal energy. To detect the
presence of faces in an image sequence, a spatio-temporal
filtering is performed, the filtered image is thresholded in
order to analyze ªmotion blobs,º and each motion blob that
can represent a human head is then evaluated as a single
image. The method of Pentland et al. [65] is real-time and
has been successfully tested on a database of 7,562 images
of some 3,000 people of both sexes, ranged in age and
ethnicity, having varying head positions, headwear, and
facial hair.
4.2 Facial Expression Data Extraction
After the presence of a face is detected in the observed
scene, the next step is to extract the information about the
shown facial expression. Both the applied face representa-
tion and the kind of input images affect the choice of the
approach to facial expression data extraction.
In general, three types of face representation are mainly
used in facial expression analysis: holistic (e.g., isodensity
maps [38]), analytic (e.g., deformable templates [105]), and
hybrid (e.g., analytic-to-holistic approach [45]). The face
representations used by the surveyed systems are listed in
Table 5. Depending on the face model a template-based or a
feature-based method is applied for facial expression data
extraction. Template-based methods fit a holistic face model
to the input image or track it in the input image sequence.
Feature-based methods localize the features of an analytic
face model in the input image or track them in the input
sequence. The methods utilized by the surveyed systems
are listed in Table 6.
4.2.1 Facial Data Extraction from Static Images:
Template-Based Methods
As shown in Table 3, several surveyed systems can be
classified as methods for facial expression analysis from
static images. A first category of these utilizes a holistic or a
hybrid approach to face representation (Table 5) and
applies a template-based method for facial expression
information extraction from an input image.
Edwards et al. [18] utilize a holistic face representation,
which they refer to as the Active Appearance Model
(AAM). To build their model they used facial images that
were manually labeled with 122 points localized around the
facial features. To generate a statistical model of shape
variation, Edwards et al. aligned all training images into a
common coordinate frame and applied PCA to get a mean
shape. To build a statistical model of gray-level appearance,
they warped each training image, by using a triangulation
algorithm, so that its control points match the mean shape.
By applying PCA to the gray-level information extracted
from the warped images, they obtained a mean normalized
gray-level vector. By applying PCA once more, an 80D
vector of appearance parameters controlling both, the shape
and the gray-levels of the model, has been obtained. To fit
the AAM to an input image, Edwards et al. apply an
AAM search algorithm which implies two stages [12]. In the
training stage, for each of 88 training images labeled with
122 landmark points, known model displacements are
applied and the corresponding difference vector is re-
corded. After the training data are generated, a multivariate
multiple regression analysis is applied to model the
relationship between the model displacement and the
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TABLE 6
The Methods for Automatic Facial Expression Data Extractionimage difference. In the recognition stage, the learned
regression model is used to determine the movement of the
face model. The AAM search algorithm has been tested on
100 hand labeled face images. Of these, 19.2 percent failed
to converge to a satisfactory result [12]. The method works
with images of faces without facial hair and glasses, which
are hand-labeled with the landmark points beforehand
approximated with the proposed AAM.
Hong et al. [30] utilize a labeled graph to represent the
face. Each node of the graph consists of an array, which is
called jet. Each component of a jet is the filter response of a
certain Gabor wavelet [50] extracted at a point of the input
image. Hong et al. use wavelets of five different frequen-
cies and eight different orientations. They defined two
different labeled graphs, called General Face Knowledge
(GFK). A ªbigº GFK is a labeled graph with 50 nodes
(Fig. 2), where to each node a 40-component jet of the
corresponding landmark extracted from 25 individual faces
has been assigned. A ªsmallº GFK is a labeled graph with
16 nodes (Fig. 2). Each node contains a 12-component jet
(four wave field orientations and three frequencies) that
has been extracted from a set of eight faces. The small GFK
is used to find the exact face location in an input facial
image and the big GFK is used to localize the facial
features. Hong et al. utilize the PersonSpotter system [81]
and the method of elastic graph matching proposed by
Wiskott [98] to fit the model-graph to a surface image. First,
the small GFK is moved and scaled over the input image
until a place of the best match is found. After the matching
is performed, the exact face position is derived from the
canonical graph size value (the mean Euclidean distance of
all nodes from the center of gravity). Then the big GFK is
fitted to the cropped face region and a node-weighting
method is applied. A low weight is assigned to the nodes
on the face and hair boundary and a high weight is
assigned to the nodes on the facial features. The big GFK
with weighted nodes is used further to emotionally classify
the shown facial expression. Although Hong et al. utilize
the PersonSpotter system [81], which deals with real-time
processing of video sequences, they perform facial expres-
sion analysis from static images. The dense model-graph
seems very suitable for facial action coding based on the
extracted deformations of the graph. However, this issue
has not been discussed by Hong et al. [30].
To represent the face, Huang and Huang [32] utilize a
point distribution model (PDM), [11]. The used PDM has
been generated from 90 facial feature points that have been
manually localized in 90 images of 15 Chinese subjects
showing six basic emotions (Figs. 3 and 4). The mouth is
included in the model by approximating the contour of the
mouth with three parabolic curves. Since the proposed
model is a combination of the PDM and a mouth template,
it is arguably as close to a feature-based model as to a
template-based model. We classified it as a holistic face
model since the PDM models the face as a whole and
interacts with the estimated face region of an input image as
entire. After an initial placement of the PDM in the input
image (Section 4.1.), the method of Huang and Huang
moves and deforms the entire PDM simultaneously. Here, a
gradient-based shape parameters estimation, which mini-
mizes the overall gray-level model fitness measure, is
applied. The search for the mouth starts by defining an
appropriate search region on basis of the fitted PDM. Then
the darkest point in each vertical strip of the search region
is found. A gray-level thresholding is applied to eliminate
the misleading points and a parabolic curve is used to
approximate the mouth-through line. The edges with the
strongest gradient, located above this line, are approxi-
mated with another parabolic curve to represent the upper
lip. The same method is applied to find the lower lip. The
method will not work out if the teeth are visible, i.e., if there
is no dark region between the lips. Also, successfulness of
the method is strongly constrained (Section 4.1.1).
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Fig. 2. A small model-graph (small GFK) and a dense model-graph (big
GFK) [81].
Fig. 3. Aligned training set for generation of PDM model (reprinted from
[32] with permission from Academic Press) ß 1997 Academic Press.
Fig. 4. Fitted PDM model (reprinted from [32] with permission from
Academic Press) ß 1997 Academic Press.Padgett and Cottrell [61] also use a holistic face
representation, but they do not deal with facial expression
information extraction in an automatic way. They made use
of the facial emotion database assembled by Ekman and
Friesen [20], [21], digitized 97 images of six basic emotional
facial expressions, and scaled them so that the prominent
facial features were located in the same image region. Then,
in each image, the area around each eye was divided into
two vertically overlapping 32  32 pixel blocks and the area
around the mouth was divided into three horizontally
overlapping 32  32 pixel blocks. PCA of 32  32 pixel
blocks randomly taken over the entire image was applied in
order to generate the eigenvectors. The input to a NN used
for emotional classification of an expression was the
normalized projection of the seven extracted blocks on the
top 15 principal components.
Yoneyama et al. [104] use a hybrid approach to face
representation. They fit an 8  10 quadratic grid to a normal-
izedfacialimage(seeSection4.1.1).Then,anaveragedoptical
flow is calculated in each of the 8  10 regions. To calculate
the optical flow between a neutral and an examined facial
expression image, they use the optical flow algorithm
proposed by Horn and Schunck [31]. The magnitude and
thedirectionofthecalculatedopticalflowsaresimplifiedtoa
ternary value magnitude in only the vertical direction. The
information about a horizontal movement is excluded.
Hence,themethodwillfailtorecognizeanyfacialappearance
change that involves a horizontal movement of the facial
features. The face should be without facial hair and glasses
andnorigidheadmotionmaybeencounteredforthemethod
to work correctly.
Zhang et al. [106] use a hybrid approach to face
representation, but do not deal with facial expression
information extraction in an automatic way. They use
34 facial points (Fig. 5) for which a set of Gabor wavelet
coefficients is extracted. Wavelets of three spatial frequen-
cies and six orientations have been utilized. Zhang et al. deal
only with 256  256 pixels frontal view images of nine
female Japanese subjects, manually normalized so that the
distance between the eyes is 60 pixels. A similar face
representation was recently used by Lyons et al. [51] for
expression classification into the six basic plus ªneutralº
emotion categories. They used a fiducial grid of manually
positioned 34 nodes on 256  256 pixels images used in
[106], but apply wavelets of five spatial frequencies and six
angular orientations.
4.2.2 Facial Data Extraction from Static Images:
Feature-Based Methods
The second category of the surveyed methods for automatic
facial expression analysis from static images uses an
analytic approach to face representation (Table 3, Table 5)
and applies a feature-based method for expression informa-
tion extraction from an input image.
In their earlier work [43], [44], Kobayashi and Hara
proposed a geometric face model of 30 FCPs (Fig. 6). In their
later work [42], they utilize a CCD camera in monochrome
mode to obtain a set of brightness distributions of 13 vertical
lines crossing the FCPs. First, they normalize an input
image by using an affine transformation so that the distance
between irises becomes 20 pixels. From the distance
between the irises, the length of the vertical lines is
empirically determined. The range of the acquired bright-
ness distributions is normalized to [0,1] and these data are
given further to a trained NN for expression emotional
classification. A shortcoming of the proposed face repre-
sentation is that the facial appearance changes encountered
in a horizontal direction cannot be modeled. The real-time
system developed by Kobayashi and Hara works with
online taken images of subjects with no facial hair or glasses
facing the camera while siting at approximately 1m distance
from it.
Pantic and Rothkrantz [62] are utilizing a point-based
model composed of two 2D facial views, the frontal and the
side view. The frontal-view face model is composed of
30 features. From these, 25 features are defined in
correspondence with a set of 19 facial points (Fig. 7) and
the rest are some specific shapes of the mouth and chin. The
utilized side-view face model consists of 10 profile points,
which correspond with the peaks and valleys of the
curvature of the profile contour function (Fig. 7). To localize
the contours of the prominent facial features and then
extract the model features in an input dual-view, Pantic and
Rothkrantz apply multiple feature detectors for each
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Fig. 5. Fiducial grid of facial points ([51]).
Fig. 6. Facial Characteristic Points ([42]).prominent facial feature (eyebrows, eyes, nose, mouth, and
profile). For example, to localize the eyes they use methods
proposed in [94], and [37] with [96]. Then, the best of the
acquired (redundant) results is chosen. This is done based
on both, the knowledge about the facial anatomy (used to
check the correctness of the result of a certain detector) and
the confidence in the performance of a specific detector
(assigned to it based on its testing results). The performance
of the detection scheme was tested on 496 dual views.
Human observers in 89 percent approved when visually
inspected the achieved localization of the facial features.
The system cannot deal with minor inaccuracies of the
extracted facial data and it deals merely with images of
faces without facial hair or glasses.
Zhaoetal.[107]alsoutilizeapoint-basedfrontal-viewface
model but do not deal with automatic facial expression data
extraction. They utilize 10 facial distances, to manually
measure 94 images selected from the facial emotion database
assembled by Ekman and Friesen [20], [21]. These data are
used further for expression emotional classification.
4.2.3 Facial Data Extraction from Image Sequences:
Template-Based Methods
A first category of the surveyed approaches to automatic
facial expression analysis from image sequences uses a
holistic or a hybrid approach to face representation (Table 3,
Table 5) and applies a template-based method for facial
expression information extraction from an input image
sequence.
Black and Yacoob [2] are using local parameterized
models of image motion for facial expression analysis. They
utilize an affine-, a planar-, and an affine-plus-curvature
flow model. The planar model is used to represent rigid
facial motions. The motion of the plane is used to stabilize
two frames of the examined image sequence and the
motions of the facial features are then estimated relatively
to the stabilized face. Nonrigid motions of facial features
within the local facial areas of the eyebrows, eyes, and
mouth (Fig. 8) are represented by affine-plus-curvature
model. To recover the parameters of the flow models, a
robust regression scheme based on the brightness constancy
assumption is employed. To cope with large motions, a
coarse-to-fine gradient-descent strategy is used. In the
approach proposed by Black and Yacoob, the initial regions
for the head and the facial features were selected by hand
and thereafter automatically tracked.
By applying an adapted gradient-based optical flow
algorithm [3], Otsuka and Ohya [59] are estimating the
motion in the local facial areas of the right eye and the
mouth (Fig. 9). The input facial images are taken by a
camera mounted on a helmet worn by the subject and
subsampled by eight in both directions [59]. After the
optical-flow algorithm is applied, a 2D Fourier transform is
utilized to the horizontal and the vertical velocity field and
the lower-frequency coefficients are extracted as a 15D
feature vector, which is used further for facial expression
emotional classification. Otsuka and Ohya are taking
advantage of the face symmetry when estimating the
motion just in the local facial areas of the right eye and
the mouth. As a consequence, their method is not sensitive
to unilateral appearance changes of the left eye.
Essa and Pentland [24] are utilizing a hybrid approach to
face representation. First, they applied the eigenspace
method [65] to automatically track the face in the scene
(Section 4.1.2) and extract the positions of the eyes, nose,
and mouth. The method for extracting the prominent facial
features employs eigenfeatures approximated using PCA
on a sample of 128 images. The eigenfeatures define a so-
called ªfeature space.º To detect the location of the
prominent facial features in a given image, the distance of
each feature-image from the relevant feature space is
computed using a FFT and a local energy computation.
The extracted position of the prominent facial features is
further used to normalize the input image. A 2D spatio-
temporal motion energy representation of facial motion
estimated from two consecutive normalized frames is used
as a dynamic face model. Essa and Pentland use the optical
flow computation method proposed by Simoncelli [80]. This
approach uses a multiscale coarse-to-fine Kalman filter to
obtain motion estimates and error-covariance information.
The method computes first a mean velocity vector, which
represents the estimated flow from consecutive normalized
facial images of a video sequence. The flow covariances
between different frames are stored and used together with
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Fig. 7. Facial points of the frontal-view face model and the side-view
face model ([63]).
Fig. 8. Planar model for representing rigid face motions and affine-plus-
curvature model for representing nonrigid facial motions ([3]).the recursive continuous time Kalman filter to calculate the
error predictions, based on previous data, and to obtain a
ªcorrected,º ªnoise-freeº 2D motion field. The method has
been applied to frontal-view facial image sequences.
Another system, where a hybrid approach to face
representation is utilized, is proposed by Kimura and
Yachida [41]. They are utilizing a Potential Net. To fit the
Potential Net to a normalized facial image (see Section 4.1.1),
they compute first the edge image by applying a differential
filter. Then, in order to extract the external force, which is a
smooth gradient of the edge image, they are applying a
Gaussian filter. The filtered image is referred to as a
ªpotential fieldº to which the elastic net model (Fig. 10) is
placed. The net deforms further governed by the elastic
force of the potential field. The method seems suitable for
facial action encoding based on the extracted deformations
of the net. However, Kimura and Yachida have not
discussed this issue.
Wang et al. [95] use a hybrid approach to face
representation too. They utilize 19 facial feature points
(FFPs)Ðseven FFPs to preserve the local topology and
12 FEFPs (depicted as . in Fig. 11) for facial expression
recognition. The FFPs are treated as nodes of a labeled
graph that are interconnected with links representing the
Euclidean distance between the nodes. The links are
weighted with empirically set parameters denoting some
properties of the facial features to which the FFPs belong.
For example, the links between the mouth nodes are
weighted with a smaller weight since the mouth can
deform violently. The initial location of the FFPs in the
first frame of an input image sequence is assumed to be
known. To track the FFPs in the rest of the frames, Wang et
al. use a system that consists of two layers, a memory layer
and an input layer. The correspondence between the FFPs
tracked in two consecutive frames is treated as a labeled
graph matching problem as proposed by Buhmann et al. [7],
where the antecedent frame is treated as the memory layer
and the current frame as the input layer. The graph
matching is realized as a dynamic process of node diffusion,
which minimizes a cost function based on a simulated
annealing procedure. The observed faces should be without
facial hair or glasses, no rigid head motion may be
encountered, the first frame of the examined image
sequence should represent an expressionless face and the
FFPs should be marked in the first frame for the method to
work correctly. The face model used by Wang et al.
represents a way of improving the labeled-graph-based
models (e.g., [30]) to include intensity measurement of the
encountered facial expressions based on the information
stored in the links between the nodes.
4.2.4 Facial Data Extraction from Image Sequences:
Feature-Based Methods
Only one of the surveyed methods for automatic facial
expression analysis from image sequences utilizes an
analytic face representation (Table 3, Table 5) and applies
a feature-based method for facial expression information
extraction. Cohn et al. [10] use a model of facial landmark
points localized around the facial features, hand-marked
with a mouse device in the first frame of an examined
image sequence. In the rest of the frames, a hierarchical
optical flow method [49] is used to track the optical flows of
13  13 windows surrounding the landmark points. The
displacement of each landmark point is calculated by
subtracting its normalized position in the first frame from
its current normalized position (all frames of an input
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Fig. 10. Potential Field and corresponding Potential Net ([41]).
Fig. 9. Motion vector field represented in the deformation of two
grids ([60]).
Fig. 11. The FFPs ([95]).sequence are manually normalized). The displacement
vectors, calculated between the initial and the peak frame,
represent the facial information used for recognition of the
displayed facial actions. The face should be without facial
hair/ glasses, no rigid head motion may be encountered,
the first frame should be an expressionless face, and the
facial landmark points should be marked in the first frame
for the method to work correctly.
4.3 Facial Expression Classification
The last step of facial expression analysis is to classify
(identify, interpret) the facial display conveyed by the face.
The surveyed facial expression analyzers classify the
encountered expression (i.e., the extracted facial expression
information) either as a particular facial action or a
particular basic emotion. Some of the systems perform
both. Independent of the used classification categories, the
mechanism of classification applied by a particular sur-
veyed expression analyzer is either a template-based- or a
neural-network-based- or a rule-based- classification
method. The applied methods for expression classification
in terms of facial actions are summarized in Table 7. Table 8
summarizes the utilized methods for facial expression
emotional classification.
If a template-based classification method is applied, the
encountered facial expression is compared to the templates
defined for each expression category. The best match
decides the category of the shown expression. In general,
it is difficult to achieve a template-based quantified
recognition of a nonprototypic facial expression. There are
infinitely a lot of combinations of different facial actions and
their intensities that should be modeled with a finite set of
templates. The problem becomes even more difficult due to
the fact that everybody has his/her own maximal intensity
of displaying a certain facial action.
Although the neural networks represent a ª black boxº
approach and arguably could be, classified as template-
based methods, we are classifying the neural-network-
based methods separately. We are doing so because a
typical neural network can perform a quantified facial
expression categorization into multiple classes while, in
general, the template-based methods cannot achieve such a
performance. In a neural-network-based classification ap-
proach, a facial expression is classified according to the
categorization process that the network ªlearnedº during a
training phase. Most of the neural-network-based classifica-
tion methods utilized by the surveyed systems perform
facial expression classification into a single category.
Recognition of nonprototypic facial expressions is feasible,
however, if each neural network output unit is associated
with a weight from the interval [0,1], as proposed in [106],
[44], [71], [56], instead of being associated with either 0 or 1
(e.g., [42], [107]). As it can be seen from Table 8, we
classified some of the expression classifiers as template-
based methods although they utilize a neural network (i.e.,
Yonoyama et al. [104]). We are doing so because the overall
characteristics of these methods fit better the overall
properties of the template-based expression classification
approaches.
The rule-based classification methods, utilized by the
surveyed systems, classify the examined facial expression
into the basic emotion categories based on the previously
encoded facial actions (Table 7, Table 8). The prototypic
expressions, which characterize the emotion categories, are
first described in terms of facial actions. Then, the shown
expression, described in terms of facial actions, is compared
to the prototypic expressions defined for each of the
emotion categories and classified in the optimal fitting
category.
4.3.1 Expression Classification from Static Images:
Template-Based Methods
A first category of the surveyed methods for automatic
expression analysis from static images applies a
template-based method for expression classification. The
methods in this category perform expression classification
into a single basic emotion category.
Given a new example of a face and the extracted
parameters of AAM (Section 4.2.1), the main aim of
Edwards et al. [18] is to identify the observed individual
in a way which is invariant to confounding factors such as
pose and facial expression. To achieve this goal, they
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TABLE 7
Facial Expression Classification in Terms of Facial Actionsutilized the Mahalonobis distance measure [27] on a
representative set of training facial images. This classifier
assumes that the intraclass variation (pose and expression)
is very similar for each individual. Edwards et al. used
Linear Discriminant Analysis (LDA) to separate linearly the
interclass variability (identity) from the intraclass varia-
bility. They showed that a subspace could be constructed
that is orthogonal to matrix D (a matrix of orthogonal
vectors describing the principal types of interclass varia-
tion), which models only the intraclass variation due to
change in pose, expression, and lightning. The expression
recognition performance of the AAM has been trained and
tested on 2  200 images of six basic emotional expressions
shown by 25 subjects. The images were chosen for limited
pose and lightning variation. The achieved recognition rate
for the six basic and ªneutralº emotion categories was
74 percent. Edwards et al. explain the low recognition rate
by the limitations and unsuitability of the utilized linear
classifier [18]. It is not known how the method will behave
in the case of an unknown subject.
To achieve expression classification into one of the six
basic plus ªneutralº emotion categories, Hong et al. [30]
made the assumption that two persons who look alike have
a similar way for showing the same expression. First, they
fit a labeled graph (Fig. 2) to an input facial image
(Section 4.2.1). Then, the best matching person, whose
personalized gallery is available, is found by applying the
method of elastic graph matching proposed by Wiskot [98].
The personalized galleries of nine people have been
utilized, where each gallery contained 28 images (four
images per expression). The personalized gallery of the best
matching person is used to make the judgement on the
category of the observed expression. The method has been
tested on images of 25 subjects. The achieved recognition
rate was 89 percent in the case of the familiar subjects and
73 percent in the case of unknown persons. As indicated by
Hong et al., the availability of the personalized galleries of
more individuals would probably increase the system's
performance. The time necessary for performing a full
analysis of an incoming facial image is about eight seconds.
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TABLE 8
The Methods for Facial Expression Emotional ClassificationIn order to perform emotional classification of the
observed facial expression, Huang and Huang [32] perform
an intermediate step by calculating 10 Action Parameters
(APs, Fig. 12). The difference between the model feature
parameters(Figs.3and4)foundinanexpressionlessfaceand
those found in the examined facial expression of the same
person generates the APs. Experimentally, they found out
that the first two terms of eigenvalues could represent more
than 90 percent of APs variations. They used a minimum
distance classifier to cluster the two principal action para-
meters of 90 training image samples into six clusters
representing six basic emotional expressions. Since the
principal component distribution of each expression is
overlapped with the distribution of at least two other
expressions, three best matches are selected. The highest
score of the three correlation determines the final classifica-
tion of the examined expression. The proposed method has
beentestedonanother90imagesshownbythesamesubjects.
The achieved correct recognition ratio was 84.5 percent. It is
not known how the method will behave in the case of
unknown subjects. Also, the descriptions of the emotional
expressions, given in terms of facial actions, are incomplete.
For example, an expression with lowered mouth corners and
raised eyebrows will be classified as sadness.
On a fiducial grid of manually positioned 34 nodes
(Fig. 5), Lyons et al. [51] sample the amplitude of the
complex valued Gabor transform coefficients and combine
these data into a single vector which they call labeled-graph
vector (LG vector). The ensemble of LG vectors from a
training set of images is further subjected to PCA. The
ensemble of LG-PCA vectors from the training set is then
analyzed using LDA in order to separate vectors into
clusters having different facial attributes. Lyons et al.
experimented with the binary classifiers for the presence
or absence of a particular facial expression. They built six
binary classifiers, one for each basic emotion category, and
combined them into a single facial expression classifier. An
input LG vector is classified by being projected along the
discriminant vectors calculated for each independently
trained binary classifier. For an input image that is
positively classified for two or more emotion categories,
the normalized distances to the cluster centers are used as a
deciding factor. The input sample is classified as a member
of the nearest cluster. An input image that is not positively
classified for any category is classified as ªneutral.º To test
their method, Lyons et al. used a set of 193 images of
different facial expressions displayed by nine Japanese
females, which has been used by Zhang et al. [106] (see
Section 4.3.2). The entire set of images was divided into
10 segments; the discriminant vectors were calculated using
nine of these segments and the generalization performance
was tested on the remaining segment; the results were
averaged over all 10 distinct partitions. The generalization
rate was 92 percent. The method was also tested on this
image set only partitioned into nine segments, each
corresponding to one expresser. The generalization rate
was 75 percent for recognition of expression of a novel
subject.
Yoneyama et al. [104] extract 80 facial movement
parameters, which describe the change between an ex-
pressionless face and the currently examined facial expres-
sion of the same subject (Section 4.2.1). To recognize four
types of expressions (sadness, surprise, anger, and happi-
ness), they use 2 bits to represent the values of 80 parameters
(ª1 -1º for up, ª-1 1º for down and ª-1 -1º for no movement)
and two identical discrete Hopfield networks. Each network
consists of 14  14 neurons, where 36 neurons are added to
form a neurons square and have -1 as an initial value. The
first net (NN1) is trained on 40 data representing four
expressions shown by 10 subjects. NN2 is trained just on
four data representing ªthe most clearly shownº four
expressions. The NNs were trained using the Personnaz
learning rule [36]. For each examined image, the output of
the NN1 is matched with all of the examples used for
training of the NN1 and the Euclidean distances are
calculated. The distances are averaged per expression. If
the difference between the minimal average and the second
minimal average is greater than 1, the category of the
examined expression is decided. Otherwise, the output of
the NN2 is matched to the examples used for training of the
NN2 in order to decide a final category of the shown
expression. The average recognition rate was 92 percent.
The images used for training of the networks were also used
for their testing.
4.3.2 Expression Classification from Static Images:
Neural-Network-Based Methods
A second category of the surveyed methods for automatic
facial expression analysis from static images applies a
neural network for facial expression classification. Except
the method proposed by Zhang et al. [106], the methods
belonging to this category perform facial expression
classification into a single basic emotion category.
For classification of expression into one of six basic
emotion categories, Hara and Kobayashi [42] apply a
234  50  6 back-propagation neural network. The units
of the input layer correspond to the number of the
brightness distribution data extracted from an input facial
image (Section 4.2.2) while each unit of the output layer
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Fig. 12. APs (reprinted from [32] with permission from Academic Press)
ß 1997 Academic Press.corresponds to one emotion category. The neural network
has been trained on 90 images of six basic facial
expressions shown by 15 subjects and it has been tested
on a set of 90 facial expressions images shown by another
15 subjects. The average recognition rate was 85 percent.
The process takes 66.7ms.
For emotional classification of an input facial image into
one of 6 basic plus ªneutralº emotion categories, Padgett
and Cottrell [61] utilize a back-propagation neural network.
The input to the network consists of the normalized
projection of seven 32  32 pixel blocks on the first
15 principal components of previously generated random-
blocks-eigenspace (Section 4.2.1). The hidden layer of the
NN contains 10 nodes and employs a nonlinear Sigmoid
activation function. The output layer of the NN contains
seven units, each of which corresponds to one emotion
category. Padgett and Cottrell used the images of six basic
plus ªneutralº expressions shown by 12 subjects. They
trained the network on the images of 11 subjects and tested
it on the images of the 12th subject. By changing the training
and the testing set, they trained 12 networks. The average
correct recognition rate achieved was 86 percent.
Zhang et al. [106] employ a 680  7  7 neural network
for facial expression classification into six basic plus
ªneutralº emotion categories. The input to the network
consists of the geometric position of the 34 facial points
(Fig. 11) and 18 Gabor wavelet coefficients sampled at each
point. The neural network performs a nonlinear reduction
of the input dimensionality and makes a statistical decision
about the category of the observed expression. Each output
unit gives an estimation of the probability of the examined
expression belonging to the associated category. The net-
work has been trained using a resilient propagation [72]. A
set of 213 images of different expressions displayed by nine
Japanese females has been used to train and test the used
network. The database has been partitioned into ten
segments. Nine segments have been used to train the
network while the remaining segment has been used to test
its recognition performance. This process has been repeated
for each of the 10 segments and the results of all 10 trained
networks have been averaged. The achieved recognition
rate was 90.1 percent. The performance of the network is
not tested for recognition of expression of a novel subject.
Zhao and Kearney [107] utilize a 10  10  3 back-
propagation neural network for facial expression classifica-
tion into one of six basic emotion categories. They used
94 images of six basic facial expressions selected from the
emotion database assembled by Ekman and Friesen [20],
[21]. On each image, 10 distances were manually measured.
The difference between a distance measured in an exam-
ined image and the same distance measured in an
expressionless face of the same person was normalized.
Then, each such measure was mapped into one of the eight
signaled intervals of the appropriate standard deviation
from the corresponding average. These intervals formed the
input to the NN. The output of the NN represents the
associated emotion (e.g., the string ª001º is used to
represent happiness). The NN was trained and tested on
the whole set of data (94 images) with 100 percent
recognition rate. It is not known how the method will
behave in the case of an unknown subject.
4.3.3 Expression Classification from Static Images:
Rule-Based Methods
Just one of the surveyed methods for automatic facial
expression analysis from static images applies a rule-based
approach to expression classification. The method proposed
by Pantic and Rothkrantz [62] achieves automatic facial
action coding from an input facial dual-view in few steps.
First, a multidetector processing of the system performs
automatic detection of the facial features in the examined
facial image (Section 4.2.2). From the localized contours of
the facial features, the model features (Fig. 7) are extracted.
Then, the difference is calculated between the currently
detected model features and the same features detected in
an expressionless face of the same person. Based on the
knowledge acquired from FACS [21], the production rules
classify the calculated model deformation into the appro-
priate AUs-classes (total number of classes is 31). The
performance of the system in automatic facial action coding
from dual-view images has been tested on a set of 496 dual
views (31 expressions of separate facial actions shown twice
by eight human experts). The average recognition rate was
92 percent for the upper face AUs and 86 percent for the
lower face AUs.
Classification of an input facial dual-view into multiple
emotion categories is performed by comparing the
AU-coded description of the shown facial expression to
AU-coded descriptions of six basic emotional expressions,
which have been acquired from the linguistic descriptions
given by Ekman [22]. The classification into and, then,
quantification of the resulting emotion labels is based on the
assumption that each subexpression of a basic emotional
expression has the same influence on scoring that emotion
category. The overall performance of the system has been
tested on a set of 265 dual facial views representing six basic
and various blended emotional expressions shown by eight
subjects. A correct recognition ratio of 91 percent has been
reported. The dual-views used for testing of the system
have been recorded under constant illumination and none
of the subjects had a moustache, a beard, or wear glasses.
4.3.4 Expression Classification from Image Sequences:
Template-Based Methods
Thefirstcategoryofthesurveyedmethodsforautomaticfacial
expression analysis from facial image sequences applies a
template-based method for expression classification.
The facial action recognition method proposed by
Cohn et al. [10] applies separate discriminant function
analyzes within facial regions of the eyebrows, eyes, and
mouth. Predictors were facial points displacements
(Section 4.2.4) between the initial and peak frames in an
input image sequence. Separate group variance-covariance
matrices were used for classification. Image sequences
(504) containing 872 facial actions displayed by 100 sub-
jects have been used. The images have been recorded
under constant illumination, using fixed light sources and
none of the subjects wear glasses [48]. Data were
randomly divided into training and test sets of image
sequences. They used two discriminant functions for
three facial actions of the eyebrow region, two discrimi-
nant functions for three facial actions of the eye region,
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the nose and mouth region. The accuracy of the
classification was 92 percent for the eyebrow region,
88 percent for the eye region and 83 percent for the nose/
mouth region. The method proposed by Cohn et al. deals
neither with image sequences containing several facial
actions in a row, nor with inaccurate facial data, nor with
facial action intensity (yet the concept of the method
makes it possible).
Essa and Pentland [24] use a control-theoretic method to
extract the spatio-temporal motion-energy representation of
facial motion for an observed expression (Section 4.2.3). By
learning ªidealº 2D motion views for each expression
category, they generated the spatio-temporal templates
(Fig. 13) for six different expressionsÐtwo facial actions
(smile and raised eyebrows) and four emotional expressions
(surprise, sadness, anger, and disgust). Each template has
been delimited by averaging the patterns of motion
generated by two subjects showing a certain expression.
The Euclidean norm of the difference between the motion
energy template and the observed image motion energy is
used as a metric for measuring similarity/dissimilarity.
When tested on 52 frontal-view image sequences of eight
people showing six distinct expressions, a correct recogni-
tion rate of 98 percent has been achieved.
Kimura and Yachida [41] fit a Potential Net to each frame
of the examined facial image sequence (Section 4.2.3,
Fig. 10). The pattern of the deformed net is compared to
the pattern extracted from an expressionless face (the first
frame of a sequence) and the variation in the position of the
net nodes is used for further processing. Kimura and
Yachida built an emotion space by applying PCA on six
image sequences of three expressionsÐanger, happiness,
and surpriseÐshown by a single person gradually, from
expressionless to a maximum. The eigenspace spanned by
the first three principal components has been used as the
emotion space, onto which an input image is projected for a
quantified emotional classification. The proposed method
has been unsuccessfully tested for image sequences of
unknown subjects. A very small number of training
examples (six sequences) and an insufficient diversity of
the subjects (one person) have probably caused this.
Otsuka and Ohya [60] match the temporal sequence of
the 15D feature vector (Section 4.2.3) to the models of the six
basic facial expressions by using a left-to-right Hidden
Markov Model. The used HMM consists of five states,
namely, relaxed (S1,S 5), contracted (S2), apex (S3), and
relaxing (S4). To facilitate recognition of a single image
sequence, the transition from the final state to the initial
state is added. To make recognition of multiple sequences
of expression images feasible, the transition from a final
state to the initial states of other categories is added. The
transition probability and the output probability of each
state are obtained from sample data by using the Baum-
Welch algorithm. The initial probability is estimated by
applying a k-means clustering algorithm on the sample data
in which a squared sum of vector components is added as
an extra component. The HMM was trained on 120 image
sequences, shown by two male subjects. The method was
tested on image sequences shown by the same subjects.
Therefore, it is not known how the method will behave in
the case of an unknown expresser. Although Otsuka and
Ohya claim that the recognition performance was good,
they do not define the extent of ªgood.º
Wang et al. [95] utilize a 19-points labeled graph with
weighted links to represent the face (Section 4.2.3, Fig. 11).
Twelve of these points (FEFPs) are used for expression
recognition. For each of three emotion categoriesÐanger,
happiness, and surpriseÐthey use 12 average FEFP
B-spline curves, one for each FEFP, to construct the
expression model. Each curve describes the relationship
between the expression change and the displacement of the
corresponding FEFP. Each expression model has been
defined from 10 image sequences displayed by five subjects.
The category of an expression is decided by determining the
minimal distance between the actual trajectory of FEFPs
and the trajectories defined by the models. The distance
functions are minimized using the method proposed by
Brent [69]. The degree of expression change is determined
based on the displacement of the FEFPs in the consecutive
frames. The method has been tested on 29 image sequences
of three emotional expressions shown by eight subjects
(young and of Asian ethnicity). The images were acquired
under constant illumination and none of the subjects had a
moustache, a beard or wear glasses. The average recogni-
tion rate was 95 percent. The average process time was
2.5s/frame.
4.3.5 Expression Classification from Image Sequences:
Rule-Based Methods
Just one of the surveyed methods for automatic facial
expression analysis from image sequences applies a rule-
based approach to expression classification. Black and
Yacoob [2], [3], utilize local parameterized models of image
motion to represent rigid head motions and nonrigid facial
motions within the local facial areas (Fig. 8). The motion
parameters (e.g., translation and divergence) are used to
derive the midlevel predicates that describe the motion of
the facial features. Each midlevel predicate is represented in
a form of a rule, where the left part of the rule is a
comparison of a motion parameter to a certain threshold
and the right part of the rule is the derived predicate. The
thresholds are dependent on the face size in the image and
were set empirically from a few sequences. Black and
Yacoob did not give a full list of the midlevel predicates and
the number of different facial actions that the method can
recognize is not known. In their method, the facial
expression emotional classification considers the temporal
consistency of the midlevel representation predicates. For
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Fig. 13. The spatio-temporal template for surprise ([24]).each of six basic emotional expressions, they developed a
model represented by a set of rules for detecting the
beginning and ending of the expression. The rules are
applied to the predicates of the midlevel representation.
The method has been tested on 70 image sequences
containing 145 expressions shown by 40 subjects ranged
in ethnicity and age. The expressions were displayed one at
the time. The achieved recognition rate was 88 percent. ªLip
bitingº is sometimes mistakenly identified as a smile [2].
Also, the method does not deal with blends of emotional
expressions. For example, a blend of the angry and scared
expressions is recognized as disgust. The reason lies in the
rules used for classification.
5D ISCUSSION
We have explored and compared a number of different
recently presented approaches to facial expression detection
and classification in static images and image sequences. The
investigation compared automatic expression information
extraction using facial motion analysis [2], [10], [48], [24],
[60], holistic spatial pattern analysis [18], [30], [32], [104],
[41], [95], and analysis of facial features and their spatial
arrangement [42], [62], [10]. This investigation also com-
pared facial expression classification using holistic spatial
analysis [18], [30], [32], [51], [104], [61], holistic spatio-
temporal analysis [2], [24], [41], [60], [95], gray-level pattern
analysis using local spatial filters [51], [106], and analytic
(feature-based) spatial analysis [32], [42], [107], [62]. The
number of the surveyed systems is rather large and the
reader might be interested in the results of the performed
comparison in terms of the best performances. Yet, we
deliberately didn't make an attempt to label some of the
surveyed systems as being better than some other systems
presented in the literature. We believe that a well-defined
and commonly used single database of testing images
(image sequences) is the necessary prerequisite for ªrank-
ingº the performances of the proposed systems in an
objective manner. Since such a single testing data set has not
been established yet, we left the reader to decide the
ranking of the surveyed systems according to his/her own
priorities and based on the overall properties of the
surveyed systems (Tables 3, 4, 5, 6, 7, and 8).
5.1 Detection of the Face and Its Features
Most of the currently existing systems for facial expression
analysis assume that the presence of a face in the scene is
ensured. However, in many instances, the systems do not
utilize a camera setting that will ascertain the correctness of
that assumption. Only two of the surveyed systems process
images acquired by a mounted camera ([59], [62]) and only
two systems deal with the automatic face detection in an
arbitrary scene ([30], [24]). In addition, in many instances
strong assumptions are made to make the problem of facial
expression analysis more tractable (Table 6). Some common
assumptions are: the images contain frontal facial view, the
illumination is constant, the light source is fixed, the face
has no facial hair or glasses, the subjects are young (i.e.,
without permanent wrinkles), and of the same ethnicity.
Also, in most of the real-life situations, it cannot be assumed
that the observed subject will remain immovable, as
assumed by some methods. Thus, if a fixed camera acquires
the images, the system should be capable of dealing with
rigid head motions. Only three of the surveyed systems deal
to some extent with rigid head motions ([2], [18], [30]). For
the sake of universality, the system should be able to
analyze facial expressions of any person independently of
age, ethnicity, and outlook. Yet, only the method proposed
by Essa and Pentland [24] deals with the facial images of
faces with facial hair and/or eyeglasses.
For the researchers of automated vision-based facial
expression analysis, this suggest investigating towards a
robust detection of the face and its features despite the
changes in viewing and lightning conditions and the
distractions like glasses, facial hair or changes in hair style.
Another interesting but yet not investigated ability of the
human visual system is ªfilling inº missing parts of the
observed face and ªperceivingº a whole face even when a
part of it is occluded (e.g., by hand).
5.2 Facial Expression Classification
In general, the existing expression analyzers perform a
singular classification of the examined expression into one
of the basic emotion categories proposed by Ekman and
Friesen [20]. This approach to expression classification has
two main limitations. First, ªpureº emotional expressions
are seldom elicited. Most of the time, people show blends of
emotional expressions. Therefore, classification of an
expression into a single emotion category isn't realistic.
An automated facial expression analyzer should realize
quantified classification into multiple emotion categories.
Only two of the surveyed systems ([62], [106]) perform
quantified facial expression classification into multiple basic
emotion categories. Second, it is not at all certain that all
facial expressions displayed on the face can be classified
under the six basic emotion categories. So even if an
expression analyzer performs a quantified expression
classification into multiple basic emotion categories, it
would probably not be capable of interpreting each and
every encountered expression. A psychological discussion
on the topic can be found in [33], [76], [77], and [26]. Some
experimental proofs can be found in the studies of Asian
researchers (e.g., [32], [106]), which reported that their
Asian subjects have difficulties to express some of the basic
expressions (e.g., disgust and fear). Defining interpretation
categories into which any facial expression can be classified
is one of the key challenges in the design of a realistic facial
expression analyzer. The lack of psychological scrutiny on
the topic makes the problem even harder. A way of dealing
with this problem is to build a system that learns its own
expertise and allows the user to define his/her own
interpretation categories (e.g., see [40]).
If the system is to be used for behavioral science
investigations of the face, it should perform expression
recognition as applied to automated FACS encoding. In
other words, it should accomplish facial action coding from
input images and quantification of those codes [16], [17].
Four of the surveyed systems perform facial action coding
from an input image or an image sequence (Table 7). Yet,
none of these systems performs quantification of the facial
action codes. This task is particularly difficult to accomplish
for a number of reasons. First, there are merely five
different AUs for which FACS provides an option to score
intensity on a 3-level intensity scale (low, medium, and
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lips sucked into the mouth, are either encountered or not. It
is not reasonable to talk about a blink having a ªhigher
intensityº than another blink. In addition, each person has
his/her own maximal intensity of displaying a particular
facial action. Therefore, it should be aimed on design of a
system that can start with a generic facial action classifica-
tion and then adapt to a particular individual to perform a
quantification of the accomplished coding for the facial
actions for which measuring the activation intensity is
ªreasonable.º Also, none of the surveyed systems can
distinguish all 44 AUs defined in FACS. This remains a key
challenge for the researchers of automated FACS encoding.
Another appealing but still not investigated property of the
human visual system is assigning a higher ªpriorityº to the
upper face features than to the lower face features since
they play a more important role in facial expression
interpretation [22].
6C ONCLUSION
Analysis of facial expressions is an intriguing problem
which humans solve with quite an apparent ease. We have
identified three different but related aspects of the problem:
face detection, facial expression information extraction, and
facial expression classification. Capability of the human
visual system in solving these problems has been discussed.
It should serve as a reference point for any automatic
vision-based system attempting to achieve the same
functionality. Among the problems, facial expression
classification has been studied most, due to its utility in
application domains of human behavior interpretation and
HCI. Most of the surveyed systems, however, are based on
frontal view images of faces without facial hair and glasses
what is unrealistic to expect in these application domains.
Also, all of the proposed approaches to automatic expres-
sion analysis perform only facial expression classification
into the basic emotion categories defined by Ekman and
Friesen [20]. Nevertheless, this is unrealistic since it is not at
all certain that all facial expressions able to be displayed on
the face can be classified under the six basic emotion
categories. Furthermore, some of the surveyed methods
have been tested only on the set of images used for training.
We hesitate in belief that those systems are person-
independent what, in turn, should be a basic property of
a behavioral science research tool or of an advanced HCI.
All the discussed problems are intriguing and none has
been solved, in the general case. We expect that they would
remain interesting to the researchers of automated vision-
based facial expression analysis for some time.
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