Abstract For positive integers k; n let f(n; k) be the maximal cardinality of subsets of integers in the interval < 1; n > , which don't have k + 1 pairwise coprimes. The set E (n; k) of integers in < 1; n > , which are divisible by one of the rst k primes, certainly does not have k + 1 pairwise coprimes. (1) f(n; k) = jE(n; k)j does not always hold, we prove here that (1) holds for every k and all relative to k su ciently large n .
Introduction
We continue our work of 1], in which an old conjecture of Erd os 4] was disproved. There also some cases were settled in the positive and related questions were investigated. For further related work we refer to 8], 9], 10], 11], and 14]. While restating now the conjecture of Erd os in its original form and its general form of 7], we also introduce our notation and some basic de nitions. Here we follow 1] as closely as possible.
N denotes the set of positive integers and P = fp 1 ; p 2 ; : : :g = f2; 3; 5; : : :g denotes the set of all primes. f(n; k; 1) = jE(n; k; 1)j for all n; k 2 N :
It seems that this conjecture of Erd os appeared for the rst time in print in his paper 4] of 1962.
General Conjecture. f(n; k; s) = jE(n; k; s)j for all n; k; s 2 N :
Erd os mentions in 7] that he did not succeed in settling the case k = 1 . We focus on this special case by calling it 3 Conjecture 2.
f(n; 1; s) = jE(n; 1; s)j for all n; s 2 N :
Notice that E (n; 1; s) = fu 2 N 1 (n) : p s ju; p 1 ; : : : ; p s?1 -ug:
Whereas in 1] Conjecture 1 was disproved for k = 212 , Conjecture 2 was almost settled with the following result.
Theorem 2 ( 1] ). For every s 2 N and n Q s?1 i=1 p i =(p s+1 ? p s ) , f(n; 1; s) = jE(n; 1; s)j and the optimal con guration is unique.
After the presentation of these results on his 80th birthday at a conference in his honour Erd os conjectured that with nitely many exceptions "Erd os sets" are optimal or, in other terminology, that for every k 2 N f(n; k; 1) 6 = jE(n; k; 1)j occurs only for nitely many n . We call this Conjecture 1 . Analogously we speak of Conjecture 2 (which is settled in the a rmative by Theorem 2 of 1]) and of the General Conjecture, which is established in this paper. Actually the main step is the proof of Conjecture 1 . It can easily be extended to the general case with a bulk of notation. To simplify notation we write in the case s = 1 N (n) = N 1 (n); f(n; k) = f(n; k; 1) and E (n; k) , E (n; k; 1) .
We climed the mountain to Conjecture 1 in 3 steps by going through a series of weaker conjectures of increasing strength:
Conjecture 1A.
The in nite Erd os set E (1; k) = fmp i : 1 i k; m 2 N g has maximal (lower) density among subsets of N without k + 1 coprimes.
Conjecture 1B. lim n!1 f(n; k)jE(n; k)j ?1 = 1 for every k 2 N :
A few more de nitions and known facts are needed. For A N we de ne A(n) = A\ < 1; n > and jAj as cardinality of A:
We call dA = lim n!1 jA(n)j n the lower and dA = lim n!1 (A(n)) n the upper asymptotic density of A . If dA = lim n!1 jA(n)j n exists, then we call dA the asymptotic density of A . 4 Erd os sets can be nicely described in terms of sets of multiples. The set of multiples of A is M(A) = fm 2 N : ajm for some a 2 Ag and the set of non{multiples of A is
Thus E (n; k) = M(fp 1 ; : : : ; p k g)\ < 1; n > and also for any nite A = fa 1 
The main results
It is convenient to introduce the family S(n; k; s) of all subsets of N s (n) no k+1 elements of which are pairwise relatively prime. In case s = 1 we also write S(n; k) and S(1; k) in the unrestricted case n = 1 .
Theorem 1A.
Theorem 1B. jE(n; k)j = 1 for every k 2 N :
5 Theorem 1. For every k 2 N there is an n(k) such that f(n; k) = jE(n; k)j for all n > n(k) and the optimal set is unique. dA:
Finally we remark that inspection of our methods and proofs shows that they apply also to the general case of f(n; k; s) for s > 1 . Only some extra notation is needed. Therefore we just state the results.
Theorem 1'. For every k; s 2 N there exists an n(k; s) such that for all n n(k; s) jE(n; k; s)j = f(n; k; s) and this optimal set is unique.
Reduction to left compressed sets
The operation "pushing to the left" is frequently used in extremal set theory, but to our surprise seems not to be as popular in combinatorial number theory, perhaps because its usefullness is less obvious. Anyhow, our rst (but not only) idea is to exploit it. De ne A 2 = fu 2 N s : u = p i` a 1 ; p i r a 1 2 A 2 g and notice that by our de nitions A 2 N s (n) . Consider now A = (A A 2 )n A 2 and observe that jA j = jAj and also that A 2 S(n; k; s) .
Finitely many iterations of this procedure to primes p s p`< p r give the result. The operation which led from A to A can be denoted by L s;`;r . This is a "left pushing" operation: A = L s;`;r (A):
Moreover, by countably many left pushing operations one can transform every A 2 S(1; s)
into a left compressed set A 0 such that
jA(n)j jA 0 (n)j and therefore also that (3.2) dA dA 0 ; dA dA 0 :
For the left compressed sets C(1; k) in S(1; k) we have thus shown the following. dB:
Next we mention two useful observations.
Any optimal B 2 S(n; k; s) , that is jBj = f(n; k; s) , is an \upset":
and it is also a "downset" in the following sense: Moreover, we think that even a stronger statement is true. For any left compressed set A in the sense of De nition 1 or 2 dA exists.
Proof of Theorem 1A
We remind the reader of the abbreviations f(n; k); E (n; k); N (n); S(n; k); C(n; k) for f(n; k; 1); E (n; k; 1); N 1 (k); S(n; k; 1) , and C(n; k; 1) resp. We also introduce O(n; k) = fB 2 S(n; k) : jBj = f(n; k)g: By the remarks at the end of Section 3 we know that for A 2 O(n; k) we have properties (I): (a) P(A) N , the set of squarefree numbers
We also know from Lemma 1 that (c) O(n; k) \ C(n; k) 6 = ? .
For in nite sets A N we choose the lower asymptotic density dA as a measure and de ne (4.2) O(1; k) = fA 2 S(1; k) : dA = sup
which is not automatically non{empty. C(1; k) are the left compressed sets in S(1; k) . Again it su ces to look at A 2 C(1; k) with the properties is the density of the set B (i) of those integers in M(P(A)) , which are divisible by a i and not by a 1 ; a 2 ; : : : ; or a i?1 . We can say more about b (i) , if we use the prime number factorization of the squarefree numbers a i . Lemma 3. Let a i = q 1 : : : q r ; q 1 < q 2 < : : : < q r and q j 2 P for j = 1; 2; : : : ; r . Then Proof: Since A is left compressed and P(A) is written in lexicographical order q is of the described form and (i) holds. 9 To verify (ii) just observe that from (1.6) We are now ready to prove Theorem 1A.
Suppose to the contrary that there exists an A 2 S(1; k) with dA > 1 ?
We know already that we can assume A 2 C(1; k); P(A) N ; M(P(A)) = A and that P(A) = fa 1 ; a 2 ; : : :g is in lexicographical order.
(1 
A nite version of Lemma 3
We work now in N (n) and need sharper estimates on cardinalities than just bounds on densities. It su ces to consider A 2 C(n; k) \ O(n; k) . We know that P(A) = fa 1 < a 2 < : : : < a m g N and that A = M(P(A)) \ N (n) . De ne B (i) (n) = fu 2 N (n) : a i ju and a j -u for j = 1; : : : ; i ? 1g and write
Lemma 4. Let a i = q 1 ; : : : ; q r ; q 1 < q 2 < : : : < q r with q j 2 P . (iii) For every > 0 , every h 2 N and every a i = q 1 : : : q r ; q 1 < q 2 < : : : < q r p h there exists an n(h; ) such that for n > n(h; ) we have Moreover, using left compressedness of A it can be shown easily that
In the light of (6.2), (6.3), and (6.4) it su ces to show that Together with (6.6) and (6.7) it implies (6.5).
The next result is for a more general structure. It enables us to get immediately Theorem 2 from Lemma 5. Let G = (V; W; E) be a bipartite graph. With (S) for the set of vertices adjacent to vertex s and (s) for the set of vertices adjacent to vertices in S . We assume that (V ) = W:
Lemma 6. Suppose that for some 2 R + we have for every S V These inequalities and (6.12), (6.13) give (6.9).
Proof of Theorem 2: Consider G = (V; W; E) = (A; A; E) , where (A; B) 2 E i A B , and A satis es the hypothesis of Theorem 2 and hence also of Lemma 5. Since every subfamily A 0 A also satis es this hypothesis, we know that (6.14) j A 0 j 1 k jA 0 j: Since A 0 = (A 0 ) (6.14) guarantees (6.8) for = k . Choose m = 6;`= 3 , and k = 1 and de ne A = ff1; 2; 3g; f1; 2; 4g; f1; 2; 5g; f1; 2; 6gg ff1; 3; 4g; f1; 3; 5g; f1; 3; 6gg ff2; 3; ; 4g; f2; 3; 5g; f2; 3; 6gg: 
A numbertheoretical consequence of Theorem 2
We present now a basic new auxiliary result for every S 2 C(n; k) with properties (I) in Section 4. S need not be optimal, that is, it can be in C(n; k)n O(n; k) . De ne Since S 2 C(n; k) , we have Since (T`) S r and (T`)\ (T`0) = (`6 =`0) , su cient for proving (i) is to show that (7.8) j (T`)j 1 k jT`j for all`2 N :
Let T `= T`\ N be the squarefree integers in T`. Then (T `) = d2T ` (d) is the set of all squarefree integers of (T`) .
For an a 2 T `; a = x 1 : : :x`; x 1 < : : : < x`; x i 2 P we consider It is clear that (7.11) T`= a2T `T (a) and (T`) = b2 (T `) U(b):
Next we observe that for any b 2 (T `) (7.12) jU(b)j = max b p r x2T `j T( b p r x)j and this has brought us into the position to apply Theorem 2 to the sets A T `a nd A (T `) , where " " is the canonical correspondence between squarefree numbers and subsets. We indicate the correspondence by using small and capital letters such as a A .
We de ne g : A ! R + by (7.13) g(A) = jT(a)j:
The associated function h : A ! R + is de ned by
We see from (7.12) that this de nition is appropriate. Theorem 2 therefore yields (7.8) and thus (i).
Further auxiliary results
We state rst the only auxiliary result, which is not derived in this paper and is not trivial. Proof: Trivial.
Finally, we need a result on "bookkeeping". We have two accounts at time 0 :
x 0 = x and y 0 = y where x; y 2 R + .
In Lemma 9. If for some`2 N the account y`= 0 (resp. x`= 0 ) occurs, then we have x`> x + y (resp. y`> y + x ).
Proof: Beginning with accounts x and y at the end the amount y has been removed and transferred to the rst account with an increasing factor .
Proof of Theorem 1
We can assume that | as in Section 7 | S 2 C(n; k) satis es (I) and additionally is also optimal, that is, S 2 O(n; k) . De ne S i as in (7.1) and recall (7.2). Notice also that P(S) = P(S \ N ) . Equivalent to Theorem 1 is the statement that for big n always By assumption (II) we have p t > p k . We consider now (9.6) p t (S 0 ) = fa 2 P(S 0 ) : (a; p t ) = p t g: From Lemma 3 (i) we know that the contribution of every element a 2 P t (S 0 ); a = q 1 : : : q r p t and q 1 < q 2 : : : < q r < p t , to M(P(S 0 )) is the set of integers We use the abbreviation (9.8) L t = a2p t (S 0 ) B(a):
We consider also the partition (9.9) P t (S 0 ) = 1 i k 0 P t i (S 0 ); P t i (S 0 ) = P t (S 0 ) \ S i :
By the pigeon{hole principle for some`; 1 ` k 0 , Basic transformation
We consider for this`corresponding to t the set (of squarefree numbers) (9.12) e P(S 0 ) = (P(S 0 )n P t (S 0 )) R t`( S 0 ); where (9.13) R t`( S 0 ) = fu 2 N : u p t 2 P t (S 0 )g:
It can happen that e P(S 0 ) is not primitive, however, always e P(S 0 ) S(n; k) ! We state the main result for e P(S 0 ) as 20
