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Abstract
Horizontal ribbon growth (HRG) promises the growth of crystalline silicon at rates that
are orders of magnitude greater than vertical ribbon growth technologies. If successful,
this process would enable the production of higher-quality, near-single-crystalline silicon
wafers at fraction of the cost of current production techniques. This fascinating process
was first conceived by Shockley in late 1950’s for silicon growth and was practiced by
Bleil in the late 1960’s for germanium growth. Large-scale development efforts were sub-
sequently carried out by Kudo in Japan in the late 1970’s and by the Energy Materials
Corporation in the US in the early 1980’s. However, after encouraging early results,
experimental advances and process development efforts stalled, and this technique was
abandoned in favor of growth methods that were easier to develop.
Unlike vertical meniscus-defined crystal growth processes, such as edge-defined film-
fed growth (EFG), which are inherently stable, there are many failure modes that must
be avoided in the HRG process. We argue that its successful operation will rely on
a thorough understanding of system design and control-issues that are perhaps only
feasibly addressed via computational modeling of the system. Towards these ends, we
present a comprehensive thermal-capillary model based on finite-element methods to
study the coupled phenomena of heat transfer, fluid mechanics and interfacial phenom-
ena (solidification and capillarity) in the HRG process. Bifurcation analysis coupled
with transient computations using this model reveals process limitations that manifest
as failure mechanisms, such as bridging of crystal onto crucible, spilling of melt from
the crucible, and undercooling of melt at the ribbon tip, that are consistent with prior
experimental observations and suggests operating windows that may allow for stable
process operation. Further, coupled impurity transport calculations reveal interesting
and potentially beneficial redistribution mechanisms at the solidification interface that
lead to an inherent purification of the majority of the growing crystal ribbon.
v
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Chapter 1
Introduction
1.1 Silicon PV technology
The development of renewable energy may be the most important challenge for the
future of human civilization. Of overriding importance in the quest for renewable energy
sources is the development of low-cost and reliable solar-to-electric conversion methods
[24]. The vast majority of such methods rely on photovoltaic (PV) devices, or solar cells,
to directly convert sunlight to electricity. The barrier for deploying such technologies
comes down to a single number, the cost to produce electricity by solar cells, which in
turn is determined by the efficiency of the solar cell, the production cost of the entire
PV module, and the lifetime of the module. The current high cost of PV modules per
watt produced remains the single most important barrier that must be reduced to make
solar energy competitive with fossil fuels.
There has been over 30 years of research worldwide on terrestrial PV technology,
with the outcome of many competing technologies and significant expansions of mar-
kets [25]. The most established technology is based on the fabrication of solar cells from
crystalline silicon (c-Si), termed as 1st generation PV. Thin film technologies, referred to
as 2nd generation PV, employ a more diverse range of semiconductor materials such as
1
2amorphous silicon (a-Si), cadmium telluride (CdTe) and copper-indium-gallium-selenide
(CIGS) offering lower material and manufacturing costs. However, poor conversion ef-
ficiencies and concerns over toxicity of some of the materials involved remain a major
barrier to compete with the conventional silicon based technologies. 3rd generation PV
technologies such as concentrating PV (CPV), dye-sensitized solar cells (DSSC) and or-
ganic solar cells are still in developmental stages and have not yet been commercialized.
Currently, crystalline silicon wafer based solar cell production dominates the market
accounting for 85% of the global PV sales in 2010 [26], and the most likely scenario is
that this technology will continue to dominate for the next decade and probably longer
[25].
Figure 1.1: The global PV module price learning curve for c-Si wafer based modules [1]
The capital cost of a c-Si PV system can be decomposed into costs associated with
the manufacturing of the PV module; structural installation costs for site preparation,
3mounting and racking of the PV system; electrical installation costs involving invert-
ers, wiring and other miscellaneous electrical components; and storage system costs of
batteries. Among these, the PV module cost itself typically accounts for around half
of the total capital cost of a PV system [1] and a continued reduction of the module
costs is essential to achieve grid parity in the near future. The trends in the module
prices over the years, shown in Fig 1.1, reveal a characteristic 22% learning curve,
meaning that the module costs have gone down by roughly one-fifth for every doubling
of the production capacity. In the recent years, the average global price of c-Si PV
modules underwent a much sharper decline from $4.05/W in 2008 to $2.21/W in 2010
[27] and such a decline needs to be further maintained via breakthrough technological
innovations in manufacturing.
PV module manufacturing commences with the purification of the quartzite mineral
to metallurgical grade silicon and further to solar grade polysilicon. The polysilicon
feed rod is then melted and carefully resolidified via an appropriate crystal growth
technique to yield crystalline material which is then processed into wafers of a specified
size and thickness. These wafers are ultimately used to fabricate the solar cells and
are arranged into a PV module. These various processing segments involved are shown
schematically in Fig 1.2a and a break down of the associated costs, shown in Fig 1.2b,
emphasizes that the crystal growth and wafer production costs does contribute to a
significant portion of the total PV module cost. Furthermore, efficiency of the module
is strongly dependent upon material quality, which ultimately again relates back to
crystal growth processes, where controls of defects and impurities can best be put into
place. For continued development of the c-Si PV technology, Surek [28] argues that, for
a given cell and module, the use of a crystalline wafer resulting in the highest efficiency
is generally preferred over the cheapest wafer or process. Therefore, advances in crystal
growth that reduce cost and maintain or increase cell efficiency are required and to
realize the scope for such improvements, a review of the current silicon crystal growth
technologies is presented in the ensuing section.
4Figure 1.2: (a) Schematic of the various production segments involved in c-Si PV module
manufacturing (b) Cost breakdown of various processing steps as of 2010 [2]
51.2 PV silicon crystal growth
1.2.1 Mono-crystalline silicon
Figure 1.3: (a) Schematic of the CZ process [3] (b) Experimental growth furnace of the
CZ process [4] (c) CZ grown single crystal silicon ingot [4]
Mono-crystalline or single crystal silicon possesses a continuous periodic arrange-
ment of atoms in a diamond cubic lattice, throughout the entire solid unbroken to its
edges, with the absence of any grain boundaries and dislocations. The modern day elec-
tronic devices are fabricated almost exclusively on only mono-crystalline silicon wafers,
where billions of transistor-based circuits are combined into a single chip to manufac-
ture, for example, a microprocessor. The presence of grain boundaries, dislocations
and other crystallographic defects such as point defect clusters can adversely affect the
6performance of such electronic devices, thereby making the single crystal silicon growth
techniques and facilities an integral part of the electronics industry. Mono-crystalline
silicon is also increasingly used in the fabrication of high-performance and high-efficiency
solar cells, albeit at higher costs. Czochralski and Float-Zone are the two established
single crystal silicon growth techniques, employed in both the electronics and the PV
industries.
Czochralski (CZ) technique, named after its inventor and pioneered in the early
1950’s for silicon growth, involves pulling of a mono-crystalline cylindrical ingot of sil-
icon from its melt, and a schematic of the growth process is shown in Fig 1.3. A
charge of electronic grade silicon is first loaded into a fused-silica crucible and melted,
in a chamber filled with an inert atmosphere. A seed crystal of precise crystallographic
orientation is then lowered into the melt and pulled away continuously, along with si-
multaneous rotation of the seed-crystal and crucible in opposite directions, promoting
the growth of crystalline silicon at the melt/solid interface. After the initial neck for-
mation to eliminate the propagation of dislocations (Dash technique [29]), the pulling
is then controlled to achieve and maintain a prescribed diameter for the remainder of
the growth, typically in the range of 200-300 mm, until the charge is nearly exhausted,
at which point the ingot is withdrawn and a bottom tail section develops. The relative
simplicity of this process, along with the development and integration of sophisticated
automatic monitoring and control, helped the CZ process emerge as the dominant tech-
nology to grow mono-crystalline silicon, for electronics industry, in a highly reproducible
and routine fashion. In 2010, approximately 36% of PV module production also em-
ployed silicon grown using the conventional Czochralski (CZ) process [30]. Efficiencies
of the best, commercially-available CZ silicon solar cells are in excess of 21%, with ef-
ficiencies of “champion” solar cells exceeding 25% [31]. However, this process is also
characterized by slow growth rates, long process turn-around times, and exceedingly
higher costs.
Float-Zone (FZ) is a crucible-free growth technique, shown schematically in Fig
7Figure 1.4: (a) Schematic of the FZ process [5] (b) Experimental growth furnace of the
FZ process [6]
1.4, and presents the potential to grow higher purity mono-crystalline silicon than CZ
process. In CZ process, the presence of silica crucible presents the problem of oxygen
impurity incorporation into the growing crystal at high concentrations, that can reduce
the minority carrier lifetime in the solar cell and the resulting efficiency [32]. In FZ
growth, a rotating polycrystalline feed rod of electronic grade silicon is passed through
a Radio Frequency (RF) heating coil to form a localized molten zone at an edge of
the feed rod. This molten zone, supported by the surface tension and electromagnetic
forces, is brought into contact with a seed-crystal, rotating in the opposite direction, to
promote growth at the interface. The technical challenges and instabilities involved with
crucible-free growth limit growing large diameter ingots to 200 mm [33] and are often
associated with higher costs. FZ grown wafers are typically only utilized for laboratory
scale study of high-efficiency solar cells and are seldom used for commercial production
[34].
81.2.2 Multi-crystalline Silicon
Figure 1.5: (a) Schematic of the casting and DS process (Adapted from [5]) (b) Ex-
perimental growth furnace of the DS process (Adapted from [7]) (c) Cast silicon ingot
(Adapted from [8])
Unlike in electronics industry, PV silicon is more forgiving in terms of crystal perfec-
tion and multi-crystalline ingot growth methods emerged as an attractive alternative,
which compromise on crystal quality to yield low-cost PV-cells of somewhat reduced
efficiency due to grain boundary effects. However, this is offset by the relatively simpler
equipment, lower required power inputs, reduced manpower, reduced operator skill and
large ingot batch sizes that ultimately will result in a better cost per watt produced.
Further, the efficiency reduction can be made to be not too drastic, if the grain size is
9controlled to be in the order of mm to cm in width with an approximately columnar
structure along the growth direction.
In the casting technique, shown schematically in Fig 1.5a, the feed silicon charge
is first melted in a separate crucible and is then poured into a second crucible where
it is solidified directionally starting from the bottom of the crucible. Alternatively,
the silicon can be melted and directionally solidified in the same crucible and this
technique is referred to as directional solidification (DS). Since melting and solidification
is decoupled in the casting technique, it offers higher throughputs while the equipment
and operation is simpler in directional solidification and both the techniques yield large
ingots of multi-crystalline silicon. Growth rates are in the range of 1-2 mm/min and
material production rates are 10-20 kg/hr, and it accounted for approximately 49%
of worldwide PV module production in 2010 [30]. Multicrystalline silicon ingots are
available commercially with cell efficiencies over 18% and champion cells have been
fabricated with over 20% efficiency [31].
After a mono-crystalline or multi-crystalline ingot has been grown by any of the
aforementioned techniques, a complex sequence of sawing and polishing steps are per-
formed to produce wafers suitable for fabrication of solar cells. Running the ingot
through an inner-diameter (ID) saw with stainless steel blades, coated with diamond
particles to its edges, has been the conventional method adapted for sawing of ingots
into wafers. However, in the recent times, ingots are typically sawn by pressing them
against equally-spaced and properly-tensioned multiple stainless-steel wires under the
injection of a slurry filled with abrasive particles. The throughput of wire sawing is su-
perior to ID sawing as multiple wafers can be sliced in a single pass while also yielding
more slices-per-inch of ingot due to efficient slicing.
The abrasive action during sawing of ingots into wafers results in loss of the mate-
rial, termed as kerf losses, and the material yield (i.e., number of wafers produced per
kilogram of silicon ingot) is estimated to be only 50–55% [35]. It can further introduce
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defects, fractures and micro-cracks in the crystalline wafers affectting the material qual-
ity [36]. The silicon wafer contributes to 40–60% of the total fabrication cost of the PV
cell [37] while the wafering technology itself contributes to roughly 2/3 of the total wafer
production cost [35]. However, silicon wafer production in the current solar market is
still predominantly based on cutting of large ingot crystals [36], thereby leaving a huge
potential for cost reduction by circumventing this detrimental sawing process.
Figure 1.6: (a) Schematic of inner diameter sawing [4] (b) Schematic of multi-wire
sawing [4]
1.3 Ribbon growth techniques
The shortage of silicon feedstock is a major barrier in driving the c-Si PV module prices
lower and is a bottle-neck for the promising growth of this technology, placing an ever
increasing emphasis on the efficient utilization of the feedstock material. This provided
motivation for the innovation of a plethora of ribbon growth techniques, targeting the
PV market, to directly grow crystalline silicon sheets in the final form, suitable for cell
fabrication, and completely eliminate kerf losses and expenses associated with sawing
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of ingots. Further, ribbon growth is less intensive in terms of energy consumption com-
pared to ingot growth and can significantly reduce the energy payback time of the PV
module [38]. These factors, put together, can achieve considerable decline in the wafer
production costs and can lower the cost-per-watt produced of c-Si PV modules, if rea-
sonable efficiencies are maintained. Various ribbon growth techniques, conceptualized
and developed over the years, can broadly be classified into two categories: Vertical rib-
bon growth methods, characterized by a small-area solid/liquid interface, and horizontal
ribbon growth methods, characterized by a large-area solid/liquid interface.
1.3.1 Vertical Ribbon Growth (VRG) methods
The dendritic web process, reported by Dermatis and Faust [39] in 1963, is one of the
earliest developed ribbon growth techniques adapted for commercial production. In this
process, a flat dendrite seed with (111) face is initially contacted with a supper cooled
melt to grow a thermally-controlled lateral button, which is then raised to propagate
growth of secondary dendrites from each end of the button, acting as bounding dendrites,
while trapping a silicon web between them that crystallizes into ribbon. The technique
was applied successfully to grow single crystal silicon ribbons of thickness 100–200µm
and widths reaching up to 80 mm, with low dislocation densities and efficiencies as high
as 15.5% [9]. However, acute temperature-control requirements, to initiate the web
formation and to ensure steady dendrite propagation at the edges, demands a complex
furnace design and renders the process technically intensive. In order to eliminate
these stringent requirements, a more industrial friendly technique called string ribbon
is adapted by Evergreen Solar [10] where the bounding dendrites are replaced by foreign
filaments, typically carbon based, to facilitate the formation of the silicon web.
Edge-defined film-fed growth (EFG), first reported by Ciszek [13, 40] in 1972 and
later developed by Mobil Solar [41, 42], was the most commercially established ribbon
growth technique in the PV market. This process involves a shaping die immersed into
the melt, as shown schematically in 1.7c, which rises through the die channels by the
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Figure 1.7: (a) Schematic of dendritic web process [9] (b) Schematic of string ribbon
process [10] (c) Schematic of EFG process [11] (left), industrial EFG growth furnace
[12] (middle), contrast of 10cm face and 12.5cm face EFG grown octagon ribbons [12]
(right)
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action of capillarity to reach the die top surface. It is then contacted by a seed crystal
that spreads the melt over the die top till it reaches the die top edges, where it pins itself,
thereby forming a meniscus. The seed crystal is then pulled continuously in the vertical
direction promoting the growth of a ribbon whose cross-sectional shape is defined by the
die edges. Graphite or silicon carbide coated with graphite are usually chosen for the
shaping die material as they can withstand the high temperatures involved, present good
wetting characteristics and are not detrimentally reactive with the silicon melt. Ribbons
of 200–300µm thickness are grown typically in the form of hexagonal or octagonal closed
tubes, to prevent edge instabilities, with 100–150 mm wide faces and PV cell blanks are
laser-cut from the flat tube walls.
Vertical ribbon methods employ pulling rates in the range of 1–2 cm/min [44, 45],
an order of magnitude higher than the ingot methods, yielding throughputs of 1–2
m2/day for dendrite and string ribbon growth and about 20 m2/day for EFG tube
growth. However, these throughputs are still an order of magnitude lower than the ingot
methods, despite faster pulling rates, due to their characteristic small-area solid/liquid
interface. Rapid rates of radiative cooling, facilitated by the large surface-to-volume
ratio of the ribbon, are employed to dissipate the latent heat of crystallization released
at the growth interface and realize such fast pulling rates. However, at the same time,
this also results in a deleterious build up of high non-uniform thermal gradients in the
crystal, in the order of 500-1000 K/cm, giving rise to large thermal stresses as adjacent
ribbon elements contract differently, proportional to their own temperature fall, and
restrain each other’s contraction. One of the mechanisms for stress relaxation in the
crystal comes from in-plane plastic deformation and creep, arising from the slip and glide
motion of the dislocations, contributing to a multiplication of dislocation densities to the
order of 107cm−2 causing further deterioration of the crystal quality [46, 12, 47, 48, 49].
When creep is inadequate to accommodate the build up of thermal stresses, relaxation
occurs by means of out-of-plane buckling of the crystal resulting in large deviations
from ribbon flatness rendering it useless for cell fabrication [46, 50, 51, 52]. According
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to the plate bucking theory, the critical stress for buckling decreases as (t/w)2 [53],
where t is the crystal thickness and w is the width, implying that thermal stresses place
severe limitations on developing these techniques to achieve wider and thinner ribbons
at higher throughputs.
Figure 1.8: Typical defects seen in an etched cross-section of a 2.0 mm thick EFG ribbon
[13]
The graphite shaping die, employed in EFG techniques to provide capillary rise,
undergoes a continual erosion through reaction-diffusion processes and leads to high
levels of carbon contamination in the melt. Once these impurities reach the solidification
interface via transport processes, they get incorporated into the crystal at concentrations
in the order of 2–3X1018atoms/cm3 [12] and introduces various types of crystallographic
defects [42, 54]. Some of these defects such as dislocation arrays, grain boundaries and
silicon carbide inclusions lead to significant local reductions in the carrier lifetimes
due to strong electrical recombination activity. In addition, the unique twin lamellae
structures commonly observed in EFG silicon have been attributed to high levels of
carbon in the melt, which subsequently precipitates as layers between twinned crystals
of silicon [55, 36]. These twinned regions correspond to high levels of residual stress
causing concerns of ribbon fracture during processing of the PV cell blanks. Due to
the high density of these various defects, EFG cell efficiencies are limited to 14–16%
[25, 36], even after the utilization of lifetime enhancement processing such as gettering
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and hydrogen passivation. These limitations described above act as impediments to
the promising growth of VRG techniques, despite its advantage of efficient material
utilization, and currently do not contribute to the commercial market.
1.3.2 Horizontal Ribbon Growth (HRG) method
Figure 1.9: Schematic of HRG system showing the domains of melt, crystal and crucible,
along with the shape of extended growth interface and pulling direction
The horizontal ribbon growth (HRG) technique, depicted schematically in Fig 1.9,
promises to overcome many of the limitations associated with vertical ribbon growth
methods. The compelling idea behind HRG is that the crystallization interface is
stretched over a long distance, proportional to the length l indicated in Fig 1.9, which
provides a much greater area over which the latent heat of solidification can be dissi-
pated. Silicon releases a significant amount of heat upon phase change, and its removal
from the system, as we have seen in the EFG system, is the limiting factor for attaining
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fast growth rates [56]. In addition, the HRG method achieves growth without a carbon
shaping die, such as employed by EFG, eliminating the prime source of carbon contam-
ination of the melt and the crystal. Further, the furnace design in the system can be
engineered to remove latent heat in a direction roughly perpendicular to the pulling di-
rection, decoupling the pulling and the growth rates, and help achieve far higher pulling
rates under far lower thermal gradients than in the vertical methods. Attaining a purer
melt and reduced thermal gradients in the crystal allow for the possibility of higher
quality, even single-crystalline, material growth by the HRG method.
In the late 1950s, Shockley first envisioned a process [57] that would grow thin silicon
ribbons horizontally, supported by a molten material. The first practical implementation
of the HRG process was achieved by Bleil in the late 1960s [15, 58], who succeeded in
growing thin ribbons of ice and germanium. His process involved pulling the ribbon
horizontally over the melt surface, with submerged heaters at the bottom and heat sinks
at the top, to form a wedge shaped growth interface extending over several centimeters.
In the late 1970s and early 1980s, focus had shifted towards the production of silicon
ribbons for photovoltaic substrates by this technique. Subsequent development of the
process for silicon growth was carried out through the mid-1970s to early 1980s in Japan
under the Sunshine Project, as reported by Kudo [14, 59]. With several modifications
in furnace design over Bleils configuration, Kudo demonstrated growth rates of 41.5
cm/min for single-crystal and 85 cm/min for multi-crystalline silicon, with thickness
and width in the ranges of 200–400µm and 10–30 mm respectively and lengths reaching
up to 2 m in a typical growth operation. Ribbon crystals were grown with dislocation
densities of about 105cm−2, with some sections of the ribbon completely dislocation free,
and carbon concentrations of the order 1017atoms/cm3, significantly lower than EFG
grown ribbons, and cells fabricated from these ribbons were reported to have nearly
similar efficiencies as CZ crystals.
A similar effort in this time frame in the U.S. at the Energy Materials Corporation
led to the development of the low-angle silicon sheet (LASS) growth process [60] where
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Figure 1.10: (a) Schematic of Kudo’s HRG system [14] (b) Germanium ribbons grown
by Bleil [15] (top) and silicon ribbons grown by Kudo [14] (bottom) (c) Schematic of the
RGS system [16] (top) and optical microscope image showing columnar grain growth in
RGS grown ribbon [17] (bottom)
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growth rates of up to 60 cm/min were demonstrated. In very recent work, Ydstie and co-
workers [61], inspired by the Pilkington float-glass process, proposed a horizontal silicon
growth process similar to that of Shockley and produced a prototype HRG system to
grow ice. A variant of the HRG process came into development in late 80’s, termed
as Ribbon Growth on Substrate (RGS), where the extended wedge-shaped interface is
supported on a moving substrate as apposed to just floating on top of the melt [62].
The substrate gives rise to multiple nucleating sites and a consequent columnar grain
structure in the growing ribbon and doesn’t hold the promise of single-crystalline growth
offered by the HRG process.
In spite of these promises, however, the HRG process is yet to be applied successfully
for the production of solar silicon due to a host of challenges that disrupt stable growth
conditions and must be addressed to make the HRG process work reliably. First, a
precise control over heat transfer is needed to maintain the delicate balance of heat fluxes
associated with the extended interface in HRG. Namely, the latent heat of solidification
must be induced to travel primarily vertically, even though the sheet is being horizontally
pulled, at a rapid rate, from the melt pool. Early efforts relied on passive cooling of
of the top of the crystal by radiation and natural convection and further improved by
Kudo [14] via active cooling using directed flows of helium gas toward the top surface,
as shown in Fig 1.10a.
Additional challenges for stable HRG growth arise from the complicated interfaces
in this system. Namely, the HRG process is subject to a number of potential edge
instabilities that are not present in vertical, sheet growth methods. First, consider that
the vertical edges of each flat face in the EFG process are connected by the bends of
the closed octagonal tube (see Fig 1.7c), while the lateral edges defining the width
(w in Fig 1.9) of the sheet in the HRG process are constrained only by the thermal
field set up across the surface of the melt. In addition, unlike vertical systems, where
the interplay of meniscus dynamics, sheet thickness, and gravity assures inherent shape
stability during growth [63, 64, 65, 66], HRG can exhibit meniscus failure modes. The
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Figure 1.11: Kudo’s schematic illustrations of problems encountered in the HRG exper-
iments [14]: (a) Bridging between seed and crucible (b) Melt spilling (c) Polycrystalline
growth (plan view)
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lower meniscus, that connects the sheet with the front edge of the crucible by capillary
forces as shown in Fig 1.11, is especially problematic, prone to breakage and subsequent
melt spilling, if it is too long, and to freezing and bridging the ribbon to the crucible,
if it is too short [15, 14]. Finally, the large rate of heat removal from the top surface of
the melt needed to realize fast growth rates has led to reported supercooling followed
by polycrystalline dendritic growth from the tip of the growing crystal as depicted in
Fig 1.11 [14, 20]. A major objective of the thermal-capillary model that we develop
here is to understand the cause and possible avoidance of these failure mechanisms.
Zoutendyk [19] was among the first to analyze heat transfer in the HRG process.
By specifying the shape of the melt-solid interface and the thickness of the sheet, along
with assuming a linear form of the temperature field in the crystal, he was able to relate
pull speed, ribbon thickness, and thermal conditions in the melt for several limiting
cases of heat removal by radiation from the top crystal surface and an isothermal top
crystal surface, which was referred to as a heat clamp condition. A similar analysis was
conducted by Kudo and Tamai [14] to elucidate the wedge factor, i.e., the extent of
spreading of the melt-crystal interface across the surface of the melt, needed to support
large growth rates in their system. In a later analysis, Zoutendyk [67] extended his
model to account for forced convective heat transfer within the melt via a boundary layer
analysis and also employed active cooling of the ribbon surface into their calculations.
Glicksman and Voorhees [68] performed an analysis of the morphological stability of
the HRG process using an analytical form of a thermal field that was more appropriate
than assumed by Zoutendyk [19], although Glicksman and Voorhees also employed the
highly idealized heat clamp condition to specify the temperature along the upper surface
of the crystal. They found that this model predicted inherent morphological stability
for the process operating under reasonable conditions. In the most recent analysis of the
HRG system, which now dates back 20 years, Thomas and Brown [56] used finite element
models to probe the different operating behaviors of vertical and horizontal silicon sheet
growth. Interestingly, while Thomas and Brown employed a thermal-capillary model to
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compute coupled heat transfer, melt-crystal interface position, and meniscus shape for
the vertical EFG system, they neglected the melt meniscus in the horizontal system and
applied a rather idealized thermal boundary condition of a linear temperature profile
along the lower side of the pulled silicon sheet. Even with these idealizations, they were
able to better define the relationship between the aspect ratio of the interface (what
Kudo referred to as the wedge factor), the growth rate, and heat transfer. Rhodes et al.
[69] investigated the behavior of the meniscus connecting the crucible lip to the lower
surface of the HRG crystal by solving two-dimensional Euler-Laplace capillary equation;
however, they did not consider heat transfer effects.
While these prior models have elucidated many aspects of heat transfer, interface
shape, and pull rate in the HRG system, all have critical shortcomings. Namely, all
have treated heat transfer from the sheet in extremely idealized manners and are there-
fore unable to directly address furnace heat transfer design issues. In addition, none
have addressed the modeling of the dynamics of the lower melt meniscus in this system,
which represents a feature which may significantly impact the stability of the system.
What is needed are comprehensive models that realistically represent all of these cou-
pled phenomena of heat transfer, melt convection and capillary effects together in one
model for the horizontal configuration. We address these shortcomings in the model pre-
sented here and demonstrate that the resulting comprehensive, thermal- capillary model
provides insights into many of the limiting factors associated with the HRG system.
Chapter 2
Thermal-Capillay Model
Realistically representing the geometrical complexity of several, strongly coupled free
boundaries makes modeling of the HRG system extremely challenging. Indeed, there
have been no prior attempts to put together the complete thermal-capillary model
required for this task. To do so here, we employ two simplifying assumptions. First, we
assume that the most essential interactions of the HRG process can be represented in
two dimensions, as depicted by the domains comprising melt, crystal and crucible shown
in Figure 2.1. In this configuration, the growth interface spreads across a shallow melt
supported by a cantilever shelf that extends from the crucible, similar to the geometry
employed in laboratory development at Energy Materials Research. Second, we employ
an idealized picture of furnace heat transfer that, while qualitatively representative of a
real system, is purposely simplified for this study. Our discussion of model development
for this nonlinear, coupled, moving-boundary problem is provided below.
2.1 Field equations
To model the temperature field throughout the system, T (x, y), the energy conservation
equation is applied with conduction terms in all three material domains. Convection
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Figure 2.1: Crucible geometry and thermal boundary conditions for base case simulation
of the HRG system along with illustration of growth angle, wetting angle and pinning
conditions at melt–crucible junctions and at triple phase lines (TPLs).
terms in the melt and crystal domains account for fluid flow and ribbon motion, respec-
tively.
∂T
∂t
+ u · ∇T = αi ∇2T, i = m, c (2.1)
∂T
∂t
= αi ∇2T, i = d (2.2)
The subscript i denotes the phase, with m for the melt, c for the crystal, and d for
the crucible. The variable t refers to time, partial derivatives are represented by ∂/∂t,
and the nabla operator with ∇ ≡ (∂/∂x)ex + (∂/∂y)ey, where ej indicates a unit vector
pointing in the j-coordinate direction. The velocity field u is represented in the melt
and crystal domains. The thermal diffusivity, αi = ki/ρicpi is written for each phase,
where ki is the thermal conductivity, ρi is the density and cpi is the heat capacity.
The velocity field, u(x, y), and pressure field, p(x, y), in the melt domain are governed
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by the Navier–Stokes equations and the continuity equation, written for an incompress-
ible fluid, to satisfy momentum and mass conservation, respectively:
ρm
∂u
∂t
+ u · ∇u = ∇ · T+ ρm[1 + βm(Tmp − T )]g, (2.3)
∇ · u = 0, (2.4)
In the above equations, T is the total stress tensor, I is the identity tensor, g is the
gravity vector and µm is the viscosity of silicon melt. The momentum equation accounts
for inertial, viscous, pressure, and gravity forces. In addition, it accounts for buoyancy
forces according to the Boussinesq approximation by considering a temperature depen-
dance of the density, ρ = ρm(1 +βm(Tmp−T )), in the body force term of eq. (2.3). The
melt density is represented by ρm, βm is the thermal compressibility of the melt, and a
reference temperature Tmp is chosen as the melting point of silicon.
Additional information is needed to specify the a priori-unknown positions of all
moving boundaries in this problem, namely the solidification interface, the upper and
lower melt menisci, and the thickness of the silicon ribbon. We discuss below the condi-
tions that determine these moving boundaries, followed by other boundary conditions
that must be supplied for the field equations to complete the specification of the math-
ematical model.
2.2 Solidification interface
Since the solidification interface divides the domains of melt and crystal, appropriate
boundary conditions must be applied to assure the continuity of temperature and heat
flux across the interface. Continuity of the temperature field is assured by setting
T |m = T |c (2.5)
at the interface. Solidification of melt at the growth interface results in the release of
latent heat at a rate proportional to crystal growth. Balancing the difference in heat
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flux between melt and crystal with latent-heat yields:
km(n · ∇T )|m − kc(n · ∇T )|c = ρm∆Hm n · (Vgex + x˙), (2.6)
where n is a unit vector normal to the interface, ∆Hm is the latent heat per unit
of solidified mass, ex is the unit coordinate vector in the horizontal direction, Vg is the
horizontal pull rate, and x˙ is the rate at which the interface moves with respect to the
fixed coordinates. Under quasi-steady growth conditions, the growth rate is exactly the
pull rate, the interface is motionless in the coordinate frame, and x˙ = 0.
Finally, the growth interface is assumed to lie along the melting-point isotherm,
providing an additional constraint that serves to locate the solidification boundary.
The isotherm condition is then
T (x) = Tmp, (2.7)
where x represents the coordinates that define the interface position and Tmp is the
melting-point temperature. This approach is discussed in more depth by Yeckel and
Derby [70] and is appropriate as long as the kinetics of phase change are sufficiently fast
[71], which is usually the case for semiconductor melt growth.
2.3 Capillary interfaces
There are two melt-gas interfaces in the HRG system, labeled as the upper meniscus
and lower meniscus in Figure 2.1, which are free surfaces. Forces and, consequently, the
melt velocity along these free surfaces are influenced by surface tension and meniscus
shape. A vector representation of the force balance across these menisci is:
n · T = (−pa + γ dt
ds
)n + (
dγ
dT
t · ∇T )t, (2.8)
where the term on the left, n ·T, is the traction vector corresponding to forces from the
melt at the interface, pa is the ambient gas pressure, and s is the arc-length coordinate
along the free surface. The surface tension, γ, and the mean curvature of the surface,
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expressed as, dt/ds, results in a normal stress acting on the free surface. The thermal
variation of surface tension, γ = γmp + (dγ/dT )(T − Tmp), is represented in the second
term on the left-hand-side of the above equation and imposes a tangential stress on the
free surface which drives surface flows from low to high surface-tension regions, referred
to as Marangoni flows.
The force balance above provides two conditions for momentum boundary conditions
along the surface. An additional constraint is needed to specify the location of the free
surfaces, namely the kinematic condition, which states that the meniscus is a material
surface over which no mass escapes, leading to:
n · u = n · x˙, (2.9)
where n · u is the melt velocity normal to the surface and n · x˙ is the normal motion of
the surface itself. Under quasi-steady conditions, the surface is motionless with respect
to the fixed coordinate system and n · x˙ = 0.
Since the mean curvature term in eq. (2.8) involves second derivatives of the free
boundary shape, two additional boundary conditions, one specified at either end of
both menisci, are required to complete their formulation for shape determination. At
the outer end of the upper meniscus, we prescribe a wetting angle condition, specifying
that the melt attain a flat surface away from the growing crystal and wet the inner
crucible wall at a contact angle of θC = 90
0. This condition does not pin the end of the
meniscus, rather it allows the meniscus to float with the melt volume. Determination
of the melt volume is discussed in ensuing Section 2.5. The other boundary condition
for the upper melt meniscus is that it connects to the triple phase line (TPL) that is
defined by the intersection of the solidification interface with the upper ribbon surface.
For the lower meniscus, we simply specify endpoints that connect the melt surface to
the lower crucible lip and to the TPL associated with the ribbon lower surface.
Finally, the pinning condition of the lower meniscus to the crucible merits additional
discussion. Although this condition is unambiguous with respect to the mathematical
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formulation of the problem, there are physical implications of this connection. Namely,
when a liquid surface contacts a flat solid, it will form an equilibrium wetting angle θe.
However, while a liquid may remain pinned at the edge at a corner, its apparent contact
angle, θC , can differ markedly from θe. Such pinning arises due to the microscopic
radius of curvature at the edge, which can allow a local equilibrium wetting angle to
be satisfied while yielding a different macroscopic angle [72, 73]. For two solid surfaces
forming a corner with a dihedral angle φ (see Figure 2.1), the classical Gibbs limit
[74, 75, 76] states that the meniscus pinning condition is stable only when θC lies within
the following values,
θe < θC < 180− φ+ θe. (2.10)
Beyond these limits, the melt meniscus will either recede from or spill over the corner
of the crucible.
2.4 Ribbon thickness
In the thermal-capillary formulation presented here, the thickness of the growing ribbon
is computed as a part of the problem formulation. The only assumption is that we apply
motion to the ribbon at a specified speed and direction, namely Vgex in the current
problem specification.
The ribbon thickness is set by the positions of the triple phase lines (TPLs) of the
upper and lower meniscus. Specifically, we enforce the growth angle condition at the
TPL that arises from energetic considerations along each of the three intersecting sur-
faces, as shown in Figure 2.1. Eustathopoulos et al. [72] provide an excellent discussion
of these issues. For the pulling direction considered here, a general equation for the
vertical position of each TPL is written as
∂yi
∂t
= (Vg + x˙ · ex) tan(ψ − θg), (2.11)
where yi is the vertical coordinate of the TPL, θg is the growth angle, ψ is the actual
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angle of attachment of the meniscus to the TPL, and the term x˙·ex denotes the transient
horizontal motion of the TPL caused by movement of the solidification interface. In a
transient simulation, the above conditions specify the evolving shape of the ribbon,
where changes in thickness are moved away from the TPLs by solid-body translation in
the pulling direction and result in a time-varying ribbon thickness.
Under conditions of quasi-steady growth, the above condition simplifies considerably
to require that each meniscus attach to the crystal at the growth angle (thus assuring
no change in TPL positions and a constant ribbon thickness), namely
n · ex = sin θg, (2.12)
where n is the unit vector normal to the meniscus. For silicon crystals, a growth angle
of θg = 11
0 is maintained [73, 77, 64, 78].
2.5 Melt level and outlet flows
Mass conservation of the melt is specifically enforced by continuity, eq. (2.4), in con-
junction with boundary conditions that specify flows normal to the boundaries. We
have already specified no flows across the menisci by the kinematic condition, eq. (2.9).
This condition is augmented by no-slip conditions along all solid surfaces. Along the
inner crucible walls, we specify
u = 0, (2.13)
which sets the normal and tangential velocity components to zero.
However, the situation along the solidification interface is different; tangential and
normal velocity conditions arising from mass conservation during phase change at the
growth interface result in an effect known as solidification flow. Appropriate velocity
conditions are imposed on the interface to capture these effects:
t · (u− ρc
ρm
Vg ex) = 0, (2.14)
n · (u− ρc
ρm
Vg ex) = (1− ρc
ρm
)n · x˙, (2.15)
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where x˙ denotes the time rate of interface movement with respect to the coordinates and
t and n are unit vectors in tangential and normal directions to the interface, respectively.
Unless the melt is replenished continuously during growth, the upper meniscus po-
sition will steadily drop as the ribbon is pulled and the crucible empties. If a transient
model is applied, the melt level will be determined by the initial melt volume and by
mass conservation inherent in the problem formulation as stated above.
The case of continuous melt replenishment is of engineering interest, since this would
allow for steady-state operation over extended periods of time. To assess this situation,
we replace the no-slip conditions of eq. (2.13) with a different set of conditions along
the bottom crucible inner surface. Specifically, we allow for a make-up flow that exactly
counters the loss of melt material due to solidification at the interface using the following
conditions:
t · ∇u = 0, (2.16)
nn : T = −po, (2.17)
where po, is set to attain a desired, quasi-steady melt level.
2.6 Thermal boundary conditions
The remaining boundary conditions account for heat transfer between the system and
the surrounding furnace. Our current model employs relatively simple representations
of applied heating and cooling, based on descriptions of prior HRG systems [14] and on
configurations under development by Energy Materials Research.
Radiant heat fluxes are applied along all exterior surfaces via the Stefan-Boltzmann
law:
ki n · ∇T |i = σi(T 4 − T 4a,j), (2.18)
where σ is the Stefan-Boltzmann constant, i is the emissivity of surface i, and Ta,j
denotes an ambient temperature with which the surface exchanges heat. The ambient
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temperatures, Ta,j , are set to qualitatively match heat transfer conditions. For example,
the crucible bottom and sides are heated by a uniform temperature above the melting
point of the system, the shelf of the crucible is heated by slightly hotter temperatures to
provide larger gradients across the growth region and prevent lower meniscus freezing.
The top surface of the melt and crystal cools to a uniform ambient temperature. Finally,
an after-heater region is specified above and below the ribbon as it exits from the crucible
shelf, with an ambient temperature slightly below the melting point, but significantly
above the cool ambient applied elsewhere.
One important modification is made to the above heat flux conditions. Following the
suggestion by Zoutendyk [67] and the description of Kudo [14], a gas jet is assumed to
be positioned over the ribbon tip, and the flux condition is augmented in a thin region
adjacent to the growth tip with a convective cooling term as follows,
kc n · ∇T |c = σc(T 4 − T 4a,t) + hc(T − Ta,t), (2.19)
where Ta,t denotes the cool ambient temperature over the top of the system and hc is a
heat transfer coefficient estimated for the cooling jet conditions described in [14].
Finally, we make the ribbon domain extend far enough out of the crucible so that
it attains thermal equilibrium with the ambient temperature and its end position does
not affect heat transfer near the growth region.
Chapter 3
Numerical Methods
3.1 Galerkin Finite Element discretization
The above equations governing the thermal-capillary model are posed for either a fully
transient representation or as a quasi-steady model, where all time derivatives are set
to zero and the appropriate inflow conditions are applied to set a melt level. We employ
the Galerkin finite element method (GFEM) for the solution of these models. While
referring the interested reader to several sources [79, 80, 81] for a detailed description
of the method and its implementation, the essential ideas are presented here succinctly.
GFEM involves discretization of the problem domain dividing it into subdomains,
known as finite elements. Here, the model geometry is discretized using nine-noded
quadrilateral elements. To simplify discretization, the physical coordinates (x, y) are
transformed into computational coordinates (ξ,η) using parametric mapping, as shown
in 3.1, in which the quadrilateral element is mapped to a unit square parent element.
(x, y) =
N∑
k=1
(xk, yk)φk(ξ, η), (3.1)
where xk, yk are the physical nodal coordinates of the quadrilateral element, k refers to
the node numbering and φk(ξ, η) are the variable-order Lagrange basis functions [80]
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defined at each node k. These functions possess the convenient property that their value
is equal to one at the corresponding node k and zero at all other nodes in the element.
Figure 3.1: Parametric mapping to a unit square parent element [18]
To discretize the governing equations, the field variables of velocity (u), temperature
(T ) and pressure (p) are approximated on the parent element, again using the variable-
order Lagrange basis functions(biquadratic (φ) for u, T and linear discontinuous (ψ) for
p).
T = Tˆ =
N∑
k=1
T kφkT (ξ, η)
u = uˆ =
N∑
k=1
ukφku(ξ, η)
p = pˆ =
N∑
k=1
pkψkp(ξ, η), (3.2)
where uˆ, Tˆ and pˆ refer to the approximated field variables. These are substituted into
the governing partial differential equations (2.1 - 2.4), and terms are gathered on one
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side to form residual equations.
RT = ∂Tˆ
∂t
+ uˆ · ∇Tˆ − α∇2Tˆ ,
Ru = ρm∂uˆ
∂t
+ uˆ · ∇uˆ−∇ · Tˆ− ρm[1 + βm(Tmp − Tˆ )]g
Rp = ∇ · uˆ (3.3)
with
Tˆ ≡ −pˆI + µm(∇uˆ + (∇uˆ)T). (3.4)
These residuals represent the error in the approximation to the differential equations
and has to be made small in order to obtain an accurate solution. This is done in a
weighted residual sense [82], where the residual equations are made orthogonal to basis
functions over the entire domain, represented mathematically by the following equations.
∫
A
φiTRTdA = 0,
∫
A
φiuRudA = 0,
∫
A
ψipRpdA = 0 (3.5)
Here index i refers to all the nodes in the entire domain. To eliminate the second
derivates of the field variables in these integro-differential equations, weak form of the
weighted residuals are derived by using the chain rule of differentiation and the Gauss
divergence theorem and are given below
∫
A
φiT (
∂Tˆ
∂t
+ uˆ · ∇Tˆ )dA+
∫
A
α∇φiT · ∇Tˆ dA−
∫
l
αφiTn · ∇Tˆ dl = 0
∫
A
φiu(ρm
∂uˆ
∂t
+ uˆ · ∇uˆ− ρm[1 + βm(Tmp − Tˆ )]g)dA+
∫
A
∇φiu · TˆdA−
∫
l
φiun · Tˆdl = 0,
∫
A
ψip∇ · uˆdA = 0, (3.6)
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where l refers to the boundary length. The area integrals in the physical real space
are transformed to the parent element using the jacobian of transformation and the
integrals are evaluated using 3X3 Gaussian quadrature rule [83] resulting in a set of
non-linear algebraic equations.
3.2 Elliptic Mesh Generation
Due to the free and moving boundary nature of the various interfaces in the system,
whose positions are unknown a priori, it is essential to parametrize the locations of the
nodes. This is accomplished using elliptic mesh generation, developed by de Santos
[84, 85], in which a pair of elliptic partial differential equations are used to describe the
position of the nodes.
∇ ·Dξ(ξ, η)∇ξ = 0
∇ ·Dη(ξ, η)∇η = 0 (3.7)
The principle behind the method can be best explained using a thermal problem
analogy where the two families of mesh lines ξ and η correspond to the iso-temperature
lines of ξ and η in a pure conduction problem governed by the Laplace equations ∇2ξ =
0 and ∇2η = 0 respectively. The temperature field, ξ, has adiabatic condition, i.e.
∂nξ = 0, on two sides (say east and west) and a constant temperature of ξ = 1 and
ξ = 0 on the other two sides (say north and south respectively) and similarly for
the co-temperature field, η, except the boundary conditions on the sides are swapped.
Owing to the properties of the solution of the Laplace equation, the two families of
the mesh lines are bound to have a unique solution with maxima occurring only on
the element boundaries, with iso-lines staying inside the domain and no intersection
between the iso-lines, together giving rise to a distribution of structured quadrilateral
elements throughout the domain.
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The pair of diffusion coefficients, Dξ and Dη, control the element size distribution in
the domain, with constant diffusivity values generating a mesh of approximately equal
element sizes. These values should vary exponentially from element to element in order
to obtain stretching of the mesh, however, their values are calculated from just the initial
mesh generated by the algebraic method. These mesh equations are coupled to the free
and moving boundary conditions imposed by the physics, governing the evolution of
the internal mesh while conforming to these boundaries and preserving the initial mesh
characteristics.
For GFEM implementation, the governing mesh equations are again written in the
weak-form of the weighted residuals as shown in Eq. 3.8, similar to the procedure
adapted before. However, these equations are written in terms of the computational
variables, ξ and η, and need to be transformed into the real space variables, x and y,
by invoking the relationships between parametric mapping.
∫
A
Dξ∇φi · ∇ξdA−
∫
l
φiDξn · ∇ξdl = 0∫
A
Dη∇φi · ∇ηdA−
∫
l
φiDηn · ∇ηdl = 0 (3.8)
The adaptation of such a mesh generation technique, however, introduces a compli-
cation with respect to how time derivates are evaluated. Note that the time derivates
of the field variables in the governing equations are taken with respect to the Eulerian
(or laboratory) frame of reference, whereas time derivates of the basis functions in the
residual equations must be computed with respect to the reference frame fixed with
the parent element. Therefore, the time derivates in the discretized equations must be
converted from the Eulerean frame to the parent element frame:
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∂uˆ
∂t
= u˙− x˙ · ∇uˆ
∂Tˆ
∂t
= T˙ − x˙ · ∇Tˆ
(3.9)
where the overdot indicates time derivates with respect to the parent element frame
which is analogous to the material derivate of the Reynolds transport theorem.
3.3 Boundary Conditions
The various boundary conditions considered in the model can be broadly classified into
the following types: Dirichlet condition where the value of the field variable is specified at
the boundary; Neumann condition where the derivative of the field variable is specified;
and Robin condition where a linear combination of the field variable and its derivates
are specified. Dirichlet condition, also referred to as an essential boundary condition in a
finite element context, is imposed by replacing the residual of the conservation equation
at the specified boundary. The Neumann and Robin conditions are referred to as natural
boundary conditions as they appear naturally in the boundary integral of the weak-form
of the residual, as n · ∇T in the energy residual and n · T in the momentum residual.
These conditions are imposed by simply replacing the integrand in the boundary integral
of the residuals with a specified value or a computable expression.
3.4 Solution Methods
These discretized equations result in a residual vector, r(z, (˙z),p) = 0, where z is a
vector of the nodal values of the field variables and and p denotes a vector of input
parameters. For quasi-steady problems, z˙ = 0 and r(z,p) = 0, is a set of non-linear
algebraic residual equations in z and are solved by Newton’s method iteratively, where
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the non-linear residuals are linearized about the solution vector, zk:
J(zk, p)δ(k+1) = −r(zk, p) (3.10)
where k denotes the iteration count. The Jacobian matrix, J(zk, p), is defined as:
Jij =
∂ri
∂zj
(3.11)
where the subscripts i and j denote row and column indices respectively (ri is the i
th
component of vector r and zj is the j
th component of vector z). The solution update
vector, δ(k+1), is defined by
z(k+1) = z(k) + δ(k+1) (3.12)
The linearized matrix problem in Equation 3.10 is then put into LU-decomposition form
using a direct solver method called the frontal solver developed by Hood [86]. Here, the
Jacobian matrix, J, is never completely assembled but instead its entries are computed
finite element by finite element and summed into an array called the frontal matrix.
This is allowed due to the sparse nature of the Jacobian matrix, J, that results from
the orthogonal nature of the basis functions and their derivates. Summation of each
equation is complete when all finite elements that contribute to it have been assembled.
Completely summed equations are eligible for immediate elimination from the frontal
matrix, with the results stored in arrays representing the LU factors.
Starting from an initial guess, the Newton iterations continue until the L2 norm of
the residual vector and the solution update vector are both less than 10−4 times the L2
norm of the solution vector. Since a prudent initial guess for such a non-linear problem
with moving boundaries can be challenging, it is often difficult to obtain a converged so-
lution using Newtons scheme. Under such circumstances, a damping (under-relaxation)
factor of less than one is often beneficial during the iterations to obtain convergence. A
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modified Newton iteration scheme is also employed appropriately, to reduce computa-
tional effort, where the Jacobian, J, is reused for several consecutive steps before it is
refactorized.
For transient problems, third-order explicit Adams-Bashforth predictor and an im-
plicit trapezoid rule corrector with variable time step is used to integrate the equations
in time. The resulting time-dependent residuals are again non-linear algebraic equa-
tions and are solved by an iterative Newton’s method similar to that applied to the
quasi-steady problems.
Parameter continuation of steady states, with converged solution at parameter P
acting as a good initial guess for the system at P+δP in zeroth order continuation, is
conducted to study parametric sensitivity. First order continuation provides an even
more prudent initial guess at P+δP, given a solution and its factorized Jacobian, J, at
parameter value P, by estimating the first-order sensitivity of the solution vector with the
parameter P. Arc-length continuation [87, 88] is used to track turning point singularities
and bifurcations in the system behavior, by mapping the process parameter, P, onto a
new parameter, L, that characterizes arc-length along the solution curve. Since arc-
length has to monotonically increase along the solution curve, whereas P may or may
not, turning points can be crossed by simply continuing in L instead of P. Parameter
tracking allows for inverse formulation of the problem where it is possible to track the
value of a parameter such that the desired physical constraint is satisfied. For example,
a desired crystal thickness can be specified and the required pull-rate can be computed
as part of the solution.
All the above mentioned numerical procedures are implemented using the Cats2D
(Crystallization and transport simulator 2D) software developed at the University of
Minnesota. An extensive description of this code is presented in [18].
Chapter 4
Thermal-Capillary Analysis
Simulations are performed for a model geometry with a graphite crucible that is taken
to be 1 cm long with a wall thickness of 1 mm. The cantilever shelf extends laterally
from the side of the crucible over a length of approximately 1.5 cm. For the quasi-
steady cases considered here, we set inflow conditions to maintain a melt depth of 0.76
cm. The after-heater length is assumed to be 2 cm, and the width of cooling jet at the
ribbon tip is 1.6 mm. These dimensions are representative of the Bleil’s HRG system
at Energy Materials Research. The crystal is pulled in the positive x-direction and
its length is made sufficiently long enough(∼ 9 cm) to not affect calculations near the
growth-interface, by allowing its far-end to attain thermal equilibrium with the ambient
temperature. More details of the furnace heat transfer conditions used here and the
materials properties of silicon are listed in Table 4.2.
A mesh, shown in Fig. 4.1, comprising of 8,580 elements was employed for all cal-
culations presented here, giving rise to a total of 127,557 unknowns. The mesh was
refined near the interfacial regions to more accurately represent the coupled, nonlinear
phenomena exhibited there. Mesh refinement was undertaken to ensure that the results
shown here are accurate and nearly independent of the mesh, as shown in Table 4.1.
39
40
Table 4.1: Sensitivity of results to the mesh size
Description Mesh I Mesh II Error
Elements 8580 46242
Ribbon thickness (µm) 681.72 683.82 0.31%
Average T (K) 1533.56 1533.02 0.03%
Average U (m/s) 1.223E-2 1.225E-2 0.14%
Average V (m/s) 0.183E-2 0.184E-2 0.48%
Figure 4.1: Top: Meshing scheme in the whole domain (The crystal extends beyond
what is shown in the figure). Bottom: An enlarged view near the solidification interface
showing stretching of the mesh near the free and moving boundaries(bottom)
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Table 4.2: Furnace heat transfer parameters and material properties used in all calcu-
lations performed here.
Description (units) Material Symbol Value
Ambient temperature (K) Crucible heating Ta,d 1747
Shelf heating Ta,s 1806
Lower meniscus heating Ta,e 2019
Upper cooling Ta,c 336
After-heater Ta,ah 1620
After-cooler Ta,ac 336
Conductivity (W m−1K−1) Silicon melt km 64
Silicon crystal kc 22
Gaphite crucible kd 43
Density (kg m−3) Silicon melt ρm 2420
Silicon crystal ρc 2300
Emissivity Silicon melt m 0.27
Silicon crystal c 0.64
Graphite crucible d 0.85
Equilibrium wetting angle (deg) Silicon melt on graphite θe 30
Growth angle (deg) Silicon θg 11
Heat capacity (J kg−1K−1) Silicon melt Cp,m 1000
Silicon crystal Cp,c 1000
Graphite crucible Cp,d 1700
Heat of fusion (J kg−1) Silicon ∆Hf 1.8× 106
Heat transfer coefficient (W m−2K−1) Argon cooling jet hc 0.37
Melting temperature (K) Silicon Tmp 1683
Surface tension (N m−1) Silicon melt γmp 0.72
Surface tension gradient (N m−1K−1) Silicon melt dγ/dT −2.19× 10−4
Thermal expansivity (K−1) Silicon melt β 1× 10−4
Viscosity (kg m−1s−1) Silicon melt µ 1.02× 10−3
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Figure 4.2: Schematic of the heating and cooling arrangements in the HRG system.
Notation corresponds to the description in Table 4.2
4.1 Quasi-steady base case
A quasi-steady, base-case computation was performed using the parameters and prop-
erties described above, and the system geometry and temperature field are shown in
Figure 4.3. With an applied pull rate of Vg = 4.4 cm/min, the model predicts a crystal
ribbon thickness of t = 674 µm.
4.1.1 Thermal field
The overall thermal field is depicted in Figure 4.3a, which shows isotherms spaced at
∆T = 0.95 K through the crucible and melt. A maximum temperature of 1702 K occurs
at the heated crucible bottom, and the temperature gets progressively cooler toward the
top surface. The melt cools even more toward the crucible cantilevered shelf, where the
ribbon solidifies at 1683 K.
The highlighted region of Figure 4.3a is enlarged in Figure 4.3b to display isotherms
plotted at ∆T = 1.1 K through the crucible, melt, and crystal. Over much of the
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Figure 4.3: (a) Temperature field in the melt and crucible domains with Tmax = 1702 K
at the crucible bottom and Tmin =1683 K at the growth interface. In color, higher
temperatures are red and cooler temperatures are blue. Isotherm contour spacing is
∆T = 0.95 K. (b) Enlarged view near the growth interface with Tmax = 1688 K at
the bottom of crucible shelf and Tmin =1672.5 K at the crystal edge after it exits the
growth wedge region. Contour spacing is ∆T =1.1 K. (c) Heat-flux from top surface
of the crystal in the growth wedge region with Fmax = 75 W/cm2 in the active cooling
region and Fmin = 22 W/cm2 in the passive cooling region
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growing ribbon, the solid-liquid interface is nearly straight, forming an extended, wedge-
shaped crystal that is very similar to that originally assumed by Zoutendyk [19]. In this
base case, the interface spans a horizontal length of L = 0.97 cm, forming an average
wedge angle of approximately 4◦ and a wedge factor, (L/t) ≈ 14.4. The wedge factor,
defined as the ratio of solidification interface length (L) to the crystal thickness (t), is a
measure of the interfacial area available for dissipation of the latent heat of solidification.
Larger wedge factors are associated with faster growth rates and indicate the design
advantage that HRG processes hold over vertical growth processes where the interface
length is always approximately equal to the crystal thickness and (L/t) ≈ 1.
Figure 4.4: For the base case simulation at Vg = 4.4 cm/min, temperature versus
distance: (a) along line 1, showing horizontal thermal profile and (b) along line 2,
showing vertical thermal profile.
45
The isotherm contours in Figure 4.3b are densely packed in the crystal wedge and
are aligned parallel with the interface over most of the growth region. This indicates a
strong heat flux that is almost perpendicular to the pull direction. This cooling pattern
withdraws more than 99% of latent heat upward through the crystal wedge, with less
than 1% flowing horizontally along the ribbon growth direction. Note also the significant
cooling of the growth tip via the gas jet directed at the ribbon tip. Consistent with the
speculation of Zoutendyk [67], our calculations indicate that this additional cooling is
needed to obtain an extended wedge shape for the growing crystal. Finally, returning
to the temperature field in the crystal ribbon just beyond the crucible edge, visualized
in the rightmost part of Figure 4.3b, there is no longer a growth interface generating
latent heat, and the temperature field is quite one-dimensional, rearranging itself to
vary primarily in the lateral direction.
Estimates of thermal gradients are obtained by plotting the temperature along hor-
izontal and vertical cuts through the system in Figures 4.4a and b, respectively. Tem-
perature is plotted along line 1 in Figure 4.4a, showing a very small horizontal gradient
of approximately 1.15 K/cm through the melt and approximately 7 K/cm through the
crystal near the growth interface. Horizontal gradients increase to as high as 240 K/cm
as the crystal enters the after-heater region but soon decreases to values close to zero
due to the effect of the after heater. The long cool-down of the sheet to ambient is
evident as it is pulled away from the after-heater. Similarly, temperature is plotted ver-
tically along line 2 in Figure 4.4b. Changes in slope are observed at the crucible-melt
surface due to changes in thermal conductivity and at the melt-solid interface due to
conductivity changes and the release of latent heat of solidification. Notably, vertical
thermal gradients are found to be approximately 26 K/cm in the melt and 130 K/cm
in the crystal, much larger than gradients in the horizontal direction.
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4.1.2 Velocity field and menisci
Details of the velocity field in the melt and the shapes of the upper and lower menisci
are featured in Figure 4.5. Marangoni forces, arising via surface tension variation with
temperature, generate strong surface forces along the upper meniscus. These forces
drive flows with velocities as large as 4.2 m/min (7 cm/s) from the hotter melt near the
crucible on the left side of the domain toward the cooler melt adjacent to the solidifying
crystal tip. Continuity and buoyancy forces in the bulk turn this flow to produce a
clockwise vortex of considerable strength in the upper portion of the melt. Another
vortex spins underneath, moving in a counter-clockwise direction with approximately
half the strength of the upper vortex. The termination of one streamline at the bottom
surface of the crucible is evidence of the make-up flow into the melt, artificially supplied
through the bottom of the crucible to maintain a constant melt level in this quasi-steady
simulation.
Figures 4.5b, c, and d show close-up views of the flow field and geometry. In par-
ticular, the solidification flow pattern, driven by the horizontal motion of the ribbon, is
shown in Figure 4.5c. The velocity of this flow matches with the ribbon pulling speed,
after density correction, to preserve mass during phase change. Figure 4.5d indicates
the presence of another counter-clockwise vortex driven by Marangoni forces along the
lower meniscus, though this flow is an order of magnitude weaker than that driven
along the upper meniscus due to the very short meniscus length and smaller thermal
gradients.
Of particular interest are the shapes of the menisci computed for this system. The
upper meniscus is relatively flat over much of the melt in the crucible, owing to the
effects of gravity, as shown in Figure 4.5a. However, its shape clearly curves downward
toward the ribbon tip in order to satisfy the growth angle criterion, namely that the
meniscus surface and the solid surface must form an angle of θg = 11
◦ at the triple
phase line (see Figure 4.5b). The shape of the lower meniscus is shown in Figure 4.5d,
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Figure 4.5: Stream function contours in the melt domain with a flow rate of 1.72
mm2/s between consecutive streamlines. Solid and dashed streamlines indicate vortices
turning in the clockwise and counter-clockwise directions, respectively. Enlarged views:
(b) near the ribbon tip, flow rate between streamlines is 1.75 mm2/s; (c) near growth
interface, flow rate between streamlines is 0.056 mm2/s; and (d) near exit meniscus,
flow rate between streamlines is 0.051 mm2/s.
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which is nearly straight and quite short, approximately 0.2 mm, under the base-case
operating conditions. This meniscus also connects to the lower surface of the growing
crystal at the specified growth angle of θg = 11
◦. The lower meniscus warrants special
attention, since it must support the weight of the melt drawn over the lip of the crucible
via surface tension, and it must remain pinned to the crucible edge, as specified by the
Gibbs criterion, eq. (2.10). To accommodate a larger range of pinning angles, we have
prescribed a crucible corner with with a dihedral angle of φ = 35◦ in our base-case
configuration. Pinning is examined in more detail as a failure mechanism during HRG
in the next chapter on stability analysis.
4.2 Pull rate limitations
One of the primary motivations for the HRG process is its potential for achieving much
faster growth rates than vertical ribbon-growth methods. Here, we examine the behavior
of our model for changes in the pulling rate, keeping all other parameters the same as
used in the base-case computations of the prior section.
4.2.1 Pull rate, ribbon thickness, and solution multiplicity
Higher pull rates result in greater rates of latent heat release at the growth interface.
This alters the thermal field in the system, affecting the interfacial shapes and reducing
crystal thickness. The solid curve of Figure 4.6a shows the ribbon thickness, t, as a
function of pull rate, Vg. As the pull rate is increased from 4 cm/min to 6.9 cm/min,
the ribbon thickness decreases from 698 µm to 378 µm. The dashed curve of Figure 4.6
plots the relationship between pull rate and ribbon thickness derived in early analyses
of ribbon growth [89, 14, 19].
Vg = γ
∗(L/t), (4.1)
where γ∗ = (kcGc − kmGm)/ρc∆Hf includes Gc and Gm, the gradients in the crystal
and melt at the solidification interface, respectively. This relationship is simply the heat
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flux balance, Eq. 2.6, integrated over the interface under assumed conditions of constant
thermal gradients. We have positioned the dashed curve by plotting the Vg relationship
of Eq. 4.1, matching it to our base-case model results (with Vg = 4.4 cm/min and a t
=674 µm). This simple relationship is in qualitative agreement with our detailed model
results, reinforcing the notion that the dominant effects in determining ribbon thickness
arise from geometry and latent heat.
However, there is a significant difference between these two curves of ribbon thickness
versus pull rate. Zoutendyk’s analysis implies that the relationship between crystal
thickness and pull rate should hold for all values of pull rate, yet this behavior is not
predicted by our numerical model. Namely, the solid curve in Figure 4.6a terminates at
maximum pull rate of approximately 6.9 cm/min. This behavior becomes clearer when
other measures of the system are plotted as functions of pull rate. Figures 4.6b and
c plot growth interface length, L, wedge factor, L/t, and lower meniscus length as the
pull rate is varied. From these curves it is clear that the system exhibits a limit point
at Vg = 6.9 cm/min and that there are multiple solutions at pull rates lower than this.
The existence of such limiting pull rates and multiple solution branches has been
reported for other meniscus-defined crystal growth systems as well, such as the EFG
process [90, 91, 92, 93], Czochralski growth [94, 95, 96], and the micro-pull-down method
[97]. The physical origin of the limit points in these systems is attributed to the inter-
action among interface shapes and latent heat generation. For example, in the HRG
system considered here, increases in the pull rate extend the growth interface length
while simultaneously decreasing the crystal thickness, thus elevating the wedge factor
and generating higher interfacial area to compensate for the greater latent heat release.
However, these changes in geometry cannot indefinitely be sustained and a limit point
arises. Consider the two states labeled as P1 and P2 in Figure 4.6c. Each state is
a valid solution to the quasi-steady thermal-capillary model for a pull rate of Vg = 5
cm/min. However, as indicated by the system geometries shown in Figure 4.6d, the two
states exhibit very different geometries. While both systems have very similar crystal
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Figure 4.6: (a) Crystal thickness plotted as a function of pull-rate and compared with
the prediction from idealized heat transfer analysis of Zoutendyk [19]. (b) Bifurcation
into multiple branches presented in projections of growth interface length and wedge
factor plotted as a function of pull rate. (c) Bifurcation plot in the projection of lower
meniscus length versus pull rate. (d) Enlarged view near the growth interface for P1
and P2 showing the contrasting interfacial shapes.
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thicknesses, the solution on the upper branch has an extended wedge length, L, and an
exaggerated lower meniscus length.
4.2.2 Stability
The limit point and multiple solution branches discussed above typify classical bifurca-
tion behavior arising from nonlinear interactions and have important physical implica-
tions. First, we expect that one branch of the computed quasi-steady solutions will be
temporally stable and that the other will be unstable. For solutions that are temporally
stable, small perturbations will be damped and the system will naturally return to the
quasi-steady state. Perturbations to states on the unstable solution branch will drive
the system away from them. Thus, only the stable branch represents operating states
that are readily achieved and maintained during operation. Second, perhaps even more
importantly, the limit point represents the maximum feasible pull rate attainable for
this system; there are no stable operating states for higher pull rates. However, we will
demonstrate, in calculations described in the next section, that this limit point can be
shifted to larger values for different system designs.
The temporal stability of our quasi-steady solutions can be determined by perform-
ing transient simulations using the time-dependent formulation of the thermal-capillary
model (including replenishment to keep the melt level constant in the crucible). The
solutions on the lower branch of Figure 4.6c are probed via two simulations that employ
the quasi-steady solution at a pull rate of Vg = 4 cm/min as an initial condition. The
change of ribbon thickness with respect to time is plotted in Figure 4.7a for these two
cases, one with a step increase in pull rate of Vg = 4.2 cm/min applied initially and
another with a step change to Vg = 5 cm/min. Both cases show the system settling into
new, quasi-steady states after about a minute of operation time. These new states also
match the crystal thicknesses, 670 µm and 520 µm, predicted from quasi-steady-state
analysis for the corresponding new pull rates of Vg = 4.2 cm/min and Vg = 5 cm/min.
This confirms that the lower branch comprises solutions that are temporally stable.
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Figure 4.7: (a) Time evolution of states on lower solution branch of prior figure after a
step disturbance in pull rate at time t = 0. (b) Time integration of state P2 on upper
solution branch of prior figure, without any initial perturbation. (c) Enlarged view near
the growth interface during the evolution of simulation starting with state P2 on upper
solution branch at t = 0 and t = 8.5 s.
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A transient analysis is also performed for the other quasi-steady solution P2, at
Vg = 5 cm/min, on the upper branch of Figure 4.6c. For this simulation, the state
P2 is applied as an initial condition, and time integration is carried without forcing
any disturbance on the system. The simulation results plotted in Figure 4.7b indicate
that the system deviates from its state after just a few seconds of operation time (here,
round-off error provides a perturbation to the system). The crystal thickness and lower
meniscus length undergo a steep increase until the simulation fails. The interfacial
shapes shown in Figure 4.7c suggest a break-down of the lower meniscus, resulting in
spilling over of the melt from the crucible as a failure mode and demonstrating that the
upper branch states are unstable.
4.3 Achieving higher pull rates
The postulated base case discussed above exhibited a growth rate limit of 6.9 cm/min, a
value far lower than has been reported for HRG systems in practice. Here, we investigate
how system design can affect the ability to achieve faster growth rates.
The key idea behind HRG and high growth rates is achieving a very large melt-
solid interface area to dissipate the latent heat of solidification. In our two-dimensional
consideration of the HRG system, interface area is directly proportional to the wedge
factor, (L/t). The system design considered thus far produces a solidification interface
length of approximately L = 1 cm with ribbon thickness of order t = 500 µm, yielding
a wedge factor of (L/t) ≈ 20. In contrast, Kudo [14] experimentally demonstrated
polycrystalline silicon growth rates of up to 85 cm/min with a crystal thickness of
200 µm. The solidification interface was spread over a length of 12 cm, forming a wedge
factor of (L/t) ≈ 600.
To extend the solidification interfacial area further in our system, we elongated the
cantilevered shelf of the crucible while keeping all other parameters constant. The
crystal thickness computed for these systems is plotted as a function of pull rate in
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Figure 4.8: (a) Crystal thickness plotted as a function of pull rate for three different
crucible cantilever shelf lengths. (b) Wedge factor versus pull rate for the three different
cases.
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Figure 4.8a, where the behavior of the base-case configuration of shelf length, l = 1.5
cm, is compared with two additional configurations with shelf lengths of l = 3 cm and
5.5 cm. Quasi-steady operating states from only the stable branches of the solution
curves are displayed. Each curve shows a decrease in ribbon thickness with increasing
pull rate; however, the new configurations with extended interfaces are able to reach pull
rates as high as Vg = 16.6 cm/min for l = 3 cm and Vg = 32.4 cm/min for l = 5.5 cm.
The locus of limit points depicted in Figure 4.8a represents the maximum pull rates
attainable in this system as the shelf length is extended. Figure 4.8b shows the wedge
factors for these systems as pull rate is varied. For the longer shelf lengths, the wedge
factor varies almost linearly with pull rate, consistent with the scaling predicted by
eq. (4.1) of Zoutendyk [19].
4.4 Conclusions
We have presented the development of a mathematical model of the HRG system that
rigorously couples heat transfer, fluid flow, and interfacial phenomena associated with
capillarity and crystal growth, and, for the first time, have successfully solved this model
via a finite element method. This thermal-capillary analysis is applied to assess growth
behavior as a function of system geometry and applied pull rate.
Our base-case simulation shows many of the salient features of the HRG system. For
example, achieving horizontal growth with an extended solidification interface requires
a heat transfer environment achieved in this system by the combination of active cool-
ing at the solidifying tip, a cantilevered crucible shelf extension, and an after-heater.
This combination produces conditions favoring the dissipation of latent heat from the
interface primarily in the vertical direction, perpendicular to the pulling direction of
the ribbon. Compared to the vertical EFG process [50], which is typically limited to
growth rates of 2–3 cm/min and operates under thermal gradients as high as 500–1,000
K/cm, the HRG system modeled here achieves substantially faster growth rates under
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lower thermal gradients, thus showing the promise of this approach.
Our base-case simulation also reveals the presence of strong flows, driven primarily
by Marangoni forces, along the upper meniscus. Owing to the small crucible size con-
sidered here, buoyancy-driven flows are rather weak, and, overall, convection does not
strongly affect heat transfer through the melt. The upper and lower meniscus shapes
were shaped by surface tension, gravity, and the requisite growth angle at the triple
phase line (TPL). To meet these requirements, the mean level of the upper meniscus
lies slightly above the ribbon and curves downward to meet it at the TPL. The lower
meniscus, much shorter and nearly straight, prevents the freezing of the crystal onto
the lip of the crucible.
Our model predicts a decrease in ribbon thickness with increasing pull rate, con-
sistent with the prior analyses of Zoutendyk [19] and others. However, our nonlinear,
thermal-capillary model exhibits a maximum pull rate that is manifest as a limit point
in quasi-steady solutions. Through transient analysis of states along both solution
branches, we demonstrate that one branch represents operating states that are tem-
porally stable to disturbances, while the other solution branch is made up of unstable
states. Our analyses also indicate that the likely failure mechanism for the unstable
states is a breakage of the lower meniscus, a result that is consistent with one of the
failure mechanisms reported in HRG experiments [14]. Finally, we demonstrate that
suitable system design changes that promote a more extended solidification interface,
with a correspondingly greater wedge factor, shift the growth rate limit point to larger
values and allow for stable growth at faster rates.
Overall, our results are consistent with prior HRG experimental development [14].
For example, our model shows the primary importance of thermal design; achieving
the wedge-shaped solidification interface in stable operating states required a careful
balance among tip cooling, lower meniscus heating, and ribbon after heating effects. In
addition, our analyses demonstrated that fast growth requires large wedge factors and
that growth rates are limited by nonlinear interactions manifested by physical failure
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mechanisms. We further explore instabilities and failure mechanisms of the HRG system
in the following chapter.
We believe that the thermal-capillary model results presented here provide a fun-
damental basis for understanding the horizontal ribbon growth of silicon. With further
analysis, we believe that process improvements will be identified that may simultane-
ously enable fast growth while circumventing the many failure mechanisms inherent in
this promising system.
Chapter 5
Stability Limits
The stability limits are further probed here for the same system considered in the
previous chapter that is representative of the experimental system at Energy Materials
Research. We first examine the nature of steady operating states as a function of pull
rate, keeping all other parameters fixed and providing for melt replenishment. We follow
with additional examples of instabilities related to pull angle and melt height and finish
with a transient computation showing the need for melt replenishment.
5.1 Limits with respect to pull rate
A typical quasi-steady operating state of our HRG model is depicted in Figure 4.3 and
Figure 4.5, where the system geometry, temperature field, and melt flows are shown for
a pull rate of Vg = 4.4 cm/min. The thermal field shows heating through the crucible,
with cooling along the upper surface and along the cantilever shelf. The effects of cooling
along the upper ribbon surface are evident. Convection in the upper region of the melt is
driven by the combined effects of buoyancy and Marangoni forces, driving the relatively
stronger upper flow cell in the clockwise direction. The underlying recirculation vortex
rotates in the opposite direction, driven by forces exerted by the upper cell and buoyant
forces. The sole streamline connecting to the bottom of the crucible shows the influence
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of the make-up flow through the crucible bottom needed for melt replenishment under
steady operating conditions.
One of the most significant predictions of the thermal capillary model concerns the
response of the ribbon thickness with respect to varying pull rates. Keeping all other
parameters constant, the crystal thickness decreases with increasing pull rates, in re-
sponse to the greater amount of latent heat released at the solidification interface. This
effect is shown in Figure 4.6 where each point along the curves represents a solution to
the quasi- steady-state model. However, there exists a limiting pull rate beyond which
no steady-state solutions exist, which is revealed by a limit point bifurcation and a
second solution branch. These two branches are not easily seen in the representation
shown in Figure 4.6a, since the two branches nearly overlay each other. When a different
projection of the solutions is employed, such as the plotting of the wedge factor (L/t),
where L is a measure of the length of the interface and t is the ribbon thickness, versus
pull rate in Figure 4.6b, the two solution branches are apparent. Transient analysis
conducted indicate that the lower branch represents a family of temporally stable solu-
tions, while the upper branch is unstable. In the ensuing sections, we further examine
the nature of operating states as a function of pull rate along this stable lower branch
of our quasi-steady, thermal-capillary model.
5.1.1 Crystal freezing onto crucible
Figure 1.11a shows Kudos illustration of what he referred to as bridging between the seed
and crucible. We interpret this as a problem of the crystal freezing onto the crucible,
and we observe that this limit is approached in our model system when the pull rate is
decreased. Under these conditions, a decreasing pull rate corresponds with decreasing
the rate of latent heat release. This results in an increase in the thickness of the growing
ribbon, as shown by the solid curve in Figure 5.1a (which represents the same states as
in Figure 4.6a), and an accompanying shortening of the lower meniscus, as indicated by
the dashed line. As the pull rate is decreased, the solidification front approaches the
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Figure 5.1: Variation of lower meniscus length(dashed curve) and crystal thickness(solid
curve) with pull rate (b) Interfacial shapes for pull rates of Vg = 5.6 cm/min and Vg = 4
cm/min respectively, showing the contracting lower meniscus shape
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crucible lip and eventually freezes onto it at approximately Vg = 4 cm/min.
This behavior is illustrated in Figure 5.1b showing plots of interfacial shapes obtained
for two simulations, at Vg = 5.6 cm/min and Vg = 4 cm/min. Notice how the meniscus
length contracts as the pull rate decreases. This failure mode imposes a lower limit on
the pull rate for any particular heat transfer design.
5.1.2 Growth beyond the limiting pull rate
Our thermal-capillary model predicts that there are no steady states beyond the limiting
pull rate of Vg = 6.9 cm/min for the base-case HRG system under consideration here.
We test this assertion here via a transient simulation, where the steady operating state
at Vg = 6.9 cm/min is subjected at time zero to an increase in pull rate of Vg = 7.2
cm/min, a value beyond the limit point exhibited by the quasi-steady-state calculations.
Figure 5.2a shows the crystal thickness and wedge factor as functions of time. After
the increase in pull rate at t=0, the ribbon starts to slightly thin as expected, due to the
increased growth rate and release of latent heat, and the wedge factor slightly increases.
However, after approximately 20s, these quantities suddenly reverse their behavior and
diverge.
An examination of the interface geometries, shown in Figure 5.2b, provides clues
about the system behavior. First, compare the solidification interface shape between
the initial state and that shown for t = 24 s. While the initial state displays the
expected wedge-shaped interface, the solid-liquid interface curves sharply downward in
the later state. Even more significant is the shape of the lower meniscus, which extends
significantly in length at later times. Eventually, the meniscus is too long to support the
overlying melt and breaks. Thus, there is no stable steady state for pull rates beyond
the limiting value. This result is consistent with the states predicted for the unstable
solution branch, which also exhibited very extended lower meniscus shapes, as discussed
in Section 4.2.2.
While it is tempting to draw a correspondence of these unstable, extended meniscus
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Figure 5.2: (a) Evolution of crystal thickness(solid curve) and wedge factor(dashed
curve) with time after a step change in pull rate from Vg = 6.9 cm/min to Vg = 7.2
cm/min, which is beyond the thermal-capillary limit (b) Evolution of interfacial shapes
with time
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shapes at pull rates beyond the limit point with the melt spilling problem reported by
Kudo (see Figure 1.11b), we believe that a more likely explanation lies in a wetting
instability known as the Gibbs limit, which we examine in the following section.
5.1.3 Spilling of the lower meniscus
Our thermal-capillary model assumes that the lower meniscus remains pinned at the
crucible edge under all conditions, forming an arbitrary contact angle. In fact, there is a
unique equilibrium wetting angle, a material property, for a specific liquid on a specified
solid, which we denote as θe. Let us carry out a thought experiment to reconcile these
two different views.
Figure 5.3: Schematic of wetting and pinning of the lower meniscus along the crucible
and crucible edge; see text for explanation.
First, consider that there is just enough liquid to wet but not completely cover the
crucible lip. We would expect that the liquid would form an angle θe, as indicated
schematically on the left of Figure 5.3. As we supply more liquid, we would expect this
wetting interface to advance toward the edge of the crucible. When the liquid reaches
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the edge of the crucible, it stops and pins itself, taking on an apparent angle different
from the equilibrium angle, namely θC . However, as pointed out lucidly in [27,18], the
microscopic radius of curvature at sharp edges allows the meniscus to take on a range
of apparent contact angles θC , that still locally satisfy the local equilibrium wetting
angle θe, tangent to the actual surface; see the blow-up image on the right of Figure 5.3.
In fact, local equilibrium is satisfied at the edge, pinning it macroscopically, until the
angle attains a value such that θe is formed with respect to the other solid surface, thus
allowing the meniscus to advance across this surface and causing the liquid to spill over
the edge.
The range of stable, apparent contact angles allowed at an edge is given mathemat-
ically by the condition
θe < θC < 180− φ+ θe, (5.1)
where φ is the dihedral angle formed at the corner when two solid surfaces meet. For
silicon melt wetting a graphite crucible (actually silicon wetting a silicon carbide layer
that covers the wetted graphite) with a corner dihedral angle of φ = 350, as considered
in our base case system, these limits correspond to 300 < θC < 175
0.
Returning to our model predictions, Figure 5.4a shows the shape of the lower menis-
cus, where x denotes distance away from the crucible edge, for different pull rates. Note
that shape of the meniscus changes with pull rate and that the apparent contact angle
increases with higher pull rates. The apparent contact angle is plotted as a function of
pull rate in Figure 5.4b. The predicted states violate the Gibbs limit at a critical pull
rate of Vg = 6.2 cm/min, thereby rendering all the states beyond this pull rate unstable
to the wetting instability. Thus, our model predicts the melt spilling problem elucidated
by Kudo[14], especially plaguing the process at higher growth rates. Significantly, this
stability limit occurs at a pull rate lower than the limit point predicted by our model,
thus narrowing the window in pull rate for stable process operation.
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Figure 5.4: (a) Shapes of the lower meniscus for different pull rates from Vg = 4.8
cm/min to Vg = 6.8 cm/min. Stable shapes are indicated by the solid curves; unstable
shapes are indicted by dashed curves. (c) Contact angle as a function of pull rate,
marked with regions of stability according to Gibbs limit.
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5.1.4 Melt under-cooling at the ribbon tip
The thermal environment of the HRG system is designed to enhance the vertical flow
of heat, across the thickness of the ribbon and transverse to the direction of pulling. A
natural outcome of this is a small horizontal thermal gradient, and this aspect of heat
transfer becomes critically important at the first-to-freeze tip of the ribbon.
In Figure 5.5, we consider the surface temperature of the HRG system, as defined
along the path marked with arrows in the upper schematic. In the lower plot, temper-
ature is plotted as a function of distance along the melt and crystal surfaces near the
ribbon tip for three different pull rates. Consider first the profile for the pull rate of
Vg = 4.4 cm/min. Here, the temperature along the surface of the melt is above the
melting point and decreases as the ribbon tip is approached. The solid-liquid interface
is located precisely at the melting point temperature, where the slope of the profile
changes due to the discontinuity in thermal conductivity between melt and solid and
the release of latent heat. As the pull rate is increased, more latent heat is released, the
ribbon tip shifts toward the right, and, most importantly, the thermal gradient in the
melt decreases. All of these effects are readily apparent for the case of Vg = 5.3 cm/min
in Figure 5.5.
Significantly, the thermal gradient along the melt surface approaches zero at the
solid-liquid interface at the pull rate of Vg = 5.3 cm/min. Beyond this pull rate, negative
thermal gradients develop in the melt in front of the ribbon tip, and the temperature
falls below the melting temperature, giving rise to an undercooled region as highlighted
in Figure 5.5. The undercooled melt in this region is thermodynamically unstable and
will, at some point, produce a burst of crystallization. This is exactly the observation
of polycrystalline growth observed by Kudo, shown in Figure 1.11c.
Interestingly, such negative thermal gradients and undercooled regions near the
growth interface have been observed in several other ribbon growth processes. Thomas
and Brown predicted melt supercooling to occur in vertical EFG systems at higher
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Figure 5.5: Surface temperature profile along the upper meniscus and crystal surface,
near the ribbon tip (above), plotted for three different pull rates of Vg = 4.4 cm/min,
5.3 cm/min, and 6.9 cm/min, showing regions of undercooled melt at higher growth
rates (below).
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growth rates [90]. Dendritic growth forms have been observed in silicon ribbon growth
on substrate (RGS) and laser remelting systems, and these results have been attributed
to fast growth and melt undercooling [20, 98, 99]. More recently, Tokairin et al. [100]
observed unstable solidification of silicon in a small-scale, film growth system and at-
tributed this behavior to undercooled liquid adjacent to the solidification interface at
higher growth rates.
Figure 5.6: Evidence of dendrites on a RGS grown ribbon from an undercooled melt
[20]
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5.2 Limits due to pull angle and melt height
In the previous sections, we have presented steady-state operating limits that arise when
the pull rate is changed while keeping all other parameters constant. It is important
to realize that, due to strong coupling of nonlinear phenomena in the HRG system,
changing virtually any parameter will also give rise to operating limits. In the following
sections, we discuss the effect of pull angle and melt height at a constant pull rate of
Vg = 4.4 cm/min.
5.2.1 Pull angle
Although HRG process involves pulling the ribbon horizontally, there have been several
investigations exploring the possible advantages of an inclined pulling mechanism. LASS
(low angle silicon sheet) growth is one such process, very similar to the HRG process,
where silicon ribbons are produced by pulling at a small positive angle to the horizontal
[101, 102, 103].
Our thermal-capillary model reveals limit-point bifurcation behavior with respect
to pull angle, with a limiting value of 1.30 and multiple solution branches, as shown
in Figure 5.7a, where the lower meniscus length is plotted as a function of pull angle.
From our knowledge of the stability characteristics of the horizontal pulling case, we can
assert that the solution branch denoted with a solid line is stable. Increasing the pull
angle elongates the lower meniscus, without affecting the crystal thickness significantly,
thus pushing the solidification interface upward and away from the cantilever shelf.
This predicted behavior is consistent with Kudos recommendation of inclined pulling
mechanism (IPM) as a potential solution to counter the crystal-crucible bridge formation
problem, especially during the seeding stages of growth where the pull rates have to be
essentially low [14].
Similar to the limits discussed in the prior sections, the states along this stable
solution branch are bounded by points that mark the onset of crystal-crucible bridge
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Figure 5.7: Stability limits exist for the variations of other parameters. (a) Lower
meniscus length plotted as a function of pull angle. (b) Interfacial shapes corresponding
to the stability limits at P1 and P2 in (a).
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formation and melt spill over due to Gibbs limit violation, marked by points P1 and
P2, respectively, in Figure 5.7a. The geometry of these limiting states are illustrated
in Figure 5.7b. The very small range of pull angles allowed for stable steady-state
operation suggests that the precise control of this parameter is important for real-world
systems.
5.2.2 Melt height and batch operation
The level of the melt height is a parameter with respect to steady-state growth with
melt replenishment, and the response of the process to this parameter is examined in
Figure 5.8a and b. The system behavior is very similar to that exhibited in the prior
section, leading to a small range of stable operating states bounded by crystal-crucible
freezing (P1) and meniscus spilling (P2).
This sensitivity to melt height is reflected in the batch operation of the HRG system
without melt replenishment. We investigate this behavior by replacing the make-up
flow boundary condition at the crucible bottom with a no-slip velocity condition to
investigate the batch mode. We assume that the quasi-steady state system with Vg = 5
cm/min is operating and that melt replenishment is turned off at time zero. The tem-
poral evolution of the process is computed by time integration of the thermal-capillary
model, and results are shown in Figure 5.9.
As growth proceeds, the melt height drops due to the silicon removed by the pulled
ribbon. The falling melt level drags the solidification interface down, towards the can-
tilever shelf, thereby thinning the emerging ribbon steadily with the progress of time.
Both of these effects are plotted in 5.9a. The interfacial shapes, plotted in 5.9b, show
the exit meniscus contracting and the solidification interface approaching the crucible.
Freezing of the ribbon to the crucible terminates the batch operation after about 25 s
of growth.
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Figure 5.8: Stability limits exist for the variations of other parameters. (a) Lower menis-
cus length plotted as a function of melt height. (b) Interfacial shapes corresponding to
the stability limits at P1 and P2 in (a).
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Figure 5.9: (a) Plot of crystal thickness(solid curve) and melt height(dashed curve)
with time during a batch simulation of the process at Vg = 5 cm/min (b) Evolution of
interfacial shapes with time
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5.3 Conclusions
We have applied the rigorous, thermal-capillary model developed in Chapter 2 to dis-
cover and better understand stability limits of the HRG process with respect to sev-
eral operating parameters. Significantly, our model predicts all of the major problems
identified by Kudo[14]-bridging, spilling, and polycrystalline growth. Importantly, our
analysis also reveals the physical mechanisms underlying these limits and additional
interactions among other parameters that may limit the attainment of stable growth
states.
While our original analysis of this system revealed limit-point bifurcations and mul-
tiple solutions with different stabilities, a key conclusion from the present study is that
there are additional phenomena that limit stable, steady-state growth to a much nar-
rower set of operating parameters. Indeed, we present a revised picture of the much
smaller operating window allowing stable growth in Figure 5.10 for this HRG system,
where crystal thickness is plotted as a function of pull rate. This operating window
is bounded at low growth rates by crystal-crucible freezing (bridging) and at higher
growth rates by the underlying limit point of the steady-state solutions, the violation of
the Gibbs limit for the lower meniscus (resulting in spilling of the melt), and the melt
undercooling phenomenon (which will result in poly- crystalline growth at the ribbon
tip). We believe that these mechanisms that limit system operation will be generic to
all HRG systems.
Other analyses presented here show that growth limits are also encountered by
changes in other operating parameters, such as pull angle and melt height. The ambient
temperature of the heaters and coolers, such as cantilever shelf heater, crucible heater,
after heater, and passive radiative coolers, are also found to give rise to similar operating
windows.
Clearly, the horizontal ribbon growth process holds great promise for achieving very
fast growth rates. However, this promise must be tempered by an awareness of the
75
Figure 5.10: Stability limits and operating window with respect to pull rate
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many instabilities that limit stable operation to relatively narrow operating windows
in parameter space. For example, the model system considered here would need to be
optimized for higher growth rates and smaller crystal thicknesses to be commercially
viable. We have already discussed possible means of system design by optimizing various
process parameters to reach such goals. Toward development of the HRG method, we
propose that rigorous computational models capable of predicting failure modes and
analyzing design changes to achieve stable operation will be invaluable.
Chapter 6
Segregation Analysis
So far we have developed and applied a comprehensive multi-physics thermal-capillary
model to study the characteristics and underlying challenges of the HRG system[104,
105]. Our model results demonstrated the feasibility of the process, subject to suit-
able heat transfer design, and revealed existence of limiting growth rates and multiple
branches of steady states that correspond to stable and unstable behavior. The model
further predicted occurrence of various failure events such as bridging of crystal onto
the crucible, spilling of melt from the crucible, and the undercooling at the ribbon tip,
that are consistent with prior experimental observations, thereby identifying narrow op-
erating windows, in multi-dimensional parameter space, immune to these destabilizing
failure modes. Although this modeling effort is deemed successful in predicting fail-
ure modes and analyzing design changes to achieve stable operation of the system, it
however, is oblivious to the quality of the growing crystal.
Depending on the growth technique, Si crystals can possess high concentrations of
impurities such as B, C, O, P, metal impurities etc and can have crystallographic de-
fects such as clusters of voids and interstitials, dislocations, grain boundaries, twinning
planes, stacking faults etc. The presence of these impurities and defects deteriorate the
quality of the crystal and their interactions can adversely affect the performance of the
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photovoltaic Si devices. Carbon and oxygen impurities usually result from the interac-
tions of melt with graphite heaters and quartz crucibles respectively and if present in
excessive concentrations in the crystal, they form precipitates of SiC[106] and SiO2[32].
Group III atoms such as B, Al, Ga and Group V atoms such as P, As are intentionally
added as substitutional dopants to produce p-type and n-type silicon. However, exces-
sive dopant concentrations can again result in precipitates and formation of complexes
with other impurities. The precipitates of metallic impurities such as Fe, Ni, Cu, Cr,
Co and Mo are commonly observed in crystals grown from low-cost solar-grade silicon
feedstock[107, 108, 109]. The precipitates of these super-saturated impurities may lead
to the formation of structural defects which may then act as nucleation sites for further
interactions with impurities[110, 111]. Overall, these interactions lead to recombination
centers for minority charge carriers reducing their life time and concomitantly the cell
efficiency.
Toward deepening our understanding of the horizontal ribbon growth process, this
study aims to clarify how dopants and impurities are redistributed into the growing
ribbon. The segregation of dopants and impurities has been modeled in the past for
vertical EFG systems. Kalejs [112] first studied impurity redistribution during vertical
silicon ribbon growth via numerical solution of the convection-diffusion equation in a
geometry representative of an EFG system. Ettouney et al. [92] considered aluminum
segregation during the edge-defined film-fed growth of silicon sheets via a thermal-
capillary analysis similar to the approach employed here. Later analyses by Kalejs and
co-workers refined the understanding of segregation in vertical growth systems [113,
114, 65]. Braescu and co-workers numerically modeled segregation occurring in thin,
cylindrical rods of silicon [115] and small-diameter fibers of oxides [116] grown via EFG
methods. Smirnova et al. [117] employed experiments and modeling to understand
redistribution of impurities during EFG silicon crystal growth. To our knowledge, there
has been no prior analysis of segregation in horizontal ribbon growth systems.
Our modeling approach is outlined in the following section, followed by a discussion
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of several representative cases. We find that the unusual geometry of the HRG system, in
particular its extended solidification interface, leads to unexpected concentration profiles
in the ribbon. We find that solute redistribution in this system is quite inhomogeneous;
however, the particular segregation profiles arising in HRG may be beneficial.
6.1 Thermal-capillary, species segregation model
A two-dimensional schematic representation of the HRG system with the melt-crystal-
crucible domains, arrangement of heating and cooling mechanisms, make-up flow for
melt and other design details are already clearly presented. The thermal-capillary model
rigorously accounts for mass, momentum and energy conservation equations while simul-
taneously accounting for capillary physics of the menisci, solidification at the interface
and self-consistent determination of ribbon thickness.
For the segregation analysis of interest here, we solve for species conservation in the
melt domain, using the geometry and velocity field provided by the thermal-capillary
analysis. We assume that there is no effect of species concentration on melt density
nor an effect of concentration on the solidification temperature of the melt. Including
solutal buoyancy and concentration-dependent melting temperature are readily handled
within the framework of our model; however, we consider only the simpler, decoupled
case in this study.
Thus, we solve for an additional conservation equation for a dilute, single species in
the melt.
∂c
∂t
+ u · ∇c = D ∇2c (6.1)
where c is the concentration of the species in the melt, u is the melt velocity, and D is
the diffusivity of the species in the melt. This equation accounts for solute transport
mechanisms, where convection, on the left-hand side of the above equation, is balanced
by diffusion processes, shown on the right-hand side of eqn. (6.1).
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At the solidification interface, an equilibrium relationship is applied between con-
centration of the species in the melt, c, and that of the crystal, cs, as follows:
cs = kc (6.2)
where k is the equilibrium partition or distribution coefficient. This equation serves
to set the concentration in the solid, cs, at the solidification interface. We ignore any
redistribution of the solute in the solid by solid-state diffusion. This is a reasonable
approach, since, in high speed growth techniques such as HRG, the cooling times of
the ribbon are of the order of few seconds, and solute distributions are expected to be
quickly frozen-in by the rapid drop in temperature.
When eqn. (6.2) is incorporated into a species flux balance across the solidification
interface, the following boundary condition arises:
−D(n · ∇c) = c (ρs/ρm − k) n · (Vgex + x˙), (6.3)
where n is a unit vector normal to the interface, ρs and ρm are the densities of the solid
and liquid, respectively, Vg is the horizontal pull rate (which is identical to the crystal
growth velocity under steady-state conditions), and ex is the unit coordinate vector in
the horizontal direction (which characterizes the direction of pulling of the sheet), and
x˙ is the rate at which the interface moves with respect to the fixed coordinates. Under
quasi-steady growth conditions, described by the operation of the system under melt
replenishment, the interface is motionless in the coordinate frame, and x˙ = 0.
To complete the specification of the species transport problem, we consider two
different sets of boundary conditions. One case considers the case of no interactions of
the melt with the crucible and no transport of the species to or from the surrounding
gaseous atmosphere of the growth system. While this is a reasonable assumption for
many chemical species, it certainly cannot be applied universally. For example, this
condition does not hold for reactive species such as carbon and oxygen, and quantitative
predictions would require consideration of whole-furnace transport and reaction; see for
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example [118]. Nevertheless, we proceed for this simplified case by specifying no-flux
conditions,
n · ∇c = 0, along crucible walls and menisci, (6.4)
where n is a unit vector normal to the boundary and directed outward from the melt.
We account for melt replenishment by setting the additional boundary condition of,
c = c0, along crucible bottom, (6.5)
where c0 represents the impurity concentration of the melt in-flow. This approach will
be used for most of the results presented here.
In addition, in Section 6.6, we will consider a case for crucible-melt interaction
that specifies the species concentration to be at its saturation point along the crucible
and with no exchange across the melt menisci. This would correspond to a worst-case
scenario, such as might exist for carbon if the crucible were graphite and without a liner.
The study of carbon transport, supersaturation, and silicon carbide particle formation
during EFG silicon growth has been studied using a similar approach by Rajendran
et al. [114]. We model this case by specifying no-flux conditions,
n · ∇c = 0, along the menisci, (6.6)
along with setting,
c = csat, along crucible walls and bottom, (6.7)
6.2 Quasi-steady base case
For the system geometry, parameters and properties given in previous chapters, base-
case computation was performed with an applied pull rate of Vg = 4.4 cm/min and
the emerging ribbon thickness is found to be t0 = 674µm. A mesh comprising 46,242
elements was employed for all calculations presented here, giving rise to a total of 745,464
unknowns. This mesh contained elements substantially finer than those employed in
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our prior computations, owing to the challenge presented by accurate computation of
the convection-dominated mass transport that is characteristic of melt crystal growth
segregation. Great care has been taken to address this issue by choosing a highly
resolved mesh along with grading of the mesh to compress elements toward the melt-
crystal interface, where sharp concentration boundary layers arise.
To compute segregation of a solute or impurity in this system, we assume a partition
coefficient of k = 0.07 and a diffusivity of D = 4.85 × 10−5cm2/s. While these values
are representative of carbon in silicon [119, 120], they are employed here in the context
of understanding the general characteristics of segregation in this system. A discussion
of carbon segregation in particular is presented in Section 6.6, where the effects of
crucible dissolution are considered. For the base case and ensuing computations (except
the aforementioned case considered in Section 6.6), we consider steady-steady growth
with no crucible wall interactions, so the boundary conditions specified by eqns. (6.4)
and. (6.5) are applied.
At the global level, the solute concentration field is nearly uniform throughout the
melt, as shown by Figure 6.1a, where almost the entire melt is seen to be at a con-
centration c0. However, significant variations of composition are observed upon closer
examination of the melt under the solidification interface, shown by the expanded views
(and different color scales) of Figures 6.1b and c. Because of the partitioning between
solid and liquid, solute is rejected during growth, resulting in higher concentrations in
the melt immediately adjacent to the interface. Under most of the interface the melt
flow is quite weak, and the excess solute diffuses away, establishing a classical diffu-
sion layer normal to the interface; see Figure 6.1b. However, the Marangoni flow near
the lower meniscus is strong enough to promote significant convective mixing, which
disrupts the diffusion layer in this region; see Figure 6.1c.
The combination of interface shape, solute rejection, diffusion, and flow interact
to produce an extremely nonuniform distribution of the solute in the growing ribbon.
Figure 6.2a plots the resulting composition of the solid across the thickness of the crystal,
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Figure 6.1: (a) Global representation shows a nearly constant composition field through
the melt. (b) Expanded view of melt composition under the solidification interface;
maximum concentration is cmax = 4.52c0, minimum concentration is cmin = c0, and
contour spacing is ∆c = 0.58c0. (c) Expanded view of melt composition near lower
meniscus; maximum concentration is cmax =94.3c0, minimum concentration is cmin =
3.64c0, and contour spacing is ∆c = 9.1c0.
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Figure 6.2: (a) Solute concentration and cumulative distribution of solute in crystal are
plotted as a function of crystal thickness; t=0 refers to the top crystal surface and t=t0
refers to the bottom crystal surface. (b) Depiction of streamlines of melt flow in various
zones under the solidifying crystal.
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showing both the local solute concentration and the cumulative amount of solute in the
ribbon. The majority of the upper thickness of the crystal is relatively depleted of solute,
with cs/c0 values below 0.35, whereas solute concentration rises sharply in the narrow
bottom portion of the crystal resulting in enhanced impurity levels. The cumulative
distribution of solute in the crystal, calculated by integrating the concentration field
from top to bottom, is also plotted in Figure 6.2a. Only 25% of the total amount of
solute in the ribbon is trapped in the top 87% of the crystal, with the remaining solute
concentrated in the bottom 13% of the crystal thickness.
These redistribution effects can be explained by the importance of convective trans-
port within the melt near the solidification interface. Three important zones with dif-
ferent flow influences are depicted in Figure 6.2b. A strong clockwise rotating vortex,
setup by Marangoni forces along the upper meniscus, influences mixing near the inter-
face in the highlighted zone 1, near the ribbon tip, and gives rise to the small local
maximum in solute concentration. Solidification flow is the dominant flow mechanism
in zone 2, as indicated by the streamlines parallel to the pulling direction under the
solidification interface. This very weak and almost uniform flow is nearly orthogonal
to the diffusion layer and only minimally affects it, thus resulting in a nearly constant
solute level incorporated into the ribbon through this zone. The melt narrows as the
crucible edge is approached, and the diffusion layer begins to interact more strongly
with the wall. In the confined geometry, it is difficult for the rejected solute to diffuse
away from the interface. Furthermore, the counter-clockwise rotating Marangoni flow
cell, generated by the lower meniscus in zone 3, strongly mixes the diffusion layer and
is responsible for the sharp rise in solute concentration.
A direct correspondence is found between the tangential melt velocity near the
solidification interface and the solute profile through the ribbon. A steady-state diffusion
layer of thickness of D/Vg forms ahead of the solidification interface as a result of
segregation for the case of purely diffusive transport [121]. For the base case conditions
considered here, at an operating horizontal pull rate of Vg = 4.4 cm/min, this diffusion
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Figure 6.3: (a) Solute concentration and tangential melt velocity close to the interface
are plotted as a function of crystal thickness. Zone numbers refer to regions identified
in previous figure. (b) Solute concentration and tangential melt velocity close to the
interface are plotted as a function of crystal thickness in zone 3, near the bottom of the
ribbon and the lower meniscus.
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layer thickness is estimated to be 6.6 µm. Figure 6.3 shows the relationship between
the carbon redistribution profile and the tangential melt velocity (i.e., that component
parallel to the solidification interface), plotted in this figure along a path parallel to
and at a distance of 5 µm normal to the interface (i.e., within the diffusion layer).
Since the impurities are convected from regions of high melt velocities to low, we expect
an inverse relationship between these quantities. This is illustrated by the plots of
Figure 6.3, where solute concentration in the ribbon and tangential melt velocity are
both plotted as functions of distance through the crystal thickness (note that distance
through the crystal , t/t0, maps directly to the distance along the interface). Zones 1,
2, and 3 correspond to the flow regions identified in Figure 6.2b.
Figure 6.3a shows both concentration and tangential melt velocity across the entire
thickness. In zone 1, the tangential melt velocity peaks at the ribbon tip (corresponding
to the lowest solute concentration) and, as the influence of the Marangoni flow wanes,
falls precipitously going through a local minimum (giving rise to a small local maximum
in solute concentration). The tangential melt flow is dominated by solidification flow
and nearly constant through zone 2, and the solute level is also nearly constant. There is
dramatic change in zone 3, and the details of both profiles are shown over an expanded
distance scale in Figure 6.3b. The counter-clockwise rotating Marangoni flow cell, gen-
erated by the lower meniscus, produces significant mixing of the solute in the melt (see
also the local concentration field depicted in Figure 6.1c). The complicated shape of the
concentration profile in zone 3 can directly be explained by the underlying tangential
melt flow. As the solidification flow in zone 2 transitions into the Marangoni flow cell
in zone 3, it gives rise to a stagnation point and a corresponding local maximum in the
concentration field. Beyond the flow stagnation point, the magnitude of the tangential
flow in the rotating cell first increases and then decreases, and the solute concentration
inversely tracks these changes, with a local minimum followed by a peak maximum.
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6.3 Transient simulation
The time-dependent formulation of the thermal-capillary model (along with melt replen-
ishment) is employed to follow the temporal evolution of carbon impurity redistribution,
under similar operating conditions as in 6.2. The melt is assumed to have an uniform
initial carbon concentration of c0 under static operating condition, with a step change
in pull rate, VP = 4.4 cm/min, at time t=0. The evolution of concentration field near
the interface region, shown in Figure 6.4, shows a rise in carbon levels at the interface
due to the rejection of impurities with the progress of solidification and further accu-
mulation in the lower meniscus region, conforming with the results from quasi-steady
analysis and further elucidating the convective flow effects on impurity redistribution.
Evolution of the impurity profiles along the top, centre and bottom portions of the
crystal, plotted in Figure 6.5, indicate longer transients along the bottom portion of
the crystal due to the cumulative effect of the transported rejected impurities by the
solidification flow towards the lower meniscus region.
6.4 Effect of solute properties
The equilibrium partition coefficient, k, dictates the incorporation of the solute into the
crystal at the interface; see eqns. (6.2) and (6.3). Most impurities of interest for silicon,
except for oxygen, have partition coefficients less than unity, so segregation results in the
rejection of the solute at the growth interface. The redistribution of the rejected solute
via diffusion and convection in the melt results in a non-homogeneous distribution of
the solute through the grown crystal. Figure 6.6 shows the solute concentration profile
through the ribbon thickness under steady-state HRG growth for several different values
of the partition coefficient, with all other parameters unchanged from the base case. As
k approaches unity, less solute is rejected and there is less redistribution across the
growth interface. Thus, compared to the base case of k = 0.07, the solute concentration
profile becomes more uniform for k = 0.7. For smaller values of the partition coefficient,
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Figure 6.4: Temporal evolution of the concentration field near the solidification interface
region: t = 1.7s - 1. Max c = 4.05c0, Min c = c0 2. Max c = 18.2c0, Min c = 1.08c0; t=
10.25 s - 1. Max c = 4.2c0, Min c = c0 2. Max c = 60.7c0, Min c = 2.68c0; t = 18.79s -
1. Max c = 4.35c0, Min c = c0 2. Max c = 94.2c0, Min c = 3.64c0
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Figure 6.5: Temporal evolution of the impurity profile at various crystal portions along
t = 0(top), t = t0/2(center) and t = t0(bottom)
the non-uniformity of the solute profile is magnified, as evidenced by the k = 0.007 case
shown in Figure 6.6.
The diffusivity of the solute in the melt, D, affects the balance between diffusion
and convection during growth and segregation, thus affecting the solute concentration
profile in the ribbon. Figure 6.7 shows steady-state solute concentration profiles in the
crystal, for solutes with different diffusivities in the melt (all for the case of k = 0.07
and the base case parameters). Faster diffusion (as occurs for larger diffusivities) in the
melt acts to counter the redistribution driven by convection and results in smoother,
more uniform concentration profiles in the crystal.
91
Figure 6.6: Solute concentration is plotted as a function of crystal thickness for different
equilibrium partition coefficients.
6.5 Effect of pull rate
Figure 6.8a shows effects of the pull rate, Vg, on the steady-state solute concentration
profile through the ribbon thickness, when all other parameters remain fixed at those
used in the base case. A faster pull rate results in a faster rate of solidification and
more solute rejection at the interface. In addition, a faster pull rate drives a stronger
solidification flow in zone 2, which more strongly sweeps the rejected solute towards zone
3, thereby further elevating the accumulated levels of impurities in the lower meniscus
region. As a result, faster pull rates result in a higher maximum concentration in the
ribbon, and this maximum is shifted toward the bottom of the ribbon. The increase
in maximum concentration scales nonlinearly with pull rate, as shown by a plot of
maximum to minimum concentrations in the crystal versus pull rate in Figure 6.8b.
In addition to the increase in concentration maximum, both of the faster pull rates
considered here change the shape of the solute profile through the ribbon, as seen by
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Figure 6.7: Solute concentration is plotted as a function of crystal thickness for different
solute diffusion coefficients in the melt.
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Figure 6.8: (a) Solute concentration is plotted as a function of crystal thickness for
three different pull rates (b) The ratio of maximum to minimum solute concentration
in grown crystal, which signifies the extent of redistribution, is plotted as a function of
pull rate.
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the by the disappearance of the double-peaked profile that appears for the base case of
Vg = 4.4 cm/min in Figure 6.8a. This effect is explained by an elongation of the lower
meniscus and a corresponding increase in strength of the Marangoni vortex as pull rate
is increased—effects that progressively smooth the concentration profile in zone 3.
6.6 Limiting behaviors for carbon segregation
Carbon is of particular interest in silicon ribbon growth systems. In particular, dissolu-
tion of the graphite die used in vertical EFG systems results in very high levels of carbon
incorporation into the ribbon [55, 112, 65] and also leads to problems caused by silicon
carbide particles that nucleate in regions of the melt that are supersaturated with car-
bon [114]. Here, we apply our thermal-capillary model to consider two wall interaction
behaviors to investigate limiting carbon segregation cases in the HRG process.
Our original base case, discussed previously in Section 6.2, presented the scenario
where the impurity does not interact with the crucible walls. In this case, a no-flux
boundary condition, corresponding to eqn. (6.4), was applied along all walls and menisci,
and the concentration of impurity, c0, was specified in the replenishment flow into the
crucible via eqn. (6.5). Using a partition coefficient of k = 0.07, which is representative
of that for carbon, the predicted composition of carbon in the ribbon was shown in
Figure 6.2a. The other limiting case to be considered here corresponds to rapid and
complete reaction of silicon with a graphite crucible, giving rise to a saturation condition
at the crucible wall. This is accomplished by applying the no-flux condition along the
menisci, eqn. (6.6), with an assumption of a constant carbon saturation level, with
c0 = csat, along every portion of crucible wall, as represented by eqn. (6.7). Note that we
do not account for the possibility of silicon carbide particle nucleation in supersaturated
melt.
Figure 6.9 compares the melt concentration fields for these two cases. The case of
the non-interacting crucible is shown in Figure 6.9a, while that for the case of saturated
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Figure 6.9: (a) Carbon redistribution for the case of the non-interacting crucible. Above:
Concentration field in the melt near the solidification interface; maximum concentration
is cmax = 4.52c0, minimum concentration is cmin = c0, and contour spacing is ∆c
= 0.58c0. Below: Melt composition near lower meniscus; maximum concentration is
cmax =94.3c0, minimum concentration is cmin = 3.64c0, and contour spacing is ∆c =
5.5c0. (b) Carbon redistribution for the case of the crucible wall at saturation. Above:
Concentration field in the melt near the solidification interface; maximum concentration
is cmax = 4.52csat, minimum concentration is cmin = csat, and contour spacing is ∆c
= 0.58csat. Below: Melt composition near lower meniscus; maximum concentration is
cmax =28.8csat, minimum concentration is cmin = 3.64csat, and contour spacing is ∆c
= 5.5csat.
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crucible walls is shown in Figure 6.9(b). Note that the color scales in these plots are
arbitrary and meant only to convey the form of the concentration fields through the
melt. The major difference in these fields is shown by the behavior of the diffusion
layer under the crystal, particularly from about two-thirds of the distance from the
tip to the end of the interface near the lower meniscus. In the non-interacting crucible
case, the solute concentration contours curve at the lower crucible surface, reflecting the
no-flux condition, and the overall carbon concentration increases as solute is trapped
under the interface. The saturation condition keeps the melt composition much more
uniform in the interacting crucible case, since c0 = csat is enforced along the crucible
surface. In fact, under this worst-case scenario, the melt becomes supersaturated as
carbon is rejected from the growing crystal. As carbon continues to accumulate under
the interface, the saturation condition implies that carbon is actually being deposited
onto the crucible wall from the melt under the growing crystal. In both cases, the
Marangoni flow along the lower meniscus mixes the impurity near the bottom of the
ribbon.
Figure 6.10 compares the predicted compositional profile for these two cases. Here,
we have arbitrarily chosen the inlet composition of the melt for the non-interacting,
no-flux case to be c0 = 0.1csat, reflecting a case where carbon contamination is low in
the melt, as might be the case when a silica liner is used. Any other inlet concentration
will simply scale the existing curve accordingly. The case of the saturated walls, labeled
c = csat in the plot, indicates very high levels of carbon in the ribbon. The concentration
profiles for both cases display very nearly the same shape, with relatively uniform levels
across much of the thickness, accompanied by a much larger increase in the bottom
portion of the ribbon.
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Figure 6.10: Carbon impurity concentration profile across the ribbon thickness for the
limiting cases of a non-interacting crucible and a crucible at the saturation limit, labeled
as n · ∇c = 0 and c = csat, respectively.
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6.7 Conclusions
We have computed solute segregation and crystal composition expected for the steady-
state operation of the horizontal ribbon growth of silicon. The redistribution of solute
into the growing ribbon reveals a surprisingly non-uniform pattern. The solute level in
the upper portion of the ribbon is relatively uniform, while lower portion of ribbon is
significantly enriched. Under the base-case conditions considered here, over 75% of the
total amount of solute in the ribbon is concentrated in the bottom 13% of the crystal
thickness.
This redistribution is explained by convective flow patterns in the melt adjacent to
the solidification interface. Along most of the interface, the melt flows horizontally,
in the same direction as pulling and driven by the density difference between solid
and liquid. However, with the deeply wedge-shaped crystal, the growth interface is
nearly horizontal and the diffusion layer caused by solute segregation is oriented nearly
vertically. The direction of the convective flux driven by the horizontal crystallization
flow is nearly orthogonal to the direction of diffusion, thus very little impact is seen on
segregation along most of the interface and the composition of the growing crystal is
nearly uniform. However, the slight wedge angle does allow some rejected solute to be
swept toward the lower meniscus, and the Marangoni vortex along that meniscus mixes
the accumulated solute, giving rise to a sharp rise in concentration at the bottom of the
ribbon.
Changes in distribution coefficient and solute diffusivity in the melt have expected
outcomes. Namely, the solute distribution throughout the melt and grown crystal be-
come more homogeneous as the distribution coefficient approaches unity and for higher
values of melt diffusion coefficient. More interestingly, solute redistribution becomes
progressively more inhomogeneous as the pull rate is increased. The nonlinear increase
of cmax/cmin in the crystal with pull rate reflects the corresponding nonlinear changes
in crystal thickness, lower meniscus length, and Marangoni flows that arise at higher
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pull rates.
Paradoxically, the significant inhomogeneity of the ribbon composition that results
from segregation may be an advantage of the HRG system. Namely, the upper portion
of the grown ribbon is very uniform in composition, and most of the segregated solute
is deposited in the bottom portion of the crystal. A device fabricated on the top side
of the ribbon should benefit from the superior electrical characteristics of this relatively
uniform region. Alternatively, impurities will preferentially segregate to the bottom
portion of the crystal. This region, with enhanced impurity levels, may be removed
during the post-growth processing operations; however, this would result in kerf losses
and associated decreases in yield.
Specifically with respect to carbon, limiting-case computations show possibly benefi-
cial behaviors. For the case of a non-interacting crucible, low carbon levels are expected
for the ribbon as long as inlet contamination is low (and other paths for carbon incor-
poration into the melt are minimized). For growth from a carbon crucible without a
liner, supersaturation will occur in the melt due to crucible dissolution and carbon re-
jection at the solidification interface. Similar to EFG processes [113, 114, 65], we would
expect silicon carbide particles to nucleate under such conditions. Particles would be
expected to interfere primarily near the lower meniscus, where carbon supersaturation
is highest and where they would be swept by melt flow. This outcome is potentially
less damaging than the plugging of the capillary flow channel in the die of vertical
EFG processes by SiC particles [114]. In addition, the above-discussed, inhomogeneous
segregation patterns will purify the upper portion of the grown ribbon with respect to
carbon contamination. Further analyses are needed to more fully ascertain the behavior
of carbon incorporation in a real HRG system.
Computational modeling has provided and will continue to provide a more com-
plete understanding of the horizontal ribbon growth process. We believe that such
approaches, combined with rational experiments, will provide a path to develop and
optimize this process.
Chapter 7
Concluding Remarks
7.1 Thesis summary
The goal of the research presented in this thesis is directed at advancing the design of rib-
bon growth processes for solar silicon wafer production, and help these techniques com-
pete with the conventional crystal growth processes. Vertical Ribbon Growth (VRG)
techniques emerged in the market primarily to bypass the uneconomical kerf losses as-
sociated with ingot techniques such as Czochralski. However, these techniques could
not succeed in the market due to slow material production rates and poor quality of
the crystal, as they suffer from high levels of impurity contamination and large thermal
stresses. Here, we assessed the potential of the Horizontal Ribbon Growth (HRG) pro-
cess that promises to overcome many of the limitations inherent to VRG techniques.
Despite ongoing research efforts since 1970, there has been little to no success towards
commercializing the technique due to a host of challenges that disrupt the stable opera-
tion of the HRG process. Through computational modeling of the continuum transport
processes, we developed a fundamental understanding of these failure modes and pro-
vided insights into evolving a design that can counter such effects.
In Chapter 2, we described the development of a rigorous thermal-capillary model to
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study the coupled phenomena of heat transfer and interfacial phenomena (solidification
and capillarity) in the HRG process. This model accounts for heat transfer in the
melt-crystal-crucible domains with radiative heat loss from high temperature surfaces,
melt convection due to buoyancy and surface-tension forces, and the self-consistent
determination of melt-crystal, melt-ambient and crystal-ambient interface shapes. The
model is implemented through a finite element based in-house software, Cats2D, and
details of the solution procedure are presented in Chapter 3
In chapter 4, we applied the thermal-capillary model to a base-case HRG system to
reveal its salient features. By employing a combination of active cooling at the solidi-
fying tip, a cantilevered crucible shelf extension, and an after-heater, the model results
demonstrated the formation of an extended wedge shaped solidification interface. This
feature enabled the HRG system to dissipate latent heat from the interface primarily
in a direction perpendicular to the pulling direction of the ribbon, allowing the system
to achieve substantially faster growth rates under lower thermal gradients. In addition,
the model also revealed existence of strong flows driven by the Marangoni and buoyancy
forces as well as determine the shapes of upper and lower menisci that in effect shape
the growing ribbon.
One of the significant predictions of the model is the non-linear bifurcation behavior
of ribbon thickness with respect to pull rate, with the existence of multiple branches of
solution and a limiting point beyond which quasi-steady solutions do not exist. Through
transient analysis of states along both solution branches, we demonstrated that one
branch represents operating states that are temporally stable to disturbances, while the
other solution branch is made up of unstable states. Our analyses also indicated that
the likely failure mechanism for the unstable states is a breakage of the lower meniscus, a
result that is consistent with one of the failure mechanisms reported in HRG experiments
[14]. Finally, we demonstrated that suitable system design changes that promote a more
extended solidification interface, with a correspondingly greater wedge factor, shift the
growth rate limit point to larger values and allow for stable growth at faster rates.
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In chapter 5, we further explored instabilities and failure mechanisms of the HRG
process with respect to several operating parameters. Significantly, our model predicted
all of the major problems identified by Kudo[14]-bridging, spilling, and polycrystalline
growth. Importantly, our analysis also revealed the physical mechanisms underlying
these limits and additional interactions among other parameters that may limit the at-
tainment of stable growth states. We predicted an operating window that is bounded
at low growth rates by crystal-crucible freezing (bridging) and at higher growth rates
by the underlying limit point of the steady-state solutions, the violation of the Gibbs
limit for the lower meniscus (resulting in spilling of the melt), and the melt undercooling
phenomenon (which will result in polycrystalline growth at the ribbon tip). We believe
that these mechanisms that limit system operation will be generic to all HRG systems.
Other analyses presented here show that growth limits are also encountered by changes
in other operating parameters, such as pull angle and melt height. The ambient tem-
perature of the heaters and coolers, such as cantilever shelf heater, crucible heater, after
heater, and passive radiative coolers, are also found to give rise to similar operating
windows.
In chapter 6, the thermal-capillary model is coupled with a solute transport model,
accounting for convection and diffusion mechanisms in melt and segregation phenomenon
at the interface, to predict the composition of the growing crystal. The redistribution of
solute into the growing ribbon reveals a surprisingly non-uniform pattern with the solute
level in the upper portion of the ribbon relatively uniform, while lower portion of ribbon
is significantly enriched. This redistribution is explained by convective flow patterns in
the melt adjacent to the solidification interface. Changes in distribution coefficient and
solute diffusivity in the melt have expected outcomes. Namely, the solute distribution
throughout the melt and grown crystal become more homogeneous as the distribution
coefficient approaches unity and for higher values of melt diffusion coefficient. More in-
terestingly, solute redistribution becomes progressively more inhomogeneous as the pull
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rate is increased. Paradoxically, the significant inhomogeneity of the ribbon composi-
tion that results from segregation may be an advantage of the HRG system. Namely,
the upper portion of the grown ribbon is very uniform in composition, and most of the
segregated solute is deposited in the bottom portion of the crystal. A device fabricated
on the top side of the ribbon should benefit from the superior electrical characteristics
of this relatively uniform region. Alternatively, impurities will preferentially segregate
to the bottom portion of the crystal. This region, with enhanced impurity levels, may
be removed during the post-growth processing operations; however, this would result in
kerf losses and associated decreases in yield.
7.2 Directions for future research
7.2.1 Coupled global modeling
The local thermal-capillary model, implemented by our in-house Cats2D software, accu-
rately represents heat transfer, melt flow and the complicated dynamics and interactions
of the various interfaces involved in the local HRG system (comprised of melt, crystal
and the crucible). It, however, treats furnace heat transfer in an idealized fashion by
modeling radiation to a specified ambient temperature using the Stefan-Boltzmann law.
Such idealizations can limit the reliability of the quantitative model predictions and
does not provide insights into designing an industrial furnace that can achieve HRG
configuration.
A rigorous furnace heat transfer model should calculate radiative heat exchange
between high temperature surfaces according to the enclosure theory making use of
diffuse-grey approximation [122]. Within the enclosure, radiation from a surface to
all other surfaces and radiation arriving from all other surfaces to a surface should be
accounted for via the classical net radiation approach. These radiative fluxes between
surfaces depend not only on the surface temperature and their radiation properites, but
also on the geometry and how the surfaces view each other, as determined by the view
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factors.
This inherently makes global modeling a multi-scale challenge with relevant length
scales ranging from furnace dimensions (∼meters) to the characteristic length scales of
the associated local transport phenomena (∼few hundred microns). A monolithic mod-
eling approach attempts to represent all chosen physical phenomena spanning over the
range of length scales in the entire domain in a single, large mathematical model [123].
This provides a mathematically self-consistent and algorithmically robust approach,
however, is challenging to develop and program, tends to be computationally expensive,
system specific and difficult to modify. Indeed several specialized codes have been de-
veloped for the global simulation of crystal growth systems and in particular CZ system,
such as CGSim by STR Group Ltd. [124, 125, 126]; CrysMAS/STHAMAS from Fraun-
hofer Institute of Integrated Systems and Device Technology [127]; and FEMAG-CZ
from FEMAGSoft S.A. [128, 129], which are commercially available for the industry.
These codes model CZ system in an axisymmetric approximation and account for tur-
bulent melt and gas convection in the rotating geometry; conjugated radiative, convec-
tive and conductive heat transport; release of the latent heat during solidification and
crystal-melt interface deformations. While these commercial codes accurately represent
furnace heat transfer, they do not treat the local thermal-capillary physics as rigorously
as our in-house Cats2D software. Since these commercial codes do not offer the flexibil-
ity to implement additional physics by adding new mathematical models, we choose to
rely on our in-house Cats2D software for local transport and capillary physics modeling.
An alternative approach is to partition the geometry into non-overlapping subdo-
mains, each comprising of particular physical phenomena, and then solve each subdo-
main problem by employing existing specialized softwares well suited for the task. An
appropriate coupling approach then needs to be adapted for the softwares to interact
with each other at the interface of the subdomains. Such a modular coupling approach
has also been adapted in several prior efforts to study melt crystal growth systems.
Baumgartl et al. [130] applied temperature conditions from a global heat transport
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Figure 7.1: Melt crystal growth in an electrodynamic gradient freeze furnace is repre-
sented using coupled models. (a) Matching temperature and heat flux boundary condi-
tions are exchanged between a finite volume furnace model and a finite element model
of ampoule contents. (b) Temperature in the furnace is computed by CrysMAS, and
temperature and melt flow in the ampoule are computed by Cats2D (adapted from [21])
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simulation to compute melt convection in a Czochralski crystal growth process whereas
Virbulis et al. [131] employed FEMAG and the commercial code CFD-ACE in a cou-
pled manner to analyze silicon CZ flow. Lukanin et al. [132] described the coupling of
a two-dimensional global heat transfer analysis with three-dimensional turbulent flow
computations for silicon Czochralski growth. Yeckel et al. [133, 134] have also ap-
plied two-dimensional furnace heat transfer analyses to provide boundary conditions for
three-dimensional local computations. However, all the aforementioned modeling efforts
follow a one-way coupling approach by supplying the temperature boundary conditions
borrowed from furnace heat transfer computations to the local model. This inherently
ignores the effect of local factors such as melt convection and latent heat generation at
the melt-crystal interface on the furnace heat load, thus necessitating the development
of a two-way coupling approach for a fully self-consistent solution of the model.
Derby et al. [21, 135, 136, 137] presented a multi-scale model with two-way coupling
to study crystal growth in an industrial electrodynamic gradient freeze furnace, shown
in Fig 7.1. The furnace scale model is based on the commercial finite volume-based
heat transfer analysis code CrysMAS, that is coupled to the local model in the growth
ampoule handled by Cats2D code. Coupling is achieved by exchanging temperature and
flux data between the codes in a way that enforces matching conditions at the coupling
boundary between the subdomains. Such coupling poses significant challenges in terms
of convergence, and Derby et al. have evaluated various iterative solution strategies for
their convergence characteristics. Block Gauss-Seidel (BGS) iteration is a simple back-
and-forth scheme where the furnace problem will be solved first subject to some initial
conditions of temperature and flux along the coupling boundary and the updated values
are passed to the ampoule subproblem. The iteration is then completed by solving the
ampoule subproblem providing new estimates at the coupling boundary for the furnace
subproblem and the procedure is repeated till convergence. However, this scheme is
found to diverge in most cases and Derby et al. recommend using the Approximate
Block Newton (ABN) scheme for more robust convergence. A detailed description of
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Figure 7.2: Schematic showing the division of the global system into subdomains com-
prising of the furnace design and the local HRG system. Furnace heat transfer will
be modeled by the CrysMAS software while the local thermal-capillary physics will be
modeled by the in-house Cats2D software with two-way modular coupling between the
codes
108
the ABN iterative scheme and its implementation to couple any two black-box solvers is
presented in [21, 135]. Such a coupling approach can further be developed and adopted
to perform global modeling for designing an industrial scale HRG system. A schematic
of the proposed coupling approach for the HRG system is shown in Fig 7.2.
7.2.2 Process instabilities
A deeper understanding of instabilities of the HRG system is essential to develop pro-
cessing strategies that can ameliorate their effects, particularly the tip undercooling and
lower meniscus instability mechanisms.
Tip undercooling
This is perhaps the most important of the process instabilities exhibited by the HRG
process, since it is the first instability triggered by increasing growth rate. Achieving a
sufficiently high growth rate is essential for reducing production costs. In addition, the
mechanism driving this instability is puzzling. That undercooling of the melt arises as
more latent heat is generated by faster growth is counterintuitive. A deeper understand-
ing of the heat flows that lead to this phenomenon is essential. Future work needs to
focus on understanding the fundamental mechanisms behind undercooling, and design
strategies to minimize these effects should be pursued. The coupled model described
earlier can be employed to assess strategies to change heat transfer via furnace design.
In addition, the mean curvature of the interface can influence the equilibrium ther-
modynamics of solidification, according to the Gibbs-Thomson effect, and the functional
dependance follows as:
Ti
Tmp
= 1− σslH
ρs∆Hf
, (7.1)
where Tmp is the planar melting temperature of the material, H is the mean curvature of
the interface, σsl is the surface energy of the interface, ρs is the density of the solid and
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∆Hf is the latent heat. Given that the tip region of the solidification interface in the
HRG configuration exhibits significant curvature, the Gibbs-Thomson effect could have
important ramifications of either augmenting or countering the undercooling instability.
However, our current thermal-capillary model currently neglects this effect and needs
to be accounted for by developing the model further.
Another approximation in the thermal-capillary model that needs to be revisited is
that the melt-crystal interface lies along the equilibrium melting-point isotherm. This is
a valid assumption so long as the solidification at the interface is not limited by kinetics,
which is reasonable for most melt crystal growth systems. However, this assumption
begins to break down at sufficiently high growth rates, typically greater than several
meters per second for silicon; see, e.g, [138]. Based on past experiments, we expect the
maximum growth velocities in the HRG system to be less than one meter per minute;
nevertheless, solidification kinetics should still be carefully considered at the ribbon tip.
Melt spilling
The instability arising from Gibbs limit of pinning leads to a breakage or spill-over of
the lower meniscus. This is the next mechanism, after tip undercooling, that limits
the attaining of higher growth rates. Unlike tip undercooling, however, the mechanisms
behind this instability are quite evident, having simply to do with geometry and wetting
angles. Nevertheless, further computations need to be carried out to assess different
design strategies to counter this limit.
First, the effect of equilibrium wetting angle and the shape of the lower crucible lip
should be examined by considering the use of a crucible liner of different material and
different crucible geometries. Further, the effects of pulling the crystal at an upward
angle with respect to the melt can be considered, as was done in the low-angle silicon
sheet (LASS) growth process [101, 102]. Changing the angle of pulling will change
the apparent pinning angle of the relatively short lower meniscus thus affecting this
instability. The model developed here can also be applied to asses the particularly
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interesting design put forth by Varian Semiconductor Equipment, which employs a
weir-like geometry that allows the silicon to spill continuously over the lower crucible
lip [22]; see the process schematic in Fig 7.3 that shows the spilling and recirculation
of liquid silicon.
Figure 7.3: The Floating Silicon Method (FSM), under development of Varian Semi-
conductor Equipment, grows silicon ribbon in a horizontal orientation, from [22]
Morphological instabilities
Morphological instabilities can arise from rejected impurities at the solidification inter-
face that, via the compositional dependence of the thermodynamic melting point, locally
supercool the melt. This well-known phenomenon is known as constitutional supercool-
ing, explained schematically in Fig 7.4. As discussed in Chapter 6, the local melt
flow patterns near the solidification interface in the HRG system result in redistribution
of impurities with a majority of the impurities being trapped in the lower meniscus
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region. Although this has been presented as an inherent advantage of the process where
a major portion of the growing crystal will be relatively free of impurities, it however,
simultaneously presents a significant danger of constitutional supercooling due to high
impurity concentrations in the lower meniscus region. New studies should be directed at
predicting and understanding conditions under which a growing, stable melt-solid inter-
face breaks down via constitutional supercooling to produce multi-crystalline material.
Such conditions were studied in the earlier approximate model of HRG by Glicksman
and Voorhees [68].
Figure 7.4: (a) Typical liquidus temperature distribution in the presence of impurities
and thermal gradients in melt near the growth interface: Scenario 2 corresponds to shal-
low gradients with melt temperatures falling below the liquidus temperature resulting
in supercooled region. (b) Cellular structures developed on the interface during melt
crystal growth of Ga doped Ge under the conditions of morphological instability [23]
7.2.3 Thermal-stress analysis
As already mentioned, the evolution of ribbon growth technologies is severely challenged
by the induced thermal stresses that deteriorate the quality of the growing crystal via
plastic deformation, as well as promote fracture and buckling of the crystal. To alleviate
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these adverse effects, it is essential to develop a better understanding of the nature of
the thermal stresses in a ribbon growth environment. Several previous efforts were
directed at studying such effects in the EFG growth, to varying degree of accuracies,
ranging from simple thermo-elastic analytical and numerical approaches [52] to modeling
growing silicon ribbon as a visco-plastic material [49, 51, 139, 140, 141].
Especially such an analysis will be critical for achieving higher growth rates in HRG
system via the design of an efficient after-heater system to minimize thermal stresses
upon cooling of the grown ribbon. We will address thermal stress via the calculation
of linear elastic phenomena in the proposed research, and suitable after-heater designs
will be put forth. Towards this end, reasonable progress has already been made in
terms of model development and implementation which is summarized below, followed
by directions for a more thorough analysis in the future.
Current progress
During the ribbon growth, non-uniform thermal gradients develop in the ribbon de-
pending on the cooling mechanisms employed. As adjacent ribbon elements contract
differently, proportional to their own temperature fall, they restrain each other’s con-
traction giving rise to build up of thermal-stresses in the ribbon. The evolution of such
stresses and displacements in the ribbon can be, to a first order approximation, modeled
by the linear-elastic small deformation theory. Moreover, since the width dimension of
the HRG ribbon is very large in comparison to its thickness, the problem can be treated
satisfactorily by a two-dimensional plane strain approximation. Plane strain is defined
to be a state of strain in which the normal strain to the plane as well as the shear
strain components perpendicular to the plane are taken to be zero. Alternatively, this
corresponds to a state in which the applied loads act in the plane and do not vary
in the direction perpendicular to the plane (width dimension), while there can exist
a non-zero out of plane resultant stress component. With these treatments, given a
temperature field, it is possible to calculate thermal stresses for a linear-elastic solid, in
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static equilibrium, according to the following equation:
∇ · (∇ud + (∇ud)T ) + (µ∇ud − (T − T0)I) = 0, (7.2)
where ud is the displacement vector, µ = 2λ/((1−2λ)),  = 2β(1 +λ)/(1−2λ), λ is the
Poisson’s ratio, β is the thermal-expansion coefficient of silicon crystal, I is the identity
tensor and T0 is the reference temperature.
Despite continuous pulling of the ribbon, instantaneous development of the stress
and displacement fields allow for a quasi-steady formulation of the problem. At the
uptake end of the crystal, with an attached pulling mechanism, the displacements are
constrained to be zero. The bottom surface of the growing ribbon is assumed to be sup-
ported on either a conveyer belt or rollers and the normal component of the displacement
is constrained to be zero. Zero displacement condition is imposed on the solidification
interface as it is constrained to be located along the melting point isotherm. The rib-
bon top surface is taken to be in a stress-free state. The numerical discretization of the
governing equation and the solution process is analogous to that described in Chapter
3.
The thermal-stress analysis is performed on the base case system presented in chap-
ter 4, with an applied pull rate of Vg =4.4 cm/min and with corresponding thermal
gradients in the growing ribbon shown in Fig 4.4. The Poisson’s ratio of the silicon
crystal, λ, is assumed to be 0.25 , the thermal-expansion coefficient, β, is taken to
be 4x10−6 K−1 and the modulus of elasticity, G, is 1.17x1011 N/m2. The preliminary
analysis conducted here suggests that the maximum stress occurs in the region where
the two-dimensional temperature field near the solidification interface transitions into
one-dimensional field in the rest of the crystal, as shown by the Von-Mises stress field
depicted in Fig 7.5.
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Figure 7.5: Von-Mises stress field in the crystal: Min σ/G = -3.04x10−5, Max
σ/G = 1.99x10−2, ∆σ/G = 9.9x10−4
Future direction
The higher propensity of wider ribbons to undergo buckling remains one of the major
impediments to promising growth of ribbon techniques [46, 50]. The wide ribbon effects,
due to the presence of free surface ribbon edges, cannot be captured by the simple two-
dimensional plane strain formulation developed earlier. However, in an EFG system,
where thermal gradients are predominantly in the axial direction and reasonably negli-
gible in the thickness direction, Gurtler et al. [52] were able to employ a linear-elastic
two-dimensional plane stress formulation, in the plane perpendicular to the thickness
direction, to study the edge effects in wide ribbons. By imposing thermal profiles that
vary only along axial direction, their analysis showed that the stress distribution in
the ribbon still evolves to present two-dimensional characteristics, varying in the width
dimension, due to edge effects. In addition, they showed that the stress levels rise as
the sheet width is increased. By applying elastic instability theory, they predicted that
the critical stress for buckling falls with ribbon width and proposed hypothetical axial
thermal profile designs that would alleviate such effects. However, such a plane stress
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analysis cannot be directly applied to the HRG system as significant thermal gradi-
ents exist in the thickness direction, especially in the growth region, as discussed in
Chapter 4. Thus, development of a three-dimensional thermal-stress model is essen-
tial, with thermal profiles borrowed from 2D thermal-capillary analysis, for a deeper
understanding of thermal stress instabilities.
Further, it has been shown that silicon crystals undergo plastic deformation at high
temperatures (>10000C) [142, 143] with relatively low yield stresses, and cannot be
modeled as a perfectly elastic material during the ribbon growth process. During plastic
deformation, residual thermal stresses in the crystal are relieved by the movement and
multiplication of dislocations. This becomes an important issue since high residual
stresses and dislocation densities diminish the performance and reliability of electronic
devices. In the pioneering work of Haasen et al. [144, 145, 146] and Sumino et al.
[147, 148] to describe the macroscopic plastic behavior of silicon crystals, they developed
a model, based on experimental and theoretical considerations, that relates the stress-
strain characteristics of the material to temperature, strain rate and the value of the
dislocation density. By employing this model, where dislocation density becomes an
internal variable, Tsai et al. [49, 51, 139, 140, 141] performed extensive analysis of
EFG ribbons to optimize thermal profiles in the growing ribbon to minimize residual
stresses and to restrain the evolution of dislocation densities. Such an analysis can
be extended to predict dislocation densities in HRG ribbons. Pursuing the proposed
research ideas here would significantly advance the design of the HRG system to achieve
higher quality, wider ribbons at higher throughputs while mitigating the thermal-stress
effects and instabilities.
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