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Abstract
Recently, deep learning approaches have achieved
promising results in various fields of computer vision. In
this paper, we investigate the combination of deep learning
based methods and depth maps as input images to tackle the
problem of driver attention monitoring. Moreover, we as-
sume the concept of attention as Head Pose Estimation and
Facial Landmark Detection tasks. Differently from other
proposals in the literature, the proposed systems are able to
work directly and based only on raw depth data. All pre-
sented methods are trained and tested on two new public
datasets, namely Pandora and MotorMark, achieving state-
of-art results and running with real time performance.
1. Introduction
The introduction of semi-autonomous and autonomous
driving vehicles and their coexistence with traditional cars
is going to increase the already high interest about driver
attention studies. Very likely, automatic pilots and human
drivers will share the control of the vehicles, and the first
will need to call back the latter when needed: in this case,
the monitoring of the driver attention level is a key-enabling
factor. In addition, legal implications will be raised [18].
In this context, the human face is one of the richest source
of information to monitor the visual driver distraction [8],
i.e. when the driver’s eyes are not looking at the road.
In this paper, we assume the concept of attention as a Head
Pose Estimation problem, in conjunction with an analysis
about the state of salient elements belonging to the face (i.e.
eyes, mouth). These two tasks are exploited, for instance, to
infer the coarse gaze [17] or to detect the driver drowsiness
through the state of mouth or eyes [1, 4].
Moreover, only depth images, acquired with near-infrared
sensors, are used as input data in order to develop methods
that work even during the night or with bad light source con-
ditions. Specifically, we investigate the potentiality of depth
Figure 1. Head Detection task: depth frames with the predicted
probability maps (first row) and depth maps with head predictions
(green) and ground truth annotations (blue) in the second row.
images combined with deep learning based methods, a re-
search topic not fully exploited, since the release of cheap
but accurate small-sized 3D sensors brings up new opportu-
nities in this field and much high-quality depth maps.
Summarizing, we present a study about algorithms that
satisfy automotive requirements (light invariance, real time
performance, occlusion reliability), focusing on Head Pose
Estimation and Facial Landmark Detection tasks, based
only on depth images.
2. Head Detection
Head detection is the ability to detect and localize one or
more heads in a given input image [14] and is a key element
for applications based on the analysis of the head.
Most of the current research approaches are based on im-
ages taken by conventional visible-light cameras – i.e. RGB
or intensity cameras – and only few works tackle the prob-
lem of head detection in depth images.
Head detection methods based on depth images have sev-
eral advantages over methods based on 2D information that
generally suffer the complexity of the background and when
subject’s head has not a consistent color or texture.
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Figure 2. Head Pose Estimation task: samples from POSEidon
framework [7] output. Depth maps, Face-from-Depth and Motion
Images are depicted on the left of each frame.
In [9], we propose a Fully Convolutional Network that is
able to output a probability map based on head locations,
given a depth input map. Experimental results show the
good accuracy, the reliability and the speed performance
(more than 30 fps) of the framework. This method is cur-
rently the state-of-art for head detection in the wild with
only depth images. Sample output images are reported in
Figure 1.
Furthermore, we investigate a CNN used as a binary classi-
fier, designed to classify candidate patches as head or non-
head [3]: in this case, depth maps are exploited to deal with
the scale of the target object.
3. Head Pose Estimation
Head Pose Estimation is the ability to infer the orienta-
tion of a person’s head relating to the view of the acqui-
sition device [15]. The head pose in a 3D space can be
expressed as a triplet (φ, θ, ρ) that corresponds to three an-
gles: yaw, pitch and roll. Starting from head localization,
we propose a framework, called POSEidon [7], to estimate
head and shoulder poses, measured as continuous rotation
angles. To this aim, a new triple regressive CNN archi-
tecture is proposed, that combines raw depth maps, Motion
Images (computed with the Farneback [11] algorithm) and
generated faces from the corresponding depth images.
One of the most innovative contribution is a Face-from-
Depth network, that is able to reconstruct gray-level faces
directly from depth images. This solution derives from the
awareness that intensity face images are very useful to de-
tect head pose [2]: we would like to have similar benefits,
without having intensity data.
POSEidon is the current state-of-art in the head pose esti-
mation task with depth maps. Sample outputs are depicted
in Figure 2. We investigate other several approaches [22],
including Siamese networks [23] and an embedded imple-
mentation [6] for plug-in and easy-to-install car systems.
4. Facial Landmark Detection
A reliable localization of facial landmarks – i.e., the abil-
ity to infer the position of prominent face elements relative
to the view of the acquisition device – is one of the basic
components to conduct driver physical state investigation,
through eyes or mouth direct monitoring [19] and facial ex-
pressions recognition [20], as reported in literature.
We propose a deep-based approach specifically designed
for real time facial landmarks localization in the automo-
tive context, through a regression manner approach [12].
The presented method is one of the few works that com-
bines depth images and a deep architecture to localize facial
landmarks in a regression manner: this explains the lack of
database and competitors.
The model architecture is designed to deal with two main is-
sues: low memory requirements and real time performance.
The proposed method relies only on depth data to achieve
a good reliability in presence of illumination changes. A
visual sample is reported in Figure 3.
5. Face Generation
As mentioned before, we also investigate the face gen-
eration task, inspired by the Privileged Information ap-
proach [21], in which the main idea is to add knowledge
at training time – the generated faces – in order to improve
the performance of the presented systems at testing time.
Experimental results confirm the effectiveness of this ap-
proach.
5.1. Face-from-Depth
Is it possible to generate gray-level face images from the
corresponding depth ones?
Face-from-Depth architecture [5,7,10] is designed to tackle
this task and is one of the most innovative elements of PO-
SEidon framework. Due to illumination issues, the appear-
ance of the face is not always available in many scenarios,
e.g. inside a vehicle. On the contrary, depth maps are in-
variant to illumination conditions but lack of texture details.
Moreover, we adopt some vision tasks as Perceptual Probes
Figure 3. Facial Landmark Localization task: landmarks are re-
ported with green circles and the square crop for face extraction is
depicted with a red rectangle.
Figure 4. Gray-level images (first column) and the corresponding
depth faces (second column); then, face images taken from [7] and
finally the output of the Face-from-Depth network [5].
for performance evaluation. We assess that the face-to-face
translation is acceptable if new generated faces (from depth
input) exhibit similar proprieties of original faces, i.e. cate-
gorical attributes are maintained across domains.
5.2. Depth-from-Face
Is it possible to generate depth face maps from the cor-
responding gray-level ones?
Depth estimation is a task at which humans naturally ex-
cel thanks to the presence of two high-quality stereo cam-
eras (i.e. the human eyes) and an exceptional learning tool
(i.e. the human brain). Even though depth estimation is a
natural human brain activity, the task is an ill-posed prob-
lem in the computer vision context, since the same 2D im-
age may be generated by different 3D maps.
In [16], an adversarial approach [13] is employed to effec-
tively train a Fully Convolutional Autoencoder that is able
to estimate facial depth maps from the corresponding gray-
level images. To the best of our knowledge, this is one of
the first attempts to tackle this task through an adversarial
approach that, differently from global depth scene estima-
tion, involves small sized objects, full of details: the human
faces. Furthermore, we show that the model is capable of
predicting distinctive facial details by testing the generated
depth maps through a deep model trained on authentic depth
maps for the Face Verification task.
6. New datasets collected
All the previous methods are trained and tested thanks
to two recent datasets. Due to the lack of datasets contain-
ing face depth data, we decide to acquire two high-quality
datasets, reproducing the automotive context.
6.1. Pandora dataset
We collect a new challenging dataset, called Pandora [5],
specifically created for the Head Pose Detection task. A
frontal fixed device (Microsoft Kinect One) acquires the up-
per body part of the subjects, simulating the point of view of
a camera placed inside a car dashboard. Pandora contains
110 annotated sequences using 10 male and 12 female ac-
tors. Each subject has been recorded five times. The dataset
contains more than 250k full resolution RGB (1920×1080)
and depth (512× 424) images.
Pandora is the first publicly available dataset which con-
tains shoulder angles, in addition to the head pose anno-
tations and wide angle ranges. Moreover, it contains also
challenging camouflage: garments as well as various ob-
jects are worn or used by the subjects to create head and/or
shoulder occlusions.
6.2. MotorMark dataset
MotorMark dataset [12] includes both RGB and depth
images, annotated with facial landmark coordinates.
Frames are acquired through a Microsoft Kinect One. It
is composed by more than 30k frames, with a resolution
of 1280 × 720 and 515 × 424, respectively. Subjects (35
subjects in total) are standing in a real car dashboard and
performs real inside-car actions.
The annotation of 68 landmark positions on both RGB and
depth frames is available, following the ISO MPEG-4 stan-
dard. The ground truth has been manually generated. The
user was provided with an initial estimation provided by the
dLib libraries, which gives landmark positions on RGB im-
ages. The projection of the landmark coordinates on the
depth images is carried out exploiting the internal calibra-
tion tool of the Microsoft Kinect SDK.
7. Conclusion and Future Work
In this paper, we investigate the combined use of deep
learning methods and depth maps to monitor the driver at-
tention, through the Head Pose Estimation and the Facial
Landmark Detection tasks. Experimental results confirm
the potentiality and the feasibility of the presented meth-
ods. We plan to investigate the Face Verification task based
only depth data as input.
Figure 5. Sample outputs of the Depth-from-Face network [16]
(last row). In the first and second rows, original gray-level and
depth maps are reported, respectively.
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