We show that the independence number of a countably infinite HH-homogeneous graph that does not contain the Rado graph as a spanning subgraph is finite and present a classification of MB-homogeneous graphs up to bimorphismequivalence as a consequence.
Introduction
The symmetry of graphs, or more generally relational structures, is usually measured in by such numbers as the degree of transitivity or homogeneity of the natural action of their automorphism group. One of the strongest notions of symmetry is ultrahomogeneity, defined as the property that any isomorphism between two finite induced subgraphs can be extended to an automorphism. This notion was generalized by Cameron and Nešetřil, in [1] , to homomorphismhomogeneity requiring that any local homomorphism (that is, a homomorphism between finite induced substructures) extend to an endomorphism of the ambient structure. By specifying the type of local homomorphism and endomorphism, several new morphism-extension classes were introduced by Lockett and Truss (see [2] ), each denoted by a pair of characters as XY and defined by the condition that any local X-morphism extends to a global Y -morphism. Here X ∈ {H, M, I} stands for homo, mono or iso and Y ∈ {H, A, I, B, E, M} stands for homo, auto, iso, bi, epi or mono. Thus, for example, the notion of homomorphism-homogeneity above is what we will call HH-homogeneity, and ultrahomogeneity is IA-homogeneity.
One of the main tasks in this area is classification, i.e., determining, given a language L and a set of axioms A, all countable L-structures satisfying A that fall into individual morphism-extension classes. A classic example of successful classification is the Lachlan-Woodrow theorem [3] , which in our language is a classification of IA-homogeneous graphs. Classification theorems can have broad implications because some of the classes appear in other areas of mathematics. For example, IH-homogeneous graphs appear in the area of graph limits [4] and HH-homogeneous structures appear as weakly oligomorphic structures that have found application in the research of infinite-domain CSPs [5] . We consider the extended family of classes as defined by Lockett and Truss consisting of 18 morphism-extension classes for general structures, which in the case of countable structures collapse to the fifteen presented in Figure 1 . A first approach to the problem of classifying countable homomorphismhomogeneous L-structures satisfying the axioms in A is to determine the partial order of morphism-extension classes such L-structures, because some of the classes in Figure 1 may turn out to be equal for the L-structures in question. In the case of graphs, progress even in this simpler question has been slow: in the original 2006 paper, Cameron and Nešetřil asked whether the classes HH and MH are equal for countable graphs, and the equality of these classes was established in 2010 for countable graphs by Rusinov and Schweitzer [6] . It was only last year that all the equalities and inequalities between morphismextension classes of countable graphs were settled. We now know the partial order of morphism-extension classes of graphs. For related results regarding the equality of MH and HH in binary structures, we refer the reader to [7] and [8] .
Among the first results in the area is the fact that any countable graph that contains the Rado graph R as a spanning subgraph is HH-homogeneous. Apart from these and some trivial cases like disjoint unions of complete graphs, no countable graphs were known to exist in the class HH at the end of [1] , prompt-ing the authors of the original paper to ask for examples of countably infinite, connected, HH-homogeneous graphs that do not contain R as a spanning subgraph.
The first examples of such graphs were presented by Rusinov and Schweitzer in [6] , but up to the date of this writing, a full classification of countable HHhomogeneous graphs, or, more ambitiously, IH-homogeneous graphs (by which we mean a "reasonable" list of the contents of each morphism class) does not exist. We hasten to mention here that the qualifier "reasonable" is important, since most of the classes are uncountable. In general, "reasonable" means "up to the appropriate equivalence relation, depending on the class." For example, the correct notion for IA-homogeneous graphs is isomorphism, whereas isomorphism is useless in MB-homogeneous graphs because there are uncountably many of them up to isomorphism (see [9] ).
The equivalence relations in the preceding paragraph come from the Fraïssé-type theorem that holds in the particular class we study. For example, the usual Fraïssé theorem (see [10] ) implies that two countable IA-homogeneous relational structures with the same age are isomorphic. More generally, if the Fraïssé-type theorem in a class XY implies when the limit is unique up to Z-equivalence (here Z comes from the same set of prefixes and two structures A, B are Zequivalent if every embedding from a finite substructure of A into B can be extended to a Z-morphism A → B and viceversa), we attempt to classify up to Z-equivalence. Most of the Fraïssé-type theorems were found by Coleman [11] , improving previous results of C. Pech and M. Pech [12] , though no Fraïssé-type theorem is known for some morphism-extension classes.
In the case of MB-homogeneous, the equivalence relation coming from the Fraïssé-type theorem is B-equivalence. We know by Theorem 3.20 from [9] that there exist 2 ℵ0 countably infinite, pairwise non-B-equivalent graphs in the bimorphism-equivalence class of the Rado graph. This means that the only way to distinguish those graphs from one another is by their ages, and therefore a classification of MB-homogeneous graphs up to B-equivalence may be impossible. The best candidate for equivalence relation in a classification of MB-homogeneous graphs is bimorphism-equivalence.
The main contribution of this paper is Theorem 31, an analogue of the Lachlan-Woodrow theorem for MB-homogeneous graphs, providing a positive answer to Problem 4.12 from [9] (i.e., a classification of MB-homogeneous graphs up to bimorphism-equivalence). Theorem 31 arises as a consequence of a preliminary result in our efforts towards a classification of HH-homogeneous graphs. Along with this result, we give a bound on the independence number of a countable HH-homogeneous graph that does not contain R as a spanning subgraph, in terms of the highest independence number of the neighbourhood of a vertex. In short, HH-homogeneity implies that in such a graph G there is a finite upper bound o(G) on the independence number of induced subgraphs defined as N (v), and α(G) cannot be "too large" compared to o(G).
The paper is organized as follows: first we prove in Section 2 that HHhomogeneous graphs that do not contain the Rado graph as a spanning subgraph have finite independence number, and then we use that result in Section 3 to classify MB-homogeneous graphs.
The independence number of countable HH-homogeneous graphs
Recall that Age(G) is the set of finite nonempty induced substructures of G, modulo isomorphism. Write A B if there exists a surjective homomorphism A → B; this relation is a partial order on Age(G).
Definition 1.
A graph G has property ( ) if for every finite H ⊂ G there exists v ∈ G such that for all h ∈ H the pair vh is an edge in G.
Definition 2.
A graph G has property (∴) if for every finite H ⊂ G there exists v ∈ G \ H such that for all h ∈ H the pair vh is not an edge in G.
Following the tradition, if
H is a finite subset of G and x ∼ h for all h ∈ H, we call x a cone over H. If y ∼ h for all h ∈ H and y / ∈ H, then we refer to y as a co-cone over H.
Most other notation is standard: α(G) denotes the independence number of G, [G] <ω denotes the set of finite subsets of G, and Remark 3. It is easy to prove that a countably infinite graph satisfies ( ) iff it contains the Rado graph as a spanning subgraph. Property (∴) holds for G exactly when G has ( ).
Definition 4. Let G be an infinite graph.
1. Define K(G) as the subset of Age(G) consisting of all A for which there exists an embedding e : A → G such that G contains a cone over e[A] 2. Define K(G) subset of Age(G) consisting of all A ∈ Age(G) for which there exists an embedding e :
In a partial order (P, ≤), we call X ⊂ P downward closed if for all x ∈ X and y ∈ P , y ≤ x implies y ∈ X. Similarly, Y ⊂ P is upward closed if for all y ∈ Y and all x ∈ P , x ≥ y implies x ∈ Y . Naturally, we consider the empty set to be upward and downward closed.
Throughout the paper, we will prove the possibility of extending a homomorphism with finite domain f by proving that the domain of f can be extended by one new vertex. Running such an argument over an enumeration of the ambient graph yields the desired result.
Proposition 5.
A countable graph G with vertices of infinite degree is HHhomogeneous iff the following four conditions hold:
. for every C ∈ K(G) and every embedding e of C into G there exists an infinite clique of cones over e[C] in G,
Proof. We will first prove that HH-homogeneity implies the four conditions above. The first condition is clearly necessary because an isomorphism is a homomorphism: if C ∈ K(G) ∩ K(G), then we can find X, Y ⊂ G isomorphic to C and such that there is a cone c over X in G, but no vertex of G is a cone over Y . An isomorphism X → Y is a homomorphism between finite substructures of G, but it cannot be extended to a global homomorphism since there is no possible image for c. This allows us to abuse notation and simply say
It is clear that HH-homogeneity implies conditions 2 and 4 for graphs with vertices of infinite degree. If G satisfies ( ), then K(G) is empty and 3 is trivially true. If G does not satisfy ( ), then K(G) = ∅ by definition, and since G is HH, the domain of a surjective homomorphism whose image is in K(G) has to be in K(G).
For the converse, suppose that the conditions above hold and let f : A → B be a surjective finite homomorphism. We will show that f can be extended to any superset A ∪ {a} as a homomorphism.
We need only consider the cases B ∈ K(G) and B ∈ K(G). If B ∈ K(G), then the new vertex a can be mapped to any cone c over B, and the resulting function is still a homomorphism. And if B ∈ K(G), then A ∈ K(G) by Condition 3 and given any c / ∈ A:
1. If c ∼ a for all a ∈ A, it follows that f ∪ {(c, d)} is a homomorphism for any d. 2. If c ∼ a for all a ∈ C ⊂ A, then c is a cone over C and f C is a surjective homomorphism from C to its image, so f [C] has a cone d / ∈ B by conditions 2 and 4, and f ∪ {(c, d)} is a surjective homomorphism extending f . This concludes our proof.
Proposition 6. Suppose that G is a HH-homogeneous graph. If for every
Proof. Given any finite X ⊂ G, select |X| vertices from an independent set contained in some N (v) and map them bijectively to X. This is a homomorphism, so it can be extended to v. The image of v will be a cone over X.
We can rephrase Proposition 6 above as saying that if G is HH-homogeneous with ¬( ), then there exists k ∈ N such that α(N (v)) ≤ k for all v ∈ G. This fact motivates the following definition.
Definition 7. Let G be a graph. Define o(G) as sup{α(N (v)) : v ∈ G} if the supremum is finite, and as ∞ otherwise.
In particular, if G is HH-homogeneous with ¬( ), then there exists a minimal n ∈ N such that for all v ∈ G, N (v) is aK n -free HH-homogeneous graph. Recall that a dominating set in a graph G is any S ⊂ G such that every vertex has a neighbour in S.
Definition 9.
1. Let G be a graph and I ⊆ G. We say that I is a directory of G if I is an independent dominating set of G. 2. Let I be a directory of G. The address of x ∈ G with respect to I, denoted by address I (x) or simply address(x), is given by
We will write address I (A) instead of {address I (a) : a ∈ A}. 
, impossible. It follows that v ∈ K S and the exact and common neighbourhoods of S are equal.
Proposition 10 is a manifestation of a more general phenomenon, namely partial quantifier elimination in homomorphism-homogeneous structures. We will explore this subject in a different paper.
Proposition 11. If G is a HH-homogeneous graph and S ∈ [G]
<ω , then N (S) is a HH-homogeneous graph.
Proof. Consider finite A, B ⊂ N (S) and a homomorphism f : A → B. Then we can extend f to f : A ∪ S → B ∪ S by fixing each v ∈ S, and the result is still a homomorphism. By HH-homogeneity, there exists an endomorphism F : G → G that extends f . This F maps N (S) into N (S), so F N (S) is an endomorphism of N (S). Lemma 13. Suppose that I is a maximal directory of the countably infinite connected HH-homogeneous graph G and
Proof. Write m for o(G). The proof consists of two pairs of claims of increasing strength. We start with the simplest case:
Proof. Let S = {c 1 , . . . , c m } and T = {c m , . . . , c 2m−1 }. Take u ∈ K S and v ∈ K T , and consider the set D = {c 1 , . . . , c m−1 , v}. Since c m is the only element common to S and T , D is an independent set of size m. By HH-homogeneity, D has a cone z. Observe that z / ∈ I because it has edges to elements of I. Proof. Claim 14 is the first step of an inductive argument on |S ∩ T | up to |S ∩ T | = m − 2. Suppose that we can find a neighbour whenever |S ∩ T | ≤ k ≤ m−3, and |S ∩T | = k+1. Pick a vertex x ∈ S ∩T and choose any w ∈ I \(S ∪T ). Now the set S = (S∪{w})\{x} has m elements and |S ∩S| = k, and so its exact neighbourhood K T contains a neighbour u of v, by the induction hypothesis. Now define f : S ∪ {v} → S ∪ {v} as the local homomorphism fixing v and each element of S \ {x} pointwise and mapping w to the unique element of x. The image of S under f is S, so u is mapped by a global extension of f to a neighbour of v in K S .
The preceding two claims, together with Proposition 12, show that in a HHhomogeneous graph G such that o(G) is finite, if I is a maximal directory then the structure of the set of vertices with o(G) neighbours in I is closely related to that of the intersection graph of 
Proof. Suppose for a contradiction that N (v) ∩ K T is the finite set A. Then v is a cone over S ∪ A, and by HH-homogeneity there exist infinitely many cones over this set. But being a cone over S is equivalent to being in K S , and so each element of A has infinitely many neighbours in K S . It follows that each N (t) ∩ K S with t ∈ T is infinite, and the conclusion follows by symmetry.
This concludes the proof of Lemma 13.
Definition 18. If G is a graph and I is a maximal independent subset of G, define the domination number of S ∈ [G] <ω over I (or its I-domination number) as the value of the function
Lemma 19. Let G be a connected HH-homogeneous graph with α(G) ≥ 2o(G)− 1, and let I be a directory of G of size at least 2o(G) − 1. Then there exist copies of K 3 in G with I-domination number 2.
Proof. Suppose that S, T, U ∈
. We know from Lemma 13 that any v ∈ K S has infinitely many neighbours in K T and K U , so let w ∈ K T and z ∈ K U be neighbours of v. If w ∼ z, then v, w, z form a copy of K 3 with domination number 2.
Otherwise, let w ∈ K T and z ∈ K U form an edge, and define f : S ∪ T ∪ U ∪ {w, z} → S ∪ T ∪ U ∪ {w , z } be the map fixing S ∪ T ∪ U pointwise and sending w → w , z → z . This is a homomorphism, and the image of v under a global extension forms a triangle with w and z and is in K S because f fixes S pointwise.
Lemma 20. Let G be a HH-homogeneous graph with a directory I and o(G) ∈ N. If the finite set X ⊂ G contains a vertex x such that |address(x)| = o(G), and z ∈ G is a cone over X, then address(z) ∩ address(x) = ∅. In particular, if X consists of vertices with addresses of size o(G), then address(z) ∩ address(X) dominates X.
Proof. The result is trivial if z ∈ I, so assume z / ∈ I. If address(z)∩address(X) = ∅, then {z} ∪ address(x) would be an independent set of size o(G) + 1 in N (x), and the first statement follows.
For the second assertion, suppose for a contradiction that address(z) ∩ address(X) does not dominate X. Then there exists x ∈ X such that x / ∈ N (address(z) ∩ address(X)), so {z} ∪ address(x) is an independent subset of size o(G) + 1 in N (x), impossible.
Theorem 21. If G is an infinite connected HH-homogeneous graph with
Proof. Suppose for a contradiction that I is a maximal independent subset of G with at least 2o(G) − 1 vertices, so I is a directory of G.
We will find a pair of finite isomorphic induced substructures X and Y such that G contains a cone over X but there is no cone over Y , contradicting Condition 1 in Proposition 5.
Take S ∈ I o(G) and a copy C 1 of K 3 in K S (we can find C 1 because K S = N (S) is an infinite HH-homogeneous graph with finite independence number). This C 1 clearly has I-domination number 1, as witnessed by any s ∈ S. By Lemma 19, we can find a copy C 2 of K 3 in G with I-domination number 2 and such that |address(
. Pick any set D 1 with o(G) − 1 vertices from I \ S and let X be
where D 2 is any subset of I \ address(C 2 ) with o(G) − 1 vertices. Then X and Y are isomorphic to the union of K 3 and an independent set of size o(G) − 1. We claim that X ∈ K(G). This follows from the fact that K S is infinite, HH-homogeneous, and has finite independence number, so it is either a union of finitely many infinite cliques (and any other vertex in the connected component of C 1 in K S is a cone), or it is connected and every finite clique is contained in an infinite clique.
Next, we prove that Y does not have a cone. By our choice of addresses in Lemma 19, each vertex v of C 2 satisfies |address(V )| = o(G), so by Lemma 20 the address of a cone over C 2 contains a dominating set for C 2 . By our choice of address and D 2 , it is not possible for Y to have a cone (the address of a cone would be an independent set of size o(G) + 1).
The last two paragraphs contradict Condition 1 in Proposition 5 and establish the Theorem.
The bound on α(G) from Theorem 22 above is tight. The Rusinov-Schweitzer construction produces, for example, a graph G with o(G) = 2 and α(G) = 3 =
Corollary 22. If G is an infinite connected HH-homogeneous graph infinite independence number, then G satisfies ( ).
MB-homogeneous graphs
The following theorem is an amalgamation of results from Cameron-Nešetřil [1] and Coleman-Evans-Gray [9] :
Theorem 23. A countably infinite graph with property ( ) contains the Rado graph as a spanning subgraph. If in addition it satisfies (∴), then it is bimorphismequivalent to the Rado graph.
An important fact from Coleman-Evans-Gray [9] :
Theorem 24. If G is a MB-homogeneous graph, then its complementḠ is also MB-homogeneous.
Remark 25. Any MB-homogeneous graph is MH-homogeneous because a bimorphism is a homomorphism. It follows from the fact that MH=HH for graphs (see [6] ) that MB-homogeneous graphs are HH-homogeneous.
Corollary 26. If G is not complete or null, countably infinite, and MB-homogeneous, then it is either connected or isomorphic to ω × K ω . If G is not null, then every vertex has infinite degree and co-degree.
Proof. Since G is not null, there is some connected component C with at least one edge uv; if G is not connected, then there is w ∈ G \ C. If G has only finitely many connected components, then the monomorphism u → u, w → v cannot be extended to a surjective endomorphism. Therefore, G is connected or has infinitely many connected components.
We know that G is HH-homogeneous by Remark 25, so if G is disconnected, then each connected component is a clique. From these, only ω × K ω is MBhomogeneous (Proposition 3.4 of [9] ).
The claims about degree and codegree are obviously true in ω × K ω . If G is connected, then it follows from HH-homogeneity that every vertex has infinite degree (Proposition 1.1 (c) of [1] ). Now suppose for a contradiction that G is MB-homogeneous and some vertex w has finite codegree n. We know by Theorem 24 thatḠ is also MBhomogeneous, so it is an HH-homogeneous graph with a vertex of finite degree. ThenḠ ∼ = ω × K n+1 , which is not MB-homogeneous, contradicting Theorem 24.
Lemma 27. If G is a countably infinite HE-or MB-homogeneous graph with a nonedge, then every nonedge is contained in an infinite independent set.
Proof. We will show that there are no finite maximal independent sets of size n, for each n ∈ N. Since every vertex has infinite co-degree (Corollary 26), the result holds for n = 1.
Suppose for a contradiction that {v 1 , . . . , v n } is a maximal independent set; v 1 has infinite co-degree, so there exists c / ∈ {v 1 , . . . , v n } with v 1 ∼ c. The map v i → v i+1 for i ∈ {1, . . . , n − 1} and v n → c is a monomorphism, so it can be extended to a surjective endomorphism f . Consider any vertex v 0 ∈ f −1 [v 1 ]: for any i ∈ {1, . . . , n−1}, the pair v 0 v i is mapped to v 1 , v i+1 , and v 0 v n is mapped to v 1 c. All the images are nonedges, and therefore {v 0 , . . . , v n } is an independent set, contradicting maximality of {v 1 , . . . , v n } as an independent set.
Corollary 28. If G is a countably infinite HE-or MB-homogeneous graph with a nonedge, and c is a co-cone over a finite A ⊂ G, then there exists an infinite independent set of co-cones over A.
Proof. We show the induction step for an argument to extend a finite independent set of co-cones over A. Suppose C = {a 1 , . . . , a n } is an independent set of co-cones over A. By Corollary 26, there exists c / ∈ A ∪ C with c ∼ a 1 . Let f be the function fixing A pointwise and sending a i → a i+1 for i ∈ {1, . . . , n − 1} and a n → c. This is a monomorphism, so it extends to a surjective endomorphism F . As in Lemma 27 a 0 ∈ F −1 [a 1 ] extends the independent set of co-cones.
Lemma 29. If G is a countably infinite connected MB-homogeneous graph, then G satisfies ( ).
Proof. The result holds for K ω , so assume that G is not complete. Then G is a connected HH-homogeneous graph with α(G) = ∞, by Corollary 28 and Remark 25. It follows from Corollary 22 that G satisfies ( ).
Lemma 30. If G is a countably infinite connected MB-homogeneous graph with ¬(∴), then it is isomorphic to ω × K ω .
Proof. If G does not satisfy (∴), thenḠ does not satisfy ( ). By Theorem 24, G is a MB-homogeneous graph, but it cannot be connected by Lemma 29, so it must be isomorphic to ω × K ω by Corollary 26, and the result follows.
We now have enough information to classify MB-homogeneous graphs up to bimorphism equivalence. This answers a question from [9] .
Theorem 31. Let G be a countable MB-homogeneous graph. Then G is bimorphism-equivalent to one of the following or its complement:
Proof. The disconnected MB-homogeneous graphs are K ω and ω×K ω , by Corollary 26. If G is connected, then it satisfies ( ) by Lemma 29, and if it's not complete, then either it satisfies (∴) and is bimorphism-equivalent to the Rado graph (Theorem 23), or it doesn't and is isomorphic to ω × K ω by Lemma 30.
Remark 32. In the first two cases of Theorem 31, the bimorphism is always an isomorphism.
