For any α > 0, we study k α -type area-preserving and length-preserving nonlocal flow of convex closed plane curves and show that these two types of flow evolve such curves into round circles in C ∞ -norm. Other relevant k α -type nonlocal flow is also discussed when α ≥ 1.
and λ(t) is a function of time which depends on certain global (nonlocal) quantities of X (·, t), say its length L(t), enclosed area A(t), or other possible global quantities like the integral of curvature over the entire curve in certain ways.
The purpose of this paper is to first study k α -type nonlocal flow (2) for convex closed curves with the speed function F (k) − λ (t) given by
or
Here s is the arc length parameter of X (·, t) and the constant α > 0 is arbitrary. The abbreviation LP (AP) indicates that the flow is "length-preserving" ("area-preserving"). We shall see shortly that under the speed function (3) the flow is length-preserving and under (4) the flow is area-preserving. Both flow has the feature that it moves the point p ∈ X (·, t) with maximal curvature inward and the point q ∈ X (·, t) with minimal curvature outward. We note that the above nonlocal flow is not suitable for non-convex simple closed curves due to the curvature term k α , since it may not be defined for k < 0. Moreover, even if k α , α > 0, is defined for all k ∈ (−∞, ∞) (say α ∈ N), the nonlocal flow for a non-convex simple closed curve γ 0 may develop self-intersections in short time. Thus we have to confine to the convex case.
When α = 1, (4) is a gradient flow of the isoperimetric deficit functional and it has been studied originally in [Ga2] and recently in [CLW] . They showed that the flow preserves the convexity and enclosed area of X 0 and evolves it to a round circle in C ∞ sense as t → ∞. As far as we know, Gage's paper [Ga2] seems to be the first one dealing with nonlocal flow of a convex simple closed curve. Also, when α = 1, (3) has been studied in [MZ] . They showed that the flow preserves the convexity and length of X 0 and evolves it to a round circle in C ∞ sense as t → ∞. Another interesting nonlocal flow, with F (k) = k, is due to [JP] , who studied a gradient flow of the isoperimetric ratio functional. This gradient flow increases enclosed area and decreases length of the evolving curve. One may say that, in some sense, it is the fastest nonlocal flow (with F (k) = k and among all possible choices of λ (t)) to evolve X 0 into a round circle.
Even more recently there is another interesting paper [BD] , which discussed the AP nonlocal flow (with F (k) = k) for graphs (with Dirichlet boundary conditions) and its application to kinetic analysis of PET (positron emission tomography) data.
We first prove the following two C ∞ convergence results in Section 2. The methods of proof for Theorem 1.1 and Theorem 1.2 are also applicable to Theorem 3.1. Theorem 1.1 Assume α > 0 and X 0 (u) , u ∈ S 1 , is a smooth convex closed curve 1 . Then under the LP flow (3), the flow exists and preserves length for all time t ∈ [0, ∞). Each X (·, t) remains smooth, convex, and it converges to a round circle with radius L (0) /2π in C ∞ topology as t → ∞.
Theorem 1.2 Assume α > 0 and X 0 (u) , u ∈ S 1 , is a smooth convex closed curve. Then under the AP flow (4), the flow exists and preserves enclosed area for all time t ∈ [0, ∞). Each X (·, t) remains smooth, convex, and it converges to a round circle with radius A (0) /π in C ∞ topology as t → ∞.
Later in Section 3 we also consider other relevant k α -type nonlocal flow for α ≥ 1 (see Theorem 3.1). This flow has the property that it is area-increasing and length-decreasing.
Finally, in Section 4 we discuss 1/k α -type (now F (k) = −1/k α ) nonlocal flow for α > 0 (see Theorem 4.3 and Theorem 4.5). This type of nonlocal flow has the feature that the curvature can blow up in finite time. It is very different from k α -type nonlocal flow. For the case when F (k) = −k −1 , we mention the papers [MC, PY, PZ] . Also see [LT] for other types of nonlocal flow. Before we end this section, we point out that a lot of the methods of proof used in the well-known curve shortening flow (or other related local curvature flow) are not quite applicable to the nonlocal flow we plan to discuss here. Thus we need to use different techniques.
2 k α -type AP and LP flow; the proof of Theorem 1.1 and Theorem 1.2.
2.1 Upper bound of the curvature; Tso's method.
We will use Tso's method to obtain upper bound of the curvature for any α > 0.
As the nonlocal flow (3) (or (4)) is parabolic and X 0 (u) is smooth, similar to [Ga2] , there is a unique smooth solution X (u, t) to the flow defined on S 1 × [0, T ) for some short time T > 0. Since X 0 (u) is convex, by continuity, we may assume that each X (·, t) is also convex for t ∈ [0, T ). We shall show shortly that the convexity is preserved as long as the solution to the flow exists.
According to [And1, Ang, GH] and many other papers, we can use the outward normal angle θ ∈ S 1 = [0, 2π] to parameterize X (·, t). By X (θ, t) we mean the unique point on X (·, t) at which its outward normal N out is given by (cos θ, sin θ) . With this, all evolution equations of the flow can be expressed in (θ, t) coordinates and the evolution of the curvature k (θ, t) of X (θ, t) is given by (see [GH, Ga2] for computation)
where k 0 (θ) > 0 is the curvature of the initial curve X 0 (θ) and
Since X 0 (θ) is a closed curve, k 0 (θ) satisfies the integral condition
By (5), one can easily check that (8) is preserved under both flow. Several interesting comparisons are in order. In the LP flow λ (t) is the average of k α over S 1 with respect to the angle θ ∈ [0, 2π], while in the AP flow λ (t) is the average of k α over X (·, t) with respect to the arc length s ∈ [0, L (t)]. Also note that, by the Hölder inequality, for a convex closed curve γ ⊂ R 2 we have 1
Thus, for the same curve, the nonlocal term λ (t) in the LP flow has more outward effect than that in the AP flow. Similar to Theorem 4.1.4 of [GH] , one can verify that the nonlocal flow (3) is equivalent to the equation (5) with λ (t) given by (6); and the nonlocal flow (4) is equivalent to the equation (5) with λ (t) given by (7). Both have smooth initial data k 0 (θ) > 0 satisfying (8). In view of this, from now on, we can just focus on the curvature equation (5) and study its long time behavior.
By Lemma 2.2 in [Ga2] , for the LP case, we have
and for the AP case, we have
For α > 0, the inequalities in (10) and (11) are both due to (9) and the identity ds = k −1 dθ. Note that in both cases the evolving curve X (·, t) is becoming more circular in the sense that the isoperimetric ratio L 2 (t) /4πA (t) is decreasing in time t ∈ [0, T ). To show C ∞ convergence of X (·, t), we need to do curvature estimate, which is the main work of the paper.
We first derive some integral estimate in both flow. The LP flow (3) is somewhat special because the nonlocal term λ (t) in (6) happens to be the average of k α over S 1 . Thus one can apply the classical Wirtinger inequality to obtain the following monotonicity result:
Lemma 2.1 For any α > 0, let
Then under the LP flow (3) we have
Now
where 2π 0
(v − λ (t)) dθ = 0 and by the Wirtinger inequality we have
Also compute
The proof is done.
To get a result similar to Lemma 2.1 in the AP flow (4), we need the following inequality, which is a consequence of the classical Minkowski inequality: Lemma 2.2 Let γ be a convex closed curve with curvature k (θ) > 0, where θ is its outward normal angle. Then for any C 2 function Φ : (0, ∞) → R, there hold the following inequalities:
and
where Φ (k) = Φ (k (θ)) and A is the enclosed area of γ.
Remark 2.3 If we consider the flow X t = Φ (k) N in , then the length L (t) and enclosed area A (t) of X (·, t) satisfy
Thus Lemma 2.2 is particularly useful in the AP and LP flow. See (24) below.
Proof. In p. 322 of [And1] , for a convex closed plane curve γ with support function u (θ) and curvature k (θ), we can take u 1 (θ) = u (θ) and u 2 (θ) = Φ (k (θ)) in the Minkowski inequality, where Φ (z) is an arbitrary C 2 function on (0, ∞). This proves (18). On the other hand, one can also take u 1 (θ) = 1 and u 2 (θ) = Φ (k (θ)). Then we get (19).
The monotonicity result in the AP flow (4) is the following:
Lemma 2.4 ( Entropy estimate.) Under the AP flow (4), we have
Proof. Apply (18) in Lemma 2.2 to the convex X (·, t) with
, then together with (5) and Remark 2.3, we obtain
which is the same as
dθ.
For α = 1, we get (22). For α > 0, α = 1, we get
The result follows.
Remark 2.5 If we apply (19) in Lemma 2.2 to the LP flow (3), we get
where λ (t) = (2π)
In such a case, we will obtain
which is the same as in Lemma 2.1.
Remark 2.6 As a comparison, in Gage-Hamilton's curve shortening flow (see [GH] ) the integral
is decreasing in time, which is called entropy estimate. Now, in the area-preserving curve shortening flow (see [Ga2] ) the integral
is decreasing in time.
To estimate the upper bound of the curvature, we use Tso's estimate in [Tso] to obtain the following:
Lemma 2.7 Under the LP flow (3) on S 1 × [0, T ) with α > 0, there exists a constant C (T ) > 0 depending on the time T such that
i.e.,
where k (θ, t) is the curvature of X (·, t) . The same result holds for the AP flow (4) on S 1 ×[0, T ) with α > 0.
Proof. By (10) and (11), we know that the isoperimetric ratio of X (·, t) is decreasing in both flow and so uniformly bounded by a constant independent of time, i.e., 1 ≤ I (t) := L 2 (t) /4πA (t) ≤ I (0) for all t ∈ [0, T ). By the Bonnesen inequality for convex closed plane curves, we have
where r o (t) and r i (t) are the outradius and inradius of X (·, t) respectively. Hence r o (t) ≤ σr i (t) and by
A (0) /π for all t ∈ [0, T ), i.e., the inradius has time-independent positive lower bound.
Let E (0) be a circle enclosed by X 0 . By the maximum principle, if we shrink E (0) by the k α -contraction flow (without the nonlocal term λ (t)), then E (t) is enclosed by X(·, t) for all t ∈ [0, T ). The radius r (t) of E (t) is given by
Now we take E (0) to be an inscribed circle of X 0 (·) with inradius r (0) = r i (0) . If we use the center of E (0) as the origin O, then the support function u (θ, t) (with respect to O) of X (·, t) is defined on S 1 × [0, T ) and by the above we have (since X (·, t) encloses E (t))
where now r (0) = r i (0) ≥ σ −1
A (0) /π. Since, in general, T > 0 is a small time, we may assume that
(the case T > T 1 can be handled similarly). By (32) and r (0) ≥ σ
, where β > 0 is a constant depending only on the initial curve X 0 (·) , given by
Moreover, as the length L (T ) of X (·, t) is decreasing in both flow, there is a constant C > 0 depending only on
Note that both β and C are independent of time.
Following [Tso] , we consider the quantity
Recall that, under the nonlocal flow, the evolution of the support function is
where λ (t) > 0 is from (6) or (7). We compute the evolution of Q on S 1 × [0, T ) to get
and by
where we have used the identity u θθ + u = 1/k and the inequality u − β ≥ β on S 1 × [0, T ) in the above. Also note that in the above estimate we have thrown away the two favorable terms containing λ (t) due to the negative sign in front of them.
It is a constant depending only on α, β. Then whenever
In particular, we get
and then by (35) we conclude
which implies that near time T the curvature is bounded above by a constant C (T ) depending on T, i.e., the curvature will not blow up as t → T. The proof is done.
Lower bound of the curvature.
We first observe the following:
Lemma 2.8 Under the LP flow (3) on S 1 × [0, T ) with α > 0, there holds the estimate
The same result holds for the AP flow (4) on
Proof. The proof of (41) is analogous to that in Lemma I1.12 in [And1] . The evolution of Ψ =
where in the above inequality we have thrown away the terms containing λ (t) . On the time interval [0, t] , let σ be the constant max
and since Ψ (θ s , s) > σ, we must have v θ (θ s , s) = 0 and so (v θθ (θ s , s) + v (θ s , s)) = 0. Now by the evolution inequality (43) we get ∂ t Ψ (θ s , s) ≤ 0 at (θ s , s) . As a consequence of the maximum principle, we have estimate (41). Finally, the estimate (42) follows from (41) and (29).
Remark 2.9 We note that estimate (41) holds as long as λ (t) > 0 and p > 0 (here p = 1 + 1/α, α > 0). However, in Section 4, we may have p = 1 − 1/α < 0 when 0 < α < 1, and the above proof is no longer valid.
The case
To estimate the lower bound of the curvature, we consider the case 0 < α < 1 and α > 1 separately (the case α = 1 has been studied). For the case 0 < α < 1, we use the idea from p. 349 of [And1] to obtain the following:
The same result holds for the AP flow (4) on S 1 × [0, T ) with 0 < α < 1.
Proof. By (42) and the mean value theorem, we have
where s is the arc length parameter of X (·, t) , and the property that the length of X (·, t) is decreasing in both flow, we also obtain
for all t ∈ [0, T ) and all s 1 , s 2 on the curve X (·, t) .
On the other hand, for each t ∈ [0, T ), there exists some θ (t) ∈ S 1 such that
This implies, at each time t ∈ [0, T ), the existence of some value of s (t) such that 0
1−α , where 0 < α < 1. This, together with (45), implies the existence of a constant c (T ) > 0 such that k (s, t) ≥ c (T ) for all t ∈ [0, T ) and all s on X (·, t) .
The same result holds for the AP flow (4) on S 1 × [0, T ) with α > 1.
Proof. We use the idea from p. 64 of [MZ] (which is for the case α = 1). Consider the quantity
where max θ∈S 1 Φ (θ, 0) ≥ 0. In both flow, we have
and the maximum principle implies
By (29) and the fact that L (t) is decreasing, we get estimate (46).
Long time existence and C
∞ convergence of the flow.
By the above curvature estimates and the parabolic regularity theory, we can conclude the following:
Theorem 2.12 ( Long time existence of the flow.) For any α > 0, the LP flow (3) has a smooth convex solution X (·, t) defined for all time t ∈ [0, ∞). Moreover, there exists a constant C > 0, independent of time, such that
where v = k α . The same result holds for the AP flow (4) with α > 0.
Proof. On the domain S 1 × [0, T ), the curvature k (θ, t) has uniform positive upper and lower bounds. Parabolic regularity then implies that all space-time derivatives of k (θ, t) remain bounded on the domain S 1 × [0, T ). Therefore, the evolving curve has a smooth convex limit X (·, T ) as t → T and one can use X (·, T ) as a new initial curve to continue the flow. Hence the flow is defined on S 1 × [0, ∞). It remains to explain (50).
We now have T = ∞ in Lemma 2.7. For any ξ ≥ 0 we can apply Tso's argument on the interval [ξ, ξ + T 1 ] (T 1 is from (33), which is independent of ξ). The support function u is now with respect to the center of an inscribed circle of X (·, ξ) with radius r i (ξ) ≥ σ −1 A (0) /π. The constants C and β are the same as before (both are independent of ξ) and we still have inequality
Since the time interval is [ξ, ξ + T 1 ], the estimate (39) now becomes
and we get
As ξ ≥ 0 is arbitrary, the first estimate in (50) is confirmed. The second estimate follows from (41) in Lemma 2.8.
Until now, we have not yet proved a time-independent positive lower bound of the curvature. To prove it, we consider the case 0 < α < 1 and α > 1 separately again.
2.3.1 The case 0 < α < 1.
For the case 0 < α < 1, we can improve Lemma 2.10 as:
Lemma 2.13 Under the LP flow (3) on S 1 × [0, ∞) with 0 < α < 1, there exists a constant c > 0, independent of time, such that
The same result holds for the AP flow (4) on S 1 × [0, ∞) with 0 < α < 1.
Proof. Due to (50), the constant C (T ) in (45) can now be replaced by a constant C independent of time. Hence the result follows.
For the case 0 < α < 1, Theorem 2.12 and Lemma 2.13, together with parabolic regularity theory, imply that both flow is uniformly parabolic on S 1 × [0, ∞) and the evolving curve X (·, t) converges as t → ∞ in C ∞ (S 1 ) to a circle with radius L (0) /2π (in (3)) or A (0) /π (in (4)). In fact, due to the uniform positive upper and lower bounds of the curvature, Lemmas 2.14, 2.17, 2.18, and Theorem 2.19 in the next section are all valid for the case 0 < α < 1.
Our conclusion is that now Theorem 1.1 and Theorem 1.2 are proved for the case 0 < α < 1.
2.3.2
The case α > 1.
It remains to prove a time-independent positive lower bound of the curvature for the case α > 1. Note that the double integral in (49) may tend to infinity as t → ∞. Therefore, one needs to do more to exclude the possibility that the lower bound may tend to zero as t → ∞. We have:
Lemma 2.14 Under the LP flow (3) on S 1 × [0, ∞) with α > 1, we have
and under the AP flow (4) on
Proof. Assume not for (54). Since A ′ (t) ≥ 0, there exists a constant C 0 > 0 independent of time and a sequence of times
where p = 1 + 1/α. By (50), we have
for some constant C 1 independent of time. Also
for another constant C 2 independent of time. Therefore we obtain |A ′′ (t)| ≤ C 3 for all t ∈ [0, ∞) for some constant C 3 independent of time. As the derivative of A ′ (t) is uniformly bounded, one can find a number ρ 0 independent of t i such that
This implies that
The proof of (54) is done.
Similarly
where λ (t) = L −1 (t) 2π 0 k α−1 (θ, t) dθ, α > 1. By (50) again, λ (t) is uniformly bounded and we have |L ′′ (t)| ≤ C 4 for all t ∈ [0, ∞) for some constant C 4 independent of time. As the derivative of L ′ (t) is uniformly bounded, one can find a number ρ 0 independent of t i such that
To go further we recall the following inequality in Andrews [And1] :
Lemma 2.15 Let M be a compact Riemannian manifold with a volume form dµ, and let ξ be a continuous function on M. Then for any decreasing continuous function F : R → R, we have
If F is strictly decreasing, then equality holds if and only if ξ is a constant function on M.
Remark 2.16 If F is increasing, then we have ≤ in (59).
Next, we prove the following:
Lemma 2.17 Under the LP flow (3) on S 1 × [0, ∞) with α > 1, we have
Proof. Assume not. Then there exists a sequence of times
going to infinity such that
for some ε > 0. As v and v θ are both uniformly bounded, there is a subsequence of
, such that v (θ, t i ) = k α (θ, t i ) converges uniformly on S 1 to a Lipschitz continuous function w(θ) ≥ 0 as i → ∞. In particular, since α > 1, both k (θ, t i ) and k α−1 (θ, t i ) converge uniformly to w 1/α (θ) and w 1−1/α (θ) respectively. At this moment, we can not guarantee that w 1/α (θ) ≥ 0 is strictly positive. Hence we cannot conclude that the integral of 1/k (θ, t i ) converges to the integral of w −1/α (θ) . One needs to do more. By (54), we have
Also note that
and by Fatou's lemma, we have
Thus the Lebesgue integral 2π 0 w −1/α (θ) dθ converges, i.e., w 1/α (θ) > 0 almost everywhere on S 1 . Now by (62) and (63), we have
On the other hand, by inequality (59), we also have (take
Letting the constant ε → 0 + , we obtain
Combine (64) and (65) to get
i.e., the following iterated integral vanishes
As the integrand in (66) is nonpositive almost everywhere on S 1 × S 1 and w (θ) ≥ 0 is a continuous function, we must have w (θ) = C everywhere on S 1 , where C is the constant given by (2π/L (0)) α due to (62). This implies that k (·, t i ) converges uniformly to the constant 2π/L (0) as i → ∞, contradicting to (61). The proof is done.
Finally, we have:
Lemma 2.18 Under the AP flow (4) on S 1 × [0, ∞) with α > 1, we have
Proof. The proof is also identical to Lemma 2.17. We now have
where L (∞) = lim t→∞ L (t) and by Fatou's lemma, we have (63) and so we arrive at the inequality (64) again. The rest of the proof goes the same as in Lemma 2.17 and we conclude that k (·, t) converges uniformly to the constant 2π/L (∞) as t → ∞. Since the limit is a circle, we have 2π/L (∞) = π/A (∞) = π/A (0). The proof is done.
Now by Lemma 2.17 and Lemma 2.18 we can obtain the following C ∞ convergence of curvature:
Theorem 2.19 Under the LP flow (3) with α > 1 we have
and under the AP flow (4) with α > 1 we have
Proof. By (60), the curvature equation in (5) is uniformly parabolic and the parabolic regularity theory implies that all space-time derivatives of k (θ, t) are uniformly bounded by constants depending only on the order of differentiation. By induction and the Arzela-Ascoli theorem, we can easily obtain (69) and (70).
The proof of Theorem 1.1 and Theorem 1.2 is now complete.
3 Other k α -type nonlocal flow for α ≥ 1.
When α ≥ 1, using certain geometric inequalities for convex closed plane curves, we can consider two additional types of nonlocal flow. Both flow has the interesting feature that L (t) is decreasing and A (t) is increasing. Recall the following two inequalities for convex closed plane curves (see (9) also):
where for β > 0 the equality holds in (71) if and only if γ is a circle; and for β ≥ 0 the equality holds in (72) if and only if γ is a circle. When β = 0, we have equality in (71) for any convex closed curve; and when β = 0, (72) becomes
which is precisely Gage's isoperimetric inequality for convex closed curves (see [Ga3] ). In fact, (72) is a combination of Gage's inequality and Hölder inequality. Combined with (72) and the inequality L 2 ≥ 4πA, for α ≥ 1 we have the following two inequalities for any convex closed plane curve:
Motivated by (74) and (75), we can prove the following:
Theorem 3.1 Assume α ≥ 1 and X 0 (u) , u ∈ S 1 , is a smooth convex closed curve. Then the nonlocal flow (2), where
has a smooth convex solution for all time t ∈ [0, ∞). Moreover, it converges to a round circle in C ∞ topology as t → ∞. The same result holds if
Remark 3.2 When α = 1, λ (t) in (77) becomes λ = L/2A, which is a gradient flow of the isoperimetric ratio functional. It has been studied in [JP] .
Remark 3.3 By (74), one can view (76) as a flow below the LP case (hence L (t) is decreasing) and above the the AP case (hence A (t) is increasing). The same for (77).
Proof. Again, the flow has a unique smooth convex solution for short time [0, T ) and we can use the outward normal angle θ as a parameter. Now for the flow (2) with F (k) and λ (t) given by (76) or (77), we have
Thus L (t) is decreasing and A (t) is increasing. In particular, the isoperimetric ratio L 2 (t) /4πA (t) is decreasing.
Next, we claim that all of the previous curvature estimates are valid for λ (t) given by (76) or (77). First, the proof in Lemma 2.7 (i.e., Tso's estimate) carries over to this case since now the length is decreasing and the area is increasing (in both (76) and (77)). Moreover, the inequality (38) is valid as long as λ (t) is a positive quantity. Similarly, Lemma 2.8 is also valid as long as λ (t) is positive (see Remark 2.9). In the proof of inequality (48), the term λ (t) has been cancelled. Hence Lemma 2.11 is also valid here. Consequently, we have Theorem 2.12 and the flow is smooth, convex, defined on S 1 × [0, ∞). Next we check the validity of Lemma 2.14. For λ (t) given by (76) we have
and, same as before, it is easy to see that |λ (t)| ≤ C and |λ ′ (t)| ≤ C for all t ∈ [0, ∞) for some constant C independent of time. Hence we have
for all t ∈ [0, ∞) for some constant C independent of time. The above two estimates imply
Thus Lemma 2.14 is valid for λ (t) given by (76). One can check that Lemma 2.14 is also valid for λ (t) given by (77), Finally, it remains to check the C 0 convergence of the curvature. For λ (t) given by (76), since we have both (80) and (81), (62) in Lemma 2.17 can be replaced by
Hence L 2 (∞) = 4πA (∞) and (83) becomes
By Fatou's lemma again, we get
and conclude the same inequality as (64). Same as in the proof of Lemma 2.17 we have w (θ) = C everywhere on S 1 for some constant C, where C > 0 is the constant given by (2π/L (∞)) α . This implies that k (·, t i ) converges uniformly to the constant 2π/L (∞) as i → ∞. The proof for the case (77) is similar.
Until now, we have obtained a C 0 convergence of the curvature of the flow for λ (t) given by (76) or (77). The C ∞ convergence of the flow follows from standard regularity theory. The proof of Theorem 3.1 is finished.
4 1/k α -type AP and LP flow; singularity and convergence.
Another types of nonlocal flow similar to the LP flow (3) and AP flow (4) are the following:
where X 0 (u) ⊂ R 2 is a smooth convex closed curve and
Similar to (9), for a convex closed curve γ ⊂ R 2 we have
Thus, for the same curve, the nonlocal term λ (t) in the LP flow has less inward effect than that in the AP flow. The flow (84) is also parabolic and it has a unique smooth convex solution defined on S 1 × [0, T ) for some short time T > 0. For the case α = 1, see the papers [MC, PY, PZ] .
In terms of (θ, t) ∈ S 1 ×[0, T ), where θ ∈ S 1 is the outward normal angle, the curvature equation now takes the form
where w (θ, t) = 1/k (θ, t) , α > 0.
The main difference between k α -type and 1/k α -type nonlocal flow is that, for general initial convex curve X 0 (·) , the curvature k (θ, t) can blow up in finite time in both (88) and (89) (even if the isoperimetric ratio L 2 (t) /4πA (t) is decreasing in time). Roughly speaking, when the curvature k (θ, t) is large on some interval of θ, the function w (θ, t) is small on that interval. Hence the diffusion term (w α ) θθ (θ, t) is also small on that interval and it does not help here. The nonlocal term λ (t) will make w (θ, t) even smaller, causing the curvature to blow up in finite time 2 . A numerical simulation does reveal this and a singularity can form in finite time.
To explain the curvature blow-up in finite time we look at the case α = 1 in the LP flow (85). The equation of the support function u (θ, t) for γ t := X (·, t) now has a simple form given by
We note that (forgetting the initial condition) if u (θ, t) satisfies (90) so is the functioñ
for any constants a, b, c. Whenũ (θ, t) = u (θ, t) + c, the curveγ t corresponding toũ (θ, t) is a parallel curve of γ t with parallel distance c. Therefore, if a family of curves γ t , t ∈ [0, T ), satisfy the LP flow (85), then their parallel curvesγ t (with parallel distance c), as long as they are smooth, also satisfy the LP flow (85) (with length equal to the length of γ t plus 2πc). A consequence of this observation is the following:
Lemma 4.1 Consider the LP flow (85) with α = 1 and let γ 0 be an initial smooth convex closed curve such that under the flow the maximum curvature k max (t) > 0 of γ t is strictly increasing on [0, T 1 ] for some T 1 > 0. If we letγ 0 = γ 0 + c be the smooth convex closed curve which is a parallel curve of γ 0 with parallel distance
then, under the LP flow (85) with initial dataγ 0 ,γ t is smooth and convex, enclosed by γ t for all t ∈ [0, T 1 ), and will develop a singularity at time T 1 , i.e.,k max (T 1 ) = ∞. Moreover, the blow-up rate ofk max (t) as t → T 1 is given by k
Proof. Let u (θ, t) , k (θ, t) be the support function and curvature of γ t , t ∈ [0, T 1 ], respectively, and
We also know that the parallel curveγ t = γ t + c (with support functionũ (θ, t) = u (θ, t) + c) also satisfies the flow on [0, T 1 ]. By the curvature relation between parallel curves
we know thatγ t is a smooth convex closed curve for t ∈ [0, T 1 ) and at time T 1 it begins to have a singularity at θ = θ 1 sincek (θ 1 , T 1 ) = ∞. Finally, by (93), we get the identitỹ
By Lemma 4.1, we obtain the following:
Proposition 4.2 ( Singularity formation in finite time.) There exists some smooth convex closed curveγ 0 ⊂ R 2 so that, under the LP flow (85) with α = 1, its curvature blows up in finite time, as described by Lemma 4.1.
Proof. Now (88) becomes
and if we choose the initial convex closed curve γ 0 so that its curvature k 0 (θ) is uniformly large on some open interval I centered at θ * ∈ S 1 , where k 0 (θ * ) = k max (0) , then since w θθ (θ, 0) + w (θ, 0) is uniformly small on I, we must have
Thus the maximal curvature k max (t) is strictly increasing on [0, T 1 ] for some T 1 > 0. Therefore the condition of Lemma 4.1 is satisfied and there exists some initial convex closed curveγ 0 so that under the LP flow (85) with α = 1 it develops a singularity in finite time.
Since, for the 1/k α -type nonlocal flow, the curvature can blow up in finite time, we need to put assumption on the upper bound of the curvature if we want to obtain C ∞ convergence. For α > 1, we have the following: Theorem 4.3 Assume α > 1 and X 0 (u) , u ∈ S 1 , is a smooth convex closed curve. Consider the LP flow (85) and assume that the curvature will not blow up in finite time during the evolution. Then the flow exists for all time t ∈ [0, ∞) and is length-preserving. Each X (·, t) remains smooth, convex, and it converges to a round circle with radius L (0) /2π in C ∞ topology as t → ∞. The same result holds for the AP flow (86) (with the same curvature assumption), where the limit is a round circle with radius A (0) /π. Remark 4.4 For the case α = 1, see [MC, PY] .
For 0 < α < 1, we need to put stronger assumption on the upper bound of the curvature (see the explanation at the beginning of Section 4.2.1). We have:
Theorem 4.5 Assume 0 < α < 1 and X 0 (u) , u ∈ S 1 , is a smooth convex closed curve. Consider the LP flow (85) and assume that the curvature has a time-independent positive upper bound during the evolution. Then we have the same conclusion as in Theorem 4.3. The same result holds for the AP flow (86) (with the same curvature assumption).
Before we give a proof of the above two theorems, we prove the following estimate, which is similar to Lemma 2.1 and Lemma 2.4 and is valid for all α > 0.
Lemma 4.6 ( Entropy estimate.) For any α > 0, let
Then, under the LP flow (85), we have
Also, under the AP flow (86), we have
In particular, J (t) is also decreasing on [0, T ). As a consequence, for any α > 0, there is a constant C > 0 independent of time so that
under either the LP flow or the AP flow.
Proof. The proof of (96) for the LP flow is analogous to Lemma 2.1, except that the coefficient α − 1 in (15) becomes α + 1. We omit it. For (97) in the AP flow, similar to (24) we have
Integrating it, we can get (97). For λ (t) in the LP flow, by Hölder inequality, we have
and for λ (t) in the AP flow, we have
4.1 The proof of Theorem 4.3 for α > 1.
4.1.1 Lower bound of the curvature; Tso's method again.
For 1/k α -type AP and LP flow, one can also use Tso's method to obtain lower bound of the curvature. However, this method is valid only when α > 1. Compare with Section 2.1. We have:
Lemma 4.7 Under the LP flow (85) on S 1 × [0, T ) with α > 1, there exists a constant C (T ) > 0 depending on the time T such that
The same result holds for the AP flow (86) on S 1 × [0, T ) with α > 1.
Proof. If we let v (θ, t) = 1/k α (θ, t) , α > 0, then it satisfies the same equation as (14), i.e.,
Here p = 1 − 1/α is still positive if α > 1. Therefore, one may wish to apply Tso's estimate again by considering the evolution of a suitable quantity similar to Q (θ, t) in the proof of Lemma 2.7 and then obtain a upper bound of v = 1/k α . In turn, it will give a lower bound of the curvature. Under the LP flow (85) we have
and under the AP flow (86) we have
Hence, same as before, in both flow the isoperimetric ratio L 2 (t) /4πA (t) is decreasing in time and so uniformly bounded by a constant independent of time and we have estimate (30). Hence r o (t) ≥ A (0) /π and r i (t) ≥ σ −1
A (0) /π for all t ∈ [0, T ). Let E (0) be a circle enclosing X 0 . By the maximum principle, if we expand E (0) by the 1/k α flow (without the nonlocal term λ (t)), then E (t) will enclose X(·, t) for all t ∈ [0, T ). The radius r (t) of E (t) is given by
Now we take E (0) to be the circumscribed circle of X 0 (·) with outradius r o (0) . If we use the center of E (0) as the origin O, then the support function u (θ, t) (with respect to O) of X (·, t) is defined on S 1 × [0, T ) and by the above we have (since E (t) encloses X (·, t))
Take β = 2 1/(α−1) r o (0) + 1 and let
Both depend only on the initial curve. Again, without loss of generality, we may assume T ≤ T 1 (the case T > T 1 can be handled similarly). By (105), we have
Consider the quantity
where now the evolution of the support function is
and λ (t) > 0 is from (85) or (86). We compute the evolution of Q on S 1 × [0, T ) to get
on S 1 ×[0, T ), where in the above inequality we have thrown away the two favorable terms containing λ (t) due to the negative sign in front of them and we have used the identities
to get (110). Since α > 1 (write α = 1 + 2δ, δ > 0) and β − u ≥ 1 on S 1 × [0, T ), same as before, whenever Q max (t) , t ∈ [0, T ), is greater than some constant Q 0 (α, β) (depending only on α, β) we have
. By the comparison principle, we obtain
and then
which implies that near time T the curvature is bounded below by a constant C (T ) depending on T, i.e., the curvature will not touch zero as t → T. This proves time-dependent lower bound of the curvature.
Remark 4.8 In the above proof the constant α > 1 is essential.
Theorem 4.9 ( Long time existence of the flow.) Assume that the curvature will not blow up in finite time during the evolution. Then for α > 1 the LP flow (85) has a smooth convex solution on S 1 × [0, ∞). Moreover, there exists a constant C > 0 independent of time so that
where v = 1/k α . The same result holds for the AP flow (86) with α > 1.
Proof. Since we assume that the curvature will not blow up in finite time, estimate (100) and parabolic theory imply that the flow has a smooth convex solution defined on S 1 ×[0, ∞). Moreover, similar to the proof in Theorem 2.12, we can obtain a time-independent positive upper bound of |v (θ, t)|.
Finally, since now p = 1 − 1/α > 0, Lemma 2.8 is still correct (see Remark 2.9) and we conclude the gradient estimate in (112).
C
To prove the C ∞ convergence in Theorem 4.3 for α > 1, we follow the track of Lemmas 2.14, 2.17, and 2.18. We first need the following simple fact, the proof of which is left to the readers. Lemma 4.10 Let g (t) ≥ 0 be a differentiable function on [0, ∞) with
With the help of Lemma 4.10, we can prove the following:
Lemma 4.11 Assume that the curvature will not blow up in finite time during the evolution. Under the LP flow (85) with α > 1, we have
and under the AP flow (86) with α > 1, we have
Proof. First note that we have control on λ (t) due to (98). Let g (t) = dA/dt. We know that g (t) ≥ 0 on [0, ∞) with vdθ and by (112) we have |I (t)| ≤ C 1 , t ∈ [0, ∞), for some constant C 1 > 0 independent of time. Also we have
for another constant C 2 independent of time, where p = 1 − 1/α ∈ (0, 1) . Therefore we obtain g ′ (t) ≥ C 3 , t ∈ [0, ∞), for some constant C 3 independent of time. (115) follows due to Lemma 4.10.
For the AP flow, let g (t) = −dL/dt. We know that g (t) ≥ 0 on [0, ∞) with
The rest of the proof is analogous to the LP flow.
Remark 4.12 The difference between the proof of Lemma 2.14 and that of Lemma 4.11 is that in (57) we have p − 1 > 0, while in (117) we have p − 1 < 0.
Lemma 4.13 Assume that the curvature will not blow up in finite time during the evolution. Under the LP flow (85) with α > 1, we have
Proof. Assume not. Then for the LP flow, there exists ε > 0 and a sequence of times {t i } ∞ i=1 going to infinity such that 1
As v and v θ are both uniformly bounded, there is a subsequence of {t i } ∞ i=1 , still denoted as
, such that v (θ, t i ) converges uniformly on S 1 to a Lipschitz continuous function p(θ) ≥ 0 as i → ∞. By (102) and (115) (103) and (116), we get the same identity as (121) and obtain the same contradiction. The proof is done.
By estimate (118) and (119), the AP flow (86) and LP flow (85) are both uniformly parabolic and by parabolic theory we can replace the C 0 -norm in Lemma 4.13 by C k -norm for any k ∈ N. The proof of Theorem 4.3 is done for α > 1.
4.2 The proof of Theorem 4.5 for 0 < α < 1.
Harnack estimate.
A major difficulty in the case 0 < α < 1 is that now p = 1 − 1/α < 0 for 0 < α < 1. Hence the proof of Lemma 2.8 and the proof of Lemma 4.7 are both not valid (see Remark 2.9 and Remark 4.8). Thus we need to put more stringent assumption on the upper bound of the curvature and to use different method to obtain estimate on v and v θ . As soon as (112) is established, by the same argument as in Lemma 4.11 and Lemma 4.13, the C ∞ convergence will follow automatically. We first have:
Lemma 4.14 ( Long time existence of the flow.) Assume that the curvature has a time-independent positive upper bound during the evolution. Then for 0 < α < 1 the LP flow (85) has a smooth convex solution on S 1 × [0, ∞). The same result holds for the AP flow (86) with 0 < α < 1.
Proof. We now have λ (t) > 0 and p = 1 − 1/α < 0 in (101). Maximum principle implies
for some constant C > 0 depending only on X 0 . Hence there exists another time-dependent constant C (T ) such that k (θ, t) ≥ C (T ) > 0, ∀ (θ, t) ∈ S 1 × [0, T ).
Now the proof of Theorem 4.5 for 0 < α < 1 will follow easily. By the assumption and estimate (128), v has a time-independent positive lower and upper bounds. Hence, the proof of Lemma 4.11 (or Lemma 2.14) is also valid here and we have estimate (115) and (116). Consequently, we also have (118) and (119). Finally, by parabolic theory we can replace the C 0 -norm in (118) and (119) by C k -norm for any k ∈ N. The proof is done.
