Holm [3, 2] studied modules of higher order differential operators (generalising derivations) on generic (central) hyperplane arrangements. We use his results to determine the Hilbert series of these modules. We also give a conjecture about the Poincaré-Betti series; these are known for the module of derivations through the work of Yuzvinsky [7] and Rose and Terao [5] . ∞ i=0 c i t i is a formal power series in t, with coefficients in some commutative ring, we put [t ℓ ]f (t) = c ℓ .
Introduction
The module of derivations D (1) (A) on a hyperplane arrangement A ∈ C n (henceforth denoted an n-arrangement) is an interesting and much studied object [4] . As a contrast, the module of higher differential operators D (m) (A) received their first incisive treatment in the PhD thesis of Pär Holm [2] . The deepest result in that work concerns so-called generic arrangement, which are arrangements where every intersection of s ≤ n hyperplanes in A have the expected codimension s. Holm gave a concrete generating set for D (m) (A), proved an extension of Saito's determinental critera for freeness of derivations, and used these results to tackle the question of higher order freeness for generic arrangements, i.e. the question when D (m) (A) is a free module (in which case we say that A is m-free). In brief, he showed that (i) all 2-arrangements are m-free for all m, (ii) all n-arrangements with |A| ≤ n are m-free for all m, (iii) if n ≥ 3 and r > n and m < r − n + 1, then A is not m-free, (iv) if n ≥ 3 and r > n and m = r − n + 1, then A is m-free. He conjectured that if n ≥ 3 and r > n and m > r − n + 1 then A is m-free. For m = 1, (iii) becomes r > n ≥ 3. Yuzvinsky [7] and independently Terao and Rose [5] have showed that the modules of derivations of generic arrangements are non-free, with a minimal free resolution of length n − 2. More precisely, they have showed that the graded betti numbers are given by where t enumerates homological degree, b ring degree, and ♦ denotes Hadamard product of power series. This articles contains a short exposé of various ways of calculating modules of differential operators (on a computer), a brief review of the work of Holm, and finally some conjectures supported by extensive computer experiments. The most important one is the conjectured formula for the Poincaré-Betti series of D (m) (A) when A is a generic n-arrangement with |A| = r, 3 ≤ n, r ≥ m + n:
Notation
Let A be an affine central hyperplane arrangement in C n , with defining polynomial p = r i=1 p i ∈ S = C[x 1 , . . . , x n ]. We let D(S) denote the Weyl algebra of differential operators on S. This is the set of all finite S-linear combinations
An element of D(S) can be regarded as a partial differential operator with polynomial coefficients, and thus it induces an S-algebra endomorphism. We use the notation Q * v to denote the action of Q ∈ D(S) on v ∈ S. D(S) is an S-module in a natural way: the action is given by
If in (1) all α with c α = 0 have total degree m we say that δ is a homogeneous m'th order operator, and write |δ| = m, or δ ∈ D (m) (S). If, in addition, all c α occuring in (1) are homogeneous polynomials of total degree v, we say that δ is homogeneous of polynomial degree v. Thus D(S) is a bi-graded S module, where we use the convention that x α ∂ β has bi-grade (k, m) = (|α|, |β|). Let m be a positive integer. We put
In particular, D (1) (A) is the much-studied module of derivations of A.
It is a fact that D (m) (A) is a graded S-module, where the N-grading is given by polynomial degree. Holm [3] showed that D(A) = m≥0 D (m) (A). Hence, the S-module D(A) is bi-graded, and hence so is all Tor modules. The S-module D(A) is not necessarily finitely generated, but every D (m) (A) is. Consequently we can calculate the graded minimal free resolution
where, by the Hilbert syzygy theorem, ℓ ≤ n. We define the Poincaré-Betti series and Hilbert series of D (m) (A) and of D(A) by
2.1. Additional notation. We define a
is the number of multisets of weight b on an a-set.
If f (t) = Definition 1. Let R be a commutative ring and let f, g ∈ R[[t −1 , t]] be two formal Laurent series, i.e.
We define the Hadamard product of f and g by
Calculating modules of differential operators on hyperplane arrangements
We shall review some methods of calculating generators of the S-module D (m) (A).
3.1. The "Jacobian" method. First, we describe the most straight-forward mathod, a slight variant of which is used in the Macaulay 2 package "Dmodules.m2" [6] by Harry Tsai and Anton Leykin. 
and this is an isomorphism of S-modules.
so in order to calculate D (2) (A) we should calculate the syzygies of the columns of
3.2. The method of intersecting modules. The following result is proved in [3] .
Holm also showed how to calculate D m (p i ). Let q ∈ S 1 be a linear form, and let H ⊂ C n be its associated linear variety (a hyperplane through the origin).
Then V H is a codimension 1 subspace of V .
Lemma 7.
Let N be the module of derivations annihilating q. Then N = SV H , and if δ is any derivation such that δ * q = aq, a ∈ C * , then D (1) (q) = N + Sδ.
Sqδ α
The above results can be succintly summarized as follows: let A(p) be the n × n coordinate matrix of N , i.e. the matrix formed by the coordinate vectors of elements of N , and let S m A(p) denote the m'th symmetric power. Let B m (p) be the result of replacing any occurrance of q i , with i > 1, by q. In other words, if A(p) is regarded as the matrix of an endomorphism φ : S n → S n , then S m A(p) is the matrix of the endomorphism S m φ : S m S n → S m S n , and B m (p) is the matrix of the associated endomorphism on S m T , where T = S/(q − q 2 ).
Example 9 (Example 4 cont.). If S = C[x 1 , x 2 ] and p = x 1 , then V H is spanned by ∂ 2 . Hence, we can take M = {∂ 2 , ∂ 1 } and N = {∂ 2 , x 1 ∂ 1 }, so if we order the monomials of degree two as x 2 1 , x 1 x 2 , x 2 then
Thus we recover the result that D (2) (x 1 ) is generated by
Now recall (see for instance [1, Theorem 3.8.3]) the following method of computing intersection of submodules of free modules. Suppose that M 1 , . . . , M ℓ are submodules of the free module S s , that e = [e 1 , . . . , e s ] is a basis of S s , and that the matrix A i consists of the coordinate vectors (as column vectors) for a generating set of M i . Then the truncations of the syzygies of the matrix
The syzygies of the matrix
so the intersection of the two modules is generated by
3.3. Calculating modules of differential operators on generic arrangements. Holm [3] gives the following method for contructing a (not necessarily minimal) generating set of D (m) (A), when A is a generic n-arrangement.
3.3.1. The case r > n. Holm showed that for any positive m, and for any central arrangement A, the modified Euler derivation
He then proceeded to find other generators as follows.
Recall the definition of V and of V H from definition 6. We let H i be the hyperplane associated with the linear form p i , and put V i = V Hi . Choose a basis element for each intersection of n − 1 of the V i 's (by genericity, this intersection is 1-dimensional) and let M = {δ 1 , . . . , δ t }, with t = r n−1 , be the set of all of these. We define a subset D of the derivations on S by
where each P i is the product of those p j :s which are not annihilated by δ i . If all p j :s are annihilated by δ i , we put P i = 1.
Holm [3] showed that D ⊂ D (1) (A), and furthermore that:
Theorem 11. Suppose P = p 1 · · · p r is the defining polynomial of a generic arrangement A. Let M and D be as above, and let I be the principal ideal on P . Then Here, the double colon ideal (I : (I : P α )) is a principal ideal in S, with the generator given by p i1 · · · p i ℓ , the product of those p j such that some δ i with α i = 0 does not annihilate p j .
Example 12. Let p = xy(y − x) ∈ C[x, y] = S. Then the associated arrangement is generic. We get that
Hence D (0) (I) = S, and D (1) (I) is generated by
Since any product of distinct δ i 's is equal to P = xy(x − y), we have that for m ≥ 2
The case r ≤ n. For the generic arrangement A n,r with r ≤ n, we can perform a linear change of variables so that p i = x i . Holm [2, Paper III, Proposition 6.2] showed the following:
Proposition 13. D (m) (x 1 · · · x r ) is free with basis { x α ∂ α α ∈ N n , |α| = m } , where x α is the monic generator of xα , the radical of xα , and wherẽ α = (α 1 , . . . , α r , 0, . . . , 0) ∈ N n .
3.3.3.
The case n = 2. Holm [2, Paper III, Prop 6.7] notes that an arrangement A in C 2 is generic. Furthermore, he proves Proposition 14. Let A be an arrangement in C 2 , with defining polynomial p = p 1 · · · p r ∈ C[x 1 , x 2 ], and let m be a positive integer. Put P i = p/p i for 1 ≤ i ≤ r, and define
Then D (m) (A) is free, minimally generated by 
The Hilbert and Poincaré-Betti series of D (m) (A) for generic A
If A and A ′ are two generic n-arrangements with |A| = |A ′ | = r then their Hilbert series and Poincaré-Betti series coincide. We let A n,r denote any generic n-arrangement consisting of r hyperplanes. 4.1. The case n = 2. Proposition 14 shows that when n = 2, the Poincaré-Betti series of D (m) (A 2,r ) is given by
It follows that the Hilbert series is
The case r ≤ n. Proposition 13 yields the following:
Proof. There are r k different square-free γ ∈ N n of weight k such that γ r+1 = · · · = γ n = 0.
For a fixed such γ, let g = g(γ) denote the number of α ∈ N n withᾱ = γ. Then To prove the second identity, we take advantage of the fact that we may assume that the linear forms defining the arrangement are the monomials x 1 , . . . , x r . For this particular arrangement, the modules of differentials will be multi-graded, by giving the operator x α ∂ β the multi-degree (α, β). We will calculate Poincaré-betti series with respect to this fine grading, then specialize to get the desired series (which itself can not be given this fine grading).
We start by calculating the generating function G(a 1 , . . . , a n , b 1 , . . . , b n ), where the sum is over all minimal generators of D(A n,r ), and where where x α ∂ β contributes a β1 1 · · · a βn n b α1 1 · · · b αn n . Then as before we are looking for all pairs (α, β) with α ⊂ {0, . . . , r} and supp(α) = β. Hence G(a 1 , . . . , a n , b 1 , . . . , b n ) = β⊆{1,2,...,r}
Specializing gives
4.3. The case m = 1. Yuzvinsky [7] has given a minimal free resolution of D (1) (A n,r ).
Theorem 16 (Yuzvinsky) . Let r > n ≥ 3 and let A n,r be a generic n-arrangement with defining polynomial p = p 1 · · · p r ∈ S = C[x 1 , . . . , x n ]. Define
Then D (1) (A n,r ) = Sε 1 ⊕ D 0 as an S-module, and the minimal free resolution of D 0 has length r − 1 and is r − n + 1-linear. More precisely, the graded Betti numbers of D 0 are given by
Example 17. If n = 3, r = 5 then the Poincaré-Betti series of D 0 is 4b 3 + 2b 4 t, so the Poincaré-Betti series of D (1) (A 3,5 ) is b + 4b 3 + 2b 4 t.
We will give a compact formula for the Poincaré-Betti series of derivations, a formula that will give a hint as to what the Poincaré-Betti series of higher order differential operators might look like.
Lemma 18. Let r > n ≥ 3. Then
Example 19. To continue with the previous example, if n = 3, r = 5 then (13) becomes
General m. As we have already noted, it is known that D (m) (A n,r ) is free when r ≤ n or when n ≤ 2. Holm [2, Paper III] showed that when r > n ≥ 3, D (m) (A n,r ) is free when m = r − n + 1, but not free when 1 ≤ m < r − n + 1. He conjectured that D (m) (A n,r ) is free when r > n ≥ 3 and m ≥ r − n + 1. The interesting range, for a given m ≥ 2, is therefore when 3 ≤ n and r ≥ m + n. Below, we tabulate P(D(A n,r ) (m) )(b, t) for m = 2, 3, 4 (these Poincaré-Betti series were calculated using Macaulay 2 and the method described in the beginning).
For m = 2, the Poincaré-Betti series are as follows:
We conjecture that
For m = 3, we get r n=3 n=4 n=5
For m = 4 we get We conjecture that
(16) Based on these computations, we make the following conjecture, which by Yuzvinsky's result is true for deriavations, i.e. when m = 1.
4.5.
An exact sequence. If A is an n-arrangement consisting of the hyperplanes H 1 , . . . , H r , recall that the deleted arrangement A ′ is the arrangement in C n consisting of the hyperplanes H 2 , . . . , H r . The restricted arrangement A ′′ is the arrangement H 2 ∩ H 1 , . . . , H r ∩ H 1 ⊂ H 1 ≃ C n−1 . Clearly, if A is generic then so is A ′ and A ′′ , and we can write A ′ n,r = A n,r−1 , A ′′ n,r = A n−1,r−1 . We can perform a change of coordinates so that the defining polynomial of H 1 is x n . Then multiplication with x n gives a S-module homomorphism of degree 1
and the natural projection
induces a degree 0 map of graded vector spaces
by replacing every occurance of x n by zero. The projection π can be used to give any S ′ module the structure of S-module (via extension of scalars), and so the map (18) becomes an S-module homomorphism.
Theorem 21 ( [3] ). If m, r, n are positive integers with n > 2, and A n,r is a generic arrangement, then there is a short exact sequence of graded S-modules
Corollary 22. If m, r, n are positive integers with n > 2 then
Together with the initial values (8), (20) determines H(D (m) (A n,r ))(b) for all n ≥ 2. In particular:
Lemma 23. For r ≤ m + n − 1,
Proof. This follows by induction, since
The short exact sequence (19) gives rise to a long exact sequence in homology
which controls the "deviation" q(m, n, r) = P(D (m) (A n,r ))(b, t)−bP(D (m) (A n,r−1 ))(b, t)−(1+bt)P(D (m) (A n−1,r−1 ))(b, t).
If all the connecting homomorphisms δ i are zero, then so is this deviation, and the Poincaré-Betti series can be computed recursively using deletion-restriction. However, in the "interesting range" 3 ≤ n < r, r ≥ m+n, assuming the conjectured formula (17), and using the following 
which indicates that the first connecting homomorphism is non-zero, whereas the higher connecting homomorphisms are zero.
4.6.
A possible decomposition. Recall the notations of Theorem 11, so that A is a generic n-arrangement with |A| = r, and D = {P 1 δ 1 , . . . , P t δ t } is a certain subset of D (1) (A) with the property that P α δ α α ∈ N t , |α| = m ∪ {ε m } generates D (m) (A), where P α is the product of those p i such that some δ j with α j = 0 does not annihilate p i . Let Ξ (m) (A) be the module generated by
Then D (m) (A) = Ξ (m) (A) + Sε m . Holm showed [2, Paper I, Lemma 5.27] that for r ≤ n, ε m ∈ Ξ (m) (A). We make the following conjecture:
Conjecture 25. Suppose that n ≥ 3, r ≥ m + n. Then (A) D (m) (A) = Ξ (m) (A) ⊕ Sε m , (B) There is a short exact sequence of S-modules 0 → Ξ (m) (A n,r−1 )(−1) → Ξ (m) (A n,r ) → Ξ (m) (A n−1,r−1 ) → 0 (C) All connecting homomorphisms in the corresponding long exact sequence in homology vanishes, so that P(Ξ (m) (A n,r ))(b, t) = bP(Ξ (m) (A n,r−1 ))(b, t) − (1 + bt)P(Ξ (m) (A n−1,r−1 ))(b, t).
(D)
P(Ξ (m) (A n,r ))(b, t) = t −r+n−1 (1 + bt) m − (bt) m 1 + bt r−m ♦(1 − t) m−r+n−1
