Abstract. The Schwarz-Pick lemma is a fundamental result in complex analysis. It is well-known that Yau generalized it to the higher dimensional manifolds by applying his maximum principle for complete Riemannian manifolds. Jeffres obtained Schwarz lemma for volume forms of conical Kähler metrics, based on a barrier function and the maximum principle argument. In this note, we generalize Jeffres' result to general cone angles including the case when the pullback of the metric would blows up along the divisors.
Introduction
The Schwarz-Pick lemma states that any holomorphic map between the unit disks in the complex plane decreases the Poincaré metrics. After that, Ahlfors [Ahl38] -generalized it to a holomorphic map from the unit disk to a hyperbolic Riemann surface. For higher dimensions, Yau [Yau78] -showed that any holomorphic map from complete Kähler manifold whose Ricci curvature is bounded from below to a Hermitian manifold whose holomorphic bisectional curvature is bounded by a negative constant decreases the metric up to a multiplicative constant. Also, he showed that, under similar conditions on curvatures, any holomorphic map decreases the volume forms up to a multiplicative constant. Both results essentially based on his maximum principle for complete Riemannian manifolds. Later on, many generalizations obtained in various geometric settigs.
In this note, we forcus on the conical Kähler metrics, for short, cone metrics. Let X be a compact Kähler manifold of dimension n, D be a smooth divisor on X, and β be a real number satisfying 0 < β < 1. The cone metric ω with cone angle 2πβ along D is a Kähler metric on X \ D which is locally quasi-isometric to the standard cone metric
and satisfies some regularity conditions. (For a precise definition of the cone metric, see Definition 2.2.) The notion of cone metrics plays an important role in recent advances in Kähler geometries, in particular Kähler-Einstein problems, for instance see [CDS15a-, CDS15b-, CDS15c-, .
To state the theorems, we use the following setups and notations.
Setups 1.1. Let X and Y be compact Kähler manifolds, D ⊂ X, E ⊂ Y be smooth divisors, and f : X → Y be a surjective holomorphic map satisfying f * (E) = kD with k ∈ Z >0 . Let ω X (resp. ω Y ) be a cone metric with cone angle 2πα (resp. 2πβ) along D (resp. E) on X (resp. Y ). Let s ∈ H 0 (X, O X (D)) be a holomorphic section of the line bundle O X (D) whose zero divisor is D and h be a smooth Hermitian metric on it satisfying |s| h ≤ 1. Let C > 0 be an upper bound for the Chern curvature of h i.e. √ −1R h ≤ Cω X . For a Kähler form ω, we will denote by Ric(ω) the Ricci curvature of ω, R(ω) the scalar curvature of ω, and Bisect(ω) the bisectional curvature of ω.
Schwarz lemma for the cone metrics obtained by Jeffres [Jef00a] -is states as follows. 
Then, the volume forms satisfy
Since the cone metric is not complete on X \D, we cannot apply the maximum principle argument directly. Jeffers overcame this difficulty by using a barrier function, called "Jeffres' trick". However, his original proof seems to need more assumptions on the regularity of the cone metrics along D as in Definition 2.1 (see the proof of Proposition 3.3).
In this note, we will generalize this theorem to a general cone angle and prove a Schwarz lemma for cone metrics. 
We remark that the condition α ≤ kβ on cone angles in the statement (a) is weaker than assumptions in Theorem 1.2. 
If the cone angle satisfies α > kβ, the pullback f * ω Y has singularites along D. In fact, even in a one-dimensional case, the pullback of the standard cone metric
which is singular if α > kβ.
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Cone metrics
In this section, we recall the definition of cone metrics following [Don12, Section 4]-. Let X be a compact Kähler manifold of dimension n, D be a smooth divisor on X, and β be a real number satisfying 0 < β < 1. We first remark that if we take a local holomorphic chart (U, (z 1 , . . . , z n )) satisfying D∩U = {z 1 = 0}, the standard cone metric ω β induces a distance function d β on U which is expressed as
Here, we take a suitable branch of z β .
Definition 2.1 (C 2,α,β -functions). Let α be a constant satiftying 0 < α < min{1/β − 1, 1}. We define the regularites of functions along D as follows.
(1) A function f on X is said to be of class
This definition is equivalent to the following statement which is the original definition in [Don12]-. We set f by f (ξ, z 2 , . . . , z n ) := f (|ξ| 1/β−1 ξ, z 2 , . . . , z n ). Then f is an α-Hölder continuous function with respect to ξ, z 2 , . . . , z n with respect to the Euclidean distance. (2) A (1, 0)-form τ is said to be of class C ,α,β if
for i = 2, . . . , n,
for i, j = 2, . . . , n.
(4) A function f is said to be of class
Definition 2.2 (Cone metrics). A closed positive (1, 1)-current ω on X is called a cone metric with cone angle 2πβ along D if it satisfies the following three conditions:
Here, ω β is the standard cone metric defined by
(iii) There exists a smooth Kähler form ω 0 on X, and a C 2,α,β -function ϕ such that
In [Jef00a]-, the regularity condition (iii) does not assumed. However, we assume here.
A typical example of the cone metric is ω := ω 0 + δ √ −1∂∂|s| β h , where ω 0 is a smooth Kähler metric on X, δ is a sufficiently small constant, s ∈ H 0 (X, O X (D)) is a holomorphic section of the line bundle O X (D) whose zero divisor is D, and h is a smooth Hermitian metric.
Proof of the theorems
To prove the theorem, we need the following Laplacian estimates which are obtained by . For the readers convenience, we prove here. 
(b) Suppose that there exists non-negative constants
Proof. Let (z 1 , . . . , z n ) and (w 1 , . . . , w n ) be normal coodinates on X and Y respectively. We set
(a) v is locally denoted as
where J(f ) is the Jacobian of f . Therefore, on Ω :
By the assumption on curvatures and the inequality of arithmetic and geometric means, we have the following estimates on Ω:
By continuity, the last inequality holds on the whole X.
and denote R ijkl and S αβγδ by the curvature tensor of ω X and ω Y respectively. Then we have the following inequalities, which are our assertion (b).
In the second line from the bottom, we used the following inequality:
Here, we used the Cauchy-Schwarz inequalities.
The next proposition is the so-called "Jeffres' trick". 
Proof. We assume that u δ takes maximum at x 0 ∈ D. Let (U, (z 1 , . . . , z n )) be a holomorphic chart centered at x 0 satisfying D ∩ U = {z 1 = 0}. By the definition of x 0 , for any x = (z, 0, . . . , 0) ∈ U, we have
|z| αβ . Since 0 < 2γ < αβ, the right hand side goes to ∞ as z → 0. This contradicts with the definition of C ,α,β .
Theorem 1.4 and Theorem 1.5 can be shown in a smilar manner. We only prove Theorem 1.4 here.
Proof of Theorem 1.4 (a).
Since f can be represented as (w 1 , . . . , Since the right hand side does not depend on x 0 and x 0 is any maximum point of v ε , this inequality holds on whole X. Therefore, we have the following inequality v = v ε − ε|s| n .
