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Zusammenfassung
Das netzwerkbasierte Angebot von Diensten in der IT verlagert sich vom bisher dominierenden
Client-Server-Ansatz immer sta¨rker in Richtung verteilter Systeme, welche durch Flexibilita¨t,
Skalierbarkeit und nicht zuletzt geringe Kosten eine attraktive Alternative zu wartungsintensiven
und teuren Serverlo¨sungen darstellen. Dieser Trend geht mit der organisatorischen Dezentralisie-
rung und Flexibilisierung von Verwaltungsstrukturen in Unternehmen und Beho¨rden einher.
In diesem Umfeld der sich auflo¨senden klaren Organisationsstrukturen kommt der Authentifizie-
rung und Autorisierung von Entita¨ten in dezentralisierten Systemen steigende Bedeutung zu.
Authentifizierungs- und Autorisierungsinfrastrukturen (AAI) bilden in Form von Regeln, Proto-
kollen, Daten und Software den Rahmen fu¨r die Realisierung dieser beiden Dienste. Wa¨hrend die
Ausstellung von Berechtigungen und Identita¨tsnachweisen ebenso wie deren Pru¨fung bereits heute
in einigen AAI in dezentralisierter Form mo¨glich ist, ist fu¨r die Speicherung und Verwaltung von
Daten ausnahmslos ein zentrales Verzeichnis notwendig - ein Faktum, welches dem Paradigma
der Dezentralisierung widerspricht und das Angebot von Authentifizierung und Autorisierung in
durchga¨ngig dezentralisierten Umgebungen verhindert.
Die vorliegende Dissertation setzt daher an diesem Punkt an und konzipiert ein verteiltes Peer-to-
Peer-Verzeichnis, in welchem Daten zertifikatbasierter AAI vero¨ffentlicht, verwaltet und angefragt
werden ko¨nnen. Hierfu¨r wird zuna¨chst das vom Standpunkt der Sicherheit her optimale strukt-
urierte Peer-to-Peer-Regelwerk - Kademlia - ausgewa¨hlt und die Datenverfu¨gbarkeit in einem
darauf basierenden Verzeichnis stochastisch formalisiert und umfassend analysiert.
Weiterhin wird eine geeignete Lo¨sung fu¨r die Ru¨ckrufproblematik in zertifikatbasierten AAI
gewa¨hlt, die mit dem Faktum der verteilten Datenverwaltung auf nicht notwendigerweise vertrau-
enswu¨rdigen Knoten korrespondiert. Im Rahmen der Definition des Regelwerks fu¨r das Daten-
verwaltungssystem fu¨r Zertifikate und Statusinformationen, P2P-ZuSI, wird ein Schichtenmodell
pra¨sentiert, welches von diesem Regelwerk und dem darunterliegenden Peer-to-Peer-Netzwerk fu¨r
die AAI-Anwendungsschicht abstrahiert und somit die flexible, transparente Umsetzung verteilter
Datenverwaltung in beliebigen konkreten AAI-Systemen ermo¨glicht.
Eine AAI mit einem verteilten Verzeichnis unter Verwendung von P2P-ZuSI wird rollenbasiert
in Form eines hierarchischen gefa¨rbten Petrinetzes modelliert. Die Sicherheitseigenschaften von
P2P-ZuSI hinsichtlich der neben der Verfu¨gbarkeit relevanten Sicherheitsziele Vertraulichkeit und
Integrita¨t werden anhand dieses Modells nachgewiesen.
Ein Ausblick auf mo¨gliche Einsatzszenarien im Internet ebenso wie in geschlossenen Netzwerken
von Unternehmen, Universita¨ten oder Beho¨rden zeigt die Praxisrelevanz der Arbeit.
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Kapitel 1
Einfu¨hrung
1.1 Motivation
In den letzten Jahren zeichnet sich in der Informationstechnik ein Trend zu mehr Dezen-
tralisierung in netzwerkbasierten Anwendungen ab. Traditionelle zentralisierte Server-
Systeme, welche in der Vergangenheit hauptsa¨chlich eingesetzt wurden, werden in vielen
Anwendungsbereichen von verteilten Systemen, in denen Dienste von mehreren Instan-
zen gemeinschaftlich angeboten werden, abgelo¨st. Das Spektrum reicht von verteilten
Serverlo¨sungen bis hin zu selbstorganisierenden Peer-to-Peer-Netzwerken.
Insbesondere Peer-to-Peer-basierte Anwendungen im Internet profitieren immer sta¨rker
von der aktiven Einbindung der freien Ressourcen leistungsstarker Endbenutzer-Systeme.
Dadurch entstehen gegenu¨ber Client-Server-Systemen deutliche Vorteile hinsichtlich der
Betriebskosten, Ausfallsicherheit und Skalierbarkeit fu¨r verteilt realisierbare Dienste wie
Dateisysteme, Distributed Web Caches oder Dokumentmanagement.
Zudem ist organisatorische Dezentralisierung im Gescha¨fts- und Privatbereich auf dem
Vormarsch. Sowohl in Unternehmen als auch im wissenschaftlichen Umfeld werden zen-
tralistisch angelegte Strukturen wie beispielsweise feste Fakulta¨ten, Institute oder Abtei-
lungen zunehmend durch flexible Organisationsformen wie abteilungsu¨bergreifende Ar-
beitsgruppen oder Kollaborationen zwischen Universita¨ten, Forschungseinrichtungen und
Unternehmen erga¨nzt oder ersetzt.
Authentifizierung und Autorisierung (A&A) sind fu¨r dezentralisierte Systeme und Struk-
turen kritische und unverzichtbare Infrastrukturdienste. Unter Authentifizierung versteht
man die Verifikation der von einer Entita¨t vorgegebenen Identita¨t. Bei der Autorisierung
werden die Berechtigungen einer Entita¨t zur Durchfu¨hrung einer bestimmten Aktion her-
geleitet oder gepru¨ft.
Beispiele fu¨r die Notwendigkeit von A&A sind die Zugangskontrolle zu kostenpflichtigen
oder anderweitig beschra¨nkten Diensten oder die Vergabe von Lese- und Schreibberech-
tigungen auf vertrauliche Daten.
Authentifizierungs- und Autorisierungsinfrastrukturen (AAI) stellen in Form von Re-
geln, Protokollen, Daten und Software den Rahmen bereit, in welchem A&A realisiert
werden. Die Konzeptionierung und Weiterentwicklung von Authentifizierungs- und Auto-
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risierungsinfrastrukturen ist ein wichtiger Bestandteil aktueller Forschung und Entwick-
lung.
Es existieren bereits AAI-Systeme, welche die dezentrale Ausu¨bung von Authentifizie-
rung und Autorisierung ermo¨glichen. Beispielsweise bieten in SDSI/SPKI [ACM02] und
AKENTI [AKENT] dezentralisierte Entita¨ten die Dienste an. Sie operieren dabei alle
auf einer einheitlichen Datenbasis, welche aber bis heute zentrale Server voraussetzt und
damit dem Paradigma der Dezentralisierung zuwiderla¨uft.
Dieser Paradigmenbruch erschwert den konistenten Ausbau von Authentifizierungs- und
Autorisierungsdiensten fu¨r dezentralisierte Umgebungen und erzeugt hohen Aufwand fu¨r
den Betrieb weiterhin notwendiger zentraler Server.
Diese Dissertation soll die Anwendung von AAI in vollsta¨ndig dezentralisierten Systemen
ermo¨glichen, um durch die entstehende Selbstorganisation, organisatorische Unabha¨ngig-
keit und hardwaretechnische sowie finanzielle Effizienz einen starken Anreiz zu bieten, die-
ses Konzept praktisch einzusetzen. Sie leistet damit einen Beitrag zur Auflo¨sung des Pa-
radigmenbruches zwischen zentralisierter Datenverwaltung und dezentralisiertem Dienst-
angebot in Authentifizierungs- und Autorisierungsinfrastrukturen.
1.2 Ziele der Arbeit
Obwohl AAI bereits seit einigen Jahren intensiv erforscht und auf dem wissenschaftlichen
Gebiet weiterentwickelt werden, sind ihre Einsatzbereiche bisher stark beschra¨nkt. Es
existieren nur wenige Softwaresysteme, die u¨berhaupt AAI-Funktionen bereitstellen. Ins-
besondere auf dem Feld der zertifikatbasierten AAI sowie deren Bausteinen, den Public-
Key-Infrastrukturen (Authentifizierung) und Privilege-Management-Infrastrukturen (Au-
torisierung) liegen - sogar fu¨r den in der Wissenschaft dominierenden X.509-Standard -
kaum Lo¨sungen vor.
Die vorliegende Dissertation pra¨sentiert eine umfassende Systematik fu¨r die Speicherung,
Verwaltung und Bereitstellung von Daten einer zertifikatbasierten AAI in einer dezen-
tralisierten Umgebung. Dieses verteilte Verzeichnis wird auf Basis eines strukturierten
Peer-to-Peer-Netzwerks umgesetzt.
Es wird dazu ein Regelwerk konzipiert, welches Speicher- und Anfragemethoden fu¨r
das Verzeichnis festlegt. Diese nutzen Funktionalita¨ten eines existierenden Peer-to-Peer-
Systems und stellen eine standardisierte Schnittstelle fu¨r die handelnden Entita¨ten der
AAI, also z.B. fu¨r Zertifikataussteller, bereit. Die Kombination aus diesem Regelwerk
und dem konkreten Peer-to-Peer-System bildet gemeinsam das verteilte Verzeichnis und
wird als P2P-ZuSI (Peer-to-Peer Zertifikat- und Status-Informationssystem) bezeichnet.
Ein weiteres Ziel ist die formale Modellierung von P2P-ZuSI in Kombination mit einer
abstrakten AAI, welche auf diesem verteilten Verzeichnis operiert. Das Modell bildet das
konzipierte System in eindeutiger, visueller und simulierbarer Form ab.
Durch eine quantitative stochastische Analyse des gewa¨hlten Peer-to-Peer-Systems und
die qualitative Untersuchung des formalen Modells werden die Sta¨rken und Schwa¨chen
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hinsichtlich Angriffen durch einzelne oder kollaborierende Teilnehmer belegt und somit
der Grad der Systemsicherheit determiniert.
1.3 Aufbau
Das Forschungsthema ist am Schnittpunkt der zwei großen Forschungsbereiche Peer-to-
Peer (P2P) und AAI angesiedelt. Daher werden zuna¨chst diese beiden Themenkomplexe
eingefu¨hrt (Kapitel 2 und 3).
Um ein verteiltes Verzeichnis konzipieren zu ko¨nnen, ist zuna¨chst die Auswahl eines kon-
kreten strukturierten P2P-Regelwerks notwendig. Dieses bestimmt die Grundparameter
des Systems wie z.B. die Effizienz der Such- und Speichermethoden fu¨r Datensa¨tze, deren
Replikation und somit auch die zu erwartende Datenverfu¨gbarkeit.
Die pra¨sentierten P2P-Regelwerke werden anhand von Kriterien, die insbesondere aus den
Sicherheitsanforderungen verteilter Datenverwaltungssysteme hergeleitet werden, quali-
tativ verglichen und anhand dieser Gegenu¨berstellung eine begru¨ndete Entscheidung ge-
troffen. Anschließend folgt die quantitative Untersuchung der Datenverfu¨gbarkeit in ei-
nem auf die gewa¨hlte Technik aufbauenden Datenverwaltungssystem unter Verwendung
stochastischer Methoden (Kapitel 4).
Auf dieser Grundlage wird das detaillierte Regelwerk fu¨r P2P-ZuSI hergeleitet (Kapitel 5)
und das Gesamtsystem in Form eines gefa¨rbten hierarchischen Petrinetzes formal model-
liert (Kapitel 6).
Danach erfolgt die Vervollsta¨ndigung der bereits mit der Verfu¨gbarkeitsanalyse einge-
leiteten Sicherheitsevaluation in Form der qualitativen Untersuchung der Sicherheitsziele
Vertraulichkeit und Integrita¨t. Zugeschnitten auf verschiedene Angriffsszenarien wird das
Petrinetzmodell um zusa¨tzliche Elemente oder Initialbelegungen erweitert und dann mit-
tels Zustandsraumanalyse auf Schwachstellen untersucht (Kapitel 7).
Die Analyse ermo¨glicht die nachfolgende Herleitung von praktischen Einsatzszenarien fu¨r
P2P-ZuSI (Kapitel 8). Fazit und Ausblick auf weitere Forschungs- und Entwicklungsthe-
men (Kapitel 9) schließen die Arbeit ab.
Kapitel 2
Peer-to-Peer:
Ein neues Paradigma
Ein P2P-Netzwerk ist ein flexibler Zusammenschluss von gleichberechtigten Entita¨ten,
welche gemeinsam einen bestimmten Dienst anbieten. In diesem Sinne dominierten in den
Anfa¨ngen des Internet Peer-to-Peer-basierte Strukturen wie beispielsweise DNS und das
Usenet bzw. FidoNet (vgl. [Ora01]). Der eigentliche Siegeszug von Peer-to-Peer begann
allerdings erst 1999 mit der lauffeuerartigen Verbreitung des durch zentrale Indexserver
unterstu¨tzten Peer-to-Peer-Systems Napster [NAPST]. Im Jahr 2000 folgte unmittelbar
Gnutella [GNUTE], das ganz ohne privilegierte Entita¨ten auskommt.
Seither sind Peer-to-Peer-Netzwerke Gegenstand intensiver wissenschaftlicher Forschung
und Weiterentwicklung. Einen wesentlichen Meilenstein stellt dabei die Entwicklung
strukturierter Peer-to-Peer-Netzwerke dar, in denen Metriken und Regeln die Zuord-
nung von Datensa¨tzen zu Teilnehmern und dadurch das effizientere Auffinden von Daten
ermo¨glichen. Diese werden inzwischen auch vermehrt praktisch angewandt, beispielsweise
in verteilten Dateisystemen und Filesharing-Diensten.
Kapitel 2 bietet eine Einfu¨hrung zum Thema Peer-to-Peer. Zuna¨chst werden die zugrun-
de liegenden Konzepte vorgestellt. Ein Vergleich von unstrukturierten und strukturierten
Peer-to-Peer-Techniken wird hinsichtlich ihrer Eignung als Basis fu¨r ein Datenverwal-
tungssystem fu¨r AAI-Daten durchgefu¨hrt und eine Empfehlung fu¨r ein strukturiertes
System fu¨r diesen Anwendungsfall ausgesprochen.
2.1 Grundlagen
P2P-Systeme sind eine spezielle Form verteilter Systeme gema¨ß folgender Definition:
Definition 2.1 Verteiltes System:
Ein verteiltes System ist ein Verbund von autonomen Entita¨ten, welche u¨ber ein Netzwerk
kommunizieren. Das Ziel eines verteilten Systems ist die Bu¨ndelung von Ressourcen der
partizipierenden Entita¨ten zur Generierung eines koha¨renten Gesamtsystems.
In einem Peer-to-Peer-System werden diese autonomen Entita¨ten auch als Knoten oder
Peers (Gleichgestellte) bezeichnet. Jeder Knoten kann sowohl als Nutzer (Client) als auch
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als Anbieter (Server, Provider) des Dienstes auftreten. Es existiert also keine A-Priori-
Klassifizierung in Anbieter und Konsumenten.
Definition 2.2 Knoten, Peers:
Knoten sind Entita¨ten des Peer-to-Peer-Netzwerks. Sie sind untereinander durch logische
Verbindungen verknu¨pft und ko¨nnen Daten anfragen, Nachrichten empfangen, beantwor-
ten und weiterleiten sowie Datensa¨tze speichern.
Auf technischer Ebene ist ein Peer ein Computersystem, welches mit anderen Systemen
u¨ber ein Netzwerk verbunden ist. Es steht unter der Kontrolle eines Knotenbetreibers,
z.B. eines Computerbenutzers.
P2P-Systeme zeichnen sich durch ihre Anpassungsfa¨higkeit und vollsta¨ndige Dezentra-
lisierung aus: sie operieren ga¨nzlich ohne privilegierte Entita¨ten. Kommunikationsver-
bindungen werden ohne zentralisierte Koordination als logische Punkt-zu-Punkt-Verbin-
dungen1 zwischen den Knoten etabliert. Das Netzwerk, in welchem die Entita¨ten kolla-
borieren, ist in der Regel transient, d.h. die Teilnehmer wechseln ha¨ufig und in kurzen
Zeitabsta¨nden.
Da ungenutzte Ressourcen der Peers eingesetzt werden, entstehen beinahe keine zusa¨tz-
lichen Fixkosten und nur geringer variabler Aufwand fu¨r jeden Teilnehmer. Es werden
von vornherein nur geringe Anforderungen an die Beschaffenheit und Ausstattung der
Peers gestellt. Existierende P2P-Netzwerke setzen sich in der Regel zum großen Teil aus
privaten Computern, meist PCs, zusammen.
In Client-Server-Systemen hingegen - sowohl in solchen, in denen der Dienst vollsta¨ndig
zentralisiert angeboten wird als auch in solchen, in denen mehrere Server den Dienst als
verteiltes System realisieren - werden hohe Anforderungen an die Server gestellt, bei-
spielsweise hinsichtlich Hardware, Software, Verfu¨gbarkeit und Wartung.
Definition 2.3 Peer-to-Peer-System (angelehnt an [AnS04]):
Ein Peer-to-Peer-System ist ein verteiltes System von untereinander verbundenen Kno-
ten, die in der Lage sind sich selbst zum Zweck der gemeinsamen Nutzung von Ressour-
cen, d.h. Daten, CPU-Leistung, Speicherplatz und Bandbreite in Netzwerktopologien zu
organisieren. Es ist in der Lage mit auftretenden Fehlern und einem transienten Netz-
werkzustand umzugehen, wa¨hrend die Performanz und Stabilita¨t des Knotenverbundes
erhalten bleibt.
Ein Peer-to-Peer-System ist selbstorganisierend und beno¨tigt keine Vermittlungsdienste
vom einem globalen zentralen Server oder einer anderen privilegierten Entita¨t.
Derzeit wird diese Netzstruktur vor allem fu¨r die Realisierung von Filesharing- und Pub-
likationsdiensten (z.B. Gnutella) eingesetzt, ist aber auch Gegenstand der Forschung als
alternative Technologie fu¨r verteilte Dateisysteme wie PAST [RoD01b] oder das steg-
anographische Dateisystem Mnemosyne [HaR02], Distributed Web Caches wie Squirrel
[IRD02], Instant-Messaging-Anwendungen wie ICQ [ICQ] oder Systeme zum verteilten
Rechnen (Distributed Computing) wie Seti@Home [Ora01].
Im Folgenden liegt der Betrachtungsschwerpunkt auf Peer-to-Peer-Systemen zur Verwal-
tung, Speicherung und Bereitstellung von Datensa¨tzen.
1Auf der Ebene der Netzwerkkommunikation, z.B. u¨ber TCP/IP im Internet, werden diese Verbin-
dungen in der Regel nicht unmittelbar zwischen den Maschinen aufgebaut.
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2.2 Klassifizierung von Peer-to-Peer-Systemen
In unstrukturierten P2P-Systemen wie z.B. Gnutella [GNUTE] verbleiben alle Daten
zuna¨chst auf dem publizierenden Knoten; es existieren keine Regeln, welche die Vertei-
lung und Positionierung der Daten innerhalb des Netzwerks festlegen. Dadurch entsteht
kein Verwaltungsaufwand, wenn Knoten hinzukommen (Join) oder ausfallen (Leave), d.h.
das Netzwerk ist ho¨chst effizient skalierbar. Verla¨sst ein Knoten das Netz, gehen die bei
ihm gespeicherten Daten allerdings fu¨r andere Nutzer verloren.
Beliebte Datensa¨tze werden in der Regel auf den Knoten, welche sie anfragen, repliziert
(Pufferung, Caching2). Somit stehen sie auch nach Ausfall des Knotens, welcher sie initial
publiziert hat, weiter zur Verfu¨gung. Zudem verringert das Caching den Aufwand fu¨r die
Suche nach Datensa¨tzen und verteilt die Last der Bereitstellung auf multiple Knoten.
Durch das Fehlen eines Regelwerks fu¨r die Zuordnung von Datensa¨tzen zu Peers kann
eine gesuchte Information theoretisch auf jedem Knoten des Netzes - oder aber auf gar
keinem - existieren. A priori verfu¨gt also ein Teilnehmer, der einen bestimmten Datensatz
anfragt, u¨ber keinerlei Informationen hinsichtlich dessen Speicherknoten.
Die Suche ist daher ein ungerichteter Prozess, bei dem jeder Knoten, der eine Suchanfra-
ge erha¨lt, diese - wenn er sie nicht selbst beantworten kann - an alle ihm bekannten Peers
weiterleitet (siehe Abbildung 2.1). Dieser Vorgang wird als Flooding bezeichnet, da das
Netzwerk mit Anfragen ”geflutet“ wird.
Abbildung 2.1: Weiterleitung von Suchanfragen in einem unstrukturierten Netzwerk fu¨r
TTL t = 3
Die Anzahl und Beschaffenheit der Kontakte3 unterliegt ebenfalls keinen Regeln. So kann
es leicht passieren, dass dadurch ganze Teilnetze von einer Suchanfrage gar nicht erreicht
werden, dafu¨r aber andere Knoten die gleiche Anfrage mehrfach erhalten.
Die maximale Lebensdauer, d.h. die maximale Anzahl t an Weiterleitungsschritten fu¨r
eine Suchanfrage (Time To Live, TTL), muss zudem eingeschra¨nkt werden. Ansonsten
2In Version 2 von Gnutella wird das Caching so weit vorangetrieben, dass nur festgelegte
”
Super Peers“
die gepufferten Daten bereitstellen und den einzigen Zugang zu ihren Subnetzen repra¨sentieren. Dies
widerspricht allerdings der Forderung der Gleichberechtigung zwischen Knoten und der Dezentralisierung,
ist aber vor allem ein Risiko, da ein Super Peer die Verbreitung von Datensa¨tzen, die aus seinem Subnetz
kommen, unterbinden kann.
3Gnutella: jeder Knoten verfu¨gt u¨ber ungefa¨hr 5 Kontakte
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wu¨rde nicht nur die Netzlast durch das Flooding zu hoch, sondern es wu¨rden auch unzu-
mutbare Ru¨cklaufzeiten auftreten. Im schlimmsten Fall wu¨rde sogar die Suche gar nicht
terminieren.
Die Suche bricht nun also ab, sobald die Anfrage t-mal weitergeleitet wurde4. Die Suche
bleibt damit stets lu¨ckenhaft, insbesondere in Netzwerken mit vielen Teilnehmern.
Fu¨r zuverla¨ssige Datenspeicherung ist es aber unbedingt notwendig, dass alle im Netz
vorhandenen Daten schnell und effizient gefunden werden ko¨nnen. Außerdem muss auch
die Nichtexistenz von gesuchten Datensa¨tzen zweifelsfrei feststellbar sein.
Dies leisten nur strukturierte Peer-to-Peer-Systeme wie z.B. Chord [SML01], Pastry
[RoD01a] oder Kademlia [MaM02]. Sie verfu¨gen u¨ber ein Regelwerk, nach dem jeder
Datensatz einem oder mehreren Peers zugeordnet wird.
Dafu¨r wird jedem Datensatz zu Beginn seiner Existenz ein Bezeichner zugewiesen, welcher
in einem systemweit festgelegten Bezeichnerbereich (Adressraum) liegt. Dieser Adress-
raum ist unter den Peers aufgeteilt, so dass jeder Knoten fu¨r ein bestimmtes Segment
zusta¨ndig ist. Dieses ist in der Regel variabel, d.h. es a¨ndert sich bei Reorganisation des
Netzwerks.
Ein Datensatz mit Bezeichner (FileID) b verbleibt nicht auf dem ihn publizierenden Kno-
ten. Stattdessen wird unter Zuhilfenahme eines rekursiven Suchalgorithmus die Menge
Nb der zusta¨ndigen Knoten ermittelt (|Nb| ≥ 1) und der Datensatz dorthin u¨bertragen.
Strukturierte Peer-to-Peer-Systeme werden auch als DHTs (Distributed Hash Table,
verteilte Hashtabelle) bezeichnet: Jedes Bezeichner-Datensatz-Paar ist Element einer
u¨ber alle Knoten verteilt gespeicherten Hashtabelle, ebenso jede Zuordnung von Peer-
Bezeichner zur Netzwerkadresse (IP-Adresse) eines Knotens. Jeder Peer speichert in ei-
ner sogenannten Routing-Tabelle Verweise auf einen Teil der existierenden Knoten, um
Nachrichten weiterleiten zu ko¨nnen.
Diese regelbasierte Umschichtung von Datensa¨tzen hat den Vorteil, dass jeder Knoten des
Netzwerks mit Hilfe des gleichen Zuordnungsalgorithmus sowohl ermitteln kann, wo ein
Datensatz gespeichert werden muss, als auch, welche Knoten derzeit fu¨r einen gesuchten
Datensatz zusta¨ndig sind, und eine Anfrage nach dessen Bereitstellung direkt an diese
stellen kann.
Definition 2.4 Overlay-Netzwerk und Overlay-Topologie:
Ein Overlay-Netzwerk bzw. Overlay im Sinne des Paradigmas strukturierter Peer-to-
Peer-Systeme5 ist ein logisches Netzwerk, welches auf ein anderes aufsetzt. Es imple-
mentiert ein Regelwerk und eine Struktur fu¨r die Anordnung und Interaktion von Peers.
Die Methoden, Strukturen und Protokolle des darunter liegenden Netzwerks werden fu¨r
die Kommunikation zwischen Knoten genutzt. Die Routenwahl im Overlay ha¨ngt nicht
von den Routingregeln des zugrunde liegenden Netzwerks ab.
Die Topologie des Overlay-Netzwerks bezeichnet die Struktur, in welcher die Entita¨ten
logisch untereinander verbunden sind.
Teil des Regelwerks sind bespielsweise die Kriterien fu¨r die bei jedem Knoten vorge-
haltenen Informationen u¨ber andere Peers und die Protokolle fu¨r die Kontaktaufnahme
4Gnutella: t = 7, d.h. maximal
∑7
i=1(5
i) = 97655 Knoten ko¨nnten theoretisch erreicht werden, wenn
kein Knoten mehrfach kontaktiert wu¨rde; dieses Maximum ist allerdings wegen des fehlenden Regelwerks
fu¨r die Weiterleitung von Suchanfragen praktisch nicht erreichbar.
5Es existieren auch Nicht-P2P-Overlays, beispielsweise VPNs (Virtual Private Networks).
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zwischen Knoten. Die darunter liegende Transportschicht implementiert in der Regel
TCP oder UDP. Damit wird die konkrete Kommunikation zwischen Teilnehmern des
Overlay-Netzwerks realisiert.
Verschiedene Overlay-Topologien sind in Abbildung 2.2 dargestellt: die Ringtopologie
wie in Chord, die baumfo¨rmige Topologie wie in Kademlia und die multidimensionale
Torustopologie wie in CAN (Content-Addressable Network, [RFH01]).
Abbildung 2.2: Overlay-Topologien: Ring, Bina¨rbaum, dreidimensionaler Torus
Zur Realisierung von Kommunikationsverbindungen zwischen Knoten, insbesondere mit
dem Ziel der Weiterleitung (Routing) von Nachrichten, ha¨lt jeder Knoten Informationen
u¨ber andere Teilnehmer im Netzwerk und deren Zusta¨ndigkeitsbereiche in einer Tabel-
le vor. Jede deckt dabei nur einen kleinen Ausschnitt des gesamten Netzwerks ab: der
Netzzustand ist an keiner Stelle vollsta¨ndig erfasst, sondern findet sich verteilt in der
Gesamtheit der Routing-Tabellen aller Knoten.
Es existieren systemweite Regeln, welche die in einer Routing-Tabelle zu speichernden
Referenzen auf andere Knoten determinieren und damit sicherstellen, dass eine Nachricht
durch schrittweise Weiterleitung an jeden beliebigen Knoten auch außerhalb der Menge
der eigenen Kontakte u¨bermittelt werden kann.
Die Zuteilung des Zusta¨ndigkeitsbereichs fu¨r jeden Knoten wird in der Regel dynamisch
realisiert um die Fluktuation durch Joins und Leaves auszugleichen.
Replikation, also die kontrollierte Erzeugung verschiedener identischer Exemplare eines
Datensatzes auf verschiedenen Knoten ist ein wichtiges Mittel zur Verfu¨gbarkeitssiche-
rung bei unangeku¨ndigten Leaves oder in Protokollen, die beim Leave keinen Transfer
der gespeicherten Daten an neue zusta¨ndige Knoten unterstu¨tzen. Weiterhin wirken Re-
plikationstechniken auch gegen bo¨swillig, d.h. bewusst nicht protokollkonform handelnde
Teilnehmer.
Jeder Knoten kann - wie bereits erwa¨hnt - eine Suche nach Bezeichnern durchfu¨hren. Ein
Bezeichner b kann einen gesuchten Datensatz spezifizieren (FileID) oder aber einen Kno-
ten (b heißt dann NodeID). Fu¨r die Suche wird eine Anfrage nach dem bzw. den zusta¨ndi-
gen Knoten fu¨r einen solchen Bezeichner u¨ber ein rekursives Routing-Verfahren in Rich-
tung Nb weitergeleitet. In jedem Schritt na¨hert sich der Lookup dabei den zusta¨ndigen
Knoten.
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Bezieht sich die Suche auf einen Datensatz, fordert der Initiator der Anfrage diesen von
einem Knoten aus Nb an. Stellt sich nach sukzessiver Kontaktierung aller Knoten aus
Nb heraus, dass keiner davon den entsprechenden Datensatz gespeichert hat, so wird die
Suche erfolglos beendet. Fu¨r den Initiator ist dann sicher, dass das gesuchte Datum nicht
im Netz existiert.
Zur Realisierung eines Dienstes zur effizienten und zuverla¨ssigen Datenspeicherung und
-bereitstellung kommt daher nur ein strukturiertes Peer-to-Peer-System in Frage, da nur
ein solches die lu¨ckenlose Suche in der Datenbasis und damit die entsprechende Sicherheit
hinsichtlich der Richtigkeit und Vollsta¨ndigkeit der Suchergebnisse leisten kann.
Die Begriffe P2P-Protokoll, -Regelwerk, -System und -Netzwerk werden in der Literatur
ha¨ufig synonym verwendet. Im Folgenden wird aber eine deutliche Abgrenzung zwischen
diesen Bezeichnungen vorgenommen.
Definition 2.5 Strukturiertes Peer-to-Peer-Protokoll:
Ein strukturiertes Peer-to-Peer-Protokoll regelt auf Basis einer Distanzmetrik die Zuord-
nung von Bezeichnern zu NodeIDs und darauf aufbauend die Suche nach Bezeichnern
sowie den Join und Leave von Knoten.
Definition 2.6 Strukturiertes Peer-to-Peer-Regelwerk:
Ein strukturiertes Peer-to-Peer-Regelwerk ist die Kombination eines P2P-Protokolls mit
zusa¨tzlichen Methoden und Anforderungen. Das Regelwerk umfasst beispielsweise Metho-
den fu¨r die Speicherung und Replikation von Datensa¨tzen, wobei fu¨r Suche und Zuordnung
das zugrunde liegende Protokoll verwendet wird.
Definition 2.7 Strukturiertes Peer-to-Peer-System:
Ein strukturiertes Peer-to-Peer-System (auch als strukturiertes P2P-Netzwerk bezeich-
net) ist ein real existierendes Netzwerk von multiplen Knoten, welches auf einem P2P-
Regelwerk basiert. Die teilnehmenden Peers handeln dabei im Idealfall 6 regelkonform.
Da von nun an nur noch von strukturierten Peer-to-Peer-Protokollen, -Regelwerken usw.
die Rede ist, kann der Zusatz ”strukturiert“ im Folgenden weggelassen werden.
2.3 Eigenschaften strukturierter Peer-to-Peer-Systeme
Strukturierte Peer-to-Peer-Systeme zeichnen sich durch eine Vielzahl positiver Eigen-
schaften aus, die sie gegenu¨ber den bislang vorherrschenden Client-Server-Systemen und
gegenu¨ber unstrukturierten Systemen abheben. Einige der im Folgenden genannten po-
sitiven Eigenschaften gelten jedoch fu¨r unstrukturierte und strukturierte Systeme glei-
chermaßen und sind entsprechend kenntlich gemacht.
• Stabilita¨t und Ausfallsicherheit:
Der durch ein strukturiertes Peer-to-Peer-System angebotene Dienst ist auch unter
6Da es sich um ein reales System mit nicht vollsta¨ndig kontrollierbaren Benutzern handelt, ist ab-
sichtliches oder unabsichtliches Fehlverhalten von Teilnehmern bis hin zu bo¨swilligen Angriffen nicht
auszuschließen.
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negativen Rahmenbedingungen, z.B. bei Angriffen und Ausfa¨llen von Teilnehmern,
mit hoher Wahrscheinlichkeit verfu¨gbar. Er wird von jedem einzelnen Knoten ange-
boten, so dass auch umfangreiche Ausfa¨lle oder bo¨swilliges Verhalten von Knoten
nicht den gesamten Dienst deaktivieren ko¨nnen. Zudem existieren in der Regel
Stabilisierungs- und Datenerhaltungsmechanismen wie beispielsweise die Replika-
tion von Datensa¨tzen.
Fu¨r unstrukturierte P2P-Systeme gilt a¨hnliches, wobei hier per definitionem weni-
ger solche Regeln und Mechanismen existieren.
Im Gegensatz dazu ist in einem Client-Server-System der Server der kritische Punkt;
fa¨llt er aus, ist der Dienst unverfu¨gbar. Abhilfe schafft nur das Anlegen einer red-
undanten Serverstruktur (z.B. Clustering), was mit finanziellem und organisatori-
schem Aufwand verbunden ist.
• Performanz:
Nachrichten werden effizient zwischen den Knoten ausgetauscht, wobei die La¨nge
der Routing-Pfade in der Regel logarithmisch skaliert. Damit arbeiten Suche und
Speicherung von Datensa¨tzen sehr performant im Vergleich zu unstrukturierten
Netzen.
Client-Server-Systeme hingegen sind durch ihren zentralisierten Ansatz und die
Leistungsparameter der Server effizienter in Datenanfrage und -verwaltung.
• Skalierbarkeit:
Ein Peer-to-Peer-System kann sich dynamisch an wechselnde Teilnehmerkreise und
variierende Netzgro¨ßen anpassen. Die Verkleinerung oder Vergro¨ßerung la¨uft selbst-
organisiert ohne großen Anpassungsaufwand ab.
Durch diese gute Skalierbarkeit kann prinzipiell jede interessierte Entita¨t am System
partizipieren, da keine Maximalgro¨ße fu¨r das Netzwerk existiert. Dies ist ein we-
sentlicher Vorteil gegenu¨ber Client-Server-Systemen, die auf eine Vergro¨ßerung der
Nutzergruppe mit aufwendiger Leistungsaufstockung reagieren mu¨ssen und auf Ver-
kleinerung gar nicht reagieren ko¨nnen.
• Plattformunabha¨ngigkeit:
Voraussetzung fu¨r den Betrieb eines Knotens in einem strukturierten P2P-System
ist neben einer Software, welche das verwendete Peer-to-Peer-Regelwerk imple-
mentiert, in vielen Fa¨llen nur ein Computer mit Festplatte und einer Internetver-
bindung. Die Anforderungen bezu¨glich Speicherplatz, Rechenkapazita¨t und Band-
breite sind i.A. gering, so dass ein handelsu¨blicher PC mit Modem- oder ISDN-
Internetanbindung bereits als Knoten eingesetzt werden kann. Auch sind bezu¨glich
der sonstigen Softwareumgebung und des Betriebssystems in der Regel keine festen
Vorgaben zu erfu¨llen.Gleiches gilt fu¨r Knoten eines unstrukturierten Netzwerks.
Ein Server muss hingegen wesentlich ho¨here Anforderungen bezu¨glich der Ausfallsi-
cherheit der Hardware, der Qualita¨t der Netzwerkanbindung und der vorhandenen
Software inkl. Betriebssystem erfu¨llen.
• Dezentrale, verteilte Organisation und organisatorische Unabha¨ngigkeit:
Fu¨r die Dienstbereitstellung ist keine zentrale Instanz notwendig, welche den Be-
trieb koordiniert, verwaltet und die finanzielle, rechtliche und organisatorische Ver-
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antwortung u¨bernimmt. Stattdessen tragen alle Teilnehmer eines P2P-Systems glei-
chermaßen zur Funktionsfa¨higkeit des Dienstes bei und teilen sich zugleich die Ge-
samtverantwortung. Damit sind die Hu¨rden fu¨r die Inbetriebnahme gering, wa¨hrend
die dezentrale Systemverwaltung der bereits in Abschnitt 1.1 beschriebenen Ten-
denz zur organisatorischen Dezentralisierung im privaten, gescha¨ftlichen und wis-
senschaftlichen Umfeld Rechnung tra¨gt.
Ein Peer-to-Peer-Netzwerk kann außerdem - im Gegensatz zu einem zentralen Ser-
ver - nicht einfach abgeschaltet werden, sondern unabha¨ngig von der Interessenslage
externer Instanzen autonom existieren.
• Benutzerakzeptanz:
Peer-to-Peer-Systeme haben in den letzten Jahren eine große Verbreitung erfahren,
insbesondere zum Austausch von Musik- und Filmdateien (z.B. Gnutella). Auch ist
in diesem Anwendungsfeld ein Trend zur Nutzung strukturierter P2P-Regelwerke
festzustellen, beispielsweise in der Kademlia-Erweiterung fu¨r eMule [EMKAD] oder
der BitTorrent-Kademlia-Erweiterung eXeem [EXEEM].
Diese Erfahrungen hinsichtlich der Akzeptanz von Peer-to-Peer-Systemen lassen die
Unterstu¨tzung erga¨nzender und alternativer Anwendungen auf P2P-Basis erwarten.
• Geringe Kosten:
Pro Teilnehmer des Peer-to-Peer-Netzwerks entstehen nur sehr geringe Aufwen-
dungen, da fu¨r den Betrieb des Knotens ungenutzte Ressourcen auf ohnehin be-
triebenen Rechnersystemen eingesetzt werden und Strom- sowie Verbindungskos-
ten usw. daher vernachla¨ssigbar sind. Dies ist ein wesentlicher Vorteil gegenu¨ber
Client-Server-Systemen, deren Wartung und Betrieb allgemein kostspielig ist.
Zudem haben strukturierte Peer-to-Peer-Systeme aber auch negative Eigenschaften, be-
sonders bezu¨glich der Verfu¨gbarkeit der einzelnen Knoten:
• Ausfallwahrscheinlichkeit:
Das Online-Verhalten der Knoten ist erwartungsgema¨ß nicht stabil. Da gerade pri-
vate Computer oft u¨ber keine Standleitung verfu¨gen, ist mit ihrer regelma¨ßigen
Trennung vom Netz zu rechnen. Weiterhin ist die Wahrscheinlichkeit fu¨r Software-
und Hardwarefehler hoch. Auch das Nutzerverhalten hat großen Einfluss darauf,
wie lange ein Knoten online bleibt.
• Fehlverhaltenswahrscheinlichkeit:
Mit einer sehr hohen Wahrscheinlichkeit existieren im Netzwerk Teilnehmer, welche
nicht regelkonform agieren, z.B. indem sie Nachrichten nicht korrekt oder gar nicht
weiterleiten. Ein besonders ha¨ufiger Fall des Fehlverhaltens ist das sogenannte Free
Riding: ein Knoten nutzt zwar den durch das Peer-to-Peer-Netzwerk angebotenen
Dienst, beteiligt sich aber nicht selbst an dessen Bereitstellung, z.B. indem er sich
weigert, Datensa¨tze zu speichern.
• Angriffswahrscheinlichkeit:
Es ist weiterhin wahrscheinlich, dass sich Teilnehmer des Netzwerks bo¨swillig ver-
halten, d.h. den ordnungsgema¨ßen Betrieb des Dienstes sto¨ren oder verhindern
wollen, beispielsweise mittels falscher Nachrichten, absichtlichen Lo¨schens oder Un-
terdru¨ckens von Datensa¨tzen.
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• Geringe Integrita¨t und Verfu¨gbarkeit einzelner Datensa¨tze:
Durch die genannten Wahrscheinlichkeiten fu¨r Ausfall, Fehlverhalten und Angriffe
ist es mo¨glich, dass einzelne Datensa¨tze kompromittiert werden. Sie ko¨nnen dabei
sowohl bescha¨digt als auch unverfu¨gbar werden.
Bei der Speicherung der Daten auf zentralen Servern hingegen tritt diese Problema-
tik nicht oder nur in abgeschwa¨chter Form auf, da hier der Zugriff auf die Datenbasis
kontrolliert und nur durch wenige berechtigte Entita¨ten erfolgt.
• Fehlende Eingriffsmo¨glichkeiten:
Die Dienstqualita¨t ha¨ngt vom Verhalten der Teilnehmer ab. Zwar ist anzunehmen,
dass sich diese zum Großteil regelkonform verhalten; ist das aber nicht der Fall,
kann nicht regulierend eingegriffen werden, da die dezentrale Organisation privi-
legierte Entita¨ten und damit auch Eingriffe in die Aktivita¨ten einzelner Knoten
generell verbietet. Weiterhin kann der Gesamtzustand des Netzwerks nicht zentral
u¨berwacht werden.
Das Peer-to-Peer-System muss also im Rahmen seiner selbstorganisierenden Struktur mit
den genannten Problemen umgehen ko¨nnen und entsprechende Sicherheitsmechanismen
(z.B. Replikationstechniken) implementieren.
2.4 Begriffsbestimmungen
Die folgenden Definitionen der zentralen Begrifflichkeiten bereiten die Einfu¨hrung kon-
kreter strukturierter P2P-Protokolle und -Regelwerke in Abschnitt 2.5 vor.
Jeder Knoten in einem strukturierten Peer-to-Peer-Netzwerk verfu¨gt u¨ber einen system-
weit einzigartigen Bezeichner, die NodeID:
Definition 2.8 NodeID:
Die NodeID ni eines Knotens i ist sein eindeutiger Bezeichner, ein Bitstring mit fester
La¨nge mn. Sie wird mittels einer systemweit festgelegten und jedem Teilnehmer des Peer-
to-Peer-Netzwerks bekannten Funktion ν u¨ber knotenspezifische Daten di berechnet:
ni = ν(di), ν : {0, 1}∗ → {0, 1}mn
Bemerkung: Im Folgenden wird die NodeID ni auch zur Referenzierung des Knotens i
verwendet; ni wird also synonym zu i gebraucht.
Analog zur NodeID ist die FileID7 als Bezeichner fu¨r Datensa¨tze definiert.
Definition 2.9 FileID:
Die FileID fj eines Datensatzes j ist sein nicht notwendigerweise eindeutiger identifizie-
render Bezeichner, ein Bitstring mit fester La¨nge mf . Sie wird mittels einer systemweit
7In der P2P-Literatur wird die FileID eines Datensatzes in der Regel als Key bezeichnet. Um Ver-
wechslungen mit Public Keys und Private Keys auf der AAI-Ebene zu vermeiden, wird auf diese ga¨ngige
Notation in dieser Arbeit absichtlich verzichtet.
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festgelegten und jedem Teilnehmer des Peer-to-Peer-Netzwerks bekannten Funktion φ u¨ber
spezifische Metadaten dj des Datensatzes berechnet:
fj = φ(dj), φ : {0, 1}∗ → {0, 1}mf
Die FileID wird in der Regel aus allgemeinen Metadaten u¨ber den Datensatz berechnet;
damit ergeben sich nicht-eindeutige FileIDs fu¨r Datensa¨tze mit a¨hnlichem Inhalt und da-
durch identischen allgemeinen Metadaten. Im weiteren Verlauf dieser Arbeit (Kapitel 5)
werden auch fu¨r das AAI-Datenverwaltungssystem nicht-eindeutige FileIDs vorkommen.
Definition 2.10 Adressraum:
Der mo¨gliche Wertebereich fu¨r NodeIDs und FileIDs wird als Adressraum bezeichnet. Fu¨r
NodeIDs umfasst der Adressraum alle mo¨glichen Bitstrings der La¨nge mn, fu¨r FileIDs
alle mo¨glichen Bitstrings der La¨nge mf .
In den meisten Peer-to-Peer-Regelwerken gilt mn = mf = m.
Eine grundlegende Maßzahl ist die Distanz zwischen zwei Bezeichnern:
Definition 2.11 Distanz:
Die Distanz zwischen zwei Bitfolgen x und y gibt gema¨ß einer festgelegten Relation ∆ die
Entfernung zwischen x und y an. Bei dieser Relation handelt es sich definitionsgema¨ß
um eine Metrik, d.h. sie erfu¨llt die folgenden Axiome:
1. ∆(x, x) = 0
2. ∆(x, y) > 0⇔ x 6= y
3. ∆(x, y) = ∆(y, x) (Symmetrie)
4. ∆(x, y) ≤ ∆(x, z) + ∆(z, y) (Dreiecksungleichung)
In P2P-Umgebungen sind x und y NodeIDs oder FileIDs. Mit Hilfe dieser Distanzdefini-
tion wird dann beispielsweise der FileID-Bereich definiert, fu¨r den ein Knoten zusta¨ndig
ist, oder die Auswahl des na¨chsten Knotens, an den eine Suchanfrage weitergeleitet wird
(siehe Definition 2.14 des Lookup).
Definition 2.12 Mapping und Zusta¨ndigkeit:
Ein Bezeichner b (FileID oder NodeID) wird in Abha¨ngigkeit von der Distanz zwischen b
und den NodeIDs der Knoten im Netzwerk einer Knotenmenge Nb zugeordnet (Mapping).
Damit sind die Knoten ∈ Nb fu¨r b zusta¨ndig:
Nb = νr(b), νr : {0, 1}m → P({0, 1}m)
Es gilt |Nb| ≥ 1. Fu¨r einen Knoten nri ∈ Nb schreibt man auch nr〈b〉.
Als Basis fu¨r die Definition der Lookup-Prozedur werden nun die Grundbegriffe von
Pfaden und deren La¨ngen vorgestellt.
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Abbildung 2.3: Pfad der La¨nge 5
Definition 2.13 Pfad und Pfadla¨nge:
Ein Pfad ist eine Folge von Knoten. Der Anfangspunkt des Pfades wird durch den Start-
knoten, das Ende durch den Zielknoten determiniert. Die Knoten sind durch gerichtete
Kanten in Richtung des Zielknotens verbunden. Die La¨nge eines Pfades ist die Anzahl
der in ihm enthaltenen Knoten.
Eine Kernmethode von Peer-to-Peer-Regelwerken und Bestandteil jedes P2P-Protokolls
ist der Lookup:
Definition 2.14 Lookup und Routing:
Der Lookup bezeichnet die von einem Peer initiierte Suchanfrage nach zusta¨ndigen Kno-
ten fu¨r einen Bezeichner, also fu¨r die FileID eines Datensatzes oder die NodeID eines
anderen Knotens.
Als Lookup-Nachricht lookupb fu¨r Bezeichner b bezeichnet man die Bitfolge, welche die
Suchanfrage repra¨sentiert. Sie wird gema¨ß systemweit definierter Regeln von Knoten zu
Knoten weitergeleitet. Dabei nutzt jeder Peer die in seiner Routing-Tabelle gespeicherten
Verweise auf andere Knoten, so dass sich der Lookup mit jedem Schritt den zusta¨ndigen
Peers anna¨hert, bis schließlich ein Knoten nr〈b〉 gefunden ist und an den Initiator der
Anfrage gemeldet wurde. Der konkrete Weiterleitungsprozess wird als Routing bezeichnet.
Gegenu¨ber der Suche mittels Flooding in unstrukturierten P2P-Systemen terminiert ein
Lookup in einem strukturierten System immer, da er durch die definierten Regeln stets
die zusta¨ndigen Knoten erreicht.
Definition 2.15 Routing-Pfad:
Ein Routing-Pfad ist die Abfolge aller Knoten, welche an einem Lookup beteiligt sind.
Die Lookup-Nachricht fu¨r Bezeichner b wird vom initiierenden Knoten an den ersten
Knoten des Pfades u¨bergeben und in der Regel von dort aus weitergereicht.
Die Verbindung vom vorletzten Knoten zum letzten repra¨sentiert je nach konkretem Pro-
tokoll entweder den Transfer der Lookup-Nachricht, wobei der zusta¨ndige Knoten dann
selbst eine Antwort an den initiierenden Peer generiert (siehe Abb. 2.4(a)), oder eine lo-
gische Verbindung, d.h. einen Zeiger auf nr〈b〉, der vom vor letzten Knoten gemeldet wird
(siehe Abb. 2.4(b)). Ist im weiteren von Pfaden die Rede, so sind stets Routing-Pfade
gemeint.
In den Beschreibungen aus Abschnitt 2.5 tauchen wiederholt Hashfunktionen auf; sie
werden vor allem fu¨r die Berechnung von NodeIDs und FileIDs verwendet. Es handelt
sich hierbei um konsistente Hashfunktionen [Sch95] wie beispielsweise SHA-1 [SHS01].
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(a) Routing-Pfad mit Ru¨ckmeldung durch zusta¨ndigen Knoten
(b) Routing-Pfad mit Ru¨ckmeldung durch vorletzten Knoten
Abbildung 2.4: Routing-Pfad der La¨nge 5
Definition 2.16 Konsistente Hashfunktion:
Eine Hashfunktion ist eine Funktion
H : Σ∗ → Σm,
welche Zeichenfolgen beliebiger La¨nge aus dem Alphabet Σ auf Zeichenfolgen der festen
La¨nge m abbildet. In der Informationstechnik gilt allgemein Σ = {0, 1}. Der Funktions-
wert y = H(x) wird auch als Hashwert von x bezeichnet.
H i(x), i ∈ N0 ist die i-fache Anwendung der Hashfunktion H auf Eingabewert x:
H i(x) = H(H(. . .H︸ ︷︷ ︸
i−mal
(x) . . . ))
Fu¨r den Sonderfall i = 0 gilt H0(x) = x.
In strukturierten Peer-to-Peer-Netzwerken kommen ausschließlich konsistente Hashfunk-
tionen [KLL97] zum Einsatz, welche sich insbesondere durch die folgenden Eigenschaften
auszeichnen:
1. Einwegeigenschaft: Der Hashwert eines Bitstrings x ist effizient berechenbar:
H(x) = y. Es ist jedoch praktisch unmo¨glich, einen Eingabewert x′ zu einem gege-
benen y zu finden, so dass y = H(x′).
2. Schwache Kollisionsresistenz (2nd-preimage resistance): Es ist praktisch
unmo¨glich, zu einem gegebenen Wert x ein x′ 6= x zu finden, so dass H(x) = H(x′).
3. Gleichverteilung: Fu¨r einen beliebigen Eingabewert x ist jeder Funktionswert y
aus der Menge aller mo¨glichen Hashwerte als Wert fu¨r H(x) gleich wahrscheinlich.
Die Gleichverteilung ist eine entscheidende Eigenschaft fu¨r den Einsatz von konsisten-
ten Hashfunktionen zur Generierung von NodeIDs und FileIDs. So wird sichergestellt,
dass sich diese Bezeichner gleichma¨ßig in ihrem Adressraum verteilen. So ist ein Knoten
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jeweils fu¨r in etwa den gleichen Anteil der insgesamt im Netz vorhandenen Daten ver-
antwortlich. Zudem ist so insbesondere bei Join und Leave von Knoten der Aufwand fu¨r
die Umverteilung der FileIDs auf die zusta¨ndigen Knoten minimal.
2.5 Vorstellung strukturierter Peer-to-Peer-Protokolle und
-Regelwerke
Im Folgenden wird eine Auswahl strukturierter P2P-Protokolle und -Regelwerke beschrie-
ben. Chord, Pastry und Viceroy sind reine Protokolle. CAN, Kademlia, P-Grid und Sym-
phony beinhalten zusa¨tzliche Regeln fu¨r Datenspeicherung und Replikation und werden
daher als (rudimenta¨re) P2P-Regelwerke eingeordnet.
Auf diese detaillierte Beschreibung wird in Kapitel 4 die Entscheidung fu¨r ein konkretes
Protokoll bzw. Regelwerk aufgebaut.
2.5.1 CAN
Der Entwurf von CAN (Content-Addressable Network) begru¨ndete 2001 die Entwicklung
strukturierter Peer-to-Peer-Overlays. Ein CAN [RFH01] ist ein Overlay in Form eines
d-dimensionalen Torus. Der fu¨r NodeIDs und FileIDs zur Verfu¨gung stehende Adressbe-
reich ist ein virtueller d-dimensionaler kartesischer Koordinatenraum auf diesem Torus.
Ein Knoten ni ist jeweils fu¨r einen bestimmten Wertebereich im Umfeld seiner NodeID
entlang aller Dimensionen zusta¨ndig.
Die Relation ∆ zwischen zwei Bezeichnern x = (x1, x2, . . . , xd) und y = (y1, y2, . . . , yd),
xi, yi ∈ N0 ist als die kartesische Distanz (Euklidische Distanz) definiert:
∆(x, y) =
√√√√ d∑
i=1
(xi − yi)2
Lookup. Jeder Knoten speichert in seiner Routing-Tabelle Verweise (3-Tupel aus NodeID,
verwaltetem Wertebereich und Netzwerkadresse) auf alle direkten Nachbarn, d.h. alle
Knoten, deren Wertebereiche in d− 1 Dimensionen mit seinem u¨berlappen und in einer
Dimension unmittelbar an seinen angrenzen.
Der Knoten, welcher den Lookup nach einem Bezeichner b initiiert, sucht aus seiner
Routing-Tabelle den Peer mit derjenigen NodeID, welche die geringste Distanz zu b hat.
An diesen u¨bermittelt er eine Lookup-Nachricht. Der kontaktierte Knoten sucht dann
wiederum in seiner Routing-Tabelle nach dem Peer mit na¨chster NodeID zu b, so dass
schließlich nach mehreren Schritten der zusta¨ndige Knoten die Nachricht erha¨lt. Abbil-
dung 2.5 zeigt den Lookup fu¨r den Bezeichner b = (6, 2) in einem Beispiel-CAN mit d = 2.
Zum Speichern eines Datensatzes wird zuna¨chst die FileID fj = φ˜(dj) = (fj1 , fj2 , . . . fjd)
unter Verwendung einer abgewandelten FileID-Berechnungsfunktion φ˜ : {0, 1}∗ → Nd0
bestimmt. Dann wird ein Lookup nach dem Punkt fj durchgefu¨hrt, welcher die NodeID
des zusta¨ndigen Knotens nr〈fj〉 liefert (|Nb| = 1). An diesen u¨bergibt der publizierende
Knoten dann den Datensatz.
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Die durchschnittliche Pfadla¨nge fu¨r einen Lookup betra¨gt d4N
1
d , wobei N die Anzahl aller
im Netzwerk vorhandenen Knoten ist. Durch Inkrementierung von d oder durch die Im-
plementierung multipler Realita¨ten kann die durchschnittliche La¨nge der Pfade verku¨rzt
werden.
Bei Einsatz multipler Realita¨ten werden mehrere unabha¨ngige d-dimensionale Koordina-
tenra¨ume erzeugt. Nun besitzt jeder Knoten multiple NodeIDs und damit auch multiple
Listen von Nachbarn, jeder Datensatz aber nur eine einzige FileID fu¨r alle Koordina-
tenra¨ume (Details hierzu siehe [RFH01]). Dadurch entstehen von jedem Datensatz Re-
plika, da pro Realita¨t ein Knoten fu¨r den Datensatz zusta¨ndig ist und diesen speichert
(nun: |Nb| = k bei k Realita¨ten).
Abbildung 2.5: Beispiel: Lookup nach Bezeichner b = (6, 2) in einem CAN mit d = 2
Join. Will ein Knoten i dem Netzwerk beitreten, so berechnet er zuna¨chst aus seinen
knotenspezifischen Daten di seine NodeID ni = ν˜(di) mit einer ebenfalls abgewandelten
Funktion ν˜ : {0, 1}∗ → Nd0 und bezieht dann u¨ber einen initial bekannten Knoten eine
Liste von derzeit aktiven CAN-Peers.
Der neue Knoten muss sich nun im CAN positionieren, d.h. den Wertebereich, fu¨r den
er zusta¨ndig ist, ermitteln. Durch einen Lookup nach seinem Bezeichner ni erha¨lt er
den bislang fu¨r den Wertebereich um ni zusta¨ndigen Knoten nr〈ni〉. Dieser halbiert nun
seine Zone gema¨ß einer festgelegten Rangfolge der Dimensionen und weist dem Knoten
ni eine Ha¨lfte zu. Weiterhin u¨bergibt nr〈ni〉 den Inhalt seiner Routing-Tabelle an den
neuen Knoten als Initialbelegung und aktualisiert seine eigene Tabelle, indem er den
neuen Nachbarn aufnimmt. Weiterhin werden alle Nachbarknoten u¨ber die Zonenteilung
informiert.
Leave. Verla¨sst ein Knoten das Netzwerk, muss seine Zone von den verbleibenden
Knoten u¨bernommen werden. Normalerweise findet eine explizite U¨bergabe von Werte-
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bereich und Datenbestand an einen der Nachbarn statt. Fa¨llt ein Peer aus, gehen die
gespeicherten Daten einfach verloren.
2.5.2 Chord
Alle Bezeichner im Protokoll Chord [SML01] sind Bitstrings der La¨nge m = 160 Bit und
auf einem Bezeichner-Ring modulo 2m angeordnet (ringfo¨rmiges Overlay).
Zur Bestimmung der Distanz zwischen zwei Bezeichnern x, y ∈ {0, 1}m werden die Bit-
strings als Dualzahlen interpretiert. Die Distanz ergibt sich dann als betragsma¨ßige Dif-
ferenz zwischen ihnen:
∆(x, y) = |x− y|.
Diese Subtraktion wird durch bina¨re Addition des Zweier-Komplements realisiert.
Lookup. Jeder Knoten speichert in seiner Routing-Tabelle Informationen (NodeID und
Netzwerkadresse) u¨ber Peers, die auf dem Chord-Ring im Uhrzeigersinn nach ihm kom-
men. Durch die ringfo¨rmige Topologie haben die einzelnen Kontakte nicht notwendiger-
weise gro¨ßere NodeIDs als der aktuelle Knoten, da bei Fortschreiten im Uhrzeigersinn
der U¨bergang von Adresse 2m − 1 zu 0 u¨berschritten werden kann (siehe Abb. 2.6(a)).
Lookups werden unidirektional im Uhrzeigersinn durchgefu¨hrt. Ein Knoten ist genau
dann fu¨r einen Bezeichner b zusta¨ndig, wenn er der erste im Uhrzeigersinn auf b folgende
Peer ist (siehe Abb. 2.6(b)). Der zusta¨ndige Knoten wird als direkter Nachfolger von b
bezeichnet: nr〈b〉 = succ(b) mit succ : {0, 1}m → {0, 1}m.
(a) Segmente und eingetragene
Knoten in der Routing-Tabelle
(b) Nachfolger von Bezeichner b
Abbildung 2.6: Beispiel: Segmente und Nachfolger in Chord
Eine Routing-Tabelle eines Knotens mit NodeID ni besitzt maximal m Eintra¨ge (Zeilen).
Der j-te Eintrag in der Tabelle gibt NodeID ns und Netzwerkadresse des ersten Knotens
an, dessen NodeID zu ni eine Distanz von mindestens 2j−1 hat, d.h.
ns = succ(ni + 2j−1 mod 2m)
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mit 1 ≤ j ≤ m. Der Eintrag in der ersten Zeile bezeichnet somit stets den direkten
Nachfolger von ni. Mit diesem Aufbau der Routing-Tabelle wird aus der Sicht von ni der
Chord-Ring in Zusta¨ndigkeitssegmente seiner Kontakte aufgeteilt8. Die Segmente decken
unterschiedlich große Teile des Adressraums ab.
Ein Lookup wird wie folgt ausgefu¨hrt: Der initiierende Knoten sucht aus seiner Routing-
Tabelle den letzten Knoten mit einer NodeID nnext < b und u¨bermittelt an diesen eine
Lookup-Nachricht lookupb.
Der Empfa¨nger dieser Nachricht verfa¨hrt ebenso und leitet lookupb weiter. Dieser Schritt
wird wiederholt, bis ein Knoten np feststellt, dass der Kontakt in der ersten Zeile seiner
Routing-Tabelle - sein unmittelbarer Nachfolger - eine NodeID ns ≥ b besitzt. Dann ist
ns = succ(b) der zusta¨ndige Knoten fu¨r b (auch hier gilt |Nb| = 1). Seine NodeID und
Netzwerkadresse werden von np an den Initiator des Lookup zuru¨ckgegeben.
Da Chord durch die Konstruktion der Routing-Tabelle Spru¨nge auch an weit entfernte
Stellen im Ring erlaubt und sich die Distanz zwischen NodeID und FileID mit jedem
Schritt mindestens halbiert, kommt ein Lookup mit einer durchschnittlichen Pfadla¨nge
von O(log2N) aus.
Zum Speichern eines Datensatzes j wird ein Lookup auf fj = H(dj) ausgefu¨hrt und der
Datensatz an succ(fj) u¨bertragen.
Join. Um die Organisation von Join und Leave zu vereinfachen, besitzt jeder Knoten
neben seiner Routing-Tabelle auch einen Zeiger auf seinen direkten Vorga¨nger.
Betritt ein neuer Knoten i das Netz, bestimmt er zuna¨chst seine NodeID ni. Dann be-
auftragt er einen beliebigen bestehenden Knoten ne, einen Lookup nach succ(ni) aus-
zufu¨hren. Der zusta¨ndige Knoten nr〈ni〉 setzt ni als direkten Vorga¨nger (Predecessor).
Weiterhin wird der bisherige Predecessor u¨ber die Existenz des neuen Knotens informiert,
so dass er ihn als seinen neuen direkten Nachfolger registriert. Der neue Peer ist dann
erfolgreich eingebunden. Initialwerte fu¨r die Belegung seiner Routing-Tabellen erha¨lt er
von seinem direkten Vorga¨nger sowie Nachfolger.
In einem Lookup ermittelt ni nun noch die Knoten, in deren Routing-Tabellen er mo¨gli-
cherweise erfasst werden muss, und informiert diese u¨ber seine Anwesenheit. Der letzte
Schritt ist die U¨bertragung entsprechender gespeicherter Datensa¨tze von nr〈ni〉 an den
neuen Peer. Der Gesamtaufwand fu¨r den Join ist O(log2N).
Leave. Verla¨sst ein Knoten das Netzwerk, so mu¨ssen alle Routing-Tabellen, in denen
ein Verweis auf ihn enthalten ist, diesen Eintrag durch seinen bisherigen Nachfolger er-
setzen. Der Aufwand ist wie schon beim Join O(log2N), da die Verfahrensweise a¨hnlich
ist. Jeder Knoten verfu¨gt hierfu¨r u¨ber eine Nachfolgerliste mit k Eintra¨gen; fa¨llt der erste
Knoten aus dieser Liste aus, wird der zweite Eintrag als neuer Nachfolger verwendet.
8Ein einziger Knoten ns kann in der Routing-Tabelle von ni mehrere Zeilen belegen, wenn aufgrund
geringer Netzgro¨ße die Knoten weit auseinanderliegen und ns damit direkter Nachfolger von 2
j−1 fu¨r
mehrere j ist. Abbildung 2.6(a) zeigt einen solchen Fall, in welchem der unmittelbare Nachfolger zwei
Zeilen der Routing-Tabelle belegt.
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2.5.3 Kademlia
Kademlia [MaM02] ist ein Peer-to-Peer-Regelwerk, welches eine Baumtopologie imple-
mentiert. Die teilnehmenden Knoten stellen die Bla¨tter eines Bina¨rbaums dar. Die Po-
sition eines Knotens wird durch das ku¨rzeste eindeutige Pra¨fix der NodeID festgelegt,
welche wie bei Chord die La¨nge m = 160 Bit besitzt. Es ist zu erwarten, dass der
entstehende Bina¨rbaum durch die Gleichverteilungseigenschaft der Hashfunktion zur Be-
zeichnerberechnung anna¨hernd ausbalanciert ist. Kademlia ist so konstruiert, dass Kon-
figurationsnachrichten, z.B. zur Aktualisierung von Routing-Tabellen, fast vollsta¨ndig
vermieden werden. Stattdessen werden Informationen u¨ber andere Knoten aus empfan-
genen Lookup-Nachrichten extrahiert.
Als Distanzmetrik wird die XOR-Metrik verwendet: Die Bitstrings x und y werden u¨ber
das bina¨re XOR verknu¨pft (bitweise Addition ohne U¨bertrag). Damit ist die Distanz zwi-
schen zwei Knoten gering, wenn ihre NodeIDs ein langes gemeinsames Pra¨fix besitzen,
d.h. ihr kleinster gemeinsamer Unterbaum durch einen mo¨glichst weit von der Wurzel
entfernten inneren Knoten begrenzt wird. Im Gegensatz zu den einfacheren Distanz-
definitionen in den bislang vorgestellten Protokollen ist diese Metrik nicht unmittelbar
einsichtig, da die Distanz - als Dualzahl interpretiert - eine abstrakte, nicht intuitive
Maßzahl darstellt. Abbildung 2.7 und Tabelle 2.1 verdeutlichen daher die Anwendung
der XOR-Metrik zur Bestimmung der Distanz zwischen Knoten im Bina¨rbaum.
Abbildung 2.7: Beispiel: Bina¨rbaum in Kademlia mit m = 4
x ↓ y → 0001 (1) 0010 (2) 0101 (5) 1000 (8) 1001 (9) 1011 (11) 1101 (13) 1111 (15)
0001 0000 (0) 0011 (3) 0100 (4) 1001 (9) 1000 (8) 1010 (10) 1100 (12) 1110 (14)
1001 (9) 1000 (8) 1011 (11) 1100 (12) 0001 (1) 0000 (0) 0010 (2) 0100 (4) 0110 (6)
1111 (15) 1110 (14) 1101 (13) 1010 (10) 0111 (7) 0110 (6) 0100 (4) 0010 (2) 0000 (0)
Tabelle 2.1: Beispiel: Distanzen ∆(x, y) im Kademlia-Bina¨rbaum (dezimale Entsprechung
in Klammern)
Es sind stets diejenigen Knoten nr1 , nr2 , ...nrk ∈ Nb fu¨r einen Bezeichner b verantwortlich,
fu¨r welche die jeweilige Distanz ∆(nri , b) (als Dualzahl interpretiert) zu den k geringsten
im Netz geho¨rt, wobei k ein systemweit festgelegter Parameter ist (es gilt also: |Nb| = k).
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Im Beispiel-Baum wa¨ren also bei k = 3 fu¨r den Bezeichner b = 1110 die Knoten mit den
IDs 1111,1101 und 1011 zusta¨ndig.
Lookup. Die Routing-Tabelle eines Knotens ni umfasst m = 160 Zeilen. Jede die-
ser Zeilen entha¨lt eine FIFO-Liste mit maximal k Eintra¨gen. Jedes dieser sogenannten
k-Buckets repra¨sentiert dabei einen Unterbaum, in welchem ni nicht enthalten ist. Die
in der j-ten Zeile der Routing-Tabelle erfassten Knoten teilen die ersten j − 1 Bits mit
ni, wa¨hrend das j-te Bit abweicht. Die Routing-Tabelle muss, wenn ein Unterbaum min-
destens einen Knoten entha¨lt, in der entsprechenden Zeile mindestens einen Kontakt
beinhalten.
Empfehlung der Entwickler von Kademlia [MaM02] ist k = 20. Abbildung 2.8 zeigt am
Beispiel, welche Unterba¨ume in welcher Zeile der Routing-Tabelle vom Knoten mit ID
1011 abgedeckt werden mu¨ssen.
Abbildung 2.8: Beispiel: Abzudeckende Unterba¨ume der Routingtabelle von 1011
Jede Lookup-Nachricht entha¨lt die NodeID des sendenden Peers. Empfa¨ngt ein Knoten
eine solche Nachricht, untersucht er die enthaltene NodeID und u¨berpru¨ft den a¨ltesten
Eintrag aus dem k-Bucket, dem diese ID zuzuordnen ist. Ist dieser alte Knoten offline,
wird er aus der Liste entfernt und die gerade empfangene NodeID an den Anfang der
Liste gestellt (Least Recently Seen Policy). Ist er hingegen noch online, so wird er an den
Anfang der Liste geschrieben und die NodeID aus dem empfangenen Lookup verworfen.
Diese Form des ”Lazy Update“ der Routing-Tabellen unterscheidet Kademlia wesentlich
von den meisten anderen strukturierten Peer-to-Peer-Protokollen und -Regelwerken.
Die Kontrolle fu¨r den Lookup liegt vollsta¨ndig bei dem Knoten, welcher ihn initiiert: er
entscheidet u¨ber die jeweils im na¨chsten Schritt zu kontaktierenden Knoten und u¨bermit-
telt selbst in jedem Schritt die Lookup-Nachricht an die gewa¨hlten Peers - in allen anderen
P2P-Protokollen wird hingegen die Lookup-Nachricht von Knoten zu Knoten weiterge-
reicht. Einen Vergleich zwischen dem Transfer von Lookup-Nachrichten in Chord (als
Repra¨sentant fu¨r die anderen Protokolle) und Kademlia liefern die Abbildungen 2.9(a)
und 2.9(b).
In Kademlia existieren zwei verschiedene Lookup-Methoden: FIND_NODE und FIND_VALUE.
In jeder Lookup-Nachricht muss vermerkt sein, welche von beiden verwendet wird.
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(a) Chord
(b) Kademlia
Abbildung 2.9: Transfer von Lookup-Nachrichten
Mit der Methode FIND_NODE wird nach den k zusta¨ndigen Knoten fu¨r einen Bezeichner
gesucht. Hierbei ermittelt der Initiator zuna¨chst α Knoten aus dem k-Bucket, welches in
der Zeile mit dem la¨ngsten gemeinsamen Pra¨fix mit b steht. Sucht der Knoten 1011 aus
Abb. 2.8 also nach den zusta¨ndigen Knoten fu¨r den Bezeichner 0111, so verwendet er das
k-Bucket fu¨r das Pra¨fix 0 (1. Zeile).
Empfa¨ngt ein Knoten eine FIND_NODE-Nachricht fu¨r b, liefert er - wenn mo¨glich - eine
Liste von k Knoten zuru¨ck, deren NodeIDs eine geringere Distanz zu b aufweisen als seine
eigene. Aus diesen maximal α · k pro Schritt gelieferten NodeIDs wa¨hlt der Initiator des
Lookup wiederum α aus und sendet ihnen lookupb. Dieser Schritt wird wiederholt, bis
die k Knoten mit der geringsten Distanz zu b gefunden sind und geantwortet haben.
Die Methode FIND_VALUE hingegen sucht konkret nach dem Datensatz mit Bezeichner b.
Wenn ein Knoten also eine Lookup-Nachricht mit dieser Methode empfa¨ngt, u¨berpru¨ft
er zuna¨chst, ob er einen Datensatz mit Bezeichner b gespeichert hat. Wenn ja, liefert
er diesen zuru¨ck und der Lookup ist beendet. Ansonsten verfa¨hrt er wie bei Methode
FIND_NODE und liefert k Knoten mit na¨her an b liegenden NodeIDs.
Zum Einfu¨gen eines Datensatzes werden u¨ber einen Lookup die k zusta¨ndigen Peers
ermittelt. Der publizierende Knoten sendet dann jedem von ihnen eine Speicheraufforde-
rung fu¨r den Datensatz, so dass k Replika erzeugt werden.
Der Aufwand fu¨r den Lookup ist O(log2N). Durch Vergro¨ßerung der Routing-Tabelle auf
2blog2bN Eintra¨ge (fu¨r erwartete Netzgro¨ße N) kann er auf O(log2bN) verringert werden.
Join. Wie bereits beschrieben, werden die Routing-Tabellen der Knoten sta¨ndig aktu-
ell gehalten, indem die Absender aller eingehenden Lookups untersucht und bei Bedarf
gespeichert werden. Ein k-Bucket wird nur dann aktualisiert, wenn ein alter Kontakt das
Netz verlassen hat.
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Betritt ein Knoten das Netzwerk, nimmt er Kontakt mit einem aktiven Peer ne auf und
fu¨gt diesen als ersten Kontakt in sein entsprechendes k-Bucket ein. Dann initiiert er mit-
tels Weiterleitung einer Lookup-Nachricht an ne die Suche nach seiner eigenen NodeID
ni. Die im Zuge dieses Lookups kontaktierten Knoten werden dabei bereits von der An-
wesenheit des neuen Knotens informiert und erfassen ihn bei Bedarf. Der neue Peer selbst
speichert wiederum seine neu gewonnenen Kontakte.
Diese ko¨nnen aber nur die k-Buckets zwischen ne und seiner eigenen NodeID ni befu¨llen.
Knoten in anderen, weiter entfernten Unterba¨umen wurden beim Lookup nach ni nicht
kontaktiert, da sie ein ku¨rzeres Pra¨fix mit ni teilen als ne selbst. Daher fu¨hrt ni einen so-
genannten Bucket Refresh aus: fu¨r jedes noch leere k-Bucket erzeugt er einen Bezeichner
mit entsprechendem Pra¨fix und fu¨hrt einen FIND_NODE-Lookup dafu¨r durch, um Kontak-
te in den noch unbekannten Unterba¨umen zu finden.
Sobald die zusta¨ndigen Knoten fu¨r Bezeichner ni von dem neuen Peer erfahren, u¨berge-
ben sie ihm die gespeicherten Datensa¨tze, fu¨r die er nun mit zusta¨ndig ist.
Leave. Verla¨sst ein Knoten das Netzwerk, werden keine anderen Peers informiert. Erst
im Zuge neuer Lookups wird der Kontakt gema¨ß der bereits beschriebenen Least Recent-
ly Seen Policy nach und nach aus den k-Buckets anderer Knoten entfernt.
Eine U¨bertragung der gespeicherten Daten kann somit nicht stattfinden - sie gehen verlo-
ren. Die verbleibenden zusta¨ndigen Knoten halten aber weiterhin Replika der Datensa¨tze
und u¨bergeben sie an jeden dem Netz neu beitretenden Peer, dessen NodeID ihn selbst
zu einem zusta¨ndigen Knoten fu¨r diese Datensa¨tze macht.
Zudem wird zur Erhaltung der Replika in regelma¨ßigen Absta¨nden ein Republishing
durchgefu¨hrt, d.h. jeder Knoten sendet regelma¨ßig und selbsta¨ndig Speicheraufforderun-
gen fu¨r seine gespeicherten Datensa¨tze an jeweils alle anderen zusta¨ndigen Knoten.
2.5.4 P-Grid
P-Grid [ADH03] [APH02] ist ein Peer-to-Peer-Regelwerk mit Baumtopologie, bei dem je-
doch die Knoten selbst keine Bla¨tter des Bina¨rbaums sind. Stattdessen wird der Zusta¨ndig-
keitsbereich der Peers unabha¨ngig von deren NodeID festgelegt.
Jedem Knoten ist ein Pfad zugewiesen, fu¨r den er verantwortlich ist. Er speichert alle
Datensa¨tze, deren Bezeichner mit dieser Bitfolge (Pra¨fix) beginnen. Um Fehlertoleranz
zu erreichen, ko¨nnen mehrere Knoten fu¨r dasselbe Pra¨fix verantwortlich sein; ein Peer
kennt stets die anderen Teilnehmer, die fu¨r den gleichen Pfad wie er selbst zusta¨ndig
sind. Es existiert keine a priori feste Bezeichnerla¨nge fu¨r FileIDs, d.h. fj ∈ {0, 1}∗.
P-Grid ist nicht nur ein P2P-Regelwerk, sondern definiert zugleich auch eine Public-
Key-Infrastruktur nach dem Web-of-Trust-Prinzip, in der die o¨ffentlichen Schlu¨ssel der
teilnehmenden Knoten verwaltet werden. Die Peers fu¨hren dann bei jeder Interaktion
miteinander zuerst ein wechselseitiges Authentifizierungsverfahren durch.
Bemerkung: Um das Versta¨ndnis des Lookup zu erleichtern, wird nun zuna¨chst der - sehr
komplexe - Join beschrieben.
Join. Ein neuer Knoten bestimmt zuna¨chst seine NodeID ni aus einem aktuellen Zeit-
stempel, seiner derzeitigen IP-Adresse und einer Zufallszahl. Der Operator u definiert
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die Konkatenation von Zeichenketten.
ni = H(timestampu IP-Addri u rand).
Zudem erstellt er ein Schlu¨sselpaar (pubkeyi, privkeyi). Mit Hilfe einer digitalen Signa-
turfunktion S (siehe Abschnitt 3.4.1) wird unter Verwendung von privkeyi eine Signatur
und daraus ein 5-Tupel generiert:
tsigni = S((ni u IP-Addri u pubkeyi u timestamp), privkeyi)
tni = (ni, IP-Addri, pubkeyi, timestamp, tsigni)
Nun u¨bermittelt der neue Knoten eine Join-Anfrage mit dem Inhalt tni an einen exis-
tierenden Peer des P-Grid, der daraufhin einen Lookup nach einem zusta¨ndigen Knoten
fu¨r ni startet. Dieser Peer nr〈ni〉 speichert dann das Tupel tni als zugeho¨rigen Datensatz
zum Bezeichner ni.
Der Lookup wird k-fach mit verschiedenen Peers als Einstiegsknoten durchgefu¨hrt, wobei
erwartet wird, dass verschiedene zusta¨ndige Knoten fu¨r den entsprechenden Pfad gefun-
den werden, so dass der Datensatz tni schließlich auf krpl ≤ k Knoten vorhanden ist.
Betritt ein Knoten das Netz nach einer Offline-Phase, so u¨berpru¨ft er, ob sich seine IP-
Adresse seit der letzten Online-Phase gea¨ndert hat. Wenn ja, startet er ein Update, d.h.
er generiert ein neues Tupel tni , welches dann das bisherige aktualisiert. Die NodeID ni
selbst bleibt aber auch bei wiederholtem Eintritt und Verlassen des Netzes erhalten. Der
Aufwand fu¨r einen Join ebenso wie fu¨r einen Wiedereintritt ist O(log2N).
Lookup. Der Aufbau der Routing-Tabellen ist im wesentlichen identisch mit dem in
Kademlia: fu¨r jedes Bit in seinem Pfad speichert der Knoten eine Menge von Kontakten,
die fu¨r Pfade aus dem komplementa¨ren Unterbaum (wie in Kademlia) verantwortlich sind.
Jeder Kontakt besteht aus NodeID, IP-Adresse und dem 5-Tupel tn wie oben beschrieben.
Zu jedem komplementa¨ren Unterbaum muss mindestens ein Kontakt erfasst sein, eine
Obergrenze fu¨r die gespeicherten Verweise ist nicht festgelegt.
Empfa¨ngt ein Knoten die Anfrage nach einem Bezeichner b, so pru¨ft er zuna¨chst, ob
er fu¨r das gegebene Pra¨fix selbst zusta¨ndig ist. Ist das der Fall, antwortet er direkt.
Ansonsten ermittelt er aus seiner Routing-Tabelle das Tupel tnnext fu¨r einen Knoten
mit ID nnext, dessen verwalteter Pfad ein la¨ngeres gemeinsames Pra¨fix mit b aufweist.
Dann wird eine Challenge-Response-Authentifizierung unter Verwendung des im Tupel
tnnext enthaltenen o¨ffentlichen Schlu¨ssels durchgefu¨hrt. Ist sie erfolgreich, gibt der aktuelle
Knoten die Suchanfrage lookupb an den nun authentifizierten Knoten weiter.
Ist die Authentifizierung hingegen nicht erfolgreich, wird angenommen, dass die in der
Routing-Tabelle erfasste IP-Adresse von nnext nicht mehr aktuell ist. In diesem Fall
muss im P-Grid ein neues Tupel des betreffenden Knotens mit dessen neuer IP-Adresse
gespeichert sein, welches der aktuelle Peer u¨ber einen Lookup anfordert. Dann startet er
einen erneuten Versuch der Challenge-Response-Authentifizierung.
Ist nnext offline oder aber die Authentifizierung mit dem neuen Tupel nicht erfolgreich,
wird die Routing-Tabelle nicht vera¨ndert, sondern ein alternativer Knoten mit demselben
Pfad-Pra¨fix wie nnext aus der Tabelle ausgewa¨hlt und die Lookup-Nachricht dorthin
weitergeleitet. Die Kosten fu¨r einen Lookup sind allgemein O(log2N).
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Leave. Verla¨sst ein Knoten das Netz oder fa¨llt aus, sind keine bestimmten Aktionen
notwendig. Die Datensa¨tze gehen fu¨r die Zeit, in der ein Knoten offline ist, aus dem
Netz verloren, was durch die automatische Replikation auf Knoten mit dem gleichen
Zusta¨ndigkeitspfad aufgefangen werden soll.
2.5.5 Pastry
Pastry [RoD01a] implementiert eine hybride Topologie mit Bezeichnerla¨nge m = 128.
Die Knoten sind wie in Chord ringfo¨rmig angeordnet, die Routing-Tabellen aber multidi-
mensional aufgebaut, so dass die Pfade im Durchschnitt etwas ku¨rzer als bei Chord sind
(O(log2bN) in Pastry statt O(log2N) in Chord).
Bezeichner werden dafu¨r in Bitfolgen der La¨nge b aufgeteilt, wobei in der Regel b = 4, d.h.
jede Bitfolge repra¨sentiert eine Hexadezimalstelle. Die Distanz zwischen zwei Bezeichnern
ergibt sich dementsprechend als betragsma¨ßige Differenz der als Hexadezimalzahlen in-
terpretierten Bitfolgen.
Abbildung 2.10: Beispiel: Pastry-Routing-Tabelle des Knotens 10233102 mit b = 2,
m = 16, |L| = 8
Lookup. Es ist stets der Knoten fu¨r einen Bezeichner bl zusta¨ndig, dessen NodeID die
geringste Distanz zu bl besitzt, wobei unerheblich ist, ob die NodeID nr〈b〉 ≥ bl oder < bl
ist (auch hier |Nbl | = 1).
Jeder Knoten ha¨lt drei Tabellen vor: die Routing-Tabelle, das Neighborhood Set und das
Leaf Set. Fu¨r den Lookup sind nur die Routing-Tabelle und das Leaf Set von Bedeutung,
wa¨hrend das Neighborhood Set Knoten entha¨lt, die auf TCP/IP-Ebene in der Na¨he9 des
Tabellenbesitzers liegen.
Die Routing-Tabelle eines Knotens ni dient der Kontaktaufnahme mit Peers, die nicht
zu einer definierten Anzahl (s.u.) seiner na¨chsten Nachbarn auf Overlay-Ebene geho¨ren.
9im Sinne weniger Routingstationen (Hops) oder gleicher Subnetze, in denen sich die Knoten befinden
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Sie entha¨lt 2b Spalten, dlog2bNe Zeilen und muss nicht vollsta¨ndig belegt sein. In einer
Zeile j verweist der Eintrag in der l-ten Spalte (0 ≤ l < 2b) auf einen Knoten, der mit
ni die ersten j b-Bit-Ziffern (das Pra¨fix) teilt, aber dessen j + 1. Ziffer dem Ziffernwert
l entspricht. Das Feld in der Spalte, deren Wert l dem Wert der j + 1. Ziffer von ni
entspricht, bleibt leer (siehe Abb. 2.10).
Das Leaf Set entha¨lt |L| Knoten, welche die gema¨ß der Distanzmetrik die na¨chsten zu ni
sind. Dabei haben |L|2 Knoten eine NodeID kleiner der aktuellen, die anderen
|L|
2 Knoten
eine gro¨ßere. In der Regel gilt |L| = 2b = 16 oder |L| = 2b+1 = 32. Die Gro¨ße des
Neighborhood Set ist in der Regel identisch zur Gro¨ße des Leaf Set.
Der Initiator eines Lookups nach Bezeichner bl erstellt lookupbl und sto¨ßt dann das
Routing-Verfahren an:
1. Der aktuelle Knoten ni pru¨ft, ob bl in den Bereich von NodeIDs fa¨llt, der von
seinem Leaf Set abgedeckt wird. In diesem Fall ermittelt er daraus als zusta¨ndigen
Knoten denjenigen Peer, dessen NodeID die geringste Distanz zu bl hat, und leitet
die Nachricht an ihn weiter. Dieser Knoten ist nr〈bl〉.
2. Liegt der Bezeichner nicht im Adressbereich des Leaf Set, wird die Routing-Tabelle
verwendet:
• Die La¨nge lp des gemeinsamen Pra¨fix von bl und ni wird bestimmt. Dlp ist
der Wert des Bits von bl an der lp + 1. Position.
• Der Knoten ermittelt in der Routing-Tabelle den Eintrag in Zeile lp und Spalte
Dlp . Ist diese Tabellenzelle belegt, leitet er die Lookup-Nachricht an den dort
referenzierten Knoten weiter. Mit jedem Schritt wird dabei die Menge der
Knoten mit la¨ngerem gemeinsamen Pra¨fix mit bl um den Faktor 2b verringert.
• Ist die entsprechende Tabellenzelle nicht belegt, wird die Nachricht an einen
Knoten aus dem Leaf Set weitergeleitet, dessen ID-Distanz zu bl geringer ist
als ∆(ni, bl). Dieses Vorgehen gru¨ndet sich auf die Vermutung, dass dieser Peer
u¨ber einen passenden Eintrag in seiner Routing-Tabelle verfu¨gt.
Schritt 2 wird so lange wiederholt, bis bei einem involvierten Knoten die Pru¨fung in
1. erfolgreich ist. Dann ist der zusta¨ndige Knoten gefunden; er sendet eine Ru¨ckmel-
dung an den Initiator der Anfrage. Der Lookup generiert den Aufwand O(log2bN). Zur
Speicherung wird nr〈fj〉 ermittelt und der Datensatz j dorthin u¨bertragen.
Join. Ein neuer Knoten ni berechnet seine NodeID und sendet eine Join-Nachricht mit
Bezeichner ni an einen existierenden Knoten ne. U¨ber das Lookup-Verfahren wird ein
Pfad zum zusta¨ndigen Knoten mit nr〈ni〉 ermittelt.
Nun geben alle Knoten innerhalb dieses Pfades ihre drei Tabellen an den neuen Peer wei-
ter. Das Leaf Set wird großteils vom zusta¨ndigen Knoten u¨bernommen, das Neighborhood
Set vom existierenden Knoten ne. Die Routing-Tabelle wird wie folgt aufgebaut: Zeile 0
wird im wesentlichen von ne u¨bernommen, Zeile 1 vom na¨chsten Knoten im Routing-Pfad
usw.
Nach Vervollsta¨ndigung seiner Tabellen informiert der neue Peer alle ihm nun bekann-
ten Knoten u¨ber seine Existenz und seine Tabellenbelegungen, damit diese ihre eigenen
Tabellen entsprechend aktualisieren ko¨nnen. Der Aufwand fu¨r den Join ist O(log2bN).
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Leave. Es existiert kein Mechanismus zur Abmeldung eines Knotens aus dem Pastry-
Netzwerk, die bei ihm gespeicherten Daten gehen verloren. Die Peers, welche den ausge-
fallenen Teilnehmer in ihren Tabellen haben, mu¨ssen diese aktualisieren, sobald sie sein
Fehlen bemerken.
2.5.6 Symphony
Symphony [MBR03] ist ein Regelwerk, welches wie Chord eine ringfo¨rmige Overlay-
Topologie implementiert und die gleiche Distanzmetrik verwendet. Der wesentliche Un-
terschied liegt in der probabilistischen Auswahl und der variablen Anzahl der Kontakte in
der Routing-Tabelle eines Knotens. Das Routing ist bidirektional organisiert. Es existiert
zudem keine A-Priori-Festlegung fu¨r die Anzahl der Bezeichner-Bits m.
Lookup. Die Routing-Tabelle eines Knotens entha¨lt je einen Zeiger auf direkten Vor-
ga¨nger und Nachfolger im Ring sowie q ≥ 1 Verweise auf entferntere Knoten. Ein ga¨ngiger
Wert ist q = 4; q kann aber nach Belieben auch zur Laufzeit an Parameter wie Netzwerk-
gro¨ße, Netzanbindung eines Knotens oder dessen Leistungsfa¨higkeit angepasst werden.
Im Gegensatz zu Chord existieren in Symphony keine Vorgaben fu¨r die Eigenschaften
der Eintra¨ge in der Routing-Tabelle (z.B. die Distanz der Kontakte zur eigenen NodeID).
Stattdessen werden diese Verbindungen u¨ber eine Zufallsverteilungsfunktion ermittelt10.
Beim Lookup wird immer derjenige Knoten aus der Routing-Tabelle kontaktiert, wel-
cher die Entfernung zum gesuchten Bezeichner b minimiert. Dafu¨r werden nicht nur die
q ausgehenden Verbindungen zu entfernten Knoten genutzt (Routing im Uhrzeigersinn)
sondern auch die maximal q eingehenden (Inbound) Links, die von anderen Knoten aus
auf den aktuellen Knoten zeigen (Routing gegen den Uhrzeigersinn). Der zusta¨ndige
Knoten mit nr〈b〉 = succ(b) ist der direkte Nachfolger des gesuchten Bezeichners (im
Uhrzeigersinn). Der Aufwand fu¨r den Lookup ist O(1q log
2
2N).
Zum Einfu¨gen eines Datensatzes wird u¨ber einen Lookup succ(fj) ermittelt und der Da-
tensatz an diesen u¨bertragen. Der Knoten succ(fj) generiert dann selbsta¨ndig Replika
auf seinen k − 1 Nachfolgern (also ist |Nb| = k).
Join. Beim Eintritt in das Netzwerk berechnet der neue Knoten seine NodeID ni, er-
mittelt u¨ber einen Lookup seinen direkten Vorga¨nger und direkten Nachfolger und fu¨llt
dann seine Routing-Tabelle mit weiter entfernten Knoten wie folgt:
Er ermittelt einen zufa¨lligen Bitstring x ∈ {0, 1}m mit Hilfe einer Zufallsverteilungsfunkti-
on. Dann sucht er den zusta¨ndigen Knoten fu¨r x, den er in die Routing-Tabelle aufnimmt.
Dieser Schritt wird q-mal durchgefu¨hrt. Der Aufwand fu¨r den Join ist O(log22N).
Leave. Die eingehenden Verbindungen werden gelo¨st, indem der verlassende Peer die
betroffenen Knoten per Nachricht u¨ber den bevorstehenden Leave informiert. Diese fu¨llen
ihre Routing-Tabellen dann mit je einem neuen zufa¨llig gewa¨hlten Kontakt auf. Weiter-
hin mu¨ssen Vorga¨nger und Nachfolger ihre Zeiger aktualisieren, um den Ring wieder
zu schließen. Die U¨bertragung der gespeicherten Datensa¨tze ist kein Bestandteil des be-
schriebenen Leave-Mechanismus. Der Aufwand ist wie beim Join O(log22N).
10Die durch diese Funktion entstehende Verteilung geho¨rt zur Klasse der harmonischen Verteilungen -
daher die Bezeichnung Symphony.
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2.5.7 Viceroy
Viceroy [MNR02] implementiert ein fu¨r Netze mit hohem Datenaufkommen optimier-
tes Overlay, in dem die Knoten wie bei Chord ringfo¨rmig angeordnet sind. Zusa¨tzlich
existieren miteinander vernetzte Ebenen. Die entstehende Topologie wird als Butterfly-
Topologie11 bezeichnet [ACE96].
Fu¨r alle Bezeichner gilt m = 128. Zusa¨tzlich zu seiner NodeID besitzt jeder Knoten eine
Ebene (Level) l, auf der er angesiedelt ist. Fu¨r einen Bezeichner ist wie in Chord der
direkte Nachfolger nr〈b〉 = succ(b) zusta¨ndig; auch die Distanzdefinition ist identisch.
Lookup. Jeder Knoten ni speichert in seiner Routing-Tabelle maximal sieben Kontak-
te:
• Direkter Vorga¨nger und Nachfolger auf dem Ring:
succ(ni) und pred(ni) (Ring Pointer)
• Vorga¨nger und Nachfolger auf gleicher Ebene l(ni):
nextonlevel(ni) und prevonlevel(ni) (Level Ring Pointer)
• Zwei Knoten auf der na¨chstho¨heren Ebene l(ni) + 1, sofern l(ni) 6= max:
right(ni) und left(ni).
• Einen Knoten auf der na¨chstniedrigeren Ebene l(ni)− 1, sofern l(ni) > 1:
up(ni).
Die Kontakte right(ni), left(ni) und up(ni) werden Butterfly Links genannt. Ein Knoten
ha¨lt aber nicht nur die beschriebenen Kontakte, sondern verwaltet auch die eingehenden
Zeiger anderer Knoten auf ihn selbst (Level Ring Pointer und Butterfly Links). Abbil-
dung 2.11 zeigt die Vernetzung der Ebenen an einem kleinen Beispielnetz in Level- und
Ringdarstellung12.
Ein Lookup nach Bezeichner b wird in drei Phasen ausgefu¨hrt:
1. Proceed to Root: Mittels der Weiterleitung u¨ber up-Links wird die Nachricht an
einen Knoten auf Level 1 transferiert.
2. Traverse Tree: U¨ber abwa¨rtsgerichtete Links (right oder left) wird die Lookup-
Nachricht in Richtung des Ziels weitergeleitet, wobei left(ni) verwendet wird, wenn
∆(ni, b) <
1
2l(ni)
fu¨r den aktuellen Knoten ni, ansonsten right(ni). Diese Phase wird beendet, wenn
der beno¨tigte abwa¨rtsgerichtete Link nicht existiert oder u¨ber das Ziel hinaus-
schießt, d.h. eine NodeID > b besitzt.
3. Traverse Ring: Diese Phase wird rekursiv durchlaufen:
11In Anlehnung an die Bezeichnung
”
Butterfly-Topologie“ wurde der Name Viceroy gewa¨hlt: Viceroy
(Vizeko¨nig) ist eine nordamerikanische Schmetterlingsart (Limenitis archippus).
12Die Abbildungen wurden mit dem Viceroy-Applet [VICAP] generiert.
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(a) Level-Darstellung
(b) Ring-Darstellung
Abbildung 2.11: Beispiel: Butterfly Links in einem Viceroy-Netzwerk mit 32 Knoten
• Besitzt der aktuelle Knoten die NodeID ni = succ(b), ist der Lookup erfolg-
reich beendet und er sendet eine Antwort, dass er fu¨r b zusta¨ndig ist.
• Ansonsten:
– Ist nextonlevel(ni) ein Knoten im Adressraum zwischen ni und b, wird
die Lookup-Nachricht an diesen u¨bertragen.
– Liegt prevonlevel(ni) zwischen ni und b, wird der Lookup an diesen u¨ber-
mittelt.
– Ist beides nicht der Fall, wird succ(ni) oder pred(ni) kontaktiert, je nach-
dem, welcher der beiden Knoten na¨her an b liegt.
Es wird also zuna¨chst auf dem gleichen Level vorangeschritten und erst in der Na¨he
des zusta¨ndigen Knotens fu¨r b auf die Ring Pointer zuru¨ckgegriffen.
Der Aufwand fu¨r einen Lookup ergibt sich zuO(log2N), da jede Phase selbst den Aufwand
O(log2N) erzeugt.
Die Speicherung von Datensa¨tzen erfolgt wie in Chord (|Nb| = 1).
Join. Beim Eintritt eines neuen Knotens in ein Viceroy-Netzwerk bestimmt dieser
zuna¨chst seine NodeID ni. Dann startet er einen Lookup nach ni und erha¨lt nr〈ni〉 =
succ(ni). Von diesem bezieht er die Daten seines direkten Vorga¨ngers und setzt seine Ring
Pointer succ(ni) und pred(ni) = pred(succ(ni)). Vorga¨nger und Nachfolger aktualisieren
zugleich ihre eigenen Ring Pointer. Im na¨chsten Schritt u¨bertra¨gt nr〈ni〉 alle Daten an ni,
fu¨r welche dieser nun verantwortlich ist. Der Level l(ni) wird zufa¨llig gewa¨hlt, wobei die
Anzahl der zur Verfu¨gung stehenden Ebenen von der gescha¨tzten Netzgro¨ße N abha¨ngt.
Zuletzt ermittelt der neue Knoten noch seine Butterfly Links: left(ni) ist der na¨chste
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Knoten im Ring, der einen Level l(ni) + 1 hat. right(ni) ist der Knoten im Ring, der
ausgehend vom Knoten
succ(ni +
1
2l(ni)
)
der na¨chste auf Ebene l(ni) + 1 ist. up(ni) ist der na¨chste Peer im Ring, der auf Ebene
l(ni)− 1 liegt. Der Aufwand fu¨r den Join ist O(log2 N).
Leave. Verla¨sst ein Knoten das Netzwerk, so informiert er alle Knoten, die ihn als
Ring Pointer, Level Ring Pointer oder Butterfly Pointer referenzieren; diese aktualisieren
daraufhin ihre Verweise. Dann u¨bertra¨gt er alle bei ihm gespeicherten Daten an seinen
Nachfolger. Der Aufwand ist O(log2 N).
Kapitel 3
Authentifizierungs- und
Autorisierungsinfrastrukturen
In diesem Kapitel werden zuna¨chst die konzeptionellen Grundlagen von AAI vorgestellt,
gefolgt von einer Kategorisierung und einer kurzen Einfu¨hrung in einige Beispielsysteme.
Abha¨ngig von der Kategorie einer AAI bestehen spezielle Anforderungen an das zugrun-
de liegende Datenverwaltungssystem, so dass verschiedene AAI-Kategorien verschiedenen
Paradigmen fu¨r die Datenverwaltung zuzuordnen sind. Auf Basis einer erweiterten Zer-
tifikatnotation wird ein rollenbasiertes AAI-Modell hergeleitet, welches spa¨ter fu¨r die
formale Modellierung (Kapitel 6) wieder aufgegriffen wird.
Die Vorstellung verschiedener AAI-Architekturen bildet einen weiteren Abschnitt. Ab-
schließend wird die Status- bzw. Ru¨ckrufproblematik in AAI eingefu¨hrt und verschiedene
Techniken zur Erzeugung von Status- oder Ru¨ckrufinformationen diskutiert.
3.1 Grundlagen und Definitionen
Definition 3.1 Authentifizierung
Authentifizierung ist ein Prozess, in welchem gepru¨ft wird, ob eine Entita¨t eine von ihr
beanspruchte Identita¨t besitzt. Ihr Ergebnis ist die Sicherheit des Pru¨fers daru¨ber, ob die
angegebene Identita¨t authentisch der Entita¨t zugeordnet werden kann.
Ein Beispiel aus der Realita¨t ist die Authentifizierung einer natu¨rlichen Person mit Hilfe
ihres Personalausweises. Die enthaltenen Personendaten und das Lichtbild ermo¨glichen
einem Pru¨fer den Abgleich zwischen der realen Person und der Identita¨t, die im Perso-
nalausweis zertifiziert ist.
Die Entita¨t, deren Identita¨t gepru¨ft wird, muss nicht zwingend eine Person sein. Beispiels-
weise kann sich auch ein Computersystem gegenu¨ber einem anderen authentifizieren, z.B.
im Rahmen von IPSec oder SSL [AlS04]. Weiterhin kann sich die Authentifizierung auf
ein Pseudonym beziehen, d.h. es muss nicht zwangsla¨ufig eine reale Identita¨t verwendet
werden - auch frei wa¨hlbare Benutzernamen oder Rechnernamen sind mo¨glich, solange
sie einer Entita¨t zweifelsfrei zuordenbar sind.
Definition 3.2 Autorisierung
Autorisierung ist ein Prozess, in welchem gepru¨ft wird, u¨ber welche Berechtigungen eine
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Entita¨t im Rahmen einer definierten Umgebung verfu¨gt. Ihr Ergebnis ist die Sicherheit
des Pru¨fers daru¨ber, welche Aktionen eine Entita¨t ausfu¨hren darf.
Die Autorisierung dient dann als Entscheidungsgrundlage fu¨r den Pru¨fer, ob die Anfrage
der betreffenden Entita¨t nach Ausfu¨hrung einer Aktion (z.B. eines Online-Einkaufs) oder
nach dem Zugriff auf bestimmte Daten (z.B. auf eine elektronische Zeitschriftenbiblio-
thek) positiv beantwortet wird.
Fu¨r die sichere Durchfu¨hrung der Autorisierung ist es unerla¨sslich, dass die zu autorisie-
rende Entita¨t zuvor authentifiziert wurde. Ansonsten kann kein Abgleich zwischen dem
Inhaber der beanspruchten Rechte und der Entita¨t selbst erfolgen.
Definition 3.3 Authentifizierungs- und Autorisierungsinfrastruktur (AAI):
Eine Authentifizierungs- und Autorisierungsinfrastruktur ist ein System von Protokollen,
Regeln, Daten, technischen Gegebenheiten und Methoden, welches die Dienste Authen-
tifizierung und Autorisierung (A&A) von Entita¨ten gegenu¨ber Pru¨fern, z.B. Ressour-
cenanbietern, ermo¨glicht und die dafu¨r notwendigen Daten speichert, verwaltet und zur
Verfu¨gung stellt.
Authentifizierungs- und Autorisierungsinfrastukturen sind ein junges Forschungsgebiet,
das erst seit dem Jahr 2000 intensiv wissenschaftlich bearbeitet und weiterentwickelt wird.
Viele in diesem Rahmen entstandene Systeme sind bislang noch im Forschungs- und
Entwicklungsstadium und nicht oder nur vereinzelt im praktischen Einsatz. AKENTI
[AKENT] und PERMIS [PERMI] realisieren nur den Autorisierungs-Anteil der AAI
in Form einer zertifikatbasierten Privilege-Management-Infrastruktur und verlangen die
Kombination mit einem Authentifizierungssystem wie z.B. Kerberos [KERBE] oder FPKI
[FPKI]. SDSI/SPKI [ACM02] [RiL96] hingegen bietet sowohl Authentifizierung als auch
Autorisierung auf Basis von Zertifikaten.
SESAME [SESAM] ist ein europa¨isches AAI-Forschungsprojekt, welches ein Framework
fu¨r die Entwicklung konkreter AAI-Produkte bereitstellt, wie beispielsweise von der Fir-
ma Comarch angeboten [COMAR]. Microsoft .NET Passport [PASSP] wird als Single-
Sign-On-Lo¨sung fu¨r Authentifizierung und Autorisierung auf vielen Internetplattformen
genutzt. Das schwerpunktma¨ßig fu¨r die Anwendung im Bildungsbereich entwickelte AAI-
System Shibboleth [SHIBB] wird z.B. im Rahmen der Initiative Switch AAI als gemein-
same AAI fu¨r alle Schweizer Universita¨ten [SWITC] und im Projekt AAR [AAR] der
Universita¨tsbibliotheken Freiburg und Regensburg verwendet. AAR soll ab 2008 zur Kon-
trolle von Zugriffsrechten auf elektronische Zeitschriften eingesetzt werden.
Aufgrund der allgemein zunehmenden Digitalisierung von Diensten in der Verwaltung
wissenschaftlicher und o¨ffentlicher Einrichtungen und auch in der Wirtschaft, z.B. im
Bankensektor oder im E-Commerce, und der gestiegenen Sicherheitsanforderungen an
solche Dienste ist mit einer zunehmenden Verwendung von AAI zur Realisierung von
Zugriffs- und Berechtigungskontrollen zu rechnen.
3.2 Kategorisierung von AAI
Die existierenden AAI-Konzepte lassen sich hinsichtlich der als Grundlage fu¨r den Dienst
verwendeten Datenstrukturen kategorisieren. Diese Unterscheidung ist insbesondere sinn-
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voll im Hinblick auf das Zusammenspiel einer AAI mit einem verteilten P2P-Verzeichnis
fu¨r die Datenverwaltung. Wie im folgenden Abschnitt 3.3 analysiert, eignen sich unter-
schiedliche Paradigmen (Client-Server bzw. Peer-to-Peer) als Grundlage fu¨r die Daten-
verwaltung der verschiedenen AAI-Kategorien.
Die Beispielsysteme fu¨r die Kategorien werden nur knapp skizziert, da keine Festlegung
auf ein bestimmtes System erfolgen soll. Stattdessen ist flexible Einsetzbarkeit des P2P-
Verzeichnisses fu¨r mo¨glichst viele verschiedene AAI-Systeme angestrebt.
3.2.1 Online-AAI mit nicht zertifikatbasierter Datenhaltung
In einer Online-AAI werden die fu¨r die Dienste notwendigen Daten stets auf Anfrage eines
Pru¨fers spontan von einem Sicherheitsserver bereitgestellt. Dieser verfu¨gt dafu¨r u¨ber eine
Datenbank, in welcher die entsprechenden Informationen - z.B. Passwo¨rter und Zugriffs-
listen - verwaltet werden. Bei einer Anfrage pru¨ft nun der Server seine Datenbankeintra¨ge
und generiert eine Antwort, z.B. in Form einer Authentizita¨tsbesta¨tigung fu¨r die betref-
fende Entita¨t1. Die Authentifizierung und Autorisierung kann also nur dann erfolgreich
durchgefu¨hrt werden, wenn zum Zeitpunkt des A&A-Verfahrens eine direkte Verbindung
zwischen dem Server und dem Pru¨fer besteht.
Die dem Dienst zugrunde liegenden Daten sind dementsprechend Online-Informationen,
d.h. sie mu¨ssen bei jedem Authentifizierungs- und Autorisierungsvorgang fu¨r dieselbe
Entita¨t neu angefragt werden.
Beispiele
Die Microsoft-Technologie .NET Passport [PASSP] [LOP03] erleichtert die Authentifi-
zierung von Benutzern in Web-Umgebungen mittels Kombinationen von Benutzername
und Passwort (im Folgenden kurzUnP : Username + Password). Die UnP-Kombinationen
werden zentral auf einem Microsoft-Server gespeichert. Will sich ein Benutzer auf einer
Partnerseite von .NET Passport einloggen, wird seine Anfrage an den .NET Passport
Server weitergeleitet und u¨bermittelt an diesen seine UnP-Kombination. Als Antwort
erha¨lt er Cookies mit Authentizita¨tsinformationen fu¨r die Partnerseite, an welche die
aktuelle Sitzung nun wieder umgeleitet wird. Vorteil dieser Lo¨sung ist die Single-Sign-
On-Funktionalita¨t (SSO): es ist nicht notwendig, fu¨r jede der Partnerseiten eine eigene
UnP-Kombination zu besitzen, sondern es genu¨gt eine einzige fu¨r alle. Die Autorisierung
von Benutzern findet dann wieder dezentral bei den einzelnen Partnerseiten statt, die
ihre eigenen Autorisierungsschemata verwalten.
Liberty Alliance [LIBER] [LOP03] ist eine Allianz von u¨ber 160 Organisationen, z.B.
Verisign, AOL, Nokia, Visa, Sony und Sun Microsystems, mit dem Ziel der Generierung
eines Standards fu¨r dezentralisierte SSO-Authentifizierung und offene Autorisierung im
Web. Das Liberty-Alliance-System verwendet keine globale Kennung fu¨r einen Benutzer,
sondern fo¨rdert die Verbundbildung und den Datenaustausch zwischen den Teilnehmer-
seiten, bei denen ein Benutzer verschiedene Kennungen besitzen kann.
Die Dienstanbieter interagieren mit sogenannten Identity Providers, welche die Authenti-
fizierung der Benutzer durchfu¨hren und dann Ru¨ckmeldung an den Dienstanbieter geben.
1Diese kann auch ein kurzlebiger digital signierter Datensatz (Zertifikat) sein. Die Kategorisierung der
AAI ergibt sich aufgrund der langfristigen Speicherform und damit der Art des Dienstangebots.
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Ebenso liefern Attribute Providers Informationen u¨ber Eigenschaften von Benutzern, so
dass der Dienstanbieter auf dieser Basis eine Entscheidung treffen kann, ob ein Benutzer
u¨ber die entsprechenden Berechtigungen verfu¨gt.
Entgegen dem Microsoft-Ansatz arbeitet Liberty auf Basis offener Standards wie SOAP
[BaN04] und SAML [CKP05] und stellt den Partnern die Umsetzung des Standards in
verschiedene Implementierungen frei2. Die zu verwendenden Authentifizierungsmethoden
sind prinzipiell nicht festgelegt; es herrscht aber auch hier UnP-Authentifizierung auf Ba-
sis von Datenbanken vor.
Shibboleth [SHIBB] ist eine im Rahmen des Internet2-Projektes [INTER] entwickelte
und inzwischen insbesondere im akademischen Umfeld verbreitete AAI fu¨r browserbasier-
te Dienste. Wie Liberty setzt Shibboleth auf offene Standards. Authentifizierung wird bei
einer sogenannten Home Organization auf Basis ihrer Datenbanken durchgefu¨hrt. Sie lie-
fert dann an den Ressourcenanbieter die Attribute des authentifizierenden Benutzers,
anhand derer ihm der Anbieter Zugriff auf bestimmte Ressourcen erlaubt oder verwei-
gert.
3.2.2 Offline-AAI mit zertifikatbasierter Datenhaltung
In einer zertifikatbasierten AAI bilden digital signierte Datensa¨tze (Zertifikate) die Grund-
lage fu¨r die Realisierung der Authentifizierung und Autorisierung.
Definition 3.4 Zertifikat
Ein Zertifikat ist ein elektronisches Dokument, in dem einer Entita¨t eine bestimmte Ei-
genschaft, ein o¨ffentlicher Schlu¨ssel, ein Attribut oder eine Berechtigung zugeordnet und
beglaubigt wird. Ein Zertifikat ist stets von einer Zertifizierungsstelle (Aussteller) unter
Verwendung seines geheimen Signaturschlu¨ssels digital signiert3.
Die Signatur kann von einem Pru¨fer mit Hilfe des zum Signaturschlu¨ssel geho¨renden
o¨ffentlichen Testschlu¨ssels des Ausstellers verifiziert werden.
Auf Basis der in den Zertifikaten enthaltenen Informationen werden Authentifizierung
und Autorisierung zwischen einer Entita¨t und einem Anbieter dieser Dienste (Pru¨fer)
durchgefu¨hrt.
Ein Aussteller generiert ein Zertifikat und publiziert es dann in einem o¨ffentlichen Ver-
zeichnis, wo es von Pru¨fern angefordert werden kann. Weiterhin werden Ru¨ckrufe oder
Gu¨ltigkeitsbesta¨tigungen (zusammenfassend als Statusnachrichten bezeichnet) in digital
signierter oder aber in gehashter Form publiziert. Sie erlauben es einem Pru¨fer zu er-
mitteln, ob ein gegebenes Zertifikat, welches noch nicht sein regula¨res Gu¨ltigkeitsende
erreicht hat, vorzeitig vom Aussteller fu¨r ungu¨ltig erkla¨rt wurde oder nicht. Es ist also
keine direkte synchrone Verbindung zwischen der Zertifizierungsstelle und dem Pru¨fer
zum Zeitpunkt des konkreten Authentifizierungs- und Autorisierungsverfahrens notwen-
dig. Daher wird diese AAI als Offline-AAI bezeichnet.
Die Zertifikate und Statusnachrichten selbst geho¨ren zur Klasse der Offline-Informationen.
Sie ko¨nnen nach einmaliger Anfrage aus dem Verzeichnis bei einem Pru¨fer lokal gespei-
chert und verwendet werden.
2z.B. existiert Liberty-Software in Java und C
3siehe Abschnitt 3.4.1
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(a) Schlu¨sselzertifikat (b) Attributzertifikat
Abbildung 3.1: Schematische Darstellung von Zertifikaten
Beispiele
Im ITU-T-Standard X.509 [HPF02] [Cha02] existieren neben den klassischen Schlu¨ssel-
zertifikaten fu¨r die Authentifizierung von Entita¨ten Attributzertifikate, welche beglau-
bigte Informationen u¨ber Eigenschaften und Berechtigungen des Inhabers repra¨sentie-
ren. Diese Zertifikate ko¨nnen, mu¨ssen aber nicht, nach Typ getrennt in unterschiedlichen
Systemen gespeichert und verwaltet werden [DLM02], z.B. um in Firmen das Outsour-
cing von Authentifizierungsdiensten zu erlauben, wa¨hrend die mo¨glicherweise vertrauli-
chen Attribute im Rahmen einer Privilege-Management-Infrastruktur (PMI) intern vor-
gehalten werden. Ein Beispiel fu¨r eine X.509-Implementierung ist der Dienst VOMS
(Virtual Organization Membership Service) [ACC03], welcher fu¨r die Zugriffskontrolle
auf Ressourcen in Grid-Umgebungen konzipiert ist. Auch AKENTI und PERMIS als
PMI-Lo¨sungen implementieren den X.509-Standard.
In SDSI/SPKI [ACM02] werden Zertifikate fu¨r die Zuordnung von o¨ffentlichen Schlu¨s-
seln (fu¨r Authentifizierung) und Berechtigungen (fu¨r Autorisierung) zu Entita¨ten ver-
wendet. Im Gegensatz zu X.509 existieren hier verschiedene Namensra¨ume, so dass die
Bezeichnungen der Entita¨ten nicht global eindeutig sein mu¨ssen. Ein weiterer Unter-
schied zu X.509 ist der Aufbau der Attributzertifikate: anstatt eine Bindung zwischen
einem Entita¨tsbezeichner und einem Attribut oder einer Berechtigung zu zertifizieren,
wird in einem SDSI/SPKI-Attributzertifikat eine Zuordnung zwischen einem o¨ffentlichen
Schlu¨ssel und einer Berechtigung beglaubigt. Nur in den Schlu¨sselzertifikaten wird der
Bezeichner der Entita¨t mit ihrem o¨ffentlichen Schlu¨ssel verknu¨pft. Die Entwickler des
Systems empfehlen die dezentrale Speicherung der Zertifikate bei ihren Inhabern.
3.3 AAI-Kategorien und geeignete Netzwerkparadigmen fu¨r
die Datenverwaltung
In den beiden pra¨sentierten AAI-Kategorien werden die Daten in unterschiedlicher Art
und Weise vorgehalten, verwaltet und verwendet. Die dezentralisierte, selbstorganisie-
rende Datenspeicherung in einem Peer-to-Peer-Netzwerk ist nicht fu¨r beide Kategorien
gleichermaßen geeignet.
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Online-AAI
In einer Online-AAI wird bei jedem A&A-Vorgang eine Verbindung zwischen dem Pru¨fer
und einem Sicherheitsserver hergestellt. Letzterem mu¨ssen die Daten fu¨r die Dienst-
erbringung, z.B. UnP-Kombinationen, Access Control Lists oder Attributlisten, immer
und unmittelbar zur Verfu¨gung stehen.
Der Pru¨fer kann den A&A-Prozess daher nicht selbsta¨ndig durchfu¨hren, sondern ist auf
eine oder wenige privilegierte Instanzen angewiesen. Die Daten sind in der Regel auf
dedizierten Datenbankservern gespeichert, auf welche nur die privilegierten Dienstean-
bieter Zugriff haben. Ein Diensteanbieter selbst muss ein hochverfu¨gbares Serversystem
mit entsprechender Bandbreite betreiben, um eingehende Anfragen verzo¨gerungsfrei be-
antworten zu ko¨nnen. Damit besteht bereits eine Serverplattform, auf der eine solche
Datenbank betrieben werden kann.
Bei Speicherung der Daten in verteilter Form entstu¨nden daher keine wesentlichen Vor-
teile, dafu¨r aber zusa¨tzlicher Aufwand fu¨r Sicherheitsmechanismen wie beispielsweise Re-
plikation der Datensa¨tze. Fu¨r eine Online-AAI ist also nur das Client-Server-Paradigma
sinnvoll einsetzbar.
Offline-AAI
In einer Offline-AAI ko¨nnen Authentifizierung und Autorisierung dezentral realisiert wer-
den. In diesem Fall ist keine privilegierte Instanz notwendig, die bei jedem A&A-Vorgang
kontaktiert werden muss, sondern ein Ressourcenanbieter kann selbsta¨ndig pru¨fen, ob ei-
ne Entita¨t die notwendigen Rechte besitzt um auf die Ressource zuzugreifen. Er beno¨tigt
nur Zugang zur Datenbasis der AAI, welche in Form von Zertifikaten vorliegt.
Die Zertifikate besitzen durch die Signatur per se eine Integrita¨tssicherung. Es kann also
leicht gepru¨ft werden, ob es nach der Erstellung manipuliert wurde. Dementsprechend
herrscht bereits ein gewisser Sicherheitslevel, welcher die Daten weniger angreifbar macht,
auch wenn sie auf verschiedenen Computersystemen vorgehalten werden.
Da Offline-AAI ein dezentralisiertes Dienstmodell ermo¨glichen, ist auch fu¨r die Datenhal-
tung ein dezentralisierter Ansatz zu pra¨ferieren. So kann ohne die Notwendigkeit zentraler
Datenbankserver eine AAI mit einem kostengu¨nstigen, gut skalierbaren und organisa-
torisch unabha¨ngigen verteilten Datenverwaltungssystem realisiert werden. Vor diesem
Hintergrund ist ein P2P-Verzeichnis fu¨r die Speicherung und Bereitstellung der Zertifikate
und Statusnachrichten einer Offline-AAI sehr gut geeignet.
3.4 Aufbau einer zertifikatbasierten AAI
Eine zertifikatbasierte AAI gliedert sich in drei wesentliche Teile [Woe06]:
• A&A-Verfahren: Hierbei handelt es sich um die konkreten Methoden und Protokolle
zur Durchfu¨hrung der Authentifizierung und Autorisierung einer Entita¨t bei einem
Pru¨fer.
• Public-Key-Infrastruktur (PKI): Eine PKI definiert Regeln, um auf Basis von ver-
walteten Schlu¨sselzertifikaten den authentischen o¨ffentlichen Schlu¨ssel einer Entita¨t
herzuleiten.
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• Privilege-Management-Infrastruktur (PMI): Eine PMI definiert Regeln, um auf Ba-
sis von verwalteten Attribut- und Privilegzertifikaten authentische Attribute oder
Berechtigungen einer Entita¨t herzuleiten.
Die A&A-Verfahren werden jeweils in den Abschnitten 3.4.2 und 3.4.3 in Vorbereitung
der Beschreibung von PKI bzw. PMI erla¨utert.
3.4.1 Grundlagen: Public-Key-Kryptographie
AAI basieren sowohl hinsichtlich der konkreten Verfahren als auch in Bezug auf die grund-
legenden Datentypen in wesentlichem Maße auf Public-Key-Kryptographie.
In der klassischen symmetrischen Kryptographie wird zur Ver- und Entschlu¨sselung ei-
nes Datensatzes der gleiche geheime Schlu¨ssel verwendet. Anders ist es in der auch als
asymmetrisch bezeichneten Public-Key-Kryptographie: Hier kommen Schlu¨sselpaare zum
Einsatz, die sich aus einem geheimen (privaten) und einem o¨ffentlichen Schlu¨ssel zusam-
mensetzen.
Der Besitzer eines solchen Schlu¨sselpaares publiziert seinen o¨ffentlichen Schlu¨ssel. Mit die-
sem kann jede andere Entita¨t einen Datensatz fu¨r den Besitzer chiffrieren oder eine von
ihm ausgestellte digitale Signatur pru¨fen. Der Besitzer kann einen fu¨r ihn verschlu¨sselten
Datensatz mit seinem privaten Schlu¨ssel dechiffrieren mit diesem beliebige Datensa¨tze
digital unterschreiben.
Abbildung 3.2 zeigt die Verwendung von o¨ffentlichem und privatem Schlu¨ssel zur Ver-
schlu¨sselung und zur digitalen Signatur.
(a) Ver- und Entschlu¨sselung
(b) Signaturerzeugung und -pru¨fung
Abbildung 3.2: Public-Key-Kryptographie: Schematische Darstellung
Ein Schlu¨sselpaar wird durch Anwendung eines definierten Protokolls erzeugt. Es ist
praktisch unmo¨glich, zu einem bekannten o¨ffentlichen Schlu¨ssel den passenden privaten
Schlu¨ssel zu erzeugen. Weiterhin ist es nicht mo¨glich, aus einem Chiffretext (Chiffrat)
den Klartext zu ermitteln, ohne den privaten Schlu¨ssel zu kennen. Schlu¨sselgenerierung
und Verschlu¨sselung basieren dabei auf der Klasse der Einwegfunktionen (siehe auch Def.
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2.16 und [MOV96]): ihren Funktionswert f(x) = y zu berechnen ist einfach, aus einem
Funktionswert y aber f−1(y) = x zu ermitteln ist praktisch nicht durchfu¨hrbar.
Bekannte Beispiele fu¨r Public-Key-Verfahren sind die ElGamal-Verschlu¨sselung und die
RSA-Verschlu¨sselung bzw. -Signatur. Die Sicherheit des ersteren basiert auf der Annah-
me, dass die Berechnung des diskreten Logarithmus nicht mit vertretbarem Aufwand
mo¨glich ist, die der letzteren auf der Vermutung, dass die Faktorisierung des Produkts
zweier großer Primzahlen schwierig ist. Fu¨r weitere Details zu Public-Key-Verfahren und
deren mathematischen Grundlagen sei auf Basisliteratur wie [Sti02], [MOV96] und [Sch95]
verwiesen.
Definition 3.5 Ver- und Entschlu¨sselungsfunktionen E, D
Eine Funktion, welche der asymmetrischen Verschlu¨sselung eines Datensatzes (in Form
eines Bitstrings beliebiger La¨nge) mit Hilfe eines o¨ffentlichen Schlu¨ssels (in Form eines
Bitstrings fester La¨nge l) dient, wird mit E bezeichnet,
E : {0, 1}∗ × {0, 1}l → {0, 1}∗.
Eine Funktion, welche die Dechiffrierung eines asymmetrisch verschlu¨sselten Datensatzes
mit Hilfe eines privaten Schlu¨ssels der La¨nge l realisiert, wird mit D bezeichnet,
D : {0, 1}∗ × {0, 1}l → {0, 1}∗.
Dabei gilt mit korrespondierendem Schlu¨sselpaar (ski, pki):
D(E(x, pki), ski) = x
Definition 3.6 Signatur- und Testfunktionen S, T
Eine Funktion, welche der digitalen Signatur eines Datensatzes (in Form eines Bitstrings
beliebiger La¨nge) mit Hilfe eines privaten Signaturschlu¨ssels der La¨nge l dient, wird mit
S bezeichnet,
S : {0, 1}∗ × {0, 1}l → {0, 1}∗.
Eine Funktion, welche die U¨berpru¨fung eines digital signierten Datensatzes mit Hilfe
eines o¨ffentlichen Testschlu¨ssels der La¨nge l realisiert, wird mit T bezeichnet,
T : {0, 1}∗ × {0, 1}l → {true, false}.
Dabei gilt mit korrespondierendem Schlu¨sselpaar (ski, pki):
T (S(x, ski), pki) = true→ Verifikation erfolgreich (Signatur ist gu¨ltig)
T (S(x, ski), pki) = false→ Verifikation fehlgeschlagen (Signatur ist ungu¨ltig)
3.4.2 Public-Key-Infrastrukturen
Bevor eine Entita¨t autorisiert werden kann, muss zuna¨chst ihre Authentizita¨t zweifels-
frei feststehen. Dafu¨r wird ein Authentifizierungsverfahren auf Basis von Public-Key-
Kryptographie verwendet.
Kapitel 3 - Authentifizierungs- und Autorisierungsinfrastrukturen 45
Abbildung 3.3: Beispiel: Simples Verfahren zur einseitigen Authentifizierung
In Abbildung 3.3 wird ein simples Verfahren skizziert, mit dem sich ein Pru¨fer der Au-
thentizita¨t der mit ihm interagierenden Entita¨t versichern kann.
Fu¨r die Pru¨fung der Antwort von Entita¨t A beno¨tigt der Pru¨fer V den o¨ffentlichen
Schlu¨ssel von A, pkA. Er kann sich nur dann sicher sein, dass die Antwort SskA tatsa¨chlich
von A stammt, wenn der ihm bekannte o¨ffentliche Schlu¨ssel von A echt ist. Es ist ein-
sichtig, dass die elektronische U¨bermittlung von pkA von A an V nicht ausreicht: eine
bo¨swillige Entita¨t M ko¨nnte V einen Schlu¨ssel pkM u¨bermitteln und diesen als o¨ffent-
lichen Schlu¨ssel von A ausgeben. V wu¨rde dann nach erfolgreichem Durchlauf des Au-
thentifizierungsverfahrens glauben, A habe sich bei ihm authentifiziert, obwohl A am
Verfahren nicht beteiligt war (siehe Abb. 3.4).
Abbildung 3.4: Beispiel: Angriff auf das Authentifizierungsverfahren
Es muss also sichergestellt werden, dass dem Pru¨fer dieser authentische o¨ffentliche Schlu¨ssel
der mit ihm kommunizierenden Entita¨t zur Verfu¨gung steht und er sich u¨ber dessen Au-
thentizita¨t sicher sein kann.
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Schlu¨sselzertifikate bilden daher die fundamentale Datenstruktur in einer PKI:
Definition 3.7 Schlu¨sselzertifikat
Ein Schlu¨sselzertifikat ist ein Zertifikat, in welchem einer Entita¨t (Inhaber) ein o¨ffent-
licher Schlu¨ssel zugeordnet wird. Die Zertifizierungsstelle beglaubigt mit ihrer digitalen
Signatur, dass sie von der Authentizita¨t dieser Zuordnung u¨berzeugt ist.
Ein Pru¨fer V wird nun genau dann pkA als authentischen o¨ffentlichen Schlu¨ssel von A
akzeptieren, wenn ihm ein Schlu¨sselzertifikat vorliegt, in dem die Zuordnung A → pkA
beglaubigt wird und das von einer Zertifizierungsstelle Z ausgestellt ist, welcher V ver-
traut und deren authentischen o¨ffentlichen Schlu¨ssel pkZ zum Test der Signatur auf dem
Zertifikat er besitzt.
Verfu¨gt er nicht u¨ber pkZ , wird er ein weiteres Schlu¨sselzertifikat heranziehen, in welchem
die Zuordnung Z → pkZ von einer Zertifizierungsstelle Z2 attestiert wird. Der Pru¨fer wird
nun so lange Zertifikate einholen, bis er zu einem Zertifikat eines Ausstellers gelangt, dem
er vertraut und dessen authentischen o¨ffentlichen Schlu¨ssel er bereits kennt.
Durch dieses Fortschreiten anhand der Zertifikataussteller ergibt sich eine Zertifizierungs-
kette, an deren Anfang ein Zertifikat eines vertrauenswu¨rdigen Ausstellers und an deren
Ende das Zertifikat mit der Zuordnung A→ pkA steht.
Abbildung 3.5: Beispiel: Zertifizierungskette von Schlu¨sselzertifikaten
Definition 3.8 Zertifizierungskette (Schlu¨sselzertifikate):
Eine Zertifizierungskette von Schlu¨sselzertifikaten ist eine Menge von Zertifikaten, in wel-
chen o¨ffentliche Schlu¨ssel beglaubigt werden. Die Zertifikate sind so verkettet, dass der
Aussteller des i-ten Zertifikats der Inhaber des (i− 1)-ten Zertifikats in der Kette ist.
Das letzte Zertifikat der Kette wird als Zielzertifikat bezeichner. Das erste ist von ei-
nem Aussteller signiert, dessen authentischen o¨ffentlichen Schlu¨ssel der Pru¨fer bereits
vor Erzeugung der Kette kennt. Ein solcher Aussteller wird Trust Anchor (TA, Vertrau-
ensanker) genannt.
Ein Pru¨fer kann die Trust Anchors und ihre authentischen o¨ffentlichen Schlu¨ssel in Form
von selbst signierten Zertifikaten vorhalten. In diesem Fall wird bei jeder Kettenerstel-
lung das entsprechende Trust-Anchor-Zertifikat selbst der Kette hinzugefu¨gt und stellt
dann das Startzertifikat dar (siehe Abb. 3.6).
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Abbildung 3.6: Beispiel: Zertifizierungskette von Schlu¨sselzertifikaten mit TA-Zertifikat
als Startzertifikat
Die Erzeugung einer Zertifizierungskette beginnt immer mit dem Zielzertifikat: dieses
liegt dem Pru¨fer zuerst vor. Er baut die Kette dann ru¨ckwa¨rts auf, bis er zum Startzerti-
fikat gelangt. Aufgrund dieser Sichtweise wird das Zielzertifikat auch als Initialzertifikat
bezeichnet, da es den Initialpunkt der Kettenerstellung repra¨sentiert.
Fu¨r die Authentizita¨t eines o¨ffentlichen Schlu¨ssels mu¨ssen drei Bedingungen erfu¨llt sein:
1. Es gibt eine lu¨ckenlose Zertifizierungskette vom Pru¨fer bis zur gepru¨ften Entita¨t.
2. Der Pru¨fer vertraut jedem Zertifikataussteller innerhalb der Zertifizierungskette.
Dieses Vertrauen kann implizit oder explizit modelliert werden (s.u.).
3. Alle Zertifikate der Kette sind zum aktuellen Zeitpunkt noch gu¨ltig (siehe 3.9.2)
Definition 3.9 Public-Key-Infrastruktur (PKI)
Eine Public-Key-Infrastruktur ist ein System aus Software, Entita¨ten, Prozessen, Proto-
kollen, Methoden und Regeln zur Verwaltung von digitalen Schlu¨sselzertifikaten. Bestand-
teil der PKI ist auch das Regelwerk fu¨r die Pru¨fung der Zertifikate und die dafu¨r not-
wendige Herleitung von Zertifizierungsketten mit dem Ziel der Ermittlung authentischer
o¨ffentlicher Schlu¨ssel. Die PKI liefert zudem Methoden zur Erzeugung von Statusnach-
richten, um die aktuelle Gu¨ltigkeit von Zertifikaten zu determinieren.
Die Hauptentita¨ten der PKI sind neben den Pru¨fern und den zertifizierten Entita¨ten
(als End-Entita¨ten bezeichnet, siehe Abschnitt 3.5) die Certificate Authorities (Ausstel-
ler) und die Certificate Revocation bzw. Certificate Status Authorities, welche bei Bedarf
den Ru¨ckruf von Zertifikaten realisieren oder deren Gu¨ltigkeit besta¨tigen (siehe Abschnit-
te 3.5 und 3.9).
Maurer fu¨hrt in [Mau96] eine abstrakte Notation fu¨r die Daten einer PKI ein. Er unter-
scheidet:
• Schlu¨sselzertifikate (Public Key Certificates): Zertifikate, in denen ein Aussteller
X einem Inhaber Y den o¨ffentlichen Schlu¨ssel pkY mittels seiner digitalen Unter-
schrift zertifiziert. Das Zertifikat ist mit skX signiert und daher mit dem o¨ffentlichen
Schlu¨ssel pkX pru¨fbar. Schlu¨sselzertifikate werden wie folgt geschrieben:
Cert(X, pkX , Y, pkY )
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• Empfehlungen (Recommendations): Zertifikate, in denen ein Aussteller X einem
Inhaber Y Vertrauen einer Stufe i zertifiziert. Stufe 1 bedeutet: X bescheinigt sein
Vertrauen, dass Y korrekte Schlu¨sselzertifikate ausstellt. Ho¨here Vertrauensstufen
bedeuten, dass Y dieses Vertrauen an andere Entita¨ten weitergeben darf (Dele-
gation). Empfehlungen sind ebenfalls digital von X signiert und ko¨nnen mit pkX
gepru¨ft werden. Man schreibt:
Rec(X, pkX , Y, i)
Maurer propagiert damit also die explizite Modellierung von Vertrauen. Eine Empfehlung
ist dabei ein spezielles Privilegzertifikat wie im Folgenden Abschnitt 3.4.3 in Definition
3.11 beschrieben.
3.4.3 Privilege-Management-Infrastrukturen
Steht die Authentizita¨t des Kommunikationspartners fest, so kann ein Autorisierungs-
verfahren durchgefu¨hrt werden. In diesem wird bestimmt, ob eine Entita¨t u¨ber die Be-
rechtigung zur Durchfu¨hrung bestimmter Aktionen verfu¨gt.
Einem solchen Verfahren liegt wie schon bei der Authentifizierung der Einsatz von Zer-
tifikaten zugrunde, welche unter dem Oberbegriff Attributzertifikate zusammengefasst
werden. Darunter fallen Deskriptive Attributzertifikate sowie Privilegzertifikate:
Definition 3.10 Deskriptives Attributzertifikat
In einem Deskriptiven Attributzertifikat wird einer Entita¨t ein Wert fu¨r ein bestimmtes
beschreibendes Attribut, d.h. eine reale oder digitale Eigenschaft, ein Merkmal, Wissens-
merkmal oder digitales Besitztum zugeordnet. Die Zertifizierungsstelle beglaubigt mit ihrer
digitalen Signatur, dass sie von der Authentizita¨t dieser Zuordnung u¨berzeugt ist.
Ein Deskriptives Attributzertifikat kann dem Inhaber beispielsweise eine bestimmte Au-
genfarbe, ein biometrisches Referenzmuster oder eine Abteilungs- oder Rollenzugeho¨rig-
keit innerhalb eines Unternehmens zuordnen.
Definition 3.11 Privilegzertifikat
In einem Privilegzertifikat wird einer Entita¨t ein Privileg, d.h. eine Berechtigung zur
Durchfu¨hrung einer spezifizierten Aktion, mit einer Delegationsstufe zugeordnet. Diese
Delegationsstufe i ∈ N gibt an, u¨ber wie viele Stufen der Inhaber dieses Privileg delegieren
darf. Die Zertifizierungsstelle beglaubigt mit ihrer digitalen Signatur, dass sie von der
Authentizita¨t dieser Zuordnung u¨berzeugt ist.
Ein Pru¨fer V wird nun genau dann eine Entita¨t A zur Durchfu¨hrung einer bestimmten
Aktion autorisieren, wenn ihm ein Privilegzertifikat vorliegt, in welchem A das notwen-
dige Privileg bescheinigt ist. Deskriptive Attributzertifikate ko¨nnen dabei unterstu¨tzend
herangezogen werden, wie das folgende Beispiel illustriert:
Die Mitarbeiter der Abteilung Y einer Firma haben Zugriff auf ein spezielles Verzeich-
nis eines Firmenservers. Es gibt mehrere Mo¨glichkeiten, diesen Sachverhalt in Form von
Zertifikaten zu modellieren:
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1. Ausschließliche Verwendung von Privilegzertifikaten: Fu¨r jeden Mitarbeiter der Ab-
teilung Y wird ein Privilegzertifikat fu¨r den Privilegtyp ”Zugriff auf Verzeichnis z“
erzeugt.
2. Kombination von Privileg- und Deskriptiven Attributzertifikaten: Fu¨r jeden Mitar-
beiter von Abteilung Y wird ein Deskriptives Attributzertifikat erzeugt, in welchem
die Abteilungszugeho¨rigkeit zertifiziert wird. Weiterhin wird ein einziges Privileg-
zertifikat generiert, in welchem fu¨r den Inhaber ”Mitarbeiter von Abteilung Y “ das
Privileg ”Zugriff auf Verzeichnis z“ besta¨tigt wird.
Die Kombination von Privileg- und Deskriptiven Attributzertifikaten erlaubt also z.B. die
Implementierung von rollenbasierten Zugriffskontrollsystemen (RBAC) [ZhM04] [Woe06].
Angelehnt an die PKI-Notation von Maurer werden die beschriebenen Zertifikate wie
folgt notiert:
• Deskriptive Attributzertifikate: Zertifikate, in denen ein Aussteller X einem Inhaber
Y das Attribut vom Typ atY mit Attributwert avY mittels seiner digitalen Unter-
schrift zertifiziert. Das Zertifikat ist mit skX signiert und daher mit dem o¨ffentlichen
Schlu¨ssel pkX u¨berpru¨fbar. Man schreibt:
Cert(X, pkX , Y, atY , avY )
• Privilegzertifikate: Zertifikate, in denen ein Aussteller X einem Inhaber Y das Pri-
vileg vom Typ ptY der Delegationsstufe pdY zertifiziert:
Cert(X, pkX , Y, ptY , pdY ).
Um ein Privilegzertifikat zu verifizieren, sind durch V folgende Punkte zu pru¨fen:
1. Ist das Zertifikat von einem vertrauenswu¨rdigen, authentischen Aussteller signiert?
Hierfu¨r muss eine Kette von Schlu¨sselzertifikaten erzeugt werden. Ihr Zielzertifikat
ist fu¨r den Erzeuger des vorliegenden Privilegzertifikats ausgestellt.
2. Hat der Aussteller das Recht zur Ausstellung dieses Privilegzertifikats? Zur Pru¨fung
dieses Punktes muss eine Kette von Privilegzertifikaten aufgestellt werden. Defini-
tion 3.12 beschreibt die Zusammensetzung einer solchen Kette.
3. Sind alle verwendeten Zertifikate zum aktuellen Zeitpunkt gu¨ltig?
Definition 3.12 Zertifizierungskette (Privilegzertifikate):
Eine Zertifizierungskette von Privilegzertifikaten ist eine Menge von Zertifikaten, in wel-
chen ein Privileg des Typs ptY beglaubigt wird. Die Zertifikate sind so verkettet, dass
der Aussteller des i-ten Zertifikats der Inhaber des (i − 1)-ten Zertifikats in der Kette
darstellt. Die Zertifikate variieren nur in ihrer Delegationsstufe, nicht aber in ihrem Typ.
Dabei gilt fu¨r jede von einem Aussteller X zertifizierte Entita¨t Y :
pdX > pdY
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Aussteller des ersten Zertifikats in der Kette ist eine Entita¨t, die vom Pru¨fer als Source
of Authority (SoA) anerkannt wird. Die SoA verfu¨gt also seiner U¨berzeugung nach u¨ber
die unbeschra¨nkte Berechtigung zur Zertifizierung und Delegation bestimmter Privilegien
(und damit u¨ber eine ”unendliche“ Delegationsstufe der entsprechenden Privilegtypen).
Abbildung 3.7: Beispiel: Zertifizierungsketten fu¨r die Validierung von Privilegzertifikaten
Die Source of Authority kann beispielsweise der Inhaber eines Bankkontos sein, der
dann Privilegien, welche dieses Konto betreffen, frei delegieren kann, z.B. Privilegien
zur U¨berweisung, Kartenzahlung oder Erstellung von Dauerauftra¨gen. Ein Pru¨fer V
kann die SoAs in Form von selbst signierten Zertifikaten vorhalten (hier fu¨r SoA I):
Cert(V, pkV , I, ptI , pdI). Ist dies der Fall, beginnen alle gu¨ltigen Ketten mit einem von
V ausgestellten Zertifikat fu¨r diejenige SoA, welche Aussteller fu¨r das folgende Privileg-
zertifikat ist.
Abbildung 3.7 zeigt exemplarische Zertifizierungsketten fu¨r die Validierung eines Pri-
vilegzertifikats. Die Berechtigung von Z zur Weitergabe des Privilegs ptB wird von B
zertifiziert, B selbst ist V als SoA fu¨r ptB bekannt. Fu¨r beide Privilegzertifikate exis-
tiert jeweils eine Zertifizierungskette von Schlu¨sselzertifikaten, um die Signaturpru¨fung
zu ermo¨glichen.
Um ein Deskriptives Attributzertifikat zu verifizieren, muss der Pru¨fer V die folgenden
Fragen beantworten:
1. Ist das Zertifikat von einer vertrauenswu¨rdigen Entita¨t ausgestellt und signiert?
Hierfu¨r muss eine Zertifizierungskette von Schlu¨sselzertifikaten erzeugt werden.
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2. Verfu¨gt der Aussteller des Zertifikats u¨ber die Berechtigung, das betreffende De-
skriptive Attribut zu zertifizieren? Diese Berechtigung liegt dann vor, wenn der
Aussteller ein Privilegzertifikat fu¨r die Ausstellung Deskriptiver Attributzertifikate
des entsprechenden Attributtyps vorweisen kann und fu¨r dieses eine Zertifizierungs-
kette gema¨ß Definition 3.12 herleitbar ist.
3. Sind alle verwendeten Zertifikate zum aktuellen Zeitpunkt gu¨ltig?
Abbildung 3.8 zeigt eine exemplarische Zertifizierungskette fu¨r die Validierung eines De-
skriptiven Attributzertifikats. Der Aussteller Z ist durch ein Privilegzertifikat mit dem
Privileg ”Ausstellung von Zertifikaten fu¨r das Attribut atA“ (hier pt(Zertifiz. atA)) zur
Ausstellung berechtigt, wobei dieses Privileg unmittelbar von der SoA B kommt, welche
dem Pru¨fer bekannt ist.
Abbildung 3.8: Beispiel: Zertifizierungsketten fu¨r die Validierung von Deskriptiven Attri-
butzertifikaten
Definition 3.13 Privilege-Management-Infrastruktur (PMI)
Eine Privilege-Management-Infrastruktur ist ein System aus Software, Entita¨ten, Pro-
zessen, Protokollen, Methoden und Regeln zur Verwaltung von digitalen Deskriptiven
Attribut- und Privilegzertifikaten. Eine PMI entha¨lt auch das Regelwerk fu¨r die Pru¨fung
von Zertifikaten und die Erstellung von Zertifizierungsketten mit dem Ziel, authentische
Deskriptive Attribute und Privilegien herzuleiten. Weiterhin werden Methoden fu¨r die
Erstellung von Statusnachrichten definiert.
Die Akteure der PMI sind neben den zertifizierten Entita¨ten und den Pru¨fern die At-
tribute Authorities, welche Privileg- und Deskriptive Attributzertifikate ausgeben, sowie
Attribute Revocation bzw. Attribute Status Authorities.
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3.5 Handelnde Entita¨ten einer AAI
Im Folgenden werden nun die Entita¨ten und Aktivita¨ten von PKI und PMI kombiniert,
um eine AAI im Ganzen zu beschreiben.
Es existieren die folgenden Klassen von Entita¨ten:
• End-Entita¨t (EE): Entita¨t, welche Authentifizierungs- und Autorisierungsverfahren
mit Pru¨fern durchfu¨hrt und hierfu¨r Zertifikate fu¨r bestimmte Privilegien, Attribute
und digitale Objekte, insbesondere seinen o¨ffentlichen Schlu¨ssel, beno¨tigt. Fu¨r eine
EE werden Schlu¨ssel-, Privileg- und Deskriptive Attributzertifikate ausgestellt. Sie
heißt dann Inhaber eines Zertifikats.
• Issuing Authority (IA): Stellt digital signierte Schlu¨ssel-, Privileg- und Deskriptive
Attributzertifikate fu¨r End-Entita¨ten aus. Diese werden daraufhin in das Datenver-
zeichnis der AAI aufgenommen.
Die Issuing Authority ist die Generalisierung der Certificate Authority der PKI und
der Attribute Authority der PMI.
• Status Authority (SA): Gibt Auskunft u¨ber Gu¨ltigkeit oder Ungu¨ltigkeit von Zer-
tifikaten zu einem bestimmten Zeitpunkt. Dafu¨r stellt sie Statusnachrichten (Ru¨ck-
rufe oder Gu¨ltigkeitsbesta¨tigungen, siehe 3.9) aus, welche als Teil der Datenbasis
verfu¨gbar gemacht werden. Sie deckt damit die Entita¨ten Certificate Revocation /
Status Authority einer PKI und Attribute Revocation/Status Authority einer PMI
ab.
In Abha¨ngigkeit vom Ru¨ckrufmodell kann jede SA eine separate Entita¨t oder aber
in eine IA oder eine EE integriert sein.
• Pru¨fer (V): Fu¨hrt Authentifizierungs- und Autorisierungsverfahren mit End-Enti-
ta¨ten durch. Der Pru¨fer bildet aus den im Verzeichnis der AAI vorhandenen Zertifi-
katen und Statusnachrichten nach einer Herleitungslogik Zertifizierungsketten, um
auf dieser Basis eine eindeutige Aussage u¨ber Authentizita¨t und Befugnisse einer
End-Entita¨t zu treffen.
3.6 AAI-Architekturen
Es existieren verschiedene Mo¨glichkeiten, die Beziehungen zwischen End-Entita¨ten und
Issuing Authorities zu modellieren. Die drei wesentlichen Architekturen werden hier vor-
gestellt und abgegrenzt.
Hierarchische Architektur. In einer AAI mit hierarchischer Architektur sind die Is-
suing Authorities in mehreren Schichten vernetzt. Alle Berechtigungen gehen urspru¨ng-
lich von einer einzigen IA, der Root IA, aus und werden auf IAs der na¨chsten Stufe dele-
giert. Somit entsteht eine Baumstruktur, deren Bla¨tter die zertifizierten End-Entita¨ten
darstellen (siehe Abb. 3.9(a)). Die Root IA ist dann sowohl Trust Anchor fu¨r alle Pru¨fer
als auch Source of Authority fu¨r die vorhandenen Zertifikate.
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(a) Hierarchische Architektur (b) Hybride Architektur (c) Dezentralisierte Archi-
tektur
Abbildung 3.9: AAI-Architekturen
Hybride Architektur. Die hybride Architektur ist eng mit der hierarchischen Ar-
chitektur verwandt. Allerdings ist die Existenz einer Root IA nicht notwendig: durch
Cross-Zertifizierung, d.h. Zertifizierung zwischen Issuing Authorities, werden u¨ber eine
reine Baumstruktur hinausgehende, auch ebenenu¨bergreifende Verbindungen aufgebaut
(siehe 3.9(b)). Es existieren dann verschiedene Trust Anchors und Sources of Authority
fu¨r die unterschiedlichen Privilegtypen.
Dezentralisierte Architektur. In einer dezentralisierten AAI-Architektur zertifizie-
ren sich die End-Entita¨ten gegenseitig, d.h. die starre Trennung zwischen IA und EE ist
aufgehoben. Das Modell hat keine privilegierten Entita¨ten (siehe Abb. 3.9(c)), jede En-
tita¨t kann aus Sicht eines Pru¨fers prinzipiell Trust Anchor oder Source of Authority sein.
Es ist einsichtig, dass in dieser AAI-Architektur die Herleitung von Zertifizierungsket-
ten am aufwendigsten ist, da keine global gu¨ltigen TAs oder allgemein bekannten SoAs
existieren.
3.7 Erweiterte Zertifikatnotation fu¨r AAI
Wo¨lfl [Woe06] erweitert die PKI-Notation von Maurer um Attributzertifikate. Weiterhin
hebt er die bislang herrschende Unterscheidung zwischen Deskriptiven Attribut- und
Schlu¨sselzertifikaten auf.
Repra¨sentation von Attributen:
Deskriptive Attribute werden mit prop (engl. property: Eigenschaft), Privilegien mit priv
bezeichnet.
1. Deskriptive Attribute prop(T, V ) besitzen einen Attributtyp T und einen Attribut-
wert V .
2. Privilegien priv(T, i) haben den Privilegtyp T und die Delegationsstufe i.
Weiterhin werden die folgenden speziellen Attributtypen eingefu¨hrt:
1. O¨ffentlicher Schlu¨ssel : Deskriptiver Attributtyp pk
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2. Recht zur Ausstellung von Zertifikaten (Certificate Issuing) vom Deskriptiven At-
tributtyp T : Privilegtyp ci(T )
3. Recht zum Ru¨ckruf von Zertifikaten (Certificate Revocation) fu¨r Zertifikate, die von
Entita¨t X ausgestellt wurden: Privilegtyp cr(X)
Zertifikate werden demnach wie folgt notiert:
1. Schlu¨sselzertifikate: Cert(X, pkX , Y, prop(pk, pkY )) mit AusstellerX mit dem o¨ffent-
lichen Schlu¨ssel pkX , der End-Entita¨t Y und deren o¨ffentlichem Schlu¨ssel pkY . Das
Zertifikat ist nun also ein Attributzertifikat mit Deskriptivem Attributtyp pk.
2. Deskriptive Attributzertifikate: Cert(X, pkX , Y, prop(T, avY )). In einem Deskripti-
ven Attributzertifikat bescheinigt der Aussteller X der End-Entita¨t Y den Wert
avY fu¨r das Attribut vom Typ T .
3. Privilegzertifikate: Cert(X, pkX , Y, priv(T, pdY )) mit Privilegtyp T und Delegati-
onsstufe pdY ≥ 1.
4. Empfehlungen: Eine Empfehlung einer Entita¨t A fu¨r eine Entita¨t B ist ein Zertifikat
Cert(A, pkA, B, priv(ci(pk), pdB)).
3.8 Rollenbasierte Sicht auf die AAI und Abstraktion
Da sich die Dissertation auf Fragen der Datenverwaltung innerhalb einer AAI konzen-
triert, ist eine hierfu¨r geeignete Sicht auf eine zertifikatbasierte AAI zu wa¨hlen. In diesem
Abschnitt wird daher der rollenbasierte Fokus der weiteren Betrachtung und notwendige
Abstraktionen spezifischer Teile einer AAI pra¨sentiert.
Rollenbasierte Entita¨tsdarstellung. Jede der in Abschnitt 3.5 pra¨sentierten En-
tita¨ten wird nur einfach betrachtet, na¨mlich als abstrakte Rolle, welche von verschiedenen
konkreten Entita¨ten eingenommen werden kann. Die Rolle Issuing Authority repra¨sen-
tiert beispielsweise alle in der AAI existierenden und aktiven IAs. Der logische Aufbau
der AAI, d.h. Hierarchien und Beziehungen zwischen verschiedenen Authorities, wird so-
mit abstrahiert, um die Wahl der AAI-Architektur nicht einzuschra¨nken.
Zertifizierungspolitik. Eine Politik legt fest, nach welchen Kriterien Zertifikate ausge-
geben oder zuru¨ckgenommen werden. Ein Beispiel fu¨r eine konkrete Politik: Schlu¨ssel-
zertifikate werden nur dann ausgegeben, wenn die Issuing Authority den Personalausweis
eines Benutzers gesehen hat, der dessen Identita¨t beweist, und er seinen o¨ffentlichen
Schlu¨ssel handschriftlich signiert bei der IA besta¨tigt hat (letzteres ist eine ga¨ngige Po-
licy im Rahmen von HBCI (Home Banking)).
Im Modell ist die Sicht auf die Zertifikate aber abstrakt, d.h. weder die konkreten Inhalte
noch die Ha¨ufigkeit der Zertifikaterstellung oder die Wahrscheinlichkeit, dass fu¨r eine
End-Entita¨t ein Zertifikat ausgegeben wird, sind relevant, und somit ist die Politik nicht
zu beru¨cksichtigen.
Analog werden Status-Policies ausgeblendet: nicht die Kriterien oder Wahrscheinlichkei-
ten fu¨r die Ausstellung von Ru¨ckrufen und Gu¨ltigkeitsbesta¨tigungen werden betrachtet,
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sondern nur, dass jedes existierende Zertifikat vor Ende seiner Gu¨ltigkeitsdauer ungu¨ltig
werden und zuru¨ckgerufen werden kann.
Herleitungslogik. Die Erzeugung von Zertifizierungsketten findet ausschließlich beim
Pru¨fer statt. Die Regeln operieren auf einer Teilmenge aller in der AAI vorhandenen Zer-
tifikate und stellen damit ihr inhaltliches Herzstu¨ck dar. Sie unterscheiden sich abha¨ngig
von der Architektur der AAI und den konkreten Beziehungen zwischen beteiligten En-
tita¨ten. Daher werden die Herleitungsregeln abstrahiert und vereinfacht betrachtet, weil
keine Festlegung auf eine spezielle Architektur erfolgen soll. Sind die Regeln außerdem
konsistent und stimmig - wovon ausgegangen wird - so liefern sie korrekte Ergebnisse fu¨r
die vorhandenen Eingabedaten.
Daher muss sichergestellt werden, dass den Pru¨fern alle notwendigen Daten zur Verfu¨gung
stehen. Im Folgenden wird davon ausgegangen, dass hierfu¨r ein o¨ffentliches, verteiltes
P2P-Verzeichnis existiert, wobei die Konkretisierung seiner Eigenschaften spa¨ter erfolgt
(siehe Kapitel 5).
Abbildung 3.10: Rollenbasierte AAI
Abbildung 3.10 zeigt eine AAI gema¨ß der zuvor definierten Eigenschaften und Abstrak-
tionen. Auf die bisher nur kurz erwa¨hnte Behandlung des Zertifikatstatus wird direkt im
Anschluss (Abschnitt 3.9) im Detail eingegangen.
3.9 Ru¨ckruftechniken und Statusnachrichten
3.9.1 Grundlegende Problemstellung
In einer AAI ist es notwendig, eine Mo¨glichkeit zum Ru¨ckruf von Zertifikaten vor Ende
ihrer urspru¨nglichen Gu¨ltigkeitsdauer zu schaffen. Es sind vielfa¨ltige Gru¨nde fu¨r einen
Ru¨ckruf denkbar. Eine Auswahl ist in Tabelle 3.1 gegenu¨bergestellt.
Unterschieden werden dabei EE-zentrierte Gru¨nde, d.h. solche, bei denen die End-Entita¨t
den Ru¨ckruf initiiert, und IA-zentrierte Gru¨nde, bei denen der Zertifikataussteller selbst
das Zertifikat vorzeitig als ungu¨ltig deklariert.
3.9.2 Ru¨ckruftechniken fu¨r AAI
Fu¨r die Ru¨ckrufproblematik in Public-Key-Infrastrukturen existiert eine Vielzahl von
Lo¨sungsansa¨tzen, die im Folgenden pra¨sentiert werden. Da die Konzepte unabha¨ngig
vom Zertifikattyp sind, ko¨nnen sie auch fu¨r andere Deskriptive Attribut- und Privileg-
56 Kapitel 3 - Authentifizierungs- und Autorisierungsinfrastrukturen
Zertifikattyp EE-zentriert IA-zentriert
Schlu¨sselzertifikat Verlust, Vergessen oder
Kompromittierung des
privaten Schlu¨ssels
Sonstiges Deskriptives
Attributzertifikat
Verlust des zertifizierten
Merkmals
Beispiel: freiwillige A¨nde-
rung eines Benutzernamens
Entzug eines von der IA
zugewiesenen Merkmals
Beispiel: Abteilungszuge-
ho¨rigkeit in einer Firma
Privilegzertifikat Entzug eines Privilegs o. der
Delegationsberechtigung
Beispiel: Unterschriftsbe-
rechtigung fu¨r Vertra¨ge bei
Vertrauensmissbrauch
Tabelle 3.1: Exemplarische Ru¨ckrufgru¨nde fu¨r Zertifikate
zertifikate und somit fu¨r AAI allgemein ohne weiteres eingesetzt werden. Die vorgestellten
Ansa¨tze werden in drei große Gruppen unterschieden:
1. Online-Systeme
In einem Online-System wird die Pru¨fung, ob ein bestimmtes Zertifikat zuru¨ckge-
rufen wurde oder noch gu¨ltig ist, im direkten Dialog zwischen dem Pru¨fer und dem
Zertifikataussteller (IA) gepru¨ft. Dafu¨r wird ein definiertes Kommunikationsproto-
koll verwendet. Alternativ kann der Dialog auch mit einem beauftragten Vertreter
(Responder) der IA durchgefu¨hrt werden.
2. Offline-Systeme
In einem Offline-Ru¨ckrufsystem mu¨ssen die IAs nicht sta¨ndig kontaktierbar sein.
Stattdessen vero¨ffentlicht jede Issuing Authority in regelma¨ßigen oder unregelma¨ßi-
gen Absta¨nden Ru¨ckrufinformationen zu von ihr ausgestellten Zertifikaten. Diese
werden digital signiert vero¨ffentlicht. Will ein Pru¨fer wissen, ob ein bestimmtes
Zertifikat zuru¨ckgerufen wurde, la¨dt er den aktuellen Datensatz aus dem Verzeich-
nis der AAI und sucht dort nach Informationen u¨ber das Zertifikat. Ist kein solcher
Eintrag vorhanden, sieht er es als gu¨ltig an. Die Integrita¨t jeder Ru¨ckrufinformation
ist durch eine IA-Signatur gesichert.
3. Ru¨ckruffreie Systeme
Hier werden die Zertifikate der AAI so organisiert und gespeichert, dass die Er-
stellung von Ru¨ckrufen nicht notwendig ist. So werden beispielsweise nur die noch
gu¨ltigen Zertifikate in einem vertrauenswu¨rdigen Verzeichnis (Trusted Directory)
gespeichert oder in kurzen Absta¨nden Gu¨ltigkeitsbesta¨tigungen publiziert. Ru¨ck-
ruffreie Systeme basieren also im Gegensatz zu Offline-Systemen auf positiven Aus-
sagen u¨ber die Gu¨ltigkeit eines Zertifikats.
In den folgenden Abschnitten werden verschiedene konkrete Techniken aus den drei Kate-
gorien vorgestellt. Am Ende jedes Abschnitts folgt eine allgemeine, nicht auf eine spezielle
Anwendung bezogene Bewertung der Kategorie und ggf. einzelner Techniken.
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3.9.2.1 Online-Techniken
• OCSP (Online Certificate Status Protocol)
OCSP [MAM99] regelt die Interaktion zwischen einem Pru¨fer und einem Responder,
welcher mo¨glichst aktuelle4 Informationen u¨ber den Status der Zertifikate einer
oder mehrerer IAs verwaltet. Der Responder u¨bermittelt also eine digital signierte
Nachricht, die den Status eines Zertifikats (expired, current (gegenwa¨rtig gu¨ltig)
oder unknown) zum Zeitpunkt der Kommunikation mit dem Pru¨fer beinhaltet. Ist
der Status unknown, wird dem Pru¨fer empfohlen, die IA direkt zu kontaktieren
oder das Zertifikat sicherheitshalber als ungu¨ltig anzusehen.
• Statusnachrichten in SDSI/SPKI
Die Infrastruktur kann um die Entita¨t Suicide Bureau (SB) erweitert werden [Riv98].
Die o¨ffentlichen Schlu¨ssel der End-Entita¨ten sind dann bei verschiedenen SBs regi-
striert. Zum Ausstellungszeitpunkt eines Zertifikats signiert der Inhaber eine Sui-
cide Note mit seinem privaten Schlu¨ssel. Will er das Zertifikat zuru¨ckrufen, u¨ber-
mittelt er diese an ein Suicide Bureau. Das SB gibt sie nach erfolgreicher Signa-
turpru¨fung an weitere SBs weiter, so dass der gea¨nderte Zertifikatstatus nach und
nach bekannt gemacht wird. SBs ko¨nnen außerdem Positivnachrichten, Certifica-
tes of Health, ausstellen. Mit einem solchen Zertifikat besta¨tigt ein SB, dass nach
seinem Wissen das betreffende Zertifikat zum aktuellen Zeitpunkt noch gu¨ltig ist.
Da ein SB aber mit einer gewissen Wahrscheinlichkeit nicht u¨ber alle Suicide Notes
informiert wird, muss diese Angabe nicht notwendigerweise richtig sein.
Bewertung
Vorteile von Online-Systemen:
• Aktualita¨t: Die Antwort gibt im Idealfall den Zertifikatstatus exakt zum Anfrage-
zeitpunkt wieder, ist also verzo¨gerungsfrei.
• Dialog: Die Information u¨ber den Status wird unmittelbar zwischen zwei Entita¨ten,
ggf. unter Einsatz von Mechanismen zur Verbindungsverschlu¨sselung, ausgetauscht.
Dadurch ist das Risiko gering, dass eine andere Entita¨t diese Nachricht manipuliert.
Nachteile:
• Kosten fu¨r die IA: Online-Techniken verlangen eine sta¨ndige Verfu¨gbarkeit jeder IA
bzw. des beauftragten Responders. Dadurch entstehen hohe Kosten fu¨r den Betrieb
von Servern, welche diesen Verfu¨gbarkeitsanforderungen entsprechen.
• Einschra¨nkung der Software-Architektur: Bedingt durch den ersten Punkt kann nur
eine Client-Server-Architektur zum Einsatz kommen.
• Einschra¨nkung der AAI-Architektur: In einer dezentralisierten AAI zertifizieren
sich teilnehmende Entita¨ten, ha¨ufig Privatpersonen mit PC-Systemen, wechselsei-
4Im Idealfall stehen dem Responder Echtzeitinformationen zur Verfu¨gung, beispielsweise durch Zugriff
auf die internen Daten der verwalteten IA(s). Kann dies nicht erreicht werden, muss er auf weniger
aktuelle Informationen, beispielsweise aus Certificate Revocation Lists wie in Abschnitt 3.9.2.2 vorgestellt,
zuru¨ckgreifen.
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tig. Hier ist ein Online-System nicht einsetzbar, da die Verfu¨gbarkeitsanforderungen
auf beiden Seiten nicht einhaltbar sind.
• Paradigmenbruch: Die Realisierung eines Statussystems auf Basis von Online-Infor-
mationen steht im Widerspruch zu den sonst in einer zertifikatbasierten AAI be-
wusst verwendeten Offline-Informationen.
3.9.2.2 Offline-Techniken
• CRL (Certificate Revocation List)
Eine CRL oder Ru¨ckrufliste [HPF02] [HoP01] ist ein Dokument, in welchem eine
IA einen eindeutigen Bezeichner, z.B. eine Seriennummer, von ungu¨ltig gewordenen
Zertifikaten erfasst und digital signiert. CRLs werden in regelma¨ßigen Absta¨nden
von einer IA herausgegeben. Varianten sind die Delta CRL, welche nur die seit
dem letzten Vero¨ffentlichungszeitpunkt zuru¨ckgerufenen Zertifikate entha¨lt, und
die verteilte CRL, bei der die gesamte Liste in mehrere separat signierte Teile
aufgespalten wird. Es ist dann beispielsweise mo¨glich, den Segmenten der CRL
verschiedene Aktualisierungszeitra¨ume zuzuweisen.
• CRT (Certificate Revocation Tree)
CRT ist ein Ru¨ckrufsystem [Koc98] auf Basis bina¨rer Hashba¨ume [Mer79]. Jedes
Blatt repra¨sentiert ein zuru¨ckgerufenes Zertifikat in Form von dessen Seriennum-
mer. Jeder Elternknoten speichert den Hashwert u¨ber seine Kindknoten (a¨hnlich
wie in CVT, siehe 3.9.2.3), die Wurzel des Baumes wird von der IA signiert.
Wurde ein Zertifikat zuru¨ckgerufen, so existiert einen Pfad von dem entsprechen-
den Blatt zur Wurzel des Baums. Dieser Pfad muss einem Pru¨fer einschließlich der
Hashwerte benachbarter Teilba¨ume, welche an den Pfadelementen mit aufgehangen
sind, bekannt und zudem erfolgreich validiert sein, damit der Ru¨ckruf anerkannt
wird. Außerdem verifiziert der Pru¨fer die Signatur der Wurzel.
Wesentlicher Vorteil gegenu¨ber CRLs ist, dass dem Pru¨fer nicht der gesamte Baum
bekannt sein muss, um einen Ru¨ckruf zu pru¨fen. Außerdem kann eine End-Entita¨t
mit Hilfe eines Teils des Baumes belegen, dass ein spezifisches Zertifikat noch nicht
zuru¨ckgerufen wurde: na¨mlich genau dann, wenn im CRT zwei zuru¨ckgerufene Zer-
tifikate als Bla¨tter nebeneinander liegen, wobei die Seriennummer des ersten kleiner,
die des zweiten gro¨ßer als die des betreffenden Zertifikats ist.
Wird ein neuer Ru¨ckruf hinzugefu¨gt, a¨ndert sich unter Umsta¨nden die ganze Baum-
struktur, so dass der CRT neu aufgebaut und signiert werden muss. Um diese
vollsta¨ndige Neuberechnung zu verhindern, wurde 23CRT [NaN98] entwickelt. Es
entspricht dem Certificate Revocation Tree mit dem Unterschied, dass statt bina¨ren
Hashba¨umen 2-3-Ba¨ume eingesetzt werden. Dadurch ist bei Hinzufu¨gung eines
Ru¨ckrufes immer nur ein Teil des Baumes umzustrukturieren.
Bewertung
Vorteile von Offline-Systemen:
• Geringer Kommunikationsaufwand fu¨r die IA: Die IA hat geringere Kommunika-
tionskosten und niedrigeren Aufwand als in einem Online-System, da Aktualisie-
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rungen der Ru¨ckrufinformationen nur periodisch durchgefu¨hrt werden. Die IA stellt
nur dann Nachrichten aus, wenn sich der Status von Zertifikaten a¨ndert.
• Geringe Verfu¨gbarkeitsanforderungen fu¨r die IA: Wegen der periodischen Ausstel-
lung von Nachrichten sind die Anforderungen an die Verfu¨gbarkeit der IAs gering.
Ein permanent verfu¨gbarer Datenspeicher ist zwar notwendig, kann aber IA-u¨ber-
greifend und -unabha¨ngig realisiert werden, wodurch die Gesamtkosten sinken.
• Unabha¨ngigkeit der Software-Architektur: Da Offline-Techniken nachrichtenorien-
tiert und nicht an ein spezielles Dialogprotokoll gebunden sind, sind verschiede-
ne Software-Architekturen zur Bereitstellung der Ru¨ckrufinformationen mo¨glich,
beispielsweise eine Client-Server-Architektur mit einem zentralen Datenbankserver
oder eine vollsta¨ndig dezentrale Architektur mit verteilter Datenverwaltung.
• Paradigma-Konsistenz: Die Verwendung von Offline-Informationen als Statusnach-
richten ist konsistent mit der Verwendung von Zertifikaten, die ebenfalls Offline-
Informationen darstellen.
Nachteile:
• Verzo¨gerung: Da die Ru¨ckrufinformationen nicht sta¨ndig aktualisiert, sondern nur
periodisch publiziert werden, wird jede Statusa¨nderung mit einer gewissen Verzo¨ge-
rung bekannt. Zwischen dem Zeitpunkt des tatsa¨chlichen Ungu¨ltigwerdens eines
Zertifikats und der Ru¨ckrufpublikation wird das Zertifikat von jedem Pru¨fer als
gu¨ltig angesehen.
• Fehlen von Positivnachrichten: Insbesondere bei CRLs hat ein Pru¨fer keine Mo¨glich-
keit, eine positive Besta¨tigung einzuholen, die belegt, dass ein Zertifikat tatsa¨chlich
zum aktuellen Zeitpunkt noch gu¨ltig ist, sondern kann diesen Umstand nur aus dem
Fehlen eines Ru¨ckrufs folgern. Durch unvollsta¨ndige Information u¨ber die publizier-
ten Ru¨ckrufnachrichten kann der Fall eintreten, dass ein Pru¨fer falsche Annahmen
u¨ber den Status bestimmter Zertifikate trifft.
• Overhead fu¨r Pru¨fer: Will ein Pru¨fer die Gu¨ltigkeit eines einzelnen Zertifikats
pru¨fen, erha¨lt er stets zusa¨tzliche, fu¨r ihn uninteressante Daten. Dadurch entsteht
ein Overhead hinsichtlich des Kommunikations- und Pru¨fungsaufwandes.
3.9.2.3 Ru¨ckruffreie Systeme
• Trusted Directory
Das Trusted Directory [Gut03] ist das einfachste denkbare ru¨ckruffreie System.
Hierbei existiert ein vollsta¨ndig vertrauenswu¨rdiges, hochverfu¨gbares Verzeichnis,
in dem alle aktuell gu¨ltigen Zertifikate aller Aussteller der AAI vorgehalten werden.
Wird ein Zertifikat vorzeitig ungu¨ltig, erfolgt seine Lo¨schung aus dem Verzeichnis.
• CVT/EFECT (Certificate Verification Tree, Easy Fast Efficient Certification Tech-
nique)
Die Grundidee von CVT/EFECT [GGM00] ist die generelle Abschaffung einzelner
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unabha¨ngiger und signierter Zertifikate. Stattdessen werden die zu signierenden Da-
tenstrukturen (Inhaber-Attribut-Zuordnungen) als Bla¨tter in einem bina¨ren Hash-
baum erfasst. Erfolgt ein Ru¨ckruf, wird das betreffende Blatt entfernt. Wie auch
bei CRTs enthalten die inneren Knoten des Baums die Hashwerte ihrer jeweiligen
Kindknoten wie in Abb. 3.11 dargestellt. Die IA signiert wiederum nur die Wurzel.
Die Verifikation eines Blattes wird mittels der Hashwerte auf dem Pfad zwischen
Blatt und Wurzel durchgefu¨hrt. Dafu¨r ist auch die Kenntnis der Werte notwendig,
welche die Verifikation der inneren Knoten erlauben, d.h. die Hashwerte der benach-
barten Teilba¨ume. Der CVT muss in kurzen Absta¨nden (z.B. ta¨glich) aktualisiert,
neu signiert und vero¨ffentlicht werden.
Abbildung 3.11: Beispiel: Certificate Verification Tree
• CRS (Certificate Revocation Status Directory)/Novomodo
CRS [Mic96] / Novomodo [Mic02] ist ein System, welches auf der regelma¨ßigen
Publikation positiver und negativer Statusnachrichten fu¨r alle existierenden Zerti-
fikate basiert.
Es wird angenommen, dass ein Zertifikat d Tage lang gu¨ltig ist und jede IA bzw.
autorisierte SA die positiven Statusnachrichten, im Folgenden auch Statusinforma-
tionen genannt, ta¨glich erzeugt und publiziert.
Bei der Ausstellung eines Zertifikats wa¨hlt eine IA zwei zufa¨llige Bitstrings Y0 und
N0 der La¨nge 160 Bit. Mit Hilfe einer konsistenten Hashfunktion H werden die
Werte N1 = H(N0) und Yd = Hd(Y0) berechnet. Yd wird auch als Validierungsziel
bezeichnet.
Die Werte N1 und Yd werden dem Zertifikatinhalt hinzugefu¨gt und im Zuge der
Zertifizierung mit signiert. N0, Y0 und alle anderen Werte Hj(Y0), 1 ≤ j ≤ d blei-
ben geheim bzw. werden an eine autorisierte SA u¨bergeben.
Gu¨ltigkeitsbesta¨tigung: An jedem Tag 0 < i < d berechnet die Status Authority
Yd−i = Hd−i(Y0)
und publiziert diese Statusinformation (SI) ihn in einem o¨ffentlichen Verzeichnis.
Ein Pru¨fer fordert diesen Datensatz dort an und pru¨ft
H i(Yd−i)
?= Yd.
Kapitel 3 - Authentifizierungs- und Autorisierungsinfrastrukturen 61
Gelingt die Validierung, sieht der Pru¨fer das entsprechende Zertifikat als aktuell
gu¨ltig an. Da das Verzeichnis, in dem die Statusinformationen vero¨ffentlicht wer-
den, nicht vertrauenswu¨rdig sein muss, geht ein Pru¨fer, der keinen aktuellen Wert
beziehen kann, sicherheitshalber davon aus, dass das Zertifikat gegenwa¨rtig ungu¨ltig
ist. Zum na¨chsten Aktualisierungszeitpunkt kann er erneut versuchen, eine valide
SI zu erhalten.
Ru¨ckruf: Soll das Zertifikat zuru¨ckgerufen werden, publiziert die Status Authority
den Wert N0. Stellt ein Pru¨fer fest, dass keine aktuelle Positivnachricht verfu¨gbar
ist, sucht er im Verzeichnis nach einer solchen Negativnachricht. Er kann dann
durch einfache Anwendung der Hashfunktion ermitteln, ob
H(N0)
?= N1.
Ist dies der Fall, ist V sicher, dass das Zertifikat ungu¨ltig geworden ist.
• HCRS (Hierarchical Certificate Revocation Scheme)
HCRS [ALO98] ist eng mit CRS verwandt. Allerdings werden die positiven Sta-
tusnachrichten nicht fu¨r jedes Zertifikat separat erstellt und publiziert, sondern fu¨r
alle Zertifikate einer IA gemeinsam verwaltet.
Hierfu¨r wird ein Bina¨rbaum aufgebaut, bei dem jedem Blatt der eindeutige Be-
zeichner eines bestimmten Zertifikats (Bitstring der La¨nge l) zugeordnet wird. Je-
der Elternknoten ist ebenfalls durch einen Bitstring repra¨sentiert, wobei dieser das
den beiden Kindknoten gemeinsame Pra¨fix der La¨nge l − 1 darstellt. Die Wurzel
des so aufgebauten Baums wird mit ∅ bezeichnet.
Fu¨r jeden Baumknoten n berechnet die IA dann aus einer Zufallszahl rn die Wer-
te H(rn),H2(rn), ...,Hd(rn); dies ist das A¨quivalent zur Berechnung der positiven
Statusmeldung in CRS. Alle Validierungsziele Hd(rn) auf dem Pfad vom Blatt zur
Wurzel des Baums werden in das Zertifikat aufgenommen.
Ru¨ckrufe werden wie folgt gehandhabt: die IA wa¨hlt am Tag i eine Menge Di von
Knoten, die nicht in einem Pfad von einem zuru¨ckgerufenen Knoten zur Wurzel
vorkommen, und vero¨ffentlicht deren aktuelle Werte Hd−i(rnj ) mit nj ∈ Di.
Es sind alle Zertifikate gu¨ltig, fu¨r die mindestens ein Knoten aus Di im Pfad5 zur
Wurzel enthalten ist, und alle Zertifikate ungu¨ltig, fu¨r die im gesamten Pfad kein
Knoten aus dieser Menge vorkommt.
Fragt ein Pru¨fer also eine Statusnachricht fu¨r ein Zertifikat an, wird ein beliebiger
Knoten aus Di zuru¨ckgeliefert, der im Pfad von dessen entsprechendem Blatt zur
Wurzel liegt. Existiert kein solcher Knoten, wird das Zertifikat als ungu¨ltig angese-
hen.
Abbildung 3.12 zeigt ein Beispiel. Die Zertifikate mit den Seriennummern 010 und
101 werden zuru¨ckgerufen (violett). Damit ko¨nnen deren Vorga¨ngerknoten (eben-
falls violett unterlegt) keine Elemente der Menge Di sein. Stattdessen wird die
Menge der breit umrandeten Knoten als Di gewa¨hlt.
5Der Blattknoten wird selbst zum Pfad gerechnet, d.h. auch ein Zertifikatknoten selbst kann in Di
enthalten sein, siehe auch Abb. 3.12
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Abbildung 3.12: Beispiel: Hierarchichal Certificate Revocation Scheme
• NewPKI
Das von Zhou [Zho03] vorgestellte ru¨ckruffreie NewPKI a¨hnelt stark CRS/Novo-
modo. Der grundlegende Unterschied liegt darin, dass eine End-Entita¨t selbst die
Kontrolle u¨ber die Statusinformationen u¨bernimmt, sowohl u¨ber deren initiale Er-
zeugung als auch u¨ber deren regelma¨ßige Vero¨ffentlichung.
Will eine End-Entita¨t ein Zertifikat erhalten, wa¨hlt sie zuna¨chst selbst eine Zu-
fallszahl r und berechnet Hd(r), wobei d die Gu¨ltigkeitsdauer des Zertifikats in
Perioden ist. Dann wird Hd(r) zusammen mit weiteren zertifikatbezogenen Daten
an eine IA u¨bermittelt. Diese erzeugt daraus ein Zertifikat und sendet es an die
End-Entita¨t zuru¨ck.
Nun kann die End-Entita¨t den Status in jeder Periode i neu bestimmen:
– Will sie das Zertifikat in der aktuellen Periode nicht verwenden, gibt sie keine
aktuelle Statusnachricht heraus. Aus Sicht eines Pru¨fers gilt das Zertifikat
dann als ungu¨ltig. Ein expliziter Ru¨ckruf wie in CRS/Novomodo ist nicht
vorgesehen, d.h. der Pru¨fer kann die Ungu¨ltigkeit nur aus der Abwesenheit
der Positivnachricht folgern.
– Verwendet die End-Entita¨t das Zertifikat in i, vero¨ffentlicht sie Hd−i(r) bzw.
u¨bermittelt den Wert an den Pru¨fer. Dieser kann dann die Zertifikatgu¨ltigkeit
wie bei CRS durch i-faches Hashing und Vergleich mit Hd(r) pru¨fen.
Daher ist es mo¨glich, ein Zertifikat nur tempora¨r fu¨r ungu¨ltig zu erkla¨ren, bei-
spielsweise wenn eine End-Entita¨t weiß, dass sie in den kommenden Wochen das
Zertifikat nicht verwenden wird. Sie kann dann spa¨ter jederzeit die Ausstellung von
Statusnachrichten wieder aufnehmen.
Bewertung
Fu¨r die Bewertung wird im Folgenden unterschieden in:
• Trusted Directory
• CVT als zertifikatloses System
• CRS, HCRS, NewPKI als Systeme auf Basis regelma¨ßiger Positivnachrichten
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(a) CRS/Novomodo (b) NewPKI
Abbildung 3.13: Gegenu¨berstellung von CRS/Novomodo und NewPKI
Das Trusted Directory hat folgende Vorteile:
• Eindeutigkeit: Aufgrund der kontrollierten Umgebung kann ein Pru¨fer sicher sein,
aktuelle und korrekte Informationen u¨ber Existenz oder Nichtexistenz von gu¨ltigen
Zertifikaten zu erhalten.
• Zentralita¨t: Idealerweise sind die Zertifikate aller IAs in einem einzigen Trusted
Directory enthalten.
• Geringe Datenmengen: Da nur die gu¨ltigen Zertifikate, nicht aber Ru¨ckruf- oder
andere Statusnachrichten gespeichert werden, sind die insgesamt zu verwaltenden
Datenmengen geringer als in jedem anderen der vorgestellten Systeme.
Es treten aber gravierende Nachteile auf:
• Abha¨ngigkeit von Serversystem: Der Trusted-Directory-Ansatz stellt sehr hohe An-
forderungen an die Verfu¨gbarkeit des Verzeichnisses. Pru¨fer mu¨ssen jederzeit Anfra-
gen an das Verzeichnis stellen ko¨nnen, die autorisierten IAs jederzeit die gespeicher-
ten Daten bearbeiten, lo¨schen oder aktualisieren und neue Zertifikate publizieren.
Daher kann dieses System nicht ohne einen hochverfu¨gbaren Datenbankserver aus-
kommen.
• Vorgegebene AAI-Architektur: Damit das Verzeichnis vertrauenswu¨rdig ist, du¨rfen
nur privilegierte IAs Schreibzugriff auf die Daten haben. Die O¨ffnung des Verzeich-
nisses fu¨r beliebige Benutzer, auch private Entita¨ten, wu¨rde hohen Aufwand bei
der Benutzerverwaltung erzeugen und die Gewa¨hrleistung der Richtigkeit der ge-
speicherten Daten nahezu unmo¨glich machen. Daher kann ein Trusted Directory
nur fu¨r hierarchische oder hybride AAI mit mo¨glichst wenigen IAs, nicht aber fu¨r
eine dezentralisierte AAI eingesetzt werden.
Ein Trusted Directory eignet sich somit schwerpunktma¨ßig fu¨r den Einsatz innerhalb
geschlossener, mit der Außenwelt nicht interagierender Gruppen (z.B. innerhalb eines
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Unternehmens) mit hierarchischer AAI-Architektur, umfangreichen finanziellen Ressour-
cen und einheitlicher, zentralisierter IT-Infrastruktur.
CVT bietet die folgenden Vorteile:
• Geringer Signaturaufwand fu¨r die IA: Die IA muss immer nur eine einzige Signa-
tur ausstellen, na¨mlich fu¨r die Wurzel des CVT, anstatt einzelne Zertifikate zu
generieren und zu signieren.
• Geringer Kommunikationsaufwand fu¨r die IA: wie fu¨r Offline-Systeme, da der
Baum nur periodisch aktualisiert wird
• Unabha¨ngigkeit der Software-Architektur: wie fu¨r Offline-Systeme
• Positive Statusnachricht: Es werden ausschließlich Positivnachrichten bereitgestellt.
Der Fokus liegt also auf der Verhinderung von falschen Positivannahmen u¨ber
die Gu¨ltigkeit von Inhaber-Attribut-Zuordnungen, weil diese innerhalb einer AAI
schwerwiegendere Folgen haben als falsche Negativannahmen.
Nachteilig sind aber die folgenden Punkte:
• Große zusammenha¨ngende Datenmengen: A¨hnlich CRTs kann ein vollsta¨ndiger
CVT mit vielen Zertifikaten eine sehr große Datenstruktur darstellen, welche auf-
wendig zu transferieren ist.
• Verzo¨gerung: wie fu¨r Offline-Systeme
• Overhead fu¨r Pru¨fer: wie fu¨r Offline-Systeme
Fu¨r Systeme auf Basis von periodisch vero¨ffentlichten Positivnachrichten (CRS,
HCRS, NewPKI) bestehen wiederum andere Vorteile:
• Aktualita¨t: Die Statusnachrichten ko¨nnen aufgrund ihrer einfachen und schnellen
Berechnung und ihrer geringen Gro¨ße in kurzen Zeitabsta¨nden bereitgestellt wer-
den. Damit sind die Informationen hinreichend aktuell.
• Positive Statusnachricht: Es werden prima¨r Positivnachrichten verwendet, Ru¨ck-
rufe sind allenfalls unterstu¨tzend realisiert. So wird verhindert, dass ein Pru¨fer
irrtu¨mlich die Gu¨ltigkeit eines Zertifikats annimmt.
• Geringe Datenmengen: Die Positiv- und ggf. Negativnachrichten stellen im Ge-
gensatz zu Zertifikaten kleine Datenmengen dar. Beispielsweise betra¨gt die Gro¨ße
einer Statusnachricht aus Novomodo nur 1 bis 2% der durchschnittlichen Gro¨ße
eines X.509-Zertifikats (1-2 Kilobyte [NyB99]), na¨mlich 20 Byte6. Es ist offensicht-
lich, dass die kleinen, separat verteil- und speicherbaren Statusnachrichten geringe
Kommunikations- und Speicherkosten verursachen.
6Ein Eintrag in einer CRL mit X.509-Zertifikaten hingegen entha¨lt pro zuru¨ckgerufenem Zertifikat
mindestens 25 Byte. Außerdem muss noch die Gro¨ße der IA-Signatur der Gesamtliste beru¨cksichtigt
werden.
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• Unabha¨ngigkeit der Statusnachrichten: Will ein Pru¨fer die aktuelle Statusnachricht
fu¨r ein bestimmtes Zertifikat abrufen, entsteht kein Kommunikationsoverhead, da er
nur genau diesen Datensatz erha¨lt und keine Informationen u¨ber andere Zertifikate.
• Paradigma-Konsistenz: wie fu¨r Offline-Systeme
Nachteile:
• Anfa¨lligkeit fu¨r falsche Ru¨ckrufannahmen: Durch den verschobenen Fokus wa¨chst
in einem System, das ganz ohne Negativnachrichten arbeitet, die Wahrscheinlich-
keit, dass ein Pru¨fer irrtu¨mlich annimmt, ein Zertifikat wa¨re zuru¨ckgerufen, obwohl
er nur die aktuelle Positivnachricht nicht erhalten hat.
Kapitel 4
Sicherheit auf Peer-to-Peer-Ebene
Um die Konstruktion eines zuverla¨ssigen verteilten Verzeichnisses zu ermo¨glichen, ist
zuna¨chst ein geeignetes P2P-Regelwerk als Grundlage auszuwa¨hlen, das die speziellen Si-
cherheitsanforderungen einer solchen Anwendung erfu¨llt. Nach einer kurzen Vorstellung
und Beurteilung existierender Peer-to-Peer-Dateisysteme werden die Sicherheitsanforde-
rungen fu¨r ein Peer-to-Peer-Verzeichnis hergeleitet und die in Abschnitt 2.5 pra¨sentierten
Protokolle und Regelwerke diesbezu¨glich qualitativ verglichen und bewertet, um zu einer
Entscheidung fu¨r ein konkretes Regelwerk zu gelangen.
Danach wird konkret die Datenverfu¨gbarkeit in einem P2P-System, welches auf das
gewa¨hlte Regelwerk aufbaut, theoretisch analysiert. Dabei werden mit stochastischen
Methoden Aussagen u¨ber die Verfu¨gbarkeitswahrscheinlichkeit von Datensa¨tzen unter
bestimmten Rahmenbedingungen (Angriffswahrscheinlichkeiten, Onlineverhalten, Repli-
kationsfaktoren) zu beliebigen Zeitpunkten hergeleitet.
Weiterhin wird die unter Gesichtspunkten des Kommunikationsaufwandes optimale An-
fragepolitik fu¨r Datensa¨tze ermittelt.
Die Ergebnisse aus diesem Kapitel dienen als Basis fu¨r die in Kapitel 5 vorgestellten
Regeln fu¨r die Speicherung und Anfrage von Zertifikaten und Statusnachrichten. Sie
stellen außerdem den ersten Teil der Sicherheitsanalyse dar (siehe auch Kap. 7).
4.1 Existierende Peer-to-Peer-Datenverwaltungssysteme
Es gibt verschiedene Systeme auf Basis des P2P-Paradigmas, welche fu¨r die Verwaltung
von Daten konzipiert sind. Man unterscheidet drei Arten von Systemen (angelehnt an
[AnS04]):
• Ein P2P-Filesharing-System ermo¨glicht einfachen und direkten Austausch von
Daten. Beispiele fu¨r Filesharing-Systeme, die auch strukturierte Overlays verwen-
den, sind neue eMule-Versionen [EMKAD], LimeWire [LIMEW] und BitTorrent-
Implementierungen wie Kenosis [KENOS] oder eXeem [EXEEM].
Sie setzen aber keine umfangreichen Techniken fu¨r Sicherheit, Verfu¨gbarkeit, Voll-
sta¨ndigkeit und Persistenz der verwalteten Daten ein und kommen daher nicht fu¨r
ein verteiltes AAI-Verzeichnis in Frage.
• Ein P2P-Dateisystem hingegen ist ein System zur Vero¨ffentlichung, Speicherung
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und Verteilung von Daten mit den prima¨ren Zielen Sicherheit, Performanz und
Datenpersistenz. Es werden bewusst Sicherheitstechniken integriert, um diese An-
forderungen erfu¨llen zu ko¨nnen.
• EinP2P-Datenbanksystem ist der Zusammenschluss multipler Datenbanken, die
auf verschiedenen Knoten ausgefu¨hrt werden. U¨ber ein P2P-Netzwerk werden Ver-
bindungen zwischen diesen Systemen hergestellt, Daten auf verschiedenen Knoten
angefragt, koordiniert und ausgetauscht. Beispiele sind LRM [SGM01] und PIER
[HML03].
Fu¨r den betrachteten Anwendungsfall kommen diese Systeme aber nicht in Frage,
da die Organisation von Zertifikaten und Ru¨ckrufen in relationalen Datenbanken
auf verschiedenen Knoten sehr aufwendig wa¨re.
Nur Peer-to-Peer-Dateisysteme passen also hinsichtlich ihrer Anforderungen und Eigen-
schaften zum Zielsystem des verteilten AAI-Verzeichnisses. Eine geeignete Auswahl wird
im Folgenden beschrieben und kurz hinsichtlich ihrer Tauglichkeit als Basis eines P2P-
Verzeichnisses fu¨r eine AAI diskutiert.
4.1.1 CFS
CFS (Cooperative File System) [DKK01] ist ein mittels Chord und dem Blockspeicher-
system DHash (ebenfalls [DKK01]) realisiertes Dateisystem. Zum Load Balancing werden
Dateien in Datenblo¨cke aufgeteilt und diese Segmente auf verschiedenen Knoten abgelegt.
Die Identifizierung von Blocks erfolgt u¨ber den Hashwert ihres Inhalts (Content Hash).
DHash realisiert Caching und die Replikation von Datenblo¨cken, indem jeder Block auf
den ersten k Nachfolgern seines Bezeichners im Chord-Ring abgelegt wird. In neueren
Versionen von DHash wird statt der reinen Replikation die hinsichtlich des Speicherauf-
wandes effizientere Technik des Erasure Coding [WeK02] verwendet.
Auf einem CFS werden mehrere Dateisysteme verschiedener Besitzer umgesetzt, indem
spezielle Root Blocks, d.h. Einstiegspunkte, definiert werden, die u¨ber den o¨ffentlichen
Schlu¨ssel des Inhabers gefunden werden ko¨nnen. Von einem solchen Root Block aus kann
ein Benutzer das entsprechende Dateisystem erkunden.
Fu¨r ein AAI-Verzeichnis ist die Segmentierung der Datensa¨tze eher hinderlich. Zudem
sind AAI-Daten in der Regel kleine Datenmengen: ein X.509-Zertifikat umfasst beispiels-
weise nur ca. 1-2 Kilobyte [NyB99], die Aufteilung der Daten macht daher wenig Sinn.
Auch die Erstellung verschiedener Dateisysteme mit unterschiedlichen Einstiegspunkten
behindert den freien Datenfluss. Die Verteilung der authentischen o¨ffentlichen Schlu¨ssel,
die zum Lesen der Daten anderer Benutzer notwendig sind, wa¨re im geplanten verteilten
AAI-Verzeichnis bei einer mo¨glicherweise großen Anzahl an publizierenden Instanzen sehr
aufwendig bzw. nicht mo¨glich, da hierfu¨r bereits im Verzeichnis gespeicherte AAI-Daten
zur Herleitung der Zertifizierungsketten beno¨tigt wu¨rden.
4.1.2 FARSITE
FARSITE [ABC02][FARSI] ist eine Entwicklung von Microsoft und realisiert die Vertei-
lung und Replikation von Daten auf vernetzten Desktop-PCs. Diese bilden gemeinsam ein
verteiltes Dateisystem, welches einen realen Server oder die lokale Speicherung von Da-
teien auf den Festplatten der Benutzer ersetzen soll. Die Autorisierung der Teilnehmer
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erfolgt auf Basis digitaler Signaturen. Die Zielumgebung ist jedoch nur eingeschra¨nkt
skalierbar, da das System fu¨r den Einsatz in großen Unternehmen oder Universita¨ten
konzipiert ist. Die Obergrenze fu¨r die Netzgro¨ße liegt bei ca. 10.000 Knoten [ABC02].
Zudem werden hohe Anforderungen an die Bandbreite und die sta¨ndige Verfu¨gbarkeit
der angeschlossenen Rechner gestellt.
Da in einer AAI mit verteiltem Verzeichnis von heterogenen Knoten mit verschiedenen
Betriebssystemen, Netzanbindungen, Onlinezeiten usw. auszugehen ist, stellt FARSITE
hierfu¨r keine ada¨quate Technologie dar.
4.1.3 Ivy
Ivy [MMG02] ist ein an NFS angelehntes Dateisystem. A¨nderungen an der Datenbasis
werden von jedem Benutzer in einer Log-Datei protokolliert, die im Blockspeichersytem
DHash gespeichert, verteilt und repliziert wird. Bei der Suche nach Daten muss der su-
chende Teilnehmer selbst u¨ber die Vertrauenswu¨rdigkeit anderer Benutzer entscheiden,
indem er nur die Log-Dateien der Benutzer verwendet, denen er vertraut.
Ivy setzt den Fokus auf das Vertrauen gegenu¨ber einzelnen Log-Dateien. Da jedem Be-
nutzer der AAI mit verteiltem Verzeichnis die gleiche Datenbasis zur Verfu¨gung stehen
soll, ist der dazu orthogonale Ansatz von Ivy nicht passend fu¨r diesen Anwendungsfall.
Die Entscheidung u¨ber Vertrauenswu¨rdigkeit von Authorities, welche Log-Dateien fu¨hren,
wird ja erst im Laufe der Operationen auf der gesamten Datenbasis hergeleitet und kann
den Benutzern nicht a priori bekannt sein. Der Ausschluss bestimmter Teile der Datenba-
sis schon vor der Suche nach Zertifikaten und Statusnachrichten ist daher nicht sinnvoll.
4.1.4 OceanStore
OceanStore [KBC00][OCEAN] ist ein kostenpflichtiger Verzeichnisdienst und basiert auf
dem mit Pastry verwandten Protokoll Tapestry [ZKJ01]. Replikation wird ra¨umlich nahe
den erwarteten Endbenutzern durchgefu¨hrt [Gee02].
Jeder Benutzer ist bei einem Service Provider registriert, dessen Benutzer- und Speicher-
bereich eine Administrationsdoma¨ne bildet. Interaktion mit anderen Doma¨nen wird u¨ber
den Kauf und Verkauf von Speicherplatz zwischen den Service Providern umgesetzt.
OceanStore realisiert ein hybrides Peer-to-Peer-Netzwerk mit Einschra¨nkungen bezu¨glich
des freien Datenaustauschs zwischen den Knoten: Die Daten ko¨nnen nicht frei verteilt
werden, sondern die Verteilung u¨ber Administrationsdoma¨nen hinweg ist vom Verhal-
ten privilegierter Instanzen abha¨ngig. Diesen mu¨ssen die Benutzer vertrauen, damit der
Dienst realisiert werden kann. Eine hybride Infrastruktur widerspricht aber der Forde-
rung, dass die Verantwortung fu¨r ein verteiltes AAI-Verzeichnis bei allen Teilnehmern zu
gleichen Teilen liegt, so dass OceanStore und verwandte Produkte1 fu¨r unsere Zwecke
ungeeignet sind.
4.1.5 PAST
PAST [RoD01b] ist ein P2P-Dateisystem auf Basis von Pastry mit dem expliziten Ziel
der langfristigen Archivierung von Inhalten. Um diese Datenverfu¨gbarkeit erreichen zu
1Pangaea [SKK02] ist konzeptuell eng mit OceanStore verwandt, implementiert aber weniger Sicher-
heitsaspekte.
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ko¨nnen, werden alle eingestellten Dateien repliziert und auf verschiedenen Knoten abge-
legt. Kontrollierte Lo¨schung von Datensa¨tzen ist nicht implementiert.
Das System wird durch SmartCards unterstu¨tzt, welche von einer zentralen Instanz aus-
gegeben werden und die Einhaltung von Speicherplatzbeschra¨nkungen kontrollieren sowie
ein Schlu¨sselpaar zum Einsatz von Signaturen bereitstellen. Auch die NodeID wird unter
Verwendung der SmartCard berechnet.
Die Integrita¨t von Datensa¨tzen wird gesichert, indem jeder publizierende Knoten ein digi-
tales Zertifikat fu¨r den Datensatz u.a. mit dem Hashwert u¨ber den Inhalt, der FileID und
dem gewu¨nschten Replikationsfaktor erzeugt und in der Publikationsphase verwendet.
Da fu¨r jeden Speichervorgang Besta¨tigungen von allen Speicherknoten an den Einsteller
verschickt werden, ist der Vorgang gut nachvollziehbar. Die Ru¨ckmeldungen schu¨tzen
jedoch nicht vor bo¨swilligem Verhalten von Speicherknoten.
Daten ko¨nnen auch verschlu¨sselt werden, allerdings ohne dass dabei die SmartCards zum
Einsatz kommen. Jeder Benutzer kann ein Kryptosystem seiner Wahl verwenden.
Das SmartCard-Konzept zur Knotenauthentifizierung und zur Kontrolle des vereinnahm-
ten Speicherplatzes ist allerdings fu¨r den Anwendungsfall der AAI mit P2P-Verzeichnis
nicht anwendbar, da dafu¨r immer eine zentrale, vertrauenswu¨rdige Instanz fu¨r die Kar-
tenvergabe vorausgesetzt wird. Ein wesentliches Argument fu¨r die Realisierung eines
dezentralisierten Verzeichnisdienstes ist aber die Mo¨glichkeit vollsta¨ndiger organisatori-
scher Dezentralisierung. Bei Voraussetzung von privilegierten Entita¨ten ko¨nnten daher
viele sinnvolle Einsatzszenarien nicht umgesetzt werden (siehe auch Kap. 8).
Insgesamt ist zu bemerken, dass PAST schwerpunktma¨ßig fu¨r die Speicherung und Siche-
rung nicht o¨ffentlicher Datenbesta¨nde konzipiert ist. Um PAST fu¨r ein AAI-Verzeichnis
brauchbar zu machen, mu¨sste das System extrem reduziert und ohne SmartCards be-
trieben werden. Zudem ist das zugrunde liegende Protokoll Pastry hinsichtlich seiner
Sicherheitseigenschaften gegenu¨ber bo¨swilligen Angriffen nicht optimal (siehe 4.2.3).
4.1.6 Fazit
Im Rahmen der Peer-to-Peer-Dateisysteme wa¨re PAST fu¨r den hier diskutierten Anwen-
dungsfall am ehesten geeignet. PAST ist aber als System fu¨r benutzereigene und damit
nicht-o¨ffentliche Daten konzipiert und stellt hinsichtlich der SmartCard-Technologie hohe
Anforderungen an die Teilnehmer . Es beno¨tigt zudem eine zentrale, vertrauenswu¨rdige
Vergabestelle, um die implementierten Sicherheitsmechanismen nutzen zu ko¨nnen. Da
das verteilte AAI-Verzeichnis auch fu¨r den Einsatz in organisatorisch vollsta¨ndig dezen-
tralisierten Umgebungen einsetzbar sein soll, ist auch PAST nicht geeignet.
Es kann also fu¨r ein verteiltes AAI-Verzeichnis nicht auf bestehende P2P-Dateisysteme
zuru¨ckgegriffen werden, sondern es ist die Spezifikation einer eigenen Lo¨sung notwendig.
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4.2 Auswahl des optimalen Peer-to-Peer-Regelwerks
4.2.1 Basiskennzahlen
Die Vorstufe zur Untersuchung der Protokolle auf ihre Tauglichkeit fu¨r ein verteiltes
Datenverwaltungssystem ist die Gegenu¨berstellung ihrer Basiskennzahlen: durchschnitt-
licher Aufwand fu¨r Join, Leave und Lookup sowie Maximalgro¨ße der Routing-Tabellen.
Aufwand
fu¨r Join
Aufwand
fu¨r Leave
Aufwand
fu¨r Lookup
Max. Gro¨ße der
Routing-Tabelle
CAN O(d) O(d) O(dN
1
d ) d
Chord O(log2N) O(log22 N)
1
2 log2N log2N
Kademlia O(log2N) - O(log2N)
oder
O(log2b N)
k log2N
oder
k 2blog2bN
P-Grid O(log2N) - O(log2N) log2N
Pastry 3 · 2b · log2bN O(log2bN) O(log2bN) log2bN + 2|L|
Symphony O(log22N) O(log
2
2N) O(
1
q (log
2
2N)) 2q + 2
Viceroy O(log2N) O(log2N) O(log2N) 12
Tabelle 4.1: Basiskennzahlen fu¨r strukturierte Protokolle und Regelwerke
Die beiden unterschiedlichen Werte in Kademlia erkla¨ren sich durch eine Optimierung
mit erweiterter Routing-Tabelle; in der Regel gilt hier b = 5.
Die Protokolle bewegen sich mit Ausnahme von CAN hinsichtlich des Aufwandes fu¨r
Join, Leave und Lookup in der Gro¨ßenordnung O(logN). In den Kategorien Performanz
und Skalierbarkeit der Netze gibt es also kaum relevante Unterschiede.
4.2.2 Angriffe in Peer-to-Peer-Datenverwaltungssystemen
Allgemein verfolgt ein Angreifer auf ein beliebiges System seine Ziele unter Ausnutzung
der Gesamtheit seiner Fa¨higkeiten und Kenntnisse. In diesem Abschnitt wird speziell ein
Angreifer betrachtet, welcher die Kompromittierung eines verteilten Datenverwaltungs-
systems bezweckt.
Sein Fa¨higkeitsprofil wird im Folgenden als Worst-Case-Szenario aufbauend auf vier
grundlegenden Annahmen und Voraussetzungen definiert. Danach werden Motivation
und konkrete Ziele des Angreifers hergeleitet.
Diese Angreiferspezifikation dient dann als Grundlage fu¨r die folgende Bewertung der in
2.5 vorgestellten Peer-to-Peer-Protokolle und -Regelwerke anhand von Sicherheitskrite-
rien, die ein Peer-to-Peer-Netzwerk gegen solche Angriffe widerstandsfa¨hig machen. Aus
dieser Bewertung resultiert die Entscheidung fu¨r ein konkretes Regelwerk.
4.2.2.1 Annahmen und Voraussetzungen fu¨r die Sicherheitsbetrachtung
Annahme A1: Sicherheit der Netzwerkebene. Nachrichten zwischen Knoten wer-
den mittels einer logisch unterhalb des Overlays angesiedelten Netzwerkebene, die bei-
Kapitel 4 - Sicherheit auf P2P-Ebene 71
spielsweise TCP/IP implementiert, u¨bertragen. Das gilt sowohl fu¨r die Weiterleitung von
Lookups zwischen Knoten als auch fu¨r den Austausch von Datensa¨tzen.
Es wird angenommen, dass auf dieser Ebene geeignete Sicherheitstechniken wie z.B.
SSL/TLS [DiA99] zur Verbindungsverschlu¨sselung zum Einsatz kommen und sie damit
sicher gegen Angriffe ist. Konkret heißt dies, dass die direkte Kommunikation zwischen
zwei Knoten auf der Netzwerkebene nicht von Dritten abgeho¨rt oder vera¨ndert werden
kann. Jeder Peer kann nur solche Nachrichten lesen und verarbeiten, die direkt an seine
Netzwerkadresse gerichtet sind. Diese Annahme abstrahiert somit von der Netzwerkebene,
auf der prinzipiell verschiedene Technologien wie z.B. TCP/IP, UDP/IP oder ISO/OSI
eingesetzt werden ko¨nnen.
Weiterhin wird diese Kommunikation als vollsta¨ndig, fehlerfrei und nahezu verzugslos
angesehen.
Annahme A2: Sicherheit der kryptographischen Methoden. Alle kryptogra-
phischen Methoden, die zur Ver- und Entschlu¨sselung, Signaturerzeugung und -pru¨fung
sowie zur Berechnung von FileIDs und NodeIDs angewandt werden, sind als sicher vor-
ausgesetzt. Ein Angreifer kann diese nicht brechen.
Annahme A3: Angriffswahrscheinlichkeit. Es wird angenommen, dass jeder Kno-
ten mit Wahrscheinlichkeit pa > 0 ein Angreifer ist und somit bo¨swillig handelt. Der
Erwartungswert fu¨r die Anzahl solcher bo¨swilliger Peers in einem Netz mit N Knoten ist
paN .
Annahme A4: Statisches Netzwerk. Vereinfachend wird angenommen, dass sich
ein gegebenes Netzwerk mit seinen Knoten und den Verbindungen zwischen ihnen nicht
vera¨ndert. Fluktuation (Joins und Leaves) von Knoten u¨ber die Zeit hinweg wird fu¨r die
Auswahl der geeigneten P2P-Technik vernachla¨ssigt.
4.2.2.2 Angreiferfa¨higkeiten
Allgemein kann ein Angreifer auf ein computerbasiertes System entweder als Teilnehmer
oder als Außenstehender (externe Entita¨t) versuchen die Datenbasis oder die Funktions-
weise des Systems zu beeintra¨chtigen [BSI06].
Eine bo¨swillige externe Entita¨t kann aufgrund der Annahme A1 nicht auf Netzwerkebene
in den Datenverkehr zwischen den Knoten eines P2P-Netzwerks eingreifen. Knoten auf
Overlay-Ebene sprechen diese nie direkt an, da sie keine NodeID besitzt. Weiterhin kann
sie selbst keine Nachrichten an andere Knoten senden, so dass sie weder aktiv noch passiv
am Datenverkehr im P2P-System beteiligt ist. Dieser Angreifer wird daher nicht weiter
betrachtet.
Ein bo¨swilliger Systemteilnehmer verfu¨gt hingegen u¨ber wesentlich umfangreichere Mo¨g-
lichkeiten, da er als Peer uneingeschra¨nkt am Nachrichtenverkehr partizipieren kann.
Dementsprechend ist er in der Lage, Lookup-Nachrichten fu¨r die Suche nach beliebigen
Bezeichnern zu erzeugen, an andere Teilnehmer versenden und somit Datensa¨tze im Netz-
werk zu publizieren und anzufragen.
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Er kennt weiterhin alle Basisparameter des P2P-Regelwerks, beispielsweise die Berech-
nungsmethoden fu¨r NodeIDs und FileIDs sowie verwendete Ver- und Entschlu¨sselungs-
algorithmen, Signatur- und Hashfunktionen. U¨ber alle Datensa¨tze, fu¨r die er zu den
zusta¨ndigen Knoten geho¨rt und die er dementsprechend auf seinem eigenen Computer-
system gespeichert hat, besitzt er uneingeschra¨nkte Kontrolle. Er kann sie also lo¨schen,
modifizieren oder gegenu¨ber anfragenden Knoten zuru¨ckhalten.
Der Angreifer ist selbst Bestandteil von Routing-Pfaden und kann daher alle Lookup-
Nachrichten, die ihn erreichen, lesen und untersuchen. Zudem kann er u¨ber den na¨chsten
Knoten in einem Routing-Pfad entscheiden: aus seiner Routing-Tabelle kann er einen
gema¨ß den Regeln des Lookup-Verfahrens passenden oder falschen Knoten entnehmen,
aber auch von der Tabelle abweichen, beispielsweise um einen Lookup an einen anderen
bo¨swilligen Knoten weiterzuleiten.
Mehrere bo¨swillige Systemteilnehmer ko¨nnen gemeinsam eine Verschwo¨rung bilden.
4.2.2.3 Angreiferziele
Angriffe werden - angelehnt an die Arbeit von Srivatsa und Liu [SrL04] - in Angriffe auf
die Datenbasis, auf den Lookup und auf die Netzwerkorganisation eingeteilt. Ein Angrei-
fer kann ein oder mehrere der vorgestellten Ziele verfolgen.
Angriffe auf die Datenbasis
Ein Angreifer kann die Verfa¨lschung oder Vernichtung von Datensa¨tzen bzw. die Ver-
schleierung von deren Existenz bezwecken.
• Gezielter Angriff. Ein Angreifer strebt die Scha¨digung konkreter Datensa¨tze an.
• Ungezielter Angriff. Der Angreifer zielt auf die Manipulation der Datenbasis als
solche ab. Schlimmstenfalls werden alle Datensa¨tze, fu¨r die der Angreifer zusta¨ndig
ist, gelo¨scht, modifiziert oder anderweitig unverfu¨gbar gemacht.
Angriffe auf den Lookup
Ein Angreifer kann daran interessiert sein, den Lookup fu¨r eine bestimmte oder beliebige
FileID zu sto¨ren.
• Verzo¨gerung
Der ungefa¨hrlichste Fall ist die Weiterleitung von Lookup-Nachrichten nicht an
einen gema¨ß der Lookup-Spezifikation passenden Knoten, sondern an einen zufa¨llig
ausgewa¨hlten. Dies hat zur Folge, dass der Routing-Pfad zu zusta¨ndigen Knoten
la¨nger und somit die Antwort auf den Lookup verzo¨gert wird.
• Verhinderung
Ein Angreifer kann empfangene Lookup-Nachrichten lo¨schen, zuru¨ckhalten oder an
einen anderen bo¨swilligen Knoten weiterleiten. Dadurch kann das Auffinden von
zusta¨ndigen Knoten verhindert werden, bis der Anfrageknoten einen neuen Lookup
startet [CDG02].
• Verschleierung von Datenbesta¨nden
Weiterhin kann ein Angreifer versuchen, bestimmte existierende Datensa¨tze als un-
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verfu¨gbar erscheinen zu lassen, indem er die Bezeichner in empfangenen Lookup-
Nachrichten so fa¨lscht und weiterleitet, dass andere Knoten fu¨r zusta¨ndig gehalten
werden. Dann wird entweder auf den falschen Knoten nach einem Datensatz ge-
sucht, oder aber er wird an die falschen Knoten zur Speicherung u¨bergeben und ist
fu¨r Lookups nach seiner urspru¨nglichen FileID nicht auffindbar.
A¨hnlich funktionieren auch Net-Split-Angriffe (Partitioning [SiM02]), im Rahmen
derer Lookups in ein paralleles P2P-Netzwerk von Angreifern umgeleitet werden.
Angriffe auf die Netzorganisation
Der Angreifer verfolgt hier das Ziel, die Struktur des Peer-to-Peer-Systems zu unterwan-
dern. Zwei wesentliche Herangehensweisen sind mo¨glich:
• Betrieb mehrerer Knoten
Betreibt ein Angreifer mehrere Knoten, erho¨ht sich die Wahrscheinlichkeit, dass er
Teil eines beliebigen Routing-Pfades oder fu¨r einen beliebigen Datensatz zusta¨ndig
wird. Zudem vervielfacht sich auch die Gesamtzahl der Datensa¨tze, fu¨r die er ver-
antwortlich ist. Dies erleichtert Angriffe auf den Lookup und die Datensa¨tze selbst.
Die Generierung verschiedener NodeIDs und damit das Auftreten einer Entita¨t
als multiple Knoten im Netzwerk wird auch als Sybil Attack2 bzw. Sybil-Angriff
[Dou02] bezeichnet.
• Selbstpositionierung
Eine Entita¨t, die gezielte Angriffe plant, kann versuchen ihren Knoten so im Overlay
zu positionieren, dass dieser fu¨r einen konkret anvisierten Datensatz zusta¨ndig wird.
Da ein bo¨swilliger Systemteilnehmer die Verfahren zur Bestimmung von NodeIDs
und FileIDs kennt, ist denkbar, dass er selbst (mit hoher Wahrscheinlichkeit mit-
tels zahlreicher Versuche) die entsprechend passende NodeID fu¨r sich erzeugt. Es
handelt sich hierbei um eine Variante der Sybil Attack.
4.2.3 Vergleich der Sicherheitseigenschaften
Es werden nun die Kriterien entwickelt, anhand derer die Protokolle und Regelwerke
hinsichtlich ihrer Robustheit gegenu¨ber den genannten Angriffen bewertet werden.
4.2.3.1 Sicherheit der Datenbasis
Replikation
Jeder publizierte Datensatz wird in Form von k identischen Replika auf verschiedenen
Knoten abgelegt. Die meisten Regelwerke verfu¨gen u¨ber solche Mechanismen. Damit
wird prima¨r das Ziel verfolgt, Datenverlust durch fehlerbedingte Ausfa¨lle von Knoten
zu verhindern. Der Oberbegriff Replikation wird im Folgenden ausschließlich verwendet,
unabha¨ngig davon, ob ”klassische“ Replikation, d.h. Erzeugung von identischen Kopien
2Bei dieser Bezeichnung handelt es sich um eine Anlehnung an das bekannte Buch Sybil von Flora
Retha Schreiber [Sch74]. Dieses dokumentarische Werk handelt von einer jungen Frau mit einer multiplen
Perso¨nlichkeitssto¨rung, welche 16 verschiedene Identita¨ten besitzt. Obwohl inzwischen angezweifelt wird,
dass bei der Patientin tatsa¨chlich eine solche Sto¨rung vorlag, ist der Name Sybil auch heute noch mit
dem Begriff der multiplen Perso¨nlichkeiten verknu¨pft.
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eines Datensatzes, oder eine redundanzmindernde Technik wie Erasure Coding (siehe
4.1.1, [WeK02]) eingesetzt wird.
Tabelle 4.2 vergleicht die verwendeten Replikationstechniken. Der Knoten, der einen be-
stimmten Datensatz publiziert, wird auch als Einsteller bezeichnet.
Um einen fundierten Vergleich mit den anderen Regelwerken zu ermo¨glichen, werden die
reinen Protokolle Chord und Pastry, fu¨r die in ihrer Grundform keine Replikation de-
finiert ist zusammen mit den Replikationstechniken von DHash bzw. PAST betrachtet.
Fu¨r Viceroy ist kein Replikationsmechanismus vorgesehen [MNR02], aufgrund der Defi-
nition des zusta¨ndigen Knotens als succ(b) kann aber Replikation wie in DHash realisiert
werden.
Bei der Implementierung von Replikationsmechanismen gilt dann jeweils |Nb| = k fu¨r Re-
plikationsfaktor k: alle Replikainhaber sind gemeinsam fu¨r den entsprechenden Datensatz
zusta¨ndig.
Zusta¨ndige Knoten fu¨r Replika
(Replikationsfaktor k > 1)
Erzeuger
CAN k Realita¨ten
Nachbarn halten Backups fu¨r den
Fehlerfall
k Realita¨ten: Einsteller
Sonst: Knoten mit geringster
Distanz zu b transferiert Re-
plika an Nachbarn
Chord + DHash k erste Nachfolger von
Bezeichner b
Erster direkter Nachfolger
succ(b)
Kademlia k Knoten mit zu b na¨chster
NodeID
Einsteller
P-Grid kein fester Wert k, Replikation auf
Knoten mit gleichem Zusta¨ndig-
keitspfad
Einsteller/Netzwerk
(Routing mit verschiedenen
Einstiegsknoten fu¨hrt zu ver-
schiedenen Speicherknoten)
Pastry + PAST k Knoten mit zu b na¨chster
NodeID
Knoten mit geringster Di-
stanz zu b
Symphony k Nachfolger von b Erster direkter Nachfolger
succ(b)
Viceroy Mo¨glich: k erste Nachfolger von b Dann: erster direkter Nach-
folger succ(b)
Tabelle 4.2: Kriterien fu¨r die Bewertung der Replikationstechniken
Fu¨r die Bewertung einer Replikationsstrategie ist insbesondere interessant, von welchem
Knoten die Replika bei Publikation des Datensatzes erzeugt werden. Hierbei werden zwei
Methoden unterschieden:
1. Erstellung durch einen der zusta¨ndigen Knoten: Hier ist ein einziger Knoten, in der
Regel der erste Nachfolger der FileID oder derjenige mit minimaler Distanz seiner
NodeID zur FileID, fu¨r die Erstellung aller weiteren Replika zusta¨ndig. Handelt
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er bo¨swillig, kann er den Datensatz bereits zum Publikationszeitpunkt dauerhaft
unverfu¨gbar machen, indem er ihn nicht weiter repliziert und auch selbst nicht
speichert. Die Wahrscheinlichkeit des Datenverlustes bei einem Publikationsvorgang
ist also pa, da sie nur vom zusta¨ndigen Knoten abha¨ngt.
2. Erstellung durch den publizierenden Knoten: Werden die Replika hingegen vom
Einsteller einzeln an die zusta¨ndigen Knoten fu¨r die Replika u¨bertragen, so be-
sitzt dieser die alleinige Kontrolle u¨ber den Replikationsprozess. Ein bo¨swilliger
zusta¨ndiger Knoten kann dann nur ein Replikat vernichten. Damit ein Datensatz
vollsta¨ndig verloren geht, mu¨ssten alle Speicherknoten der Replika bo¨swillig han-
deln. Die Wahrscheinlichkeit hierfu¨r ist nur pka ¿ pa.
Bei Kademlia liegt die Verantwortung fu¨r die Replikation immer beim publizierenden
Knoten. Werden bei CAN multiple Realita¨ten eingesetzt, so beha¨lt auch hier der Ein-
steller die Kontrolle u¨ber den Replikationsvorgang.
In P-Grid erzeugt zwar auch der Einsteller die Replika, aber nicht im Rahmen eines
kontrollierten Replikationsverfahrens: Die Anzahl der Replika ist abha¨ngig davon, wie
viele Knoten sich fu¨r einen Pfad bereit erkla¨rt haben und wie viele dabei wa¨hrend des
Publikationsprozesses gefunden werden (siehe 2.5.4). Feste Replikationsfaktoren ko¨nnen
so nicht realisiert werden.
In den anderen Protokollen ist einer der zusta¨ndigen Knoten allein fu¨r die Replikation
verantwortlich.
4.2.3.2 Sicherheit des Lookup
Kurze Routing-Pfade
Bei Publikation und Anfrage von Datensa¨tzen ist es wichtig, dass der Lookup zur Er-
mittlung des zusta¨ndigen Knotens fu¨r den Datensatz korrekt ausgefu¨hrt wird. Da wegen
A3 ein Knoten mit Wahrscheinlichkeit pa bo¨swillig handelt, ergibt sich die Wahrschein-
lichkeit plookup, dass ein Lookup fehlerfrei gelingt, wie folgt:
plookup = (1− pa)lpath
Die Variable lpath bezeichnet die La¨nge des Routing-Pfades. Die Erfolgswahrscheinlichkeit
nimmt also bei konstantem pa mit der La¨nge des Pfades drastisch ab (siehe Abb. 4.1).
Fu¨r Lookup-Protokolle, die lange Pfade produzieren, ist somit die Wahrscheinlichkeit fu¨r
einen Angriff auf den Lookup allgemein ho¨her als fu¨r solche mit kurzen Pfaden.
Die durchschnittliche Pfadla¨nge ist identisch mit dem Aufwand fu¨r einen Lookup gema¨ß
der dritten Spalte in Tabelle 4.1. CAN mit einer Pfadla¨nge O(dN
1
d ) ist zwar komple-
xita¨tstheoretisch gegenu¨ber den anderen Protokollen mit Pfadla¨ngen der Gro¨ßenordnung
O(logN) im Nachteil, in praktischen Untersuchungen ergab sich aber, dass sich die
Pfadla¨nge in CAN insbesondere bei Verwendung multipler Realita¨ten nicht wesentlich
von diesen unterscheidet [GGG03] [RFH01].
Authentifizierung von Knoten
Um den Lookup gegen Angriffe abzusichern ist die wechselseitige Authentifizierung der
beteiligten Knoten sinnvoll. So kann verhindert werden, dass sich bo¨swillige Entita¨ten
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Abbildung 4.1: Wahrscheinlichkeit fu¨r den Erfolg eines Lookup in Abha¨ngigkeit von der
Pfadla¨nge, pa = 0.5
als andere Knoten ausgeben, indem sie die eigene NodeID fa¨lschen. Zudem wird die
Realisierung von Reputationsmanagement, d.h. die wechselseitige Bewertung des Trans-
aktionsverhaltens von Knoten mo¨glich [KSG03].
Ein solcher Mechanismus auf Basis von Public-Key-Kryptographie ist nur in P-Grid im-
plementiert. Die Authentifizierungsdaten, insbesondere die Zuordnung zwischen NodeID
und PublicKey, werden dabei selbst als Datensa¨tze im P2P-Netzwerk gespeichert. Die
Entwickler von P-Grid betonen aber in [ADH03] selbst, dass dieses Authentifizierungs-
konzept auf andere Regelwerke portiert werden kann.
Plausibilita¨tspru¨fung des zusta¨ndigen Knotens
Ist der Lookup abgeschlossen, erha¨lt dessen Initiator NodeID und Netzwerkadresse eines
zusta¨ndigen Knotens (bzw. mehrere solche Kontakte). Es liegt jetzt in seinem Interesse
nachzupru¨fen, ob diese Antwort plausibel ist, z.B. indem er pru¨ft, ob die NodeID des
zuru¨ckgelieferten Knotens ein Pra¨fix bestimmter La¨nge mit FileID teilt. Die absolute
Korrektheit kann er damit nicht beweisen, aber zumindest deutliche Fehlmeldungen aus-
schließen.
Prinzipiell ist eine solche Pru¨fung in allen P2P-Protokollen realisierbar, bei denen die
NodeID Ru¨ckschluss auf den Zusta¨ndigkeitsbereich eines Knotens zula¨sst, d.h. in allen
genannten mit Ausnahme von P-Grid.
Monitoring der Routing-Pfade
Bo¨swillige Knoten im Routing-Pfad ko¨nnten versuchen, eine Anfrage gar nicht oder nicht
korrekt weiterzuleiten. Daher liegt es im Interesse des Initiators den Routing-Prozess zu
kontrollieren, um hinsichtlich der protokollgema¨ßen Durchfu¨hrung des Lookup sicher zu
sein. Er will dabei insbesondere pru¨fen, ob der jeweils na¨chste Knoten im Pfad den Kri-
terien des Protokolls genu¨gt. In den meisten Protokollen liegt die Verantwortung fu¨r die
Wahl des na¨chsten Knotens und die Weiterleitung der Lookup-Nachricht beim jeweils
aktuellen Knoten des Lookup-Vorgangs, d.h. dem letzten Empfa¨nger von lookupb.
Der Initiator muss dann darauf vertrauen, dass die Antwort des Lookup korrekt ist. Auch
ein Knoten innerhalb des Routing-Pfades erha¨lt keine Ru¨ckmeldung, ob der Peer, an den
Kapitel 4 - Sicherheit auf P2P-Ebene 77
er die Lookup-Nachricht weitergeleitet hat, sich protokollgema¨ß verha¨lt.
Fu¨r das Monitoring von Zwischenschritten durch Knoten im Pfad oder durch den Initiator
wa¨re die aufwendige Erweiterung des Peer-to-Peer-Regelwerks unter Entstehung zusa¨tz-
licher Verkehrsdaten notwendig, welche den Lookup-Aufwand mindestens verdoppelt. In
CAN ist eine solche Modifikation nicht mo¨glich [SrL04]. Kademlia hingegen implemen-
tiert standardma¨ßig Ru¨ckmeldungen jedes Knotens an den Initiator des Lookup.
Eingriffsmo¨glichkeiten des Initiators
Das Monitoring von Pfaden durch den Initator ist nur dann sinnvoll, wenn er auf diese
Information reagieren kann, indem er bei Problemen aktiv in den Routingprozess ein-
greift. Dies ist nur in Kademlia der Fall. Der initiierende Knoten gibt hier selbst in jedem
Routingschritt seine Lookup-Nachricht an von ihm selbst ausgewa¨hlte Knoten aus der
im letzten Schritt zuru¨ckgelieferten Menge der Kandidaten weiter.
In allen anderen Regelwerken ist keine Eingriffsmo¨glichkeit fu¨r den Initator vorgesehen;
selbst wenn er den Lookup u¨berwachen ko¨nnte, ha¨tte er keine Mo¨glichkeit zum Eingriff.
Tabelle 4.3 fasst die Sicherheitskonzepte gegen Routingangriffe zusammen.
Pfadla¨nge Knotenauthen-
tifizierung
Plausibili-
ta¨tspru¨fung
Monitoring &
Eingriffsmo¨glichkeiten
CAN O(dN
1
d ) nein ja nein
Chord O(log2 N) nein ja nein
Kademlia O(log2 N) /
O(log2b N)
nein ja ja
P-Grid O(log2 N) ja nein nein
Pastry O(log2b N) nein ja nein
Symphony O(log22 N) nein ja nein
Viceroy O(log2 N) nein ja nein
Tabelle 4.3: Kriterien fu¨r die Bewertung des Routing
4.2.3.3 Sicherheit der Netzwerkorganisation
Regeln zur Berechnung von NodeIDs und Nachpru¨fbarkeit
In den meisten Protokollen ha¨ngt der Zusta¨ndigkeitsbereich eines Knotens von seiner
NodeID ab. Ein Knoten kann Zusta¨ndigkeit fu¨r einen bestimmten Datensatz erlangen,
wenn es seinem Betreiber mo¨glich ist, die NodeID dieses Knotens selbst zu wa¨hlen.
Wird die NodeID jedoch mittels Hashing charakteristischer, nachpru¨fbarer Daten des
Knotens erzeugt, ist die Selbstpositionierung signifikant erschwert. Da die Hashfunktion
kollisionsresistent und nicht umkehrbar ist, ko¨nnen zu einer angestrebten NodeID nicht
einfach passende charakteristische Eingabedaten erzeugt werden. Wa¨hrend in den Ba-
sisversionen einiger Systeme (z.B. CAN) frei wa¨hlbare NodeIDs propagiert wurden, was
Selbstpositionierung ermo¨glichen wu¨rde, hat sich mittlerweile das Hashing der aktuellen
IP-Adresse eines Knotens, ggf. in Kombination mit einer Portnummer, in Forschung und
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Praxis fu¨r alle Protokolle mit Ausnahme von P-Grid durchgesetzt [CGP05].
P-Grid ist ein Spezialfall: hier kann ein Knoten zwar nicht seine NodeID, aber seinen
Zusta¨ndigkeitsbereich selbst bestimmen, da dieser wie bereits erwa¨hnt von der NodeID
unabha¨ngig ist. In die NodeID selbst gehen zusa¨tzlich zur IP-Adresse der Erstanmel-
dung auch Datum, Zeit und eine Zufallszahl ein; allerdings bieten diese Daten keinerlei
Schutz vor Angriffen, bei denen sich ein Knoten mit bo¨swilliger Absicht einen bestimm-
ten Zusta¨ndigkeitsbereich wa¨hlt.
Die Verwendung von IP-Adressen als Basis fu¨r die NodeID-Berechnung hat allerdings
Nachteile, insbesondere wenn IPv6-Adressen verwendet werden: hier kann ein Teilnehmer
standardma¨ßig eine große Anzahl an verschiedenen IP-Adressen besitzen, wodurch Sybil-
Angriffe erleichtert werden [DiH06] [CDG02]. Die in einigen Regelwerk-Implementierung-
en propagierte3 Kombination von Netzwerkadresse und Portnummer ist ebenfalls pro-
blematisch, da hierdurch unter Ausnutzung verschiedener Ports der Betrieb mehrerer
Knoten auf einem einzigen Rechner mo¨glich wird (erfolgreiche Sybil Attack). Daher ist
die Entwicklung alternativer Mo¨glichkeiten zur NodeID-Berechnung ein großes Ziel der
aktuellen Peer-to-Peer-Forschung. Sie sind allerdings derzeit noch kein Bestandteil von
P2P-Regelwerken und werden hier daher nur kurz angerissen.
Ein Ansatz zur Erschwerung von Sybil-Angriffen, der ohne eine zentrale Instanz zur
NodeID-Vergabe [Dou02] auskommt, ist der Self Registration Approach von Dinger und
Hartenstein [DiH06]: Ein Knoten berechnet seine NodeID aus IP-Adresse und Port4
und registriert diese bei r bestimmten existierenden Knoten, welche die Korrektheit der
NodeID pru¨fen und dann auf Anfragen anderer Peers nach dieser ID einen entsprechen-
den Registrierungsstatus liefern. Ein anderer Knoten akzeptiert diese NodeID als korrekt,
wenn mindestens r2 der Registrierungsknoten eine positive Ru¨ckmeldung liefern und so-
mit als ”Fu¨rsprecher“ fu¨r den betreffenden Knoten agieren.
Ein weiterer Ansatz basiert auf Crypto Puzzles: hier muss jeder Knoten, um eine NodeID
zu berechnen, zuna¨chst eine bereitgestellte kryptographische Aufgabe lo¨sen und die Lo¨-
sung stets bereithalten. So ist die Erzeugung jeder zusa¨tzlichen NodeID mit Aufwand
verbunden [CDG02].
Zuweisung der Zusta¨ndigkeitsbereiche
In allen pra¨sentierten Protokollen mit Ausnahme von P-Grid sind die Zusta¨ndigkeits-
bereiche fu¨r die FileIDs an die NodeIDs der Knoten gebunden. Somit kann sich ein
Knoten nur dann selbst im Overlay positionieren, wenn er die Regeln zur Berechnung
von NodeIDs umgehen kann, wie im vorigen Abschnitt beschrieben.
Anders ist es allerdings bei P-Grid: Hier existiert keine Verbindung zwischen NodeID
und Zusta¨ndigkeitsbereich, die Zusta¨ndigkeiten werden selbsta¨ndig zwischen den Knoten
ausgehandelt. Da diese Verhandlungen zwar festen Regeln, aber keinen Kontrollen unter-
liegen, und beliebig viele Knoten gleichzeitig fu¨r ein Pra¨fix verantwortlich sein ko¨nnen,
ist es fu¨r einen bo¨swilligen Knoten leicht mo¨glich, die Verhandlungen zu umgehen und
sich selbst vorteilhaft zu positionieren.
3Die Hinzunahme der Port-Nummer wird dort vor allem mit der Motivation empfohlen, in Netzwerken
mit NAT-Gateways, welche die IP-Adressen der verwalteten Rechner maskieren und z.B. in Firmennetz-
werken auf eine einzige IP-Adresse abbilden, den Betrieb mehrerer Knoten zu ermo¨glichen.
4Anmerkung: Auch hier tritt wieder die bereits oben erwa¨hnte Port-Problematik auf.
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4.2.4 Bewertung und Entscheidung
4.2.4.1 Gewichtung
Die in den vorigen Abschnitten ermittelten und untersuchten Sicherheitskriterien sind
unterschiedlich relevant fu¨r die Gesamtsicherheit eines Systems. Daher ist eine Gewich-
tung als Grundlage fu¨r eine fundierte Entscheidung notwendig.
Als wichtigste Eigenschaften werden die Mo¨glichkeit zur Verfolgung und Korrektur des
Routing-Pfades, also dasMonitoring und die Eingriffsmo¨glichkeiten des Lookup-Initiators
eingestuft, weil die konsequente, standardma¨ßige U¨berpru¨fung aller Schritte im Routing-
Pfad falsche Weiterleitungen verhindern kann und die Pru¨fung der Plausibilita¨t des
zuru¨ckgelieferten Knoten hinfa¨llig macht. Auch die La¨nge der Pfade ist nur dann ei-
ne kritische Gro¨ße, wenn der Lookup-Initiator Angriffe nicht erkennen und daher nicht
auf sie reagieren kann.
Da Replikation die Vollsta¨ndigkeit der Datenbesta¨nde sowohl bei Angriffen als auch bei
Ausfa¨llen sichert und daher ein unumga¨ngliches Instrument zur Sicherung der Funk-
tionsfa¨higkeit und Zuverla¨ssigkeit eines Datenverwaltungssystems darstellt, wird die zweit-
ho¨chste Gewichtung dem Kriterium Erzeuger der Replika zugeteilt. Kann der Einstel-
ler die Replika selbst generieren, hat er aufgrund Annahme A1 Sicherheit daru¨ber,
dass tatsa¨chlich k seiner Datensa¨tze auf den zusta¨ndigen Knoten angekommen sind. Sie
ko¨nnen dann ausschließlich durch bo¨swilliges Verhalten der speichernden Knoten selbst
zersto¨rt werden5.
Monitoring &
Eingriffsmo¨glichkeiten
Erzeuger Replika Verhinderung
Selbstposi-
tionierung
CAN
(k Realita¨ten)
- + +
Chord + DHash - - +
Kademlia + + +
P-Grid - (+) (ohne festes k) -
Pastry + PAST - - +
Symphony - - +
Viceroy - - +
Tabelle 4.4: Bewertung der zentralen Sicherheitskriterien
Die Mo¨glichkeit zur Selbstpositionierung erleichtert Sybil-Angriffe und wird daher als
Ausschlusskriterium gewertet.
5Wegen Annahme A4 wird die Gefahr durch Knoten, die zu einem spa¨teren Zeitpunkt zusta¨ndig
werden, hier ausgeblendet. Ihre Existenz wird erst in Abschnitt 4.3 ausfu¨hrlich in die Betrachtungen
einbezogen.
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4.2.4.2 Ergebnis
Als einziges der Protokolle erha¨lt Kademlia positive Bewertungen in allen drei Haupt-
punkten. Zudem ist Kademlia durch seine Integration in aktuellen Filesharing-Systemen
bereits erfolgreich in der Praxis erprobt.
Kademlia erfu¨llt also die wichtigsten Sicherheitsanforderungen auf Peer-to-Peer-Ebene
und ist somit das am besten geeignete Regelwerk als Basis fu¨r ein verteiltes Daten-
verwaltungssystem im Allgemeinen und das verteilte Datenverwaltungssystem fu¨r eine
Authentifizierungs- und Autorisierungsinfrastruktur im Speziellen.
4.3 Stochastische Analyse der Datenverfu¨gbarkeit
in Kademlia-basierten Netzwerken
Da bisher keine ausfu¨hrlichen Untersuchungen zur zeitabha¨ngigen Verfu¨gbarkeit von Da-
tensa¨tzen in Kademlia existieren, wird nun ein stochastisches Formelwerk entwickelt, mit
Hilfe dessen konkrete Parameter des Netzwerks wie die maximale Fluktuation von Knoten
pro Zeiteinheit und der ideale Replikationsfaktor unter bestimmten Rahmenbedingungen
hergeleitet werden.
Nach der Vorstellung grundlegender Definitionen wird die Formel fu¨r die Basisverfu¨gbar-
keit, d.h. die Verfu¨gbarkeit in einem Netzwerk ganz ohne bo¨swillig handelnde Knoten,
nach einer Grundidee der Entwickler von Kademlia [MaM02] aufgestellt und untersucht.
Dann wird die Betrachtungsgranularita¨t verfeinert, indem die Periodenla¨nge auf Minuten
verringert wird. So ist eine genauere Analyse der Verfu¨gbarkeitsentwicklung mo¨glich. Die
in der Basisverfu¨gbarkeit noch nicht beru¨cksichtigten Angriffe durch bo¨swillige Knoten
werden integriert.
Die Betrachtung wird auf gro¨ßere Zeitra¨ume von mehreren Stunden ausgeweitet, wo-
bei auch der Kademlia-eigene Republishing-Mechanismus, d.h. die automatische Wieder-
vero¨ffentlichung von Datensa¨tzen durch die Speicherknoten von Replika in die Analyse
einbezogen wird. Das Ziel ist die Quantifizierung der Verfu¨gbarkeitsentwicklung fu¨r ge-
speicherte Datensa¨tze u¨ber lange Betrachtungszeitra¨ume.
4.3.1 Definitionen
Definition 4.1 Knoten- und Datenbezeichner:
Es werden zwei Arten von Kademlia-spezifischen Bezeichnern verwendet:
NodeID ni: Bezeichner eines Knotens i, Bitstring der La¨nge 160 Bit
FileID b: Bezeichner eines Datensatzes, Bitstring der La¨nge 160 Bit
In der Analyse wird genau ein konkreter Datensatz und daher genau eine FileID be-
trachtet. Der Datensatz residiert in Form von identischen, d.h. inhaltsgleichen und auch
bezeichnergleichen Replika auf verschiedenen Knoten des P2P-Netzwerks.
Definition 4.2 Replikationsfaktor: Der (angestrebte) Replikationsfaktor fu¨r Datensa¨tze
wird mit k bezeichnet.
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Definition 4.3 Menge zusta¨ndiger Knoten Nb:
Nb bezeichnet die Menge der Knoten, welche gemeinsam fu¨r den Datensatz mit Bezeich-
ner b zusta¨ndig sind. Zu jedem beliebigen Zeitpunkt entha¨lt die Menge Nb k verschiedene
Elemente (Knoten), na¨mlich die k Knoten {n1, n2, . . . , nk} mit den geringsten Distanzen
∆(ni, b) zur FileID b. Jeder Knoten aus Nb verfu¨gt idealerweise u¨ber ein Replikat des
entsprechenden Datensatzes.
Im Rahmen der Analyse werden nur die Knoten in Nb und ggf. der publizierende bzw.
anfragende Knoten betrachtet. Es ist zu beachten, dass Nb als abstrakte Menge die k
Knoten mit aktuell na¨chster NodeID zu b umfasst, unabha¨ngig davon, ob diese Knoten
selbst Kenntnis davon haben, dass sie zu Nb geho¨ren und davon, ob sie ein Replikat des
Datensatzes mit Bezeichner b speichern.
Der im Folgenden definierte Begriff der Verfu¨gbarkeit, wie er im Rahmen dieser sto-
chastischen Analyse verwendet wird, ist fu¨r das Versta¨ndnis der Untersuchung zwingend
erforderlich.
Definition 4.4 Verfu¨gbarkeit: Ein Datensatz wird als in einer Periode t verfu¨gbar
bezeichnet, wenn zum Ende von t mit einer Wahrscheinlichkeit pav ≥ pavmin mindestens
ein Replikat des Datensatzes im Netz vorhanden ist.
In der Regel ist pavmin = 0.99 gesetzt (z.B. [BSV02]).
Weiterhin liegen der formalen Beschreibung und Analyse der Verfu¨gbarkeitsentwicklung
in Kademlia zwei durch die Eigenschaften des konkreten Netzwerks und dessen Teilneh-
mer festgelegte Parameter zugrunde:
Definition 4.5 Netzwerkparameter
Angriffswahrscheinlichkeit pa: (Durchschnittliche) Wahrscheinlichkeit, dass ein Kno-
ten bo¨swillig handelt. Es wird angenommen, dass er alle ihm zur Verfu¨gung stehenden
Mo¨glichkeiten, die im Netz gespeicherten Daten und die Funktionsweise des Netzwerks
negativ zu beeinflussen, ergreifen wird (ungezielter Angriff). Die wichtigsten Angriffs-
punkte sind die Lo¨schung von Datensa¨tzen, fu¨r die er zusta¨ndig wa¨re, und die Nicht-
Durchfu¨hrung von datenerhaltenden Maßnahmen wie Republishing oder Transfer on Join,
d.h. die U¨bergabe von Datensa¨tzen an einen Knoten, der Nb u¨ber einen Join neu beitritt.
Fluktuationswahrscheinlichkeit po: (Durchschnittliche) Wahrscheinlichkeit, dass ein
existierender Knoten in einer Periode das Netzwerk verla¨sst. Er wird verzo¨gerungsfrei aus
Nb entfernt und durch einen anderen Knoten ersetzt, so dass |Nb| immer gleich bleibt.
Der Knoten, welcher an Stelle des ausgefallenen in Nb aufgenommen wird, ist in der
Regel bereits vorher online gewesen, hat nur bislang nicht zu den k Knoten mit na¨chster
NodeID zu b geho¨rt. Er kann aber auch ein neuer Teilnehmer des Netzes sein, dessen
NodeID im entsprechenden Bezeichnerbereich liegt.
Unterschieden werden im Speziellen pom (minu¨tliche Fluktuationswahrscheinlichkeit), poh
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(stu¨ndlich) und pod (ta¨glich). Die Umrechnungen zwischen minu¨tlicher, stu¨ndlicher und
ta¨glicher Fluktuationswahrscheinlichkeit ergeben sich folgendermaßen:
poh = 1− (1− pom)60 (4.1)
pod = 1− (1− poh)24 (4.2)
Die stu¨ndliche Fluktuationswahrscheinlichkeit ist also als Gegenwahrscheinlichkeit dazu,
dass ein Knoten u¨ber 60 Minuten online bleibt. Die Formel fu¨r ta¨gliche und stu¨ndliche
Fluktuationswahrscheinlichkeit ergibt sich analog.
4.3.2 Allgemeine Pra¨liminarien der Analyse
Das Untersuchungsziel der Analyse ist die Feststellung, ob unter gegebenen Bedingungen
die Verfu¨gbarkeit eines Datensatzes u¨ber eine bestimmte Zeit hinweg garantiert werden
kann. Diese Zeit ha¨ngt von der Lebensdauer der verwalteten Zertifikate und Statusinfor-
mationen ab.
Die Wahl einer geeigneten, realistischen Belegung fu¨r die Parameter aus Definition 4.5 ist
notwendig, um zu brauchbaren quantitativen Aussagen zu gelangen. Dabei ist aber eine
zu optimistische Scha¨tzung zu vermeiden, um dem Paradigma der Worst-Case-Analyse
Rechnung zu tragen.
4.3.2.1 Parameterbelegung Angriffswahrscheinlichkeit
Es wird vorausgesetzt, dass Methoden zur signifikanten Erschwerung von Sybil-Angriffen
- wie in 4.2.3.3 erwa¨hnt - eingesetzt werden, um den gleichzeitigen Betrieb mehrerer
Knoten durch einen einzigen bo¨swilligen Benutzer signifikant zu erschweren. Außerdem
wird vorausgesetzt, dass mindestens die Ha¨lfte aller Knoten regelkonform handelt.
Unter diesen Voraussetzungen wird eine Angriffswahrscheinlichkeit pa = 0.5 als ada¨quat
zur Abdeckung des Worst Case angesehen.
4.3.2.2 Parameterbelegung Fluktuationswahrscheinlichkeit
Gema¨ß unterschiedlicher Einsatzszenarien (siehe auch Kapitel 8) ist fu¨r die hier durch-
gefu¨hrte Analyse auch die Fluktuationswahrscheinlichkeit anzupassen.
Fu¨r ein System mit hoher Fluktuation, d.h. ein Netzwerk mit in hohem Maße heterogenen
Benutzerprofilen und einer hohen Quote an privaten PCs, wird eine Fluktuationswahr-
scheinlichkeit poh = 0.8 (⇔ pom ≈ 0.0265) angesetzt. Dies bedeutet, dass ein Knoten
mit der Wahrscheinlichkeit 1− poh = 0.2 von einer beliebigen Stunde zur na¨chsten nicht
offline geht. Die Wahrscheinlichkeit, dass er u¨ber 24 Stunden ohne Unterbrechung online
bleibt, ist dann verschwindend gering (ca. 1.68 · 10−17).
Ho¨here Fluktuationswahrscheinlichkeiten werden nicht betrachtet: es ist Pra¨misse des ge-
gebenen Anwendungsfalls, dass zumindest einige der Knoten im Netz - auch beim Einsatz
des Systems im Internet- hohe Onlinezeiten und geringe Fluktuation aufweisen. Es ist
nicht davon auszugehen, dass ausschließlich PCs mit sehr kurzen Online-Phasen an dem
System partizipieren. Die la¨nger verfu¨gbaren Knoten verringern die durchschnittliche
Fluktuationswahrscheinlichkeit, selbst wenn der Großteil der Knoten eine kurze Online-
zeit und damit eine hohe Fluktuationswahrscheinlichkeit je Periode aufweist.
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Weiterhin werden Netze mit moderater Fluktuation betrachtet. Hier ist der Anteil an
stabileren, u¨ber la¨ngere Zeitra¨ume verfu¨gbaren Peers, z.B. in Form von PCs und Work-
stations an Universita¨ten, ho¨her als im obigen Fall. Als Fluktuationswahrscheinlichkeit
wird hier poh = 0.5 (⇔ pom ≈ 0.0115) angesetzt.
Praktische Untersuchungen zum Onlineverhalten von Knoten in P2P-Netzwerken lassen
vermuten, dass die reale Fluktuationswahrscheinlichkeit geringer als hier angenommen
ausfallen wird. Im P2P-Filesharing, das fast nur von Privatnutzern betrieben wird, sind
die Sitzungsla¨ngen in der Regel kurz, z.B. im Schnitt eine Stunde bei Napster [CLL02].
In P2P-Netzwerken, die sich nicht nur aus Privat-PCs zusammensetzen, ist aber die
erwartete Sitzungsdauer (Onlinedauer) pro Knoten wesentlich ho¨her, z.B. wurden durch-
schnittlich 28.6 Stunden fu¨r Overnet [BTC04] und sogar 109 Stunden in Firmenetzwerken
gemessen [BDE00]. Fu¨r ein verteiltes AAI-Verzeichnis wird mit einer durchschnittlichen
Online-Dauer gerechnet, die zwischen der in extrem stark fluktuierenden Filesharing-
Systemen wie Napster und der in wesentlich geringer fluktuierenden Netzwerken wie
Overnet liegt.
Problematisch ist die Umrechnung der durchschnittlichen Onlinezeiten in ada¨quate Werte
fu¨r die Fluktuationswahrscheinlichkeit, da diese von weiteren Faktoren wie der konkreten
Verteilung der Onlinedauern abha¨ngt. Eine grobe Approximation ergibt sich wie folgt:
Der Erwartungswert fu¨r die Onlinedauer pro Knoten wird als fixe Gro¨ße angenommen,
d.h. jeder Knoten geht genau y Perioden nachdem er online gegangen ist wieder offline.
Nun betrachten wir die Menge aller Knoten N zu einem beliebigen Zeitpunkt t. Jeder
Knoten ist vor einer nicht bekannten Anzahl an Minuten ≤ y online gegangen, wobei jede
mo¨gliche bisherige Onlinedauer als gleich wahrscheinlich gilt. Im Zeitschritt t → t + 1
sind nun 1yN Knoten am Ende ihrer erwarteten Onlinedauer angelangt und verlassen das
Netz. Diese Quote 1y ist demnach zugleich die Approximation der stu¨ndlichen Fluktua-
tionswahrscheinlichkeit pro Knoten (poh ≈ 0.035 fu¨r erwartete Online-Zeit 28.6 Stunden
bzw. poh ≈ 0.009 fu¨r 109 Stunden). Aus einer weiteren Untersuchung [TaV06] der erwar-
teten Fehlerzahl pro Knoten pro Stunde ergibt sich als Na¨herung poh ≈ 0.196.
Diese Approximationen belegen, dass die fu¨r die Untersuchung gewa¨hlten Werte fu¨r poh
die in der Realita¨t erwartete Fluktuationswahrscheinlichkeit deutlich u¨bertreffen und so-
mit den Worst Case abdecken.
4.3.3 Basisverfu¨gbarkeit
4.3.3.1 Annahmen und Voraussetzungen
Als Basisverfu¨gbarkeit wird im Rahmen dieser Arbeit die in [MaM02] herangezogene
Datenverfu¨gbarkeit in einem idealisierten Netzwerk ohne Angreifer verstanden. Fu¨r ih-
re Berechnung werden von Maymounkov und Mazie`res die folgenden vereinfachenden
Annahmen getroffen:
• Replikation mit festem Faktor: Es entstehen bei der Publikation eines Daten-
satzes Replika auf allen k Knoten aus Nb.
• Diskrete Betrachtung: Es wird nur ein diskreter Zeitschritt untersucht, in wel-
chem vom Zustand zum Anfang einer Periode zum Zustand am Periodenende u¨ber-
84 Kapitel 4 - Sicherheit auf P2P-Ebene
gegangen wird, ohne Zwischenzusta¨nde innerhalb dieses Zeitraums zu beru¨cksich-
tigen.
• Stu¨ndliche Betrachtung: Ein Zeitschritt deckt eine Stunde ab.
• Keine Neuerstellung von Replika: Jedes Replikat, das auf einem Knoten aus
Nb gespeichert ist, der in der betrachteten Periode in den Status offline wechselt,
ist verloren. Der betrachtete Zeitschritt beinhaltet insbesondere kein Republishing,
d.h. keine selbstorganisierende Neuerstellung von Replika durch die verbleibenden
zusta¨ndigen Knoten.
• Keine Angreifer: Alle Knoten verhalten sich protokollgema¨ß - es gibt kein bo¨swil-
liges Verhalten, fu¨r die Angriffswahrscheinlichkeit gilt daher hier zuna¨chst pa = 0.
Es ist einsichtig, dass die Basisverfu¨gbarkeit keine ausreichende Maßzahl fu¨r die Verfu¨gbar-
keit in einem nicht idealen System darstellen kann. Daher werden in den spa¨teren Ab-
schnitten ab 4.3.4 erweiterte Formeln entwickelt, welche auf realistischere Annahmen
aufbauen (siehe auch 4.3.3.4).
4.3.3.2 Formalisierung
Die Wahrscheinlichkeit, dass die - unter den obigen Voraussetzungen - am Ende der
Periode noch vorhandene Replikazahl k˜ genau i mit 0 ≤ i ≤ k entspricht6, bestimmt sich
wie folgt:
p(k˜ = i)(poh ,k) =
(
k
i
)
· (1− poh)i · (poh)k−i (4.3)
Die Werte der Zufallsvariable k˜ sind binomialverteilt; (1 − poh)i bezeichnet die Wahr-
scheinlichkeit, dass i Knoten in dieser Periode online bleiben, (poh)
k−i die Wahrschein-
lichkeit, dass alle weiteren Knoten aufgrund von Fluktuation das Netz verlassen.
Die Wahrscheinlichkeit, dass mindestens i Replika am Ende der Periode existieren, ergibt
sich dann wie folgt:
p(k˜ ≥ i)(poh ,k) =
k∑
j=i
p(k˜ = j)(poh ,k) (4.4)
Insbesondere gilt fu¨r die Wahrscheinlichkeit, dass mindestens ein Replikat am Ende der
Periode existiert:
p(k˜ ≥ 1)(poh ,k) = 1− p(k˜ = 0)(poh ,k) (4.5)
Der Erwartungswert fu¨r die Anzahl der vorhandenen Replika am Ende der Periode ist
dann:
E(k˜)(poh ,k) =
k∑
i=0
i · p(k˜ = i)(poh ,k)
= (1− poh) · k (4.6)
6Entgegen der ga¨ngigen Nomenklatur (z.B. [FKP04]) werden Zufallsvariablen hier ausschließlich in
Kleinbuchstaben notiert.
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4.3.3.3 Analyse
Die Basisformel gibt Aufschluss u¨ber die Wirksamkeit des Replikationsmechanismus von
Kademlia unter der Annahme der Fluktuation von Knoten. Sie ist somit die Grundlage
fu¨r alle weiteren Analyseschritte.
Abbildung 4.2 zeigt die Verteilung der Wahrscheinlichkeit fu¨r i Replika zum Perioden-
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Abbildung 4.2: Basisformel: Wahrscheinlichkeitsverteilungen p(k˜ = i)(poh ,k) fu¨r poh = 0.5,
0.8; k = 20
ende gema¨ß Formel 4.3 in Abha¨ngigkeit von i. Der Erwartungswert E(k˜) ist auch aus
der Abbildung ablesbar: Die Wahrscheinlichkeitsverteilung bildet stetig approximiert eine
Normalverteilungskurve mit Maximum bei k˜ = 4 fu¨r poh = 0.8 bzw. k˜ = 10 fu¨r poh = 0.5.
Abbildung 4.3 zeigt die Wahrscheinlichkeit, dass bei dem in [MaM02] empfohlenen Re-
plikationsfaktor k = 20 zum Ende der Periode mindestens ein Replikat im Netz vorhan-
den und der Datensatz somit verfu¨gbar bleibt, in Abha¨ngigkeit von der Fluktationsrate
poh . Es ist zu sehen, dass bei Fluktuationsraten poh < 0.8 der Datensatz verfu¨gbar ist,
da p(k˜ ≥ 1)(poh ,k) ≥ 0.99. Die Verfu¨gbarkeitswahrscheinlichkeit unterschreitet bei ca.
poh = 0.795 die Grenze pavmin = 0.99.
4.3.3.4 Bewertung der Basisverfu¨gbarkeit
Die vorgestellte Basisverfu¨gbarkeit ist die einzige von den Kademlia-Entwicklern in ih-
rem Proof of Concept [MaM02] implizierte Formel, mit der die Sicherheit des Protokolls
untermauert werden soll.
Sie weist aber wesentliche Defizite in ihrer Aussagekraft auf, da bestimmte Eigenschaften
des Kademlia-Regelwerks ebenso wie solche von P2P-Systemen allgemein nicht beru¨ck-
sichtigt werden:
• Zeitaspekte: Die Basisformel betrachtet den Knotenausfall und die damit einher-
gehende Verfu¨gbarkeit von Datensa¨tzen nur in einem diskreten Abschnitt von einer
Stunde. Es wird dabei angenommen, dass jeweils zum Beginn der na¨chsten Stunde
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Abbildung 4.3: Basisformel: Verfu¨gbarkeitswahrscheinlichkeit p(k˜ ≥ 1)(poh ,k) in
Abha¨ngigkeit von poh ; k = 20
durch das Republishing wieder k Replika vorhanden sind, so dass die Betrachtung
u¨ber mehrere Stunden hinweg als nicht notwendig angesehen wird. Diese Annahme
kann in einem realen System aber nicht erfu¨llt werden, wie in den folgenden Punk-
ten erla¨utert wird.
Zudem kann die Entwicklung innerhalb jedes Zeitraums von einer Stunde mit Hil-
fe der Basisformel nicht untersucht werden - dies ist aber fu¨r die Analyse inter-
essant, z.B. um minutengenaue Verfu¨gbarkeitswahrscheinlichkeiten, feingranulare
Verfu¨gbarkeitsentwicklung oder variierende Republishing-Zeitra¨ume untersuchen
zu ko¨nnen.
Zeitaspekte sind daher mit feinerer Granularita¨t und u¨ber la¨ngere Zeitspannen,
insbesondere im Hinblick auf die gesamte Gu¨ltigkeitsdauer eines Datensatzes, zu
beru¨cksichtigen.
• Transfer on Join: Betritt ein neuer Knoten ni, der aufgrund seiner NodeID zu Nb
geho¨rt, das Netz und erlangt der Peer ne mit minimaler Distanz ∆(ne, b) im Zuge
dieses Join-Verfahrens von ni Kenntnis7, so sendet ne eine Speicheraufforderung
(STORE-Request) fu¨r ein Replikat an den neuen Knoten. Durch diesen sogenann-
ten Transfer on Join entstehen neue Replika, die aber in der Basisformel keine
Beru¨cksichtigung finden.
• Existenz von Angreifern: Die Annahme, dass alle Knoten protokollgema¨ß han-
deln, ist in einem realen P2P-System nicht haltbar, da hier stets bo¨swillige Teil-
nehmer existieren. Fu¨r die Angriffswahrscheinlichkeit gilt im Folgenden: pa > 0. Es
werden verschiedene Angriffszeitpunkte unterschieden:
– Angriffe zum Publikationszeitpunkt: Jeder der k Knoten, die ein STORE-
Request fu¨r ein Replikat erhalten, wird mit Wahrscheinlichkeit pa den Da-
7Da ni beim Join einen Lookup nach seiner eigenen NodeID durchfu¨hrt, ist es wahrscheinlich, dass ne
als Knoten mit geringer Distanz ∆(ne, ni) die Lookup-Nachricht erha¨lt und somit von dem neuen Knoten
erfa¨hrt.
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tensatz nicht speichern, obwohl er gegenu¨ber dem Erzeuger der Replika die
Speicherung besta¨tigt. Damit ist es wahrscheinlich, dass schon zu Beginn der
Lebensdauer des Datensatzes weniger als k Replika existieren.
– Angriffe in der Pre-Republishing-Phase: Knoten, die zum Publikations-
zeitpunkt ”gut“ waren, bleiben auch in dieser Phase ”gut“. Angriffe ko¨nnen
nur stattfinden, indem Knoten beim Transfer on Join bo¨swillig handeln und
dadurch weniger neue Replika als vorgesehen entstehen.
– Angriffe zum Republishing-Zeitpunkt: In regelma¨ßigen Zeitabsta¨nden
u¨bermittelt jeder Knoten STORE-Requests an die anderen k−1 Knoten aus Nb,
um denjenigen neu hinzugekommenen Knoten in Nb, welche bisher noch kein
Replikat besitzen, den Datensatz zur Speicherung zu u¨bergeben. Auch hier
werden mit hoher Wahrscheinlichkeit nicht alle diese Knoten Replika erzeu-
gen. Weiterhin ist es auch mo¨glich, dass der fu¨r das Republishing verantwort-
liche Knoten bo¨se ist und daher die Wiedervero¨ffentlichung des Datensatzes
unterla¨sst.
In den folgenden Abschnitten werden die Formeln fu¨r die Basisverfu¨gbarkeit um die skiz-
zierten Aspekte erweitert, um eine detaillierte Analyse von Kademlia unter realistischen
Annahmen zu ermo¨glichen.
Zuna¨chst wird das Formelwerk auf eine feinere Granularita¨t (minu¨tliche Betrachtungs-
weise) angepasst und um Angriffe zum Publikationszeitpunkt erweitert. Die Methode des
Transfer on Join wird diskutiert.
Es folgt die formale Beschreibung des Republishing am Ende jeder Stunde und damit die
Vervollsta¨ndigung des Formelwerks. Damit kann die Verfu¨gbarkeitswahrscheinlichkeit zu
jedem beliebigen Zeitpunkt seit Publikation eines Datensatzes berechnet werden.
Im Anschluss erfolgt die ausfu¨hrliche Analyse auf Basis der entwickelten Formeln. Insbe-
sondere wird die Langzeitverfu¨gbarkeit unter Beru¨cksichtigung multipler Republishing-
Zeitpunkte quantifiziert.
4.3.4 Zeitverhalten bei minu¨tlicher Betrachtung
Es gelten fu¨r die Untersuchung des Zeitverhaltens folgende Annahmen:
• Die bisher monolithisch betrachtete Periode von einer Stunde wird in T wiederum
diskrete Zeitschritte aufgeteilt, wobei die ”La¨nge“ jeder Einheit
1
T ist. Als grund-
legende Zeiteinheiten werden Minuten betrachtet, d.h. T = 60.
• Die Fluktuationswahrscheinlichkeit pro Knoten wird folglich minu¨tlich angegeben,
d.h. es wird pom verwendet.
• Knoten a¨ndern ihre ”Gesinnung“ nicht: waren sie einmal Angreifer, handeln sie
u¨ber ihre gesamte Online-Zeit hinweg bo¨swillig, ansonsten bleiben sie gut, handeln
also regelkonform.
Die Granularita¨t der zeitlichen Betrachtung wird also verfeinert, indem Minuten als neue
Zeiteinheit zugrunde gelegt werden. Ein Zeitpunkt t bezeichnet das Ende der t. Minute
und damit zugleich den Beginn der t+ 1. Minute.
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Der Reihe nach werden drei Phasen im Lebenszyklus der Replika untersucht:
1. Publikation: In t = 0 wird ein Datensatz vero¨ffentlicht, indem der Einsteller k
STORE-Requests an die Knoten aus Nb versendet. Die Anzahl k˜ der tatsa¨chlich
entstehenden Replika ist in Abha¨ngigkeit von pa wahrscheinlichkeitsverteilt.
2. Fluktuation: In den jeweils 60 Minuten zwischen der Publikation eines Datensatzes
und dem ersten Republishing bzw. zwischen zwei Republishing-Zeitpunkten gehen
Replika in Abha¨ngigkeit von der Fluktuationswahrscheinlichkeit pom verloren.
3. Re-Publikation (Republishing): Alle 60 Minuten wird der Datensatz von den ver-
bleibenden Replikatbesitzern wieder vero¨ffentlicht, indem an alle Knoten ∈ Nb ein
STORE-Request u¨bermittelt wird.
Die Phasen 2 und 3 werden nach dem ersten Republishing alternierend durchlaufen.
4.3.4.1 Nomenklatur
Alle Formeln werden in einer Indexnotation als Liste geschrieben. Dabei werden folgende
Indices verwendet:
• Bezeichner fine: Formel beru¨cksichtigt die feinere (minu¨tliche) Granularita¨t
• Bezeichner rp: Formel beru¨cksichtigt Republishing
• Bezeichner init: Formel betrifft Publikationszeitpunkt
• Parameter pa, pom , k
• Zeitpunkt t
Sie dienen der Spezifikation der Funktion und ihren zugrunde liegenden Parametern, ggf.
mit deren Belegung.
4.3.4.2 Phase 1 und 2: Publikation und Fluktuation
4.3.4.2.1 Formalisierung Phase 1: Vero¨ffentlichung von Datensa¨tzen
Im Gegensatz zur ersten Annahme aus 4.3.3.1 entstehen in einem System mit Angreifern
nur mit einer geringen Wahrscheinlichkeit k Replika. Die Formel zur Beschreibung der
Verteilung der tatsa¨chlich erzeugten Replika k˜ in Abha¨ngigkeit von pa lautet folglich:
p(k˜ = i)init,(pa,k) =
(
k
i
)
(1− pa)i · (pa)k−i (4.7)
Der Parameter pom geht hier noch nicht ein, da nur ein einziger Zeitpunkt - der Publika-
tionszeitpunkt - betrachtet wird.
Der Erwartungswert fu¨r die entstandenen Replika ergibt sich dann wie folgt:
E(k˜)init,(pa,k) =
k∑
i=0
i · p(k˜ = i)init,(pa,k) (4.8)
= (1− pa) · k (4.9)
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4.3.4.2.2 Formalisierung Phase 2: Knotenfluktuation
Ein Datensatz wird zum Zeitpunkt t = 0 publiziert. Wa¨hrend der ersten Stunde, d.h.
t = 1, . . . , 60, gehen Knoten aus Nb mit einer gewissen Wahrscheinlichkeit offline und
werden durch neue Peers, welche noch keine Replika besitzen, ersetzt.
Allgemein gilt folgende rekursive Formel fu¨r die Wahrscheinlichkeit von i Replika im
Zeitpunkt t:
p(k˜ = i)fine,(pom ,t,k) =
k−i∑
j=0
(
i+ j
i
)
· (1− pom)i · p jom ·
p(k˜ = i+ j)fine,(pom ,t−1,k) (4.10)
Die Formel setzt sich wie folgt zusammen:
• p(k˜ = i + j)fine,(pom ,t−1,k) : Wahrscheinlichkeit, dass es in der Vorperiode i + j
Replika gegeben hat
• (i+ji ) · (1− pom)i · p jom : Wahrscheinlichkeit, dass von diesen i+ j Replika am Ende
der aktuellen Periode noch i Replika u¨brig bleiben, d.h. j gehen durch Fluktuation
verloren
• ∑k−ij=0 : Die Wahrscheinlichkeit, dass aus i + j Replika der Vorperiode jetzt noch
i existieren, wird fu¨r alle j bestimmt, wobei i + j = i..k. Diese Werte werden
addiert, um die Gesamtwahrscheinlichkeit fu¨r i Replika in der aktuellen Periode zu
bestimmen.
Formel 4.10 greift damit stets auf die Wahrscheinlichkeitsverteilung fu¨r die Zufallsvariable
k˜ aus der Vorperiode zuru¨ck. Insbesondere gilt fu¨r t = 1 unter direkter Verwendung von
Formel 4.7:
p(k˜ = i)fine,(pom ,pa,t=1,k) =
k∑
j=i
p(k˜ = j)init,(pa,k)·(
j
i
)
· (1− pom)i · (pom)j−i (4.11)
Die Angriffswahrscheinlichkeit pa geht also nur im Zeitpunkt t = 0 und spa¨ter zu den
Republishing-Zeitpunkten, siehe Abschnitt 4.3.4.3.2, in die Berechnung ein.
4.3.4.2.3 Transfer on Join
In der Phase zwischen Publikation des Datensatzes und der ersten Wiedervero¨ffentlichung
findet standardma¨ßig Transfer on Join statt. Bemerkt ein bestehender Peer ne ∈ Nb,
dass ein Knoten ni im ID-Bereich der k na¨chsten Knoten zur FileID b durch einen Join
hinzugekommen ist, so fu¨hrt er zwei Schritte aus:
1. ne pru¨ft, ob er der absolut na¨chste Knoten zur FileID b ist (der neue Knoten ni
wird dabei nicht beru¨cksichtigt, auch wenn er eine geringere Distanz zu b haben
sollte). Nur dann initiiert ne einen Transfer on Join.
2. ne sendet einen STORE-Request fu¨r den Datensatz mit FileID b an ni.
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Dadurch a¨ndert sich die Wahrscheinlichkeitsverteilung von k˜ und auch der Erwartungs-
wert zum Positiven. Der Erfolg dieses Verfahrens ha¨ngt davon ab, mit welcher Wahr-
scheinlichkeit und wie schnell neu hinzukommende Knoten vom fu¨r den Transfer on Join
zusta¨ndigen Peer entdeckt werden und ob dieser sowie der jeweilige neue Knoten gut
sind. Wenn durch Fluktuation alle Replikainhaber das Netz verlassen haben, ist keine
Entstehung neuer Replika und damit kein Transfer on Join mehr mo¨glich.
Transfer on Join wird aber in die vorliegende Analyse nicht explizit einbezogen, sondern
nur das Republishing beru¨cksichtigt. Transfer on Join verlegt nur die ohnehin beim Repu-
blishing stattfindende U¨bertragung eines Replikats an einen neu hinzugekommenen Kno-
ten zeitlich nach vorne, sofern dieser vor dem na¨chsten Republishing-Zeitpunkt entdeckt
wird. Knoten, welche bereits online sind und erst durch den Ausfall von Peers mit gerin-
gerer Distanz zu b in Nb aufgenommen werden, erhalten immer erst zum Republishing-
Zeitpunkt ein Replikat. Fu¨r sie existiert also keine Entsprechung des Transfer on Join.
Beim Republishing werden mit Sicherheit alle Peers ausNb erreicht, da ein re-publizieren-
der Knoten vor dem Versand der STORE-Requests eine Aktualisierung seiner Routing-
Tabellen (Bucket Refresh, siehe 2.5.3) durchfu¨hrt und damit die aktuelle Menge Nb er-
mittelt.
Es ist nun also mo¨glich, die Betrachtung des Transfer on Join aus Gru¨nden der Verein-
fachung des Formelwerks auszulassen und stattdessen nur das Republishing, in dem alle
k − 1 na¨chsten Knoten zu einem Datensatz auf einmal Replika vom re-publizierenden
Knoten angeboten bekommen, zu betrachten.
Die durch Analyse des Republishing erlangten quantitativen Aussagen legen also eine
untere Grenze fu¨r die Verfu¨gbarkeitswahrscheinlichkeit fest: Durch die Knotenfluktuati-
on zwischen den Republishing-Zeitpunkten in einem Szenario ohne Beru¨cksichtigung von
Transfer on Join verschlechtert sich die Verfu¨gbarkeitswahrscheinlichkeit eines Datensatz-
es schneller als in einem realen Szenario mit Transfer on Join.
4.3.4.3 Phase 3: Republishing
4.3.4.3.1 Ablauf
Ein Knoten, der zu einem bestimmten Zeitpunkt das Republishing des bei ihm gespei-
cherten Datensatzes initiiert, fu¨hrt folgende Schritte aus:
1. Er aktualisiert u¨ber einen Bucket Refresh seine Routing-Tabellen, so dass er sich
u¨ber die k na¨chsten Knoten zu b sicher ist.
2. Er sendet ein STORE-Request an alle weiteren Knoten aus Nb, d.h. an k − 1 Peers.
Der Fall, dass er durch neu hinzugekommene Knoten mit kleinerer Distanz zu b aus
Nb ”gedra¨ngt“ wurde, wird vernachla¨ssigt.
Jeder Knoten ausNb, der kein Angreifer ist, republiziert jeweils in 60-Minuten-Absta¨nden.
Das erste Republishing erfolgt 60 Minuten nach Empfang des Replikats durch einen
STORE-Request.
Alle Knoten, die zum Publikationszeitpunkt t = 0 zu Nb geho¨ren, empfangen in diesem
Zeitpunkt ein STORE-Request des Einstellers. Da Transfer on Join nicht beru¨cksichtigt
Kapitel 4 - Sicherheit auf P2P-Ebene 91
ist, wird angenommen, dass alle Replikatbesitzer dieselbe Taktung haben, d.h. u¨berein-
stimmende Republishing-Zeitpunkte, da sie ihre Replika zum gleichen Zeitpunkt erhalten
haben. Das erste Republishing findet damit in t = 60 statt, das zweite in t = 120 usw.
4.3.4.3.2 Formalisierung
Der erste Republishing-Zeitpunkt nach der Publikation wird mit tr bezeichnet, die wei-
teren mit t(r+1), t(r+2) usw. Es wird idealisierend angenommen, dass das Republishing
verzo¨gerungsfrei erfolgt, d.h. das Verschicken und Empfangen der STORE-Requests ge-
schieht gleichzeitig zum Ende der tr-ten, t(r+1)-ten, ... Minute.
Abbildung 4.4: Zeitstrahl fu¨r die Republishing-Zeitpunkte
Als Hilfestellung wird der Zeitpunkt des Versendens und Empfangens der STORE-Requests,
von tr getrennt betrachtet und als tr∗ bezeichnet. Von tr∗ bis zum Zeitpunkt tr+1 findet
dann normale Knotenfluktuation statt, wobei als Ausgangspunkt die neue Wahrschein-
lichkeitsverteilung aus tr∗ verwendet wird. In tr (und analog in spa¨teren Republishing-
zeitpunkten) muss zuna¨chst eine Fallunterscheidung vorgenommen werden:
• Sind zum Zeitpunkt tr keine Replika mehr vorhanden, kann nicht mehr republiziert
werden. Der Datensatz ist verloren.
• Ist in tr noch mindestens ein Replikat im Netz vorhanden, wird das Republishing
durchgefu¨hrt - prinzipiell einmal durch jeden Besitzer eines Replikats. Da aber
aufgrund gleicher Rahmenbedingungen das Ergebnis bei jedem dieser zeitgleichen
Re-Publikationsvorga¨nge identisch ist, genu¨gt es, das Republishing eines einzigen
dieser Knoten zu betrachten.
Sind in tr keine Replika mehr vorhanden, gilt also:
p(k˜ = i)fine,rp,(pom ,pa,tr∗ ,k) =
{
1, wenn i = 0
0 sonst
(4.12)
Dieses Ereignis tritt mit der Wahrscheinlichkeit p(k˜ = 0)fine,(pom ,pa,tr,k) ein.
Im gegenteiligen Fall (Replikazahl in tr ist > 0) wird ein Republishing stattfinden. Die
Wahrscheinlichkeit hierfu¨r ist:
p(k˜ ≥ 1)fine,(pom ,pa,tr,k) = 1− p(k˜ = 0)fine,(pom ,pa,tr,k)
Fu¨r die Analyse des Republishing ist die Aufteilung der Menge Nb in vier disjunkte
Teilmengen notwendig:
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• Nold,good : Menge aller Knoten ausNb, die mindestens seit dem letzten Republishing-
Zeitpunkt online geblieben und keine Angreifer sind. Die Ma¨chtigkeit von Nold,good
ist zugleich die Anzahl der zum Zeitpunkt tr existierenden8 Replika in der Menge
der zusta¨ndigen Knoten.
• Nold,adversary : Menge aller Knoten aus Nb, die seit dem letzten Republishing-
Zeitpunkt online geblieben und Angreifer sind.
• Nnew,good : Menge aller Knoten aus Nb, die seit dem letzten Republishing-Zeitpunkt
zu Nb hinzugekommen und keine Angreifer sind.
• Nnew,adversary : Menge aller Knoten aus Nb, die seit dem letzten Republishing-
Zeitpunkt zu Nb hinzugekommen und Angreifer sind.
Alle Knoten ∈ Nold,good republizieren in tr∗ , wobei jeder dieser Knoten auch nach dem
Republishing weiterhin ein Replikat besitzen wird. Eine A¨nderung in der Replikazahl
ha¨ngt also vom Verhalten der Knoten in der Menge
N¬(old,good) = Nb \ Nold,good
ab. Die Wahrscheinlichkeit, dass ein zufa¨llig ausgewa¨hlter Knoten ni aus Nold,good ist,
betra¨gt
p(ni ∈ Nold,good) = (1− pom)60 · (1− pa),
na¨mlich die Wahrscheinlichkeit, dass der Knoten in den letzten 60 Perioden online ge-
blieben ist, multipliziert mit der Wahrscheinlichkeit, dass er kein Angreifer ist.
Folglich ist die Wahrscheinlichkeit dafu¨r, dass ein zufa¨llig aus Nb ausgewa¨hlter Knoten
aus N¬(old,good) ist:
p(ni ∈ N¬(old,good)) = 1− p(ni ∈ Nold,good).
Die betrachtete Menge ist also nun N¬(old,good), da die Knoten aus Nold,good die Anzahl
der Replika beim Republishing nicht beeinflussen: sie besaßen vorher Replika und behal-
ten sie auch weiterhin.
Um die Wahrscheinlichkeit der Neuentstehung von Replika zu quantifizieren, muss nun
mit bedingten Wahrscheinlichkeiten gerechnet werden - die Wahrscheinlichkeit, dass ein
zufa¨llig ausgewa¨hlter Knoten zu Nnew,good geho¨rt, wird unter der Pra¨misse bestimmt,
dass er nicht zu der Knotenmenge geho¨rt, welche bereits Replika besitzt.
Jeder Knoten aus N¬(old,good) erha¨lt nun in tr∗ definitiv ein STORE-Request vom repub-
lizierenden Knoten. Er wird daraufhin ein Replikat erzeugen, sofern er ∈ Nnew,good ist,
sonst nicht.
Um diese Wahrscheinlichkeit zu berechnen, ist die allgemeine Formel fu¨r bedingte Wahr-
scheinlichkeiten heranzuziehen:
p(A|B) = p(A ∩B)
p(B)
8Nicht auf Knoten aus Nb existierende Replika, die beispielsweise durch Caching oder durch alte
Knoten, die mit neuer FileID online kommen, aber ihre vorherigen Datensa¨tze weiterhin anbieten, ko¨nnen
nicht sicher u¨ber einen Lookup aufgefunden werden und sind daher hier nicht von Belang.
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mit den Ereignissen A: n ∈ Nnew,good und B: n ∈ N¬(old,good). Es ergibt sich dann:
p(n ∈ Nnew,good|n ∈ N¬(old,good)) = p(n adds 1)
=
(1− (1− pom)60) · (1− pa)
1− ((1− pom)60 · (1− pa))
. (4.13)
p(n adds 1) bezeichnet also die Wahrscheinlichkeit, dass ein zufa¨llig ausgewa¨hlter Knoten
n aus der Menge der Knoten ohne ReplikaN¬(old,good) durch das Republishing ein Replikat
erzeugen wird und somit die Gesamtzahl der Replika um 1 erho¨ht.
Die Formel fu¨r die Wahrscheinlichkeit von i > 0 Replika in tr∗ setzt sich damit wie folgt
zusammen:
p(k˜ = i)fine,rp,(pom ,pa,tr∗ ,k) =
i∑
j=1
I︷ ︸︸ ︷
p(k˜ = j)fine,(pom ,pa,tr,k)·(
k − j
i− j
)
· p(n adds 1)i−j · (1− p(n adds 1))k−i︸ ︷︷ ︸
II
(4.14)
Es wird also summiert u¨ber alle Replikazahlen j, 1 ≤ j ≤ i aus Zeitpunkt tr. Die
Wahrscheinlichkeit, dass mit j Replika in tr nach dem Republishing i Replika existieren,
ergibt sich zu der Wahrscheinlichkeit, dass i − j von den k − j Knoten aus N¬(old,good)
nach Empfang der STORE-Requests jeweils ein neues Replikat erzeugen.
In Teil I der Formel 4.14 werden nur Knoten aus Nold,good betrachtet (die aktuellen
Replikainhaber), in Teil II nur die Knoten, die nicht aus Nold,good sind. Die in den bei-
den Formelteilen betrachteten Teilmengen von Nb sind somit disjunkt.
Wenn man nun die Verteilung fu¨r i = 0 hinzunimmt, ergibt sich als Gesamtformel:
p(k˜ = i)fine,rp,(pom ,pa,tr∗ ,k) =

p(k˜ = 0)fine,rp,(pom ,pa,tr,k), wenn i = 0∑i
j=1 p(k˜ = j)fine,(pom ,pa,tr,k)·(
k−j
i−j
) · p(n adds 1)i−j ·
(1− p(n adds 1))k−i sonst
(4.15)
Die entstehende Wahrscheinlichkeitsverteilung aus tr∗ ist danach noch der normalen Fluk-
tuation ausgesetzt. Damit ergibt sich die Verteilung in tr + 1 einfach gema¨ß Formel 4.10
unter Einsetzung der Werte aus tr∗ statt derer aus tr:
p(k˜ = i)fine,rp,(pom ,pa,t,k) =

∑k−i
j=0
(
i+j
i
) · (1− pom)i · p jom ·
p(k˜ = i+ j)fine,rp,(pom ,pa,tr∗ ,k), wenn tmod 60 = 1, t 6= 1
p(k˜ = i)fine,(pom ,pa,t,k) sonst
(4.16)
Fu¨r jeden Zeitpunkt nach Republishing t(r+q) + 1, q ∈ N0 wird also die Verteilung aus
dem jeweiligen Republishing-Zeitpunkt t(r+q)∗ verwendet.
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4.3.4.4 Analyse
Details zur Umsetzung der fu¨r die Analyse verwendeten Formeln in Berechnungsroutinen
eines Computerprogramms finden sich in Appendix A.
Abbildung 4.5 stellt die Wahrscheinlichkeitsverteilung von k˜ zum Publikationszeitpunkt
fu¨r verschiedene Angriffswahrscheinlichkeiten dar (Phase 1).
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Abbildung 4.5: Wahrscheinlichkeitsverteilung im Publikationszeitpunkt p(k˜ = i)init,(pa,k)
bei variiertem pa in t = 0, zur besseren Lesbarkeit stetig interpoliert; k = 20
In Abbildung 4.6 wird die Entwicklung der Verfu¨gbarkeit des Datensatzes in einem
System mit und ohne Angreifer bei hoher und moderater Fluktuationswahrscheinlich-
keit u¨ber die ersten 60 Minuten hinweg dargestellt (Phase 2).
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Abbildung 4.6: Verfu¨gbarkeitswahrscheinlichkeit p(k˜ ≥ 1)fine,(pom ,t,k) mit und ohne An-
greifer in t = 0..60; k = 20
Bei moderater Fluktuation bleibt die Verfu¨gbarkeitswahrscheinlichkeit auch bei pa = 0.5
u¨ber die vollen 60 Minuten deutlich gro¨ßer als pavmin . Bei hoher Fluktuation hingegen
ist die Verfu¨gbarkeit des Datensatzes unter Verwendung des in [MaM02] propagierten
Replikationsfaktors k = 20 selbst bei einer Angriffswahrscheinlichkeit von 0 nicht fu¨r
eine volle Stunde gegeben (vgl. hierzu auch Abb. 4.3), sondern nur fu¨r 58 Minuten. Bei
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pa = 0.5 wird die Verfu¨gbarkeitsschwelle von pavmin = 0.99 sogar schon bei 34 Minuten
unterschritten.
In Abbildung 4.7 wird die Verfu¨gbarkeitswahrscheinlichkeit eines Datensatzes u¨ber eine
Stunde hinweg fu¨r verschiedene k aufgetragen. Offenbar ist bei starker Fluktuation eine
ausreichende Verfu¨gbarkeitswahrscheinlichkeit am Ende der Stunde nur bei hohen Repli-
kazahlen (gema¨ß Abb. 4.7(b) ab k = 44) gegeben. Bei moderater Fluktuation genu¨gt ein
geringerer Replikationsfaktor, bereits fu¨r k = 17 bleibt die Verfu¨gbarkeitswahrscheinlich-
keit in der betrachteten Stunde ausreichend hoch (Abb. 4.7(a)).
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Abbildung 4.7: Verfu¨gbarkeitswahrscheinlichkeit p(k˜ ≥ 1)fine,(pom ,t,k) bei variiertem k in
t = 0..60; pa = 0.5
In t = 60, 120, . . . liegen die festgelegten Republishing-Zeitpunkte. In diesen a¨ndert sich
die Wahrscheinlichkeitsverteilung von k˜. Abbildung 4.8 zeigt dies am Beispiel der Wahr-
scheinlichkeitsverteilung in t = 60, d.h. unmittelbar vor dem Republishing, und in t = 61,
d.h. unmittelbar danach, fu¨r die exemplarische Belegung k = 20. Es ist zu beachten, dass
die Wahrscheinlichkeit fu¨r k˜ = 0 in t = 60 und t = 61 stets identisch ist (siehe Formel
4.15). Abgesehen davon ist die Wahrscheinlichkeitsverteilung in t = 61 beinahe deckungs-
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gleich mit der Verteilung zum Publikationszeitpunkt (vgl. Abb. 4.5 fu¨r pa = 0.5).
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Abbildung 4.8: Wahrscheinlichkeitsverteilung p(k˜ = i)fine,rp,(pom ,pa,t,k) in t = 60, t = 61;
k = 20, pa = 0.5
Durch diese Verschiebung in der Wahrscheinlichkeitsverteilung steigt nach dem Republish-
ing-Zeitpunkt die Wahrscheinlichkeit fu¨r 0 Replika zuna¨chst langsamer an als zuvor.
Durch Fluktuation verschiebt sich die Wahrscheinlichkeitsverteilung stetig in Richtung
geringerer Replikazahlen, d.h. es wird immer wahrscheinlicher, dass nur geringe Replika-
zahlen existieren, und unwahrscheinlicher, dass viele Replika vorhanden sind.
Unmittelbar nach dem Republishing ist die Wahrscheinlichkeit fu¨r die Existenz vieler Re-
plika nun wieder ho¨her als unmittelbar zuvor. Verschiebt sich nun diese neue Verteilung
mit der Zeit wieder in Richtung geringerer Replikazahlen, steigt die Unverfu¨gbarkeits-
wahrscheinlichkeit erst sehr langsam, spa¨ter immer schneller an. Abbildung 4.9 zeigt die
Auswirkungen dieser Entwicklung auf die Gesamtverfu¨gbarkeit exemplarisch fu¨r k = 20
und k = 40 bei starker Fluktuation.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  60  120  180
p ( k
 > =
 1 )
~
i
k=20 o. Republ.
k=20
k=40
Abbildung 4.9: Verfu¨gbarkeitswahrscheinlichkeit fu¨r t = 0..200 mit Republishing:
p(k˜ ≥ 1)fine,rp,(pom ,pa,t,k) und ohne: p(k˜ ≥ 1)fine,(pom ,pa,t,k); k = 20, 40, pa = 0.5,
pom = 0.0265, Verlauf stetig interpoliert
In den Republishing-Zeitpunkten wird der Verfall der Verfu¨gbarkeitswahrscheinlichkeit
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stark verlangsamt, es entsteht ein stufenfo¨rmiger Verlauf. Die Abbildung zeigt zum Ver-
gleich auch die Verfu¨gbarkeitsentwicklung im gleichen Zeitfenster ohne Republishing.
Datensa¨tze in einer AAI haben unterschiedliche Gu¨ltigkeitsdauern, fu¨r die ihre Verfu¨g-
barkeit gesichert werden muss. Bei der Kombination von Zertifikaten mit Statusinforma-
tionen wie in CRS mu¨ssen letztere nur 24 Stunden lang verfu¨gbar bleiben, Zertifikate
aber la¨nger. Werden hingegen Ru¨ckrufe eingesetzt, sind diese genauso lange vorzuhalten
wie die zugeho¨rigen Zertifikate.
In beiden Fa¨llen ist die maximale Vorhaltezeit durch die Lebensdauer der Zertifikate
bestimmt. Im Folgenden wird daher der Bestimmung des geeigneten Wertes fu¨r k nach-
gegangen, wenn Zertifikate langfristig verfu¨gbar bleiben sollen. Dafu¨r ist die Frage zu
beantworten, wie genau Replikationsfaktor k und Fluktuationswahrscheinlichkeit pom
zusammenha¨ngen. Nur so kann ein geeigneter Replikationsfaktor fu¨r ein Netz mit ei-
ner bestimmten Fluktuationswahrscheinlichkeit bestimmt werden.
Als zumutbar wird eine Vorhaltezeit der Datensa¨tze im Netzwerk von 30 Tagen angese-
hen. Nach Ablauf dieser Frist muss der Einsteller des Datensatzes (Zertifizierungsstelle,
Inhaber, Status Authority) ihn neu publizieren. Abbildung 4.10 tra¨gt die Verfu¨gbarkeits-
wahrscheinlichkeit nach 30 Tagen, d.h. 43200 Minuten in Abha¨ngigkeit von den Parame-
tern k und pom auf.
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Abbildung 4.10: Verfu¨gbarkeitswahrscheinlichkeit p(k˜ ≥ 1)fine,rp,(pom ,pa,t,k) in t = 43200
mit k, pom variiert; pa = 0.5
Unter der Voraussetzung, dass fu¨r unterschiedliche Anwendungsfa¨lle die Fluktuations-
wahrscheinlichkeit variieren wird, kommt die Frage auf, welcher Replikationsfaktor k fu¨r
die gegebenen Rahmenbedingungen optimal ist. Es ist unmittelbar einsichtig, dass der
durch hohe Replikationsfaktoren entstehende Aufwand fu¨r die Selbstverwaltung des Net-
zes - insbesondere bezu¨glich des Bandbreiten- und Speicherplatzbedarfs - zu minimieren
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ist. Daher ist es wenig sinnvoll, in Netzen mit geringer Fluktuation hohe Werte fu¨r k
einzusetzen. Umgekehrt wiederum ist es aber auch riskant, mit einem zu geringen Repli-
kationsfaktor nicht die geforderte Verfu¨gbarkeit gewa¨hrleisten zu ko¨nnen.
Dementsprechend ist der Replikationsfaktor in Abha¨ngigkeit von der Fluktuationswahr-
scheinlichkeit zu optimieren. Hierfu¨r wird zuna¨chst nur der Bereich betrachtet, in dem
die Verfu¨gbarkeitswahrscheinlichkeit ≥ 0.99 liegt, wie in Abbildung 4.11 dargestellt. Die
eingezogene Ebene ist die Verfu¨gbarkeitsgrenze pavmin = 0.99.
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Abbildung 4.11: Verfu¨gbarkeitswahrscheinlichkeit p(k˜ ≥ 1)fine,rp,(pom ,pa,t,k) in t = 43200
mit k, pom variiert; pa = 0.5
Nun wird der Bereich betrachtet, in welchem sich die 0.99-Ebene und die Funktion
χ : [0, 1]× N→ [0, 1] (4.17)
χ(pom , k) = p(k˜ ≥ 1)fine,rp,(pom ,pa=0.5,t=43200,k) (4.18)
schneiden. Da die Funktion nicht stetig ist, muss der Verlauf dieser Ho¨henlinie (blaue
Linie in Abb. 4.11) approximiert werden9. Dafu¨r wird fu¨r jedes k die kleinste Fluk-
tuationswahrscheinlichkeit pom bestimmt, mit der gerade noch χ(pom ≥ 0.99) gilt. Die
Genauigkeit der Berechnung betra¨gt 5 bzw. 6 Nachkommastellen fu¨r pom .
Nach der Ermittlung der approximierten Punkte wird der Verlauf der Ho¨henlinie in einem
zweidimensionalen Koordinatensystem aufgetragen, siehe Abb. 4.12. Alle Wertepaare
(k, pom) unterhalb der Linie fu¨hren nach 30 Tagen zu einer Verfu¨gbarkeitswahrschein-
lichkeit > 0.99. Die Werte auf der Linie zeigen an, welche Fluktuationswahrscheinlichkeit
von dem gegebenen k gerade noch ausgeglichen wird. Anhand der Graphik kann somit
9siehe Appendix A.2
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auch im Gegenzug fu¨r jedes gegebene pom der kleinste ausreichende Wert fu¨r den Repli-
kationsfaktor gefunden werden: dies ist das Optimum fu¨r k.
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Abbildung 4.12: Approximierte 0.99-Ho¨henlinie von χ(k, pom) fu¨r t = 43200
Fu¨r ein moderat fluktuierendes Netzwerk liegt der optimale Replikationsfaktor fu¨r 30
Tage Vorhaltezeit also bei k = 39, fu¨r ein stark fluktuierendes Netz bei k = 107.
Weiterhin kann der optimale Replikationsfaktor fu¨r eine feste Fluktuationsrate auch in
Abha¨ngigkeit von der gewu¨nschten Vorhaltezeit bestimmt werden. Abbildung 4.13(a)
stellt diesen Zusammenhang fu¨r pom = 0.0115 dar. Der Kurvenverlauf beschreibt die von
k abgedeckte Zeitspanne zwischen Publikation und Unterschreiten der minimal voraus-
gesetzten Verfu¨gbarkeitswahrscheinlichkeit pavmin = 0.99.
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(a) Moderate Fluktuation: pom = 0.0115
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Abbildung 4.13: Abgedeckte Zeitspanne t in Abha¨ngigkeit von k, stetig interpoliert
Mit einem Replikationsfaktor von k = 44 (Zusatzaufwand gegenu¨ber Verfu¨gbarkeit fu¨r
30 Tage ≈ 13%) bleibt ein Datensatz bei moderater Fluktuation beispielsweise fu¨r mehr
als 120 Tage verfu¨gbar.
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Fu¨r Netzwerke mit starker Fluktuation hingegen ist der Einsatz hoher Replikationsfak-
toren (z.B. k = 107 bei Vorhaltezeit von 30 Tagen, siehe Abbildung 4.13(b)) notwendig.
Alternativ ko¨nnen aber auch die Republishing-Intervalle verku¨rzt werden: Wie Abbildung
4.9 auf Seite 96 illustriert, sinkt nach jedem Republishing die Verfu¨gbarkeitswahrschein-
lichkeit erst langsam, dann immer schneller. Dieser Umstand kann ausgenutzt werden, in-
dem die Absta¨nde zwischen Republishing-Zeitpunkten verringert werden, z.B. auf 30 Mi-
nuten. Abbildung 4.14 stellt die Verfu¨gbarkeitswahrscheinlichkeiten fu¨r die Republishing-
Intervalle von 30 und 60 Minuten fu¨r verschiedene k bei starker Fluktuation gegenu¨ber.
Bei 30-Minuten-Intervallen genu¨gt bereits ein Replikationsfaktor von k = 47.
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Abbildung 4.14: Verfu¨gbarkeitswahrscheinlichkeit p(k˜ ≥ 1)fine,rp,(pom ,pa,t,k) fu¨r verschie-
dene Republishing-Intervalle, k variiert, pom = 0.0265
4.3.4.5 Variable Republishing-Zeitpunkte
Bisher wurde vorausgesetzt, dass nur genau ein Knoten nach Ablauf von genau einer,
zwei, . . . Stunde(n) seit der ersten Vero¨ffentlichung eines Datensatzes fu¨r die Initiie-
rung des Republishing verantwortlich ist. Maymounkov und Mazie`res beschreiben aber
in [MaM02] das Republishing wie folgt:
[. . .W]hen a node receives a STORE RPC [Remote Procedure Call, hier: Request] for a
given key-value pair, it assumes the RPC was also issued to the other k−1 closest nodes,
and thus the recipient will not republish the key-value pair within the next hour. This en-
sures that as long as republication intervals are not exactly synchronized, only one node
will republish a given key-value pair every hour.
Jeder Knoten hat also einen internen Zeitgeber, der jeweils den Ablauf einer Stunde seit
Empfang des STORE-Requests fu¨r einen Datensatz meldet und das Republishing ansto¨ßt.
Die Asynchronita¨t der internen Zeitgeber wird insbesondere durch Transfer on Join ver-
ursacht. In diesem Fall erha¨lt nur ein einziger Knoten, na¨mlich der neu hinzugekommene,
in diesem Zeitpunkt ein Replikat, so dass seine interne Zeitrechnung bis zum na¨chsten
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Republishing sich von der aller anderen Replikatbesitzer unterscheidet. In der Realita¨t
bedeutet dies, dass jeder der k Knoten aus Nb zu irgendeinem Zeitpunkt innerhalb der
Stunde ein Republishing durchfu¨hren mu¨sste.
Es ist zu erwarten, dass die Republishing-Zeitpunkte dann na¨her beieinander liegen als
in der vorliegenden Analyse, in keinem Fall aber ko¨nnen sie weiter als 60 Zeitschritte
voneinander entfernt sein: solange es noch mindestens ein Replikat gibt, wird mindestens
einmal pro Stunde republiziert.
Die Analyse legt also auch hier eine untere Grenze fu¨r die Entwicklung der Wahrschein-
lichkeitsverteilung u¨ber k˜ und damit einhergehend fu¨r die Verfu¨gbarkeit von Replika im
Zeitverlauf fest.
4.3.5 Fazit
Die durchgefu¨hrte Analyse zeigt, wie sowohl moderat als auch fu¨r stark fluktuierende
Netze mit hoher Angriffswahrscheinlichkeit u¨ber den Replikationsfaktor und die Wahl
des Republishing-Intervalls die Verfu¨gbarkeit der Datensa¨tze gesichert werden kann.
Mit hoher Wahrscheinlichkeit reicht in einem Netzwerk mit moderater Fluktuation ein
Replikationsfaktor von 39 (fu¨r starke Fluktuation von 107 bzw. 47 bei Halbierung der
Republishing-Intervalle), um die Verfu¨gbarkeit der Daten u¨ber 30 Tage zu garantie-
ren. Mit einem nur geringen Zusatzaufwand kann diese Spanne bei Bedarf auch weiter
verla¨ngert werden.
4.4 Optimale Anfragepolitik bei Existenz bo¨swilliger
Speicherknoten
Kademlia bietet zwei grundlegende Lookup-Methoden: Die Methode FIND_NODE dient
nur dem Auffinden der k na¨chsten Knoten zu einem Bezeichner. Ein Knoten, welcher
eine Lookup-Nachricht mit FIND_NODE erha¨lt, liefert stets die k ihm bekannten na¨chsten
Knoten zum gesuchten Bezeichner zuru¨ck.
Anders verha¨lt es sich mit der Methode FIND_VALUE, die dem Auffinden eines Daten-
satzes dient. Empfa¨ngt ein Knoten eine Lookup-Nachricht mit FIND_VALUE, so pru¨ft er
zuna¨chst, ob er einen Datensatz mit dem gesuchten Bezeichner selbst gespeichert hat. Ist
dies der Fall, liefert er direkt den Datensatz zuru¨ck. Besitzt er den gesuchten Datensatz
nicht, so antwortet er wie bei FIND_NODE mit einer Liste von k besser passenden Knoten.
Es wird angenommen, dass ein Teil der Knoten bo¨swillig handelt. Neben den in 4.3
untersuchten Effekten von Angriffen auf die Verfu¨gbarkeit von Datensa¨tzen ist auch da-
mit zu rechnen, dass Daten von Speicherknoten modifiziert und/oder falsche Antworten
geliefert werden (Integrita¨tsangriff, siehe auch Kapitel 7).
Unter Beru¨cksichtigung dieser Annahmen ergeben sich nun zwei praktikable Alternativen
zum Bezug eines Datensatzes mit Bezeichner b:
1. U¨ber die Anwendung von FIND_NODE werden die k Knoten aus Nb bestimmt. Der
Lookup-Initiator sendet dann an jeden davon ein FIND_VALUE. Alle Knoten, welche
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einen oder mehrere Datensa¨tze mit Bezeichner b besitzen, liefern diese(n) zuru¨ck.
2. Bei Verwendung der Methode FIND_VALUE wird der Lookup beendet, sobald die
erste Antwort (in Form eines oder mehrerer Datensa¨tze) von einem kontaktierten
Knoten gesendet wird. Erfu¨llt diese Antwort nicht die Integrita¨tsanforderungen, so
muss eine weitere Anfrage gestartet werden.
Diese wird dann wie in 1. durchgefu¨hrt, indem alle k Knoten aus Nb befragt werden.
Letzteres ist notwendig, da die Wahrscheinlichkeit sehr hoch ist, dass bei einer
erneuten FIND_VALUE-Anfrage wieder derselbe Knoten wie zuvor kontaktiert wird,
der inkorrekte Antworten liefert.
Es ist unmittelbar einsichtig, dass sich die beiden Varianten hinsichtlich ihres Kommu-
nikationsaufwandes unterscheiden. Dabei seien folgende Annahmen getroffen:
• Eine Lookup-Nachricht hat die La¨nge lLOOKUP Byte.
• Der Transfer eines Datensatzes entspricht lDS Byte.
• In einem vollsta¨ndig belegten Adressraum der Gro¨ße N = 2160 (Adressla¨nge 160 Bit
in Kademlia) ist die maximale Anzahl der in einem Lookup kontaktierten Knoten
log2 N = 160. In einem Netzwerk, in dem nicht alle Adressen belegt sind (N < 2m),
ist die Anzahl x aller kontaktierten Knoten:
x = O(log2 N) = a · log2 N + b < m
Untersuchungen von Ratnasamy et al. [GGG03] an einem Netzwerk der Gro¨ße 216
ergaben die Pfadla¨nge lpath ≈ 12 log2 N pro Anfrage in einem Netzwerk ohne
Knotenausfa¨lle, wobei der Ausfall von u¨ber 50% der Knoten die durchschnittliche
Pfadla¨nge um ca. 50% (also lpath ≈ 34 log2 N) erho¨ht. Diese Analyse bezieht aber
den Parallelisierungsfaktor α fu¨r Anfragen nicht ein. Unter Beru¨cksichtigung von
α erga¨be sich dann als Maximalwert fu¨r die Anzahl der pro Lookup kontaktierten
Knoten x = α · lpath ≈ α · 34 log2 N . Es ist also wahrscheinlich, dass x fu¨r α = 3 und
eine maximal angenommene Netzgro¨ße N = 221 (u¨ber 2 Mio. Knoten) ≤ 48 ist.
• kˆ ist die Gesamtzahl der Datensa¨tze, die unter dem gesuchten Bezeichner b auf den
Knoten aus Nb verfu¨gbar sind. Dies beinhaltet alle Replika aller Datensa¨tze mit
identischem Bezeichner b (zur Existenz von gleichen Bezeichnern vgl. 5.3.2.1).
• k¯ ist die Anzahl der verschiedenen unter identischem Bezeichner b publizierten Da-
tensa¨tze. Dabei gilt dann fu¨r den Anfragezeitpunkt: kˆ = k¯ · k˜, d.h. die Gesamtzahl
der verfu¨gbaren Datensa¨tze unter Bezeichner b auf allen Knoten ∈ Nb entspricht in
etwa der Anzahl der unter diesem Bezeichner publizierten Datensa¨tze multipliziert
mit der erwarteten Anzahl der aktuell vorhandenen Replika pro Datensatz.
Unterschiedliche Publikationszeitpunkte der Datensa¨tze werden vernachla¨ssigt, d.h.
es wird vereinfachend angenommen, dass alle Datensa¨tze in Form einer festen An-
zahl k˜ an Replika vorliegen.
• Caching wird nicht beru¨cksichtigt, d.h. der erste Knoten, der auf ein FIND_VALUE
einen Datensatz zuru¨ckliefern kann, muss bereits ∈ Nb sein.
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Der Kommunikationsaufwand in Byte (bezeichnet mit c) fu¨r die beiden verfu¨gbaren Va-
rianten kann damit wie folgt berechnet werden:
Variante I. Aufwand fu¨r FIND_NODE mit FIND_VALUE an jeden Knoten der Menge Nb:
cVar.I = (1 + k) · x · lLOOKUP + kˆ · lDS |kˆ = k¯ · k˜
⇔ cVar.I = (1 + k) · x · lLOOKUP︸ ︷︷ ︸
I
+ k¯ · k˜ · lDS︸ ︷︷ ︸
II
Summand I repra¨sentiert dabei den Aufwand fu¨r das Auffinden der Knoten aus Nb. Der
Multiplikator (1 + k) ergibt sich daraus, dass pro kontaktiertem Knoten der Aufwand
fu¨r eine Lookup-Nachricht vom Anfrageknoten hin zum kontaktierten Knoten plus der
Aufwand fu¨r k Lookup-Nachrichten (Liste der besser passenden Knoten) in die entgegen-
gesetzte Richtung anfa¨llt. Summand II quantifiziert den Aufwand fu¨r den Transfer von
kˆ Datensa¨tzen an den Initiator der Anfrage.
Variante II. Aufwand fu¨r standardma¨ßiges FIND_VALUE mit Umschwenken auf Variante
I bei Misserfolg:
cVar.II = (1− pa) · ((1 + k) · x · lLOOKUP + k¯ · lDS)
+ pa · (((1 + k) · x · lLOOKUP + k¯ · lDS)
+ (1 + k) · x · lLOOKUP + kˆ · lDS) |kˆ = k¯ · k˜
⇔ cVar.II =
I︷ ︸︸ ︷
(1− pa) · ((1 + k) · x · lLOOKUP + k¯ · lDS)
II
{
+ pa · (((1 + k) · x · lLOOKUP + k¯ · lDS)
+(1 + k) · x · lLOOKUP + k¯ · k˜ · lDS)
Der Summand I stellt den Idealfall dar: der erste Knoten, der den Datensatz besitzt,
ist kein Angreifer (Wahrscheinlichkeit 1 − pa) und liefert die bei ihm gespeicherten k¯
korrekten Datensa¨tze zuru¨ck. Summand II repra¨sentiert den Fall, dass auf die erste An-
frage falsche Daten zuru¨ckgeliefert werden, da der Knoten ein Angreifer ist und die bei
ihm gespeicherten Daten modifiziert hat. Sobald dies bei der Verarbeitung der Antwort
bemerkt wird, muss eine zweite Anfrage gestellt werden. In diesem zweiten Durchgang
wird dann wie in Variante I. vorgegangen, der Kommunikationsaufwand summiert sich.
Durch Gleichsetzen cVar.I = cVar.II und Lo¨sen nach pa wird die Angriffswahrscheinlichkeit
berechnet, bei welcher der Kommunikationsaufwand fu¨r beide Varianten identisch ist.
(1 + k) · x · lLOOKUP + k¯ · k˜ · lDS = (1− pa) · ((1 + k) · x · lLOOKUP + k¯ · lDS)
+ pa · (((1 + k) · x · lLOOKUP + k¯ · lDS)
+ (1 + k) · x · lLOOKUP + k¯ · k˜ · lDS)
⇔
pa =
(k˜ − 1) · k¯ · lDS
(1 + k) · x · lLOOKUP + k˜ · k¯ · lDS
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Die Platzhalter lLOOKUP und lDS werden nun mit plausiblen Werten ersetzt. Da ein
Lookup neben dem gesuchten 20-Byte-Bezeichner noch einige weitere Informationen (z.B.
die verwendete Methode: FIND_NODE oder FIND_VALUE) entha¨lt, wird hierfu¨r von 40 Byte
Gesamtgro¨ße ausgegangen10.
Die Gro¨ße eines Datensatzes ha¨ngt vom konkreten Anwendungsfall ab. Dementsprechend
wird hier die Gro¨ße eines AAI-Zertifikats11 verwendet (ca. 2 kB, also 2048 Byte [NyB99]).
Unter weiterer Einsetzung des in 4.3 ermittelten optimalen Replikationsfaktors k = 39
fu¨r moderat fluktuierende Netzwerke ergibt sich dann:
pa =
2048 · (k˜ − 1) · k¯
1600 · x+ 2048 · k˜ · k¯ (4.19)
Der Wert fu¨r pa, bei dem der Aufwand fu¨r Variante I und II identisch ist, ha¨ngt also
von drei Parametern ab: der tatsa¨chlichen Anzahl der kontaktierten Knoten x in einem
Lookup (d.h. des exakten Lookup-Aufwandes), den zum gegebenen Zeitpunkt im Durch-
schnitt vorhandenen Replika pro Zertifikat k˜ und der Anzahl verschiedener Zertifikate,
die unter gleichem Bezeichner gespeichert (k¯) sind. Der Wert fu¨r x bewegt sich wegen
x = O(log2 N) mit a ≤ 1 im Intervall [0, 160], wobei x ≤ 48 als wahrscheinlich gilt (siehe
S. 102). Fu¨r k˜ gilt: k˜ ∈ [1, k].
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Abbildung 4.15: Break-Even des Kommunikationsaufwandes zwischen Anfragevariante I
und II (stetig interpoliert)
Abbildung 4.15(a) zeigt den Verlauf der Schnittkurve gema¨ß Formel 4.19 zwischen cVar.I
und cVar.II aufgelo¨st nach pa fu¨r eine beispielhafte Belegung der Parameter k˜ = 20 ≈ 12k
(Average Case) bzw. k˜ = 39 = k (Worst Case hinsichtlich des Kommunikationsaufwan-
des) und k¯ = 2 bzw. k¯ = 5. Fu¨r Punkte (xi, pai) unterhalb einer Kurve ist Variante II
vorteilhafter, fu¨r Punkte oberhalb Variante I.
Die angenommene Angriffswahrscheinlichkeit pa = 0.5 ergibt fu¨r k = 20 und k¯ = 2
x ≈ 47, d.h. die Kommunikationsaufwendungen fu¨r Variante I und II sind bei 47 kontak-
10Bei allen Angaben wird der auf den unteren Schichten des Netzwerks entstehende Overhead fu¨r
UDP-Header usw. ausgeklammert.
11Zertifikate werden im verteilten AAI-Verzeichnis die gro¨ßten Datensa¨tze darstellen, s. Abschnitt 5.2.
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tierten Knoten identisch. Wie bereits erwa¨hnt, sind gro¨ßere Werte fu¨r x in einem realen
Kademlia-System unwahrscheinlich, so dass Variante II Szenarien vorzuziehen ist12.
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Abbildung 4.16: Kommunikationsaufwand fu¨r Variante I und II, stetig interpoliert; k˜ =
20, k¯ = 2
Diese Entscheidung wird fu¨r gro¨ßere k¯ und k˜ untermauert (siehe Abb. 4.15(b) und obere
Kurve in 4.15(a)): hier ist Variante I fu¨r pa = 0.5 erst fu¨r sehr große x bzw. in keinem
Fall (obere Kurve in Abb. 4.15(b)) vorteilhafter. Dies illustrieren auch Abb. 4.16 sowie
Abb. 4.17(a) und 4.17(b) Zur Minimierung des Kommunikationsaufwandes ist also die
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(b) k˜ = 20
Abbildung 4.17: Kommunikationsaufwand fu¨r Variante I und II, stetig interpoliert; k¯ = 5
optimale Anfragepolitik unter den gegebenen Rahmenbedingungen stets Variante II.
12Fu¨r ho¨here Replikationsfaktoren k wird wegen der zugleich erwarteten ho¨heren Werte fu¨r k˜ die Ent-
scheidung besta¨tigt. So ergibt sich beispielsweise fu¨r k = 100, k˜ = 50, k¯ = 2, pa = 0.5 Aufwandsgleichheit
bei x ≈ 49.
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System zur Speicherung von
Zertifikaten und
Statusinformationen : P2P-ZuSI
Ein zentraler Punkt dieser Arbeit ist die Spezifikation eines verteilten Informations-
systems, welches die Daten einer AAI dezentral im Rahmen eines strukturierten P2P-
Verzeichnisses speichert, verwaltet und fu¨r Anfragen bereitha¨lt. Hierfu¨r muss ein Regel-
werk entwickelt werden, welches von allen Teilnehmern des Systems verwendet wird und
die Details der Formatierung, Speicherung und Anfrage von Datensa¨tzen festlegt.
Die Kombination aus diesem Regelwerk (im Folgenden P2P-ZuSI -Regelwerk genannt)
und einem konkreten Kademlia-basierten Peer-to-Peer-System wird als P2P-ZuSI (P2P
Zertifikat- und Status-Informationssystem) bezeichnet und realisiert das verteilte Ver-
zeichnis einer AAI.
Zuna¨chst wird ein Grobentwurf von P2P-ZuSI vorgestellt. Dann wird die geeignete
Status- bzw. Ru¨ckruftechnik fu¨r die durch den Entwurf vorgegebenen Rahmenbedin-
gungen bestimmt und darauf das Regelwerk fu¨r Adressierung und Speicherung der Sta-
tusnachrichten aufgebaut.
Im Anschluss werden die Regeln fu¨r die Verwaltung von Zertifikaten und dabei insbeson-
dere die Behandlung der Zertifikatinhalte hinsichtlich des Sicherheitsziels Vertraulichkeit
diskutiert und formuliert.
Weiterhin wird ein Schichtenmodell vorgestellt, welches die Ergebnisse illustriert und als
Basis fu¨r die formale Modellierung des spezifizierten Systems (siehe Kapitel 6) dient.
5.1 Grobkonzept
P2P-ZuSI ist ein Informationssystem, welches unter Verwendung eines festen Regelwerks
ein Kademlia-basiertes P2P-Netzwerk nutzt, um als Verzeichnis zur Speicherung, Verwal-
tung und Bereitstellung von Daten einer AAI zu agieren.
Daten aus dem Verzeichnis ko¨nnen von jedem Teilnehmer des P2P-Systems angefragt
werden. Weiterhin ist es jedem Knoten erlaubt, beliebige Daten zu vero¨ffentlichen. Es
ist somit Voraussetzung, dass jede Entita¨t der AAI zugleich auch Teilnehmer des Netz-
werks ist oder zumindest unbeschra¨nkten Zugriff auf einen Netzwerkknoten hat. Damit
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ist die Differenzierung zwischen Entita¨t im Sinne der AAI und Knoten im Sinne der
P2P-Infrastruktur im wesentlichen aufgehoben.
Es ist zu beachten, dass keine bestimmte AAI-Architektur besonders unterstu¨tzt wer-
den soll, sondern eine mo¨glichst allgemeine Eignung fu¨r verschiedene Architekturen zu
erreichen ist. Somit bestehen insbesondere keine Beschra¨nkungen dahingehend, welche
AAI-Rollen von einem P2P-Systemteilnehmer eingenommen werden du¨rfen.
5.2 Verwaltung von Informationen zum Zertifikatstatus
5.2.1 Auswahl der optimalen Technik zur Statusverwaltung
Die in Abschnitt 3.9.2 vorgestellten Techniken sind in unterschiedlichem Maße fu¨r P2P-
ZuSI geeignet.
5.2.1.1 Online-Techniken
In einem P2P-Verzeichnis findet die Verteilung von Informationen stets unter zeitli-
cher Verzo¨gerung und unter Beteiligung zahlreicher Knoten statt. Eine direkte Ver-
bindung und damit ein Online-Datenaustausch zwischen zwei AAI-Entita¨ten ist nicht
mo¨glich und auch nicht gewollt. Im Gegenteil, die dezentrale Datenspeicherung soll ja
den Organisations- und Kommunikationsaufwand fu¨r die Issuing und Status Authorities
verringern. Eine Online-Technik zur Kommunikation des Zertifikatstatus ist also nicht
einsetzbar.
5.2.1.2 Offline-Techniken
Das strukturierte Peer-to-Peer-Verzeichnis kann prinzipiell zur Verwaltung von Offline-
Ru¨ckrufinformationen genutzt werden. Die Status Authorities fu¨gen dann regelma¨ßig
aktualisierte, signierte Ru¨ckruflisten in das Netzwerk ein. Diese Certificate Revocation
Lists bzw. Trees sind entweder vollsta¨ndig oder in mehrere Teile gespalten speicherbar.
Um ein Zertifikat verifizieren zu ko¨nnen, muss ein Pru¨fer nach den zuletzt vero¨ffentlichten
Ru¨ckrufdaten suchen, ein Exemplar dieser Daten von einem gerade fu¨r diesen Datensatz
zusta¨ndigen Peer herunterladen und ermitteln, ob das betreffende Zertifikat in dieser Da-
tenstruktur als zuru¨ckgerufen deklariert wurde.
Die Integrita¨t der Datei kann leicht mittels Signaturverifikation u¨berpru¨ft werden, indem
hierfu¨r der authentische o¨ffentliche Schlu¨ssel des Ausstellers verwendet wird. Damit wird
Gewissheit daru¨ber erlangt, ob Manipulationen durch P2P-Knoten durchgefu¨hrt wurden
oder die Datei anderweitig bescha¨digt ist. Der Pru¨fer wird in einem solchen Fall die ent-
haltenen Informationen nicht mehr akzeptieren.
Allerdings erga¨ben sich beim Einsatz von Offline-Techniken im Rahmen von P2P-ZuSI
wesentliche Nachteile:
Bei nicht fragmentierten Dateien wie vollsta¨ndigen CRLs oder CRTs sind die einzelnen
Dateien potentiell sehr groß, so dass hoher Kommunikations- und Speicheraufwand bei
der Publikation entsteht. Somit wa¨ren aber Knoten mit geringen Ressourcen prinzipiell
benachteiligt und mo¨glicherweise sogar von der Teilnahme am System ausgeschlossen.
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Die Replikation gestaltet sich ebenfalls schwierig, da mit den notwendigen Replikations-
faktoren sehr viel Speicherplatz beno¨tigt wird und - insbesondere beim Republishing -
hoher Kommunikationsaufwand entsteht. Lebenszyklusmanagement solcher Daten, ins-
besondere die Lo¨schung z.B. bei Auftauchen einer neuen CRL ist u.a. aufgrund der
mo¨glicherweise differierenden Gu¨ltigkeitszeitra¨ume und des notwendigen Aufwandes zur
regelma¨ßigen Pru¨fung, ob Updates publiziert wurden, schwierig.
Das wesentlichste Problem liegt aber in der bereits in Abschnitt 3.9.2.2 beschriebenen
Gefahr, dass ein Pru¨fer ein Zertifikat unzutreffenderweise als gu¨ltig ansieht, weil er die
Ru¨ckrufliste oder Teile davon nicht auffinden oder aufgrund einer Bescha¨digung nicht
verwenden kann. Da ein falsches Positivergebnis im Rahmen einer AAI als wesentlich
schlimmer als ein falsches Negativergebnis einzustufen ist, ist die Verwendung von Offline-
Techniken fu¨r P2P-ZuSI nicht zu empfehlen.
5.2.1.3 Ru¨ckruffreie Systeme
Trusted Directory
Ein Trusted Directory verlangt per Definition die Existenz einer vertrauenswu¨rdigen, kon-
trollierten Umgebung, in der Zertifikate sicher und stetig verfu¨gbar vorgehalten werden.
In einem Peer-to-Peer-System wird der Dienst aber von einer Gruppe nicht notwendi-
gerweise vertrauenswu¨rdiger Teilnehmer angeboten. Eine weitere Voraussetzung ist die
Existenz einer Instanz, welche fu¨r die Integrita¨t der Daten organisatorisch und technisch
verantwortlich ist. Beides kann nicht garantiert werden (siehe auch Kap. 8), so dass eine
Kombination des Trusted-Directory-Ansatzes mit einem P2P-Verzeichnis unmo¨glich ist.
CRS/Novomodo und HCRS
Alle Statusnachrichten ko¨nnen einzeln im Netzwerk gespeichert werden. Diese kleinen,
voneinander unabha¨ngigen Datensa¨tze halten den Kommunikationsaufwand allgemein
gering und ermo¨glichen so auch die problemlose Einbindung von Knoten mit geringer
Bandbreite und Speicherkapazita¨t in das System. Auch entsteht kein Overhead, da ein
Anfrageknoten immer nur genau die Information erha¨lt, die ihn interessiert, und bei-
spielsweise keine Ru¨ckrufinformationen u¨ber viele andere Zertifikate wie beim Einsatz
von CRLs.
HCRS setzt allerdings eine gewisse ”Intelligenz“ des Verzeichnisdienstes oder nicht zerti-
fikatgebundene Adressierung der Datensa¨tze voraus (siehe 3.9.2.3 und 5.2.2.2). Die Um-
setzung dieser Anforderungen wa¨re schwierig, da Suchanfragen der Form ”Liefere eine
aktuelle SI fu¨r einen beliebigen Knoten aus Di“ nur mit wesentlichem Zusatzaufwand1
realisierbar sind (zumal die Zusammensetzung von Di den Pru¨fern nicht bekannt ist).
Die Statusnachrichten aus CRS sind allerdings sehr gut fu¨r die Speicherung in einem
P2P-Netzwerk und damit fu¨r den Einsatz in P2P-ZuSI geeignet.
NewPKI
Da innerhalb des Peer-to-Peer-Netzwerks alle Knoten gleichberechtigt sind, ist es un-
erheblich, von welcher AAI-Entita¨t eine Statusnachricht publiziert ist. Damit bietet
NewPKI die gleichen Vorteile wie CRS und ist im skizzierten System sehr gut einsetzbar.
1z.B. mittels separat gespeicherter und u¨ber Metadaten adressierter Zuordnungsdatensa¨tze, welche die
konkreten FileIDs der Statusinformationen enthalten
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Fazit: Aus der Menge der vorgestellten Techniken fu¨r die Bereitstellung von Ru¨ckrufen
und Statusinformationen sind die ru¨ckruffreien Techniken CRS und NewPKI optimal fu¨r
das skizzierte Peer-to-Peer-basierte Informationssystem.
5.2.2 Regelwerk fu¨r Statusinformationen
5.2.2.1 Paralleler Einsatz von IA- und EE-zentrierten Statusinformationen
Wie im vorigen Abschnitt gezeigt, sind CRS und NewPKI gleichermaßen fu¨r die Rea-
lisierung von Statusnachrichten im skizzierten P2P-ZuSI geeignet. CRS implementiert
eine IA-zentrierte Sicht auf die Statusverwaltung, d.h. die IA kontrolliert den Status
ihrer ausgestellten Zertifikate. NewPKI realisiert ein EE-zentriertes System mit der Ver-
antwortung fu¨r die Statuskontrolle auf Seite der End-Entita¨t. Es ko¨nnen also sowohl
End-Entita¨ten als auch Issuing Authorities in der Rolle SA auftreten.
Da in einer AAI - wie in Abschnitt 3.9.1 und insbesondere Tabelle 3.1 angesprochen
- sowohl IA-zentrierte als auch EE-zentrierte Gru¨nde fu¨r den Ru¨ckruf von Zertifikaten
vorliegen ko¨nnen, ist die alleinige Integration eines der beiden Konzepte in P2P-ZuSI
nicht ratsam und auch nicht notwendig: Da alle Teilnehmer des P2P-Netzwerks belie-
bige Daten publizieren du¨rfen (vollsta¨ndige Gleichberechtigung), werden in P2P-ZuSI
Statusnachrichten aus allen mo¨glichen Quellen gespeichert und verfu¨gbar gemacht. Der
Urheber einer Statusnachricht ist sogar V o¨llig unerheblich, sie muss nur gu¨ltig sein.
Negativnachrichten, d.h. explizite Ru¨ckrufe wie bei CRS/Novomodo in 3.9.2.3 vorgestellt,
werden fu¨r P2P-ZuSI nicht verwendet. Es reicht aus, dass die Entita¨t SA bei einem Ru¨ck-
rufereignis keine weiteren Positivnachrichten ausstellt. Zusa¨tzliche Nachrichten zu publi-
zieren erzeugt nur zusa¨tzlichen Aufwand, bietet aber keinen Informationsvorteil und ist
daher unno¨tig. Es kommen also nur Statusinformationen, d.h. positive Statusnachrichten
zum Einsatz.
5.2.2.2 Publikation von Statusinformationen
Die Status Authority erzeugt in jeder Periode2, in der das Zertifikat gilt, einen Datensatz
der folgenden Form:
sii(cert) = Hd−i(r)
Dabei ist i die Gu¨ltigkeitsperiode des Zertifikats, wobei mit Gu¨ltigkeitsdauer d (in Peri-
oden) gilt: 1 ≤ i ≤ d.
Anschließend bestimmt SA die FileID fu¨r den Datensatz aus dem Hashwert u¨ber das
gesamte Zertifikat konkateniert mit der aktuellen Periode i:
fidsii = H(H(cert)u i)
Da jeder Pru¨fer eine Statusinformation erst dann anfragt, wenn er das zugeho¨rige Zer-
tifikat bereits besitzt, kann er leicht dessen Hashwert bestimmen. Die Periode errechnet
er aus Gu¨ltigkeitsbeginn des Zertifikats und dem aktuellen Datum (ggf. inkl. Uhrzeit).
Mit dieser Berechnungsmethodik fu¨r die FileID ist gewa¨hrleistet, dass jeder Pru¨fer diese
leicht berechnen und damit auch jede Statusinformation zu einem bekannten Zertifikat
2Es ist generell keine Synchronisierung der Perioden, weder in ihrer La¨nge noch in ihrer Anzahl,
notwendig. Es muss lediglich im Zertifikat angegeben werden, wie sich die Perioden errechnen.
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anfragen kann.
Die Status Authority publiziert dann den Datensatz (fidsii , sii(cert)) durch STORE-
Requests an die k zusta¨ndigen Knoten.
5.2.2.3 Speichern von Statusinformationen
Erha¨lt ein Knoten eine Statusinformation mit einem STORE-Request, speichert er diese
und stellt sie auf Anfragen hin zur Verfu¨gung. Nach Ablauf einer allgemein bekannten
Mindestspeicherdauer lo¨scht er sie, da die Statusinformation dann ungu¨ltig geworden ist.
5.2.2.4 Abfragen von Statusinformationen
Um eine aktuelle Statusinformation zu beziehen, muss ein Pru¨fer aus dem ihm vorliegen-
den Zertifikat cert die Werte H(cert) und i berechnen und daraus die passende FileID
erzeugen.
Er startet dann einen Lookup (gema¨ß den Ergebnissen aus Abschnitt 4.4 zuna¨chst mit
FIND_VALUE) nach einem Datensatz mit fidsii . Wird die Statusinformation von keinem
Knoten zuru¨ckgeliefert, muss er annehmen, dass das Zertifikat nicht mehr gu¨ltig ist.
Erha¨lt er eine Statusinformation, pru¨ft er sie auf Korrektheit, indem er den i-fachen Has-
hwert u¨ber sii berechnet und mit dem Validierungsziel aus dem Zertifikat vergleicht. Ist
die Validierung erfolglos, fordert er den Datensatz nochmals von allen Peers aus Nfidsii
an. Erst nach Abarbeitung der dabei empfangenen Ergebnisse entscheidet sich dann, ob
das Zertifikat als gu¨ltig oder ungu¨ltig aufgefasst wird.
5.3 Verwaltung von Zertifikaten
Zertifikate sind im Hinblick auf ihre Verwaltung im P2P-Verzeichnis anders zu behandeln
als Statusinformationen. Dies resultiert aus wesentlichen inhaltlichen und technischen Un-
terschieden wie in Tabelle 5.1 dargestellt.
Anmerkung: Die La¨nge der Statusinformationen wird in [Mic96] auf 160 Bit festgelegt.
Es ist eine zufa¨llige Koinzidenz, dass Bezeichner in Kademlia und Statusinformationen
die gleiche La¨nge aufweisen.
Statusinformationen Zertfikate
Datensatzgro¨ße 160 Bit = 20 Byte im Mittel 1-2 kB
Inhalte Hashwert einer Zufallszahl signierte Klartextdaten
Art der Inhalte alle vom gleichen Typ (Bit-
string fester La¨nge)
Deskriptive Attributzertifikate
(inkl. Schlu¨sselzertifikate);
Privilegzertifikate
Tabelle 5.1: Unterschiede zwischen Statusinformationen und Zertifikaten
Zudem muss fu¨r Zertifikate eine andere Adressierungsmethodik gefunden werden, da sich
die FileID fu¨r Statusinformationen unter Verwendung des Hashwerts u¨ber das Zertifikat
ergibt, auf welches sich die Statusinformation bezieht.
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Aus den gezeigten Differenzen gegenu¨ber Statusinformationen resultieren Unterschiede
in der Behandlung von Zertifikaten, die im Folgenden aufgegriffen werden.
5.3.1 Aufbau von Zertifikaten
In Anlehnung an das Zertifikatformat X.509 enthalten Privileg- und Deskriptive Attri-
butzertifikate mindestens die folgenden Daten:
1. Inhaber-ID
2. Attribut- bzw. Privilegtyp
3. Attributwert bzw. Delegationsstufe
4. Gu¨ltigkeitszeitraum mit Start- und Enddatum
5. ggf. Erweiterungen
6. Aussteller-ID
7. Verwendeter Signaturalgorithmus
8. Signatur u¨ber den Hashwert des Zertifikatinhalts (1.-7.)
5.3.2 Regelwerk fu¨r Zertifikate
5.3.2.1 FileID-Berechnung
Ein Pru¨fer V , der ein Zertifikat sucht, besitzt zu diesem Zeitpunkt nur sehr wenige In-
formationen u¨ber Inhalte und Eigenschaften dieses Datensatzes.
Es wird angenommen, dass V u¨ber ein laufendes Authentifizierungs- und/oder Autori-
sierungsverfahren (A&A-Verfahren) in direktem Kontakt zu einer End-Entita¨t E steht.
Autorisierung bezieht sich - als Einschra¨nkung der weiter gefassten Autorisierungsdefini-
tion 3.2 - im Folgenden stets auf einen konkreten Privilegtyp, d.h. es wird gepru¨ft, ob E
ein von ihr beanspruchtes Privileg tatsa¨chlich ausu¨ben darf.
V beno¨tigt dann aus dem Verzeichnis verschiedene Zertifikate, um eine Zertifizierungs-
kette zu generieren. Die Typen der anzufragenden Zertifikate unterscheiden sich jeweils
nach dem aktuellen Prozess-Schritt (Authentifizierung oder Autorisierung) und dem Typ
des Initialzertifikats der Kette. Dieses kann entweder von E pra¨sentiert werden oder aber
wird von V auf Basis von durch E bereitgestellten Metadaten (z.B. Entita¨tsbezeichnung,
beanspruchter Privilegtyp) aus dem Verzeichnis angefordert.
1. Initialzertifikat ist Deskriptives Attributzertifikat mit Attributtyp pk:
Dieser Fall kann sowohl in der Authentifizierung (bei der Herleitung des authenti-
schen o¨ffentlichen Schlu¨ssels fu¨r E) als auch in der Autorisierung (zur Herleitung
des authentischen o¨ffentlichen Schlu¨ssels des Ausstellers eines Privilegzertifikats)
auftreten. V wird dann eine Zertifizierungskette aus Schlu¨sselzertifikaten erstellen,
d.h. alle Zertifikate sind vom Attributtyp pk.
Im Falle der expliziten Trust-Modellierung ist außerdem parallel zu jeder Kette von
Schlu¨sselzertifikaten eine Kette von Privilegzertifikaten des Typs ci(pk) (siehe 3.7)
zu erstellen.
2. Initialzertifikat ist Privilegzertifikat mit Privilegtyp pt:
V fragt dann fu¨r die Erstellung einer Zertifizierungskette Privilegzertifikate vom
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Typ pt mit ho¨herer Delegationsstufe pd an. Weiterhin pru¨ft er die Signaturen jedes
erhaltenen Privilegzertifikats mittels des authentischen o¨ffentlichen Schlu¨ssels des
Ausstellers. Um diesen Schlu¨ssel zu ermitteln, muss jeweils eine Zertifizierungskette
von Schlu¨sselzertifikaten generiert werden.
3. Initialzertifikat ist ein Deskriptives Attributzertifikat mit Attributtyp at:
Die Signatur des Ausstellers wird u¨ber eine Kette von Schlu¨sselzertifikaten validiert
(ggf. inkl. Privilegzertifikatkette ci(pk)). Zudem wird eine Kette von Privilegzertifi-
katen fu¨r das Privileg der Ausstellung von Zertifikaten des Typs a, ci(at), generiert.
Damit hat V in den verschiedenen Fa¨llen auch unterschiedliches Wissen u¨ber die Zer-
tifikate, die er im Rahmen der Kettenerzeugung iterativ aus dem Verzeichnis anfordern
muss. Es ergeben sich also nur zwei Typen von Zertifizierungsketten:
1. Ketten von Schlu¨sselzertifikaten: V sucht ausschließlich Deskriptive Attributzerti-
fikate vom Typ pk. Der konkrete Attributwert, na¨mlich der Public Key selbst, ist
ihm nicht a priori bekannt. Der Inhaber des jeweils na¨chsten zu suchenden Zer-
tifikats ist der Aussteller des aktuell betrachteten Zertifikats (begonnen mit dem
Initialzertifikat).
2. Ketten von Privilegzertifikaten: V sucht Zertifikate vom Typ pt, der direkt aus dem
Initialzertifikat entnommen ist und sich u¨ber die gesamte Zertifizierungskette hin-
weg nicht a¨ndert. Die Delegationsstufe muss fu¨r das jeweils na¨chste Zertifikat gro¨ßer
als die des aktuell betrachteten sein, die exakte Stufe ist allerdings nicht bekannt.
Der Inhaber des na¨chsten anzufragenden Zertifikats ist wie auch bei Schlu¨sselzer-
tifikatketten der Aussteller des aktuellen.
Weitere Informationen u¨ber die gesuchten Zertifikate liegen V also zu keinem Zeitpunkt
vor. Damit kann die FileID nur aus diesen vorliegenden Informationen, na¨mlich dem
Inhaber und dem Attribut- bzw. Privilegtyp des gesuchten Zertifikats erzeugt werden.
Fu¨r die Berechnung der FileIDs von Zertifikaten ergibt sich daher:
fidcertp = ψ(Inhaber, Privilegtyp)
fidcerta = ψ(Inhaber,Attributtyp) (5.1)
Dabei ist ψ eine Einwegfunktion, die auf einen Bitstring fester La¨nge m = 160 abbildet:
ψ : {0, 1}∗ × {0, 1}∗ → {0, 1}m,
Im Folgenden wird ψ als konsistente Hashfunktion angenommen, die auf die Konkaten-
ation von Inhaber und Privileg- bzw. Attributtyp angewandt wird:
ψ(Inhaber, Typ) = H(Inhaber u Typ)
5.3.2.2 Behandlung der Zertifikatinhalte
Es ist nun festzulegen, in welcher Form die Datensa¨tze selbst, also die Zertifikate, tech-
nisch vorgehalten werden sollen.
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Angreifer. Bereits fu¨r die stochastische Verfu¨gbarkeitsanalyse von Kademlia wurde
angenommen, dass bo¨swillige Systemteilnehmer negativen Einfluss auf die Datenbasis
ausu¨ben ko¨nnen. Ein Angreifer kann nun aber auch die Ermittlung mo¨glichst vieler In-
formationen u¨ber die Datenbasis der gesamten AAI oder die fu¨r einen bestimmten Inhaber
oder Aussteller publizierten Zertifikate anstreben (Angriff auf die Vertraulichkeit, siehe
auch Kapitel 7).
Der Angreifer gewinnt dadurch nicht nur Informationen (z.B. u¨ber nicht-o¨ffentliche Pri-
vilegien einer Entita¨t), sondern kann diese auch als Basis fu¨r andere Angriffe verwenden,
z.B. indem er nur Zertifikate eines bestimmten Inhabers von seinem System lo¨scht.
Daher stellt sich die Frage, ob und wie die Vertraulichkeit von Zertifikatinhalten gesichert
werden kann. Hierfu¨r sind grundsa¨tzlich zwei Herangehensweisen denkbar:
1. Verschlu¨sselung bei Zertifikaterzeugung: Bei der Erzeugung eines Zertifikats werden
zuna¨chst alle oder ausgewa¨hlte Felder verschlu¨sselt. Erst danach wird der Datensatz
signiert und das fertige Zertifikat vero¨ffentlicht.
2. Verschlu¨sselung bei Publikation: Das Zertifikat wird durch eine P2P-ZuSI -Methode
im Zuge des Publikationsvorgangs vollsta¨ndig verschlu¨sselt.
Verschlu¨sselung bei Zertifikaterzeugung. Hier werden die Zertifikatinhalte zu-
na¨chst in unkritische und in zu schu¨tzende Felder aufgeteilt. Letztere werden mit einem
symmetrischen Schlu¨ssel chiffriert. Fu¨r die Schlu¨sselerzeugungsfunktion
ξ : {0, 1}l → {0, 1}m
ko¨nnen nur die bereits in Abschnitt 5.3.2.1 vorgestellten Daten, na¨mlich Inhaber und
Attribut- bzw. Privilegtyp verwendet werden, da sonst ein Pru¨fer die Daten nicht ent-
schlu¨sseln kann. Als zu schu¨tzende Felder gelten insbesondere der Inhaber sowie Attribut-
typ und -wert bzw. Privilegtyp und Delegationsstufe. Erst nach der Chiffrierung erfolgt
die digitale Unterschrift.
Ein Speicherknoten kann dann unkritische, aber fu¨r das Lebenszyklusmanagement in-
teressante Daten wie das Gu¨ltigkeitsende des Zertifikats im Klartext lesen. Allerdings
beno¨tigt er zur Verifikation der Authentizita¨t dieser Angaben den authentischen o¨ffentli-
chen Schlu¨ssel des Ausstellers. Die Pru¨fung der Signatur ist somit mo¨glich, aber mit Auf-
wand fu¨r den Speicherknoten verbunden. Bei Weitergabe des Datensatzes beim Transfer
on Join oder Republishing mu¨sste jeder empfangende Knoten wiederum die Signatur des
Ausstellers pru¨fen, damit der Datensatz nur dann gelo¨scht wird, wenn er tatsa¨chlich nicht
mehr gu¨ltig ist.
Es ist außerdem zu beachten, dass das entstehende Zertifikatformat aufgrund der Ver-
schlu¨sselung nicht mehr ga¨ngigen Standards, z.B. X.509, entsprechen kann. Ein Wechsel
der Algorithmen fu¨r Schlu¨sselerzeugung oder Ver- und Entschlu¨sselung wu¨rde zudem
dazu fu¨hren, dass alle Zertifikate neu ausgestellt werden mu¨ssen.
Verschlu¨sselung bei Publikation. Fu¨r die Verschlu¨sselung bei der Publikation des
Zertifikats kommt ebenfalls nur ein symmetrisches Verschlu¨sselungsverfahren in Frage,
da die Entita¨ten, welche den Datensatz spa¨ter entschlu¨sseln sollen, dem Einsteller nicht
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bekannt sind. Er generiert also zuna¨chst einen Schlu¨ssel unter Verwendung einer Erzeu-
gungsfunktion ξ wie oben und chiffriert damit das gesamte Zertifikat. Damit ist keine
Mo¨glichkeit zum Lebenszyklusmanagement gegeben, da die speichernden Knoten keiner-
lei Informationen u¨ber die Gu¨ltigkeitszeitra¨ume der bei ihnen gespeicherten Zertifikate
erhalten.
Die Erzeugung eines zusa¨tzlichen Klartextteils, welcher nur zur Information der spei-
chernden Knoten die Gu¨ltigkeitszeitra¨ume der Zertifikate entha¨lt, wa¨re vom Standpunkt
der Sicherheit aus nicht vertretbar, da fu¨r einen speichernden Knoten die inhaltliche Ver-
kettung zwischen diesem Klartext und dem Chiffretext nicht mo¨glich wa¨re. Daher ko¨nnte
auch nicht validiert werden, ob der angegebene Verfallszeitpunkt tatsa¨chlich dem im Zer-
tifikat angegebenen entspricht.
Bei dieser Variante zur Vertraulichkeitssicherung ko¨nnen die Verschlu¨sselungsmechanis-
men im P2P-ZuSI -Regelwerk gekapselt werden und nehmen damit keinen Einfluss auf die
Zertifikaterzeugung seitens der IA-Entita¨ten. Die Zertifikate bleiben auf AAI-Schicht in
einem standardkonformen Format. Weiterhin bleibt so eine gewisse Flexibilita¨t gewahrt,
z.B. kann dasselbe Zertifikat unter Verwendung verschiedener Schlu¨sselerzeugungs- und
Verschlu¨sselungsfunktionen chiffriert werden.
Der Vorteil der Integrita¨tssicherung des Chiffretextes bei der ersten vorgestellten Ver-
schlu¨sselungsvariante verliert einen Großteil seines Wertes, wenn man bedenkt, dass bei
jedem Transfer eines Zertifikats der speichernde Knoten eine aufwendige Signaturpru¨fung
durchfu¨hren muss. Wird hingegen Verschlu¨sselung bei Publikation angewandt, besitzt das
Chiffrat selbst zwar keine Integrita¨tssicherung, aber nach der Dechiffrierung liegt - bei
Erfolg der Entschlu¨sselung - dem Pru¨fer ein signierter Datensatz vor, dessen Integrita¨t
dann validiert werden kann. Daher wird die Verschlu¨sselung bei Publikation als Methode
fu¨r die Vertraulichkeitssicherung in P2P-ZuSI eingesetzt.
5.3.3 Sicherheit
Erha¨lt ein Knoten eine Speicheraufforderung fu¨r ein Zertifikat, so kann er nicht pru¨fen, ob
FileID und Inhalt zusammenpassen. Er muss sich also darauf verlassen, dass eine korrekte
Zuordnung vom publizierenden Knoten erzeugt wurde. In Kapitel 7 wird spa¨ter gezeigt,
dass die Publikation von Zertifikaten mit falschen FileIDs zwar unno¨tig Speicherplatz
belegt, aber zu keinen erfolgreichen Angriffen fu¨hrt.
Die FileID stellt sich dem speichernden Knoten als reiner Bitstring fester La¨nge dar. Auf-
grund der Einwegeigenschaften der zu ihrer Erzeugung verwendeten Hashfunktion kann
er daraus unmittelbar keine Informationen u¨ber den zugeho¨rigen Datensatz herleiten.
Dasselbe gilt fu¨r den symmetrischen Schlu¨ssel, mit dem ein Zertifikat chiffriert ist.
Ist ein Angreifer auf der Suche nach Zertifikaten eines bestimmten Inhabers, so kann er
die bei ihm gespeicherten Zertifikate einem Brute-Force-Angriff unterziehen, indem er
alle mo¨glichen Kombinationen von diesem Inhaber mit einem Attribut- oder Privilegtyp
als Parameter fu¨r die Schlu¨ssel- und FileID-Erzeugungsfunktion verwendet. Ein kluger
Angreifer wird dabei mit dem ha¨ufigsten Typ (erwartungsgema¨ß pk) beginnen und in
Richtung absteigender Ha¨ufigkeit vorgehen. Da Zertifikate fu¨r den gleichen Inhaber und
Attributtyp - z.B. bei Schlu¨sselzertifikaten verschiedener Aussteller fu¨r einen Inhaber -
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daru¨ber hinaus die gleiche FileID und den gleichen Schlu¨ssel besitzen, kann ein Angreifer
dann direkt alle diese Zertifikate dechiffrieren.
Ein Angreifer, der in seiner Datenbasis Zertifikate anhand anderer Kriterien (z.B. Aus-
steller) suchen oder generell mo¨glichst umfassende Information u¨ber seine Datenbasis
erlangen will, muss im fu¨r ihn aufwendigsten Fall sogar alle im gesamten System mo¨gli-
chen Kombinationen von Inhaber und Attribut- bzw. Privilegtyp ausprobieren, um die
Kombinationen, die fu¨r die bei ihm vorliegenden Datensa¨tze verwendet wurden, zu er-
mitteln.
Generell kann keine vollsta¨ndige Sicherheit gegenu¨ber bo¨swilligen Knoten gewa¨hrleis-
tet werden: Da jeder Knoten zugleich auch Entita¨t der AAI sein kann und daher das
Regelwerk zur Schlu¨ssel- und FileID-Erzeugung kennt, kann er immer versuchen, die
Kombination von Inhaber und Typ zu erraten - gelingt dies, kann er auch die chiffrierten
Inhalte entschlu¨sseln.
Je nach Gro¨ße des Netzwerks kann der Angriff mittels Brute Force jedoch aufwendig sein.
In einem realistischen Szenario ist zudem nicht davon auszugehen, dass ein Angreifer u¨ber
vollsta¨ndige Kenntnis aller Zertifikatinhaber und Attributtypen verfu¨gt, wodurch diese
Form des Angriffs erschwert wird.
Die Vertraulichkeitssicherung mit Hilfe der Verschlu¨sselung bei Publikation ist nur als
schwacher Schutz einzustufen. Die Schwa¨che basiert auf der Notwendigkeit, alle Zer-
tifikate fu¨r AAI-Pru¨fer anfrag- und entschlu¨sselbar zu machen, wa¨hrend jeder P2P-
Speicherknoten zugleich auch als AAI-Pru¨fer auftreten kann. Fu¨r diese Problematik exis-
tiert also keine ideale Lo¨sung.
Dies hat zwei Konsequenzen fu¨r die Sicherheitseigenschaften von P2P-ZuSI :
1. Vertrauliche Zertifikatinhalte ko¨nnen nicht vor dem Zugriff von im Sinne einer kon-
kreten AAI unbefugten Entita¨ten (also Speicherknoten) geschu¨tzt werden. Damit
sollte bei Zertifikaten mit sensiblen Inhalten (z.B. Attributzertifikate fu¨r biome-
trische Muster, Privilegzertifikate fu¨r Berechtigung zur Verfu¨gung u¨ber gewisse
Geldbetra¨ge eines Firmenkontos) in Erwa¨gung gezogen werden, diese außerhalb
des Systems zu speichern.
Bei Privilegzertifikaten ist kein Vertrauen in die einzelnen Zertifikataussteller no¨tig.
Es ist nur von Belang, dass eine valide Zertifizierungskette existiert. Da diese also
nicht vom Vertrauen des Pru¨fers abha¨ngt, ist es denkbar, fu¨r sensible Inhalte diese
Zertifizierungskette offline bei der End-Entita¨t zu speichern und bei der Autorisie-
rung bereitzustellen.
Ebenso ko¨nnte bei Deskriptiven Attributzertifikaten verfahren werden, indem das
betreffende Zertifikat (Typ at) und die Zertifizierungskette von Privilegzertifikaten,
welche die Ausstellungsberechtigung fu¨r den Inhaber belegt (Privilegtyp ci(at)),
außerhalb des Verzeichnisses gespeichert wird. Dies sollte allerdings nur als Aus-
weichmo¨glichkeit verstanden und im Regelfall vermieden werden.
Auch Pseudonymisierung von Privilegien ist in gewissen Szenarien (insbesondere
bei hierarchischer oder hybrider AAI-Architektur) denkbar, um den Brute-Force-
Angriff zu erschweren und die Bedeutung der Privilegien gegenu¨ber Entita¨ten, die
nicht zu einer definierten Gruppe autorisierter Pru¨fer geho¨ren, zu verschleiern.
Im Kapitel 8 wird auf die sinnvollen Einsatzszenarien fu¨r P2P-ZuSI ausfu¨hrlich
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eingegangen. Eine AAI, in welcher in signifikantem Umfang vertrauliche Privilegi-
en und Attribute vorkommen, ist jedenfalls nicht der ideale Anwendungsfall fu¨r ein
verteiltes Verzeichnis, sondern es ist die Datenspeicherung in einer vertrauenswu¨rdi-
gen, von den Authorities der AAI kontrollierten Umgebung vorzuziehen. Je nach
Vertraulichkeitsbedarf ist weiterhin eine nicht zertifikatbasierte AAI mit zentra-
len Dienstanbietern hier mo¨glicherweise die bessere Wahl, sofern die vertraulichen
Inhalte auch den Pru¨fern nicht ungefiltert zur Verfu¨gung stehen sollen.
2. Das Brechen der Vertraulichkeit von Inhalten darf nicht zu erfolgreichen Angriffen
auf weitere Sicherheitsziele fu¨hren. Insbesondere darf die Integrita¨t von Datensa¨tzen
nicht dadurch gefa¨hrdet werden, dass ein bo¨swilliger Speicherknoten Zugriff auf den
Klartext der Zertifikate erlangt. Die erfolgreiche Modifikation von Zertifikaten darf
also nicht mo¨glich sein. In Kapitel 7 wird dieser Umstand anhand eines formalen
Modells des Systems verifiziert.
Die in 4.3 quantifizierten Analyseergebnisse stu¨tzen sich auf das Angreifermodell ei-
nes ungezielt lo¨schenden Angreifers, in welchem der hier betrachtete gezielt lo¨schen-
de Angreifer vollsta¨ndig enthalten ist. Die Verfu¨gbarkeitswahrscheinlichkeit kann
sich somit gegenu¨ber den Analyseergebnissen nicht verschlechtern.
Es ist aber stets zu bedenken, dass fu¨r einen erfolgreichen Angriff auf einen bestimmten
Datensatz ein Knoten nicht nur die richtige Kombination von Inhaber und Typ kennen,
sondern den Datensatz auch selbst gespeichert haben muss. Dazu muss er einer der k
aktuell zusta¨ndigen Knoten sein oder zu einem fru¨heren Zeitpunkt zu Nb geho¨rt haben.
Ist ersteres gegeben und lo¨scht der Angreifer den Datensatz, ist gema¨ß der Analyse aus
Abschnitt 4.3 dessen Verfu¨gbarkeit dennoch mit sehr hoher Wahrscheinlichkeit weiterhin
gegeben.
5.3.4 Erweiterung der Speichermethodik zur Verbesserung des Load
Balancing
Gema¨ß der FileID-Berechnung mittels Formel 5.1 sind die FileIDs fu¨r alle Zertifikate,
welche den gleichen Inhaber und Attribut- bzw. Privilegtyp besitzen, identisch. Damit
sind fu¨r diese Daten aber auch die gleichen Knoten zusta¨ndig, was Probleme verursachen
kann, wenn fu¨r eine Kombination von Inhaber und Typ sehr viele Zertifikate existieren,
z.B. in einem Web of Trust mit multiplen Schlu¨sselzertifikaten fu¨r einen einzigen Teil-
nehmer.
Fu¨r solche Anwendungsfa¨lle kann die Adressierung und Speicherung der Zertifikate im
Netzwerk wie folgt angepasst werden:
1. Speicherung: Der Einsteller erzeugt eine FileID nach einem spezifischen Verfahren,
z.B. als fidcert = H(Inhaber u Typ u Zufallszahl). Dann vero¨ffentlicht er den
Datensatz mit dieser FileID.
2. Zuordnung: Um den Datensatz auffindbar zu machen, erzeugt der Einsteller einen
Datensatz mit FileID fidmapping = H(Inhaber u Typ) wie in Formel 5.1 und mit
fidcert als Inhalt. Er sendet dann eine Speicheraufforderung an die Knoten aus
Nfidmapping .
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Ein Pru¨fer sucht dann nach fidmapping und verwendet die dabei zuru¨ckgelieferten tatsa¨chli-
chen FileIDs, um die Datensa¨tze zu beziehen.
Es ist unmittelbar einsichtig, dass die Knoten, welche die Zuordnungsdatensa¨tze spei-
chern, die ausschließliche Kontrolle u¨ber die Verfu¨gbarkeit der Zertifikate fu¨r eine be-
stimmte Inhaber-Typ-Kombination haben. Daher verbessert diese Erweiterung die Ro-
bustheit des Systems gegenu¨ber Angriffen auf die Verfu¨gbarkeit von Datensa¨tzen nicht.
Die Vorteile dieser optionalen Erweiterung beziehen sich ausschließlich auf die gleichma¨ßi-
gere Lastverteilung auf mehrere Knoten hinsichtlich des belegten Speicherplatzes.
Allerdings verlangt die Erweiterung eine Anpassung des Replikationsfaktors. Die Verfu¨g-
barkeitswahrscheinlichkeit eines Datensatzes setzt sich nun na¨mlich zusammen aus den
Wahrscheinlichkeiten, dass der Zuordnungsdatensatz und das Zertifikat selbst verfu¨gbar
sind.
Dementsprechend ergibt sich mit aktueller Replikazahl k˜m des entsprechenden Zuord-
nungsdatensatzes und aktueller Replikazahl k˜c fu¨r die Wahrscheinlichkeit, dass mehr als
ein Replikat eines so gespeicherten Datensatzes bezogen werden kann:
p(k˜ ≥ 1) = p(k˜m ≥ 1) · p(k˜c ≥ 1)
Fu¨r angestrebtes p(k˜ ≥ 1) ≥ 0.99 gilt also unter der Voraussetzung, dass sich die
Verfu¨gbarkeitswahrscheinlichkeit der Zertifikate und der Verwaltungsdatensa¨tze gleich
entwickelt3, also p(k˜m ≥ 1) = p(k˜c ≥ 1) :
p(k˜ ≥ 1) ≥ 0.99
⇔ p(k˜m ≥ 1) =
√
0.99 ≈ 0.995
Die Verfu¨gbarkeitswahrscheinlichkeit jedes Zertifikats und jedes Zuordnungsdatensatzes
muss also ho¨her sein als in einem System ohne die vorgestellte Erweiterung. Dies ist durch
entsprechende Erho¨hung des Replikationsfaktors (z.B. von 39 auf 42 in einem moderat
fluktuierenden Netzwerk) realisierbar.
5.3.5 Fazit
Das vorgestellte System zur Speicherung und Adressierung von Zertifikaten ermo¨glicht
das Auffinden aller Zertifikate durch einen Pru¨fer. Zertifikate mit identischer Kombina-
tion von Inhaber und Typ werden dabei unter derselben FileID, also auch auf denselben
Knoten abgelegt. Load Balancing ist durch die Implementierung der in 5.3.4 pra¨sentier-
ten Methodik realisierbar.
Das System bietet zusa¨tzlich einen Grundschutz insbesondere gegen ungezielte Angrif-
fe, bei welchen ein Knoten seine gespeicherten Daten analysieren will. Gegen gezielte
Angriffe, bei denen Zertifikate bestimmter Inhaber dechiffriert werden sollen, wird nur
ein geringer Schutz geboten. Dabei ist aber stets zu beru¨cksichtigen, dass ein bo¨swilli-
ger Systemteilnehmer nur Datensa¨tze angreifen kann, auf die er Zugriff hat, d.h. die er
speichert.
3aufgrund gleichen Publikationszeitpunktes, gleichen Replikationsfaktors usw.
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5.4 Realisierbarkeit von Reputationsmanagement
Der Einsatz von Reputationsmanagement in einem P2P-Netzwerk ermo¨glicht die Bewer-
tung des Verhaltens einzelner Knoten. Jedes Knotenpaar, das eine Transaktion beliebiger
Art ausfu¨hrt, kann sich nach deren Ende gegenseitig bewerten. Die Reputation eines Kno-
tens wird dann nach einem vorgegebenen Algorithmus aus den einzelnen Bewertungen
gebildet. Ein Knoten, der eine Transaktion mit einem anderen durchfu¨hren will, kann
dann auf Basis von dessen Reputationswert entscheiden, ob er dem Transaktionspartner
vertraut oder lieber einen anderen wa¨hlt.
Es existiert eine Vielzahl von Reputationsmanagement-Ansa¨tzen speziell fu¨r P2P-Umge-
bungen, beispielsweise EigenTrust [KSG03], FuzzyTrust [SHZ05] oder der Ansatz von
Anceaume [AnR06], welcher auf Anreizsysteme fu¨r regelkonformes Verhalten basiert. Al-
lerdings sind weiterhin viele Fragen und Schwa¨chen ungekla¨rt, wie beispielsweise die Fra-
ge, mit welchem Initialwert fu¨r die Reputation bei einem neu hinzugekommenen Knoten
gestartet werden soll: beginnt man mit einem neutralen Wert, kann es fu¨r einen bo¨swil-
ligen Knoten mit schlechten Bewertungen sinnvoll sein, offline und mit neuer NodeID
wieder online zu gehen. Beginnt man hingegen mit einem negativen Wert, haben es
neue Knoten schwer, u¨berhaupt an Transaktionen teilnehmen zu du¨rfen und somit ihre
Reputation zu steigern. Durch wechselnde IP-Adressen von Knoten und damit nicht-
permanente NodeIDs wird diese Problematik noch verscha¨rft.
Implementierte man Reputationsmanagement in P2P-ZuSI, so ko¨nnten sich speichernde,
publizierende und anfragende Knoten nach Ende jedes Publikations-, Republishing- oder
Anfragevorgangs gegenseitig bewerten. Allerdings wu¨rden sich hier wesentliche Schwa¨chen
zeigen. Ein Speicherknoten kann nicht ermitteln, ob ein empfangener Datensatz den Spe-
zifikationen des Regelwerks genu¨gt:
• Statusinformation: Da eine Statusinformation nur aus einem Hashwert besteht,
kann nicht gepru¨ft werden, ob dieser der passenden FileID zugeordnet ist.
• Zertifikat: Da Zertifikate vollsta¨ndig verschlu¨sselt sind, kann auch hier keine Ver-
bindung zwischen Inhalt des Datensatzes und FileID hergestellt werden.
Wa¨re die Wahl auf Verschlu¨sselung bei Zertifikaterstellung gefallen, so ko¨nnte -
mit entsprechendem Aufwand - diese Zuordnung gepru¨ft werden. Damit wu¨rde sich
die Bewertung von Transaktionen aber nur auf einen Teil der transferierten Da-
ten beziehen, da die Zuordnung von Statusinformationen zu ihren FileIDs dennoch
unpru¨fbar wa¨re. Dies wa¨re nicht sinnvoll, zumal Statusinformationen einen signifi-
kanten Teil der gespeicherten Daten ausmachen.
Damit kann durch das Reputationsmanagement bei Publikations-Transaktionen nicht er-
mittelt werden, ob ein Knoten bo¨swillig (im Sinne eines Angriffs auf das Gesamtsystem)
handelt. Es kann lediglich bewertet werden, ob er sich hinsichtlich der Regeln des Peer-
to-Peer-Netzwerks konform verha¨lt, z.B. indem eine negative Bewertung ausgestellt wird,
wenn ein Knoten keine Ru¨ckmeldung auf einen STORE-Request sendet.
Ein Speicherknoten, der im Rahmen von Republishing oder Transfer on Join ein Zertifikat
erha¨lt, kann diese Pru¨fung ebenfalls nicht durchfu¨hren. Es darf also kein Speicherkno-
ten fu¨r eine falsche Antwort auf eine Anfrage verantwortlich gemacht werden, d.h. eine
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schlechte Bewertung erhalten, da nicht nachvollzogen werden kann, welcher Knoten den
Fehler verursacht hat. Neben den Speicherknoten ko¨nnte na¨mlich auch ein publizierender
Knoten als Angreifer gehandelt haben, indem er mit Absicht falsche Datensa¨tze vero¨ffent-
licht.
Reputationsmanagement kann also nur zur Bewertung von Knotenverhalten rein auf der
Peer-to-Peer-Schicht eingesetzt werden, nicht aber, um Angriffe auf Inhalte zu entdecken
und bo¨swillige Teilnehmer auszuschließen.
5.5 Schichtenmodell
Nachdem nun das Regelwerk von P2P-ZuSI definiert ist, wird ein Schichtenmodell ein-
gefu¨hrt, welches das P2P-ZuSI -Regelwerk als Zwischenschicht zwischen AAI- und P2P-
Schicht platziert. Dieses Basismodell dient als Grundlage fu¨r das in Kapitel 6 detailliert
ausgearbeitete formale Modell.
Die P2P-ZuSI -Regelwerk-Schicht bietet fu¨r die AAI-Schicht grundlegende Methoden an,
welche von jeder AAI-Entita¨t im Rahmen ihrer Aktionen aufgerufen werden ko¨nnen.
Sie verwendet zu deren Ausfu¨hrung Methoden der P2P-Schicht und realisiert somit die
Vermittlung zwischen diesen beiden Schichten.
Die folgenden o¨ffentlichen Methoden werden von der P2P-ZuSI -Regelwerk-Schicht be-
reitgestellt:
• putCert(cert) mit Ru¨ckgabetyp boolean (Publikation des Zertifikats cert erfolg-
reich oder nicht)
• putSi(si) mit Ru¨ckgabetyp boolean (Publikation der Statusinformation si er-
folgreich oder nicht)
• getCert(cert_info, request_method) mit Ru¨ckgabetyp cert_list (Liste von
Zertifikaten) oder void (bei Nichtexistenz eines passenden Datensatzes)
• getSi(si_info, request_method) mit Ru¨ckgabetyp si_list (Liste von Status-
informationen) bzw. void
Die Typen cert_info und si_info repra¨sentieren Informationen, welche die AAI-Entita¨t
u¨ber den gesuchten Datensatz mitliefern muss, wobei cert_info = (holder,type) so-
wie si_info = (certhash,i) gilt. Die Anfragemethode request_method in den get-
Methoden kann basierend auf den Ergebnissen des Abschnitts 4.4 getFirst (Anfrage
nur mit FIND_VALUE) oder getAll (Suche nach den Knoten aus Nb und dann Anfrage
mit FIND_VALUE an jeden davon) sein.
Weiterhin besitzt die P2P-ZuSI -Regelwerk-Schicht interne Methoden, die nicht von außen
zugreifbar sind:
• createFid(cert_info) und createFid(cert)mit dem Ru¨ckgabetyp fid (FileID)
fu¨r Zertifikate
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Abbildung 5.1: Schichtenmodell der AAI mit verteiltem Peer-to-Peer-Verzeichnis
• createFid(si_info) und createFid(si) mit dem Ru¨ckgabetyp fid fu¨r Status-
informationen
In einer put-Methode wird auf der P2P-ZuSI -Regelwerk-Schicht zuna¨chst createFid
mit dem Zertifikat bzw. der Statusinformation als Parameter aufgerufen. Dann wird
der Datensatz (fid,content) an die Peer-to-Peer-Schicht und damit an den lokal be-
triebenen P2P-Knoten u¨bergeben. Dieser vero¨ffentlicht den Datensatz gema¨ß Kademlia-
Spezifikation (vgl. 2.5.3).
Bei einer get-Methode wird ebenfalls zuna¨chst createFid aufgerufen, um aus den gelie-
ferten Informationen der AAI-Schicht die FileID des gesuchten Datensatzes zu bestim-
men. Das Ergebnis wird als Parameter an die FIND_NODE- bzw. FIND_VALUE-Methode der
Peer-to-Peer-Schicht u¨bergeben.
Abbildung 5.1 visualisiert den Aufbau der Schichten und das Zusammenspiel der wesent-
lichen Methoden. Fu¨r die AAI-Schicht sind nur die Methoden aufgefu¨hrt, welche eine
Interaktion mit dem Verzeichnis einschließen. Interne Methoden dieser Schicht wie bei-
spielsweise die zur Validierung von erzeugten Zertifizierungsketten oder zur Durchfu¨hrung
eines Authentifizierungsverfahrens sind ausgeblendet.
Die dargestellten Schichten sind auf den Schichten 5, 6 und 7 des ISO/OSI-Referenzmodells
[Zim80] anzusiedeln: Das Peer-to-Peer-Regelwerk baut als Overlay der Schicht 5 (Sit-
zungsschicht) direkt auf UDP (Transportschicht, Layer 4). Das P2P-ZuSI -Regelwerk
organisiert auf der Pra¨sentationsschicht (Schicht 6) die Formatierung von Daten und
verbirgt die Details der P2P-Schicht vor der Anwendung (AAI auf Schicht 7).
Kapitel 6
Modellierung
Im aktuellen Kapitel wird ein formales Modell vorgestellt, welches das Zusammenspiel
der Entita¨ten auf AAI- und Peer-to-Peer-Schicht unter Verwendung von P2P-ZuSI ab-
bildet. Dabei liegt der Entwicklung das Schichtenmodell aus 5.5 zugrunde. Es wird ein
rollenbasierter Fokus gewa¨hlt, d.h. die Methoden des Schichtenmodells werden in ex-
plizit modellierten AAI- und P2P-Rollen implementiert, wobei auch das rollenbasierte
AAI-Modell aus 3.8 einbezogen wird.
6.1 Modellierungsmethode
6.1.1 Einfu¨hrung in gefa¨rbte Petrinetze
Gefa¨rbte Petrinetze (Coloured Petri Nets, CPN) geho¨ren zur Klasse der High-Level-
Petrinetze. Diese basieren auf dem klassischen Petrinetzmodell [Pet62], implementieren
aber spezifischen Erweiterungen.
Petrinetze allgemein eignen sich besonders zur formalen Modellierung von Informations-
und Kontrollflu¨ssen in nebenla¨ufigen oder verteilten Systemen mittels einer klaren ma-
thematischen Syntax. Die Modellierungsmethode ist dabei aber graphisch orientiert, d.h.
komplexe Vorga¨nge aus der Realita¨t werden mit einfachen graphischen Mitteln abgebil-
det.
Jedes Petrinetz ist aus vier Grundbausteinen aufgebaut:
• Marken (Tokens): Eine Marke ist eine abstrakte Repra¨sentation von im Netz u¨ber-
tragenen und verarbeiteten Daten.
• Stellen (Places): Eine Stelle ist Speicherort fu¨r eine oder mehrere Marken.
• Transitionen (Transitions): Eine Transition ist die abstrakte Repra¨sentation fu¨r
einen Daten verarbeitenden Prozess. Eine Transition ist aktiviert, wenn jede ihrer
Eingabestellen (Stellen, von denen aus ein Bogen zur Transition fu¨hrt) die durch
die Gewichtung vorgegebene Markenanzahl beinhaltet. Die Verarbeitung einer ak-
tivierten Transition wird Schalten oder Feuern genannt.
• Bo¨gen (Arcs): Ein Bogen ist ein gerichtete Verbindung von einer Stelle zu einer
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Transition oder umgekehrt. Die Gewichtung eines Bogens gibt an, wie viele Marken
in einem U¨bergang zwischen den beiden Endpunkten transferiert werden.
Der Zustand eines Petrinetzes ist die aktuelle Belegung aller Stellen mit Marken. Der
Anfangszustand, auch als Initial Marking oder Anfangsmarkierung bezeichnet, ist der a
priori vorgegebene Zustand eines Netzes, in welchem noch keine Transitionen ausgelo¨st
wurden.
Ein Zustandsu¨bergang ist die Umformung eines bestehenden Zustandes in einen neuen
Zustand durch Schalten genau einer Transition.
Definition 6.1 Petrinetz (nach [Pet62], [Jen92])
Ein Petrinetz ist ein gerichteter, bipartiter Graph, bestehend aus zwei verschiedenen Ar-
ten von Knoten (Stellen und Transitionen) sowie gerichteten Kanten zwischen diesen.
Es ist ein 5-Tupel
PN = (P, T,A,w,M0),
welches die folgenden Anforderungen erfu¨llt:
1. P ist die endliche Menge der Stellen.
2. T ist die endliche Menge der Transitionen.
3. A ist die endliche Menge der Bo¨gen mit
A ⊆ (P × T ) ∪ (T × P )
4. w wird als Gewichtungsfunktion (Weight Function) bezeichnet und ist eine Abbil-
dung
w : A→ N
5. M0 wird als Anfangsmarkierung (Initial Marking) bezeichnet und wird von einer
Initialisierungsfunktion I : P → N0 wie folgt erzeugt:
∀p ∈ P :M0(p) = I(p).
6. Es gilt P ∩ T = ∅, P ∪ T 6= ∅.
In klassischen Petrinetzen ko¨nnen allerdings keine konkreten Daten gezielt modelliert,
transportiert und verarbeitet werden. Da dies fu¨r die Formalisierung einer AAI mit ver-
teiltem Verzeichnis aber unerla¨sslich ist, werden hierfu¨r gefa¨rbte Petrinetze eingesetzt.
In diesen wird jeder Marke ein einfacher oder zusammengesetzter Datentyp zugewiesen,
welcher als Colour Set oder Farbtyp bezeichnet wird. Die Farbe eines Tokens (Token
Colour) ist dann die aktuelle Belegung der Felder des Datentyps mit konkreten Werten.
Als A¨quivalent zur Gewichtung von Bo¨gen in klassischen Petrinetzen werden in gefa¨rbten
Petrinetzen Multisets [Jen92] von Marken zwischen Stellen und Transitionen transferiert;
Markierungen von Stellen werden ebenfalls in Form von Multisets dargestellt. Ein Multi-
set basiert dabei auf einer Menge S, wobei sie jedes Element von S mehrfach enthalten
kann.
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Definition 6.2 Multiset (gema¨ß [Jen92])
Ein Multiset m u¨ber eine nicht-leere Menge S ist eine Funktion
m ∈ [S → N].
[S → N] ist die Menge aller Funktionen1 von S in N. Die Anzahl des Vorkommens von
Element s in Multiset m ist m(s) ∈ N. In der Regel wird m als Summe geschrieben:
m =
∑
s∈S
m(s)` s,
dabei ist m(s)` s als ”m(s)-mal s“ zu lesen. {m(s)|s ∈ S} sind die Koeffizienten des
Multisets m, m(s) ist dabei der Koeffizient von s. Ein Element s ∈ S geho¨rt genau dann
zum Multiset m, wenn m(s) 6= 0, man schreibt folglich s ∈ m.
• Addition und Subtraktion von Multisets m1, m2:
m1 ±m2 =
∑
s∈S
(m1(s))±m2(s))` s
Subtraktion ist nur dann mo¨glich, wenn m2 ≤ m1.
• Skalarmultiplikation, n ∈ N, m Multiset: n ∗m =∑s∈S(n ∗m(s))` s
• Gro¨ße des Multisets: |m| =∑s∈Sm(s). Bei |m| =∞ heißt m unendlich.
• Vergleichsoperatoren: ≤,≥,= und 6=
Gleichheit: Zwei Multisets sind gleich, wenn alle ihre Koeffizienten gleich sind.
Ungleichheit: ∀s ∈ S : m1 ≤ m2 und ∀s ∈ S : m1 ≥ m2
Der Operator ++ definiert die Vereinigung (Union) von Multisets. Folglich ergibt der
Ausdruck 2` token1++3` token2 mit token1, token2 ∈ S ein Multiset mit drei token2- und
zwei token1-Elementen.
Abbildung 6.1 zeigt beispielhaft die Elemente eines gefa¨rbten Petrinetzes. Kommentare
sind in (* *) gefasst.
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Abbildung 6.1: Elemente eines gefa¨rbten Petrinetzes
Folgende Notation wird in der formalen Definition gefa¨rbter Petrinetze verwendet [CHP93]:
• Die Menge von Multisets u¨ber eine Menge T wird als TMS geschrieben.
1Die Notation m ∈ [S → N] wird im aktuellen Kapitel gema¨ß [Jen92] a¨quivalent zur Notation
m : S → N verwendet.
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• Der Typ einer Variable v wird als Type(v) bezeichnet. Analog wird der Typ eines
Ausdruckes expr als Type(expr) geschrieben.
• Die Menge aller in einem Ausdruck vorkommenden Variablen ist V ar(expr).
• Ein Ausdruck expr mit V ar(expr) = 0 heißt geschlossener Ausdruck.
• Der Datentyp Boolean wird als B = {true, false} geschrieben.
Definition 6.3 Gefa¨rbtes Petrinetz (nach [Jen92])
Ein gefa¨rbtes Petrinetz nach ist ein Tupel
CPN = (Σ, P, T,A,N,C,G,E, I)
das die folgenden Anforderungen erfu¨llt:
1. Σ ist eine endliche Menge von Colour Sets.
2. P ist eine endliche Menge von Stellen.
3. T ist eine endliche Menge von Transitionen mit P ∩ T = ∅.
4. A ist eine endliche Menge von Bo¨gen mit P ∩A = T ∩A = ∅.
5. N ist eine Knotenfunktion N : A→ (P × T ) ∪ (T × P ).
6. C ist eine Farbfunktion C : P → Σ.
7. G ist eine Wa¨chterfunktion. Sie ist definiert von T in alle Ausdru¨cke, so dass:
∀t ∈ T : [(Type(G(t)) = B) ∧ (Type(V ar(G(t))) ⊆ Σ)]
8. E ist eine Funktion von Bogenausdru¨cken. Sie ist definiert von A in alle Ausdru¨cke,
so dass mit der zu N(a) geho¨rigen Stelle p(a):
∀a ∈ A : [(Type(E(a)) = C(p(a))MS) ∧ (Type(V ar(E(a))) ⊆ Σ)]
9. I bezeichnet die Initialisierungsfunktion. Sie ist definiert von P in alle geschlosse-
nen Ausdru¨cke, so dass:
∀p ∈ P : [Type(I(p)) = C(p)MS ]
In den Transitionen werden die in den Marken enthaltenen Daten verarbeitet und neue
Ausgabemarken generiert. Die Farbtypen der Ausgabemarken sind dabei unabha¨ngig
von den Typen der Eingabemarken. Jede Transition besitzt einen Bezeichner und eine
Wa¨chterfunktion (Guard Function, Guard), in welcher unter Verwendung aller Eingabe-
marken der Transition zusa¨tzliche Bedingungen fu¨r ihr Schalten definiert werden.
Abbildung 6.2(a) zeigt ein sehr einfaches gefa¨rbtes Petrinetz. Die Stelle Input kann ein
Multiset von INT-Marken (Ganzzahlen) beinhalten und ist konkret mit zwei Marken
belegt. Die Transition Add ist aktiviert, wenn die Eingabestelle mindestens zwei To-
ken entha¨lt (siehe Arc), deren Farben (INT-Werte) beide > 0 sind (siehe Guard). Die
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Transition realisiert die Summenbildung aus i1 und i2. Diese Summe wird als einzelnes
Ausgabetoken in die Stelle Output u¨bertragen.
Bemerkung: Die Beschreibung der Datenverarbeitung in Transitionen kann sowohl im
Code-Segment als auch in Form von Bogenausdru¨cken auf den ausgehenden Arcs erfolgen.
Das Petrinetz aus Abb. 6.2(a) ist also bezu¨glich der Funktionalita¨t identisch mit dem aus
Abb. 6.2(b).
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Abbildung 6.2: Beispiel: Addierer zweier positiver Zahlen
6.1.2 Hierarchische gefa¨rbte Petrinetze
Die Modellierungsmethode der gefa¨rbten Petrinetze wird zur Modellierung des vorliegen-
den Sachverhalts mit einer anderen Methode aus dem Bereich der High-Level-Petrinetze
kombiniert: den hierarchischen Petrinetzen [Feh93].
Hierarchische gefa¨rbte Petrinetze (HCPN) erlauben die Darstellung von Sachverhalten
und Verarbeitungskomplexen auf unterschiedlichen Abstraktionsebenen (Pages). Eine
Page kann u¨ber eine sogenannte Substitutionstransition, mit der eine Page niedrigerer
Hierarchieebene verknu¨pft wird, komplexe Sachverhalte abstrahieren.
So kann beispielsweise ein komplexer Datenverarbeitungsprozess in Form einer Substi-
tutionstransition VerarbeiteDaten abstrahiert werden, wa¨hrend die Details der Datenver-
arbeitung auf der zugeho¨rigen Subpage, also der einer Substitutionstransition zugeord-
neten Page modelliert werden. Die Hierarchieebenen sind dabei schachtelbar, d.h. eine
Subpage kann wiederum Substitutionstransitionen enthalten, die zu weiteren Subpages
fu¨hren.
Zu jedem hierarchischen gefa¨rbten Petrinetz existiert ein a¨quivalentes nicht-hierarchisches
Petrinetz, welches sich durch Ersetzung aller Substitutionstransitionen durch ihre Sub-
pages ergibt.
In der folgenden formalen Definition wird die Menge der Elemente X eines HCPN ver-
wendet. Dabei gilt:X = P∪T , d.h.X beinhaltet alle Stellen und Transitionen des Netzes.
X ∈ [X → XS ] bildet jedes Element x ∈ X auf die Menge seiner Umgebungselemente
ab, also an alle Elemente, die mit x u¨ber einen eingehenden oder ausgehenden Bogen
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verbunden sind:
X(x) = {x′ ∈ X|∃a ∈ A : [N(a) = (x, x′) ∨N(a) = (x′, x)]}
In ∈ [X → XS ] bildet jedes Element x ∈ X auf die Menge seiner Eingabeelemente ab,
also die Knoten, die einen Bogen zu x besitzen:
In(x) = {x′ ∈ X|∃a ∈ A : N(a) = (x′, x)}
Out ∈ [X → XS ] bildet jedes Element x ∈ X auf die Menge seiner Ausgabeelemente ab,
also die Knoten, zu denen von x aus ein Bogen hinfu¨hrt:
Out(x) = {x′ ∈ X|∃a ∈ A : N(a) = (x, x′)}
Weiterhin ist die Socket-Typ-Funktion ST (x1, x2), x1, x2 ∈ X eine Funktion, die Paare
von Socket-Elementen und Substitutions-Elementen auf {in, out, i/o} abbildet:
ST (x1, x2) =

in wenn x1 ∈ (In(x2) \Out(x2))
out wenn x1 ∈ (Out(x2) \ In(x2))
i/o wenn x2 ∈ (In(x2) ∩Out(x2))
Der Socket-Typ fu¨r eine Stelle p und eine Transition t ist also in, wenn p eine Eingabe-,
aber keine Ausgabestelle von t ist. Analog out, wenn p nur Ausgabestelle, und i/o, wenn
p Ein- und Ausgabestelle ist.
Definition 6.4 Hierarchisches gefa¨rbtes Petrinetz (gema¨ß [Jen92], [NeH04])
Ein HCPN ist ein Tupel
HCPN = (S, SN, SA, PN,PT, PA, FS, FT, PP ),
welches die folgenden Anforderungen erfu¨llt:
1. S ist eine endliche Menge von Seiten (Pages), so dass:
• Jede Seite s ∈ S ist ein gefa¨rbtes nicht-hierarchisches2 Petrinetz :
(Σs, Ps, Ts, As, Ns, Cs, Gs, Es, Is)
Fu¨r die Elemente des gesamten HCPN wird die folgende Notation verwendet:
Σ =
⋃
s∈S
Σs, P =
⋃
s∈S
Ps, T =
⋃
s∈S
Ts, A =
⋃
s∈S
As.
Dabei u¨berlappen die Mengen der Colour Sets u¨blicherweise, wa¨hrend die Men-
gen (Psi , Tsi , Asi), (Psj , Tsj , Asj ) fu¨r verschiedene Seiten si, sj in der Regel dis-
junkt sind.
2Beachte hierzu die Anmerkung auf Seite 128.
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• Die Mengen von Netzelementen sind paarweise disjunkt:
∀s1, s2 ∈ S : [s1 6= s2 ⇒ (Ps1 ∪ Ts1 ∪As1) ∩ (Ps2 ∪ Ts2 ∪As2) = ∅]
2. SN ⊆ T ist eine Menge von Substitutions-Elementen aus der Menge aller Transi-
tionen.
3. SA ist eine Seiten-Zuordnungsfunktion. Sie ist definiert als SA : SN → S, so dass
keine Seite eine Subpage von sich selbst ist:
{s0s1...sn ∈ S∗|n ∈ N ∧ s0 = sn ∧ ∀k ∈ 1..n : sk ∈ SA(SNsk−1)} = ∅
4. PN ⊆ P ist eine Menge von Port-Elementen aus der Menge aller Stellen.
5. PT ist eine Port-Typfunktion. Sie ist als PN → {in, out, i/o} definiert.
6. PA ist eine Port-Zuordnungsfunktion. Sie ist definiert von SN in bina¨re Relationen
(also in Verbindungen zwischen zwei Elementen des Netzes: PA : SN → P × T ∪
T × P ). Dabei gilt:
• Socket-Elemente sind mit Port-Elementen verbunden:
∀t ∈ SN : PA(t) ⊆ X(t)× PNSA(t)
• Socket-Elemente sind vom richtigen Typ:
∀t ∈ SN∀(p1, p2) ∈ PA(t) : [PT (p2) ∈ {in, out, i/o} ⇒ ST (p1, t) = PT (p2)]
• Verbundene Elemente haben identische Colour Sets, a¨quivalente3 Initialisie-
rungsausdru¨cke, Wa¨chterfunktionen und Bogenausdru¨cke:
(a)∀t ∈ SN ∪ T : ∀(p1, p2) ∈ PA(t) : [C(p1) = C(p2) ∧ I(p1) <>= I(p2) <>]
(b)∀p ∈ SN ∪ P : ∀(t1, t2) ∈ PA(p) : [G(t1) = G(t2)∧
A(t1, p) = A(t2, p), falls PT (t2) = in,
A(p, t1) = A(p, t2), falls PT (t2) = out,
PT (t2) = in ∧ PT (t2) = out, falls PT (t2) = i/o

(c)∀(p, t) ∈ SN und ∀(t, p) ∈ SN : fu¨r t muss (a), fu¨r p (b) erfu¨llt sein.
7. FS ⊆ Ps ist eine endliche Menge von Fusion Sets, so dass Elemente eines Fusion
Sets identische Colour Sets und a¨quivalente Initialisierungsausdru¨cke besitzen:
∀fs ∈ FS : ∀p1, p2 ∈ fs : [C(p1) = C(p2) ∧ I(p1) <>= I(p2) <>]
8. FT ist eine Fusions-Typ-Funktion. Sie ist definiert FT : FS → {global, page, instance},
so dass Seiten- und Instanz-Fusion-Sets zur gleichen Page geho¨ren:
∀fs ∈ FS : [FT (fs) 6= global⇒ ∃s ∈ S : fs ⊆ Ps]
3A¨quivalent bedeutet hier, dass die Ausdru¨cke nicht identisch sein, aber in der Auswertung fu¨r das
leere Bindungselement den gleichen Wert ergeben mu¨ssen.
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9. PP ∈ SMS ist ein Multiset von Prime Pages.
Um Verwechslungen zwischen den Begriffen zu vermeiden, folgt nun eine informelle De-
finition von Subpages und Superpages.
Definition 6.5 Subpages und Superpages
Eine Superpage ist eine Seite eines HCPN, welche Substitutionstransitionen entha¨lt, de-
ren genaue Funktionsweise in Seiten der na¨chstniedrigeren Hierarchieebene (Subpages)
beschrieben ist. Die Seiten der ho¨chsten Hierarchieebene werden als Main Pages bezeich-
net.
Eine Subpage ist also eine Seite, welche einer Superpage zugeordnet ist und die wiederum
selbst Substitutionstransitionen und damit Verweise auf eine niedrigere Hierarchieebene
beinhalten kann.
Einige Punkte der formalen Definition werden nun ausfu¨hrlicher erla¨utert:
1. Jede Seite ist ein nicht-leeres, nicht-hierarchisches Petrinetz, wobei gema¨ß [Jen06]:
”[The formal definition of CPN] certainly allows for any number of hierarchical
levels and it also allows for ordinary transitions. It tells that there is a set of [non-
hierarchical] pages - nothing about how they are related to each other. This is
specified by the page assignment function [...].“
Laut Jensen ist also die Verschachtelung mehrerer Hierarchieebenen ohne Wi-
derspruch zu seiner Definition mo¨glich. Dies wird auch im Computerprogramm
CPN Tools [CPNTO], welches in seiner Arbeitsgruppe an der Universita¨t Aarhus
entwickelt wurde, unterstu¨tzt.
2. Jedes Substitutions-Element ist eine Transition. Im Folgenden wird ausschließlich
die Bezeichnung Substitutionstransition verwendet.
3. Die Seiten-Zuordnungsfunktion stellt eine Verbindung zwischen einer Substitu-
tionstransition und der ihr zugeho¨rigen Subpage her.
4. Jedes Port-Element ist eine Stelle. Im Folgenden wird daher die Bezeichnung Port-
Stelle oder vereinfacht Port verwendet.
5. Der Port-Typ teilt die Port-Stellen in in-, out- und i/o-Port-Stellen.
6. Die Port-Zuordnung verbindet Socket-Stellen mit Port-Stellen. Unter Socket-Stellen
versteht man dabei die Eingabe- und Ausgabestellen der Substitutionstransition auf
der Superpage. Jeder Socket-Stelle auf der Superpage muss eine Port-Stelle auf der
Subpage entsprechen. Den Eingabestellen auf Superpage-Ebene entsprechen auf
Subpage-Ebene die in-Ports, Ausgabestellen die out-Ports, bidirektional verbunde-
nen Stellen die i/o-Ports.
Ein Port hat mit seinem Socket den Farbtyp und die (ausgewertete) Anfangsbe-
legung gemeinsam. Insbesondere gilt hier, dass die Anfangsbelegung fu¨r den Port
nicht explizit geschrieben werden muss, da er sie automatisch vom Socket u¨ber-
nimmt.
7. Fusion Sets sind Mengen von Stellen mit gleichem Farbtyp. Alles, was mit einer
einzelnen Stelle des Fusion Sets geschieht (Hinzufu¨gen bzw. Entfernen von Token),
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geschieht auch mit allen anderen Stellen des Fusion Sets. Das Verhalten eines Fusion
Sets ist also analog dazu, eine einzige Stelle zu verwenden, welche mit Bo¨gen zu
allen Transitionen, die ansonsten eine Verbindung zu einem Element des Fusion
Sets ha¨tten, verbunden ist.
8. Der Fusions-Typ unterteilt die Menge der Fusion Sets in global, page und instance
Fusion Sets.
9. Die Prime Pages sind ein Multiset u¨ber die Menge aller Seiten. Sie legen fest, wie
viele Instanzen jeder einzelnen Page vorliegen. Es ist also mo¨glich, dass eine Page
in Form mehrerer konkreter Instanzen vorkommt.
Im Rahmen dieser Arbeit werden weder Fusion Sets noch Prime Pages eingesetzt.
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Abbildung 6.3: Beispiel: Main Page
Abbildung 6.3 zeigt die einzige Main Page fu¨r ein Beispielnetz, welches INT-Werte verar-
beitet. Die doppelt umrandete Transition ist dabei eine Substitutionstransition mit der
Subpage AddAndMultiply wie in Abb. 6.4 dargestellt.
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Abbildung 6.4: Beispiel: Subpage fu¨r die Substitutionstransition AddAndMultiply
Die Initialbelegung der Stellen wird hier auf die oberste Abstraktionsebene beschra¨nkt.
Die Marken stehen dann auch auf der Subpage zur Verfu¨gung. Den Ein- und Ausgabe-
stellen der Substitutionstransition auf oberer Ebene werden a¨quivalente Stellen (Ports)
auf der Subpage zugeordnet. Diese sind dort mit in, out oder i/o markiert. Im vorliegen-
den Beispiel ist die Stelle Input ein in-Port, Output ein out-Port. Die Verarbeitung der
Daten erfolgt in beliebig vielen Transitionen auf der Subpage.
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6.1.3 Zustandsra¨ume
6.1.3.1 Einfu¨hrung
Zum Versta¨ndnis der folgenden Definition des Zustandsraums (State Space) eines gefa¨rb-
ten Petrinetzes (unabha¨ngig von der Implementierung hierarchischer Strukturen) ist die
Definition des Bindungselements notwendig:
Definition 6.6 Bindung und Bindungselement
Die Bindung einer Transition t ist die Belegung aller Variablen von t mit Werten. Ein
Bindungselement (Binding Element) ist ein Paar (t, b) bestehend aus einer Transition
t ∈ T und einer Bindung b fu¨r t. Es wird als aktiv bezeichnet, wenn die Wa¨chterfunktion
von t zu true ausgewertet wird und die Eingabestellen von t genug Token enthalten, um
die Transition zu feuern.
Die Bindung b ist also die Belegung der Variablen auf den eingehenden Bo¨gen von t mit
konkreten Marken aus den Eingabestellen.
Der Zustandsraum eines gefa¨rbten Petrinetzes ist ein nicht notwendigerweise endlicher
gerichteter Graph, der alle erreichbaren Zusta¨nde des Netzes beinhaltet (vollsta¨ndige
Enumeration). Jeder Knoten des Graphs repra¨sentiert einen Zustand, also eine eindeuti-
ge Belegung aller Stellen im Netz mit Marken.
Jeder gerichteten Kante zwischen zwei Knoten entspricht die Verarbeitung eines speziellen
Bindungselements, also das Feuern einer Transition mit einer spezifischen Variablenbele-
gung, wodurch das Netz vom Ausgangszustand der Kante in den Zielzustand u¨berfu¨hrt
wird.
Der erste Knoten des Zustandsraums wird auch als Initialknoten bezeichnet. Er repra¨sen-
tiert die Anfangsmarkierung (Initial Marking) des Netzes. Jeder Knoten ist ausgehend
vom Initialknoten u¨ber endlich viele Kanten erreichbar.
Die Knoten, die von einem betrachteten Knoten aus unmittelbar u¨ber eine Kante erreich-
bar sind, werden auch als Nachfolgeknoten (Successor Nodes) bezeichnet.
Abbildung 6.5 zeigt ein gefa¨rbtes Petrinetzmodell mit nicht endlichem Zustandsraum.
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Abbildung 6.5: Beispiel fu¨r ein CPN mit unendlichem State Space
Definition 6.7 Zustandsraum (nach [Val98])
Der Zustandsraum eines Petrinetzes ist ein Tupel
(S, T,∆, SI)
mit
• S ist eine Menge von (globalen System-)Zusta¨nden.
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• T ist eine Menge struktureller Transitionen, d.h. Entita¨ten, deren Ausfu¨hrung eine
Zustandsa¨nderung bewirkt.
• ∆ ⊆ S × T × S ist eine Menge von semantischen Transitionen (Kanten). Dabei
ist jede semantische Transition die Durchfu¨hrung (Occurrence) einer strukturellen
Transition, wobei δ ∈ ∆ = (s, t, s′) mit Startzustand s ∈ S, durchgefu¨hrter Transi-
tion t ∈ T und Zielzustand s′ ∈ S.
• SI ist eine Menge von Initialzusta¨nden. Dabei gilt SI ⊆ S, SI 6= ∅
Ein State Space ist endlich, wenn S und T endlich sind.
6.1.3.2 Zustandsraumexplosion und Gegenmaßnahmen
Ein ha¨ufig auftretendes Problem bei der Zustandsraumberechnung fu¨r ein gefa¨rbtes Pe-
trinetz ist die Zustandsraumexplosion (State Space Explosion). Dieser Begriff bezeichnet
den Umstand, dass der Zustandsraum mit Zunahme der Anzahl an Stellen, Transitionen
und Marken zum exponentiellen Wachstum tendiert.
In Abbildung 6.6 ist ein simples Beispielnetz dargestellt. Es werden einzeln Ganzzahlen
aus der Stelle Input entnommen und auf jede dieser Zahlen 1 addiert. Daraufhin wird
jeder Wert erst mit 2, dann mit 3 multipliziert. Dieses Beispielnetz hat mit gezeigtem
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Abbildung 6.6: Beispielnetz fu¨r Zustandsraumexplosion
Initial Marking mit 6 Marken in der Input-Stelle bereits einen State Space der Gro¨ße
4096, bei 12 Token von 14726.
Abbildung 6.7 zeigt einen kleinen Teil des Zustandsraums bei Anfangsbelegung von Input
mit 6 Marken. Hier wird deutlich, dass dieser enorm große State Space in einem Netz mit
nur sehr wenigen Stellen und Transitionen vor allem durch die Variationsmo¨glichkeiten
der Reihenfolge von Transaktionsausfu¨hrungen zustande kommt.
Ausgehend vom Initialzustand 1 ko¨nnen 6 States erreicht werden. Jeder steht dabei fu¨r
die Auslo¨sung der Transition Add mit einer der 6 mo¨glichen Belegungen von Variable
i1. Zustand 2 wird beispielsweise erreicht, indem Add mit i1=6 ausgefu¨hrt wird. Ausge-
hend hiervon kann entweder gleich die Transition TimesTwo fu¨r das Ergebnis des ersten
Schritts ausgefu¨hrt (Zustand 8) oder ein weiteres Mal Add mit einer der fu¨nf weiteren
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Abbildung 6.7: Auszug aus dem State Space des Beispielnetzes, Anfangsbelegung 6 Token
mo¨glichen Belegungen fu¨r i1 gefeuert werden. Ist nun beispielsweise i1=4, so gelangt
man zu Zustand 9. Dieser ha¨tte aber auch erreicht werden ko¨nnen, wenn zuerst i1=4
und im zweiten Schritt i1=6 die Belegung gewesen wa¨re (man kommt dann von State 3).
In dem gezeigten Beispiel ist die Reihenfolge, in welcher die Transitionen durchlaufen
werden, prinzipiell nicht von Belang, da jedes Token einzeln verarbeitet wird und das
Gesamtergebnis der Berechnung, also der Endzustand des Zustandsraums, fu¨r alle mo¨gli-
chen Reihenfolgen der Ausfu¨hrung identisch ist. In der letzten Transition laufen also alle
vorherigen Zusta¨nde in einem Endzustand zusammen (siehe Abbildung 6.8), in welchem
fu¨r jedes Token des Initial Marking das Ergebnis (i1+1) · 2 · 3 in Result gespeichert ist.
Hier bietet sich ein Anknu¨pfungspunkt zur Optimierung: Dort, wo Daten unabha¨ngig
voneinander auf gleiche Art und Weise verarbeitet werden, wird nun eine feste Aus-
fu¨hrungsreihenfolge im Petrinetz festgelegt. Somit wird eine große Anzahl an Zusta¨nden
gespart, welche auf der unterschiedlichen Reihenfolge von Transitionsausfu¨hrung basie-
ren, aber am Ende keine unterschiedlichen Ergebnisse liefern. Hierfu¨r werden Multisets
in Listen von Elementen desselben Farbtyps umgewandelt und unterstu¨tzend Listen und
Stellen vom Farbtyp E verwendet. Marken vom Typ E ko¨nnen nur eine Farbe, na¨mlich e
annehmen. Sie tragen keine Information und sind somit das CPN-A¨quivalent zu gewo¨hn-
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Abbildung 6.8: State Space zum Beispielnetz, Anfangsbelegung 2 Token
lichen Petrinetz-Token.
Im Beispiel heißt dies, dass die Input-Stelle nun nicht mehr mehrere INT-Token spei-
chert, sondern immer genau eine Liste von INT-Werten (Format einer Liste in CPN ist
[a,b,c]). Dafu¨r muss selbstversta¨ndlich das Colour Set von Input entsprechend um-
gewandelt werden. Dann werden der Reihe nach alle Werte dieser Liste an die Add -
Transition u¨bergeben. Dabei wird immer das erste Element der Liste (hd int_list)
verarbeitet und an die Liste, welche die Ergebnisse beinhaltet, angehangen. Der unver-
arbeitete Rest (tl int_list) wird zuru¨ck in Input u¨bertragen.
Sind alle Elemente verarbeitet, greift die Bedingung if List.length(tl int_list)=[],
d.h. es existieren keine Listenelemente mehr, welche auf Verarbeitung durch Add warten.
Erst dann wird ein e-Token in AddFinished u¨bertragen; bevor dies nicht geschehen ist,
kann die Transition TimesTwo nicht feuern. Ebenso werden nun zuerst alle Elemente
durch TimesTwo verarbeitet und erst dann TimesThree aktiviert.
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Abbildung 6.9: Beispielnetz ohne State Space Explosion
Durch dieses Vorgehen wird der Zustandsraum enorm verkleinert: wird auch hier ein
Initial Marking mit 12 Ganzzahlen verwendet (diesmal in Listenform), so hat der State
Space nur 37 Zusta¨nde - gegenu¨ber den 14726 Zusta¨nden im Original-Modell ein immen-
ser Gewinn bei identischem Ergebnis.
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Diese Listentechnik wurde bei der Erstellung des Modells einer AAI mit verteiltem Ver-
zeichnis an allen Stellen, an denen dies mo¨glich war, eingesetzt. Dadurch konnte die Zu-
standsraumexplosion vermieden und der State Space fu¨r die spa¨tere Sicherheitsanalyse
(siehe Kapitel 7) hinreichend klein gehalten werden. Weiterhin wurde zu diesem Ziel De-
terminismus in den Datenflu¨ssen angestrebt, d.h. das Feuern einer beliebigen Transition
aktiviert stets maximal eine weitere Transition.
6.2 Rollenbasiertes Modell einer AAI mit P2P-ZuSI
Das Modell wurde mit der Software CPN Tools [CPNTO] der CPN Group, Universita¨t
Aarhus, erstellt. Neben der reinen Erzeugung von (hierarchischen) gefa¨rbten Petrinet-
zen ermo¨glicht diese Software auch Simulation und Zustandsraumanalyse. Fu¨r die For-
mulierung von Bogenausdru¨cken, Guards usw. wird die Programmiersprache CPN/ML
[CPNML] verwendet, ein CPN-spezifischer Dialekt der funktionalen Programmiersprache
SML [MTH97]4.
6.2.1 Top-Level-Modell
Die AAI mit P2P-ZuSI als Verzeichnisdienst wird angelehnt an das Schichtenmodell aus
5.5 in ein gefa¨rbtes Petrinetz u¨berfu¨hrt. Folgende Entwurfskriterien liegen diesem Prozess
zu Grunde:
1. Ebenenbasierte Sicht: Die drei Schichten AAI, Peer-to-Peer und P2P-ZuSI -Regel-
werk werden gemeinsam auf einer einzigen Main Page abgebildet. So wird insbeson-
dere die U¨bersichtlichkeit der Datenflu¨sse und des Initial Marking gewa¨hrleistet.
2. Rollenbasierte Sicht: Die handelnden Entita¨ten der AAI- und P2P-Schicht werden
jeweils einfach in Form von Rollen dargestellt. Die AAI-Rollen nutzen dabei das
P2P-ZuSI -Regelwerk, welches selbst nur unterschiedliche Methoden (implementiert
als Transitionen) besitzt, aber keine Rollen.
3. Initial Marking auf oberster Ebene: Alle fu¨r das Initial Marking relevanten Stellen
sind bereits auf der Main Page (Top-Level-Modell) enthalten. Dadurch wird sowohl
die Anpassung des Initial Marking an verschiedene Szenarien als auch der U¨berblick
u¨ber die aktuelle Belegung vereinfacht.
4. Abstraktion der Methoden durch Hierarchie: Die Interaktion zwischen Rollen glei-
cher und unterschiedlicher Ebenen wird in Form von Substitutionstransitionen rea-
lisiert. Diese werden im Detail in den Subpages ausgearbeitet.
5. Beschra¨nkung auf Schlu¨ssel- und Privilegzertifikate: Authentifizierung und Auto-
risierung werden in einfacher Form abgebildet, indem fu¨r die Authentifizierung
eine Kette von Schlu¨sselzertifikaten, fu¨r die Autorisierung eine Kette von Privileg-
zertifikaten hergeleitet wird. Sonstige Deskriptive Attributzertifikate werden nicht
betrachtet.
4Ausdru¨cke, Methoden usw. in CPN/ML- oder SML-Notation werden im Folgenden zusammenfassend
als ML-Ausdru¨cke, -Methoden usw. bezeichnet.
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6. Implizites Vertrauensmodell: Privilegzertifikate, welche die Berechtigung zur Aus-
stellung von Schlu¨sselzertifikaten beinhalten, werden aus Gru¨nden der Modellkom-
plexita¨t nicht eingesetzt.
Insbesondere die beiden letzten, die Modellkomplexita¨t mindernden Entwurfskriterien
sind bereits im Vorgriff auf die modellbasierte Sicherheitsanalyse (Kapitel 7) gewa¨hlt.
Es genu¨gt dort die Untersuchung der Sicherheit von Schlu¨sselzertifikaten, da diese Re-
pra¨sentanten fu¨r alle Arten von Deskriptiven Attributzertifikaten darstellen. Existiert
kein erfolgreicher Angriff auf Schlu¨sselzertifikate, so auch nicht auf andere Deskriptive
Attributzertifikate. Wu¨rde hingegen ein Angriff auf Schlu¨sselzertifikate gefunden, wa¨re
dieser auch auf andere Deskriptive Attributzertifikate u¨bertragbar. Analog verha¨lt es sich
mit Empfehlungen: diese stellen eine bestimmte Form von Privilegzertifikaten dar. Bei
expliziter Modellierung von Vertrauen mu¨ssten fu¨r jedes Schlu¨sselzertifikat auch Ketten
von Privilegzertifikaten des Typs ci(pk) generiert werden.
Die Erzeugung einer solchen Kette wird genauso wie die im Zuge des Autorisierungsver-
fahrens durchgefu¨hrte Herleitung einer Kette von Privilegzertifikaten (siehe 6.2.4.4.4)
realisiert. Findet sich also dort ein erfolgreicher Angriff, wa¨re der gleiche Angriff auch
bei expliziter Vertrauensmodellierung bei der Herleitung einer Kette von Schlu¨sselzer-
tifikaten mo¨glich. Erweist sich die Herleitung von Privileg-Zertifizierungsketten bei der
Autorisierung hingegen als sicher, gilt dies auch fu¨r Privileg-Zertifizierungsketten von
Empfehlungen.
Die Mo¨glichkeiten der spa¨ter erfolgenden Sicherheitsanalyse werden also durch den Ver-
zicht auf die Modellierung von explizitem Vertrauen und Deskriptiven Attributzertifika-
ten, die nicht vom Typ pk sind, nicht beschra¨nkt.
Abbildung 6.10 zeigt das Top-Level-Modell der AAI mit P2P-ZuSI -Verzeichnis. Die Rol-
len der AAI sind blau umrahmt. In der Mitte befinden sich tu¨rkis umrandet die Methoden
von P2P-ZuSI. Auf der rechten Seite sind in rot die Rollen im Peer-to-Peer-Netzwerk dar-
gestellt.
Im Folgenden werden die drei wesentlichen Teile des Top-Level-Modells (Main Page)
erla¨utert. Danach wird zu den Subpages u¨bergegangen. Alle erwa¨hnten ML-Methoden
finden sich in Appendix B. Abbildung 6.11 zeigt zur besseren U¨bersicht die Substi-
tutionstransitionen (und damit die direkten Subpages) des Top-Level-Modells.
Bemerkung: Die zwischen dem P2P-ZuSI -Regelwerk und der P2P-Schicht liegenden,
nicht umrahmten Stellen und Transitionen dienen lediglich der Umleitung und Ordnung
von Datenflu¨ssen innerhalb des Petrinetzes und sind inhaltlich nicht von Belang.
6.2.2 Peer-to-Peer-Schicht: PNode, SNode, RNode
Ein Knoten auf P2P-Schicht kann prinzipiell vier Rollen einnehmen:
1. Publishing Node (PNode): bringt einen neuen Datensatz in das Verzeichnis ein
2. Requesting Node (RNode): stellt eine Anfrage nach einem durch eine FileID iden-
tifizierten Datensatz
3. Lookup Node (LNode): erha¨lt eine Lookup-Nachricht und liefert eine Menge von
Daten besser passender Knoten
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Abbildung 6.10: Top-Level-Modell
4. Storage Node (SNode): speichert einen Datensatz und gibt ihn auf eine entspre-
chende Anfrage hin zuru¨ck
Ein Knoten, welcher einen Request des Typs FIND_VALUE erha¨lt und den Datensatz
zuru¨ckliefert, handelt nicht in der Rolle Lookup Node, sondern in der Rolle Storage No-
de. Es entscheidet sich also anhand seiner Datenbasis, in welcher der beiden Rollen ein
kontaktierter Knoten handelt.
In der gewa¨hlten rollenbasierten Sicht spielt die Wahl eines konkreten Knotens5 fu¨r die
Speicherung und Anfrage von Datensa¨tzen keine Rolle, so dass das Routing-Verfahren
zur Auffindung von zusta¨ndigen Knoten im Rahmen von Kademlia nicht relevant fu¨r das
Modell ist. Der Rolle LNode kommt dementsprechend keine Bedeutung zu.
Auch hinsichtlich der Sicherheitsaspekte ist die Rolle LNode nicht notwendig, denn die
Fehlverhaltensmo¨glichkeiten sind stark beschra¨nkt:
• Keine Antwort: Ein Knoten liefert keine Antwort auf eine Anfrage. Vom Lookup-
Initiator wird dann ein anderer konkreter Knoten kontaktiert. In der rollenbasierten
Sicht ist die Wahl der konkreten Instanz einer Rolle aber wie erwa¨hnt unerheblich.
5also einer spezifischen Knoten-Entita¨t mit einer speziellen NodeID und IP-Adresse
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Abbildung 6.11: Subpages des Top-Level-Modells
• Falsche Antwort: Ein Knoten liefert falsche oder unpassende Tupel (Knoteninfor-
mationen) als Antwort auf eine Anfrage. In diesem Fall stellt der Lookup-Initiator
eine Anfrage an einen anderen Knoten in der Rolle LNode, was wie oben keine
Entsprechung in der rollenbasierten Sicht hat.
• Falscher Datensatz: Ein Knoten liefert einen falschen Datensatz auf eine Anfrage
zuru¨ck, obwohl er nicht der zusta¨ndige Knoten fu¨r diese FileID ist. In diesem Fall
agiert der Lookup Node aber in der Rolle eines Speicherknotens, d.h. diese Form des
Fehlverhaltens wird automatisch abgedeckt, wenn die Ru¨ckgabe falscher Antworten
in der Rolle SNode untersucht wird.
Diese Rolle wird folglich nicht modelliert. Damit entfa¨llt auch die Darstellung der Me-
thode FIND_NODE.
Abbildung 6.12 zeigt die drei zentralen Rollen der P2P-Schicht. Die obere Box stellt die
Rolle PNode dar. In der Stelle PN In werden Kombinationen von FileIDs und Daten
abgelegt, die mittels der Transition STORE in der Rolle SNode gespeichert werden.
Anfragen aus der Stelle RN In der Rolle RNode werden verwendet, um in der Transition
FIND VALUE die gesuchten Datensa¨tze zu beziehen und u¨ber RN Out bzw. RN NoData
zuru¨ck an die entsprechende Methode des P2P-ZuSI -Regelwerks zu u¨bergeben.
Die Stelle SN DataStore repra¨sentiert den globalen Zustand des P2P-Verzeichnisses, also
sa¨mtliche auf der Gesamtheit aller Peers gespeicherten Datensa¨tze.
6.2.2.1 Subpage STORE
Die P2P-Methode STORE wird zwischen PNode und dem Speicherknoten SNode (rechte
Box) durchgefu¨hrt. Abbildung 6.13 zeigt die zugeho¨rige Subpage STORE. Beim Schalten
der Transition wird der Datensatz (vom Farbtyp P2P_DATA) der Datenbasis hinzugefu¨gt,
indem er in die Liste der gespeicherten Datensa¨tze (Stelle SN DataStore der Rolle SNode)
aufgenommen wird. Weiterhin wird mittels einer e-Marke in PN StoreOk quittiert, dass
die Speicheraufforderung an SNode erfolgreich versandt wurde.
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Abbildung 6.12: Peer-to-Peer-Rollen auf Top Level
6.2.2.2 Subpage FIND V ALUE
Abbildung 6.14 zeigt die Subpage fu¨r die Methode FIND_VALUE, welche zwischen SNode
und RNode ausgefu¨hrt wird. Der hier erstmals verwendete Operator # ermo¨glicht die Re-
ferenzierung von Bestandteilen zusammengesetzter Farbtypen: #1 token liefert beispiels-
weise das 1. Element aus token zuru¨ck, #1(#2 token) das 1. Element des 2. Elements aus
token. So ist die Referenzierung von Elementen in beliebiger Schachtelungstiefe mo¨glich.
Aus RN In wird die FileID fu¨r den gesuchten Datensatz geholt und gegen die gespeicher-
ten IDs der Datensa¨tze aus SN DataStore abgeglichen (Methode containsFid)6.
Je nach Anfragemethode (getFirst oder getAll) wird dabei entweder der erste gespei-
cherte Datensatz, auf den die FileID passt (ML-Methode getFirstDataWithFid), oder
alle Datensa¨tze mit passender FileID (Methode getAllDataWithFid) geliefert.
Es ist zu beachten, dass dies eine Vereinfachung darstellt: Die Methode getFirst kann in
der Realita¨t mehrere Datensa¨tze auf eine Anfrage zuru¨ckgeben, sofern der erste Knoten,
der mehrere Datensa¨tze mit der gesuchten FileID besitzt, diese auf einen Lookup mit
Methode getFirst hin bereitstellt. Im Modell wird aber stets maximal ein Datensatz
zuru¨ckgegeben.
6Die konkreten ML-Methoden der P2P-Schicht finden sich in Appendix B.4.
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Abbildung 6.13: Subpage STORE
 
 



 
	
 









 
 

 



 

 
 






	
 





 
	
 









 
 

 



 

 








 
 



 
	
 









 
 

 



 

 
 

ff

fi















 
 


 
 



 
 	
 









 
 

 



 

 


ff

fi















 
 


 
 



 
	
 








 
 

 



 

 






fl





 
	
 

 






 
 

 



 

 











 





 


 
 ffi 


 



 
 !

fl

 



ffi




 



 




 ff

fi
 
 ffi 


 



 
 !


	
 

  



ffi




 



 




 ff

fi



 



 


fl



	
 



"
#




"$

#



%

fl

	
&
"$

#



%


	
 


	
&
"$

$





&'(
)
*
&+,
+$





+

&'( -

-

fl,fl
*
&+,
"$

(
 

(
 

-

-

fl,fl
*
&+,
"$

&

&

	
&

")
./)+,
Abbildung 6.14: Subpage FIND V ALUE
Da der Modellfokus rollenbasiert mit globaler Sicht auf die verteilt gespeicherte Daten-
basis ist, kann nicht bekannt sein, wie viele Datensa¨tze mit gleicher FileID der erste auf
ein getFirst antwortende Knoten gespeichert hat.
Vor dem Hintergrund der folgenden Sicherheitsanalyse (Kapitel 7) ist es fu¨r einen bo¨swil-
ligen Speicherknoten sogar sinnvoll, nur eine Antwort zuru¨ckzuliefern, na¨mlich den fu¨r sei-
ne Zwecke am besten geeigneten (z.B. modifizierten) Datensatz. Die Methode getFirst
stellt also gegenu¨ber der Realita¨t keine Einschra¨nkung der Angreifermo¨glichkeiten dar
und ist somit eine zula¨ssige Vereinfachung.
Die aus SN DataStore extrahierte Antwort auf die Anfrage wird in RN Out abgelegt.
Existiert kein Datensatz mit der gesuchten FileID, so wird als Indikator fu¨r einen nicht
vorhandenen Datensatz ein e-Token in RN NoData u¨bertragen.
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6.2.3 P2P-ZuSI -Regelwerk-Schicht
Die P2P-ZuSI -Regeln setzen sich wie bereits in Abschnitt 5.5 erla¨utert aus den Methoden
putSi und putCert fu¨r die Publikation von Zertifikaten und Statusinformationen und den
Methoden getSi und getCert zur Datenabfrage zusammen. Diese werden als Substitu-
tionstransitionen wie in Abbildung 6.15 dargestellt modelliert.
Abbildung 6.15: P2P-ZuSI -Regelwerk auf Top Level
6.2.3.1 Subpages putCert und putSi
Die Abbildungen 6.16 und 6.17 zeigen die Subpages zu putCert und putSi. Die an die
P2P-Schicht zur Publikation u¨bergebenen Datensa¨tze sind vom Farbtyp P2P_DATA, d.h.
ein 2-Tupel aus FileID und Inhalt (Statusinformation oder Zertifikat).
In encryptCert auf Subpage putCert wird das Zertifikat mit einem symmetrischen Ver-
fahren wie in 5.3.2.2 beschrieben verschlu¨sselt (ML-Methode encryptCert).
In putSi wird die FileID aus der Periode, fu¨r welche die Statusinformation gilt, und dem
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Abbildung 6.16: Subpage putCert
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Abbildung 6.17: Subpage putSi
Hashwert des Zertifikats gebildet (Methode createSiFid7). In putCert werden analog in
der Methode createCertFid Inhaber und Attributtyp verwendet.
6.2.3.2 Subpages getCert und getSi
Die Subpages zu den Anfragemethoden getCert und getSi sind in den Abbildungen 6.18
und 6.19 abgebildet. Hier werden die gesuchten FileIDs gebildet (generateCertInfoFid
und generateSiFid) und an die Stelle RN In (P2P-Rolle RNode) weitergeleitet.
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Abbildung 6.18: Subpage getCert
7siehe Appendix B.3
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Abbildung 6.19: Subpage getSi
6.2.3.3 Subpage decryptCerts
Wird auf eine Anfrage u¨ber getCert eine Antwort geliefert (Liste von Zertifikaten), muss
diese noch entschlu¨sselt werden. Auch dies geschieht innerhalb der P2P-ZuSI -Regelwerk-
Schicht in der Transition decryptCerts (Methode decryptCertsFromEntity, die Inhaber
und Attribut-/Privilegtyp der Anfrage als Parameter verwendet) wie in Abbildung 6.20
dargestellt.
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Abbildung 6.20: Subpage decryptCerts
6.2.4 AAI-Schicht: Issuing Authority, Status Authority, End Entity,
Verifier
Die Rollen der AAI-Schicht interagieren miteinander und unter Verwendung des P2P-
ZuSI -Regelwerks mit dem verteilten Peer-to-Peer-Verzeichnis. Abbildung 6.21 zeigt diese
zentralen Methoden und Datenflu¨sse.
Die gru¨n gefa¨rbten Transitionen und Stellen außerhalb der blau umrahmten AAI-Rollen
symbolisieren externe, globale Ereignisse und Gegebenheiten: in der Stelle GlobalDate
wird das aktuelle Datum vorgehalten. Es wird innerhalb der AAI beno¨tigt, um bei-
spielsweise den Ausstellungszeitpunkt eines neu generierten Zertifikats zu berechnen oder
den Wert i fu¨r eine Statusinformation zu determinieren. Die Transition proceedInTime
ermo¨glicht die Inkrementierung des globalen Datums.
Weiterhin existiert die Stelle RevoEvent, welche eine Liste von Ru¨ckrufereignissen spei-
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Abbildung 6.21: AAI auf Top Level
chert. Ein Ru¨ckrufereignis beinhaltet in der gewa¨hlten Form ein Datum und den Hashwert
des Zertifikats, auf das es sich bezieht. Die Ru¨ckrufereignisse werden im Modell nicht von
einer AAI-Rolle ausgelo¨st, sondern im Rahmen des Initial Marking vorgegeben. Es ist al-
so als außerhalb der konkreten Rollen entspringendes Ereignis modelliert und abstrahiert
alle mo¨glichen Umsta¨nde, wie der tatsa¨chliche Ru¨ckruf (z.B. die Information u¨ber ein
kompromittiertes Schlu¨sselpaar) an eine Status Authority herangetragen werden kann.
In der Transition generateSi wird dann fu¨r jedes Zertifikat, fu¨r welches eine Statusin-
formation generiert werden soll, gepru¨ft, ob ein Ru¨ckrufereignis stattgefunden hat und
damit die Publikation von Statusinformationen fu¨r dieses Zertifikat einzustellen ist.
Die Aktivita¨ten der AAI-Rollen lassen sich in zwei Abschnitte unterteilen:
1. Datenerzeugung: Erzeugung von Zertifikaten und Statusinformationen modelliert
durch die Subpages generateCertificate und generateSi. Eine Entita¨t der Rolle SA
darf nur dann u¨berhaupt Statusinformationen erzeugen, wenn sie dazu von einer
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Entita¨t in Rolle IA beauftragt wurde und die dazu notwendigen Daten (Zufallszah-
len, Zertifikatinformationen) erhalten hat (Subpage allowSiGeneration).
2. Datenverwendung: Authentifizierungs- und Autorisierungsprozess dargestellt mit-
tels der Subpage processAA.
Es wird angenommen, dass zu einem globalen Datum immer zuerst Abschnitt 1 und da-
nach Abschnitt 2 durchlaufen wird. Nur so sind alle aktuellen Daten fu¨r die Durchfu¨hrung
der Authentifizierung und Autorisierung vorhanden. Den zweiten Abschnitt zuerst zu
durchlaufen wa¨re sinnlos, da dies immer zur erfolglosen Beendigung des A&A-Verfahrens
fu¨hren wu¨rde, da dann keine aktuellen Statusinformationen vorhanden wa¨ren.
Die Wahrung der Reihenfolge wird praktisch durchgefu¨hrt, indem die Stelle EE StartAA
erst dann mit einer Marke belegt wird, wenn in der Transition generateSi alle Status-
informationen des aktuellen Datums erzeugt und publiziert wurden. Dadurch wird der
innerhalb der einzelnen Prozesse der AAI gewahrte Determinismus auf die gesamte AAI
erweitert, d.h. es wird eine deterministische Reihenfolge fu¨r die Ausfu¨hrung dieser Ein-
zelprozesse erzeugt.
6.2.4.1 Subpage generateCertificate
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Abbildung 6.22: Subpage generateCertificate
Abbildung 6.22 zeigt die Subpage fu¨r die Erzeugung von Zertifikaten. Dabei wird zuna¨chst
in Transition generateCertificate aus von der End-Entita¨t (in Stelle EE Detail) bereit-
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gestellten und der IA selbst bekannten Daten (Stellen IA Detail, IA CertDetail) un-
ter Verwendung der Methode generateCert8 ein Zertifikat erzeugt. Dann wird es an
die P2P-ZuSI -Methode putCert u¨bergeben (Ausgabestelle ZuSI CertToPut) und auf die
Speicherbesta¨tigung gewartet (Eingabestelle ZuSI PutCertOk).
Sind alle auf diese Art generierten Zertifikate publiziert, wird dies intern vermerkt (Aus-
gabestelle IA CertPublished) und die Daten zur Erzeugung von Statusinformationen fu¨r
die U¨bertragung an SA vorbereitet (Ausgabestelle IA SiSeeds). Der fu¨r letzteres verwen-
dete Datentyp SI_SEED beinhaltet Hashwert, Gu¨ltigkeitsbeginn und Gu¨ltigkeitsende des
Zertifikats sowie die Zufallszahl, welche als Basis fu¨r die Berechnung des Validierungsziels
verwendet wurde.
6.2.4.2 Subpage allowSiGeneration
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Abbildung 6.23: Subpage allowSiGeneration
In Abbildung 6.23 ist die U¨bertragung der Daten zur SI-Erzeugung in der Subpage
allowSiGeneration dargestellt. Diese ist absichtlich sehr einfach gehalten: die neuen
Informationen werden lediglich den in SA SeedPool (also der Stelle, in welcher die Ge-
samtheit der SI_SEEDs aller Entita¨ten in der Rolle SA erfasst sind) bereits gespeicherten
Daten hinzugefu¨gt.
6.2.4.3 Subpage generateSi
Die Erzeugung von Statusinformationen fu¨r die aktuelle Periode wird in der Subpage
generateSi wie in Abbildung 6.24 durchgefu¨hrt. Es wird angenommen, dass die Aus-
stellungsperioden synchronisiert sind: die Erzeugung von Statusinformationen fu¨r alle
Zertifikate findet ta¨glich statt.
Zuna¨chst werden unter Verwendung des globalen Datums aus GlobalDate die SI-Seeds
aussortiert, welche zu regula¨r abgelaufenen Zertifikaten geho¨ren oder per Ru¨ckrufereignis
(aus Stelle RevoEvent) zuru¨ckgerufen wurden (Methode cleanSiSeedList).
Dann werden aus allen u¨brigen, gu¨ltigen SI_SEEDs aktuelle Statusinformationen erzeugt
(Methode generateCurrentSis) und mittels der P2P-ZuSI -Methode putSi im Verzeich-
nis publiziert (Ausgabestelle ZuSI SiToPut).
Ist die Publikation fu¨r diese Statusinformationen erfolgreich abgeschlossen, wird die Tran-
sition cleanSeedList fu¨r die na¨chste Periode freigegeben, indem eine Marke vom Typ
DATE_LIST, welche alle Publikationsperioden der Vergangenheit beinhaltet, in die Stelle
SA CleanActive u¨bertragen wird.
8siehe Appendix B.2.4
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Abbildung 6.24: Subpage generateSi
6.2.4.4 Authentifizierung und Autorisierung auf Subpage processAA
Abbildung 6.25 visualisiert den hierarchischen Aufbau der Pages auf AAI-Level. Anhand
der hier dargestellten Hierarchie werden nun sukzessive die verschachtelten Subpages vor-
gestellt.
Abbildung 6.25: Seitenhierarchie : AAI-Schicht
Abbildung 6.26 zeigt die Page processAA. Die erste Transition extractConcreteEEToPro-
ceed wa¨hlt aus allen in EE Init vorhandenen Daten vom Typ ENTITY_PRIV (Paare aus
Entita¨tsbezeichner und beanspruchtem Privilegtyp von konkreten End-Entita¨ten) das
erste Paar aus. So wird von einer allgemeinen rollenbasierten Sicht auf die AAI als Gan-
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zes auf den Authentifizierungs- und Autorisierungsvorgang einer konkreten End-Entita¨t
E gegenu¨ber einem Pru¨fer u¨bergegangen.
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Abbildung 6.26: Subpage processAA
Zuna¨chst versucht der Pru¨fer, zu den gegebenen Informationen u¨ber die End-Entita¨t
und u¨ber den von ihr beanspruchten Privilegtyp Initialzertifikate aus dem Verzeichnis
zu beziehen, also Zertifikate, die dann als Ausgangspunkte der Kettenerzeugungspro-
zesse verwendet werden. Dies wird in der Substitutionstransition getInitialCertificates
durchgefu¨hrt, in der pro Durchgang je ein Initialzertifikat pro Typ (Schlu¨ssel/Privileg)
gefunden werden kann (siehe Abschnitt 6.2.4.4.2 im Detail).
Ist dies erfolgreich abgeschlossen, wird das ermittelte initiale Schlu¨sselzertifikat in der
Substitutionstransition validateKeyCert auf seine Gu¨ltigkeit gepru¨ft und damit die Au-
thentizita¨t des enthaltenen o¨ffentlichen Schlu¨ssels der End-Entita¨t verifiziert oder falsi-
fiziert (siehe 6.2.4.4.3). Ist ein Schlu¨ssel als authentisch besta¨tigt, fu¨hrt der Pru¨fer V im
Rahmen von authenticate ein Authentifizierungsverfahren mit E durch.
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Dann wird das Privilegzertifikat validiert und somit gepru¨ft, ob die authentifizierte End-
Entita¨t das im Zertifikat enthaltene - und somit fu¨r sich beanspruchte - Privileg tatsa¨chlich
besitzt. Wenn ja, wird dies in der Ausgabestelle V AASuccess vermerkt. Eine erfolglose
Authentifizierung und Autorisierung wird in der rot hervorgehobenen Stelle V AANack
in Form der Liste [e] vermerkt. Wird in einer beliebigen Subpage eine solche Liste in
V AANack transferiert, so wird dadurch mit sofortiger Wirkung das Feuern beliebiger
weiterer Transitionen verhindert.
6.2.4.4.1 Subpage authenticate (Superpage processAA)
Die Subpage authenticate (Abbildung 6.27) implementiert ein sehr einfaches Challenge-
Response-Verfahren. Dafu¨r muss dem Pru¨fer der authentische o¨ffentliche Schlu¨ssel der
End-Entita¨t vorliegen (aus validateKeyCert), wa¨hrend diese ihr Schlu¨sselpaar aus der
Stelle EE KeyPair verwendet. Es ist zu beachten, dass das Verfahren so einfach wie
mo¨glich modelliert wurde und in der dargestellten Form keinen Anspruch auf Sicherheit
erhebt. Es ist als reine Abstraktion eines beliebigen sicheren Authentifizierungsverfahrens
auf Basis von Public-Key-Kryptographie zu verstehen.
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Abbildung 6.27: Subpage authenticate
6.2.4.4.2 Subpage getInitialCertificates (Superpage processAA)
Auf der Subpage getInitialCertificates (Abbildung 6.28) ermittelt der Pru¨fer die Initial-
zertifikate fu¨r die Herleitung von Schlu¨ssel- und Privilegzertifizierungsketten. Er erha¨lt
von der End-Entita¨t deren Entita¨tsbezeichner E (Inhaber der Initialzertifikate) und den
fu¨r die Autorisierung beno¨tigten Privilegtyp.
Zuerst stellt V nun u¨ber das P2P-ZuSI -Regelwerk eine Anfrage (Methode getFirst)
nach einem Schlu¨sselzertifikat fu¨r die angegebene End-Entita¨t (Transition getInitKeyCert ,
Stelle ZuSI CertToGet). Erha¨lt er ein solches zuru¨ck (Transition receiveInitKeyCert),
speichert er es in der Stelle V InitialKeyCert.
Ist die Antwort eine [e]-Liste in der Stelle V CertDecError, so weiß der Pru¨fer, dass es
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Abbildung 6.28: Subpage getInitialCertificates
zwar eine Antwort gab, diese aber nicht entschlu¨sselt werden konnte. Er vermerkt dies
dann (Stelle V DecErrorKey) und stellt eine neue Anfrage (getInitKeyCert) mit Methode
getAll. Erha¨lt er immer noch kein lesbares Zertifikat oder generell keine Antwort (Liste
150 Kapitel 6 - Modellierung
[e] in Stelle ZuSI NoCertResp), so bricht er den A&A-Prozess ab (Transfer von [e] in
Stelle V AANack).
In der Realita¨t ko¨nnen mehrere Datensa¨tze mit gleicher FileID existieren. Zur Vereinfa-
chung wird aber fu¨r das Modell die Annahme getroffen, dass global maximal eine - ein-
deutige - Zertifizierungskette je Typ existiert. Das heißt: Es existiert nur genau ein in-
itiales Schlu¨ssel- und ein initiales Privilegzertifikat im Verzeichnis, dazu jeweils genau
ein Ausstellerzertifikat usw. Fu¨r die spa¨tere Sicherheitsanalyse - neben der Systembe-
schreibung die Hauptmotivation fu¨r das HCPN-Modell - ist nur wichtig, ob diese eine
Zertifizierungskette (von einem Trust-Anchor-Zertifikat zum Initialzertifikat) erzeugt wer-
den kann oder nicht. Mo¨glichkeiten zur Erzeugung verschiedener Ketten erho¨hen nur die
Komplexita¨t des Modells, sind zur Beantwortung dieser Frage aber nicht von Belang.
Da spa¨ter in der Sicherheitsanalyse allerdings die Effekte von Zertifikatmodifikationen
gepru¨ft werden, muss man davon ausgehen, dass mehrere Antworten auf eine Anfra-
ge geliefert werden, na¨mlich das korrekte Zertifikat und ein oder mehrere modifizierte
Versionen. Im Vorgriff auf Kapitel 7 sei hier erwa¨hnt, dass in den verschiedenen in der
Sicherheitsanalyse betrachteten Angriffsfa¨llen jeweils nur eine Art der Modifikation un-
tersucht wird. Damit genu¨gt es, von einem einzigen modifizierten Zertifikat auszugehen,
und es ko¨nnen maximal zwei Antworten auf eine Anfrage existieren.
Stellt der Pru¨fer nun in getInitialKeyCert eine Anfrage mit getFirst, so erha¨lt er wegen
der Konzeption dieser Methode maximal eine Antwort. Fragt er spa¨ter nochmals mit
getAll, so kann er aufgrund der obigen Annahme ho¨chstens zwei Antworten erhalten.
Die erste hat er bereits erfolglos verarbeitet (sonst wa¨re eine Anfrage mit getAll ja nicht
no¨tig). Liefert eine Zertifikatanfrage mit getAll also zwei Datensa¨tze zuru¨ck, so muss
der erste nicht mehr beru¨cksichtigt werden. Ein Pru¨fer wird diesen also ignorieren und
nur das zweite - noch unbekannte - Zertifikat verwenden.
Dieses Prinzip fu¨hrt dazu, dass bei allen Zertifikatanfragen an das Verzeichnis auf der ak-
tuellen Subpage ebenso wie auf den Subpages deriveKeyCertChain und validatePrivCert
stets maximal ein einziges Zertifikat weiter verarbeitet wird.
Konnte der Pru¨fer schließlich ein initiales Schlu¨sselzertifikat beziehen, aktiviert er die
Transition getInitPrivCert, indem er die Stelle V IKCReceived mit einer [e]-Liste be-
legt. In getInitPrivCert wird dann analog zu getInitKeyCert verfahren, um ein initiales
Privilegzertifikat fu¨r E und den angegebenen Privilegtyp zu ermitteln. Gelingt dies, wer-
den in der Transition startAAProcess die Subpages fu¨r die Kettengenerierung aktiviert,
indem die Stellen V NextKeyCert und V NextPrivCert mit e-Token belegt werden.
Stellt sich spa¨ter im Verlauf der Durchfu¨hrung der Kettenerzeugung fu¨r Schlu¨ssel- oder
Privilegzertifikate heraus, dass aus dem initialen Zertifikat keine korrekte Kette her-
geleitet werden kann, wird auf Subpage getInitialCertificate entweder getInitKeyCert
oder getInitPrivCert erneut mit Anfragemethode getAll durchlaufen und dann die Sub-
page wieder aktiviert, in welcher die erfolglose Kettengenerierung stattfand (Subpage
validateKeyCert oder validatePrivCert).
Der Vermerk, mit welcher Methode das aktuell verarbeitete Initialzertifikat angefragt
wurde, ist daher von essentieller Bedeutung; dies speichern die Stellen V IKCReqMeth
und V IPCReqMeth.
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6.2.4.4.3 Subpage validateKeyCert (Superpage processAA)
Die Page validateKeyCert besitzt zwei Subpages (siehe Abb. 6.29): deriveKeyCertChain
zur Erzeugung einer Kette von Schlu¨sselzertifikaten und validateKeyChainSignatures, in
welcher die Signaturen auf den Zertifikaten einer Kette gepru¨ft werden.
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Abbildung 6.29: Subpage validateKeyCert
6.2.4.4.3.1 Subpage deriveKeyCertChain (Superpage validateKeyCert)
Wegen der Komplexita¨t der Subpage deriveKeyCertChain (Abbildung 6.31 auf Seite 153)
wird der wesentliche Aufbau ausfu¨hrlich erla¨utert. Es ist zu beachten, dass dabei einige
Details des Modells aus Vereinfachungsgru¨nden ausgelassen werden.
Die Seite implementiert einen iterativen Prozess:
1. hole und pru¨fe die Statusinformation des aktuellen Zertifikats
2. fu¨ge das Zertifikat zur Zertifizierungskette hinzu, wenn kein Zyklus vorliegt
3. hole ein Ausstellerzertifikat zum aktuellen Zertifikat und setze dieses als neues ak-
tuelles Zertifikat
Als erstes wird das Initialzertifikat als aktuelles Zertifikat verarbeitet, als letztes das vom
Pru¨fer ausgestellte, lokal gespeicherte Trust-Anchor-Zertifikat an die Kette angehangen
(sofern sie vervollsta¨ndigt werden kann). Es ist Zyklenerkennung implementiert: Ist ein
Zertifikat bereits in der Kette erfasst und soll nun ein zweites Mal hinzugefu¨gt werden,
liegt ein solcher Zyklus vor und der Prozess wird abgebrochen.
152 Kapitel 6 - Modellierung
Abbildung 6.30 veranschaulicht dieses Vorgehen und illustriert damit die wesentlichen
Datenflu¨sse auf der Subpage.
Abbildung 6.30: Skizze der Datenflu¨sse auf Subpage deriveKeyCertChain
Die Verarbeitung beginnt mit der Transition checkIfKeyCert, in der von V gepru¨ft wird,
ob das gegebene Initialzertifikat ein Schlu¨sselzertifikat ist. Wenn ja, wird es in die Stelle
V StartingPointSiRequest u¨bertragen, welche auch den Startpunkt jeder Iteration dar-
stellt, d.h. jedes empfangene Ausstellerzertifikat wird spa¨ter von receiveIssuerCertificate
in genau diese Stelle u¨bertragen.
Dann wird u¨ber P2P-ZuSI eine Anfrage (mit getFirst) nach der aktuellen Statusin-
formation fu¨r das Zertifikat gestellt. Die Antwort wird in checkRequestedSis gepru¨ft.
Ist eine gu¨ltige Statusinformation vorhanden, wird der Prozess fortgesetzt (Ausgabe-
stelle V SiValid). Außerdem wird das Zertifikat in der Zertifizierungskette gespeichert
(Ausgabestelle V ToAdd, Transition addCertToChain inkl. Zykluspru¨fung durch Metho-
de containsCert).
Wird hingegen auf die SI-Anfrage hin keine gu¨ltige SI als Antwort geliefert, wiederholt
V die Anfrage an das Verzeichnis mit der Methode getAll. Wird u¨berhaupt keine pas-
sende Statusinformation gefunden oder ist auch nach einer Anfrage mit getAll keine
gu¨ltige SI in der Antwortliste si_with_info_list vorhanden, wird die Fehlerbehand-
lung angestoßen (Ausgabestelle V Failure), welche dann in handleMissingDataOrFailure
durchgefu¨hrt wird. Dies geschieht aber nur dann, wenn es keine Mo¨glichkeit gibt, das
Zertifikat, dessen Statusinformation es hier zu bestimmen gilt, nochmals neu mit getAll
anzufragen (Bogen von checkRequestedSis zur Stelle V IssuerCertNeeded). Hierfu¨r ist
der aktuelle Inhalt der Stelle V LastKeyCertReqMethod von Belang, welche speichert,
mit welcher Methode das aktuelle Zertifikat angefragt wurde (zur Erla¨uterung im Detail
siehe Transition receiveIssuerCertificate).
Der na¨chste Schritt nach erfolgreicher SI-Pru¨fung ist der Abgleich des Zertifikatausstellers
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Abbildung 6.31: Subpage deriveKeyCertChain
mit der Liste bekannter Trust Anchors. Ist der Aussteller ein Trust Anchor, so die
Kette mit dem zugeho¨rigen TA-Zertifikat abgeschlossen (Ausgabestelle V EndOfChain
154 Kapitel 6 - Modellierung
und Transition completeChainAndStore). Ansonsten ist es notwendig, ein Schlu¨sselzer-
tifikat anzufragen, welches als Inhaber den Aussteller des zuletzt gepru¨ften Zertifikats
hat. Dies wird in der Transition getIssuerCertificate umgesetzt und das Ergebnis in
receiveIssuerCertificate ausgewertet.
Fu¨r receiveIssuerCertificate spielt die Stelle V LastKeyCertReqMeth eine tragende Rolle.
Hier wird - in einer maximal ein-elementigen Liste des Farbtyps CERT_REQUEST (zu-
sammengesetzt aus CERT_INFO und REQ_METHOD) - gespeichert, mit welcher Methode
(getFirst/getAll) das zuletzt aus dem P2P-Verzeichnis erhaltene Schlu¨sselzertifikat
angefragt wurde. Wird von der P2P-ZuSI -Methode getCert irgendein Datensatz oder
aber ein Entschlu¨sselungsfehler (Indikator fu¨r einen erhaltenen Datensatz, der bloß nicht
dechiffriert werden konnte) zuru¨ckgeliefert, so wird die verwendete Methode zusammen
mit der Information u¨ber das angefragte Zertifikat in V LastKeyCertReqMeth vermerkt.
Wird hingegen kein Datensatz zuru¨ckgegeben, so bleibt der letzte Vermerk bestehen.
Dieser Vermerk ist nun relevant fu¨r die weitere Verarbeitung der Antwort auf die Zerti-
fikatanfrage.
• Fehler bei der Entschlu¨sselung: Konnte eine Zertifikatantwort mit dem P2P-ZuSI -
Regelwerk nicht entschlu¨sselt werden (dec_error_list <> []), so wird das Zertifi-
kat nochmals mit getAll angefragt, sofern der aktuelle Versuch (Variable req_meth)
mit getFirst durchgefu¨hrt wurde. Es wird getFirst und der Inhalt der Variable
cert_info in V LastKeyCertReqMeth gespeichert.
• Keine Antwort: Ist kein passendes Zertifikat im Verzeichnis vorhanden (Variable
no_cert_list <> []), wird die Anfragemethode aus der vorigen Iteration analy-
siert (Liste ci_rm_list aus Eingabestelle V LastKeyCertReqMeth). Es wird also
gepru¨ft, ob das Zertifikat cprev, zu welchem in getIssuerCertificate das Aussteller-
zertifikat geholt werden sollte, mit getFirst oder getAll angefragt wurde.
Ist ersteres der Fall, wird getIssuerCertificate nochmals fu¨r die Inhaber-Typ-Kombi-
nation von cprev (#1(hd ci_rm_list) im Bogen zuru¨ck zu V IssuerCertNeeded)
ausgefu¨hrt, diesmal aber mit getAll. Es handelt sich hier also um einen Ru¨ck-
sprung in den vorherigen Schritt der Kettenerzeugung. Dabei wird auch cprev aus
der aktuellen Kette entfernt, da hierzu ja kein Ausstellerzertifikat gefunden wurde
und die Kette damit nicht vollendet werden kann.
Weiterhin existiert die Mo¨glichkeit, dass nicht in den vorigen Schritt zuru¨ckgesprun-
gen werden kann, da kein solcher existiert (laufende Verarbeitung des Initialzerti-
fikats) oder im Vorga¨ngerschritt bereits mit getAll angefragt wurde. Dann wird
eine Fehlermeldung in V Failure u¨bertragen.
• Zwei Antworten: Auf eine Anfrage werden mehrere erfolgreich entschlu¨sselte Zerti-
fikate zuru¨ckgeliefert. Da dies aber nur bei Anfrage mit getAll vorkommen kann
und in der - erfolglosen - Verarbeitung der vorhergegangenen getFirst-Anfrage
bereits das erste dieser beiden Zertifikate verwendet wurde, ist das erste Listenele-
ment nicht erneut zu beru¨cksichtigen. Es wird in diesem Fall also einfach ignoriert
und mit dem zweiten Element (hd(tl cert_list)) wieder oben im Netz mit der
Anfrage nach einer aktuellen Statusinformation begonnen (Ru¨cksprung zur Stelle
V StartingPointSiRequest).
Die Fehlerbehandlung ist auf dieser Subpage in blau dargestellt. Tritt ein Fehler auf,
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wird in handleMissingDataOrFailure vermerkt, dass die Authentifizierung gescheitert ist:
Wenn die Kettenerzeugung im Rahmen einer Privilegkettenvalidierung wie in Abschnitt
6.2.4.4.4 beschrieben angestoßen wurde, wird eine Marke in die Stelle V PubKeyInvalid
u¨bertragen, welche dann in der Subpage validatePrivCert weiter verarbeitet wird. An-
sonsten wird, wenn mo¨glich, in die Page getInitialCertificates zuru¨ckgesprungen, um
nochmals mit getAll nach einem weiteren initialen Schlu¨sselzertifikat zu suchen. Sonst
u¨bermittelt handleMissingDataOrFailure eine [e]-Marke in die Stelle V AANack und
terminiert damit den gesamten A&A-Vorgang.
Der iterative Prozess wird also so lange durchgefu¨hrt, bis er entweder durch einen Fehler
abgebrochen oder die aktuelle Zertifizierungskette erfolgreich mit einem Trust-Anchor-
Zertifikat (ausgestellt vom Pru¨fer selbst) abgeschlossen wird. Im letzteren Fall wird die
Transition completeChainAndStore gefeuert. Der Pru¨fer speichert die vollsta¨ndige Kette
in der Stelle V ChainGenerationFinished, der Kettenerzeugungsprozess ist damit erfolg-
reich beendet.
6.2.4.4.3.2 Subpage validateKeyChainSignatures (Superp. validateKeyCert)
Die Seite validateKeyChainSignatures (Abbildung 6.32) wird aktiviert, sobald die Ket-
tenerzeugung in deriveKeyCertChain erfolgreich abgeschlossen und damit eine Marke in
der i/o-Port-Stelle V ChainGenerationFinished vorhanden ist.
Die Transition beginValidation extrahiert diese Zertifizierungskette und startet damit den
Validierungsprozess. In validateSignature wird dann das jeweils erste Zertifikat der Liste
(beginnend mit dem Trust-Anchor-Zertifikat) abgetrennt und mit dessen o¨ffentlichem
Schlu¨ssel die Signatur des neuen Anfangszertifikat der Liste gepru¨ft. Man beginnt also
damit, das zweite Zertifikat der Kette mit dem o¨ffentlichen Schlu¨ssel des Trust Anchors
zu validieren, danach das dritte mit dem Schlu¨ssel des (nun validierten) bisher zweiten
usw.
Jedes erfolgreich gepru¨fte Zertifikat wird inV VerifiedCerts gespeichert. Ist das letzte Zer-
tifikat einer Kette (also das urspru¨ngliche Initialzertifikat) erfolgreich gepru¨ft, wird der
dort enthaltene o¨ffentliche Schlu¨ssel als gu¨ltig angesehen (Ausgabestelle V PubKeyValid).
Ist die Validierung der Kette nicht erfolgreich, so ko¨nnen verschiedene Pfade eingeschla-
gen werden:
1. Erneute Kettenerstellung mit erzwungenem getAll (Stellen V InitialKeyCert und
V ForcedGetAllKeyChain): Die Subpage V deriveKeyCertChain wird nochmals von
Anfang an mit dem im letzten Versuch verwendeten Initialzertifikat durchlaufen.
Diesmal werden alle Anfragen an das Verzeichnis direkt mit getAll durchgefu¨hrt,
um definitiv alle Daten zu beru¨cksichtigen.
2. Erneute Anfrage nach initialem Schlu¨sselzertifikat: Ist Mo¨glichkeit 1 bereits erfolg-
los versucht worden, wird nochmals die Subpage getInitialCertificates durchlaufen.
Dort wird mit getAll nach einem passenden Initialzertifikat gesucht. Wird da-
bei eines gefunden, das bisher noch nicht verarbeitet wurde, wird damit die Page
deriveKeyCertChain erneut ausgefu¨hrt.
3. Erkla¨re Ungu¨ltigkeit des Schlu¨ssels: Wenn der Schlu¨sselvalidierungsprozess auf der
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Abbildung 6.32: Subpage validateKeyChainSignatures
Subpage validatePrivCert initiiert wurde (siehe 6.2.4.4.4) und das verwendete In-
itialzertifikat dort mit getFirst geholt wurde (vermerkt in V PrivChainGetFirst),
wird der Schlu¨ssel als ungu¨ltig erkla¨rt (Stelle V PubKeyInvalid) und der Datenfluss
u¨ber diesen i/o-Port wieder in die Subpage validatePrivCert geleitet.
4. Abbruch: Wenn keine gu¨ltige Zertifizierungskette erzeugt werden kann, obwohl be-
reits alle zur Verfu¨gung stehenden Mo¨glichkeiten ausgescho¨pft wurden, wird der
Authentifizierungs- und Autorisierungsprozess endgu¨ltig abgebrochen (V AANack).
6.2.4.4.4 Subpage validatePrivCert (Superpage processAA)
In der Subpage validatePrivCert wird eine Kette hergeleitet, um ein Privilegzertifikat zu
validieren. Ist es gu¨ltig, wird der A&A-Prozess erfolgreich abgeschlossen und die Entita¨t
gilt als autorisiert, das entsprechende Privileg auszuu¨ben.
Die Subpage ist großteils analog zu Subpage deriveKeyCertChain aufgebaut, wie in Ab-
bildung 6.33 skizziert. Abb. 6.34 zeigt die vollsta¨ndige Subpage validatePrivCert.
Es wird mit der Pru¨fung der Statusinformation zum aktuellen Privilegzertifikat begon-
nen (Transitionen requestSi, checkRequestedSis), wobei das erste aktuelle Zertifikat das
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Abbildung 6.33: Skizze der Datenflu¨sse auf Subpage validatePrivCert
Initialzertifikat ist. Danach wird zuna¨chst die Signatur gepru¨ft. Ist noch kein verifiziertes
Zertifikat (d.h. eines, dessen Korrektheit bereits gepru¨ft und dessen zertifizierter o¨ffent-
licher Schlu¨ssel daher als authentisch anerkannt ist (vgl. 6.2.4.4.3.1)) bekannt, muss ein
Schlu¨sselzertifikat u¨ber P2P-ZuSI angefordert werden (Transition getKeyCertOfIssuer).
Ist aus dem Verzeichnis ein solches geliefert worden (ggf. nach wiederholter Anfrage
mit getAll), wird die Erzeugung und Validierung einer Zertifizierungskette fu¨r die-
ses Schlu¨sselzertifikat initiiert (Transition initKeyChainGeneration mit Ausgabestelle
V InitialKeyCert, welche einen neuen Durchlauf der Page validateKeyCert ansto¨ßt).
In der Transition checkSignature wird dann gepru¨ft, ob ein authentischer o¨ffentlicher
Schlu¨ssel ermittelt werden konnte (entweder mittels eines verifizierten Zertifikats oder
durch Ausfu¨hrung von validateKeyCert). Wenn ja, wird weiterhin die Signatur auf dem
Zertifikat validiert. Ist auch diese Pru¨fung erfolgreich und liegt kein Zyklus vor (Methode
containsCert pru¨ft dies), fu¨gt V das Zertifikat der Zertifizierungskette hinzu (V ToAdd,
addCertToChain). Ist die Signatur nicht korrekt, wird entweder zur Anfrage nach dem
Schlu¨sselzertifikat zuru¨ckgesprungen (wenn dies zuvor mit getFirst angefragt) oder eine
[e]-Liste an V Failure u¨bertragen.
War hingegen die Herleitung eines authentischen o¨ffentlichen Schlu¨ssels nicht mo¨glich,
wird entweder zuru¨ck zu getKeyCertOfIssuer gesprungen, um diesmal mit getAll nach
einem weiteren initialen Schlu¨sselzertifikat fu¨r den Aussteller zu suchen (Bogen zur Aus-
gabestelle V SiValid-StartSignValidation), oder aber zur Anfrage nach dem Aussteller-
zertifikat der vorigen Iteration (Bogen zu V IssuerCertNeeded). Stehen diese beiden Op-
tionen nicht mehr zur Verfu¨gung, wird auch in diesem Fall ein Fehler gemeldet.
Ist die Signatur erfolgreich validiert, erfolgt die Pru¨fung, ob der Aussteller des Zertifikats
eine Source of Authority ist. Wenn ja, wird die Kette mit dem SoA-Zertifikat (ausgestellt
von V ) abgeschlossen (V ChainEnds, completeChainAndStore). Wenn nein, muss ein Pri-
vilegzertifikat fu¨r den Aussteller beschafft werden. Dies ist analog zu deriveKeyCertChain
in den Transitionen getIssuerCertificate und receiveIssuerCertificate modelliert.
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Abbildung 6.34: Subpage validatePrivCert
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Wird in receiveIssuerCertificate ein Zertifikat empfangen (bzw. zwei Zertifikate bei An-
frage mit getAll, wovon nur noch das zweite verarbeitet wird), fa¨hrt der Pru¨fer nur dann
oben mit requestSi fu¨r das Ergebniszertifikat fort, wenn dessen Delegationsstufe gro¨ßer
als die des zuletzt der Kette hinzugefu¨gten Zertifikats ist.
Nach dem erfolgreichem Aufbau einer Kette wird zuletzt die Transition extractAutData
gefeuert. Diese vermerkt in der Stelle V AASuccess den verifizierten Privilegtyp und den
Inhaber dieses Privilegs.
6.3 Fazit
Das in diesem Kapitel vorgestellte, vollsta¨ndig unter Verwendung von CPN Tools simu-
lierbare Grundmodell wurde bereits im Hinblick auf die Eignung fu¨r eine zustandsraum-
basierte Sicherheitsanalyse der AAI mit verteiltem Verzeichnis entwickelt. Dabei kam
insbesondere eine Vielzahl an Methoden zur Einschra¨nkung des Zustandsraums und der
Verringerung der Modellkomplexita¨t allgemein zum Einsatz. Das P2P-ZuSI -Regelwerk
wie in Kapitel 5 definiert ist dabei vollsta¨ndig abgebildet.
Den umfangreichsten Teil des Modells stellen die AAI-Subpages getInitialCertificates,
deriveKeyCertChain, validateKeyChainSignatures und validatePrivCert dar. Der Grund
dafu¨r ist der Modellierungsfokus: Das Modell soll nicht nur das entwickelte System in einer
simulierbaren Form abbilden, sondern auch die Analyse von Angriffsszenarien ermo¨gli-
chen (siehe Kapitel 7).
Angriffe, bei welchen Daten im P2P-Verzeichnis modifiziert werden, wirken sich nur auf
die Erzeugung und Validierung von Zertifizierungsketten aus, da nur hier die Anfrage
und Verarbeitung von Daten aus dem Verzeichnis erfolgt. Ein mit bo¨swilliger Absicht
modifizierter Datensatz kann an vielen Stellen auf P2P-ZuSI -Anfragen zuru¨ckgeliefert
werden.
In der Sicherheitsanalyse muss gepru¨ft werden ko¨nnen, ob ein solcher Datensatz an ir-
gendeiner Stelle im A&A-Prozess vom Pru¨fer akzeptiert wird, woraus sich die Kompro-
mittierung eines Sicherheitsziels ergeben wird. Daher ist die sehr detaillierte Ausarbeitung
der Subpages von processAA, in denen Daten aus dem Verzeichnis verwendet werden, von
essentieller Bedeutung fu¨r die Sicherheitsuntersuchung.
Das pra¨sentierte HCPN beschreibt formal die Kombination einer abstrakten AAI mit
P2P-ZuSI als Verzeichnisdienst und bildet die Basis fu¨r eine modellbasierte Sicherheits-
analyse. Weiterhin kann das Modell mit seinen detailliert ausgearbeiteten Rollen und
Methoden als Grundlage fu¨r eine spa¨tere Softwareimplementierung dienen (siehe Ab-
schnitt 9.2.2).
Kapitel 7
Sicherheitsanalyse des Systems
Das in Kapitel 6 entwickelte Grundmodell fu¨r eine P2P-ZuSI -basierte AAI wird nun als
Grundlage fu¨r die Sicherheitsuntersuchung verwendet. Ziel dieser Analyse ist der Nach-
weis der beanspruchten Sicherheitseigenschaften von P2P-ZuSI.
Dabei werden die konkreten Sicherheitsziele den beispielsweise in den IT-Grundschutz-
katalogen des Bundesamts fu¨r Sicherheit in der Informationstechnik (BSI) definierten
Standard-Kategorien Vertraulichkeit, Integrita¨t und Verfu¨gbarkeit zugeordnet und un-
tersucht.
Dabei ist zu beachten, dass der Betrachtungsfokus auf den Effekten der verteilten Spei-
cherung liegt. Zentrale Frage ist also, ob es Angriffe auf die Sicherheitsziele gibt, welche
dadurch entstehen, dass die Daten nicht zentral auf einem vertrauenswu¨rdigen System,
sondern dezentral auf nicht notwendigerweise vertrauenswu¨rdigen Peer-to-Peer-Knoten
gespeichert sind. Dabei werden die kryptographischen Primitive (Verschlu¨sselungs- und
Signaturmethoden, Hashfunktionen usw.) als sicher vorausgesetzt.
Anhand einer Simulation wird der Brute-Force-Angriff auf die Vertraulichkeit von Zertifi-
katen und Statusinformationen wie bereits in 5.3.3 beschrieben gezeigt. Die Untersuchung
von Angriffen auf die Integrita¨t wird im wesentlichen auf Basis von Zustandsraumbetrach-
tungen (siehe Abschnitt 6.1.3) des entwickelten HCPN durchgefu¨hrt.
7.1 Sicherheitsziele in einer AAI mit verteiltem Peer-to-
Peer-Verzeichnis
In der Informationssicherheit werden Sicherheitsziele in drei zentrale Zielkategorien un-
terschieden (z.B. [BSI06]):
1. Verfu¨gbarkeit: Gewa¨hrleistung, dass Daten und Dienste jederzeit zugreifbar sind
2. Vertraulichkeit: Gewa¨hrleistung, dass eine nicht o¨ffentliche Information nur zum
Zugriff autorisierten Entita¨ten zur Verfu¨gung steht
3. Integrita¨t: Gewa¨hrleistung, dass Daten und Nachrichten unvera¨ndert und vollsta¨n-
dig zu jedem beliebigen Zeitpunkt eines festgelegten Betrachtungszeitraums vorlie-
gen. In abgeschwa¨chter Form auch die Gewa¨hrleistung, dass die Manipulation oder
Entfernung von Daten und Nachrichten erfolgreich erkannt werden kann.
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Die Sicherheitsanalyse arbeitet daher auf Basis dieser Kategorien, um zu umfassenden
Aussagen u¨ber die Gesamtsicherheit des Systems zu gelangen.
7.1.1 Verfu¨gbarkeit
Die Verfu¨gbarkeit von Daten wird bereits in Abschnitt 4.3 ausfu¨hrlich stochastisch ana-
lysiert. Die Ergebnisse stellen eine untere Schranke, also die minimale Verfu¨gbarkeits-
wahrscheinlichkeit dar, da fu¨r die Untersuchung vorausgesetzt wird, dass Angreifer mit
Angriffsziel Verfu¨gbarkeit im Rahmen ihrer Mo¨glichkeiten die maximale Schadenserzeu-
gung anstreben. Alle gezielten Verfu¨gbarkeitsangriffe auf bestimmte Datensa¨tze werden
damit von dieser Analyse abgedeckt, die Verfu¨gbarkeitswahrscheinlichkeit fu¨r diese ein-
zelnen Datensa¨tze kann nicht unter die in 4.3 berechnete fallen.
Die Verfu¨gbarkeit von Inhalten ist also in ausreichendem Maße gewa¨hrleistet und bedarf
keiner weiteren Untersuchung.
Abbildung 7.1: Sicherheitsziel Verfu¨gbarkeit
Weiterhin ist die Verfu¨gbarkeit des gesamten Dienstes ein Kriterium fu¨r die Sicherheit.
Dies bedeutet, dass das Peer-to-Peer-Verzeichnis zu jedem beliebigen Zeitpunkt zugreif-
bar sein muss. Durch die inha¨renten Eigenschaften von strukturierten P2P-Systemen
(siehe Abschnitt 2.3) ist eine hohe Ausfallsicherheit gewa¨hrleistet: auch wenn Knoten
das Netz verlassen, fu¨hren die u¨brigen Teilnehmer den Dienst weiterhin aus. Auch hin-
sichtlich des Dienstangebots ist also die Verfu¨gbarkeit gesichert.
Fu¨r die Analyse der weiteren Sicherheitsziele wird daher die Verfu¨gbarkeit aller im Ver-
zeichnis abgelegten Datensa¨tze zum Betrachtungszeitpunkt als gegeben vorausgesetzt.
7.1.2 Vertraulichkeit
Sicherheitsziele hinsichtlich der Vertraulichkeit werden in zwei Kategorien unterteilt: Un-
beobachtbarkeit von Kommunikationsbeziehungen und Datenvertraulichkeit.
Unter Unbeobachtbarkeit gegenu¨ber Dritten ist zu verstehen, dass Kommunikationsbe-
ziehungen zwischen AAI-Entita¨ten vertraulich bleiben1. Es soll also insbesondere nicht
erkennbar sein, welche End-Entita¨t sich gegenu¨ber welchem Pru¨fer autorisiert.
Kommunikationsverbindungen zwischen End-Entita¨t und Issuing Authority dienen im-
mer der Erzeugung eines Zertifikats. Wird ein solches von einem Angreifer dechiffriert,
1Kommunikationsbeziehungen zwischen Peer-to-Peer-Knoten sind hingegen nicht als vertraulich zu
schu¨tzen.
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Abbildung 7.2: Sicherheitsziel Vertraulichkeit
kann er die Verbindung zwischen EE und IA aufdecken (d.h. er erfa¨hrt, welche IA fu¨r
welche EE Zertifikate signiert), was somit vollsta¨ndig auf den Fall der Vertraulichkeits-
verletzung von Inhalten zuru¨ckfu¨hrt. Die Verbindungen zwischen Issuing Authority und
Status Authority sind nicht vertraulich zu behandeln, da die Autorisierung der SA zur
Ausstellung von Statusinformationen kein Geheimnis darstellt.
Der einzige interessante Fall ist also, dass ein Angreifer anhand von Verzeichnisanfragen
eines Pru¨fers versucht zu rekonstruieren, welche End-Entita¨t mit V in Kontakt steht.
Daraus kann er versuchen ru¨ckzuschließen, fu¨r welche Ressource(n) die EE autorisiert
werden will.
Ein Knoten (oder eine Gruppe von Knoten) im P2P-System, welcher nicht im Rahmen
einer Verschwo¨rung mit dem betreffenden Pru¨fer kollaboriert, kann aber ho¨chstens einen
Teil der Lookup-Nachrichten und Speicheraufforderungen untersuchen, die vom Knoten
(in Rolle RNode) des Pru¨fers versandt werden. Selbst wenn er daraus ermitteln ko¨nn-
te, welche Daten hier angefragt werden, kann er nicht mit Sicherheit herausfinden, mit
welcher End-Entita¨t der Pru¨fer in Kontakt steht, da er niemals sicher sein kann, ob ein
angefragter Datensatz sich auf ein Initialzertifikat der End-Entita¨t oder auf ein Zertifikat
an beliebiger anderer Position innerhalb einer Zertifizierungskette bezieht.
Da Gleichverteilung der FileIDs angenommen wird, variieren die in verschiedenen Look-
ups kontaktierten Knoten stark. Daher kann mit hoher Wahrscheinlichkeit selbst eine
große Verschwo¨rung von Knoten niemals alle Anfragen eines Peers in der Rolle RNode
(Knoten eines AAI-Pru¨fers) abfangen, so dass seitens der Angreifer keine abschließende
Sicherheit u¨ber die Kommunikationsverbindungen zwischen End-Entita¨ten und Pru¨fern
erreicht werden kann. Somit ist das Sicherheitsziel Unbeobachtbarkeit gewahrt.
Unter Datenvertraulichkeit ist die Geheimhaltung der im Verzeichnis gespeicherten Da-
tensa¨tze zu verstehen. Hier wird in Statusinformationen und Zertifikate unterschieden.
Statusinformationen als Hashwerte von Zufallszahlen tragen keine per se vertraulichen
Informationen in sich. Ist die Zugeho¨rigkeit einer Statusinformation zu einem Zertifi-
kat und einer Periode i von Interesse fu¨r einen Angreifer, so wird er versuchen, die
FileID mittels eines Brute-Force-Angriffs zu rekonstruieren, indem er die Hashfunktion
zur FileID-Berechnung auf alle mo¨glichen Kombinationen von Zertifikat(-Hash) und Pe-
riode anwendet und mit der gegebenen FileID des Datensatzes vergleicht.
Es ist aber keine vertrauliche Information, dass ein bestimmtes Zertifikat in einer spe-
zifischen Periode noch gu¨ltig ist, im Gegenteil. Die Zuordnung einer Statusinformation
zu Zertifikat und Periode durch einen Speicherknoten kann also nur dann negative Aus-
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wirkungen haben, wenn daraufhin ein gezielter Angriff hinsichtlich eines anderen Sicher-
heitsziels aus dem Bereich der Verfu¨gbarkeit (bereits in 7.1.1 und 4.3 abgehandelt) oder
Integrita¨t (siehe Abschnitt 7.1.3 und 7.2.2) durchgefu¨hrt werden soll.
Zertifikate hingegen ko¨nnen vertrauliche Informationen enthalten, die unabha¨ngig von
der Ermo¨glichung weiterer Angriffe fu¨r einen Angreifer von Interesse sein ko¨nnen. Auch
hier ist nur ein Brute-Force-Angriff mo¨glich (siehe 5.3.3), um die Kombination von Inha-
ber und Attributtyp des verschlu¨sselten Zertifikats zu ermitteln und mit diesem Wissen
die Inhalte dechiffrieren zu ko¨nnen.
Beide Angriffe auf die Vertraulichkeit der Inhalte werden in Abschnitt 7.2.1 anhand des
Modells illustriert und diskutiert.
7.1.3 Integrita¨t
Ein Teilziel hinsichtlich der Integrita¨t ist die Zurechenbarkeit von transferierten Nach-
richten zu einem Sender. Ga¨ngigste Methode hierfu¨r ist die digitale Signatur der kommu-
nizierten Daten durch den Absender. Die Zurechenbarkeit ergibt sich aus der Integrita¨t
des signierten Datensatzes und der Integrita¨t und Authentizita¨t der Absenderidentita¨t.
Zurechenbarkeit auf P2P-Ebene ist hier kein angestrebtes Sicherheitsziel. Dies wa¨re nur
dann sinnvoll, wenn man bo¨swilliges von protokollgema¨ßem Verhalten von Knoten unter-
scheiden und Angriffe einem Sender zuordnen ko¨nnte. Dies ist aber nicht mo¨glich (siehe
Abschnitt 5.4).
Zurechenbarkeit auf AAI-Ebene hingegen beschra¨nkt sich auf die Kommunikationsproto-
kolle zwischen AAI-Entita¨ten und ist daher vo¨llig unabha¨ngig von der Art der Datenver-
waltung. Da Sicherheitsfragen der reinen AAI-Ebene nicht Gegenstand der Sicherheits-
analyse sind, ist auch diese Art der Zurechenbarkeit von der Untersuchung auszuschließen.
Zurechenbarkeit ist also in der Sicherheitsanalyse nicht zu behandeln und daher in Ab-
bildung 7.3 grau markiert.
Abbildung 7.3: Sicherheitsziel Integrita¨t
Die Integrita¨tssicherung der Daten spielt eine zentrale Rolle in der AAI mit P2P-ZuSI
als Verzeichnisdienst, da die Speicherknoten und die Publikation von Datensa¨tzen nicht
kontrolliert werden ko¨nnen. So ist es nicht mo¨glich zu garantieren, dass einmal publizier-
te Daten dauerhaft unvera¨ndert und vollsta¨ndig bleiben. Vielmehr ist damit zu rechnen,
dass bo¨swillige Knoten durch Manipulation gespeicherter Datensa¨tze oder Publikation
falscher Datensa¨tze versuchen, Vorteile zu erlangen oder den Dienst zu sto¨ren.
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Unter Integrita¨tssicherung der gespeicherten Daten ist daher zu verstehen, dass Inte-
grita¨tsverletzungen sicher aufgedeckt werden und keinen Schaden anrichten ko¨nnen.
Es ist hier wiederum nach Datentyp zu unterscheiden, da fu¨r Zertifikate und Statusin-
formationen unterschiedliche Techniken zur Integrita¨tssicherung zum Einsatz kommen.
In Abschnitt 7.2.2 werden konkrete Szenarien fu¨r Integrita¨tsangriffe entwickelt, in das
hierarchische gefa¨rbte Petrinetz aus Kapitel 6 integriert und anhand einer Zustands-
raumanalyse ermittelt, ob ein Angreifer aus den Eigenschaften des verteilten Peer-to-
Peer-Verzeichnisses eine Mo¨glichkeit herleiten kann, Daten zu modifizieren und zu seinen
Gunsten zu nutzen.
7.1.4 Allgemeines Angreifermodell fu¨r P2P-ZuSI
Ein Angreifer ist Teilnehmer des Gesamtsystems. Er kennt damit die Methoden und Re-
gelwerke auf allen drei Schichten des Systems und kann in allen Rollen agieren.
Es wird starke Kryptographie vorausgesetzt, d.h. ein Angreifer kann kryptographische
Methoden nicht brechen. Insbesondere kann er verschlu¨sselte Daten nicht ohne den kor-
rekten Schlu¨ssel dechiffrieren. Auch die verwendeten Hashfunktionen werden als sichere,
nicht kompromittierbare Einwegfunktionen angenommen. Es gilt also auch fu¨r diesen
Angreifer die Annahme A2 aus Abschnitt 4.2.2.1.
7.1.5 Gegenu¨berstellung der verwendeten Analysemethoden
Es sind also lediglich noch die Sicherheitsziele Vertraulichkeit und Integrita¨t hinsichtlich
der im verteilten Verzeichnis gespeicherten Daten zu untersuchen. Tabelle 7.1.5 stellt
kurz die verwendeten Methoden gegenu¨ber.
Sicherheitsziel Methode
Datenverfu¨gbarkeit Quantitative stochastische Analyse in Ab-
schnitt 4.3
Datenvertraulichkeit Beispielsimulation im HCPN mit expliziter
Angreifermodellierung, da Angriff bereits be-
kannt
Datenintegrita¨t Qualitative Zustandsraumanalyse des HCPN
mit impliziter Angreifermodellierung
Tabelle 7.1: Eingesetzte Analysemethoden
Die Definition impliziter und expliziter Angreifermodellierung im HCPN-Modell sind
Gegenstand der Abschnitte 7.2.1 und 7.2.2.
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7.2 Analyse anhand des Modells
7.2.1 Szenario 1: Angriffe auf die Vertraulichkeit
Im Folgenden wird ein konkreter Angreifer in das HCPN integriert, welcher in der Rolle
SNode agiert. Dies bedeutet, dass er Datensa¨tze, welche er speichert, hinsichtlich der
Vertraulichkeit zu kompromittieren sucht. Wa¨hrend in der spa¨ter folgenden Integrita¨ts-
analyse (Abschnitt 7.2.2) ermittelt wird, ob bestimmte Angriffe erfolgreich sind, wird
hier gezeigt, dass ein bestimmter Angriff zu einer Kompromittierung der Vertraulichkeit
fu¨hrt. Darin begru¨ndet sich die unterschiedliche Vorgehensweise: hier wird eine Beispiel-
simulation des bereits in 7.1.2 und 5.3.3 skizzierten Angriffs erzeugt, in 7.2.2 anhand von
Zustandsraumuntersuchungen ermittelt, ob erfolgreiche Angriffe existieren.
Abbildung 7.4: Peer-to-Peer-Schicht im Top-Level-Modell bei Vertraulichkeitsangriff
Der Angreifer mit Angriffsziel Vertraulichkeit verfu¨gt u¨ber Kenntnisse hinsichtlich der
AAI, d.h. er kennt eine Teilmenge der existierenden Entita¨ten, Zertifikate und Attri-
buttypen. Er hat nicht zeitgebundenen Zugriff auf die Zieldaten seines Angriffs, d.h. sie
stehen ihm dauerhaft auf seinem eigenen Computersystem zur Verfu¨gung. Er kann zudem
zwischen Statusinformationen und Zertifikaten aufgrund der verschiedenen Gro¨ßenord-
nungen ihrer Dateila¨nge unterscheiden.
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Die Entita¨t SNode wird auf der Main Page um die beiden Substitutionstransitionen
decryptStoredCerts, attackStoredSiFids und sieben Stellen erweitert, um den Angreifer in
Form eines bo¨swilligen Speicherknotens abzubilden.
In den Stellen SN KnownEntities und SN KnownTypes werden die dem Angreifer be-
kannten Entita¨ten und Typen gespeichert, mit denen er in Subpage decryptStoredCerts
den Angriff auf die Vertraulichkeit der Zertifikate durchfu¨hrt. Dabei sind die Typen nach
absteigender Wahrscheinlichkeit des Auftretens sortiert, d.h. der erste Typ in der Liste
vom Colour Set ATT_TYPE_LIST ist derjenige Attributtyp, welcher erwartungsgema¨ß un-
ter den Zertifikaten am ha¨ufigsten vorkommt.
In der Ausgabestelle SN KnownCerts legt der Angreifer die erfolgreich entschlu¨sselten
Zertifikate ab, SN UndecryptedCerts nimmt diejenigen auf, die nicht dechiffriert werden
konnten.
Die Stelle SN KnownCerts ist weiterhin Eingabestelle von attackStoredSiFids. Daher
entha¨lt sie schon zu Beginn eine Liste a priori bekannter Zertifikate im Klartext. Da-
mit der Angreifer bei seinem Angriff auf die FileIDs der Statusinformationen auf eine
maximale Menge an Klartext-Zertifikaten zuru¨ckgreifen kann, wird immer zuerst die Ver-
arbeitung in decryptStoredCerts abgeschlossen, bevor attackStoredSiFids aktiviert wird
(u¨ber Transfer eines e-Tokens in und von SN SiFilterActivation).
In SN IdentifiedSis speichert der Angreifer die Statusinformationen, deren zugeho¨riges
Zertifikat und die passende Periode er ermitteln konnte, gemeinsam mit diesen Daten.
Nicht zuordenbare SI-Datensa¨tze legt er in SN NonIdentifiedSis ab.
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Abbildung 7.5: Subpage decryptStoredCerts
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Abbildung 7.5 zeigt die Subpage decryptStoredCerts. Die folgende Betrachtung fokus-
siert ausschließlich Angreifer in der Rolle SNode und blendet folglich SNode-Knoten, die
sich regelkonform verhalten, aus. Als Konsequenz beschra¨nkt sich die Belegung der Stel-
le SN DataStore auf die Datensa¨tze, welche bo¨swilligen Knoten vorliegen. Auf anderen
Knoten gespeicherte Daten werden nicht beru¨cksichtigt.
Zuna¨chst werden aus den Daten in SN DataStore die Zertifikate herausgefiltert (Me-
thode extractCerts). Anschließend durchla¨uft jedes chiffrierte Zertifikat die Transition
decryptStoredCert. Hier kommt die Methode decryptCertFromLists2 zum Einsatz, wel-
che die bekannten Entita¨ten und Typen miteinander kombiniert, um einen passenden
Schlu¨ssel zu erzeugen.
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Abbildung 7.6: Subpage attackStoredSiFids
Auch in der Subpage attackStoredSiFids (Abbildung 7.6) wird zuerst eine Filtermethode
angewandt. Hierbei werden aus den gespeicherten Datensa¨tzen in SN DataStore nur die
Statusinformationen ausgewa¨hlt (Methode extractSisAttack).
Dann wird jede einzelne davon in attackSiFid verarbeitet. Dabei verwendet der An-
greifer der Reihe nach jedes Zertifikat aus der Liste in SN KnownCerts: er berechnet
jeweils zuna¨chst den aktuellen Wert i und pru¨ft, ob die FileID fid der Statusinformation
fid = H(H(cert)u i) ist. Ist dies nicht der Fall, werden alle anderen mo¨glichen (kleine-
ren) Werte i fu¨r dieses Zertifikat ausprobiert. Ergibt auch dies keinen Erfolg, d.h. kann
kein zur tatsa¨chlichen FileID identischer Bezeichner erzeugt werden, wird das na¨chste
Zertifikat der Liste genommen und damit analog verfahren. Dieses Vorgehen wird u¨ber
die Methode tryFidMatch umgesetzt.
Kann zu einer SI die richtige Kombination von Zertifikat und Periode ermittelt werden,
2siehe Appendix C.2.1
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wird sie gemeinsam mit diesen Informationen in der Ausgabestelle SN IdentifiedSis ge-
speichert, sonst in SN NonIdentifiedSis.
Das um den Angreifer erweiterte Modell ermo¨glicht die Darstellung eines erfolgreichen
Angriffs auf die Vertraulichkeit. Belegt man die entsprechenden Stellen mit exempla-
rischen Listen von bekannten Entita¨ten, Typen und Zertifikaten, so ergibt sich eine
Beispielsimulation3. Das Initial Marking wird dabei so gewa¨hlt, dass ausschließlich die
Transitionen der Angreifer-Rolle aktiviert sind, da andere Rollen nicht zum Erfolg des
Angriffs beitragen oder diesen verhindern ko¨nnen. Modell und Beispielbelegung sind auf
der beigefu¨gten CD als simulierbare CPN-Tools-Datei enthalten.
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Abbildung 7.7: Subpage decryptStoredCerts im Simulationsschritt 5
Abbildung 7.7 zeigt den Zustand auf der Subpage decryptStoredCerts im 5. Simulati-
onsschritt4. Es ist zu sehen, dass nicht alle Zertifikate erfolgreich entschlu¨sselt werden
ko¨nnen, da der Angreifer nicht u¨ber alle notwendigen Vorkenntnisse verfu¨gt.
Analog zeigt Abbildung 7.8 den Zustand der Subpage attackStoredSiFids im 10. Simu-
lationsschritt. Es wurden bereits alle Statusinformationen abgearbeitet: zu einer davon
konnte die Zuordnung zu Zertifikat und Periode ermittelt werden.
Die gezeigte Beispielsimulation illustriert das genaue Vorgehen des Angreifers bei der
Kompromittierung der Vertraulichkeit seiner gespeicherten Datensa¨tze. Da jeder Knoten
die gespeicherten Daten zu seiner unbeschra¨nkten Verfu¨gung hat, besteht keine Mo¨glich-
3Initial Marking siehe Appendix C.2.2
4Der gru¨ne Rahmen um decryptStoredCert gibt an, dass die Transition noch aktiviert ist.
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Abbildung 7.8: Subpage attackStoredSiFids im Simulationsschritt 10
keit, den Angriff zu verhindern. Die Verschlu¨sselung von Zertifikaten erho¨ht lediglich den
fu¨r den Erfolg notwendigen Aufwand. Diese Tatsache hat Auswirkungen auf die empfoh-
lenen Einsatzgebiete fu¨r P2P-ZuSI (siehe Kapitel 8).
7.2.2 Szenario 2: Angriffe auf die Integrita¨t
Da ein bo¨swilliger Speicherknoten also mit dem entsprechenden Aufwand in der Lage
ist, Datensa¨tze zu entschlu¨sseln und die Klartextdaten zu modifizieren und generell je-
der Teilnehmer des P2P-Netzwerks beliebige - also auch modifizierte Daten - publizieren
kann, ist die Untersuchung der Auswirkungen von Integrita¨tsangriffen ein zentraler Punkt
der Sicherheitsanalyse.
Ko¨nnte ein Angreifer Datensa¨tze der AAI so modifizieren, dass ein Pru¨fer sie im Zuge ei-
nes A&A-Verfahrens als korrekt annimmt, so ko¨nnte er damit auf AAI-Schicht betru¨gen.
Er ko¨nnte beispielsweise ein zuru¨ckgerufenes Schlu¨sselzertifikat mittels einer gefa¨lsch-
ten SI als gu¨ltig erscheinen lassen und in einem A&A-Verfahren das kompromittierte
Schlu¨sselpaar einer anderen End-Entita¨t nutzen, um sich gegenu¨ber einem Pru¨fer fa¨lsch-
lich als diese auszugeben.
Um zu zeigen, dass solche Angriffsmo¨glichkeiten aufgrund der inha¨renten Eigenschaften
der verwendeten Datentypen nicht auftreten ko¨nnen, werden nun Szenarien vorgestellt,
welche alle Mo¨glichkeiten fu¨r Integrita¨tsangriffe abdecken. Diese werden in das Modell
aus Kapitel 6 eingebunden und mittels Zustandsraumanalysen ausgewertet.
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Abbildung 7.9: Angriffsziele gegen das Sicherheitsziel Integrita¨t
Die Angriffe werden danach kategorisiert, welcher Datentyp in erster Linie kompromit-
tiert wird, d.h. danach, ob sie prima¨r auf die Manipulation von Statusinformationen oder
von Zertifikaten ausgerichtet sind, und nach dem Ziel, das mit diesem Angriff erreicht
werden soll. Dabei sind die verschiedenen Angreifer disjunkt, d.h. je Szenario wird nur
eine konkrete Angriffsmo¨glichkeit ausgescho¨pft.
Angriffe auf Statusinformationen werden isoliert untersucht, d.h. in diesen Szenarien wer-
den ausschließlich Manipulationen auf diese Art des Datentyps betrachtet. Bei Angriffen
auf Zertifikate hingegen kann der Angreifer auch manipulierte Statusinformationen nut-
zen. Ein solches Szenario kann also neben der Manipulation eines Zertifikats auch die
Manipulation einer zugeho¨rigen SI beinhalten.
Es ist einsichtig, dass Angriffe auf die konkreten Datensa¨tze die Grundlage fu¨r komplexe-
re Angriffe sein ko¨nnen. Kann ein Angreifer erfolgreich Manipulationen an Datensa¨tzen
vornehmen, so erwirbt er damit auch die Fa¨higkeit, die Protokolle und Interaktionen von
AAI-Entita¨ten zu untergraben und erlangt damit eine Vielzahl an Betrugsmo¨glichkeiten.
Kann er hingegen die grundlegenden Datensa¨tze der AAI, die im verteilten Verzeichnis
vorgehalten werden, nicht erfolgreich angreifen, so bestehen auch keine weiter reichenden
Mo¨glichkeiten fu¨r den Erfolg komplexerer Angriffe. Es gilt außerdem: hat er in keinem
Fall Erfolg bei der Manipulation eines einzelnen Datensatzes eines Typs, so auch nicht
bei Manipulation einer Zusammenstellung mehrerer solcher Datensa¨tze.
Rahmenbedingungen der Angreifermodellierung
Zur Modellierung eines Angreifers in einem HCPN existieren zwei grundlegende Heran-
gehensweisen:
1. Explizite Modellierung des Angreifers als Rolle: Wie in 7.2.1 wird der Angreifer
sichtbar in das Netz eingebaut. Seine mo¨glichen Aktivita¨ten und zur Verfu¨gung
stehenden Daten werden in Form von Transitionen und Stellen abgebildet. Durch
Feuern seiner aktiven Transitionen in beliebiger oder festgelegter Reihenfolge er-
zeugt er Daten, welche er dann an regula¨re Entita¨ten u¨bertra¨gt. Es existieren dazu
zwei Subvarianten:
(a) Modellierung aller denkbaren Angreifer in einem einzigen HCPN: Ein univer-
seller Angreifer wird in das Modell eingefu¨gt und mit umfangreichen Daten
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belegt. Im Zustandsraum sind dann alle mo¨glichen Angriffe und ihre Ergeb-
nisse enthalten, d.h. es kann durch Untersuchung des Zustandsraums ermittelt
werden, ob der Angreifer mit seinen Fa¨higkeiten und Daten ein oder mehrere
Sicherheitsziele auf irgendeine Weise verletzen kann.
Diese Form der Modellierung wird beispielsweise fu¨r die CPN-gestu¨tzte Ana-
lyse kryptographischer Protokolle angewandt [Dre05] [DTM95]. Sie fu¨hrt aber
zu komplexen Modellen und ist generell nur dann einsetzbar, wenn keine ge-
genla¨ufigen Sicherheitsziele existieren.
Fu¨r den hier vorliegenden Anwendungsfall ist sie nicht geeignet, da unter-
schiedliche Szenarien vorliegen, bei denen die in der Zustandsraumanalyse
gesuchten unzula¨ssigen Zusta¨nde widerspru¨chlich sind: so ist in manchen Ein-
satzszenarien jeder Zustand unzula¨ssig, in welchem das A&A-Verfahren er-
folgreich durchlaufen wurde, in anderen jeder Zustand mit abgebrochenem
A&A-Verfahren.
(b) Modellierung separater Angriffsszenarien in verschiedenen HCPN: Fu¨r ver-
schiedene Angrifsszenarien werden explizite Angreifer in das Grundmodell
integriert und mit entsprechenden Daten in Form von Marken ausgestattet.
Im vorliegenden Anwendungsfall gibt es aber diverse Mo¨glichkeiten fu¨r die
Modifikation und Bereitstellung bestimmter Daten durch einen bo¨swilligen
Systemteilnehmer. So kann er beispielsweise eine Statusinformation vera¨ndern,
wenn er in der Rolle eines Speicherknotens agiert und diese SI speichert, oder
indem er unter Verwendung der P2P-ZuSI -Regeln die gesuchte Statusinfor-
mation anfragt, modifiziert und dann mit der Methode putSi neu publiziert.
In beiden Fa¨llen ist der Effekt der gleiche: es existieren parallel zwei Versionen
einer Statusinformation im Verzeichnis, d.h. in der Stelle SN DataStore des
Modells. Selbst fu¨r dieses eine Angriffsszenario ”Modifikation einer Statusin-
formation“ wa¨ren so also mehrere explizite Angreifer mo¨glich. Somit ergibt
sich eine hohe Modellkomplexita¨t zur Abdeckung aller dieser Varianten.
2. Implizite Modellierung des erfolgten Angriffs als Initial Marking: Der Angreifer fin-
det keine sichtbare Entsprechung im Netz. Stattdessen wird ermittelt, welche Daten
ein Angreifer im entsprechenden Szenario erzeugen kann. Diese sind identisch mit
den Marken, welche ein explizit modellierter Angreifer durch Ausfu¨hrung seiner
Transitionen erzeugen ko¨nnte.
Die so ermittelten Marken werden dann in das Initial Marking des Modells aufge-
nommen. Sie repra¨sentieren einen bereits erfolgten Angriff. Der Schwerpunkt der
Analyse liegt dann auf der Frage, ob dieser Angriff zum Erfolg fu¨hren kann.
Fu¨r die modellbasierte Analyse hinsichtlich des Sicherheitsziels Integrita¨t wird die-
ser Modellierungsansatz gewa¨hlt. Da alle mo¨glichen Angreifer die von ihnen modi-
fizierten Datensa¨tze der Stelle SN DataStore hinzufu¨gen (durch Bearbeitung ihrer
gespeicherten Daten oder durch Publikation vera¨nderter Datensa¨tze), ist das Initial
Marking, welches die Situation des verteilten Verzeichnisses nach einem erfolgten
Angriff repra¨sentiert, leicht zu erzeugen: es beschra¨nkt sich auf die Initialbelegung
von SN DataStore.
In der Analyse ist nur von Bedeutung, ob diese vom Angreifer modifizierten Da-
tensa¨tze zu einem erfolgreichen Angriff fu¨hren ko¨nnen. Dies wird ermittelt, in-
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dem die Subpage processAA durchlaufen wird, d.h. die im Verzeichnis vorhandenen
gefa¨lschten Daten werden in einem konkreten Authentifizierungs- und Autorisie-
rungsprozess verwendet.
Verschiedene Szenarien repra¨sentieren verschiedene Manipulationsmo¨glichkeiten der
Datensa¨tze. Es genu¨gt (mittels vollsta¨ndiger Enumeration der mo¨glichen Zusta¨nde)
zu zeigen, dass ein im Verzeichnis vorhandener modifizierter Datensatz nie zu ei-
ner Kompromittierung des Authentifizierungs- und Autorisierungsverfahrens fu¨hrt.
Wie der Angreifer konkret zu dieser Manipulation gelangt, also mit welchen Me-
thoden und mit Hilfe welcher Daten er diese - unter Einhaltung seiner im Angrei-
fermodell zugewiesenen Fa¨higkeiten und Kenntnisse - durchfu¨hrt, ist hier nicht von
Belang, sondern wu¨rde erst bei Ermittlung eines erfolgreichen Angriffs interessant.
Hinsichtlich der Analyseergebnisse unterscheiden sich die beiden Modellierungsvarianten
nicht: die in der zweiten Variante als gegeben vorausgesetzten Daten sind eben die, welche
ein explizit modellierter Angreifer mit a¨quivalenten Daten und Fa¨higkeiten produzieren
wu¨rde. Der Aufwand fu¨r die Zustandsraumberechnung ist daher im zweiten Fall geringer.
Es werden im Folgenden Teilszenarien fu¨r Angriffe erzeugt, die gemeinsam die gesamten
Fa¨higkeiten und Ziele eines universellen Angreifers auf das Sicherheitsziel Integrita¨t abde-
cken. Diese Aufteilung muss lu¨ckenlos sein, um keine Angriffsmo¨glichkeiten auszulassen.
Dies ist durch die Wahl der Kategorien, nach denen die Aufteilung erfolgt, gewa¨hrleistet:
zuna¨chst wird nach betroffenem Datentyp (Zertifikat oder Statusinformation) unterschie-
den, danach werden alle potentiellen Ziele bzw. Motivationen des Angreifers hinsichtlich
der Modifikation dieses Datentyps argumentativ hergeleitet. Die Zustandsraumberech-
nung und -analyse ist dann effizient mo¨glich, da jedes Szenario nur die Effekte genau
eines Angriffs auf das A&A-Verfahren abbildet.
Allgemeines Initial Marking
Fu¨r jedes ermittelte Angriffsszenario wird dann wie bereits erwa¨hnt eine Initialbelegung
mit entsprechend modifizierten Daten in SN DataStore generiert. Ihre Zusammensetzung
ist jeweils in den betreffenden Abschnitten erla¨utert. Die Stellen EE Init und EE KeyPair
werden mit je einer Marke belegt wie in Appendix C.3.2 definiert.
Die Stellen V SoAs und V TrustAnchors sind mit allgemein vorgegebenen, fu¨r alle Sze-
narien identischen Listen von SoA- und Trust-Anchor-Zertifikaten des Pru¨fers belegt.
V wird dabei stets als gut angesehen, d.h. er ist selbst kein Angreifer, da sich Inte-
grita¨tsangriffe explizit gegen den Pru¨fer einer AAI richten: sie haben zum Ziel, durch die
Modifikation von Daten Authentifizierung und/oder Autorisierung so zu manipulieren,
dass die Ergebnisse verfa¨lscht sind und damit der Pru¨fer betrogen wird5.
Alle Stellen der nicht beteiligen AAI-Entita¨ten SA und IA sind im Initial Marking auf
Ebene der Main Page mit leeren Listen initialisiert, also deaktiviert, da die Publikation
von Daten (sowohl durch berechtigte Entita¨ten als auch durch den Angreifer) in der be-
trachteten Periode als bereits abgeschlossen angenommen wird (e-Token in E StartAA).
Alle weiteren Stellen sind mit den Standardwerten aus dem in Kapitel 6 vorgestellten
5Ein bo¨swilliger Pru¨fer selbst kann im u¨brigen auf einfache Art eine End-Entita¨t betru¨gen, indem er
ihre Authentifizierung und Autorisierung prinzipiell ablehnt. Dafu¨r ist aber keine Modifikation der Daten
no¨tig - es handelt sich um einen reinen AAI-Angriff bzw. absichtliches Fehlverhalten einer AAI-Entita¨t.
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Grundmodell belegt, d.h. ohne Marke, mit e-Marke oder einer leeren Liste.
Alle detaillierten Initial Markings der Angriffsszenarien und spezifischen Methoden finden
sich in ML-Notation in Appendix C.
7.2.2.1 Szenario 2.1: Manipulation einer Statusinformation
Ein Angreifer mit Angriffsziel Statusinformation kann nur zwei verschiedene Ziele verfol-
gen (siehe Abb. 7.10):
Abbildung 7.10: Sicherheitsziel Integrita¨t: Angriffe auf Statusinformationen
1. Ungu¨ltig gewordenes Zertifikat gu¨ltig erscheinen lassen (Betrug): Ein bestimmtes
Zertifikat wurde zuru¨ckgerufen. Der Angreifer will es aber fu¨r einen A&A-Prozess
aktuell erscheinen lassen. Dabei kann er beispielsweise bezwecken, ein nicht mehr
gu¨ltiges Privilegzertifikat zu verwenden, um sich unberechtigterweise Zugriff auf
eine Ressource zu beschaffen.
2. Gu¨ltiges Zertifikat ungu¨ltig erscheinen lassen (Denial of Service, DoS): Der Angrei-
fer bezweckt mit seinem Angriff, gegenu¨ber einem Pru¨fer ein Zertifikat als zuru¨ck-
gerufen erscheinen zu lassen, und damit zu verhindern, dass ein Authentifizierungs-
und Autorisierungsverfahren erfolgreich abgeschlossen werden kann.
Weitere Ziele sind nicht denkbar: eine Statusinformation belegt nur, dass ein Zertifikat
gu¨ltig ist. Die Gu¨ltigkeit oder Ungu¨ltigkeit eines Zertifikats zu suggerieren ist also das
einzige, was ein Angreifer versuchen kann, wenn er seine Angriffe auf diesen Datentyp
aufbaut. Es ist dabei zu beachten, dass er aufgrund der sichergestellten Verfu¨gbarkeit
eine existierende Statusinformation nicht aus dem Netz entfernen kann, so dass er zur
Vorspiegelung der Ungu¨ltigkeit lediglich den Ansatz wa¨hlen kann, eine nicht validierbare
Statusinformation bereitzustellen.
Im Folgenden werden diese beiden Ziele in konkrete Angriffsszenarien u¨berfu¨hrt. Anhand
der Zustandsraumberechnung wird ermittelt, ob unzula¨ssige Zusta¨nde erreicht werden
ko¨nnen, d.h. solche, in welchen Sicherheitsziele verletzt sind. Diese ergeben sich wie folgt:
1. Will der Angreifer ein ungu¨ltiges Zertifikat als gu¨ltig erscheinen lassen, sind alle
Zusta¨nde unzula¨ssig, in denen Authentifizierung und/oder Autorisierung erfolgreich
durchgefu¨hrt wurde.
174 Kapitel 7 - Sicherheitsanalyse
2. Will der Angreifer ein gu¨ltiges Zertifikat als gu¨ltig erscheinen lassen, sind alle
Zusta¨nde unzula¨ssig, in denen Authentifizierung und/oder Autorisierung erfolglos
abgebrochen wurde.
Fu¨r das erste Angriffsziel existieren zwei Varianten: der Angreifer kann gezielt oder un-
gezielt vorgehen. Im ersten Fall nimmt er eine bekannte, aus einer fru¨heren Periode
stammende Statusinformation fu¨r das Zertifikat und versucht, sie als neu auszugeben,
im zweiten Fall wa¨hlt er eine zufa¨llige Statusinformation. Dabei wird die Analyse zeigen,
dass weder das eine noch das andere Vorgehen erfolgreich sein kann.
Um das zweite Ziel zu erreichen, wird der Angreifer stets absichtlich ungezielt vorge-
hen, um die Statusinformation und damit das Zertifikat ungu¨ltig erscheinen lassen, d.h.
er wa¨hlt eine zufa¨llige SI, welche er unter der korrekten FileID fu¨r Zertifikat und Peri-
ode im Verzeichnis ablegt (in welchem zugleich die korrekte Statusinformation fu¨r diese
Periode liegt, welche er aufgrund der Verfu¨gbarkeitssicherung nicht vernichten kann).
Szenario 2.1.a : Gezielte Neupublikation alter SI mit Betrugsziel
In Szenario 2.1.a versucht der Angreifer, ein zuru¨ckgerufenes Zertifikat gu¨ltig erscheinen
zu lassen, indem er eine alte Statusinformation zu demselben Zertifikat als neu ausgibt.
Dafu¨r entfernt er die FileID dieses Datensatzes und ersetzt sie durch eine FileID, welche
korrekt gema¨ß P2P-ZuSI -Regelwerk fu¨r dasselbe Zertifikat und die aktuelle Periode er-
zeugt wurde.
Das Szenario wird in zwei Subszenarien unterteilt:
• 2.1.a.i: SI betrifft Schlu¨sselzertifikat: Es werden zwei Zertifikate in SN DataStore
abgelegt: das erste ist von Entita¨t IA1 fu¨r Entita¨t E ausgestellt (initiales Schlu¨ssel-
zertifikat), das zweite von Trust Anchor TA1 fu¨r IA1.
Zum initialen Schlu¨sselzertifikat ist keine aktuelle Statusinformation vorhanden, da
es nicht mehr gu¨ltig ist6. Zum Zertifikat fu¨r Inhaber IA1 hingegen existiert eine
gu¨ltige SI.
Fu¨r diesen Fall wird die Autorisierung nicht durchlaufen: die Initialbelegung der
Stelle EE Init ist ("E","none"), d.h. es ist kein Privilegtyp angegeben, der fu¨r die
Autorisierung herangezogen werden soll. Die Ausfu¨hrung von processAA endet also
nach Verarbeitung der Subpage authenticate unter Verwendung des Schlu¨sselpaares
von E, da kein initiales Privilegzertifikat vorliegt. Unzula¨ssige Zusta¨nde sind also
solche, in denen processAA’V AuthSuccessful (also die Stelle V AuthSuccessful auf
der Page processAA) eine e-Marke entha¨lt: dies wu¨rde bedeuten, dass die Authenti-
fizierung erfolgreich beendet werden konnte, obwohl das initiale Schlu¨sselzertifikat
ungu¨ltig ist.
• 2.1.a.ii: SI betrifft Privilegzertifikat: Das Authentifizierungsverfahren kann erfolg-
reich durchgefu¨hrt werden. Hierfu¨r wird eine minimale Zertifizierungskette angelegt,
die nur ein Schlu¨sselzertifikat fu¨r End-Entita¨t E ausgestellt von Trust Anchor TA1
entha¨lt. E kann sich dann mit seinem Schlu¨sselpaar authentifizieren.
Das intiale Privilegzertifikat fu¨r End-Entita¨t E ist von der Source of Authority
6Prinzipiell ist es fu¨r die Untersuchung des Szenarios unerheblich, fu¨r welches Zertifikat einer Kette
keine korrekte SI existiert.
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SoA1 ausgestellt, welche beim Pru¨fer sowohl als SoA fu¨r das entsprechende Privi-
leg Privilege1 als auch mit ihrem o¨ffentlichen Schlu¨ssel als Trust Anchor bekannt
ist. Die Statusinformation fu¨r das initiale Privilegzertifikat ist durch einen Angrei-
fer aus einer korrekten SI einer fru¨heren Periode erzeugt und publiziert worden.
Die Stelle EE Init wird mit ("E","Privilege1") belegt. Unzula¨ssige Zusta¨nde
sind all jene, in welchen die Stelle TopLevelModel’V AASuccessful eine Marke ent-
ha¨lt: dies ist Beweis dafu¨r, dass das A&A-Verfahren erfolgreich durchgefu¨hrt werden
konnte, obwohl das initiale Privilegzertifikat zuru¨ckgerufen ist.
In Tabelle 7.2 werden die Ergebnisse der Zustandsraumanalyse fu¨r Szenario 2.1 pra¨sen-
tiert. Da keine unzula¨ssigen Zusta¨nde existieren, sind die skizzierten Angriffe nicht er-
folgreich.
Szenario 2.1.b : Publikation zufa¨llig zusammengestellter SI mit Betrugsziel
Der Angreifer versucht hier, ein zuru¨ckgerufenes Zertifikat gu¨ltig erscheinen zu lassen,
indem er zufa¨llige Daten als SI mit zum Zertifikat passender FileID publiziert, so dass sie
auf Anfrage nach einer aktuellen SI zuru¨ckgeliefert werden. Auch hier sind wieder zwei
Subszenarien wie in 2.1.a mo¨glich:
• 2.1.b.i: SI betrifft Schlu¨sselzertifikat
• 2.1.b.ii: SI betrifft Privilegzertifikat
Abgesehen von der nun differierenden Statusinformation fu¨r das jeweilige Initialzertifikat
ist das Initial Marking identisch mit dem aus 2.1.a.i bzw. 2.1.a.ii.
Die Ergebnisse dieses Szenarios sind ebenfalls in Tabelle 7.2 aufgetragen. Dabei ist zu
sehen, dass sie mit denen aus 2.1.a identisch sind: in beiden Fa¨llen existieren keine un-
zula¨ssigen Zusta¨nde.
Szenario 2.1.c : Publikation zufa¨llig zusammengestellter SI mit Ziel DoS
Die Analyse von 2.1.b hat bereits gezeigt, dass zufa¨llig zusammengestellte Statusinfor-
mationen nicht akzeptiert werden. Ein Angreifer kann nun versuchen, mit einer solchen
gefa¨lschten Statusinformation einen Pru¨fer zu betru¨gen, so dass dieser ein Zertifikat
irrtu¨mlich als ungu¨ltig annimmt.
Die Initialbelegung ist analog zu 2.1.b aufgebaut. Der einzige Unterschied liegt darin, dass
in jedem der beiden Subszenarien zusa¨tzlich zur zufa¨llig zusammengestellten SI noch eine
korrekte Statusinformation vorhanden ist. Dabei liegt die modifizierte Statusinformation
in der Liste aus SN DataStore vor der korrekten SI, um den fu¨r den Angreifer erfolg-
versprechendsten Fall zu simulieren, na¨mlich den, dass bei einer Anfrage mit getFirst
zuerst die nicht korrekte SI zuru¨ckgeliefert wird.
Wie Tabelle 7.2 erwartungsgema¨ß zeigt, kann aber auch dieser Angriff nicht erfolgreich
sein. Der Pru¨fer stellt fest, dass er mit getFirst keine gu¨ltige Statusinformation erha¨lt,
und wiederholt die Anfrage mit getAll.
Dabei erha¨lt er - aufgrund der sichergestellten Verfu¨gbarkeit aller publizierten Datensa¨tze
- dann neben dem falschen Datensatz immer auch den korrekten und kann mit der Ket-
tenerzeugung fortfahren. Der Angriff hat also keine Auswirkungen auf das Ergebnis des
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A&A-Prozesses, sondern erzeugt lediglich einen geringen Zusatzaufwand fu¨r den Pru¨fer.
Die propagierte Anfragepolitik (bei Misserfolg stets Anfrage an alle Knoten aus Nb) ver-
hindert also den Erfolg des Angriffs.
Fall Beschreibung Unzula¨ssige
Zusta¨nde
# Zusta¨nde #Unzula¨ssige
Zusta¨nde
Ziel: Ungu¨ltiges Zertifikat als gu¨ltig erscheinen lassen (Betrug)
2.1.a.i Alte SI fu¨r Schlu¨sselzerti-
fikat wird als aktuell aus-
gegeben
processAA’
V AuthSuccessful
<> empty
31 0
2.1.a.ii Alte SI fu¨r Privilegzertifi-
kat wird als aktuell ausge-
geben
TopLevelModel’
V AASuccess
<> empty
54 0
2.1.b.i Zufa¨llige SI fu¨r Schlu¨ssel-
zertifikat wird als aktuell
ausgegeben
processAA’
V AuthSuccessful
<> empty
31 0
2.1.b.ii Zufa¨llige SI fu¨r Privileg-
zertifikat wird als aktuell
ausgegeben
TopLevelModel’
V AASuccess
<> empty
54 0
Ziel: Gu¨ltiges Zertifikat als ungu¨ltig erscheinen lassen (Denial of Service)
2.1.c.i Falsche SI fu¨r Schlu¨ssel-
zertifikat wird publiziert,
um Zertifikat als ungu¨ltig
erscheinen zu lassen
TopLevelModel’
V AANack
= 1 [`e]
31 0
2.1.c.ii Falsche SI fu¨r Privilegzer-
tifikat wird publiziert
TopLevelModel’
V AANack
= 1 [`e]
52 0
Tabelle 7.2: Ergebnisse der Zustandsraumanalyse - Fall 2.1: Manipulation einer SI
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7.2.2.2 Szenario 2.2: Manipulation eines Zertifikats
Auch ein Angreifer, welcher ein Zertifikat manipulieren will, kann damit zwei grundle-
gende Ziele verfolgen:
1. Manipulation mit dem Ziel der Sto¨rung: Hierbei zielt der Angreifer darauf ab,
den A&A-Prozess durch die Bereitstellung eines manipulierten Zertifikats so zu
beeinflussen, er fa¨lschlicherweise abgebrochen wird.
2. Manipulation mit dem Ziel des Betrugs: Ein Angreifer mit diesem Ziel vera¨ndert
Zertifikate, um im Zuge eines A&A-Prozesses aktiv betru¨gen zu ko¨nnen. So kann er
beispielsweise versuchen, ein Privilegzertifikat fu¨r eine andere Entita¨t so zu fa¨lschen,
dass er selbst (als End-Entita¨t auf AAI-Schicht auftretend) dieses Privileg erfolg-
reich beanspruchen kann.
Fu¨r die Angriffsszenarien wird angenommen, dass jeweils nur ein Zertifikat in einer Zerti-
fizierungskette verfa¨lscht ist. Ein Angreifer ko¨nnte zwar mehrere solche Zertifikate in das
Verzeichnis einbringen, die gemeinsam eine Zertifizierungskette bilden, aber er kann nicht
verhindern, dass es in einer von einem Pru¨fer akzeptierten Kette immer mindestens ein
Zertifikat geben muss, welches korrekt und vom Angreifer nicht modifizierbar ist: Jede
validierbare Kette beginnt na¨mlich mit einem Trust-Anchor- oder einem SoA-Zertifikat,
welches direkt beim Pru¨fer - und nicht im Verzeichnis - vorliegt und von V selbst ausge-
stellt ist.
Unabha¨ngig davon, wie viele manipulierte Zertifikate also in einer Kette vorhanden sind
und wie sich diese positionieren - es kann auch das Initialzertifikat selbst gefa¨lscht sein
- gibt es also stets mindestens eine Stelle in der Kette, in welcher ein manipuliertes auf
ein korrektes Zertifikat folgt. Dies ist der kritische Punkt in der Validierung: wenn hier
ein gefa¨lschtes Zertifikat akzeptiert wu¨rde, wa¨re der Angriff gelungen. Daher genu¨gt es,
einen solchen U¨bergang in der Analyse zu beru¨cksichtigen.
Abbildung 7.11: Sicherheitsziel Integrita¨t: Angriffe auf Zertifikate
Zuerst werden nun die Fa¨lle erla¨utert, in denen ein Angreifer auf die Sto¨rung des A&A-
Prozesses abzielt. Darunter fallen die Subszenarien 2.2.a (Zersto¨rung eines Chiffrats) und
2.2.b (Zersto¨rung eines Klartextes). Danach folgt die Betrachtung der Modifikationen mit
dem Ziel des Betrugs in Subszenarien 2.2.c (Manipulation von bestehenden Zertifikaten)
und 2.2.d (Erzeugung eines neuen Zertifikats).
178 Kapitel 7 - Sicherheitsanalyse
Szenario 2.2.a : Zersto¨rung eines Chiffrats
Der Angreifer zersto¨rt ein Zertifikat in seiner verschlu¨sselten Form. Diese bescha¨digte
Version wird in SN DataStore wieder vor korrekte Version des entsprechenden Zertifikats
geschrieben (gu¨nstigster Fall fu¨r den Angreifer). Unzula¨ssige Zusta¨nde sind also alle,
in denen der A&A-Prozess eine Marke in TopLevelModel’V AANack entha¨lt, also der
Prozess erfolglos abgebrochen wurde.
Auch hier existieren wieder zwei Subszenarien 2.2.a.i und 2.2.a.ii, bei denen sich die
Bescha¨digung jeweils auf das initiale Schlu¨ssel- bzw. Privilegzertifikat bezieht. Die Stelle
SN DataStore ist neben den bescha¨digten Datensa¨tzen mit korrekten Zertifikaten und
Statusinformationen fu¨r die Erstellung einfacher Zertifizierungsketten wie in 2.1.a belegt,
wobei diesmal fu¨r das Initialzertifikat eine gu¨ltige SI vorliegt.
Tabelle 7.3 zeigt die Ergebnisse der Zustandsraumanalyse. Es ko¨nnen keine unzula¨ssigen
Zusta¨nde erreicht werden. Sobald der Pru¨fer u¨ber das Misslingen der Entschlu¨sselung
informiert wurde (Stelle ZuSI DecError), fragt er den Datensatz erneut mit getAll an
und erha¨lt daraufhin stets auch eine korrekte Antwort.
Szenario 2.2.b : Zersto¨rung eines Klartextes
Ein Angreifer kann statt des Chiffrats auch die Klartext-Inhalte eines Zertifikats zersto¨ren
und es dann regula¨r verschlu¨sseln. Dies fa¨llt dann erst in der Validierung des Zertifikats
auf, aber noch nicht wa¨hrend der Entschlu¨sselung auf P2P-ZuSI -Ebene. Das Szenario
ist wie 2.2.a mit dem einzigen Unterschied aufgebaut, dass nun die Inhalte des Zertifi-
kats unlesbar gemacht wurden. Wie Tabelle 7.3 zeigt, kann der Angreifer auch hier wie
erwartet den A&A-Prozess nicht erfolgreich sto¨ren: das modifizierte Zertifikat kann zwar
entschlu¨sselt werden, spa¨testens bei der Signaturpru¨fung stellt V aber die Modifikation
fest und initiiert eine neue Anfrage mit getAll.
Szenario 2.2.c : Manipulation von Zertifikatinhalten mit Betrugsziel
In diesem Szenario wirkt der Angreifer auf die Inhalte von bestehenden Zertifikaten ein,
um im A&A-Prozess fu¨r ihn vorteilhafte Ergebnisse zu erreichen.
Im Subszenario 2.2.c.i greift er direkt auf Ebene des initialen Schlu¨sselzertifikats an. Dabei
manipuliert er ein Zertifikat fu¨r eine End-Entita¨t E2, indem er den enthaltenen Schlu¨ssel
gegen seinen eigenen austauscht. Sein Ziel ist, sich in der Authentifizierung als E2 aus-
zugeben. Dies ist aber wie in Tabelle 7.3 gezeigt niemals mo¨glich: zuerst wird zwar die
Subpage deriveKeyCertChain erfolgreich mit dem gefa¨lschten initialen Schlu¨sselzertifikat
durchlaufen, dann aber in validateKeyChainSignatures die Validierung erfolglos abgebro-
chen, da die Signaturpru¨fung fehlschla¨gt. Die Kettenerstellung wird erneut durchlaufen,
wobei diesmal das korrekte Zertifikat fu¨r E2 verarbeitet wird. Diesmal kann die Kette
zwar erfolgreich validiert werden, in der Subpage authenticate kann aber der Angreifer
schließlich nicht authentifiziert werden, da er nicht u¨ber das Schlu¨sselpaar des Angriffs-
ziels E2 verfu¨gt.
Im Subszenario 2.2.c.ii bezieht sich der Angriff auf das initiale Privilegzertifikat: der An-
greifer modifiziert ein Zertifikat des Inhabers E2, indem er stattdessen E als Inhaber
eintra¨gt. Damit versucht er, einen erfolgreichen Durchlauf des A&A-Prozesses zu errei-
chen, in dem End-Entita¨t E - fa¨lschlicherweise - mit Privileg Privilege1 autorisiert wird.
Auch hier wird aber der Betrug in jedem Falle offenbar und das A&A-Verfahren durch
den Pru¨fer abgebrochen.
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Prinzipiell sind auch andere Manipulationsangriffe auf Zertifikate mo¨glich, z.B. der Aus-
tausch des Ausstellers. Da es aber fu¨r den Ausgang der Zertifikatvalidierung unerheblich
ist, an welcher Stelle der Inhalt manipuliert ist, sind die Subszenarien 2.2.c.i und 2.2.c.ii
als exemplarisch zu verstehen. Wu¨rde sich hier ein Angriff ergeben, wa¨ren auch andere
Manipulationen mo¨glich. Dies ist aber nicht der Fall.
Die Erfolglosigkeit der Angriffe ergibt sich dadurch, dass ein Angreifer, wenn er Zugriff auf
den Klartext eines Zertifikats hat, zwar die Inhalte bearbeiten kann, aber nicht in der Lage
ist, die Signatur entsprechend zu vera¨ndern: hierfu¨r wa¨re der korrekte Signaturschlu¨ssel
des Ausstellers no¨tig, den ein Angreifer aber nicht kennen kann. Wa¨re das Schlu¨sselpaar
einer IA kompromittiert und ko¨nnte ein Angreifer damit falsche Zertifikate nach Belieben
signieren, so wa¨re dies ein reiner Angriff auf AAI-Ebene und unabha¨ngig vom Aufbau
des Verzeichnisses.
Aus diesem Grunde fa¨llt auch die in Abbildung 7.11 grau markierte Angriffsvariante aus,
in welcher ein Angreifer ein bestehendes Zertifikat vera¨ndert und neu signiert. Auch dies
ist ein reiner AAI-Angriff: der Angreifer kann nur ein kompromittiertes (s.o.) oder sein
eigenes Schlu¨sselpaar verwenden. Im zweiten Fall entstu¨nde ein neues Zertifikat, welches
vom Angreifer als IA signiert ist - der Erfolg der Zertifizierung gefa¨lschter Daten ha¨ngt
ausschließlich davon ab, ob der Angreifer innerhalb der AAI als berechtigt zur Ausstellung
dieser Zertifikate angesehen wird.
Szenario 2.2.d : Erstellung eines neuen Zertifikats mit Betrugsziel
In diesem Szenario versucht ein Angreifer, ein neues Zertifikat zusammenzustellen und
zu publizieren. Es sind mehrere Herangehensweisen denkbar:
• Ein fru¨her gu¨ltiges, inzwischen aber ungu¨ltiges Zertifikat soll als aktuell ausgegeben
werden, indem der Gu¨ltigkeitszeitraum gea¨ndert wird. Dies fu¨hrt direkt auf Sze-
nario 2.2.c zuru¨ck, in welchem aber die Nichtexistenz erfolgreicher Angriffe gezeigt
wurde.
• Ein ganz neues Zertifikat wird aus Teilen anderer Zertifikate zusammengestellt, wo-
bei eine ”fremde“ Signatur wiederverwendet wird. Auch dieser Angriff ist a¨quivalent
zu Szenario 2.2.c.
• Ein Zertifikat wird zusammengestellt und selbst signiert: Dies ist ein reiner AAI-
Angriff (s.o.) und wird daher nicht betrachtet.
• Ein Zertifikat wird mit einer zufa¨lligen Signatur erzeugt: Das initiale Schlu¨ssel- bzw.
Privilegzertifikat wird vom Angreifer selbst zusammengestellt, mit einer zufa¨lligen
Signatur versehen und publiziert. Es ist unmittelbar einsichtig, dass auch dieser
Angriff unmo¨glich erfolgreich sein kann. Dies besta¨tigt auch die - der Vollsta¨ndig-
keit halber durchgefu¨hrte - Untersuchung des Zustandsraumes fu¨r die Subszenarien
2.2.d.i (initiales Schlu¨sselzertifikat vom Angreifer erstellt) und 2.2.d.ii (initiales Pri-
vilegzertifikat vom Angreifer erzeugt).
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Fall Beschreibung Unzula¨ssige
Zusta¨nde
# Zusta¨nde #Unzula¨ssige
Zusta¨nde
Ziel: Denial of Service durch Zersto¨rung von Daten
2.2.a.i Zersto¨rung des Chiffrats
eines Schlu¨sselzertifikats
TopLevelModel’
V AANack = 1 [`e]
48 0
2.2.a.ii Zersto¨rung des Chiffrats
eines Privilegzertifikats
TopLevelModel’
V AANack = 1 [`e]
70 0
2.2.b.i Zersto¨rung des Klartex-
tes eines Schlu¨sselzertifi-
kats mit folgender (kor-
rekter) Verschlu¨sselung
TopLevelModel’
V AANack= 1 [`e]
48 0
2.2.b.ii Zersto¨rung des Klartex-
tes eines Privilegzertifi-
kats mit folgender (kor-
rekter) Verschlu¨sselung
TopLevelModel’
V AANack= 1 [`e]
70 0
Ziel: Betrug durch Manipulation von Zertifikatinhalten
2.2.c.i Manipulation eines
Schlu¨sselzertifikats mit
dem Ziel, sich in der
AAI-Schicht als Entita¨t
"E" auszugeben
processAA’
V AuthSuccessful
<> empty
106 0
2.2.c.ii Manipulation eines Pri-
vilegzertifikats mit dem
Ziel, ein ”fremdes“ Privi-
leg zu beanspruchen
TopLevelModel’
V AASuccess
<> empty
48 0
2.2.d.i Neuzusammenstellung
eines Schlu¨sselzertifikats
mit gefa¨lschter Signatur
processAA’
V AuthSuccessful
<> empty
75 0
2.2.d.ii Neuzusammenstellung ei-
nes Privilegzertifikats mit
gefa¨lschter Signatur
TopLevelModel’
V AASuccess
<> empty
50 0
Tabelle 7.3: Ergebnisse der Zustandsraumanalyse - Fall 2.2: Manipulation eines Zertifikats
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7.3 Fazit
Die stochastische Analyse der Datenverfu¨gbarkeit in Kademlia-basierten Systemen zeigte
bereits in Abschnitt 4.3, dass die Verfu¨gbarkeit von Zertifikaten und Statusinformationen
durch die Wahl eines sinnvollen Replikationsfaktors (und ggf. Republishing-Intervalls) in
ausreichendem Maße gesichert werden kann. Somit gilt das Sicherheitsziel der Verfu¨gbar-
keit als erreicht.
Auf Basis dieser Ergebnisse wurde im aktuellen Kapitel die Einhaltung der Sicherheits-
ziele Vertraulichkeit und Verfu¨gbarkeit untersucht. Es wurde anhand einer Erweiterung
des in Kap. 6 entwickelten HCPN das Vorgehen eines Angreifers mit Angriffsziel Vertrau-
lichkeit dargestellt. Dies zeigt, dass die Vertraulichkeit von Datensa¨tzen nicht gegenu¨ber
einem bo¨swilligen Speicherknoten geschu¨tzt werden kann. Sich daraus ergebende Ein-
schra¨nkungen hinsichtlich der Einsatzszenarien von P2P-ZuSI werden in Kapitel 8 dis-
kutiert.
Ein Angreifer kann aber außer dem reinen Informationsgewinn keinen Vorteil daraus
ziehen, die gespeicherten Daten im Klartext zu kennen: er kann zwar gezielt bei ihm
gespeicherte Daten lo¨schen oder bescha¨digen, aber sie nicht aus dem Netz entfernen, da
die Replikations- und Republishing-Mechanismen von Kademlia dies verhindern.
Weiterhin kann er, wie die formale Analyse in Form einer Untersuchung der Zustands-
ra¨ume des hierarchischen gefa¨rbten Petrinetzes fu¨r entsprechende Initial Markings besta¨-
tigt, keine Zertifikate oder Statusinformationen so manipulieren, dass das Ergebnis eines
A&A-Prozesses verfa¨lscht wird: es ist ihm weder mo¨glich die Erstellung einer potentiell
herleitbaren Zertifizierungskette7 durch die Publikation gefa¨lschter Daten zu verhindern
noch durch Modifikation von Daten die erfolgreiche Zusammenstellung und Validierung
falscher Zertifizierungsketten zu erreichen.
Durch die allgemein in zertifikatbasierten AAI - auch in solchen ohne verteiltes Ver-
zeichnis - eingesetzten Techniken der Integrita¨tssicherung, d.h. Signatur von Zertifikaten
und Hashing von Statusinformationen, entstehen also durch den Einsatz eines verteilten
Verzeichnisses zur Datenverwaltung keinerlei gravierende8 Nachteile hinsichtlich des es-
sentiellen Sicherheitsziels Integrita¨t.
P2P-ZuSI bietet also hinsichtlich der Verfu¨gbarkeit und der Integrita¨t starken Schutz
gegen bo¨swillige Systemteilnehmer und kann daher als sicheres Verzeichnissystem fu¨r
zertifikatbasierte Authentifizierungs- und Autorisierungsinfrastrukturen ohne hohe Ver-
traulichkeitsanforderungen (siehe Kapitel 8) eingesetzt werden.
7d.h. einer solchen, fu¨r die alle notwendigen Zertifikate und Statusinformationen im Verzeichnis existie-
ren
8Die Erzeugung von geringem Zusatzaufwand fu¨r einen Pru¨fer, der nach Entdecken eines fehlerhaften
Datensatzes eine neue Anfrage starten muss, ist keinesfalls als gravierend anzusehen.
Kapitel 8
Einsatzszenarien
Das Paradigma der Dezentralisierung von netzwerkbasierten Informationssystemen wird
voraussichtlich in den na¨chsten Jahren weitere Verbreitung erfahren. Das vorgestellte
P2P-ZuSI -System zur Verwaltung von AAI-Daten in einem Kademlia-basierten Peer-
to-Peer-Netzwerk kann in verschiedenen Formen in bestehende dezentralisierte Systeme
integriert oder als eigensta¨ndige Anwendung realisiert werden. Auch fu¨r einige Systeme
mit zentralisierter Organisationsstruktur ist P2P-ZuSI eine interessante Alternative, um
Authentifizierung und Autorisierung effizient und skalierbar umzusetzen.
In diesem Kapitel werden einige mo¨gliche Einsatzszenarien fu¨r P2P-ZuSI pra¨sentiert.
Dabei werden nicht nur verschiedene Motivationen zur Entscheidung fu¨r ein Peer-to-Peer-
Verzeichnis, sondern auch die Rahmenbedingungen hinsichtlich der Eigenschaften der
Benutzergruppe, zu erwartendem Fluktuations- und Angriffsverhalten und entstehender
Vorteile und Schwierigkeiten vorgestellt.
8.1 Offene Benutzergruppe: Internet
8.1.1 Existierende Web-of-Trust-Systeme: PGP
Ein naheliegender Anwendungsfall ergibt sich aus dem offensichtlichen Paradigmenbruch,
der aktuell zwischen dezentralisierten Web-of-Trust-Architekturen in PKI (und vermut-
lich in Zukunft auch in AAI allgemein) und zentraler Datenspeicherung herrscht. Pretty
Good Privacy (PGP) [PGP] ist dafu¨r ein hervorragendes Beispiel: auf PKI-Ebene stel-
len sich beliebige, gleichberechtigte Entita¨ten gegenseitig Schlu¨sselzertifikate aus. Jeder
Inhaber eines Zertifikats besitzt dabei die Mo¨glichkeit, dieses selbsta¨ndig zuru¨ckzurufen.
Die Benutzergruppe ist fu¨r alle Internetnutzer offen.
Es handelt sich hier also um ein Paradebeispiel einer Anwendung mit vollsta¨ndig dezen-
tralisierter Organisationsstruktur. Die Vero¨ffentlichung der Schlu¨sselzertifikate wird aber
auf zentralen Servern realisiert, die beispielsweise von Universita¨ten oder Forschungs-
einrichtungen wie dem MIT oder dem Deutschen Forschungsnetz (DFN, Betreiber des
deutschen Root Key Servers) betrieben werden.
Der Einsatz von P2P-ZuSI kann diesen Paradigmenbruch auflo¨sen und die organisatori-
sche Verantwortung fu¨r die Daten in die Ha¨nde der Benutzer legen. Da Schlu¨sselzertifikate
keine vertraulichen Daten beinhalten, ist die verteilte Zertifikatspeicherung ohne Risiko.
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So wird nicht nur organisatorische Unabha¨ngigkeit erreicht und eine vollsta¨ndig de-
zentralisierte Plattform geschaffen, sondern es sinken auch die Gesamtkosten fu¨r das
System, wa¨hrend sich die Skalierbarkeit verbessert. Insbesondere wa¨re der Betrieb mul-
tipler redundanter Server fu¨r die verschiedenen La¨nder hinfa¨llig. Die regelma¨ßige Erzeu-
gung von Statusinformationen ersetzt dann die bisherigen situativ ausgestellten Ru¨ckrufe
durch die Zertifikatinhaber, bei denen bereits jetzt die Kontrolle fu¨r Ru¨ckrufe liegt. Daher
ist das NewPKI-System zur Berechnung von Statusinformationen (d.h. auf Anwendungs-
schicht) optimal in Kombination mit P2P-ZuSI einsetzbar: auch hier kontrollieren die
Inhaber den Status ihrer Zertifikate selbst.
Die Tatsache, dass PGP-Schlu¨sselzertifikate nicht nur Signatur-Testschlu¨ssel, sondern
auch Chiffrierungsschlu¨ssel fu¨r geheime Nachrichten enthalten ko¨nnen, ist insbesondere
zu beru¨cksichtigen. Solange ein Benutzer sein Chiffrier-Schlu¨sselpaar nutzen will, muss
er also regelma¨ßig Statusinformationen publizieren1. Die Integration von P2P-ZuSI in-
klusive der Methoden fu¨r Erzeugung und Unterbindung (als A¨quivalent zum derzeit not-
wendigen Ru¨ckruf) von Statusinformationen in bestehende Software ko¨nnte dabei das
verteilte Verzeichnis nahezu transparent fu¨r den Nutzer umsetzen.
8.1.2 Erweiterung fu¨r Anwendungen im Internet:
Filesharing und Groupware
Im Internet angesiedelte Filesharing-Systeme setzen sich vor allem aus Peers von Privat-
personen zusammen, welche beliebige Inhalte - oft Musik- und Videodateien - austau-
schen. Die Benutzergruppe ist unbeschra¨nkt, d.h. prinzipiell kann jeder Rechner mit Inter-
netzugang als Knoten betrieben werden. Problematisch an den existierenden Tauschbo¨rsen
wie eMule oder BitTorrent sind die ha¨ufig schlechten Download-Raten insbesondere bei
großen Datensa¨tzen (da immer noch viele Knoten Netzwerkverbindungen mit geringer
Uploadgeschwindigkeit haben) und der illegale Tausch von urheberrechtlich geschu¨tzten
Inhalten. In der letzten Zeit nimmt aber insbesondere die Verteilung unbedenklicher In-
halte wie frei verteilbarer Musik noch wenig bekannter Ku¨nstler oder unter GPL (General
Public License) vero¨ffentlichter Software zu.
Denkbar wa¨re in diesem Zuge, die legale Nutzung von Filesharing zu forcieren, indem
Authentifizierungsdienste eingerichtet werden, welche den Zugriff auf bestimmte Daten
reglementieren. Dies ist aber nur dann mo¨glich, wenn das Datennetzwerk als unstruk-
turiertes Peer-to-Peer-Netzwerk realisiert ist: in einem strukturierten Netzwerk bewegen
sich die publizierten Daten auf den wechselnden zusta¨ndigen Knoten, was es fu¨r den Be-
sitzer eines Datensatzes unmo¨glich macht, eine Zugriffskontrolle zu realisieren.
Im Rahmen von BitTorrent beispielsweise ist der Einsatz von P2P-ZuSI zur Verwal-
tung von Zertifikaten mo¨glich: hier werden Datenblo¨cke (Torrents) unstrukturiert gespei-
chert, wa¨hrend die Suche (Tracker) nach den Speicherknoten mit Hilfe eines Kademlia-
Netzwerks realisiert ist. Auf letzteres ko¨nnte auch P2P-ZuSI aufgesetzt werden. Ein
Knoten, welcher Torrents anbietet, kann dann anhand von Zertifikaten pru¨fen, ob ein
Anfrageknoten zum Download berechtigt ist. Eine offene Frage ist hierbei allerdings,
wie die Weiterverbreitung einmal heruntergeladener Torrents unterbunden oder einge-
1Dies ist bei kurzfristiger Abwesenheit auch im Rahmen der Publikation mehrerer Statusinformationen
fu¨r zuku¨nftige Perioden aufgrund der gewa¨hrleisteten Vorhaltezeit von Daten (siehe 4.3) mo¨glich, sollte
aber nur mit a¨ußerster Vorsicht angewendet werden.
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schra¨nkt werden kann, da durch die offene, unreglementierte Benutzergruppe versta¨rkt
mit Angriffen, aber auch mit nicht regelkonformem Verhalten hinsichtlich der Bereitstel-
lung von nicht frei verteilbaren Datensa¨tzen zu rechnen ist. Daher bieten sich als Objekte
eher Datensa¨tze an, deren unkontrollierte Weitergabe fu¨r autorisierte Entita¨ten nicht at-
traktiv ist. Dazu geho¨ren z.B. interne Daten von Arbeitsgruppen wie Seminararbeiten,
Rechercheergebnisse oder selbst erstellte Bild- und Videomaterialien.
Die Daten ko¨nnen dann direkt bei den Besitzern in Form von Torrents abgelegt werden
und sind u¨ber den Kademlia-Tracker auffindbar. Fragt eine Entita¨t nach dem entspre-
chenden Torrent, wird zuna¨chst ein A&A-Verfahren zwischen dieser und dem Anbieter
durchlaufen. Der Einsatz einer AAI ist nur dann sinnvoll, wenn die Daten bei mehreren
Benutzern vorgehalten werden - ansonsten ko¨nnte der einzige Anbieter ja einfach lokal
speichern, wer Zugriff hat.
Dies ist beispielsweise der Fall, wenn die autorisierte Benutzergruppe fu¨r bestimmte Da-
ten durch jedes Mitglied eigensta¨ndig erweitert werden kann. Ein neuer Gruppenteilneh-
mer kann dann aufgenommen werden, wenn ein beliebiges Mitglied bereit ist, ihm ein (ggf.
pseudonymisiertes) Schlu¨sselzertifikat auszustellen. Weiterhin kann z.B. mit Deskriptiven
Attributzertifikaten gearbeitet werden, um dem neuen Teilnehmer das Attribut ”Mitglied
der Gruppe X“ zuzuordnen. Ein Privilegzertifikat, welches allen Mitgliedern der Gruppe
X Zugriff auf bestimmte Daten erlaubt, ermo¨glicht dann die konkrete Autorisierung.
Es ist also mo¨glich, Benutzergruppen in einem Filesharing-Netzwerk mit unstrukturierten
und strukturierten Komponenten die Mo¨glichkeit der Umsetzung von Zugriffskontroll-
mechanismen auf Basis einer AAI mit P2P-ZuSI als Verzeichnis zu geben.
Eine Erweiterung dieses Einsatzszenarios stellt P2P-Groupware dar. Unter Groupware
versteht man eine Software, welche die Zusammenarbeit von Gruppen unterstu¨tzt, bei-
spielsweise in Form von gemeinsamem Speicherplatz fu¨r Daten, Interaktionsmo¨glichkeiten
wie Foren oder gemeinsamer Verwaltung von Kontaktdaten. Hier kann das oben skizzier-
te System zur Authentifizierung und Autorisierung der Gruppenmitglieder zum Einsatz
kommen, wobei ebenfalls mit einer Datenspeicherung in einem unstrukturierten Netzwerk
gerechnet wird. Der Unterschied zum obigen Szenario liegt insbesondere darin, dass hier
keine Web-of-Trust-Architektur zu erwarten ist, sondern eine privilegierte Entita¨t (z.B.
Gruppenleiter) allein die Berechtigung zur Zertifizierung besitzt. Da P2P-ZuSI von der
AAI-Architektur unabha¨ngig ist, ergibt sich diesbezu¨glich aber kein Anpassungsbedarf.
Allgemein sind die in beiden Szenarien verwendeten Attribute und Privilegien kaum als
vertraulich einzustufen: durch Pseudonymisierung bei Ausstellung von Schlu¨sselzertifika-
ten und Deskriptiven Attributzertifikaten zur Gruppenzuordnung von Entita¨ten kann die
tatsa¨chliche Identita¨t der Gruppenmitglieder verborgen werden. Auch die Zugriffsprivi-
legien sind fu¨r Außenstehende vermutlich wenig interessant, so dass durch die Verteilung
im Netzwerk nur geringe Risiken entstehen.
8.1.3 Datenschutz und Integrita¨tssicherung gegenu¨ber
Dienstbetreibern und Dritten: Instant Messaging
Viele Instant-Messaging-Anwendungen wie ICQ [ICQ] sind zwar im Grundsatz P2P-
basiert, verwenden aber zur Unterstu¨tzung zentrale Server des Betreibers, im Falle von
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ICQ beispielsweise des Unternehmens AOL. Gerade diese Struktur ist sehr unsicher ge-
genu¨ber Abho¨rmaßnahmen und wenig datenschutzfreundlich.
Neben Authentifizierung mit Hilfe von Signaturen erlauben Schlu¨sselzertifikate auch die
Etablierung verschlu¨sselter Kommunikationskana¨le, in welchen die Nachrichten stets nur
vom Empfa¨nger entschlu¨sselt werden ko¨nnen. Der Einsatz von P2P-ZuSI zur Verteilung
solcher Zertifikate zwischen den Teilnehmern einer Instant-Messaging-Anwendung ko¨nn-
te die Vertraulichkeit des Dienstes gegenu¨ber externen Angreifern, aber auch gegenu¨ber
dem Dienstbetreiber selbst signifikant verbessern.
Dafu¨r ist sowohl ein eigensta¨ndiges Web of Trust als auch die Verwendung bestehender
Dienste wie PGP mit dezentralisiertem Verzeichnis wie in 8.1.1 beschrieben mo¨glich.
8.2 Geschlossene Nutzergruppe:
Unternehmen und Organisationen
8.2.1 Serverlose Hochleistungsumgebungen: Cluster
Cluster sind Zusammenschlu¨sse von Computersystemen in einem Netzwerk, die gemein-
sam eine rechen- oder datenintensive Anwendung anbieten. Aufgrund der geringen Kos-
ten sind PC-Cluster vor allem in Universita¨ten auf dem Vormarsch [DSS05]. Durch die
ha¨ufig lokale Beschra¨nkung der angebotenen Anwendung (z.B. Zugriffe nur aus dem Netz-
werk der Universita¨t) sind solche Cluster in der Regel in kontrollierten, abgeschlossenen
Netzwerkumgebungen angesiedelt. Daraus ergeben sich positive Faktoren fu¨r den Einsatz
einer P2P-ZuSI -basierten AAI, wobei die Authentifizierung und Autorisierung entweder
konkret auf die vom Cluster angebotene Anwendung bezogen sein kann oder aber nur
die Plattform mit der Cluster-Anwendung teilt, aber den A&A-Dienst fu¨r einen anderen
Zweck anbietet.
In jedem Fall ist die Verwendung von Cluster-Rechnern als Peer-to-Peer-Knoten mo¨glich,
wobei die Angriffswahrscheinlichkeit aufgrund der kontrollierten Umgebung vernachla¨ssig-
bar gering ist. Ebenso ist erwartungsgema¨ß die Fluktuationswahrscheinlichkeit sehr nied-
rig, da die Teilnehmer eines Clusters in der Regel sta¨ndig online sind. Fluktuation be-
schra¨nkt sich so auf Ausfa¨lle von Computersystemen und Auslastung des Systems durch
die Cluster-Anwendung, bei welcher P2P-ZuSI als Anwendung geringerer Priorita¨t zu be-
handeln ist. Kann ein Cluster-Computer also nicht mehr seine prima¨re Anwendung und
den Peer-to-Peer-Knoten gleichzeitig ausfu¨hren, wird die Knotensoftware deaktiviert. So
ist die flexible Nutzung nicht ausgelasteter Teilnehmer mo¨glich.
Die prinzipielle Plattformunabha¨ngigkeit erlaubt den Betrieb von P2P-ZuSI auf Basis
verschiedener Betriebs- und Dateisysteme. Voraussetzung ist aber, dass die verwendete
Cluster-Software die Knoten nicht zu einem einzigen, rechneru¨bergreifenden Betriebs-
system zusammenschließt - dann wa¨re ein P2P-Netzwerk na¨mlich sinnlos, da dieses ge-
meinsame Cluster-Betriebssystem als Plattform fu¨r die verteilte Speicherung von Daten
genutzt werden ko¨nnte.
Sind die Nutzer der AAI nicht die Cluster-Rechner selbst, ist das Peer-to-Peer-Paradigma
nicht vollsta¨ndig erfu¨llt. In einem solchen Fall mu¨ssten Nutzer Zugriff auf bestimmte oder
beliebige Cluster-Rechner erhalten, um mit Hilfe von deren P2P-Knoten die beno¨tigten
Daten zu beziehen. Dann liegt kein reines Peer-to-Peer-System mit gleichberechtigten En-
tita¨ten vor, sondern eine Art Client-Server-System, bei welchem die Server-Komponente
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als P2P-System realisiert ist. Skalierbarkeit, Flexibilita¨t und Kosteneinsparung sind aber
deutliche Argumente fu¨r eine solche Lo¨sung.
Im Rahmen der Nutzung existierender Cluster ko¨nnten Anwendungsmo¨glichkeiten fu¨r
AAI mit P2P-ZuSI -Verzeichnis in Universita¨ten oder Banken erschlossen werden.
8.2.2 Umgebungen mit stabilen ungenutzten PC-Kapazita¨ten:
Beho¨rden und Unternehmen
Unternehmen und Beho¨rden mit vielen Mitarbeitern und dementsprechend vielen ver-
netzten PC-Arbeitspla¨tzen bieten gute Mo¨glichkeiten zur Einfu¨hrung von P2P-ZuSI,
beispielsweise um eine AAI fu¨r gemeinsam genutzte Ressourcen zu unterstu¨tzen. Dies
kann beispielsweise ein virtuelles Laufwerk in Form eines verteilten Dateisystems auf
Basis eines P2P-Netzwerks mit nicht ausgelasteten Bu¨rorechnern als Peers sein (siehe
Abschnitt 4.1). Die A&A-Komponente ermo¨glicht es dann beispielsweise, den Zugriff auf
das Dateisystem an sich zu reglementieren (Beweis der Zugeho¨rigkeit zur Nutzergruppe)
und A¨nderungen an der Datenbasis nachzuvollziehen (Signatur durch den editierenden
Knoten). Erwartungsgema¨ß werden hier hierarchische oder hybride AAI-Architekturen
vorherrschen.
Die technische Netzwerkkonfiguration in einem solchen Umfeld schließt dann das P2P-
System nach außen, d.h. gegen das Internet ab, so dass nur Rechner innerhalb des Unter-
nehmens oder der Beho¨rde als Knoten verwendet werden ko¨nnen. Verschiedene Subnetze,
z.B. an unterschiedlichen Standorten, ko¨nnen beispielsweise per VPN (Virtual Private
Network) verbunden werden.
Aufgrund der in der Regel statischen IP-Adressen der Rechner ist auch die Erzeugung
einer mittel- bis langfristig gu¨ltigen NodeID aus der IP-Adresse mo¨glich. So ko¨nnen auch
Angriffe leicht nachvollzogen werden, zumal die Bediener von PCs hier oft keine Adminis-
trationsrechte fu¨r ihr System besitzen und damit eine Verschleierung von Fehlverhalten
schwierig ist. Es ist zu erwarten, dass die Angriffswahrscheinlichkeit hier sehr niedrig ist
und daher geringe Replikationsfaktoren no¨tig sind.
Zu beru¨cksichtigen ist aber die Tageszeitproblematik: befinden sich die beteiligten Rech-
ner in derselben Zeitzone, so ist zu erwarten, dass außerhalb der normalen Bu¨rozeiten
die Anzahl der Knoten stark zuru¨ckgeht [YTD06]. Daher ist eine P2P-ZuSI -Lo¨sung zur
AAI-Datenverwaltung nur dort einsetzbar, wo Knoten existieren, die außerhalb der Ar-
beitszeiten nicht abgeschaltet sind. Hierzu za¨hlen beispielsweise PCs und Workstations
in Entwicklungsumgebungen (IT-Abteilung) oder auch Intranet-Server und Router.
P2P-ZuSI ist also auch fu¨r Unternehmen und Beho¨rden geeignet. Dabei ist zu beru¨cksich-
tigen, dass in der AAI nur Daten verteilt gespeichert werden sollen, die hinsichtlich ihrer
Inhalte nicht vertraulich sind. Privilegzertifikate mit Zugriffsrechten fu¨r bestimmte Ver-
zeichnisse oder Deskriptive Attributzertifikate, welche einen Mitarbeiter einer Abteilung
zuordnen und so indirekt dessen Berechtigungen festlegen, sind beispielsweise unkritisch.
8.2.3 Umgebungen mit ungenutzten heterogenen Kapazita¨ten:
Universita¨ten
Wa¨hrend in Unternehmen und Beho¨rden die Nutzer der beteiligten Knoten in der Regel
feststehen, ko¨nnen in Universita¨ten die Benutzer ha¨ufig wechseln. Dies entspringt der
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Tatsache, dass hier nicht nur Rechner in Bu¨ros als Knoten verwendet werden ko¨nnen,
sondern auch die vielen PCs2 in fu¨r Studenten zuga¨nglichen Computerra¨umen. Dadurch
wird einerseits die Fluktuationswahrscheinlichkeit im gesamten Netzwerk erho¨ht - solche
Knoten bleiben erwartungsgema¨ß ku¨rzer online und nehmen zudem nur unregelma¨ßig am
P2P-Netzwerk teil - andererseits aber auch die durchschnittliche Angriffswahrscheinlich-
keit, da Nicht-Mitarbeiter eher bo¨swilliges Verhalten zeigen werden als Angestellte und
Beamte. Im Schnitt werden aber sowohl Angriffs- als auch Fluktuationswahrscheinlich-
keit noch weit unter den Gegebenheiten in einem Netzwerk mit offener Benutzergruppe
liegen.
Im Bereich der Authentifizierung ko¨nnte hier (ebenso wie auch im Szenario aus 8.2.2)
eine hierarchische AAI mit dezentralisierter Speicherung beispielsweise die UnP-Authen-
tifizierung von Benutzern lokal und im Netzwerk ersetzen, wobei in diesem Fall die
Existenz eines Schlu¨sselpaars auf einem externen Medium (z.B. SmartCard) no¨tig ist.
Privilegzertifikate ko¨nnen die Autorisierung fu¨r Fernleihe, elektronische Zeitschriftenbi-
bliotheken oder Druckdienste ermo¨glichen.
In einem solchen Umfeld wird also, ebenso wie in Unternehmen und Beho¨rden, eine
hierarchische oder hybride AAI-Architektur vorherrschen. Dadurch wird es mo¨glich, fu¨r
diese speziellen Anwendungsfa¨lle das P2P-ZuSI -Konzept mit SmartCards zu kombinie-
ren, da beispielsweise Universita¨tsverwaltungen allgemein vertrauenswu¨rdige Instanzen
darstellen. Wie auch in Unternehmen und Beho¨rden liegt der Fokus hier nicht auf der
vollsta¨ndigen Dezentralisierung von Diensten, sondern auf praktischen Erwa¨gungen der
Kostenoptimierung und Skalierbarkeit.
8.3 Wegbereitung fu¨r neue Peer-to-Peer-Anwendungen
Auch wenn heute die meisten daten- oder rechenintensiven Anwendungen nach dem
Client-Server-Paradigma umgesetzt werden, kann P2P-ZuSI durch das Angebot eines
plattformunabha¨ngigen, kostengu¨nstigen und skalierbaren Datenverwaltungssystems fu¨r
AAI-Daten die einfache Realisierung von Authentifizierung und Autorisierung in vielfa¨lti-
gen Systemumgebungen ermo¨glichen. Damit kann ein Anreiz geschaffen werden, die De-
zentralisierung auch von sicherheitsrelevanten Diensten allgemein voranzutreiben und so
die Vorteile von Peer-to-Peer auch in neuen Anwendungsbereichen zu nutzen.
Erwartungsgema¨ß wird sich die Dezentralisierung in vielen Fa¨llen auf ein kontrolliertes
Umfeld wie die nicht ausgelasteten PC-Ressourcen in Unternehmen beschra¨nken (siehe
8.2.2, 8.2.3), so dass die Mo¨glichkeiten der dezentralisierten Organisation hier nicht von
Bedeutung sind, sondern v.a. teure und arbeitsintensive Server ersetzt werden sollen.
Auch standortu¨bergreifende Anwendungen von Peer-to-Peer sind ein interessantes An-
wendungsgebiet, sofern Mo¨glichkeiten zur subnetzu¨bergreifenden Knotenkommunikation
existieren, wie z.B. ein Virtual Private Network.
Aber auch neue, von Privatpersonen oder lose organisierten Gruppen (z.B. der Open-
Source-Community) gemeinsam angebotene Dienste im Internet ko¨nnen von P2P-ZuSI
profitieren. A&A-Dienste ko¨nnen dann - wie auch im Beispiel PGP gezeigt - einer großen
2Im Jahr 2007 existieren beispielsweise an der Universita¨t Regensburg fast 650 PCs in solchen
Computer-Pools [RZURG].
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Nutzergruppe zur Verfu¨gung stehen und deren selbstorganisierte Kommunikation, Inter-
aktion und Kollaboration fo¨rdern.
Zusa¨tzlich ist P2P-ZuSI gut einsetzbar, wenn der Nutzen einer AAI erst evaluiert werden
soll oder unklare Anforderungen hinsichtlich des entstehenden Aufwands, der Gro¨ße und
Beschaffenheit von Nutzergruppen und dem Datenumfang bestehen. So werden die Ein-
satzhu¨rden fu¨r A&A-Dienste prinzipiell gesenkt, da die Anschaffung eines leistungsfa¨hi-
gen Servers trotz unklarer Rahmenbedingungen dann nicht mehr no¨tig ist.
8.4 Fazit
Es wurden verschiedene Szenarien vorgestellt, in denen P2P-ZuSI praktisch eingesetzt
werden kann. Abbildung 8.1 stellt diese hinsichtlich der erwarteten Fluktuation, Angrei-
ferdichte und Offenheit der Benutzergruppe gegenu¨ber.
Abbildung 8.1: Taxonomie der Einsatzszenarien
Es ergibt sich die Mo¨glichkeit zur Beseitigung des Paradigmenbruchs fu¨r Web-of-Trust-
basierte AAI-Ansa¨tze, wie am Beispiel PGP vorgestellt. Auch ist der Einsatz in File-
sharing- und Groupware-Anwendungen im Internet gegeben. Dadurch wird die Interak-
tion von Teilnehmern in flexiblen und zielgerichteten Gruppenstrukturen erleichtert, was
beispielsweise im universita¨ren Umfeld fu¨r studentische Projekt- oder Referatsgruppen
genutzt werden kann.
Vor dem Hintergrund ungenutzter Ressourcen und Kosten- sowie Skalierbarkeitsgesichts-
punkten ist P2P-ZuSI als Verzeichnisdienst fu¨r zertifikatbasierte AAI auch in Unter-
nehmen, Beho¨rden, Universita¨ten u.a¨. auf Bu¨rocomputern, Workstations oder Clustern
realisierbar, wobei hier die geringeren Fluktuations- und Angriffswahrscheinlichkeiten po-
sitiv zu werten sind, wobei aber der Dienst nur einer geschlossenen, fest definierten Be-
nutzergruppe zur Verfu¨gung steht. Wa¨hrend hier gezielt zusa¨tzliche Sicherheitstechniken
wie z.B. SmartCards eingesetzt werden ko¨nnen, welche eine vertrauenswu¨rdigen Instanz
beno¨tigen, ist organisatorische Unabha¨ngigkeit und Selbstorganisation der Teilnehmer
kein Ziel und Inhalt der Anwendung. Der Einsatz von P2P-ZuSI wa¨re hier also grund-
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legend anders motiviert als bei einer Realisierung im Internet mit offener Benutzergruppe.
In beiden Kategorien von Einsatzszenarien ist P2P-ZuSI eine interessante und zukunftsfa¨-
hige Alternative zu serverbasierter Verwaltung von AAI-Daten.
Kapitel 9
Fazit
9.1 Ergebnisse der Arbeit
Um ein verteiltes Verzeichnis fu¨r AAI-Daten zu realisieren, wurde zuna¨chst aus den zur
Verfu¨gung stehenden strukturierten Peer-to-Peer-Regelwerken das optimale Regelwerk,
Kademlia, ausgewa¨hlt. Die Entscheidungskriterien bezogen sich daher auf die inha¨renten
Sicherheitseigenschaften der Kandidaten, die fu¨r ein verteiltes Datenverwaltungssystem
von Vorteil sind.
Erstmals wurde die Verfu¨gbarkeit von Datensa¨tzen in Kademlia-Netzwerken auf einer
stochastischen Basis formalisiert und unter realistischen Annahmen analysiert. Insbeson-
dere die Beru¨cksichtigung von bo¨swilligem Verhalten hebt dieses Formelwerk deutlich
von bisherigen unzureichenden Analyseansa¨tzen ab.
Die Anwendung dieser Formeln ermo¨glicht nicht nur die Berechnung der Verfu¨gbarkeits-
wahrscheinlichkeit zu jedem beliebigen Zeitpunkt nach Vero¨ffentlichung eines Daten-
satzes, sondern auch die Optimierung des Replikationsfaktors anhand der gewu¨nschten
Verfu¨gbarkeitsdauer und der Rahmenparameter (angenommene Fluktuations- und An-
griffswahrscheinlichkeit). So kann je nach konkretem Einsatzszenario der optimale Wert
fu¨r k gewa¨hlt werden.
Auf dieser Basis wurde ein Regelwerk definiert, welches die Nutzung eines Kademlia-
Netzwerks als verteiltes Verzeichnis fu¨r AAI-Daten ermo¨glicht: das P2P-ZuSI -Regelwerk.
Hier wurden Statusinformationen als Gu¨ltigkeitsbeweis von Zertifikaten gewa¨hlt, um
falsche Gu¨ltigkeitsannahmen unmo¨glich zu machen. Zudem eignen sich diese kleinen Da-
tensa¨tze optimal fu¨r die Speicherung in einem Peer-to-Peer-System.
Das P2P-ZuSI -Regelwerk wird als abgeschlossene Schicht definiert, welche fu¨r die daru¨ber-
liegende AAI-Anwendung die Details des darunter liegenden P2P-Netzwerks vollsta¨ndig
abstrahiert, indem sie nur Anfrage- und Publikationsmethoden fu¨r Zertifikate und Sta-
tusinformationen anbietet. Innerhalb der Regelwerk-Schicht werden dann die FileIDs auf
Basis inhaltsbezogener Informationen u¨ber die Datensa¨tze generiert, um die gespeicher-
ten Daten fu¨r jeden mo¨glichen Pru¨fer auffindbar zu machen. Zudem implementiert die
Regelwerk-Schicht die einfache symmetrische Verschlu¨sselung der Zertifikate, um einen
Basisschutz gegenu¨ber dem Ausspa¨hen von Daten zu bieten.
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Die Kombination des Kademlia-basierten Netzwerk mit diesen definierten Regeln wird
als P2P-ZuSI bezeichnet. Das Schichtenmodell erlaubt den Einsatz von P2P-ZuSI als
Verzeichnisdienst mit beliebigen zertifikatbasierten Authentifizierungs- und Autorisie-
rungsinfrastrukturen unabha¨ngig von deren Architektur. Durch die Beschra¨nkung auf
vier von der AAI-Schicht zugreifbare Methoden zur Publikation und Anfrage von Da-
tensa¨tzen kann P2P-ZuSI ohne großen Anpassungsaufwand in zertifikatbasierte AAI,
PKI oder PMI integriert werden.
Das aus dem abstrakten Schichtenmodell entwickelte konkrete formale Modell fu¨r die
Kombination aus einer abstrakten zertifikatbasierten AAI und P2P-ZuSI als hierarchi-
sches gefa¨rbtes Petrinetz bildet die handelnden Entita¨ten und ihre Aktionen in rollenba-
sierter Form ab. Neben der computergestu¨tzten Simulation von Datenflu¨ssen ermo¨glicht
es auch die Weiterentwicklung von P2P-ZuSI und kann außerdem als Ausgangspunkt fu¨r
eine softwaretechnische Umsetzung verwendet werden.
Der Nachweis der Sicherheitseigenschaften von P2P-ZuSI stellt die Arbeit auf ein solides
Fundament. Zusa¨tzlich zur bereits erwa¨hnten stochastischen Analyse der Verfu¨gbarkeit
wurden Sicherheitsziele der Vertraulichkeit und Integrita¨t und deren Erfu¨llung diskutiert.
Die Vertraulichkeit von Zertifikaten kann - trotz der eingefu¨hrten Verschlu¨sselung - nicht
sichergestellt werden, ist allerdings auch nur in wenigen Fa¨llen notwendig.
Die Sicherheit gegenu¨ber Integrita¨tsangriffen durch bo¨swillige Teilnehmer des P2P-Netz-
werks wurde anhand der Zustandsraumanalyse des HCPN-Modells unter Verwendung
geeigneter Initial Markings gezeigt.
Trotz der Verteilung von Daten auf nicht vertrauenswu¨rdige Knoten bietet das entwickelte
System also ein gutes Sicherheitsprofil, das vielfa¨ltige Einsatzmo¨glichkeiten im Internet,
in Unternehmen oder Universita¨ten ero¨ffnet.
9.2 Ausblick
9.2.1 Forschung
Im theoretischen Bereich kann das verteilte Datenverwaltungssystem noch an einigen
Stellen erweitert werden, insbesondere auf P2P-Ebene. Ein offener Punkt ist beispiels-
weise die Adaption des Knotenauthentifizierungsmechanismus von P-Grid auf Kademlia.
Auf dieser Grundlage kann dann auch ein Einsatzkonzept fu¨r Reputationsmanagement
zwischen Peers (fu¨r die reine Bewertung von Transaktionsverhalten) erstellt werden.
Neue Berechnungsmethoden fu¨r NodeIDs sind gerade im Zusammenhang mit der Ein-
fu¨hrung von IPv6 und der damit zunehmenden Gefahr von Sybil Attacks ein wichtiger
Punkt der zuku¨nftigen Peer-to-Peer-Forschung.
Die Entwicklung neuer Metriken und verbesserter Untersuchungsmethoden fu¨r Knoten-
verfu¨gbarkeit und Fluktuationswahrscheinlichkeit in realen Netzwerken ist ein notwendi-
ger Schritt zur Herleitung genauerer Aussagen u¨ber die optimalen Replikationsfaktoren
im praktischen Einsatz. Weiterhin ist zu u¨berlegen, ob auch in Kademlia Erasure Coding
statt klassischer Replikation eingesetzt werden kann, um insbesondere in stark fluktuie-
renden Netzwerken die Redundanz und somit die entstehende Datenmenge zu verringern.
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Die Entwicklung weiterer Einsatzszenarien fu¨r P2P-ZuSI ist erstrebenswert, um dieses
System mo¨glichst vielseitig zu nutzen. Bei Szenarien mit geschlossenen Nutzergruppen ist
die Mo¨glichkeit der Verwendung zusa¨tzlicher Sicherheitstechniken wie z.B. SmartCards
ausfu¨hrlich zu untersuchen. Insbesondere ist zu u¨berlegen, ob fu¨r solche geschlossenen
Systeme eine Mo¨glichkeit zur Vertraulichkeitssicherung gefunden werden kann, welche
sich durch gegenu¨ber offenen Systemen im Internet abweichende Rahmenbedingungen
(siehe 8.2.2, 8.2.3) auftun ko¨nnte.
9.2.2 Praxis
Zuna¨chst ist P2P-ZuSI in eine quelloffene und plattformunabha¨ngige Software umzu-
setzen. Dabei bietet sich Java als Programmiersprache der Wahl an. Als Kademlia-
Implementierung sollte das in LimeWire [LIMEW] enthaltene Java-Framework Mojito
verwendet werden: es stellt auf Basis der Java-Version 1.5 alle definierten Kademlia-
Funktionen wie Lookup, Join usw. bereit und ist unter der GNU General Public License
(GPL) vero¨ffentlicht1. Es ist empfehlenswert, den Knotenbetrieb statt im Rahmen eines
separaten Programms als Dienst zu realisieren, die automatisch gestartet und bis zur
Abschaltung des Computersystems ausgefu¨hrt wird.
Die Software soll aus dem Schichtenmodell und dem HCPN, speziell der P2P-ZuSI -
Regelwerk-Schicht, erzeugt werden und somit fu¨r die AAI-Schicht nur die definierten
Schnittstellen (put- und get-Methoden) besitzen. Auch eine Basisimplementierung einer
AAI mit einfachen Methoden zur (X.509-konformen) Zertifikaterstellung, der Generie-
rung von Statusinformationen und Validierungsmethoden beim Pru¨fer ist zu erwa¨gen,
um Praxistests zu ermo¨glichen.
Anhand solcher ”Feldversuche“ ko¨nnen dann weitere Untersuchungen durchgefu¨hrt wer-
den, beispielsweise um die Benutzerakzeptanz in ausgewa¨hlten Testumgebungen zu be-
werten und Performance- sowie Fluktuationsmessungen in einem realen Umfeld durch-
zufu¨hren.
Mittelfristiges Ziel ist die Erstellung einer Open-Source-Software fu¨r P2P-ZuSI, welche
leicht an bestehende und neue Systeme angeschlossen werden kann und somit den effi-
zienten und zuverla¨ssigen Einsatz von zertifikatbasierten AAI in dezentralisierten Umge-
bungen ermo¨glicht.
9.3 Abschluss
Die vorliegende Dissertation legt das theoretische Fundament fu¨r die konsequente Abbil-
dung des Paradigmas der (insbesondere Peer-to-Peer-basierten) Dezentralisierung, wel-
ches aktuell stark an Bedeutung gewinnt, auf zertifikatbasierte Authentifizierungs- und
Autorisierungsinfrastrukturen.
Die Sicherheitsuntersuchung belegt, dass die Nutzung eines verteilten Verzeichnisses trotz
der hohen Wahrscheinlichkeit von Angriffen durch die Netzwerkteilnehmer auch fu¨r die
Speicherung solcher sicherheitsrelevanter Daten mo¨glich ist. Damit schafft P2P-ZuSI
1Mojito darf also frei verwendet und weiterentwickelt werden, sofern das entstehende Produkt wieder-
um unter GPL verfu¨gbar gemacht wird.
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einen neuen Anwendungsfall fu¨r das Peer-to-Peer-Paradigma und leistet zudem einen
Beitrag zur Aufhebung von Inkonsistenzen in bestehenden dezentralisierten Diensten,
die fu¨r A&A bisher auf zentralisierte Server angewiesen waren.
Anhang A
Mathematische Routinen der
Stochastischen Analyse
Die folgenden Methoden zur stochastischen Analyse sind in C++ Notation beschrieben.
Sie finden sich auch auf der beiliegenden CD im Verzeichnis KadAnalyse.
A.1 Iterative Berechnung derWahrscheinlichkeitsverteilung
Da das rekursive Verfahren zur Berechnung der Wahrscheinlichkeitsverteilung von k˜ im
Zeitpunkt t sich als zu aufwendig erwies, wurde ein iteratives Verfahren zu diesem Zweck
entwickelt.
Dabei wird ein zweidimensionales Array mit T + 1 Zeilen und K + 1 Spalten (wegen
0 ≤ k˜ ≤ K) (siehe A.4) benutzt.
Die Berechnung beginnt in ti = 0 (0 ≤ ti ≤ T ) gema¨ß Formel 4.7; die entstehende Wahr-
scheinlichkeitsverteilung wird in die 1. Zeile (result_matrix[0]) geschrieben.
Die Verteilung in ti = 1 wird unter Verwendung von 4.11 erzeugt. Dabei werden die
Werte aus der 1. Arrayzeile eingesetzt.
In ti = 2..t wird Formel 4.10 verwendet. Findet zwischen zwei Zeitpunkten ti−1, ti Repu-
blishing statt, wird zuna¨chst aus der Verteilung in ti−1 gema¨ß Formel 4.15 die Verteilung
im konkreten Republishing-Zeitpunkt t∗r errechnet und diese als Grundlage fu¨r die An-
wendung von 4.10 benutzt (im Quellcode als Republishing Point deklariert).
void calcProbabilityDistribution (double p_o_m, double p_a, int t, int k, int n)
{
// distribution for t = 0
for (int i = 0; i <= k; i++)
{
result_matrix[0][i] = gsl_sf_choose(k,i) *
pow(1-p_a, (double) i)*
pow(p_a,(double)k-i);
}
// distribution for t = 1
for (int i = 0; i <= k; i++)
{
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double result = 0;
for (int j = 0; j <= k-i; j++)
{
result += result_matrix[0][k-j] * gsl_sf_choose(k-j, i) *
pow(1-p_o_m, (double)i) *
pow(p_o_m, (double)k-j-i);
}
result_matrix[1][i] = result;
}
// distribution within all other periods
// iteration of points in time
for (int ti = 2; ti <= t; ti++)
{
// no republishing point
if ((ti-1) % n != 0)
{
// iteration of replica numbers ~k
for (int i = 0; i <= k; i++)
{
double result = 0;
for (int j = 0; j <= k-i; j++)
{
result += gsl_sf_choose(i+j, i) *
pow(1-p_o_m, (double)i) *
pow(p_o_m, (double)j) *
result_matrix[ti-1][i+j];
}
result_matrix[ti][i] = result;
}
}
// republishing point:
// distribution switches after republishing in t_r*,
// i.e. changes take place in t_(r+1) = n+1, 2n+1, ...
else
{
// i=0
result_matrix[ti][0] = result_matrix[ti-1][0];
// 1: REPUBLISHING - new distribution in t_r*
// iteration on replica numbers
for (int i = 1; i <= k; i++)
{
double result = 0;
// probability that a node not having a replica
// will now generate one
double p_n_adds_1 = (double)((1- pow(1-p_o_m,(double)n)) * (1-p_a)) /
(double)(1-(pow((1-p_o_m),(double)n) * (1-p_a)));
for (int j = 1; j <= i; j++)
{
double intermediate_result = result_matrix[ti-1][j] *
gsl_sf_choose(k-j, i-j) *
pow(p_n_adds_1, (double)i-j) *
pow((1-p_n_adds_1), (double)k-i);
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result += intermediate_result;
}
result_matrix[ti][i] = result;
}
// 2. FLUCTUATION of nodes between t_r* and t_r
for (int i = 0; i <= k; i++)
{
double result = 0;
for (int j = 0; j <= k-i; j++)
{
result += gsl_sf_choose(i+j, i) *
pow(1-p_o_m, (double)i) *
pow(p_o_m, (double)j) *
result_matrix[ti][i+j];
}
result_matrix[ti][i] = result;
}
}
}
}
A.2 Berechnung der Ho¨henlinie
Die Berechnung der 0.99-Ho¨henlinie der Funktion p(k˜ > 0) zu einem Zeitpunkt t wird
experimentell durchgefu¨hrt.
Dafu¨r wird die Methode calculateLevelCurve verwendet. Sie liefert fu¨r einen Bereich
kstart ≤ k ≤ kend zu jedem k genau den Wert fu¨r pom zuru¨ck, bei dem der Wert der
Funktion gerade noch > 0.99 ist.
void calculateLevelCurve(double pom__step, double p_a, double
pom__start, double pom__end, int t, int n, int k_start, int k_end) {
for (int i = k_start; i >= k_end; i--)
{
double last_seen = 1;
for (double j = pom__start; j <= pom__end; j+=pom__step)
{
calcProbabilityDistribution(j, p_a, t, i, n);
double current_seen = 1-result_matrix[t][0];
if (last_seen >= 0.99 && current_seen < 0.99 && (j-pom__step > 0))
{
result_p[i] = (j-pom__step);
break;
}
else
last_seen = current_seen;
}
}
}
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A.3 Heuristischer Ansatz zur Berechnung der Ho¨henlinie
Aufgrund der Tatsache, dass obiger Code bei einer Genauigkeit von 0.00001 (Schrittwei-
te fu¨r pom) eine Laufzeit von mehreren Wochen aufweist, wird ein auf einer Heuristik
basierender optimierter Algorithmus eingesetzt:
void doHeuristicalCalculation(double pom__step, double p_a, double, double,
int t, int n, int k_start, int k_end)
{
for (int k_step = k_end; k_step < k_start; ++k_step)
{
double delta = MAX(0, result_p[MAX(0,k_step-1)]) -
MAX(0, result_p[MAX(0,k_step-2)]);
double current_pom__start = MAX(0, result_p[MAX(0,k_step-1)]+
delta - POM_GAP;
current_pom__start = MAX (0,current_pom__start);
double current_pom__end = MAX(0, result_p[MAX(0,k_step-1)]) +
delta + POM_GAP;
calculateLevelCurve(pom__step,p_a,current_pom__start,
current_pom__end,t,n,k_step,k_step);
}
}
Dabei wird ausgenutzt dass,
• die beschriebene Funktion streng monoton steigend ist (vgl. Abbildung 4.11) und
• sich der Wert der ersten Ableitung in einem engen Rahmen bewegt. Der Maximal-
wert wird offensichtlich bereits im Intervall [10, 30] angenommen.
Diese Eigenschaften ermo¨glichen es das Iterationsintervall fu¨r die i-te Periode Anhand
der interpolierten Steigung (ermittelt durch die Differenz des (i− 1)-ten zum (i− 2)-ten
Ergebniswert) massiv zu beschra¨nken.
A.4 Programmu¨bersetzung, Initialisierung und Ausgabe
Die Mathematik-Bibliothek GSL (GNU Scientific Library) in der Version 1.9 ist Voraus-
setzung fu¨r die U¨bersetzung und Ausfu¨hrung des abgebildeten Sourcecodes, ebenso make
und die gcc. Die Eingabeparameter und Speicherbereiche werden wie folgt festgelegt:
#include <math.h>
#include <gsl/gsl_sf_gamma.h>
#define T 43200
#define K 120
#define N 60
#define P_A 0.5
#define POM_STEP 0.00001
#define POM_GAP 0.0005;
#define K_START 120
#define K_END 1
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#define MAX(X,Y) ((X)>(Y)?(X):(Y))
double result_matrix[T+1][K+1];
double result_p [K+1];
Die eigentlich Berechnung wird dann mittels des Aufrufs
doHeuristicalCalculation(POT_STEP,P_A,POT_START,POT_END,T,N,K_START,K_END);
gestartet. Nach Ablauf des Programms beinhaltet das Array result_p die Wahrschein-
lichkeiten der Ergebnismenge.
Anhang B
ML-Funktionen im Grundmodell
B.1 Standard-Methoden
(* multiple hashing: hashes a bitstring b i times *)
fun H_M(b : BITSTRING, i: INT) : BITSTRING =
if i > 0 then
"H("^H_M(b, i-1)^")"
else b
(* multiple hashing: hashes an integer b i times *)
fun H_M_I(b:INT, i:INT): BITSTRING =
if i > 0 then
"H("^H_M_I(b, i-1)^")"
else INT.mkstr(b)
B.2 AAI-Methoden
B.2.1 Allgemeine Methoden
(* hashes the content of a certificate *)
fun hashCertcontent(c: CERTCONTENT):CONTENTHASH =
"H("^(#1 c)^"+"^(#2 c)^"+"^(#3 c)^"+"^INT.mkstr(#4 c)
^"+"^INT.mkstr(#5 c)^"+"^(#6 c)^"+"^(#7 c)^")";
(* hashes a complete certificate including the signature *)
fun hashCert (c: CERT) : CERTHASH=
let
val cc = #1 c
val sign = #2 c
in
("H(("^(#1 cc)^"+"^(#2 cc)^"+"^(#3 cc)^"+"
^INT.mkstr(#4 cc)^"+"^INT.mkstr(#5 cc)^
"+"^(#6 cc)^"+"^(#7 cc)^")+Signature("^
(#1 sign)^"+("^(#1(#2 sign))^"+"^
(#2(#2 sign))^")+"^
SIGN_TYPE.mkstr(#3 sign)^"))")
end;
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(* sign the content of a certificate in a way that it can be
checked with the given public key *)
fun sign(c : CERTCONTENT, k : PUBKEY):SIGNATURE =
(hashCertcontent(c), k, s);
(* sign a challenge in a way that it can be checked with
the given public key *)
fun signChallenge(c: CHALLENGE, k: PUBKEY):CHALLSIGNATURE =
(c, k, s);
B.2.2 Methoden zur Zeitbehandlung
(* get the current period (i) of certificate validity *)
fun getCurrentPeriod(cert:CERT, date:DATE):PERIOD =
(* i = current date - begin date of certificate validity + 1 *)
(date+1-(#4(#1 cert)));
B.2.3 Methoden zur Bereinigung von Datenlisten
(* remove elements from list of si seeds (basic colour set
including random number, begin and end of validity) that are
no longer valid due to revocation or normal end of
certificate validity *)
fun cleanSiSeedList(sisl: SI_SEED_LIST,
date : DATE, revl : REVENT_LIST) =
if length sisl > 0 then
let val sis : SI_SEED = hd sisl
(* REVEVENTs with matching CERTHASH *)
val matchingrevos = List.filter(fn(i) =>
#2 i = #1 sis) revl
in
(* normal end date of validity not yet reached *)
if #4 sis > date then
(* check if revocation event is available
ending the validity of the respective certificate*)
if length matchingrevos > 0 then
if #1(hd matchingrevos) <= date then
(* at least one revocation event exists for the
specified certificate --> don’t generate SI*)
cleanSiSeedList(tl sisl, date, revl)
else (* revocation event exists but is not yet valid *)
sis::cleanSiSeedList(tl sisl, date, revl)
else (* no revo event exists *)
sis::cleanSiSeedList(tl sisl, date, revl)
else (* end of validity reached --> don’t generate SI *)
cleanSiSeedList(tl sisl, date, revl)
end
else [];
(* remove elements from list of si seeds that are
not yet valid at the current date *)
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fun cleanSiSeedListNotYetValid(sisl: SI_SEED_LIST,
date : DATE) : SI_SEED_LIST =
if List.length sisl > 0 then
let val sis : SI_SEED = hd sisl
in
(* include only SI_SEEDs that belong to certs already valid *)
if #3 sis >= date then
sis::cleanSiSeedListNotYetValid(tl sisl, date)
else cleanSiSeedListNotYetValid(tl sisl, date)
end
else [];
B.2.4 Generator-Methoden
(* generate CERT_INFO (entity + attribute type)
for the issuer certificate of cert *)
fun generateIssuerCertInfo(cert:CERT):CERT_INFO =
(#7(#1(cert)), #2(#1(cert)))
(* generate CERT_INFO for the current certificate *)
fun generateCertInfo(cert:CERT):CERT_INFO =
(#1(#1 cert), #2(#1 cert))
(* generate CERT_INFO for the issuer of cert requesting
a public key certificate*)
fun generateKeyCertInfo(cert:CERT):CERT_INFO =
(#7(#1(cert)), "pk");
(* generate a certificate *)
fun generateCert(cert_detail : CERT_DETAIL,
ee_detail : EE_DETAIL, ia_detail:IA_DETAIL,date: DATE):CERT =
if (#2 ee_detail = #1 cert_detail) then
let val content : CERTCONTENT = (#1 ee_detail, #2 ee_detail,
#3 ee_detail,date,date+(#2 cert_detail)-1,
H_M_I(#3 cert_detail, #2 cert_detail), #1 ia_detail)
in (content, sign(content, #2(#2 ia_detail)), #4 cert_detail)
end
else no_cert
(* generate an SI_SEED from details on certificate, end entity and issuer *)
fun generateSiSeed(cert_detail : CERT_DETAIL, ee_detail : EE_DETAIL,
ia_detail : IA_DETAIL, date: DATE) : SI_SEED =
if (#2 ee_detail = #1 cert_detail) then
(hashCert(generateCert(cert_detail, ee_detail, ia_detail,date)),
#3 cert_detail, date, date+(#2 cert_detail)-1)
else no_si_seed;
(* merge two lists of SI_SEEDs *)
fun generateFusionListSiSeed(sl1 : SI_SEED_LIST, sl2 : SI_SEED_LIST):
SI_SEED_LIST =
if List.length sl1 = 0 then sl2
else
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if List.length sl2 = 0 then sl1
else
if not (List.exists(fn(i) => i = (hd sl1)) sl2) then
generateFusionListSiSeed(tl sl1, (hd sl1)::sl2)
else generateFusionListSiSeed(tl sl1, sl2);
(* generate SI_INFO (certificate hash, current period i) *)
fun generateSiInfo(cert:CERT, date:DATE):SI_INFO =
(hashCert(cert),getCurrentPeriod(cert,date));
(* generate status information tokens for current period *)
fun generateCurrentSis(sisl: SI_SEED_LIST, date: DATE):
SI_WITH_INFO_LIST =
if length sisl > 0 then
let val sis : SI_SEED = hd sisl
val si : SI = H_M_I(#2 sis,(#4 sis - #3 sis + 1) -
(date- #3 sis + 1))
val si_info : SI_INFO = (#1 sis, date-(#3 sis) +1)
val si_with_info : SI_WITH_INFO = (si_info, si)
in
si_with_info::generateCurrentSis(tl sisl, date)
end
else [];
B.2.5 Methoden zum Filtern und Extrahieren von Daten
(* extract a public key from a public key certificate*)
fun extractPubKey(keycert:CERT):PUBKEY =
(#3(#1 keycert), #1(#1 keycert))
(* extract the public key of a trusted authority
(issuer of cert) from a TA list *)
fun extractPubKeyTa(tal: CERT_LIST, cert: CERT) : PUBKEY =
let val ta_match_list = List.filter(fn(i) => extractPubKey(i) =
#2(#2 cert)) tal
in
if List.length(ta_match_list) > 0 then
(* since a maximum of one certificate per TA can be stored,
it is enough to use the list head *)
extractPubKey(hd ta_match_list)
else no_pubkey
end;
(* extract a public key from a list of already verified certificates *)
fun extractPubKeyViCert(vcl : CERT_LIST, cert : CERT) : PUBKEY =
let val vc_match_list = List.filter(fn(i) => extractPubKey(i) =
#2(#2 cert)) vcl
in
if List.length(vc_match_list) > 0 then
(* since a maximum of one certificate per holder can be stored,
it is enough to use the list head *)
extractPubKey(hd vc_match_list)
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else no_pubkey
end;
(* extract AUT_DATA (entity + verified privilege) from
a privilege certificate chain *)
fun extractAutData(cl : CERT_LIST): AUT_DATA =
let val lastcert = List.last(cl)
val aut_data = (#1(#1 lastcert),#2(#1 lastcert))
in
aut_data
end;
(* return privilege certificate from a list of issuer certificates
where the privilege type is the same and the delegation level
bigger than that attested in cert; note that size of icerts
is never bigger than 2 *)
fun filterPrivCerts(cert: CERT, icerts: CERT_LIST, rm: REQ_METHOD,
dec_error_occured : E_LIST): CERT =
if (rm = getFirst andalso List.length(icerts) = 1
orelse rm = getAll andalso List.length(icerts) = 1)
andalso dec_error_occured <> []
andalso #2(#1 cert) = #2(#1 (hd icerts))
then
(* delegation level in first icert is bigger than that in cert *)
if checkDelegLevel(cert, hd icerts) = true
then (hd icerts)
else no_cert
else
if rm = getAll andalso List.length(icerts) = 2
andalso #2(#1 cert) = #2(#1 (hd(tl icerts)))
then
if checkDelegLevel(cert, hd(tl icerts))
(* delegation level in second icert is bigger than that in cert *)
then (hd(tl icerts))
else no_cert
else no_cert
B.2.6 Boolean-Methoden
(* returns if status infos for date have already
been published *)
fun datePublished(date: DATE, dl: DATE_LIST):BOOL =
List.exists(fn(i) => i = date) dl;
(* returns if a cert is a public key cert *)
fun isKeyCert(cert: CERT) : bool =
if (#3 cert, #2 (#1 cert)) = (a, "pk")
then true else false;
(* returns if a cert is a privilege cert *)
fun isPrivCert(cert: CERT) : bool =
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if (#3 cert = p)
then true else false;
(* returns if a cert signature can be verified with the
given public key *)
fun checkSignaturePubKey(vcert:CERT, i_pubkey:PUBKEY):BOOL =
let val sign = #2 vcert
val needed_pubkey = #2 sign
val cert_hash = #1 sign
in
if (needed_pubkey = i_pubkey andalso
cert_hash = hashCertcontent(#1 vcert))
then true else false
end
(* returns if a cert signature can be verified
with the public key attested in the issuer certificate *)
fun checkSignature(vcert:CERT, icert: CERT):BOOL =
(* icert: issuer certificate, vcert: cert to verify*)
checkSignaturePubKey(vcert, extractPubKey(icert));
(* returns if siwil contains a valid status info for cert *)
fun checkForValidSi(cert :CERT, siwil: SI_WITH_INFO_LIST,
date:DATE):BOOL =
if List.exists(fn(i) => (H_M(#2 i, getCurrentPeriod(cert, date)))
= (#6(#1 cert))) siwil
then true else false
(* returns if a list of certificates contains the specified cert *)
fun containsCert(cert, cert_list): BOOL =
List.exists(fn(i) => i = cert) cert_list
(* returns if the issuer of cert is a registered trust anchor *)
fun issuerIsTrustAnchor(cert:CERT, tal: CERT_LIST):BOOL =
let val issuer = #7(#1 cert)
in
if List.exists(fn(i) => #1(#1 i) = issuer) tal
then true else false
end
(* returns if the issuer of cert is a registered source of authority *)
fun issuerIsSoA(cert:CERT, sal: CERT_LIST):BOOL =
let val issuer = #7(#1 cert)
in
if List.exists(fn(i) => #1(#1 i) = issuer) sal
then true else false
end
(* returns if there is a certificate for the issuer of cert in the
list of already verified certs *)
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fun existsVerifiedIssuerCert(cert: CERT, ver_cert_list: CERT_LIST):BOOL =
List.exists(fn(i) => extractPubKey(i) = #2(#2 cert)) ver_cert_list
(* returns if one item of certs is a verified cert *)
fun isOneVerifiedCert(certs:CERT_LIST, vcerts: CERT_LIST):BOOL =
if List.length(certs) > 0 then
if List.exists(fn(i) => i = (hd certs)) vcerts
then true else isOneVerifiedCert(tl certs, vcerts)
else false;
(* returns if the second cert of cert_list can be
validated using the issuer cert (first cert of cert_list) *)
fun validateCurrentSignature(cert_list: CERT_LIST):BOOL =
if List.length(cert_list) > 1 then
let val issuer_cert = hd cert_list
val cert_to_validate = hd(tl cert_list)
in checkSignature(cert_to_validate, issuer_cert)
end
else false;
(* returns if icert has a delegation level bigger than the
deleg level attested in cert *)
fun checkDelegLevel(cert: CERT, icert:CERT) : BOOL =
let val ds_opt = (Int.fromString(#3(#1 cert)))
val ids_opt = (Int.fromString(#3(#1 icert)))
in
if Option.valOf(ids_opt) > Option.valOf(ds_opt)
andalso #2(#1 icert) = #2(#1 cert)
andalso #7(#1 cert) = #1(#1 icert)
then true
else false
end;
B.2.7 Andere Methoden
(* returns the trust anchor being the issuer of cert *)
fun getTrustAnchor(cert:CERT, tal: CERT_LIST) : CERT =
let val issuer = #7(#1 cert)
val ta = List.filter(fn(i) => #1(#1 i) = issuer) tal
in
(* trust anchor list may contain a maximum of
one cert for a specific issuer *)
if List.length(ta) > 0 then (hd ta)
else no_cert
end;
(* returns the source of authority being the issuer of cert *)
fun getSoA(cert:CERT, soal: CERT_LIST) : CERT =
let val issuer = #7(#1 cert)
val soa = List.filter(fn(i) => #1(#1 i) = issuer) soal
in
if List.length soa = 1 then hd soa
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else no_cert
end
(* returns the first key cert in a list of certificates *)
fun findFirstKeyCert(clist : CERT_LIST): CERT =
if clist <> []
then
let val cert = hd clist
in
if isKeyCert(cert)
then cert
else findFirstKeyCert(tl clist)
end
else no_cert
(* returns the first privilege cert matching a certain entity *)
fun findMatchingPrivCert (clist : CERT_LIST, en : ENTITY) : CERT =
if clist <> [] then
let val cert = hd clist
in
if (#1(#1 cert)) = en
andalso #3 cert = p
then cert
else findMatchingPrivCert(tl clist,en)
end
else no_cert
(* extracts the first key certificate and - if available -
a matching privilege certificate from a list of certificates *)
fun extractConcreteCerts(clist: CERT_LIST): CERT_LIST =
if clist <> []
then
let val cert = findFirstKeyCert(clist)
in
if cert <> no_cert
then
let val pcert = findMatchingPrivCert(clist,#1(#1 cert))
in
if pcert <> no_cert
then [cert,pcert]
else [cert]
end
else []
end
else [];
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B.3 ZuSI-Methoden
(* create a certificate file ID from a CERT_INFO token *)
fun generateCertInfoFid(ci:CERT_INFO):FID =
"H("^(#1 ci)^"+"^(#2 ci)^")";
(* create a certificate file ID from a CERT token *)
fun generateCertFid(c:CERT):FID =
"H("^(#1 (#1 c))^"+"^(#2 (#1 c)^")");
(* create a status info file ID from an SI_INFO token *)
fun generateSiFid(si_info:SI_INFO):FID =
"H("^(#1 si_info)^"+"^PERIOD.mkstr(#2 si_info)^")";
(* generate a symmetric key for certificate encryption *)
fun generateSymKeyFromCert(c:CERT):SYMKEY =
(#1(#1 c), #2(#1 c), symkey);
(* generate a symmetric key for certificate encryption from
entity and attribute type *)
fun generateSymKeyFromEntity(ent:ENTITY,at:ATT_TYPE)=(ent,at,symkey);
(* encrypt a certificate *)
fun encryptCert(c: CERT):ZuSI_CERT =
(c,generateSymKeyFromCert(c),enc)
(* encrypt a list of certificates *)
fun encryptCerts(cl: CERT_LIST):ZuSI_CERT_WITH_INFO_LIST =
if cl <> [] then
let val cert = hd cl
val cert_info = (#1(#1 cert),#2(#1 cert))
in
(cert_info,encryptCert(cert))::encryptCerts(tl cl)
end
else empty
(* decrpyt a certificate with known entity and attribute type *)
fun decryptCertFromEntity(z: ZuSI_CERT, en:ENTITY, at: ATT_TYPE):CERT =
if (generateSymKeyFromEntity(en,at) = #2 z andalso #3 z = enc)
then #1 z
else no_cert;
(* decrypt a list of certificates with known entity and attribute type *)
fun decryptCertsFromEntity(zl: ZuSI_CERT_LIST, en:ENTITY,at:ATT_TYPE):
CERT_LIST =
if zl <> []
then
if decryptCertFromEntity(hd zl, en, at) <> no_cert
then decryptCertFromEntity(hd zl, en,at )::
decryptCertsFromEntity(tl zl, en,at)
else decryptCertsFromEntity(tl zl,en,at)
else [];
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B.4 Peer-to-Peer-Methoden
(* find out if list of P2P_DATA (each element consists of file ID + content)
contains a P2P_DATA element with fid *)
fun containsFid(list:P2P_DATA_LIST, fid:FID):BOOL =
List.exists(fn(i) => (#1 i) = fid) list;
(* filter all P2P_DATA elements from list with fid match *)
fun getAllDataWithFid(list:P2P_DATA_LIST, fid:FID):P2P_DATA_LIST =
let val f = List.filter(fn(i) => (#1 i) = fid) list
in
if List.length(f) > 0
then f
else []
end;
(* filter first P2P_DATA element from list with matching fid;
this is a simplification of the real process where even with
getFirst multiple data elements with same fid can be returned *)
fun getFirstDataWithFid(list:P2P_DATA_LIST, fid:FID):
P2P_DATA_LIST =
let val f = List.find(fn(i) => (#1 i) = fid) list
in
case f of
SOME(f) => [f]
| NONE => []
end;
(* convert P2P_DATA list to list of certificates *)
fun extractCerts(dlist: P2P_DATA_LIST):ZuSI_CERT_LIST=
if List.length(dlist) > 0 then
let val d = #2(hd dlist)
in
case d of
Cert(cert) => cert::extractCerts(tl dlist)
| _ => extractCerts(tl dlist)
end
else [];
(* convert P2P_DATA list to list of status information *)
fun extractSis(dlist: P2P_DATA_LIST,
slist: SI_INFO_LIST):ZuSI_SI_LIST=
if List.length(dlist) > 0 then
let val d = #2(hd dlist)
val sinfo = hd slist
in
case d of
Si(si) => (sinfo,si)::extractSis(tl dlist, slist)
| _ => extractSis(tl dlist,slist)
end
else [];
Anhang C
Methoden und Initial Markings
der HCPN-basierten
Sicherheitsanalyse
C.1 Trust Anchors, SoAs und Konstanten
Diese Definitionen werden in allen Szenarien verwendet. Als Initialbelegungen werden
sec_ta_list, sec_soa_list und cur_date_sec fu¨r die Stellen V TrustAnchors, V SoAs
und GlobalDate gesetzt.
val key_cert_ta1 : CERT =
let val content = ("TA1", "pk", "publ-TA1", 1, 100, H_M_I(0,100), "V")
in (content,(hashCertcontent(content),("publ-V", "V"),s), p) end
val key_cert_ta2 : CERT =
let val content = ("TA2", "pk", "publ-TA2", 1, 100, H_M_I(0,100), "V")
in (content,(hashCertcontent(content),("publ-V", "V"),s), p) end
val key_cert_soa1 : CERT =
let val content = ("SoA1", "pk", "publ-SoA1", 1, 100, H_M_I(0,100), "V")
in (content,(hashCertcontent(content),("publ-V", "V"),s), p) end
val priv_cert_soa1 : CERT =
let val content = ("SoA1", "Privilege1", "unlimited", 1, 100, H_M_I(1,100), "V")
in (content,(hashCertcontent(content),("publ-V", "V"),s), p) end
(* initial marking for TopLevelModel’V_TrustAnchors *)
val sec_ta_list : CERT_LIST =
[key_cert_ta1,key_cert_ta2,key_cert_ia2,key_cert_soa1]
(* initial marking for TopLevelModel’V_SoAs *)
val sec_soa_list =[priv_cert_soa1]
(* initial marking for TopLevelModel’GlobalDate *)
val cur_date_sec = 3
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C.2 Fall 1 : Vertraulichkeit
C.2.1 Methoden
(* decrypts encrypted Certificates using attribute type and a
list of possible holders *)
fun decryptCertFromElist(c: ZuSI_CERT, elist:ENTITY_LIST, at: ATT_TYPE):CERT =
if elist <> []
then
let val en = hd elist
in
if generateSymKeyFromEntity(en,at) = #2 c andalso #3 c = enc
then #1 c
else decryptCertFromElist(c,tl elist, at)
end
else no_cert;
(* decrypts encrypted Certificates using a list of attribute types and a
list of possible holders *)
fun decryptCertFromLists(c: ZuSI_CERT, elist:ENTITY_LIST,
alist: ATT_TYPE_LIST):CERT =
if alist <> []
then
let val at = hd alist
val cert_result = decryptCertFromElist(c,elist,at)
in
if cert_result <> no_cert
then cert_result
else decryptCertFromLists(c,elist,tl alist)
end
else no_cert;
(* extracts all Sis from a list of P2P_DATA *)
fun extractSisAttack(dlist: P2P_DATA_LIST): P2P_DATA_LIST =
if List.length(dlist) > 0
then
let val d = hd dlist
val data = #2 d
in
case data of
Si(si) => (d)::extractSisAttack(tl dlist)
| _ => extractSisAttack(tl dlist)
end
else [];
(* tries to find out the correct (certhash,period)-pair for an SI
using one certificate to hash, going through all possible past periods *)
fun tryAllFids(p2p_si : P2P_DATA, cert: CERT, i : PERIOD): SI_WITH_INFO =
if i > 0
then
let val certhash = hashCert(cert)
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val fid = #1 p2p_si
val si = #2 p2p_si
in
if fid = generateSiFid(certhash,i)
then
case si of
Si(sii) => ((certhash,i),sii)
| _ => tryAllFids(p2p_si,cert,i-1)
else tryAllFids(p2p_si,cert,i-1)
end
else no_si_with_info;
(* tries to find out the correct (certhash,period)-pair for an SI
going through a list of certificates and all possible past periods *)
fun tryFidMatch(p2p_si: P2P_DATA, clist : CERT_LIST, date: DATE):
SI_WITH_INFO =
if List.length(clist) > 0
then
let val cert = hd clist
val i = getCurrentPeriod(cert,date)
val match = tryAllFids(p2p_si,cert,i)
in
if match = no_si_with_info
then tryFidMatch(p2p_si, tl clist, date)
else match
end
else (* return dummy data *) no_si_with_info;
C.2.2 Initial Marking
Dummy-Werte
val no_zusi_si = (("no_hash",0), no_si)
val no_si_with_info = (("no_hash",0),no_si)
Zertifikate und Statusinformationen
val key_cert_1 : CERT =
let val content = ("E", "pk", "publ-E",2,4, H_M_I(400,3), "IA1")
in (content,(hashCertcontent(content),("publ-IA1", "IA1"),s), a)
end
val key_cert_2 : CERT =
let val content = ("A", "pk", "publ-A",2,4, H_M_I(401,3), "IA1")
in (content,(hashCertcontent(content),("publ-IA1", "IA1"),s), a)
end
val key_cert_3 : CERT =
let val content = ("IA1", "pk", "publ-IA1",2,4, H_M_I(402,3), "TA1")
in (content,(hashCertcontent(content),("publ-TA1", "TA1"),s), a)
end
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val priv_cert_1 : CERT =
let val content = ("E", "Privilege3", "12",2,4, H_M_I(403,3), "IA1")
in (content,(hashCertcontent(content),("publ-IA1", "IA1"),s), p)
end
val priv_cert_2 : CERT =
let val content = ("IA2", "Privilege2", "3",2,4, H_M_I(404,3), "IA1")
in (content,(hashCertcontent(content),("publ-IA1", "IA1"),s), p)
end
val priv_cert_3 : CERT =
let val content = ("IA2", "Privilege1", "3",2,4, H_M_I(405,3), "SoA1")
in (content,(hashCertcontent(content),("publ-SoA1", "SoA1"),s), p)
end
val zusi_key_cert_1 : P2P_DATA =
(generateCertFid(key_cert_1),Cert(encryptCert(key_cert_1)))
val zusi_key_cert_2 : P2P_DATA =
(generateCertFid(key_cert_2),Cert(encryptCert(key_cert_2)))
val zusi_key_cert_3 : P2P_DATA =
(generateCertFid(key_cert_3),Cert(encryptCert(key_cert_3)))
val zusi_priv_cert_1 : P2P_DATA =
(generateCertFid(priv_cert_1),Cert(encryptCert(priv_cert_1)))
val zusi_priv_cert_2 : P2P_DATA =
(generateCertFid(priv_cert_2),Cert(encryptCert(priv_cert_2)))
val zusi_priv_cert_3 : P2P_DATA =
(generateCertFid(priv_cert_3),Cert(encryptCert(priv_cert_3)))
val zusi_si_key_cert_1 :P2P_DATA =
(generateSiFid(hashCert(key_cert_1),2),Si(H_M_I(400,1)))
val zusi_si_priv_cert_2 :P2P_DATA =
(generateSiFid(hashCert(priv_cert_2),2),Si(H_M_I(404,1)))
(* initial marking for TopLevelModel’SN_DataStore *)
val sec_1_data_store =
[zusi_key_cert_1,zusi_key_cert_2,zusi_si_key_cert_1,zusi_priv_cert_1,
zusi_key_cert_3,zusi_si_priv_cert_2,zusi_priv_cert_2,zusi_priv_cert_3]
Daten des Angreifers
(* initial marking for TopLevelModel’SN_KnownTypes *)
val known_types : ATT_TYPE_LIST = ["pk","Privilege0", "Privilege1"]
(* initial marking for TopLevelModel’SN_KnownEntities *)
val known_entities : ENTITY_LIST = ["E","F","G","IA1","IA2","IA3",
"TA1","TA2","TA3","SoA1","SoA2", "V"]
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(* initial marking for TopLevelModel’SN_KnownCerts *)
val known_certificates : CERT_LIST = [key_cert_1]
C.3 Fall 2 : Integrita¨t
C.3.1 Methoden der Zustandsraumanalyse
(* number of all states *)
SearchNodes(EntireGraph,
fn _ => true,
NoLimit,fn _ => 1,
0,op +)
(* illegal states 2.1.a.i,2.1.b.i,2.2.c.i, 2.2.d.i :
authentication success states *)
SearchAllNodes(
fn n => (Mark.processAA’V_AuthSuccessful 1 n <> empty),
fn n => 1,
0,op +)
(* illegal states 2.1.a.ii, 2.1.b.ii, 2.2.c.ii, 2.2.d.ii :
A&A success states *)
SearchNodes(EntireGraph,
fn n => (Mark.TopLevelModel’V_AASuccess 1 n <> empty),
NoLimit,
fn _ => 1,
0,
op +)
(* illegal states 2.1.c.i, 2.1.c.ii, 2.2.a.i, 2.2.a.ii, 2.2.b.i, 2.2.b.ii :
NACK states *)
SearchNodes(EntireGraph,
fn n => (Mark.TopLevelModel’V_AANack 1 n <> 1‘[]),
NoLimit,
fn _ => 1,
0,
op +)
C.3.2 Allgemeine Initial Markings fu¨r EE KeyPair und EE Init
(* private and public keys for E *)
val privkey_e : PRIVKEY = ("priv-E", "E");
val pubkey_e : PUBKEY = ("publ-E", "E");
(* initial marking for TopLevelModel’EE_KeyPair for all cases *)
val keyp_e : KEYPAIR = (privkey_e, pubkey_e);
(* initial marking for TopLevelModel’EE_Init for each subcase i except for 2.c.i *)
val init_i: ENTITY_PRIV_LIST = [("E","none")]
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(* initial marking for TopLevelModel’EE_Init for subcase 2.c.i *)
val init_i: ENTITY_PRIV_LIST = [("E2","none")]
(* initial marking for TopLevelModel’EE_Init for each subcase ii *)
val init_ii: ENTITY_PRIV_LIST = [("E","Privilege1")]
C.3.3 Initial Markings Fall 2.1
Die folgenden Definitionen umfassen ausschließlich Zertifikate und Statusinformationen.
Sie werden jeweils als Initialbelegung der Stelle S DataStore gesetzt. In jedem Subcase
wird zudem init_i oder init_ii (siehe C.3.2) fu¨r EE Init gesetzt, um den A&A-Prozess
anzustoßen.
C.3.3.1 Fall 2.1.a. Alte Statusinformation als aktuell ausgeben
(Ziel: Gu¨ltigkeit vorspiegeln)
Fall 2.1.a.i
(* initial key cert issued by trust anchor *)
val sec_2_1ai_init_key_cert : CERT =
let val content = ("E", "pk", "publ-E",2,4,H_M_I(31,3), "TA1")
in (content,(hashCertcontent(content),("publ-TA1", "TA1"),s), a)
end
val sec_2_1ai_zusi_init_key_cert =
(generateCertFid(sec_2_1ai_init_key_cert),
Cert(encryptCert(sec_2_1ai_init_key_cert)))
(* attack: si from period 1 with new fid *)
val sec_2_1ai_zusi_si_init_key_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_1ai_init_key_cert),2),Si(H_M_I(31,3)))
(* initial marking for TopLevelModel’SN_DataStore *)
val sec_2_1ai_store : P2P_DATA_LIST =
[sec_2_1ai_zusi_init_key_cert,sec_2_1ai_zusi_si_init_key_cert]
Fall 2.1.a.ii
val sec_2_1aii_init_key_cert = sec_2_1ai_init_key_cert
val sec_2_1aii_zusi_init_key_cert =
(generateCertFid(sec_2_1aii_init_key_cert),
Cert(encryptCert(sec_2_1aii_init_key_cert)))
(* valid si for initial key cert *)
val sec_2_1aii_zusi_si_init_key_cert =
(generateSiFid(hashCert(sec_2_1aii_init_key_cert),2),Si(H_M_I(31,1)))
val sec_2_1aii_init_priv_cert : CERT =
let val content = ("E", "Privilege1", "2",2,4,H_M_I(32,3), "SoA1")
in (content,(hashCertcontent(content),("publ-SoA1", "SoA1"),s), p)
end
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val sec_2_1aii_zusi_init_priv_cert =
(generateCertFid(sec_2_1aii_init_priv_cert),
Cert(encryptCert(sec_2_1aii_init_priv_cert)))
(* si from period 1 with new fid *)
val sec_2_1aii_zusi_si_init_priv_cert: P2P_DATA =
(generateSiFid(hashCert(sec_2_1aii_init_priv_cert),2),Si(H_M_I(32,3)))
(* initial marking for TopLevelModel’SN_DataStore *)
val sec_2_1aii_store : P2P_DATA_LIST =
[sec_2_1aii_zusi_init_key_cert,sec_2_1aii_zusi_si_init_key_cert,
sec_2_1aii_zusi_init_priv_cert,sec_2_1aii_zusi_si_init_priv_cert]
C.3.3.2 Fall 2.1.b: Zufa¨llige Statusinformation als aktuell ausgeben
(Ziel: Gu¨ltigkeit vorspiegeln)
Fall 2.1.b.i
val sec_2_2bi_init_key_cert = sec_2_1ai_init_key_cert
val sec_2_1bi_zusi_init_key_cert = sec_2_1ai_zusi_init_key_cert
val sec_2_1bi_random_value = 4321
(* random si with current fid *)
val sec_2_1bi_zusi_si_init_key_cert: P2P_DATA =
(generateSiFid(hashCert(sec_2_1bi_init_key_cert),2),
Si(H_M_I(sec_2_1bi_random_value,1)))
(* initial marking for TopLevelModel’SN_DataStore *)
val sec_2_1bi_store : P2P_DATA_LIST =
[sec_2_1bi_zusi_init_key_cert,sec_2_1bi_zusi_si_init_key_cert]
Fall 2.1.b.ii
val sec_2_1bii_init_key_cert = sec_2_1aii_init_key_cert
val sec_2_1bii_zusi_init_key_cert = sec_2_1aii_zusi_init_key_cert
val sec_2_1bii_zusi_si_init_key_cert = sec_2_1aii_zusi_si_init_key_cert
val sec_2_1bii_init_priv_cert = sec_2_1aii_init_priv_cert
val sec_2_1bii_zusi_init_priv_cert = sec_2_1aii_zusi_init_priv_cert
val sec_2_1bii_random_value = 5432
(* random si with current fid *)
val sec_2_1bii_zusi_si_init_priv_cert: P2P_DATA =
(generateSiFid(hashCert(sec_2_1bii_init_priv_cert),2),
Si(H_M_I(sec_2_1bii_random_value,1)))
(* initial marking for place TopLevelModel’SN_DataStore *)
val sec_2_1bii_store : P2P_DATA_LIST =
[sec_2_1bii_zusi_init_key_cert,sec_2_1bii_zusi_si_init_key_cert,
sec_2_1bii_zusi_init_priv_cert,sec_2_1bii_zusi_si_init_priv_cert]
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C.3.3.3 2.1.c: Zufa¨llige Statusinformation als aktuell ausgeben
(Ziel: Ungu¨ltigkeit vorspiegeln)
Fall 2.1.c.i
val sec_2_1ci_init_key_cert = sec_2_1aii_init_key_cert
val sec_2_1ci_zusi_init_key_cert = sec_2_1aii_zusi_init_key_cert
(* random si for key cert *)
val sec_2_1ci_zusi_si_init_key_cert_modification = sec_2_1bi_zusi_si_init_key_cert
(* valid si for key cert *)
val sec_2_1ci_zusi_si_init_key_cert_correct =
(generateSiFid(hashCert(sec_2_1ci_init_key_cert),2),Si(H_M_I(31,1)))
(* initial marking for place TopLevelModel’SN_DataStore *)
val sec_2_1ci_store : P2P_DATA_LIST =
[sec_2_1ci_zusi_init_key_cert,sec_2_1ci_zusi_si_init_key_cert_modification,
sec_2_1ci_zusi_si_init_key_cert_correct]
Fall 2.1.c.ii
val sec_2_1cii_init_priv_cert = sec_2_1bii_init_priv_cert
val sec_2_1cii_zusi_si_init_priv_cert_modification = sec_2_1bii_zusi_si_init_priv_cert
val sec_2_1cii_zusi_init_key_cert = sec_2_1bii_zusi_init_key_cert
val sec_2_1cii_zusi_si_init_key_cert = sec_2_1bii_zusi_si_init_key_cert
val sec_2_1cii_zusi_init_priv_cert = sec_2_1bii_zusi_init_priv_cert
(* correct si for init_priv_cert *)
val sec_2_1cii_zusi_si_init_priv_cert_correct: P2P_DATA =
(generateSiFid(hashCert(sec_2_1cii_init_priv_cert),2),Si(H_M_I(32,1)))
(* initial marking for place TopLevelModel’SN_DataStore *)
val sec_2_1cii_store : P2P_DATA_LIST =
[sec_2_1cii_zusi_init_key_cert,sec_2_1cii_zusi_si_init_key_cert,
sec_2_1cii_zusi_init_priv_cert,
sec_2_1cii_zusi_si_init_priv_cert_modification,
sec_2_1cii_zusi_si_init_priv_cert_correct]
C.3.4 Initial Markings Fall 2.2
C.3.4.1 Fall 2.2.a. Zersto¨rung des Chiffrats eines Zertifikats
Fall 2.2.a.i
(* wrongly encrypts a certificate)
fun encryptCertError(c: CERT):ZuSI_CERT = (c,generateSymKeyFromCert(c),error)
val sec_2_2ai_si_seed_init_key_cert = 100
val sec_2_2ai_init_key_cert : CERT =
let val content = ("E","pk","publ-E",2,4,
H_M_I(sec_2_2ai_si_seed_init_key_cert,3),"IA1")
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in (content, hashCertcontent(content),("publ-IA1", "IA1"),s), a)
end
val sec_2_2ai_zusi_init_key_cert =
(generateCertFid(sec_2_2ai_init_key_cert),
Cert(encryptCert(sec_2_2ai_init_key_cert)))
(* initial key cert with modified cipher text *)
val sec_2_2ai_zusi_init_key_cert_modification =
(generateCertFid(sec_2_2ai_init_key_cert),
Cert(encryptCertError(sec_2_2ai_init_key_cert)))
val sec_2_2ai_zusi_si_init_key_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2ai_init_key_cert),2),
Si(H_M_I(sec_2_2ai_si_seed_init_key_cert,1)))
val sec_2_2ai_si_seed_issuer_key_cert = 101
val sec_2_2ai_issuer_key_cert : CERT =
let val content = ("IA1", "pk", "publ-IA1",1,4,
H_M_I(sec_2_2ai_si_seed_issuer_key_cert,4), "TA1")
in (content,(hashCertcontent(content),("publ-TA1", "TA1"),s), a)
end
val sec_2_2ai_zusi_issuer_key_cert =
(generateCertFid(sec_2_2ai_issuer_key_cert),
Cert(encryptCert(sec_2_2ai_issuer_key_cert)))
val sec_2_2ai_zusi_si_issuer_key_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2ai_issuer_key_cert),3),
Si(H_M_I(sec_2_2ai_si_seed_issuer_key_cert,1)))
(* initial marking for place TopLevelModel’SN_DataStore *)
val sec_2_2ai_store : P2P_DATA_LIST =
[sec_2_2ai_zusi_init_key_cert_modification,sec_2_2ai_zusi_init_key_cert,
sec_2_2ai_zusi_si_init_key_cert,sec_2_2ai_zusi_issuer_key_cert,
sec_2_2ai_zusi_si_issuer_key_cert]
Fall 2.2.a.ii
val sec_2_2aii_si_seed_init_key_cert = 110
val sec_2_2aii_si_seed_init_priv_cert = 111
val sec_2_2aii_si_seed_issuer_priv_cert = 112
val sec_2_2aii_init_key_cert : CERT =
let val content = ("E", "pk", "publ-E", 2,4,
H_M_I(sec_2_2aii_si_seed_init_key_cert,3), "TA1")
in (content, (hashCertcontent(content),("publ-TA1", "TA1"),s), a)
end
val sec_2_2aii_zusi_init_key_cert : P2P_DATA =
(generateCertFid(sec_2_2aii_init_key_cert),
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Cert(encryptCert(sec_2_2aii_init_key_cert)))
val sec_2_2aii_zusi_si_init_key_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2aii_init_key_cert),2),
Si(H_M_I(sec_2_2aii_si_seed_init_key_cert,1)))
val sec_2_2aii_init_priv_cert : CERT =
let val content = ("E", "Privilege1", "2",3,5,
H_M_I(sec_2_2aii_si_seed_init_priv_cert,3), "IA2")
in (content, (hashCertcontent(content),("publ-IA2", "IA2"),s), p)
end
val sec_2_2aii_zusi_init_priv_cert =
(generateCertFid(sec_2_2aii_init_priv_cert),
Cert(encryptCert(sec_2_2aii_init_priv_cert)))
val sec_2_2aii_zusi_init_priv_cert_modification =
(generateCertFid(sec_2_2aii_init_priv_cert),
Cert(encryptCertError(sec_2_2aii_init_priv_cert)))
val sec_2_2aii_zusi_si_init_priv_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2aii_init_priv_cert),1),
Si(H_M_I(sec_2_2aii_si_seed_init_priv_cert,2)))
val sec_2_2aii_issuer_priv_cert : CERT =
let val content = ("IA2", "Privilege1", "5", 1,5,
H_M_I(sec_2_2aii_si_seed_issuer_priv_cert,5), "SoA1")
in (content, (hashCertcontent(content),("publ-SoA1", "SoA1"),s), p)
end
val sec_2_2aii_zusi_issuer_priv_cert =
(generateCertFid(sec_2_2aii_issuer_priv_cert),
Cert(encryptCert(sec_2_2aii_issuer_priv_cert)))
val sec_2_2aii_zusi_si_issuer_priv_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2aii_issuer_priv_cert),3),
Si(H_M_I(sec_2_2aii_si_seed_issuer_priv_cert,2)))
(* initial marking for place TopLevelModel’SN_DataStore *)
val sec_2_2aii_store : P2P_DATA_LIST =
[sec_2_2aii_zusi_init_key_cert,sec_2_2aii_zusi_si_init_key_cert,
sec_2_2aii_zusi_init_priv_cert,sec_2_2aii_zusi_init_priv_cert_modification,
sec_2_2aii_zusi_si_init_priv_cert,sec_2_2aii_zusi_issuer_priv_cert,
sec_2_2aii_zusi_si_issuer_priv_cert]
C.3.4.2 Fall 2.2.b. Zersto¨rung des Klartextes eines Zertifikats
Fall 2.2.b.i
val sec_2_2bi_si_seed_init_key_cert = 200
val sec_2_2bi_si_seed_issuer_key_cert = 201
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val sec_2_2bi_init_key_cert : CERT =
let val content = ("E","pk","publ-E", 2,4,
H_M_I(sec_2_2bi_si_seed_init_key_cert,3), "IA1")
in (content, (hashCertcontent(content),("publ-IA1", "IA1"),s), a)
end
val sec_2_2bi_init_key_cert_modification : CERT =
let val content = ("E", "error", "publ-E-error", 2,4,
H_M_I(sec_2_2bi_si_seed_init_key_cert,3), "IA1")
in (content, (hashCertcontent(content),("publ-IA1", "IA1"),s), a)
end
val sec_2_2bi_zusi_init_key_cert =
(generateCertFid(sec_2_2bi_init_key_cert),
Cert(encryptCert(sec_2_2bi_init_key_cert)));
(* modified initial key cert: plain text screwed up *)
val sec_2_2bi_zusi_init_key_cert_modification =
(generateCertFid(sec_2_2bi_init_key_cert),
Cert(encryptCert(sec_2_2bi_init_key_cert_modification)));
val sec_2_2bi_zusi_si_init_key_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2bi_init_key_cert),2),
Si(H_M_I(sec_2_2bi_si_seed_init_key_cert,1)));
val sec_2_2bi_issuer_key_cert : CERT =
let val content = ("IA1", "pk", "publ-IA1", 1,4,
H_M_I(sec_2_2bi_si_seed_issuer_key_cert,4), "TA1")
in (content, (hashCertcontent(content),("publ-TA1", "TA1"),s), a)
end
val sec_2_2bi_zusi_issuer_key_cert =
(generateCertFid(sec_2_2bi_issuer_key_cert),
Cert(encryptCert(sec_2_2bi_issuer_key_cert)));
val sec_2_2bi_zusi_si_issuer_key_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2bi_issuer_key_cert),3),
Si(H_M_I(sec_2_2bi_si_seed_issuer_key_cert,1)));
(* initial marking for place TopLevelModel’SN_DataStore *)
val sec_2_2bi_store : P2P_DATA_LIST =
[sec_2_2bi_zusi_init_key_cert_modification,sec_2_2bi_zusi_init_key_cert,
sec_2_2bi_zusi_si_init_key_cert,sec_2_2bi_zusi_issuer_key_cert,
sec_2_2bi_zusi_si_issuer_key_cert]
Fall 2.2.b.ii
val sec_2_2bii_si_seed_init_key_cert = 210
val sec_2_2bii_si_seed_init_priv_cert = 211
val sec_2_2bii_si_seed_issuer_priv_cert = 212
val sec_2_2bii_init_key_cert : CERT =
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let val content = ("E", "pk", "publ-E", 2,4,
H_M_I(sec_2_2bii_si_seed_init_key_cert,3), "TA1")
in (content, (hashCertcontent(content),("publ-TA1", "TA1"),s), a)
end
val sec_2_2bii_zusi_init_key_cert =
(generateCertFid(sec_2_2bii_init_key_cert),
Cert(encryptCert(sec_2_2bii_init_key_cert)))
val sec_2_2bii_zusi_si_init_key_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2bii_init_key_cert),2),
Si(H_M_I(sec_2_2bii_si_seed_init_key_cert,1)))
val sec_2_2bii_init_priv_cert : CERT =
let val content = ("E", "Privilege1", "2", 3,5,
H_M_I(sec_2_2bii_si_seed_init_priv_cert,3), "IA2")
in (content, (hashCertcontent(content),("publ-IA2", "IA2"),s), p)
end
(* modified initial privilege cert: plain text screwed up *)
val sec_2_2bii_init_priv_cert_modification : CERT =
let val content = ("E", "Privilege1-error", "2-error", 1,5,
H_M_I(sec_2_2bii_si_seed_init_priv_cert,3), "IA2")
in (content, (hashCertcontent(content),("publ-IA2", "IA2"),s), p)
end
val sec_2_2bii_zusi_init_priv_cert =
(generateCertFid(sec_2_2bii_init_priv_cert),
Cert(encryptCert(sec_2_2bii_init_priv_cert)))
val sec_2_2bii_zusi_init_priv_cert_modification =
(generateCertFid(sec_2_2bii_init_priv_cert),
Cert(encryptCert(sec_2_2bii_init_priv_cert_modification)))
val sec_2_2bii_zusi_si_init_priv_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2bii_init_priv_cert),1),
Si(H_M_I(sec_2_2bii_si_seed_init_priv_cert,2)))
val sec_2_2bii_issuer_priv_cert : CERT =
let val content = ("IA2", "Privilege1", "5", 1,5,
H_M_I(sec_2_2bii_si_seed_issuer_priv_cert,5), "SoA1")
in (content, (hashCertcontent(content),("publ-SoA1", "SoA1"),s), p)
end
val sec_2_2bii_zusi_issuer_priv_cert =
(generateCertFid(sec_2_2bii_issuer_priv_cert),
Cert(encryptCert(sec_2_2bii_issuer_priv_cert)))
val sec_2_2bii_zusi_si_issuer_priv_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2bii_issuer_priv_cert),3),
Si(H_M_I(sec_2_2bii_si_seed_issuer_priv_cert,2)));
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(* initial marking for place TopLevelModel’SN_DataStore *)
val sec_2_2bii_store : P2P_DATA_LIST =
[sec_2_2bii_zusi_init_key_cert,sec_2_2bii_zusi_si_init_key_cert,
sec_2_2bii_zusi_init_priv_cert_modification,sec_2_2bii_zusi_init_priv_cert,
sec_2_2bii_zusi_si_init_priv_cert,sec_2_2bii_zusi_issuer_priv_cert,
sec_2_2bii_zusi_si_issuer_priv_cert]
C.3.4.3 Fall 2.2.c. Manipulation eines Zertifikats (Ziel: Betrug)
Fall 2.2.c.i
val sec_2_2ci_si_seed_init_key_cert = 120
val sec_2_2ci_si_seed_issuer_key_cert = 121
val sec_2_2ci_init_key_cert : CERT =
let val content = ("E2", "pk", "publ-E2", 2,4,
H_M_I(sec_2_2ci_si_seed_init_key_cert,3), "IA1")
in (content, (hashCertcontent(content),("publ-IA1", "IA1"),s), a)
end
(* modified key cert: public key of E2 is replaced with public key of E *)
val sec_2_2ci_init_key_cert_modification : CERT =
let val content = ("E2", "pk", "publ-E2", 2,4,
H_M_I(sec_2_2ci_si_seed_init_key_cert,3), "IA1")
val content_modification = ("E2", "pk", "publ-E", 2,4,
H_M_I(sec_2_2ci_si_seed_init_key_cert,3), "IA1")
in (content_modification, (hashCertcontent(content),("publ-IA1", "IA1"),s), a)
end
val sec_2_2ci_zusi_init_key_cert =
(generateCertFid(sec_2_2ci_init_key_cert),
Cert(encryptCert(sec_2_2ci_init_key_cert)))
val sec_2_2ci_zusi_init_key_cert_modification=
(generateCertFid(sec_2_2ci_init_key_cert_modification),
Cert(encryptCert(sec_2_2ci_init_key_cert_modification)))
val sec_2_2ci_zusi_si_init_key_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2ci_init_key_cert),2),
Si(H_M_I(sec_2_2ci_si_seed_init_key_cert,1)))
val sec_2_2ci_zusi_si_init_key_cert_modification : P2P_DATA =
(generateSiFid(hashCert(sec_2_2ci_init_key_cert_modification),2),
Si(H_M_I(sec_2_2ci_si_seed_init_key_cert,1)))
val sec_2_2ci_issuer_key_cert : CERT =
let val content = ("IA1", "pk", "publ-IA1", 1,4,
H_M_I(sec_2_2ci_si_seed_issuer_key_cert,4), "TA1")
in (content, (hashCertcontent(content),("publ-TA1", "TA1"),s), a)
end
val sec_2_2ci_zusi_issuer_key_cert =
222 Anhang C: Methoden & Initial Markings Sicherheitsanalyse
(generateCertFid(sec_2_2ci_issuer_key_cert),
Cert(encryptCert(sec_2_2ci_issuer_key_cert)));
val sec_2_2ci_zusi_si_issuer_key_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2ci_issuer_key_cert),3),
Si(H_M_I(sec_2_2ci_si_seed_issuer_key_cert,1)));
(* initial marking for place TopLevelModel’SN_DataStore *)
val sec_2_2ci_store : P2P_DATA_LIST =
[sec_2_2ci_zusi_init_key_cert_modification,sec_2_2ci_zusi_init_key_cert,
sec_2_2ci_zusi_si_init_key_cert,sec_2_2ci_zusi_si_init_key_cert_modification,
sec_2_2ci_zusi_issuer_key_cert,sec_2_2ci_zusi_si_issuer_key_cert]
Fall 2.2.c.ii
val sec_2_2cii_si_seed_init_key_cert = 130
val sec_2_2cii_si_seed_init_priv_cert = 131
val sec_2_2cii_si_seed_issuer_priv_cert = 132
val sec_2_2cii_init_key_cert : CERT =
let val content = ("E", "pk", "publ-E", 2,4,
H_M_I(sec_2_2cii_si_seed_init_key_cert,3), "TA1")
in (content, (hashCertcontent(content),("publ-TA1", "TA1"),s), a)
end
val sec_2_2cii_zusi_init_key_cert =
(generateCertFid(sec_2_2cii_init_key_cert),
Cert(encryptCert(sec_2_2cii_init_key_cert)))
val sec_2_2cii_zusi_si_init_key_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2cii_init_key_cert),2),
Si(H_M_I(sec_2_2cii_si_seed_init_key_cert,1)))
val sec_2_2cii_init_priv_cert_forE2 : CERT =
let val content = ("E2", "Privilege1", "2",3,5,
H_M_I(sec_2_2cii_si_seed_init_priv_cert,3), "IA2")
in (content, (hashCertcontent(content),("publ-IA2", "IA2"),s), p)
end
(* modified initial privilege cert: claim privilege of E2 for E *)
val sec_2_2cii_init_priv_cert_modification_forE : CERT =
let val content = ("E2", "Privilege1", "2",3,5,
H_M_I(sec_2_2cii_si_seed_init_priv_cert,3), "IA2")
val content_modification = ("E", "Privilege1", "2",3,5,
H_M_I(sec_2_2cii_si_seed_init_priv_cert,3), "IA2")
in (content_modification, (hashCertcontent(content),("publ-IA2", "IA2"),s), p)
end
val sec_2_2cii_zusi_init_priv_cert_forE2 =
(generateCertFid(sec_2_2cii_init_priv_cert_forE2),
Cert(encryptCert(sec_2_2cii_init_priv_cert_forE2)))
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val sec_2_2cii_zusi_init_priv_cert_modification_forE =
(generateCertFid(sec_2_2cii_init_priv_cert_modification_forE),
Cert(encryptCert(sec_2_2cii_init_priv_cert_modification_forE)))
val sec_2_2cii_zusi_si_init_priv_cert_forE2 : P2P_DATA =
(generateSiFid(hashCert(sec_2_2cii_init_priv_cert_forE2),1),
Si(H_M_I(sec_2_2cii_si_seed_init_priv_cert,2)))
(* valid si for the modified initial privilege cert *)
val sec_2_2cii_zusi_si_init_priv_cert_modification_forE : P2P_DATA =
(generateSiFid(hashCert(sec_2_2cii_init_priv_cert_forE2),1),
Si(H_M_I(sec_2_2cii_si_seed_init_priv_cert,2)));
val sec_2_2cii_issuer_priv_cert : CERT =
let val content = ("IA2", "Privilege1", "1", 1,5,
H_M_I(sec_2_2cii_si_seed_issuer_priv_cert,5), "SoA1")
in (content, (hashCertcontent(content),("publ-SoA1", "SoA1"),s), p)
end
val sec_2_2cii_zusi_issuer_priv_cert =
(generateCertFid(sec_2_2cii_issuer_priv_cert),
Cert(encryptCert(sec_2_2cii_issuer_priv_cert)))
val sec_2_2cii_zusi_si_issuer_priv_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2cii_issuer_priv_cert),3),
Si(H_M_I(sec_2_2cii_si_seed_issuer_priv_cert,2)))
(* initial marking for place TopLevelModel’SN_DataStore *)
val sec_2_2cii_store : P2P_DATA_LIST =
[sec_2_2cii_zusi_init_key_cert,sec_2_2cii_zusi_si_init_key_cert,
sec_2_2cii_zusi_init_priv_cert_modification_forE,
sec_2_2cii_zusi_init_priv_cert_forE2,
sec_2_2cii_zusi_si_init_priv_cert_forE2,
sec_2_2cii_zusi_si_init_priv_cert_modification_forE,
sec_2_2cii_zusi_issuer_priv_cert,sec_2_2cii_zusi_si_issuer_priv_cert]
C.3.4.4 Fall 2.2.d. Neuzusammenstellung eines Zertifikats (Ziel: Betrug)
Fall 2.2.d.i
val sec_2_2di_si_seed_init_key_cert = 200
val sec_2_2di_si_seed_issuer_key_cert = 201
(* newly assembled initial key cert with random signature *)
val sec_2_2di_init_key_cert_random : CERT =
let val content = ("E", "pk", "publ-E",2,4,
H_M_I(sec_2_2di_si_seed_init_key_cert,3), "IA1")
in (content, (hashCertcontent(content),("publ-Rand", "Random"),s), a)
end
val sec_2_2di_zusi_init_key_cert_random =
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(generateCertFid(sec_2_2di_init_key_cert_random),
Cert(encryptCert(sec_2_2di_init_key_cert_random)))
val sec_2_2di_zusi_si_init_key_cert_random : P2P_DATA =
(generateSiFid(hashCert(sec_2_2di_init_key_cert_random),2),
Si(H_M_I(sec_2_2di_si_seed_init_key_cert,1)))
val sec_2_2di_issuer_key_cert : CERT =
let val content = ("IA1", "pk", "publ-IA1", 1,4,
H_M_I(sec_2_2di_si_seed_issuer_key_cert,4), "TA1")
in (content, (hashCertcontent(content),("publ-TA1", "TA1"),s), a)
end
val sec_2_2di_zusi_issuer_key_cert =
(generateCertFid(sec_2_2di_issuer_key_cert),
Cert(encryptCert(sec_2_2di_issuer_key_cert)))
val sec_2_2di_zusi_si_issuer_key_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2di_issuer_key_cert),3),
Si(H_M_I(sec_2_2di_si_seed_issuer_key_cert,1)))
(* initial marking for place TopLevelModel’SN_DataStore *)
val sec_2_2di_store : P2P_DATA_LIST =
[sec_2_2di_zusi_init_key_cert_random,sec_2_2di_zusi_si_init_key_cert_random,
sec_2_2di_zusi_issuer_key_cert,sec_2_2di_zusi_si_issuer_key_cert]
Fall 2.2.d.ii
val sec_2_2dii_si_seed_init_key_cert = 210
val sec_2_2dii_si_seed_init_priv_cert = 211
val sec_2_2dii_si_seed_issuer_priv_cert = 212
val sec_2_2dii_init_key_cert : CERT =
let val content = ("E", "pk", "publ-E",2,4,
H_M_I(sec_2_2dii_si_seed_init_key_cert,3), "TA1")
in (content, (hashCertcontent(content),("publ-TA1", "TA1"),s), a)
end
val sec_2_2dii_zusi_init_key_cert =
(generateCertFid(sec_2_2dii_init_key_cert),
Cert(encryptCert(sec_2_2dii_init_key_cert)))
val sec_2_2dii_zusi_si_init_key_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2dii_init_key_cert),2),
Si(H_M_I(sec_2_2dii_si_seed_init_key_cert,1)))
val sec_2_2dii_init_priv_cert_rand : CERT =
let val content = ("E", "Privilege1", "2",3,5,
H_M_I(sec_2_2dii_si_seed_init_priv_cert,3), "IA2")
in (content, (hashCertcontent(content),("publ-Rand", "Random"),s), p)
end
Anhang C: Methoden & Initial Markings Sicherheitsanalyse 225
val sec_2_2dii_zusi_init_priv_cert_rand =
(generateCertFid(sec_2_2dii_init_priv_cert_rand),
Cert(encryptCert(sec_2_2dii_init_priv_cert_rand)))
(* newly assembled initial privilege cert with random signature *)
val sec_2_2dii_zusi_si_init_priv_cert_rand : P2P_DATA =
(generateSiFid(hashCert(sec_2_2dii_init_priv_cert_rand),1),
Si(H_M_I(sec_2_2dii_si_seed_init_priv_cert,2)))
val sec_2_2dii_issuer_priv_cert : CERT =
let val content = ("IA2", "Privilege1", "5",1,5,
H_M_I(sec_2_2dii_si_seed_issuer_priv_cert,5), "SoA1")
in (content, (hashCertcontent(content),("publ-SoA1", "SoA1"),s), p)
end
val sec_2_2dii_zusi_issuer_priv_cert =
(generateCertFid(sec_2_2dii_issuer_priv_cert),
Cert(encryptCert(sec_2_2dii_issuer_priv_cert)))
val sec_2_2dii_zusi_si_issuer_priv_cert : P2P_DATA =
(generateSiFid(hashCert(sec_2_2dii_issuer_priv_cert),3),
Si(H_M_I(sec_2_2dii_si_seed_issuer_priv_cert,2)))
(* initial marking for place TopLevelModel’SN_DataStore *)
val sec_2_2dii_store : P2P_DATA_LIST =
[sec_2_2dii_zusi_init_key_cert,sec_2_2dii_zusi_si_init_key_cert,
sec_2_2dii_zusi_init_priv_cert_rand,sec_2_2dii_zusi_si_init_priv_cert_rand,
sec_2_2dii_zusi_issuer_priv_cert,sec_2_2dii_zusi_si_issuer_priv_cert]
Anhang D
Abku¨rzungsverzeichnis
AAI Authentifizierungs- und Autorisierungsinfrastruktur
AOL America Online
CA Certificate Authority; Zertifizierungsstelle
CAN Content-Addressable Network
CFS Cooperative File System; Verteiltes P2P Dateisystem
CPN Coloured Petri Net; gefa¨rbtes Petrinetz
CPU Central Processing Unit
CRL Certificate Revocation List
CRS Certificate Revocation Status Directory
CRT Certificate Revocation Tree
CVT Certificate Verification Tree
DFN Deutsches Forschungsnetz
DHT Distributed Hash Table; verteilt gespeicherte Tabelle mit Key-
Value-Zuordnungen
DNS Domain Name System; Hierarchisches Server-System zur Na-
mensauflo¨sung im Internet
EFECT Easy Fast Efficient Certificate Technique
EE End-Entita¨t; Zertifikatinhaber in einer AAI
FIFO First In - First Out
HCPN Hierarchical Coloured Petri Net
HCRS Hierarchical Certificate Revocation System
GCC GNU Compiler Collection
GNU GNU is Not Unix; Rekursives Akronym - heute i.A. fu¨r freie Soft-
ware gebraucht
GPL General Public License; Open-Source Lizenz Richard Stallman
GSL GNU Scientific Library; Freie und weitverbreitete Mathematikbi-
bliothek
IA Issuing Authority; Aussteller von Zertifikaten in einer AAI
ID Identifier; (eindeutiger) Bezeichner
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IP Internet Protocol; Vermittelbares Netzwerk Protokoll
IPSec Internet Protocol Security; Abgesicheres Internet Protokoll
IPv6 Internet Protocol Version 6
ISDN Integrated Services Digital Network; Digitales Telefonnetz
ISO International Organization for Standardization
ITU-T International Telecommunication Union; Kommunikationsagentur
der UNO
LNCS Lecture Notes in Computer Science; Buchserie des Springer Ver-
lags
LRM Local Relational Model; Datenmodell im Bereich P2P
MIT Massachusetts Institute of Technology
NAT Network Address Translation; Adressumsetzung und Maskierung
von IP-Adressen
NFS Network File System; Netzwerk Dateisystem von Sun Microsys-
tems
OCSP Online Certificate Status Protocol
OSI Open Systems Interconnection; Urspru¨nglich: Netzwerkimplemen-
tierung - heute: Netzwerkreferenzmodell
P2P Peer-to-Peer
P2P-ZuSI Peer-to-Peer Zertifikat- und Status-Informationssystem
PC Personal Computer
PERMIS PrivilEge and Role Management Infrastructure Standards Valida-
tion Project
PIER P2P Information Exchange and Retrieval; P2P Anfragesystem
PGP Pretty Good Privacy; Programm zur Verschlu¨sselung von
Privatnutzer-Kommunikation mit integrierter Web-of-Trust-PKI
PKI Public Key Infrastructure
PMI Privilege Management Infrastructure
RA Registration Authority
RBAC Role Based Access Control; Rollenbasierte Zugriffsrechte
RFC Request for Comments
RPC Remote Procedure Call; netzwerkbasierte Ausfu¨hrung einer Pro-
zedur auf einem anderen Rechner
RSA Rivest, Shamir und Adleman (Kryptosystem); Asymmetrisches
Verschlu¨sselungsverfahren
SA Status Authority; Verwalter des Zertifikatstatus in einer AAI
SAML Security Assertion Markup Language; Markup-Sprache fu¨r
Sicherheits-Informationen
SB Suicide Bureau; Entita¨t, die o¨ffentliche Schlu¨ssel von EEs verwal-
tet
SDSI Simple Distributed Security Infrastructure
Seti Search for Extra Terrestrial Intelligence
SHA Secure Hash Algorithm; Klasse standardisierter kryptographischer
Hash-Funktionen
SI Statusinformation; positive Statusnachricht gema¨ß CRS und
NewPKI
SoA Source of Authority
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SOAP Simple Object Access Protocol; Leichtgewichtiges U¨bertragungs-
protokoll fu¨r Webservices
SPKI Simple Public Key Infrastructure
SSL Secure Sockets Layer; Hybrides, verschlu¨sseltes U¨bertragungspro-
tokoll
SSO Single Sign-On
TA Trust Anchor; Vertrauensanker
TCP Transmission Control Protocol; Verbindungsorientiertes Trans-
portprotokoll
TLS Transport Layer Security
TTL Time To Live; Begriff fu¨r die Gu¨ltigkeitsdauer in der Netzwerk-
technik
UDP User Datagram Protocol; Verbindungsloses Transportprotokoll
UnP Username Password
V Verifier; Pru¨fer in einer AAI
VOMS Virtual Organizational Membership Service
VPN Virtual Private Netzwork
WoT Web of Trust
XOR Exclusive Or
Anhang E
Dateien zur Dissertation
Bestandteil der Dissertation ist ein ZIP-Archiv mit den folgenden Inhalten:
HCPN/ Verzeichnis fu¨r CPN-Modelle
HCPN/README.txt Hinweise zu CPN Tools
HCPN/Graphik/ Graphikdateien der CPN-Modelle
HCPN/Graphik/Grundmodell und AS2/ EPS-Abbildungen der Pages des Grund-
modells, ebf. zutreffend fu¨r Angriffssze-
nario 2 (da impliziter Angreifer)
HCPN/Graphik/AS1/ EPS-Abbildungen der vom Grundmo-
dell abweichenden Pages in Angriffssze-
nario 1
HCPN/Modelle/ Modell-Dateien im .cpn-Format
HCPN/Modelle/ZuSI-Grundmodell.cpn Grundmodell aus Kapitel 6
HCPN/Modelle/ZuSI-Sicherheitsanalyse-Case1.cpn Angriffsszenario 1
HCPN/Modelle/ZuSI-Sicherheitsanalyse-Case2-1.cpn Angriffsszenario 2.1
HCPN/Modelle/ZuSI-Sicherheitsanalyse-Case2-2ab.cpn Angriffsszenarien 2.2.a und 2.2.b
HCPN/Modelle/ZuSI-Sicherheitsanalyse-Case2-2c.cpn Angriffsszenario 2.2.c
HCPN/Modelle/ZuSI-Sicherheitsanalyse-Case2-2d.cpn Angriffsszenario 2.2.d
Kad-Analyse/ Verzeichnis fu¨r stochastische Analyse
von Kademlia
Kad-Analyse/gsl-1.9.tar.gz GNU Scientific Library als Source-
Tarball
Kad-Analyse/Makefile Anweisungen fu¨r make zum Erstellen
des Bina¨rprogramms fu¨r die Kademlia-
Analyse
Kad-Analyse/bin/ Speicherort des Analyse-Bina¨rpro-
gramms
Kad-Analyse/obj/ Speicherort der Objektdatei
Kad-Analyse/src/analysis.cpp Quellcode
Das Archiv steht unter der Adresse http://www.koenen-dresp.de/research-wiebke/ zur
Verfu¨gung.
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