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THE STRUCTURE OF TRANSLATIONAL TILINGS IN Zd
RACHEL GREENFELD AND TERENCE TAO
Abstract. We obtain structural results on translational tilings of periodic functions
in Zd by finite tiles. In particular, we show that any level one tiling of a periodic set
in Z2 must be weakly periodic (the disjoint union of sets that are individually periodic
in one direction), but present a counterexample of a higher level tiling of Z2 that fails
to be weakly periodic. We also establish a quantitative version of the two-dimensional
periodic tiling conjecture which asserts that any finite tile in Z2 that admits a tiling,
must admit a periodic tiling, by providing a polynomial bound on the period; this
also gives an exponential-type bound on the computational complexity of the problem
of deciding whether a given finite subset of Z2 tiles or not. As a byproduct of our
structural theory, we also obtain an explicit formula for a universal period for all
tilings of a one-dimensional tile.
1. Introduction
1.1. Translational tiling. Let d > 1 be an integer, and let F ⊂ Zd be a finite subset
of the standard lattice Zd. A tiling1 of Zd by F is a subset A of Zd with the property
that every element of Zd has precisely one representation of the form f + a with f ∈ F
and a ∈ A. We refer to F as the tile and A as the tiling set, thus Zd is partitioned (or
tiled) by translates F + a of the tile F by elements a of the tiling set. In terms of the
convolution operation
f ∗ g(x) :=
∑
y∈Zd
f(y)g(x− y)
on Zd (which is well-defined if at least one of f, g is compactly supported, and f, g are
real-valued; alternatively, one of f, g can take values in the unit circle R/Z if the other
is integer-valued), this property can be expressed as
1F ∗ 1A = 1,
where 1F denotes the indicator function of F , and similarly for A. More generally, for
any natural number k and a subset E ⊂ Zd, a tiling of level k of E by the tile F is a
set A such that
1F ∗ 1A = k1E .
We omit the qualifier “of level k” if k = 1, and “of E” if E = Zd.
1.2. Periodicity. We call a function f : Zd → R Λ-periodic for some subgroup Λ of Zd
if f(x+ λ) = f(x) for all x ∈ Zd and λ ∈ Λ; we simply call f periodic if it is Λ-periodic
for some Λ which is a lattice (a subgroup on Zd whose index [Zd : Λ] is finite).
We call a set E ⊂ Zd Λ-periodic (resp. periodic) if 1E is Λ-periodic (resp. periodic).
Note from Lagrange’s theorem that if Λ is a lattice of index ℓ := [Zd : Λ], then any
Λ-periodic set or function will also be ℓZd-periodic. We call a set E ⊂ Z2 weakly
1All tilings in this paper are by translation; we do not consider tilings that involve rotation in
addition to translation.
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periodic if it can be represented as the disjoint union E = E1 ⊎ · · · ⊎ Em of finitely
many sets E1, . . . , Em, with each Ej 〈hj〉-periodic along a one-dimensional subgroup
〈hj〉 := {nhj : n ∈ Z} for some non-zero hj ∈ Z2.
1.3. Periodicity of tiling. In one dimension it is easy to see from the pigeonhole
principle that any tiling A by a finite tile (of any level k) is periodic. However in higher
dimensions tiling sets need not be periodic. For instance, if d = 2 and F1 is the square
F = {0, 1}2, then any set A1 of the form
A1 := {(2n, 2m+ a(n)) : n,m ∈ Z}
with a : Z → {0, 1} an arbitrary function, is a tiling by F1, but is only periodic if a is
periodic. On the other hand, we observe that this tiling is still 〈(0, 2)〉-periodic. As a
slightly more complex example of this type, if F2 := {0, 2} × {0, 1}, then any set A2 of
the form
A2 := {(4n, 2m+ a(n)) : n,m ∈ Z} ∪ {(4n+ 1 + 2b(m), 2m) : n ∈ Z}
for arbitrary functions a, b : Z → {0, 1} is a tiling by F . In general, A2 will not be
periodic along any non-trivial group Λ, but will always be weakly periodic, being the
disjoint union of a 〈(0, 2)〉-periodic set and a 〈(4, 0)〉-periodic set.
Our investigations were primarily motivated by the periodic tiling conjecture of La-
garias and Wang [LW] (which also implicitly appears previously in [GS, p. 23]):
Conjecture 1.1 (Periodic tiling conjecture). Let F ⊂ Zd be a finite tile. If there is at
least one tiling A by F , then there exists a tiling A′ by F which is periodic.
This conjecture was established in d = 1 in [N] as a quick application of the pigeonhole
principle. For d = 2, the conjecture was recently established by Bhattacharya [B2] using
ergodic theory techniques and a “dilation lemma” proven using elementary number
theory (or elementary commutative algebra); see [WV] for some earlier partial results
in the d = 2 case. For d > 2 the conjecture is known when the cardinality |F | of F is
prime or equal to 4 [S3], but remains open in general. On the other hand, the tiling
conjecture for multiple tiles F1, . . . , Fk in Z
d is known to be false [B], [R]. Finally, we
remark that by a well known argument attributed to Wang (see [B], [R]), the validity of
Conjecture 1.1 at a given dimension d implies that the problem of determine whether a
tile F tiles Zd or not is decidable. We refer the reader to [R], [S3] for further discussion
and surveys of tiling problems in lattices.
Remark 1.2. There is also extensive literature on tiling problems on other groups than
Z
d, both by indicator functions 1F and by more general tiling functions f . For instance,
the analogue of Conjecture 1.1 in Rd is known for convex polytopes [V], [M] and for
topological disks [GN], [K], and the one-dimensional case is established (for bounded
tiles) in [LM], [LW], [KL]. See the recent papers [L], [KL3] for further results and open
problems of tiling in R and in Rd. Tiling of more general locally compact groups by
functions is studied in [HN], [LM]. There is also substantial literature on tiling finite
abelian groups, which in this context is also known as factorization; see the text [SS] for
a detailed presentation of this topic. However, the focus of this paper will be exclusively
on tiling problems in lattices Zd.
1.4. Results. We can now state our first main theorem, which clarifies the nature of
level one tilings of periodic sets in two dimensions, in particular revealing a fundamental
difference between level one tilings and higher level tilings.
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Theorem 1.3 (Tilings in Z2).
(i) (Level one tilings in the plane are weakly periodic) If F ⊂ Z2 is finite and A is a
level one tiling of a periodic set by F , then A is weakly periodic.
(ii) (Higher level tilings in the plane need not be weakly periodic) There exists an eight-
element subset F ⊂ Z2 and a level 4 tiling of Z2 which is not weakly periodic.
Theorem 1.3(ii) is established by an explicit construction which we give in Section 2;
the tiling set is a finite Boolean combination of “Bohr sets”. We now discuss Theorem
1.3(i). In fact, we have a more quantitative version of this result. Here and in the
sequel we use the asymptotic notation X = O|F |(Y ), X ≪|F | Y , or Y ≫|F | X to denote
an estimate of the form |X| 6 C|F |Y where C|F | is a quantity depending only on |F |.
Similarly with the subscript |F | replaced by other parameters.
Theorem 1.4 (Quantitative weak periodicity of level one tilings in Z2). Let F ⊂ Z2 be
a tile with 1 < |F | < ∞ and 0 ∈ F , and let A be a level one tiling of an ℓZ2-periodic
set E by F for some natural number ℓ. Then there is a lattice Λ ⊂ ℓZ2 of index
[ℓZ2 : Λ]≪|F | diam(F )2(|F |−1)2
and pairwise incommensurable vectors h1, . . . , hm ∈ Z2 for some 1 6 m 6 |F | − 1 with
magnitude bounds
‖h1‖, . . . , ‖hm‖ 6 diam(F )|F |−1 (1.1)
and a positive integer multiple L of size
L≪|F | diam(F )|F |(|F |−1) (1.2)
such that the intersection of A with each coset of Λ is 〈ℓLhj〉-periodic for some j =
1, . . . , m. Furthermore each hj is an integer multiple of a vector in F\{0}.
Note that Theorem 1.4 implies Theorem 1.3(i) after translating the tile F so that
0 ∈ F and dealing with the easy case |F | = 1 separately. Theorem 1.4 also allows us
to classify two-dimensional tilings of level one in terms of one-dimensional tilings. This
classification, in turn, provides a well description of the structure of any two-dimensional
tiling of level one. Moreover, using Theorem 1.4 we prove the following quantitative
generalization of the d = 2 case of Conjecture 1.1, with polynomial type bounds (and
also an extension to tilings of other periodic subsets E of Z2 than the full lattice Z2):
Theorem 1.5 (Quantitative periodic tiling conjecture in two dimensions). Let F ⊂ Z2
be a finite tile, and let E ⊂ Z2 be an ℓZ2-periodic set for some ℓ > 1. If there is at least
one tiling A of E by F , then there exists a tiling A′ of E by F by an ℓMZ2-periodic set
with
M ≪|F | diam(F )O(|F |4).
This theorem has the following bound on the computational complexity of deciding
whether a given finite set F is a tile, which is of exponential type in the diameter of F
if |F | is bounded:
Corollary 1.6 (Computational complexity bound for planar tiling). There is an algo-
rithm which, when given a finite subset F of Z2 as input, decides whether F can tile Z2
in time O|F |(exp(O|F |(diam(F )
O(|F |4)))) (counting each arithmetic operation as costing
time O(1)).
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Proof. By Theorem 1.5, it suffices to check tilings A that are MZ2-periodic for some
M ≪|F | diam(F )O(|F |4). Each such tiling can be checked in time O|F |(M2), and the
number of MZ2-periodic tilings is at most 2M
2
for each M , giving the claim. 
Note that the results in [B2] established that the tiling problem in Z2 was decidable,
but gave no bound on the computational complexity. The proof of Corollary 1.6 also
shows that for fixed |F |, the decision problem is in the complexity class NP with respect
to the diameter diam(F ); for instance, in the unlikely event that P = NP , the decision
problem could now be performed in time polynomial in the diameter. It seems of interest
to see if the exponential bound can be improved without the P = NP hypothesis in
the regime when |F | is bounded. In one dimension the best complexity bound currently
known is exp(Oε(diam(F )
1/3+ε)) for any ε > 0, due to B´ıro´ [B3].
We now discuss further the proof of Theorem 1.4. Our starting point is the following
quite explicit structural theorem valid in all dimensions and levels, which we believe to
be of independent interest:
Theorem 1.7 (Structure of tilings). Let d > 1, let F be a finite subset of Zd, and let
A ⊂ Zd be a set such that 1F ∗1A is ℓZd-periodic for some ℓ > 1. We normalize 0 ∈ F .
Then there exists a decomposition
1A = 1F ∗ 1A −
∑
f∈F\{0}
ϕf (1.3)
where for each f ∈ F\{0}, ϕf : Zd → [0, 1] is a function which is 〈qf〉-periodic, where
q is the least common multiple of ℓ and all the primes less than or equal to 2|F |.
We establish this result in Section 3. It is a consequence of (a generalization of) the
dilation lemma from [B2], which roughly speaking asserts that if a set (or multi-set) A
is a tiling for a tile F , then it is also a tiling for all dilations rF of that tile, as long as
r is congruent to 1 with respect to a suitable modulus. This fact is number-theoretic
in nature, ultimately boiling down to the Frobenius identity (x+ y)p = xp + yp that is
valid in any commutative ring of characteristic p. Theorem 1.7 is then established by
averaging over all such dilations r.
Remark 1.8. Theorem 1.7 has the Fourier-analytic consequence that the distributional
Fourier transform 1̂A of A, which is a distribution on the torus (R/Z)
d, is supported on
the union of the finite subgroup
(
1
ℓ
Z/Z
)d
and the codimension one subgroups (qf)⊥ :=
{ξ ∈ (R/Z)d : qf ·ξ = 0} for f ∈ F\{0}. A qualitatively similar conclusion regarding the
spectral measure of a measure-preserving system associated to a tiling was obtained in
[B2, Lemma 3.2]. Our initial arguments relied heavily on this Fourier analytic structure,
but we found eventually that physical-space arguments were simpler and gave superior
bounds to those relying on the Fourier transform. Furthermore, the physical-space
approach we developed provided us with more structural data, which in particular
allowed us to gain better understanding of the rigidity of tiling structures in Z2.
Theorem 1.7 already resembles an assertion of weak periodicity of 1A, except that
the terms on the right-hand side of (1.3) are not indicator functions. Nevertheless, the
structural theorem turns out to be particularly powerful in the case of level one tilings,
when it imposes a powerful pointwise constraint∑
f∈F\{0}
ϕf 6 1 (1.4)
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on the functions ϕf . Furthermore, by working modulo 1 to eliminate the 1A and 1F ∗1A
terms from (1.3), we also have the important identity∑
f∈F\{0}
ϕf = 0 mod 1.
In dimension two, one can apply discrete differentiation operators, exploiting the partial
periodicity of the ϕf to conclude that the functions ϕf mod 1 are polynomials (after
collecting commensurable terms). The classical Weyl equidistribution theory of these
polynomials then asserts that these functions are either periodic or equidistributed in
the unit circle. The powerful constraint (1.4) lets us eliminate the equidistributed case,
and some further elementary arguments (involving linear algebra facts such as Cramer’s
rule) then allow us to conclude Theorem 1.4.
The proof of Theorem 1.5 also proceeds by exploiting the dilation lemma, though
in a simpler fashion (there is no need to work modulo 1 in this case). One could also
establish results similar to Theorem 1.5 but with weaker bounds (of exponential type in
the diameter rather than polynomial) by using the pigeonhole principle instead of the
dilation lemma, but we do not present these arguments here.
As a further application of our structural results, we establish in Corollary 3.5 an
explicit formula for a universal period for all tilings A of a given one-dimensional tile
F ⊂ Z, which (remarkably) is only of polynomial size in the diameter, as opposed to
exponential, in the regime where the cardinality |F | of the tile is bounded.
Our results leave open the question of whether the analogue of Conjecture 1.1 for
higher level (i.e., whether any tile F that admits a level k tiling, also admits a level
k tiling by a periodic set) is true in two dimensions; neither our positive or negative
results seem strong enough to resolve this question. In the one dimensional lattice the
claim easily follows from the pigeonhole principle (or from Corollary 3.5 below), which
forces all tiling sets at any level to be periodic. On the other hand, on the continuous
line R an example was given in [KL2] of an L1(R) function of unbounded support that
tiled R by a set which was not the finite union of periodic sets. We also mention the
recent result of Liu [L] that if a function f ∈ L1(Rd) tiles by a finite union of lattices at
some level, then it also tiles by a single lattice at a possibly different level. We refer the
reader to the recent survey [KL3] for further discussion of tiling results in R and Rd.
We plan to investigate the applications of this theory to higher-dimensional lattice
tilings in subsequent work.
1.5. The paper is organized as follows.
In Section 2, we present a constructive proof of Theorem 1.3(ii). This section is
self-contained and will not be used in what follows.
In Section 3, we develop an approach to study tiling structures in Zd and prove our
structure theorem, Theorem 1.7. The proof relies on Lemma 3.1, which we refer to
as the “dilation lemma”. As a direct corollary of our structure theorem, we obtain an
explicit universal period of one-dimensional tilings, of polynomial size in the diameter
of the tile.
In Sections 4 and 5, we apply the results of Section 3 to level one tilings of periodic
sets in Z2. In Section 4, using polynomial sequences (based on [B2]), we prove Theo-
rem 1.4 which is a quantitative version of Theorem 1.3(i). In Section 5, we establish a
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satisfactory description of the structure of any such tiling and prove Theorem 1.5, by
combining the former presented results with a “slicing lemma”.
1.6. Notation. If F ⊂ Zd is a set and r is a natural number, we use rF := {rf : f ∈ F}
to denote the dilation of F by r. In particular we have the lattices rZd = {rn : n ∈ Zd}.
We use |F | to denote the cardinality of F ; by abuse of notation we also use |z| to denote
the magnitude of a real or complex number z.
We use x 7→ x mod 1 to denote the projection homomorphism from R to the (ad-
ditive) unit circle R/Z. A polynomial of degree at most d from Z to R/Z is a map
P : Z → R/Z of the form
P (n) = α0 + α1n+ · · ·+ αdnd
for some α0, . . . , αd ∈ R/Z.
Two vectors h1, h2 ∈ Zd are said to be commensurable if one is a scalar multiple of the
other, and incommensurable otherwise. In the two-dimensional case d = 2, we define
the wedge product h1 ∧ h2 to be the determinant of the 2× 2 matrix with rows h1, h2;
thus h1, h2 are commensurable if and only if h1∧h2 = 0. If h1, h2 are incommensurable,
we observe the Cramer rule
v =
v ∧ h2
h1 ∧ h2h1 +
v ∧ h1
h2 ∧ h1h2 (1.5)
for any v ∈ Z2 (this is easily verified by first testing the cases v = h1, h2, then extending
by linearity). In particular, if we let 〈h1, h2〉 denote the lattice generated by h1, h2, we
have the inclusion
|h1 ∧ h2|Z2 ⊂ 〈h1, h2〉. (1.6)
This inclusion can also be established from Lagrange’s theorem, since |h1 ∧ h2| is the
index of 〈h1, h2〉. From Hadamard’s inequality one has
|h1 ∧ h2| 6 ‖h1‖‖h2‖
where ‖h‖ denotes the Euclidean length of an element h of Zd.
An element h ∈ Zd is said to be primitive if it cannot be written as h = mh′ for some
h′ ∈ Zd and some integer m > 1. Note that every non-zero element h of Zd can be
uniquely expressed as h = mh′ where m is a natural number and h′ ∈ Zd is primitive.
If h ∈ Zd, we use δh = 1{h} to denote the Kronecker delta function at h, and let ∆h
denote the discrete differentiation operator
∆hf(x) := (δ0 − δh) ∗ f(x) = f(x)− f(x− h)
in the direction h applied to a function f : Zd → R (or f : Zd → R/Z) at a location
x ∈ Zd. Note that these operators ∆h commute with each other and with convolution
by any additional function g:
∆h(f ∗ g) = (∆hf) ∗ g = f ∗∆hg.
1.7. Acknowledgments. RG was partially supported by the Eric and Wendy Schmidt
Postdoctoral Award. TT was partially supported by NSF grant DMS-1764034 and by
a Simons Investigator Award.
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2. The counterexample
In this section we prove Theorem 1.3(ii). The constructions here are not used else-
where in the paper; however, the analysis presented in the rest of the paper was what
led us to the counterexample presented here.
We first need to locate a sign pattern on Z2 that obeys certain cancellation properties.
Lemma 2.1. There exists a 4Z2-periodic function χ : Z2 → {−1, 1} such that one has
the cancellations
χ ∗ 1{(0,0),(0,2)} = 0 (2.1)
χ ∗ 1{(0,0),(1,0)} = 0 (2.2)
χ ∗ 1{(0,0),(2,−2)} = 0. (2.3)
Proof. It is a routine matter to check that the function
χ(m1, m2) := (−1)⌊m2/2⌋+m1 (2.4)
satisfies the claimed properties, where ⌊·⌋ is the integer part function. 
Let α be an arbitrary irrational number (e.g., α =
√
2). Consider the function
a(m1, m2) := χ(m1, m2) ({αm1}+ {αm2} − {α(m1 +m2)}+ 1/2) + 1/2
on Z2, where χ is as in Lemma 2.1 and {x} = x − ⌊x⌋ ∈ [0, 1) denotes the fractional
part of x ∈ R. Observe that {α(m1 + m2)} is either equal to {αm1} + {αm2} or
{αm1}+ {αm2}− 1, hence a(m1, m2) takes values in {0, 1}. Hence this is the indicator
function of some set A ⊂ Z2:
1A(m1, m2) := χ(m1, m2)({αm1}+ {αm2} − {α(m1 +m2)}+ 1/2) + 1/2.
Now introduce the eight-element tile
F := {t1(0, 2) + t2(1, 0) + t3(2,−2) : t1, t2, t3 ∈ {0, 1}}.
Note that we have the factorization
1F = 1{(0,0),(0,2)} ∗ 1{(0,0),(1,0)} ∗ 1{(0,0),(2,−2)}.
From (2.1) we see that the functions
(m1, m2) 7→ χ(m1, m2), (m1, m2) 7→ χ(m1, m2){αm2}
are annihilated by convolution with 1{(0,0),(0,2)}. Similarly, from (2.2) we see that
(m1, m2) 7→ χ(m1, m2){αm1}
is annihilated by convolution with 1{(0,0),(1,0)}, and from (2.3) we see that
(m1, m2) 7→ χ(m1, m2){α(m1 +m2)}
is annihilated by convolution with 1{(0,0),(2,−2)}. Finally, we have 1F ∗ 1 = |F | = 8.
Using the bilinear, commutative, and associative properties of convolution, we conclude
that
1F ∗ 1A = 4.
It remains to show that A is not weakly periodic. Suppose for contradiction that we
had a decomposition
1A = 1A1 + · · ·+ 1Am (2.5)
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where each Ai is 〈hi〉-periodic for some non-zero hi ∈ Z2. By repeatedly grouping
together sets Ai corresponding to commensurate hi and passing to least common multi-
ples, we may assume that the hi are pairwise incommensurable. In particular, at most
one of the hi is commensurate with (1, 0); by relabeling we may assume that hi is in-
commensurate with (1, 0) for all 2 6 i 6 m; by adding a dummy index if necessary
(and an empty set A1) we may assume that h1 is commensurate with (1, 0). We now
rearrange (2.5) as
χ(m1, m2){αm2} − 1A1(m1, m2) =
m∑
i=2
1Ai(m1, m2)− χ(m1, m2){αm1}
+ χ(m1, m2){α(m1 +m2)} − 12χ(m1, m2)− 12 .
(2.6)
The two terms on the left-hand side of (2.6) are 〈(4, 0)〉-periodic and 〈h1〉-periodic re-
spectively, thus the left-hand side of (2.6) is 〈4h1〉-periodic. Meanwhile, each of the
terms on the right-hand side of (2.6) is 〈h〉-periodic with respect to some h incommen-
surate with (1, 0) and hence with 4h1, Let e˜ ∈ Z2 be a vector incommensurate with all of
these periods h. Then we may find an integer multiple e = Ne˜ of e˜ which lies in 〈4h1, h〉
for all the periods h on the right-hand side of (2.6), thus one has a decomposition
e = ah(4h1) + bhh
for each such h. Applying the discrete differentiation operator ∆e−ah(4h1) then annihi-
lates any term on the right-hand side of (2.6) that is 〈h〉-periodic, and the operator is
equivalent to ∆e when applied to the left-hand side of (2.6). Applying enough of these
discrete differentiation operators to annihilate the entire right-hand side of (2.6), we
conclude that
∆ke(χ(m1, m2){αm2} − 1A1(m1, m2)) = 0
for some integer k. Thus, when evaluated on any coset of 〈e〉 = {ne : n ∈ Z}, the kth
discrete derivative of function
χ(m1, m2){αm2} − 1A1(m1, m2) (2.7)
vanishes. A simple induction on k then shows that (2.7) is a polynomial (of degree at
most k−1); it is also bounded, hence it is constant. In other words, (2.7) is 〈e〉-periodic.
As it is also 〈4h1〉-periodic, it is in fact periodic, and thus attains at most finitely many
values. But this implies that {αm2} attains at most finitely many values, contradicting
the irrationality of α. This concludes the proof of Theorem 1.3(ii).
Remark 2.2. Since {(0, 0), (0, 2)} admits a periodic tiling of level 1, F admits a periodic
tiling of level 4. Hence this example does not provide a counterexample to the higher
level version of Conjecture 1.1, which remains open even in two dimensions.
3. A dilation lemma and the structure theorem
In [B2, Proposition 3.1], some elementary commutative algebra was used to establish
a dilation lemma that asserted, roughly speaking, that if A was a (multi-set) tiling of
Z
d of a tile F at some level k, then A was also a tiling of the dilate rF for an arithmetic
progression of r’s. A one-dimensional version of this lemma previously appeared in [T2];
see also [HIPRV, Proposition 3.2] (or [IMP, Theorem 3.3]) for a related Fourier-analytic
dilation lemma for tilings of Fdp. We re-prove this lemma using elementary number
theory, and generalize it from tilings of Zd to tilings of periodic level functions.
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Lemma 3.1 (Dilation lemma). Let F be a finite subset of Zd for some d > 1, and let
g : Zd → Z be a bounded function.
(i) If 1F ∗ g = k for some integer k, then for any prime p with p > (sup g− inf g)|F |,
one has 1pF ∗ g = k.
(ii) If 1F ∗ g = k for some integer k, and q is the product of all primes less than
or equal to (sup g − inf g)|F |, then one has 1rF ∗ g = k whenever r is a natural
number coprime to q.
(iii) If 1F ∗ g is ℓZd-periodic for some ℓ > 1, and q is the least common multiple of
ℓ and all primes less than or equal to 2(sup g − inf g)|F |, then 1rF ∗ g = 1F ∗ g
whenever r is a natural number with r = 1 mod q.
Proof. We begin with (i). The claim is easily verified when g is constant, so we may
assume that g is non-constant, in particular p > |F |. We convolve the equation 1F∗g = k
by p− 1 further copies of 1F using the identity 1F ∗ 1 = |F | to conclude that
(1F )
∗p ∗ g = |F |p−1k
where (1F )
∗p is the convolution of p copies of 1F . As all functions here are integer-
valued, this identity also holds modulo p:
(1F )
∗p ∗ g = |F |p−1k mod p.
By Fermat’s little theorem we have |F |p−1 = 1 mod p. Also, from the binomial theorem2
(writing 1F =
∑
f∈F δf as the sum of Kronecker delta functions δf ) we see that
(1F )
∗p = 1pF mod p.
We conclude that
1pF ∗ g = 1F ∗ g mod p
or equivalently
(1pF − 1F ) ∗ g = 0 mod p.
Observe that the left-hand side takes values in the integers of magnitude at most (sup g−
inf g)|F | (to show this, one can first shift g by a constant to normalize inf g = 0 if
desired). By the assumption on p, we thus see that (1pF − 1F ) ∗ g = 0, and (i) follows.
To prove (ii), observe from the fundamental theorem of arithmetic that any r =
1 mod q is the product of a finite number of primes p > (sup g− inf g)|F | (possibly with
repetition). The claim then follows by iterating (i).
Finally, we prove (iii). If 1F ∗ g is ℓZd-periodic, then for any λ ∈ ℓZd we have
1F ∗∆λg = ∆λ(1F ∗ g) = 0.
The discrete derivative ∆λg takes values in the integers of magnitude at most sup g −
inf g. Applying (ii), we conclude that
1rF ∗∆λg = 0
whenever λ ∈ ℓZd and r = 1 mod q. Equivalently, 1rF ∗ g is ℓZd-periodic for all
r = 1 mod q, which implies that
(1rF − 1F ) ∗ g
2Alternatively, one can apply the Frobenius endomorphism f 7→ f∗p to the group algebra Fp[Zd].
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is ℓZd-periodic. In particular, if BR denotes a Følner sequence on ℓZ
d (for instance one
can take BR := ℓ{−R, . . . , R}d), then we have
(1rF − 1F ) ∗ g = (1rF − 1F ) ∗ 1|BR|1BR ∗ g (3.1)
for any R > 0. But as r−1 is a multiple of ℓ, we have rf −f ∈ ℓZd for all f ∈ F . From
the Følner property we then have
lim
R→∞
∥∥∥∥(δrf − δf ) ∗ 1|BR|1BR
∥∥∥∥
ℓ1(Zd)
= 0
for all f ; from Young’s inequality and the boundedness of g we hence have
lim
R→∞
∥∥∥∥(δrf − δf) ∗ 1|BR|1BR ∗ g
∥∥∥∥
ℓ∞(Zd)
= 0
and hence by the triangle inequality
lim
R→∞
∥∥∥∥(1rF − 1F ) ∗ 1|BR|1BR ∗ g
∥∥∥∥
ℓ∞(Zd)
= 0.
Combining this with (3.1) one has (1rF − 1F ) ∗ g = 0, which gives (iii). 
Remark 3.2. The above proof shows that if the requirement r = 1 mod q in Lemma
3.1(iii) is relaxed to r merely being coprime to q, then 1rF ∗ g is no longer necessarily
equal to 1F ∗ g, but will still be ℓZ2-periodic.
Now we can prove Theorem 1.7. Let the notation and hypotheses be as in that
theorem. From Lemma 3.1(iii) we have
1rF ∗ 1A = 1F ∗ 1A
for all natural numbers r with r = 1 mod q. As 0 ∈ F , we can rewrite this identity as
1A = 1F ∗ 1A −
∑
f∈F\{0}
δrf ∗ 1A.
We can average this to obtain
1A = 1F ∗ 1A −
∑
f∈F\{0}
ϕf,N
for any natural number N > 1, where ϕf,N : Z
d → [0, 1] is the function
ϕf,N :=
1
N
N∑
n=1
δ(1+nq)f ∗ 1A.
It is clear that ϕf,N takes values in [0, 1]. Also from telescoping series we have
|ϕf,N(x+ nf)− ϕf,N(x)| 6 2
N
(3.2)
for any x ∈ Zd. By the Arzela´-Ascoli theorem, we can find a sequence Ni → ∞ such
that for every f ∈ F\{0}, ϕf,Ni converges locally uniformly to a limit ϕf , which then
also takes values in [0, 1], and we now have
1A = 1F ∗ 1A −
∑
f∈F\{0}
ϕf .
Setting N = Ni in (3.2) and taking limits, we conclude that ϕf(x+ qf)−ϕf(x) = 0 for
all x ∈ Zd, thus ϕf is 〈qf〉-periodic, and Theorem 1.7 follows.
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Remark 3.3. The above argument shows that one can interpret ϕf(x) as a limiting
density of A along the ray {x+ (1 + nq)f : n ∈ N}.
For our application it is convenient to group together “commensurable” terms in
Theorem 1.7.
Theorem 3.4 (Structure of tilings, II). Let d, ℓ, k > 1, let F be a finite subset of Zd,
let E be an ℓZd-periodic subset of Zd, and let A be a tiling of E by F of level k. We
normalize 0 ∈ F , and assume |F | > 1. Then there exists a decomposition
1A = k1E −
m∑
j=1
ϕj (3.3)
where 1 6 m 6 |F | − 1, and each ϕj : Zd → [0, k] is 〈qhj〉-periodic, where q is the least
common multiple of ℓ and all the primes less than or equal to 2|F |, and h1, . . . , hm are
pairwise incommensurable elements of Zd such that
m∏
j=1
‖hj‖ 6 diam(F )|F |−1. (3.4)
In particular, we have the upper bounds
q ≪|F | ℓ (3.5)
and
m∑
j=1
ϕj 6 k. (3.6)
Furthermore, each hj is an integer multiple of an element of F\{0}.
Proof. From Theorem 1.7 one has
1A = k1E −
∑
f∈F\{0}
ϕ˜f
where each ϕ˜f : Z
d → [0, 1] is 〈qf〉-periodic. We define an equivalence relation on F\{0}
by declaring f ∼ f ′ if f, f ′ are commensurable. If we let C1, . . . , Cm be the equivalence
classes of this relation, then 1 6 m 6 |F | − 1 and we have a decomposition (3.3) with
ϕj :=
∑
f∈Cj
ϕ˜f .
In particular the ϕj are non-negative, and then from (3.3) and the non-negativity of 1A
we conclude that all the ϕj are also bounded by k, as well as the bound (3.6). Since each
ϕ˜f is 〈qf〉-periodic, we see on taking least common multiples that ϕj is 〈qhj〉-periodic
for some non-zero hj ∈ Z2 commensurable to the elements of Cj and of magnitude at
most
‖hj‖ 6
∏
f∈Cj
‖f‖ 6 diam(F )|Cj |
(note that ‖f‖ 6 diam(F ) for all f ∈ F since 0 ∈ F ). In particular we have (3.4).
Since the Cj are pairwise incommensurable, the hj are also pairwise incommensurable.
Finally, the bound (3.5) is clear from definition of q. 
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We have found that the bound (3.6) is particularly powerful in the level one case
k = 1, as it can be used in that case to completely rule out “equidistributed” scenarios
in which at least one of the ϕj has values that equidistribute in the unit interval [0, 1].
However, in higher level settings it is possible for multiple equidistributed ϕj to coexist,
which is what led us to the counterexample constructed in Section 2.
As another quick application of Theorem 1.7, we obtain an explicit formula for a
universal period of one-dimensional tiles:
Corollary 3.5 (Universal period of one-dimensional tiles). Let F be a finite subset of
Z
d, and let A ⊂ Zd be a set such that 1F ∗ 1A is 〈ℓ〉-periodic for some ℓ > 1. We
normalize 0 ∈ F . Then A is 〈qn〉-periodic, where q is the least common multiple of ℓ
and all the primes less than or equal to 2|F |, and n is the least common multiple of ‖f‖
for all f ∈ F\{0}.
Proof. From Theorem 1.7 we see that 1A is the linear combination of a finite number
of terms, each of which is qn-periodic. The claim follows. 
As first observed in [N], an easy application of the pigeonhole principle already gives
that all one-dimensional tilings are periodic; however, the bound produced is exponential
in the diameter diam(F ) if done naively. In contrast, the bound here is polynomial in
the diameter (for fixed |F |), and further is uniform over all tilings A of an 〈ℓ〉-periodic
set by a fixed tile F , whereas the period produced by pigeonhole principle arguments will
depend on the choice of tiling. In [S] it was shown that if the cardinality |F | of the tile is
not held fixed, the period of a one-dimensional tiling can grow superpolynomially in the
diameter n := diam(F ) (in fact a lower bound exp(log2 n/4 log log n) is demonstrated
for infinitely many n); there is also an exponential lower bound for indecomposable
tilings of higher level [S2]. Conversely, the best known upper bound for the period for
a tile of diameter n (with no restriction on |F |) is exp(Oε(n1/3+ε)) [B3].
Remark 3.6. In the special case of Corollary 3.5 when 1F ∗1A = 1, the dilation lemma
of Tijdeman [T2, Theorem 1] (see also [CM] for an alternate proof) allows one to replace
“all the primes less than or equal to 2|F |” with “all the primes dividing |F |”.
4. Weak periodicity of two-dimensional tilings of level one
We now prove Theorem 1.4. Our starting point is the decomposition in Theorem
3.4. Accordingly, let m,ϕ1, . . . , ϕm, h1, . . . , hm, q be as in that theorem. If m = 1 then
(3.3) ensures that A is 〈qh1〉-periodic, and we are already done. Henceforth we assume
m > 2, hence |F | > 3.
Since there are at most |F | − 1 vectors h1, . . . , hm, and they are all non-zero, one can
find a vector e˜ ∈ Z2 of size O|F |(1) which is incommensurable to all of the h1, . . . , hm.
Next, let N be the least common multiple of all the determinant magnitudes |hi ∧ hj|
for 1 6 i < j 6 m, thus by (1.6) one has
NZ2 ⊂ 〈hi, hj〉 (4.1)
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for all 1 6 i < j 6 m. We also have the bounds
N 6
∏
16i<j6m
‖hi‖‖hj‖
6 (
m∏
j=1
‖hj‖)m−1
6 diam(F )(|F |−1)(|F |−2).
(4.2)
For any x ∈ Z2 and j = 1, . . . , m, we introduce the one-dimensional functions Px : Z →
[0, 1] by the formula
Px,j(n) := ϕj(x+ ne), (4.3)
where e = qNe˜. These functions enjoy several useful properties:
Proposition 4.1 (Properties of Px,j). Let x ∈ Z2.
(i) One has
∑m
j=1 Px,j(n) = 0 mod 1 for all n ∈ Z.
(ii) For each 1 6 j 6 m, the map n 7→ Px,j(n) mod 1 is a polynomial of degree at
most m− 2.
(iii) For any 1 6 i < j 6 m, one has supn∈Z Px,i(n) + supn∈Z Px,j(n) 6 1.
We remark that the polynomiality property (ii) was previously observed in [B2,
Lemma 4.3]. The linear forms αm1 mod 1, αm2 mod 1, α(m1 + m2) mod 1 implicitly
appearing in Section 2 are essentially examples of the polynomials appearing in Propo-
sition 4.1, in the context of higher level tilings. However, we will eliminate this sort of
“equidistributed” behavior in the level one case in Proposition 4.4 below.
Proof. If starts with (3.3) and works modulo 1 to eliminate the 1A and 1E terms, we
have
m∑
j=1
ϕj = 0 mod 1. (4.4)
Evaluating this at x+ ne we obtain (i).
Now we prove (ii). Let 1 6 j 6 m. From (4.1) we see that for any 1 6 i 6 m distinct
from j, that
e = qNe˜ ∈ q〈hi, hj〉,
that is to say we have
e = ai,jqhi + bi,jqhj (4.5)
for some integers ai,j, bi,j . In particular, from the 〈qhi〉-periodicity of ϕi we have
∆e−bi,jqhjϕi = 0
while from the 〈qhj〉-periodicity of ϕj we have
∆e−bi,jqhjϕj = ∆eϕj.
If we then apply the discrete derivative operators ∆e−bi,jqhj for each 1 6 i 6 m distinct
from j in turn to (4.4) to eliminate all the ϕi other than ϕj, we conclude that
∆m−1e ∗ ϕj = 0 mod 1.
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(Note that the discrete derivative operators only involve convolution with integer-valued
functions and are well defined on functions that are only defined modulo 1.) Evaluating
this on the line {x+ ne : n ∈ Z} using (4.3), we conclude the one-dimensional identity
∆m−11 Px,j = 0 mod 1.
That is to say, the (m − 1)th discrete derivative of Px,j mod 1 vanishes. A simple
induction on m then shows that Px,j mod 1 is a polynomial of degree at most m − 2,
giving (ii) as claimed.
Now we prove (iii). Let 1 6 i < j 6 m. As in (4.5), we write e as a linear combination
(4.5) of qhi, qhj. In particular, for any n1, n2 ∈ Z one has the identity
(x+ n1e) + ai,j(n2 − n1)qhi = (x+ n2e)− bi,j(n2 − n1)qhj .
Evaluating (3.6) at this point, we conclude in particular that
ϕi((x+ n1e) + ai,j(n2 − n1)qhi) + ϕj((x+ n1e)− bi,j(n2 − n1)qhj) 6 1.
Using (4.3), the 〈qhi〉-periodicity of ϕi, and the 〈qhj〉-periodicity of ϕj , we conclude
that
Px,i(n1) + Px,j(n2) 6 1.
Taking suprema in n1, n2, we obtain (iii). 
To exploit these properties, we use the following exponential sum estimates from
analytic number theory.
Lemma 4.2 (Cochrane-Zheng exponential sum estimates). Let d > 1, and let P : Z →
R/Z be a nonconstant polynomial of degree at most d whose nonconstant coefficients are
rational with denominators having least common multiple Q; in particular P is periodic
with period Q. Then one has∣∣∣∣∣ 1Q
Q∑
n=1
e2πiP (n)
∣∣∣∣∣ 6 (4d)ω(Q)Q1− 1d+1 ,
where ω(Q) denotes the number of distinct prime factors of Q. In particular, by the
easy bound ω(Q) 6 ε logQ+Oε(1) for any ε > 0, one has∣∣∣∣∣ 1Q
Q∑
n=1
e2πiP (n)
∣∣∣∣∣≪d,ε Q1− 1d+1+ε
for any ε > 0.
Proof. If Q factors into coprime factors Q = Q1Q2, then by the Chinese remainder
theorem one can split P = P1 + P2 where P1, P2 are nonconstant polynomials of degree
at most d whose nonconstant coefficients are rational with denominators having least
common multiple Q1, Q2 respectively, and furthermore one has the factorization
1
Q
Q∑
n=1
e2πiP (n) =
(
1
Q1
Q1∑
n=1
e2πiP1(n)
)(
1
Q2
Q2∑
n=1
e2πiP2(n)
)
.
Thus by induction it suffices to establish the claim when Q is a prime power Q = pm.
But then the claim follows from [CZ, Corollary 1.1]. 
We also remark that bounds of this type (but with the gain 1/(d+1) replaced by an
exponent that decays exponentially in d) can be established by the Weyl differencing
(or van der Corput) method; see for instance [T, Lemma 1.1.16].
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Lemma 4.3 (Polynomials only fail to equidistribute when periodic). Let P : Z→ R/Z
be a polynomial of some degree d that avoids an interval I of positive length in R/Z.
Then P is periodic with period at most Od,I(1).
Proof. Since P is not equidistributed, we see from the Weyl equidistribution theorem
that all the non-constant coefficients of P must be rational. We let Q be the least
common multiple of the denominators of these coefficients, then P is periodic with
period Q. By the Weierstrass approximation theorem, one can find a trigonometric
polynomial f (depending only on I) that is periodic with period 1, has mean zero, and
is at least 1 outside of I. Then
1
Q
Q∑
n=1
f(P (n)) > 1.
By the pigeonhole principle, we can thus find a non-zero integer k = OI(1) such that∣∣∣∣∣ 1Q
Q∑
n=1
e2πikP (n)
∣∣∣∣∣≫I 1.
Note that the least common multiple of the denominators of kP (n) is≫d,I Q. Applying
Lemma 4.2, we conclude that Q = Od,I(1), giving the claim. 
Let M be the least common multiple of |e˜∧ hj | for 1 6 j 6 m. Let Λ := 〈e, qNMh1〉
be the lattice generated by e, qNMh1. Note in particular that
Λ ⊂ qZ2 ⊂ ℓZ2.
Proposition 4.4 (One-dimensional periodicity in each coset). On each coset x+Λ, the
set A ∩ (x+ Λ) is 〈QmM2Nqhj〉-periodic for some 1 6 j 6 m, where Qm depends only
on m. Furthermore, QmM
2Nqhj ∈ Λ for all 1 6 j 6 m.
Proof. From (1.6) one has
MZ2 ⊂ 〈e˜, hi〉
for all 1 6 i 6 m. In particular, for each 1 6 i 6 m one has
qNMh1 = aiqhi + bie (4.6)
where e = qNe˜ and ai, bi are the integers
ai := NM
h1 ∧ e˜
hi ∧ e˜ (4.7)
and
bi := M
h1 ∧ hi
e˜ ∧ hi .
In particular we have
Λ = 〈e, aiqhi〉
for all 1 6 i 6 m.
Fix x ∈ Z2. From (4.6) we have for any integers s, t that
ϕi(x+ se+ tqNMh1) = ϕi(x+ (s+ bit)e + taiqhi)
= ϕi(x+ (s+ bit)e)
= Px,i(s+ bit)
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thanks to the 〈qhi〉-periodicity of ϕi, and (4.3). Also, since q is a multiple of ℓ, e is a
multiple of q, and E is ℓZ2-periodic, one has
1E(x+ se + tqNMh1) = 1E(x).
Thus we have the decomposition
1A(x+ se+ tqNMh1) = 1E(x)−
m∑
j=1
Px,j(s+ bit). (4.8)
Suppose first that supn∈Z Px,j(n) = 1 for some 1 6 j 6 n. Then from Proposition
4.1(iii) we have Px,i(n) = 0 for all other i, hence by Proposition 4.1(i), Px,j takes values
in {0, 1}. The decomposition (4.8) then simplifies to
1A(x+ se+ tqNMh1) = 1E(x)− Px,j(s+ bjt)
for all s, t ∈ Z. From (4.6) and the change of variables s′ := s+ bjt this implies that
1A(x+ s
′e+ tajqhj) = 1E(x)− Px,j(s′)
for all s′, t ∈ Z. In particular, on the coset x+Λ, the function 1A is 〈ajqhj〉-periodic, and
hence 〈M2Nqhj〉-periodic by (4.7) and the construction of M . Note that this argument
also shows that M2Nqhj ∈ Λ.
Now suppose we are in the opposite case that
sup
n∈Z
Px,j(n) < 1
for all 1 6 j 6 m. From Proposition 4.1(iii) this implies that
sup
n∈Z
Px,i(n) < 1/2
for all 1 6 i 6 m with at most one exception; thus, with at most one exception,
Px,i mod 1 takes values in [0, 1/2) mod 1. By Proposition 4.1(ii) and Lemma 4.3 this
implies that with at most one exception, the Px,i mod 1 are periodic with period Om(1).
Using Proposition 4.1(i)and Lemma 4.3, an exception cannot occur. Taking a common
denominator, we conclude that there is a positive integer Qm depending only on m,
such that the Px,i mod 1 for all 1 6 i 6 m are 〈Qm〉-periodic; since all the Px,i have
supremum strictly less than 1, we see that the Px,i are also 〈Qm〉-periodic (note we
no longer work modulo 1). From (4.8) we conclude that on the coset x + Λ, A is
〈QmMNqh1〉-periodic. Thus in either case we obtain the proposition. 
We finally conclude Theorem 1.4.
Proof of Theorem 1.4. From (3.4) we can bound
M 6
m∏
j=1
‖hj‖‖e˜‖
≪|F | diam(F )|F |−1
and then from this and (3.4), (3.5), (4.2) the lattice Λ = 〈qNe˜, qNMh1〉 has index in
ℓZ2 at most
qN‖e˜‖qNM‖h1‖/ℓ2 ≪|F | N2Mdiam(F )|F |−1
≪|F | diam(F )2(|F |−1)2 .
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A similar computation shows that the quantity L := QmM
2Nq/ℓ is an integer of mag-
nitude at most
L≪|F | M2N
≪|F | diam(F )(|F |−1)|F |.
This establishes Theorem 1.4. 
5. Converting weakly periodic tilings to periodic tilings
We now apply the dilation lemma in a slightly different way to obtain a way to convert
weakly periodic tilings in the plane to periodic tilings. We first give a “slicing lemma”
that allows one to “slice” the tile F along cosets along which the tiling set A already
exhibits some periodicity, while retaining the periodicity of the set being tiled.
Lemma 5.1 (Slicing lemma). Let ℓ, k > 1 be natural numbers, and let h be a primitive
element of Z2. Suppose that F is a finite subset of Z2, and A is a 〈ℓkh〉-periodic subset
of Z2 such that 1F ∗1A is ℓZ2-periodic. Then for every coset x+〈h〉 of 〈h〉, the function
1F∩(x+〈h〉) ∗ 1A is qksZ2-periodic, where q is the least common multiple of ℓ and all the
primes less than or equal to 2|F |, and s is the least common multiple of the |h∧(f−f ′)|
for all f, f ′ ∈ F with f − f ′ incommensurate with h.
Proof. We may assume that F intersects x + 〈h〉, as the claim is trivial otherwise; by
relabeling we may then assume x ∈ F . By translating F and x we then may assume
that x = 0 and 0 ∈ F . From Lemma 3.1(iii) we have
1F ∗ 1A = 1rF ∗ 1A
whenever r = 1 mod q. If we strengthen the condition on r to r = 1 mod qk, then for
each f ∈ F ∩ 〈h〉, we have rf − f ∈ 〈qkh〉 ⊂ 〈ℓkh〉, hence by the 〈ℓkh〉-periodicity of A
we have
(1r(F∩〈h〉) − 1F∩〈h〉) ∗ 1A = 0.
Combining the two equations, we see that
1F ∗ 1A = 1F∩〈h〉 ∗ 1A +
∑
f∈F\〈h〉
δrf ∗ 1A
and thus
1F∩〈h〉 ∗ 1A = 1F ∗ 1A −
∑
f∈F\〈h〉
δrf ∗ 1A
whenever r = 1 mod qk. Note that all the terms on the right-hand side are 〈ℓkh〉-
periodic, since 1A is. Averaging over r and using the Arzela´-Ascoli theorem to extract
a limit as in the proof of Theorem 1.7, we see that
1F∩〈h〉 ∗ 1A = 1F ∗ 1A −
∑
f∈F\〈h〉
ϕf
for some functions ϕf which are both 〈ℓkh〉-periodic and 〈qkf〉-periodic. By (1.6) and
the definition of s and q, each ϕf is qksZ
2-periodic, as is 1F ∗ 1A, and the claim
follows. 
We now use the slicing lemma to improve the periodicity properties of a tiling. The
slicing lemma allows us to reduce the two-dimensional tiling to a collection of one-
dimensional tilings, by considering slices (or “cut and project” sets) of both the tile F
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and the tiling set A. We remark that similar argument was used in [JP] and [GL1] in
a different context.
Corollary 5.2 (Improving a tiling, I). Let ℓ, k > 1 be natural numbers, and let h be a
primitive element of Z2. Suppose that F is a finite subset of Z2, and A is a 〈ℓkh〉-periodic
subset of Z2 such that 1F ∗ 1A is ℓZ2-periodic. Then there exists a qksZ2-periodic set
A′ such that 1F ∗ 1A = 1F ∗ 1A′, where q, s are as in Lemma 5.1.
Proof. By applying an invertible linear transformation in SL2(Z) we may assume with-
out loss of generality that the primitive element h is equal to (1, 0). For every integer
y ∈ Z, we introduce the one-dimensional slices
Fy := {x ∈ Z : (x, y) ∈ F}
and
Ay := {x ∈ Z : (x, y) ∈ A}.
From Lemma 5.1 we know that for each y, the set 1Fy×{y} ∗1A is qksZ2-periodic, which
in particular implies on taking slices that
1Fy ∗ 1Az = 1Fy ∗ 1Az+qks
for all y, z ∈ Z, that is to say the map z 7→ 1Fy ∗ 1Az is periodic in z.
Let Σ denote the collection of all 〈ℓk〉-periodic subsets of Z; this is a finite set that
contains Az for all z ∈ Z. Introduce an equivalence relation on Σ by declaring B ∼ B′
if 1Fy ∗ 1B = 1Fy ∗ 1B′ for all y ∈ Z. Thus we have Az+qks ∼ Az for all z ∈ Z. Now
arbitrarily place a total ordering on the finite set Σ, and for each z ∈ Z let A˜z ∈ Σ
denote the minimal element in the equivalence class {B ∈ Σ : B ∼ Az}. Then we have
A˜z+qks = A˜z ∼ Az for all z ∈ Z. If we then define the modified set
A˜ := {(y, z) : z ∈ Z, y ∈ A˜z}
then A˜ is qksZ2-periodic, and we have
1Fy×{y} ∗ 1A˜ = 1Fy×{y} ∗ 1A
for all y, hence on summing
1F ∗ 1A˜ = 1F ∗ 1A,
giving the claim. 
Now we combine this corollary with the argument used to establish Proposition 4.1(ii)
to convert weakly periodic tilings to periodic tilings.
Theorem 5.3 (Improving a tiling, II). Let ℓ > 1 and m > 2 be natural numbers,
and let h1, . . . , hm be pairwise incommensurable elements of Z
2. Suppose that F is a
finite subset of Z2, that E is an ℓZ2-periodic subset of Z2, and A is a tiling of E by
F . Suppose that A is weakly periodic, and more specifically that A is the disjoint union
A = A1 ⊎ · · · ⊎ Am where each Aj is 〈ℓhj〉-periodic. Then there exists a ℓMZ2-periodic
set A′ such that 1F ∗ 1A = 1F ∗ 1A′ = 1E, where M is an integer with the bound
M ≪m (
m∏
i=1
‖hi‖)m+|F |(|F |−1)/2diam(F )m|F |(|F |−1)/2.
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Proof. We can locate an element e˜ ∈ Z2 of magnitude Om(1) which is incommensurable
with all of the hi. We define N to be the least common multiple of the |hi ∧ hj| for
1 6 i < j 6 m, and set e := ℓNe˜. Observe that
N 6
∏
16i<j6m
|hi ∧ hj| 6 (
m∏
i=1
‖hi‖)m−1.
Let 1 6 j 6 m. We have the identity
1F ∗ 1Aj +
∑
i∈{1,...,m}\{j}
1F ∗ 1Ai = 1E
To eliminate all the terms besides 1F ∗ 1Aj we apply discrete differentiation operators
as in the proof of Proposition 4.1(ii). From (1.6) we can write
e = ai,jℓhi + bi,jℓhj
for all 1 6 i 6 m distinct from j and some integers ai,j, bi,j. Then from the periodicity
properties of the Ai, Aj we have
∆e−bi,jℓhj(1F ∗ 1Ai) = 0
and
∆e−bi,jℓhj(1F ∗ 1Aj) = ∆e(1F ∗ 1Aj);
also from the ℓZ2-periodicity of E one has
∆e−bi,jℓhj1E = 0.
Applying each of the discrete derivative operators ∆e−bi,jℓhj in turn, we conclude that
∆m−1e (1F ∗ 1Aj ) = 0.
Thus, for any x, the map n 7→ 1F ∗1Aj(x+ne) is polynomial in n; but it is also bounded,
hence constant. Thus 1F ∗ 1Aj is 〈e〉-periodic and 〈ℓhj〉-periodic, hence by (1.6) it is
ℓNMjZ
2-periodic for some integerMj withMj ≪m ‖hj‖. We now split hj = kjh′j where
kj is a natural number and h
′
j is primitive. By Corollary 5.2 we see that we can find a
qjkjsjZ
2-periodic set A′j such that 1F ∗ 1Aj = 1F ∗ 1A′j , where qj = ℓNMjCj for some
Cj = Om(1), and sj is a positive integer with the bound
sj 6 (‖h′j‖diam(F ))|F |(|F |−1)/2.
We conclude that qjkjsj = ℓNLj with
Lj ≪m ‖hj‖1+|F |(|F |−1)/2diam(F )|F |(|F |−1)/2.
Summing over j, we have
1F ∗
m∑
j=1
1A′
j
= 1F ∗ 1A = 1E.
In particular this shows that
∑m
j=1 1A
′
j
is bounded by 1, that is to say the A′j are disjoint.
If we set A′ :=
⋃m
j=1A
′
j , we then have 1F ∗1A = 1F ∗1A′ = 1E, and A′ is ℓMZ2-periodic
with
M 6 N
m∏
j=1
Lj ≪m (
m∏
i=1
‖hi‖)m+|F |(|F |−1)/2diam(F )m|F |(|F |−1)/2
giving the claim. 
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Remark 5.4. Combined with Theorem 1.4, the above proof shows that whenever F
is a finite subset of Z2 that tiles an ℓZ2-periodic set, E ⊂ Z2, by a tiling set A, we
have that A is the disjoint union A = A1 ⊎ · · · ⊎ Am, m 6 |F | − 1, where each Aj is
〈ℓhj〉-periodic, and the tiling can be decomposed into m independent one dimensional
periodic sub-tilings
1F ∗ 1A1, . . . ,1F ∗ 1Am
of ℓQ1Z
2, . . . , ℓQmZ
2-periodic sets (respectively), where each Qj is a positive integer
bounded by ‖hj‖ diam(F )(|F |−2). This, in particular, demonstrates the rigid nature of
these tilings.
Proof of Theorem 1.5. The claim is trivial for |F | = 1, so suppose |F | > 1. By Theorem
1.4, there exist m, h1, . . . , hm, L obeying the conclusions of that theorem, such that A is
the disjoint union of 〈ℓLhj〉-periodic sets for j = 1, . . . , m. Applying Theorem 5.3 (with
ℓ replaced by ℓL), we can find an ℓLM ′Z2-periodic set A′ with 1F ∗1A = 1F ∗1A′ = 1E,
where
M ′ ≪|F | (
m∏
i=1
‖hi‖)
1
2
(|F |+2)(|F |−1)diam(F )
1
2
|F |(|F |−1)2.
Using the bounds (1.1), (1.2), we have
LM ′ ≪|F | diam(F )|F |(|F |−1)diam(F )
1
2
(|F |+2)(|F |−1)3diam(F )
1
2
|F |(|F |−1)2.
The claim follows. 
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