Introduction:
Let M be a given m x n matrix whose entries are Os and Is. We want to choose a matrix N distributed uniformly over those m x n 0-1 matrices with the same row and column sums as M. The effectiveness of this approach depends on how rapidly the distribution of M,-converges to the uniform distribution. For binary matrices with fixed row and column sums, the state space may be very large indeed. In general, it is approximately a hyper-exponential function of the size of the matrix M. See Good and Crook [4] for asymptotic approximations, as well as exact recurrence formulas for certain special cases. Ideally, we want the number of steps needed for the distribution of M, to converge to be a polynomial in the "size" of M. The main result of this paper is that for a particular modified random walk on the interchange graph, the eigen value defining this "relaxation time'' is bounded by a polynomial in the number of non-zero entries and the number of rows and columns in M, but is otherwise independent of the number of 0-1 matrices satisfying the row-column sum restrictions.
Binary matrices with row and columns sums fixed can be regarded as matrix representations of bipartite graphs with a given degree sequence. The problem of simulating general graphs with a fixed degree sequence can be approached by similar methods. Here, one constructs a Markov chain on a space of graphs by selectively adding, removing, or exchanging individual edges in the graph. Again, under certain restrictions on the degree sequence, we show that the subdominant eigenvalue of this chain is bounded by a polynomial in the total number of edges.
Uniform distributions on spaces of integer matrices subject to various row and column constraints arise in a number of areas. A very specific example is in biogeographical ecology. Here we have a collection of habitats under study and a collection of species of interest. For each habitat, we know which species occur in that habitat.
If we write the data as an incidence matrix of species in habitats, we get a binary matrix, say M 0 .
Ecologists are particularly interested in whether or not two species compete. One way of assessing the degree of competition between two species i and j is to count the number Uj of habitats where both species occur and then compute the probability that a random arrangement of species in habitats would have i v j or fewer common habitats for species i and j. We restrict the random arrangements by requiring that in any such arrangement, each species must occupy the same number of habitats and each habitat must support the same number of species as in our original Mo. Then the desired probability is P[Tij(M) > <»jj, where M is uniformly distributed over binary matrices with row and column sums equal to those of Mo.
See SimberlofF [9] , Conner and SimberlofF [3] , and SimberlofTand Zaman [10] for more detailed discussion of this problem.
Another place where random integer matrices arise is in the study of contingency tables. Here, conventional statistical analysis might begin by testing for independence of rows and columns by means of the x 2 statistic. If the hypothesis of independence is strongly rejected, there is a need for some alternative probability model to describe the table.
One alternative that has been proposed is a uniform distribution on the space of contingency tables with a given set of marginal totals. In the setting of the present paper, the state space may be regarded as the set of contingency tables with the further restriction that all entries be either 0 or 1. Diaconis and Efron [5] discuss this model for contingency tables, along with a family of other models. They provide a formula for computing approximate probabilities for this distribution. Markov chain simulations using the interchange formula provide an alternative means for computing probabilities for this distribution.
In Section 2 of this paper, we review some standard definitions and notation for binary matrices, graph theory, and Markov chains. In Section 3, wc prove an essential graph theory lemma, and then apply it to bounding the eigenvalue of a Markov chain for generating an almost uniformly distributed graph with a fixed degree sequence. The main results of this paper are Propositions 6 and 7 in section 4, where we compute a bound for the rate of convergence of a random walk on the interchange graph for a space of binary matrices. Afterwards, we discuss the convergence rates of functions of the chain.
Some Definitions:
For Proof: This is Theorem 3.2 in Brualdi [2] .
We will also need some standard ideas about Markov chains. Let P be an irreducible aperiodic Markov transition matrix on some finite set. Then it is well-known that P has a unique stationary distribution TT, and |jP n (x,o) -TT(O)|J < ß", where ß\ is the subdominant eigenvalue of P.
Given some knowledge of the geometry of our state space, we can bound ß\. Let P be reversible, so that 7r(x)P(x,y) = n(y)P(y 1 x) for all states x and y. Let Q(x,y) = ir(x)P(x,y). For each pair {x,y} in the state space, suppose there is a path 7 ry connecting x to y. Let r/ = max Q(c)"" 1 £ *{x)*(y).
Then, the following theorem holds.
Theorem 2. For a reversible, irreducible Markov cliain P, the second largest eigen-
value satisfies
Proof: This is Proposition 7 in Diaconis and Stroock[Gj.
Finally, for arbitrary matrices A t B, define the matrix
***«> «(2;)
If Ai,..., A n are real numbers, diag(Ai ,..., A n ) will denote the nxn diagonal matrix with entries Ai,... ,A". We wish to estimate the rate of convergence of the distribution of X n to 7r. As in Section 3, we will construct a system of canonical paths in 21 . The construction will be done so that for any matrices J and F in 2t and any edge {M,M'} lying on the canonical path from J to F, we can map (J, F) uniquely to a matrix in S. 
Generating Graphs by Edge
are the connected components of D. Any vertex v in D has the property that the numbers of edges in G\ H and H\G incident to v are the same.
