National statistical agencies are regularly required to produce estimates about various subpopulations, formed by demographic and/or geographic classifications, based on a limited number of samples. Traditional direct estimates computed using only sampled data from individual subpopulations are usually unreliable due to small sample sizes. Subpopulations with small samples are termed small areas or small domains. To improve on the less reliable direct estimates, model-based estimates, which borrow information from suitable auxiliary variables, have been extensively proposed in the literature. However, standard model-based estimates rely on the normality assumptions of the error terms. In this research we propose a hierarchical Bayesian (HB) method for the unit-level nested error regression model based on a normal mixture for the unit-level error distribution. Our method proposed here is applicable to model cases with unit-level error outliers as well as cases where each small area population is comprised of two subgroups, neither of which can be treated as an outlier. Our proposed method is more robust than the normality based standard HB method (Datta and Ghosh 1991) to handle outliers or multiple subgroups in the population. Our 1 arXiv:1910.12471v1 [stat.ME] 28 Oct 2019 proposal assumes two subgroups and the two-component mixture model that has been recently proposed by Chakraborty et al. (2018) to address outliers. To implement our
Introduction
National statistical offices around the world have been mandated for many years to produce reliable statistics for important variables such as population, income, unemployment, and health outcomes for various geographic domains (e.g., states, counties) and/or demographic domains (e.g., age, race, gender). However, the sample available from many of these domains are often small to produce direct estimates of adequate accuracy. This situation is known as small area estimation. To develop estimates that are more reliable than the direct estimates, data from the entire sample (that is, a sample covering all small areas) is used and combined with other appropriate auxiliary variables to produce indirect estimates of the small domain characteristics. Model-based approaches have been shown to be useful in producing reliable small area or small domain estimates. determined jointly by the direct estimators and suitable auxiliary variables from the small areas. This approach is based on modeling of small area level summary statistics, often sample means. Battese, Harter, and Fuller (1988) proposed the popular nested-error regression (NER) model to develop small area estimates based on data available on the individual sampled units. Battese et al. (1988) proposed for unit-level response a regression model based on unit-level auxiliary variables. The NER model, aptly called unit-level model, is developed under the normality assumption of small area random effects and unit-level random errors. For unit-level data, the NER model has been the basis for producing reliable small-area estimates either by a frequentist or a Bayesian approach. Datta and Ghosh (1991) used the NER model, in conjunction with suitable noninformative priors for the regression coefficients and variance parameters, to develop hierarchical Bayes estimates of finite population small area means. Prasad and Rao (1990) and Datta and Lahiri (2000) used a frequentist approach for the NER model to develop empirical best linear unbiased prediction (EBLUP) of the finite population means. To facilitate our discussion of robust HB method of small area estimation we reviewed the existing HB models in the next section.
It is desirable to have a model that is robust in the presence of random errors prone to outliers. To address the specific case where outliers are present in the data, Chakraborty, Datta, and Mandal (2018) proposed an HB alternative to Datta and Ghosh's method (1991) . By using a two-component mixture of normal distribution, this model accommodates populations where a small portion of unit-level errors come from a secondary distribution with a larger variance than the primary distribution. Chakraborty et al. (2018) showed that their model consistently performs as well as or better than that of Datta and Ghosh (1991) , including in the special case of no outliers (i.e. "no contamination").
It should be noted that the model proposed by Chakraborty et al. (2018) is most effective when only a small portion of the population comes from the secondary distribution. In this paper we suggest an HB method built from the NER model to handle more general cases of two-component mixture populations, where the proportion of members from the secondary distribution may be as high as 50 percent. 3 
Existing Unit-Level HB Small Area Models
The NER model of Battese et al. (1988) is immensely popular in unit-level modeling for small area estimation. This model supposes that a population is partitioned in m small areas with N i units in the ith small area. The value of the response variable for the jth unit in the ith small area Y ij satisfies
where Y ij is the response variable for the jth unit of the ith small area and x ij = (x ij1 , . . . , x ijq ) T is a q × 1 vector of values for predictor variables for that observation. Here β = (β 1 , . . . , β q ) T denotes the vector of regression coefficients. The zero mean random variables v i and e ij account for area-and unit-level errors, respectively, and are assumed to be independent of each other. We further assume that v i 's are i.i.d. N (0, σ 2 v ). As in Battese et al. (1988) , under appropriate distributional assumptions for the e ij 's, our goal is to predict the population mean θ i in the ith county defined as the conditional mean of the response given the realized
s are known for all the small areas.
A special case of an HB model introduced by Datta and Ghosh (1991) includes the following HB version of the NER model. We denote this by DG HB model.
(III). Model parameters β, σ 2 e and σ 2 v are assigned the improper prior
Based on a random sample of size n i , i = 1, ..., m, from all the small areas Datta and Ghosh (1991) used the above model to develop HB predictors of small area finite population means Y i 's, i = 1, ..., m. This model can also be used to develop Bayes predictors of θ i 's. For small n i /N i , the two quantitiesȲ i and θ i 's are approximately the same.
While the HB estimates developed by Datta and Ghosh (1991) are effective for populations in which the unit-level random errors follow a normal distribution, they are less effective when the errors follow a mixture of normal distributions. This scenario can be formulated by a two-component mixture model for the unit-level errors. The model accommodates two normal distributions underlying the unit-level error term which have the same mean but different variances. Another example of this situation is a population with "representative outliers" (Chambers 1986 ). In this case, the underlying distribution of outliers is assumed to have the same mean zero, but a larger variance than that of the non-outliers.
Chakraborty et al. (2018) proposed a two-component normal mixture for the unit-level error distribution. The latter model, referred to as the CDM model hereafter, specifically facilitates small area estimation for populations which are suspected to contain representative outliers. Chambers (1986) defines a representative outlier as a value which is non-unique in the population and influences the estimates of finite population meansȲ i 's from the model. The CDM HB model, which modifies the DG HB model, is given below:
for j = 1, ..., N i , i = 1, ..., m.
(II). The indicator variables z ij are i.i.d. with P (z ij = 1|p e ) = p e and P (z ij = 0|p e ) = 1 − p e for all i, j. Also, z ij 's are independent of v i 's, β, σ 2 1 , σ 2 2 , and σ 2 v .
(III). Conditional on β, z, p e , σ 2 1 , σ 2 2 , and
A key component of the CDM HB model is that outlier observations come from a distribution which has the same mean x T ij β + v i (conditional on random effects) as the distribution of non-outliers but a larger variance. The variances for non-outliers and outliers are denoted as σ 2 1 and σ 2 2 , respectively, with σ 2 1 < σ 2 2 . A priori outliers are assumed to occur in the various small areas with equal probability (1 − p e ). The CDM HB model is completed by assigning independent noninformative priors for β, σ 2 1 , σ 2 2 , p e , and σ 2 v , with β ∼ U nif orm(R q ), σ 2 v ∼ U nif orm(R + ), π(σ 2 1 , σ 2 2 ) ∝ 1 (σ 2 2 ) 2 I(σ 2 1 < σ 2 2 ), and p e ∼ U nif orm(0, 1).
The DG HB model is a limiting version of the CDM HB model when p e is on the boundary.
5
In the frequentist approach Prasad and Rao (1990) also used the NER model to derive the EBLUPs of θ i andȲ i and estimators of their mean squared errors (MSE). In a subsequence article, Sinha and Rao (2009) The proposed model is a mixture extension of the nested-error regression model which accounts for unit-level error terms coming from two different normal distributions. While the models discussed in the previous section accommodate the presence of outliers, our proposed model further generalizes the mixture model for the case in which the proportion of observations coming from the subpopulation with a larger variance is large enough that these data points may no longer be considered outliers in the traditional sense.
We first consider the general form of the nested-error regression model for unit-level data, given in Equation (1). To extend the basic NER model to account for observations from a mixture of two underlying distributions, we rely on the same assumptions (I) to (III) of the CDM model. The CDM model is a contamination model frequently used in the literature to accommodate a handful of outlying observations. In some applications, however, there may be a larger proportion of observations which may be different from the rest of the data. In these cases, since this group of observations is not really outliers, a mixture model, which we propose below, will be better suited than the contamination model. However, the proposed mixture model is also flexible enough to explain a small fraction of outliers in a dataset.
In our new formulation of the two-component mixture model for the unit-level error component, we treat the unit-level variances σ 2 1 and σ 2 2 symmetrically, and consequently assign a prior
It is a key difference in the priors assumed in our proposed model, which we refer as GDM hereafter, and those used for CDM. It is important to ensure the identifiability of all the parameters in the likelihood of the mixture model described by the hierarchy (I) to (III). We achieve this by assuming p e > 2 −1 , that avoids the label-switching problem. To complete specification of the prior distributions for the remaining parameters, we also assign the same independent noninformative uniform priors to β, σ 2 v and p e given by
The GDM mixture formulation presented above differs from the CDM model, which attains identifiability by constraining σ 2 1 < σ 2 2 but not p e .
7
To proceed with Bayesian inference based on an improper prior, the propriety of the posterior distribution must be justified. This propriety is demonstrated in the Appendix A.1. Details on the procedure for Gibbs sampling for fitting the model can be found in the Supplementary Material included at the end of this paper. It is well-known that discarding suspected outliers can lead to loss of valuable information about the data set. By including the outlier from Hardin County when fitting a robust model, it would make sense that the estimated mean corn hectares would be higher than in the non-robust DG model. Chakraborty et al. (2018) demonstrated that when the full set of sampled observations is used, their HB prediction (CDM HB) of mean in Hardin County is closer to estimates produced by the REBLUPs of Sinha and Rao (2009) to the robust EBLUP approach proposed by Sinha and Rao (2009), than the prediction obtained from the DG HB model. When applied to the reduced data set (n = 36), where the suspected outlier is discarded, the CDM HB model performs similarly to the DG HB model, indicating no loss in applying the CDM model to data which may not have any outliers. We apply the proposed model to calculate point estimates (posterior means) and standard errors (posterior standard deviations) of mean corn production in each county and compare our results to the predictions obtained from DG and CDM models. The results are shown in Table 1 .
Our proposed model performs as well as the CDM model in the presence of a suspected 8 outlier. The point estimates and standard errors calculated based on the proposed model, with the exception of one county, are very close to those produced by the CDM method. While there is considerable agreement in the estimates from the two robust Bayesian methods, these estimates are substantially different from those from the non-robust DG HB method. We present in Figure 1 probabilities are near 0.25, not much different from their prior values. We note here that in the right panel of Figure 1 , we plotted the same posterior probabilities for the reduced data, after removing the second observation from Hardin county. Interestingly, for none of these observations, the posterior probabilities are greater than 0.25.
We also compare model estimates for the data set after removing the outlier. The point estimates and posterior standard deviations given by each method for the reduced data are given in For the reduced data set, a comparison of posterior standard deviations associated with the HB estimates show that the standard deviations from the mixture models are consistently lower than those given by the DG model. We also compare posterior standard deviations between the full data analysis and the reduced data analysis. Intuitively, the presence of an outlier will cause an increase in unit-level variances, and therefore may also cause an increase in posterior variances of small area means. While the standard deviations produced by the robust CDM and GDM HB models appear to be higher for the full data than for the reduced data, the standard deviations given by the DG model seem to change only moderately. Standard deviations for the non-robust HB DG model are the highest. Tables 3 and 4 show posterior means and posterior medians, respectively, for β 0 , β 1 , β 2 , p e , σ 2 v , σ 2 1 , and σ 2 2 . The estimated values of β 0 , β 1 , and β 2 found from various methods appear to be similar, despite the difference in priors for (σ 2 1 , σ 2 2 ) and p e . We note that the estimate of p e is higher when using the proposed HB model, which constrains p e between 2 −1 and 1, than when using the CDM model, which does not constrain p e but constrains σ 2 1 < σ 2 2 . In the proposed method, we define the primary variance σ 2 1 as the variance of the distribution from which more than 50% of observations occur and the secondary variance σ 2 2 for the distribution of the remaining observations. When examining the full data, we calculate the 2 are 1059.20 and 533.24 respectively. We can compare these values to the estimates produced using the CDM HB approach, where the primary distribution is defined as the one with the smaller variance. Using the CDM method and the full set of data, we find the posterior mean and median estimates of σ 2 1 to be 186.95 and 173.04 respectively, and those of σ 2 2 as 842.25 and 480.48 respectively. Notably, in both methods, the primary population occurs with p e > 2 −1 and has the smaller variance σ 2 1 .
AAGIS Farm Data Analysis
Chambers et al. (2011) considered data from the Australian Agricultural and Grazing Industries Survey (AAGIS) to provide at the regional level the estimated Total Cash Costs (TCC) associated with operation of a farm based on the farm area covariate. In our illustration we treated their sampled data of 1,652 farms as the finite population with 27 small areas. In the original dataset, there were 29 small areas. We merged two small areas which had small values of N i with the neighboring ones. From this population we considered a random sample of 50 units to create our working sample. We drew a sample of 50 units with probabilities proportional to the sizes of the small areas. These 50 data points, along with the identification codes of the 27 small areas are given in Table 5 . Here the response Y is the total cash costs associated with operation of the farms, and we consider the farm area as the predictor variable x. A preliminary analysis of the data indicated a long right-tail for the response. To address this excessive skewness, we consider a logarithm transformation of the original response. We also use a similar transformation for the covariate x, the farm area.
Following Equation (1), we fit a model Y * ij = β 0 + β 1 x * ij + v i + e ij to predict the m = 27 small area means θ * i = β 0 + β 1x * i(p) + v i of Y ij 's, for i = 1, . . . , 27, where x * ij = log (x ij ) and Y * ij = log(Y ij ). We use the HB model to predict θ i = exp(θ * i ), as prediction in the original scale of the response is preferable. Here θ i is unknown but the finite population is known, so we approximate θ i byȲ iG = N i j=1 Y ij 1/N i , the geometric mean of all the responses of all the units in the ith small area.
The predictorsθ i 's are calculated for DG, CDM and GDM methods, and compared with Y iG 's. Since the posterior distributions are long-tailed (to the right), we use the median of theθ i,k values, given by exp(β 0,k + β 1,kx * i + v i,k ), to estimate θ i . To evaluate the effectiveness of an estimatorθ i , we computed the following four deviation measures for the estimator from the "truth"; the average absolute deviation (AAD), the average squared deviation (ASD), average absolute relative deviation (AARD) and the average squared relative deviation 13 (ASRD).
These summary measures for the three competing methods are given in Table 6 . We also calculated 90% credible intervals (CrI) for θ i under the DG, CDM and GDM methods, and reported the ratios of their lengths in Table 7 . In Figure 2 we plotted the posterior probabilities of each sampled observation coming from the subpopulation 2. We notice that the GDM method correctly identifies the observations that are believed to have unit-level error distribution from subpopulation 2. N (1, 1) . The set of auxiliary variables X is kept fixed for all simulations.
For each simulation, we independently generate sets of area-level random effects v i for i = 1, . . . , m from N (0, 1). Each small area has a population of size N i = 200. In the first four simulation setups, we generate e ij such that the mean of the unit-level errors is centered around 0. In these scenarios, we generate e ij from one of the four possible distributions: (i) all e ij are generated independently from N (0, 1); (ii) each e ij is drawn from N (0, 1) with probability p e = 0.90 and from the secondary population with distribution N (0, 5 2 ) otherwise; (iii) each e ij is drawn from N (0, 1) with probability p e = 0.60 and from N (0, 5 2 ) otherwise; (iv) e ij are iid from a t-distribution with 4 degrees of freedom. We also perform a fifth simulation motivated by an example in Chambers et al. (2014) in which a very small portion of e ij 's come from a secondary distribution with a non-zero mean. Here, each e ij is drawn from N (0, 1) with probability p e = 0.97 and from N (5, 5 2 ) otherwise. Setting β 0 = 1 and β 1 = 1 as in Sinha and Rao (2009) for each simulation method, we generate m small area finite populations of Y ij = β 0 + β 1 x ij + v i + e ij based on Equation (1).
We compute a summary of auxiliary information for each small area asX i = 1 N i N i j=1 x ij for i = 1, . . . , m. We then take a sample of size n i = 4 from each small area. Using auxiliary information, our goal is prediction of small area meansȲ i = 1 N i N i j=1 Y ij , i = 1, · · · , m for finite populations with large N i and small ratio n i /N i . From each sample, we derive HB predictors from the DG model and robust HB predictors from the outlier-accommodating CDM model and the more general proposed mixture model. These predictors are denoted as DG, CDM, and GDM, respectively, in subsequent data visualizations included in this paper. Since all three HB methods perform equally well when the unit-level errors contain no contamination, the plots for this simulation setup are relegated to Appendix A.2. We visualize the results of the other four simulation methods in For each simulation setup, we simulate S = 100 populations. For the s th simulated population, where s = 1, . . . , S, we compute the true small area means θ (s) i . We denote the predictors of small area means calculated using HB methods asθ 
In Figure 3 , we provide plots of empirical biases and empirical mean squared errors (MSEs) for HB predictors considered. None of the HB predictors shows signs of systematic bias. However, in the simulation setup where p e = 0.6, the empirical biases of the GDM HB predictors seem to have smaller variability than the empirical biases of the other two HB predictors. In the case of 3% contamination in e ij or where e ij is determined by a t-distribution, the three models perform equally well in producing small MSEs. In the case of 10% contamination, the MSEs of the CDM and GDM HB predictors are approximately equal for most of the small areas but smaller than the DG model prediction. The most substantial difference among the three models results in the case where p e = 0.6. Here, the GDM predictor has the lowest MSEs overall of the three methods, followed by the CDM predictor and then by the DG predictor. Moreover, the GDM model MSEs stay generally stable across all small areas.
Next, Figure 4 shows posterior variances V − eM i }/eM i . The CDM and GDM predictors seem to enjoy lower posterior variances than the DG model. Furthermore, as the amount of contamination increases, the GDM model also produces lower posterior variances than the CDM model. The differences between the three models become more pronounced as contamination increases. The DG model also displays a mild tendency toward positive relative bias when calculating posterior variance. The CDM and GDM models do not show systematic bias in calculations of posterior variance and overall perform equally well. Figure 5 shows the empirical non-coverage probabilities of 90% and 95% credible intervals of small area means θ i . For each simulation setup, we also use solid horizontal lines to show the mean non-coverage probability of the credible intervals produced by each method. For a Bayesian method, we compute our 90% credible interval I i,90 . Again, this calculation is repeated for the 95% credible intervals. We see the credible intervals produced by the DG method consistently have the lowest non-coverage probabilities for each simulation, compared to the CDM and GDM intervals. We also observe that the credible intervals by the DG HB model are on average larger than those developed from the other two models, except for the t-distributed e ij scenario where the DG and CDM credible intervals have similar lengths. Though the DG credible intervals most often capture the true value θ (s) i and have low non-coverage probabilities, they are longer than the GDM credible intervals, which closely attain the target coverage probability. While CDM and GDM intervals have similar non-coverage probabilities and nearly achieve the target when e ij is generated from a t-distribution, the ratios of average lengths (CDM/GDM) are consistently higher than one when greater levels of contamination are introduced into the population, indicating that the narrower GDM credible intervals are as successful as the CDM credible intervals in capturing the true values.
At 3% contamination of e ij from the secondary distribution (p e = 0.97), the non-coverage probabilities of the GDM and CDM credible intervals remain approximately equal, but the 90% and 95% intervals produced by the CDM model are up to 5% greater in length than their respective GDM measures. When 10% of e ij come from a secondary distribution (p e = 0.90), the non-coverage probabilities of the credible intervals found from the CDM approach are slightly lower than those found from the GDM model, but the CDM credible intervals are also about 10% greater in length than their respective GDM measures. When e ij comes from a primary distribution with probability p e = 0.60, the CDM model credible intervals are about 40% longer than those given by the GDM model but continue to have a slightly lower non-coverage probability. We note that the non-coverage probabilities of the GDM credible intervals seem to be consistent across all simulation setups. In contrast, the non-coverage probabilities of the CDM credible intervals appear to decrease when the concentration of e ij from a secondary distribution increases, but the CDM credible intervals become wider relative to the GDM credible intervals in higher contamination cases.
applied HB methods to the NER model to develop Bayesian inference for small area means. This approach, however, is not robust in the presence of outliers or under non-normality of unit-level errors. The HB method proposed by Chakraborty et al. (2018) , which also relied on an HB approach to the NER model, built upon the work of Datta and Ghosh (1991) to accommodate populations contaminated with outliers due to unit-level errors.
The CDM model is robust in the presence of outliers, but not under circumstances where the proportion of unit-level errors from the secondary distribution is fairly large. In this paper, we propose an alternate HB approach to extend the NER model for more general cases where unit-level errors come from a mixture of two different normal distributions. Based on simulation studies, we find that the proposed model provides HB estimates with lower empirical MSEs, posterior variances and narrower credible intervals than the DG and CDM HB models. The consistent superior performance of the proposed model to the DG and CDM HB models regardless of the presence of mixture in the unit-level error indicates that there is no loss to applying it to all data sets.
A Appendix
A.1 Integrability of joint posterior probability density function Chakraborty et al. (2018) show that the joint posterior density function of β, σ 2 1 , σ 2 2 , p e , and σ 2 v is proper. In particular, they show that the function L(β, σ 2 1 , σ 2 2 , p e , σ 2 v )
is integrable with respect to β, σ 2 1 , σ 2 2 , p e , and σ 2 v , where L(β, σ 2 1 , σ 2 2 , p e , σ 2 v ) is the likelihood function based on the distribution y ij , j = 1, . . . , n 1 , i = 1, . . . , m obtained as the marginal distribution from (I)−(III) in Section 2. Similar arguments show that L(β, σ 2 1 , σ 2 2 , p e , σ 2 v )
is also integrable with respect to the same variables. Note that 
Since LHS of (4) is bounded above by two integrable functions, it is also integrable. 
