Networks (WSANs) employ significantly more capable actor nodes that can perform application specific actions. In these setups responsiveness to serious events is of utmost importance and thus requires minimal latency in both data gathering and action completion. In addition, since these actions are often taken at or close to where events are detected, which can be any spot within the monitored area, the actors should strive to provide maximal coverage of the area. In this paper, we propose COLA, an actor placement mechanism that considers both the delay requirements of data collection and the coverage. COLA first evenly distributes the actors in the region for maximized coverage. Actors then collaboratively partition the sensors, forming clusters. Each individual actor then repositions itself at a location that enables minimal latency in collecting data. The effectiveness of COLA is evaluated by extensive simulations.
INTRODUCTION
In recent years, wireless sensor and actor (actuator) networks (WSANs) have started to receive a growing attention due to their potential in many real-life applications [1] . Such networks include miniaturized low-cost sensing nodes that are responsible for measuring ambient conditions and reporting such measurements to some actor nodes over wireless communication links. Actors have the capability for processing the sensed data, making decisions and then performing the appropriate actions. Robotic Mule [2] , an autonomous robot designed for the Army to detect mines in the battlefield and the NASA JPL miniaturized rover [3] , are some examples of possible actor nodes. Typical applications of WSANs include urban search and rescue, battlefield surveillance, lunar and planetary exploration, detecting and countering pollution in coastal areas, monitoring and guarding the environment against unusually high-level of radiation and suspiciously active chemical/biological agents, etc.
In these applications, one of the most important issues is being able to provide services at every part of the deployment region. This is known as the coverage problem [4] . However, these services often require actors' responsiveness in order to provide the desired effects. The solution to this problem requires a careful placement of actors in the area so that they get quickly notified and respond appropriately while meeting application-level constraints on the overall response time. For example in forest monitoring applications, actors such as fire trucks and flying aircrafts need to be engaged as rapidly as possible to control a fire and prevent it from spreading. Similarly for scientific studies or space applications actors should respond instantaneously to record rare phenomena, e.g. capture an image or record a weird behavior of a habitat.
Maximizing the actor coverage and minimizing data latency may be conflicting objectives and thus create a tradeoff. In practice, the distribution of sensor nodes may not be uniform throughout the event area. Therefore, placing the actors for increased coverage may lead to inefficient network topology and/or extend the data paths from sensors to actors. For example, if the sensors are densely populated close to the center of the deployment region, either close-by actors will be overloaded or data will be routed to far actors over long paths. Both of these scenarios are not acceptable. Actor overload may lead to data loss and an inability to process data robustly and promptly, which will negatively impact the application. On the other hand, routing data over long paths will increase the end-to-end delay, again limiting the actor responsiveness and will unnecessarily boost the energy consumed by the resource-constrained sensors.
In this paper we present COLA, a COverage and Latency aware Actor placement scheme for WSANs. COLA considers the actor coverage and data gathering latency, when determining the location of the actor nodes. Initially, we aim to nominate positions that maximize the actor coverage and then move the actor nodes to these positions. At their initial locations, the actors will start a discovery process to establish contact with nearby sensors and then will collaboratively partition the discovered sensors among themselves forming clusters. Note that for each cluster, an actor is designated as a cluster-head which gathers and processes the data from the sensors within that cluster. Each individual actor will then compute the best position that will provide minimum average packet delay for all the sensors within its cluster. This location is computed by modeling the problem as an absolute 1-center vertex problem which has been used as an optimization technique for many real-life applications [5] . Finally each actor will relocate to the computed position. Simulation results have confirmed that COLA not only provides good coverage but also significantly reduces end-to-end delay to enable timely service for the applications. In addition, COLA lowers the communication energy and thus helps in extending the sensors' lifetime. This paper is organized as follows. Next section describes the system model that we consider throughout the paper. In section 3, we compare COLA to previous research. Section 4 discusses the problem in details and presents our approach. The performance of COLA is evaluated in section 5. Section 6 concludes the paper with a summary and a highlight of our planned future extensions.
II.
SYSTEM MODEL A set of sensors and actor nodes are spread throughout an area of interest to detect and track events and take necessary actions in this area. The sensors are battery-operated with diverse capabilities and types and are empowered with limited data processing engines. While sensors are deployed in abundance, the number of actor nodes is limited since robotlike nodes are usually used and they tend to be very expensive. The actors are both less-energy constrained and have larger transmission range than the sensors. It is assumed that every pair of actors can communicate with one another either directly or through other actors. The action range of an actor which is defined as the maximum distance it can cover is limited and assumed to be same for each actor.
We use all the actors as data collectors (sinks) and each actor will be responsible with a cluster where it can gather data from the sensors and act (e.g. destroy targets) based on that data. We also assume that the actors can move on demand in order to act on larger areas and collect data.
III. RELATED WORK
The coverage problem has been studied in the literature in the context of multi-robot systems. The network in these systems consists of robots which have various sensing capabilities, vision and ability to move. The issue is how to locate the robots so that every point in the region will be under the shadow of a particular robot [6] . If the region is very large and the number of robots is limited, dynamic coverage and exploration can be considered [7] . In this case, the robots will continuously move and patrol the region for complete coverage. However, since the area of WSANs is fairly new, there is not much work on coverage problems in WSANs.
Quite recently, the characteristics and research challenges of WSANs have started to draw attention [1] . One of the few projects that address specific problems for WSANs is reported in [8] . The authors mainly tackle the problem of picking appropriate actors for responding to an event in a particular region. Again the network is clustered around actors. However, it was assumed that multiple actors are available to serve the individual clusters; one of which stay stationary to collect data while the rest of the designated actors stand by to get engaged when need arises. The paper focused on the problem of actor assignment to overlapping areas with the least amount of energy and delay. An integer programming formulation was proposed to solve this problem.
Our work is similar to that work in the sense that we aim to provide best network performance in terms of packet delay.
However, we mainly focus on another metric which is the coverage of the region; basically trying to achieve maximum actor coverage. We argue that employing large number of actor nodes will not be practical for most of applications since sophisticated and often expensive robots are being used as actor nodes. In other words, we consider a different problem in which maximum coverage with a given number of actors is an objective. We also assume that actors can move around in order to extend the coverage as needed. However, since the movement imposes overhead, especially for robots, in terms of energy and delay, we strive to avoid it unless the coverage in a cluster is insufficient.
IV. COVERAGE AND LATENCY AWARE ACTOR PLACEMENT
One of the fundamental design issues in WSANs is where to place the actors. The location of an actor may affect the fulfillment of the system's requirements and multiple network performance metrics. For example, it is desirable in many setups to have good actor coverage in the area of interest. Therefore, it may be required to have the actors uniformly distributed in the area as much as possible. Moreover, in many applications it is important to achieve high level of responsiveness to emerging events whether by execution of specific tasks, performing sophisticated experiments to collect more accurate data or even moving closer to where the event is happening. Thus, in addition to actor's coverage, we focus our attention on the number of hops a data packet travel till reaching an actor node. We now give a more precise description of the above problem.
A. Problem Definition
Our problem can be defined as follows: "Given an area of interest with known boundaries and a set of sensors and actors initially deployed randomly in this area, what is the best layout for the actor nodes which will provide maximum coverage of the area and minimize the data collection and action completion time of actor nodes while also considering the energy constraints of sensors". Since energy savings can usually be done through pursuing multi-hop routes, the problem can be named as "Max-coverage Min-delay Actor Placement" where data collection latency is to be minimized.
Given the infinite solution space and the uncertainty about the quality of wireless links, finding optimal locations for the actor nodes is a very complex problem which has been proven to be NP-hard through reduction to the P-center problem [9] . For example, even if we assume that an optimal position for an actor node could be identified; there is no guarantee that the actor will be in fact reachable to the nearby sensor nodes. Therefore, we pursue heuristics. The basic idea of COLA is to consider both the topology of the sensor network and the boundaries of the deployment region. To address the requirement of maximum actor's coverage, we strive to assign position to actors that minimize the overlap among their acting range.
COLA is divided into two phases; network bootstrapping and actor relocation.
B. Network Bootstrapping
The network bootstrapping phase includes the initial placement of actor nodes and grouping sensors into clusters. We first describe the algorithm for placing actors.
Initial Actor Placement:
The coverage problem is defined as the maximization of the total area covered by actors. This can be achieved either statically or dynamically [4] . Static coverage is the problem of deploying actors in a static configuration, such that every point in the area is under the actors' shadow (i.e. covered) at every instant of time. Dynamic coverage, on the other hand, is addressed by algorithms which explore and hence cover the area with constant motion [4] . In this paper, we consider an on demand and partially dynamic coverage where actors only move whenever deemed necessary based on the received sensor data. That is, the actor will move when its action range does not cover the whole area it is responsible for and there is a need to act out of its action range.
In COLA, initial placement of actor nodes is done by dividing the region into equal sized cells whose number matches the number of actors and then repositioning the actors at the center of these cells. Fig. 1 illustrates the idea, where the circles represent the action range of the actors. Such placement will provide maximal coverage by preventing overlaps among the various action ranges.
In order to calculate these actor locations, a distributed algorithm is used. The steps of the algorithm are as follows: 1. Each actor broadcasts its ID and location. 2. By using the actor IDs, the number of actors, location of each actor and the coordinates of the event region boundaries, each actor node employs a recursive algorithm to divide the region into cells and store the center location of these cells into a binary tree. 3. Finally, each actor node computes the closest cell to move by comparing their initial locations with the center of the cells stored in the binary tree. Given that the movement is both energy and time consuming, this optimization will provide that the total travel distance of all the actor nodes and the total time will be minimized. 4. The actor node upon determining the closest location to move starts moving to that location.
Next, we prove that this algorithm is conflict-free and thus each actor concludes the same result.
Theorem: COLA is conflict-free. Proof: Since all actors will have the same information and follow the same order of assigning new locations to actors based on the actor ID, each actor will produce the same assignment list. Thus, no location can be assigned more than one actor at the same time.
Forming Clusters: After positioning the actor nodes, the next step is to group sensors into distinct clusters; each is headed by an actor node. An actor will be responsible for collecting the data of the sensors in its cluster. There are numerous published techniques that can be applied for assigning sensors to clusters. In its simplest form, each actor broadcasts a message with its ID and location. A sensor node when receiving this message, estimates the distance from that actor node. The sensor waits to hear from other actors. The sensor node then picks the closest actor and replies back to the actor of its choice to join the cluster of that actor.
C. Actor Relocation for Minimal Latency
While the actors are now positioned for maximum coverage, this does not mean that it is the best layout for minimizing the data collection delay. The location of the actor should be selected in order to minimize the maximum delay a packet will experience from any sensor source to the corresponding actor. That is actually to minimize the number of hops on the longest path from a sensor to the actor of the cluster. Therefore, COLA relocates the actor nodes from the center of the cells to new locations where significant reduction in path delay can be achieved. This relocation also helps in getting the actor closer to data sources and hence may reduce the number of sensor's transmissions which increases the sensors' lifetime as well.
While this relocation may negatively affect the performance in terms of coverage, we expect that this new location would not be very far away from the initial location since the relocation is restricted within the boundary of the individual clusters. In addition, an actor node can always move when its action range is insufficient to cover the whole area within the cluster as we mentioned before. Picking the new location: Given that one of the factors that affect actors' responsiveness is the amount of time they wait to receive the data from sensors, it is very crucial that this time is minimized in order to speedup the decision making process for actors. This can be achieved by determining a location for the actor node which ensures that even the farthest sensor node can transmit its data to the actor within an acceptable time. Finding the optimal position that fulfills these goals is a classical 1-center problem; which is known to be NP-hard. Therefore, COLA pursue a vertex 1-center formulation which has a polynomial time solution [5] . The vertex 1-center problem has many applications such as urban planning. When placing service centers like hospitals in a city, it is desired that an ambulance can be dispatched responsively to patients or injured no matter where they are located. In our context, such formulation means that the new position for an actor node is to be searched among the locations of sensor nodes which serve as vertices. Solving the vertex 1-center model will result in a 3 actors 4 actors Figure 1 . Initial placement of actors new location for an actor node which guarantees that the maximum possible delay in terms of hop counts from sensor sources to the actor node is minimized. The pseudo code for computing the vertex 1-center of a cluster is shown below. The main idea is first to create the minimum distance matrix of all the sensor nodes within the cluster (line 1). d [i, j] basically denotes the number of hops for the minimum possible path from sensor i to j. Then for each node, we pick the longest path from that node to any of the other nodes, among the values which are listed in the corresponding row of the matrix (line 2-3) . These values are stored into a list (denoted as MaxList) and among them the smallest value is picked in line 4-5. The vertex 1-center will be the location of the node which has this smallest value in its row (line 6). The actor node is hence relocated to that location as shown in line 7.
In this algorithm, once the minimum distance matrix M is computed, the complexity of the remaining part is in the order of number of sensors. M can be computed in polynomial time using the Floyd-Warshall's all pair shortest-path algorithm. It should be noted that every individual actor will use the above algorithm and identify the best location to serve its cluster independent of the other actors. Since the vertex 1-center is in fact the position of one of the sensor nodes in the cluster, the actor remains within the boundary of the cluster and the overlap among the actors' coverage stay at minimal.
V. EXPERIMENTAL EVALUATION
The effectiveness of COLA is validated through simulation. This section describes the simulation environment, performance metrics, and experimental results.
A. Network operation and Experiment Setup
We have adapted the network operational model of [9] for validating COLA. For a sensor node in the sensing state, packets are generated at a constant rate of 1 packet/sec. Each data packet is time-stamped when it is generated to allow the calculation of average delay per packet. In addition, each packet has an energy field that is updated during the packet transmission to calculate the average energy per packet.
In the experiments, the network consists of varying number of sensor nodes (400 to 600) randomly placed in an area of size 1000m by 600m. The number of actors is an input to the simulator and does not change during a run. The initial positions for the actors are determined randomly. A free space propagation channel model is assumed [11] with the capacity set to 2Mbps. Each actor and sensor node is assumed to have an initial energy of 5 joules. A node is considered nonfunctional if its energy level reaches zero. The maximum transmission range for a sensor node is assumed to be 100 meters [12] . We assume that the actor nodes can communicate with each other anytime, i.e. actors form a connected graph. However, we assume an action range of 100m for each actor which is the circular area where it can perform certain actions. We assume that the network is tasked with a target tracking mission in the experiment and the actor nodes can move when needed. They perform certain actions (e.g. destroying the target) when a target is detected.
B. Performance Metrics and Results
In this section we present some performance results obtained through simulations. We use the following metrics to capture the performance:
• Average energy per packet: This metric represents the average energy consumed in transmitting, and receiving a data packet to an actor node.
• Average delay per packet: Defined as the average time a packet takes from a sensor node to the actor node.
• Actor Coverage: Defined as the area under the coverage of the actors with respect to total event area. In the experiments, we compared COLA with two other approaches which we named as Uniform and Random in the graphs reflecting the distribution of actors in the event area. The routing protocol described in [9] has been used in each cluster. We varied the number of actors and observed the average delay and average energy per sensor packet to reach to an actor. We note that we are not reporting the energy cost of deciding on the new locations and moving the actors to those locations since actors are assumed to have significantly more energy compared to sensor nodes and such a relocation process is performed only once. In the experiments, we applied 5 distinct seeds in order to generate random network topologies. Separate simulation runs were performed for each topology. We observed that with 90% confidence level, the simulation results stay within 6%-10% of the sample mean.
Delay and Energy Performance:
The simulations results depicted in Fig. 2a-b demonstrate that COLA provides significant positive impact on packet latency when compared to that achieved by random and uniform deployment of the actors. This is more evident when the actor density is low (small number of actors). This is because, when the actors need to serve a very large area, the number of hops to reach to the actor from a sensor increases, leading to more delay. If the locations of actors are carefully selected through COLA, the delay can significantly be reduced. Similar observations can be made for the average energy per packet, since it also depends on the number of hops, where sensors consumes the Coverage Performance: We also compared the actor coverage under the different placement strategies. Obviously uniform distribution of actors can achieve the most coverage. The essence of this set of experiments is to capture the potential actor range overlap that random placement can result in and how close COLA gets to the coverage achieved by uniform distribution of actors. We report on a sample configuration with 15 actors and 600 sensors deployed in an area of 1000m by 600m. Fig. 3 demonstrates the coverage for each approach both visually and computationally relative to the deployment area. Note that the gray areas indicate the covered areas by the actors. The results in Fig. 3a-d show that COLA achieves significant improvements (about 30%) compared to random placement with a coverage that almost matches that of uniform distribution of actors. We like to note that COLA sustained such good coverage in all experiments.
VI. CONCLUSION
In this paper, we proposed COLA, a simple yet effective algorithm that tackles the problem of maximizing area coverage in WSANs while minimizing the end-to-end delay for packet delivery. COLA initially places the deployed actors such that the coverage is maximized. Sensors are then grouped around the actors to form non-overlapping clusters. COLA repositions those individual actors in order to minimize the data collection delay within each cluster. We formulate the relocation problem of actors as an absolute 1-center vertex optimization problem. We evaluated COLA in a simulation environment and compared it to cases when actors are randomly and uniformly placed in the area of interest. The simulation results indicated that COLA achieved about 30% increase in coverage and up to 40% delay reduction in comparison to the random deployment. In addition, COLA improved the lifetime of the network by reducing the average energy per packet. These are achieved while almost matching the coverage achieved by uniform actor distribution. Currently we are investigating the problem of actor placement with the connectivity restriction on actors. In addition, we plan on studying the issue of asset planning by determining the ideal number of actors based on the network topology and application requirements. 
