ABSTRACT A high-order moment recursive state estimator is designed to achieve the minimum mean square error estimation of a Markov jump linear system (MJLS) whose state distribution obeys a generalized Gaussian distribution (GGD). The operation properties of the cumulant generating function are explored to transform the stochastic MJLS into a high-order component form. Based on the transformed high-order moment deterministic system, a Kalman filter is applied to estimate the high-order moment information of the state variable, such as the skewness and kurtosis of the GGD. This method allows for the estimation of the Gaussian distribution, such as the two special cases, mean and variance. A comparison with the existing results of the mean error estimation demonstrates the higher estimation accuracy for the simulation. The application of the proposed method to economic and power systems demonstrates its effectiveness and advantages.
I. INTRODUCTION
Kalman filtering, known as the linear optimal recursive estimation of the system state when the state equation and the output measurement are perturbed by Gaussian white noise, has attracted many research interests due to the filtering performance and structure [1] - [3] and has been applied in various fields such as power estimation in mobile communication [4] and water level time series data of inland water [5] . However, the majority of the aforementioned results are restricted to linear systems with a single mode whose dynamics only depending on the time evolution. In practice, useful model categories are stochastic multi-mode systems that are based on continuous-time state evolution and discrete-event model driven, such as Markov jump linear systems (MJLSs) [6] - [9] . Because of the stochastic jumping among different subsystems, the parameters are not known prior to the current time instant. Therefore, it is difficult to use a Kalman filter to estimate the state of the MJLSs.
To deal with this issue, Shi et al. obtained results relying on the Lyapunov-Krasovskii function [10] and the multiple model approach for robust Kalman filter of MJLSs [11] , [12] . Furthermore, Xiao et al. tried to determine the state estimation performance of a robust Kalman filter design for MJLSs [13] ; Zhu et al. considered the reliable performance of a robust Kalman filter in MJLSs [14] . In 2010, Costa and Astolfi proposed a Kalman filter for MJLSs with a mean bounded error covariance [15] . Alessandri et al. solved the problem by using the maximum likelihood of the state in MJLSs for recursive Kalman filtering [16] . Nogueira et al. adopted Kalman filters to estimate the position of a lower limb exoskeleton modeled using an MJLS [17] . In 2016, Zhao and Liu presented a compensation approach for Kalman filtering in MJLSs based on a Bayesian formula [18] . Even though important advances have been made to the Kalman filtering of MJLSs, the obtained results are constrained to MJLSs with states following a Gaussian distribution. The Gaussian distribution is described by two parameters, i.e., the mean and variance that represent the first and second moment, respectively. With these two parameters, the probability density function is easy to determine and this is a key advantage; nevertheless, the accuracy of the real distribution is not thoroughly considered. The mean or mean square estimation is sufficient to describe the system dynamics using Gaussian distribution.
However, once the state deviates from the Gaussian distribution, error may occur. This is a common phenomenon in most practical applications because the data may originate from different sources and may be affected by different noise, especially non-Gaussian noise. In this case, an accurate computation for Gaussian distribution is insufficient to compensate the loss in accuracy. For example, in economic systems, unavoidable errors occur of high-order moments is not considered such as the skewness [19] . When the state distribution obeys a generalized Gaussian distribution (GGD), it is difficult to obtain a good estimation of the actual state of MJLSs by only focusing on the mean and mean square error estimations. Consequently, high-order moment error estimation is proposed to determine the skewness and kurtosis of a GGD because the description of the system state is more versatile and the error of the GGD can be detected.
Therefore, the main purpose of this study is to establish a high-order moment filter to take the high-order moment information of the systems into account. For the filter design, the cumulant generating function (CGF) is used to transform the MJLS into a deterministic system with a high-order moment component form. Subsequently, the recursive estimation based on the form of the state is given. In this way, the high-order moment information hidden in the state of the MJLSs is accommodated [20] - [22] . Unlike existing results, the proposed technique of high-order moment estimation provides information on the skewness and kurtosis of the state, representing additional parameters in the GGD that shows the degree of variation of the Gaussian distribution.
Briefly, the rest of the paper is organized as follows: Section 2 introduces the problem statement and preliminaries used to describe the MJLS and high-order moment. The recursive high-order moment filter of the MJLS is introduced in Section 3. Subsequently, a numerical example from economics is provided in Section 4 to illustrate the property of the high-order moment. Finally, we conclude the paper and point out the future research directions in Section 5.
Notation: I n denotes the n-dimensional unit matrix. R n is the n-dimensional Euclidean space. A T is the transposition of matrix A. X < 0 means X is a negative matrix. A ⊗ B is the Kronecker product of A and B. A ⊗p is p times A of the Kronecker product.Ŝ is the estimation of S. S(k|k − 1) is the moment k of S based on moment k − 1.
II. PROBLEM FORMULATION
Consider the following discrete MJLS by:
where x(k) ⊂ R n x is the state vector with a known initial value, y(k) ⊂ R n y is the noisy output, w(k) ⊂ R n w and v(k) ⊂ R n v are uncorrelated zero-mean Gaussian distribution white noise with the following properties [12] :
where δ (·) is the Dirac function, which means
For simplification, they are rewritten as A i , B wi , C i , D vi in the following. The random process θ k is a Markov chain in the finite set M = {1, 2, · · · , m} with a mode transition probability matrix , the items of which are π ij = P r (θ k = j|θ k−1 = i), where π ij denotes the transition probability from mode i at time k − 1 to mode j at time k and
The problem proposed in this paper can be formulated as the high-order moment component form of system Eq. (1) that is estimated recursively. The mode-jumping of the stochastic system is a serious problem in the recursive estimation. For MJLSs, one of the most widely accepted ideas is weighted depending on the transition probability matrix. Based on this idea, the mean of the CGF is presented to transform the stochastic system into a deterministic one with the same norm as the original states. To establish the recursive high-order moment state estimation, which is denoted as the p-moment, a derandomization technique is needed at first. The technique starts with the definition of the function 1 A :
Then define:
Combining Eqs. (3) and (1) and considering that 1
, the following statement is obtained:
Definition 1 [23] : For a random variable z ∈ R p with the distribution density function p(z), the moment generating function (MGF) is defined by z ( ) = R p e T z p(z)dz and the CGF is defined by z ( ) = log z ( ). If the MGF z ( ) and CGF z ( ) defined in Definition 1 are analytical, they can be expanded as Taylor's series at the neighborhood of = 0 as:
where m(p, n) is the p-order moment vector with dimension
c(p, n) is the p-order cumulant which can be calculated by:
where Q l is a specific commutation matrix with an appropriate dimension. According to Eqs. (5)- (6), by taking the CGF on both sides of Eq. (4) and expanding it to Taylor's series at the neighborhood of = 0, the left side of Eq. (4) is described as:
and the right side of Eq. (4) is formulated as:
Then 'it' ''yields'':
With the cumulant property c Tz (p) = T ⊗p C z (p) where T is the transformation matrix, it is easy to find that:
We define
T with an appropriate dimension, then
Eq. (12) can be rewritten as:
where
Based on the CGF, the MJLS (1) is transformed into the p-order moment component form as a deterministic system in Eq. (13) . Therefore, the recursive estimation of S(k, p) is equivalent to the p-order moment state estimation of x(k) in Eq. (1).
Prior to describing the algorithm of the recursive estimation, the effect of the high-order moment is introduced in Remark 2.
Remark 2: When the high-order moment problem is simplified into the first-order moment, the corresponding parameter in the Gaussian distribution is the mean and the state estimation is mean error estimation. Similarly, in the second moment, the state estimation is the mean square error estimation. When it comes to the third and fourth moments, which are related to the skewness and kurtosis in the GGD, the filter design is used for the estimation of the skewness error and the kurtosis error.
III. MAIN RESULTS
In this subsection, the recursion of the Kalman filtering is derived based on the deterministic system model in Eq. (14) and the explicit expression of the filter gain is given.
where 
and the output error is given by:
where y tp (k) is the perturbed observation andŷ tp (k) = C tpŜ (k|k − 1, p) is the estimated observation. The posterior error covariance is defined by:
The analysis estimations for the p-moment component form of the state is given in Eq. (18):
Then, when the perturbed output y tp (k) is observed, the prediction of the state component form is given as:
and the filter gain K (k) is computed as:
Finally, the prediction of the covariance error is presented:
The root mean square error (RMSE) is introduced to determine the performance of the estimation:
According to Eqs. (15)- (20), the optimal recursive estimationŜ(k|k, p) can be obtained. The values of the filter gains are given as K p (k), which is updated based on the variance of the system error and measuring error. At the last step of the algorithm, the error variance is updated and decreased because more information has to be considered and the compensation K p (k) is harsher.
From the definition of the CGF and S(k, p), the high-order moment component form of the augmented state S(k, p) has the same norm as (q(k)) ⊗p . It is easy to understand that the transformed state q(k) has the same norm as x(k) when considering Eq. (3). Consequently, the high-order moment component form of the augmented state S(k.p) has the same norm as (x(k)) ⊗p .
Remark 3:
The recursive high-order moment estimation algorithm has two parameters: the original state x(k) and the moment p. When p = 1, the filter is simplified to the recursive mean state error estimation. For p = 2, it estimates the mean square error of the states. In these cases, the algorithm is similar to the existing results of the recursive MJLS state estimation. When it comes to the high-order moment with p ≥ 3, more information about the state distribution is proposed. Under the assumption that the state does not have a Gaussian distribution, the high-order moment state estimation is indispensable and shows the variation of the Gaussian distribution. It is very important that if the skewness is not zero according to the high-order moment filter, the error of the skewness is neglected, which will result in an unavoidable error in the recursive estimation.
Prior to the description of the proposed CGF, it should be noted that some researchers have used the expectation of the next moment for the recursive state estimation in MJLSs. The details are given as follows:
Corollary 4 [17] : Based on the MJLS (1) In Corollary 4, the existing technique of the recursive estimation of MJLS is given. However, the noise is not well considered because in the definitions ofH andQ, the equivalent variances have changed and the performances are worse than the corresponding parameters in the derandomization method. To show the performance of the algorithms, the comparison of the two algorithms in the case of moment p = 1 and the RMSEs of different moments based on the derandomization method are shown in section 4.
Remark 5:
Compared with the CGF method, the existing method using the expectation of the transformation matrix A i in each mode of the MJLS in the existing results still has some constraints. It is obvious that these kinds of methods require that the mode of the MJLS in the current moment is known. Additionally, the methods have not expanded to the form of the high-order moment recursive estimation.
IV. NUMERICAL EXAMPLE
Example 6: An economics example is given to illustrate the availability of the recursive high-order moment state estimation. We use the consideration of an economic system based on multi-mode systems proposed in [24] with the aim of estimating the different order moment component form of the national income and the system state of the economic system. There are three modes, they represent three economic situations are norm, boom, and slump. They are stochastically jumping from one to another depending on a Markov chain. Consequently, the economic system is modeled as an MJLS. The parameters and the stochastic jumping probability matrix are given as follows: estimation of the MJLS. If the stochastic jumping probability matrix is a unit matrix, the performance of the two methods will have the same effect, which is the special case and also proves the feasibility of the algorithm.
The RMSEs of different order moment component forms of the state for the economic system based on the derandomization method are shown in Figure 2 . By considering the Gaussian distribution, the existing results detected the mean and mean square error but not the skewness error or kurtosis error. In fact, it is necessary to use the high-order information for detecting the degree of variation in the GGD, which describes the state distribution more explicitly. In general, the RMSEs are higher when the order moment is higher. The reason is that for a high-order moment, the RMSE is also accumulated. Therefore, the high-order moment component form of the state estimation is more imprecise though the high-order moment information is taken into consideration. Compared with the traditional state estimation, the estimation of the state in a high-order moment component form provides additional information in the GGD of the state. As a consequence, the accuracy is worse for the higher-order moment cases.
Example 7: Another case of a power system is used as an example. We consider on-off switching circuit breakers in a MJLS with two modes of stochastic jumping; the parameters and the jumping-probabilities are as follows [25] : Figure 3 shows that the filtering performance of derandomization and expectation method for the power system. The performance index is the RMSEs of the expectation method and the derandomization method. The result is similar as that in Figure 1 for economic systems, which proves the generality of the proposed approach. Figure 4 shows the RMSEs of a system state for different order moments p. Similar to the economic system, the error is larger when the moment p is higher. In Figure 2 , the curves of the RMSE are smooth and nearly parallel after the fluctuation. In Figure 4 , the fluctuations occur in the early steps and are higher for the higher order moments in general. The reason is that the special information hidden in the different moments fluctuates. When the state has a GGD, the state distribution information hidden in the high-order moment should be taken into consideration. Above all, Figure 2 and 4 prove the necessity of high-order moment filtering based on the simulations.
V. CONCLUSION
A recursive state estimation algorithm for a high-order moment component form is proposed for MJLSs. In this study, the MJLS is transformed into a deterministic system with a high-order moment component form using the CGF. Subsequently, the high-order moment component form is obtained from the state accumulation. Based on the transformed high-order moment system model, the recursive estimation is presented and additional information about the state distribution is obtained. The higher the order of the moment, the worse the performance of the estimation is because the error of each moment is accumulated. When the high-order moment is estimated, the true model is obtained and this has a positive effect on the state estimation. The numerical example also proves the accuracy trend in the main results. Furthermore, MJLSs with uncertain transition probability matrices are more common in practice and a possible future research direction is to determine the relationship between the unknown transition probability and the high-order moment component state form.
