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As a step toward this goal, we developed a modelbased distributed omnidirectional vision system (OUTS) that covers a wide area [SI. By placing many cameras in the environment, the system obtains redundant visual information. This redundancy makes the image processing of each camera simple and robust. Unfortunately, our model-based approach has demerits 1141, [91. Generally speaking, it is hard to realize an interactive system based on the model-based approach. It takes time to acquire a new model. The modeling cost is especially serious for a sensory space of high dimensionality. Calibrating many cameras is also complicated. Furlhermore, the system cannot adapt to variations in human behavior, which are potentially unlimited in number and sensitive to the situation. Therefore, an interactive system that allows us to add or change behavior models online is required.
A simpler solution is for the system to directly process the sensory data without our defining features a priori
[IZ]. This memory-based approach uses the sensory data to construct a model for recognizing behavior. Although the memory-based approach is not liable to errors caused by a narrowly defined set of features, it typically requires more memory and computation. However, advances in computer memory and processing speed have made the approach feasible. In addition, it is not necessary for the system designer to anticipate which set of features would be adequate for the task 1111.
This In our 6rst experiment, outputs from infrared sensors distributed in the environment define the sensory space. Each infrared sensor detects that something is present in a certain region of space. We have applied the proposed method to recognizing human posture and behavior in a real environment and verified its effectiveness. The second experiment uses distributed cameras with wideview mirrors to record browsing behavior at a Tsutaya video rental shop. A decision tree is also contructed, but using the ID3 algorithm, which recursively divides the sensory data (viz., hinarized images) according to the pixel that offers the highest information gain with respect to the conclusion.
RECOGNiTlON BY HIERARCHICAL LINEAR DISCRIMINANT ANALYSIS
A. Basic idea Linear discriminant analysis determines the hyperplane that divides the parameter space for two given categories and determines to which subspace a new instance belongs (see Fig. 3 ). If more than two categories exist linear discriminant analysis is applied to the subspaces divided by the first discriminant function. This process can he applied further, if classification errors remain. As a result, we construct a binary tree whose nodes perform linear discriminant analysis (see Fig. 4 ).
Hierarchical discriminant analysis is sensitive to the order in which the linear discriminant function are applied, We have to properly decide which linear discriminant function should he assigned to the root node in order to represent a proper abstraction hierarchy in the binary tree. We represent each human behavior as a combination of the discriminators that divide the behavior data into two suhspaces by linear discriminant function and assign a weight for each discriminator according to its importance. These two subspaces may differ from the behavior categories. The designer of the system defines their importance. For example, the following three discriminators represent the behavior "using the mouse while taking a seat" in order of importance:
I) Whether the person is taking a seat 2) Whether the person's arm is moving 3) Whether the computer mouse is moving
B. Constructing a recognition free by linear discrimbunt analpis
The construction process for the binary decision tree for recognition is as follows (see Fig. 4 ): 1) Observe behavior and memorize the sensory data and behavior category. 2) The designer defines the discriminators and tbeir importance based on the behavior categories. 3) Divide the data into two categories with the most important discriminator.
4) Repeat step 4 for the next most important discriminators, recursively, in a breadth-first manner, until the classification error becomes less than a constant value or all discriminators are used. During the recognition phase, the system applies the linear discriminnnt functions to the observed sensory data, starting at the root node, until it anives at a leaf node. The system outputs the behavior category that the leaf node belongs to as the result.
BEHAVIOR RECOGNITION USING INFRARED PROXIMITY SENSORS
As an application of the proposed method, we have developed a human behavior recognition system at an ofice workplace. As shown in Fig. 1 , we have distributed 28 infrared proximity sensors around a desk. The digits in the figure represent sensor ID numbers. The sensors were distributed randomly. If a sensor detects something, it returns I; otherwise, it returns 0. They are only active when someone is present. There are four types of sensors each of which has a different range: 40 cm, 50 cm, 80 cm, and 100 cm. The sensors are oriented perpendicularly to the wall.
A. Behavior cotegorj mined a priori. 
B. Acquisition of behuvior data
The system acquires data from all infrared sensors every 10 miliseconds. The data represents instantaneous behavior but suffers from noise. To obtain more stable data, the system sums up data sampled during WO second intervals. These values are represented by a 28-dimensional fenture vector. In this experiment, we stored 300 vectors corresponding IO each behavior category. Fig.6 and Fig.7 show instances of behavior while a person uses the mouse and types on the keyboard, respectively. The five graphs represent different iterations with the same person. The horizontal axis represents the ID number of the infrared sensor, and the vertical axis the sum of the sensory data during two seconds. These figures show that the shapes of graphs belonging to the same behavior category are similar, and those belonging to different behavior categories differ. This means human behaviors can be represented as a combination of positional information, so that it is possible to classify human behaviors based on the stored behavior data.
C. Construction of the recognition free
We have prepared 11 discriminators as shown in Table  I . DF means the value of the linear discriminant function. Some discriminators are the same; however, their importance and discriminant functions vary. Fig.4 shows a recognition tree obtained by using the discriminators.
We measured recognition rates to verify the decision uee. Three subjects behaved naturallf in the enviromnenl, and we compared their self-declared behavior with the results of the system, as shown in Table U .
The subjects did not know what behavioral categories the system could recognize; therefore, about 20% of their behavior did not match any of the behavioral categories of the system. This is why the recognition rates are not so high in Table D . However, the rates are about 906 once unexpected behavior. categories have been removed. We believe this recognition rate to be sufficiently high for a practical behavior recognition system.
D. Analysis and the discriminator function f is represented by
In this experiment, the sensory data is 28 dimensions,
where xi is the sensory data. Fig. 9 . rccognizc hehavior a1 lhe dcsk.
me dccirion l~c e ConSmcled by Quinlan's C4.5 algorithm lo Fig. 8 shows the weights ai of the discriminators that constitute the decision tree. Each weight indicates the contribution of the discriminator to the conclusion. From this figure, we find that only one sensor is dominant in several discriminant functions. This suggests that placing sensors intentionally rather than randomly could offer better performance with fewer sensors for the current set of behavioral categories and environment. However, the random placement of many sensors can he of benefit in situations where the environment can change dynamically or we cannot know the categories in advance.
In the approach proposed here, the designer gives the order of the discriminators. However, if one sensor is sufficient for each discrimination, it is possible to use an information theoretic (or other) criterion to determine the order (cf. ID3 and C4.5 [13] ). We have investigated this problem hy comparing the performance given hy C4.5, which is based on ID3 hut allows real valued attributes. Fig.9 shows the recognition tree constructed by C4.5.
The root discriminator roughly divides all data into two categories: standing and sitting. The decision tree obtained by C4.5 bears some similarity t o the results obtained by our method, although the performance of the recognition system of C4.5 is somewhat worse. The judgments of the designer used in our approach roughly match the evaluation based on the information criteria.
Iv. BEHAVIOR RECOGNI'TION USING DISTRIBUTED

WIDEVIEW VIDEO CAMERAS
The purpose of this experiment is to evaluate whether a memory-based approach can be applied to a distributed vision system. We mounted four wide angle vision sensors on the ceiling of the display section of a video rental store. The wide field of view of the cameras enables redundant observation, which may enhance the recognition rate of human activity. The mirror is calibrated to avoid the distortion found in alternative systems (e.g., fisheye lenses), though memory-based approaches do not require this. Images from each of the four cameras are combined into a single 640 x 480 RGB image for simultaneous
processing. An image capture h a r d digitizes the analog system, and a PC with a 2.4GHz Pentium N CPU and 2 gigabytes of memory performs subsequent processing.
Human activity is isolated in the images hy background subtraction and binarization. First the brightness component is isolated in the RGB images: I = 0.2991+0.5876+ 0.1448. A parameter is used to threshold the difference between the current and background images: Sjj = 1, if lljj -Hij 2 fl, otherwise Sij = 0.' Since environments change over time, the background image is gradually updated by taking a time average across recent images: After this preprocessing stage, the system learns to recognize whether there is no person, one person, or more than one person in each region by using the ID3 algorithm to construct a decision tree. We chose ID3 instead of linear discriminant analysis because it focuses on dimensions independently, which is less problematic in a space of such high dimensionality. Recognition occurs when the current composite image matches a previously processed image.
The display area is divided into the regions A, B, C, and D, and the number of people in each region is quantized into three categories: none, one, or several. The system is to recognize these categories without taking into account camera parameters or the structure of the environment. In typical engineering applications, features that are useful for making discriminations are determined based on the task. However, if the task or environment are not known in advance, an alternative is needed. We draw inspiration from the animal realm, since many species are able to recognize different classes of phenomena by learning to -The advantages of our approach over traditional modelbased approaches are that-we do not need to defme a model a priori and the computational cost is low. One problem with model-based approaches is that if the system fails in constructing a model, behavior recognition also fails. Our approach is robust, as exhibited by a successful detect features that are invariant within each class.
Owing to the prohibitive computational demands of directly comparing the current image to those previously categorized, Quinlan's ID3 is used to reconstitute the database of past images in the form of a decision tree. ID3 recursively divides the images according to the attribute (i.e., pixel) that has the least entropy (i.e., degree of doubt) with respect to the conclusion, forming two subtrees. The data in the subtrees are further divided until all attributes have been exhausted or the conclusion for all the data in a subuee is the same.
In our experiment, the attributes are the 0 or 1 values of the image vector, and the conclusion is whether there are zero, one, or several persons in each of the four regions of the image (see Fig. 2 ). Training data were taken from approximately 15 hours of recordings over the course of three days. Recognition rates are based on one hour of observation, and this data was not included in the training data. The frame rate is 10 fps. Fig. 12 plots the recognition rate versus the amount of training data as measured in hours of recording time. Eventually the system exceeds a 90% rate of accuracy for all attributes.
V. CONCLUSION
This paper proposed a robust, real-time method of recognizing everyday human activity by means of a memorybased approach that uses many infrared sensors. The developed system performs sufficiently well to be practical. Furthermore, we could verify that the order of the discriminators given by the designer matches those selected by the information criterion to some extent.
In addition, we applied distributed wideview cameras.
The wideview cameras provide much richer information about human behavior and have the potential to recognize more sophisticated and detailed behavior. Owing to the difficulty in applying linear discriminant analysis to the high dimensional space of the camera image, we selected ID3, which focuses on local dimensions independently.
