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HOMOGENIZATION FOR THE STOKES EQUATIONS IN RANDOMLY
PERFORATED DOMAINS UNDER ALMOST MINIMAL ASSUMPTIONS ON
THE SIZE OF THE HOLES
ARIANNA GIUNTI, RICHARD HÖFER
Abstract. We prove the homogenization to the Brinkman equations for the incompressible Stokes
equations in a bounded domain which is perforated by a random collection of small spherical holes.
The fluid satisfies a no-slip boundary condition at the holes. The balls generating the holes have centres
distributed according to a Poisson point process and i.i.d. unbounded radii satisfying a suitable moment
condition. We stress that our assumption on the distribution of the radii does not exclude that, with
overwhelming probability, the holes contain clusters made by many overlapping balls. We show that
the formation of these clusters has no effect on the limit Brinkman equations. In contrast with the
case of the Poisson equation studied in [A. Giunti, R. Höfer, and J.J.L. Velázquez, Homogenization for
the Poisson equation in randomly perforated domains under minimal assumptions on the size of the
holes], the incompressibility condition requires a more detailed study of the geometry of the random
holes generated by the class of probability measures considered.
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1. Introduction
In this paper we consider the steady incompressible Stokes equations

−∆uε +∇pε = f in D
ε
∇ · uε = 0 in D
ε
uε = 0 on ∂D
ε
(1.1)
in a domain Dε, that is obtained by removing from a bounded set D ⊆ Rd, d > 2, a random number
of small balls having random centres and radii. More precisely, for ε > 0, we define
Dε = D\Hε, Hε :=
⋃
zi∈Φ∩
1
ε
D
B
ε
d
d−2 ρi
(εzi), (1.2)
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where Φ is a Poisson point process on Rd with homogeneous intensity rate λ > 0, and the radii
{ρi}zi∈Φ ⊆ R+ are identically and independently distributed unbounded random variables. We com-
ment on the exact assumptions on the distribution of each ρi later in this introduction. Our main
result states that, for almost every realization of Hε in (1.2), the solution uε to (1.1) weakly converges
in H10 (D) to the solution uh of the Brinkman equations

−∆uh + µuh +∇ph = f in D
∇ · uh = 0 in D
uh = 0 on ∂D.
(1.3)
The constant matrix µ appearing in the equations above satisfies
µ = µ0I, µ0 = Cdλ〈ρ
d−2〉, (1.4)
where 〈·〉 denotes the expectation under the probability measure on the radii ρi, and the constant
Cd > 0 depends only on the dimension d. In the case d = 3, we have Cd = 6π.
From a physical point of view, the equations in (1.1) represent the motion of an incompressible
viscous fluid among many small obstacles; the additional term µuh appearing in (1.3) corresponds to
the effective friction force of the obstacles acting on the fluid. In the physical literature, the term µ is
usually referred to as the “Stokes resistance”; in this paper, we mostly adopt for µ the term “Stokes
capacity density” to emphasize the analogy with the harmonic capacity density which appears in the
analogue homogenization problem for the Poisson equation [5, 10]. More precisely, for a smooth and
bounded set E ⊆ Rd, let us define its Stokes capacity as the symmetric and positive-definite matrix
given by
ξt ·Mξ = inf
w∈Eξ
ˆ
Rd\E
|∇w|2, for all ξ ∈ Rd. (1.5)
Here,
Eξ =
{
w ∈ H1loc(R
d;Rd) : ∇ · w = 0, w = ξ in E, w → 0 for |x| ↑ +∞
}
.
Then, in the case E = Br, we obtain M = Cdr
d−2I (see e.g. [1]). The definition (1.4) of µ is thus an
averaged version of the previous formula where we take into account the intensity rate of the Process
Φ according to which the balls of Hε are generated.
This work is an adaptation to the Stokes equations of the homogenization result obtained in [10] for
the Poisson equation. In particular, the class of random holes considered in the current paper is
included in the class studied in [10]. In the latter, it is assumed that the identically distributed radii
ρi in (1.2) satisfy
〈ρd−2〉 < +∞. (1.6)
In the current paper, we require the slightly stronger condition
〈ρ(d−2)+β〉 < +∞, for some β > 0. (1.7)
Before further commenting on (1.7) in the next paragraph, we recall that in the case of the Poisson
problem, the analogue of the term µ appearing in the homogenized equation (1.3) is the asymptotic
harmonic capacity density generated by the holes Hε. Assumption (1.6) is minimal in order to have
that this quantity is finite in average, but does not exclude that with overwhelming probability some
balls generating Hε overlap. For further comments on this, we refer to the introduction in [10].
The main challenge in proving the results of this paper is related to the regions of Hε where there are
clustering effects. More precisely, the main goal is to estimate their contribution to the Stokes capacity
density, and thus to the limit term µ appearing in (1.3). In the case of the Poisson equation in [10],
the analogue is done by relying on the sub-additivity of the harmonic capacity, together with (1.6) and
a Strong Law of Large Numbers. In the case of the Stokes capacity (1.4), though, sub-additivity fails
due to the incompressibility of the fluid (i.e. the divergence-free condition). We thus need to cook up a
different method to deal with the balls in Hε which overlap or are too close. Heuristically speaking, the
main challenge is that the incompressibility condition yields that big velocities are needed to squeeze
a fixed volume of fluid through a possible narrow opening. The main reason for the strengthened
assumption (1.7) is that it allows us to obtain a certain degree of information on the geometry of the
clusters of Hε. In particular, (1.7) rules out the occurrence of clusters made of too many holes of
3similar size. We emphasize, however, that it neither prevents the balls generating Hε from overlapping,
nor it implies a uniform upper bound on the number of balls of very different size which combine into
a cluster (see Section 6). The main technical effort of this paper goes into developing a strategy to
deal with these geometric considerations and succeed in controlling the term in (1.3). We refer to
Subsection 2.3 for a more detailed discussion on our strategy.
We also mention that, to avoid further technicalities, we only treat the case where the centres of the
balls in (1.2) are distributed according to a homogeneous Poisson point process. It is easy to check
that our result applies both to the case of periodic centres and to any (short-range) correlated point
process for which the results contained in Appendix C hold.
After Brinkman proposed the equations (1.3) in [3] for the fluid flow in porous media, an extensive
literature has been developed to obtain a rigorous derivation of (1.3) from (1.1) in the case of periodic
configuration of holes [2, 15, 20, 16]. We take inspiration in particular from [1], where the method
used in [5] for the Poisson equations is adapted to treat the case of the Stokes equations in domains
with periodic holes of arbitrary and identical shape. In [1], by a compactness argument, the same
techniques used for the Stokes equations also provide the analogous result in the case of the stationary
Navier-Stokes equations. The same is true also in our setting (see Remark 2.2 in Section 2).
In [6], with methods similar to [1] and [5], the homogenization of stationary Stokes and Navier-Stokes
equations has been extended also to the case of spherical holes where different and constant Dirichlet
boundary conditions are prescribed at the boundary of each ball. This corresponds to the quasi-static
regime of holes slowly moving in a fluid, and gives rise in (1.3) to an additional source term µj, with j
being the limit flux of the holes. In [6], the holes have all the same radius, are not necessarily periodic,
but satisfy a uniform minimal distance condition of the same order of ε as in the periodic setting.
In [11], this last condition has been weakened but not completely removed. In particular it is still
assumed that, asymptotically for ε ↓ 0, the radius of each hole is much smaller than its distance to
any other hole.
In [12], the quasi-static Stokes equations are considered in perforated domains with holes of different
shapes which are both translating and rotating. Due to the shapes of the holes, the problem becomes
non-isotropic, i.e. the matrix µ in (1.3) is not a multiple of the identity. Moreover, since also the
rotations of the holes are included into the model, a more complicated source term F¯ arises on the
right hand side of the limit problem. The result in [12] is proved under the same uniform minimal
distance assumption as in [6].
Finally, we also mention that the homogenization in the Brinkman regime for evolutionary Navier-
Stokes in a bounded domain of R3 has been considered in [7]. In this paper, the holes are assumed
to be disjoint, have arbitrary shape and uniformly bounded diameter. A condition on the minimal
distance between the holes is substituted by a weaker assumption implying that, for ε small enough,
the diameter of the holes is much smaller than the distance between them.
There are fewer results in the literature concerning the case of randomly distributed holes: In [19],
the case of N randomly distributed spherical holes of size N−1 in R3 is considered. Starting from the
Brinkman equation (1.3) with the term µ sufficiently large, it is shown that in the limit N → ∞ an
additional zero-order term appears in the limit equation. This result has been recently generalized in
[4] to the case of the Stokes equations in the quasi-static regime.
The derivation of the Brinkman equations can be viewed as a very first step in deriving the so-called
Vlasov(-Navier)-Stokes equations, a model for the coupled dynamics of particles suspended in a fluid. A
rigorous derivation of these equations for the full problem is completely open. Homogenization results
for such dynamic problems have only been achieved in the case when the inertia of the particles is
neglected. In that case, an external constant gravitation field is considered, and the friction caused
by the particles is only related to gravity. For inertialess particles, [14] identified the regime that is so
dilute that particles effectively do not interact. In [13], the homogenization result for the inertialess
problem has been obtained under a uniform minimal distance assumption. A related result has been
obtained in [18] where convergence to the same limit equation is proven also when rotations of the
particles are taken into account. The assumptions on the initial particle distributions in [18] do not
contain the uniform minimal distance assumption from [13], but they are similar to those in [11].
However, the convergence is only proved for small times and for initial particle distributions that are
sufficiently dilute.
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We emphasize that the main novelty of our paper is that we consider spherical holes whose radii
are not uniformly bounded and only satisfy (1.7). As already mentioned above, for small β in (1.7),
with probability tending to one as ε → 0, the perforated domain Dε in (1.2) contains many holes
that overlap. In all the deterministic results listed above, overlapping balls are either excluded or
asymptotically ruled out for ε ↓ 0. Similarly, in the random settings of [19] and [4], the overlapping
are negligible in probability: Since the radii of the holes are chosen to be identically N−1, it is shown
that, with probability tending to one as N → ∞, the minimal distance between them is bounded
below by N−α for α < 1 .
We finally mention that in this paper we also give a convergence result for the pressures {pε}ε>0. In all
the papers mentioned above except for [1], the convergence of the pressure is not considered. In fact,
the problem may be reformulated so that the pressure only plays the role of a Lagrange multiplier for
the incompressibility of the fluid. As a physical quantity, though, the pressure is important in itself
and obtaining bounds may turn out to be a challenging problem. In [1] it is shown that for a suitable
extension Pε(pε) for pε on the whole domain D, the functions Pεpε converge to ph weakly in L
2(D).
Since uε converges weakly in H
1, this is the optimal result that one could expect. In our work, we
prove a sub-optimal convergence result for a suitable modification p˜ε of the pressures pε. The main
difficulty in our case is again given by the presence of the clusters of Hε that prevents us from finding
suitable bounds for pε close to those regions. Roughly speaking, the definition of p˜ε allows us to cut-off
a small neighbourhood Eε of Hε and show that, away from it, the pressures convergence to ph in L
q,
q < dd−1 . The neighbourhood E
ε is small in the sense that the harmonic capacity of the difference
Eε\Hε almost surely vanishes in the limit ε ↓ 0+.
This paper is organized as follows: In Section 2 we state the two main theorems, namely the conver-
gence of the fluid velocity uε and a partial convergence result for the pressure pε. In Subsection 2.4
we formulate Lemma 2.4 which provides a rich class of test-functions for (1.1) and characterizes their
behaviour in the limit ε → 0. We then show how the convergence of uε follows from this result. In
Section 3, we give some geometric properties for the realization of the holes Hε that are needed in
order to prove Lemma 2.4. These properties are split into two lemmas. The first one is analogous to
the corresponding lemma in [10], the other one gives more detailed informations on the geometry of
the clusters of Hε and is the result which requires the strengthened version (1.7) of (1.6). In subsection
3.2, we prove the results stated in Section 3. In Section 4, we prove Lemma 2.4. In Section 5, we prove
the main result concerning the convergence of pressure. In Section 6, we prove some probabilistic
result on the number of comparable balls which may combine into a cluster of Hε. These are the key
ingredients used in subsection 3.2 to show the geometric results of Section 3. Finally, the appendix
is divided into three parts: In Appendix A, we show how to extend the convergence result from the
Stokes equations to the Stationary Navier-Stokes equations. In Appendix B, we give some standard
estimates for the solutions of the Stokes equations in annuli and exterior domains. In Appendix C, we
recall some results concerning the Strong Law of Large Numbers, which have been proved in detail in
[10] and which are used also throughout this paper.
2. Setting and main result
Let D ⊆ Rd, d > 2, be an open and bounded set that is star-shaped with respect to the origin. For
ε > 0, we denote by Dε ⊆ D the domain obtained as in (1.2), namely by setting Dε = D\Hε with
Hε :=
⋃
zj∈Φ∩
1
ε
D
B
ε
d
d−2 ρj
(εzj). (2.1)
Here, Φ ⊆ Rd is a homogeneous Poisson point process having intensity λ > 0 and the radii R :=
{ρi}zi∈Φ are i.i.d. random variables which satisfy condition (1.7) for a fixed β > 0. Since assumption
(1.7) with β1 > 0 implies (1.7) for every other 0 < β 6 β1, with no loss of generality we assume that
β 6 1.
Throughout the paper we denote by (Ω,F ,P) the probability space associated to the marked point
process (Φ,R), i.e. the joint process of the centres and radii distributed as above. We refer to [10] for
a detailed introduction of marked point processes as the one introduced in this paper.
52.1. Notation. For a point process Φ on Rd and any bounded set E ⊆ Rd, we define the random
variables
Φ(E) := Φ ∩ E, Φε(E) := Φ ∩
(
1
ε
E
)
,
N(E) := #(Φ(E)), N ε(E) := #(Φε(E)).
(2.2)
For η > 0, we denote by Φη a thinning for the process Φ obtained as
Φη(ω) := {x ∈ Φ(ω) : min
y∈Φ(ω),
y 6=x
|x− y| > η}, (2.3)
i.e. the points of Φ(ω) whose minimal distance from the other points is at least η. Given the process
Φη, we set Φη(E), Φ
ε
η(E), Nη(E) and N
ε
η (E) for the analogues for Φη of the random variables defined
in (2.2).
For a bounded and measurable set E ⊆ Rd and any 1 6 p < +∞, we denote
L
p
0(E) := {f ∈ L
p(E) :
ˆ
E
f = 0}.
As in [10], we identify any v ∈ H10 (D
ε) with the function v¯ ∈ H10 (D) obtained by trivially extending
v in Hε.
Throughout the proofs in this paper, we write a . b whenever a 6 Cb for a constant C = C(d, β)
depending only on the dimension d and β from assumption (1.7). Moreover, when no ambiguity
occurs, we use a scalar notation also for vector fields and vector-valued function spaces, i.e. we write
for instance C∞0 (D),H
1(Rd), Lp(Rd) instead of C∞0 (D;R
d),H1(Rd;Rd), Lp(Rd;Rd).
2.2. Main results. Let (Φ,R) be a marked point process as above, and let Hε be defined as in (2.1).
Then, we have:
Theorem 2.1. For f ∈ H−1(D;Rd) and ε > 0, let (uε, pε) = (uε(ω, ·), pε(ω, ·)) ∈ H10 (D
ε;Rd) ×
L20(D
ε;R) be the solution of 

−∆uε +∇pε = f in D
ε
∇ · uε = 0 in D
ε
uε = 0 on ∂D
ε.
(2.4)
Then, for P-almost every ω ∈ Ω
uε(ω, ·)⇀ uh in H
1
0 (D;R
d), for ε ↓ 0+,
where (uh, ph) ∈ H
1
0 (D;R
d)× L20(D;R) is the solution of

−∆uh +∇ph + Cdλ〈ρ
d−2〉uh = f in D
∇ · uh = 0 in D
uh = 0 on ∂D,
(2.5)
with Cd as in (1.4).
Remark 2.2 (Stationary Navier-Stokes equations). As in the case of periodic holes [1], we remark that
the same result of Theorem 2.1 holds in dimension d = 3, 4 for the solutions uε to the stationary
Navier-Stokes system 

uε · ∇uε −∆uε +∇pε = f in D
ε
∇ · uε = 0 in D
ε,
uε = 0 on ∂D
ε
(2.6)
with homogenized equations

uh · ∇uh −∆uh + Cdλ〈ρ
d−2〉uh +∇ph = f in D
∇ · uh = 0 in D
uh = 0 on ∂D,
(2.7)
We argue in the appendix how the same argument that we give in the next section for Theorem 2.1
allows also to treat the non-linear term in (2.6).
6 ARIANNA GIUNTI, RICHARD HÖFER
The previous theorem shows that the holes of Hε which overlap do not destroy the homogenization
process and that their effect on the value of the Brinkman term is negligible. On the other hand, the
complicated geometries which may arise from the clustering effects in Hε prevent us from obtaining a
suitable extension of the pressure terms pε to the whole domain D which converges to ph. Nonetheless,
in the next theorem we prove a convergence result for pε to ph, as long as we remove from D an
exceptional set Eε containing Hε. This set mostly coincides with Hε in the sense that the difference
Eε\Hε has vanishing harmonic capacity.
Theorem 2.3. For almost every ω ∈ Ω, there exists a set Eε ⊆ Rd such that Eε ⊃ Hε and for ε ↓ 0+
Cap(Eε\Hε)→ 0, (2.8)
where Cap denotes the harmonic capacity in Rd. Moreover, for every compact set K ⋐ D, the modifi-
cation of the pressure
p˜ε =
{
pε −
ffl
K\Eε pε in K\E
ε
0 in D\K ∪ Eε
(2.9)
satisfies for all q < dd−1
p˜ε ⇀ ph in L
q
0(K;R).
Since this result relies on some of the tools which will be developed along the proof of Theorem 2.1,
we give the argument for Theorem 2.3 in Section 5.
2.3. Main ideas in proving Theorem 2.1 and Theorem 2.3. As already mentioned above, the
structure and many arguments of this paper are an adaptation of [10] to the case of the Stokes equations.
In this subsection, we point out the main differences and the challenges that we encountered along
the process.
In contrast with [10], we prove the convergence of the fluid velocities uε by using an implicit version of
the method of oscillating test-functions, which is similar to the one of [6]: We construct an operator Rε
which acts on divergence-free test-functions v such that Rεv ∈ H
1
0 (D
ε) is an admissible test function
for (2.4), Rεv → v in H
1
0 (D) and ∇ · Rεv = 0 in D. This last condition in particular implies that we
may test the equation (2.4) with Rεv and do not need any bounds on the pressure pε. We emphasize
that, as done in [1], a convergence result on the pressure terms {pε}ε>0 is required if one constructs
divergence-free oscillating functions wε ∈ H
1
0 (D
ε) and tests the equation (1.1) for uε with the products
φwε, for arbitrary φ ∈ C
∞
0 (D). We remark that, in principle, the partial result that we obtain on the
convergence of the pressure is strong enough to allow us to follow also this last approach. However, as
we show in Section 7, obtaining bounds on the pressure in our setting strongly relies on the geometric
properties of the clusters and requires a fairly (and further) technical argument. We thus find easier
to first give a proof for the homogenization of uε which does not rely on any bounds on the sequence
{pε}ε>0, and only afterwards show how to extract a convergence result also for pε.
As in [10] with the construction of the oscillating test-functions wε, the construction of the operator
Rε relies on a lemma dealing with the geometric properties of the set of holes H
ε which perforate D
in (1.2). This lemma allows us to split the set Hε into a “good” set Hεg , which contains holes which
are small and well-separated, and a “bad” set Hεb , which contains big and overlapping holes. On the
one hand, we construct Rεv such that it vanishes on H
ε
g by closely following the ideas in [1] and [6].
On the other hand, to define Rεv in such a way that it vanishes also on H
ε
b , we need to improve
the arguments used in [10]. In fact, as pointed out in the introduction, in contrast with [10], by the
incompressibility condition it is not enough to prove that the harmonic capacity of Hεb vanishes in the
limit ε ↓ 0+.
In order to overcome this problem, we use the following strategy to construct Rεv such that, for any
divergence-free v ∈ C∞0 (D,R
d), the function Rεv vanishes on the “bad” set H
ε
b , remains divergence-
free in D and converges to v in H10 (D;R
d). We recall that in the set Hεb the balls may overlap; the
challenge is therefore to find a suitable truncation for v on this set, which preserves the divergence-free
condition and which remains bounded in an H1-sense. A first approach to construct Rεv would then
7be to solve the Stokes problem in a large enough neighbourhood Dεb of H
ε
b

−∆wε +∇πε = ∆v in D
ε
b \H
ε
b
∇ · w = 0 in Dε \H
ε
b
w = 0 on ∂Hεb
w(x) = v on ∂Dεb .
(2.10)
The connection with the concept of ”Stokes capacity” generated by the set Hεb thus becomes apparent;
namely, at least in the case of sets E regular enough, the minimizer in (1.5) solves

−∆w +∇π = 0 in Rd \ E
∇ · w = 0 in Rd \ E
w = ξ on ∂E
w(x)→ 0 as |x| → ∞.
However, getting H1-estimates on the solution wε of (2.10) which depend explicitly on ε, requires
more informations than we have on the geometry of the set Hεb . In fact, condition (1.7) does not
prevent the balls from overlapping nor provides an upper bound on the number of balls in each of the
clusters (cf. Lemma 6.1). The approach that we adopt to construct Rεv is therefore different and is
based on finding a suitable covering H¯εb of the set H
ε
b . The set H¯
ε
b is obtained by selecting some of the
balls that constitute Hεb and dilating them by a uniformly bounded factor λε 6 Λ. The main, crucial,
feature of this covering is that it allows us to construct Rεv vanishing on H
ε
b ⊆ H¯
ε
b by solving different
Stokes problems in disjoint annuli of the form B
θλεε
d
d−2 ρi
(εzi)\B
λεε
d
d−2 ρi
(εzi), θ > 1, and iterating this
procedure a finite number of steps. The advantage in this is that we construct Rεv iteratively and
obtain bounds by applying a finite number of times some standard and rescaled estimates for solutions
to Stokes equations in the annulus Bθ\B1.
More precisely, H¯εb is chosen to satisfy the following properties:
(a) H¯εb is the union of M < +∞ families of balls such that, inside the same family, the balls
B
λεε
d
d−2 ρi
(εzi) are disjoint even if dilated by a further factor θ
2 > 0, i.e. by considering
B
θ2λεε
d
d−2 ρi
(εzi);
By this property, if we want to construct Rεv vanishing only in the holes of the same family, it suffices
to solve (2.10) in the disjoint annuli B
θλεε
d
d−2 ρi
(εzi)\B
λεε
d
d−2 ρi
(εzi) and stitch the solutions together.
This suffices to construct Rεv vanishing on the balls B
λεε
d
d−2 ρi
(εzi) of the same family, and thus on
the subset of Hεb covered by them. In order to obtain Rεv vanishing on the whole set H
ε
b , one may try
to iterate the previous procedure: Let the families of balls constituting H¯εb be ordered with an index
k = 1, · · · ,M . Then:
• We construct a first solution v1ε which solves (2.10) in all the (disjoint) annuli generated by
the first family;
• We construct v2ε solving (2.10) with v substituted by v
1
ε in the (disjoint) annuli of the second
family;
• We iterate the procedure up to the M -th family and set Rεv = v
M
ε .
However, property (a) alone does not ensure that the final solution constructed in this fashion vanishes
on Hεb : Since annuli generated by different families may still intersect, at each step the zero-boundary
conditions of the previous steps may be destroyed (as an example, see Figure 1). This is the reason
why we need that the covering H¯εb satisfies an additional property. This property should ensure that,
if at step k the function vk vanishes on a certain subset of Hεb , then also v
k+1 vanishes on that same
subset. We thus construct H¯εb in such a way that
(b) all the balls B
θλεε
d
d−2 ρi
(εzi) belonging to the k-th family do not intersect the balls of H
ε
b
contained in the previous families (cf. property (3.8) of the Lemma 3.2).1
The construction of H¯εb satisfying (a)-(b) is given in Lemma 3.2 of Section 4 and constitutes the most
technically challenging part of this paper.
1Strictly speaking, this is a simplification of the statement of Lemma 3.2 (cf. Remark 3.3 in Section 3).
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First iteration:
v1ε = 0
v1ε = v
Second iteration:
v2ε(= v
1
ε) = 0
v2ε = v
1
ε
v2ε = 0
Figure 1. This is an example of a configuration which satisfies only (a) for which the algo-
rithm to construct Rεv may not give a function vanishing on all the holes. The first picture on
the left represents the first iteration step: The blue, full-lined, ball is the hole belonging to the
first family generating H¯ε
b
. We solve a Stokes problem in the blue annulus, with zero boundary
conditions in the inner ball. The dashed, red ball represents a hole generated by another fam-
ily of H¯ε
b
, which is neglected in this step. The second picture represents the second iteration
step: Given the solution v1
ε
obtained in the first step, we solve another Stokes problem in the
red, smaller, annulus with zero boundary conditions in the inner hole. Since this new annulus
intersects the hole of the previous step, the function v2ε may not vanish in the intersection in
red.
2.4. Lemma 2.4 and proof of Theorem 2.1. The proof of Theorem 2.1 relies on the following
lemma:
Lemma 2.4. For almost every ω ∈ Ω and for all ε 6 ε0(ω) there exists a linear map
Rε : {v ∈ C
∞
0 (D) : ∇ · v = 0} → H
1(D)
with the following properties:
(i) Rεv = 0 in H
ε and, for ε small enough, also Rεv ∈ H
1
0 (D);
(ii) ∇ · Rεv = 0 in Rd;
(iii) Rεv ⇀ v in H
1
0 (D);
(iv) Rεv → v in L
p(D) for all 1 6 p <∞;
(v) For all uε ∈ H
1
0 (D
ε) such that ∇ · uε = 0 in D and uε ⇀ u in H
1
0 (D), we haveˆ
∇Rεv : ∇uε →
ˆ
∇v : ∇u+ Cdλ〈ρ
d−2〉
ˆ
v · u,
with Cd as in Theorem 2.1.
Proof of Theorem 2.1. Let us fix ω ∈ Ω such that the operator Rε of Lemma 2.4 exists and satisfies
all the properties (i) - (v). We trivially extend uε to the whole set D. Since by the standard energy
estimate we have ‖uε‖H10 (D) 6 ‖f‖H−1(D), then up to a subsequence εj, we have uε ⇀ u
∗ in H10 (D).
Note that also ∇ · u∗ = 0 in D. We show that u∗ solves (2.5) and, by uniqueness, that u∗ = uh in
H10 (D). We thus may extend the convergences above to the whole limit ε ↓ 0
+.
For any divergence-free v ∈ C∞0 (D), we consider ε small enough such that the divergence-free vector
field Rεv obtained by means of Lemma 2.4 is in H
1
0 (D). By testing (2.4) with this vector field, we
obtain ˆ
∇Rεv : ∇uε = 〈Rεv, f〉H1,H−1 .
We now apply (iii) and (v) of Lemma 2.4 to the left- and right-hand side of the above identity,
respectively, and conclude that u∗ satisfiesˆ
∇v : ∇u∗ + Cdλ〈ρ
d−2〉
ˆ
v · u∗ = 〈v, f〉H1,H−1.
9Since v ∈ C∞0 (D) is an arbitrary divergence-free test function, we conclude that u
∗ is the solution uh
of (2.5). 
3. Geometric properties of the holes
This section is the core of the argument of Theorem 2.1 and Theorem 2.3 and provides some almost
sure geometrical properties on Hε. These allow us to construct the operator of Lemma 2.4.
The results contained in this section rely on assumption (1.7) and may be considered as an upgrade
of Section 4 of [10]. Since (1.7) is stronger than the one assumed in [10] (see (1.6)), the marked point
process (Φ,R) considered in this work is included in the class of processes studied in [10]. Therefore,
all the results for Hε contained in Section 4 of [10] hold also in our case. Bearing this in mind, we
introduce the first main result of this section: This is almost a rephrasing of Lemma 4.2 of [10], where,
thanks to (1.7), we are allowed to choose the sequence rε appearing in the statement of Lemma 4.2 in
[10] as a power law rε = ε
δ, for δ = δ(d, β) > 0.
Lemma 3.1. There exists a δ = δ(d, β) > 0 such that for almost every ω ∈ Ω and all ε 6 ε0 = ε0(ω),
there exists a partition Hε = Hεg ∪H
ε
b and a set D
ε
b ⊆ R
d such that Hεb ⊆ D
ε
b and
dist(Hεg ;D
ε
b) > ε
1+δ , |Dεb | ↓ 0
+. (3.1)
Furthermore, Hεg is a union of disjoint balls centred in n
ε ⊆ Φε(D), namely
Hεg =
⋃
zi∈nε
B
ε
d
d−2 ρi
(εzi), ε
d#nε → λ |D|,
min
zi 6=zj∈nε
ε|zi − zj | > 2ε
1+ δ
2 , ε
d
d−2 ρi 6 ε
1+2δ .
(3.2)
Finally, if for η > 0 the process Φε2η is defined as in (2.3), then
lim
ε↓0
εd#({zi ∈ Φ
ε
2η(D) : dist(εzi,D
ε
b) 6 ηε}) = 0. (3.3)
The next result upgrades the previous lemma and is the key result on which relies the construction of
the operator Rε of Lemma 2.4. We introduce the following notation: We set I
ε := Φε(D)\nε, so that,
by the previous lemma, we may write
Hεb :=
⋃
zi∈Iε
B
ε
d
d−2 ρi
(εzi). (3.4)
As already discussed in Subsection 2.1, the main aim of the next result is to show that there exists a
suitable covering for Hεb , which is of the form
H¯εb :=
⋃
zj∈Jε
B
λεjε
d
d−2 ρj
(εzj), J
ε ⊆ Iε, sup
zj∈Jε
λεj 6 Λ
and which satisfies (a) and (b) of Subsection 2.1. More precisely, we have:
Lemma 3.2. Let θ > 1 be fixed. Then for almost every ω ∈ Ω and ε 6 ε0(ω, β, d, θ) we may choose
Hεg ,H
ε
b of Lemma 3.1 in such a way that have the following:
• There exist Λ(d, β) > 0, a sub-collection Jε ⊆ Iε and constants {λεl }zl∈Jε ⊆ [1,Λ] such that
Hεb ⊆ H¯
ε
b :=
⋃
zj∈Jε
B
λεjε
d
d−2 ρj
(εzj), λ
ε
jε
d
d−2ρj 6 Λε
2dδ . (3.5)
• There exists kmax = kmax(β, d) > 0 such that we may partition
Iε =
kmax⋃
k=−3
Iεk, J
ε =
kmax⋃
i=−3
Jεk ,
with Iεk ⊆ J
ε
k for all k = 1, · · · , kmax and⋃
zi∈Iεk
B
ε
d
d−2 ρi
(εzi) ⊆
⋃
zj∈Jεk
B
λεjε
d
d−2 ρj
(εzj); (3.6)
• For all k = −3, · · · , kmax and every zi, zj ∈ J
ε
k , zi 6= zj
B
θ2λεi ε
d
d−2 ρi
(εzi) ∩B
θ2λεjε
d
d−2 ρj
(εzj) = ∅; (3.7)
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• For each k = −3, · · · , kmax and zi ∈ I
ε
k and for all zj ∈
⋃k−1
l=−3 J
ε
l we have
B
ε
d
d−2 ρi
(εzi) ∩B
θλεjε
d
d−2 ρj
(εzj) = ∅. (3.8)
Finally, the set Dεb of Lemma 3.1 may be chosen as
Dεb =
⋃
zi∈Jε
B
θε
d
d−2 λεi ρi
(εzi). (3.9)
Remark 3.3. As explained in Subsection 2.3, property (3.8) is crucial for the construction of the
operator Rε of Lemma 2.4. However, it slightly differs from property (b) stated in that section.
Namely, the balls B
ε
d
d−2 θλεjρj
(εzj), zj ∈ J
ε
l might intersect with some of the balls in H
ε
b that are
contained in B
ε
d
d−2 λεiρi
(εzi) for zi ∈ J
ε
k , k > l. This is why the additional index sets I
ε
k are introduced.
In these index sets, the balls are not ordered by size, but in such a way that (3.8) holds. More precisely,
if a ball in Hεb is contained in several of the dilated balls in J
ε, we will put it into the index set Ik
with k minimal such that it is contained in a dilated ball in Jεk .
3.1. Structure and main ideas in the proof of Lemma 3.1 and Lemma 3.2. Since the proof
of Lemma 3.2 requires different steps and technical constructions, we give a sketch of the ideas behind
it. It is clear that Lemma 3.1 follows immediately from Lemma 3.2; we thus only need to focus on the
proof of this last result.
To this end we introduce the following notation, which we will also use throughout the rigorous proof
of Lemma 3.2 in Section 5: Let
δ :=
β
2(d− 2)(d − 2 + β)
∧
β
2d
(3.10)
and
Iεk :=

{zi ∈ Φ
ε(D) : ε1−δk 6 ε
d
d−2 ρi < ε
1−δ(k+1)} k > −2
{zi ∈ Φ
ε(D) : ε
d
d−2ρi < ε
1+2δ} k = −3.
(3.11)
Note that Φε(D) =
⋃
k>−3 I
ε
k. We remark that the sets I
ε
k correspond to I
ε
δ,k in (6.1) of Section 6 with
δ as in (3.10). Since we chose δ above such that δ < β2d , we may apply Lemma 6.1 with this choice of
δ and infer that there exists kmax ∈ N such that Iεk = ∅ for all k > kmax. From now on, we assume
that kmax is chosen in this way and thus that
Φε(D) =
kmax⋃
k=−3
Iεk.
In addition, since we may bound
ε
d
d−2 max
Φε(D)
ρi 6 ε
d
d−2
− d
d−2+β
(
εd
∑
zi∈Φε(D)
ρ
d−2+β
i
) 1
d−2+β ,
we use (1.7) and the Strong Law of Large Numbers, to infer that almost surely and for ε small enough
ε
d
d−2 max
Φε(D)
ρi . ε
d
d−2
− d
d−2+β 〈ρd−2+β〉
1
d−2+β .
This implies by (3.10) that
max
zi∈Φε(D)
ε
d
d−2ρi . ε
2dδ. (3.12)
Step 1: Combining clusters of holes of similar size: We begin obtaining a first covering of Hε
made by a union of balls which, if of comparable size, are disjoint even if dilated by a constant factor
α > 1. Roughly speaking, we do this by merging the balls of Hε generated each family Iεk ∪ I
ε
k−1, in
holes of similar size which which are also disjoint. More precisely, we prove:
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— : ε
d
d−2ρi — : αε
d
d−2ρi — : ε
d
d−2Ri
Figure 2. This sequence of pictures shows how to implement the algorithm of Step 1. From
left to right: We begin with an initial configuration of comparable balls generated by centres in
Iε
−3 ∪ I
ε
−2 and with associated radii ε
d
d−2 ρi. In the picture in the middle, the full line represents
a dilation by a factor α = 1.5 of this initial configuration (here drawn with a dashed line). In
the last picture, the full line represents the new configuration obtained with the modified radii
Ri which covers all the dilated balls of the previous figure (here drawn with a dashed line).
Claim: Let α > 1. Then, there exists Λ˜ = Λ˜(d, β, α) > 0 such that for P-almost every ω ∈ Ω and
all ε < ε0(ω) and all −3 6 k 6 kmax there are I˜
ε
k ⊆ I
ε
k and {λ˜
ε
j}zj∈I˜k ⊆ [1, Λ˜] with the following
properties:
(3.13)
∀zi ∈ I
ε
k ∃ zj ∈
⋃
l>k
I˜εl : B
ε
d
d−2 ρi
(εzi) ⊆ B
ε
d
d−2 λ˜εjρj
(εzj).
For each −3 6 k 6 kmax the balls{
B
ε
d
d−2 αλ˜εiρi
(εzi)
}
zi∈I˜εk∪I˜
ε
k−1
are pairwise disjoint. (3.14)
Note that “most” of the balls generated by the points in Iε−2 ∪ I
ε
−3 already satisfy (3.14) with λ
ε
i = 1.
Hence, I˜ε−3 contains most of the points of I
ε
−3. The only elements of I
ε
−2 ∪ I
ε
−3 which might violate
this conditions are the ones which are too close to each other. We will show that, since the collection
Iε−2 ∪ I
ε
−3 is generated by a Poisson point process, these exceptional points are few for small values of
ε > 0.
To construct the sets I˜k above we adopt the following strategy (see Figure 2 for a sketch):
• Let α > 1 and −2 6 k 6 kmax be fixed. We multiply each one of the radii {ρi}zi∈Iεk∪I
ε
k−1
by α
and consider the set of balls {
B
αε
d
d−2 ρi
(εzi)
}
zi∈Iεk∪I
ε
k−1
. (3.15)
For each point zi ∈ I
ε
k ∪ I
ε
k−1 we now define a new radius R
ε
i in the following way: For each
disjoint ball in the previous collection we set Rεi := ρi. We now consider the balls which are not
disjoint: For each connected component Cεk of (3.15), we pick on of the largest balls belonging
to Cεk, say B
αε
d
d−2 ρl
(εzl), and set R
ε
l as the minimal one such that C
ε
k ⊆ B
ε
d
d−2Rε
l
(εzl). We set
Rεi = 0 for all the zi 6= zl generating the balls contained in C
ε
k. We thus have a new collection
of radii {Rεi }zi∈Iεk∪I
ε
k−1
.
• We multiply each Rεi above by the same factor α of the previous step and repeat the construc-
tion sketched above with ρi substituted by R
ε
i .
• We show that, almost surely, after a number M =M(d, β) < +∞ of iterations of the previous
two steps, all the radii Rεi obtained at the M
th-step do not change any further. This means
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that the balls B
ε
d
d−2Rεi
(εzi), for R
ε
i 6= 0, satisfy (3.13) and (3.14). Moreover, we may easily
bound each ratio
Rεi
ρi
=: λ˜εi 6 Λ˜.
The key idea to prove the existence of the threshold M is that the configurations ω ∈ Ω for
which the radii Ri’s obtained after M iterations continue to change is related to events of the
form
“There exist M + 1 balls in Iεk ∪ I
ε
k−1 which are connected when dilated by C(α,M)” .
By Lemma 6.1, this event has zero probability for ε sufficiently small.
• The construction above can be expressed by a dynamical system (cf. (3.19)).
• We iterate this process for Iεk ∩ I
ε
k−1, −2 6 k 6 kmax starting from k = −2, each time working
with the dilated radii that we got from the previous step.
Step 2: Construction of the sets Iε and Jε : Let us set θ = α
1
4 > 1, with α > 1 as in Step
1 (see (3.14)). In the previous step we extracted from each family Iεk generating the whole Φ
ε(D) a
sub-collection I˜εk. These sub-collections provide a covering for the whole set H
ε and satisfy (3.14).
The aim of this step is to use the previous result to find a way to extract from Φε(D) the subset Iε
generating the bad holes and to construct the covering H¯εb .
We remark that, if we set λi = θ
2λ˜i, the covering
kmax⋃
k=−3
⋃
zj∈I˜εk
B
ε
d
d−2 λ˜εjρj
(εzj) ⊇ H
ε
satisfies (3.7) thanks to (3.14).
The construction of this step is based on the following simple geometric fact: Let z1 ∈ I˜
ε
k1
and z2 ∈ I˜
ε
k2
with k1 < k2 − 1. Since by construction we had I˜
ε
k ⊆ I
ε
k, this means by definition (3.11) of the sets
Iεk that ε
d
d−2ρ1 6 ε
δε
d
d−2 ρ2 and thus that the ball B
ε
d
d−2 ρ1
(εz1) is much smaller than B
ε
d
d−2 ρ2
(εz2).
Therefore, for ε 6 ε0(d, β, θ) we have that
B
ε
d
d−2 θ3λ˜ε1ρ1
(εz1) ∩B
ε
d
d−2 λ˜ε2ρ2
(εz2) 6= ∅ ⇒ B
ε
d
d−2 θλ˜ε1ρ1
(εz1) ⊆ B
ε
d
d−2 θ2λ˜ε2ρ2
(εz2). (3.16)
Indeed, if the inequality on the left-hand side above is true, for all z ∈ B
ε
d
d−2 θλ˜ε1ρ1
(εz1) we have
ε|z − z2| 6 ε|z − z1|+ ε|z1 − z2| 6 ε
d
d−2 θλ˜ε1ρ1 + ε
d
d−2 θ3λ˜ε1ρ1 + ε
d
d−2 λ˜ε2ρ2.
Since ε
d
d−2 ρ1 6 ε
δε
d
d−2ρ2 and all 1 6 λ˜
ε
i 6 Λ˜, we may choose ε
δ < θ
2−1
θΛ˜(1+θ2)
and obtain that
ε|z − z2| 6 ε
d
d−2 θ2λ˜ε2ρ2,
i.e. the right-hand side in (3.16).
By relying on (3.16), we construct the covering Jε in the following way:
• We start with kmax and set J
ε
kmax
= I˜εkmax and J
ε
kmax−1 = I˜
ε
kmax−1. We know that all the balls
of the form B
ε
d
d−2 λ˜εiρi
(εzi) generated by zi ∈ I˜
ε
kmax
∪ I˜εkmax−1 are disjoint in the sense of (3.14)
(recall that θ4 = α). The same holds for the balls B
ε
d
d−2 λ˜εjρj
(εzj) generated by the centres in
I˜εkmax−2 ∪ I˜
ε
kmax−1. We thus focus on the intersections between the balls generated by I˜
ε
kmax−2
and I˜εkmax .
• We show how to obtain the set Jεkmax−2 from I˜
ε
kmax−2 in such a way that (3.8) is satisfied by
this family. We begin by dilating the balls generated by the centres in Jεkmax of a factor θ
2 and
thus obtain the set
Eεkmax =
⋃
zj∈Jεkmax
B
ε
d
d−2 λεjρj
(εzj)
(we recall that λεj = θ
2λ˜εj). We define
Jεkmax−2 := {zi ∈ I˜
ε
kmax−2 : Bε
d
d−2 θλ˜εiρi
(εzi) * E
ε
kmax}.
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Set Ekmax−1: Find the centres in Jkmax−2: Set Ekmax−2:
Figure 3. This sequence of pictures shows how to construct Ekmax−2 from Ekmax−1: In the
first picture on the left, the set Ekmax−1 is the one filled with horizontal lines. Note that the
balls are all disjoint and well-separated. The dashed annuli are the balls generated by centres
in I˜kmax−2 and dilated by the factor θ. The circles with the full line in the second picture
represent the balls whose centres are in the set Jkmax−2. The third picture shows the set
Ekmax−2.
Note that with this definition, for all zj ∈ J
ε
kmax−2 and every zi ∈ J
ε
kmax
we have that
B
ε
d
d−2 θλ˜εi ρi
(εzi) * B
ε
d
d−2 λεjρj
(εzj)
and thus by property (3.16) (with zi = z1 and zj = z2) that
B
ε
d
d−2 θλεi ρi
(εzi) ∩B
ε
d
d−2 λ˜εjρj
(εzj) = ∅.
Since λ˜εj > 1, the previous equality implies that the collection J
ε
kmax−2 satisfies condition (3.8).
• We now iterate the previous construction: We define
Eεkmax−1 = E
ε
kmax ∪
⋃
zi∈Jεkmax−1
B
ε
d
d−2 λεi ρi
(εzi)
and
Eεkmax−2 = (E
ε
kmax−1\
⋃
zi∈Jεkmax−2
B
ε
d
d−2 θλεiρi
(εzi)) ∪
( ⋃
zi∈Jεkmax−2
B
ε
d
d−2 λεiρi
(εzi)
)
.
Note that in the definition of this last set we need to remove the annuli
B
ε
d
d−2 θλεi ρi
(εzi)\B
ε
d
d−2 λεiρi
(εzi)
in order to be able to iterate the argument of the previous step (see Figure 3 for an illustration
of the construction of the set Ekmax−2).
• We iterate the previous procedure and construct the sets Jεk , up to −2 6 k 6 kmax. In the
last step k = −3, we define Jε−3 as the set of those elements which either intersect E
ε
−2 or that
are too close to each other. Thanks to this construction, some elements of I˜ε−3, i.e. the holes
which are small and well-separated from the clusters and from each others, do not belong to
any of the sets Jεk nor are covered by any of the dilated balls generated by these centres. We
then show that the remaining elements in I˜ε−3 constitute the set n
ε generating the holes Hεg .
• We finally define and partition the set Iε generating the holes of Hεb by using the sets
{Jεk}−36k6kmax: We insert in each I
ε
k the centres of the balls of H
ε such that k is the smallest
integer for which Jεk provides a covering.
Step 3. Conclusion. We show that with these definitions of Jε,Iεk and λ
ε
j, the covering obtained in
the previous step satisfies all the properties of Lemma 3.1 and Lemma 3.2.
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3.2. Proof of Lemma 3.1 and Lemma 3.2.
Proof of Lemma 3.2. In the sake of a leaner notation, when no ambiguity occurs we drop the index ε
in the sets of points (e.g. Iεk, J
ε
k , · · · ) and holes which are generated by them.
Proof of Step 1. We start by fixing a (total) ordering 6 of the points in Φε(D) such that
zi 6 zj ⇒ ρi 6 ρj ,
with ρi and ρj the radii of the balls in H
ε(D) centred in zi and zj, respectively. We fix α > 1 and set
C0(α,M) = (2αM)
M(kmax+3) < +∞, where M = M(β, d) ∈ N is as in Lemma 6.1. We only consider
ω ∈ Ω belonging to the full-probability subset of Ω satisfying Lemma 6.1 with α = C0 and δ as in
(3.10).
We introduce some more notation which is needed to implement the construction sketched in Step 1:
Let Ψε ⊆ Φε(D) be any sub-collection of centres and let Rε = {Ri}zi∈Ψε ⊆ R
#Ψε
+ be their associated
radii. Throughout this proof, unless there is danger of ambiguity, we forget about the dependence of
both Ψ and R on ε. For any two centres zi, zj ∈ Ψ with radii Ri and Rj, respectively, we write
zi
α
− zj ⇔ B
αε
d
d−2Rj
(εzj) ∩B
αε
d
d−2Ri
(εzi) 6= ∅. (3.17)
We define a notion of connection between points and associated radii in the following way: We say
that (zi, Ri) and (zj , Rj) are connected, and we write that zi ∼(Ψ,R),α zj whenever
∃ z1, · · · zm ∈ Ψ s.t. zi
α
− z1
α
− · · ·
α
− zm
α
− zj .
This equivalence relation depends on ε, but we forget about it in the notation. We use the notation
[zi](Ψ,R, α) for each equivalence class with respect to the previous equivalence relation ∼(Ψ,R)α. Each
equivalence class constitutes a cluster of balls in the sense of (3.17).
By using this notation we may reformulate the result of Lemma 6.1: For almost every ω ∈ Ω, every
ε 6 ε0(ω, d, β) and any k > −2, if we choose Ψ = Ik ∪ Ik−1, and R = {ρi}zi∈Ψ, we have
sup
z∈Ψ
(
#[z](Ψ,R, C0)
)
6M, (3.18)
i.e. every equivalence class contains at most M elements of Ψ. From now on, we thus fix ω ∈ Ω and
ε 6 ε0(ω, d, β) satisfying this bound.
Given Ψ ⊆ Φε(D), we introduce the map TΨ,α : R#Ψ+ → R
#Ψ
+ which acts on R = {Ri}zi∈Ψ as
(TΨ,α(R))j :=

0 if max{zi ∈ [zj ]ΨR,α} 6= zjmaxzi∈[zj ]ΨR,α(ε1− dd−2 |zj − zi|+Ri) if max{zi ∈ [zj ]ΨR,α} = zj (3.19)
We recall that the maximum above is taken with respect to the ordering 6 between centres of Ψε(D).
We observe that (3.19) implies that, if [zj ](Ψ,R, α) = {zj}, then
TΨ,α(R))j = Rj .
By relying on (3.18), we use an iteration of the previous map to implement the construction sketched
at Step 1. We begin by considering k = −2 and setting Ψ = I−2 ∪ I−3 and R = {ρi}zi∈Ψ. We define
the dynamical system {
R(n) = TΨ,α(R(n − 1)) n ∈ N
R(0) = R
(3.20)
and claim that
R(n) = R(M) ∀n >M (3.21)
(R(n))j 6 (2αM)
nρj ∀zj ∈ Ψ, ∀n 6M. (3.22)
We start with (3.22) and prove it by induction over n 6M . By definition (cf. (3.20)), the inequality
trivially holds for n = 0. Let us now assume that (3.22) holds for some 0 6 n < M . We claim that at
step n + 1, each equivalence class [zi](Ψ,R(n), α) contains at most M elements: If otherwise, by the
inductive hypothesis (3.22) for n and the choice of the constant C0(M,α), also the equivalence class
[zi](Ψ,R(0), C0) contains more than M elements. Since we chose R(0) = {ρi}zi∈Ψ,by our choice of
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ω ∈ Ω and ε 6 ε(ω,C0), property (3.18) is contradicted. Thus, each equivalence class [zi](Ψ,R(n), α)
contains at most M elements. This allows us to bound
(R(n+ 1))j
(3.20)
6 2α
∑
zi∈[zj ](Ψ,R(n),α)
R(n)i.
(3.22)
6 (2α)n+1Mn
∑
zi∈[zj ](Ψ,R(n),α)
ρi
We now observe that by construction (3.20) and definition (3.19), either R(n+ 1)j = 0, and thus the
bound (3.22) holds trivially, or ρj > ρi for all zi ∈ [zj ](Ψ,R(n), α). Thus, the previous inequality
implies that
(R(n+ 1))j6(2αM)
n+1ρj , (3.23)
i.e. inequality (3.22) for n+ 1. The induction proof for (3.22) is complete.
We now show (3.21): We begin by remarking that, by construction, if we have R(M) 6= R(M + 1),
then there exist z1, · · · , zM+1 such that
M+1⋃
k=1
B
ε
d
d−2 ρk
(εzk) ⊆ B
ε
d
d−2R(M+1)1
(εz1).
This, together with estimate (3.22) for n = M , implies that the equivalence class [zi](Ψ,R(0), C0)
contains more than M elements. As above, this contradicts our choice of the realization ω ∈ Ω and ε.
We established (3.21).
Equipped with properties (3.22) and (3.21) we may set for every zi ∈ Φ
ε(D)
R
(−2)
j :=
{
R(M) if zi ∈ I−2 ∪ I−3
ρi otherwise
and define
I˜−3 := {zi ∈ I−3 : R
(−2)
i > 0}.
Note that this definition of R(−2) implies that the balls
{B
αε
d
d−2R
(−2)
i
(εzi)}zi∈I−2∪I˜−3
are pairwise disjoint.
We now iterate the previous step up to k = kmax: For each −1 6 k 6 kmax we define recursively
R
(k)
j :=
{
R(M) if zi ∈ Ik ∪ Ik−1
R(k−1) otherwise,
(3.24)
where R(M) is obtained by solving (3.19) with Ψ = Ik ∪ Ik−1 and R(0) = R
(k−1). We note that for a
general −1 6 k 6 kmax, (3.22) turns into
(R(k)(n))j 6 (2αM)
(k+2)M+nρj ∀zj ∈ Ψ, ∀n 6M. (3.25)
In fact, since for n 6 M we have (2αM)(k+2)M+n 6 C0, property (3.21) follows by this inequality
exactly as in the case k = −2 shown above. We emphasize that, by definition (3.24), at each step k
we have that the balls
{B
αε
d
d−2R
(k)
i
(εzi)}zi∈Ik∪I˜k−1,R
(k)
i >0
(3.26)
are pairwise disjoint.
From the previous construction we construct the sets I˜k and the parameters {λ˜i}zi∈
⋃kmax
k=−3
I˜k
of Step
1: For every −3 6 k 6 kmax, let
I˜k := {zi ∈ Ik : (R
(k+1)(M))i > 0}, (3.27)
λ˜i =
(R(k+1)(M))i
ρi
for zi ∈ I˜k.
By (3.25) and the definition of the sets I˜k, we immediately have that each λ˜i > 1 and is bounded by
Λ˜ := (2αM)(kmax+3)M . It remains to argue that I˜k satisfy (3.13) and (3.14): Property (3.13) follows
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immediately from the construction and the definition of the operator TΨ,α. To prove (3.14), we claim
that is enough to show that for every k = −2, · · · , kmax and zi ∈ I˜k,
λ˜i =
R
(k)
i
ρi
. (3.28)
Indeed, if this is true, then (3.14) follows immediately from (3.26).
Let −2 6 k 6 kmax be fixed. By (3.24), to show (3.28) it enough to prove that
R
(k)
i = R
(k+1)
i , for all zi ∈ I˜k.
Since by (3.24) we have for all zi ∈ I˜k that R
(k+1)
i = R(M)i, with R(M) solving{
R(n) = TΨ,α(R(n − 1)) n ∈ N
R(0) = R(k),
we need to make sure that R(n)i = R
(k)
i for each 1 6 n 6 M . By induction we show that for zi ∈ Ik
we have
R(n)i 6= R
(k)
i ⇒R(n+ 1)i = R
(k+1) = 0 (3.29)
This implies (3.28) by definition (3.27).
For n = 1, property (3.29) is an easy consequence of (3.26) for the balls generated by points zi ∈ Ik.
Let us assume that (3.27) holds at step n. Then, again by (3.27), we have that for zi ∈ Ik either
R(n)i = 0, or R(n)i = R
(k)
i . Thus, if R(n + 1)i 6= R(n)i, we necessarily have again by (3.26) that
there exists zj ∈ Ik+1 such that
B
αε
d
d−2R
(n−1)
j
(εzj) ∩B
αε
d
d−2R(n−1)i
(εzi) 6= ∅.
This implies that ρj > ρi and in turn that zj > zi. By definition of the map T
Ψ,α, this yields necessarily
that R(n + 1)i = 0. The proof of (3.29) is complete. This establishes (3.28) and concludes the proof
of (3.14).
We conclude this step with the following remark: Let Φε
2εδ/2
(D) be the thinned process (see (2.3))
with δ fixed as in (3.10). Moreover, let Sε := Φε(D)\Φε
2εδ/2
(D) and
I
g
−3 = I−3 ∩ Φ
ε
2εδ/2(D), I
b
−3 = I−3 \ I
g
−3 = I−3 ∩ S
ε. (3.30)
We claim that, up to taking ε0 = ε0(d, β) smaller than above, we have
I
g
−3 ⊆ I˜−3, λ˜i = 1 for all zi ∈ I
g
−3. (3.31)
As will be shown in the next step, the set Ig−3 contains the set n
ε generating Hεg .
To show (3.31), we observe that whenever zi, zj ∈ I
g
−3 ∪ I−2 with zi 6= zj , then we may choose ε small
enough to infer that
B
αε
d
d−2 ρi
(εzi) ∩B
αΛ˜ε
d
d−2 ρj
(εzj) = ∅.
Indeed, for ε
δ
2 6 (αΛ˜)−1, we bound
ε|zi − zj |
(3.30)
> 2ε1+
δ
2 > 2αΛ˜ε1+δ
(3.11)
> ε
d
d−2 (αρi + Λ˜ρj).
This implies that after M iterations of the dynamical system (3.23), we have R(M) = ρi for all
zi ∈ I
g
−3. Thanks to (3.27) we obtain (3.31).
Proof of Step 2. In this step we rigorously implement the method sketched in Step 2 and construct
the sets Jεk as subsets of I˜
ε
k, −3 6 k 6 kmax. We define λj = θ
2λ˜j, with λ˜j ∈ [1, Λ˜] constructed in
Claim 1 of Step 1, and θ4 = α. Clearly, we may choose the upper bound Λ in the statement of Lemma
3.2 as Λ := θΛ˜. We start by setting
Jkmax := I˜
ε
kmax ,
Ekmax :=
⋃
zj∈Jkmax
B
λjε
d
d−2 ρj
(εzj),
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and inductively define for −1 6 l 6 kmax
Jl−1 :=
{
zj ∈ I˜l−1 : B
θλ˜jε
d
d−2 ρj
(εzj) 6⊆ El
}
, (3.32)
El−1 :=
(
El\
⋃
zj∈Jl−1
B
θλjε
d
d−2 ρj
(εzj)
)
∪
⋃
zj∈Jl−1
B
λjε
d
d−2 ρj
(εzj). (3.33)
To construct the remaining sets J−3 and E−3, we need an additional step: We recall the definition of
Sε and Ig−3 from (2.3) and (3.30), respectively. We first set
J˜−3 :=
{
zj ∈ I˜−3 ∩ S
ε : B
θλjε
d
d−2 ρj
(εzj) 6⊆ E−2
}
, (3.34)
E˜−3 :=
(
E−2\
⋃
zj∈J˜−3
B
θλjε
d
d−2 ρj
(εzj)
)
∪
⋃
zj∈J˜−3
B
λjε
d
d−2 ρj
(εzj).
Finally, for zi ∈ Φ
ε(D) we define the set
Kε :=
{
zj ∈ I
g
−3 : B2ε1+δ(εzj) ∩
⋃
zi∈∪
kmax
k=−2
Jk∪J˜−3
B
θλiε
d
d−2 ρi
(εzi) 6= ∅
}
, (3.35)
and finally consider
J−3 := J˜−3 ∪
{
zj ∈ K
ε : B
θλjε
d
d−2 ρj
(εzj) 6⊆ E˜−3
}
, (3.36)
E˜−3 :=
(
E−2\
⋃
zj∈J−3
B
θλjε
d
d−2 ρj
(εzj)
)
∪
⋃
zj∈J−3
B
λjε
d
d−2 ρj
(εzj).
We remark that in the definitions of El, the annuli B
θλjε
d
d−2 ρj
(εzj)\B
λjε
d
d−2 ρj
(εzj) are cut out in order
to satisfy (3.8). Moreover, we observe that each connected component of the set Ek is a subset of
B
λjε
d
d−2 ρj
(εzj) for some zj ∈ Jl, for k > l. This follows from the the definition of Ek and (3.14).
We finally denote
J :=
kmax⋃
k=−3
Jk. (3.37)
and define the set I of the centres generating Hεb as
I :=
{
zi ∈ Φ
ε(D) : B
ε
d
d−2 ρi
(εzi) ⊆ B
λjε
d
d−2 ρj
(εzj) for some zj ∈ J
}
, (3.38)
Ik :=
{
zi ∈ I : k is minimal such that B
ε
d
d−2 ρi
(εzi) ⊆ B
λjε
d
d−2 ρj
(εzj) for zj ∈ Jk
}
. (3.39)
Equipped with the previous definition, we construct Hεb , H¯
ε
b and D
ε
b as shown in (3.4), (3.5), and
(3.9).
Proof of Step 3. We first argue that the sets Hεb , H¯
ε
b and D
ε
b constructed in the previous step satisfy
the conditions of Lemma 3.1.
We begin by claiming that
nε = I
g
−3\K
ε, (3.40)
with Kε defined in (3.35). Since, by construction we set Hεg = H
ε\Hεb , by (3.4) this also reads as
Φε(D)\I = Ig−3\K
ε. (3.41)
The ⊇-inclusion is a consequence of the fact that by (3.31) we have by construction Ig−3∩ J˜−3 = ∅ (see
(3.34), (2.3)). This yields that in the definition (3.36) of J−3 the only elements of I
g
−3 in J−3 are the
ones contained in Kε. By (3.32) and (3.37), this yields that (Ig−3\K) ∩ J = ∅. We now use (3.39) to
infer that also (Ig−3\K
ε) ∩ I = ∅, i.e. the ⊃-inclusion in (3.41).
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For the ⊆ inclusion we argue the complementary statement which, by (3.30), also reads as
Kε ∪
⋃
k>−2
Iεk ∪ I
b
−3 ⊆ I. (3.42)
We show how to argue that Ik ⊆ I, for some k > −2. The argument for the other sets is analogous.
Let zi ∈ Ik. Then, by (3.13), there exists l > k, zj1 ∈ I˜l such that
B
ε
d
d−2 ρi
(εzi) ⊆ B
ε
d
d−2 λ˜j1ρj1
(εzj1).
By definition (3.32), this yields that either zj1 ⊆ Jl or
B
ε
d
d−2 θλ˜j1ρj1
(εzj1) ⊆ El+1.
In the first case, it is immediate that zi ∈ I (see (3.38)); in the second case, since each connected
component of the set El+1 is a subset of a ball B
λj2ε
d
d−2 ρj2
(εzj2) for some zj2 ∈ Jl2 with l2 > l1, it
follows that
B
ε
d
d−2 ρi
(εzi) ⊆ B
λj2ε
d
d−2 ρj2
(εzj2).
Hence, also in this case zi ∈ I. We established Ik ⊆ I. This concludes the proof of (3.42) and thus
also of (3.41) and (3.40).
From identity (3.40), the second line of (3.2) immediately follows by (3.30) and definition (3.11) for
the set I−3. In addition, since K
ε is not contained in nε, also the first inequality in (3.1) holds. The
remaining claims in (3.1), (3.2), and (3.3) may be obtained from (3.42) similarly to [10][Lemma 4.2],
thanks to the very explicit definition of the sets H¯εb and D
ε
b .
In the sake of completeness we give these arguments explicitly: We claim
lim
ε↓0
εd#(I) = 0. (3.43)
By taking the complement with respect to Φε(D) in (3.41), we have
I =
kmax⋃
k=−2
Ik ∪ I
b
−3 ∪K
ε.
We estimate the limit for ε ↓ 0+ for the first sets on the right-hand side by appealing to Lemma C.1
and (3.10) (we recall that we assumed β 6 1): Indeed, we have
lim sup
ε↓0
εd#(
kmax⋃
k=−2
Ik) = lim sup
ε↓0
εd#{zi ∈ Φ
ε(D) : ε
d
d−2ρi > ε
1+2δ}
6 lim sup
ε↓0
εd−(d−2)(1+2δ)εd
∑
zi∈Φε(D)
ρd−2i → 0
. lim sup
ε↓0
ε2(1−(d−2)δ) = 0.
We now turn to Ib−3: Let {δk}k∈N be any sequence such that δk ↓ 0
+. Since 2εδ/2 → 0, we estimate
for any δk > 0
lim sup
ε↓0+
εd#(Ib−3)
(3.30)
6 lim sup
ε↓0+
εd
(
N ε(D)−N ε2εδ/2(D)
) (2.3)
6 lim
ε↓0+
εd
(
N ε(D)−N εδk(D)
)
.
We now apply Lemma C.1 to Φ and each Φδk , k ∈ N, to deduce that almost surely and for every
δk > 0
lim sup
ε↓0+
εd#(Ib−3) 6 λ|D| − 〈Nδk(D)〉.
By sending δk ↓ 0
+, we use once more Lemma C.1 on the last term on the right-hand side above and
obtain
lim
ε↓0+
εd#(Ib−3) = 0.
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To conclude the proof of (3.43), it thus remains to show that almost surely also
εd#(Kε)→ 0 ε ↓ 0+. (3.44)
We have for all zi ∈ K
ε ⊆ Ig−3
min
zj∈Φε(D)\{zi}
ε|zj − zi| > 2ε
1+δ/2, ε
d
d−2ρi < ε
1+2δ . (3.45)
In particular, by the first inequality above, the balls {Bε1+2δ(εzi)}zi∈Kε are all disjoint, and therefore
εd#(Kε) . εd
∑
zi∈Kε
ε−d(1+2δ)|Bε1+2δ (εzi)| = ε
−2dδ
∑
zi∈I˜εb
|Bε1+2δ (εzi)|. (3.46)
In addition, we observe that by definition of Kε, for any zi ∈ K
ε there exists zj ∈ ∪
kmax
k=−2Jk such that
B2ε1+δ(εzi) ∩B
θλjε
d
d−2 ρj
(εzj) 6= ∅. (3.47)
Here we used Kε ⊆ I˜−3 and (3.14) to rule out that zj ∈ J−3 ⊆ I˜−3. In particular, (3.45) and (3.47)
imply
2ε1+δ/2 6 ε|zi − zj | 6 2ε
1+δ + θλjε
d
d−2ρj ,
we obtain that θλjε
d
d−2ρj > 2ε
1+δ . We combine this inequality with condition (3.47) to infer that
Bε1+2δ(εzi) ⊆ B
2θλjε
d
d−2 ρj
(εzj)
and, by (3.46), to estimate
εd#(Kε) . ε−2dδ
∑
zj∈∪
kmax
k=−2
Jk
|B
2θλjε
d
d−2 ρj
(εzj)|
. ε−2dδ
(
ε
d
d−2 max
zj∈Φε(D)
ε
d
d−2 ρj
)2 ∑
zj∈∪
kmax
k=−2
Jk
(ε
d
d−2 ρj)
d−2
(3.12)
. ε2δd
∑
zj∈Φε(D)
(ε
d
d−2 ρj)
d−2.
Thanks to Lemma C.1, the right-hand side vanishes almost surely in the limit ε ↓ 0+. This concludes
the proof of (3.43).
The limit in the first line of (3.2) is a direct consequence of (3.43). Moreover, the second inequality in
(3.1) follows from (3.43) and Lemma C.2.
To show (3.3), we resort to the definition of Dεb to estimate{
zi ∈ Φ
ε
2η(D)(ω) : dist(zi,D
ε
b) 6 ηε
}
⊆ I ∪
{
zi ∈ n
ε(ω) : dist
(
zi,
⋃
zj∈∪
kmax
k=−2
Jk
B
Λε
d
d−2 ρj
(εzj)
)
6 ηε
}
∪
{
zi ∈ n
ε(ω) ∩ Φε2η(D)(ω) : dist
(
zi,
⋃
zj∈J−3
B
Λε
d
d−2 ρj
(εzj)
)
6 ηε
}
:= Iεb ∪ F
ε ∪ Cε.
We already know εd#(Iεb )→ 0. Next, we argue that
εd#(F ε)→ 0.
This follows by an argument similar to the one for (3.44): We may choose ε0 = ε0(d) such that for all
ε 6 ε0, ε
δ/2 6 η. By definition of Jk and of F
ε above, we infer that for such ε 6 ε0, for all zj ∈ F
ε
there exists −2 6 k 6 kmax and zi ∈ Jk such that
Bε1+δ/2(εzj) ⊆ B
2ηε+Λε
d
d−2 ρi
(εzi) ⊆ B
2Ληε−2δε
d
d−2 ρi
(εzi), (3.48)
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where in the second inequality we use that ε−2δη > 1 and ε
d
d−2 ρi > ε
1+2δ . We note that by (3.45) the
balls Bε1+δ/2(εzj) with zj ∈ n
ε are all disjoint. Hence,
εd#(F ε)
(3.48)
. ε−dδ
∣∣∣∣ ⋃
zi∈∪
kmax
k=−2
Jk
B
2Ληε−2δε
d
d−2 ρi
(εzi)
∣∣∣∣
.ηdε−d(δ+2δ)
(
max
zj∈Φε(D)
ε
d
d−2 ρj
)2 ∑
zj∈Φε(D)
(ε
d
d−2 ρj)
d−2
(3.12)
. ηdεdδ
∑
zj∈Φε(D)
(ε
d
d−2 ρj)
d−2.
The right-hand side vanishes almost surely in the limit ε ↓ 0+ thanks to (1.7) and Lemma C.1.
We conclude the argument for (3.3) by showing that the set Cε is empty when ε is small: In fact, by
construction, if zi ∈ nε satisfies
dist
(
εzi,
⋃
zj∈J−3
B
Λε
d
d−2 ρj
(εzj)
)
6 ηε,
then there exists a zj ∈ J−3 ⊆ I−3 such that for ε 6 ε0 with Λε
2δ 6 η
ε|zi − zj | 6 dist
(
εzi, B
Λε
d
d−2 ρj
(εzj)
)
+ Λε1+2δ 6 2ηε.
This yields Cε ⊆ Φε(D)\Φε2η(D) and thus that it is empty since by definition we also have C
ε ⊆ Φε2η(D).
This finishes the proof of (3.3).
We hence have shown that Hεb , H¯
ε
b and D
ε
b in Lemma 3.1 may be chosen as in Step 2 (see (3.4), (3.5),
and (3.9)). We also remark that it immediately follows by (3.12) and the bounds on λεi 6 Λ obtained at
the beginning of Step 2, that the radii λεi ε
d
d−2ρi generating the balls of H¯
ε
b satisfy the second inequality
in (3.5).
It remains to argue (3.7) and (3.8). The first property follows directly from (3.14) for Jk ⊆ I˜k and
the choice of the parameters λi = θλ˜i and θ
4 = α.
We now turn to (3.8) and begin by showing that it suffices to prove the following:
Claim: For all −3 6 k < l 6 kmax and every zk ∈ Jk, zl ∈ I˜l we have
B
λ˜lε
d
d−2 ρl
(εzl) ∩B
θλkε
d
d−2 ρk
(εzk) = ∅. (3.49)
We first prove (3.54) provided this claim holds. To do so, for any k < l and zj ∈ Jl we begin by
denoting by E
zj
k the set
E
zj
k := B
ε
d
d−2 λjρj
(εzj) \
l−1⋃
m=k
⋃
zi∈Jm
B
θλiε
d
d−2 ρi
(εzi) (3.50)
and arguing that
B
ε
d
d−2 λ˜jρj
(εzj) ⊆ E
zj
k ⊆ Ek, (3.51)
Ek =
⋃˙
l>k
⋃˙
zj∈Jl
E
zj
k , (3.52)
where each union above is between disjoint sets.
By (3.33) for El−1 and (3.32) for Jl, we clearly have that
B
ε
d
d−2 λjρj
(εzj) ⊆ El−1.
Note that, by construction, this ball is a connected component of the set El−1. From the previous
inclusion, the second inclusion in (3.51) is an easy application of the recursive definition (3.33) of Ek.
Similarly, (3.52) is an easy consequence of the definition (3.33) of the sets Ek. Furthermore, since
each Jm ⊆ I˜m, we apply claim (3.49) to zj and all zk ∈ Jm with m 6 l− 1, and conclude also the first
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inclusion in (3.51). We conclude that definition (3.50) immediately yields the monotonicity property
E
zj
k−1 ⊆ E
zj
k for all zj ∈ Jl and −3 6 k 6 l.
Equipped with (3.51)-(3.52), we now turn to (3.8): Let z0 ∈ Ik0 for some −2 6 k0 6 kmax. By
definition (3.39), there exists z1 ∈ Jk0 such that
B
ε
d
d−2 ρ0
(εz0) ⊆ B
λ1ε
d
d−2 ρ1
(εz1). (3.53)
By this, property (3.8) follows immediately if we prove that for any l < k0 and all z3 ∈ Jl we have
B
ε
d
d−2 ρ0
(εz0) ∩B
θλ3ε
d
d−2 ρ3
(εz3) = ∅. (3.54)
Let −3 6 k2 6 kmax be minimal such that there exists z2 ∈ I˜
ε
k2
with the property that
B
ε
d
d−2 ρ0
(εz0) ⊆ B
λ˜2ε
d
d−2 ρ2
(εz2). (3.55)
Note that, by (3.13), we may always find such k2. If k0 6 k2, we use the above claim (3.49) on z2 ∈ I˜k2
and z3 ∈ Jl with l < k2 and conclude (3.54). Let us now assume that k0 > k2: Since z0 ∈ Ik0, by
definition (3.39) we have that z2 6∈ Jk2 . This implies by (3.32) that
B
θλ˜2ε
d
d−2 ρ2
(εz2) ⊆ Ek2+1.
In particular, by (3.55) and (3.50) there exists a k˜0 > k2 and z˜1 ∈ Jk˜0 such that
B
ε
d
d−2 ρ0
(εz0) ⊆ B
θλ˜2ε
d
d−2 ρ2
(εz2) ⊆ E
z˜1
k2+1
. (3.56)
Moreover, by (3.50) and the assumption k2 < k0, we also have
B
ε
d
d−2 ρ0
(εz0) ⊆ E
z˜1
k2+1
⊆ Ez˜1k0 .
On the other hand, by (3.53) also
B
ε
d
d−2 ρ0
(εz0) ⊆ B
λ1ε
d
d−2 ρ1
(εz1) = E
z1
k0
.
By combining the previous two inequalities and using that the sets Ezik , E
zj
k are whenever zi 6= zj ∈ J ,
we conclude that z˜1 = z1. Thus, since z1 ∈ Jk0 , definition (3.50) applied to E
z1
k2+1
yields that for all
k2 < l < k0 we have for all zi ∈ Jl
Ez1k2+1 ∩Bθε
d
d−2 λiρi
(εzi) = ∅.
By using (3.56), the above inequality implies (3.54) with zi = z3 and for all k2 < l < k0. To extend
(3.54) also to the indices l 6 k2 it suffices to observe that for l < k2 we may argue as above in the
case k0 6 k2. Finally, if l = k2, we obtain (3.54) by applying (3.55) and (3.14) to z2 ∈ I˜k2 and
z3 ∈ Jk2 ⊆ I˜k2 .
It remains to prove claim (3.49). Let zl ∈ I˜
ε
l , −2 6 l 6 kmax. We begin by arguing that
B
θλ˜lε
d
d−2 ρl
(εzl) ⊆ El. (3.57)
Indeed, if zl ∈ Jl, this follows immediately from the definition of El. If zl 6∈ Jl, then by (3.32) we have
B
λlε
d
d−2 ρl
(εzl) ⊆ El+1. We now use (3.14) on the family Jl and definition (3.33) of El to conclude
(3.57). From (3.57) we may use again (3.14) to the families Jl, Jl−1 and also obtain that
B
θλ˜lε
d
d−2 ρl
(εzl) ⊆ El−1. (3.58)
We are now ready to argue (3.49) by contradiction: Let us assume that there exists a k < l and zk ∈ Jk
such that (3.49) fails, i.e.
B
λ˜lε
d
d−2 ρl
(εzl) ∩B
θλkε
d
d−2 ρk
(εzk) 6= ∅. (3.59)
Then, again by (3.14) applied to Jl and Jl−1, we necessarily have k 6 l − 2. Let us now assume that
zk ∈ Jl−2: Then by (3.32) we have
B
ε
d
d−2 θλ˜kρk
(εzk) ( El−1. (3.60)
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Bl
Bk0
Bk2Bk1
Bθl
Figure 4. The thick ball Bl in the centre represents B
θλ˜lε
d
d−2 ρl
(εzl), while the nested
dashed ball Bθl is its dilation by θ > 1. The balls Bk0, Bk1 and Bk2 correspond
to B
θλ˜k0ε
d
d−2 ρk0
(εzk0), B
θλ˜k1ε
d
d−2 ρk1
(εzk1) and B
θλ˜k2ε
d
d−2 ρk2
(εzk2), respectively. The
nested, dashed balls around Bk0 , Bk1 and Bk2 are the dilations by the factor θ
2.
This, together with (3.58) for zl and (3.59) yields
B
θλ˜kε
d
d−2 ρk
(εzk) ∩ ∂B
θλ˜lε
d
d−2 ρl
(εzl) 6= ∅. (3.61)
For a general k < l − 2, we claim that we may iterate the previous argument and obtain that (3.59)
implies the existence of an integer m 6 1+⌈kmax2 ⌉ and a collection k0, · · · , km 6 l−2, such that k = k0
and for all 0 6 n 6 m− 1 we have kn 6 kn+1 − 2 and there exist zkn ∈ Jkn and zm ∈ Jkm satisfying
(see Figure 4)
B
θλ˜kmε
d
d−2 ρkm
(εzkm) ∩ ∂B
θλ˜lε
d
d−2 ρl
(εzl) 6= ∅,
B
θλ˜knε
d
d−2 ρkn
(εzkn) ∩B
θλkn+1ε
d
d−2 ρkn+1
(εzkn+1) 6= ∅.
(3.62)
Indeed, for zk ∈ Jk with k < l − 2, we know that by (3.32)
B
ε
d
d−2 θλ˜kρk
(εzk) 6⊆ Ek+1. (3.63)
If also (3.61) is true, then we obtain (3.62) with k0 = km = k. Let us assume, instead, that (3.61)
does not hold and thus, by (3.59) that
B
ε
d
d−2 θλ˜kρk
(εzk) ⊆ B
ε
d
d−2 θλ˜lρl
(εzl)
(3.58)
⊆ El−1. (3.64)
Then, by (3.63) and (3.33) there exists an index k1 6 l − 2 and zk1 ∈ Jk1 such that
B
ε
d
d−2 θλ˜kρk
(εzk) ∩B
ε
d
d−2 θλk1ρk1
(εzk1) 6= ∅. (3.65)
Moreover, by (3.14), we necessarily have k1 > k+2. We thus recovered the second line in (3.62). Since
zk1 ∈ Jk1 , we use again (3.32) to infer that
B
ε
d
d−2 θλ˜k1ρk1
(εzk1) 6⊆ Ek1+1.
Therefore, if k1 = l− 2, we argue as in (3.60) and conclude that (3.61) is satisfied with zk substituted
by zk1 . This and (3.65) yield (3.62) with m = 1. Clearly, the same holds if k1 < l − 2 but (3.61)
nonetheless satisfied by zk1 . Let us now assume, instead, that zk1 does not satisfy the first line in
(3.62): By (3.65) and (3.64) this implies that
B
ε
d
d−2 θλ˜k1ρk1
(εzk1) ⊆ B
ε
d
d−2 θλ˜lρl
(εzl) ⊆ El−1.
We may now argue as for (3.63) above and obtain the existence of a new index k2 > k1 + 2 satisfying
(3.65) with k and k1 substituted by k1 and k2 respectively. By repeating the same argument above
we iterate and conclude (3.62) for a general m. We remark that, since at each step n the index kn
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increases of at least 2 this procedure necessarily stops whenever kn = l− 2. In other words, we obtain
(3.62) after at most 1 + ⌈kmax2 ⌉ iterations. We thus established (3.62).
Equipped with (3.62) we finally argue (3.49): Since for all 0 6 n 6 m 6 1 + ⌈kmax2 ⌉, 1 6 λkn 6 Λ and
k0 6 · · · 6 km 6 l − 2, we estimate
ε|zl − zk| > ε|zl − zkm| −
m∑
n=1
ε|zkn − zkn−1 |
(3.62)
> θλ˜lε
d
d−2ρl − (1 + 2m)Λε
d
d−2 ρkm
θ>1
> λ˜lε
d
d−2 ρl + (θ − 1)ε
d
d−2ρl − (kmax + 4)Λε
d
d−2 ρkm.
We now use the fact that since zl ∈ I˜l and zkm ∈ Jkm ⊆ I˜km, we have by (3.11) and the assumptions
on the indices kn that
ρl
ρkm
> ε−δ. From this inequality it follows that
ε|zl − zk| > λ˜lε
d
d−2 ρl +
(
(θ − 1)ε−δ − (kmax + 4)Λ
)
ε
d
d−2 ρkm
and for ε small enough we bound
ε|zl − zk| > λ˜lε
d
d−2 ρl + 2λkε
d
d−2 ρkm,
where λk is the factor associated to zk. We now observe that if km = k0 = k, then the above inequality
contradicts (3.59). If, otherwise k = k0 6= km, then by construction we have k0 6 km − 2 and thus by
(3.11) that ρk 6 ρkm. This and the above inequality contradict (3.59) also in this case. This proves
claim (3.49) and establishes (3.8). The proof of Lemma 3.2 and Lemma 3.1 are complete. 
4. Proof of Lemma 2.4
Proof of Lemma 2.4. For a θ > 1 fixed, let Hε = Hεb ∪H
ε
g and the sets H¯
ε
b , D
ε
b be as introduced in
Lemma 3.1 and Lemma 3.2. Throughout this proof, we use the notation . for 6 C with the constant
depending on d, β, θ.
Step 1. We recall that the set Dεb is related to the partitioning of H
ε = Hεb ∪ H
ε
g and is such
that Hεb ⊆ H¯
ε
b ⊆ D
ε
b . We construct Rεv by distinguishing between the parts of domain D containing
“small” holes (i.e. Hεg) and the ones containing the clusters of holes (i.e. H
ε
b ). We set
Rεv :=
{
vεb in D
ε
b
vεg in D\D
ε
b ,
(4.1)
where the functions vεb and v
ε
g satisfy

vεb = 0 in H
ε
b , v
ε
b = v in D\D
ε
b ,
∇ · vεb = 0 in D,
vεb ∈ H
1
0 (D) for ε small enough and v
ε
b → v in H
1
0 (D),
‖vεb‖C0 . ‖v‖C0(D¯).
(4.2)
and {
vεg = v in D
ε
b , v
ε
g = 0 in H
ε
g ,
vεg satisfies properties (i) - (v) with H
ε substituted by Hεg .
(4.3)
In particular, this means
Rεv = v
ε
b + v
ε
g − v. (4.4)
Before constructing the functions vεg and v
ε
b , we argue that Rεv defined in (4.1) satisfies all the
properties (i) - (v) enumerated in the lemma. Properties (i) and (ii) are immediately satisfied. We
turn to properties (iii) and (iv). By (4.4), we rewrite
‖Rεv − v‖Lp(Rd) = ‖v
ε
g − v‖Lp(Rd) + ‖v
ε
b − v‖Lp(Dεb ).
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The first term on the right-hand side vanishes almost surely in the limit thanks to the second line
of (4.3) (property (iv) for vεg). We bound the second term by using Hölder’s inequality and the last
estimate in (4.2):
‖vεb − v‖
p
Lp(Dε
b
) 6 ‖v − v
ε
b‖C0(D)|D
ε
b | . ‖v‖C0(D)|D
ε
b |.
Thanks to (3.9), also this last line almost surely vanishes in the limit ε ↓ 0+. Thus, almost surely
the whole norm ‖Rεv − v‖Lp(Rd) → 0 when ε ↓ 0
+. This yields property (iv) for Rεv. To establish
Property (iii) we use a similar argument to bound the L2-norm of ∇(Rεv − v), this time using that
by (4.2) the gradient ∇(vεb − v) converges strongly to zero in L
2(Rd). Properties (i) - (iv) for Rεv are
hence established.
It remains to argue property (v): Let uε ∈ H
1
0 (Dε) be such that uε ⇀ u in H
1(D) and ∇ · uε = 0 in
D. By (4.4), we have ˆ
∇Rεv · ∇uε =
ˆ
∇vεg · ∇uε +
ˆ
∇(vεb − v) · ∇uε.
By (4.2) and the assumptions on uε, the second integral on the right-hand side almost surely converges
to zero in the limit ε ↓ 0+. We treat the first integral term by observing that H10 (D
ε) ⊆ H10 (D\H
ε
g)
and applying (4.3) (i.e. property (v) for vεg). This implies property (v) for Rεv and concludes the
proof of the lemma provided we construct vεg and v
ε
b as above.
Step 2. Construction of vεb satisfying (4.2).
To construct vεb on D
ε
b , we exploit the construction of the covering H¯
ε
b of Lemma 3.2, as sketched
in Section 2.3. The main advantage in working with H¯εb instead of H
ε
b is related to the geometric
properties satisfied by H¯εb which allow to define v
ε
b via a finite number of iterated Stokes problems on
rescaled annuli.
Throughout this step, we skip the upper index ε and write vb instead of v
ε
b . Let J =
⋃kmax
i=−3 Ji be the
sub-collection of the centres of the balls generating H¯εb in the proof of Lemma 3.2. For each zj ∈ J ,
we write
Rεj := λ
ε
jρj, Bj := B
ε
d
d−2Rj
(εzj), (4.5)
Bθ,j := B
ε
d
d−2 θRj
(εzj), Aj := Bθ,j\Bj ,
with λεj ∈ [1,Λ] the factors defined in Lemma 3.2.
As a first step, we consider the set Jkmax and define the function v
0 on D as

v0 = v in D\
⋃
zj∈Jkmax
Bθ,j
v0 = 0 in Bj for all zj ∈ Jkmax
v0 = v0j in Aj for all zj ∈ Jkmax ,
(4.6)
where each v0j solves 

−∆v0j +∇p
0
j = −∆v in Aj
∇ · v0j = 0 in Aj
v0j = 0 on ∂Bj
v0j = v on ∂Bθ,j.
(4.7)
This is well-defined since div v = 0. In particular, each function v0j −v solves the first problem in (B.1)
in Ai, and we apply to it the estimates (B.2) with the choice R = θ and after a rescaling by ε
d
d−2Rj
and a translation of εzj . This yields
‖∇v0j ‖
2
L2(Aj)
.
(
‖∇v‖2L2(Bθ,j) +
1(
ε
d
d−2Rj
)2 ‖v‖2L2(Bθ,j)
)
,
‖v0j ‖C0(Bθ,j) . ‖v‖C0(Bθ,j).
25
We now use the definition (4.5) of Rj to obtain
‖∇v0j ‖
2
L2(Aj)
.
(
‖∇v‖2L2(Bθ,j) + ε
dλjρ
d−2
j ‖v‖
2
L∞
)
,
‖v0j ‖C0(Bθ,j) . ‖v‖C0(Bθ,j ).
(4.8)
Note that thanks to (3.7) of Lemma 3.2, we have that Bθ,i ∩ Bθ,j = ∅ for all zi 6= zj ∈ Jkmax and
λi 6 Λ for all zi ∈ J . Thus, this also implies by (4.6) that
‖∇v0‖2L2(D) . ‖∇v‖
2
L2(D) + ε
d
∑
zj∈Jkmax
ρd−2j ‖v‖
2
L∞(D),
‖v0‖C0(D) . ‖v‖C0(D).
(4.9)
Furthermore, since v0 − v is supported only in the balls Bθ,j, the triangle inequality and (4.8) imply
also that
‖∇(v0 − v)‖2L2(D) .
∑
zj∈Jkmax
‖∇v‖2L2(Bθ,j) + ε
d
∑
zj∈Jkmax
ρd−2j ‖v‖
2
L∞(D). (4.10)
We observe also that, by using again the fact that by Lemma 3.2 all the balls Bj are disjoint, the
function v0 vanishes on ⋃
zj∈Jkmax
Bj
(3.6)
⊇
⋃
zj∈Ikmax
B
ε
d
d−2 ρj
(εzj). (4.11)
We now proceed iteratively and for 1 6 i 6 kmax + 3 we consider the subsets Jkmax−i ⊆ J . For each i
in the range above, let vi be defined as in (4.6) and (4.7), with vi−1 instead of v and the domains Bj
and Aj generated by the elements zj ∈ Jkmax−i. We now argue that at each step i we have
‖∇vi‖2L2(D) . ‖∇v‖
2
L2(D) + ε
d
∑
zj∈∪ik=0Jkmax−k
ρd−2j ‖v‖
2
L∞(D),
‖vi‖C0(D) . ‖v‖C0(D),
(4.12)
and
vi = 0 in
⋃
zj∈
⋃i
k=0
Ikmax−k
B
ε
d
d−2 ρj
(εzj). (4.13)
Moreover,
vi − v = 0 in D\

 ⋃
zj∈∪ik=0Jkmax−k
Bθ,j

 ,
‖∇(vi − v)‖2L2(D) .
∑
zj∈∪ik=0Jkmax−k
(
‖∇v‖2L2(Bθ,j) + ε
dρd−2j ‖v‖
2
L∞(D)
)
.
(4.14)
We prove the previous estimates by induction over 0 6 i 6 kmax + 3.
It is easy to prove the estimates in (4.12) by induction: For i = 0, (4.9) is exactly (4.12). We now
observe that at each step i we may argue as for v0 and obtain (4.9) with v0, v and Jkmax substituted
by vi, vi−1 and Jkmax−i, respectively. Therefore, if we now assume (4.12) holds at step i− 1, we only
need to combine the analogue of (4.9) for vi with (4.12) for vi−1.
We now consider (4.13): For i = 0, this is implied immediately by (4.11). Let us now assume that
(4.13) holds for i− 1. By definition of vi (cf. (4.7)), the function vanishes on
⋃
zj∈Jkmax−i
Bj
(3.6)
⊇
⋃
zj∈Ikmax−i
B
ε
d
d−2 ρj
(εzj)
and equals vi−1 on D\
⋃
zj∈Jkmax−i
Bθ,j. By the induction hypothesis (4.13) for i− 1, (4.13) for i
follows provided 
 ⋃
zj∈Jkmax−i
Bθ,j

 ∩

 ⋃
zj∈∪
i−1
k=0
Ikmax−k
B
ε
d
d−2 ρj
(εzj)

 = ∅.
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By recalling the definitions of the balls Bθ,j, this identity is a consequence of property (3.8) of Lemma
3.2. We established (4.13) and (4.12) for each 0 6 i 6 kmax + 3.
Finally, we turn to the claims in (4.14): For i = 0, both lines of (4.14) hold by construction and (4.10),
respectively. If we now assume that (4.14) is true for i − 1, then vi is by construction equal to vi−1
outside the set ⋃
zj∈Jkmax−i
Bθ,j.
It now suffices to apply the induction hypothesis for vi−1 to conclude the first statement in (4.14). In
addition, by the triangle inequality we estimate
‖∇(vi − v)‖2L2(D) 6 ‖∇(v
i − vi−1)‖2L2(D) + ‖∇(v
i−i − v)‖2L2(D).
We apply the induction hypothesis to the second term on the right-hand side above and get
‖∇(vi − v)‖2L2(D) 6 ‖∇(v
i − vi−1)‖2L2(D) +
∑
zj∈∪
i−1
k=0
Jkmax−k
(
‖∇v‖2L2(Bθ,j) + ε
dρd−2j ‖v‖
2
L∞(D)
)
. (4.15)
We now use the analogue of (4.8) with v0 and v substituted by vi−1 and vi to infer that
‖∇(vi − vi−1)‖2L2(D) .
∑
zj∈Jkmax−i
(
‖∇vi−1‖2L2(Bθ,j) + ε
dλjρ
d−2
j ‖v
i−1‖2L∞(D)
)
,
and, by (4.12) for vi−1, that
‖∇(vi − vi−1)‖2L2(D) .
∑
zj∈Jkmax−i
(
‖∇vi−1‖2L2(Bθ,j) + ε
dλjρ
d−2
j ‖v‖
2
L∞(D)
)
.
∑
zj∈Jkmax−i
‖∇(vi−1 − v)‖2L2(Bθ,j) +
∑
zj∈Jkmax−i
(
‖∇v‖2L2(Bθ,j ) + ε
dλjρ
d−2
j ‖v‖
2
L∞(D)
)
.
Since all Bθ,j, zj ∈ Jkmax−i, are disjoint, this implies that
‖∇(vi − vi−1)‖2L2(D) . ‖∇(v
i−1 − v)‖2L2(D) +
∑
zj∈Jkmax−i
(
‖∇v‖2L2(Bθ,j) + ε
dλjρ
d−2
j ‖v‖
2
L∞(D)
)
.
We may apply the induction hypothesis on vi−1 again and combine the above estimate with (4.15) to
conclude (4.14) for vi. The proof of (4.14) is complete.
Equipped with (4.12), (4.13) and (4.14), we finally set vεb := v
kmax+3 and show that this choice fulfils
all the conditions in (4.2): The first and the second line in (4.2) follow immediately by construction
and the definition (3.9) of Dεb . The second estimate in (4.12) with i = kmax + 3 yields also the last
inequality in (4.2). It thus only remain to show that, almost surely, vεb ∈ H
1
0 (D) for ε small enough
and vεb → v in H
1
0 (D).
To do this, we begin by showing that ∇(vεb − v) → 0 in L
2(D): By (4.14) with i = kmax + 3 and the
fact that v ∈ C∞0 (D), we indeed obtain
‖∇(vεb − v)‖L2(D) . ‖v‖C1(D)
∑
zj∈J
(
(ε
d
d−2 ρj)
2 + 1
)
εdρd−2j .
We recall that the set J depends on ε, i.e. J = Jε. In addition, since J ⊆ I (cf. Lemma 3.2)
and nε = Φε(D)\Iε, the limit in (3.2) of Lemma 3.1 yields that almost surely εd#Jε → 0 when
ε ↓ 0+. This, together with (3.5), (1.7) and the Strong Law of Large numbers (cf. Lemma (C.2) in the
Appendix) implies that the right-hand side above almost surely vanishes in the limit ε ↓ 0+. Hence,
we showed that ∇(vεb−v)→ 0 in L
2(Rd). By Poincaré’s inequality, it now suffices to argue that almost
surely and for ε small enough vεb ∈ H
1
0 (D) to infer that v
ε
b → v in H
1
0 (D) and thus conclude the proof
of (4.2).
Let K ⋐ D be a compact set containing the support of v, and set r = dist(K,D) > 0. We show that,
almost surely, vεb ∈ H
1
0 (D) for all ε 6 ε¯, with ε¯ = ε¯(r, ω) > 0. To do so, we fix any realization ω ∈ Ω
(which is independent from v) for which we have (3.12), and resort to the construction of vεb via the
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solutions v0, v1 · · · vkmax+3 obtained by iterating (4.7). We claim that for all i = 0, · · · , kmax + 3 we
have
supp(vi) =: Kεi ⊆ D, dist(K
ε,D) > r − 2(i + 1)θΛε2δd, (4.16)
for all ε such that the right-hand side in the last inequality is positive. Since vεb := v
kmax+3, we may
choose ε¯(r, ω) such that ε2δd 6 r4(kmax+4)θΛ and use the above estimate to infer that v
ε
b is compactly
supported in D for all ε 6 ε¯(r, ω).
We prove (4.16) iteratively and begin with i = 0: By (4.7) and the assumption on the support of v, it
follows that, if for zi ∈ Jkmax the ball Bθ,i does not intersect the support K of v, then v
0 = v ≡ 0 on
Bθ,i. This, together with property (3.7) of Lemma 3.2, implies that
supp(v0) ⊆ K
⋃
zi∈Jkmax
,
Bθ,i∩K 6=∅
Bθ,i. (4.17)
By recalling that thanks to Lemma 3.2 each ball Bθ,j has radius
θλiε
d
d−2ρi 6 θΛε
d
d−2ρi
(3.12)
6 θΛε2dδ,
we observe that (4.17) yields estimate (4.16) for v0. Let us now assume (4.16) for vi. Then, since vi+1
solves (4.7) with boundary datum vi, we may argue as above to infer that
Kεi+1 ⊆ K
ε
i
⋃
zi∈Jkmax
,
Bθ,i∩K
ε
i
6=∅
Bθ,i
and thus that
dist(Kεi+1,D) > dist(K
ε
i ,D)− 2θΛε
2dδ
(4.16)
> r − 2(i + 1)θΛε2dδ .
This concludes the iterated estimate (4.16), which completes the proof of this step.
Step 3. Construction of vεg satisfying (4.3). We now turn to the remaining set D\D
ε
b and
construct the vector field vεg in a way similar to [1][Subsection 2.3.2] and [6].
For every zi ∈ n
ε, we write
aε,i := ε
d
d−2 ρi, di := min
{
dist(εzi,D
ε
b),
1
2
min
zj∈n
ε,
zj 6=zi
(
ε|zi − zj |
)
, ε
}
(4.18)
and
Ti = Baε,i(εzi), Bi := B di
2
(εzi), B2,i := Bdi(εzi), Ci := Bi\Ti, Di := B2,i\Bi.
We remark that, since zi ∈ n
ε, Lemma 3.1 implies that for δ > 0
aε,i 6 ε
1+2δ , di > ε
1+δ , (4.19)
and that all the balls B2,i are pairwise disjoint.
For each zi ∈ n
ε, we define the function vεg in B2,i in the following way:{
vεg = 0 in Ti
vεg = v − v˜
ε
i in Ci,
where v˜εi solves 

−∆v˜εi +∇π
ε
i = 0 in R
d\Ti
∇ · v˜εi = 0 in R
d\B1
v˜εi = v on ∂Ti
v˜εi → 0 for |x| → +∞.
(4.20)
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Finally, we require that on Di, v
ε
g solves

−∆vεg +∇q
ε
g = ∆v in Di
∇ · vεg = 0 in Di
vεg = v on ∂B2,i
vεg = v − v˜
ε
i on ∂Bi,
(4.21)
and we then extend vεg by v on R
d\
⋃
zi∈nε B2,i. By Lemma 3.1 and the definition (4.18) of di, we have
that Dεb ⊆ R
d\
⋃
zi∈nε B2,i. Therefore, this definition of v
ε
g satisfies the first line of (4.3) and property
(i) with Hε substituted by Hεg . It is immediate that by construction ∇ · v
ε
g = 0 in D, i.e. v
ε
g satisfies
also property (ii).
We observe that by uniqueness of the solution to (4.20), we may rescale the domains Ci and rewrite
vεg = v − φ
ε,i
∞
( · − εzi
aε,i
)
in Ci, (4.22)
with φε,i∞ solving the second system in (B.1) in the annulus R
d\B1 and with boundary datum ψ(x) =
v
(
ai,εx− εzi
)
. Similarly, by uniqueness of the solutions to (4.21) we may rescale the domains Di and
write
vεg = v − φ
ε,i
2 (
· − εzi
di
) in Di, (4.23)
with φε,i2 solving the first system in (B.1) in the annulus B2\B1 and with boundary datum ψ(x) =
φε,i∞
(di(x−εzi)
aε,i
)
.
We now turn to properties (iii) and (iv) for vεg: We write
‖vεg − v‖
p
Lp(Rd) =
∑
zi∈nε
‖vεg − v‖
p
Lp(B2,i)
, (4.24)
‖∇(vεg − v)‖
2
L2(Rd) =
∑
zi∈nε
‖∇(vεg − v)‖
2
L2(B2,i)
,
and, since B2,i = Di ∪ Ci ∪ Ti, we may further split each norm on the right hand side into the
contributions on each set Di, Ci and Ti. We begin by focussing on the domains Di: By (4.23), we
apply (B.2) to φε,i2 and infer that
‖∇(vεg − v)‖
2
L2(Di)
. ‖∇v˜εi ‖
2
L2(Di)
+ d−2i ‖v˜
ε
i ‖
2
L2(Di)
, (4.25)
‖vεg − v‖C0(Di) . ‖v˜
ε
i ‖C0(∂B2,i).
By using (4.22) and changing variables, we rewrite the second line above as
‖vεg − v‖C0(B2,i) . ‖φ
ε,i
∞‖C0(∂B
dia
−1
i,ε
),
and use (B.4) on φε,i∞ to infer
‖vεg − v‖C0(Bi) . ‖v‖C0
(ai,ε
di
)d−2 (4.19)
. ‖v‖C0ε
δ(d−2).
In particular,
‖vεg − v‖
p
Lp(Di)
. adi,ε‖v‖C0ε
δ(d−2) . ‖v‖C0ε
d+δ(d−2). (4.26)
We now turn to the first inequality in (4.25), use (4.22) on the right-hand side, and change variables
to estimate
‖∇(vεg − v)‖
2
L2(Di)
. ad−2ε,i ‖∇φ
ε,i
∞‖
2
L2(B
dia
−1
i,ε
\B 1
2
dia
−1
i,ε
) + a
d
ε,id
−2
i ‖φ
ε,i
∞‖
2
L2(B
dia
−1
i,ε
\B 1
2
dia
−1
i,ε
)
(B.5)
. ‖v‖2C1a
d−2
ε,i
(aε,i
di
)d−2 (4.19)
. ‖v‖2C1ε
d+δ(d−2)ρd−2i .
(4.27)
We consider the sets Ci: We use the definition (4.22) for v
ε
g on Ci and a change of variables to rewrite
‖∇(vεg − v)‖
2
L2(Ci)
= ad−2ε,i ‖∇φ
ε,i
∞‖
2
L2(B 1
2
dia
−1
ε,i
\B1)
.
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Hence, using (B.3) for φε,i∞ , we obtain
‖∇(vεg − v)‖
2
L2(Ci)
. ‖∇v‖2L2(B2aε,i (εzi)\Ti)
+ a−2ε,i ‖v‖
2
L2(B2aε,i (εzi)\Ti)
(4.28)
. ad−2ε,i ‖v‖
2
C1 = ε
dρd−2i ‖v‖
2
C1 .
Similarly, by (4.22) and a change of variables, for each 2 6 p < +∞ we have
‖vε,ig − v‖
p
Lp(Ci)
= adε,i‖φ
ε,i
∞‖
p
Lp(B
dia
−1
ε,i
\B1)
,
and, thanks to the pointwise estimate (B.4) for φε,i∞ , we have that for all p >
d
d−2
‖vεg − v‖
p
Lp(Ci)
. ‖v‖pC0a
d
ε,i
(4.19)
. ‖v‖pC0ε
2+4δεdρd−2i . (4.29)
We finally turn to Ti, on which we easily bound
‖∇(vεg − v)‖
2
L2(Ti)
= ‖∇v‖2L2(Ti) 6 ‖v‖
2
C1a
d
ε,i
(4.19)
. ‖v‖2C1ε
2(1+δ)εdρd−2i , (4.30)
‖vεg − v‖
p
Lp(Ti)
= ‖v‖pLp(Ti)
(4.19)
. ‖v‖pC0ε
2(1+2δ)ρd−2.
By collecting all the estimates in (4.26), (4.27), (4.28), (4.29) and (4.30) we get
‖∇vεg − v‖
2
L2(B2,i)
. ‖v‖2C1ε
dρd−2i , (4.31)
and for all p > dd−2
‖vεg − v‖
p
Lp(B2,i)
. ‖v‖C∞ε
d(ε2ρd−2i + εδp(d−2)).
We insert these estimates in (4.24) and apply (1.7) and the Strong Law of Large Numbers on the
right-hand sides to conclude that almost surely
‖∇vεg‖L2(D) . 1
and that vεg → v in L
p(D) for p > dd−2 . Since v, v
ε
g are supported in the bounded domain D for ε small
enough, we conclude properties (iii) and (iv) for vεg.
We finally turn to property (v). We use an argument very similar to the one for Lemma 3.1 of [10].
For any N ∈ N fixed and all zi ∈ nε, let us define
nεN :=
{
zi ∈ n
ε : di >
ε
N
}
,
where Q ⊆ Rd is a unit cube. Moreover, let RN := {ρNi }zi∈nε be the truncated environment given by
ρNi := ρi ∧N and let H
ε,N
g be the set of holes generated by n
ε
N with R
N . Let vε,Ng be the analogues
of vεg for H
ε,N
g . We begin by showing that v
ε,N
g satisfy property (v) on H
ε,N
g with
µN = Cd〈(ρ
N )d−2〉〈#(N 2
N
(Q))〉,
where Q is a unit ball and N 2
N
is defined in Subsection (2.1).
Before showing this, we argue how to conclude also property (v) for vεg: Let uε ∈ H
1
0 (Dε) such that
uε ⇀ u in H
1(D). For each N ∈ N fixed we bound
lim sup
ε↓0+
∣∣∣∣
ˆ
∇vεg · ∇uε −
(ˆ
∇v · ∇u+
ˆ
v · µu
)∣∣∣∣
6 lim sup
ε↓0+
∣∣∣∣
ˆ
∇vε,Ng · ∇uε −
(ˆ
∇v · ∇u+
ˆ
v · µu
)∣∣∣∣+ lim sup
ε↓0+
∣∣∣∣
ˆ
∇(vεg − v
ε,N
g ) · ∇uε
∣∣∣∣.
Since Hε,Ng ⊆ H
ε
g , property (v) for v
ε,N
g yields
lim sup
ε↓0+
∣∣∣∣
ˆ
∇vεg · ∇uε −
(ˆ
∇v · ∇u+
ˆ
v · µu
)∣∣∣∣ (4.32)
6
∣∣∣∣
ˆ
v · (µ− µN )u
∣∣∣∣+ lim sup
ε↓0+
∣∣∣∣
ˆ
∇(vεg − v
ε,N
g ) · ∇uε
∣∣∣∣.
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We now appeal to the explicit construction of the functions vεg, v
ε,N
g to observe that
supp(vεg − v
ε,N
g ) ⊆
⋃
zi∈n
ε
N
,
ρi>N
B2,i ∪
⋃
zi∈nε\nεN
B2,i,
vεg − v
ε,N
g = v
ε
g in
⋃
zi∈nε\nεN
B2,i.
Therefore,
‖∇(vεg − v
ε,N
g )‖
2
L2(D) .
∑
zi∈n
ε
N
,
ρi>N
‖∇(vεg − v
ε,N
g )‖
2
L2(B2,i)
+
∑
zi∈nε\nεN
‖∇vεg‖
2
L2(B2,i)
.
We smuggle in the norms on the right-hand side the function v and appeal to (4.31) for vεg (and the
analogue for vε,Ng ) to get that
‖∇(vεg − v
ε,N
g )‖
2
L2(D) . ‖v‖C1(D)ε
d
( ∑
zi∈nε
ρd−2i 1ρi>N +
∑
zi∈nε\nεN
(1 + ρd−2i )
)
.
Assumption (1.7) and the Strong Law of the Large Numbers yield that almost surely∑
zi∈nε
ρd−2i 1ρi>N → 〈ρ1ρ>N 〉.
Moreover, by (3.2) and (3.3) of Lemma 3.1, and (C.3) of Lemma C.1, we have that almost surely
lim
N↑+∞
lim
ε↓0+
εd#(nε\nεN ) = 0. (4.33)
This yields by Lemma C.2 that
lim
N↑+∞
lim
ε↓0+
‖∇(vεg − v
ε,N
g )‖L2(D) = 0.
Since ∇uε is uniformly bounded in L
2(D), we can insert this in (4.32) to conclude
lim sup
ε↓0+
∣∣∣∣
ˆ
∇vεg · ∇uε −
(ˆ
∇v · ∇u+
ˆ
v · µu
)∣∣∣∣ . lim sup
N↑+∞
∣∣∣∣
ˆ
v · (µ− µN )u
∣∣∣∣.
By using again assumption (1.7) and (4.33) we infer that the right-hand side above vanishes almost
surely and conclude property (v) for vεg with µ as in Theorem 2.1.
We now turn to property (v) for vε,Ng . When no ambiguity occurs, we drop the upper index N . For
every uε as above, we split the integralˆ
∇vεg · ∇uε =
ˆ
∇v · ∇uε −
ˆ
∇(vεg − v) · ∇uε.
The first term converges to
´
∇v · ∇u by the assumption on the sequence uε. To conclude property
(v) it thus remains to argue that ˆ
∇(vεg − v) · ∇uε →
ˆ
v · µNu. (4.34)
To prove this, we recall the construction of vεg, and we split the integral intoˆ
∇(vεg − v) · ∇uε =
∑
zi∈nε
ˆ
Ci
∇(vεg − v) · ∇uε +
∑
zi∈nε
ˆ
Di
∇(vεg − v) · ∇uε.
Note that the integral on each Ti vanishes by the assumption uε ∈ H
1
0 (D
ε). We first focus on the
second sum on the right-hand side above and use Cauchy-Schwarz and (4.27) to bound
∑
zi∈nε
ˆ
Di
∇(vεg − v) · ∇uε . ‖∇uε‖L2(D)
(
εd+δ(d−2)
∑
zi∈nε
ρd−2i
) 1
2
‖v‖C∞ .
By the assumption on the weak convergence for the sequence ∇uε and the Strong Law of Large
Numbers, the right-hand side almost surely vanishes in the limit ε ↓ 0+. Thus,ˆ
∇(vεg − v) · ∇uε =
∑
zi∈nε
ˆ
Ci
∇(vεg − v) · ∇uε + o(1). (4.35)
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We turn to the remaining term above: For each zi ∈ n
ε, let (φ˜ε,i∞ , π˜
ε,i
∞ ) solve the Stokes problem (B.1)
in the exterior domain Rd\B1 and with constant boundary datum v(εzi). We define
φ¯∞ = φ˜∞(
· − εzi
aε,i
), π¯∞ := a
−1
ε,i π˜∞(
· − εzi
aε,i
), (4.36)
and smuggle these functions in each one of the integrals over Ci. This yields∑
zi∈nε
ˆ
Ci
∇(vεg − v) · ∇uε =
∑
zi∈nε
ˆ
Ci
∇(vεg − v − φ¯
ε,i
∞) · ∇uε +
∑
zi∈nε
ˆ
Ci
∇(φ¯ε,i∞) · ∇uε. (4.37)
We claim that the first integral on the right-hand side vanishes in the limit ε ↓ 0+: By (4.22) and
(4.36), each difference vεg − v − φ¯
ε,i
∞ solves the second system in (B.1) in R
d\Ti with boundary datum
ψ = v − v(εzi). Therefore, by the first inequality in (B.3),
‖∇(vεg − v − φ¯
ε,i
∞)‖
2
L2(Ci)
. ‖∇v‖2L2(B2aε,i (εzi)\Ti)
+ a−2ε,i ‖v − v(εzi)‖
2
L2(B2aε,i (εzi)\Ti)
.
As the vector field v is smooth, we use a Lipschitz estimate on the last term, and conclude that
‖∇(vεg − v − φ¯
ε,i
∞)‖
2
L2(Ci)
. ‖v‖2C1a
d
ε,i
(4.19)
. ‖v‖2C1ε
2+4δεdρd−2i .
By Cauchy-Schwarz inequality and this last estimate we find∑
zi∈nε
ˆ
Ci
∇(vεg − v − φ¯
ε,i
∞) · ∇uε 6 ‖∇uε‖L2
(
ε2+d
∑
zi∈nε
ρd−2i
) 1
2
,
and use the the Strong Law of Large Numbers to conclude that almost surely the above right-hand
side vanishes. This, together with (4.37) and (4.35), yieldsˆ
∇(vεg − v) · ∇uε =
∑
zi∈nε
ˆ
Ci
∇φ¯ε,i∞ · ∇uε + o(1). (4.38)
We now integrate the first integral on the right-hand side above by parts and, since uε vanishes in Ti,
we obtain ˆ
Ci
∇φ¯ε,i∞ · ∇uε = −
∑
zi∈nε
ˆ
Ci
∆φ¯ε,i∞uε +
ˆ
∂Bi
∂ν φ¯
ε,i
∞uε,
where ν denotes the outer unit normal. By using (4.36), the equation (B.1) for (φ¯ε,i∞ , π¯
ε,i
∞ ) and the fact
that ∇ · uε = 0 in D, we obtainˆ
Ci
∇φ¯ε,i∞ · ∇uε =
∑
zi∈nε
ˆ
∂Bi
(∂nuφ¯
ε,i
∞ − π¯
ε,iν) · uε.
By wrapping this up with (4.38), we conclude that to show (4.34) it suffices to prove that∑
zi∈nε
ˆ
∂Bi
(∂ν φ¯
ε,i
∞ − π¯
ε,iν) · uε →
ˆ
v · µNu. (4.39)
We establish (4.39) as in [1]: We remark, indeed, that by the uniqueness of the solutions in (B.1), for
each zi ∈ n
ε, we have
φ¯ε,i∞ =
d∑
k=1
vk(εzi)w
ε
k, π¯
ε,i =
d∑
k=1
vk(εzi)q
ε
k,
with (wεk, q
ε
k) the analogues of the oscillating test functions constructed in [1][Proposition 2.1.4]. We
remark that the only difference is that in this setting, the scales aε,i (i.e. the size of the holes Ti)
depend on the index zi and are not constant but bounded by N (we recall that we are considering the
truncated environment RN ). Therefore, by arguing as in Lemma 2.3.7 of [1] we use Lemma 2.3.5 of
[1] and linearity to rewrite∑
zi∈nε
ˆ
∂Bi
(∂ν φ¯
ε,i
∞ − π¯
ε,iν)uε = (µ
N
ε , uε)H−1,H10
+ rε,
with
µNε =
Cd
|B1|
∑
zi∈nε
v(εzi)(ρ
N
i )
d−2 (2ε)
d
ddi
1Bi , rε → 0 in H
−1(D).
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Since v ∈ C∞0 (D) and the radii ρ
N
i are uniformly bounded, we can also replace µ
N
ε by
µ˜Nε =
Cd
|B1|
∑
zi∈nε
(ρNi )
d−2 (2ε)
d
ddi
1Biv.
To establish (4.39), it remains to argue as in [10][Lemma 3.1, case (b)] (see from formula (4.75) on)
and appeal to Lemma C.3 in [10]. This yields property (v) for vεg and thus completes the proof of this
step and of the whole lemma. 
5. Estimates for the pressure (Proof of Theorem 2.3)
We begin this section by defining the set Eε appearing in the statement of Theorem 2.3. In order to
do so, we recall and introduce some notation. In order to keep the notation simpler we again often
omit the index ε when no ambiguity occurs. From Lemma 3.1 and Lemma 3.2, we recall the definition
of the index sets nε and J and the factors λj, j ∈ J . We use the notation
Bj = B
ε
d
d−2 ρj
(εzj), Bj,θ = B
θε
d
d−2 ρj
(εzj) for j ∈ n
ε
Bj = B
λjε
d
d−2 ρj
(εzj), Bj,θ = B
θλε
d
d−2 ρj
(εzj) for j ∈ J,
and we denote Aj = Bj,θ \Bj.
Moreover, we recall the definition of the set El for −3 6 l 6 kmax + 1 from the proof of Lemma 3.2:
Ekmax+1 := ∅,
El−1 :=
(
El \
⋃
zj∈Jl−1
Aj
)
∪
⋃
zj∈Jl−1
Bj. (5.1)
We now define
Eε := E−3 ∪H
ε
g , (5.2)
where Hεg denotes the set of “good” holes as in Lemma 3.1. We remark that E
ε is precisely the set
where the operator Rε from Lemma 5.2 truncates to zero, i.e. Rεv = 0 in E
ε for all v ∈ C∞0 (D), and
Eε is the largest set with this property.
For the proof of Theorem 2.3, we will rely on some properties of the set E−3 that follow from the
explicit construction in the proof of Lemma 3.2. We collect them in the following Lemma.
Lemma 5.1. For j ∈ J , let Ezj be the connected component of E−3 which contains εzj . Then,
E−3 =
⋃
j∈J
Ezj . (5.3)
Moreover, for j ∈ Jk, let E˜
zj = Ezj \ Ek+1. Then, E
zj ⊃ B
ε
d
d−2 ρj
(εzj) and
|E˜zj | & |B
ε
d
d−2 ρj
(εzj)|. (5.4)
Furthermore, there exists N1 ∈ N0 and zin ∈ ∪
k−2
l=−3Jl, 1 6 n 6 N1 such that
Ezj = Bj \
( N1⋃
n=1
Ein
)
, (5.5)
and there exists N2 ∈ N0 and zjn ∈ ∪
k−2
l=−3Jl, 1 6 n 6 N2 such that
Aj ∩ Ek+1 ∩ E =
N2⋃
n=1
Ejn ∩Aj ∩ Ek+1. (5.6)
Proof. As mentioned above, the proof of this lemma follows from the construction in the proof of
Lemma 3.2. First of all, the sets Ezj have been defined in that proof after (3.49). Moreover, (5.3) is
a direct consequence of (3.52), and (5.5) follows from (3.50).
We turn to the proof of (5.6): Since by construction of Ek andD
ε
b , Ek+1 ⊆ D
ε
b , (3.1) implies Ek+1∩E =
Ek+1 ∩E−3. Moreover, by (5.1), Ek ∩Aj = ∅. Hence,
Aj ∩ E−3 ⊆ Aj ∩
(
Ek ∪
⋃
l<k
⋃
zj∈Jl
Ezj
)
= Aj ∩
⋃
l<k
⋃
zj∈Jl
Ezj
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This implies (5.6).
It remains to prove (5.4). To this end, we note that if zi ∈ Jk and B
λiε
d
d−2 ρi
(εzi) ∩ Ek+1 6= ∅, then
there are unique l > k and z1 ∈ Jl such that
B
λiε
d
d−2 ρi
(εzi) ∩ Ek+1 = B
λiε
d
d−2 ρi
(εzi) ∩ E
z1
k+1. (5.7)
Indeed, let l1 > k be minimal such that there is z1 ∈ Jl1 with
B
λiε
d
d−2 ρi
(εzi) ∩B
λ1ε
d
d−2 ρ1
(εz1) 6= ∅.
Then, since by (3.14) l1 > k + 2 we have ρ1 ≪ ρi,
B
λiε
d
d−2 ρi
(εzi) ⊆ B
θλ1ε
d
d−2 ρ1
(εz1).
Now assume there is l2 > l1 and z2 ∈ Jl2 such that
B
λiε
d
d−2 ρi
(εzi) ∩E
z2
k+1 6= ∅ (5.8)
Then, applying (3.14), l1 6 l2 − 2. In particular
Ez2k+1 ⊆ B
λ2ε
d
d−2 ρ2
(εz2) \B
θλ1ε
d
d−2 ρ1
(εz1)
which contradicts (5.8) and thus proves (5.7). We remark, that this gives the set J the structure of a
forest.
Furthermore, going through the proof of the claim (3.49) we see that actually for any γ < θ2 there
exists ε sufficiently small such that for all zj ∈ J
ε
B
ε
d
d−2 γλ˜ρj
(εzj) ⊆ E
zj .
Therefore, choosing θ < γ < θ2, for zj ∈ Jk,
|Ezj\Ek+1| > |B
ε
d
d−2 γλ˜ρj
(εzj) \ Ek+1| & |B
ε
d
d−2 ρj
(εzj)|
where the last inequality follows from (5.7) and the fact that zj 6∈ Jk if B
ε
d
d−2 θλ˜ρj
(εzj) ⊆ Ek+1. 
The proof of Theorem 2.3 relies on the following two results. The first lemma below is an adaptation
of Lemma 2.4 of Section 2.4 to the case of the reduction operator Rε is applied to the function v = ek,
where ek, k = 1, · · · , d are the canonical vectors of Rd. The second lemma below is a a variant of the
standard Bogovski lemma to the set D\Eε which allows to obtain estimates for the pressure in the
Stokes equations (1.1). The non-trivial aspect of that Lemma is that the estimate is uniform in ε for
small ε. A priori, any such estimate highly depends on the exact geometry of the set of holes. To
prove this result, we therefore again use an iteration scheme similar to the one in the construction of
the operator Rε.
Lemma 5.2. Let k = 1, · · · , d be fixed. Then, for almost every ω ∈ Ω and any ε 6 ε0(ω) and all
k = 1, · · · , d, there exist wεk ∈ H
1(D;Rd) ∩ L∞(D;Rd), k = 1, · · · d, such that
(H1) wεk = 0 on E
ε and ∇ · wε = 0 in D;
(H2) wεk ⇀ ek in H
1(D) and wεk → ek in L
p(D) for any 1 6 p < +∞;
(H3) For any φ ∈ C∞0 (D) and sequence vε ⇀ v in H
1
0 (D;R
d) with ∇ · vε = 0 on D we have
lim
ε↓0+
ˆ
φ∇wεk · ∇vε =
ˆ
φek · µv,
with µ defined in Theorem 2.1.
Lemma 5.3. Let q > d and let K ⋐ D. Then, almost surely, there exists ε0 > 0 such that for all
ε < ε0 and all g ∈ L
d+
0 (K \E
ε) there exists v ∈ H10 (D \ E
ε) such that
div v = g,
‖v‖H1 6 C‖g‖Lq ,
(5.9)
where C = C(d, β, q).
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Proof of Theorem 2.3. We first observe that (2.8) holds with the choice of Eε as in (5.2). Indeed,
Eε \Hε ⊆ D
ε
b and by (3.9), sub-additivity of the harmonic capacity, and Lemma C.2
Cap(Eε \Hε) 6
∑
zj∈Jε
Cap
(
B
Λε
d
d−2 ρj
(εzj)
)
. εd
∑
zj∈Jε
ρd−2j → 0
almost surely as ε→ 0.
Let K ⋐ D and let ε0 > 0 be as in Lemma 5.3. Let g ∈ L
q
0(K \ E
ε) and let v ∈ H10 (D \ E
ε) satisfy
(5.9). Then, testing (2.4) with v yieldsˆ
K\Eε
pεg =
ˆ
D\Eε
pε div v = (∇uε,∇v)L2(Dε) + 〈f, v〉H−1,H1
6 2‖v‖H1‖f‖H−1 . ‖g‖Lq‖f‖H−1 .
Since g ∈ Lq(K\Eε) was arbitrary, this implies that, up to a subsequence, p˜ε defined in (2.9) converges
to p∗ weakly in Lq
′
(D), where q′ is the Hölder conjugate of q. It remains to identify the limit p∗ and
extend the above convergence to the whole family ε ↓ 0+. To do so, it suffices to fix any smooth vector
field φ ∈ C∞0 (R
d) and test the equation (2.4) for uε with the admissible test function
∑d
k=1w
ε
kφk: The
integral terms containing ∇uε and f may be treated as in the proof of Theorem 2.1 by relying on
Lemma 5.2 instead of Lemma 2.4. It thus remains to show that also
d∑
k=1
ˆ
∇ · (wεkφ)pε →
ˆ
∇φ · p∗. (5.10)
This indeed yields that (uh, p
∗) solve (2.5) and, by uniqueness, that p∗ = ph in L
q
0(D).
Let K ⋐ D be the support of φ. Then, by (H1) of Lemma 5.2 each product wεkφk is supported in
K\Eε and therefore
d∑
k=1
ˆ
∇ · (wεkφ)pε =
d∑
k=1
ˆ
∇ · (wεkφ)p˜ε =
d∑
k=1
ˆ
wεk · ∇φp˜ε,
where in the last identity we used Leibniz rule and the divergence-free condition for wεk in (H1) of
Lemma 5.2. It now remains to combine the convergence of p˜ε with (H2) of Lemma 5.2 and send ε ↓ 0
+
in the right-hand side above. This establishes (5.10) and concludes the proof of Theorem 2.3. 
Proof of Lemma 5.2. We construct wεk as R
εek by mimicking the proof of Step 1 and Step 2 of Lemma
2.4, with the smooth vector field v ∈ C∞0 (D,R
d) substituted by ek. We remark that the construction
does not require that v is compactly supported in D. This yields from property (ii) of Lemma 2.4
that ∇ · wεk = 0 in D. Moreover, a careful look to the construction of Step 2 on the set D
ε
b shows
that Rεek vanishes in the set E
ε ∩Dεb ⊃ H
ε
b and, since E
ε = Hεg on D\D
ε
b , we may upgrade property
(i) of Lemma 2.4 to obtain (H1) of Lemma 5.2. Property (H2) follows from (iii) and (iii) of Lemma
2.4. Similarly, we argue that (H3) for wεk may be proven as (v). of Lemma 2.4, since the term on the
left-hand side of (H3) may be rewritten asˆ
φ∇wεk · ∇vε = −
ˆ
∇φ · ∇wεkvε − (∆w
ε
k, φvε)H−1,H10
.
Thanks to (H2) of Lemma 5.2 and the assumption on vε, the first term on the right-hand side vanishes
almost surely in the limit ε ↓ 0+. The remaining term may be treated analogously to (4.39) in the
proof of Lemma 2.4 (see also [1][Subsection 2.3.2]). 
Proof of Lemma 5.3. Step 1: Strategy: Let g0 ∈ L
q
0(K \ E
ε) and extend it by zero to a function
g0 ∈ L
q
0(D \ E
ε). The idea is to first solve the problem to find v0 ∈ H
1
0 (K) such that
div v0 = g0,
‖v0‖Hq . ‖g0‖Lq .
(5.11)
Clearly, since K does not depend on ε, this just follows from the classical estimates for the Bogovski
operator (see e.g. [8]). Then, we want to do corrections in order to have v = 0 in E. For j ∈ nε the
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correction is straightforward by taking v = v0 + vj in Bθ,j, where vj solves the problem

−∆vj +∇pj = 0 in Aj
div vj = 0 in Aj
vj = 0 on ∂Bj,θ
vj = −v0 in Bj.
(5.12)
By (B.2), we have
‖vj‖H1(Bθ,j ) . ‖v0‖H1(Bθ,j ) +R
d−2
2
j ‖v0‖L∞ , (5.13)
‖vj‖C0 . ‖v0‖C0 ,
where Rj = ε
d
d−2 ρε.
We would like to do this also for zj ∈ J . We should start with zj ∈ Jmax. However, recall the
complementary condition for existence of a solution to equation (5.12)ˆ
∂Bj
v0 · ν = 0.
This is in general not satisfied for those zj since we haveˆ
∂Bj
v0 · ν =
ˆ
Bj
g0,
and the latter integral might be nonzero if Bj 6⊆ E and we simply extended g0 by zero inside E.
(Clearly, Bj ⊆ E holds for zj ∈ n
ε.) Moreover, note that for zj ∈ Jk, −3 6 k 6 kmax, instead of the
problem (5.12), we need to find a corrector vj that solves

div vj = g0 in Aj ∩ Ek+1
div vj = 0 in Aj \ Ek+1
vj = 0 on ∂Bj,θ
vj = −v
(k+1) in Bj ,
(5.14)
where v(k) is inductively defined by
v(kmax+1) := v0,
v(k) := v(k+1) +
∑
zj∈Jk
vj .
By Lemma B.2, we can find a solution vj to (5.14) with
‖vj‖H1 . ‖v
(k+1)‖H1(Bθ,j) + ‖g‖L2(Bθ,j) +R
d−2
2
j
(
‖v(k+1)‖C0 + ‖div v
(k+1)‖Lq(Br) + ‖g‖Lq
)
,
‖vj‖C0 . ‖v
(k+1)‖C0 + ‖div v
(k+1)‖Lq(Br) + ‖g‖Lq
(5.15)
with Rj = ε
d
d−2 ρj, provided the complementary condition holds, namelyˆ
Aj∩Ek+1
g0 −
ˆ
∂Bj
v(k+1) · ν = 0. (5.16)
Again, this is not satisfied in general, sinceˆ
Aj∩Ek+1
g0 −
ˆ
∂Bj
v(k+1) · ν =
ˆ
Aj∩Ek+1
g0 −
ˆ
Bj\Ek+1
g0.
For this reason, instead of simply extending g0 by zero, we need to extend it in a nontrivial way to a
function g ∈ Lq0(D).
Step 2: Extension of the function g0: First, we extend g0 by g = 0 to Rd \E. As seen above, for
zj ∈ n
ε, we can also simply choose g = 0 in Bj. For zj ∈ J let N1 ∈ N0 and zin ∈ ∪
k−2
l=−3Jl, 1 6 n 6 N1
such (5.5) holds, and let N2 ∈ N0 and zjn ∈ ∪
k−2
l=−3Jl, 1 6 n 6 N2 such that (5.6) holds. We now
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choose g = gj = const in E˜
zj and g = 0 in Ezj \ E˜zj , where the constants gj are uniquely determined
by satisfying
0 =
ˆ
Aj∩Ek+1
g −
ˆ
Bj\Ek+1
g
=
ˆ
Aj∩Ek+1\E
g0 +
N2∑
n=1
|E˜jn ∩Aj ∩ Ek+1|gjn
−
ˆ
Bj\(Ek+1∪E)
g0 − |E˜
zj |gj −
N1∑
n=1
|E˜in ∩Bj \Ek+1|gin .
(5.17)
Indeed, since zin , zjn ∈ ∪
k−2
l=−3Jl, this formula yields gj for all zj ∈ Jk, provided we already know gi for
zi ∈ ∪
k−2
l=−3Jl. Therefore, all zj , j ∈ J are inductively defined by (5.17).
We observe that by this procedure we might extend the function g0 non-trivially also in holes that are
not contained in K, namely if they are within a cluster that intersects with K. Therefore, we fix some
K ⋐ K ′ ⋐ D and argue that for ε sufficiently small, g = 0 in D \K ′. Indeed, this follows by induction
very similarly to the argument at the end of Step 2 in the proof of Lemma 2.4, only that here we start
from the small holes towards the big holes. Indeed, gj = 0 for all j ∈ J−3 with Bθ,j ⊆ D \K, and
gj = 0 for j ∈ Jk if Bθ,j ⊆ D \K and Bθ,j ∩Bθ,i = ∅ for all i ∈ ∪
k−1
l=−3 with gi 6= 0.
Hence, instead of (5.11), we can find v0 ∈ H
1
0 (K
′) with
div v0 = g, (5.18)
‖v0‖Hq . ‖g‖Lq ,
and extend v0 by zero to a function inD. In order to find such a v0, we need to check the complementary
condition
´
g = 0. By (5.17)
ˆ
K ′
g =
ˆ
K
g0 +
ˆ
E−3
g =
ˆ
E−3
g
=
ˆ
E−2
g +
∑
j∈J−3
ˆ
Bj\E−3
g −
ˆ
Aj∩E−3
g =
ˆ
E−2
g.
By induction, this indeed yields g = 0 since Ekmax+1 = ∅.
Step 3: Solving div v = g and obtaining the desired estimates: We need to show that by the
extension of g0 to g, we did not increase its norm too much, i.e.,
‖g‖qLq(K ′) . ‖g0‖
q
Lq(K). (5.19)
We claim that with the above definition of gj, we have for all zj ∈ Jk
|E˜zj ||gj | 6 (2kmax + 3)
k+2‖g0‖L1(Bθ2,j\E), (5.20)
where Bθ2,j := B
θ2λjε
d
d−2 ρj
(εzj). We prove (5.20) by induction over k. For zj ∈ J−3, we have
|E˜zj |gj =
ˆ
Aj∩Ek+1\E
g,
so (5.20) holds for k = −3. Assume that (5.20) holds for all 1 6 l 6 k − 1 and consider zj ∈ Jk. Let
N1, N2 ∈ N0 and zin , zjn ∈ ∪
k−1
l=−3Jl such that (5.5) and (5.6) hold. Then,
|E˜zj ||gj | 6
ˆ
Bθ,j\E
|g0|+
N1∑
n=1
|Bθ,j ∩ E˜
zin ||gin |+
N2∑
n=1
|Bθ,j ∩ E˜
zjn ||gjn |
6 ‖g0‖L1(Bθ,j\E) +
N1∑
n=1
(2kmax + 3)
k+1‖g0‖L1(Bθ2,in\E)
+
N2∑
n=1
(2kmax + 3)
k+1‖g0‖L1(Bθ2,jn\E)
.
(5.21)
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We observe that Bθ2,in ⊆ Bθ2,j since Bin ∩ Bθ,j 6= ∅ and the radius of the ball Bin is much smaller
than the one of Bj since zin ∈ Jl with l 6 k − 2. Moreover, for every x ∈ Bθ2,j,
#{zin , 1 6 n 6 N : x ∈ Bθ2,in} 6 k + 1,
since, by (3.7), Bθ2,in ∩ Bθ2,im = ∅ whenever zim 6= zin ∈ Jl for some 1 6 m,n,6 N , −3 6 l 6 k − 2
Using this in (5.21) yields (5.20).
By definition of g, we have
‖g‖qLq(K ′) = ‖g0‖
q
Lq(K) +
∑
zj∈JK′
|E˜zj ||gj |
q.
We estimate for zj ∈ J , using (5.20) and (5.4),
|E˜zj ||gj |
q .
1
|E˜zj |q−1
‖g0‖
q
L1(Bθ2,j\E)
. ‖g0‖
q
Lq(Bθ2,j\E)
.
Using similar as above that for all x ∈ K ′
#{zj ∈ J : x ∈ Bθ,j} 6 kmax + 1,
this yields (5.19).
Hence, the function v0 solving (5.18) satisfies
div v0 = g,
‖v0‖Hq . ‖g‖Lq . ‖g0‖Lq .
Now we just proceed by adding correctors as sketched in Step 1: First, let vj be the solutions to (5.12)
for zj ∈ n
ε and define
v(kmax+1) := v0 +
∑
zj∈nε
vj .
Then, v(kmax+1) ∈ H10 (D),
div v(kmax+1) = g,
v(kmax+1) = 0 in Hεg ,
(5.22)
and, since vj have disjoint support, using (5.13)
‖v(kmax+1)‖C0 . ‖g0‖Lq
and
‖v(kmax+1)‖2H1 =
∑
zj∈nε
‖vj‖
2
H1 .
∑
zj∈nε
‖v0‖
2
H1(Bθ,j
+ ε
d
d−2ρj‖v0‖L∞ . ‖g0‖Lq ,
almost surely, for ε small enough.
Then, inductively for k = kmax, . . . ,−3, for all zj ∈ Jk, we claim that we find solutions to vj (5.14)
that satisfy (5.15), and defining
v(k) := v(k+1) +
∑
zj∈Jk
vj ,
we have v(k) ∈ H10 (D) with
div v(k) = g in D \Ek
v(k) = 0 in Hεg ∪ Ek,
‖v(k)‖H1 + ‖v
(k)‖C0 . ‖g0‖Lq .
(5.23)
It remains to prove this claim. Indeed, if (5.23) holds, then setting v = v(−3) yields the assertion.
The proof proceeds by induction in k. Indeed, for k = kmax + 1, (5.22) yields (5.23). Assume
(5.23) holds for some k + 1. Then, we recall that the complementary condition for solving (5.14) is
(5.16), which is equivalent to (5.17) since div v(k+1) = g in D \ Ek+1. However, (5.17) holds, because
this is exactly how we chose the values of gi, i ∈ J . Therefore, vj is well defined, and satisfies
(5.15). In particular v(k) is well defined, and, using that |div v(k+1)| 6 |g| pointwise together with
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the estimates for v(k+1), we get the estimate in (5.23) analogously as we obtained the estimates for
v(kmax+1). Moreover, by construction, div v(k) = g in D \ Ek.
Furthermore, v(k) ∈ H10 (D), since we only changed v
(k+1) in Bθ,j for holes that are in certain cluster
that overlaps with K ′. These balls are contained in D by an argument analogous to the one at the
end of Step 2 in the proof of Lemma 2.4. It remains remark that by construction v(k) = 0 in Hεg ∪Ek,
since v(k) = 0 in Ek+1\ ∪zj∈Jk Bθ,j and in ∪zj∈JkBj. 
6. Probabilistic results
The aim of this section is to give some probabilistic results on the random set Hε, in terms of the size
of the clusters generated by overlapping balls of comparable size; these results are used in Section 3
to obtain a good covering for Hε and to estimate its size.
We introduce the following notation: For α > 1, let
Hεα =
⋃
zi∈Φε(D)
B
ε
d
d−2αρi
(εzi).
For a step-size δ > 0, we partition the (random) collection of points Φε(D) in terms of the order of
magnitude of the associated radii: We define
Iεk,δ := {zi ∈ Φ
ε(D) : ε1−δk < ε
d
d−2 ρi 6 ε
1−δ(k+1)} for k > −2, (6.1)
Iε−3,δ := {zi ∈ Φ
ε(D) : ε
d
d−2ρi 6 ε
1+2δ},
and for every k > −2 also
Ψk,εδ = I
ε
k ∪ I
ε
k−1 ⊆ Φ
ε(D).
Each collection Ψk,εδ thus generates the set
H
δ,ε
k,α :=
⋃
zi∈Ψ
k,ε
δ
B
ε
d
d−2 αρi
(εzi) ⊆ H
ε
α (6.2)
which is made of balls having radii which differ by at most two orders δ of magnitude.
Lemma 6.1. Let α > 1 and 0 < δ < β2d be fixed. Then, there exists M(d, β), kmax(β, d) ∈ N such that
for almost every ω ∈ Ω and every ε 6 ε0(ω)
(I) For every k > kmax we have
Ikε,δ = ∅;
(II) For every −2 6 k 6 kmax, each connected component of H
ε
k,α defined in (6.2) is made of at
most M balls.
Proof of Lemma 6.1. We begin with (I) and observe that assumption (1.7) and Chebyshev’s inequality
imply that for a constant C < +∞
〈ρd−2+β〉 6 C, P(ρ > r) 6 Cr−(d−2+β). (6.3)
In addition, as already argued in Section 4 (see (3.12)),(1.7) and the Strong Law of Large Numbers
(see Lemma C.1) imply that for almost every ω ∈ Ω and all ε sufficiently small
max
zi∈Φε(D)
ε
d
d−2ρi 6 2ε
d
d−2
− d
d−2+β 〈ρd−2+β〉
1
d−2+β .
Hence, for the same choice of ω and ε we have Ik = ∅ whenever k > kmax with
ε1−δ(kmax+1) < ε
d
d−2
− d
d−2+β ,
namely if
1− δ(kmax + 1) <
d
d− 2
−
d
d− 2 + β
. (6.4)
We may thus choose the minimal kmax satisfying the inequality above and conclude the proof for (II).
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We now turn to (II) and fix −2 6 k 6 kmax: For any m ∈ N we consider the event
A
α,m
ε,δ,k := {ω : There exist m intersecting balls in H
δ,ε
k,α}.
Then, (II) is equivalent to show that there exists an integer M =M(β, d) > 2 such that
P
( ⋂
ε0>0
⋃
ε6ε0
⋃
k>−2
A
α,M
ε,δ,k
)
= 0. (6.5)
Furthermore, we begin by arguing that it suffices to prove that
P
( ⋂
l0∈N
⋃
l>l0
⋃
k>−2
A
α¯,M
2−l,3δ,k
)
= 0, (6.6)
i.e. statement (6.5) for the sequence εl = 2
−l and α, δ substituted by α¯ = 2
2
d−2α and 3δ.
Suppose, indeed, that (6.6) holds: For any ε > 0, let l ∈ N be such that εl+1 6 ε 6 εl. Then for every
two zi, zj ∈ Ψ
k,δ,ε with ρi > ρj, definition (6.1) yields that
ρi − ρj 6 ρj(
ρi
ρj
− 1) 6 ρj(ε
−2δ
l+1 − 1) 6 ρjε
−3δ
l+1 .
This implies that if ρj ∈ I
εl+1,3δ
k˜−1
for some k˜ ∈ Z, then ρi ∈ I
εl+1,3δ
k˜
. This is equivalent to
Ψδ,εk ⊆ Ψ
,3δ,εl+1
k˜
. (6.7)
Equipped with this inclusion, we now show that
A
α,m
ε,δ,k ⊆ A
α¯,m
εl+1,3δ,k˜
. (6.8)
To do so, let us assume that zi, zj ∈ Ψ
δ,ε
k satisfy
B
αε
d
d−2 ρj
(εzj) ∩B
αε
d
d−2 ρi
(εzi) 6= ∅.
Then,
ε|zi − zj | 6 αε
d
d−2 (ρi + ρj)
which yields
|zi − zj | 6 αε
2
d−2 (ρi + ρj) 6 αε
2
d−2
l (ρi + ρj) = 2
2
d−2αε
2
d−2
l+1 (ρi + ρj).
This is equivalent to
B
α¯ε
d
d−2
l+1
ρj
(εl+1zj) ∩B
α¯ε
d
d−2
l+1
ρi
(εl+1zi) 6= ∅.
Since the previous argument holds for any choice of two elements in Ψk,δ,ε, this and (6.7) imply (6.8).
This last statement allows also to conclude that for every m ∈ Z⋃
k>−2
A
α,m
ε,δ,k ⊆
⋃
k>−2
A
α¯,m
εl+1,2δ,k
.
This establishes that (6.6) implies (6.5).
To conclude the proof of (II), it only remains to show (6.6): We begin by deriving a basic estimate for
the probability of having a certain number of close points in a Poisson point process. We recall indeed
that the centres Φε(D) are distributed according to a Poisson point process in 1εD with intensity λ.
We also recall that, for a general set A ⊆ Rd we denote by N(A) the random variable providing the
number of points of the process which are in A.
For 0 < η < 1, let
Qη :=
{
[−η2, η2]d + y | y ∈ (ηZ)d
}
,
i.e. the set of cubes of length η centered at the points of the lattice (ηZ)d. Let Sη be the set containing
the edges of the cube [0, η2]d, i.e.
Sη := {z = (z1, . . . , zd) ∈ R
d : zk ∈ {0,
η
2
} for all k = 1, · · · , d}.
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Then, for any x ∈ Rd there always exists z ∈ Sη and B η
2
(x) ⊆ Q for some Q ∈ Qη + z. Thus, if η is
chosen such that ληd 6 1, we use this geometric consideration to estimate
P(∃x ∈
1
ε
D : N(B η
2
(x)) > m) . P(∃Q ∈ Qη, z ∈ Sη : (Q+ z) ∩
1
ε
D 6= ∅, N(Q+ z) > m),
and the distribution for N(A) to conclude that
P(∃x ∈
1
ε
D : N(B η
2
(x)) > m) . ε−dη−de−λη
d
∞∑
k=m
(ληd)k
k!
. (ηε)−d(ληd)m. (6.9)
Equipped with (6.9), we estimate each P (Aα,mε,k ): Let us assume that zi, zj ∈ Ψ
k,δ,ε are such that
B
αε
d
d−2 ρj
(εzj) ∩B
αε
d
d−2 ρi
(εzi) 6= ∅.
Then,
ε|zi − zj | 6 αε
d
d−2 (ρi + ρj) 6 2αε
1−δ(k+1)
and thus by setting
κk = −δ(k + 1), (6.10)
we have
|zi − zj | 6 2αε
κk , A
α,m
ε,k ⊆ {∃x ∈
1
ε
D : #(Ψk,δ,ε ∩Bmαεκk (x)) > m }. (6.11)
We now want to estimate the event in the right-hand side above by appealing to (6.9) for each ε and
k fixed and with η = ηεk given by
ηεk := mαε
κk . (6.12)
We observe indeed that by definition (6.1), for every ε the processes Ψk,δ,ε are Poisson processes on
1
εD with intensity given by
λεk = λP( ε
− 2
d−2
−δ(k−1) 6 ρ 6 ε−
2
d−2
−δ(k+1) )
(6.3)
. ε
(d−2+β)
(
2
d−2
+δ(k−1)
)
(6.13)
for any k > −1, and
λε−2 = λP( ρ 6 ε
− 2
d−2
−δ(−1) ) 6 λ (6.14)
for k = 2.
We first argue that, provided that for every k and ε small enough, there exists µk > 0 such that
λεk(η
ε
k)
d 6 εµk , (6.15)
then we conclude the proof of (6.6). Indeed, by the previous inequality we may apply (6.9) to the
right-hand side of (6.11) and bound by (6.12) and (6.15)
P(Aα,mε,k ) . ε
mµk−d(1+κk).
By choosing m =M , M sufficiently large, we thus get
P(Aα,mε,k ) . ε
µk .
Since by (I) we only have to consider finitely many values of k = −3, · · · , kmax, M can be chosen
independently of k. Therefore, recalling that εl = 2
−l in (6.6), we use the previous estimate and
assumption (6.15) to infer
∑
l∈N
P
( ⋃
k>−2
A
α,M
εl,δ,k
)
<∞.
I thus remains to apply Borel-Cantelli’s lemma to obtain (6.6) and thus (6.5) as well as (II).
To conclude the proof of the lemma, it thus remains to show (6.15). To do so, we recall the definitions
(6.12) and (6.10) of ηk and κk and we also set for every −1 6 k 6 kmax
γk := (d− 2 + β)
( 2
d− 2
+ δ(k − 1)
)
. (6.16)
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By (6.13), this definitions allows us to bound for each ε
λεk 6 ε
γk . (6.17)
We first show (6.15) for k = −2: In this case, by (6.12), (6.10) and (6.14), we have
λε−2(η
ε
−2) . ε
dδ
and we may thus simply choose µ−2 = dδ > 0. We now turn to the case k > −2: Again by (6.12) and,
this time, by (6.17) we have
λεk(η
ε
k)
d . εγk+dκk .
Therefore we need
µk = γk + dκk
(6.16),(6.10)
=
2(d − 2 + β)
d− 2
− (2− β)δ(k − 1)− 2dδ > 0.
Since we assumed that β 6 1, we may use (6.4) on the second term in the right-hand side above and,
after a short calculation, obtain that
µk > 2− (2− β)− 2dδ > β − 2dδ.
Thanks to our assumption δ < β2d , we thus conclude that µk > 0. This establishes (6.15) and completes
the proof of the lemma. 
Appendix A. Proof of Remark 2.2
The proof of the homogenization result in this case is analogous to the case of the Stokes equations,
provided we prove the convergence of the non-linear term uε∇ · uε.
We recall the weak formulation of (2.6). We define the space Vε := {w ∈ H
1
0 (Dε) : divw = 0} equipped
with the norm ‖∇ · ‖L2 . Then, we call uε ∈ V a weak solution to (2.6) if
µ
ˆ
∇uε · ∇φ+
ˆ
uε · ∇uε · φ = 〈f, φ〉 ∀φ ∈ V˜ε := {w ∈ H
1
0 (Dε) ∩ L
d : divw = 0},
where the space V˜ε is chosen such that the nonlinear term makes sense. Furthermore, by Sobolev
embedding we observe V˜ε = Vε for d 6 4. The weak formulation of (2.7) is analogous. Existence of
solutions to (2.7) is well-known. However, the solution is only known to be unique if d 6 4 and
‖f‖V ′ < C(d,D). (A.1)
If d 6 4 testing with the solution u yields the energy estimate
‖∇ui‖L2 6 ‖f‖V ′ . (A.2)
For more details on the stationary Navier-Stokes equations see for example [21] and [9].
The proof of the convergence uε ⇀ uh in H
1(D) in the case d = 3 is now straightforward provided
(A.1) holds. Indeed, thanks to (A.2), the sequence uε is bounded in H
1, and by the uniqueness of
the solutions to (2.7), it therefore suffices to prove that the weak limit u∗ of any subsequence of uε
satisfies (2.7). To this end, let v ∈ C∞0 (D) with div = 0. Then, applying Lemma 2.4, we knowˆ
∇uε · ∇(Rεv)→
ˆ
∇u∗ · ∇v + µu∗ · v,
〈f,Rεv〉 → 〈f, v〉.
Therefore, it remains to show ˆ
uε · ∇uε · (w
ε
kφ)→
ˆ
u∗ · ∇u∗kφ.
However, since 2∗ = 6 > 4 both uε and Rεv converge strongly in L
4 and ∇uε converges weakly in L
2.
Thus, the convergence above follows immediately.
In the case d = 4 this argument just fails, since the embedding fromH1 to L4 is not compact. However,
since by Lemma 2.4 also Rεv → v strongly in L
q, for any 4 < q <∞, the argument works again.
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Appendix B. Estimates for the Stokes equations in annuli and in the exterior of
balls
In this section we summarize some standard results for the solutions to the Stokes equation in annular
and exterior domains (see, e.g. [8, 1]).
Lemma B.1. Let R > 1, denote AR := BR\B1, and let ψ ∈ H
1(Bθ) ∩ C
0(B¯θ) satisfy
´
∂B1
ψ · ν = 0.
Let (φR, πR) and (φ∞, π∞) be the (weak) solutions of

∆φR −∇πR = 0 in AR
∇ · φR = 0 in AR
φR = ψ on ∂B1
φR = 0 on ∂BR,


∆φ∞ −∇π∞ = 0 in Rd\B1
∇ · φ∞ = 0 in Rd\B1
φ∞ = ψ on ∂B1
φ→ 0 for |x| → +∞.
(B.1)
Then,
‖πR‖L2(AR)/R + ‖∇φR‖L2(AR) 6 C1
(
‖∇ψ‖L2(AR) + ‖ψ‖L2(AR)
)
,
‖φR‖C0(A¯R) 6 C1‖ψ‖C0(∂B1),
(B.2)
with C1 = C1(d,R). Moreover,
‖π∞‖L2(Rd\B1) + ‖∇φ∞‖L2(Rd\B1) 6 C2(‖∇ψ‖L2(A2) + ‖ψ‖L2(A2)),
‖φ∞‖C0 6 C2‖ψ‖C0(∂B1),
(B.3)
with C2 = C2(d). Furthermore,
|φ∞(x)| 6 C2‖ψ‖C0(∂B1)|x|
2−d, (B.4)
and, if ∇ · ψ = 0 in B1,
2
|∇φ∞(x)| 6 C2‖ψ‖H1(B2)|x|
1−d for all |x| > 3. (B.5)
Proof. The existence and uniqueness of solutions to both problems in (B.1) together with the first
estimate in both (B.2) and (B.3) is a standard result [8][Section IV and V]. The second estimate in
both (B.2) and (B.3) can be found in [17][Theorem 5.1 and Theorem 6.1]. Estimate (B.4) can be
found in [17][Theorem 6.1], too.
To prove (B.5), we extend φ∞ by ψ inside B1 and π∞ by 0 inside B1. Then, by (B.3){
−∆φ∞ +∇π∞ = f in Rd
∇ · φ∞ = 0 in Rd
for some f ∈ H˙−1(Rd), with
supp f ⊆ B1,
‖f‖H˙−1(Rd) . ‖ψ‖H1(B2).
Here, H˙−1(Rd) is the dual of the homogeneous Sobolev space
H˙1(Rd) :=
{
v ∈ L
2d
d−2 (Rd) : ∇v ∈ L2(Rd)
}
, ‖ · ‖H˙1(Rd) := ‖∇ · ‖L2(Rd).
Hence, with U being the fundamental solution of the Stokes equations we have
φ∞(x) = (U ∗ f)(x).
The fundamental solution satisfies
|DαU(x)| . C(d, |α|)|x|2−d−|α|.
Using the compact support of f , and letting η ∈ C∞c (B2) be a cut-off function with η = 1 in B1, we
deduce for all |x| > 3
|∇φ∞(x)| = |〈η∇U(x − ·), f〉H1,H˙−1|
6 ‖η∇U(x− ·)‖H˙1(Rd)‖f‖H˙−1(Rd)
. C3‖ψ‖H1(B2)|x|
1−d.
This proves (B.5). 
2This assumption is not needed, but makes the proof slightly simpler.
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Lemma B.2. Let q > d and let 0 < r < 1, θ > 1, Br := Br(0), Brθ := Brθ(0), Ar,θ := Brθ \ Br.
Assume g ∈ Lq(Brθ) and v ∈ H
1(Brθ) ∩ C
0(Brθ) with div v ∈ L
q(Br) satisfyˆ
Ar,θ
g +
ˆ
∂Br
v · ν = 0.
Then, there exists u ∈ H10 (Bθ) ∩ C
0(Bθ) solving

div u = g in Ar,θ
u = 0 on ∂Brθ
u = v in Br,
with
‖u‖H1 6 C‖v‖H1 + ‖g‖L2 + r
d−2
2 (‖v‖C0 + ‖div v‖Lq(Br) + ‖g‖Lq )),
‖u‖C0 6 C‖v‖C0 + ‖div v‖Lq(Br) + ‖g‖Lq ).
with C = C(θ, d, q).
Proof. We will define u = u1 + u2, where u1 solves

div u1 = g in Ar,θ
div u1 = div v in Br
u1 = 0 on ∂Brθ,
and u2 is the solution to 

−∆u2 +∇p = 0 in Ar,θ
divu2 = 0 in Ar,θ
u = 0 on ∂Brθ
u = v − u1 in Br,
(B.6)
As it is well known (see e.g. [8][Theorem 3.1]), the first problem has a solution with
‖u1‖H1 . ‖div v‖L2(Br) + ‖g‖L2 ,
‖u1‖W 1,q . ‖div v‖Lq(Br) + ‖g‖Lq .
By Sobolev inequality,
‖u1‖C0 . ‖div v‖Lq(B1) + ‖g‖Lq .
Using estimate (B.2) rescaled with r for the solution to (B.6), we find
‖∇u2‖L2 . ‖∇(v − u1)‖L2 +
1
r
‖v − u1‖L2 . ‖∇v‖L2 + ‖∇u1‖L2 + r
d−2
2 ‖v − u1‖C0
. ‖∇v‖L2 + ‖g‖L2 + r
d−2
2
(
‖v‖C0‖+ ‖div v‖Lq(B1) + ‖g‖Lq
)
,
and
‖u2‖C0‖ . ‖v − u1‖C0‖ . ‖v‖C0‖+ ‖div v‖Lq(B1) + ‖g‖Lq .
Combining theses inequalities for u1 and u2 (and the Poincare inequality) yields the desired estimate
for u. 
Appendix C. Some results on Strong Law of Large Numbers
For the reader’s convenience, we list below some of the results proven in [10][Section 5] on Strong Law
of Large Numbers for a general marked point process and which we use throughout this paper. We
adapt these statements to our special case of Φ being a Poisson process with intensity λ > 0 (see also
Section 2).
Lemma C.1. Let (Φ,R) be as in Section 2. Then, for every bounded set B ⊆ Rd which is star-shaped
with respect to the origin, we have
lim
ε↓0+
εdN ε(B) = λ|B| almost surely, (C.1)
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and
lim
ε↓0+
εd
∑
zi∈Φε(B)
ρd−2i = λ〈ρ
d−2〉|B| almost surely. (C.2)
Furthermore, for every δ < 0 the process Φδ obtained from Φ as in (2.3) satisfies the analogues of
(C.2), (C.1) and
lim
δ↓0+
〈Nδ(A)〉 = λ|A| (C.3)
for every bounded set A ⊆ Rd.
Lemma C.2. In the same setting of Lemma C.1, let {Iε}ε>0 be a family of collections of points such
that Iε ⊆ Φ
ε(B) and
lim
ε↓0+
εd#Iε = 0 almost surely.
Then,
lim
ε↓0+
εd
∑
zi∈Iε
ρd−2i → 0 almost surely.
Lemma C.3. In the same setting of Lemma C.1, let us assume that in addition the marks satisfy
〈ρ2(d− 2)〉 < +∞. For zi ∈ Φ and ε > 0, let ri,ε > 0, and assume there exists a constant C > 0 such
that for all zi ∈ Φ and ε > 0
ri,ε 6 Cε.
Then, almost surely, we have
lim
ε↓0+
∑
zi∈Φε(B)
ρd−2i
εd
rdi,ε
ˆ
Bri,ε(εzi)
ζ(x) dx = |B1|λ〈 ρ
d−2 〉
ˆ
B
ζ(x) dx,
for every ζ ∈ C10 (B), where B1 ⊆ R
d denotes the unit ball.
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