Abstract-In the global competitive world swift, reliable and cost effective production subject to uncertain situations, through an appropriate management of the available resources, has turned out to be the necessity for surviving in the market. This inspired the development of the more effilcient and robust methods to counteract the existing complexities prevailing in the market. The present paper proposes a hybrid CFGTSA algorithm inheriting the salient features of GA, TS, SA, and chaotic theory to solve the complex scheduling problems commonly faced by most of the manufacturing industries. The proposed CFGTSA algorithm has been tested on a scheduling problem of an automobile industry, and its efficacy has been shown by comparing the results with GA, SA, TS, GTS, and hybrid TSA algorithms.
I. INTRODUCTION T HE present scenario being a highly competitive one, urges the manufacturers to endeavor hard for achieving the timely and cost effective production, that can facilitate them to respond to the exponentially increasing demands of the customers. All the industries involved in any kind of the production process are required to have an optimal scheduling policy, in order to extract the maximum profit. The scheduling policy, failing to comply with such requirements of enhancing the production, and profit, can cause serious loss to the industries. These requirements of the industries inspired the researchers, to find out an effective way of scheduling the parts/jobs so that they can manage their profits and boost their production. The present paper proposes a Hybrid Chaos-based Fast Genetic Tabu Simulated Annealing (CFGTSA) algorithm to solve the complex scheduling problems, commonly faced by most of the manufacturing enterprises. The proposed algorithm is an integration of the Genetic Algorithm (GA), Tabu Search (TS), and Simulated Annealing (SA), and it uses chaotic sequences generation, instead of the random ones during all techniques that has been of prime interest for the researchers. It has been applied to solve various scheduling problems due to its ability to search the optimal solutions in more convenient manner than the conventional techniques. Murata et al. [2] proposed a multi objective genetic algorithm and applied to flow shop scheduling problem. Resource constrained project scheduling problem was solved by Hartmann [3] using the genetic algorithm with makespan minimization as objective. Genetic algorithm to solve flow shop scheduling problem with parallel machine and special procedure constraint was applied by Wu et al. [4] . In recent years some researchers such as [5] , [6] , [7] , [8] ,
etc. have applied GA to solve the scheduling related problems. However, drawbacks associated with it such as premature convergence, extreme reliance on crossover, and too slow mutation rate reduces its efficiency. Motivated by this later on Kirkpatrick et al. [9] and Creutz [10] proposed a new search technique known as SA to overcome the shortcomings of GA. SA based approach to solve the job shop scheduling problem was attempted by Peter et al. [11] . Satoh et al. [12] applied SA to solve the power plant generator scheduling problem. Several other scheduling problems have been solved using SA that can be found from the research works of [13] , [14] , and [15] etc. But even if SA was found more superior than GA, the rate of improvement of solution was very slow; also the computational expensiveness restricted its application in some special cases [10] . TS [16] was also developed aiming reduction in computational time and escaping local minima and, in most cases it outperformed GA and SA. The TS method has also been used by many researchers to solve the scheduling related problems. The applications of the TS in solving the scheduling problems can be found in the works of [ 17] , [18] , [19] , [20] etc. TS uses a tabu list, which is a short term memory of recently visited solution, in order to escape from local optima but, due to its deterministic nature, it can not avoid cycling. Therefore, it also failed to reduce the computational expensiveness.
Owing to enhanced competence in the market the industries are nowadays searching for an effective method to allocate their jobs on the machines in adequate sequences. They are targeting to reduce their production makespan times, in order to withstand the demand fluctuations, as well as satisfy their customer needs. The random search techniques such as GA, TS, and SA have already found to be efficient in solving the optimization problems. However, changing market scenario demanded a more robust optimization method that can reduce the computational time, as well as converge to the optimal solution in less number of 1-4244-0100-3/06/$20.00 ©2006 IEEE iterations. This provoked the researchers to integrate the salient features of evolving search techniques. Glover et al. [21] proposed a hybrid GA and TS algorithm for the optimization problems. Mantawy et al. [22] proposed a hybrid genetic tabu simulated annealing (GTS) algorithm inheriting the GA, TS, and SA methods for solving the unit commitment problem. The hybrid GA algorithm for the open shop scheduling problem was proposed by Liaw [23] . He introduced TS in GA to improve the solution. A hybrid GA algorithm inheriting the famous NEH heuristic has been proposed by Zheng et al. [24] to solve the flow shop scheduling problem. Researchers have recently found that using chaotic sequences, instead of random number generators, significantly improves the result. By using several experimental optimization tests based on the De Jong functions [1] , the linear matrix inequality (LMI) Eigen value problems [25] , the traveling salesman problem (TSP) [1] , and the iterated prisoner's dilemma (IPD) [26] , it was shown that convergence can be enhanced using particular chaotic series applied to all variation operators. Caponetto [27] studied the chaotic random generator and showed that it can be applied to evolutionary algorithms to enhance the quality of the solution.
Though, the pressure to reduce computational time and chances to reduce the entrapment of solution, in local optima has, left scope of further research in this area. Inspired by this the authors in this paper have proposed a new hybrid CFGTSA algorithm that integrates the prominent attributes of GA, TS, and SA. The Algorithm also inherits the chaotic sequence based approach to explore the search space in better manner. The algorithm uses the Cauchy probability function, which offers more opportunity to escape from the local minima. The proposed algorithm has been tested on a problem of scheduling the parts in an environment of automobile industry. The detailed description of the problem will be provided in next section. The efficacy of the proposed CFGTSA algorithm has been shown by comparing the results with the GA, SA, TS, GTS, and Hybrid Tabu SA (HTSA) algorithms. The result indicates that the proposed algorithm surpasses other optimization methods.
The paper is organized as follows. Section II discusses the problem environment, objectives, and constraints considered in detailed. The present work considers a production environment of an automobile manufacturing company. Section III gives an overview of the proposed algorithm. The result and discussion has been presented in section IV. Section V concludes the work along with the future suggestions.
II. PROBLEM DESCRIPTION
The proposed work considers case study of an automobile industry where scheduling is one of the commonly faced problems. As per the case considered, the parts are required to be scheduled for the three major processes followed in the production plant. The pictorial representations of the processes are shown in Figure 1 , and are discussed below: a) Stamping: In stamping process long rolls of coiled steel are cut into sections (blanks) in the Blanking Line, in preparation to be formed. The forming process is completed when the blanks are automatically inserted into a stamping press between an upper and lower die. The parts formed are then transferred to the welding section, for further assembling them to form the automobile body. b) Welding: During the welding process, the pieces of metal are put together. It is here that the shape of the vehicle comes together. Precision accuracy of these components is required so that all dimensions on the vehicle are within tight specifications. The vehicle assembling takes place in several stages. First underbody and front structure are built. Thereafter, sides and roofs are placed, and finally the closure panels are attached to complete the building process.
c) Painting: In the paint department, coatings are applied to the body to prevent rust and add spectacular color to the vehicle. d) Assembling: In the general assembly department, all components necessary to finish the vehicle are assembled. Everything from the electrical components to the engine, and tires are put on the vehicles on the conveyor. At the end of this process, the vehicles are ready to be tested before being delivered to consumers.
In the proposed work the emphasis has been given to find an appropriate sequence so that the turbulence in the processing during the stamping, welding, and painting processes can be avoided. Thus, the parts may become available for assembling, leading to the timely and efficient production. The paper aims reduction of the waiting time incurred in between the processes, and reduction of the overall makespan time. Before starting the sequencing of the parts, some of the assumptions can be stated as follows: The scheduling of the rolls of coiled steel plays an important role in automobile industry. Any delay in the process can lead to loss of the production, as the parts may not be available during the assembly stage. Therefore, the reduction of waiting time is of prime concern when enhanced production is targeted. The The parts produced are then assembled to construct the final shape of the vehicle. Therefore, the total number of parts manufactured will affect the final assembling process. The proposed work also considers the maximization of the output, i.e. total parts produced satisfying all the constraints. It is expressed as;
The abovementioned objectives are required to satisfy the constraints that have been described in the next section. PTp>n 0o (5) 3) The parts can't proceed to other operation until the previous operation is completed i.e., S,,p t-Clp (6) 4) The parts can't be assigned on more than one machine for the same operation. 5) The machines are subjected to continuous operation while production is in process. Hence, the waiting time within the prescribed limit, during the process should be considered for the maintenance of those machines.
III. PROPOSED ALGORITHM The present paper proposes a new hybrid Chaos-based Fast Genetic Tabu Simulated Annealing (CFGTSA) algorithm to solve the scheduling problem prevailing in an automobile industry. The algorithm encapsulates the prominent attributes of GA, TS, and SA optimization methods and uses chaotic sequences [28] during all the phases of evolution process. The proposed algorithm is the extension of the work carried out by Mantawy et al. [22] in which they have proposed GTS algorithm combining the GA, TS, and SA algorithms. The proposed algorithm uses Perturbation methods to explore the neighborhood solution in more efficient manner. Four different types of perturbation methods and a heuristic perturbation method have been used, to explore the search space efficiently. In addition, the proposed algorithm employs the probabilistic transition rule rather than deterministic descent rules. The algorithm replaces the Boltzmann probability function with the Cauchy's probability function during the annealing process of SA.
The steps of the proposed CFGTSA algorithm are described below:
Notations: If the perturbated solution is a feasible one then move to next step otherwise regenerate the solution till feasible solution is obtained.
STEP 5: Apply GA parameters to generate a new set of populations as follows; * The best solution is added to new population from the current population * Generate new neighbor members in the new population using TS algorithm.
* Apply the crossover operator (Single point crossover and chaotic sequences are used for the choice of points) to complete the members of the new population. * Apply the mutation operator (swap mutation and chaotic sequences are used for choosing the positions of chromosomes) to the new population. 5 4 4 2 1 2 3 1 5 1 2 4 3 1 3 2 5 4 2 5 B. Initialization In the present work initial solution is randomly generated as it is believed that randomly generated solution initiates a more effective search thereafter, the chaotic sequences are followed for solution generation. C. Neighborhood generation (Perturbation method)
Perturbation controls the searching capacity and convergence trend of the algorithm. In the proposed work four perturbation methods [27] , [28] Step 1: Randomly select a chaotic sequence strategy among aforementioned five strategies.
Step 2: Perform Step 1 to Step 3 as mentioned in Logistic Map Based Heuristic Perturbation Method stated below; > Logistic Map Based Heuristic Perturbation Method (LMHPM) It is one of the simplest dynamic systems supporting chaotic behavior. The Logistic Map equation is expressed as follows.
Xk+I= L Xk ( -Xk) (7) Where, js is tuning parameter. In the proposed work XO = 0.2027 and t = 4.
Nk+l= I X Xk+1 (8) Where, I = number of bits in the solution.
Step 1: Pick up N different bits (from the set of random number generated by the selected chaotic sequence strategy).
Step 2: From the exiting alternative, change the operating machine corresponding to selected operations in the step 1. The following annealing schedule is followed:
T(k) = +O (11.) Where, To = Initial temp.
F. Tabu list
Tabu list is used to check whether the pretreated solution is again visited or not during the each step of algorithm, and thus helps in restricting the algorithm to revisit the pre-visited solutions [21] . G. Aspiration
This tabu search variable denoted by 'A' restricts the search from being trapped in a solution, surrounded by the tabu neighbors, by choosing the solution whose objective function is greater for further exploration.
H. Reject
The pretreated solutions are often rejected on the basis of probability consideration. After a certain limit of rejection, it is assumed that there is no superior solution existing in the neighborhood, and the search has reached a near optimal / optimal solution.
L Stopping criteria
In order to stop the searching procedure from roaming into the solution space, following stopping criteria has been adopted; a. Number of iterations During experimentation, it was found that as the number of iteration increases, equivalent temperature falls to a minimum level. Any further reduction in temperature would not be useful, because at low temperature the possibility of accepting inferior solution is very small, and results obtained are virtually indistinguishable from the optimal solution b. Variable reject When reject counter attains predetermined fixed value then it means that, no optimal or near optimal solution has been visited during the last few steps. Therefore, the probability of obtaining better solution is small and hence, the searching procedure is stopped.
IV. RESULT AND DISCUSSION
In the present work the efficacy of the Hybrid CFGTSA algorithm has been shown by solving a considered test problem of an automobile production plant environment, and comparing the results with GA, TS, SA, GTS, and HTSA algorithms. There are total 20 parts that are to be manufactured by passing through three major operations to form the vehicle body. There are 5 machines for each operation thus; there are total 15 machines for three operations. The parts are subjected for processing on the alternative machines available to them while passing through these three major operations but, each part doesn't M24  M23  M25  M23  M25  M21   M24  M22  M23  M21  M25  M21  M24  M22  M25  M23  M24  M21  M24   30  15  30  30  15  30  30  15  15  15  30  15  30  30  15  30  15  30  30  30 have access to all the alternatives, due to the capacity limitation of the machines, and the shape, and size of the parts to be produced. The alternatives available for the parts, as well as their corresponding processing times are shown in Table I . The aim of the proposed work is to minimize the waiting time, and makespan time, as well as maximize the output by proper scheduling of the parts. The comparative result of the undertaken problem has been shown in Table II . The Gantt chart of the optimal schedule obtained by CFGTSA has been shown in Figure 2 . The comparative convergence plot has been presented in Painting   M/C  PT   M35  30   M32  M33  M34  M35  M31  M35  M32  M35  M33  M34  M31  M34  M35   M31  M32  M32  M35  M31  M34  M33  M35  M32  M33  M31   M23  30  M34   M22  30  M33  M35  M25  15  M32  M33  30  M34  30  30  30  30  15   30  30  45  45  30  45  30  30  45  30  45  45  30   45  30  30  30  45  30  30  30  30  45  30   30   30  30  30  30  30   M31  30  M34  45  M33  30  M35  30 FiH. 2: Ontimal seauence obtained bv CFGTSA alaorithm respectively in GA. The initial temperature was assigned to be 3000C and 5000C in SA and HTSA respectively. The waiting time has been reduced to a great extent as compared to other methods. Similar improvements can be visualized in makespan time reduction, and output maximization. In terms of the computational time too, the proposed CFGTSA algorithm outperforms the other optimization methods, and emerges as the best optimization technique. These assessments show the efficacy and robustness of the CFGTSA algorithm in solving the complex scheduling problems. The proposed algorithm has been coded in C++ and tested on Pentium IV 2.2 GHz processor.
V. CONCLUSION
The present paper proposes a Hybrid Chaos-based Fast Genetic Tabu Simulated Annealing (CFGTSA) algorithm to solve the scheduling problem of an automobile industry. Enticed by the salient features of the GA, TS, and SA, the authors have integrated them along with the chaotic sequencing to find an appropriate schedule, so that the total waiting time and overall makespan time can be reduced, in order to facilitate smooth production. The paper also aims in maximization of the output in order to fulfill the customer demand and gain more profits. The [29] , [30] are being used to reduce the chances in local optima, as well as reduce the computational time. The fuzzy controller can be introduced to regularly update the crossover and mutation ratio which can reduce the computational time to a great extent. The implementation of FLC can enhance the precision of the algorithm to converge to the optimal solution in less computational time, and algorithm can become more robust and efficient in handling the uncertainties of demand. Therefore, further work should be focused on the implementation of the CFGTSA algorithm in diverse field of manufacturing related problems with enhanced precision.
