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Abstract
We consider the asymmetric simple exclusion process (ASEP) on Z
with a single second class particle initially at the origin. The first class
particles form two rarefaction fans which come together at the origin,
where the large time density jumps from 0 to 1. We are interested
in X(t), the position of the second class particle at time t. We show
that, under the KPZ 1/3 scaling, X(t) is asymptotically distributed
as the difference of two independent, GUE-distributed random vari-
ables. The key part of the proof is to show that X(t) equals, up to a
negligible term, the difference of a random number of holes and par-
ticles, with the randomness built up by ASEP itself. This provides a
KPZ analogue to the 1994 result of Ferrari and Fontes [9], where this
randomness comes from the initial data and leads to Gaussian limit
laws.
1 Introduction
One of the most basic PDEs is the Burgers equation for u(ξ, τ) ∈ R
∂ξu = −θ∂τ [u(1− u)], θ ∈ R+. (1)
As is standard in PDE theory, the equation (1) may be solved by the method
of characteristics. This may produce several solutions, but uniqueness comes
if one additionally imposes an entropy condition [6, Chapter 3].
It is this entropy solution which is picked by the asymmetric simple exclu-
sion process (ASEP): This is a continuous-time Markov process on {0, 1}Z,
we think of the 1′s as particles and of the 0′s as holes. The particles perform
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independent nearest neighbor random walks, each particle jumps with prob-
ability p > 1/2 a unit step to the right, and with probability q = 1− p < 1/2
a unit step to the left. However, particles can only jump to a site that is
occupied by a hole. We can also think of the holes performing independent
random walks, jumping to the right with probability q, to the left with prob-
ability p, and only being allowed to jump to sites occupied by a particle.
This is the particle-hole duality. When p = 1, we speak of the totally ASEP
(TASEP).
Given a sequence of initial data ζN ∈ {0, 1}Z, N ≥ 1, and a < b, assume
that
lim
N→∞
#{ particles of ζN in [aN, bN ]}
N
=
∫ b
a
dξu0(ξ).
Then, with ζNτN being the state of the ASEP started from ζ
N at time τN , we
have
lim
N→∞
#{ particles of ζNτN in [aN, bN ]}
N
=
∫ b
a
dξu(ξ, τ), (2)
where u(ξ, τ) is the entropy solution of (1) with initial data u0 and θ = p−q.
Next to the convergence (2), ASEP is also related to the Burgers equation
by providing a microscopic analogue of the characteristics which carry the
solution of the Burgers equation; this analogue is the second class particle.
This analogy is explained e.g. in [7], [16]. To define the second class particle,
we can amend the state space of ASEP to equal {0, 1, 2}Z, where for ζ ∈
{0, 1, 2}Z, having ζ(j) = 2 means that there is a second class particle at
site j. We will only consider ASEPs with a single second class particle, and
its dynamics are as follows: the second class particle interacts with holes
like a particle, and with particles like hole. To distinguish the two types
of particles, we say that if ζ(j) = 1, j is occupied by a first class particle.
Now when two characteristics meet, a shock (discontinuity) is created in the
Burgers equation. If the Burgers equation has a shock wave that starts at the
origin at time 0 and propagates in time, then a second class particle initially
placed at the origin will follow the shock wave. Being a microscopic object,
it is of interest to study the fluctuations of the second class particle around
the shock wave.
The main contribution of this paper is to characterize these fluctuations
for a shock wave created by deterministic initial data. ASEP, when formu-
lated as a growth model, belongs to the Kardar-Parisi-Zhang (KPZ) univer-
sality class, see [4] for an introduction to this class of models. The KPZ class
is conjectured to be governed by universal scaling exponents - 1/3 for fluc-
tuations, 2/3 for correlations - and limit laws originating in random matrix
theory. There is a wealth of experimental evidence that this conjectural be-
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havior soundly describes various growth phenomena, we refer to the review
article [17] as well as the research papers [18], [19], [23].
As is shown by both experiments and mathematical results, the concrete
limit law which arises in the KPZ class depends on a few subclasses. Fur-
thermore, if an additional source of randomness is present in a KPZ growth
model (e.g. in the initial data), it may well be that this additional random-
ness supersedes the randomness built up by the growth mechanism itself.
The absence of randomness in the initial data we consider means that pre-
cisely this does not happen, i.e. by universality considerations we expect the
appearance of a 1/3 fluctuation exponent and of random matrix limit laws.
Our main result, Theorem 1, gives the first example of KPZ fluctuations of
the second class particle at shocks for ASEP with general asymmetry p.
Beyond the convergence in distribution, we show that the rescaled posi-
tion of the second class particle is asymptotically equal to the difference of
a random number of holes and particles, see Theorem 2 in Section 1.2. We
consider Theorem 2 to be the main conceptual novelty in this paper, and the
bulk of the work in this paper is devoted to it.
For TASEP, several results for KPZ fluctuations of the second class par-
ticle at shocks have been obtained. Furthermore, in the general asymmetric
case, but with a shock created by random initial data, the fluctuations of
the second class particle (and much more) have been obtained: The second
class particle then is determined by the random difference of the number of
holes and the number of particles present initially in a fixed segment. We
can think of this paper as providing a KPZ counterpart to the Gaussian limit
laws coming from the initial data. We postpone the discussion of previous
results and how they relate to ours to Section 1.1, and describe now our main
result.
We will consider the ASEP (η`)`≥0 which has a single second class particle
at the origin initially, i.e.
η0(0) = 2, (3)
and has first class particles starting from
xn(0) =
{
−n− b(p− q)(t− Ct1/2)c if n ≥ 1
−n+ 1 if − b(p− q)(t− Ct1/2)c+ 1 ≤ n ≤ 0,
(4)
where C ∈ R. To make the dependance of (η`)`≥0 from C, t clear we could
write (ηt,C` )`≥0, but omit doing this to lighten the notation. We will consider
(η`, 0 ≤ ` ≤ t) and let t go to infinity. In short, we have
η0 = 21{0} + 1{xn(0),n≥−b(p−q)(t−Ct1/2)c+1}. (5)
3
1u0(ξ)
q − p p− q ξ ξ
1
q − p p− q
u(ξ, 1)
Figure 1: Left: The macroscopic initial particle density u0 of the initial
configurations (5). Right: The large time particle density u(ξ, τ) at the
macroscopic time τ = 1. This is the first macroscopic time where the two
rarefaction fans come together, thus at the origin, u jumps from 0 to 1, and
u(−ε, 1), 1− u(ε, 1) > 0 for any ε > 0.
The density profile of (5) thus has two macroscopic regions where the
density is one. These two regions form a rarefaction fan, and at time t
these two fans come together for the first time. Thus a shock at the origin is
created, where the density jumps from 0 to 1. See Figure 1 for an illustration.
We call this situation a hard shock, the fluctuations of a first class particle
at the hard shock have been studied previously in [15].
We denote by X(`) the position the second class particle of η`, and by
xn(`) the position at time ` of the particle that started from xn(0). In the
following, we will not always write the integer parts.
We will consider the value for the constant C
C = C(M) = 2
√
M
p− q , M ∈ Z≥1 (6)
and let M go to infinity. Sending M to infinity corresponds to soften the
shock at the origin: As M gets larger, more particles coming from the left
arrive at the origin, and more particles starting close to the origin depart
from it. This softening is invisible on the hydrodynamic scale, but it is seen
on the fluctuation level.
To state our main result, we define the Tracy-Widom GUE distribution,
which first appeared in the theory of random matrices [20], as
FGUE(s) =
∞∑
n=0
(−1)n
n!
∫ ∞
s
dx1 . . .
∫ ∞
s
dxn det(K2(xi, xj)1≤i,j≤n),
where K2(x, y) is the Airy kernel K2(x, y) =
Ai(x)Ai′(y)−Ai(y)Ai′(x)
x−y , x 6= y, de-
fined for x = y by continuity and Ai is the Airy function.
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The following Theorem gives the KPZ fluctuations of the second class
particle at the hard shock in a double limit.
Theorem 1. Let C = C(M) be as in (6) and let X(t) be the position of the
second class particle of ηt. Then for s ∈ R we have
lim
M→∞
lim
t→∞
P
(
X(t)
M1/3
≤ s
)
= P(Y ′GUE − YGUE ≤ s),
where Y ′GUE, YGUE are two independent, GUE−distributed random variables.
The M1/3 term is the typical KPZ 1/3 fluctuation exponent. To explain
the Y ′GUE − YGUE limit law, note that inside each of the two rarefaction fans
in Figure 1, the fluctuations of a particle follow a single GUE−distribution
(see Theorem 4 and Proposition 2.2 afterwards). The fluctuations to the left
and right of the shock decouple asymptotically, and the second class particle
is distributed as the difference of these two GUEs. We explain this picture
more thoroughly in the following Sections 1.1 and 1.2.
Remark 1.1. In Theorem 1, we let C go to plus infinity. It also meaningful
to let C go to minus infinity: Then, in the double limit limC→−∞ limt→∞,
the second class particle will behave like the second class particle started from
0 with first class particles starting from 1Z≥1 , whose fluctuation behavior is
given in Proposition 1.2.
1.1 Comparison with other shocks
Consider for ρ ∈ [0, 1), λ ∈ (ρ, 1] an initial data ηρ,λ where (ηρ,λ(i), i ∈ Z) are
independent random variables. We have P(ηρ,λ(i) = 1) = ρ = 1−P(ηρ,λ(i) =
0) for i < 0 and P(ηρ,λ(i) = 1) = λ = 1 − P(ηρ,λ(i) = 0) for i > 0. There
is a second class particle Xρ,λ starting from the origin. In this case, there is
initially a shock at the origin which has speed v = (p−q)(1−λ−ρ). A seminal
result for Xρ,λ has been obtained in [9]. Let, with cλ,ρ = (p− q)(λ− ρ), Pρ
be the random number of particles initially in [−cλ,ρt,−1] and let Hλ be the
number of holes initially in [1, cλ,ρt], i.e.
Pρ =
−1∑
j=−cλ,ρt
ηρ,λ(j) Hλ =
cλ,ρt∑
j=1
1− ηρ,λ(j).
It turns out that Hλ,Pρ determine the behavior of Xρ,λ(t) : As shown in [9,
Theorem 1.1], we have that
(λ− ρ)Xρ,λ(t)−Hλ + Pρ
t1/2
→ 0 (7)
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in L2.
Let YPρ , YHλ be independent, normally distributed random variables, YPρ ∼
N (0, v1), YHλ ∼ N (0, v2), where v1 = (p − q)(λ − ρ)ρ(1 − ρ), v2 = v1 λ(1−λ)ρ(1−ρ) .
Using the standard central limit theorem, it is easy to deduce from (7) that
Xρ,λ(t)− vt
t1/2
⇒ YHλ − YPρ (8)
where ⇒ means convergence in distribution and of course YHλ − YPρ ∼
N (0, v1 + v2). The convergence (8) is a special case of [9, Theorem 1.2].
While the shock we consider is different than in the situation of (7), we
can think of our results as analogues of (7), (8) in the absence of initial
randomness. Instead of Pρ,Hλ we have random variables P ,H (see (19))
which also represent the random number of particles and holes which de-
termine X(t). However, in our case, the randomness of P ,H will be built
up by ASEP itself as time evolves, and hence P ,H follow the Tracy-Widom
GUE distribution under the KPZ 1/3 scaling. The analogue of the statement
(7) appears as Theorem 2 below, whereas we can think of Theorem 1 as a
KPZ version of (8). An important conceptual difference to the shock in (7)
is that Pρ,Hλ are independent by definition, whereas the independence of
P ,H is true only asymptotically. Showing this asymptotic independence is
non-trivial; its statement appears as Theorem 3.
Concerning shocks in the totally asymmetric case, the paper [8] considers
a shock that on the hydrodynamic scale equals the one in (7), but is created
by deterministic initial data. Specifically, setting xρ,λn = −bn/ρc, n > 0, and
xρ,λn = −bn/λc + 1, n ≤ 0, and putting a second class particle X˜ρ,λ at the
origin, we may rewrite [8, Theorem 1.1] as follows1:
22/3(λ− ρ)X˜
ρ,λ(t)− vt
t1/3
⇒ (ρ(1− ρ))2/3 Y ′GOE − (λ(1− λ))2/3 YGOE, (9)
where Y ′GOE, YGOE are two independent random variables distributed as the
Tracy-Widom GOE distribution from random matrix theory.
There is a clear similarity between (9) and Theorem 1. In particular, note
that for the TASEP started from xρ,λn , n ∈ Z, the particle xρ,λκt (t) has GOE
distributed fluctuations for all κ except for κ = λρ, in which case xρ,λκt (t)
is located at the shock. Thus, as in Theorem 1, the limit law in (9) is the
difference of the asymptotically independent fluctuations to the left and the
right of the shock. However, the paper [8] crucially uses the coupling of the
second class particle in TASEP to the competition interface in last passage
1The roles of λ, ρ are exchanged compared to [8], and we performed an elementary
computation to arrive at (9).
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percolation, which is only available in TASEP and does not provide a direct
understanding of X˜ρ,λ as in Theorem 2 and (7).
Finally, a similar picture arises in TASEP with a ’soft shock’ between
two rarefaction fans: By that we mean that at the orgin, two rarefaction fans
come together, and the density makes a jump of size at−1/3, a ∈ R. The double
limit lima→+∞ limt→∞ thus corresponds to a hardening of the shock. The soft
shock is invisible on the hydrodynamic scale, and [14] studied the fluctuations
of a tagged particle at the soft shock. Recently, [3] also studied the second
class particle at the soft shock using a novel color-position symmetry. It
follows from [3, Theorem 6.3] that in the double limit lima→+∞ limt→∞, the
second class particle is distributed as the difference of two independent GUE
distributions, in accordance with our Theorem 1.
1.2 Heuristics and method of proof
Here we give a heuristics to understand why Theorem 1 is true, by considering
the second class particle in a much simpler shock.
We have the product blocking measure µ on {0, 1}Z with marginal
µ({ζ : ζ(i) = 1}) = (p/q)
i
1 + (p/q)i
, (10)
which is concentrated on
⋃
Z∈Z ΩZ with
ΩZ = {ζ :
∑
j<Z
ζ(j) =
∑
j≥Z
1− ζ(j) <∞}. (11)
An element of ΩZ that will appear throughout the paper is what we call the
reversed step initial data
η−step(Z) = 1Z≥Z . (12)
Define µZ = µ(·|ΩZ) and we use the short hand notation µZ(i) := µZ({ζ :
ζ(i) = 1}). Then ASEP started from a ζ ∈ ΩZ (in particular, started
from η−step(Z)), is a countable state space Markov chain, and it has µZ as
stationary distribution [13]. The µZ satisfy µZ(i) = µZ+k(i+k) for arbitrary
Z, k [1, special case of Corollary 6.3]. We define a Z-valued random variable
V0 by
P(V0 = i) = µ−1(i)− µ0(i) = µ0(i+ 1)− µ0(i). (13)
With these information, one can deduce the following.
Proposition 1.2. Consider ASEP started from a ζ ∈ ΩZ and a second class
particle starting from a j ∈ Z \ {i : ζ(i) = 1}. Let XZ (t) be the position of
the second class particle at time t. Then for i ∈ Z
lim
t→∞
P( XZ (t) = i) = P(V0 + Z = i). (14)
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Proof. Let ζ1(i) = 1{i:ζ(i)=1 or i= XZ (0)} so that ζ1 ∈ ΩZ−1, ζ ∈ ΩZ and we have
P( XZ (t) = i) = P(ζ1t (i) = 1)− P(ζt(i) = 1). (15)
A proof of (the general fact) (15) is e.g. provided in [22]. Use the convergence
to µZ−1, µZ to conclude.
From (14) we obtain that for t sufficiently large we have approximately
XZ (t) ≈ Z + V0. (16)
Let us try to understand the second class particle in Theorem 1 by com-
paring it to the simple shock in Proposition 1.2. Compared to ASEP started
from η−step(1) with a second class particle at 0, in the situation of Theorem
1, there are two additional mechanisms: There are the particles xn, n ≥ 1,
(defined in (4)) coming from the left which pull the second class particle to
the left and there are the holes Hn(0), n ≥ 1, (defined in (18)) coming from
the right, which pull X(t) to the right. Denote by P resp. H the random
number of particles resp. holes which have interacted with the second class
particle during [0, t]. After particle xP and hole HH have interacted with
X(t) at some random time point τ ≤ t no more new particles/holes arrive
which could influence the position of X(t). So after time τ , we might as well
replace all particles to the left of xP by holes, and all holes to the right of
hole HH by particles. The point is, by doing that, we get an ASEP parti-
cle configuration which lies in ΩH−P and ask for the position of X(t) in it.
Motivated by (16), we can then hope to have
X(t) ≈ H−P + V0. (17)
Given (17) holds in a suitable sense, if we show that (M −H)M−1/3, (M −
P)M−1/3 are asymptotically GUE-distributed and independent, and V0M−1/3
vanishes, this would prove Theorem 1. However, there are of course several
problems with (17), specifically (16) holds only for a fixed Z and time going to
infinity, here, Z is randomly evolving during [0, t] and it is unclear if at time
t, the system has sufficiently relaxed to (random) equilibrium to justify (17).
Furthermore, it is unclear why H,P should be asymptotically independent.
Let us now give the rigorous definitions and theorems which justify the
preceding heuristics. We label the holes of our initial data (5) as
Hn(0) =
{
n+ b(p− q)(t− Ct1/2)c forn ≥ 1
n− 1 for − b(p− q)(t− Ct1/2)c+ 1 ≤ n ≤ 0.
(18)
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We define for χ ∈ (0, 1/2), χ′ ∈ (χ, 1/2)
P = sup{i ∈ Z|xi(t− tχ) > −tχ′}
H = sup{i ∈ Z|Hi(t− tχ) < tχ′}.
(19)
It is easy to see that almost surely, H,P are finite, so the sup is in fact a
max. While H,P depend on χ, χ′, their asymptotic behaviour does not. The
roles of χ, χ′ are explained in Section 5, see in particular Figure 2 therein.
Here is the rigorous version of (17):
Theorem 2. Consider X(t) with C = C(M) from (6) and P ,H from (19).
Then for ε > 0
lim
M→∞
lim
t→∞
P (|X(t)−H + P| > M ε) = 0. (20)
Important tools for proving Theorem 2 are couplings, bounds on inter
particle distances, and bounds on the mixing times of countable state space
ASEPs, see Section 3 for the latter. Theorem 2 is proven in Section 5.
The following theorem gives the limit law of H−P :
Theorem 3. We have for s ∈ R and C = C(M) as in (6)
lim
M→∞
lim
t→∞
P
(H−M
M1/3
− P −M
M1/3
≤ s
)
= P(Y ′GUE − YGUE ≤ s),
where Y ′GUE, YGUE are two independent, GUE−distributed random variables.
A key tool used to prove Theorem 3 are comparisons with ASEPs with
step initial data as well as the slow-decorrelation method [10], [5]. Theorem
3 is proven in Section 4.
1.3 Proof of Theorem 1
Given Theorem 2 and Theorem 3, it is not very hard to prove our main result
Theorem 1:
Proof of Theorem 1. Define for ε < 1/3
Kt,ε = {|X(t)−H + P| ≤M ε}
Then, using Theorem 2, we have
lim
M→∞
lim
t→∞
P
(
X(t)
M1/3
≤ s
)
= lim
M→∞
lim
t→∞
P
({
X(t)
M1/3
≤ s
}
∩Kt,ε
)
.
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Consequently, we obtain the inequalities
lim
M→∞
lim
t→∞
P
(
X(t)
M1/3
≤ s
)
≤ lim
M→∞
lim
t→∞
P
(H−P
M1/3
≤ s+M ε−1/3
)
and
lim
M→∞
lim
t→∞
P
(H−P
M1/3
≤ s−M ε−1/3
)
≤ lim
M→∞
lim
t→∞
P
(
X(t)
M1/3
≤ s
)
.
This finishes the proof using Theorem 3.
1.4 Labelings and basic coupling
It will be important for us that we may construct a second class particle
as the position where two ASEPs with first class particles differ. We will
define two ASEPs (η1` )`≥0, (η
2
` )`≥0 on {0, 1}Z which differ from η0 in that η10
has a first class particle instead of the second class particle, and η20 has a
hole instead. For later usage, let us explicitly write down the labelings of the
particles of η10 as
x1n(0) =
{
−n− b(p− q)(t− Ct1/2)c forn ≥ 1
−n for − b(p− q)(t− Ct1/2)c ≤ n ≤ 0,
(21)
and the holes of η20 as
H2n(0) =
{
n+ b(p− q)(t− Ct1/2)c forn ≥ 1
n for − b(p− q)(t− Ct1/2)c ≤ n ≤ 0.
(22)
So in short, we have
η10 = 1{x1n(0),n≥−b(p−q)(t−Ct1/2)c} η
2
0 = 1Z − 1{H2n(0),n≥−b(p−q)(t−Ct1/2)c}.
Initially, η10, η
2
0 differ only at position zero. Under the basic coupling (i.e. the
dynamics of η1` , η
2
` are constructed using the same poisson processes), η
1
` , η
2
`
differ exactly at one random position for all ` ≥ 0. We can define the position
of the second class particle X(t) of ηt as the position of this discrepancy:
X(t) :=
∑
j∈Z
j1{η1t (j)6=η2t (j)}. (23)
An important simple observation is that we always have
η1t (X(t)) = 1 > η
2
t (X(t)) = 0.
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1.5 Outline
In Section 2, we introduce ASEP with step initial data and the main fluctu-
ation result we need for it. ASEPs with shifted step initial data will play an
important role to obtain the fluctuations of P ,H. In Section 3 we provide
bounds on the position of holes/particles in countable state space ASEPs that
we will use. In Section 4, Theorem 3 is proven, and in Section 5, Theorem 2
is proven.
2 ASEPs with step initial data
By ASEP with step initial data we mean the initial configuration xstepn (0) =
−n, n ≥ 1. We use as input that the fluctuations in ASEP with step initial
data have been obtained. Let us start with the definition of the relevant
distribution functions.
Definition 2.1 ( [21], [11]). Let s ∈ R,M ∈ Z≥1. We define for p ∈ (1/2, 1)
FM,p(s) =
1
2pii
∮
dλ
λ
det(I − λK)∏M−1
k=0 (1− λ(q/p)k)
(24)
where K = Kˆ1(−s,∞) and Kˆ(z, z′) =
p√
2pi
e−(p
2+q2)(z2+z′2)/4+pqzz′ and the in-
tegral is taken over a counterclockwise oriented contour enclosing the poles
λ = 0, λ = (p/q)k, k = 0, . . . ,M − 1. For p = 1, we define
FM,1(s) = P
(
sup
0=t0<···<tM=1
M−1∑
i=0
[Bi(ti+1)−Bi(ti)] ≤ s
)
,
where Bi, i = 0, . . . ,M − 1 are independent standard Brownian motions.
What is important to us is that FM,p arises as limit law in ASEP with
step initial data.
Theorem 4 (Theorem 2 in [21], Corollary 3.3 in [11]). Consider xstepn (0) =
−n, n ≥ 1. We have for M ∈ Z≥1 that
lim
t→∞
P(xstepM (t) ≥ (p− q)(t− st1/2)) = FM,p(s).
Finally, we need to know that FM,p converges to FGUE on the right scale.
Proposition 2.2 (Proposition 2.1 in [15]). Let s ∈ R. Then we have
lim
M→∞
FM,p
(
2
√
M + sM−1/6√
p− q
)
= FGUE(s). (25)
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We will often compare the particles and holes xn, Hn, n ≥ 1 with the
ones defined in (26),(27) below. Let (ηAt )t≥0 be the ASEP started from η
A
0 =
1{xAn (0),n≥1} with
xAn (0) = −n− b(p− q)(t− Ct1/2)c forn ≥ 1, (26)
and let (ηBt )t≥0 be the ASEP started from η
B
0 = 1Z − 1{HBn (0),n≥1} with
HBn (0) = n+ b(p− q)(t− Ct1/2)c forn ≥ 1. (27)
Note that both (ηAt )t≥0 ,(η
B
t )t≥0 are ASEPs with shifted step initial data,
hence Theorem 4 applies to them. Furthermore, it is easy to see that under
the basic coupling, we always have xn(t) ≤ xAn (t), Hn(t) ≥ HBn (t), n ≥ 1.
3 Countable state space ASEPs
Here we collect the bounds of particle positions in countable state space
ASEPs that were obtained in [15]. Unlike in [15] however, these bounds are
not directly applicable. We amend them to include statements about the
rightmost hole in countable state space ASEPs. In Section 5, we will then
squeeze the second class particle in between the leftmost particle and the
rightmost hole of countable state space ASEPs.
We will need the following bound on the position of the leftmost particle
of η
−step(Z)
` .
Proposition 3.1 (Proposition 3.1 in [15]). Consider ASEP with reversed
step initial data x
−step(Z)
−n (0) = n+Z, n ≥ 0 and let δ > 0. Then there is a t0
such that for t > t0, R ∈ Z≥1 and constants C1, C2 (which depend on p) we
have
P
(
x
−step(Z)
0 (t) < Z −R
)
≤ C1e−C2R
P
(
inf
0≤`≤t
x
−step(Z)
0 (`) < Z − tδ
)
≤ C1e−C2tδ .
Recalling the state space (11), we note that there is a partial order on
ΩZ : We define
η′  η′′ ⇐⇒
∞∑
j=r
1− η′′(j) ≤
∞∑
j=r
1− η′(j) for all r ∈ Z. (28)
The following Lemma, taken from [15] and amended to contain a statement
about holes, will be used to bound the position of the leftmost particle and
the rightmost hole of ASEPs in ΩZ .
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Lemma 3.2 (Lemma 3.1 in [15]). Let η′, η′′ ∈ ΩZ and consider the basic
coupling of two ASEPs (η′`)`≥0, (η
′′
` )`≥0 started from η
′
0 = η
′, η′′0 = η
′′. For
s ≥ 0, denote by x′0(s), x′′0(s) the position of the leftmost particle of η′s, η′′s ,
and by H ′0(s), H
′′
0 (s) the position of the rightmost hole of η
′
s, η
′′
s . Then, if
η′  η′′, we have x′0(s) ≤ x′′0(s) and H ′0(s) ≥ H ′′0 (s).
Finally, we will use the following proposition, which bounds the position
of the leftmost particle/rightmost hole in a certain countable state space
ASEP. Using the results on mixing times of [2], we know the leading order
of the time it takes this ASEP to reach the reversed step initial data and
once ASEP has hit the reversed step initial data, we can use Proposition 3.1
to bound the position of the leftmost particle/rightmost hole in ASEP. This
leads to the following.
Proposition 3.3 (Proposition 3.3 in [15]). Let a, b,N ∈ Z and a ≤ b ≤ N.
Consider the ASEP (ηa,b,N` )`≥0 with initial data
ΩN−b+a 3 ηa,b,N0 = 1{a,...,b} + 1Z≥N+1 (29)
and denote by xa,b,N0 (s) the position of the leftmost particle of η
a,b,N
s . Let
M = max{b − a + 1, N − b} and ε > 0. Then there are constants C1, C2
(depending on p) and a constant K (depending on p, ε) so that for s > KM
and R ∈ Z≥1
P
(
xa,b,N0 (s) < N − b+ a−R
)
≤ εM + C1e
−C2R.
Likewise, denoting by Ha,b,N0 (s) the position of the rightmost hole of η
a,b,N
s ,
we have
P
(
Ha,b,N0 (s) > N − b+ a+R
)
≤ εM + C1e
−C2R.
We note that after [2], the paper [12] proved the cutoff phenomenon for
ASEP/biased card shuffling, and in particular obtained the exact asymptotics
for the mixing time. However, the results of [2] are sufficient for our purposes.
4 Limit laws for H,P and H − P: Proof of
Theorem 3
We start by computing the limit law for H,P . The main step in the proof is
to show that we may replace xn, Hn by x
A
n , H
B
n from Section 2.
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Proposition 4.1. Let H,P be defined as in (19). We have for L ∈ Z≥1
lim
t→∞
P(H = L) = lim
t→∞
P(P = L) = FL,p(C)− FL+1,p(C)
lim
t→∞
P(H < 0) = lim
t→∞
P(P < 0) = 0
lim
t→∞
P(H = 0) = lim
t→∞
P(P = 0) = 1− F1,p(C).
Proof. Throughout the proof, we assume that all appearing ASEPs are cou-
pled through the basic coupling. First we consider L ≥ 1. Let us deal with
P first. Recall the ASEP (26), and define
PA = sup{i ∈ Z|xAi (t− tχ) > −tχ
′}. (30)
We have that
{PA = L} = {xAL(t− tχ) > −tχ
′} ∩ {xAL+1(t− tχ) ≤ −tχ
′}
{P = L} = {xL(t− tχ) > −tχ′} ∩ {xL+1(t− tχ) ≤ −tχ′}.
Since xAL+1(t− tχ) < xAL(t− tχ) it follows that
lim
t→∞
P(PA = L) = lim
t→∞
P(xAL(t− tχ) > −tχ
′
)− P(xAL+1(t− tχ) > −tχ
′
),
and as χ < χ′ < 1/2 we can conclude from Theorem 4 that
lim
t→∞
P(PA = L) = FL,p(C)− FL+1,p(C).
Thus to finish the proof, we may show that
lim
t→∞
P({PA = L} \ {P = L}) + P({P = L} \ {PA = L}) = 0. (31)
Since xAi (t− tχ) ≥ xi(t− tχ) for all i ≥ 1, we have that
{xL(t− tχ) > −tχ′} ⊆ {xAL(t− tχ) > −tχ
′}
{xAL(t− tχ) ≤ −tχ
′} ⊆ {xL(t− tχ) ≤ −tχ′}.
(32)
Because of (32), in order to show (31), it suffices to show
lim
t→∞
P({xAL(t− tχ) > −tχ
′} \ {xL(t− tχ) > −tχ′}) = 0
lim
t→∞
P({xL+1(t− tχ) ≤ −tχ′} \ {xAL+1(t− tχ) ≤ −tχ
′}) = 0. (33)
Now both statements of (33) follow from showing
lim
t→∞
P({xAi (t− tχ) 6= xi(t− tχ)} ∩ {xi(t− tχ) ≤ −tχ
′}) = 0
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for arbitrary i ∈ Z≥1. Define the random times
τi = inf{`|xAi (`) 6= xi(`)}.
Then it suffices to show
lim
t→∞
P({τi ≤ t− tχ)} ∩ {xi(t− tχ) ≤ −tχ′}) = 0. (34)
Now it follows immediately from the bound (56) of [15], that in fact for any
δ > 0 we have
lim
t→∞
P({τi ≤ t− tχ)} ∩ {xi(t− tχ) ≤ −(i+ 1)tδ/2}) = 0. (35)
The only inessential difference between the bound (56) of [15] and (35) is that
in [15], we look at time t (rather than t− tχ) and the ASEP η1 is considered
(i.e. the second class particle is replaced by a particle). Since (35) implies
(33) which implies (31), we conclude
lim
t→∞
P(P = L) = FL,p(C)− FL+1,p(C).
Next we treat P(P < 0). Note that we may bound
P(P < 0) ≤ P(x0(t− tχ) ≤ −tχ′) ≤ P(x−step(1)0 (t− tχ) ≤ −tχ
′
),
so we obtain from Proposition 3.1 that limt→∞ P(P < 0) = 0.
Finally, to treat L = 0, note that because limt→∞ P(x0(t−tχ) > −tχ′) = 1,
we get
lim
t→∞
P(P = 0) = lim
t→∞
P(x0(t−tχ) > −tχ′)−P(x1(t−tχ) > −tχ′) = 1−F1,p(C),
(36)
where we used that we may replace x1(t− tχ) by xA1 (t− tχ) in (36) because
of (35).
The statements for H can be proven similarly : One introduces
HB = sup{i ∈ Z|HBi (t− tχ) < tχ
′}, (37)
and uses the particle-hole duality.
A corollary, we can show that −H,−P converge to FGUE in a double limit
under KPZ scaling.
Corollary 1. Let C = C(M) be as in (6) and let s ∈ R. Then
lim
M→∞
lim
t→∞
P
(H−M
M1/3
≤ s
)
= lim
M→∞
lim
t→∞
P
(P −M
M1/3
≤ s
)
= 1− FGUE(−s).
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Proof. By Proposition 4.1, it suffices to consider H and we have that
lim
t→∞
P
(H−M
M1/3
≤ s
)
= 1− FbM+M1/3sc+1,p(C(M)). (38)
Upon setting M˜ = bM +M1/3sc+ 1 we get that
C(M) =
2
√
M˜ − sM˜−1/6√
p− q + o(M˜
−1/6).
The statement follows now from Proposition 2.2.
Finally, we show that H,P are independent asymptotically. The first
step in the proof is again to replace xn, Hn by x
A
n , H
B
n and then apply slow
decorrelation to the xAn to make sure that x
A
n and H
B
n stay in disjoint space-
time regions, hence they are asymptotically independent.
Proposition 4.2. We have for R,L ∈ Z
lim
t→∞
P ({H = R} ∩ {P = L}) = lim
t→∞
P(H = R)P(P = L).
Proof. We assume that all appearing ASEPs are coupled via the basic cou-
pling. We may assume R,L ≥ 0 because otherwise the statement is trivial
due to Proposition 4.1. Recall HB from (37) and PA from (30). Then it
follows from (31) and the analogous statement for H,HB that
lim
t→∞
P ({H = R} ∩ {P = L}) = lim
t→∞
P
({HB = R} ∩ {PA = L}) .
For brevity, let us define
A1,L = {xAL(t− tχ) > −tχ
′},
A2,L = {xAL+1(t− tχ) ≤ −tχ
′}.
Let κ ∈ (1/2, 1) and define the events
A3,L = {xAL(t− tχ − tκ) + (p− q)tκ > −tχ
′},
A4,L = {xAL+1(t− tχ − tκ) + (p− q)tκ ≤ −tχ
′},
IL = A3,L ∩ A4,L.
We will prove
lim
t→∞
P({PA = L} \ IL) + P(IL \ {PA = L}) = 0. (39)
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To prove (39), it suffices to show
lim
t→∞
P(A1,L\A3,L)+P(A3,L\A1,L)+P(A2,L\A4,L)+P(A4,L\A2,L) = 0. (40)
By the slow-decorrelation statement (Proposition 4.2 in [15] with t =
t− tχ) we have that for ε > 0
lim
t→∞
P(|xAL(t− tχ − tκ) + (p− q)tκ − xAL(t− tχ)| ≥ εt1/2) = 0. (41)
Now, using (41), we have for any ε > 0
lim
t→∞
P(A1,L \ A3,L) ≤ lim
t→∞
P(xAL(t− tχ − tκ) + (p− q)tκ ∈ [−tχ
′ − εt1/2,−tχ′ ])
= FL,p(C + ε)− FL,p(C).
Sending ε→ 0 shows the desired convergence to zero. The other three limits
in (40) are completely analogous.
We have thus shown that
lim
t→∞
P ({H = R} ∩ {P = L}) = lim
t→∞
P
({HB = R} ∩ IL) . (42)
The final step is to construct random variables
H˜BR (t− tχ), H˜BR+1(t− tχ), x˜AL(t− tχ − tκ), x˜AL+1(t− tχ − tκ) (43)
such that H˜BR (t−tχ), H˜BR+1(t−tχ) are independent from x˜AL(t−tχ−tκ), x˜AL+1(t−
tχ − tκ) and having a tilde or not makes no difference asymptotically :
lim
t→∞
P(H˜BR (t− tχ) 6= HBR (t− tχ)) + P(H˜BR+1(t− tχ) 6= HBR+1(t− tχ)) = 0
lim
t→∞
P(x˜BL (t− tχ − tκ) 6= xBL (t− tχ − tκ)) = 0
lim
t→∞
P(x˜BL+1(t− tχ − tκ) 6= xBL+1(t− tχ − tκ)) = 0.
(44)
The construction of the random variables (43) is based on the observation
that HBR (t − tχ), HBR+1(t − tχ) and xAL(t − tχ − tκ), xAL+1(t − tχ − tκ) stay
in disjoint, deterministic space time-regions with probability going to one.
Their construction is done in detail between formulas (41) and (42) of [15],
the proof of (44) is (42) in [15], (with the inessential difference that in [15],
we have t instead of t− tχ). Define
A˜3,L = {x˜AL(t− tχ − tκ) + (p− q)tκ > −tχ
′},
A˜4,L = {x˜AL+1(t− tχ − tκ) + (p− q)tκ ≤ −tχ
′},
I˜L = A˜3,L ∩ A˜4,L,
J˜R = {H˜BR (t− tχ) < tχ
′} ∩ {H˜BR+1(t− tχ) ≥ tχ
′}.
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We can thus conclude by computing
lim
t→∞
P
({HB = R} ∩ IL) = lim
t→∞
P
(
J˜R ∩ I˜L
)
= lim
t→∞
P(J˜R)P(I˜L)
= lim
t→∞
P(H = R)P(P = L),
where for the last identity we first used (44) -thus removing the˜ -, then (39)
-thus replacing xAL(t − tχ − tκ) + (p − q)tκ by xAL(t − tχ) - and finally (31)2
-thus replacing HB,PA by H,P . By (42), this finishes the proof.
Proof of Theorem 3. It follows from Proposition 4.1 and 4.2 that the pair(H−M
M1/3
, P−M
M1/3
)
converges, as t → ∞, in distribution to the product measure
µM ⊗ µM on M−1/3Z≥−M × Z≥−M given by µM({M−1/3i}) = FM+i,p(C) −
FM+i+1,p(C) with F0,p(C) := 1. By Corollary 1, for C = C(M), µ
M ⊗ µM
converges, as M →∞, in distribution to the product measure µ−GUE⊗µ−GUE
on R2 with µ−GUE((−∞, ξ]) := 1 − FGUE(−ξ) for ξ ∈ R. This implies the
result by the continuous mapping theorem.
5 Proof of Theorem 2: |X(t)−H+P|M−ε goes
to zero
Let us start by recalling that with L,R ∈ Z
{H = R} = {HR(t− tχ) < tχ′} ∩ {HR+1(t− tχ) ≥ tχ′}
{P = L} = {xL(t− tχ) > −tχ′} ∩ {xL+1(t− tχ) ≤ −tχ′}.
We define for δ ∈ (0, χ) the events
BL = {xL(t− tχ) > −tδ} ∩ {xL+1(t− tχ) ≤ −tχ′}
DR = {HR(t− tχ) < tδ} ∩ {HR+1(t− tχ) ≥ tχ′}.
Since δ < χ < χ′, clearly we have
BL ⊆ {P = L} DR ⊆ {H = R}. (45)
The strategy of the proof of Theorem 2 is as follows (see Figure 2 for an
illustration): We partition the probability space according to⋃
L,R∈Z
{H = R} ∩ {P = L}.
2and the analogue of (31) for H,HB
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X(`)xL(`)xL+1(`) HR(`) tδ−tδ tχ′−tχ′ HR+1(`)
Figure 2: The particle configuration η` at time ` = t − tχ on the event
BL∩DR∩{|X(`)| ≤ tδ}: The second class particle is gray, first class particles
are black, holes are white. The hole HR, particle xL and the second class
particle lie in {−tδ, . . . , tδ}. All particles and holes xL+n, HR+n, n ≥ 1, lie
outside {−tχ′ , . . . , tχ′}. Since χ′ > χ, the holes/particles xL+n, HR+n, n ≥ 1,
will not interact with the second class particle during [t − tχ, t] as they are
too far away from it. Consequently, we may replace all particles xL+n, n ≥ 1,
by holes and all holes HR+n, n ≥ 1, by particles. Since δ < χ, the second
class particle in the new configuration has enough time during [t − tχ, t] to
be, at time t, close to its equilibrium position R− L+ o(M ε).
It actually suffices to consider L,R ∈ {0, . . . , 2M}. We first show in Proposi-
tion 5.1, that we may replace {H = R}∩{P = L} by BL∩DR. On BL∩DR,
we then show that all the particles and holes xL+n, HR+n, n ≥ 1 are irrelevant
asymptotically. Hence we may replace X(t) by a second class particle X˜(t)
which lives in an ASEP on ΩR−L. This statement appears as Proposition
5.3. Finally, in Proposition 5.4, we show that X(t) is exponentially unlikely
to be far away from R− L because this is true for X˜(t) .
We start by replacing {H = R} ∩ {P = L} by BL ∩DR in the following
proposition.
Proposition 5.1. We have
lim
M→∞
lim
t→∞
P (|X(t)−H + P| > M ε)
= lim
M→∞
lim
t→∞
∑
L,R∈{0,...,2M}
P ({|X(t)−R + L| ≥M ε} ∩BL ∩DR) .
Proof. We first note that
lim
M→∞
lim
t→∞
P (|X(t)−H + P| > M ε)
= lim
M→∞
lim
t→∞
∑
L,R∈Z
P ({|X(t)−R + L| ≥M ε} ∩ {H = R} ∩ {P = L})
= lim
M→∞
lim
t→∞
∑
L,R∈{0,...,2M}
P ({|X(t)−R + L| ≥M ε} ∩ {H = R} ∩ {P = L}) .
(46)
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Here, for the identity (46) we used that by Proposition 4.1,
lim
t→∞
P(H < 0) = lim
t→∞
P(P < 0) = 0
and that by Corollary 1
lim
M→∞
lim
t→∞
P(H > 2M) = lim
M→∞
lim
t→∞
P(P > 2M) = 0.
Next define the events
BAL = {xAL(t− tχ) > −tδ} ∩ {xAL+1(t− tχ) ≤ −tχ
′}
DBR = {HBR (t− tχ) < tδ} ∩ {HBR+1(t− tχ) ≥ tχ
′}.
It follows easily from (31) and (35) that
lim
t→∞
P({P = L} \BL) = lim
t→∞
P({PA = L} \BAL )
from which we deduce using Theorem 4
lim
t→∞
P({P = L} \BL) ≤ lim
t→∞
P(xAL(t− tχ) ∈ [−tχ
′
,−tδ]) = 0. (47)
Likewise, we obtain
lim
t→∞
P({H = R} \DR) = 0.
The inclusions (45) thus imply that
lim
t→∞
∑
L,R∈{0,...,2M}
P ({|X(t)−R + L| ≥M ε} ∩ {H = R} ∩ {P = L})
= lim
t→∞
∑
L,R∈{0,...,2M}
P ({|X(t)−R + L| ≥M ε} ∩BL ∩DR) .
In order to be able to replace X(t) by the second class particle X˜(t)
defined in (54) below, we need to know that X(t− tχ) is not far away from
the origin.
Proposition 5.2. We have that for any 0 < δ < χ < 1/2
lim
t→∞
P(|X(t− tχ)| > tδ) = 0.
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Proof. We start by showing
lim
t→∞
P(X(t− tχ) < −tδ) = 0. (48)
Define for all s ≥ 0 a Z−valued random variable X P (s) via
X P (s) = R ⇐⇒ x1R(s) = X(s), R ∈ Z.
This means, X P (s) is the label of the particle in η1 (defined in (21)) that is
at position X(s). We will show separately
lim
t→∞
P({X P (t− tχ) ≤ 0} ∩ {X(t− tχ) < −tδ}) = 0 (49)
lim
t→∞
P({X P (t− tχ) ∈ {1, . . . , btδ/4c}} ∩ {X(t− tχ) < −tδ}) = 0 (50)
lim
t→∞
P({X P (t− tχ) ≥ tδ/4} ∩ {X(t− tχ) < −tδ}) = 0. (51)
For (49), we have that
lim
t→∞
P({X P (t− tχ) ≤ 0} ∩ {X(t− tχ) < −tδ})
≤ lim
t→∞
P(x−step0 (t− tχ) < −tδ) = 0.
To see (50), define T0 = 0 and for i ∈ Z≥0
Ti+1 = inf{`|` ≥ Ti, x1i+1(`) = x1i (`)− 1}
and define the event
ERs = {T0 < T1 < · · · < TR ≤ s}.
Now if X P (·) makes a jump from i to i + 1 at time T˜i, (i.e. X P (T˜ −i ) =
i,X P (T˜i) = i + 1), then necessarily x1i+1(T˜i) = x1i (T˜i) − 1. From this and
X P (0) = 0 we derive for R ∈ Z≥1 that
{X P (s) = R} ⊆ ERs .
With a proof that is a trivial adaption of the proof of (56) in [15], we obtain
P(ERt−tχ ∩ {x1R(t− tχ) ≤ −(R + 1)tδ/2}) ≤ (R + 1)C1e−C2t
δ/2
. (52)
Consequently, we may bound∑
R∈{1,...,btδ/4c}
P({X P (t− tχ) = R} ∩ {X(t− tχ) < −tδ})
≤
∑
R∈{1,...,btδ/4c}
P(ERt−tχ ∩ {x1R(t− tχ) ≤ −(R + 1)tδ/2})
≤ C1e−C2tδ/2(tδ/4 + 1)tδ/4/2→t→∞ 0,
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proving (50).
Finally, to prove (51), we note for R ≥ 1
{X P (s) ≥ R} ⊆ {X P (`) = R, for an ` ∈ [0, s]} ⊆ ERs .
Thus we have
P({X P (t− tχ) ≥ tδ/4} ∩ {X(t− tχ) < −tδ})
≤ P(E tδ/4t−tχ) ≤ P(E t
δ/4
t−tχ ∩ {x1tδ/4(t− tχ) < −tδ}) + P(x1tδ/4(t− tχ) ≥ −tδ).
Now it follows from (52) that
lim
t→∞
P(E tδ/4t−tχ ∩ {x1tδ/4(t− tχ) < −tδ}) = 0.
Furthermore, we have for any L ≥ 1 fixed that
lim
t→∞
P(x1tδ/4(t− tχ) ≥ −tδ) ≤ limt→∞P(x
1
L(t− tχ) ≥ −tδ) = FL,p(C).
Since limL→∞ FL,p(C) = 0, we have thus proven (51) and hence (48).
Finally, to show
lim
t→∞
P(X(t− tχ) > tδ) = 0,
we proceed in a very similar way: We define for all s ≥ 0 a Z−valued random
variable XH(s) via
XH(s) = R ⇐⇒ H2R(s) = X(s), R ∈ Z
and consider three different cases as in (49), (50),(51).
For brevity, let us write in the following
F δL,R = BL ∩DR ∩ {|X(t− tχ)| ≤ tδ}. (53)
Furthermore, define
η˜t−tχ(j) = 1{|j|≤tδ}ηt−tχ(j) + 1{j>tδ}.
Let (η˜`), ` ≥ t − tχ) be the ASEP starting at time t − tχ from η˜t−tχ and
coupled with (η`, ` ≥ 0) via the basic coupling. On the very likely event
{|X(t − tχ)| ≤ tδ}, η˜t−tχ has a second class particle at position X(t − tχ).
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We will denote by X˜(`) the position of the second class particle of η˜` for
` ∈ [t− tχ, t]. If we denote G2 = {j ∈ Z|η˜t−tχ(j) = 1}, let us write
η˜1t−tχ(j) = min{η˜t−tχ(j), 1} η˜2t−tχ(j) = 1G2 η˜t−tχ(j)
(recall that the occupation variable for the second class particle is 2). This
simply means that in η˜1t−tχ , the second class particle is replaced by a first class
particle, whereas in η˜2t−tχ , the second class particle is replaced by a hole. If
{|X(t − tχ)| ≤ tδ} holds, η˜1t−tχ(j) = η˜2t−tχ(j) = η˜t−tχ(j) for all j except
j = X(t− tχ).We can then define using the basic coupling (see Section 1.4)
X˜(t) :=
∑
j∈Z
j1{η˜1t (j) 6=η˜2t (j)}. (54)
Proposition 5.3. We have
lim
t→∞
P(F δL,R ∩ {X(t) 6= X˜(t)}) = 0. (55)
Proof. Note that
F δL,R ⊆ {η˜t−tχ(j) = ηt−tχ(j), for |j| ≤ tχ
′
/2}, (56)
in fact we could replace tχ
′
/2 by tχ
′
in (56).
We will show that on F δL,R, it is very unlikely that (η˜`, ` ∈ [t − tχ, t]),
or (η`, ` ∈ [t − tχ, t]) have a jump that involves the sites ±tχ′/2. This is
so because for a jump to happen at ±tχ′/2, a particle or a hole would have
travel a distance of at least ±tχ′/2− tδ during [t− tχ, t] which is very unlikely
because tχ
′
/2 tχ and particles/holes have bounded speed. See also Figure
2.
Consequently, X(t), X˜(t) do not depend on what happens outside {j :
|j| ≤ tχ′/2} during [t− tχ, t]. But since X(t− tχ) = X˜(t− tχ) and η˜t−tχ , ηt−tχ
agree on {j : |j| ≤ tχ′/2} by (56), this implies X(t) = X˜(t).
We now make this argument precise. We can formalize the event that
η, η˜ have no jump involving the sites ±tχ′/2 as
E˜t = { for all ` ∈ [t− tχ, t] and i ∈ {1, 2}, η˜`((−1)itχ′/2) = η˜t−tχ((−1)itχ′/2)}
Et = { for all ` ∈ [t− tχ, t] and i ∈ {1, 2}, η`((−1)itχ′/2) = ηt−tχ((−1)itχ′/2)}.
We wish to show
lim
t→∞
P(F δL,R ∩ Ect ) + P(F δL,R ∩ E˜ct ) = 0. (57)
23
Let us show
lim
t→∞
P(F δL,R ∩ { for a ` ∈ [t− tχ, t], η`(−tχ
′
/2) 6= ηt−tχ(−tχ′/2)}) = 0. (58)
To see this, note
F δL,R ⊆ {xL+1(t− tχ) ≤ −tχ
′} ∩ {xL(t− tχ) ≥ −tδ} ∩ {X(t− tχ) ≥ −tδ}.
So for the event
F δL,R ∩ { for a ` ∈ [t− tχ, t], η`(−tχ
′
/2) 6= ηt−tχ(−tχ′/2)}
to hold, xL+1 or xL or the second class particles would have to make t
χ′/2−tδ
jumps during [t − tχ, t]. The number of jumps made by xL+1, xL and the
second class particle can be (crudely) bounded by a rate 2 Poisson process.
Since χ′ > χ, we thus see that (58) holds. To finish the proof of (57), we
have to show (58) with η replaced by η˜ and/or −tχ′/2 replaced by tχ′/2. The
required argument for this being identical, we omit this.
Finally, using (56), we obtain
F δL,R ∩ E˜t ∩ Et ⊆ {η˜t(j) = ηt(j), for |j| ≤ tχ
′
/2},
in particular, X(t) = X˜(t) if F δL,R ∩ E˜t ∩Et holds. Hence, using (57), we may
conclude
lim
t→∞
P(F δL,R ∩ {X(t) 6= X˜(t)})
= lim
t→∞
P(F δL,R ∩ E˜t ∩ Et ∩ {X(t) 6= X˜(t)}) = 0.
Finally, we will squeeze X˜(t) in between the leftmost particle and the
right most hole of countable state space ASEPs, which we can control using
Proposition 3.3.
Proposition 5.4. There are constants C1, C2 > 0 such that we have
lim
t→∞
∑
L,R∈{0,...,2M}
P ({|X(t)−R + L| ≥M ε} ∩BL ∩DR) ≤ C1e−C2Mε .
Proof. We first note that using Propositions 5.2 and 5.3 that
lim
t→∞
∑
L,R∈{0,...,2M}
P ({|X(t)−R + L| ≥M ε} ∩BL ∩DR)
= lim
t→∞
∑
L,R∈{0,...,2M}
P
(
{|X˜(t)−R + L| ≥M ε} ∩ F δL,R
)
.
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The main goal of the proof are the bounds (62), which squeeze X˜(t) in
between a particle and a hole of countable state space ASEPs.
Counting yields
F δL,R ⊆ {η˜1t−tχ ∈ ΩR−L−1, η˜2t−tχ ∈ ΩR−L}. (59)
Furthermore, by construction the configurations η˜1t−tχ , η˜
2
t−tχ have their
leftmost particle to the right of −tδ, and their rightmost hole to the left of
tδ. Consequently, defining
η¯1 = 1{−tδ,...,L−R} + 1{j>tδ} η¯
2 = 1{−tδ,...,L−R−1} + 1{j>tδ}
we have - recalling the partial order (28) -
F δL,R ⊆ {η¯1  η˜1t−tχ , η¯2  η˜2t−tχ}. (60)
Start now at time t− tχ two ASEPs from η¯1t−tχ := η¯1, η¯2t−tχ := η¯2. Let H¯20 (t)
resp. H˜20 (t) be the positions of the rightmost hole of η¯
2
t resp. η˜
2
t and let x¯
1
0(t)
resp. x˜10(t) be the positions of the leftmost particle of η¯
1
t resp. η˜
1
t .
Now the site X˜(t) is always occupied by a particle from η˜1t and a hole
from η˜2t : η˜
1
t (X˜(t)) = 1, η˜
2
t (X˜(t)) = 0. Because of this, we get the bounds
F δL,R ⊆ {x˜10(t) ≤ X˜(t) ≤ H˜20 (t)}. (61)
But now we can apply Lemma 3.2 to (60), which together with (61) yields
F δL,R ⊆ {x¯10(t) ≤ X˜(t) ≤ H¯20 (t)}. (62)
To control x¯10(t), H¯
2
0 (t), we can now use Proposition 3.3: We set a = −tδ, b =
L− R (resp. b = L− R − 1), N = tδ and ε = 1 and note tχ > KM for any
constant K and t large enough (recall M = max{N − b, b− a + 1}). Then,
Proposition 3.3 yields
lim
t→∞
P(H¯20 (t)−R + L > M ε) ≤ C1e−C2M
ε
lim
t→∞
P(x¯10(t)−R + L < −M ε) ≤ C1e−C2M
ε
.
Furthermore, note that by construction, x¯10(t), H¯
2
0 (t) are independent of F δL,R.
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We conclude that
lim
t→∞
∑
L,R∈{0,...,2M}
P
(
{X˜(t)−R + L ≥M ε} ∩ F δL,R
)
≤ lim
t→∞
∑
L,R∈{0,...,2M}
P
({H¯20 (t)−R + L ≥M ε} ∩ F δL,R)
= lim
t→∞
∑
L,R∈{0,...,2M}
P
({H¯20 (t)−R + L ≥M ε})P(F δL,R)
≤ lim
t→∞
∑
L,R∈{0,...,2M}
C1e
−C2MεP({P = L} ∩ {H = R})
≤ C1e−C2Mε .
Likewise, we have that
lim
t→∞
∑
L,R∈{0,...,2M}
P
(
{X˜(t)−R + L ≤ −M ε} ∩ F δL,R
)
≤ lim
t→∞
∑
L,R∈{0,...,2M}
P
({x¯10(t)−R + L ≤ −M ε} ∩ F δL,R)
≤ C1e−C2Mε .
This finishes the proof.
Proof of Theorem 2. Using Propositions 5.1 and 5.4 we obtain
lim
M→∞
lim
t→∞
P (|X(t)−H + P| > M ε)
= lim
M→∞
lim
t→∞
∑
L,R∈{0,...,2M}
P ({|X(t)−R + L| ≥M ε} ∩BL ∩DR) = 0.
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