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ABSTRAK 
Analisis trend merupakan suatu masalah yang penting untuk memproyeksikan 
kecenderungan nilai variabel pada periode waktu mendatang. Umumnya nilai rata-rata digunakan 
untuk mendeteksi trend pada suatu himpunan data dengan distribusi berbentuk simetris. Namun, 
analisis trend  melalui nilai rata-rata tidak tepat digunakan pada data dengan bentuk distribusi tidak 
simetris. Dalam tugas akhir ini digunakan Uji Mann-Kendall untuk mengukur perubahan trend  
tanpa peubah prediktor dan Regresi Kuantil dengan peubah prediktor. Estimasi parameter 
menggunakan metode interior-point. Aplikasi analisis trend  menggunakan data curah hujan 
harian dan suhu maksimum harian di kota Makassar pada tahun 1984-2014 periode 1984-1994, 
1994-2004, dan 2004-2014 menunjukkan bahwa regresi kuantil menghasilkan analisis trend yang 
konsisten pada nilai 𝜏 = 0.75, 0.85, dan 0.95. 
Kata Kunci: Trend, Uji Mann-Kendall, Regresi Kuantil, Metode Interior-Point, Curah Hujan. 
 
1. PENDAHULUAN 
Analisis trend adalah suatu analisis yang menggambarkan atau menunjukkan perubahan 
rata-rata suatu variabel tertentu dari waktu ke waktu. Besar kecilnya perubahan tergantung dari 
faktor-faktor yang mempengaruhinya dan rangkaian waktu (time series) dari variabel tertentu. 
Perubahan rata-rata suatu variabel yang mengalami kecenderungan penurunan nilai disebut trend 
negatif, sebaliknya bila perubahan rata-rata suatu variabel yang mengalami peningkatan nilai 
disebut trend positif.  
Analisis trend digunakan untuk memproyeksikan nilai suatu variabel pada saat tertentu. 
Uji Mann-Kendall sering digunakan untuk uji parametrik yang digunakan untuk mendeteksi 
kemiringan kecenderungan (trend), ukuran sampel, level signifikan, koefisien variasi, dan tipe 
distribusi peluangnya. Kelebihan ini yang tidak dimiliki oleh uji statistik linier biasa (Subarna, 
2010). 
Untuk menguji trend menggunakan metode regresi linier cenderung sulit pada yang acak 
(random) dan relatif singkat periode pengamatannya. Salah satu pengembangan dari regresi linier 
adalah regresi kuantil. Regresi kuantil merupakan salah satu metode analisis regresi non-
parametrik. Data trend merupakan data musiman, sehingga datanya berbentuk tidak simetris. 
Metode regresi kuantil tepat digunakan untuk melihat trend pada data yang tidak simetris.  
Robi Muharsyah (2012) menggunakan regresi linear dan uji Mann-Kendall untuk mendeteksi 
trend. Rita Rahmawati (2011) menggunakan regresi kuantil membahas mengenai data suhu 
harian, dan mengatakan bahwa analisis regresi kuantil sangat berguna untuk data tidak simetris, 
tidak homogen (heteroskedasitas) ataupun tidak beraturan. Dari penelitian tersebut memberikan 
hasil yang cenderung sama namun metode Uji Mann-Kendall lebih akurat. Berdasarkan hal 
tersebut, penulis tertarik untuk membahas “Analisis Trend Menggunakan Regresi Kuantil dan 
Uji Mann-Kendall”.  
 
2. TINJAUAN PUSTAKA 
2. 1 Regresi Klasik 
Analisis regresi adalah kumpulan teknik statistika untuk memodelkan dan menyelidiki 
hubungan antara sebuah variabel terikat misalkan 𝑦 sebuah himpunan variabel bebas atau penjelas  
𝑋1, 𝑋2, 𝑋3, … , 𝑋𝑘. Secara umum model regresi linear dapat dimodelkan sebagai berikut:  
𝑦𝑖 = 𝛽0 +∑ 𝛽𝑗𝑥𝑖𝑗 + 𝜀𝑖
𝑘
𝑗=1
 
(2.1) 
Dengan 𝑦𝑖 adalah variabel tak bebas untuk pegamatan ke-i untuk 𝑖 = 1,2, … , 𝑛 dan  
𝛽0, 𝛽1, 𝛽2, … 𝛽𝑘 adalah parameter atau koefisien regresi, 𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑘 adalah variabel bebas atau 
predictor, dan 𝜀𝑖 = galat yang bersifat acak dan saling bebas yang menyebar normal (𝜀𝑖~𝑁(0, 𝜎
2)) 
serta 𝑖 = 1,2, … , 𝑛 (Djuraidah, 2011).  
 
2. 2 Regresi Non-Parametrik 
Statistik non-parametrik disebut juga statistik bebas sebaran. Statistik non-parametrik tidak 
mensyaratkan bentuk sebaran parameter populasi. Statistik non-parametrik dapat digunakan pada 
data yang memiliki sebaran normal atau tidak. Statistik non-parametrik biasanya digunakan untuk 
melakukan analisis pada data nominal atau ordinal. 
Dalam banyak hal, pengamatan yang akan dikaji tidak selalu memenuhi asumsi yang 
mendasari uji-uji parametrik sehingga sering kali dibutuhkan teknik inferensial dengan validitas 
yang tidak bergantung pada asumsi-asumsi. Dalam hal ini, teknik-teknik dalam regresi non-
parametrik memenuhi kebutuhan ini karena tetap valid walaupun tidak diperlukan pemenuhan 
asumsi kenormalan galat (Connover, 1980). 
 
2. 3 Regresi Kuantil 
Regresi kuantil pertama kali diperkenalkan oleh Roger Koenker dan Gilbert Basset pada 
tahun 1978. Regresi kuantil sangat berguna jika data tidak homogen atau yang biasa disebut 
dengan heteroskedasitas dan tidak berbentuk standar seperti tidak simetris atau tidak berdistribusi 
normal, terdapat ekor pada sebaran atau truncated distribution (Buhai, 2014). 
Kuantil dapat dioperasikan dengan penyusunan atau pengurutan sampel pengamatan 
sehingga lebih mudah menentukan letaknya dan dapat mendefinisikan kuantil melalui alternatif 
yang sederhana sebagai masalah optimasi. Sama seperti metode Ordinary Least Square (OLS) 
yang dapat mendefinisikan rata-rata sampel sebagai solusi untuk masalah me-minimumkan jumlah 
kuadrat error, regresi kuantil dapat mendefinisikan kuantil tertentu sebagai solusi untuk 
meminimumkan jumlah absolut error (Uthami, 2013). 
Misalkan Y adalah variabel acak degan fungsi distribusi 𝐹𝑌 dan 𝜏 merupakan konstanta 
dimana 0 < 𝜏 < 1. Kuantil ke- 𝜏 dari 𝐹𝑌  dari Y dinyatakan dalam 𝑞 merupakan solusi dari 
(Connover, 1980): 
Pr(𝑌 ≤ 𝑞) ≤ 𝜏  dan Pr(𝑌 > 𝑞) ≤ 1 − 𝜏  (2.1) 
Menurut Konker dan Basset pada tahun 1978 kuantil juga dapat dicari dengan menggunakan 
optimasi, yaitu dengan mendefinisikan fungsi loss:  
𝜌𝜏(𝑒) = 𝑒(𝜏 − 𝐼(𝑒 < 0))  
𝜌𝜏(𝑒) = {
𝑒(𝜏 − 1), 𝑒 < 0
𝑒𝜏           , 𝑒 ≥ 0
 
(2.2) 
dimana: 
𝜌𝜏(𝑒) : fungsi loss ke 𝜏 dari 𝑒 
𝑒  : 𝑒𝑟𝑟𝑜𝑟 dalam hal ini adalah (𝑦𝑖 − 𝑥𝛽𝜏) 
𝜏  : konstanta 0 < 𝜏 < 1 
𝐼(𝑒 < 0) : fungsi indikator bernilai 1 untuk (𝑒 < 0) dan 0 untuk (𝑒 ≥ 0)  
Seperti dengan metode OLS yang meminimumkan jumlah kuadrat terkecil untuk mecari nilai 
dugaan bagi 𝛽, maka analisis regresi kuantil ke- 𝜏 dari 𝐹𝑌 dapat diperoleh dengan meminimumkan 
ekspektasi loss yaitu dengan mencari turunan ekspektasi loss terhadap  𝑞 : 
∫ (1 − 𝜏)
𝒒𝒚(𝝉)
−∞
 (−(𝑦 −  𝑞))𝑑𝐹𝑌(𝑦) + ∫ 𝜏
∞
𝒒𝒚(𝝉)
 (𝑦 −  𝑞)𝑑𝐹𝑌(𝑦) = 0 
(2.3) 
sehingga kuantil ke- 𝜏 adalah solusi dari 𝐹𝑌. (Koenker, 2005). 
Misalkan 𝑌 sebagai  suatu fungsi dari 𝑋 yang telah diketahui, yang memiliki peluang yaitu 
𝐹𝑌|𝑋(𝑦), maka kuantil ke- 𝜏 dari fungsi tersebut dapat dituliskan sebagai 𝑄𝑌|𝑋(𝜏) ≔ 𝐹𝑌|𝑋
−1 (𝜏). 
𝑄𝑌|𝑋(𝜏) ini merupakan suatu fungsi dari 𝑋 dan dapat diselesaikan berikut ini: 
min
𝑞
[𝜏 ∫ |𝑦 − 𝑞|𝑑𝐹𝑦(𝑦) + (1 − 𝜏) ∫|𝑦 − 𝑞|𝑑𝐹𝑦(𝑦)
𝑦<𝑞𝑦>𝑞
] (2.4) 
𝑄𝑌|𝑋(0,5) adalah median  dari 𝑌  atau sebagai suatu fungsi dari 𝑋 yang menunjukkan titik simetris 
dari 𝐹𝑌|𝑋; untuk nilai 𝜏 yang mendekati 0 atau 1, 𝑄𝑌|𝑋(𝜏) adalah menunjukkan ekor kiri atau kanan 
dari 𝐹𝑌|𝑋. Jika 𝑄𝑌|𝑋(𝜏) adalah fungsi linier 𝑿𝜷, dengan vektor parameter 𝛽 yang tidak diketahui, 
sehingga persamaan (2.6) akan menjadi: 
min
𝛽
[𝜏 ∫ |𝑦 − 𝑋𝛽|𝑑𝐹𝑌(𝑦) + (1 − 𝜏)∫ |𝑦 − 𝑋𝛽|𝑑𝐹𝑌(𝑦)
𝑦<𝑋𝛽𝑦>𝑋𝛽
] (2.5) 
Solusi dari persamaan (2.5) ini dinotasikan sebagai 𝛽0 dan kuantil 𝑌 (sebagai fungsi dari 𝑋) ke- 𝜏 
adalah 𝑄𝑌|𝑋(𝜏) = 𝑋𝛽0 (Kuan, 2007). 
Misalnya diberikan suatu data yaitu (𝑦𝑡, 𝑥𝑡 ), dimana untuk nilai 𝑡 = 1,2,3, . . . , 𝑛, dan 𝑥𝑡 
berukuran 𝑘 × 1, maka dapat diketahui suatu model linier dari persamaan analisis regresi kuantil 
sehingga dituliskan sebagai berikut: 
𝑦𝑡 = 𝑥𝑡 𝛽 + 𝜀𝑡 (2.6) 
Dengan 𝑄𝑌|𝑋(𝜏) = 𝑥𝑡 𝛽 adalah kuantil ke-𝜏 yang nilainya (0 < 𝜏 < 1) dari 𝑦 dengan suatu 
nilai dari 𝑥𝑡 tertentu. Suatu nilai estimasi terhadap 𝛽 dari regresi kuantil ke-𝜏 diperoleh dengan 
meminimumkan jumlah nilai mutlak dari error dengan pembobot 𝜏 untuk error positif dan 
pembobot (1 − 𝜏) untuk error negatif adalah sebagai berikut: 
?̂?(𝜏) = argmin
𝛽
{𝜏 ∑ |𝑦𝑡 − 𝑥𝑡 𝛽| + (1 − 𝜏) ∑ |𝑦𝑡 − 𝑥𝑡 𝛽|
𝑡:𝑦𝑡<𝑥𝑡𝑡:𝑦𝑡≥𝑥𝑡
} (2.7) 
atau 
?̂?(𝜏) = argmin
𝛽
∑ 𝜌𝜏(𝑒𝑖)
𝑛
𝑖=1
 (2.8) 
dengan: 
?̂?(𝜏)  : Estimator parameter 
𝜏 : Indeks kuantil dengan 𝜏 ∈ (0,1) 
𝜌𝜏(𝑒𝑖) : Loss Function 
Solusi dari persamaan (2.8) atau (2.9) tidak dapat diperoleh secara analitik, melainkan 
dikerjakan secara numerik, seperti metode simplex, metode interior point, atau metode smoothing. 
 
2. 4  Metode Interior Point  
Metode interior point adalah salah satu metode yang digunakan dalam menyelesaikan 
masalah program linier. Metode ini pertama kali ditemukan oleh Karmarkar pada tahun 1984 
(Hillier, 2004). Secara umum tahapan metode interior point dapat dituliskan sebagai berikut 
(Ayu , 2014): 
1. Menentukan nilai awal untuk masing-masing variabel yang merupakan titik dalam daerah 
layak (central path). 
2. Mencari prediksi arah pergerakan (predictor) 
3. Mencari step length predictor untuk menjamin kelayakan solusi 
4. Menghitung nilai 𝜇 sebagai centering parameter  
5. Mencari koreksi arah pergerakan (predictor-corrector step) 
6. Mencari step length corrector untuk menjamin kelayakan solusi 
7. Menguji solusi dengan menghitung nilai duality gap 
 
2. 5 Uji Mann-Kendal 
Teknik-teknik perdiksi data runtun waktu digunakan untuk menghitung perubahan sepanjang 
waktu dengan memeriksa pola-pola atau menggunakan informasi mengenai periode waktu 
sebelumnya untuk memperkirakan pola perilaku periode mendatang salah satunya dengan pola 
trend. Pola data trend adalah pola data yang terjadi jika terjadi kenaikan ataupu penurunan bertahap 
jangka panjang pada data (Sinta, 2014).  
Uji Mann-Kendall merupakan pendekatan non-parametrik yang telah banyak digunakan 
untuk mengidentifikasi trend dalam data runtun waktu (Muharsyah, 2012). Hipotesis dari uji 
Mann-Kendall adalah sebagai berikut: 
𝐻0: 𝑆 = 0 (data tidak mengandung trend) 
𝐻1: 𝑆 ≠ 0 (data mengandung trend) 
Diberikan data runtun waktu 𝑥1, 𝑥2, … , 𝑥𝑛 dengan 𝑛 adalah banyaknya data. Misalkan 
𝑥𝑖  𝑑𝑎𝑛 𝑥𝑗  adalah data pada waktu ke- 𝑖 dan ke- 𝑗 dengan 𝑖 < 𝑗. Statistik 𝑆 uji Mann-Kendall 
didefinisikan sebagai: 
𝑆 = ∑  
𝑛−1
𝑖=1
∑ 𝑠𝑖𝑔𝑛(
𝑛
𝑗=𝑖+1
𝑥𝑗 − 𝑥𝑖) 
dengan 
𝑠𝑖𝑔𝑛 (𝑥𝑖 − 𝑥𝑗) = {
+1, 𝑗𝑖𝑘𝑎 𝑥𝑗 − 𝑥𝑖 > 0
0, 𝑗𝑖𝑘𝑎 𝑥𝑗 − 𝑥𝑖 = 0
−1, 𝑗𝑖𝑘𝑎 𝑥𝑗 − 𝑥𝑖 < 0
 
Jika nilai 𝑆 > 0 maka terdapat kecenderungan naik, jika 𝑆 < 0 maka terdapat kecenderungan 
turun. Jika nilai 𝑆 = 0 maka tidak terdapat kecerendungan. Selanjutya dihitung nilai variansi dari 
𝑆 dengan: 
𝜎𝑆
2 =
1
18
(𝑛(𝑛 − 1)(2𝑛 + 5)) 
Dimana 𝑛 adalah banyaknya data. Nilai variansi selanjutnya digunakan untuk memperoleh 
nilai 𝑍ℎ𝑖𝑡𝑢𝑛𝑔 sebagai berikut: 
𝑍ℎ𝑖𝑡𝑢𝑛𝑔 =
{
 
 
 
 
𝑆 − 1
𝜎𝑆
, 𝑗𝑖𝑘𝑎 𝑆 > 0
0        , 𝑗𝑖𝑘𝑎 𝑆 = 0
𝑆 + 1
𝜎𝑆
, 𝑗𝑖𝑘𝑎 𝑆 < 0
 
Hipotesis yang digunakan dalam uji ini yaitu 𝐻0 berarti tidak terdapat trend dan 𝐻1 berarti 
terdapat trend. 𝐻0 ditolak jika |𝑍ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑍𝛼
2
 , dimana 𝐹𝑁 (𝑍𝛼
2
) = 𝛼/2 , 𝐹𝑁 adalah fungsi 
distribusi kumulatif normal standard dan 𝛼 adalah taraf sigifikansi untuk uji (Asri, 2015). 
 
2. 6 Perubahan Iklim 
Menurut Word Climate Conference iklim ialah Sintesis kejadian suatu cuaca selama pada 
kurun waktu yang lama atau panjang, yang secara statistik cukup bisa dipakai untuk bisa 
menunjukkan suatu nilai statistik yang berbeda dengan sebuah keadaan disetiap saatnya. Iklim 
ialah suatu keadaan rata-rata dari cuaca di suatu daerah dalam periode tertentu. Cuaca ialah suatu 
keadaan atmosfer selama periode waktu yang singkat. Cuaca bisa berubah dari jam ke jam, hari ke 
hari, bulan ke bulan atau bahkan tahun ke tahun. Suatu pola cuaca daerah, yang dilacak selama 
lebih dari 30 tahun, dianggap iklim. 
Dengan pengaruh letak iklim dan bujur inilah maka Provinsi Selatan merupakan daerah 
beriklim tropis dan memilki pola curah hujan munsonal, lokal dan equatorial. Tipe munsonal 
dipengaruhi oleh adanya angin Munson Barat dan Munson Timur, tipe equatorial  dipengaruhi 
oleh letaknya yang berada pada garis khatulistiwa dan tipe lokal dipengaruhi oleh letak topografi 
dan kondisi sekitar. 
 
3. METODOLOGI PENELITIAN 
3. 1 Jenis dan Sumber Data 
Data dalam penelitian ini merupakan hasil rekapitulasi perubahan iklim yang berupa data 
curah hujan harian dan suhu maksimum harian periode 1 Agustus 1984 sampai dengan 31 Juli 
2014 pada Kota Makassar, Provinsi Sulawesi Selatan. Pengolahan data dilakukan dengan 
menggunakan software RStudio. 
 
3. 2 Identifikasi Variabel 
Variabel yang digunakan dalam penelitian ini adalah sebagai berikut: 
𝑦 merupakan variabel terikat yaitu curah hujan harian (mm) 
𝑥1 merupakan variabel bebas yaitu suhu harian maksimum (°𝐶) 
 
3. 3 Metode Analisis Kerja 
Tahapan analisis data yang dilakukan dalam penelitian ini adalah sebagai berikut: 
1. Deskripsi Data 
2. Regresi Kuantil. 
a. Estimasi parameter regresi kuantil dengan menggunakan interior point, yang dikerjakan 
dengan metode numerik. 
?̂?(𝜏) = argmin
𝛽
{𝜏 ∑ |𝑦𝑡 − 𝑥𝑡 𝛽| + (1 − 𝜏) ∑ |𝑦𝑡 − 𝑥𝑡 𝛽|
𝑡:𝑦𝑡<𝑥𝑡𝑡:𝑦𝑡≥𝑥𝑡
} 
b. Analisis Trend 
Setelah mendapatkan estimasi parameter, dilakukan penentuan trend pada regresi kuantil 
dengan melihat koefisien 𝛽1 , jika koefisien 𝛽1 menunjukan hasil yang positif maka 
terdapat trend naik, sebaliknya jika koefisien 𝛽1 menunjukka hasil yang negatif maka 
terdapat trend turun. 
3. Uji Mann-Kendall. 
a. Penentuan trend dengan uji Mann-Kendall dengan melihat 𝑍ℎ𝑖𝑡𝑢𝑛𝑔 yang dihasilkan, jika 
|𝑍ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑍𝛼
2
 maka 𝐻0 ditolak dengan kata lain terdapat trend.  
b. Kemudian melihat nilai 𝑆 yang dihasilkan, jika nilai 𝑆 menunjukan hasil yang positif maka 
terdapat trend naik, sebaliknya jika koefisien 𝑆 menunjukkan hasil yang negatif maka 
terdapat trend turun. 
4. HASIL DAN PEMBAHASAN 
4. 1 Regresi Klasik dan Regresi Kuantil 
Studi kasus ini di ambil dari data curah hujan harian (𝑌) dan suhu harian maksimum (𝑋) 
menggunakan regresi klasik dan regresi kuantil pada 75 station yang terletak di Provinsi Sulawesi 
Selatan dapat dilihat pada Lampiran 1 dan hasil estimasi parameter slope (𝛽1) sebagai berikut: 
Tabel 4. 1 Selisih nilai slope Regresi Klasik dan Regresi Kuantil 
Stas. 
Regresi 
Klasik 
Regresi 
Kuantil 
50%  
Stas. 
Regresi 
Klasik 
Regresi 
Kuantil 
50%  
Stas. 
Regresi 
Klasik 
Regresi 
Kuantil 
50% 
1 -2.1707 -1.2683  26 -2.7071 -2.0922  51 -1.0597 -0.8683 
2 -2.9950 -2.2037  27 -2.9692 -2.0276  52 -0.7882 -0.3464 
3 -2.8345 -2.3170  28 -3.9371 -3.5250  53 -2.9860 -0.4425 
4 -2.3492 -2.1997  29 -2.8776 -2.1284  54 -7.0901 -2.1941 
5 -1.4974 -1.2757  30 -1.7045 -0.4349  55 -1.6925 -1.1251 
6 -0.9837 -0.4405  31 -1.4172 -0.0641  56 -1.2666 -0.9430 
7 -2.4125 -1.4674  32 -1.6604 -0.7826  57 -2.2925 -1.0376 
8 -2.8867 -1.9750  33 -2.2702 -1.8112  58 -2.8126 0.1784 
9 -2.9232 -2.1958  34 -2.6888 -1.0000  59 -4.6313 -0.2743 
10 -2.7601 -1.9845  35 -1.8730 -0.0118  60 -1.7072 -0.3333 
11 -2.1263 -1.3286  36 -0.6569 -0.1090  61 -1.3851 -0.7382 
12 -1.4184 -0.7827  37 -1.1683 -0.6983  62 -1.2161 -0.7356 
13 -1.3742 -0.4754  38 -1.5126 -0.6769  63 -2.6853 -0.6047 
14 -2.9874 -1.9333  39 -1.0765 -0.3080  64 -0.6052 0.0963 
15 -2.7305 -1.6558  40 -0.8803 -0.5480  65 -1.5642 -0.0719 
16 -1.2840 -0.1525  41 -0.8317 -0.3304  66 -1.3694 -0.0849 
17 -1.3092 -0.0392  42 -8.5632 -3.2786  67 -0.9810 0.0496 
18 -1.8594 -0.6235  43 -7.7721 -3.4595  68 -0.4466 0.2601 
19 -2.0232 -1.3428  44 -1.2679 -0.6888  69 0.3246 0.2794 
20 -2.1220 -1.5250  45 -1.1149 -0.8520  70 -0.0719 0.1771 
21 -3.6967 -2.8273  46 -0.7674 -0.4230  71 -1.3903 0.0000 
22 -2.6658 -1.6663  47 -0.6983 -0.0913  72 -1.1854 0.0000 
23 -0.7024 -0.0107  48 -5.4849 -0.6776  73 -0.8546 0.0188 
24 -3.0517 -0.7439  49 -7.2843 -2.4757  74 -0.9012 0.0130 
25 -3.6215 -2.6577  50 -1.4898 -0.9248  75 -0.3670 0.1071 
Sumber: Hasil olah data 
Dari Tabel 4.1 dapat dilihat bahwa nilai estimasi parameter pada slope (𝛽1) dari hasil regresi 
klasik untuk 75 station yang terdapat di Provinsi Sulawesi Selatan, menunjukkan bahwa nilai 
terbesar terdapat di station 69 dengan nilai 0.3246, selanjutnya terdapat di stasiun 70 dan 75 
dengan nilai −0.0719 dan −0.3670, sedangkan untuk nilai estimasi parameter terkecil slope (𝛽1) 
terdapat di station 42 dengan nilai −8.5632 kemudian selanjutnya terdapat di station 43 dan 49 
dengan nilai −7.7721 dan −7.2843. 
Dari Tabel 4.1 dapat dilihat bahwa nilai estimasi parameter pada slope (𝛽1) dari hasil 
regresi klasik untuk 75 stasiun yang terdapat di Provinsi Sulawesi Selatan, menunjukkan bahwa 
nilai terbesar terdapat di stasiun 69 dengan nilai 0.2794, kemudian selanjutnya terdapat di stasiun 
68 dan 58 dengan nilai 0.2601 dan 0.1784, sedangkan untuk nilai estimasi parameter terkecil 
slope (𝛽1) terdapat di stasiun 28 dengan nilai −3.5250 kemudian selanjutnya terdapat di stasiun 
43 dan 42 dengan nilai −3.4595 dan −3.2786.  
Dari Tabel 4.1 dapat dilihat bahwa nilai estimasi parameter regresi klasik memberikan hasil 
yang berbeda dengan analisis regresi kuantil sehingga analisis regresi klasik kurang tepat jika 
digunakan untuk mendeteksi trend pada data yang tidak simetris, tidak homogen 
(heteroskedasitas) ataupun tidak beraturan. 
 
4. 2 Regresi Kuantil 
Studi kasus ini di ambil dari data curah hujan harian dan suhu maksimum harian di Kota 
Makassar. Hasil estimasi parameter regresi kuantil dengan menggunakan metode interior point 
sebagai berikut: 
Tabel 4. 2 Hasil estimasi parameter regresi kuantil kota Makassar  
Tahun Kuantil 𝜷𝟎 𝜷𝟏 𝒑-𝒗𝒂𝒍𝒖𝒆 
1984-1994 
0.75 75.14816    -2.09501 0.00000 
0.85 88.24747    -2.39912 0.00000 
0.95 108.38366    -2.81293 0.00000 
1994-2004 
0.75 76.71680    -2.10587 0.00000 
0.85 90.48728    -2.39574 0.00000 
0.95 120.51340    -3.06105 0.00000 
2004-2014 
0.75 65.85620    -1.75858 0.00000 
0.85 76.69651    -1.95181 0.00000 
0.95 91.96343    -2.15920 0.00000 
Sumber: Hasil olah data 
Nilai estimasi parameter 𝛽1 berbanding terbalik dengan kuantil dalam hal ini semakin besar 
kuantil yang dipilih, maka nilai estimasi parameter 𝛽1 semakin menurun. Hasil estimasi 
menggunakan regresi kuantil menunjukkan bahwa terdapat trend turun pada kuantil 0.75, 0.85 dan 
0.95 pada tahun 1984 sampai dengan tahun 2014. Hal ini ditunjukkan pada hasil nilai estimasi 
paramter 𝛽1 yang bernilai negatif dan nilai p-value yang signifikan atau bernilai lebih kecil dari 
0.05 (𝑝-𝑣𝑎𝑙𝑢𝑒 < 0.05).  
 
4. 3 Uji Mann-Kendall 
Studi kasus ini di ambil dari data curah hujan harian dan suhu maksimum harian di Kota 
Makassar. Hasil uji Mann-Kendall sebagai berikut:   
Tabel 4. 3 Hasil uji Mann-Kendall kota Makassar 
Tahun Kuantil S Z-hit 𝒑-𝒗𝒂𝒍𝒖𝒆 
1984-1994 
0.75 -5467 -0.60 0.55126 
0.85 -2594 -0.60 0.54370 
0.95 55 0.10 0.94803 
1994-2004 
0.75 -18068 -2.00 0.04452 
0.85 -8982 -2.10 0.03202 
0.95 -967 -1.20 0.23592 
Tahun Kuantil S Z-hit 𝒑-𝒗𝒂𝒍𝒖𝒆 
2004-2014 0.75 1229 0.10 0.89385 
0.85 19022 4.40 0.00001 
0.95 1665 2.00 0.04460 
Sumber: Hasil olah data 
Dari hasil uji Mann-Kendall menunjukkan bahwa pada kuantil 75% pada tahun 1994-2004 
nilai |𝑍ℎ𝑖𝑡𝑢𝑛𝑔| = |−2,00| = 2 > 𝑍𝛼
2
= 1,96  dan nilai 𝑆 = −18068 yang bernilai negatif,  
sehingga hal ini menunjukkan bahwa terdapat trend turun pada tahun 1994-2004. 
Pada kuantil 85% pada tahun 1994-2004 nilai |𝑍ℎ𝑖𝑡𝑢𝑛𝑔| adalah 2,10 dimana nilai 𝑆 =
−8982 yang bernilai negatif, hal ini menunjukkan bahwa terdapat trend turun pada tahun 1994-
2004, sebaliknya pada tahun 2004-2014 nilai |𝑍ℎ𝑖𝑡𝑢𝑛𝑔| = 4,40 dan nilai 𝑆 = 19022 yang bernilai 
positif, sehingga hal ini menunjukkan bahwa terdapat trend naik pada tahun 2004-2014. 
Pada kuantil 95% pada tahun 2004-2014 nilai |𝑍ℎ𝑖𝑡𝑢𝑛𝑔| = 2,00 > 𝑍𝛼
2
= 1,96  dan nilai 
𝑆 = 1665 yang bernilai positif,  sehingga hal ini menunjukkan bahwa terdapat trend naik pada 
tahun 2004-2014. 
 
5. KESIMPULAN DAN SARAN 
5. 1 Kesimpulan 
Berdasarkan hasil dan pembahasan mengenai analisis trend dengan menggunakan Regresi 
Kuantil dan uji Mann-Kendall beserta aplikasinya pada data curah hujan harian dan suhu 
maksimum harian, maka dapat disimpulkan bahwa analisis trend pada tahun 1984 sampai dengan 
tahun 2014 menggunakan Regresi Kuantil didapatkan bahwa terdapat trend turun pada periode 
tersebut sedangkan dengan meggunakan Uji Mann-Kendall hanya terdapat trend turun pada 
periode 1994 sampai dengan 2004 dan untuk tahun 1984-1994 dan tahun 2004-2014 tidak terdapat 
trend. Kedua metode yang digunakan untuk mendeteksi trend yaitu dengan Regresi Kuantil dan 
uji Mann-Kendall memberikan hasil yang cenderung berbeda. Regresi Kuantil memberikan hasil 
yang lebih tepat dikarenakan regresi kuantil mempertimbangkan hal-hal yang mempengaruhi 
variabel yang akan diteliti dalam hal ini adalah curah hujan harian, khususnya untuk rentang waktu 
yang panjang. 
 
5. 2 Saran 
Pada penelitian ini uji Mann-Kendall dan Regresi Kuantil yang hanya melibatkan satu 
variabel terikat dan satu variabel bebas, oleh karena itu penulis menyarankan untuk menambahkan 
lebih dari satu variabel bebas sehingga model menjadi model regresi linier berganda dalam 
menentukan pola trend. Metode yang digunakan untuk Regresi Kuantil pada penelitian ini yaitu 
metode interior-point sehingga penulis menyarankan penelitian berikutnya untuk menggunakan 
metode yang lain dalam menentukan estimasi parameter dari regresi kuantil, misalnya dengan 
metode simplex atau smoothing. 
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