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CONVERGENCE OF SCALAR CURVATURE OF
KA¨HLER-RICCI FLOW ON MANIFOLDS OF POSITIVE
KODAIRA DIMENSION
WANGJIAN JIAN
Abstract. In this paper, we consider Ka¨hler-Ricci flow on n-dimensional
Ka¨hler manifold with semi-ample canonical line bundle and 0 < m :=
Kod(X) < n. Such manifolds admit a Calabi-Yau fibration over its
canonical model. We prove that the scalar curvature of the Ka¨hler met-
rics along the normalized Ka¨hler-Ricci flow converge to −m outside the
singular set of this fibration.
1. Introduction
Let us first recall the set up of Song-Tian [6, 7, 9] where our result will
apply. Let (Xn, ω0) be a compact Ka¨hler manifold with canonical line bundle
KX being semi-ample and 0 < m := Kod(X) < n. Therefore the canonical
ring R(X,KX ) is finitely generated, and so the pluricanonical system |ℓKX |
for sufficiently large ℓ ∈ Z+ induces a holomorphic map
(1.1) f : X → B ⊂ CPN := PH0(X,K⊗ℓX ),
where B is the canonical model of X. We have dimB = m.
Let S′ be the singular set of B together with the set of critical values of
f , and we define S = f−1(S′) ⊂ X.
Now let ω(t) be the smooth global solution of the normalized Ka¨hler-Ricci
flow
(1.2)
∂ω
∂t
= −Ric(ω)− ω, ω|t=0 = ω0.
It’s well-known [11, 15] that the flow has a global solution on X×[0,∞). It’s
shown by Song-Tian [6, 7] that ω(t) collapses nonsingular Calabi-Yau fibers
and the flow converges weakly to a generalized Ka¨hler-Einstein metric ωB
on its canonical model B, with ωB is smooth and satisfies the generalized
Einstein equation on B\S′
(1.3) Ric(ωB) = −ωB + ωWP,
where ωWP is the Weil-Petersson metric induced by the Calabi-Yau fibration
f . They also proved the C0-convergence on the potential level and in the
case when X is an elliptic surface the C1,αloc -convergence of potentials on
X\S for any α < 1. In [9], Song-Tian showed that the scalar curvature
is uniformly bounded on X × [0,∞) along the normalized flow. The case
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when X is of general type is given by Z.Zhang in [17]. The case for conical
Ka¨hler-Ricci flow is given by G.Ewards in [3].
In [2], Fong-Zhang proved the C1,α-convergence of potentials when X is a
global submersion over B and showed the Gromov-Hausdorff convergence in
the special case. In [13] Tosatti-Weinkove-Yang improved the estimate and
showed that the metric ω(t) converges to f∗ωB in the C
0 local-topology on
X\S. Moreover, Tosatti-Weinkove-Yang [13] proved that the restricted met-
ric ω(t)|Xy converges (up to scalings) in the C0-topology to the unique Ricci
flat metric on the fibre Xy for any regular value y; this result is improved
to be smooth convergence by Tosatti-Zhang in [14]. Also see Tosatti’s note
[12] for clearer and more unified discussions.
In fact, Tosatti-Weinkove-Yang [13] obtained in their proof that ‖ω(t) −
ω˜(t)‖ω(t) → 0 as t→∞ on X\S, where ω˜(t) = e−tωSRF + (1− e−t)ωB (see
Section 2 for definition of ωSRF). This enable us to prove that |trω(t)ωB −
m|+
∣∣∣‖ωB‖2ω(t) −m∣∣∣→ 0 as t→∞ on X\S, which then enable us to improve
the estimate of scalar curvature on X\S, following the argument of Song-
Tian [9]. In this paper, we prove that the scalar curvature R(t) converges
on the regular part X\S.
Theorem 1.1. Let (X,ω0) be given as above, let ω(t) be the smooth global
solution of the normalized Ka¨hler-Ricci flow (1.2). Then we have
(1.4) lim
t→∞
R(t) = −m, on X\S × [0,∞).
In particular, if S = ∅, then f is a holomorphic submersion and we have
(1.5) |R(t) +m| 6 Ce−ηt, on X × [0,∞),
for some constants η,C > 0 depending on (X,ω0).
After rescaling time and space simultaneously, we have the following im-
mediately corollary from Theorem 1.1 of the unnormalized Ka¨hler-Ricci flow.
Corollary 1.2. Let (X,ω0) be given as above, let ω(t) be the smooth global
solution of the unnormalized Ka¨hler-Ricci flow
(1.6)
∂ω
∂t
= −Ric(ω), ω|t=0 = ω0.
Then we have
(1.7) lim
t→∞
(1 + t)R(t) = −m, on X\S × [0,∞).
In particular, if S = ∅, then f is a holomorphic submersion and we have
(1.8) |(1 + t)R(t) +m| 6 C
(1 + t)η
, on X × [0,∞),
for some constants η,C > 0 depending on (X,ω0).
Note that in Theorem 1.1, the limiting behavior of scalar curvature on
the singular set S is unknown. A recent result of the author and two other
authors [4] says that: If the canonical bundleKX is semi-ample, then for any
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Ka¨hler class [ω] onX, there exists δX,[ω] > 0 such that for any 0 < δ < δX,[ω],
there exists a unique cscK metric in the Ka¨hler class [KX ] + δ[ω]. Hence we
can propose the following conjecture.
Conjecture 1.3. Let X be an n-dimensional Ka¨hler manifold with nef
canonical bundle KX and positive Kodaira dimension. Then for any ini-
tial Ka¨hler metric ω0, the solution ω(t) of the normalized Ka¨hler-Ricci flow
∂
∂t
ω = −Ric(ω)− ω, ω(0) = ω0
converges in Gromov-Hausdorff topology to ωB and the scalar curvature R(t)
converges to −Kod(X) in C0(X), where Kod(X) is the Kodaira dimension
of X.
In general, it is natural to ask if the following holds for the maximal
solution of the unnormalized Ka¨hler-Ricci flow on X × [0, T ), where X is a
Ka¨hler manifold and T > 0 is the maximal existence time.
(1) If T <∞, then there exists C > 0 such that
−C 6 R(t) 6 C(T − t)−1.
(2) If T =∞, then there exists C > 0 such that
|R(t)| 6 C(1 + t)−1.
In [5], the answer to the first question is affirmative due to Perelman for
the Ka¨hler-Ricci flow on Fano manifolds with finite time extinction. In [18],
it is shown that if the Ka¨hler-Ricci flow develops finite time singularity, the
scalar curvature blows up at most of rate (T − t)−2 if X is projective and if
the initial Ka¨hler class lies in H2(X,Q).
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Tian for leading him to study Ka¨hler-Ricci flow, constant encouragement
and support. The author would like to thank Jian Song for helpful discus-
sions. The author also would like to thank Yalong Shi and Dongyi Wei for
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supported by the China Scholarship Council (File No.201706010022). The
author would like to thank the China Scholarship Council for supporting this
visit. The author also would like to thank Jian Song and the Department
of Mathematics of Rutgers University for hospitality and support.
2. Preliminary for the Ka¨hler Ricci-flow
In this section let us recall some known results that we need in our proof.
From (1.1), we have f∗O(1) = K⊗ℓX , hence if we let χ = 1ℓωFS on
PH0(X,K⊗ℓX ), we have that f
∗χ (later, denoted by χ) is a smooth semi-
positive representative of −c1(X). Here, ωFS denotes the Fubini-Study met-
ric. Also, we denote by χ the restriction of χ to B\S′.
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Given a Ka¨hler metric ω0 onX, sinceXy := f
−1(y) are Calabi-Yau for y ∈
B\S′, there exists a unique smooth function ρy on Xy with
∫
Xy
ρyω
n−m
0 = 0,
and such that ω0|Xy +
√−1∂∂ρy =: ωy is the unique Ricci-flat Ka¨hler metric
on Xy. Moreover, ρy depends smoothly on y, and so define a global smooth
function on X\S. We define
ωSRF = ω0 +
√−1∂∂ρ,
which is a closed real (1, 1)-form on X\S, restricts to a Ricci-flat Ka¨hler
metric on all fibers Xy of y ∈ B\S′.
Let Ω be the smooth volume form on X with
(2.1)
√−1∂∂ log Ω = χ,
∫
X
Ω =
(
n
m
)∫
X
ωn−m0 ∧ χm.
Define a function F on X\S by
(2.2) F :=
Ω(
n
m
)
χm ∧ ωn−mSRF
,
then F is constant along the fiber Xy, y ∈ B\S′, so it descends to a smooth
function on B\S′. Then [7] showed that the Monge-Ampe´re equation
(2.3) (χ+
√−1∂∂v)m = Fevχm,
has a unique solution v ∈ PSH(χ) ∩C0(B) ∩ C∞(B\S′). Define
ωB = χ+
√−1∂∂v,
which is a smooth Ka¨hler metric on B\S′, satisfies the twisted Ka¨hler-
Einstein equation
Ric(ωB) = −ωB + ωWP,
where ωWP is the smooth Weil-Petersson form on B\S′.
Now let ω = ω(t) be the solution of the normalized Ka¨hler-Ricci flow
(2.4)
∂
∂t
ω = −Ric(ω)− ω, ω(0) = ω0,
which exists for all time. Define the reference metrics
ωˆ(t) = e−tω0 + (1− e−t)χ,
which are Ka¨hler for all t > 0, and we can write ω(t) = ωˆ(t) +
√−1∂∂ϕ(t),
and ϕ(0) = 0, then the Ka¨hler-Ricci flow (2.4) is equivalent to the parabolic
Monge-Ampe´re equation
(2.5)
∂
∂t
ϕ = log
e(n−m)t
(
ωˆ(t) +
√−1∂∂ϕ(t))n
Ω
− ϕ, ϕ(0) = 0.
From now on, we always set K = f−1(K ′) where K ′ ⊂ B\S′ is a compact
subset. Then we can choose some open subset U ′ ⊂⊂ B\S′ such that
K ′ ⊂ U ′. Set U = f−1(U ′), then K ⊂⊂ U ⊂⊂ X\S. Also, we denote
by h(t) some positive decreasing function on [0,∞) which tends to zero as
t→∞.
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Now we have the following lemmas. See [13, 12] for unified discussions
(and also [2, 7, 9]).
Lemma 2.1. There exists some constant C = C(K) and h(t) depending on
the domain K, such that
(1) C−1ωˆ(t) 6 ω(t) 6 Cωˆ(t), on K × [0,∞).
(2) |ϕ− v|+ |ϕ˙+ ϕ− v| 6 h(t), on K × [0,∞).
(3) There exists a uniform C0 > 0 such that
|R| 6 C0, on X × [0,∞).
(4) trω(t)ωB −m 6 h(t), on K × [0,∞).
(5) Especially, if S = ∅, then (1)-(4) hold with K replaced by X and
h(t) replaced by Ce−ηt for some constants η,C > 0 depending on
(X,ω0).
Lemma 2.2. Along the normalized Ka¨hler Ricci-flow, we have on X\S ×
[0,∞)
(2.6)
(
∂
∂t
−∆
)
(ϕ˙+ ϕ− v) = trω(t)ωB −m.
and there exists some C = C(K) > 0 such that
(2.7)
(
∂
∂t
−∆
)
trω(t)ωB 6 C, on K × [0,∞).
Especially, when S = ∅, then (2.6), (2.7) holds on X × [0,∞) with C de-
pending on (X,ω0).
Next we define on X\S the reference metrics
ω˜(t) = e−tωSRF + (1− e−t)ωB.
Then we have the following theorem due to [13] (in the proof).
Theorem 2.3. There exists h(t) depending on the domain K such that
(2.8) ‖ω(t)− ω˜(t)‖C0(K,ω(t)) 6 h(t).
Especially, when S = ∅, then
(2.9) ‖ω(t)− ω˜(t)‖C0(X,ω(t)) 6 Ce−ηt.
for some constants η,C > 0 depending on (X,ω0).
We also need the following lemma to choose local coordinates on the
regular part, see e.g. Lemma 5.6 of [12].
Lemma 2.4. Let f : Xn → Y m be a holomorphic submersion between
complex manifolds. Then given any point x ∈ X we can find an open set
U ∋ x and local holomorphic coordinates (z1, . . . , zn) on U and (y1, . . . , ym)
on f(U) such that in these coordinates the map f is given by (z1, . . . , zn) 7→
(z1, . . . , zm), i.e., y1 = z1, . . . , ym = zm.
We can apply Lemma 2.4 to a point x ∈ X\S, y = f(x) ∈ B\S′ to
choose local coordinates, and we may call such coordinates “local product
coordinates”.
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3. Convergence of the trace and norm of ωB along the flow
From now on, we denote by T0 = trω(t)ωB.
In this section, we use Theorem 2.3 to prove |T0−m|+
∣∣∣‖ωB‖2ω(t) −m∣∣∣→ 0
as t → ∞ on X\S. As before, we use h(t), h1(t), . . . to denote positive
decreasing functions on [0,+∞) which tends to zero as t→∞.
First, we have the following basic estimate.
Lemma 3.1. For any point x ∈ U with local product coordinates given
by Lemma 2.4 around x and y = f(x), say (z1, . . . , zn) around x and
(y1, . . . , ym) around y. Suppose on such coordinate neighborhood ω(t) is
given by
ω(t) =
n∑
i,j=1
g(t)ijdzi ∧ dzj,
then there exists some constant C depending on the domain such that: for
1 6 α, β 6 m, m+ 1 6 i, j 6 n,
(3.1)
∣∣∣g(t)αβ ∣∣∣ 6 C, ∣∣∣g(t)αj ∣∣∣ 6 Ce− t2 , ∣∣∣g(t)ij∣∣∣ 6 Ce−t.
(3.2)
∣∣∣g(t)αβ∣∣∣ 6 C, ∣∣∣g(t)αj ∣∣∣ 6 Ce t2 , ∣∣∣g(t)ij∣∣∣ 6 Cet.
at x. In particular, when S = ∅, (3.1) and (3.2) hold on X × [0,∞) with C
depending on (X,ω0).
Proof. We define on such coordinate neighborhood (contained in U) the
local metrics
(3.3) ωE(t) = ω
(m) + e−tω(n−m),
where ω(m) and ω(n−m) denotes the standard Euclidean metrics on the two
factors of Cn = Cm×Cn−m. Thanks to Lemma 2.1, we can find constant C
depending on the domain K such that
(3.4) C−1ωE(t) 6 ω(t) 6 CωE(t),
Denote
ωB =
√−1
m∑
α,β=1
(gB)αβdzα ∧ dzβ, ωSRF =
√−1
n∑
i,j=1
(gSRF)ijdzi ∧ dzj,
Hence using (2.8) of Theorem 2.3 we have
C > ‖ω(t)− ω˜(t)‖2ωE(t)
>
m∑
α,β=1
∣∣∣g(t)αβ − (1− e−t)(gB)αβ − e−t(gSRF)αβ∣∣∣2
+
m∑
α=1
n∑
j=m+1
et
∣∣∣g(t)αj − e−t(gSRF)αj∣∣∣2 + n∑
i,j=m+1
e2t
∣∣∣g(t)ij − e−t(gSRF)ij∣∣∣2 ,
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on our coordinate neighborhood. Then we can apply the trivial inequality
|a − b|2 > 12 |a|2 − |b|2 to each term to conclude (3.1). Next, from Lemma
2.1, we have the first and third estimates of (3.2), and the second estimate
then follows from Cauchy-Schwarz inequality. 
Proposition 3.2. There exists h(t) depending on K such that
(3.5) |T0 −m| 6 h(t), on K × [0,∞).
(3.6)
∣∣∣‖ωB‖2ω(t) −m∣∣∣ 6 h(t), on K × [0,∞).
In particular, if S = ∅, then we have
(3.7) |T0 −m|+
∣∣∣‖ωB‖2ω(t) −m∣∣∣ 6 Ce−ηt, on X × [0,∞),
where η,C > 0 are constants depending on (X,ω0).
Proof. Applying Theorem 2.3 to U there exists some h1(t) depending on the
domain such that
(3.8) ‖ω(t)− ω˜(t)‖2
C0(U,ω(t))
6 h1(t).
Now given any x0 ∈ K, we choose local product coordinate like Lemma 3.1,
say U0 ⊂ U around x0. WLOG, we may assume
U0 = B
(m)(1)×B(n−m)(1) ⊂ Cn, f(U0) = B(m)(1) ⊂ Cm, x0 = (0, 0),
where B(m)(1) and B(n−m)(1) denotes Euclidean unit balls in Cm and Cn−m,
respectively. The map f is given by f(z1, . . . , zn) = (z1, . . . , zm). Fix a time
t, we define the transformation
Ft : U1 := B
(m)(1) ×B(n−m)(e− t2 )→ U0
Ft(w1, . . . , wn) = (w1, . . . , wm, e
t
2wm+1, . . . , e
t
2wn),
Then consider on U1 the metrics
ω1(t) = F
∗
t ω(t), ω˜1(t) = F
∗
t ω˜(t).
We immediately have from (3.8) that
(3.9) ‖ω1(t)− ω˜1(t)‖2ω1(t)(x0) = ‖ω(t)− ω˜(t)‖2ω(t)(x0) 6 h1(t).
Denote on U1
ω1(t) =
√−1
n∑
i,j=1
h(t)ijdwi ∧ dwj, ω˜1(t) =
√−1
n∑
i,j=1
h˜(t)ijdwi ∧ dwj,
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then by definition
ω1(t) = F
∗
t
√−1 n∑
i,j=1
g(t)ijdzi ∧ dzj

=
√−1
m∑
α,β=1
g(t)αβdwα ∧ dwβ + 2Re
√−1 m∑
α=1
n∑
j=m+1
e
t
2 g(t)αjdwα ∧ dwj

+
√−1
n∑
i,j=m+1
etg(t)ijdwi ∧ dwj,
hence we obtain: for 1 6 α, β 6 m,m+ 1 6 i, j 6 n
(3.10)

h(t)αβ = g(t)αβ , h(t)
αβ = g(t)αβ ,
h(t)αj = e
t
2 g(t)αj , h(t)
αj = e−
t
2 g(t)αj ,
h(t)ij = e
tg(t)ij , h(t)
ij = e−tg(t)ij .
Then we apply Lemma 3.1 to conclude there exists some constant C =
C(K) > 0 such that
(3.11)
n∑
i,j=1
(∣∣∣h(t)ij∣∣∣+ ∣∣∣h(t)ij∣∣∣) (x0) 6 C.
Similarly, we have: for 1 6 α, β 6 m,m+ 1 6 i, j 6 n
(3.12)

h˜(t)αβ = (1− e−t)(gB)αβ + e−t(gSRF)αβ ,
h˜(t)αj = e
− t
2 (gSRF)αj ,
h˜(t)ij = (gSRF)ij .
Now at x0 we define an n× n matrix
A = (aij)n×n =
(
(gB)αβ(x0) 0
0 (gSRF)ij(x0)
)
16α,β6m,m+16i,j6n
.
We claim that
(3.13) ‖ω1(t)−A‖2ωE (x0) 6 h2(t).
for some h2(t) depending on the domain, where ωE is the standard Euclidean
metric on U1. To see this, we use (3.9) and (3.11) to obtain
Ch1(t) > ‖ω1(t)− ω˜1(t)‖2ωE (x0)
=
n∑
i,j=1
∣∣∣h(t)ij − h˜(t)ij∣∣∣2 (x0).(3.14)
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But at x0
‖ω1(t)−A‖2ωE =
m∑
α,β=1
∣∣∣h(t)αβ − aαβ∣∣∣2 + 2 m∑
α=1
n∑
j=m+1
∣∣∣h(t)αj ∣∣∣2
+
n∑
i,j=m+1
∣∣∣h(t)ij − aij∣∣∣2 .
Then we can use (3.12) and (3.14) to estimate three terms on the RHS of
the above equality. Indeed, for 1 6 α, β 6 m, we have at x0
Ch1(t) >
∣∣∣h(t)αβ − h˜(t)αβ∣∣∣2 = ∣∣∣h(t)αβ − (1− e−t)(gB)αβ − e−t(gSRF)αβ∣∣∣2
>
1
2
∣∣∣h(t)αβ − aαβ∣∣∣2 − e−2t ∣∣∣(gB)αβ − (gSRF)αβ∣∣∣2 ,
which gives
m∑
α,β=1
∣∣∣h(t)αβ − aαβ∣∣∣2 6 2Ch1(t) + 2e−2t ∣∣∣(gB)αβ − (gSRF)αβ∣∣∣2 6 h3(t),
Next, for 1 6 α 6 m,m+ 1 6 j 6 n, we have
Ch1(t) >
∣∣∣h(t)αj − h˜(t)αj∣∣∣2 = ∣∣∣h(t)αj − e− t2 (gSRF)αj∣∣∣2
>
1
2
∣∣∣h(t)αj ∣∣∣2 − e−t ∣∣∣(gSRF)αj∣∣∣2 ,
which gives
m∑
α=1
n∑
j=m+1
∣∣∣h(t)αj∣∣∣2 6 2Ch1(t) + 2e−t ∣∣∣(gSRF)αj∣∣∣2 6 h4(t),
Finally, for m+ 1 6 i, j 6 n, we have
Ch1(t) >
n∑
i,j=m+1
∣∣∣h(t)ij − (gSRF)ij∣∣∣2 = n∑
i,j=m+1
∣∣∣h(t)ij − aij∣∣∣2 ,
Combine the above three estimates we obtain (3.13) with
h2(t) = Ch1(t) + h3(t) + h4(t).
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Now at x0 we can use (3.11) and (3.13) to get
|detω1(t)− detA|
=
∣∣∣∣∣∣
∑
(j1,...,jn)
(−1)σ(j1,...,jn)(h(t)1j1 · · · h(t)njn − a1j1 · · · anjn)
∣∣∣∣∣∣
6
∑
(j1,...,jn)
∣∣∣h(t)1j1 · · · h(t)(n−1)jn−1 (h(t)njn − anjn)∣∣∣+
· · ·+
∑
(j1,...,jn)
∣∣∣(h(t)1j1 − a1j1)h(t)2j2 · · · h(t)njn∣∣∣
6 C
∑
(j1,...,jn)
(∣∣∣h(t)1j1 − a1j1∣∣∣+ · · ·+ ∣∣∣h(t)njn − anjn∣∣∣)
6 Ch2(t)
1
2 .
Hence we obtain
(3.15) |detω1(t)(x0)− detA| 6 h5(t).
But detA ∈ [A0, A1] for some positive constants A0, A1 depending on the
domain, independent of t (after t is large), so we can choose a large time
T > 1 such that for all t > T , we have
(3.16) detω1(t)(x0) ∈
[
1
2
A0, 2A1
]
,
Set A−1 =
(
aij
)
. Now we use (3.11), (3.13), (3.15), (3.16) to estimate at x0∣∣∣h(t)11 − a11∣∣∣
=
∣∣∣∣∣∣
∑
(j2,··· ,jn)
(
(−1)σ(j2,··· ,jn)h(t)2j2 · · · h(t)njn
detω1(t)
−
(−1)σ(j2,··· ,jn)a2j2 · · · anjn
detA
)∣∣∣∣∣∣
6
1
detω1(t)
∑
(j2,··· ,jn)
∣∣∣h(t)2j2 · · · h(t)njn − a2j2 · · · anjn∣∣∣
+
∑
(j2,··· ,jn)
∣∣∣a2j2 · · · anjn∣∣∣
∣∣∣∣ 1detω1(t) − 1detA
∣∣∣∣
6
1
2
Ch2(t)
1
2 + C
h5(t)
1
2A0 · A0
6 h6(t),
Similar argument holds for all 1 6 i, j 6 n, hence we obtain
(3.17)
n∑
i,j=1
∣∣∣h(t)ij(x0)− aij∣∣∣ 6 h6(t).
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By the special form of the matrix A, we have
m∑
α,β=1
aαβaαβ = m,
m∑
i,j,k,l=1
ailakjaijakl = m,
hence we can apply (3.10), (3.11) and (3.17) to estimate at x0
|T0 −m| =
∣∣∣∣∣∣
m∑
α,β=1
h(t)αβaαβ −
m∑
α,β=1
aαβaαβ
∣∣∣∣∣∣
6
m∑
α,β=1
∣∣∣h(t)αβ − aαβ∣∣∣ · ∣∣∣aαβ∣∣∣ 6 h7(t),
which gives (3.5) at x0, and similarly∣∣∣‖ωB‖2ω(t) −m∣∣∣ =
∣∣∣∣∣∣
m∑
i,j,k,l=1
h(t)ilh(t)kjaijakl −
m∑
i,j,k,l=1
ailakjaijakl
∣∣∣∣∣∣
6
m∑
i,j,k,l=1
(∣∣∣h(t)il − ail∣∣∣ ∣∣∣h(t)kjaijakl∣∣∣+ ∣∣∣h(t)il∣∣∣ ∣∣∣h(t)kj − akj∣∣∣ ∣∣∣aijakl∣∣∣)
6 h8(t),
which gives (3.6) at x0. Since x0 ∈ K was arbitrary chosen, we obtain (3.5)
and (3.6).
When S = ∅, the above estimates hold on the whole manifold X with
h(t) replaced by Ce−ηt where η,C > 0 are constants depending on (X,ω0)
which may change from line to line. This completes the proof. 
4. The proof of theorem 1.1
In this section we prove Theorem 1.1. All the operators ∇,∆, 〈, 〉 are with
respect to the evolving metric ω(t).
We first need the following basic lemma to improve our decreasing func-
tion h(t).
Lemma 4.1. For any h(t) : [0,∞)→ (0,∞), a positive decreasing function
which tends to zero as t → ∞, there exists a smooth positive decreasing
function A(t) : [0,∞)→ (0,∞) satisfying that: h(t) 6 A(t), t > 0;A(t) → 0
as t→∞; and moreover
(4.1) 0 6 −A′(t) 6 100A(t), on [0,∞).
Proof. Choose 0 < ℓ1 < ℓ2 < · · · in the following way: Let ℓ1 ≫ 2 such
that h(ℓ1) <
1
2h(0). Then choose ℓ2 ≫ ℓ1 + 2 such that h(ℓ2) < 122h(0).
Repeat this process, for each k > 1, we choose ℓk+1 ≫ ℓk + 2 such that
h(ℓk+1) <
1
2k+1
h(0). First we define
A(t) ≡ h(0), t ∈ [0, ℓ1]; A(t) ≡ 1
2k
h(0), t ∈ [ℓk + 2, ℓk+1], k > 1.
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Hence for each k > 1, we have
h(t) 6 h(ℓk) <
1
2k
h(0), t ∈ [ℓk,∞),
A(t) ≡ 1
2k−1
h(0), t ∈ [ℓk − 1, ℓk],
A(t) ≡ 1
2k
h(0), t ∈ [ℓk + 2, ℓk + 3],
hence we can define A(t) on [ℓk, ℓk + 2] such that A(t) is smooth and de-
creasing on [ℓk−1, ℓk+3] (and hence smooth and decreasing on (0,∞)) and
moreover
0 6 −A′(t) 6 200 ·
1
2k−1
h(0)− 1
2k
h(0)
(ℓk + 2)− ℓk =
100
2k
h(0) 6 100A(t),
for t ∈ [ℓk, ℓk + 2]. Outside such intervals, A′(t) ≡ 0, hence (4.1) is verified.
Also, on each [ℓk, ℓk+1], we have
h(t) 6
1
2k
h(0) 6 A(t),
hence h(t) 6 A(t) on [0,∞). Finally, A(t) → 0 as t → ∞ is easy to see.
This finishes the proof. 
Next, we need to construct local cutoff function.
Lemma 4.2. Recall that K = f−1(K ′), U = f−1(U ′),K ′ ⊂⊂ U ′ ⊂⊂ B\S′.
Then there exists a smooth cutoff function ρ with supp(ρ) ⊂ U ,ρ > 0 on U ,
0 6 ρ 6 1, ρ ≡ 1 on K, satisfying
(4.2) |∇ρ|2ω(t) + |∆ω(t)ρ| 6 C,
on U × [0,∞) for some constant C depending on the domain K.
Proof. We first choose cutoff function ρ0 on B such that supp(ρ0) ⊂ U ′,
ρ0 > 0 on U
′, 0 6 ρ0 6 1, ρ0 ≡ 1 on K ′ and moreover√−1∂ρ0 ∧ ∂ρ0 6 CωB, −CωB 6
√−1∂∂ρ0 6 CωB,
on U ′. Then we set ρ = f∗ρ0. Using Lemma 2.1 and Lemma 3.1, we have
under local product coordinates
|∇ρ|2ω(t) =
m∑
i,j=1
g(t)ij∂iρ∂jρ 6 C,
|∆ω(t)ρ| = |trω(t)
√−1∂∂ρ| 6 Ctrω(t)ωB 6 C,
with some constant C depending on the domain K. This finishes the proof.

In the following, we always use h(t), A(t), B(t) to denote positive decreas-
ing functions which tend to zero as t→∞, and moreover A(t), B(t) satisfy
condition (4.1).
CONVERGENCE OF SCALAR CURVATURE 13
Set u = ϕ˙+ ϕ− v on X\S. Recall that T0 = trω(t)ωB, and(
∂
∂t
−∆
)
u = T0 −m.
Then along the flow we have on X\S
(4.3)
(
∂
∂t
−∆
)
|∇u|2 = |∇u|2 − |∇∇u|2 − |∇∇u|2 + 2Re(∇T0 · ∇u).
(4.4)
(
∂
∂t
−∆
)
∆u = ∆u+
〈
Ric,
√−1∂∂u〉+∆T0.
We first estimate |∇u|2.
Proposition 4.3. There exists A(t) which depends on the domain K such
that
(4.5) |∇u|2 6 A(t), on K × [0,∞).
In particular, when S = ∅, then we have
|∇u|2 6 Ce−ηt, on X × [0,∞).
for some constants η,C > 0 depending on (X,ω0).
Proof. Apply Lemma 2.1 and Proposition 3.2, we can find some h(t) de-
pending on K such that |u|+ |T0−m| 6 h(t) on U× [0,∞). Then we choose
A(t) according to Lemma 4.1, such that 2h(t) 6 A(t), t > 0. Hence
(4.6) A(t)− u ∈
[
1
2
A(t), 2A(t)
]
, |T0 −m| 6 A(t), on U × [0,∞).
So we can compute on U × [0,∞) (see [9])(
∂
∂t
−∆
)( |∇u|2
A(t)− u
)
=
|∇u|2 − (|∇∇u|2 + |∇∇u|2)+ 2Re(∇T0 · ∇u)
A(t)− u − 2ǫ
Re
[∇|∇u|2 · ∇u]
(A(t) − u)2
− 2ǫ |∇u|
4
(A(t) − u)3 −
2(1 − ǫ)
A(t)− uRe
[
∇
( |∇u|2
A(t)− u
)
· ∇u
]
+ (T0 −m) |∇u|
2
(A(t) − u)2 −A
′(t)
|∇u|2
(A(t) − u)2 ,
for any ǫ ∈ R. Now for some k ∈ R to be fixed, we can compute(
∂
∂t
−∆
)
1
(A(t) − u)k = −
kA′(t)
(A(t)− u)1+k −
k(k + 1)|∇u|2
(A(t)− u)2+k +
k(T0 −m)
(A(t)− u)1+k ,
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and
2
(A(t)− u)1+kRe
[
∇
( |∇u|2
A(t)− u
)
· ∇u
]
=
2
A(t)− uRe
[
∇
( |∇u|2
(A(t)− u)1+k
)
· ∇u
]
− 2k |∇u|
4
(A(t) − u)3+k ,
and hence on U × [0,∞)
(
∂
∂t
−∆
)( |∇u|2
(A(t)− u)1+k
)
=
(
∂
∂t
−∆)( |∇u|2
A(t)−u
)
(A(t)− u)k +
|∇u|2
A(t)− u
(
∂
∂t
−∆
)
1
(A(t)− u)k
− 2Re
[
∇
( |∇u|2
A(t)− u
)
· ∇
(
1
(A(t)− u)k
)]
=
|∇u|2 − (|∇∇u|2 + |∇∇u|2) + 2Re(∇T0 · ∇u)
(A(t) − u)1+k − 2ǫ
Re
[∇|∇u|2 · ∇u]
(A(t)− u)2+k
− [2ǫ+ k(k + 1)− 2k(1− ǫ+ k)] |∇u|
4
(A(t) − u)3+k + (1 + k)
(T0 −m)|∇u|2
(A(t)− u)2+k
− 2(1 − ǫ+ k)
A(t)− u Re
[
∇
( |∇u|2
(A(t)− u)1+k
)
· ∇u
]
− (1 + k) A
′(t)|∇u|2
(A(t) − u)2+k .
(4.7)
Now we set, in this proof, k = −13 , ǫ = 23 , then
1− ǫ+ k = 0, 2ǫ+ k(1 + k)− 2k(1 − ǫ+ k) = 10
9
,
hence (4.7) becomes
(
∂
∂t
−∆
)( |∇u|2
(A(t)− u)1+k
)
=
|∇u|2 − (|∇∇u|2 + |∇∇u|2) + 2Re(∇T0 · ∇u)
(A(t) − u)1+k −
4
3
· Re[∇|∇u|
2 · ∇u]
(A(t)− u)2+k
− 10
9
· |∇u|
4
(A(t)− u)3+k +
2
3
· (T0 −m)|∇u|
2
(A(t)− u)2+k −
2
3
· A
′(t)|∇u|2
(A(t) − u)2+k .
(4.8)
We come to estimate each term. First, if we choose normal coordinates
around a point in U , then we have∣∣∇|∇u|2 · ∇u∣∣ = ∣∣∣ui(ujuj)i∣∣∣ = |uiujuji+uiujuji| 6 |∇u|2 (|∇∇u|+ |∇∇u|) ,
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hence ∣∣∣∣∣43 · Re
[∇|∇u|2 · ∇u]
(A(t)− u)2+k
∣∣∣∣∣
6 2
(
2
3
· |∇u|
2
(A(t) − u) 3+k2
)(
|∇∇u|
(A(t)− u) 1+k2
+
|∇∇u|
(A(t)− u) 1+k2
)
6
|∇∇u|2 + |∇∇u|2
(A(t)− u)1+k +
8
9
· |∇u|
4
(A(t)− u)3+k ,
Next, since k = −13 , we have 4 + 4k = 83 = 3 + k, hence∣∣2Re(∇T0 · ∇u)∣∣
(A(t)− u)1+k 6
2|∇T0| · |∇u|
(A(t)− u)1+k 6 |∇T0|
2 +
|∇u|2
(A(t) − u)2+2k
6 |∇T0|2 + 1
100
· |∇u|
4
(A(t)− u)4+4k + 100
= |∇T0|2 + 1
100
· |∇u|
4
(A(t)− u)3+k + 100,
The above two terms are the main terms that we need to be careful about,
rest three terms are easy to control by using (4.1) and (4.6) (remember that
k = −13):
|∇u|2
(A(t)− u)1+k 6
1
100
· |∇u|
4
(A(t)− u)3+k + 100(A(t) − u)
1−k
6
1
100
· |∇u|
4
(A(t)− u)3+k + C,∣∣∣∣23 · (T0 −m)|∇u|2(A(t)− u)2+k
∣∣∣∣ 6 A(t)|∇u|21
2A(t) · (A(t) − u)1+k
6
1
100
· |∇u|
4
(A(t)− u)3+k + C,∣∣∣∣23 · A′(t)|∇u|2(A(t)− u)2+k
∣∣∣∣ 6 100A(t)|∇u|21
2A(t) · (A(t)− u)1+k
6
1
100
· |∇u|
4
(A(t)− u)3+k + C,
Hence we obtain on U × [0,∞)
(4.9)
(
∂
∂t
−∆
)( |∇u|2
(A(t) − u)1+k
)
6 − 1
10
· |∇u|
4
(A(t)− u)3+k + |∇T0|
2 + C.
Next, from Lemma 2.2 we have on U × [0,∞)
(4.10)
(
∂
∂t
−∆
)
T 20 = 2T0
(
∂
∂t
−∆
)
T0 − 2|∇T0|2 6 C − 2|∇T0|2.
Hence if we set
Q =
|∇u|2
(A(t)− u)1+k + T
2
0 ,
then we obtain from (4.9) and (4.10) that on U × [0,∞)
(4.11)
(
∂
∂t
−∆
)
Q 6 − 1
10
· |∇u|
4
(A(t)− u)3+k + C.
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Now we choose cutoff function ρ according to Lemma 4.2. Then we can
compute(
∂
∂t
−∆
)(
ρ4Q
)
= ρ4
(
∂
∂t
−∆
)
Q−Q∆ρ4 − 2Re [∇Q · ∇ρ4] ,
For the second term, we use (4.2) to estimate on U × [0,∞)
−Q∆ρ4 6 Cρ2Q = Cρ2 |∇u|
2
(A(t)− u)1+k + Cρ
2T 20
6
1
100
· ρ
4|∇u|4
(A(t)− u)3+k + C(A(t)− u)
1−k + Cρ2T 20
6
1
100
· ρ
4|∇u|4
(A(t)− u)3+k + C,
For the third term, since ρ > 0 on U , we have on U × [0,∞)
−2Re [∇Q · ∇ρ4] = −2Re [∇(ρ4Q)− 4ρ3Q∇ρ
ρ4
· 4ρ3∇ρ
]
= −8
ρ
Re
[∇(ρ4Q) · ∇ρ]+ 32ρ2|∇ρ|2Q
6 −8
ρ
Re
[∇(ρ4Q) · ∇ρ]+ 1
100
· ρ
4|∇u|4
(A(t)− u)3+k + C,
hence combining (4.11) we obtain on U × [0,∞)
(4.12)
(
∂
∂t
−∆
)(
ρ4Q
)
6 − 1
20
· ρ
4|∇u|4
(A(t)− u)3+k −
8
ρ
Re
[∇(ρ4Q) · ∇ρ]+C.
Now, assume ρ4Q achieves its maximum at (x0, t0) with t0 > 0, then
x0 /∈ ∂U , hence x0 ∈ U and then ρ(x0) > 0 and we have
−8
ρ
Re
[∇(ρ4Q) · ∇ρ] (x0, t0) = 0,
Then we apply maximum principle to (4.12) to obtain
0 6
(
∂
∂t
−∆
)(
ρ4Q
)
(x0, t0) 6 − 1
20
· ρ
4|∇u|4
(A(t) − u)3+k (x0, t0) + C,
which gives at (x0, t0)
ρ4|∇u|2
(A(t)− u)1+k 6
ρ4|∇u|4
(A(t)− u)3+k + ρ
4(A(t)− u)1−k 6 C.
But ρ4T 20 6 C on U × [0,∞), we conclude that ρ4Q 6 C on U × [0,∞),
which gives us that
|∇u|2
(A(t)− u) 23
6 C, on K × [0,∞),
where C is some constant depending on the domain K. Using (4.6) again,
we obtain (4.5) with some larger A(t).
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Finally, when S = ∅, the above arguments are still true on X×[0,∞) with
all h(t) and A(t) replaced by Ce−ηt with η,C > 0 are constants depending
on (X,ω0) which may change from line to line, since its easy to see that∣∣∣∣(Ce−ηt)′Ce−ηt
∣∣∣∣ = η 6 1.
(this is the motivation of Lemma 4.1). This completes the proof. 
Now we come to estimate |∆u| locally. We have the following proposition.
Proposition 4.4. There exists A(t) depending on the domain K such that
(4.13) |∆u| 6 A(t), on K × [0,∞).
In particular, when S = ∅, then we have
|∆u| 6 Ce−ηt, on X × [0,∞).
for some constants η,C > 0 depending on (X,ω0).
Proof. Applying Lemma 2.1, Proposition 3.2 and Proposition 4.3, we can
find h(t) such that
|T0 −m|+
∣∣∣‖ωB‖2ω(t) −m∣∣∣+ |u|+ |∇u|2 6 12h(t), on U × [0,∞),
Then we apply Lemma 4.1 to find some B(t) which then depends on the
domain K such that h(t) 6 B(t) for t > 0 and B(t) satisfies (4.1). WLOG,
we may assumeB(t) 6 1 for t > 0, since otherwise we can consider t ∈ [T,∞)
for some T large. Now we set A(t) = B(t)
1
2 > B(t), then we have A(t) 6 1
for t > 0 and moreover
(4.14)
 |T0 −m|+
∣∣∣‖ωB‖2ω(t) −m∣∣∣+ |u| 6 12A(t),
|∇u|2 6 A(t)2,
on U × [0,∞). Still, we have
0 6 −A′(t) = −1
2
· B
′(t)
B(t)
1
2
6
1
2
· 100B(t)
B(t)
1
2
6 100B(t)
1
2 = 100A(t),
which means that A(t) still satisfies (4.1).
Now we use (4.4) to compute(
∂
∂t
−∆
)( −∆u
A(t)− u
)
=
−∆u+ |∇∇u|2 + 〈√−1∂∂u, ωB〉−∆T0
A(t)− u −
(T0 −m)∆u
(A(t) − u)2
− 2
A(t)− uRe
[
∇
( −∆u
A(t)− u
)
· ∇u
]
+
A′(t)∆u
(A(t) − u)2 ,
(4.15)
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which is always meaningful on U × [0,∞) thanks to (4.14), where we have
used the fact that on X\S × [0,∞)
Ric(ω) = −√−1∂∂(ϕ˙+ ϕ)− χ
= −√−1∂∂(ϕ˙+ ϕ− v)− (χ+√−1∂∂v)
= −√−1∂∂u− ωB.
(4.16)
Also, we have(
∂
∂t
−∆
)(
T0 −m
A(t)− u
)
=
∂
∂t
T0 −∆T0
A(t)− u −
A′(t)(T0 −m)
(A(t)− u)2
+
(T0 −m)2
(A(t) − u)2 −
2
A(t)− uRe
[
∇
(
T0 −m
A(t)− u
)
· ∇u
]
.
Hence if we set
K =
−∆u− (T0 −m)
A(t)− u ,
then we have(
∂
∂t
−∆
)
K
=
−∆u+ |∇∇u|2 + 〈√−1∂∂u, ωB〉
A(t)− u −
2
A(t)− uRe
[∇K · ∇u]
− (T0 −m)∆u
(A(t)− u)2 +
A′(t)∆u
(A(t) − u)2 −
∂
∂t
T0
A(t)− u +
A′(t)(T0 −m)
(A(t) − u)2 −
(T0 −m)2
(A(t)− u)2 ,
But using (4.16) we have on X\S
∂
∂t
T0 =
∂
∂t
(
g(t)ij(gB)ij
)
=
(
Rji + g(t)ij
)
(gB)ij
= 〈Ric, ωB〉+ T0 = −
〈√−1∂∂u, ωB〉+ T0 − ‖ωB‖2ω(t),
hence we obtain(
∂
∂t
−∆
)
K
=
−∆u+ |∇∇u|2 + 2 〈√−1∂∂u, ωB〉− T0 + ‖ωB‖2ω(t)
A(t)− u
− 2
A(t)− uRe
[∇K · ∇u]− (T0 −m)∆u
(A(t) − u)2 +
A′(t)∆u
(A(t)− u)2
+
A′(t)(T0 −m)
(A(t) − u)2 −
(T0 −m)2
(A(t) − u)2 ,
(4.17)
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Next, set ǫ = k = 1 in (4.7), we have (note that A(t) is changed here)(
∂
∂t
−∆
)( |∇u|2
(A(t) − u)2
)
=
|∇u|2 − (|∇∇u|2 + |∇∇u|2) + 2Re(∇T0 · ∇u)
(A(t)− u)2
− 2Re
[∇|∇u|2 · ∇u]
(A(t) − u)3 − 2
|∇u|4
(A(t) − u)4 +
2(T0 −m)|∇u|2
(A(t)− u)3
− 2A
′(t)|∇u|2
(A(t)− u)3 −
2
A(t)− uRe
[
∇
( |∇u|2
(A(t) − u)2
)
· ∇u
]
.
(4.18)
Now set H = |∇u|
2
(A(t)−u)2
and then set
Q± = ±K + 100H + T 20 ,
then combining (4.17) and (4.18) we obtain that on U × [0,∞)
(
∂
∂t
−∆
)
Q±
=±
{−∆u+ |∇∇u|2 + 2 〈√−1∂∂u, ωB〉− T0 + ‖ωB‖2ω(t)
A(t)− u
−(T0 −m)∆u
(A(t)− u)2 +
A′(t)∆u
(A(t)− u)2 +
A′(t)(T0 −m)
(A(t) − u)2 −
(T0 −m)2
(A(t) − u)2
}
+ 100
{ |∇u|2 − (|∇∇u|2 + |∇∇u|2) + 2Re(∇T0 · ∇u)
(A(t)− u)2
−2Re
[∇|∇u|2 · ∇u]
(A(t) − u)3 −
2|∇u|4
(A(t)− u)4 +
2(T0 −m)|∇u|2
(A(t)− u)3 −
2A′(t)|∇u|2
(A(t)− u)3
}
− 2
A(t)− uRe
[∇Q± · ∇u]+ 4T0
A(t)− uRe(∇T0 · ∇u)
+ 2T0
(
∂
∂t
−∆
)
T0 − 2|∇T0|2.
(4.19)
With the help of (4.14), we only need two “good terms”
−100 |∇∇u|
2 + |∇∇u|2
(A(t)− u)2 , −2|∇T0|
2,
to control all other terms except the term which involves ∇Q±. Indeed, we
have on U × [0,∞)∣∣∣∣ ∆uA(t)− u
∣∣∣∣ 6 C|∇∇u|A(t)− u 6 |∇∇u|2(A(t)− u)2 + C;
|∇∇u|2
(A(t)− u) 6
2A(t)|∇∇u|2
(A(t) − u)2 6 2
|∇∇u|2
(A(t) − u)2 ;
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〈√−1∂∂u, ωB〉
A(t)− u
∣∣∣∣∣ 6 2|∇∇u| · ‖ωB‖ω(t)A(t)− u 6 |∇∇u|2(A(t) − u)2 + C;
∣∣∣∣∣T0 − ‖ωB‖
2
ω(t)
A(t)− u
∣∣∣∣∣ 6 |T0 −m|+
∣∣∣‖ωB‖2ω(t) −m∣∣∣
A(t)− u 6
1
2A(t) +
1
2A(t)
1
2A(t)
= 2;
∣∣∣∣(T0 −m)∆u(A(t) − u)2
∣∣∣∣ 6 A(t) · C|∇∇u|(A(t) − u)2 6 |∇∇u|2(A(t) − u)2 + C;∣∣∣∣ A′(t)∆u(A(t) − u)2
∣∣∣∣ 6 100A(t) · C|∇∇u|(A(t)− u)2 6 |∇∇u|2(A(t)− u)2 + C;∣∣∣∣A′(t)(T0 −m)(A(t) − u)2 − (T0 −m)2(A(t)− u)2
∣∣∣∣ 6 C;
100
|∇u|2
(A(t) − u)2 6 100
A(t)2
1
4A(t)
2
6 C;
∣∣∣∣2Re(∇T0 · ∇u)A(t)− u
∣∣∣∣ 6 2|∇T0| ·A(t)1
2A(t)
6 |∇T0|2 + C;
and moreover
100
{
−2Re
[∇|∇u|2 · ∇u]
(A(t)− u)3 +
2(T0 −m)|∇u|2
(A(t)− u)3 −
2A′(t)|∇u|2
(A(t)− u)3
}
6 C
{
A(t)2
(|∇∇u|+ |∇∇u|)
1
4A(t)
2 · (A(t)− u) +
A(t)3
A(t)3
}
6
|∇∇u|2 + |∇∇u|2
(A(t)− u)2 + C;
4T0
A(t)− uRe(∇T0 · ∇u) + 2T0
(
∂
∂t
−∆
)
T0 6 |∇T0|2 + C;
Hence we conclude that on U × [0,∞)(
∂
∂t
−∆
)
Q± 6 −5 |∇∇u|
2
(A(t)− u)2 −
2
A(t)− uRe
[∇Q± · ∇u]+ C.
Now as before, we choose cutoff function ρ according to Lemma 4.2, then
we have that on U × [0,∞)(
∂
∂t
−∆
)
(ρ4Q±)
6 −5 ρ
4|∇∇u|2
(A(t)− u)2 −
2ρ4Re
[∇Q± · ∇u]
A(t)− u + C −Q±∆ρ
4 − 2Re [∇Q± · ∇ρ4] ,
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For the forth term, we have
−Q±∆ρ4 6 Cρ2|Q±|
6 Cρ2
{ |∇∇u|
A(t)− u +
|T0 −m|
A(t)− u + 100
|∇u|2
(A(t) − u)2 + T
2
0
}
6
ρ4|∇∇u|2
(A(t)− u)2 + C;
for the second term, we have
− 2ρ
4Re
[∇Q± · ∇u]
A(t)− u
= − 2
A(t)− uRe
[∇(ρ4Q±) · ∇u]+ 8ρ3Q±
A(t)− uRe
[∇ρ · ∇u]
6 − 2
A(t)− uRe
[∇(ρ4Q±) · ∇u]+ Cρ3|Q±|A(t)2
A(t)
6 − 2
A(t)− uRe
[∇(ρ4Q±) · ∇u]+ ρ4|∇∇u|2
(A(t)− u)2 + C;
and similarly for the last term
−2Re [∇Q± · ∇ρ4] 6 −8
ρ
Re
[∇(ρ4Q±) · ∇ρ]+ ρ4|∇∇u|2
(A(t) − u)2 + C.
Hence we finally conclude on U × [0,∞)
(
∂
∂t
−∆
)
(ρ4Q±)
6 − ρ
4|∇∇u|2
(A(t)− u)2 −
2Re
[∇(ρ4Q±) · ∇u]
A(t)− u −
8
ρ
Re
[∇(ρ4Q±) · ∇ρ]+ C.
(4.20)
Now we assume ρ4Q+ achieves its maximum at (x0, t0) with t0 > 0, then if
x0 ∈ ∂U , we are done. Hence we can assume that x0 ∈ U and then ρ(x0) > 0
and hence
−2Re
[∇(ρ4Q+) · ∇u]
A(t)− u (x0, t0)−
8
ρ
Re
[∇(ρ4Q+) · ∇ρ] (x0, t0) = 0,
then we obtain from maximum principle and (4.20) that
0 6
(
∂
∂t
−∆
)
(ρ4Q+)(x0, t0) 6 − ρ
4|∇∇u|2
(A(t)− u)2 (x0, t0) + C,
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and hence on U × [0,∞)
ρ4Q+ 6 ρ
4Q+(x0, t0)
= ρ4
{
−∆u+ (T0 −m)
A(t)− u + 100
|∇u|2
(A(t) − u)2 + T
2
0
}
(x0, t0)
6
ρ4|∇∇u|
A(t)− u (x0, t0) +C 6 C,
which gives
−∆u
A(t)− u 6 C, on K × [0,∞).
Similarly, consider Q− instead gives us
∆u
A(t)− u 6 C, on K × [0,∞).
and hence we conclude
|∆u| 6 A(t), on K × [0,∞),
for some larger A(t). Hence we obtain (4.13).
Finally, when S = ∅, the above arguments are still true on X×[0,∞) with
all h(t) and A(t) replaced by Ce−ηt with η,C > 0 are constants depending
on (X,ω0) which may change from line to line. This completes the proof. 
Now we can prove Theorem 1.1.
Proof of Theorem 1.1. From (4.16), we have that on X\S × [0,∞)
R = −T0 −∆u,
hence Proposition 3.2 and Proposition 4.4 give us some h(t) depending on
the domain K such that
|R+m| 6 |T0 −m|+ |∆u| 6 h(t), on K × [0,∞).
In particular, if S = ∅, then
|R+m| 6 |T0 −m|+ |∆u| 6 Ce−ηt, on X × [0,∞),
where η,C > 0 are constants depending on (X,ω0). This completes the
proof. 
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