The relationship between Karl Pearson and the Scandinavian statisticians was more of a competitive than a collaborative nature. We describe the leading statisticians and stochasticists of the Scandinavian school, and relate some of their work to the work of Pearson.
Karl Pearson and Scandinavia
Karl Pearson was infatuated with the Norwegian landscape (Porter (2004) ). He went there on his honeymoon, and he learned enough Norwegian (from a Swedish family friend) to be able to read Ibsen in original. However, we have found no connections with Norwegian statisticians. On the other hand, there are several connections to Danish workers. For example, Harald Ludvig Westergaard (1853 Westergaard ( -1936 , a professor of political science at the University of Copenhagen, visited University College in 1925 and gave two lectures on vital statistics. At the time, Pearson gave a formal dinner for the visitor, and commented on how well organized Westergaard's statistical laboratory was (Porter (2004) p. 290). Westergaard responded by being one of the speakers at Pearson's retirement dinner (Westergaard (1934) ). In terms of their main areas of research, it seems to mainly overlap in terms of the history of statistics (e.g. Westergaard (1932 ), Pearson (1978 ). Westergaard argued in his 1890 text that one should be able to divide any statistical material up into subgroups that are normally distributed, while Pearson of course used his system of curves to graduate data sets. 2 Among Pearson's students was one Kirstine Smith (1878 Smith ( -1939 , whom he (in a letter to Fisher, Pearson (1968) ) describes as "a student of Thiele's, one of the most brilliant of the younger Danish statisticians". Smith became Thiele's secretary after she finished her mathematics degree in 1903 until his death in 1910. She came to London in 1915 to work at the Biometric laboratory, where she produced a paper on minimum chi-squared estimation of the correlation coefficient (Smith, 1916) . The same estimation idea had been put forward by Engledow and Yule (1914) for a different parameter, namely the recombination fraction in genetics, and by Slutsky (1913) for regression coefficients (Slutsky's paper had been rejected by Pearson; see section 5 of the paper by Seneta in this volume). Fisher did not like Smith's paper, and tried to publish a rejoinder, pointing out that the procedure would depend on the grouping used, but Pearson refused to accept it.
This was one of two refusals that created the rift between Fisher and Pearson (Pearson 1968) . Later Smith wrote a dissertation (published as Smith (1918) ) inventing optimal design (Kiefer, 1959) , where she computed G-optimal designs for polynomial regression of order up to 6, and explicitly calculated some of these designs. She also published work on fraternal and paternal correlation coefficients (important from Pearson's point of view to study natural selection; cf. section 3 below). After finishing her degree work she moved back to Denmark, and worked at the Carlsberg Institute for several years, before obtainingher teaching credentials and leaving research to become a high school teacher (Pearson (1990) p.124 Kiaer's ideas included "stratified sampling" -information of the population should be used in the sampling design, the selection of units should be made objectively and according to a well defined protocol, and the reliability of the study should be reported.
At the ISI session in Berlin 1903, the representative method was recommended -survey sampling became an officially accepted method! Interestingly, Kiaer stopped using his method after it had been criticized by a Norwegian mathematical statistician (Lie and Roll-Hansen (2001) , Schwede (2003) , both in Norwegian; for an English account, see Desrosière (2002) ). This example of a gap between mathematical/probabilistic arguments and "statistical thinking" may well have delayed the development of a theory of survey sampling. For a discussion of Kiaer's (apparently limited) influence on sampling in Russia, see Seneta (1985) .
As the fourth representative of the Scandinavian School we would like to mention the Norwegian Johan Hjort , actually a very prominent marine biologist in Oslo.
His theories on the fluctuations in fishery are still the basis for fish resource management and they contain all the important elements in building and testing stochastic models. The following quotation from Schweder (1999) gives a lively account of the contribution:
"...To fishermen, the great fluctuations in their catches is a problem, while to marine biologists the cause of variation was one of the great challenges early in the century. According to the migration hypothesis, the abundance of fish was practically unlimited, but due to variation in the migration pattern, catches would fluctuate. Another hypothesis was that fertile females were fished and 5 consequently the production of eggs was hampered. Fish hatching was proposed as a solution to the problems, both with respect to harvest quantity and variability. The proponents of cod hatching were pressed to conduct experiments to prove their case. These proponents understood testing in this way, and concluded that hatching indeed improved matters. Hjort and his colleagues insisted on the experiment being controlled, and took a more sceptical approach in the interpretation. They actually argued convincingly that the proponents had capitalised on natural variability and overinterpreted the data in the favour of the hatching hypothesis. Hjort knew that enormous numbers of eggs were produced by each female, and that only a very small fraction of the eggs would develop to a cacheable fish. He also knew the variability from year to year of the environment for these eggs, larvae and juveniles, and developed the variable year class hypothesis. The idea of using demographic concepts like cohort, mortality etc was new in fisheries. Hjort had, however, In the preface of his 1910 book, Charlier pays special tribute to Karl Pearson, whom he calls "an outstanding scholar". However, while assuring his great admiration for Pearson, he continues:
"Without wishing to undertake a detailed critique of his investigations, which, moreover, I most highly admire, I nevertheless believe it necessary to remark that the methods of Pearson possess an essential error, which consists in lacking sufficient generality both in the choice of the starting point and in the practical application".
Charlier then continues to criticize the Pearson distribution families as "unquestionably admirable formulae of interpolation; but they are derived without reference to the genetic development of such laws of error". In his own work on the Gram-Charlier series, he got help with some of the mathematics from the mathematician Marcel Riesz, although Cramér (1972) points out a fatal error in the proof of his main result.
Charlier wrote in German, and his work was rather early translated into English, which made him one of the best known Scandinavian statisticians for an international audience.
Charlier, however, refers neither to Gram nor to Thiele in his 1910 book.
Issues of Genetics
Wilhelm Ludwig Johannsen (1857 Johannsen ( -1927 (incorrectly, as it happens) that his interpretation of inherited variability should imply perfect correlation between characteristics of parents and offspring (Roll-Hansen (1983) has a thorough discussion of the conflict). Johannsen, on the other hand, held that the biometricians failed to distinguish between hereditary variation (variation in 'biological type') and 'fluctuating' variation (due to differing environmental influence).
While Pearson criticized Johannsen's work, Yule (1904) came to the Dane's defense, calling his work one of the most important contributions to the theory of heredity of recent years, and his results should be studied and judged in the original by all who are interested in the subject. The mode of treatment is novel, and the study of 'pure lines' a thoroughly sound procedure well calculated to elucidate the nature of intraracial heredity.
This contributed to the conflict between these two biometricians (Porter (2004) In fact, in a letter to Weldon, Pearson (1905) exclaimed "I wish he would stick to Bateson and leave me alone!"
Pearson later (Pearson (1907) ) made some rather disagreeable comments on some statistical comments by Johannsen on index numbers and cranial sizes.
Johannsen ( Johannsen's 1913 book is described by Yule (1929, p. 361) (Cramér, 1981) . In his unpublished memoirs 3 he writes:
During the 20s and 30s so many new findings regarding statistical methodology had been Originally he was negotiating with Springer to publish the work in their yellow series, and mentions a table of content in German for the proposed book from 1937. However, the political developments in Germany made him reluctant to publish there, and the book (Cramér, 1946) was finally published after the war by Princeton University Press.
The third pioneer is Agner Krarup Erlang, (1878 -1929 , who worked as high school teacher in Copenhagen and other places, had 1904 taken up probability theory as a spare , perhaps best known for Jensen's inequality, he was introduced to the managing director of the Copenhagen Telephone Company, and started to work for the company, applying probability theory to telephone traffic (Brockmayer et al. (1960) ). His first paper on the subject came out 1909, and it dealt with the Poisson law for telephone 10 calls, and waiting times in a telephone switch. Erlang, while first publishing in Danish, got his work translated into English, French, and German. Therefore his probabilistic approach to telephone traffic was soon recognized abroad. However, the arguments behind the results were not that easily understood, and often not even given in the paper.
Cramér admits that he was not aware of the work by Erlang when he came across Lundberg's treatise, and started to work on the Poisson process.
