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We present an effective field theory approach to the topological response of Floquet systems with
symmetry group G. This is achieved by introducing a background G gauge field in the Schwinger-
Keldysh formalism, which is suitable for far from equilibrium systems. We carry out this program for
chiral topological Floquet systems (anomalous Floquet-Anderson insulators) in two spatial dimen-
sions, and the group cohomology models of topological Floquet unitaries. These response actions
serve as many-body topological invariants for topological Floquet unitaries. The effective action
approach also leads us to propose novel topological response functions.
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Topological phenomena in periodically driven sys-
tems (Floquet systems) have been widely discussed
recently. For recent review articles, see, e.g., [1–3].
In a typical setup, we consider dynamics governed by
the Hamiltonian which depends periodically on time
t: H(t + T ) = H(t). Correspondingly, we consider
the time-evolution operator
U(t, t0) = T exp
[
−i
∫ t
t0
dt′H(t′)
]
, (1)
where T represents time-ordering. As a slight varia-
tion of the problem, we also consider a periodic time
evolution described by a periodic unitary U(t+T ) =
U(t), without mentioning Hamiltonians.
It has been discovered that such periodic drive can
give rise to topological phenomena of at least two
different kinds: (i) The periodic drive can turn a
non-topological static system into a topological sys-
tem, which can essentially be understood as a static
topological system. (ii) The periodic drive can give
rise to a topological phenomenon, which is unique to
periodically driven systems, and has no analogue in
static systems. Initial studies of topological Floquet
systems were limited to the first kind of dynamical
topological phenomena [4–8]. On the other hand,
phenomena of the second kind have been discovered
and studied more recently [9–19]. Of particular in-
terest in this paper are topological chiral Floquet
drives (anomalous Floquet-Anderson insulators) in
two spatial dimensions [20–26], which are charac-
terized by the 3d winding number of their single-
particle Floquet unitary operators.
The purpose of this paper is to develop an effective
response field theory approach to Floquet topologi-
cal systems. Our primary focus will be topological
phenomena of the second kind which are intrinsic
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2to the non-equilibrium nature of periodically driven
systems.
For “static” topological phases of matter, their de-
scriptions in terms of effective response field theories
have been well developed (see, for example, [27]).
A canonical example is the Chern-Simons effective
field theory describing the response of quantum Hall
states in (2+1)d. One first introduces suitable back-
ground gauge fields; for the case of particle num-
ber conserving systems, we can introduce the back-
ground U(1) gauge field A. We can then integrate
out the dynamical “matter” fields:
Z[A] = Tr
[
Tτe
− ∫ β
0
dτH(τ ;A)e−
∫ β
0
dτ
∫
ddr iA0j
0
]
=
∫
D[ψ†, ψ] exp (−S[ψ†, ψ,A])
≡ exp (−Seff [A]) , (2)
where we are working with Euclidean signature.
For integer quantum Hall systems, it is known that
the topological part of the effective action is purely
imaginary and given by the Chern-Simons term
Seff [A] =
iν
4pi
∫
A ∧ dA
=
iν
4pi
∫
dτd2r εµνλAµ∂νAλ, (3)
where ν is an integer. The modulus of the (topolog-
ical part of the) partition function is independent of
A, and can be normalized to be 1, |Z[A]| ' 1.
Topological effective response field theories de-
scribe the properties of quantum many-body sys-
tems which are stable against interactions. It should
be also emphasized that starting from effective re-
sponse field theories it is often possible to construct
explicit formulas for many-body topological invari-
ants. (See, for example, [28, 29].) In deriving the
effective field theory, it is crucial that we deal with
gapped (topological) phases, where matter fields
represent “fast” degrees of freedom and can then
be “safely” integrated over, i.e., the integration over
the matter field can be controlled by the inverse gap
expansion and leads to a local effective action. It
should also be noted that in the presence of the gap,
the topological term in the response field theory en-
codes purely the properties of the ground state. In
other words, the presence/absence of the topological
term in the response theory can be deduced from
the adiabatic response of the ground state, without
discussing gapped excited states. For example, in
the case of the integer quantum Hall effect, the co-
efficient of the Chern-Simons term is expressed in
terms of the many-body Chern number.
In this paper, we develop an effective response
theory approach for periodically driven (topologi-
cal) systems, paralleling effective response theories
for static topological phases with symmetry. Specif-
ically, we will work with the Schwinger-Keldysh gen-
erating functional of Floquet unitaries,
Z[A1, A2] = Tr
[
U(A1)ρ0U
†(A2)
]
, (4)
where we have introduced external (non-dynamical)
U(1) gauge fields A1 and A2, which couple to the
evolution operator U(t) and to its conjugate U†(t),
respectively1. The initial state ρ0, will be taken
to be a Gibbs ensemble at infinite temperature,
ρ0 ∼ eαQ, where α is a chemical potential, and Q
is the U(1) charge operator. We will demonstrate
that the Schwinger-Keldysh generating functional
W [A1, A2] = −i logZ[A1, A2] for many-body local-
ized Floquet systems is a local functional of A1 and
A2, and, furthermore, encodes the topology of the
system. In fact, we will see that this framework can
be applied to many-body localized systems whose
explicit time dependence is not necessarily periodic,
as the topological origin of our response functional
–i.e., its independence on smooth deformations of
the system– is completely unrelated to time period-
icity of the microscopic system. Periodicity, com-
bined with other properties, will only be used to
show quantization of topological response.
The paper is organized as follows. In Sec. I, we
explain how to apply the Schwinger-Keldysh ap-
proach to topological periodically driven systems.
In Sec. II, we consider chiral Floquet drives (topo-
logical Floquet Anderson insulators) in two spatial
dimensions, for which we explicitly compute the
Schwinger-Keldysh effective action, and identify the
topological term. In Sec. III, we describe two gener-
alizations of effective response corresponding to can-
didate novel topology which was not discussed be-
fore. Further material and technical details are dis-
cussed in the Appendix. In Appendix A, we study
yet another class of topological Floquet drives, those
1 One can also promote static background gauge fields to
dynamical ones, by integrating over the gauge field. The
effect of such dynamical gauging was discussed in [18]. In
this work, we will confine ourselves to background gauge
fields.
3which are constructed by using the group cohomol-
ogy. There, we find that the topological terms of
the Schwinger-Keldysh functional are members of
(labeled by) Hd(G,U(1)) where G is the symme-
try group and d is the spatial dimension. In Ap-
pendix B, we discuss an approach based on the so-
called channel-state map, which provides a perspec-
tive complementary to the Schwinger-Keldysh ap-
proach.
I. SCHWINGER-KELDYSH RESPONSE
A. Generalities
In this section, we introduce the basic framework
that will be used as a systematic approach to topo-
logical Floquet phases. While our interest lies in Flo-
quet systems, we shall start with general discussions
that can be applied to any time-dependent Hamilto-
nian H(t). A modern introduction to the Schwinger-
Keldysh formalism can be found in [30, 31].
We will assume that H(t) possesses a U(1) sym-
metry, and we couple it to an external gauge field
Aµ(t, ~r), so that the evolution operator is given by
U(t1, t0;A) = T exp
[
−i
∫ t1
t0
dt′H(t′;A)
]
, (5)
where H(t;A) is the Hamiltonian coupled to
Aµ(t, ~r). The current conjugate to Aµ will be de-
noted as Jµ.
We introduce the Schwinger-Keldysh generating
functionals Z[A1, A2] and W [A1, A2] by [30, 31]
Z[A1, A2] = e
iW [A1,A2] (6)
= Tr
[
U(t1, t0;A1)ρ0U
†(t1, t0;A2)
]
,
where ρ0 is the initial state of the system at t = t0.
The operator inside the trace can be thought of as
the time evolution of the density matrix ρ0, ρ(t1) =
U(t1, t0;A1)ρ0U
†(t1, t0;A2), where each factor of the
evolution is coupled to a different gauge field A1µ
and A2µ.
In typical applications, we adiabatically switch on
perturbations causing nonequilibrium dynamics. It
is then convenient to start the time-evolution from
t0 = −∞ with the initial state ρ0 in the remote past
which is chosen as an equilibrium state. We also send
t1 → +∞ when discussing correlation functions with
operators located at arbitrary late times. Then, the
Schwinger-Keldysh contour runs from −∞ to +∞
and back. One striking feature is that this approach
does not require knowing the final state
The Schwinger-Keldysh trace with background (6)
provides a compact and efficient way to encode var-
ious non-equilibrium correlation functions. Indeed,
differentiating Z[A1, A2] n times with respect to A1µ
and m times with respect to A2µ leads to a corre-
lation function of n time ordered and m anti-time
ordered currents Jµ
Tr
[
ρ0T(J
µ(x1) · · · )T˜(Jα(xn+1) · · · )
]
(7)
=
1
in(−i)m
δn+meiW [A1,A2]
δA1µ(x1) · · · δA2α(xn+1) · · ·
∣∣∣∣
A1,2=0
,
where x = (t, ~r) and T˜ represents anti-time ordering.
The generating functional W [A1, A2] should sat-
isfy certain basic properties due to unitarity of the
evolution:
W [A1, A2] = −W ∗[A2, A1], W [A,A] = 0,
ImW [A1, A2] ≥ 0 (8)
where the first two can be seen straight-
forwardly from the definition (6), while the
last condition follows from the fact that the
absolute value of the trace of the operator
U(∞,−∞;A1)ρ0U†(∞,−∞;A2) is bounded by
unity [31, 32].
B. Application to (topological) Floquet
systems
We will now apply the Schwinger-Keldysh formal-
ism to study topological properties of Floquet sys-
tems.
a. Choice of the initial state For static systems,
one typically chooses the initial state ρ0 to be the
ground state or the thermal state. In the case of
our interest, we observe that the time dependence of
the Hamiltonian is not slow compared to the energy
gap of the instantaneous HamiltonianH(t), and thus
there is no notion of ground state, nor of thermal
equilibrium. The most natural choice in this con-
text, in the absence of any symmetry, is to choose
ρ0 to be the infinite temperature state,
ρ0 = I/N , (9)
where I is the identity operator and the normaliza-
tion factor N is the dimension of the Hilbert space.
4In the Appendix B, we will see that with this choice
of initial state, the Schwinger-Keldysh trace can be
viewed as an inner product of unitaries when uni-
taries are mapped to states by using the channel-
state map (the so-called Choi-Jamio lkowski isomor-
phism).
In the presence of a symmetry, the most natural
choice of ρ0 is the Gibbs ensemble formed by the
conserved charges of the system,
ρ0 =
eαQ
Tr eαQ
, (10)
where Q is the charge operator (number operator)
associated to the U(1) symmetry, and the parameter
α plays the role of chemical potential. Instead of
introducing α in the initial state ρ0, α can also be
introduced as the difference between the (uniform
and time-independent) temporal component of A1
and A2 in U(t1, t0;A1) and U(t1, t0;A2).
This choice of initial state allows us to put our
focus on properties of evolution operators them-
selves, rather than the time evolution of individual
states. (See, for example, [33] which also uses the
infinite temperature state.) We also recall that un-
der Floquet time evolution, states may indefinitely
be heated up by the drive, which may wash out any
topological phenomena. Various mechanisms in the
literature are used to prevent this (e.g., many-body
localization or prethermalization [34–38]). It is also
worth recalling that eigenstates of Floquet unitaries
are all expected to behave similarly, e.g., no mobil-
ity gap separating ergodic and many-body localized
states.
b. Choice of the Schwinger-Keldysh contour
We now describe our choice of the Schwinger-
Keldysh contour. First, we note that there are char-
acteristic values of times, integer multiples of the
period of the Floquet drive T . In our discussion,
we will evaluate the Schwinger-Keldysh generating
functional for t1 − t0 = (integer)× T . At these val-
ues the generating functional will exhibit additional
important properties in relation to topology when
dealing with special models – see Sec. II.
Second, for generic systems, it will be important
to take the integers m,n to be large. A convenient
object to study response to Aµ is then
Z[A1, A2] = e
iW [A1,A2] =
lim
κ→∞Tr
[
U(κT,−κT ;A1)ρ0U†(κT,−κT ;A2)
]
,
(11)
where we chose t1 = −t0 = κT with κ a half-
integer; for simplicity, we have chosen the Schwinger-
Keldysh contour to be symmetric around t = 0. As
we will see, the infinite time limit guarantees that,
for generic models, when the system is in the local-
ized regime, only topological contributions will sur-
vive, as in the infinite time limit non-topological ef-
fects are averaged out, making them transparent to
the response captured by the generating functional
W [A1, A2].
Having fixed the definition of the time contour, we
now discuss the structure of the gauge transforma-
tions. These have the form
A1µ → A1µ + ∂µλ1, A2µ → A2µ + ∂µλ2 , (12)
where λ1(t, ~r) and λ2(t, ~r) are independent func-
tions, except at the end points t0 and t1, where they
must be related as
λ1(t0, ~r) = λ2(t0, ~r) + 2pin0,
λ1(t1, ~r) = λ2(t1, ~r) + 2pin1 ,
(13)
where n0 and n1 are integers. Small gauge transfor-
mations will satisfy λ1, λ2 → 0 at t = t0, t1.2 The
gauge invariance of the effective action will be fur-
ther discussed in Sec. II A.
c. Slowly-varying background We will restrict
to background sources which are slowly varying in
space and time. In our discussion, we will be
concerned with systems which are in the localized
regime. As far as the system localizes, we expect
the generating functional W to be a local functional
in A1 and A2, which is a crucial feature of our formu-
lation as it will allow to write down W in a deriva-
tive expansion in A1 and A2, as far as the latter
are sufficiently slowly varying, enabling us to iden-
tify particular couplings in W which contribute to
topological response.
† † †
2 We assume that, in the operator formalism, gauge trans-
formations are implemented by unitary transformations of
the form V (t) = ei
∑
r λ(t,r)nr , where nr is the charge den-
sity operator. The evolution operators in the Schwinger-
Keldysh generating functional transform as
U(t1, t0;A1)→ V1(t1)U(t1, t0;A1)V †1 (t0), (14)
and U(t1, t0;A2)→ V2(t1)U(t1, t0;A2)V †2 (t0), (15)
which implies eq. (13).
5Below we will be interested in the structure of the
Schwinger-Keldysh generating functional W , which
depends on background U(1) gauge fields A1µ, A2µ
and on the constant chemical potential α. For the
rest of the paper, we will further take A0 = 0 and
Ai = Ai(~r), for both copies of the background. We
will thus restrict to “static” response. Operationally,
these configurations are the most general for which
we can analytically compute topological response
from the microscopic models that we are interested
in, and take the continuum limit. We will see that
this choice is sufficient to capture the topological
character of periodically driven systems.3 Further-
more, we will focus on 2+1-dimensional systems
with particle-hole symmetry, i.e. we will require
eiW [A1,A2] = eiW [−A1,−A2]
with α→ −α .
It is convenient to introduce a new basis for the
background,
Ari =
1
2
(A1i +A2i), Aai = A1i −A2i , (16)
where this change of basis is sometimes referred to as
the Keldysh rotation [30]. This basis is convenient as
the constraints (8) can be easily implemented. We
will write W as an expansion in number of deriva-
tives acting on Ari, Aai, and a power expansion in
Aai, which will make it easy to enumerate the list
of terms compatible with (8). Note that the second
condition in (8) requires each term in W to contain
at least one power of Aai. To zeroth order in deriva-
tives, there is no gauge invariant term that we can
write down. To first order in derivatives, the most
general generating functional is
W = i
Θ(α)
2piT
∫
dtd2rBa, Ba = ε
ij∂iAaj , (17)
where Θ(α) is an arbitrary function of α. One im-
mediately sees that (17) satisfies conditions (8). Ad-
ditional terms will be at least second order in deriva-
tives, such as (εij∂iAaj)
2 or (εij∂iArj)(ε
kl∂kAal).
Since we are interested in topological responses, we
3 We remark that, from the point of view of our effective re-
sponse, there is no technical limitation in considering terms
which depend on A10, A20, and which have (slow) time de-
pendence. We leave this to future work.
FIG. 1: Chiral Floquet drive. Red and blue arrows rep-
resent chiral trajectories of particles starting from A and
B sublattice.
will focus on (17), as it is the only term with a cou-
pling constant that is dimensionless in length units.
In the next sections we will focus on a family of sys-
tems which displays precisely this type of response,
and we will see how their topological properties are
encoded in the function Θ(α). We will look at Flo-
quet systems defined on closed as well as open spa-
tial manifolds. In the first case, we will consider
backgrounds with nontrivial flux in order for (17)
to contribute, while in the second case (17) can be
written as a boundary term.
II. TOPOLOGICAL CHIRAL FLOQUET
DRIVE
In this section we shall study in detail the
Schwinger-Keldysh Floquet response of a particular
model. Consider a two-dimensional square lattice
with periodic boundary conditions of size Lx × Ly,
where Lx, Ly are even integers. The total number of
sites is LxLy = N . We denote site coordinates with
r = (x, y) ∈ Z× Z, and split sites into sublattice A,
with coordinates x+ y ∈ 2Z, and sublattice B with
coordinates x+ y ∈ 2Z+ 1. The model is given by a
Floquet Hamiltonian H(t) of period T obtained as
follows. Divide the period T in five intervals of equal
duration T/5, where each of the first four intervals
has Hamiltonian Hn, with n = 1, 2, 3, 4, where
Hn =
∑
r∈A
Hn,r ,
Hn,r = −J
(
eiAr,r+bn c†rcr+bn + h.c.
)
,
(18)
with J = 2.5piT , and where
b1 = −b3 = (1, 0), b2 = −b4 = (0, 1) , (19)
6while during the fifth interval the Hamiltonian is
zero. The fifth interval will be of practical use later,
when we shall introduce disorder. Note that the
Hn,r and Hn,r′ commute with each other, so the
evolution can be factorized on each site r ∈ A. The
resulting evolution is to move a particle around a
plaquette, and bring it back to its original position
after one period, as illustrated in Fig. 1. This model
was originally introduced in [20] and has been exten-
sively studied e.g. in [21, 22]. In addition, we added a
minimal coupling to a background U(1) gauge field,
where
Ar,r+b =
∫ r+b
r
dr ·A(r) (20)
is the gauge link from site r to site r+ b. Note that,
as mentioned in Sec. I, we are restricting to back-
ground gauge fields with A0 = 0 and Ai = Ai(r). In
principle, one can take slowly time-dependent back-
ground sources Ai(t, ~r) and perturbatively solve the
model by doing derivative expansion in time. How-
ever, we expect such configurations to contribute
only through higher derivatives to the generating
functional W . Static configurations will be sufficient
to evaluate Θ(α) introduced in (17), thus capturing
the topological character of these periodically driven
systems.
The Floquet unitary is given by
U(T/2,−T/2) ≡ UF = U4U3U2U1,
Un =
∏
r
e−iT/5Hn,r
with
e−iT/5Hn,r = 1− (nr − nr+bn)2
+ i(nr − nr+bn)2
(
eiAr,nc†rcr+bn + h.c.
)
.
(21)
Crucially, we notice that this model has a unitary
on-site particle-hole symmetry, given by
cr → (−1)rc†r, c†r → (−1)rcr,
Ai(r)→ −Ai(r) ,
where (−1)r = +1 or −1 if r belongs to sublattice
A or B, respectively. This Z2 symmetry will imply
an effective theory argument for the quantization of
our response.
This Floquet drive is special or ideal in the sense
that, in the absence of the background gauge field,
UF = I. I.e., the Floquet Hamiltonian is identi-
cally zero, and hence no heating. For more generic
models, this is not the case and UF = exp(−iTHF ),
where HF is a Floquet Hamiltonian. To avoid heat-
ing, we need to demand HF is, e.g., many-body lo-
calizing.
A. Response functional on the torus
We shall now compute the Schwinger-Keldysh
generating functional W [A1, A2] introduced in (6)
for the chiral Floquet drive, subject to the pe-
riodic boundary conditions described in the be-
ginning of this Section. Since the Hamil-
tonian is quadratic (U is Gaussian), W re-
duces to a quantity built from the single-particle
counter part of the floquet unitary; U(t1, t0)
transforms the fermion creation/annihilation op-
erators as U(t1, t0)ciU
†(t1, t0) = Uij(t1, t0)cj and
U(t1, t0)c
†
iU
†(t1, t0) = U∗ij(t1, t0)c†j = c†jU†ji(t1, t0)
where the N × N unitary matrix Uij(t1, t0) is
the single-particle evolution operator acting on the
single-particle Hilbert space. By noting the formula,
Tr
(
e
∑
i,j c
†
iAijcj
)
= det
(
I + eA
)
, (22)
we then find
eiW =
1
Tr (eαQ)
det
[
e−
α
2 I + e
α
2 U(A1)U†(A2)
]
,
(23)
where we used (10) as initial density matrix, and
U(A) ≡ U(κT,−κT ;A). (Here and henceforth, “tr”
and “det” denote the trace and determinant in the
N -dimensional single-particle Hilbert space, respec-
tively, as opposed to “Tr” which is the trace taken
over the 2N -dimensional many-body Hilbert space.)
We used a “particle-hole symmetrized” definition of
number operator, i.e.
Q =
∑
r
(nr − 1/2), nr = c†rcr , (24)
where the eigenvalues of Q run from −N2 to N2 , and
Tr (eαQ) =
∏
r(e
−α2 +e
α
2 ) = (2 cosh α2 )
N . The chem-
ical potential α can be used to project the “unnor-
malized” generating functional to a given sector with
fixed particle number:
Tr (eαQ) eiW =
∑
q
eαqZq+N/2[A1, A2] , (25)
7where the subscript q+N/2 is the non-symmetrized
particle number running from 0 to N . For the case
of Gaussian Floquet unitaries, expanding the deter-
minant in (23) we obtain, for example,
Z1[A1, A2] = tr [U(A1)U†(A2)] ,
ZN [A1, A2] = det [U(A1)U†(A2)] . (26)
It is easy to check that UF (A) is diagonal with its
diagonal elements given by eiBr where Br is a flux
picked up by a particle which is located initially at
r: UF (A) =
∑
r e
iBr |r〉〈r|. Then,
eiW =
1
(2 cosh α2 )
N
×
∑
{nr=0,1}
e(nr−
1
2 )αe+i
∫
dt
T
∑
r(B1r−B2r)nr
=
1
(2 cosh α2 )
N
∏
r
[
e−
α
2 + e
α
2 ei
∫
dt
T (B1r−B2r)
]
.
(27)
Note that the time integral in the exponents
∫
dt
should be thought of as
∫ κT
−κT dt, with κ a sufficiently
large integer. We can check that (27) is consistent
with particle-hole symmetry,
Z[−A1,−A2,−α]
Z[A1, A2, α]
= ei
∫
dt
T
∑
r[B1r−B2r] = 1, (28)
where we noted the quanitzation of the total flux∑
r Bsr = 2pi × (integer) (s = 1, 2) on a close
manifold since Ar,r′ is an angular variable, Ar,r′ ≡
Ar,r′ + 2pi.
Equation (27) is the exact microscopic result and
can be used to study systems with arbitrary configu-
rations of the background gauge fields – See around
Eqs. (31) and (37), for example. We now specialize
to background configurations which are slowly vary-
ing compared to the lattice constant. In this limit,
∂Ai/∂rj  Ai, i.e. one expands eiBr = 1+iBr+· · · ,
and resumming, the only finite contribution to the
generating functional will be4
exp iW [A1, A2]
= exp i
Θ(α)
2pi
∫
dt
T
∫
d2r[B1(r)−B2(r)] , (29)
4 Note that the continuum limit should be taken before the
infinite time limit, i.e. in taking Br → 0, the integral
∫
dt
should be performed over a finite time interval.
with
Θ(α) = θ + f(α),
θ = Θ(0) = pi, f(α) = −pi tanh α
2
.
Note that the generating functional is now a pure
phase, and topological in the sense that it does not
require (spatial) metric for its definition.
The effective action (29) is a Schwinger-Keldysh
analogue of the theta term, exp[i θ2pi
∫
M2
dA], which
appears, e.g. as an effective response functional of
(1+1)-dimensional static topological insulators (e.g.,
the SSH model), where M2 is the (1+1)-dimensional
spacetime [27]. For the static case, θ is a periodic
variable, θ ≡ θ + 2pi, because of the Dirac quanti-
zation condition: for any (1+1)-dimensional closed
Euclidean spacetime M2,
∫
M2
dA = 2pi × integer,
which is a consequence of the large U(1) gauge in-
variance. Imposing a discrete particle-hole symme-
try quantizes θ to be θ = integer× pi, and this then
“predicts” symmetry-protected topological phases
(phases which are not smoothly connected to each
other) protected by particle-hole symmetry. In other
words, the theta term, once quantized by symmetry,
serves as a topological invariant which can be used to
distinguish/label topologically distinct particle-hole
symmetric phases.
For the Schwinger-Keldysh functional (29), the
situation seems more complicated in the sense that
the combination Aai = A1i − Ai2 entering in (29)
is “neutral” under spatial large gauge transforma-
tions, i.e. transformations which allow a nontriv-
ial flux of Aai across the torus. Indeed, due to
(13), λ1(t0, r) and λ2(t0, r) must be topologically
equivalent as spatial functions, as well as λ1(t1, r)
and λ2(t1, r), and hence there is no large gauge
transformation to quantize
∫
dAa =
∫
(dA1 − dA2)
(where we consider the integral only over the space,
as
∫
dt/T is simply an integer). Nevertheless, we
can still argue that Θ(α) in (29) has a periodicity
Θ(α) ≡ Θ(α) + 2pi. First we note that, if the de-
pendence on A1 and A2 of the generating functional
Z[A1, A2] enters through the total fluxes
∑
r B1r and∑
r B2r, they have to be separately quantized since
A1 and A2 are angular variables, Asr ≡ Asr + 2pi.
Second, periodicity of Θ(α) can also be proven from
the following argument. When we switch off one of
the gauge fields, A2, say, the Floquet unitary of the
model reduces to identity U(κT,−κT ;A2 = 0) = I,
i.e., the second Schwinger-Keldysh copy simply dis-
appears. Hence the Schwinger-Keldysh trace (6) re-
duces to eiW [A1,A2=0] = Tr [U(A1)ρ0] which is now
8invariant under the “accidental” large gauge trans-
formation A1i → A1i+∂iλ, while A2i remains zero.5
On the other hand, the effective action (29) reduces
to exp[−iΘ(α)2pi
∫
dt
T
∫
d2rB1(r)] in which Θ(α) should
be now periodic because of the (large) gauge invari-
ance under A1i → A1i + ∂iλ.
In the latter argument above, we relied on a spe-
cial feature of the model, U(κT, κT ;A = 0) = I,
which is not true in general: for more general
cases U(κT,−κT ;A = 0) is not the identity, by
given by the exponentiated Floquet Hamiltonian,
U(κT,−κT ;A = 0) = exp(−i2κTHF ). Neverthe-
less, the periodicity of the theta angle Θ(α) in the
Schwinger-Keldysh effective action will persist at
least for a wide class of models, thanks to the fact
that the value of Θ(α) is independent of continuous
deformations of the system, as will be shown in Sec.
II C. Indeed, Floquet unitaries U(t) can be smoothly
deformed into the form U ′(t) = U˜(t) exp(−itHF ),
where U˜(t) is periodic (the so-called micro motion
part), with U˜(t = T ) = I, and exp(−itHF ) captures
the non-periodic part. If one can then smoothly de-
form U(t) into U˜(t) (see e.g. [19]), which one can
do with the non-periodic evolutions of the mod-
els discussed in later sections6, the identification
Θ(α) = Θ(α) + 2pi continues to hold.
Now, under particle-hole symmetry (22),
(A1i, A2i, α)→ (−A1i,−A2i,−α), i.e.,
exp iW [A1, A2]
→ exp−iΘ(−α)
2pi
∫
dt
T
∫
d2r[B1(r)−B2(r)] ,
(30)
which means that, when α = 0, θ is quantized as
θ = pi × integer. As in the case of static topological
insulators, the quantized theta term can be thought
of as a topological invariant differentiating topolog-
ically distinct (many-body localized) Floquet uni-
taries (regardless of the microscopic details of the
system, and even for strongly coupled many-body
systems, as far as the thermodynamic limit is well-
defined). For generic values α, one can see that
particle-hole symmetry implies f(α) = −f(−α). In
5 This enhanced symmetry can also be seen without setting
A2 = 0 by simply noting that U(A2), for this particular
model, commutes with gauge transformations.
6 In fact, some literature just entirely focuses on periodic
Floquet unitaries U(0) = U(T ) = I, see Ref. [19].
the next Section, we will show that Θ(α) is indepen-
dent of continuous deformations of the Hamiltonian,
and that f(α) contains additional topological infor-
mation of the system.
We close this subsection with a few remarks.
First, while we have been focusing on smooth con-
figurations of the background gauge fields, it is also
interesting to consider non-smooth configurations,
e.g., a pair of localized magnetic fluxes φ and −φ
inserted through two plaquettes. The corresponding
background gauge field can be introduced by consid-
ering a “string” on the dual lattice connecting these
two plaquettes, and assigning eiArr′ = e±iφ for those
links intersecting the string. It is straightforward to
see
Z[A1, A2 = 0] = (1/2)(1 + cosφ) (31)
where we set α = 0 for simplicity. The parti-
tion function is real and its amplitude is zero for
φ = pi × integer. This background configuration is
fairly singular, and cannot be described by the topo-
logical effective action. The situation is similar to
the response effective action of the (integer) quan-
tum Hall effect; in the presence of the Chern-Simons
term, the response partition function vanishes when
one introduces a monopole. (See [39] for example.)
Second, while we have been discussing the free
fermion model, the topological response functional
(27) can be also derived for more generic models.
Consider the floquet models introduced and dis-
cussed in Refs. [23, 40]. These models consist of
swap operators, acting on each link. As an exam-
ple, we follow [40]. The model consists of hard-core
bosons living on a square lattice. For each link, we
define a SWAP operator,
Sr,r′ |nr, nr′〉 = |nr′ , nr〉 (32)
where nr = 0, 1 is the occupation number of hard
core bosons at site r. Sr,r′ can be given explicitly as
Sr,r′ = 1 + b
†
rbr′ + b
†
r′br − nr − nr′ + 2nrnr′ . (33)
Combing these SWAP operators, Uj =∏
r∈A Sr,r+bj , the total Floquet drive is given
by UF = U4U3U2U1. In the absence of bound-
aries, one can readily check that U is the identity
operator,
〈{n}|UF |{n′}〉 = δ{n},{n′} =
∏
r
δnr,n′r . (34)
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FIG. 2: The time-evolution of Z[A1, A2] for the static
gauge field configuration (37) for 3T/4 < t < T for Lx =
Ly = 4, 8, 12, 16, 20 with α = 0.8 (from the bottom at
t = T ). The dotline represents Θ(α = 0.8) = 1.94795.
The background U(1) gauge field can be introduced
by replacing b†rbr′ → b†rgrr′br′ in Srr′ where grr′ =
g∗r′r and grr′ = e
iArr′ ∈ U(1). One can check easily
Srr′(A)|nr, nr′〉 = gnr−nr′rr′ |nr′ , nr〉. UF (A) is diago-
nal in the occupation number basis and given by;
〈{n}|UF (A)|{n′}〉 = exp[iI(n,A)]δ{n},{n′}. (35)
Here, for a fixed configuration {n}, eiI(n,A) can be
written as
eiI(n,A) =
nr=1∏
r
eiBr =
∏
r
eiBrnr = ei
∑
r Brnr (36)
where the product
∏nr=1
r is over all r where a par-
ticle is present, nr = 1. It is then straightforward to
see that the topological response functional is given
by (27).
Third, while we have focused for the Floquet
unitary at t1 − t0 = (integer) × T , we can mon-
itor the time-evolution of the partition function
Z[t1, t0;A1, A2] numerically for arbitrary t0,1 and for
a given static gauge field configuration. In Fig. 2,
Z[t1, t0 = −T/2;A1, A2] is plotted as a function of
(a)
(b)
FIG. 3: Chiral Floquet drive with open boundary. (a)
Cylinderical geometry with open (periodic) boundary
condition in y (x) direction, and (b) “Disc” geometry
with open boundary condition in both x and y direc-
tions. Shaded (unshaded) sites belong to the boundary
(bulk) Hilbert space.
t1 for the background field configuration A2i = 0
and
A1x(x, y) = 0,
A1y(x, y) =
{
0, y = 1, . . . , Ly − 1,
2pix
Lx
, y = Ly.
(37)
In this configuration, the magnetic flux is inserted
through plaquette located on a row at y = Ly.
The total flux is 2pi. We see that the amplitude
|Z[A1, A2]| approaches to ∼ 1 as t1 → T/2. On
the other hand, away from t1 = T/2, the amplitude
|Z[A1, A2]| can be very small (nearly zero); in these
time regions, Z[A1, A2] seems not to be topological
in nature. In addition, as t1 → T/2, argZ → Θ(α).
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B. Open boundary conditions and
magnetization
1. Separating bulk and boundary unitaries
We now move on to discuss the chiral Floquet
drive in the presence of open boundary conditions.
Let us first recall that, in the absence of boundaries,
and with background gauge field, the single-particle
unitary UF (A) is diagonal in the occupation number
basis, with the diagonal elements depending on the
background A. Let us now make a boundary by re-
moving some links. While the bulk part of UF (A)
continues to be diagonal, the boundary part is not,
as after one period the location of a particle on the
boundary is shifted, see Fig. 3. We can then decom-
pose UF (A) as
UF (A) = Ubulk(A)⊕ Ubdry(A), (38)
where Ubulk and Ubdry are supported by two spaces
orthogonal to each other; we will refer them as the
bulk and boundary Hilbert spaces. For our current
model, the boundary Hilbert space consists of a sub-
set of sites living on the boundary, as in Fig. 3. Cor-
respondingly, the many-body Floquet unitary fac-
torizes, UF = Ubulk ⊗ Ubdry, leading to the factor-
ization of the generating functional:
eiW [A1,A2] = Tr [U(A1)ρ0U
†(A2)]
= Tr [Ubulk(A1)ρ0,bulkU
†
bulk(A2)]
× Tr [Ubdry(A1)ρ0,bdryU†bdry(A2)]
= eiWbulk[A1,A2]eiWbdry[A1,A2] , (39)
where we also split the initial density matrix into
bulk and boundary parts: ρ0 = ρ0,bulk ⊗ ρ0,bdry.
The bulk effective functional Wbulk[A1, A2] can
be computed in the same way as the torus case,
and is essentially given by (27), where now in the
product
∏
r we simply remove sites which belong to
the boundary Hilbert space. Taking the continuum
limit,
Wbulk[A1, A2] =
Θ(α)
2pi
∫
dt
T
∫
bulk
d2r [B1(r)−B2(r)] .
(40)
We also note that
Zbulk[−A1,−A2,−α]
Zbulk[A1, A2, α]
= ei
∫
dt
T
∑bulk
r (B1r−B2r) 6= 1,
(41)
since the total flux
∑bulk
r Br on an open manifold is
not subject to the quantization condition; particle-
hole symmetry is broken.
The effective functional for the boundary unitary
Wbdry can also be evaluated directly. Note how-
ever that in contrast to the bulk unitary the bound-
ary unitary is not gapped (many-body localized),
Ubdry(A = 0) is not identity, and hence we do not ex-
pect Wbdry to be local; we do not write down Wbdry
explicitly here.7 Nevertheless, one can verify
Zbdry[−A1,−A2,−α]
Zbdry[A1, A2, α]
= e−i
∫
dt
T
∑
bdry(A1−A2) 6= 1
(43)
where
∑
bdry represents the sum taken over links
on the boundary region (an analogue of a 1d line
integral
∮
along the boundary), and L is the cir-
cumference of the boundary. The “Wilson loop”
e−i
∫
dt
T
∑
bdry(A1−A2) is not subject to quantization
condition, and hence particle-hole symmetry is bro-
ken, as in the bulk. On the hand, when the bulk
and boundary effective functionals are combined, the
total effective functional respects the particle-hole
symmetry, Z[−A1,−A2,−α]/Z[A1, A2, α] = 1. The
situation is similar for the trace of the single unitary
operator Tr [Ubdry(A)] (which is not the Schwinger-
Keldysh trace), which takes a simple form and is
given by
Tr [Ubdry(A)] = e
−Lα2 + e+L
α
2 ei
∑
bdry A (44)
where L is the total number of sites in the bound-
ary Hilbert space. The trace (44) does not
preserve particle-hole symmetry, while it enjoys
the large U(1) gauge invariance. On the other
hand, by adding (multiplying) a counter term,
e−(i/2)
∫
dt
T
∑
bdry ATr [Ubdry(A)] is particle-hole sym-
metric, but not invariant under large U(1) gauge
transformations. The situation is completely anal-
ogous to the well-known mixed anomaly (a conflict
between particle-hole and U(1) symmetry) in (0+1)-
dimensional field theory [41]. This is consistent with
7 The Schwinger-Keldysh generating functional in the N -
particle sector takes a simple form and is given by
ZN,bdry[A1, A2] = e
−i ∫ dt
T
∑
bdry(A1−A2). (42)
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the fact that the boundary unitary realizes a sin-
gle chiral (Weyl) fermion; the single particle bound-
ary unitary in momentum space is given simply by
Ubdry(A) = exp ikx where kx is single particle mo-
mentum along the boundary.
Two comments are in order. First, the bulk re-
sponse has the same form as that of the closed sys-
tem discussed in the previous subsection. This is
expected as the system is localized. In other words,
thanks to localization, particle-hole invariance im-
plies that θ is quantized even for the open system.
We will support this statement with more general
models in Sec. II D. Second, the value of θ is un-
ambiguously defined, while in the case of periodic
boundary conditions it is defined only mod 2pi. This
has a well-known counter part in the context of static
SPT phases, such as topological insulators.
2. Magnetization
Since the magnetic flux can have a continuous
value, we can differentiate Wbulk[B] with respect to
B and directly relate our response to magnetization.
Indeed,
∂
∂B
eiWbulk[B]
∣∣∣∣
B=0
= Tr
[
ρ0U
†(B = 0)
∂
∂B
U(B)
]
= −i
∫ κT
−κT
dtTr
[
ρ0U
†(t,−κT )∂H(t)
∂B
U(t,−κT )
]
= −i
∫ κT
−κT
dtTr
[
ρ0U
†(t,−κT )MU(t,−κT )]
(45)
where we suppressed the subscript bulk from various
quantities for simplicity, κ is a half-integer, and we
used
U†(κT,−κT ) ∂
∂B
U(κT,−κT ;B)
∣∣∣∣
B=0
= −i
∫ κT
−κT
dtU†(t,−κT )∂H(t, B)
∂B
U(t,−κT ),
(46)
and where we identify M ≡ −∂H/∂B as the mag-
netization operator. We are then led to introduce
mα =
i
2κTLxLy
∂
∂B
eiWbulk[B]
∣∣∣∣
B=0
, (47)
where the factor of 2κT is the total length of the
time integral, and LxLy is the area of the bulk. We
naturally view mα as the magnetization averaged
over time and space. This quantity was introduced
in [22] for the single particle “infinite temperature”
state. Using the bulk generating functional worked
out in (40), we then find
mα = −Θ(α)
2piT
, (48)
so that, for α = 0, the averaged magnetization is
half-quantized. In [22] it was found that the aver-
aged magnetization is quantized. The relative fac-
tor of 1/2 is in that we are considering the sum over
states with arbitrary particle numbers.
If we focus on the N -particle sector of the Hilbert
space, we have the integral quantization of the av-
eraged magnetization. Indeed, explicit evaluation of
the generating functional restricted to theN -particle
sector ZN [A1, A2] in (26) gives
− i logZN,bulk[A1, A2]
=
2θ
2pi
∫
dt
T
∫
d2r [B1(r)−B2(r)], (49)
for smooth background gauge fields. Note the rela-
tive factor of 2 as compared to (40). Using again eq.
(45), where this time ρ0 is the density matrix sup-
ported on the bulk and restricted to particle number
N , gives
∂
∂B
ZN,bulk[A, 0] = −i
∫ κT
−κT
dtTr′M(t) , (50)
where Tr′ is N -particle trace taken over the bulk
sites. This then gives the time-averaged magnetiza-
tion per unit area as
1
2κLxLy
∫ κT
−κT
dtTr′M(t) =
θ
pi
. (51)
C. Stability under deformations
We shall now show that Θ(α) must be indepen-
dent of continuous deformations of the Hamiltonian,
as far as the system is localized. In any geometry,
such as the torus described in Sec. II A or the strip
of Fig. 4, consider smoothly deforming the Hamil-
tonian inside two regions I and II whose size and
distance is much larger than the localization length,
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and denote by HI(t), HII(t) the Hamiltonian in re-
gion I, II, respectively. Further, assume that the
length scale of deformation from HI(t) to HII(t) is
much shorter than the scale of variation of the gauge
field Ai. The response at first derivative order must
then be
W [Aa] =
1
2pi
∫
dt
T
∫
d2rΘ(α, r) εij∂iAaj(r) , (52)
where Θ(α, r) approaches the value ΘI(α),ΘII(α)
in region I, II, respectively, and the chemical po-
tential α is constant everywhere. Varying the gen-
erating functional with respect to Ai(r) gives the
time-averaged expectation value of the current,
δeiW [A]
δAi(r)
∣∣∣∣
A=0
= −i
∫
dtTr
[
ρ0U
†(t,−κT ) ∂H(t)
∂Ai(r)
U(t,−κT )
]
= −i
∫
dtTr[ρ0J
i(r, t)] ≡ −iJ¯ i(r) , (53)
where we used steps similar to those around Eq. (45).
Plugging in the functional (52) gives
J¯ i(r) = − 1
2pi
∫
dt
T
εij∂jΘ(r) . (54)
Due to localization this current should vanish, as
far as r is sufficiently far from any boundaries,
such as the boundary of the strip in Fig. 4, or the
boundary of the cylinder itself. We now show why
this is the case for a model of the form H(t) =
H0(t, A) + Hint(t), where H0 is the chiral Floquet
Hamiltonian in (18)-(19), and Hint(t) is a generic
interaction term which does not depend on Ai, and
has a generic time dependence, i.e. it does not have
to be periodic: any Hint(t) will be fine as far as the
system remains many-body localized. The trace of
the current operator for the Hamiltonian H(t) eval-
uated at r = r¯ is
−iTr[ρ0J i(r¯, t)] = Tr[ρ0U†(t)(c†r¯+icr¯ − c†r¯cr¯+i)U(t)] .
(55)
If the system is on a closed manifold, where ρ0
does not project out any states, ρ0 commutes
with U(t) which immediately leads to the vanish-
ing of the trace, Tr [ρ0U
†(t)(c†r¯+icr¯ − c†r¯cr¯+i)U(t)] =
Tr [ρ0(c
†
r¯+icr¯ − c†r¯cr¯+i)] = 0. (See [42] for a similar
discussion.) Thus, as far as W [A] is given by the
local functional (52), Θ(α) must be independent of
continuous deformations. In the presence of bound-
aries, such as the geometry similar to that of Fig. 4,
one can still factorize the total unitary into its bulk
and boundary parts (c.f. (38)). While the boundary
unitary is not many-body localized, as far as the cur-
rent operator is evaluated at location r¯ well inside
the bulk region, we conclude that the trace of the
current operator should still be zero, which then im-
plies that Θ cannot be changed continuously. Note
that in the above proof we did not make any use of
the periodicity of the Hamiltonian. Independence on
continuous deformations of this topological response
is guaranteed solely by localization.
D. Numerical tests of stability
As mentioned in the beginning of this section, the
topological chiral Floquet model (18)-(19) is some-
what special or ideal in the sense that its Floquet
Hamiltonian is zero, UF = I. In this subsection,
we shall depart from the ideal model (18)-(19) by
adding disorder and perturbations, 8
H(A) = H0(t, A)
+
∑
r
wrc
†
rcr + λ
∑
r
(−1)ηrc†rcr , (56)
where H0(t, A) is the Hamiltonian introduced in
(18)-(19) coupled to gauge field Ai, the second term
is a disorder potential, where wr are uncorrelated
and can take values between [−W,W ] with equal
probability, and finally, the third term is a clean po-
tential, where ηr = 0 or 1 depending on whether r
lies in sublattice A or B, respectively. (Note that
H0(t, A) is zero for 4T/5 < t < T while the last
two terms in (56) are present for all t.) In the fol-
lowing, we shall probe numerically the stability of
the response introduced above. The disorder term,
when sufficiently strong, guarantees localization. On
the other hand, what the small λ perturbation is
expected to do is to induce a finite bandwidth in
8 We have also studied different topological Floquet mod-
els, which are translationally invariant, characterized by
the non-zero 3d winding number topological invariant (and
hence non-zero quantized magnetization), and having non-
zero Floquet Hamiltonian HF 6= 0. The results will be
reported elsewhere.
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FIG. 4: Representation of the initial state on the cylin-
der. Site are populated within a strip of height and dis-
tance from the boundaries which are longer than the
localization length.
the quasi energy spectrum, and non-zero Floquet
Hamiltonian, HF 6= 0: it can compete with the dis-
order term. Both of these terms, when sufficiently
strong, can drive the system away from the topo-
logical phase with non-zero Θ by going through a
continuous transition. While such transition is inter-
esting, in this paper, we limit our attention to small
perturbations to the ideal chiral Floquet drive, and
postpone the detailed study of the putative transi-
tion to future works.
We study the dependence of Θ(α) on the disorder
strength W . To this aim, we simulated the Hamil-
tonian (56) on a cylindrical lattice of size Lx = 20
and Ly = 40. As initial state, we populated a cylin-
drical strip of width 16, so that the distance from
the boundaries is sufficiently large compared to the
localization length, see Fig. 4. This ensures that
we can neglect boundary effects. The generating
functional and the theta angle Θ(α) are obtained
by taking the average of the disorder realizations of
the Schwinger-Keldysh trace:
eiW [A1,A2] = Tr [U(W,A1)ρ0U†(W,A2)] (57)
where · · · represents disorder averaging, in the pres-
ence of a fixed background field configuration with∫
dA1 = 2pi and
∫
dA2 = 0. In our simulation, we
performed 20 disorder realizations. We emphasize
that, as mentioned below eq. (11), we need to eval-
uate W [A1, A2] over a very long time in order to
isolate the topological terms. One can indeed verify
numerically that evaluating W [A1, A2] over a time
which is comparable to the microscopic time scales
of the system, Θ(α) quickly deviates from the un-
perturbed value as one increases disorder, even if
(a)
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FIG. 5: Plot of Θ(α) as a function of disorder strength
W , for various values of α when λ = 0 (a) and λ = 0.1(b).
the system is localized.9
We first set λ = 0. Figure 5(a) shows the depen-
dence of Θ(α) on W for different values of α. For
values of W that are not too large compared to the
quasi-energy gap ofH0, ε = 2pi/T = 0.8, one sees the
presence of a plateau. At larger values, the disorder
seems sufficiently strong to generate a transition to a
topologically trivial state. Confirming this requires
more accurate numerical simulations, which we leave
for future work. As a diagnostics of localization, we
considered the quantity
g(r) = max
wr
lim
κ→∞
∣∣∣∣ 〈r| U(κT,−κT ;A = 0) |r0〉〈r0| U(κT,−κT ;A = 0) |r0〉
∣∣∣∣ ,
(58)
which measures the correlation between a site in the
middle of the strip, r0 = (0, Ly/2) and site r after
a long time evolution, and the correlation is maxi-
mized over disorder realizations. As plotted in Fig.
9 Evaluating W over short times is equivalent to having back-
grounds A1i, A2i that vary fast in time, thus probing quasi-
energy scales that are characteristic of the microscopic sys-
tem.
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6, we see that the system is localized for all values
of W near the plateau
Let us now switch on the third term, the clean
potential term. Figure 6 shows that the localized
regime holds for λ  W , as expected. For W com-
parable or smaller than λ, localization is lost and
we thus expect to see a deviation of Θ(α) from
the unperturbed value. This indeed happens for
W < 0.2 − 0.3, as shown in Fig. 5(b), consistently
with the delocalization-localization transition which
happens around W = 0.2, as shown in Fig. 6. As W
is increased, localization becomes stronger and Θ(α)
is brought back to the unperturbed value. For strong
enough disorder, we again see that Θ(α) drops to
zero.
E. Topological chiral Floquet p, q drives
In this section we apply our response theory to
a generalization of chiral Floquet models which is
motivated by and related to a class of models intro-
duced in [24, 40]. Those authors found that a class of
Floquet systems in two dimensions admits a topolog-
ical classification by a rational number (GNVW or
chiral unitary index), and characterizes asymmetric
quantum information flow at their boundaries. The
topological index can be defined without referenc-
ing any symmetry, and hence these topological Flo-
quet drives do not require any symmetry for their
existence. From the perspective of the Schwinger-
Keldysh effective field theory approach we are pur-
suing, one possible way to detect such topologi-
cal Floquet drives is to introduce a “gravitational”
background, and look for a topological term in the
gravitational effective action. Here, in this subsec-
tion, we instead consider a topological Floquet drive
with U(1) symmetry, consisting of multiple species
with different charges, which perform clockwise or
counter clockwise chiral motions. We will see that
the chiral unitary index is captured by the response
we introduced in the earlier part of this Section,
once we assign charges properly and study the α-
dependence of the effective functional.
We start again with a square lattice partitioned
into two sublattices, precisely as described above
Eq. (18). For each site we will now consider a
Hilbert space Hp ⊗ Hq, where we further factor-
ize Hp =
⊗r
i=1Hpi and Hq =
⊗s
i=1Hqi , where
pi, qi are prime numbers, and Hk has dimension k.
For a given site r, we label states in Hk by their
U(1) charge as |r, nk〉 where nk = 0, · · · , k− 1 is the
(particle-hole unsymmetrized) particle number. We
then consider the following four-step Floquet drive
UF = U4U3U2U1,
Un =
∏
r
(∏
pi
U (pi)n,r
)(∏
qi
U (qi)n,r
)
, (59)
where the action of these unitaries on a state |r, npi〉
is
U (pi)n,r |r, npi〉 = einpiAr,r+bn |r + bn, npi〉 , (60)
and similarly, the action on a state |r, nqi〉 is
U (qi)n,r |r, nqi〉 = einqiAr,r+b5−n |r + b5−n, nqi〉 . (61)
In summary, U swaps the location of p-type particles
following counter-clockwise rotation as in the chiral
Floquet model (18)-(19), while it swaps the loca-
tion of q-type particles following clockwise rotation.
This type of evolution was introduced in [24, 40]. In
our case, we additionally assign U(1) charges to par-
ticles so that our response can directly capture the
topology of those models. In [24, 40], the topological
classification was demonstrated by deformation ar-
guments, where the deformations involved exchang-
ing subspaces of Hp of dimension pi with subspaces
of Hq of dimension qi whenever pi = qi. This leads
to a topological classification labeled by the factors
pi and qi which are pairwise coprime, i.e. the classi-
fication is labeled by p/q. Our assignment of charges
has been made so that such deformations. preserve
the U(1) symmetry of our Hamiltonian. We can then
hope that the response functional W [A1, A2] will au-
tomatically capture the topology property detected
and classified by the chiral unitary index. This will
turn out to be the case, which illustrates how W fur-
nishes a systematic diagnostic tool for topology. It
would be interesting to deal directly with the neutral
system, coupling it to a metric rather than a U(1)
gauge field. We leave this for future work. (See,
however, Sec. III A for a possible geometric response
of topological chiral Floquet drive.)
Let us now obtain the generating functional.
First, the initial density matrix is ρ0 = e
αQ/Tr eαQ,
with Q the total charge,
Q =
∑
r
(∑
i
n˜pi,r +
∑
j
n˜qj ,r
)
, (62)
where we again used particle-hole symmetrized num-
bers n˜k, in the sense that the map nk → k− 1− nk
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FIG. 6: The plots show g(r) as a function of r = (x, 0) in the first row, and r = (0, y) in the second row. As W
becomes larger than λ, correlations between sites drop exponentially.
becomes n˜k → −n˜k. One then finds
Tr eαQ =
∏
r
∏
pi
(
pi−1∑
k=0
e(k−
pi−1
2 )α
)
×
∏
qj
(qj−1∑
k=0
e
(
k− qj−12
)
α
)
.
(63)
Repeating similar steps as those in the beginning of
Sec. II A, we obtain the generating functional
eiW [Aa] =
1
Tr eαQ
∏
r
×
∏
pi
(
pi−1∑
k=0
e(k−
pi−1
2 )αe+ik
∫
dt
T Br
)
×
∏
qi
(
qi−1∑
k=0
e(k−
qi−1
2 )αe−ik
∫
dt
T Br
)
. (64)
The structure of this generating functional is similar
to that of (27), where, at each site r, we sum over all
possible particle numbers and the corresponding flux
collected through the micromotion of each particle
around the corresponding plaquette. The continuum
limit gives
W [Aa] =
Θp,q(α)
2pi
∫
dt
T
∫
d2rBa(r) , (65)
where
Θp,q(α) = θp,q + fp,q(α) , (66)
with
θp,q = pi
r∑
i=1
(pi − 1)− pi
s∑
i=1
(qi − 1),
fp,q(α) = pi
r∑
i=1
(
pi coth
piα
2
− coth α
2
)
− pi
s∑
i=1
(
qi coth
qiα
2
− coth α
2
)
. (67)
Notice that if there are common factors pi = qi, the
corresponding terms will cancel out in Θp,q(α), so
the continuum limit depends only on factors of the
two respective sets {pi, i = 1, . . . , r} and {qi, i =
1, . . . , s} which are different from each other, i.e. the
response exactly depends on p/q! This is fully con-
sistent with the chiral unitary index, which we now
recover as a topological response. Interestingly, one
can see that the phase of (64) is also only depen-
dent on p/q. Following the argument of Sec. II D,
one then concludes that Θp,q(α) is independent of
localization-preserving deformations of the system.
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III. MORE ON EFFECTIVE THEORY OF
RESPONSE
In Sec. II, our primary focus was to de-
rive/calculate the Schwinger-Keldysh effective re-
sponse functional starting from microscopic models
such as the 2d chiral Floquet drive. However, one of
the advantages of the effective field theory approach
is that, based on a few basic principles, one can put
constraints on allowed terms in the effective action,
and systematically enumerate them, even without
knowing microscopic details of the system. In this
Section, we illustrate the advantage of the effective
theory approach to response by describing two new
types of quantized response. We should emphasize
that, while the examples below are consistent with
the effective theory of response, we do not yet know
whether and how they can be realized microscopi-
cally, which we leave to future work.
A. Geometric response
For the first example, we consider the response to
particular geometric deformations. Recall that Flo-
quet systems are invariant under discrete time trans-
lation by a period T and that, since we probe the
long time behavior, time translation can be viewed
as a continuous symmetry. We now gauge this sym-
metry and introduce a corresponding gauge field.
The gauge symmetry acts on the time coordinate
as follows
t→ t+ f(~r) . (68)
The corresponding gauge field, which we denote
as ai, transforms as an abelian gauge field δai =
−∂if(~r). The gauge invariant generating functional
is
eiW = Tr[U(∞,−∞; a1i)ρ0U†(∞,−∞; a2i)] , (69)
where ρ0, up to normalization, is the identity, or the
projector on a strip such as that in Fig. 4. Gauge
invariance of the generating functional W implies
that the current conjugated to ai is conserved (in
the absence of other external fields):
Qi =
δW
δai
, ∂iQ
i = 0 . (70)
The current Qi is the (quasi-)energy current since
time translation symmetry is responsible for the
(quasi-)energy conservation.
To the leading order in derivatives W takes the
following form
W =
∫
dt
T
∫
d2r c1(ε
ij∂ia1j − εij∂ia2j) , (71)
where as before the time integration is done on
t ∈ (−κT, κT ), κ a half-integer which we shall take
to infinity at the end, and where the factor of 1/T
has been inserted for convenience. We consider a ge-
ometry without boundaries where ai has a nontrivial
flux. The spatial slice is assumed to be flat with the
periodic boundary conditions, while ai is given by
ai = ω
ijrj , ω =
kT
L2
, (72)
where T and L are defined through the twisted
spacetime boundary conditions
t ∼ t+ T, r1 ∼ r1 + L , (73)
(t, r1, r2) ∼ (t− ωL(r1 − r2), r1, r2 + L) . (74)
Consistency of the above coordinate identifications
implies that k is an integer.10 The flux of ai will then
be 2ω which is quantized. The fact that real time
is periodic means that we can consistently place on
this geometry only systems whose evolution is truly
periodic, U(t, t0) = U(t+ T, t0).
An example of such system is the unperturbed chi-
ral Floquet model of Sec. II. Suppose that the sys-
tem has time-reversal invariance, in the sense that
HT (t, ai) = H(−t,−ai).11 Following the reasoning
around (30), one then requires
c1
∫ κT
−κT
dt
T
∫
d2rεij∂iaj = c12κL
22ω = 2pi
=⇒ c1 ∈ pi
T
Z , (75)
thus leading to quantization of c1.
10 Indeed, the composition of the second identification fol-
lowed by the third one in (73) results in an identification
which is equal to the composition of the third followed by
the second one, up to a shift of time t ∼ t− ωL2.
11 One could define a slightly more general notion of time-
reversal invariance, i.e. HT (t, ai) = H(t0 − t,−ai). This
definition is equivalent to the one in the main text up to
translating the definition of the Hamiltonian H(t, ai) →
H′(t, ai) ≡ H(t+ t0/2, ai).
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Next we discuss the physics interpretation of c1.
This coefficient describes the time-averaged “ther-
modynamic” quantity known as energy magnetiza-
tion [43–45]. It is defined as the variational deriva-
tive12
mE =
δW
δ(ij∂iaj)
, (76)
giving
Qi = εij∂jmE , (77)
which justifies the definition. With this definition
at hand we find that the energy magnetization takes
the form
mE =
c1
2piT
. (78)
The coefficients Θ in (17) and c1 are completely
independent of each other and provide two indepen-
dent invariants characterizing a topological Floquet
phase. Comparing to the quantization of the mag-
netization we have a relative factor of 2pi/T .13
B. Time-ordering sensitive topology
We now turn to the second extension of our effec-
tive response. So far we have seen response of factor-
ized form W [A1, A2] = W0[A1]−W0[A2], i.e. the two
Schwinger-Keldysh copies of the background are de-
coupled, and setting one of them to zero would yield
equivalent amount of information. We now show
that, at least from the point of view of the effective
theory, this is not always the case. The fact that the
two copies can talk to each other gives rise to an ad-
ditional type of topological terms which are related
to time ordering. The most immediate example is
the response to a U(1) gauge field in 6+1 dimen-
sions. At leading derivative order, the most general
generating functional is
W =
1
4pi2
∫
dt
T
∫
d6r εijklpq
[
3c2∂iArj∂kArl∂pAaq
+ (c3 + c2/4)∂iAaj∂kAal∂pAaq
]
, (79)
12 Here we assume that W depends on ai only through its
flux.
13 This comes from that the “charge” of the system with re-
spect to large time translations is T , due to the first identi-
fication in (73), while in the magnetization case, the U(1)
charge is 2pi.
where c2, c3 are constants, and we set the chemical
potential to zero for simplicity. Moreover, we conve-
niently introduced
Ari =
1
2
(A1i +A2i), Aai = A1i −A2i . (80)
The part proportional to c2 can be factorized into
c2ε
ijklpq
(
∂iA1j∂kA1l∂pA1q − ∂iA2j∂kA2l∂pA2q
)
,
(81)
where the two copies of the background are decou-
pled as before. This means that, if c3 = 0, c2 cap-
tures information related to the time average of a
time-ordered correlation function. The coefficient c3
couples nontrivially A1i and A2i, and is related to
the time average of a non-time ordered correlation
function. To see this more explicitly, let us specialize
to the background configuration
(As1, As2) =
Bs,12
2
(−r2, r1),
(As3, As4) =
Bs,34
2
(−r4, r3),
(As5, As6) =
Bs,56
2
(−r6, r5), (82)
where s = 1, 2 labels the Schwinger-Keldysh copies.
Then (79) gives
∂3eiW
∂B1,12∂B1,34∂B1,56
∣∣∣∣
B=0
=
3κL6
2pi2
(c2 + 2c3) , (83)
where L6 is the volume of the system, and κ = 12
∫
dt
T
is a half-integer as usual. Now introduce time-
dependent B1,12(t), B1,34(t), B1,56(t). Using (7),
δ3eiW
δB1,12(t1)δB1,34(t2)δB1,56(t3)
∣∣∣∣
B=0
= Tr [ρ0T (M12(t1)M34(t2)M56(t3))] , (84)
where M12(t) is the magnetization operator coupled
to B12 in the Heisenberg picture,
14
M12(t) = −U†(t,−∞)
(
∂H(t)
∂B12
)
t
U(t,−∞) , (85)
14 For simplicity of illustration, in eq. (88) we neglected terms
containing higher derivatives of the Hamiltonian with re-
spect to magnetic field, e.g.
∂2H(t,B)
∂B12∂B34
. If the Hamiltonian
has appreciable nonlinear dependence on the magnetic field,
the contribution of such terms in (88) may become impor-
tant.
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and similarly for M34(t) and M56(t). Note that (83)
is the time-integrated counterpart of (88), so that
c2 + 2c3 =
2pi2
3κL6
∫
dt1dt2dt3
× Tr [ρ0T (M12(t1)M34(t2)M56(t3))] , (86)
i.e. c2 + 2c3 is the time integral of a time-ordered
3-point function of magnetization operators. Simi-
larly, one gets
∂3eiW
∂B1,12∂B1,34∂B2,56
∣∣∣∣
B=0
= −3κL
6
2pi2
c3 . (87)
and, using (7),
δ3eiW
δB1,12(t1)δB1,34(t2)δB2,56(t3)
∣∣∣∣
B=0
= Tr [ρ0T (M12(t1)M34(t2))M56(t3)] , (88)
and we see that c3 is related to the time average of a
3-point function of the same operators as for c2+2c3,
but with different time ordering:
c3 = − 2pi
2
3κL6
∫
dt1dt2dt3
× Tr [ρ0T (M12(t1)M34(t2))M56(t3)] . (89)
It would be very interesting to realize microscopic
systems that lead to such “time-order sensitive”
topology. We end this section by mentioning that,
obviously, one can use standard methods of dimen-
sional reduction to reduce the response (79) to lower
dimensions.
IV. CONCLUSION
In this paper, we put forward topological response
theory for non-equilibrium topological systems using
the Schwinger-Keldysh formalism. Taking the chiral
Floquet drives in two spatial dimensions as an exam-
ple, we identify topological terms in the Schwinger-
Keldysh generating functional in the presence of
static background U(1) gauge field. As yet another
example, in Appendix A, we discuss the Schwinger-
Keldysh generating functional for topological Flo-
quet unitaries constructed from group cohomology
[19] with symmetryG in d-spatial dimensions. There
again, we identify topological response actions which
are elements of Hd(G,U(1)), in agreement with the
previous claim [13–15].
The presence of these topological terms in the
response actions provides the (many-body) defini-
tion of topological Floquet unitaries, and serves
as (many-body) topological invariants. We expect
that the Schwinger-Keldysh effective field theory ap-
proach should work beyond the models studied in
this paper, in generic space dimensions and with
various kinds of symmetries. Nevertheless, the case
studied in this paper, namely, the 2d topological
chiral Floquet drive with U(1) symmetry, may be
somewhat special in the sense that the quantized
topological term is readily related to the physically-
meaningful response, i.e., quantized magnetization.
For topological terms for other symmetries, it may
be more difficult/non-trivial to relate them to in-
sightful, physically measurable responses.
Our approach should work even in the absence of
symmetry – one may be able to discuss the cou-
pling of Floquet unitaries to a background gravi-
tational field. This may be of particular interest,
since there are topological Floquet unitaries with-
out symmetry [23, 24]. These systems are charac-
terized by asymmetric quantum information flow at
their boundaries, and by the quantized edge topolog-
ical index. It would be interesting if we can capture
the topological index by properly introducing (a lat-
tice version of) gravitational background and by the
presence of a topological term in the gravitational
effective action. (While we postpone the detailed
implementation of this to future works, we discuss
the possible geometric response of the coupling of 2d
Floquet drives in Sec. III.)
There are plenty of open questions, such as an ex-
tension of our work to other symmetries, transitions
between different Floquet topological phases, appli-
cations of our formalism to other non-equilibrium
(topological) systems, etc. Among the most press-
ing issues is to develop a more comprehensive under-
standing of the structure of the Schwinger-Keldysh
effective topological action. For example, we have
limited our focus to background field configurations
where Ai,1, Ai,2 are time-independent, and α is a
constant. The motivation for this is that we can ex-
actly compute the Schwinger-Keldysh effective ac-
tion for these choices, but nevertheless, it would be
important to study the effective action for generic
time and for more generic background configura-
tions.
Studying the Schwinger-Keldysh effective action
in the presence of generic background field config-
urations seems also important to resolve the fol-
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lowing puzzle: We identified the theta term in the
Schwinger-Keldysh effective topological action for 2d
chiral Floquet drives, which values in Z2 for closed
spatial manifolds and in the presence of particle-hole
symmetry. While the quantization of magnetization
can be discussed by using open spatial manifolds,
there is a question if the bulk effective action for
closed spatial manifolds can fully capture the topo-
logical nature of 2d chiral Floquet drives. Also, the
theta term is quantized by particle-hole symmetry.
While it does exist in the model we looked at, one
would expect that particle-hole symmetry may be a
special property of the Floquet drive at particular
times, but would ultimately be unnecessary for the
fundamental topological property of chiral Floquet
drives.
Another point to mention is that the Schwinger-
Keldysh effective topological actions studied in this
paper all have the factorized form, i.e. the effec-
tive response partition function factorizes between
two Schwinger-Keldysh copies. (See also comments
below (A23).) We may speculate that factorized
response partition functions describe only the sub-
set of topological Floquet drives, i.e., there may be
topological Floquet drives for which the factoriza-
tion does not take place, and the effective functional
is given by a complicated polynominal of Aa and Ar.
This may happen in particular in higher dimensions,
as discussed in Sec. III. We leave detailed study of
such systems for future works.
Note added: While finalizing the manuscript, [42]
appeared on arXiv, which has some overlap with our
work.
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Appendix A: Group cohomology models
In this appendix, we consider topological Floquet
drives preserving discrete symmetry G. It has been
proposed that topological Floquet systems in d spa-
tial dimensions protected by G can be systematically
constructed by using the group cohomology [13–16]
Hd+1(G× Z, U(1))
= Hd+1(G,U(1))×Hd(G,U(1)). (A1)
Here, Hd+1(G,U(1)) corresponds to static SPT
phases in d spatial dimensions protected by G. On
the other hand, Hd(G,U(1)) describes non-trivial
topological unitaries specific to Floquet drives.15
For example, when d = 1 and G = Z2 × Z2,
H2(G × Z, U(1)) = H2(G,U(1)) × H1(G,U(1)) =
Z2 × (Z2 × Z2). Here, H2(G,U(1)) = Z2 corre-
sponds to the classification of static SPT phases pro-
tected by with G = Z2 × Z2, which includes the
Haldane phase; H1(G,U(1)) = Z2 × Z2 classifies to
non-trivial topological unitaries specific to Floquet
drives.
1. d = 1 and G = Z2
It is also possible to construct explicit lattice
models corresponding to the group cohomology
Hd(G,U(1)). As an example, consider the case of
d = 1 and G = Z2 [13]. We consider a chain with the
two-dimensional on-site local Hilbert space spanned
by {|±〉}, where |±〉 are the eigen state of the Pauli
matrix σx with eigenvalues ±1. The Z2 symmetry
is generated by
∏
j σ
x
j , where the product is over all
sites in the chain. We consider the Floquet drive of
the form:
U(t) = e−itH =
∏
j
e+itσ
z
j σ
z
j+1
=
∏
j
[
cos(t) + iσzjσ
z
j+1 sin(t)
]
, (A2)
where H = −∑j σzjσzj+1. When t = pi/2, and with
PBC, U(t) is the identity operator, up to a phase
factor:
U(pi/2) =
∏
j
[
iσzjσ
z
j+1
]
= iN (A3)
where N is the total number of lattice sites. While
trivial with PBC, the unitary U(t = pi/2) is non-
trivial with open boundary condition.
15 Recall that static SPT phases described by the group coho-
mology are expected to exhaustive for low spatial dimen-
sions, and hence the group cohomology classifies all SPT
phases.
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Following the spirits of the preceding sections, let
us now introduce Z2 gauge fields αj,j+1 = ±1 for
links on the chain, and consider:
H[α] = −
∑
j
σzjαj,j+1σ
z
j+1. (A4)
Then, our Floquet unitary is:
U(t, α) =
∏
j
e+itσ
z
jαj,j+1σ
z
j+1
=
∏
j
[
cos(t) + iσzjαj,j+1σ
z
j+1 sin(t)
]
. (A5)
When t = pi/2 and with PBC,
U(t = pi/2, α) = iN
∏
j
αj,j+1 =: i
NW (α). (A6)
Hence, U(t = pi/2, α) is given by the identity multi-
plied by the Wilson loop for Z2 gauge field W (α) =
±1. It follows that the Schwinger-Keldysh trace for
two Floquet unitaries U(t, α′) and U(t, α) is given
by
Z[t;α, α′] = Tr
[
e−itH(α)e+itH(α
′)
]
. (A7)
In particular, when t = pi/2,
Z[t = pi/2;α, α′] = W (α′)W (α). (A8)
2. Generic construction
a. The Dijkgraaf-Witten theory The above con-
struction for d = 1 and G = Z2 can be readily ex-
tended to more generic cases [19]. To describe the
generalization, let us briefly recall the basic ingre-
dients in the Dijkgraaf-Witten theories [46]. Dijk-
graaf and Witten gave a generic construction of (ex-
ponentiated) topological actions exp(iI[g,Mn]) for
discrete gauge theories with gauge group G, where
Mn is n-dimensional Euclidean spacetime, and {g}
represents a gauge field configuration (see below).
The first step of the construction is to triangulate
spacetime in terms of n-simplicies (“triangles”), and
assign directions (arrows) to each link. (E.g., we
assign numbers for each vertex in a simplex; for i <
j,→; for j < i,←). For each elementary triangle (n-
simplex) |∆n| = ±1 represents the orientation of the
simplex with respect to the orientation of spacetime.
FIG. 7: Triangulation of spacetime (here for the case
of two space time dimensions) for the Dijkgraaf-Witten
model.
We now assign gauge field gij ∈ G to each link.
We only consider flat gauge field configurations. For
example, when n = 2, each triangle has three links
with three gauge fields g01, g12, and g02; we impose
the flatness condition by g01g12 = g02, so that two
out the three gauge fields are independent. Next, we
assign for each n-simplex ∆n a Boltzmann weight
ωn(g01, g12, g23, · · · ) ∈ U(1). (For the first entry in
ω, we start from the vertex with no incoming edge,
etc.) Then, the topological action for a given trian-
gulation is given by
exp iI[g,Mn] =
∏
∆n
ωn({g})|∆n|. (A9)
As the final step, we demand the action functional
to be independent of triangulations of Mn. This
leads to the condition on ωn, the so-called cocycle
condition, which is symbolically given by dωn = 1.
(We do not write down the definition of d here, but it
can be found in the literature.) Each solution to this
equation gives a topological action exp iI[g,Mn]. In-
equivalent solutions to the cocycle condition are clas-
sified by the group cohomology Hn(G,U(1)).
b. SPT partition functions Equation (A9) de-
fines the action functional of the Dijkgraaf-Witten
theory (topological gauge theory) on Mn with gauge
group G. Summing over all gauge field configura-
tions {g} defines the Dijkgraaf-Witten theory. On
the other hand, the action functional exp iI[g,Mn]
itself can be viewed as a response theory of an SPT
phase protected by symmetry G [47].
The path integral for the “matter field” can be
constructed as follows. We first introduce degrees of
freedom living on vertices; let us call them vi ∈ G
(where vi is an element in the group algebra). We
introduce G-gauge transformations as
vi → αivi, gij → αigijα−1j . (A10)
Note that combinations v−1i gijvj are gauge invari-
ant. In some sense, {vi} can be identified as a gauge
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transformation.
The Dijkgraaf-Witten action is gauge invariant. Hence, we can write
eiI[g,Mn] =
∏
∆n
ωn(v
−1
0 g01v
−1
1 , v
−1
1 g12v
−1
2 , v
−1
2 g23v
−1
3 , · · · )|∆
n| = eiS[g,v,Mn]. (A11)
Since {vi} is arbitrary, we can sum over {vi},
Z[g,Mn] = e
iI[g,Mn] =
1
|G|Nv
∑
{vi}
eiS[g,v,Mn]
=
1
|G|Nv
∑
{vi}
∏
∆n
ω(v−10 g01v1, v
−1
1 g12v2, v
−1
2 g23v3, · · · )|∆
n|. (A12)
where Nv is the number of vertices. We can then switch off the background field g:
Z[Mn] =
1
|G|Nv
∑
{vi}
∏
∆n
ω(v−10 v1, v
−1
1 v2, v
−1
2 v3, · · · )|∆
n|. (A13)
This can be considered as a partition function of an SPT phase protected by symmetry G. If there is no
boundary on Mn, Z[Mn] = 1.
It is also convenient to introduce
ν(g0, g1, g2, g3, · · · ) ≡ ω(g−10 g1, g−11 g2, g−12 g3, · · · ). (A14)
ν satisfies (here, we take n = 3 for simplicity).
ν(gg0, gg1, gg2, gg3) = ν(g0, g1, g2, g3),
ν(g1, g2, g3, g4)ν(g0, g2, g3, g4)
−1ν(g0, g1, g3, g4)ν(g0, g1, g2, g4)−1ν(g0, g1, g2, g3) = 1. (A15)
Conversely, when these conditions are satisfied by ν, one can construct a group cocycle ω by
ω(g1, g2, g3) = ν(1, g1, g1g2, g1g2g3). (A16)
Using ν, the partition function can be written as
Z[Mn] =
1
|G|Nv
∑
{v}
∏
∆n
ν(v0, v1, v2, v3, · · · )|∆n|. (A17)
c. group cohomology models realizing topological
floquet drives Let us now come back to our ques-
tion on topological Floquet drives. Can we construct
an explicit unitary operator with global symmetry
G and for a given space dimension d, which, upon
introducing a background gauge field, and then tak-
ing the Schwinger-Keldysh trace, reproduces the re-
sponse action functional exp iI[g,Md], or more pre-
cisely exp iI[g1, g2,Md]? We can actually simply
take the SPT path integral (A17) and “turn” it into
a topological Floquet drive: Consider a unitary:
U(t = T ) =
∑
{v}
∏
∆d
ν(v0, v1, v2, · · · )|∆d||{v}〉〈{v}|,
(A18)
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which is completely diagonal. One can check easily
that U(t = T ) is the identity operator since
〈{v}|U(t = T )|{v′}〉 = δ{v},{v′}
∏
∆d
ν(v0, v1, v2, · · · )|∆d|
= eiS[g=0,v,Md]δ{v},{v′}
= eiI[g=0,Md]δ{v},{v′}, (A19)
where we recall (A11). We can introduce a back-
ground gauge field and consider:
U(t = T, g)
=
∑
{v}
∏
∆d
ω(v−10 g01v1, v
−1
1 g12v2, · · · )|∆
d||{v}〉〈{v}|.
(A20)
Recalling (A11) again,
〈{v}|U(t = T, g)|{v′}〉 = eiS[g,v,Md]δ{v},{v′}
= eiI[g,Md]δ{v},{v′}, (A21)
the Schwinger-Keldysh trace
Z[t; g1, g2] = N−1Tr
[
U(t, g1)U
†(t, g2)
]
(A22)
is given by, when t = T , as a product of the group-
cohomology partition functions:
Z[t = T ; g1, g2] = exp (+iI[g1,Md]− iI[g2,Md]) .
(A23)
The topological Schwinger-Keldysh response ac-
tion (A23) is consistent with the general classifi-
cation (A1) in the sense that the topological term
is (A23) is a member of Hd(G,U(1)). Equation
(A23) is also in harmony with (29) (although its
microscopic counter part (27) is more complicated).
We note that in the group cohomology models, the
floquet unitary at t = T is given by the identity
operator, up to an over all phase factor which is
given by ω ∈ Hd(G,U(1)) (see (A21)). As a conse-
quence, (A23) simply factorizes Z[t = T ; g1, g2] =
N−1Tr [U(T, g1)] Tr
[
U†(T, g2)
]
. This is not the
case for the 2d the chiral floquet model; the floquet
unitary at t = T is diagonal but not proportional to
the identity; (27) does not simply factorize. Never-
theless, Tr
[
U(T,A1)U
†(T,A2)
]
depends only on the
difference, Aa = A1−A2, and for smooth (long-wave
length) configurations, the topological term can still
be written in the factorized form (29). The factor-
ization of the response Schwinger-Keldysh action has
an affinity with the proposed group cohomology clas-
sification (A1), in which we do not see any inkling
of the Schwinger-Keldysh formalism; at least naively,
the group cohomologyHd+1(G×Z, U(1)) is expected
to classify the Euclidean path integral without us-
ing the Schwinger-Keldysh copies. Nevertheless, the
calculations presented here show the factorization of
the Schwinger-Keldysh action, and the topological
terms in each copies, Tr [U(t, g1)] and Tr
[
U†(t, g2)
]
,
are labeled by Hd(G,U(1)); we thus land on (A1).
Appendix B: Channel-state map approach
In this appendix, we introduce an approach
based on the so-called channel-state map (the Choi-
Jamio lkowski isomorphism), which maps arbitrary
unitary operator, acting on a Hilbert space H, to
a state living in a bigger (doubled) Hilbert space,
H ⊗ H∗. In physics context, this has been used in
the thermofield double state, and the thermo field
dynamics [48]. This channel-state map allows us to
“transplant” the approaches to static (topological)
states to (topological) unitaries and develop an ef-
fective response theory.
As the Schwinger-Keldysh formalism, the thermo
field dynamics provides a framework to describe the
real-time non-equilibrium dynamics of finite temper-
ature systems. In particular, at equilibrium, the
thermo field dynamics and the Schwinger-Keldysh
formalism are equivalent. In some sense, the purpose
of this section is to “redo” what we have achieved in
the main text using the Schwinger-Keldysh formal-
ism by using the thermo field dynamics (channel-
state map), although the precise relation between
the Schwinger-Keldysh approach and the approach
presented here is not entirely clear.
As a byproduct of using the channel-state map, we
will be able to make a contact with the common trick
used, e.g., in Ref. [25] to derive the periodic table of
non-interacting Floquet fermion systems (the “Her-
mitian map”). There, one first artificially doubles
the original (single-particle) Hilbert space, and then
embeds Floquet unitaries into a Hermitian opera-
tor (“Hamiltonian”) acting on the doubled Hilbert
space. We will provide a point of view in terms of
the channel-state map.
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1. Operator-state map
The channel-state map (the Choi-Jamio lkowski
isomorphism) applies to an arbitrary quantum chan-
nel (trace-preserving completely positive (TPCP)
map), and maps it to a quantum state (density ma-
trix) in the doubled Hilbert space. In simplest cases,
it maps a unitary operator U acting on the Hilbert
space H to a (pure) state in the doubled Hilbert
space H⊗H∗:
|U〉〉 = (I ⊗ U)|Ω〉〉 (B1)
where |Ω〉〉 is a maximally entangled state
|Ω〉〉 = (1/
√
N )
∑
i
|i〉|i〉∗, N ≡ dimH = TrH I.
(B2)
Essentially the same mapping from an operator to a
state is used in the context of the thermofield double
state, where a thermal density operator is mapped
to a state (thermofield double state) in the doubled
Hilbert space. Observe that the overlap of two states
corresponding to unitaries U and U ′ is
〈〈U |U ′〉〉 = (1/N )TrH
[
U†U ′
]
, (B3)
which can be represented as a Schwinger-Keldysh
path-integral with the infinite temperature thermal
state as the initial state.
2. Fermionic chiral floquet drive
Let us now consider a fermionic system described
by a set of fermion annihilation/creation operators,
{ψˆa, ψˆ†b} = δab. Here, a, b = 1, . . . , N and N is the
number of independent “orbitals”, i.e., the dimen-
sion of the single-particle Hilbert space. Following
our general discussion, we double the fermion Fock
space, H → H⊗H, and consider the state (I⊗Uˆ)|Ω〉〉
where |Ω〉〉 is a suitable maximally entangled state in
the doubled Hilbert space. For the current example,
an appropriate choice of |Ω〉〉 is given by
|Ω〉〉 ≡
∏
a
1√
2
[
ψˆ†aA + ψˆ
†
aB
]
|0〉〉, (B4)
where we now have two independent sets of fermion
annihilation/creation operators, {ψˆaA, ψˆ†aA} and
{ψˆaB , ψˆ†aB}, acting on each copy of the fermion Fock
space, HA and HB . Note that for a given “site” a,
the state is a equal superposition of states of charge
q on A and −q on B, where q = ±1/2 is the total
particle number measured from half-filling,
[
ψˆ†aA +
ψˆ†aB
]|0〉〉 = |10〉〉 + |01〉〉 = ∑q |q + 1/2,−q + 1/2〉〉.
The state dual to Uˆ can be constructed accordingly
as |U〉〉 = (I ⊗ Uˆ)|Ω〉〉.
We will be interested in “short-range cor-
related states”. I.e., all equal time cor-
relation functions: 〈〈U |Ψˆ†i · · · Ψˆj · · · |U〉〉 =
〈〈Ω|Uˆ†Ψˆ†i Uˆ · · · Uˆ†ΨˆjUˆ · · · |Ω〉〉 are local in the
sense that they decay exponentially in distances.
As far as evolution driven by U is “local” or “non-
ergodic”, as in the case of many-body localized
evolution, we expect that |U〉〉 can be treated as a
ground state of a gapped system.
The reference state |Ω〉〉 is a unique ground state
of the “parent” Hamiltonian
Kˆ0 =
∑
a,b
(
ψˆ†aAψˆbB + h.c.
)
, (B5)
acting on H⊗H. Similarly, |U〉〉 is a unique ground
state of
Kˆ = (I ⊗ Uˆ)Kˆ0(I ⊗ Uˆ†)
=
∑
a,b
(
ψˆ†aAUˆ ψˆbBUˆ
† + h.c.
)
. (B6)
Let us have a closer look at of this mapping
for the case of a quadratic Hamiltonian Hˆ =∑N
a,b=1 ψˆ
†
aHabψˆb and the corresponding unitary evo-
lution operator Uˆ . The many-body unitary opera-
tor Uˆ defines a unitary matrix U through Uˆ ψˆaUˆ
† =
Uabψˆb. The state |U〉〉 = (I⊗ Uˆ)|Ω〉〉 can be explicitly
calculated easily:
|U〉〉 =
∏
a
1√
2
[
ψˆ†aA +
∑
b
U†abψˆ†bB
]
|0〉〉. (B7)
The parent Hamiltonian is
Kˆ =
2N∑
i,j=1
Ψˆ†iKijΨˆj =
N∑
a,b=1
[
ψˆ†aAUabψˆbB + ψˆ†bBU†abψˆaB
]
,
(B8)
where Ψ†,Ψ and the 2N × 2N matrix K are given
by
Ψˆ† =
[
ψˆ†A ψˆ
†
B
]
, K =
[
0 U
U† 0
]
, Ψˆ =
[
ψˆA
ψˆB
]
.
(B9)
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Passing from the original (single-particle) unitary
matrix U to the hermitian matrix K is the “Her-
mitian map” used in, e.g., Ref. [25] to derive the pe-
riodic table of Floquet topological systems. While
the original Hamiltonian H is a member of symme-
try class A (if we do not assume any symmetry), K is
a member of symmetry class AIII: K is invariant un-
der the following antiunitary transformation (chiral
symmetry):
Sˆ ψˆaA Sˆ
−1 = ψˆ†aA, Sˆ ψˆaB Sˆ
−1 = −ψˆ†aB ,
Sˆ ψˆ†aA Sˆ
−1 = ψˆaA, Sˆ ψˆ
†
aB Sˆ
−1 = −ψˆaB . (B10)
This transformation can be considered as a com-
position of the modular conjugation operator (tilde
conjugation operator) in the Tomita-Takesaki the-
ory (the thermofield double theory), and the swap
operation ψˆA ↔ ψˆB .
3. Building effective response field theories by
dimensional reduction
Note that the spectrum of K is gappled and com-
pletely “flat”: Its eigenvalues are all either ±1. Any
K of this form can be obtained from a more “phys-
ical” Hamiltonian preserving chiral symmetry and
having a energy gap by spectral flattening [49]. As
|U〉〉 is realized as a unique ground state of a gapped
Hamiltonian Kˆ, its topological properties can be
studied and classified by using the techniques of
static (symmetry-protected) topological phases.
With the help of the operator-state map, and as-
suming the presence of reasonable parent Hamiltoni-
ans Kˆ, we now proceed to develop effective response
field theories. We henceforth resurrect the so-far ne-
glected time-dependence in the unitaries, Uˆ(t), and
work with periodic unitaries, Uˆ(t+ T ) = Uˆ(t).
Following the recipe of deriving effective response
field theories for static topological phases, we in-
troduce a imaginary-time spacetime path integral
of type (2). Naively, this would introduce yet an-
other time than the real time t, which simply enters
in the path integral as a parameter; For a Floquet
system living on physical (d + 1)-spacetime dimen-
sions, we have (d + 2)-dimensional spacetime. As
we will see, this issue can be naturally solved if we
make a contact with the theory of adiabatic quantum
pump, a typical example of which is the Thouless
pump in (1+1)-dimensional system. The topological
properties of Floquet unitary operators in (d + 1)-
dimensions, may be related to (d + 2)-dimensional
topological phases. The response field theory of the
latter can be dimensionally reduced to describe the
target (d+ 1)-dimensional physics. This means that
we are effectively considering the adiabatic evolution
of Floquet unitaries U(t) as a function of t, while
the time-evolution of physical states by Floquet uni-
taries are not adiabatic in general.
Observe also that, if we start from systems with
no-symmetry (class A), mapping unitaries to states
by the channel-state map transforms the symmetry
class from A to AIII by working with the doubled
Hilbert space. This is in a perfect harmony with the
above dimensional shift (d+ 1)→ (d+ 2), and with
the Bott periodicity.
Now, following the recipe of deriving effective re-
sponse field theories for static topological phases, we
introduce a background U(1) gauge field V = Vµdx
µ.
This in principle has nothing to do with physical
electromagnetic U(1) gauge field A = Aµdx
µ, as it
is introduced in the doubled Hilbert space. (See the
comments below, though). By integrating over the
matter field, we would then arrive at the effective
response theory. Since we are in (3+1)d, and since
our Hamiltonian K belongs to class AIII, the topo-
logical part of the resulting effective action is given
by the axion term:
Weff [V ] =
θ
8pi2
∫
dud3x εµνκλ∂µVν∂κVλ, (B11)
where u is the fictitious imaginary time, which is
analytically continued to the Lorentz signature in
Eq. (B11). The θ angle here is pinned to quantized
values, θ = pi × (integer), by the chiral symmetry.
The next step is to dimensionally reduce this ac-
tion to (2+1)d: we shrink the size of z-direction Lz
to zero, and decompose the vector field Vµ in (3+1)d
into vector and scalar fields in (2+1)d. Explicitly,
we introduce the scalar in terms of the z-component
of V as Φ(u, x, y) = Vz(u, x, y)/Lz. The resulting
action is given by
Weff [V ] =
θ
2pi2
∫
dudxdy εµνλ∂µΦ ∂νVλ. (B12)
From the effective response action we can read off
the topological responses and also topological invari-
ants. (See, for example, Ref. [29].) We consider the
magnetic field BV = ij∂iVj , and define the local
magnetization density M(u, x, y) by
M(u, x, y) ≡ δWeff
δBV
=
θ
2pi2
∂uΦ(u, x, y). (B13)
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We also introduce the magnetization per unit vol-
ume
m(u) =
1
Vol
∫
dxdyM(u, x, y). (B14)
Then, the time-average of m(u) is
m(u) =
1
T
∫ T
0
du
θ
2pi2
dΦ
du
=
1
T
θ
2pi2
[Φ(T )− Φ(0)]
=
1
T
θ
pi
. (B15)
Recalling θ = pi × integer , this fictitious magneti-
zation is quantized. Its connection to the physical
magnetization is unclear, though. Nevertheless, we
note that it can be shown that the θ-angle is given
in terms of the winding number topological invariant
associated with the unitary matrix U(t) [49]. This
then proves, indirectly, that the fictitious magneti-
zation agrees with the physical magnetization dis-
cussed in [22].
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