Glossary conductance (G): the relation between the current I in an electrical network and the applied voltage V : I = GV . conductance exponent (t): the relation between the conductance G and the resistor (or conductor) concentration p near the percolation threshold:
effective medium theory (EMT): a theory to calculate the conductance of a heterogeneous system that is based on a homogenization procedure.
fractal: a geometrical object that is invariant at any scale of magnification or reduction. multifractal: a generalization of a fractal in which different subsets of an object have different scaling behaviors.
percolation: connectivity of a random porous network. percolation threshold p c : the transition between a connected and disconnected network as the density of links is varied.
random resistor network: a percolation network in which the connections consist of electrical resistors that are present with probability p and absent with probability 1 − p.
I Definition of the Subject
Consider an arbitrary network of nodes connected by links, each of which is a resistor with a specified electrical resistance. Suppose that this network is connected to the leads of a battery. Two natural scenarios are: (a) the "bus-bar geometry" (Fig. 1) , in which the network is connected to two parallel lines (in two dimensions), plates (in three dimensions), etc., and the battery is connected across the two plates, and (b) the "two-point geometry", in which a battery is connected to two distinct nodes, so that a current I injected at a one node and the same current withdrawn from the other node. In both cases, a basic question is: what is the nature of the current flow through the network? There are many reasons why current flows in resistor networks have been the focus of more than a century of research. First, understanding currents in networks is one of the earliest subjects in electrical engineering. Second, the development of this topic has been characterized by beautiful mathematical advancements, such as Kirchhoff's formal solution for current flows in networks in terms of tree matrices [1] , symmetry arguments to determine the electrical conductance of continuous two-component media [2] [3] [4] [5] [6] , clever geometrical methods to simplify networks [7] [8] [9] [10] , and the use of integral transform methods to solve node voltages on regular networks [11] [12] [13] [14] . Third, the nodes voltages of a network through which a steady electrical current flows are harmonic [15] ; that is, the voltage at a given node is a suitably-weighted average of the voltages at neighboring nodes. This same harmonicity also occurs in the probability distribution of random walks. Consequently, there are deep connections between the probability distribution of random walks on a given network and the node voltages on the same network [15] .
Another important theme in the subject of resistor networks is the essential role played by randomness on current-carrying properties. When the randomness is weak, effective medium theory [2, 3, [16] [17] [18] [19] is appropriate to characterize how the randomness affects the conductance. When the randomness is strong, as embodied by a network consisting of a random mixture of resistors and insulators, this random resistor network undergoes a transition between a conducting phase and an insulating phase when the resistor concentration passes through a percolation threshold [18] . The feature underlying this phase change is that for a small density of resistors, the network consists of disconnected clusters. However, when the resistor density passes through the percolation threshold, a macroscopic cluster of resistors spans the system through which current can flow. Percolation phenomenology has motivated theoretical developments, such as scaling, critical point exponents, and multifractals that have advanced our understanding of electrical conduction in random resistor networks.
This article begins with an introduction to electrical current flows in networks. Next, we briefly discuss analytical methods to solve the conductance of an arbitrary resistor network. We then turn to basic results related to percolation: namely, the conduction properties of a large random resistor network as the fraction of resistors is varied. We will focus on how the conductance of such a network vanishes as the percolation threshold is approached from above. Next, we investigate the more microscopic current distribution within each resistor of a large network. At the percolation threshold, this distribution is multifractal in that all moments of this distribution have independent scaling properties. We will discuss the meaning of multifractal scaling and its implications for current flows in networks, especially the largest current in the network. Finally, we discuss the relation between resistor networks and random walks and show how the classic phenomena of recurrence and transience of random walks are simply related to the conductance of a corresponding electrical network.
The subject of current flows on resistor networks is a vast subject, with extensive literature in physics, mathematics, and engineering journals. This review has the modest goal of providing an overview, from my own myopic perspective, on some of the basic properties of random resistor networks near the percolation threshold. Thus many important topics are simply not mentioned and the reference list is incomplete because of space limitations. The reader is encouraged to consult the review articles listed in the reference list to obtain a more complete perspective.
II Introduction to Current Flows
In an elementary electromagnetism course, the following classic problem has been assigned to many generations of physics and engineering students: consider an infinite square lattice in which each bond is a 1 ohm resistor; equivalently, the conductance of each resistor (the inverse resistance) also equals 1. There are perfect electrical connections at all vertices where four resistors meet. A current I is injected at one point and the same current I is extracted at a nearest-neighbor lattice point. What is the electrical resistance between the input and output? A more challenging question is: what is the resistance between two diagonal points, or between two arbitrary points? As we shall discuss, the latter questions can be solved elegantly using Fourier transform methods.
For the resistance between neighboring points, superposition provides a simple solution. Decompose the current source and sink into its two constituents. For a current source I, symmetry tells us that a current I/4 flows from the source along each resistor joined to this input. Similarly, for a current sink −I, a current I/4 flows into the sink along each adjoining resistor. For the source/sink combination, superposition tells us that a current I/2 flows along the resistor directly between the source and sink. Since the total current is I, a current of I/2 flows indirectly from source to sink via the rest of the lattice. Because the direct and indirect currents between the input and output points are the same, the resistance of the direct resistor and the resistance of rest of the lattice are the same, and thus both equal to 1. Finally, since these two elements are connected in parallel, the resistance of the infinite lattice between the source and the sink equals 1/2 (conductance 2). As we shall see in Sec. III.5, this argument is the basis for constructing an effective medium theory for the conductance of a random network.
More generally, suppose that currents I i are injected at each node of a lattice network (normally many of these currents are zero and there would be both positive and negative currents in the steady state). Let V i denote the voltage at node i. Then by Kirchhoff's law, the currents and voltages are related by
where g ij is the conductance of link ij, and the sum runs over all links ij. This equation simply states that the current flowing into a node by an external current source equals the current flowing out of the node along the adjoining resistors. The right-hand side of Eq. (1) is a discrete Laplacian operator. Partly for this reason, Kirchhoff's law has a natural connection to random walks. At nodes where the external current is zero, the node voltages in Eq. (1) satisfy
The last step applies if all the conductances are identical; here z is the coordination number of the network. Thus for steady current flow, the voltage at each unforced node equals the weighted average of the voltages at the neighboring sites. This condition defines V i as a harmonic function with respect to the weight function g ij . An important general question is the role of spatial disorder on current flows in networks. One important example is the random resistor network, where the resistors of a lattice are either present with probability p or absent with probability 1 − p [18] . Here the analysis tools for regular lattice networks are no longer applicable, and one must turn to qualitative and numerical approaches to understand the current-carrying properties of the system. A major goal of this article is to outline the essential role that spatial disorder has on the current-carrying properties of a resistor network by such approaches.
A final issue that we will discuss is the deep relation between resistor networks and random walks [15, 20] . Consider a resistor network in which the positive terminal of a battery (voltage V = 1) is connected to a set of boundary nodes, defined to be B + ), and where a disjoint set of boundary nodes B − are at V = 0. Now suppose that a random walk hops between nodes of the same geometrical network in which the probability of hopping from node i to node j in a single step is g ij / k g ik , where k is one of the neighbors of i. For this random walk, we can ask: what is the probability F i for a walk to eventually be absorbed on B + when it starts at node i? We shall show in Sec. VI that F i satisfies Eq. (2): F i = j g ij F j / j g ij ! We then exploit this connection to provide insights about random walks in terms of known results about resistor networks and vice versa.
III Solving Resistor Networks

III.1 Fourier Transform
The translational invariance of an infinite lattice resistor network with identical bond conductances g ij = 1 cries out for applying Fourier transform methods to determine node voltages. Let's study the problem mentioned previously: what is the voltage at any node of the network when a unit current enters at some point? Our discussion is specifically for the square lattice; the extension to other lattices is straightforward.
For the square lattice, we label each site i by its x, y coordinates. When a unit current is injected at r 0 = (x 0 , y 0 ), Eq. (1) becomes
which clearly exposes the second difference operator of the discrete Laplacian. To find the node voltages, we define V (k) = r V (r) e ik·r and then we Fourier transform Eq. (3) to convert this infinite set of difference equations into the single algebraic equation
Now we calculate V (r) by inverting the Fourier transform
Formally, at least, the solution is trivial. However, the integral in the inverse Fourier transform, known as a Watson integral [21] , is non-trivial, but considerable understanding has gradually been developed for evaluating this type of integral [11] [12] [13] [14] 21] . For a unit input current at the origin and a unit sink of current at r 0 , the resistance between these two points is V (0) − V (r 0 ), and Eq. (5) gives
Tables for the values of R for a set of closely-separated input and output points are given in [11, 13] . As some specific examples, for r 0 = (1, 0), R = 
III.2 Direct Matrix Solution
Another way to solve Eq. (1), is to recast Kirchhoff's law as the matrix equation
where the elements of the conductance matrix are:
The conductance matrix is an example of a tree matrix, as G has the property that the sum of any row or any column equals zero. An important consequence of this tree property is that all cofactors of G are identical and are equal to the spanning tree polynomial [22] . This polynomial is obtained by enumerating all possible tree graphs (graphs with no closed loops) on the original electrical network that includes each node of the network. The weight of each spanning tree is simply the product of the conductances for each bond in the tree. Inverting Eq. (7), one obtains the voltage V i at each node i in terms of the external currents I j (j = 1, 2, . . . , N ) and the conductances g ij . Thus the two-point resistance R ij between two arbitrary (not necessarily connected) nodes i and j is then given by R ij = (V i − V j )/I, where the network is subject to a specified external current; for example, for the two-point geometry, I i = 1, I j = −1, and I k = 0 for k = i, j. Formally, the two-point resistance can be written as [23] 
where |G (j) | is the determinant of the conductance matrix with the j th row and column removed and |G (ij) | is the determinant with the i th and j th rows and columns removed. There is a simple geometric interpretation for this conductance matrix inversion. The numerator is just the spanning tree polynomial for the original network, while the denominator is the spanning tree polynomial for the network with the additional constraint that nodes i and j are identified as a single point. This result provides a concrete prescription to compute the conductance of an arbitrary network. While useful for small networks, this method is prohibitively inefficient for larger networks because the number of spanning trees grows exponentially with network size.
III.3 Potts Model Connection
The matrix solution of the resistance has an alternative and elegant formulation in terms of the spin correlation function of the q-state Potts model of ferromagnetism in the q → 0 limit [23, 24] . This connection between a statistical mechanical model in a seemingly unphysical limit and an enumerative geometrical problem is one of the unexpected charms of statistical physics. Another such example is the n-vector model, in which ferromagnetically interacting spins "live" in an n-dimensional spin space. In the limit n → 0 [25] , the spin correlation functions of this model are directly related to all self-avoiding walk configurations.
In the q-state Potts model, each site i of a lattice is occupied by a spin s i that can assume one of q discrete values. The Hamiltonian of the system is
where the sum is over all nearest-neighbor interacting spin pairs, and δ s i ,s j is the Kronecker delta function (δ s i ,s j = 1 if s i = s j and δ s i ,s j = 0 otherwise). Neighboring aligned spin pairs have energy −J, while spin pairs in different states have energy zero. One can view the spins as pointing from the center to a vertex of a q-simplex, and the interaction energy is proportional to the dot product of two interacting spins.
The partition function of a system of N spins is
where the sum is over all 2 N spin states {s}. To make the connection to resistor networks, notice that: (i) the exponential factor associated with each link ij in the partition function takes the values 1 or e βJ , and (ii) the exponential of the sum can be written as the product
with v = tanh βJ. We now make a high-temperature (small-v) expansion by multiplying out the product in (10) to generate all possible graphs on the lattice, in which each bond carries a weight vδ s i ,s j . Summing over all states, the spins in each disjoint cluster must be in the same state, and the last sum over the common state of all spins leads to each cluster being weighted by a factor of q. The partition function then becomes
where N c is the number of distinct clusters and N b is the total number of bonds in the graph. It was shown by Kasteleyn and Fortuin [26] that the limit q = 1 corresponds to the percolation problem when one chooses v = p/(1 − p), where p is the bond occupation probability in percolation. Even more striking [27] , if one chooses v = αq 1/2 , where α is a constant, then lim q→0 Z N /q (N +1)/2 = α N −1 T N , where T N is again the spanning tree polynomial; in the case where all interactions between neighboring spins have the same strength, then the polynomial reduces to the number of spanning trees on the lattice. It is because of this connection to spanning trees that the resistor network and Potts model are intimately connected [23] . In a similar vein, one can show that the correlation function between two spins at nodes i and j in the Potts model is simply related to the conductance between these same two nodes when the interactions J ij between the spins at nodes i and j are equal to the conductances g ij between these same two nodes in the corresponding resistor network [23] .
III.4 ∆-Y and Y-∆ Transforms
In elementary courses on circuit theory, one learns how to combine resistors in series and parallel to reduce the complexity of an electrical circuit. For two resistors with resistances R 1 and R 2 in series, the net resistance is R = R 1 + R 2 , while for resistors in parallel, the net resistance is
These rules provide the resistance of a network that contains only series and parallel connections. What happens if the network is more complicated? One useful way to simplify such a network is by the ∆-Y and Y-∆ transforms [7] [8] [9] [10] 28] . The basic idea of the ∆-Y transform is illustrated in Fig. 2 . Any triangular arrangement of resistors R 12 , R 13 , and R 23 within a larger circuit can be replaced by a star, with resistances R 1 , R 2 , and R 3 , such that all resistances between any two points among the three vertices in the triangle and the star are the same. The conditions that all two-point resistances are the same are:
Solving for R 1 , R 2 , and R 3 gives R 1 = 1 2 (a 12 − a 23 + a 13 ) + cyclic permutations; the explicit result in terms of the R ij is:
as well as the companion result for the conductances G i = R −1 i :
These relations allow one to replace any triangle by a star to reduce an electrical network. However, sometimes we need to replace a star by a triangle to simplify a network. To construct the inverse Y-∆ transform, notice that the ∆-Y transform gives the resistance ratios R 1 /R 2 = R 13 /R 23 + cyclic permutations, from which R 13 = R 12 (R 3 /R 2 ) and R 23 = R 12 (R 3 /R 1 ). Substituting these last two results in Eq. (12), we eliminate R 13 and R 23 and thus solve for R 12 in terms of the R i :
and similarly for G ij = R −1 ij . To appreciate the utility of the ∆-Y and Y-∆ transforms, the reader is invited to apply them on the Wheatstone bridge.
When employed judiciously and repeatedly, these transforms systematically reduce planar lattice circuits to a single bond, and thus provide a powerful approach to calculate the conductance of large networks near the percolation threshold. We will return to this aspect of the problem in Sec. IV.2.
III.5 Effective Medium Theory
Effective medium theory (EMT) determines the macroscopic conductance of a random resistor network by a homogenization procedure [2, 3, [16] [17] [18] [19] that is reminiscent of the Curie-Weiss effective field theory of magnetism. The basic idea in EMT is to replace the random network by an effective homogeneous medium in which the conductance of each resistor is determined self-consistently to optimally match the conductances of the original and homogenized systems. EMT is quite versatile and has been applied, for example, to estimate the dielectric constant of dielectric composites and the conductance of conducting composites. Here we focus on the conductance of random resistor networks, in which each resistor (with conductance g 0 ) is present with probability p and absent with probability 1 − p. The goal is to determine the conductance as a function of p. To implement EMT, we first replace the random network by an effective homogeneous medium in which each bond has the same conductance g m (Fig. 3) . If a voltage is applied across this effective medium, there will be a potential drop V m and a current I m = g m V m across each bond. The next step in EMT is to assign one bond in the effective medium a conductance g and adjust the external voltage to maintain a fixed total current I passing through the network. Now an additional current δi passes through the conductor g. Consequently, a current −δi must flow through one terminal of g to the other terminal via the remainder of the network (Fig. 3) . This current perturbation leads to an additional voltage drop δV across g. Thus the current-voltage relations for the marked bond and the remainder of the network are
where G ab is the conductance of the rest of the lattice between the terminals of the conductor g. The last step in EMT is to require that the mean value δV averaged over the probability distribution of individual bond conductances is zero. Thus the effective medium "matches" the current-carrying properties of the original network. Solving Eq. (14) for δV , and using the probability distribution P (g) = pδ(g − g 0 ) + (1 − p)δ(g) appropriate for the random resistor network, we obtain
It is now convenient to write G ab = αg m , where α is a lattice-dependent constant of the order of one. With this definition, Eq. (15) simplifies to
The value of α-the proportionality constant for the conductance of the initial lattice with a single bond removed-can usually be determined by a symmetry argument of the type presented 
IV Conduction Near the Percolation Threshold
IV.1 Scaling Behavior
EMT provides a qualitative but crude picture of the current-carrying properties of a random resistor network. While EMT accounts for the existence of a percolation transition, it also predicts a linear dependence of the conductance on p. However, near the percolation threshold it is well known that the conductance varies non-linearly in p − p c near p c [29] . This non-linearity defines the conductance exponent t by
and much research on random resistor networks [29] has been done to determine this exponent. The conductance exponent generically depends only on the spatial dimension of the network and not on any other details (a notable exception, however, is when link resistances are broadly distributed, see [30, 31] ). This universality is one of the central tenets of the theory of critical phenomena [32, 33] . For percolation, the mechanism underlying universality is the absence of a characteristic length scale; as illustrated in Fig. 4 , clusters on all length scales exist when a network is close to the percolation threshold. The scale of the largest cluster defines the correlation length ξ by ξ ∼ (p c − p) −ν as p → p c . The divergence in ξ also applies for p > p c by defining the correlation length as the typical size of finite clusters only (Fig. 4) , thus eliminating the infinite percolating cluster from consideration. At the percolation threshold, clusters on all length scales exist, and the absence of a characteristic length implies that the singularity in the conductance should not depend on microscopic variables. The only parameter remaining upon which the conductance exponent t can depend upon is the spatial dimension d [32, 33] . As typifies critical phenomena, the conductance exponent has a constant value in all spatial dimensions d > d c , where d c is the upper critical dimension which equals 6 for percolation [34] . Above this critical dimension, mean-field theory (not to be confused with EMT) gives the correct values of critical exponents.
While there does not yet exist a complete theory for the dimension dependence of the conductance exponent below the critical dimension, a crude but useful nodes, links, and blobs picture of the infinite cluster [35] [36] [37] provides partial information. The basic idea of this picture is that for p > ∼ p c , a large system has an irregular network-like topology that consists of quasi-linear chains that are separated by the correlation length ξ (Fig. 4) . For a macroscopic sample of linear dimension L with a bus bar-geometry, the percolating cluster above p c then consists of (L/ξ) d−1 statistically identical chains in parallel, in which each chain consists of L/ξ macrolinks in series, and the macrolinks consists of nested blob-like structures The conductance of a macrolink is expected to vanish as (p − p c ) ζ , with ζ a new unknown exponent. Although a theory for the conductance of a single macrolink, and even a precise definition of a macrolink, is still lacking, the nodes, links, and blobs picture provides a starting point for understanding the dimension dependence of the conductance exponent. Using the rules for combining parallel and series conductances, the conductance of a large resistor network of linear dimension L is then
In the limit of large spatial dimension, we expect that a macrolink is merely a random walk between nodes. Since the spatial separation between nodes is ξ, the number of bonds in the macrolink, and hence its resistance, scales as ξ 2 [38] . Using the mean-field result ξ ∼ (p − p c ) −1/2 , the resistance of the macrolink scales as (p − p c ) −1 and thus the exponent ζ = 1. Using the mean-field exponents ν = 1/2 and ζ = 1 at the upper critical dimension of d c = 6, we then infer the mean-field value of the conductance exponent t = 3 [34, 38, 39] . Scaling also determines the conductance of a finite-size system of linear dimension L exactly at the percolation threshold. Although the correlation length formally diverges when p − p c = 0, ξ is limited by L in a finite system of linear dimension L. Thus the only variable upon which the conductance can depend is L itself. Equivalently, deviations in p − p c that are smaller than L −1/ν cannot influence critical behavior because ξ can never exceed L. Thus to determine the dependence of a singular observable for a finite-size system at p c , we may replace (p − p c ) by L −1/ν . By this prescription, the conductance at p c of a large finite-size system of linear dimension L becomes
In this finite-size scaling [29] , we fix the occupation probability to be exactly at p c and study the dependence of an observable on L to determine percolation exponents. This approach provides a convenient and more accurate method to determine the conductance exponent compared to studying the dependence of the conductance of a large system as a function of p − p c .
IV.2 Conductance Exponent
In percolation and in the random resistor network, much effort has been devoted to computing the exponents that characterize basic physical observables-such as the correlation length ξ and the conductance G-to high precision. There are several reasons for this focus on exponents. First, because of the universality hypothesis, exponents are a meaningful quantifier of phase transitions. Second, various observables near a phase transition can sometimes be related by a scaling argument that leads to a corresponding exponent relation. Such relations may provide a decisive test of a theory that can be checked numerically. Finally, there is the intellectual challenge of developing accurate numerical methods to determine critical exponents. The best such methods have become quite sophisticated in their execution. A seminal contribution was the "theorists' experiment" of Last and Thouless [40] in which they punched holes at random in a conducting sheet of paper and measured the conductance of the sheet as a function of the area fraction of conducting material. They found that the conductance vanished faster than linearly with (p−p c ); here p corresponds to the area fraction of the conductor. Until this experiment, there was a sentiment that the conductance should be related to the fraction of material in the percolating cluster [41] -the percolation probability P (p)-a quantity that vanished slower than linearly with (p − p c ). The reason for this disparity is that in a resistor network, much of the percolating cluster consists of dangling ends-bonds that carry no currentand thus make no contribution to the conductance. A natural geometrical quantity that ought to be related to the conductance is the fraction of bonds B(p) in the conducting backbone-the subset of the percolating cluster without dangling ends. However, a clear relation between the conductivity and a geometrical property of the backbone has not yet been established.
Analytically, there are primary two methods that have been developed to compute the conductance exponent: the renormalization group [42] [43] [44] [45] and low-density series expansions [46] [47] [48] . In the real-space version of the renormalization group, the evolution of conductance distribution under length rescaling is determined, while the momentum-space version involves a diagrammatic implementation of this length rescaling in momentum space. The latter is a perturbative approach away from mean-field theory in the variable 6 − d that become exact as d → 6.
Considerable effort has been devoted to determining the conductance exponent by numerical and algorithmic methods. Typically, the conductance is computed for networks of various linear dimensions L at p = p c , and the conductance exponent is extracted from the L dependence of the conductance, which should vanish as L −ζ/ν . An exact approach, but computationally impractical for large networks, is Gauss elimination to invert the conductance matrix [49] . A simple approximate method is Gauss relaxation [50] [51] [52] [53] [54] (and its more efficient variant of GaussSeidel relaxation [55] ). This method uses Eq. (2) as the basis for an iteration scheme, in which the voltage V i at node i at the n th update step is computed from (2) using the values of V j at the (n − 1) st update in the right-hand side of this equation. However, one can do much better by the conjugate gradient algorithm [56] and speeding up this method still further by Fourier acceleration methods [57] .
Another computational approach is based on the node elimination method, in which the ∆-Y and Y-∆ transforms are used to successively eliminate bonds from the network and ultimately reduce a large network to a single bond [8] [9] [10] . In a different vein, the transfer matrix method has proved to be extremely accurate and efficient [58] [59] [60] [61] . The method is based on building up the network one bond at a time and immediately calculating the conductance of the network after each bond addition. This method is most useful when applied to very long strips of transverse dimension L so that a single realization gives an accurate value for the conductance.
As a result of these investigations, as well as by series expansions for the conductance, the following exponents have been found. For d = 2, where most of the computational effort has been applied, the best estimate [61] for the exponent t (using ζ = t in d = 2 only) is t = 1.299 ± 0.002. One reason for the focus on two dimensions is that early estimates for t were tantalizingly close to the correlation length exponent ν that is now known to exactly equal 4/3 [62] . Another such connection was the Alexander-Orbach conjecture [63] , which predicted t = 91/72 = 1.2638 . . ., but again is incompatible with the best numerical estimate for t. In d = 3, the best available numerical estimate for t appears to be t = 2.003 ± 0.047 [64, 65] , while the low concentration series method gives an equally precise result of t = 2.02 ± 0.05 [47, 48] . These estimates are just compatible with the rigorous bound that t ≤ 2 in d = 3 [66, 67] . In greater than three dimensions, these series expansions give t = 2.40 ± 0.03 for d = 4 and t = 2.74 ± 0.03 for d = 5, and the dimension dependence is consistent with t = 3 when d reaches 6.
V Voltage Distribution in Random Networks
V.1 Multifractal Scaling
While much research has been devoted to understanding the critical behavior of the conductance, it was realized that the distribution of voltages across each resistor of the network was quite rich and exhibited multifractal scaling [68] [69] [70] [71] . Multifractality is a generalization of fractal scaling in which the distribution of an observable is sufficiently broad that different moments of the distribution scale independently. Such multifractal scaling arises in phenomena as diverse as turbulence [72, 73] , localization [74] , and diffusion-limited aggregation [75, 76] . All these diverse examples showed scaling properties that were much richer than first anticipated.
To make the discussion of multifractality concrete, consider the example of the MaxwellBoltzmann velocity distribution of a one-dimensional ideal gas
where k B is Boltzmann's constant, m is the particle mass, T is the temperature, and v th = k B T /m is the characteristic thermal velocity. The even integer moments of the velocity distribution are
Thus a single velocity scale, v th , characterizes all positive moments of the velocity distribution. Alternatively, the exponent p(n) is linear in n. This linear dependence of successive moment exponents characterizes single-parameter scaling. The new feature of multifractal scaling is that a wide range of scales characterizes the voltage distribution (Fig. 5) . As a consequence, the moment exponent p(n) is a non-linear function of n. One motivation for studying the voltage distribution is its relation to basic aspects of electrical conduction. If a voltage V = 1 is applied across a resistor network, then the conductance G and the total current flow I are equal: I = G. Consider now the power dissipated through the network P = IV = GV 2 → G. We may also compute the dissipated power by adding up these losses in each resistor to give
Here g ij = 1 is the conductance of resistor ij, and V ij is the corresponding voltage drop across this bond. In the last equality, N (V ) is the number of resistors with a voltage drop V . Thus the conductance is just the second moment of the distribution of voltage drops across each bond in the network. From the statistical physics perspective it is natural to study other moments of the voltage distribution and the voltage distribution itself. Analogous to the velocity distribution, we define the family of exponents p(k) for the scaling dependence of the voltage distribution at p = p c by Since M(2) is just the network conductance, p(2) = ζ. Other moments of the voltage distribution also have simple interpretations. For example, V 4 is related to the magnitude of the noise in the network [71, 77] , while V k for k → ∞ weights the bonds with the highest currents, or the "hottest" bonds of the network, most strongly, and they help understand the dynamics of fuse networks of failure [78] . On the other hand, negative moments weight low-current bonds more strongly and emphasize the low-voltage tail of the distribution. For example, M(−1) characterizes hydrodynamic dispersion [79] , in which passive tracer particles disperse in a network due to a multiplicity of network paths. In hydrodynamics dispersion, the transit time across each bond is proportional to the inverse of the current in the bond, while the probability for tracer to enter a bond is proportional to the entering current. As a result, the k th moment of the transit time distribution varies as M(−k +1), so that the quantity that quantifies dispersion, t 2 − t 2 , scales as M(−1). A simple fractal model [80] [81] [82] of the conducting backbone (Fig. 6) illustrates the multifractal scaling of the voltage distribution near the percolation threshold [68] . To obtain the N th -order structure, each bond in the (N − 1) st iteration is replaced by the first-order structure. The resulting fractal has a hierarchical embedding of links and blobs that captures the basic geometry of the percolating backbone. Between successive generations, the length scale changes by a factor of 3, while the number of bonds changes by a factor of 4. 
where the voltage V (j) can take the values 2 j /5 N (with j = 0, 1, . . . , N ). Because j varies logarithmically in V , the voltage distribution is log binomial [83] . Using this distribution in Eq. (21), the moments of the voltage distribution are
In particular, the average voltage, M(1)/M(0) ≡ V av equals To calculate the moment exponent p(k), we first need to relate the iteration index N to a physical length scale. For percolation, the appropriate relation is based on Coniglio's theorem [84] , which is a simple but profound statement about the structure of the percolating cluster. This theorem states that the number of singly-connected bonds in a system of linear dimension L, N s , varies as L 1/ν . Singly-connected bonds are those that would disconnect the network if they were cut. An equivalent form of the theorem is N s = ∂p ′ ∂p , where p ′ is the probability that a spanning cluster exists in the system. This relation reflects the fact that when p is decreased slightly, p ′ changes only if a singly-connected bond happens to be deleted.
In the N th -order hierarchy, the number of such singly-connected links is simply 2 N . Equating these two gives an effective linear dimension, L = 2 N ν . Using this relation in (23) , the moment
Because each p(k) is independent, the moments of the voltage distribution are characterized by an infinite set of exponents. Eq. (24) is in excellent agreement with numerical data for the voltage distribution in two-dimensional random resistor networks at the percolation threshold [69] . A similar multifractal behavior was also found for the voltage distribution of the resistor network at the percolation threshold in three dimensions [85] .
Maximum Voltage
An important aspect of the voltage distribution, both because of its peculiar scaling properties [56] and its application to breakdown problems [56, 78] , is the maximum voltage in a network. The salient features of this maximum voltage are: (i) logarithmic scaling as a function of system size [56, [86] [87] [88] [89] , and (ii) non-monotonic dependence on the resistor concentration p [90] . The former property is a consequence of the expected size of the largest defect in the network that gives maximal local currents. Here, we use the terms maximum local voltage and maximum local current interchangeably because they are equivalent.
To find the maximal current, we first need to identify the optimal defects that lead to large local currents. A natural candidate is an ellipse [56, 86] with major and minor axes a and b (continuum), or its discrete analog of a linear crack (hyperplanar crack in greater than two dimensions) in which n resistors are missing (Fig. 7) . Because current has to detour around the defect, the local current at the ends of the defect is magnified. For the continuum problem, the current at the tip of the ellipse is I tip = I 0 (1 + a/b), where I 0 is the current in the unperturbed system [56] . For the maximum current in the lattice system, one must integrate the continuum current over a one lattice spacing and identify a/b with n [89] . This approach gives the maximal current at the tip of a crack I max ∝ (1 + n 1/2 ) in two dimensions and as
Next, we need to find the size of the largest defect, which is an extreme-value statistics exercise [91] . For a linear crack, each broken bond occurs with probability 1 − p, so that the probability for a crack of length n is (1 − p) n ≡ e −an , with a = − ln(1 − p). In a network of volume L d , we estimate the size of the largest defect by L d ∞ nmax e −an dx = 1; that is, there exists of the order of one defect of size n max or larger in the network [91] . This estimate gives n max varying as ln L. Combining this result with the current at the tip of a crack of length n, the largest current in a system of linear dimension L scales as (ln L) 1/2(d−1) .
A more thorough analysis shows, however, that a single crack is not quite optimal. For a continuum two-component network with conductors of resistance 1 with probability p and with resistance r > 1 with probability 1 − p, the configuration that maximizes the local current is a funnel [87, 88] . For a funnel of linear dimension ℓ, the maximum current at the apex of the funnel is proportional to ℓ 1−ν , where ν = 4 π tan −1 (r −1/2 ) [87, 88] . The probability to find a funnel of linear dimension ℓ now scales as e −bℓ 2 (exponentially in its area), with b a constant. By the same extreme statistics reasoning given above, the size of the largest funnel in a system of linear dimension L then scales as (ln L) 1/2 , and the largest expected current correspondingly scales as (ln L) (1−ν)/2 . In the limit r → ∞, where one component is an insulator, the optimal discrete configuration in two dimensions becomes two parallel slits, each of length n, between which a single resistor remains [89] . For this two-slit configuration, the maximum current is proportional to n in two dimensions, rather than n 1/2 for the single crack. Thus the maximal current in a system of linear dimension L scales as ln L rather than as a fractional power of ln L.
The p dependence of the maximum voltage is intriguing because it is non-monotonic. As p, the fraction of occupied bonds, decreases from 1, less total current flows (for a fixed overall voltage drop) because the conductance is decreasing, while local current in a funnel is enhanced because such defects grow larger. The competition between these two effects leads to V max attaining its peak at p peak above the percolation threshold that only slowly approaches p c as L → ∞. An experimental manifestation of this non-monotonicity in V max occurred in a resistor-diode network [92] , where the network reproducibly burned (solder connections melting and smoking) when p ≃ 0.77, compared to a percolation threshold of p c ≃ 0.58. Although the directionality constraint imposed by diodes enhances funneling, similar behavior should occur in a random resistor network. The non-monotonic p dependence of V max can be understood within the quasi-one-dimensional "bubble" model [90] that captures the interplay between local funneling and overall current reduction as p decreases (Fig. 8) . Although this system looks one-dimensional, it can be engineered to reproduce the percolation properties of a system in greater than one dimension by choosing the length L to scale exponentially with the width w. The probability for a spanning path in this structure is
which suddenly changes from 0 to 1-indicative of percolation-at a threshold that lies strictly within (0,1) as L → ∞ and L ∼ e w . In what follows, we take L = 2 w , which gives p c = 1/2.
To determine the effect of bottlenecking, we appeal to the statement of Coniglio's theorem [84] , 
Thus at p c there are w ∼ ln L bottlenecks. However, current focusing due to bottlenecks is substantially diluted because the conductance, and hence the total current through the network, is small at p c . What is needed is a single bottleneck of width 1. One such bottleneck ensures the total current flow is still substantial, while the narrowing to width 1 endures that the focusing effect of the bottleneck is maximally effective. Clearly, a single bottleneck of width 1 occurs above the percolation threshold. Thus let's determine when a such an isolated bottleneck of width 1 first appears as a function of p. The probability that a single non-empty bubble contains at least two bonds is (1 − q w − wpq w−1 )/(1 − q w ), where q = 1 − p. Then the probability P 1 (p) that the width of the narrowest bottleneck has width 1 in a chain of L bubbles is
The subtracted term is the probability that L non-empty bubbles contain at least two bonds, and then P 1 (p) is the complement of this quantity. As p decreases from 1, P 1 (p) sharply increases from 0 to 1 when the argument of the outer exponential becomes of the order of 1; this change
At this point, a bottleneck of width 1 first appears and therefore V max also occurs for this value of p.
VI Random Walks and Resistor Networks
VI.1 The Basic Relation
We now discuss how the voltages at each node in a resistor network and the resistance of the network are directly related to first-passage properties of random walks [20, [93] [94] [95] . To develop this connection, consider a random walk on a finite network that can hop between nearest-neighbor sites i to j with probability p ij in a single step. We divide the boundary points of the network into two disjoint classes, B + and B − , that we are free to choose; a typical situation is the geometry shown in Fig. 9 . We now ask: starting at an arbitrary point i, what is the probability that the walk eventually reaches the boundary set B + without first reaching any node in B − ? This quantity is termed the exit probability E + (i) (with an analogous definition for the exit probability
We obtain the exit probability E + (i) by summing the probabilities for all walk trajectories that start at i and reach a site in B + without touching any site in B − (and similarly for E − (i)). Thus
where P p ± (i) denotes the probability of a path from i to B ± that avoids B ∓ . The sum over all these restricted paths can be decomposed into the outcome after one step, when the walk reaches some intermediate site j, and the sum over all path remainders from j to B ± . This decomposition gives
Thus E ± (i) is a harmonic function because it equals a weighted average of E ± at neighboring points, with weighting function p ij . This is exactly the same relation obeyed by the node voltages in Eq. (2) for the corresponding resistor network when we identify the single-step hopping probabilities p ij with the conductances g ij / j g ij . We thus have the following equivalence:
• Let the boundary sets B + and B − in a resistor network be fixed at voltages 1 and 0 respectively, with g ij the conductance of the bond between sites i and j. Then the voltage at any interior site i coincides with the probability for a random walk, which starts at i, to reach B + before reaching B − , when the hopping probability from i to j is p ij = g ij / j g ij . If all the bond conductances are the same-corresponding to single-step hopping probabilities in the equivalent random walk being identical-then Eq. (29) is just the discrete Laplace equation. We can then exploit this correspondence between conductances and hopping probabilities to infer non-trivial results about random walks and about resistor networks from basic electrostatics. This correspondence can also be extended in a natural way to general random walks with a spatially-varying bias and diffusion coefficient, and to continuous media.
The consequences of this equivalence between random walks and resistor networks is profound. As an example [93] , consider a diffusing particle that is initially at distance r 0 from the center of a sphere of radius a < r 0 in otherwise empty d-dimensional space. By the correspondence with electrostatics, the probability that this particle eventually hits the sphere is simply the electrostatic potential at r 0 , E − (r 0 ) = (a/r 0 ) d−2 !
VI.2 Network Resistance and Pólya's Theorem
An important extension of the relation between exit probability and node voltages is to infinite resistor networks. This extension provides a simple connection between the classic recurrence/transience transition of random walks on a given network [20, [93] [94] [95] and the electrical resistance of this same network [15] . Consider a symmetric random walk on a regular lattice in d spatial dimensions. Suppose that the walk starts at the origin at t = 0. What is the probability that the walk eventually returns to its starting point? The answer is strikingly simple:
• For d ≤ 2, a random walk is certain to eventually return to the origin. This property is known as recurrence.
• For d > 2, there is a non-zero probability that the random walk will never return to the origin. This property is known as transience.
Let's now derive the transience and recurrence properties of random walks in terms of the equivalent resistor network problem. Suppose that the voltage V at the boundary sites B + is set to one. Then by Kirchhoff's law, the total current entering the network is
Here g +j is the conductance of the resistor between B + and a neighboring site j, and p +j = g +j / j g +j . Because the voltage V j also equals the probability for the corresponding random walk to reach B + without reaching B − , the term V j p +j is just the probability that a random walk starts at B + , makes a single step to one of the sites j adjacent to B + (with hopping probability p ij ), and then returns to B + without reaching B − . We therefore deduce that
Here "escape" means that the random walk reaches the set B − without returning to a node in B + . On the other hand, the current and the voltage drop across the network are related to the conductance G between the two boundary sets by I = GV = G. From this fact, Eq. (31) gives the fundamental result escape probability
Suppose now that a current I is injected at a single point of an infinite network, with outflow at infinity (Fig. 10) . Thus the probability for a random walk to never return to its starting point, is simply proportional to the conductance G from this starting point to infinity of the same network. Thus a subtle feature of random walks, namely, the escape probability, is directly related to currents and voltages in an equivalent resistor network. Part of the reason why this connection is so useful is that the conductance of the infinite network for various spatial dimensions can be easily determined, while a direct calculation of the return probability for a random walk is more difficult. In one dimension, the conductance of an infinitely long chain of identical resistors is clearly zero. Thus P escape = 0 or, equivalently, P return = 1. Thus a random walk in one dimension is recurrent. As alluded to at the outset of Sec. II, the conductance between one point and infinity in an infinite resistor lattice in general spatial dimension is somewhat challenging. However, to merely determine the recurrence or transience of a random walk, we only need to know if the return probability is zero or greater than zero. Such a simple question can be answered by a crude physical estimate of the network conductance.
To estimate the conductance from one point to infinity, we replace the discrete lattice by a continuum medium of constant conductance. We then estimate the conductance of the infinite medium by decomposing it into a series of concentric shells of fixed thickness dr. A shell at radius r can be regarded as a parallel array of r d−1 volume elements, each of which has a fixed I Figure 10 : Decomposition of a conducting medium into concentric shells, each of which consists of fixed-conductance blocks. A current I is injected at the origin and flows radially outward through the medium.
conductance. The conductance of one such shell is proportional to its surface area, and the overall resistance is the sum of these shell resistances. This reasoning gives
The above estimate gives an easy solution to the recurrence/transience transition of random walks. For d ≤ 2, the conductance to infinity is zero because there are an insufficient number of independent paths from the origin to infinity. Correspondingly, the escape probability is zero and the random walk is recurrent. The case d = 2 is more delicate because the integral in Eq. (33) diverges only logarithmically at the upper limit. Nevertheless, the conductance to infinity is still zero and the corresponding random walk is recurrent (but just barely). For d > 2, the conductance between a single point and infinity in an infinite homogeneous resistor network is non zero and therefore the escape probability of the corresponding random walk is also non zero-the walk is now transient.
There are many amusing ramifications of the recurrence of random walks and we mention two such properties. First, for d ≤ 2, even though a random walk eventually returns to its starting point, the mean time for this event is infinite! This divergence stems from a power-law tail in the time dependence of the first-passage probability [93, 94] , namely, the probability that a random walk returns to the origin for the first time. Another striking aspect of recurrence is that because a random walk returns to its starting point with certainty, it necessarily returns an infinite number of times.
VII Future Directions
There is a good general understanding of the conductance of resistor networks, both far from the percolation threshold, where effective medium theory applies, and close to percolation, where the conductance G vanishes as (p − p c ) t . Many advancements in numerical techniques have been developed to determine the conductance accurately and thereby obtain precise values for the conductance exponent, especially in two dimensions. In spite of this progress, we still do not yet have the right way, if it exists at all, to link the geometry of the percolation cluster or the conducting backbone to the conductivity itself. Furthermore, many exponents of two-dimensional percolation are known exactly. Is it possible that the exact approaches developed to determine percolation exponents can be extended to give the exact conductance exponent?
Finally, there are aspects about conduction in random networks that are worth highlighting. The first falls under the rubric of directed percolation [96] . Here each link in a network has an intrinsic directionality that allows current to flow in one direction only-a resistor and diode in series. Links are also globally oriented; on the square lattice for example, current can flow rightward and upward. A qualitative understanding of directed percolation and directed conduction has been achieved that parallels that of isotropic percolation. However, there is one facet of directed conduction that is barely explored. Namely, the state of the network (the bonds that are forward biased) must be determined self consistently from the current flows. This type of non-linearity is much more serious when the circuit elements are randomly oriented. These questions about the coupling between the state of the network and its conductance are central when the circuit elements are intrinsically non-linear [97, 98] . This is a topic that seems ripe for new developments.
