Lin et al. [1] proposed a combination of methods for creating a computer-generated volumetric hologram (CGVH) made of multiple planar diffractive elements, and using such hologram to scatter and directionally focus each of a multitude of patternimprinted coherent light fields into a designated spatial region on an image sensor, effectively realizing a functionality of pattern recognition and classification. Their alloptical multi-planed setup bears a certain resemblance to the multi-layered structure of a deep neural network (DNN) [2] , but that is about as far as the similarity goes.
It is a mischaracterization to interpret the CGVH construct as a DNN, when its functionality is strictly limited to linear transformations of the input light field, thus unable to perform any task of statistical inference/prediction beyond the capacity of a single layer perceptron [2, 3] . Apart from the glaring absence of nonlinear activations therein, the passive CGVH setup also lacks parameter tunability to support neural network learning, except for, perhaps, the spacings between diffractive elements.
As such, the authors' claim of their CGVH providing "an all-optical deep learning framework in which the neural network is physically formed by multiple layers of diffractive surfaces" is perilously confusing and misleading, by overly stressing the su-perficial similarity between a multi-planed optical diffractive setup and a multilayer neural network, and glossing over a wide range of technical challenges in implementing a truly all-optical machine learning mechanism. A CGVH optical network remains strictly linear, where the linearity severely limits the achievable computations but lends convenience and mathematical rigor to analyses on the possible functionalities and performance limitations, while a multilayer neural network requires some nonlinearity to prevent layer collapsing, where the quintessential nonlinearity routinely defies rigorous mathematical analysis but affords Turing-complete computations.
To a broader audience who are familiar with linear optics, Lin et al.'s CGVH setup and working principles are reminiscent of volume hologram [4] , volume optics [5] , and optical mode converters [6] [7] [8] . Therefore, the richly developed linear theory of wave optics and mechanics can be applied to analyze the performance of a CGVH-based pattern classifier, using a rigorous theory of light propagation and scattering [4] . Duly noting the all-important linearity is not merely a scholastic preference or a rhetorical option. Rather, it has significant theoretical and practical ramifications. It would be inexcusable and a disservice to willfully neglect the vast literature and results on the physics and mathematics of linear systems.
Without loss of generality and not underestimating its information and communication capacities, a CGVH optical network can be considered as consisting of L+2 layers of planar diffractive elements, with L ∈ Z, L ≥ 0, and each panel of diffractive elements contains no more than N ×N resolvable pixels to transmit, receive, or modulate a light field, such that each panel is completely characterized by an N 2 -dimensional complex-valued vector. The 0-th layer under a coherent illumination generates an input of amplitude image field represented by a N 2 -dimensional complex-valued vector ψ 0 (j), j ∈ [1, N 2 ], while the (L+1)-th layer is an image detector that does no better than reporting a N 2 -dimensional real-valued vector of optical intensities |ψ L+1 (j)| 2 , j ∈ [1, N 2 ], subject to unavoidable noise. For each l ∈ [1, L], the l-th panel of diffractive elements is characterized by a diagonal matrix Q l = diag({e −ajl+ibjl }), with a jl , b jl ∈ R representing the absorption and phase delay by the j-th pixel, ∀j ∈ [1, N 2 ].
The free-space wave propagation between the (l−1)-th and the l-th planes, ∀l ∈ [1, L+1], can be described by a linear operator P l = F −1 diag({e iβ(k)Dl })F, with F denoting the unitary matrix of Fourier transform which turns a real space image {ψ l−1 (j)} into a spatial frequency image {F[ψ l−1 ](k)}, k ∈ Z indexing a plane wave with an associated phase velocity β(k) along the optical axis normal to the planes, and D l is the spacing between the two planes in question. Naturally, F −1 represents the inverse Fourier transform. Then, ∀l ∈ [1, L], the amplitude field incident on the l-th panel becomes P l ψ l−1 , which is then pixel-wise modulated by the l-th panel of diffractive elements and turned into ψ l def = Q l P l ψ l−1 . The cascade of optical diffractions continues until an amplitude field ψ L def = Π L l=1 Q l P l ψ 0 exits from the L-th and last panel of diffractive elements, which finally propagates to the detector and becomes
A crucially important fact is that the entire optical setup can be described by a single N 2 ×N 2 matrix M , regardless of L, even if it approaches infinity and the setup becomes a continuous volume hologram. M is a contraction operator, with all of its singular values upper bounded by 1. The truth of the matter is that, not only the linear transformations of any series of passive optical elements give rise to a single contraction operator M , but also any given contraction operator M as a wave field transformation can be realized through a serious of free-space propagations and pointwise amplitude modulations [9] . Moreover, any linear optical device can be considered as an optical mode converter [8] . Linearity is key to the possibility of lumping multiple steps of operations into a single matrix of transformation and the amenability to rigorous mathematical analyses using matrix algebra. It is regrettable that reference [1] failed to seize upon and exploit the opportunity. One of the most important consequences of strict linearity in a CGVH-based all-optical pattern classifier is that the pattern discrimination power (PDP) becomes severely limited, being no better than the Euclidean distance discriminator, as will be proven rigorously below via an inequality on vector norms.
Consider two differently patterned input images ψ 0 and φ 0 producing amplitude fields ψ L+1 = M ψ 0 and φ L+1 = M φ 0 on the detector plane, which square into intensity images Ψ L+1 def = |ψ L+1 | 2 and Φ L+1 def = |φ L+1 | 2 , and induce proportional electric signals with the addition of unavoidable noise. In Lin et al.'s proposal, each intensity image is projected into a K-dimensional vector, K ∈ N, by partially integrating the image within each of K designated spatial areas. The PDP of the all-optical pattern classifier derives from a difference between K-dimensional vectors due to different patterns, which is well characterized and upper-bounded by the total variation distance (TVD)
, with p ∈ {real, imag} indexing the real or imaginary part of a complex value. The TVD is in turn upper-bounded as
where · 2 denotes the L 2 norm, corresponding to the total light power of an optical image. With image fields normalized, ψ 0 2 = φ 0 2 = 1, the TVD is upper-bounded by 2 ψ 0 − φ 0 2 . Therefore, the PDP of an all-optical pattern classifier, devoid of any nonlinear activation that resembles a biological or artificial neuron, does not go beyond the classical Euclidean distance algorithms [10, 11] . When two different images are in close similarity that the L 2 distance ψ 0 − φ 0 2 is small and below a certain noise level, the system of Lin et al.'s will have a hard time to tell ψ 0 and φ 0 apart, no matter how obviously different they are to human eyes, or how easily they may be distinguished by a bona fide deep neural network with nonlinear activation functions.
By contrast, a canonical DNN has at least one hidden layer that implements a nonlinear activation function [2] . A true optical DNN would require nonlinear optical interactions, although nonlinearity purely in the optical domain is notoriously hard to induce. Indeed, such difficulty of all-optical nonlinearity has prompted proposals and demonstrations [12, 13] of optical-electronic hybrid networks, or nonlinear networks incorporating optoelectronic devices that involve photoabsorption or photoelectric generation of charge carriers. Nonlinearity could potentially enable a DNN to escape the TVD bound of PDP in (1) . While deep learning in the presence of nonlinear activation functions, or fundamentally the input-output behavior of a typical nonlinear network, is not as well understood mathematically as a linear system, it is generally believed that nonlinearity endows a DNN with certain computational power for better performances in learning and predicting, specifically, noise suppression and pattern discrimination. Distributed nonlinear activations in a DNN have the potential to regulate signals and suppress noise and detrimental inferences, much like distributed signal regeneration in a long-haul communications network [14, 15] . In other fields such as quantum computing, it is known that weak and distributed nonlinear amplitude evolution could amplify a small difference between initial states into drastically different and easily distinguishable output results [16] .
In closing, despite the shortcomings, Lin et al.'s report still represents a significant contribution to interdisciplinary researches at the intersections of many scientific and technological fields, including volume optics, linear transformations, 3D printing, and of course pattern recognition/classification as the authors proposed originally. The reported results of numerical simulations and experimental tests have indicated potentials of coherent light diffraction through a volume hologram to serve as a linear classifier for pattern recognition applications. The optical multi-planed setup demonstrated an efficient implementation of a complicated linear transformation, namely, a sophisticated optical mode converter. Following Lin et al.'s trail blazing, the interested scientific and engineering community will no doubt get busy and start working on both the theoretical fundamentals and the engineering practicals. But the first thing in business is to place the CGVH setup in the right technical context, recognize its characteristic linearity, and take advantage of a vast literature and an immense knowledge accumulation in the related fields.
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