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Abstract
Pillay and Steinhorn have described all ℵ0-categorical o-minimal theories [A. Pillay, C. Steinhorn, Definable sets in ordered
structures I, Transactions of the American Mathematical Society 295 (1986) 565–592]. Their description implies binarity for these
theories. Here we present a criterion for binarity of ℵ0-categorical weakly o-minimal theories in terms of convexity rank.
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1. Introduction
Let L be a countable first-order language. Everywhere in this paper we consider L-structures and assume that L
contains a binary relation symbol < that is interpreted as a linear ordering in these structures. For arbitrary subsets
A, B of a structure M we write A < B if a < b whenever a ∈ A and b ∈ B. If A ⊂ M and x ∈ M then we write
A < x if A < {x}. For any subset A of a structure M , A+ := {b ∈ M |A < b} and A− := {b ∈ M |b < A}. For
an arbitrary complete type p we denote by p(M) the set of realizations of the type p in M . We denote by <lex the
relation of lexicographical ordering. For an arbitrary tuple b¯ = 〈b1, b2, . . . , bn〉 of length n we denote by b¯i the tuple
〈b1, b2, . . . , bi 〉 for each 1 ≤ i ≤ n− 1. If B ⊆ M and E is an equivalence relation on B we denote by B/E the set of
representatives of E-classes lying in B. If f is a function on M we denote by Dom( f ) the domain of the function f .
A complete theory T is binary if any formula is equivalent to a boolean combination of formulas in at most two free
variables. A subset A of M is convex if for any a, b ∈ A and c ∈ M whenever a < c < b we have c ∈ A.
This paper concerns the notion of weak o-minimality originally studied by Macpherson, Marker and Steinhorn
in [7]. A weakly o-minimal structure is a linearly ordered structure M = 〈M,=, <, . . .〉 such that any definable (with
parameters) subset of M is a finite union of convex sets in M . Real closed fields with a proper convex valuation ring
provide an important example of weakly o-minimal structures.
Definition 1.1 ([6]). Let T be a weakly o-minimal theory, M be a sufficiently saturated model of T , and let
φ(x, a¯), a¯ ∈ M be an arbitrary formula with one free variable.
The convexity rank of the formula φ(x, a¯) (RC(φ(x, a¯))) is defined as follows:
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(1) RC(φ(x, a¯)) = −1 if M |H ¬∃xφ(x, a¯).
(2) RC(φ(x, a¯)) ≥ 0 if M |H ∃xφ(x, a¯).
(3) RC(φ(x, a¯)) ≥ 1 if φ(M, a¯) is infinite.
(4) RC(φ(x, a¯)) ≥ α + 1 if there is a parametrically definable equivalence relation E(x, y) such that there are
bi , i ∈ ω which satisfy the following:
• For every i, j ∈ ω, whenever i 6= j then M |H ¬E(bi , b j )
• For every i ∈ ω RC(E(x, bi )) ≥ α and E(M, bi ) is a convex subset of φ(M, a¯)
(5) RC(φ(x, a¯)) ≥ δ if RC(φ(x, a¯)) ≥ α for all α ≤ δ (δ is limit).
If RC(φ(x, a¯)) = α for some α we say that RC(φ(x, a¯)) is defined. Otherwise (i.e. if RC(φ(x, a¯)) ≥ α for all α) we
put RC(φ(x, a¯)) = ∞.
Obviously any o-minimal theory has convexity rank 1.
Example 1.2 ([4]). Let Mn := 〈Qn;=, <, E21 , E22 , . . . , E2n−1〉, where Qn is the set of n-tuples x = (x0, . . . , xn−1)
of rational numbers, ordered lexicographically by <, and for each i = 1, . . . , n − 1 let the equivalence relation Ei be
given by Ei (x, y)⇔ for all j < n − i , x j = y j . Then for each i the equivalence classes of Ei are convex subsets of
Qn . Moreover, Ei−1 refines Ei for each 2 ≤ i ≤ n − 1.
In [4] it is proved that ℵ0-categorical 1-indiscernible weakly o-minimal structures are described up to binary structure
by this example. Obviously Th(Mn) has convexity rank n.
Lemma 1.3. Let T be an arbitrary ℵ0-categorical theory, M |H T , A ⊂ M, A be finite, m, n < ω,
a¯ = 〈a1, a2, . . . , am〉, a¯′ = 〈a′1, a′2, . . . , a′m〉 ∈ Mm , b¯ = 〈b1, b2, . . . , bn〉, b¯′ = 〈b′1, b′2, . . . , b′n〉 ∈ Mn
such that tp(b¯/A) = tp(b¯′/A), t p(〈ai , b j 〉/A) = tp(〈a′i , b′j 〉/A) for all 1 ≤ i ≤ m, 1 ≤ j ≤ n and
tp(〈a¯, b¯n−1〉/A) = tp(〈a¯′, b¯′n−1〉/A). Then tp(〈a¯, b¯〉/A) 6= tp(〈a¯′, b¯′〉/A) implies the existence of b′′n ∈ M
such that tp(〈b¯n−1, bn〉/A) = tp(〈b¯n−1, b′′n〉/A), t p(〈ai , bn〉/A) = tp(〈ai , b′′n〉/A) for all 1 ≤ i ≤ m and
tp(〈a¯, b¯n−1, bn〉/A) 6= tp(〈a¯, b¯n−1, b′′n〉/A).
Proof of Lemma 1.3. Since tp(〈a¯, b¯〉/A) 6= tp(〈a¯′, b¯′〉/A) there is an A-definable formula R(x¯, y¯) such that
M |H R(a¯, b¯)∧¬R(a¯′, b¯′). Let B(y¯) be an A-definable formula isolating tp(b¯/A), and let Ai (x, y) be an A-definable
formula isolating tp(〈ai , bn〉/A) for each i ≤ m. For a contradiction, suppose M |H θ(a¯, b¯n−1), where
θ(a¯, b¯n−1) := ∀y[B(b¯n−1, y) ∧ ∧mi=1Ai (ai , y)→ R(a¯, b¯n−1, y)]
By the hypothesis of the lemma M |H θ(a¯′, b¯′n−1), a contradiction. 
Definition 1.4 (Baizhanov, [2]). Let M be a weakly o-minimal structure, A ⊆ M , p, q ∈ S1(A) be non-algebraic.
We say that p is not weakly orthogonal to q (p 6⊥w q) if there are an A-definable formula H(x, y), α ∈ p(M) and
β1, β2 ∈ q(M) such that β1 ∈ H(M, α) and β2 6∈ H(M, α).
Lemma 1.5 ([2], Corollary 34 (iii)). The non-weak orthogonality relation is an equivalence relation on S1(A).
We say a tuple a¯ = 〈a1, a2, . . . , an〉 ∈ Mn is increasing if a1 < a2 < · · · < an .
Let A ⊆ M , p ∈ S1(A) be non-algebraic, n ∈ ω. We say p(M) is n-indiscernible over A if for any increasing
n-tuples a¯ = 〈a1, a2, . . . , an〉, a¯′ = 〈a′1, a′2, . . . , a′n〉 ∈ [p(M)]n tp(a¯/A) = tp(a¯′/A); also we say p(M) is
indiscernible over A if for every n ∈ ω p(M) is n-indiscernible over A.
Let A ⊆ B ⊆ M , B be finite, p1, p2, . . . , ps ∈ S1(A) be non-algebraic. We say that the family of 1-types
{p1, . . . , ps} is weakly orthogonal over B if every s-tuple 〈a1, . . . , as〉 ∈ p1(M)×· · ·× ps(M) satisfies the same type
over B. We say that the family of 1-types {p1, . . . , ps} is orthogonal over B if for any sequence (n1, . . . , ns) ∈ ωs for
any increasing tuples a¯1, a¯′1 ∈ [p1(M)]n1 , . . . , a¯s, a¯′s ∈ [ps(M)]ns such that tp(a¯1/B) = tp(a¯′1/B), . . . , tp(a¯s/B) =
tp(a¯′s/B) we have tp(〈a¯1, . . . , a¯s〉/B) = tp(〈a¯′1, . . . , a¯′s〉/B).
If A ⊆ M , p1, p2 ∈ S1(A) and p1 ⊥w p2 then obviously {p1, p2} is weakly orthogonal over A.
In Section 2 we present preliminary facts on the behaviour of 2-formulas and unary functions (Lemma 2.5,
Theorem 2.6, Proposition 2.7) which are necessary throughout the paper. In Section 3 we present an example of an
ℵ0-categorical weakly o-minimal theory of infinite convexity rank for which orthogonality of two weakly orthogonal
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1-types doesn’t hold (Example 3.8). Nevertheless, we prove orthogonality of all families of pairwise weakly
orthogonal 1-types for ℵ0-categorical weakly o-minimal theories of finite convexity rank (Theorem 3.5). In Section 4
we study some properties of 2-formulas connecting non-weakly orthogonal 1-types in an arbitrary ℵ0-categorical
weakly o-minimal theory (Proposition 4.3) which are used in the next section. At last, in Section 5 we give a criterion
for binarity of ℵ0-categorical weakly o-minimal theories in terms of convexity rank (Theorem 5.1).
2. Preliminaries on 2-formulas and unary functions
Recall some notions originally introduced in [7].
Let Y ⊂ Mn+1 be ∅-definable, let pi : Mn+1 → Mn be the projection which drops the last coordinate, and let
Z := pi(Y ). For each a¯ ∈ Z let Ya¯ := {y : (a¯, y) ∈ Y }. Suppose that for every a¯ ∈ Z the set Ya¯ is bounded above but
does not have a supremum in M . We let ∼ be the ∅-definable equivalence relation on Mn given by
a¯ ∼ b¯ for all a¯, b¯ ∈ Mn \ Z , and a¯ ∼ b¯ ⇔ sup Ya¯ = sup Yb¯ if a¯, b¯ ∈ Z .
Let Z := Z/ ∼, and for each tuple a¯ ∈ Z we denote by [a¯] the ∼-class of a¯. There is a natural ∅-definable total order
on M ∪ Z , defined as follows. Let a¯ ∈ Z and c ∈ M . Then [a¯] < c if and only if w < c for all w ∈ Ya¯ . If a¯ 6∼ b¯ then
there is some x ∈ M such that [a¯] < x < [b¯] or [b¯] < x < [a¯], and so < induces a total order on M ∪ Z . We call
such a set Z a sort (in this case, ∅-definable sort) in M , where M is the Dedekind completion of M , and view Z as
naturally embedded in M . Similarly, we can obtain a sort in M by considering infima instead of suprema.
Let A, D ⊆ M , D be infinite, Z ⊆ M be an A-definable sort and f : D → Z be an A-definable function. We say
f is locally increasing (locally decreasing, locally constant) on D if for any a ∈ D there is an infinite interval J ⊆ D
containing {a} so that f is strictly increasing (strictly decreasing, constant) on J ; we also say f is locally monotonic
on D if it is locally increasing or locally decreasing on D. Let E be an A-definable equivalence relation on D. We say
f is strictly increasing (decreasing) on D/E if for any a, b ∈ D with¬E(a, b)we have f (a) < f (b) ( f (a) > f (b)).
Lemma 2.1. Let T be an ℵ0-categorical weakly o-minimal theory, M |H T , A ⊆ M, A be finite, p ∈ S1(A) be
non-algebraic. Suppose that E(x, y) is an A-definable non-trivial equivalence relation partitioning p(M) into convex
classes. Then the induced order on E-classes is dense without endpoints and f (y) := sup E(M, y) is locally constant
on p(M) so that f is strictly increasing on p(M)/E.
Proof of Lemma 2.1. First show that there is no the leftmost E-class which is contained in p(M). By assumption
there are elements α, β ∈ p(M) with α < β and ¬E(α, β). As all elements of p(M) have the same type as β over A
we have: for every element β ′ in p(M) there exists α′ ∈ p(M) such that α′ < β ′ and ¬E(α′, β ′). Therefore there is
no smallest E-class in p(M). We can also show that there is no the rightmost E-class. Thus, E partitions p(M) into
infinitely many classes. Now, consider the following formula:
Φ(x) := ∃z[¬E(z, x) ∧ x < z ∧ ∀t (x < t < z → E(x, t) ∨ E(z, t))].
If Φ(x) 6∈ p then E-classes are densely ordered. If Φ(x) ∈ p, we have that E-classes are discretely ordered
contradicting the ℵ0-categoricity of T . 
Definition 2.2 (Baizhanov, [1]). Let M be a weakly o-minimal structure, A ⊆ M , p ∈ S1(A) be non-algebraic.
(1) An A-definable formula F(x, y) is said to be p-stable if there are α, γ1, γ2 ∈ p(M) such that
F(M, α) \ {α} 6= ∅ and γ1 < F(M, α) < γ2.
(2) A p-stable formula F(x, y) is said to be convex to the right (left) if there is α ∈ p(M) such that F(M, α) is
convex, α is a left (right) endpoint of F(M, α) and α ∈ F(M, α).
In Example 1.2 Ei (x, y) for each 1 ≤ i ≤ n − 1 is p-stable, where p(x) := {x = x}; Fi (x, y) := Ei (x, y) ∧ y ≤ x
and F ′i (x, y) := Ei (x, y) ∧ y ≥ x are p-stable convex to the right and convex to the left formulas respectively.
Definition 2.3. Let F(x, y) be a p-stable convex to the right (left) formula. We say F(x, y) is equivalence-generating
if for any α, β ∈ p(M) such that M |H F(β, α) the following holds:
M |H ∀x[x ≥ β → [F(x, α)↔ F(x, β)]] (M |H ∀x[x ≤ β → [F(x, α)↔ F(x, β)]]).
Obviously the above mentioned formulas Fi (x, y) and F ′i (x, y) are equivalence-generating.
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Example 2.4. Let M = 〈Q,=, <, R2〉. M is a linearly ordered structure, Q is the ordering of rational numbers, for
any a, b ∈ M M |H R(b, a) ⇔ a ≤ b < a + √2 and consequently R(M, a) = {b ∈ M |a ≤ b < a + √2} and
R(a,M) = {b ∈ M |a −√2 < b ≤ a}.
For each n < ω consider the following formulas:
Rn(x, y) := ∃z1, . . . , zn[R(z1, y) ∧ ∧1≤i<nR(zi+1, zi ) ∧ R(x, zn)].
One can see that for any a, b ∈ M Rn(b, a) ⇔ a ≤ b < a + (n + 1)√2. Consequently, for any a ∈ M we have
R(M, a) ⊂ R1(M, a) ⊂ · · · ⊂ Rn(M, a) ⊂ · · · i.e. Th(M) is not ℵ0-categorical. The formulas Rn(x, y) for each
n < ω including in addition atomic formulas we declare to be basic. It can now be shown by standard arguments that
Th(M) admits elimination of quantifiers relative to these basic formulas, and consequently M is weakly o-minimal.
Let p(x) := {x = x}. It is easy to see that p(x) ∈ S1(∅), R(x, y) is p-stable convex to the right and R(x, y) is not
equivalence-generating.
The following two results were announced in [5] and is recently published in [3].
Lemma 2.5 ([3]). Let M be a weakly o-minimal structure, A ⊆ M, p ∈ S1(A) be non-algebraic. Suppose
that F(x, y) is a p-stable convex to the right (left) formula which is equivalence-generating. Then E(x, y) :=
F(x, y) ∨ F(y, x) is an equivalence relation partitioning p(M) into infinitely many infinite convex classes.
Theorem 2.6 ([3]). Let T be an ℵ0-categorical weakly o-minimal theory, M |H T, A ⊆ M, p ∈ S1(A) be
non-algebraic. Then any p-stable convex to the right (left) formula is equivalence-generating.
The following result will be often used below without explicit mention.
Proposition 2.7. Let T be an ℵ0-categorical weakly o-minimal theory, M |H T , A ⊆ M, A be finite, p ∈ S1(A) be
non-algebraic, f be an A-definable function into an A-definable sort so that p(M) ⊆ Dom( f ) and f is not constant
on p(M). Then there is an A-definable equivalence relation E(x, y) partitioning p(M) into infinitely many convex
classes so that f is strictly monotonic on p(M)/E.
Proof of Proposition 2.7. If f is strictly monotonic on p(M) then E(x, y) := x = y and there is nothing to prove.
Suppose now f is not strictly monotonic on p(M). By 1-indiscernibility of p(M) f doesn’t change its behaviour on
p(M) and consequently by Theorem 3.3 of [7] f is locally constant or f is locally monotonic on p(M). Let U (x) be
an A-definable formula isolating p.
Case 1. f is locally constant on p(M). Consider the following formula:
E0(x, y) := f (x) = f (y) ∧ [x < y → ∀t (x < t < y → f (t) = f (x))]
∧[x > y → ∀t (x > t > y → f (t) = f (x))].
Obviously E0(x, y) is an equivalence relation partitioning p(M) into convex classes. Since f is not constant on p(M),
E0(x, y) is non-trivial. Then by Lemma 2.1 E0 partitions p(M) into infinitely many infinite convex classes. Suppose
there are a, b ∈ p(M) such that a < b, ¬E0(a, b) and f (a) = f (b). If
M |H ∃y[U (y) ∧ a < y ∧ ¬E0(a, y) ∧ ∀t (a < t ≤ y → f (t) = f (a))]
then we have a contradiction with the definition of E0. Consequently, M |H θ(a), where
θ(a) := ∃t[U (t) ∧ a < t ∧ ¬E0(a, t) ∧ ∀z(a < z ≤ t ∧ ¬E0(a, z)→ f (a) 6= f (z))].
Let φ(x, a) := a < x ∧ ¬E0(a, x) ∧ f (a) = f (x). By weak o-minimality of M , φ(M, a) is a finite union of convex
sets and let φ1(M, a) be such a leftmost convex set. If there is no b1 ∈ p(M) with φ1(M, a) ⊆ E0(M, b1) then by the
dense ordering of E0-classes φ1(M, a) contains infinitely many E0-classes, and consequently there is b ∈ φ1(M, a)
with¬θ(b) contradicting 1-indiscernibility of p(M). Thus, there is b1 ∈ p(M)with φ1(M, a) ⊆ E0(M, b1) and since
f is constant on E0-classes we have φ1(M, a) = E0(M, b1). Consider the following formulas:
φ2(x, a) := ∃t[φ1(t, a) ∧ φ1(x, t)], φn(x, a) := ∃t[φn−1(t, a) ∧ φ1(x, t)], n ≥ 3
Fm(x, a) := a ≤ x ∧ ∃t[φm(t, a) ∧ x ≤ t], m ≥ 1.
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We have F1(M, a) ⊂ F2(M, a) ⊂ · · · ⊂ Fm(M, a) ⊂ · · · contradicting the ℵ0-categoricity of T . Thus, for any
a, b ∈ p(M) with ¬E0(a, b) we have f (a) 6= f (b).
Let U ′(x, a) := U (x) ∧ a < x ∧ ¬E0(a, x). If for any b ∈ U ′(M, a) f (a) < f (b) ( f (a) > f (b)) then f is
strictly increasing (decreasing) on p(M)/E0. Suppose there exist b1, b2 ∈ U ′(M, a) with f (b1) < f (a) < f (b2).
Then by weak o-minimality of M there is a natural number s > 1 such that U ′(M, a) = ∪si=1U ′i (M, a) so that for all
i ≤ s U ′i (M, a) is convex, U ′1(M, a) < U ′2(M, a) < · · · < U ′s(M, a), and either for all b ∈ U ′i (M, a) f (a) < f (b)
or for all b ∈ U ′i (M, a) f (a) > f (b). Consider the following formulas:
Fi (x, a) := a ≤ x ∧ ∃t[U ′i (t, a) ∧ x ≤ t] 1 ≤ i ≤ s − 1.
Obviously Fi (x, y) is a p-stable convex to the right formula for each 1 ≤ i ≤ s − 1. By Theorem 2.6 Fi (x, y) is
equivalence-generating and consequently by Lemma 2.5 Ei (x, y) := Fi (x, y) ∨ Fi (y, x) is an equivalence relation
partitioning p(M) into infinitely many infinite convex classes so that Ei−1 refines Ei for each 1 ≤ i ≤ s − 1.
Without loss of generality, suppose for all b ∈ U ′s(M, a) f (a) < f (b). Then f is strictly increasing on
p(M)/Es−1.
Case 2. f is locally monotonic on p(M). Without loss of generality, suppose f is locally increasing. Consider the
following formula:
E0(x, y) := x = y ∨ [x < y ∧ ∀t (x < t < y → f (x) < f (t) < f (y))]
∨[x > y ∧ ∀t (x > t > y → f (x) > f (t) > f (y))].
Obviously E0(x, y) is an equivalence relation partitioning p(M) into infinitely many infinite convex classes. Suppose
there are a, b ∈ p(M) such that a < b,¬E0(a, b) and f (a) = f (b). If there are infinitely many E0-classes containing
an element b with f (b) = f (a) then we have a contradiction with weak o-minimality of M . Consequently there are
only finitely many such E0-classes and let b be a representative for one of these classes. Then b ∈ dcl(a) contradicting
the ℵ0-categoricity of T . Thus, for any a, b ∈ p(M) with ¬E0(a, b) we have f (a) 6= f (b). The remainder we prove
by analogy with Case 1. 
3. Orthogonality for a family of pairwise weakly orthogonal 1-types
Lemma 3.1. Let T be an ℵ0-categorical weakly o-minimal theory of finite convexity rank, M |H T , A ⊆ M, A
be finite. Then for any b¯ = 〈b1, b2, b3, b4〉 ∈ M4 such that tp(〈b1, b2〉/A) = tp(〈b1, b3〉/A) = tp(〈b1, b4〉/A),
t p(〈b2, b3〉/A) = tp(〈b2, b4〉/A) we have tp(〈b1, b2, b3〉/A) = tp(〈b1, b2, b4〉/A).
Proof of Lemma 3.1. For a contradiction, suppose there are b1, b2, b3, b4 ∈ M satisfying the hypothesis of the
lemma, but tp(〈b1, b2, b3〉/A) 6= tp(〈b1, b2, b4〉/A). Consequently, there is an A-definable formula R(x, y, z) such
that M |H R(b1, b2, b3) ∧ ¬R(b1, b2, b4). Let G(x, y) be an A-definable formula isolating tp(〈b1, b2〉/A). Then
G(b1, y) isolates tp(b2/A ∪ {b1}), G(x, b2) isolates tp(b1/A ∪ {b2}), and let q1(y) := {G(b1, y)}, q2(x) :=
{G(x, b2)}. Without loss of generality, suppose b2 < b3 < b4. Then by transforming R(b1, y, z) if necessary we
can assume R(b1, y, z) is a q1-stable convex to the right formula (if b3, b4 < b2 then R(b1, y, z) is a q1-stable convex
to the left formula). Let fb1(y) := sup R(b1, y,M), gb2(x) := sup R(x, b2,M). By Theorem 2.6 R(b1, y, z) is
equivalence-generating, by Lemma 2.5 E ′b1(y, z) := R(b1, y, z) ∨ R(b1, z, y) is an equivalence relation partitioning
q1(M) into infinitely many infinite convex classes, and consequently by Lemma 2.1 fb1 is locally constant on q1(M)
so that fb1 is strictly increasing on q1(M)/E
′
b1
. Since tp(〈b2, b3〉/A) = tp(〈b2, b4〉/A) gb2 cannot be constant on
q2(M). Then there exists an A∪{b2}-definable equivalence relation E ′′b2 partitioning q2(M) into infinitely many convex
classes so that gb2 is strictly monotonic on q2(M)/E
′′
b2
. Without loss of generality, suppose gb2 is strictly increasing
on q2(M)/E ′′b2 . Consider an arbitrary element b
′
1 ∈ q2(M) with b′1 < b1 and ¬E ′′b2(b′1, b1). Then gb2(b′1) < gb2(b1),
i.e. R(b′1, b2,M) ⊂ R(b1, b2,M). If
M |H ∀z[R(b1, b2, z) ∧ ¬R(b′1, b2, z)→ fb′1(z) ≥ fb1(z)]
we have a contradiction with the dense ordering of E ′b′1 -classes. Consequently, there is b
′
2 ∈ R(b1, b2,M) \
R(b′1, b2,M) with fb′1(b
′
2) < fb1(b2). Then by the dense ordering of E
′
b′1
-classes once more there are infinitely
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many E ′b′1 -classes containing in E
′
b1
(b2,M). By arbitrariness of the element b′1 we have:
M |H ∀y[G(y, b2) ∧ y < b1 ∧ ¬E ′′b2(y, b1)→ E ′b1(b2,M) contains infinitely many E ′y-classes].
Denote this formula by D(b1, b2). Then for any b′′2 ∈ q1(M) we have D(b1, b′′2). Further we take b′′1 < b′1 with¬E ′′b2(b′′1 , b′1) and show that every E ′b′1 -class contains infinitely many E
′
b′′1
-subclasses and so on. This procedure can
be continued infinitely many times. Then RC(q1) ≥ ω contradicting finiteness of the convexity rank of T . 
Corollary 3.2. Let T be an ℵ0-categorical weakly o-minimal theory of finite convexity rank, M |H T , p ∈ S1(∅) be
non-algebraic. Suppose that p(M) is 2-indiscernible over ∅. Then p(M) is indiscernible over ∅.
Proof of Corollary 3.2. If p(M) is 3-indiscernible over ∅ then by Theorem 5.1 [4] it is n-indiscernible over ∅ for
every n ∈ ω. For a contradiction, suppose p(M) is not 3-indiscernible over ∅. Consequently there are increasing
b¯ = 〈b1, b2, b3〉, b¯′ = 〈b′1, b′2, b′3〉 ∈ [p(M)]3 with tp(b¯/∅) 6= tp(b¯′/∅). By 2-indiscernibility of p(M) over ∅
tp(〈b1, b2〉/∅) = tp(〈b′1, b′2〉/∅), tp(〈b1, b3〉/∅) = tp(〈b′1, b′3〉/∅) and tp(〈b2, b3〉/∅) = tp(〈b′2, b′3〉/∅).
Then by Lemma 1.3 there exists b′′3 ∈ M such that
tp(〈b1, b3〉/∅) = tp(〈b1, b′′3〉/∅), tp(〈b2, b3〉/∅) = tp(〈b2, b′′3〉/∅)
and tp(〈b1, b2, b3〉/∅) 6= tp(〈b1, b2, b′′3〉/∅) contradicting Lemma 3.1. 
Proposition 3.3. Let T be an ℵ0-categorical weakly o-minimal theory of finite convexity rank, M |H T , A ⊆ M,
A be finite, p ∈ S1(A) be non-algebraic. Then for any s < ω and any increasing tuples b¯ = 〈b1, b2, . . . , bs〉,
b¯′ = 〈b′1, b′2, . . . , b′s〉 ∈ [p(M)]s such that for all 1 ≤ i < j ≤ s tp(〈bi , b j 〉/A) = tp(〈b′i , b′j 〉/A) we have
tp(b¯/A) = tp(b¯′/A).
Proof of Proposition 3.3. Prove by induction on s ≥ 2. Step s = 2 is trivial. Suppose the lemma has been established
for all k ≤ s − 1 and prove it for s. For a contradiction, suppose that there are increasing b¯ = 〈b1, b2, . . . , bs〉,
b¯′ = 〈b′1, b′2, . . . , b′s〉 ∈ [p(M)]s such that tp(〈bi , b j 〉/A) = tp(〈b′i , b′j 〉/A) for all 1 ≤ i < j ≤ s, but
tp(b¯/A) 6= tp(b¯′/A). By Lemma 1.3 there is b′′s ∈ p(M) such that tp(〈bi , bs〉/A) = tp(〈bi , b′′s 〉/A) for all
1 ≤ i ≤ s − 1 and tp(〈b¯s−1, bs〉/A) 6= tp(〈b¯s−1, b′′s 〉/A). Consequently there exists an A-definable formula
R(x¯) such that M |H R(b¯s−1, bs) ∧ ¬R(b¯s−1, b′′s ). Let B := A ∪ {b¯s−3}. For simplicity of notation, let us write
R(x1, x2, . . . , xs) as the B-definable formula R(x, y, z) so that M |H R(bs−2, bs−1, bs)∧¬R(bs−2, bs−1, b′′s ). By the
induction hypothesis
tp(〈bs−2, bs〉/B) = tp(〈bs−2, b′′s 〉/B), tp(〈bs−1, bs〉/B) = tp(〈bs−1, b′′s 〉/B).
If tp(〈bs−2, bs−1〉/B) = tp(〈bs−2, bs〉/B) then by Lemma 3.1 tp(〈bs−2, bs−1, bs〉/B) = tp(〈bs−2, bs−1,
b′′s 〉/B) contradicting our assumption. Consequently, tp(〈bs−2, bs−1〉/B) 6= tp(〈bs−2, bs〉/B). Let G(x, y) be
a B-definable formula isolating tp(〈bs−2, bs−1〉/B). Then G(bs−2, y) isolates tp(bs−1/B ∪ {bs−2}), G(x, bs−1)
isolates tp(bs−2/B ∪ {bs−1}), and let q1(y) := {G(bs−2, y)}, q2(x) := {G(x, bs−1)}. Consider fbs−2(y) :=
sup R(bs−2, y,M), gbs−1(x) := sup R(x, bs−1,M). Then both fbs−2 and gbs−1 are strictly monotonic on q1(M) and
q2(M) respectively. Indeed, if fbs−2 is not strictly monotonic then there exists a B ∪ {bs−2}-definable equivalence
relation E ′bs−2(x, y) partitioning q1(M) into infinitely many infinite convex classes so that fbs−2 is strictly monotonic
on q1(M)/E ′bs−2 . Take arbitrary b
′, b′′ ∈ q1(M) such that
M |H E ′bs−2(bs−1, b′) ∧ ¬E ′bs−2(bs−1, b′′) ∧ bs−1 < b′ < b′′.
Then we have
tp(〈bs−2, b′〉/B) = tp(〈bs−2, b′′〉/B) = tp(〈bs−2, bs−1〉/B),
tp(〈bs−1, b′〉/B) = tp(〈bs−1, b′′〉/B),
but tp(〈bs−2, bs−1, b′〉/B) 6= tp(〈bs−2, bs−1, b′′〉/B) contradicting Lemma 3.1.
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Case A. Both fbs−2 and gbs−1 are strictly increasing on q1(M) and q2(M) respectively.
Consider b′s−2 ∈ q1(M) with b′s−2 < bs−2. Then by considering the following formulas:
Φ1(y) := G(bs−2, y) ∧ ∀z[R(bs−2, bs−1, z)→ R(b′s−2, y, z)]
Φn(y) := G(bs−2, y) ∧ ∀y1∀z[¬Φn−1(y1) ∧ G(bs−2, y1) ∧ R(bs−2, y1, z)→ R(b′s−2, y, z)], n ≥ 2
we obtain Φ1(M) ⊃ Φ2(M) ⊃ · · · ⊃ Φn(M) ⊃ · · · contradicting the ℵ0-categoricity of T .
Case B. fbs−2 is strictly increasing on q1(M), gbs−1 is strictly decreasing on q2(M).
Consider b′s−2 ∈ q1(M) with bs−2 < b′s−2. Then by considering the same formulas Φ1(y),Φ2(y), . . . ,Φn(y), . . . ,
we also obtain Φ1(M) ⊃ Φ2(M) ⊃ · · · ⊃ Φn(M) ⊃ · · · contradicting the ℵ0-categoricity of T . 
Corollary 3.4. Let M be an ℵ0-categorical 1-indiscernible weakly o-minimal structure of finite convexity rank. Then
there is n ∈ ω such that M is isomorphic to Mn := 〈Qn,=, <, E21 , E22 , . . . , E2n−1〉 (Example 1.2).
Theorem 3.5. Let T be an ℵ0-categorical weakly o-minimal theory of finite convexity rank, M |H T , p1, p2, . . . , ps ∈
S1(∅) be non-algebraic pairwise weakly orthogonal 1-types. Then {p1, p2, . . . , ps} is orthogonal over ∅.
We prove a series of statements which will culminate in the Proof of Theorem 3.5.
Lemma 3.6. Let T be an ℵ0-categorical weakly o-minimal theory of finite convexity rank, M |H T , A ⊆ M, A be
finite, and let a, b ∈ M be such that p1 := tp(a/A), p′2 := tp(b/A ∪ {a}) be non-algebraic. Suppose that there is an
A∪{a}-definable function f with p′2(M) ⊆ Dom( f ) so that f is not constant on p′2(M). Then there is an A-definable
equivalence relation E(x, y) partitioning p′2(M) into infinitely many convex classes so that f is strictly monotonic on
p′2(M)/E.
Proof of Lemma 3.6. If f is strictly monotonic on p′2(M) then E(x, y) ≡ x = y and there is nothing to prove.
Suppose now f is not strictly monotonic on p′2(M). Then by Proposition 2.7 there is an A∪{a}-definable equivalence
relation E ′a(x, y) partitioning p′2(M) into infinitely many infinite convex classes so that f is strictly monotonic on
p′2(M)/E ′a . For a contradiction, suppose E ′a is not A-definable. Let p2 := tp(b/A). Then if p2(M) is 2-indiscernible
over A, there are b, b′, b′′ ∈ p′2(M) such that
M |H b < b′ < b′′ ∧ E ′a(b, b′) ∧ ¬E ′a(b, b′′)
i.e. tp(〈a, b, b′〉/A) 6= tp(〈a, b, b′′〉/A), although tp(〈b, b′〉/A) = tp(〈b, b′′〉/A), contradicting Lemma 3.1. If
p2(M) is not 2-indiscernible over A then let {E1(x, y), . . . , En(x, y)} be a complete list of A-definable non-trivial
equivalence relations each of which partitions p2(M) into infinitely many infinite convex classes so that Ei refines
Ei+1 for every 1 ≤ i ≤ n − 1. Since p′2(M) is 1-indiscernible over A ∪ {a} we have either E ′a(b,M) ⊂ E1(b,M), or
for some i ≤ n − 1 Ei (b,M) ⊂ E ′a(b,M) ⊂ Ei+1(b,M), or En(b,M) ⊂ E ′a(b,M) for all b ∈ p′2(M). Without loss
of generality, suppose the first. Then there are b, b′, b′′ ∈ p′2(M) such that
M |H b < b′ < b′′ ∧ E ′a(b, b′) ∧ ¬E ′a(b′, b′′) ∧ E1(b, b′′)
i.e. tp(〈b, b′〉/A) = tp(〈b, b′′〉/A), but tp(〈a, b, b′〉/A) 6= tp(〈a, b, b′′〉/A) also contradicting Lemma 3.1. 
Lemma 3.7. Let T be an ℵ0-categorical weakly o-minimal theory of finite convexity rank, M |H T , A ⊆ M, A be
finite, p1, p2 ∈ S1(A) be non-algebraic, p1 ⊥w p2. Then for any a, a′ ∈ p1(M), b1 < b2, b′1 < b′2 ∈ p2(M) such
that tp(〈b1, b2〉/A) = tp(〈b′1, b′2〉/A) we have tp(〈a, b1, b2〉/A) = tp(〈a′, b′1, b′2〉/A).
Proof of Lemma 3.7. For a contradiction, suppose there exist a, a′ ∈ p1(M), b1 < b2, b′1 < b′2 ∈ p2(M) such that
tp(〈b1, b2〉/A) = tp(〈b′1, b′2〉/A), but tp(〈a, b1, b2〉/A) 6= tp(〈a′, b′1, b′2〉/A).
By weak orthogonality of p1 and p2
tp(〈a, b1〉/A) = tp(〈a′, b′1〉/A) = tp(〈a, b2〉/A) = tp(〈a′, b′2〉/A).
Then by Lemma 1.3 there exists b′′2 ∈ p2(M) such that
tp(〈a, b2〉/A) = tp(〈a, b′′2〉/A), tp(〈b1, b2〉/A) = tp(〈b1, b′′2〉/A)
and tp(〈a, b1, b2〉/A) 6= tp(〈a, b1, b′′2〉/A) contradicting Lemma 3.1. 
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The following example shows that the condition of finiteness for convexity rank in Lemma 3.7 is essential:
Example 3.8. Let M = 〈Q∪W ,<, E3, P1〉 be a linearly ordered structure, where Q is the set of rational numbers;W
is the set of all Q-sequences from {0, 1} with finitely many non-zero coordinates but the Q-sequence consisting only
from 0, ordered lexicographically; P(M) = Q, ¬P(M) = W and P(M) < ¬P(M). For any a ∈ P(M) E(a, y1, y2)
is an equivalence relation on ¬P(M) defined as follows: for any a ∈ P(M), b1, b2 ∈ ¬P(M) E(a, b1, b2) ⇔
b1(q) = b2(q) for all q ≤ a, i.e. qth coordinates of b1 and b2 coincide for all q ≤ a.
It can be proved M is homogeneous and consequently M admits elimination of quantifiers and is ℵ0-categorical.
For any a ∈ P(M) and b1, b2 ∈ ¬P(M) E(a, b1,M) and E(M, b1, b2) are convex, i.e. M is weakly o-minimal.
Obviously if a < a′ ∈ P(M) we have E(a′, x1, x2) implies E(a, x1, x2) and consequently Th(M) has infinite
convexity rank. Let p1 := {P(x)}, p2 := {¬P(x)}. It isn’t difficult to see that p1 ⊥w p2. Consider arbitrary
a, a′ ∈ p1(M), b1 < b2, b′1 < b′2 ∈ p2(M) with a < a′, E(a, b1, b2) and ¬E(a′, b′1, b′2). Then tp(〈a, b1, b2〉/∅) 6=
tp(〈a′, b′1, b′2〉/∅), although tp(〈b1, b2〉/∅) = tp(〈b′1, b′2〉/∅).
Lemma 3.9. Let T be an ℵ0-categorical weakly o-minimal theory of finite convexity rank, M |H T , p1, p2, . . . , pm ∈
S1(∅) be non-algebraic pairwise weakly orthogonal 1-types. Then {p1, p2, . . . , pm} is weakly orthogonal over ∅.
Proof of Lemma 3.9. Prove by induction on m ≥ 2. Step m = 2 is obvious. Suppose the lemma has been established
for sets of m − 1 1-types. Prove the lemma for sets of m 1-types. Consider an arbitrary tuple 〈a1, a2, . . . , am−3〉 ∈
p1(M) × p2(M) × · · · × pm−3(M) and let M ′ = 〈M, a1, a2, . . . , am−3〉. It is not difficult to see that M ′ is still an
ℵ0-categorical weakly o-minimal structure of finite convexity rank. Consider the types pm−2, pm−1 and pm . By the
induction hypothesis they have unique extensions p′m−2, p′m−1 and p′m to types over {a1, a2, . . . , am−3} respectively,
moreover pm−2(M) = p′m−2(M), pm−1(M) = p′m−1(M) and pm(M) = p′m(M). The induction hypothesis also
guarantees that they are pairwise weakly orthogonal. For convenience of notation rename p′m−2, p′m−1 and p′m as p1,
p2 and p3 respectively and show that {p1, p2, p3} is weakly orthogonal over ∅, i.e. {pm−2, pm−1, pm} is weakly
orthogonal over {a1, a2, . . . , am−3}. By arbitrariness of the choice of {a1, a2, . . . , am−3} we then reach the conclusion
that {p1, p2, . . . , pm} is weakly orthogonal over ∅.
For a contradiction, assume that there exist 〈a, b, c〉, 〈a′, b′, c′〉 ∈ p1(M) × p2(M) × p3(M) such that
tp(〈a, b, c〉/∅) 6= tp(〈a′, b′, c′〉/∅). Since p1, p2 and p3 are pairwise weakly orthogonal
tp(〈a, b〉/∅) = tp(〈a′, b′〉/∅), tp(〈a, c〉/∅) = tp(〈a′, c′〉/∅) and tp(〈b, c〉/∅) = tp(〈b′, c′〉/∅).
By Lemma 1.3 there is c′′ ∈ p3(M) such that
tp(〈a, c〉/∅) = tp(〈a, c′′〉/∅), tp(〈b, c〉/∅) = tp(〈b, c′′〉/∅) and tp(〈a, b, c〉/∅) 6= tp(〈a, b, c′′〉/∅).
Consequently, there is an ∅-definable formula R(x, y, z) such that M |H R(a, b, c) ∧ ¬R(a, b, c′′). Without loss of
generality, we can assume
R(a, b,M) is convex, R(a, b,M) ⊂ p3(M), R(a, b,M)− = p3(M)− and c < c′′.
Consider the following functions: fa(y) := sup R(a, y,M) and gb(x) := sup R(x, b,M). Observe that by weak
orthogonality of p1 and p2 these functions don’t change their behaviour on p2(M) and p1(M). Since p1, p2 and p3
are pairwise weakly orthogonal both fa and gb are not constant on p2(M) and p1(M) respectively. By Lemma 3.6
there are ∅-definable equivalence relations E ′(x, y), E ′′(x, y) partitioning p2(M) and p1(M) into infinitely many
convex classes so that both fa and gb are strictly monotonic on p2(M)/E ′ and p1(M)/E ′′. Without loss of generality,
suppose both fa and gb are strictly increasing on p2(M)/E ′ and p1(M)/E ′′ respectively. Take a < a1 ∈ p1(M) with
¬E ′′(a, a1). It isn’t difficult to see that
sup{R(a, b′,M)/b′ ∈ E ′(b,M)} < sup{R(a1, b′′,M)/b′′ ∈ E ′(b,M)}.
Then considering the following formulas:
Φ1(y) := U2(y) ∧ ∃y0[E ′(y0, y) ∧ ∀z(R(a, b, z)→ R(a1, y0, z))]
Φn(y) := U2(y) ∧ ∃y0[E ′(y0, y) ∧ ∀y1∀z(¬Φn−1(y1) ∧U2(y1) ∧ R(a, y1, z)→ R(a1, y0, z))]
where n ≥ 2, gives us that Φ1(M) ⊂ Φ2(M) ⊂ · · · ⊂ Φn(M) ⊂ · · · contradicting the ℵ0-categoricity of T . 
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Proof of Theorem 3.5. Prove by induction on s ≥ 2.
Step 2. Prove by induction on (n1, n2) that for any increasing a¯ = 〈a1, a2, . . . , an1〉, a¯′ = 〈a′1, a′2, . . . , a′n1〉 ∈
[p1(M)]n1 , b¯ = 〈b1, b2, . . . , bn2〉, b¯′ = 〈b′1, b′2, . . . , b′n2〉 ∈ [p2(M)]n2 such that tp(a¯/∅) = tp(a¯′/∅), tp(b¯/∅) =
tp(b¯′/∅) we have tp(〈a¯, b¯〉/∅) = tp(〈a¯′, b¯′〉/∅). Case (1, 1) is trivial. Suppose that Step 2 has been established for
any (k1, k2) <lex (n1, n2) and prove it for (n1, n2). For a contradiction, suppose tp(〈a¯, b¯〉/∅) 6= tp(〈a¯′, b¯′〉/∅). By
weak orthogonality of p1 and p2 tp(〈ai , b j 〉/∅) = tp(〈a′i , b′j 〉/∅) for all 1 ≤ i ≤ n1, 1 ≤ j ≤ n2. Then by Lemma 1.3
there exists b′′n2 ∈ p2(M) such that
tp(〈b¯n2−1, bn2〉/∅) = tp(〈b¯n2−1, b′′n2〉/∅), tp(〈ai , bn2〉/∅) = tp(〈a′i , b′′n2〉/∅)
for all 1 ≤ i ≤ n1 and tp(〈a¯, b¯n2−1, bn2〉/∅) 6= tp(〈a¯, b¯n2−1, b′′n2〉/∅). Let A := {a¯n1−1, b¯n2−2}. By the induction
hypothesis tp(〈bn2−1, bn2〉/A) = tp(〈bn2−1, b′′n2〉/A).
Case 1. tp(bn2−1/A) = tp(bn2/A). Let p′1(x) := tp(an1/A), p′2(y) := tp(bn2−1/A). Also by the induction
hypothesis p′1 ⊥w p′2 and consequently by Lemma 3.7 we have tp(〈an1 , bn2−1, bn2〉/A) = tp(〈an1 , bn2−1, b′′n2〉/A)
contradicting our supposition.
Case 2. tp(bn2−1/A) 6= tp(bn2/A). Let p′1 and p′2 be as in Case 1 and let p′3(z) := tp(bn2/A). By the induction
hypothesis p′1 ⊥w p′2, p′1 ⊥w p′3, and consequently p′2 ⊥w p′3. Then by Lemma 3.9 tp(〈an1 , bn2−1, bn2〉/A)= tp(〈an1 , bn2−1, b′′n2〉/A) also contradicting our supposition.
Step s. Suppose the theorem has been established for sets of k 1-types for all k ≤ s − 1 and prove it for sets
of s 1-types. By Lemma 3.9 case n1 = 1, n2 = 1, . . . , ns = 1 holds. Suppose Step s has been established
for all (k1, k2, . . . , ks) <lex (n1, n2, . . . , ns) and prove it for (n1, n2, . . . , ns). Take arbitrary increasing tuples
a¯n1 ∈ [p1(M)]n1 , a¯n2 ∈ [p2(M)]n2 , . . . , a¯ns−2 ∈ [ps−2(M)]ns−2 . The induction hypothesis guarantees ps−1 and
ps have unique extensions to types p′s−1 and p′s respectively over {a¯n1 , a¯n2 , . . . , a¯ns−2}, i.e. ps−1(M) = p′s−1(M),
ps(M) = p′s(M). Let M ′ = 〈M, a¯n1 , a¯n2 , . . . , a¯ns−2〉. The induction hypothesis also guarantees p′s−1 and p′s are
weakly orthogonal in M ′. By Step 2 {p′s−1, p′s} is orthogonal over ∅ in M ′, and consequently {ps−1, ps} is orthogonal
over {a¯n1 , a¯n2 , . . . , a¯ns−2} in M . By arbitrariness of {a¯n1 , a¯n2 , . . . , a¯ns−2} we have {p1, . . . , ps} is orthogonal over∅. 
4. Non-weakly orthogonal 1-types
Let A ⊆ M , p1, p2 ∈ S1(A) be non-algebraic, p1 6⊥w p2. We say an A-definable formula φ(x, y) is a (p1, p2)-
splitting formula if there is a ∈ p1(M) such that φ(a,M) ⊂ p2(M), φ(a,M) is convex and φ(a,M)− = p2(M)−.
If φ1(x, y), φ2(x, y) are (p1, p2)-splitting formulas, we say φ1(x, y) is less than φ2(x, y) if there is a ∈ p1(M) such
that φ1(a,M) ⊂ φ2(a,M).
Obviously if p1, p2 ∈ S1(A) are non-algebraic and p1 6⊥w p2 then there is a (p1, p2)-splitting formula and the
set of all (p1, p2)-splitting formulas is linearly ordered. Also obviously for any (p1, p2)-splitting formula φ(x, y)
f (x) := supφ(x,M) is not constant on p1(M).
Lemma 4.1. Let T be an ℵ0-categorical weakly o-minimal theory, M |H T , A ⊆ M, A be finite, p1, p2 ∈ S1(A) be
non-algebraic, p1 6⊥w p2, φ(x, y) be a (p1, p2)-splitting formula. Suppose that there is an A-definable equivalence
relation E(x, y) partitioning p1(M) into infinitely many infinite convex classes. Then
Φ−(x, y) := ∀t[E(x, t)→ φ(t, y)], Φ+(x, y) := ∃t[E(x, t) ∧ φ(t, y)]
are (p1, p2)-splitting formulas and Φ−(a,M) ⊆ φ(a,M) ⊆ Φ+(a,M) for all a ∈ p1(M).
Proof of Lemma 4.1. Consider an arbitrary a ∈ p1(M). ObviouslyΦ−(a,M),Φ+(a,M) ⊂ p2(M). ThenΦ−(a,M)
is convex. Indeed, let b1, b2 ∈ Φ−(a,M), b1 < b2 and consider arbitrary b ∈ p2(M) with b1 < b < b2. For a
contradiction, suppose ¬Φ−(a, b). Consequently, there is a′ ∈ E(a,M) with ¬φ(a′, b) and since φ(x, y) is (p1, p2)-
splitting formula we have ¬φ(a′, b2) contradicting our assumption. If f (x) := supφ(x,M) is constant on each
E-class then Φ−(a,M) = φ(a,M) = Φ+(a,M). If not, we have Φ−(a,M) ⊂ φ(a,M) ⊂ Φ+(a,M). 
Lemma 4.2. Let T be an ℵ0-categorical weakly o-minimal theory, M |H T , A ⊆ M, A be finite, p1, p2 ∈ S1(A) be
non-algebraic, p1 6⊥w p2, E1(x, y), E2(x, y) be A-definable equivalence relations partitioning p1(M) into infinitely
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many infinite convex classes so that E1 refines E2 and {b ∈ E2(a,M) ∩ ¬E1(a,M)|a < b} is 1-indiscernible
over A ∪ {a} for all a ∈ p1(M). Suppose φ(x, y) be a (p1, p2)-splitting formula so that f (x) := supφ(x,M) is
not constant on each E2-class. Then Φ2−(a,M) ⊂ Φ1−(a,M) ⊆ φ(a,M) ⊆ Φ1+(a,M) ⊂ Φ2+(a,M), and both
Φ1−(a,M) \ Φ2−(a,M) and Φ2+(a,M) \ Φ1+(a,M) are 1-indiscernible over A ∪ {a} for all a ∈ p1(M), where
Φi−(x, y) := ∀t[Ei (x, t)→ φ(t, y)], Φi+(x, y) := ∃t[Ei (x, t) ∧ φ(t, y)], i = 1, 2.
Proof of Lemma 4.2. Obviously Fi (x, y) := Ei (x, y) ∧ y ≤ x is p1-stable convex to the right, Gi (x, y) :=
Ei (x, y) ∧ y ≥ x is p1-stable convex to the left for each i ≤ 2, F1(M, a) ⊂ F2(M, a), G1(M, a) ⊂ G2(M, a),
and both F2(M, a) \ F1(M, a) and G2(M, a) \ G1(M, a) are 1-indiscernible over A ∪ {a} for all a ∈ p1(M).
Since f is not constant on each E2-class, we obviously have
Φ2−(a,M) ⊂ Φ1−(a,M) ⊆ φ(a,M) ⊆ Φ1+(a,M) ⊂ Φ2+(a,M).
For a contradiction, suppose Φ1−(a,M) \ Φ2−(a,M) is not 1-indiscernible over A ∪ {a}. Then there is an A ∪ {a}-
definable formula θ(a, y) such thatΦ2−(a,M) ⊂ θ(a,M) ⊂ Φ1−(a,M), θ(a,M) is convex and θ(a,M)− = p2(M)−.
Let H(x, y) := Φ1−(x, y) ∧ ¬θ(x, y).
Since f is not constant on each E2-class, we have f is strictly monotonic on E2(a,M)/E1. If f is strictly
increasing on E2(a,M)/E1 then
G(x, y) := ∃z[H(x, z) ∧ H(y, z)] ∧ y ≥ x
is p1-stable convex to the left and G1(M, a) ⊂ G(M, a) ⊂ G2(M, a), a contradiction. If f is strictly decreasing on
E2(a,M)/E1 then
F(x, y) := ∃z[H(x, z) ∧ H(y, z)] ∧ y ≤ x
is p1-stable convex to the right and F1(M, a) ⊂ F(M, a) ⊂ F2(M, a), a contradiction. 
Proposition 4.3. Let T be an ℵ0-categorical weakly o-minimal theory, M |H T , A ⊆ M, A be finite, p1, p2 ∈ S1(A)
be non-algebraic, p1 6⊥w p2, a ∈ p1(M), b ∈ p2(M), and let A(x, y) isolate tp(〈a, b〉/A). Then for all a′ ∈ A(M, b)
sup A(a,M) = sup A(a′,M) or for all a′ ∈ A(M, b) inf A(a,M) = inf A(a′,M).
Proof of Proposition 4.3. Let {E1(x, y), . . . , Ek(x, y)} be a complete list of A-definable equivalence relations
partitioning p1(M) into infinitely many infinite convex classes so that E1(a,M) ⊂ · · · ⊂ Ek(a,M) for all a ∈ p1(M).
Since p1 6⊥w p2 there is a (p1, p2)-splitting formula φ(x, y). For each 1 ≤ i ≤ k consider the following formulas:
Φi−(x, y) := ∀t[Ei (x, t)→ φ(t, y)], Φi+(x, y) := ∃t[Ei (x, t) ∧ φ(t, y)].
By Lemma 4.1 Φi−(x, y), Φi+(x, y) are (p1, p2)-splitting formulas for every 1 ≤ i ≤ k. Without loss of generality,
suppose that for some s ≤ k and 1 ≤ i1 < i2 < · · · < is ≤ k we have
Φis−(a,M) ⊂ · · · ⊂ Φi1−(a,M) ⊂ φ(a,M) ⊂ Φi1+(a,M) ⊂ · · · ⊂ Φis+(a,M)
andΦis−(a,M),Φ
is−1− (a,M)\Φis−(a,M), . . . , φ(a,M)\Φi1−(a,M),Φi1+(a,M)\φ(a,M), . . . ,Φis+(a,M)\Φis−1+ (a,M)
and ¬Φis+(a,M) are 1-indiscernible over A ∪ {a}. Since A(x, y) isolates tp(〈a, b〉/A) we have that A(a,M)
coincides with one of these definable sets. If A(a,M) = Φis−(a,M) then since infΦis−(a,M) = inf p2(M)
we have inf A(a,M) = inf A(a′,M) for all a′ ∈ p1(M). Analogously if A(a,M) = ¬Φis+(a,M) then since
sup¬Φis+(a,M) = sup p2(M) we have sup A(a, M) = sup A(a′,M) for all a′ ∈ p1(M). Without loss of generality,
suppose A(a,M) = Φi j− (a,M) \ Φi j+1− (a,M), f is locally decreasing on p1(M)/Ei j and f is locally increasing on
p1(M)/Ei j+1 . Since b ∈ ¬Φi j+1− (a,M) we have a ∈ ¬Φi j+1− (M, b), where
¬Φi j+1− (x, b) ≡ ∃t[Ei j+1(t, x) ∧ ¬φ(t, b)].
Consequently, there is a′ ∈ Ei j+1(M, a) with ¬φ(a′, b). Since Φi j− (a, b) we have ¬Ei j (a, a′). Since f is locally
decreasing on p1(M)/Ei j we have a < a
′ and consequently for all a′′ ∈ Ei j+1(M, a)with a′ < a′′ we have¬φ(a′′, b).
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Also for all a0 ∈ Ei j+1(M, a) with a0 < a we have φ(a0, b). Since f is locally increasing on p1(M)/Ei j+1 for any
a1 < a with ¬Ei j+1(a1, a) and Ei j+2(a1, a) we have ¬φ(a1, b). Therefore,
¬Φi j+1− (M, b) ∩ Ei j+2(M, a) = Ei j+1(M, a) ∪ [Ei j+1(M, a)− ∩ Ei j+2(M, a)].
By local decreasing of f on p1(M)/Ei j there are a∗, a∗ ∈ Ei j+1(M, a) such that
a′ > a∗ > a∗ > a, Ei j (a∗, a∗), ¬Ei j (a∗, a) and ¬φ(a∗, b) ∧ φ(a∗, b).
Then we have
Φ
i j
− (M, b) ∩ Ei j+2(M, a) = [Ei j (M, a∗)− ∩ Ei j+1(M, a)] ∪ [Ei j+1(M, a)+ ∩ Ei j+2(M, a)].
If f is locally decreasing on p1(M)/Eim for some im with i j+2 < im ≤ ik , we have
Φ
i j
− (M, b) ∩ Eim+1(M, a) ⊇ Eim (M, a)− ∩ Eim+1(M, a)
¬Φi j+1− (M, b) ∩ Eim+1(M, a) ⊇ Eim (M, a)+ ∩ Eim+1(M, a).
If f is locally increasing on p1(M)/Eim for some im with i j+2 < im ≤ ik , we have
Φ
i j
− (M, b) ∩ Eim+1(M, a) ⊇ Eim (M, a)+ ∩ Eim+1(M, a)
¬Φ−i j+1(M, b) ∩ Eim+1(M, a) ⊇ Eim (M, a)− ∩ Eim+1(M, a).
Thus, in any case we have [Φi j− (M, b) ∩ ¬Φi j+1− (M, b)] \ Ei j+1(M, a) = ∅. Therefore, we have Φi j− (M, b) ∩
¬Φi j+1− (M, b) ⊆ Ei j+1(M, a), i.e. A(M, b) ⊆ Ei j+1(M, a). Consequently, for any a′ ∈ A(M, b) Φi j+1− (a,M) =
Φ
i j+1
− (a′,M). Thus, we have supΦ
i j+1
− (a,M) = supΦi j+1− (a′,M), i.e. inf A(a,M) = inf A(a′,M). 
5. Main theorem
Theorem 5.1. Let T be an ℵ0-categorical weakly o-minimal theory. Then T is binary iff T has finite convexity rank.
We prove a series of statements which will culminate in the Proof of Theorem 5.1.
Lemma 5.2. Let T be an ℵ0-categorical weakly o-minimal theory of finite convexity rank, M |H T , A ⊆ M, A be
finite, p1, p2 ∈ S1(A) be non-algebraic, p1 6⊥w p2. Then for any a ∈ p1(M), b ∈ p2(M) and c1, c2 ∈ M such that
tp(〈a, c1〉/A) = tp(〈a, c2〉/A), t p(〈b, c1〉/A) = tp(〈b, c2〉/A) we have tp(〈a, b, c1〉/A) = tp(〈a, b, c2〉/A).
Proof of Lemma 5.2. Let A1(x, y) and A2(x, y) be A-definable formulas isolating tp(〈a, b〉/A) and tp(〈a, c1〉/A)
respectively. For a contradiction, suppose there is an A-definable formula R(x, y, z) such that M |H R(a, b, c1) ∧
¬R(a, b, c2). We remark that a, b and c1 are pairwise algebraically independent over A. Indeed, if a ∈ dcl(A ∪ {b})
there is an A-definable formula θ(x, y) such that M |H θ(a, b)∧∃!xθ(x, b). Then we consider the following formula:
R′(y, z) := ∃x[θ(x, y)∧ R(x, y, z)]. We have R′(b, c1) and ¬R′(b, c2) contradicting the hypothesis tp(〈b, c1〉/A) =
tp(〈b, c2〉/A). If tp(〈a, b〉/A) = tp(〈a, c1〉/A) then by Lemma 3.1 tp(〈a, b, c1〉/A) = tp(〈a, b, c2〉/A) contradicting
our assumption. Consequently, tp(〈a, b〉/A) 6= tp(〈a, c1〉/A).
Since a, b, c1 are pairwise algebraically independent over A A1(M, b)∩A2(M, c1) is an open convex set containing
{a}. Without loss of generality, suppose R(a, b,M) is convex, R(a, b,M) ⊂ A2(a,M), R(a, b,M)− = A2(a,M)−
and c1 < c2. Let fa(y) := sup R(a, y,M), gb(x) := sup R(x, b,M). Since tp(〈a, c1〉/A) = tp(〈a, c2〉/A)
and tp(〈b, c1〉/A) = tp(〈b, c2〉/A) fa and gb cannot both be constant on A1(a,M) and A1(M, b) respectively.
Consequently by Lemma 3.6 there are A-definable equivalence relations E ′(x, y) and E ′′(x, y) partitioning A1(a,M)
and A1(M, b) respectively into infinitely many convex classes so that both fa and gb are strictly monotonic on
A1(a,M)/E ′ and A1(M, b)/E ′′ respectively. Without loss of generality, suppose both fa and gb are strictly increasing
on A1(a,M)/E ′ and A1(M, b)/E ′′ respectively. Without loss of generality, suppose A1(M, b) ∩ A2(M, c1) 6⊆
E ′′(M, a) and consequently by the dense ordering of E ′′-classes there are infinitely many E ′′-classes containing
in A1(M, b) ∩ A2(M, c1). (If A1(M, b) ∩ A2(M, c1) ⊆ E ′′(M, a) then we find an A-definable equivalence relation
E ′′0 (x, y) partitioning p1(M) into infinitely many convex classes so that E ′′0 refines E ′′, fa is strictly monotonic
B.Sh. Kulpeshov / Annals of Pure and Applied Logic 145 (2007) 354–367 365
on A1(M, b)/E ′′0 and there are infinitely many E ′′0 -classes contained in A1(M, b) ∩ A2(M, c1).) Without loss of
generality, suppose there is a1 ∈ A1(M, b) ∩ A2(M, c1) with a1 < a and ¬E ′′(a1, a). By Proposition 4.3
sup A1(a1,M) = sup A1(a,M) or inf A1(a1,M) = inf A1(a,M). Without loss of generality, suppose the first.
Case A. sup A2(a,M) ≤ sup A2(a1,M). Consider the following formulas:
Φ1(y, a, a1) := A1(a, y) ∧ ∃y2[E ′(y2, y) ∧ ∀y1∀z(E ′(y1, b) ∧ R(a, y1, z)→ R(a1, y2, z))]
Φn(y, a, a1) := A1(a, y) ∧ ∃y2[E ′(y2, y) ∧ ∀y1∀z(¬Φn−1(y1) ∧ A1(a, y1) ∧ R(a, y1, z)→ R(a1, y2, z))]
where n ≥ 2. We have Φ1(M, a, a1) ⊃ Φ2(M, a, a1) ⊃ · · · ⊃ Φn(M, a, a1) ⊃ · · · contradicting the ℵ0-categoricity
of T .
Case B. sup A2(a,M) > sup A2(a1,M). Then h(x) := sup A2(x,M) is not constant on p1(M). Consequently, there
exists an A-definable equivalence relation Eh(x, y) partitioning p1(M) into infinitely many convex classes so that h
is strictly monotonic on p1(M)/Eh . Without loss of generality, h is strictly increasing on p1(M)/Eh . We have either
Eh ⊆ E ′′ or E ′′ ⊂ Eh . Without loss of generality, suppose the first. (If E ′′ ⊂ Eh we have only two possibilities:
either there is a′1 ∈ A1(M, b) ∩ A2(M, c1) with ¬Eh(a′1, a) or A1(M, b) ∩ A2(M, c1) ⊆ Eh(M, a). If for some
a′1 ∈ A1(M, b) ∩ A2(M, c1) we have ¬Eh(a′1, a), we rename a′1 as a1 and use the rest of the proof just slightly
changing it if a′1 > a. If A1(M, b)∩ A2(M, c1) ⊆ Eh(M, a) we find an A-definable equivalence relation E ′h such that
E ′h ⊂ Eh , h/E ′h is strictly monotonic on Eh(M, a)/E ′h and there is a′1 ∈ A1(M, b) ∩ A2(M, c1) with ¬E ′h(a′1, a).
The remainder we prove by analogy with the first possibility.)
Consider the formulas Φ1(y, x, x1), . . . ,Φn(y, x, x1), . . . and prove for each n ∈ ω there exists an element
a1 ∈ A1(M, b) ∩ A2(M, c1) such that a1 < a and
Φ1(M, a, a1) ⊃ Φ2(M, a, a1) ⊃ · · · ⊃ Φn(M, a, a1).
Suppose it has been established that Φ1(M, a, a1) ⊃ Φ2(M, a, a1) ⊃ · · · ⊃ Φn−1(M, a, a1). Consider the following
formula:
Bn(a, a1, z) := ∃y1[¬Φn−1(y1) ∧ A1(a, y1) ∧ R(a, y1, z)].
If sup Bn(a, a1,M) < sup A2(a1,M) we have Φn−1(M, a, a1) ⊃ Φn(M, a, a1) and we turn to consider
Bn+1(a, a1, z). Suppose sup Bn(a, a1,M) ≥ sup A2(a1,M). Since we have sup Bn(a, a1, M) < sup A2(a,M) then
as h is strict increasing on p1(M)/E ′′ there exists an1 ∈ p1(M) such that a1 < an1 < a, ¬E ′′(a1, a′′1 ), ¬E ′′(a′′1 , a) and
sup Bn(a, an1 ,M) < sup A2(a
n
1 ,M). It is obvious that Φi (M, a, a1) ⊂ Φi (M, a, an1 ) for all i with 1 ≤ i ≤ n − 1.
Rename an1 as a1. Then Φ1(M, a, a1) ⊃ Φ2(M, a, a1) ⊃ · · · ⊃ Φn(M, a, a1) and consequently we have a
contradiction with the ℵ0-categoricity of T . 
Lemma 5.3. Let T be an ℵ0-categorical weakly o-minimal theory of finite convexity rank, M |H T , A ⊆ M, A
be finite, p1, p2, p3 ∈ S1(A) be non-algebraic. Then for any a, a′ ∈ p1(M), b, b′ ∈ p2(M), c, c′ ∈ p3(M) such
that tp(〈a, b〉/A) = tp(〈a′, b′〉/A), t p(〈a, c〉/A) = tp(〈a′, c′〉/A), t p(〈b, c〉/A) = tp(〈b′, c′〉/A) we have
tp(〈a, b, c〉/A) = tp(〈a′, b′, c′〉/A).
Proof of Lemma 5.3. For a contradiction, suppose tp(〈a, b, c〉/A) 6= tp(〈a′, b′, c′〉/A). Then by Lemma 1.3 there
exists c′′ ∈ p3(M) such that tp(〈a, c〉/A) = tp(〈a, c′′〉/A), tp(〈b, c〉/A) = tp(〈b, c′′〉/A) and tp(〈a, b, c〉/A) 6=
tp(〈a, b, c′′〉/A). If p1, p2, p3 are pairwise weakly orthogonal we have a contradiction with Lemma 3.9. Suppose
p1, p2, p3 are not pairwise weakly orthogonal, say p1 6⊥w p2. Then we obtain a contradiction with Lemma 5.2. 
Lemma 5.4. Let T be an ℵ0-categorical weakly o-minimal theory of finite convexity rank, M |H T , p1, p2 ∈
S1(∅) be non-algebraic, p1 6⊥w p2. Then for any n1, n2 < ω and for any increasing a¯ = 〈a1, a2, . . . , an1〉,
a¯′ = 〈a′1, a′2, . . . , a′n1〉 ∈ [p1(M)]n1 , b¯ = 〈b1, b2, . . . , bn2〉, b¯′ = 〈b′1, b′2, . . . , b′n2〉 ∈ [p2(M)]n2 such that
tp(a¯/∅) = tp(a¯′/∅), t p(b¯/∅) = tp(b¯′/∅) and tp(〈ai , b j 〉/∅) = tp(〈a′i , b′j 〉/∅) for all i, j : 1 ≤ i ≤ n1, 1 ≤ j ≤ n2
we have tp(〈a¯, b¯〉/∅) = tp(〈a¯′, b¯′〉/∅).
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Proof of Lemma 5.4. Prove by induction on (n1, n2). Step (1, 1) is trivial. Suppose the lemma has been established
for all (k1, k2) with (k1, k2) <lex (n1, n2) and prove it for (n1, n2). For a contradiction, suppose tp(〈a¯, b¯〉/∅) 6=
tp(〈a¯′, b¯′〉/∅). Then by Lemma 1.3 there is b′′n2 ∈ p2(M) such that
tp(〈b¯n2−1, bn2〉/∅) = tp(〈b¯n2−1, b′′n2〉/∅), tp(〈ai , bn2〉/∅) = tp(〈ai , b′′n2〉/∅)
for all 1 ≤ i ≤ n1 and tp(〈a¯, b¯n2−1, bn2〉/∅) 6= tp(〈a¯, b¯n2−1, b′′n2〉/∅). Let A := {a¯n1−1, b¯n2−2}. By the induction
hypothesis
tp(〈an1 , bn2〉/A) = tp(〈an1 , b′′n2〉/A), tp(〈bn2−1, bn2〉/A) = tp(〈bn2−1, b′′n2〉/A).
If tp(〈an1 , bn2−1〉/A) = tp(〈an1 , bn2〉/A) then by Lemma 3.1 tp(〈an1 , bn2−1, bn2〉/A) = tp(〈an1 , bn2−1, b′′n2〉/A)
contradicting our assumption. Thus, tp(〈an1 , bn2−1〉/A) 6= tp(〈an1 , bn2〉/A). Let p′1 := tp(an1/A), p′2 :=
tp(bn2−1/A). If tp(bn2−1/A) = tp(bn2/A) then obviously p′1 6⊥w p′2, and we have a contradiction with Lemma 5.2.
Suppose now tp(bn2−1/A) 6= tp(bn2/A) and let p′3 := tp(bn2/A). Then we have a contradiction with Lemma 5.3. 
Definition 5.5. The convexity rank of a one-type p (RC(p)) is an infimum of the set {RC (φ(x))|φ(x) ∈ p}, i.e.
RC(p) := inf{RC(φ(x))|φ(x) ∈ p}.
Proof of Theorem 5.1. (⇒) It is enough to see RC(p) < ω for any non-algebraic p ∈ S1(∅). Let p ∈ S1(∅) be non-
algebraic, and suppose there are only n p-stable convex to the right formulas. Prove RC(p) = n + 1. Let M |H T .
For a contradiction, suppose RC(p) > n + 1. Then there exist at least n + 1 parametrically definable equivalence
relations E1(x, y, a¯1), . . . , En+1(x, y, a¯n+1), where a¯i = 〈a1i , a2i , . . . , anii 〉 ∈ Mni , such that for each i ≤ n + 1
p(M) contains infinitely many infinite convex Ei -classes and there are infinitely many such Ei -classes which contain
infinitely many infinite convex Ei−1-subclasses. Let A := {a¯1, . . . , a¯n+1}. It is obvious that A is finite. Then there is
a non-algebraic p′ ∈ S1(A) such that p′(M) ⊆ p(M), for each i ≤ n + 1 Ei (x, y, a¯i ) partitions p′(M) into infinitely
many infinite convex classes, and for each i ≤ n Ei (x, y, a¯i ) refines Ei+1(x, y, a¯i+1). By binarity of T there are
ki ∈ ω and ris ≤ ni , 1 ≤ t s1 < t s2 < · · · < t sris ≤ ni for every 1 ≤ s ≤ ki so that
Ei (x, α, a¯i ) ≡ ∨kis=1[∧risj=1φsi j (x, a
tsj
i ) ∧ ψ si (x, α)]
where α ∈ p′(M), φsi j (x, y), ψ si (x, y) are ∅-definable formulas with two free variables. Since Ei (M, α, a¯i ) ⊂ p′(M),
every disjunctive member of the right side is properly contained in p′(M). If ris = 0 we have ψ si (M, α) ⊂ p′(M). If
ris 6= 0 and ∧risj=1φsi j (M, a
tsj
i ) 6= ∅ we have p′(M) ⊆ φsi j (M, a
tsj
i ) for all 1 ≤ j ≤ ris and consequently ψ si (M, α) ⊂
p′(M). Without loss of generality, suppose if ris 6= 0 then ∧risj=1φsi j (M, a
tsj
i ) 6= ∅. Then Ei (x, α, a¯i ) ≡ θi (x, α), where
θi (x, α) := ∨ks=1ψ si (x, α). We have θi (x, y) is ∅-definable and for any α ∈ p′(M) θi (M, α) = Ei (M, α, a¯i ). Let
θ ′i (x, α) := θi (x, α) ∧ α ≤ x . It isn’t difficult to see that θ ′i (x, y) is a p′-stable convex to the right formula, and
consequently it is p-stable convex to the right. Thus, we have at least n + 1 p-stable convex to the right formulas
contradicting our supposition.
(⇐) By the ℵ0-categoricity of T there are only finitely many 1-types over ∅ and let {p1, p2, . . . , ps} be a
complete list of non-algebraic 1-types over ∅. Prove by induction on (s; n1, n2, . . . , ns), where s ≥ 2, that for any
n1, n2, . . . , ns < ω and for any increasing a¯1, a¯′1 ∈ [p1(M)]n1 , a¯2, a¯′2 ∈ [p2(M)]n2 , . . . , a¯s , a¯′s ∈ [ps(M)]ns such
that tp(a¯1/∅) = tp(a¯′1/∅), tp(a¯2/∅) = tp(a¯′2/∅), . . . , tp(a¯s/∅) = tp(a¯′s/∅), for all i1, i2, j, k : 1 ≤ i1 < i2 ≤ s,
1 ≤ j ≤ ni1 , 1 ≤ k ≤ ni2 tp(〈ai1 j , ai2k〉/∅) = tp(〈a′i1 j , a′i2k〉/∅) we have
tp(〈a¯1, a¯2, . . . , a¯s〉/∅) = tp(〈a¯′1, a¯′2, . . . , a¯′s〉/∅). (*)
Consider case (2; n1, n2). If p1 ⊥w p2 then by Theorem 3.5 {p1, p2} is orthogonal over ∅, i.e. (*) holds. If p1 6⊥w p2,
(*) follows from Lemma 5.4.
Suppose the theorem has been established for all (s; k1, k2, . . . , ks) <lex (s; n1, n2, . . . , ns) and prove it for
(s; n1, n2, . . . , ns). For a contradiction, suppose tp(〈a¯1, a¯2, . . . , a¯s〉/∅) 6= tp(〈a¯′1, a¯′2, . . . , a¯′s〉/∅). By the induction
hypothesis tp(〈a¯1, a¯2, . . . , a¯s−1〉/∅) = tp(〈a¯′1, a¯′2, . . . , a¯′s−1〉/∅). Then by Lemma 1.3 there is a′′ns ∈ ps(M) such that
tp(〈a¯ns−1, ans 〉/∅) = tp(〈ans−1, a′′ns 〉/∅), tp(〈ai j , ans 〉/∅) = tp(〈ai j , a′′ns 〉/∅)
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for all 1 ≤ i ≤ s − 1, 1 ≤ j ≤ ni and
tp(〈a¯1, a¯2, . . . , a¯s−1, a¯ns−1, ans 〉/∅) 6= tp(〈a¯1, a¯2, . . . , a¯s−1, a¯ns−1, a′′ns 〉/∅).
Let A := {a¯1, . . . , a¯s−3, a¯ns−2−1, a¯ns−1−1, a¯ns−1}. Then
tp(〈ans−2 , ans−1 , ans 〉/A) 6= tp(〈ans−2 , ans−1 , a′′ns 〉/A).
By the induction hypothesis
tp(〈ans−2 , ans 〉/A) = tp(〈ans−2 , a′′ns 〉/A), tp(〈ans−1 , ans 〉/A) = tp(〈ans−1 , a′′ns 〉/A).
Let p′s−2 := tp(ans−2/A), p′s−1 := tp(ans−1/A), p′s := tp(ans/A). Clearly, p′s−2, p′s−1 and p′s are non-algebraic.
Then by Lemma 5.3 tp(〈ans−2 , ans−1 , ans 〉/A) = tp(〈ans−2 , ans−1 , a′′ns 〉/A) contradicting our assumption. 
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