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Abstract
New exact solvable elliptic potentials with free constants for the spectral prob-
lems of the third order are found. A time dependence of such potentials gives their
isospectral deformations and solutions of nonlinear integrable equations.
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1 Introduction
In 1987, Verdier [1, 2] found new finite-gap potential for the Schro¨dinger equation
Ψ′′ − u(x)Ψ = λΨ (1)
in elliptic functions u(x) = 6℘(x) + 2℘(x − ωi), differed from the well known Lame´
potentials u = n(n + 1)℘(x) and their isospectral deformations. Soon, the wide classes
of new elliptic solitons (in terminology of Treibich and Verdier) were found. Later, three
main approachs in the theory of elliptic solitons have been developed, including the scalar
and matrix spectral problems. 1) The classical approach of Hermite–Halphen, based on
the ansatz for the Ψ-function [3–7]; 2) An analysis of the algebraic curves of the special
form — curves being a covering over tori [8, 18, 14]; 3) The methods, touching the
Picard’s theorem and hierarchies of the higher stationary nonlinear differential equations
[9–13].
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There are the following main problems in the theory of elliptic solitons: the search
for the potentials ui(x), formula for the Ψ-function, corresponding algebraic curve and
its realization in the form of covering of torus, isospectral deformations of ui with respect
to integrable nonlinear equations.
Originally (1872), Hermite developed an approach to the integration of the Lame´
potentials for (1) using an ansatz for the Ψ-function as a meromorphic two-periodic
function of the second kind by Picard [3, 26] (Hermite used Jacobi’s H, Θ, Z-functions):
Ψ =
σ(x − α1) · · ·σ(x − αm)
σ(x− Ω1) · · ·σ(x − Ωm)
ek(λ)x, (2)
where the poles Ωj of the potential ui(x) independent of λ. In such ansatz, zeroes of the
Ψ-function αi depend on the spectral parameter λ and are determined from the several
essentially transcendental equations. By this reason the ansatz (2) is not convenient and
not effective. Later, Hermite and Halphen considered the following ansatz
Ψ = ekx
∑
n, j
anj Φ
(n)(x− Ωj ;α), (3)
where the Φ-function (e´le´ment simple by Halphen) is defined by the expression
Φ(x;α) =
σ(α − x)
σ(α)σ(x)
eζ(α)x.
Thus, instead of unknown parameters αi(λ), k(λ) in (2) we have only two ones k, α in
the framework of ansatz (3). Indeed, after the substitution (3) into the spectral problem
LˆΨ ≡
dn
dxn
Ψ(x;λ) + u1(x, λ)
dn−1
dxn−1
Ψ(x;λ) + · · ·+ un(x, λ)Ψ(x;λ) = 0 (4)
and expanding the principal part of poles at x = Ωj , we will have equations being
polynomial in k and transcendental in α. In fact, α is a parameter of the covered torus
℘′(α)2 = 4℘(α)− g2 ℘(α)− g3.
Evidently, that the obtained equations are linear ones with respect to anj and therefore
elementary solvable.
The classical potentials of Lame´, Halphen, Treibich–Verdier and others have a fixed
location of poles. So, considering the potential
u(x) = 2℘(x) + 2℘(x− a) + 2℘(x− b)
for the spectral problem (1), we get the restriction: b = −a, ℘′′(a) = 0. In this paper,
we find new potentials containing free parameters and poles (see also the most recent
information in [25]). Assuming their dependence on time t we will obtain the isospec-
tral deformation of initial condition u(x) as a solution of the corresponding nonlinear
integrable equation.
2
2 Algorithm for the solution of the spectral problems
The general algorithm for integrating the spectral problem (4) with elliptic coefficients
ui of x and arbitrary of λ was proposed by the author in [27]. It has a pure algebraic
characterization and is reduced to a system of polynomial equations solvable by the
polynomial algebra methods (Gro¨bner bases, characteristic sets and others [16, 17]).
Indeed, the equations on poles of the expression LˆΨ, where the Ψ-function is given by
the formula (3), contain the following unknown quantities:
k, ℘(α), ℘′(α), ℘(Ωi − Ωj), ℘
′(Ωi − Ωj), ζ(α), ζ(Ωi − Ωj), Φ(Ωi − Ωj ;α).
Using the addition theorems for elliptic functions and two important equalities
Φ(x+ z;α) =
1
2
Φ(x;α)Φ(z;α)
℘x − ℘z
(
℘′α + ℘
′
x
℘α − ℘x
−
℘′α + ℘
′
z
℘α − ℘z
)
, Φ(Ω;α)Φ(−Ω;α) = ℘α − ℘Ω,
where we introduce the short notation ℘α ≡ ℘(α) etc., the above mentioned equations
on poles are “algebraized”: they are transformed into the polynomial ones with respect
to the variables k, ℘(α), ℘′(α), ℘(Ωi), ℘
′(Ωi) (see [27] for the details). Thus, we have
a polynomial ideal in a ring Q(λ, g2, g3)[k, ℘α, ℘
′
α, ℘Ω, ℘
′
Ω
] and the final solution of the
spectral problem (4) is defined by the structure of this ideal [15, 17, 27].
3 Elliptic solitons with free constants
Let us consider the spectral problem
Ψ′′′ − u(x)Ψ′ = λΨ. (5)
Here, the potentials with only pole in a parallelogramm of periods have not unified form
like the Lame´ potentials. Indeed, the general 1-pole elliptic potential has the form
u(x) = A℘(x) +B. (6)
Investigating (6) in the framework of the ansatzs
Ψ =
(
Φ(x;α) + a1Φ
′(x;α) + · · ·+ anΦ
(n)(x;α)
)
ekx (7)
under n = 0, 1, 2, 3, 4 we get:
• n = 0: u = 6℘(x) +B [22, p. 509]. B is an arbitrary constant, genus g = 2;
• n = 1: u = 12℘(x). The degenerated curve is of genus g = 1;
• n = 2: No solution. λ must be zero [7];
• n = 3: u = 30℘(x)± 3
√
3 g2. Genus g = 3;
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• n = 4: u = 42℘(x). Genus g = 6.
All the associated curves are the trigonal ones. λ is a meromorphic function with only
3-rd order pole. The 2-pole elliptic potentials in (5) have the form
u = A℘(x) +B ℘(x− Ω) + C ζ(x) − C ζ(x− Ω) +D.
Using the Θ-functional approach, one can show that the finite-gap potential for (5) is a
second logarithmic derivative of Θ and thus, must not has residues. Therefore C = 0.
The simplest nontrivial example is
u = 6℘(x) + 6℘(x− Ω). (8)
The corresponding solution is as follows [27]:
Ψ(x) =
(
aΦ(x; 2α) + Φ(Ω; 2α)Φ(x− Ω; 2α)
)
ekx,
a = ζ(2α+Ω)− 2 ζ(α) − ζ(Ω) , k = 2 ζ(α) − ζ(2α), λ = −4℘′(α).
(9)
The generalization of Halphen’s equation
Ψ′′′ − ((n2 − 1)℘(x) + h)Ψ′ − n
2
− 1
2
℘′(x)Ψ = λΨ
was considered by Unterkofler [20] in the framework of the ansatz (2). The algebraic
curves were written, but important formulas for the covering of torus R(℘(α), ℘′(α), λ) =
0 (i.e. the transcendental equation for the determining of α by λ) have not been obtained.
Let us consider the spectral problem
Ψ′′′ − u(x)Ψ′ − v(x)Ψ = λΨ. (10)
The most general 1-pole elliptic potential for the equation (10) has the form:
Ψ′′′ − (a℘(x) + d)Ψ′ − (b ℘′(x) + c ℘(x))Ψ = λΨ. (11)
The case n = 0 in the ansatz (7) yields the solution:
Ψ′′′ − 3 (℘(x) + c2)Ψ′ −
(
3
2
℘′(x) + 3 c ℘(x)
)
Ψ = λΨ, Ψ = Φ(x;α) ecx.
Under n = 1 in (7) we arrive at the nontrivial solution. Indeed, the first of three
polynomials in the original base has the form:
(a− 12)
(
(a− 18) (k2 − ℘α) + 2 c k
)
+ 2 (a− 18) d+ c2 = 0, (12)
where without loss of generality we set b = 12− a. In general case, an attempt to solve
the corresponding system of algebraic equations failed. For example, in some particular
cases, all the solutions lead to the dependence of parameters a, c, d on spectral one λ.
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But under a = 12 the polynomial (12) is simplified: the dependence on k, α disappeares.
After the replacement c→ 12 c, the determining system of equations takes the form
3 k4 − 4 c k3 − 6 (3℘+ 2 c2) k2 + 12 (c ℘+ ℘′) k − 9℘2 + 12 c2 ℘− 4 c ℘′ − 2λ c+ 3 g2 = 0,
4 k3 − 6 c k2 − 12 (℘+ 2 c2) k + 6 c ℘+ 4℘′ + 24 c3 − λ = 0,
℘′2 − 4℘3 + g2 ℘+ g3 = 0
(13)
and the solution for the remaining variables read as
Ψ′′′−12 (℘(x)+ c2)Ψ′−12 c ℘(x)Ψ = λΨ, Ψ =
(
(k−2 c)Φ(x;α)+Φ′(x;α)
)
ekx. (14)
The ideal (13) is not equal 〈1〉 in a ring Q(λ, c, g2, g3)[℘, ℘
′, k]. Thus, c is an arbitrary
constant. For a completeness we give the expression for the algebraic curve F (k, λ) = 0
depended on c:
64 (λ− 11 c3)(λ2 + 32 λ c3 + 28 c6 − 108 g2 c
2) k3 − 48 (c λ3 + 4 (3 c4 + g2)λ
2
−
4 (96 c6 + 13 g2 c
2
− 36 g3) c λ− 16 (320 c
8
− 127 g2 c
4 + 99 g3 c
2 + 9 g22) c
2) k2 −
48 (11 c λ3 + 4 (60 c4 + g2)λ
2
− 4 (192 c6 + 301 g2 c
2
− 72 g3) c λ−
16 (1792 c8 − 676 g2 c
4 + 198 g3 c
2
− 9 g22) c
2) c k − 27 λ4 − 352 c3 λ3+
24 (160 c6 + 151 g2 c
2
− 36 g3)λ
2
− 384 (128 c8 + 112 g2 c
4
− 18 g3 c
2 + 3 g22) c λ−
21711 c12 + 210609 g2 c
8
− 28891 g3 c
6
− 25776 g22 c
4 + 2735 g2 g3 c
2 + 28 (g32 − 27 g
2
3) = 0.
(15)
This curve has 8 finite points of ramification λi with indexes (2,1) and a ramification at
infinity with index 3. Genus g = 3. The curve is not hyperelliptic one. The corresponding
covering of torus R(℘(α), ℘′(α), λ) = 0 is as follows:
32 (λ− 11 c3)(λ2 + 32λ c3 + 28 c6 − 108 g2 c
2)℘′(α) − 48 (c λ3 + 4 (3 c4 + g2)λ
2
−
4 (96 c6 + 13 g2 c
2
− 36 g3) c λ− 16 (320 c
8
− 127 g2 c
4 + 99 g3 c
2 + 9 g22) c
2)℘(α)+
λ4 + 32 c3 λ3 − 24 (g2 c
2 + 12 g3)λ
2
− 128 (64 c8 + 6 g2 c
4
− 9 g3 c
2 + 3 g22) c λ−
216 c12 − 2113 g2 c
8
− 94464 g3 c
6 + 5520 g22 c
4 + 2781 g2 g3 c
2 + 28 (g32 − 27 g
2
3) = 0.
(16)
This equation as an elliptic function of α of the 3-rd order has three solutions α
1,2,3
corresponding to three linear independent solutions of (14) with arbitrary λ, c. To all
appearances, the potential (14) corresponds to the higher Boussinesq equations, but its
complete finite-gap treatment is an open question. We revealed one more new case, when
a polynomial system is simplified and a solution is not trivial. It is
Ψ′′′−(18℘(x)+d)Ψ′+6℘(x)Ψ = λΨ, Ψ =
(
(3 k2+3℘α−d)Φ(x;α)+6 kΦ
′(x;α)
)
ekx.
The corresponding formulas for curve and covering type as (15) and (16) of genus g = 4
are too big that to display here. Another case
ψ′′′ − (6℘(x) + d)ψ′ − 6℘′(x)ψ = λψ (17)
is trivial in the sense that ψ = Ψ′ in (5) with n = 0 is the solution of (17).
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The next nontrivial example is a simplest 2-pole potential in (10).
Ψ′′′−3 (℘(x)+℘(x−Ω)−℘
A
)Ψ′− 3
2
(
℘′(x) + ℘′(x− Ω) +B ℘(x)−B ℘(x− Ω)
)
Ψ = λΨ.
(18)
This equation is integrable with arbitrary Ω and A (see [27, 23] for the solution) and the
restriction B2 = 4℘
Ω
− 4℘
A
.
4 Isospectral deformations
If Ψ-function depends on a parameter t, then the arbitrariness of location of poles Ωi in
potential means its isospectral deformation with Ωi(t). Let us consider examples.
The spectral problem (5) corresponds to the Sawada–Kotera equation [19]
ut = uxxxxx − 5 u uxxx − 5 ux uxx + 5 u
2 ux. (19)
A deformation of the potential (8) is stationary. Chazy [21, p. 380] found the more general
stationary solution of the equation (19) u(x, t) = 6℘1 + 6℘2, where we introduced the
designations:
℘1 ≡ ℘(x− c t− Ω; g2, g3), ℘2 ≡ ℘(x− c t− Ω˜; g2, g˜3), c = −12 g2.
Now we use a connection between the equation (19) and the Kaup–Kupershmidt, Fordy–
Gibbons [28] and Tzitzeica equations respectively
wt = wxxxxx − 5wwxxx −
25
2
wxwxx + 5w
2 wx, (20)
vt = vxxxxx − 5 (vx vxxx + v
2 vxxx + v
2
xx
+ v3
x
+ 4 v vx vxx − v
4 vx), (21)
φxt = e
φ − e−2φ (22)
by means of the Miura maps
u = v2 − vx, w = v
2 + 2 vx, u = φxx + φ
2
x. (23)
After the substitution v = − ln′ψ, the first Miura’s map in (23) is linearized and we arrive
at a problem of integration of the Schro¨dinger equation without the spectral parameter:
ψxx = 6 (℘1 + ℘2)ψ.
Using the solution (9) under λ = 0 (the passage to the limit α→ ωi) we will have
Ψ = C1
(
ζ(x) − ζ(x − Ω)
)
+ C2.
After the substitution Ψ′ = ψ, we get the result (under the coinciding invariants g3 = g˜3):
ψ = ℘1 − ℘2.
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The straightforward verification shows that it will be also valid under g3 6= g˜3. Thus we
obtain the 5-parametric stationary solutions of the equations (20, 21):
v(x, t) =
℘′1 − ℘
′
2
℘1 − ℘2
, w(x, t) = −12 (℘1 + ℘2) + 3
(
℘′1 − ℘
′
2
℘1 − ℘2
)2
.
The same technique leads to the solution of the Tzitzeica equation (22), but the time
dynamics is not stationary:
φ(x, t) = ln 2 c+ ln
(
℘(x+ c t−Ω; g2, g3)− ℘(x− c t− Ω˜; g2, g˜3)
)
, 4 (g˜3 − g3) c
3 = 1.
Let us consider the time deformation of 2-pole potential (18)
u(x, t) = 3℘(x− Ω1) + 3℘(x− Ω2)− 3℘A (24)
with respect to the Boussinesq equation
3 u
tt
=
(
2 u2 − uxx
)
xx
. (25)
Substituting the ansatz (24) in (25) and equating the poles to zero we will obtain the
equations on the poles Ω1,2(t) — the Calogero–Moser system of two particles with a
repulsion potential and immovable center of mass:{
Ω¨1 − 4℘
′(Ω1 − Ω2) = 0
Ω¨2 + 4℘
′(Ω1 − Ω2) = 0,
{
Ω˙21 − 4℘(Ω1 − Ω2) + 4℘A = 0
Ω˙22 − 4℘(Ω1 − Ω2) + 4℘A = 0.
(26)
Ruling out its trivial solution Ω1−Ω2 = C, we get Ω2 = C −Ω1 and an equation on Ω1:
Ω˙21 = 4℘(2Ω1 − C)− 4℘A . (27)
The substitution X = ℘(2Ω1 −C) transforms the equation (27) into the algebraic form:
X˙2 = 16 (4X3 − g2X − g3)(X − ℘A). (28)
(28) is the algebraic curve F (X, X˙) = 0 of genus 1. After the birational change X → X˜
X =
3℘
A
X˜ − 8 g2 ℘A − 12 g3
3 X˜ − 48℘2
A
+ 4 g2
we obtain an equation on X˜ in the canonical Weierstrass’s form(
dX˜
dt
)2
= 4 X˜3 − g˜2 X˜ − g˜3, X˜(t) = ℘(t− t0; g˜2, g˜3) ≡ ℘˜(t− t0)
with new invariants
g˜2 = 2
8 g2 ℘
2
A
+ 768 g3 ℘A +
64
3
g22 ,
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g˜3 = −2
12 g3 ℘
3
A
− 2
11
3
g22 ℘
2
A
− 210 g2 g3 ℘A +
29
27
g32 − 2
10 g23 .
Thus, we get the complete solution of the equations (26):
Ω1(t) =
1
2
℘−1
(
3℘
A
℘˜(t− t0)− 8 g2 ℘A − 12 g3
3 ℘˜(t− t0)− 48℘
2
A
+ 4 g2
)
+ C
2
.
t0, C are arbitrary constants and the elliptic integral ℘
−1 corresponds to the invariants
g2, g3. See also [24] for the solution in the context of the solutions of the Kadomtsev–
Petviashvili equation.
References
[1] J. L. Verdier: New elliptic solitons . Preprint, Paris, (1987).
[2] A.Treibich, J. L. Verdier: Compt. Rend. Acad. Sci. Paris. 311, 51–54, (1990).
[3] E. T. Whittaker, G. N. Watson: A Course of Modern Analysis, Cambridge Univ.
Press, Cambridge, 1986.
[4] C. Hermite: Oeuvres de Charles Hermite (Gautheir–Villar, Paris), vol. III, (1912).
[5] G. H. Halphen: Me´moire sur la re´duction des e´quations diffe´rentielles line´aires aux
formes inte´grables, Mem. pre´s. l’Acad. Sci. France. 28, 1–300 (1884).
[6] V. Z. Enol’skii, N. A. Kostov: Acta Appl. Math. 36, 57–86 (1994).
[7] J. C. Eilbeck, V. Z. Enol’skii: J. Math. Phys. 35(3), 1192–1201 (1994).
[8] A. O. Smirnov: Acta Appl. Math. 36, 125–166 (1994).
[9] F. Gesztesy, R. Weikard: Math. Nachr. 176, 73–91 (1995).
[10] F. Gesztesy, R. Weikard: Compt. Rend. Acad. Sci. Paris. 321, 837–841 (1995).
[11] F. Gesztesy, R. Weikard: Acta Math. 176, 73–107 (1996).
[12] F. Gesztesy, D. Race, R. Weikard: J. London Math. Soc. (2) 47, 321–340 (1993).
[13] F. Gesztesy, R. Weikard: Bull. Amer. Math. Soc. 35, 271–317 (1998).
[14] E. D. Belokolos, A. I. Bobenko, V. Z. Enol’skii, A. R. Its, V. B. Matveev: Algebro–
Geometric Approach to Nonlinear Integrable Equations , Springer, Berlin 1994.
[15] Progress in Mathematics. 109. Computational Algebraic Geometry. (F.Eyssette,
A.Galligo, eds), Birkha¨user, 1993.
[16] B. Buchberger: Gro¨bner Bases — an Algorithmic Method in Polynomial Ideal The-
ory, in Multidimensional Systems Theory, N.K.Bose ed., D.Riedel, Dordrecht,
1985.
8
[17] A. M. Cohen, R. H. Cushman: Gro¨bner Bases and Standard Monomial Theory.
Progress in Mathematics. 109, 41–60 (1993).
[18] V. Z. Enol’skii, J. C. Eilbeck: J. Phys. A: Math. Gen. 28, 1069–1088 (1995).
[19] K. Sawada, T. Kotera: Progr. in Theor. Phys. 51(5), 1355–1367 (1974).
[20] K. Unterkofler: Diff. Integral Eqs. 14(9), 2001
[21] J. Chazy: Acta Math. 34, 317–385 (1911).
[22] Dr. E. Kamke: Differentialgleichungen Lo¨sunsmethoden und Lo¨sungen, New York,
1971.
[23] A. O. Smirnov: Mat. Sbornik. 190(5), (1999) (in Russian).
[24] D. V. Chudnovsky: J. Math. Phys. 20(12), 2416–2422 (1979).
[25] A. Treibich: Beyond the exceptional covers and their canonical hyper-elliptic poten-
tials. Preprint 99–3, Univ. d’Artois, France, pp. 43 (1999).
[26] N. I. Akhiezer: Elements of the Theory of Elliptic Functions , Amer. Math. Soc.,
Providence, 1990.
[27] Y. V. Brezhnev: Elliptic Solitons and Gro¨bner Bases . http://xxx.lanl.gov,
nlin.SI/0007028.
[28] A. P. Fordy, J. Gibbons: Phys. Lett. A. 75, 325 (1980).
9
