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Abstract
In this article we present a numerical framework based on continuum models for the fluid
dynamics and the CO2 gas distribution in the alveolar sacs of the human lung during expiration
and inspiration, including the gas exchange to the cardiovascular system. We include the ex-
pansion and contraction of the geometry by means of the Arbitrary Lagrangian Eulerian (ALE)
method. For discretisation, we use equal-order finite elements in combination with pressure-
stabilisation techniques based on local projections or interior penalties. We derive formulations
for both techniques that are suitable on arbitrarily anisotropic meshes. These formulations are
novel within the ALE method. Moreover, we investigate the effect of different boundary condi-
tions, that vary between inspiration and expiration. We present numerical results on a simplified
two-dimensional alveolar sac geometry and investigate the influence of the pressure stabilisa-
tions as well as the boundary conditions.
Keywords Alveolar gas dynamics - Arbitrary Lagrangian-Eulerian (ALE) method - Artificial
boundary conditions - Anisotropic pressure stabilisation - Local projection stabilisation - Inte-
rior penalty stabilisation
1 Introduction
The principal tasks of the human respiratory system are the oxygen uptake and the release of
carbon dioxide. The exchange of both with the cardiovascular system takes place in the distal
zone of the human lung, in tiny grape-like structures called alveoli. These are connected to the
cardiovascular system by the alveolar-capillary membranes through which the carbon dioxide
may enter. The alveoli are bundled in alveolar sacs to which the alveolar ducts open distally.
Understanding the dynamics of gases in the alveolar sacs is important to investigate several
pathologies such as pulmonary emphysema [1]. Here, foreign substances such as tobacco accu-
mulate in the alveoli and cause a partial or full blockage of the membranes. Thus, the alveolar
sacs fill up with air, expand and may break.
Today’s standard model of the human lung has been proposed by Weibel [52]. Weibel’s model
splits the lung into 23 sub-regions, so called generations, which represent the number of bifur-
cations starting from the trachea (0th generation) to the bronchial tree (23rd generation). Alveoli
appear in the bronchial tree between the 15th generation to 23rd generation. While the upper
airways have a very stiff cartilage structure, the lower airway walls undergo considerable defor-
mations during inspiration and expiration.
A first study of gas distribution in the human lung was presented by Milic-Emili et al. [40] who
studied the distribution of Xenon (Xe133). Models to simulate the convective flow in the acinus
have gained interest starting from investigations about gas mixture and exchange [23,42]. First sim-
ulations were made considering ideal conditions in the alveolar zone and a homogeneous gas
concentration in each respiration [25,46]. Federspiel & Fredberg [24] made an axial gas dispersion
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FE simulation of alveolar fluid and gas dynamics
analysis in a model of respiratory bronchioles and alveolar ducts, using the Navier-Stokes equa-
tions and a convection-diffusion equation for the gas transport.
Later on, different mathematical and numerical models have been developed specifically for
the fluid and particle dynamics within the alveolar sacs. Gefen et al. [26] used the finite element
method to simulate the stress distribution on the parenchymal micro-structure. Suresh et al. [47]
studied the CO2 gas concentration and gas exchange in one single alveoli, using a finite volume
method approach with simplified geometries and fluid models.
On the alveolar scale many works are based on kinetic models instead of continuum ones.
This is justified, especially if the dynamics of larger particles are considered, as typical sizes of
the alveolar sacs are roughly between 0.1 and 0.2mm [48]. Tsuda et al. [50] used Monte-Carlo meth-
ods to study the diffusional deposition of aerosols in the alveolar ducts. Further improvements
towards a realistic simulation were made by Darquenne and co-workers [15], [14] and by Kumar et
al. [35] using a continuum description for the flow part, including simulation results on represen-
tative three-dimensional geometries.
All the previously mentioned investigations were made on a fixed domain. During expiration
and inspiration, however, the alveoli grow and shrink considerably (see e.g. [44,48] and the refer-
ences cited therein). First results on moving domains with a prescribed wall motion were given
by Henry et al. [31] and by Haber and co-workers [28,29] using kinetic models to study the motion
and deposition of particles. Li & Kleinstreuer [37] used a Lattice-Boltzmann method to simulate
the fluid flow in the alveolar region. In all these works a strong dependence on the wall motion
was found.
Recently, Darquenne and co-workers studied a three-dimensional flow model including their
movement and a kinetic model for the particle flow and deposition [13]. Moreover, we would like to
mention the work of Dailey & Ghadali, who made a fluid-structure-interaction simulation of the
interaction of the airflow inside the alveoli with the surrounding tissue [11], including a variable
deformation of the alveolar walls in between. The main challenge is to model the surrounding
tissue, which might be very heterogeneous and little is known on its elastic properties. The au-
thors use a viscoelastic model in combination with an applied exterior oscillatory pressure and
study the effect of different elasticity parameters. Finally we would like to remark that a detailed
review with further developments and details has been published by Sznitman [48].
In this article, we present a numerical framework to simulate gas exchange and gas transport
in a moving alveolar sac based purely on continuum models. We include the effect of moving
boundaries by imposing the domain movement, as the deformation is caused by the movement of
the surrounding diaphragm, which can be observed in reality [27,51]. Specifically, we are interested
in the distribution of CO2 in the alveoli. The specific gas, however, is exemplary and our frame-
work can be used in a straight-forward way to compute the distributions of other substances.
The convective flow in the alveolar sacs is governed by the incompressible Navier-Stokes equa-
tions. Gas transport is described by a convection-diffusion equation. We formulate both equa-
tions on a moving domain first and use the Arbitrary Lagrangian Eulerian (ALE) method [18,34] to
transform the equations to a fixed domain. The ALE method can be considered as a standard
approach for flow problems on moving domains.
One particular difficulty for the numerical simulation is the in- and outflow condition for the
gas concentration. A classical approach is to assume a Dirichlet condition during inflow (inspi-
ration) and a homogeneous Neumann condition during outflow (expiration). On the alveolar
scale the implementation of a Dirichlet condition during inflow is however not straight-forward,
as the exterior gas concentration depends on the outflow during expiration and is not known a
priori. As an alternative, we introduce a second type of boundary conditions, based on so-called
artificial or transparent boundary conditions [22,30]. In both approaches, the boundary conditions
are incorporated weakly in the variational formulation, which avoids a change of the number of
unknowns and structure of the system matrix from one time step to another.
For discretisation, we use equal-order finite elements in combination with pressure stabilisa-
tion. Among the different possibilities for pressure stabilisation, we study two related approaches,
that are frequently used in the literature, namely the Local Projection Stabilisation (LPS) tech-
nique [4] and an interior penalty (ip) method [9]. It is well-known that both methods are related, in
the sense that if the ip stabilisation is used on interior edges of patch grids only, both stabilisation
terms are upper- and lower-bounded by each other. For an accurate and efficient simulation,
we will use anisotropic mesh cells. Due to the movement of the alveolar sacs during inspiration
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Figure 1. Scheme of an alveolar sac . The small parts Γb l are the connections to a blood vessel.
and expiration these may become even more anisotropic. To cope with these difficulties, we de-
rive anisotropic variants of the stabilisation techniques that are novel in the context of the ALE
approach.
The purpose of this work is the introduction and investigation of a model and a numerical
framework that can be applied for the simulation on arbitrary alveolar geometries. As the shape
of the alveolar sacs is very complex, and moreover it varies between different generations, we con-
centrate in a first step on two-dimensional model geometries in the numerical results. This allows
us to focus on modelling and discretisation issues, which is the main scope of this paper. Both
the model and the numerical framework have natural generalisation to three space dimensions.
The structure of this article is as follows: First, in Section 2, we derive the governing equations
and boundary conditions for the fluid flow and the gas concentration. Furthermore, we transform
the corresponding variational formulation to a fixed reference domain using the ALE approach.
In Section 3, we introduce a finite element discretisation and describe the pressure stabilisation
techniques, especially on moving domains. We present numerical results in Section 4, where we
compare the introduced pressure stabilisation techniques and analyse in particular the effect of
boundary conditions. We conclude in Section 5.
2 Mathematical model
We are interested in the fluid dynamics and gas exchange in an alveolar sac that is connected
to the cardiovascular system (see Figure 1). During inspiration and expiration, the alveolar sacs
grow and shrink. Thus, the computational domain Ω(t ) ⊂ Rd (d = 2, 3) changes with time. We
denote the domain velocity by v dom.
The fluid dynamics in the alveolar sacs are governed by the incompressible Navier-Stokes
equations
ρ∂t v +ρ(v ·∇)v −divσ= 0 in Ω(t ), v = v dom on Γb l (t )∪ Γw (t ), (1)
div v = 0 in Ω(t ), σn = 0 on Γi o . (2)
where the Cauchy stress tensor is given by
σ=ρν∇v −p I ,
ρ and ν denote the fluid’s density and viscosity and v and p denote velocity and pressure. At
Γi o , the alveolar sac is connected to the rest of the respiratory system, at Γb l (t ) it is connected to
a blood vessel by a semi-permeable membrane through which substances like oxide and carbon
dioxide may pass. The remaining, impermeable boundary of the alveolar sac is denoted by Γw (t ).
3
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As explained in the introduction, alveolar sacs can be found only in the lower part of the hu-
man lung, between the 15t h and the 23r d generation of Weibel’s model. We consider the den-
sity and viscosity constant for all generations ρ = 1.21µg /mm 3 and ν ≈ 14.711mm 2/s [36]. The
size of the alveolar sacs varies from radial distances of r ≈ 0.055 mm in the 15t h generation to
r ≈ 0.1125 mm in the 23r d generation [48]. Considering velocities V ≈ 10−2mm/s , the Reynolds
number R e = V r /ν ranges from R e ≈ 3.7 ·10−5 to R e ≈ 7.6 ·10−5.
Remark 2.1. The alveolar sacs move mainly due to a movement of the diaphragm and breasts,
which causes a low pressure in the surroundings of the alveolar sacs. In the present work, we do not
consider the exterior space, as models and data for this region are unknown. Instead we consider the
movement of the outer boundary of the alveolar sac as known (as it can be observed by experiments,
at least at a larger scale) and model in- and outflow on Γi o by a so-called do-nothing condition.
An alternative approach would be to assume the in- and outflow velocity on Γi o as known (from
experiments) and include the domain movement as a further variable. As the movement of the
alveolar sacs is mainly caused by exterior forces, however, we consider the first approach as the
more natural one.
For the concentration of CO2, we assume a convection-diffusion equation
∂t c + v ·∇c −D∆c = 0 in Ω(t ).
Due to the high permeability of the membrane to the cardiovascular system, the concentrations
of CO2 on both sides of the membrane are often considered to be equal (see e.g. Suresh et al.
[47]),
if one considers only the dissolved portion cb l of CO2 in the blood. This leads to a Dirichlet con-
dition on Γb l (t ) for c . The non-diffusivity of the boundary Γw is described by a homogeneous
Neumann condition
c = cb l on Γb l (t ), ∂n c = 0 on Γw (t ).
Alternatively, a Robin boundary condition D ∂n c = α(cb l − c ) with a high permeability α could
be used on Γb l (t ). As values for the constants, we use D = 17 mm 2/s ( [45]) for the diffusivity and
cb l = 0.06 for the CO2 concentrations in the blood [33]. Depending on the different sizes of the
alveolar sacs in different generations, this corresponds to Péclet numbers P e = V r /D ranging
from P e ≈ 3.2 ·10−5 to P e ≈ 6.6 ·10−5.
On the in- and outflow boundary Γi o , a classical approach is to impose a homogeneous Neu-
mann condition in the case of outflow and a Dirichlet condition in the case of inflow, see e.g. [45].
Denoting by cext the concentration of CO2 in the alveolar duct outside, this reads
c = cext if v ·n < 0, ∂n c = 0 if v ·n ≥ 0 on Γi o . (3)
For ease of implementation, we include the Dirichlet condition weakly in the variational formu-
lation by means of Nitsche’s method [41]. Defining the Heaviside functionH by
H (x ) =

1, x > 0,
0, x ≤ 0,
the variational formulation of the complete system of equations reads: Find v ∈ v dom +V , p ∈
L , c ∈ cb l +X such that
(ρ∂t v +ρ(v ·∇)v,φ) + (σ,∇φ) = 0 ∀φ ∈V ,
(div v,ξ) = 0 ∀ξ ∈L ,
(∂t c + v ·∇c ,ψ) + (D∇c ,∇ψ)
+
 H (−v ·n )(γ(c − cext)−D ∂n c ),ψΓi o = 0 ∀ψ ∈X .
(4)
The trial and test spaces are given by
V =  H 10 (Ω(t );∂ Ω(t ) \ Γi o )2 , L = L 2(Ω(t )), X = H 10 (Ω(t );Γb l (t )). (5)
We would like to remark that in order to formulate the boundary terms for the convection-diffusion
equation, we have to assume additional regularity for c ∈ X . Here, we have incorporated the
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Nitsche boundary terms already in the continuous formulation in order to simplify the presen-
tation. The well-posedness for this variational formulation can however only be shown on the
discrete level. In the discrete setting the Nitsche parameter will be chosen as γ= γ0h−1n , where hn
denotes the cell size in normal direction.
The practical problem of this formulation is the choice of the external concentration cext in
(3). While the average concentration in the interior of the lung could be considered as known
(cext ≈ 0.04302 [33]), this value is not necessarily a good approximation for the concentration in the
alveolar duct right before the alveolar sac. The concentration might be much higher here, as our
numerical results will indicate, especially immediately after the expiration period, when a large
concentration of CO2 has just left through Γio.
Therefore, we will study a different boundary condition in this work as well. The approach is
based on the works of Halpern [30] and Lohéac [38] (see also Ehrhardt [22]), who derived exact “trans-
parent” or “artificial” boundary conditions for convection-diffusion equations for the case that
an infinite domain is cut at a certain line. Unfortunately, the exact boundary conditions are non-
local in time, i.e. depending on the concentration c in the whole previous time interval (0, t ).
Therefore, we propose an approximation of these conditions, similarly to the approximations
considered by Halpern [30]:
∂t c +D ∂n c + [−v ·n ]+(c − cext) = 0,
where [ f ]+ := max{ f , 0}. Note that the transport term appears only in the case of inflow (v ·n < 0).
Similar conditions have been used by Scherer et al. [45], who have neglected the transport terms
for simplicity. In the stationary case, the analogous conditions (without the term ∂t c ) are known
as Danckwerts boundary conditions [12]. The most significant difference compared to the clas-
sical boundary conditions (3) is the fact that diffusion, which is the most important part in this
application, is also considered during the inflow period, while the classical boundary conditions
consider only the exterior concentration cext during the inflow.
The variational formulation for the concentration c reads
(∂t c + v ·∇c ,ψ) + (D∇c ,∇ψ) +  ∂t c + [−v ·n ]+(c − cext),ψΓi o = 0 ∀ψ ∈X . (6)
The system of equations is complemented with initial conditions for velocity and concentra-
tion v (·, 0) = v 0, c (·, 0) = c 0.
Remark 2.2. (Reduced stress tensor) Due to the incompressibility condition, we could use the re-
duced Cauchy stress tensorσ in equation (1) instead of the full symmetric Cauchy stress tensor
σsym =ρν(∇v +∇v T )−p I . (7)
Using the reduced stress tensorσ the do-nothing conditionσn = ν∂n v−p n = 0 on Γi o is included by
means of variational principles in (4). This is an appropriate boundary condition for a flow field,
when the channel is cut, but the flow continues uniformly, as it is the case in our application, see
Heywood, Rannacher & Turek [32]. In contrast to the conditionσsymn = 0, the do-nothing conserves
for example Poiseuille flow.
Remark 2.3. (Well-posedness) It is well-known that the non-stationary Navier-Stokes equations
with homogeneous Dirichlet boundary conditions on a fixed domain Ω possess a global unique
solution in 2 dimensions, while in 3 space dimensions such a result has only been shown for small
initial data or locally in time (see e.g. [49]). These results have been extended in [32] to include do-
nothing boundary conditions, where global (in time) existence is proven for small initial data and
local existence for larger initial data, in both two and three space dimensions. Note that this is
in contrast to the stationary case, where the Navier-Stokes system might not be well-posed, if flow
enters through the boundary Γi o (see e.g. Arndt, Braack & Lube
[2]).
The well-posedness on moving domains Ω(t ) can be shown under similar conditions for a suf-
ficiently regular domain movement (see e.g. [17,21,43]). For well-posedness results for a convection-
diffusion equation on a moving domain with standard boundary conditions, we refer to [10,21]). As
discussed previously, the well-posedness of the Nitsche formulation is typically shown on the dis-
crete level only. Using the boundary terms (6), the well-posedness can be shown using the tech-
niques from Halpern [30]. The combination of both sub-systems does not pose any additional dif-
ficulties, as the coupling between them is unidirectional, i.e. there is no feedback from the concen-
tration c to the flow variables v and p .
5
FE simulation of alveolar fluid and gas dynamics
2.1 Arbitrary Lagrangian Eulerian method
To cope with the domain movement, we use the Arbitrary Lagrangian Eulerian method (ALE) [5,18,19,34].
The basic idea of the ALE method is to formulate an equivalent system of equations on a fixed ref-
erence domain Ωˆ. Therefore, we introduce a bijective map
Tˆ : Ωˆ→Ω(t )
from the reference domain to the current domain. We assume for simplicity, that the in- and
outflow boundary Γi o remains fixed under Tˆ .
Quantities fˆ defined in the reference systems are related to quantities f in the current system
by the relation
fˆ (xˆ , t ) = f (x , t ), x = Tˆ (xˆ , t ).
By Fˆ = ∇ˆTˆ we denote the gradient of Tˆ and by Jˆ = det Fˆ its determinant. Given sufficient regu-
larity of the mapping Tˆ and its inverse Tˆ −1, the system (4) is equivalent to the following system
formulated on the fixed domain Ωˆ:
Find vˆ ∈ vˆ dom + Vˆ , pˆ ∈ Lˆ , cˆ ∈ cˆb l + Xˆ such that
ρ( Jˆ (∂t vˆ + ∇ˆvˆ Fˆ −1(vˆ − ∂t Tˆ ),φˆ)Ωˆ+ ( Jˆ σˆFˆ −T ,∇ˆφˆ)Ωˆ = 0 ∀φˆ ∈ Vˆ ,
(dˆiv( Jˆ Fˆ −1 vˆ ), ξˆ)Ωˆ = 0 ∀ξˆ ∈ Lˆ ,
( Jˆ (∂t cˆ + (vˆ − ∂t Tˆ )T Fˆ −T ∇ˆcˆ ,φˆ)Ωˆ+ (D Jˆ Fˆ −T ∇ˆcˆ , Fˆ −T ∇ˆψˆ)Ωˆ
+

H (−vˆ · Fˆ −T nˆ )(γ(cˆ − cˆext)−D Fˆ
−T nˆ
‖Fˆ −T nˆ‖ · Fˆ
−T ∇ˆcˆ ),ψˆ

Γˆi o
= 0 ∀ψˆ ∈ Xˆ .
For details on the transformation rules, see e.g. [20,43]. The trial and test spaces are defined analo-
gously to (5) by replacing the domains Ω(t ) by Ωˆ and the boundary part Γb l (t ) by Γˆb l . The Cauchy
stress tensor is given by
σˆ :=−pˆ I +ρν(∇ˆvˆ Fˆ −1).
The variational formulation for the gas concentration with artificial boundary conditions(6)
transforms to
( Jˆ (∂t cˆ + (vˆ − ∂t Tˆ )T Fˆ −T ∇ˆcˆ ,φˆ)Ωˆ+ (D Jˆ Fˆ −T ∇ˆcˆ , Fˆ −T ∇ˆψˆ)Ωˆ
+
 
∂t cˆ + [−vˆ · Fˆ −T nˆ ]+ cˆ − cext,ψˆΓˆi o = 0 ∀ψˆ ∈ Xˆ .
3 Discretisation and stabilisation
For discretisation, we use Q1 equal-order elements for velocity, pressure and gas concentration
on a mesh Ωˆh . For simplicity, the discretisation and stabilisation is presented here for the two-
dimensional case. The generalisations to three space dimensions are however straight-forward.
As the discrete inf-sup condition is violated, we add stability terms to guarantee the well-posedness
of the fluid equations. The incompressibility condition is modified to
(dˆiv( Jˆ Fˆ −1 vˆh ), ξˆh )Ωˆh +Sh (pˆh , ξˆh ) = 0 ∀ξˆh ∈ Lˆh . (8)
Here we study two frequently used and related approaches for pressure stabilisation. As first
approach, we use the Local Projection Stabilisation method (LPS) by Becker & Braack [4]. Secondly,
we study an interior penalty technique developed by Burman & Hansbo [8,9]. The first approach
has been studied in detail for flow problems on anisotropic domains [7]. The correct form of the
stabilisation terms within the ALE formulation is novel, however. For the derivation, we consider
the stabilisation terms on the moving domainsΩ(t ) first and transform the terms to the reference
frame taking care of the anisotropies.
We assume that the mesh Ωh has a patch-hierarchy in the sense, that always four adjacent
quads arise from refinement of one common patch element. We denote the mesh of patch ele-
ments by Ω2h .
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e1
e2
η1
η2
Tˆ
Pˆ
P
Figure 2. ALE map of a cell P and the local coordinate direction η1,η2.
3.1 Local Projection Stabilisation
On a Cartesian mesh, the Local Projection Stabilisation method adds the stabilisation term
SLPS(ph ,ξh ) =αLPS
∑
P∈Ω2h
(h 2x ∂xκh ph ,∂xκhξh )P + (h
2
y ∂yκh ph ,∂yκhξh )P
to the divergence equation. Here, we use the projection operator κh = id− i2h and i2h denotes the
linear interpolation from Ωh to Ω2h (cf.
[7]). For the case of more general meshes, the stabilisation
term might be defined in terms of two coordinate directions η1,η2
S cLPS(ph ,ξh ) =αLPS
∑
P∈Ω2h
2∑
i=1
(h 2i ∂ηi κh ph ,∂ηi κhξh )P , (9)
where ∂ηi = ηi · ∇ denotes the directional derivative and hi is the cell size in direction ηi (see
Figure 2).
In order to simplify the presentation, we assume that the reference grid consists of Cartesian
quadrilaterals K with edge sizes hˆ1 and hˆ2. The cells might be arbitrarily anisotropic, however. We
remark that this assumption is not necessary in general, but serves to simplify the derivation of
the stabilisation term here. Furthermore, note that the corresponding moved mesh in the current
configuration, is not Cartesian in general.
We use the formulation (9) on the current domain to derive the ALE stabilisation on the refer-
ence domain. By the ALE map the scaled unit vectors are mapped to
η˜1 := Fˆ

hˆ1
0

, η˜2 := Fˆ

0
hˆ2

, ηi =
η˜i
‖η˜i ‖ =
η˜i
hi
.
where hˆi is the length in horizontal or vertical direction of the Cartesian grid on the reference
domain. Note that F and thus ηi are in general not constant within a cell and that the resulting
vectors η1,η2 are only orthogonal in the case that the ALE map is a translation or a rotation. As
long as the ALE map does not degenerate, the two vectors will be linearly independent, however,
such that stability in any coordinate direction is ensured. This observation holds true in the case
of arbitrary stretching or compression of cells.
With these definitions, it holds that
h1∂η1 ph = h1η1 ·∇ph = Fˆ

hˆ1
0

· Fˆ −T ∇ˆpˆh = hˆ1∂ˆ1pˆh .
By the same argumentation, we have h2∂η2 ph = hˆ2∂ˆ2pˆh . Altogether, this yields
SLPS(ph ,ξh ) =αLPS
∑
P∈Ω2h
2∑
i=1
(h 2i ∂ηi κh ph ,∂ηi κhξh )P (10)
=αLPS
∑
P∈Ω2h
2∑
i=1
 
Jˆ hˆ 2i ∂ˆiκh pˆh , ∂ˆiκh ξˆh

Pˆ
, (11)
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where the determinant Jˆ appears due to integral transformation. As this stabilisation is equiva-
lent to the LPS stabilisation technique proposed by Braack & Richter [7] for anisotropic grids, sta-
bility and convergence estimates can be shown analogously to their result on the current system
Ω(t ).
3.2 Edge stabilisation
As a second possibility, we study an interior penalty technique [9]. Let Eh be the set of interior
edges of the triangulation Ωh . For anisotropic grids, the stabilisation term is usually defined by
S ce (ph ,ξh ) =αi p
∑
e∈Eh
∫
e
h 3n [∂n ph ]e [∂nξh ]e d o . (12)
Here, ∂n is the normal derivative and the brackets [·]e stand for the jump of the respective function
over the edge e . Furthermore, hn denotes the size of a cell in the direction orthogonal to the edge
e . It is sufficient to stabilise in normal direction of the edges, as the tangential derivatives vanish
by the continuity of the space Vh . If the mesh has a patch hierarchy, it is sufficient to sum over all
interior patch edges.
Here, we will use a slightly different stabilisation term. In addition to the current normal n ,
we use the ALE-transform of the normal vector of the reference system
nF =
Fˆ nˆ
‖Fˆ nˆ‖ , hnF = hˆn‖Fˆ nˆ‖.
Remark 3.1. (Mapped normal vector) Note that for the normal vector in the current configuration
(i.e. the vector that is normal to the mapped tangential vector), it holds that
n =
Fˆ −T nˆ
‖Fˆ −T nˆ‖ .
This vector is in general only equal to the mapped normal vector nF , if the mapping is a translation
or a rotation. Otherwise the mapped normal nF is not orthogonal to the mapped tangential vector.
We define the stabilisation term by
Se (ph ,ξh ) =αi p
∑
e∈Eh
∫
e
hn h
2
nF
[∂nF ph ]e [∂nF ξh ]e d o . (13)
Now, we have again the relation
hnF ∂nF ph = hnF nF ·∇ph = hˆn Fˆ nˆ · Fˆ −T ∇ˆpˆh = hˆn ∂ˆnˆ pˆh .
The volume element appearing from integral transformation between an integral over an edge e
and an integral over the corresponding edge eˆ on the reference element is given by
Jˆe = Jˆ /‖Fˆ −T nˆ‖= Jˆ hˆnhn .
Thus, by integral transformation, we have the equality
Se (ph ,ξh ) =αi p
∑
e∈Eh
∫
e
hn h
2
nF
[∂nF ph ]e [∂nF ξh ]e d o
=αi p
∑
eˆ∈Eˆh
∫
eˆ
Jˆ hˆ 3n [∂ˆnˆ pˆh ]eˆ [∂ˆnˆ ξˆh ]eˆ d oˆ .
(14)
Remark 3.2. (Choice of normal vectors) In (13), the factor hn is needed to compensate the deter-
minant Jˆ coming from the integral transformation. The factors hnF are needed to compensate the
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derivatives ∂nF that may get large when the grid becomes highly anisotropic. Alternatively, we could
have used (12) as starting point. We would obtain the stabilisation term
S˜e (ph ,ξh ) =αi p
∑
eˆ∈Eˆh
∫
eˆ
Jˆ hˆn hˆ
2
n˜ [∂ˆn˜ pˆh ]eˆ [∂ˆn˜ ξˆh ]eˆ d oˆ , (15)
where n˜ = Fˆ
−1n
‖Fˆ −1n‖ is the pre-image of the normal vector n.
As long as the ALE map does not degenerate, however, nF and the tangential vectorτ are linearly
independent as well, such that the stabilisations (13)=(14) stabilise in both coordinate directions.
As (14) is much easier to evaluate compared to (15), we prefer to use this stabilisation term.
3.3 Equivalence
If the mesh has a patch-hierarchy and if we use only interior edges of patches for the edge stabili-
sation, both stabilisation techniques are equivalent, in the sense that both stabilisation terms are
in the discrete spaces upper- and lower-bounded by each other:
Lemma 3.3. Assume that there exists a regular triangulation Ωˆ2h , whose elements (called “patches”)
are the union of four neighbouring cells of the triangulation Ωˆh . If we consider only interior patch
edges in the definition of the interior penalty stabilisation Se (14), there is a constant C such that
1
C
Se (ph , ph )≤ SLPS(ph , ph )≤C Se (ph , ph ). (16)
Proof. To see this, we denote the patch-wise contributions in the stabilisation terms by Se ,P and
SLP S ,P and transform from a patch Pˆ in ALE coordinates to a unit patch Pˇ by means of the inverse
of the bi-linear, bijective map ΘPˆ : Pˇ → Pˆ . The transformed terms on the unit patch are denoted
by
Sˇe ,Pˇ (pˇh , ξˇh ) :=αi p
∑
eˇ⊂int(Pˇ )
∫
eˇ
[∂ˇnˇ pˇh ]eˇ [∂ˇnˇ ξˇh ]eˇ d oˇ ,
SˇLP S ,Pˇ (pˇh , ξˇh ) :=αLPS
2∑
i=1
 
∂ˇiκh pˇh , ∂ˇiκh ξˇh

Pˇ
,
where functions on the unit patch are defined by pˇh (xˇ ) := pˆh (ΘPˆ (xˇ )) and the direction of the
derivatives ∂ˇi and ∂ˇnˇ correspond to the directions of ∂ˆi and ∂ˆnˆ , under the application of the map
Θ−1
Pˆ
.
Then, we show that
1
C
Se ,P (ph , ph )≤ |T |Sˇe ,Pˇ (pˇh , pˇh )≤ c |T |SˇLP S ,Pˇ (pˇh , pˇh )≤C SLP S ,P (ph , ph ).
The second inequality in (16) follows analogously.
The first and last inequality follow by the usual transformation formulas. For the estimation
on the unit patch Pˇ , we show that both stabilisation terms define norms on the local quotient
space V l o ch \V l o c2h on Pˇ . The only norm property, that is non-obvious is the definiteness, i.e. for
pˇh ∈V l o ch \V l o c2h we have to show that
Sˇ∗(pˇh , pˇh ) = 0 ⇒ pˇh = 0, (17)
where Sˇ∗ = SˇLPS,Pˇ or Sˇe ,Pˇ . For the LPS stabilisation, the left statement implies directly κh pˇh =const
on each of the sub-cells Kˇ ⊂ Pˇ . As κh pˇh (xi ) = 0 by definition in the four outer vertices xi (i =
0, ..., 3), this implies (17).
For the ip stabilisation, we proceed in the following way: The left statement in (17) implies
[∂ˇnˇ pˇh ] = 0 on the four interior edges of Pˇ . A function pˇh ∈ V l o ch \ V l o c2h is zero in the four outer
vertices and is therefore defined by the five degrees of freedom in the midpoints of edges ai (i =
0, ..., 3) and the midpoint of the patch mPˇ , see Figure 3.
We start by showing that pˇh (a0) = 0. Therefore, note that on the bottom line Γ0, we have the
conditions pˇh (x0) = pˇh (x1) = 0 and [∂ˇx pˇh ](a0) = 0. As pˇh is linear on both sides of a0 and con-
tinuous across e0, the only possibility to fulfil the jump condition is pˇh (a0) = 0. With the same
argumentation, we can show that pˇh (ai ) = 0 for i = 1, ..., 3 and pˇh (mPˇ ) = 0.
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a0
mPˇa3
a2
e2
e0
e3 e1
a1
x2 = (1, 1)x3 = (0, 1)
x0 = (0, 0) Γ0 x1 = (1, 0)
Figure 3. Unit patch Pˇ . The degrees of freedom of the local space V l o ch \ V l o c2h are located in the
midpoints of edges ai (i = 0, ..., 3) and the patch midpoint mPˇ .
3.4 Fully discrete system
For time discretisation, we apply the backward Euler scheme with a uniform time step δt . Given
the solutions vˆ m−1h and cˆ m−1h at the previous time-step, one time-step of the fully discrete system
with classical boundary conditions (3) reads: Find vˆ mh ∈ vˆ dom + Vˆh , pˆ mh ∈ Lˆh , cˆ mh ∈ cˆb l + Xˆh such
that
ρ( Jˆ (δt −1(vˆ mh − vˆ m−1h ) + ∇ˆvˆ mh Fˆ −1(vˆ mh − ∂t Tˆ )),φˆ)Ωˆ
+( Jˆ σˆ(vˆ mh , pˆ
m
h )Fˆ
−T ,∇ˆφˆ)Ωˆ = 0∀φˆ ∈ Vˆh ,
(dˆiv( Jˆ Fˆ −1 vˆ mh ), ξˆ)Ωˆ = 0∀ξˆ ∈ Lˆh ,
( Jˆ (δt −1(cˆ mh − cˆ m−1h ) + (vˆ mh − ∂t Tˆ )T Fˆ −T ∇ˆcˆ mh ,φˆ)Ωˆ+ (D Jˆ Fˆ −T ∇ˆcˆ mh , Fˆ −T ∇ˆψˆ)Ωˆ
+
H (−vˆ m ,Th Fˆ −T nˆ )(γ(cˆ mh − cext)−D Fˆ −T nˆ‖Fˆ −T nˆ‖ · Fˆ −T ∇ˆcˆ mh ),ψˆΓi o = 0∀ψˆ ∈ Xˆh .
Note that the Heaviside functionH (−vˆ m ,Th Fˆ −T nˆ ) is discretised in a fully implicit way. This is
possible due to the following observations. To solve the non-linear system of equations, we use
a Newton-type method. As there is no feedback from the concentration cˆ to the fluid variables
vˆ and pˆ , the system can be split in each Newton step to solve for the flow variables first and for
the concentration cˆ afterwards. In the numerical simulations conducted for this paper, we have
simply ignored the non-differentiability ofH at vˆ m ,Th Fˆ −T nˆ = 0, as this equality was never exactly
fulfilled. In very few time step, we observed some issues with Newton convergence, as vˆ m ,Th Fˆ
−T nˆ
was changing its sign. In these cases, a simple damping strategy was enough to recover Newton
convergence with only a few extra iterations.
4 Numerical results
All our results have been obtained with the finite element library Gascoigne 3d [3]. To solve the
non-linear system of equations a Newton-type method is used; the resulting linear systems are
solved by a direct solver (umfpack [16]).
We start by testing the pressure stabilisation techniques for a stationary Stokes problem with
a known analytical solution on highly anisotropic domains in Section 4.1. Then we study the full
problem on a representative domain of an alveolar sac in Section 4.2.
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Figure 4. Meshes for a = 0.1 (left), a = 1 (middle) and a = 10 (right), deformed by the mapping T .
4.1 Comparison of the pressure stabilisation techniques
In this section, we want to study the stabilisation techniques on the domains
Ωa :=
¦
x ∈R2  x1 > 0,  a−1 x1−0.52 + x 22 < 1©
where a > 0, that are stretched (a > 1) or compressed (a < 1) in horizontal direction. Ωa is the
image of the domain Ωˆ :=Ω1 under the mapping
x = T (xˆ ) = (a xˆ1, xˆ2).
This map will also be used in our computations, that will all be done on the reference domain Ωˆ,
which is decomposed by means of regular triangulationsTh . We will show results for the extreme
cases a = 0.01 and a = 100. To illustrate the anisotropies, we show deformed meshes for the less
extreme cases a = 0.1 and a = 10 in Figure 4. In order to isolate the effect of the pressure stabili-
sation from further numerical issues, we consider the stationary Stokes equations, formulated in
ALE coordinates: Find vˆ ∈ vˆ dom + Vˆ , pˆ ∈ Lˆ such that
( Jˆ ∇ˆvˆ Fˆ −1,∇ˆφˆFˆ −1)Ωˆ− (pˆ , div( Jˆ Fˆ −1φˆ))Ωˆ = ( Jˆ fˆ ,φˆ) ∀φˆ ∈ Vˆ ,
(dˆiv( Jˆ Fˆ −1 vˆ ), ξˆ)Ωˆ = 0 ∀ξˆ ∈ Lˆ .
The right-hand side fˆ will be chosen in such a way that an analytical solution is known. We
impose a do-nothing condition on the left boundary Γl (corresponding to x1 = 0) and homoge-
neous Dirichlet conditions for the velocities on the remaining boundary. In order to construct a
divergence-free velocity field, we use the potential
ψ(x ) = k 2a (x )sin
3(a−1 x1), where ka (x ) = (a−1 x1−0.5)2 + x 22 −1
and define
v := rotψ= (∂2ψ,−∂1ψ), p := ∂12ψ.
By definition of the pressure a do-nothing condition is fulfilled on Γl . The definition of ka guar-
antees homogeneous Dirichlet conditions on ∂ Ωa \ Γl .
We will compare the anisotropic LPS stabilisation SLPS defined in (10) and the anisotropic edge
stabilisation Se (14) to variants of the LPS stabilisation for isotropic domains and meshes
S isoLPS(pˆh , ξˆh ) :=α2
 
Jˆ Fˆ −T ∇ˆpˆh , Fˆ −T ∇ˆξˆh Ωˆ =α2  ∇ph ,∇ξh Ω(t ) (18)
S simpleLPS (pˆh , ξˆh ) :=α3
 ∇ˆpˆh ,∇ˆξˆh Ωˆ . (19)
We use the stabilisation parameters αLPS = α2 = α3 =
1
ν for the LPS-based stabilisations and
αi p =
1
60ν for the interior-penalty technique. These parameters have been chosen empirically
by comparing results in terms of robustness and errors for different parameters.
We compare the effect of the stabilisations by means of the H 1-semi-norm error of velocity and
the L 2-norm errors of pressure and velocity
‖∇(v − vh )‖Ωa = ‖ Jˆ 1/2∇ˆ(vˆ − vˆh )Fˆ −1‖Ωˆ, ‖v − vh‖Ωa = ‖ Jˆ 1/2(vˆ − vˆh )‖Ωˆ,
‖p −ph‖Ωa = ‖ Jˆ 1/2(pˆ − pˆh )‖Ωˆ.
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Jdiv(vh ) ‖p −ph‖Ωa
#cells S iso/simpleLPS SLPS Se S
iso/simple
LPS SLPS Se
320 6.63 ·10−3 6.56 ·10−3 2.33 ·10−3 0.914 0.999 1.217
1280 1.12 ·10−3 1.05 ·10−3 3.60 ·10−4 1.174 1.219 0.902
4920 6.59 ·10−5 6.36 ·10−5 5.05 ·10−5 0.418 0.422 0.406
19680 1.09 ·10−5 1.08 ·10−5 1.04 ·10−5 0.105 0.106 0.108
αconv 2.61 2.69 2.70 1.56 1.60 1.29
‖∇(v − vh )‖Ωa ‖v − vh‖Ωa
#cells S iso/simpleLPS SLPS Se S
iso/simple
LPS SLPS Se
320 4.338 4.338 4.337 3.03 ·10−3 3.03 ·10−3 3.00 ·10−3
1280 2.202 2.202 2.201 7.81 ·10−4 7.79 ·10−4 7.74 ·10−4
4920 1.105 1.105 1.105 2.07 ·10−4 2.07 ·10−4 2.05 ·10−4
19680 0.553 0.553 0.553 5.54 ·10−5 5.54 ·10−5 5.52 ·10−5
αconv 0.98 0.98 0.98 1.95 1.95 1.95
Table 1. Comparison of the functional values Jdiv(vh ), the L 2-norms of pressure and the H 1-semi-
and L 2-norm errors of the velocity for the four different stabilisation techniques on different meshes
for the highly compressed domain Ω0.01. All the functional values for S
simple
LPS and S
iso
LPS are identical in
the first three digits and are therefore combined in one column. The convergence order is estimated
by means of a least-squares-fit of the function f (h ) = c hαconv against c and αconv.
Moreover, we introduce the functional
Jdiv(vh ) :=
∫
Ω(t )
(div vh )
2 d x =
∫
Ωˆ
Jˆ −1
Ódiv  Jˆ Fˆ −1 vˆh 2 d xˆ ,
measuring the error with respect to incompressibility. Note that Jdiv(v ) vanishes for the continu-
ous solution v . This is, however, altered by the pressure stabilisation, see (8).
In Table 1, we compare the values of the functionals for a = 0.01, where the domain is highly
compressed. Note that for this parameter the matrix Fˆ −T is given by
Fˆ −T =

100 0
0 1

and the determinant is Jˆ = 1100 . The stabilisation in horizontal direction is thus by a factor 100
larger for both isotropic stabilisation variants S isoLPS and S
simple
LPS , that tend to over-stabilise com-
pared to the anisotropic variant SLPS. This can be observed in the functional Jdiv(vh ), where S isoLPS
and S simpleLPS yield a slightly larger deviation from zero compared to SLPS. A much smaller value is
obtained for the (consistent) edge stabilisation Se .
The L 2-norm error in the pressure, on the other hand, shows exactly the opposite picture, the
smallest errors being obtained for the isotropic LPS stabilisations. Asymptotically, the behaviour
in all the functionals is similar, such that from this test case no clear advantage for any of the
methods can be deduced. The L 2-norm and H 1-semi-norm errors in the velocity are almost in-
dependent of the pressure stabilisation and show the expected convergence order for piece-wise
bi-linear elements. In the L 2-norm of the pressure, super-convergence can be observed for all
stabilisations. This has frequently been observed in literature before, see e.g. [6,39].
Next, we study in Table 2 the case a = 100, i.e. a highly stretched domain. In this case, the
matrix Fˆ −T is given by
Fˆ −T =

0.01 0
0 1

and the determinant is Jˆ = 100. The stabilisation in horizontal direction is thus by a factor 100
smaller for both isotropic variants S isoLPS and S
simple
LPS , which means that these might not stabilise
enough.
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Jdiv(vh )
#cells S isoLPS S
simple
LPS SLPS Se
320 5.985 6.079 6.023 6.002
1280 1.548 1.569 1.547 1.554
4920 0.391 0.394 0.391 0.392
19680 − − 0.098 0.098
αconv 1.95 1.96 1.96 1.95
‖p −ph‖Ωa
#cells S isoLPS S
simple
LPS SLPS Se
320 9.67 ·10−1 1.71·10−11 8.88 ·10−1 1.02·10−11
1280 3.91 ·10−1 7.31 ·10−1 2.55 ·10−1 4.21 ·10−1
4920 1.70 ·10−1 3.08 ·10−1 1.13 ·10−1 1.98 ·10−1
19680 − − 4.74 ·10−2 6.82 ·10−2
αconv 1.28 1.23 1.67 1.24
‖∇(v − vh )‖Ωa ‖v − vh‖Ωa
#cells S iso/simpleLPS SLPS = Se S
iso/simple
LPS SLPS = Se
320 2.13 ·102 2.13 ·102 1.39 ·101 1.39 ·101
1280 1.08 ·102 1.08 ·102 3.56·10−11 3.56·10−11
4920 5.46 ·101 5.46 ·101 9.00 ·10−1 9.00 ·10−1
19680 − 2.73 ·101 − 2.26 ·10−1
αconv 0.98 0.98 1.96 1.96
Table 2. Comparison of functional values for the highly stretched domain Ω100. For the isotropic
LPS variants, the direct solver could not solve the linear system on the finest mesh. The values of
the velocity norms for the different stabilisations were identical up to the third digit in all cases the
solver converged. The convergence order has been estimated as in Table 1.
Indeed, the discrete system was “numerically singular” on the finest grid with 19’680 cells for
the isotropic stabilisations S isoLPS and S
simple
LPS , i.e. the linear (direct) solver was not able to solve the
linear system. Varying the stabilisation parameters α, we found that we would have to choose
the larger stabilisation parameters α ≥ 10 and α ≥ 15 for S simpleLPS and S isoLPS, respectively. However,
with this choice of parameters the same issue arises on the next-finer mesh. For the anisotropic
stabilisations SLPS and Se , on the other hand, no issues regarding the solution of the linear systems
were observed.
While the convergence of the functional values Jdiv(vh ) is comparable for all stabilisations (in
the cases where the system could be solved), the L 2-norm of the pressure shows a clear advantage
for the anisotropic LPS stabilisation compared to the isotropic variants. The velocity norm and
semi-norm errors are again almost independent of the pressure stabilisation and converge as
expected. Note that the reason for the larger absolute values of the functionals compared to a =
0.01, is that the domain Ωa is by a factor of 10
4 longer.
4.2 Examples on an alveolar sac geometry
In this section we consider an alveolar sac geometry consisting of 5 alveoli with 6 connections
Γb l (t ) to the cardiovascular system, inspired by Figure 1. In average, an alveolar sac grows and
shrinks by about 9 % compared to the intermediate state [48]. We use the domain map
x (t ) = T1(xˆ ) =
¨
xˆ (1−a cos(0.4pit )), xˆ ≥ 0,
xˆ , xˆ ≤ 0, y (t ) = yˆ , (20)
with a = 0.09 describing a sinusoidal movement in horizontal direction. Accordingly, the domain
velocity is given by v dom = ∂t Tˆ = 0.4apisin(0.4pit )[xˆ ]+.
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Figure 5. CO2 concentrations c at times t = 2.4s (top left), t = 2.5s (top right) and t = 2.6s (bottom)
for an alveolar sac consisting of 5 alveoli with 6 permeable channels to the cardiovascular system. A
(relatively) short alveolar duct has been added on the left end of the domain. After 2.5s the boundary
condition changes from inflow to outflow, which has a large influence on the results. At t = 2.4s (top)
the concentration is maximal (red colour), where the boundary parts Γb l are located.
We apply the discretisation techniques and parameters introduced above in combination with
anisotropic LPS stabilisation. For time discretisation, we use the backward Euler time-stepping
scheme with time step δt = 0.05. The Nitsche parameter is chosen γ0 = 10 and as initial values
we use v 0 = v dom(0) and c 0 := cext = 0.04302.
Influence of the boundary conditions Some first results using the classical boundary con-
ditions (3) in combination with Nitsche’s method on Γi o are shown in Figure 5. Here, we have
added a short alveolar duct of length l = 0.6mm on the left-hand side and chose cext = 0.04302
as Dirichlet value, which is an approximation for the average CO2 concentration in the interior of
the lung [33]. During inspiration (top left) the CO2 concentration takes values ranging from around
0.056 to 0.06 in the alveolar sac. This changes quickly, when the boundary condition for c changes
to a Neumann condition at time t = 2.5s (top right). At time t = 2.6s, the concentration c in the
alveolar sac is already almost uniformly c ≈ 0.06, which is the Dirichlet value prescribed at the
channels Γb l (t ), due to the large diffusion coefficient D .
In fact the boundary condition for the concentration c imposed on Γi o has a strong influence
on the CO2 concentration in Ω(t ). The practical problem is the imposition of the external con-
centration cext in the alveolar duct, especially right after the expiration period (t = 5s), when a
relatively large concentration of CO2 has just left through Γi o . As a work-around, we consider
longer artificial alveolar ducts of length l = 2mm and l = 10mm , respectively and suppose that
the exterior concentration is cext = 0.04302 after this extension. We compare the results for the
three alveolar ducts in Figure 6.
In the left plot of Figure 6, we show the average concentration of CO2 on the vertical line Γ0
between the alveolar sac and the alveolar duct
JΓ0 (ch ) :=
1
|Γ0|
∫
Γ0
ch d o , Γ0 := {(x , y ) ∈Ω | x = 0}.
Using the short alveolar duct (l = 0.6mm), this value jumps between a value between 0.056 and
0.057 during inflow to a value of 0.06 during outflow. The reason is that in the outflow period,
the concentration is almost constant in the alveolar sac due to the large diffusion (see Figure 5,
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Figure 6. Comparison of the average concentration JΓ0 of CO2 on the vertical entrance line Γ0 (left)
and of the total amount JΩ of CO2 in the alveolar sac (right) over time depending on the length of the
artificial alveolar duct using the classical boundary conditions and Nitsche’s method.
0.005998
0.005999
0.006000
 0  5  10  15  20
l=0.1mm
l=0.6mm
l=2mm
 0.011
 0.0115
 0.012
 0.0125
 0.013
 0.0135
 0  5  10  15  20
l=0.1mm
l=0.6mm
l=2mm
Figure 7. Comparison of the average concentration JΓ0 of CO2 on the vertical entrance line Γ0 (left)
and of the total amount JΩ of CO2 in the alveolar sac (right) over time depending on the length of the
artificial alveolar duct using the artificial boundary conditions.
bottom). In the inflow period, on the other hand, it varies between 0.04302 on Γi o and 0.06. These
jumps can also be observed in the total amount of CO2 in the alveolar sac Ωa
JΩ(ch ) =
∫
Ω0(t )
ch d x =
∫
Ωˆ0
Jˆ cˆh d xˆ , Ω0 := {(x , y ) ∈Ω | x ≥ 0},
see Figure 6, right plot. A similar behaviour, but with smaller jumps can be observed for the duct
with length l = 2mm . Here the average concentration on the line Γ0 jumps between JΓ0 (ch ) ≈
0.0588 and 0.06. For the longest alveolar duct (l = 10mm), we observe a smooth behaviour of
both functionals. The average value on Γ0 oscillates here smoothly between 0.0597 and 0.0599. In
conclusion, we see that the CO2 concentration depends strongly on the boundary condition and
the length of the alveolar duct. It is difficult to guess, how long the artificial duct has to be to get
realistic results.
In Figure 7 we show the same functionals using the artificial boundary conditions. To see that
this boundary condition is (almost) independent of the position, at which the alveolar duct is
cut, we compare results for ducts of length l = 0.1mm , 0.6mm and 2mm . First, we note that
the curves for the total amount of CO2 JΩ are almost identical. The curves for the concentration
on the line Γ0 look very similar as well, especially for the smaller alveolar ducts. The small devia-
tions are due to the fact, that the exact “transparent” boundary conditions are only approximated.
Comparing the values with the results for the classical boundary conditions, the curves are much
smoother with values varying between 0.05998 and 0.06. The larger values during inspiration are
due to the fact that the large diffusion is also considered in the case of inflow.
Finally we would like to remark that in both cases the length of the alveolar duct does not
have a significant influence on the fluid quantities: While the velocity fields in the alveolar sac
are almost identical, the pressure varies by an additive constant (as the do-nothing condition on
its left end Γi o implies
∫
Γi o
ph d o = 0).
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Figure 8. Comparison of simulation results on a moving domainΩ(t ) and on a fixed domainΩ using
artificial boundary conditions and a short alveolar duct of length l = 0.6mm . Left: Amount JΩ of CO2
within the alveolar sac over time. Right: Wall stress Jσ,Γb l over time.
Influence of the domain movement Next, we want to investigate the influence of the do-
main movement on the gas concentrations and on the fluid forces. Therefore, we repeat the same
calculation on a fixed domain, i.e. setting Tˆ =id, but keeping the Dirichlet values v = v dom as
above. In Figure 8, we compare the total amount JΩ of CO2 in the alveolar sac, as well as the wall
shear stress on Γb l (t )
Jσ,Γb l :=
∫
Γb l (t )
σne1 d o ,
which is important when studying pathologies such as pulmonary emphysema. The amount of
CO2 shows large differences. While it varies by almost 20 % over time on the moving domain, the
variation is less than 0.1% on a fixed domain. Note, however, that most of this variation comes
from the change of volume of the domain itself and for example the amount of CO2 over a fixed
line, e.g. Γ0, shows much less variations. On the other hand, the wall stresses differ considerably
as well, its maximum being around 10% higher when considering an expanding alveolar sac.
Convergence analysis We close this section by analysing convergence properties of some
functionals in space in Table 3. We show values of the vorticity functional
Jvort(vh ) =
∫
Ω(t )
 
∂y vh ,1− ∂x vh ,22 d x ,
the L 2-norm of the pressure as well as the functional JΩ(ch ) at time t = 8.75s on different meshes
and for both pressure stabilisation techniques, while using the artificial boundary conditions.
This instant of time within the second expiration period has been chosen, as both the vorticity
and the pressure functional attain a maximum at t = 8.75s. In Table 3, we observe a nice con-
vergence behaviour for all three functionals and for both pressure stabilisations. We have cal-
culated an extrapolated value je and an estimated convergence rate αconv by fitting the function
f (h ) = je + c hαconv with parameters je , c and αconv against the functional values on the three finer
grids. The estimated convergence orders are for all three functionals significantly higher than
what can be expected for Q1 finite elements. We would like to remark, however, that these might
be slightly over-estimated, as the reference values are extrapolated from the same functional val-
ues we compute the errors for.
Comparing the results for the two pressure stabilisation techniques, we see that the pressure
converges faster for the LPS stabilisation, while the opposite holds true for the vorticity func-
tional Jvort(vh ). The reason for the faster convergence of Jvort(vh ) for the edge-oriented stabilisa-
tion might be the consistency of this method, which has the effect that the velocity error is better
separated from the error in the pressure. The values of JΩ(ch ) are nearly independent (i.e. identical
in the first 10 digits) of the chosen pressure stabilisation.
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SLPS Se
#cells Jvort(vh )
Jvort(vh )− je Jvort(vh ) Jvort(vh )− je
656 2.71774 ·10−2 1.52 ·10−3 2.78808 ·10−2 7.96 ·10−4
2624 2.84055 ·10−2 2.87 ·10−4 2.85460 ·10−2 1.31 ·10−4
10496 2.86756 ·10−2 1.68 ·10−5 2.86736 ·10−2 3.53 ·10−6
41984 2.86915 ·10−2 9.86 ·10−7 2.86770 ·10−2 9.51 ·10−8
je/αconv 2.86925 ·10−2 4.09 2.86771 ·10−2 5.21
SLPS Se
#cells ‖ph‖Ω0
‖ph‖Ω0 − je ‖ph‖Ω0 ‖ph‖Ω0 − je
656 2.08528 ·10−4 1.28 ·10−6 2.09178 ·10−4 1.90 ·10−6
2624 2.07492 ·10−4 2.45 ·10−7 2.07824 ·10−4 5.42 ·10−7
10496 2.07283 ·10−4 3.64 ·10−8 2.07448 ·10−4 1.66 ·10−7
41984 2.07252 ·10−4 5.41 ·10−9 2.07333 ·10−4 5.10 ·10−8
je/αconv 2.07247 ·10−4 2.75 2.07282 ·10−4 1.70
SLPS/Se
#cells JΩ(ch )
JΩ(ch )− je
656 1.23987 ·10−2 8.44 ·10−6
2624 1.23668 ·10−2 2.35 ·10−5
10496 1.23884 ·10−2 1.88 ·10−6
41984 1.23901 ·10−2 1.51 ·10−7
je/αconv 1.23903 ·10−2 3.64
Table 3. Functional values and estimated errors for the functionals Jvort(vh ),‖ph‖L2(Ω0) and JΩ(ch ) on
different meshes using anisotropic LPS and edge stabilisation. The functional values are compared
against an extrapolated reference value je and a convergence rate αconv is estimated based on the
values on the three finer grids. The values of JΩ(ch )were identical in the first 10 digits for both pressure
stabilisation techniques. In the last row of each table, we show for each functional the extrapolated
value je in the first column and the estimated convergence order αconv in the second column.
5 Conclusion and outlook
We have presented a numerical framework for the simulation of gas flow at small scale in the
alveolar sacs of the human lung, including the gas exchange with the cardiovascular system. We
have considered that the alveolar sacs are deformable and have introduced numerical stabilisa-
tion terms, that are able to handle even extreme domain deformations. Moreover, we have shown
that the choice of boundary conditions has a significant impact on the results and that the clas-
sical in- and outflow boundary conditions might not be a good choice on the alveolar scale.
The present work can be seen as a first step to model gas flow and gas exchange at an alveolar
scale in the human lung. A complete model would have to consider both the small alveolar scale
as well as the lung in total at a larger scale.
A model for the alveolar scale is needed to study different pathologies, for example pulmonary
emphysema, where foreign substances, e.g. tobacco, might block the membrane towards the
cardio-vascular system. Moreover, the properties of the alveolar wall itself can be altered by for-
eign substances, which can reduce the deformability of the membrane. A full fluid-structure in-
teraction problem, including the interaction with the thin alveolar wall and possibly a further
fluid or solid model for the space around the lung, has to be considered. For a first work in a
similar direction, we refer to Dailey & Ghadali [11].
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