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Abstract
The appropriate characterization of the test material, used
for subjective evaluation tests and for benchmarking image and
video processing algorithms and quality metrics, can be crucial in
order to perform comparative studies that provide useful insights.
This paper focuses on the characterisation of 360-degree images.
We discuss why it is important to take into account the geometry of
the signal and the interactive nature of 360-degree content nav-
igation, for a perceptual characterization of these signals. Par-
ticularly, we show that the computation of classical indicators of
spatial complexity, commonly used for 2D images, might lead to
different conclusions depending on the geometrical domain used
to represent the 360-degree signal. Finally, new complexity mea-
sures based on the analysis of visual attention and content explo-
ration patterns are proposed.
Introduction
The selection of visual content, (i.e., test material), in or-
der to validate and benchmark the performance of image and
video processing algorithms, can be crucial for the successful
development of new technologies. Meaningful image and video
datasets are required to evaluate the performance of compression
and streaming algorithms and objective quality metrics, as well
as to design subjective quality assessment experiments [1]. De-
spite its importance, content selection has been often done based
on convenience or content availability [2]. This is also due to the
lack of clear and comprehensive guidelines for appropriate con-
tent characterization and selection.
A simple classification of the content can be based on how
the content is generated (e.g., synthetic vs. natural), its technical
properties (e.g., duration, resolution, frame rate, etc.), and its se-
mantic (e.g., sports, news, movies, etc.). In addition, specific mea-
sures have been proposed in the literature, for example to quantify
the spatial and temporal complexity of a 2D video sequence [3],
the colorfulness of the visual information [4], depth features [5]
and disparity [6] for 3D content, or to reflect perceptual issues
related to the visualization for high dynamic range [7] and wide
color gamut content [8].
These measures take into account intrinsic features of the
given signal. Therefore, their usage might be not appropriate
when new kinds of signals are considered, so the design of new
measures might be needed. For example, recently, new measures
have been proposed to characterize light-field content, taking into
account the full-parallax and refocusing possibilities offered by
this type of signals [9], as well as the navigation trajectories of
the users exploring it [10].
This paper focuses on the characterisation of an emerging
kind of visual signals: 360-degree, i.e., omnidirectional, im-
ages [11]1. These images are becoming widely spread nowadays
for Virtual Reality (VR) and immersive applications. They are
captured by cameras with a field of view of 360-degree, which
can be modelled as central cameras projecting a point in the 3D
space to a point on a spherical imaging surface [13]. Thus, an
omnidirectional image can be considered as a signal lying on a
sphere. In practice, the signal is stored as a rectangular array of
samples, referred to as planar representation, obtained by pro-
jecting the sphere to a plane. Such representation allows to re-
use existing processing algorithms designed for planar images and
videos [14]. Accordingly, existing measures, commonly used to
characterise 2D and 3D images, can be computed on the planar
representation. Nevertheless, depending on the projection used,
these might provide inaccurate indications upon the perceptual
characteristics of the 360-degree visual content. In this paper, we
analyse such inaccuracy, addressing the question: does the geo-
metrical domain of the 360-degree image matter when character-
izing the signal using existing measures? We limit the analysis to
the spatial characterization of 360-degree images.
Regardless of the planar representation used for storage, pro-
cessing and distribution, the planar signal is mapped back to its
native spherical domain when presented to the end user. Par-
ticularly, at each instant, the portion of the sphere in the field
of view of the user is rendered by projecting it to a plane, i.e.,
the viewport, which corresponds to the display of the rendering
device. When consumed via a Head Mounted Display (HMD),
the viewports (one per eye) are seamlessly updated following the
users head movements to provide a sense of presence. The in-
teractive and immersive dimension, characteristic of 360-degree
content rendering, represents a significant novelty with respect to
existing imaging technologies. In fact, it has practical implica-
tions that have been exploited for video compression and stream-
ing [15, 16] and might also influence the characterisation of the
content. For example, 360-degree content could be characterized
depending on whether the attention of the observers is guided by
the storytelling [17] or the content is purely exploratory [18]. So,
in this paper, we also address the question: can 360-degree con-
tent be characterized based on users’ navigation and visual atten-
tion patterns? We show preliminary results on new indexes that
could be used to this scope.
To analyze these two questions, we consider as a case
1At the best of our knowledge, the only study addressing the problem
of 360-degree content characterization is that by Afzal et al. [12], where
360-degree videos available on an online platform are classified from a
content provider perspective, based on statistics on video duration, reso-





















Figure 1: Equirectangular planar representation of a 360-degree
image (a) and corresponding sampling density on the sphere (b).
of study the “Salient360!” dataset [19], which contains eighty-
five omnidirectional images with the corresponding tracking data
(saliency maps and scanpaths) from head and eye movements of
sixty-three observers.
The rest of the paper is organized as follows. First, a brief
overview of the most used planar representations for 360-degree
content is presented. Then, the two research questions are ad-
dressed, providing insights on how to characterize 360-degree
images. Finally, conclusions and future-work directions are dis-
cussed.
Planar representations
The sphere is a non-developable surface: projecting visual
content from the sphere surface to a plane inevitably introduces
distortions [20]. Consequently, any planar representation of a
360-degree image is not a typical natural 2D signal.
Most of the existing commercial 360-degree cameras store
the captured images in the so-called equirectangular (ER) planar
representation. This corresponds to a projection that samples the
spherical signal on an equi-angular grid and uses the longitude
and latitude of each sample on the sphere as coordinates of the
sample projected on the plane (Fig. 1(a)). Such representation
presents strong warping distortions around the polar areas (Fig.
2(a)) and corresponds to a highly non-uniform sample distribution
on the spherical surface (Fig. 1(b)).
Other planar representations, characterized by less strong
warping distortions, have been proposed for 360-degree content
compression and streaming [14]. They are based on the projec-
tion of the visual information from the spherical surface to the
faces of a polyhedron enclosing the sphere. The more faces the
polyhedron has, the more subtle the warping distortions of the vi-
sual content projected on each face are [20]. Nevertheless, the
faces are usually arranged on a plane [14]. Therefore, increasing
the number of faces, increases the number of discontinuities that
appear in the planar representation, at borders between faces or
due to zero padding.
Nowadays, the cube map (CM) planar representation is com-
monly used for content delivery. It is the result of the gnomonic
projection [20] of the visual samples from the spherical surface
to the faces of a cube enclosing the sphere (Fig. 3 (a)). The vi-
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Figure 3: Cube map planar representation of a 360-degree image
(a) and corresponding sampling density on the sphere (b).
sual content on each cube face can be considered approximately
as a perspective image, with subtle warping distortions. The cube
faces are then arranged in a rectangular shape, without need for
zero padding, for example as depicted in Fig. 2(b). This represen-
tation is more compact than the ER: the uncompressed image can
represent the same equatorial sampling density as an ER one with
25% less pixels. It also corresponds to a more uniform density of
samples in the native spherical domain (Fig. 3 (b)). Nevertheless,
the arrangement of cube faces in a rectangular lattice is inevitably
characterised by visual discontinuities, due to the mosaicking of
non-neighbouring faces.
Does the geometrical domain of the 360-
degree image matter for its charecterization?
We consider the spatial characterization of 360-degree im-
ages, as one example to analyze whether the geometrical do-
main of the signal matters. A measure that is commonly com-
puted to characterize perspective images is the spatial informa-
tion (SI) [21]. This is an indicator of edge energy, thus spatial
complexity of the content. It is usually computed on the lumi-
nance channel of the signal, as the root mean square of the edge
magnitude over the image: SI =
√
∑s2r with sr = s2h + s
2
v , where
sh and sv denote the gray-scale images, filtered with horizontal
and vertical Sobel kernels, respectively, and sr represents the edge
magnitude at every pixel 2.
The SI computed in ER domain might lead to a misleading
perceptual charecterization of the test material, due to the strong
warping of the visual content around the poles. Similarly, when
2To avoid the scale/resolution-dependence of SI and compare images
with different resolutions, a normalization factor is sometimes consid-
ered [1].
Domain ER CM-faces CM-mosaic
ER - 0.97534 0.96476
CM-faces 0.97534 - 0.97586
CM-mosaic 0.96476 0.97586 -
Table 1: SROCC coefficients between the SI values computed in
ER domain, in CM domain as mean across cube faces (CM-faces),
and in CM domain on the mosaicked image (CM-mosaic), for a
set of 360-degree images [19].
(a) Image 36 (b) Image 39
(c) Image 36 (d) Image 39
Figure 4: Example of inconsistent ranking depending on planar
domain in which the SI is computed: Image 36 has an higher SI
than Image 39 in ER domain, while the opposite is true in CM-
faces domain.
the SI is computed on the mosaicked CM planar image, verti-
cal and horizontal edges corresponding to discontinuities at the
borders between cube faces are taken into account, even if they
are not features of the 360-degree image. To avoid the problem
of handling the warping distortions and the discontinuities, one
could consider the CM representation and compute the SI on each
cube face separately, considering the mean value across all faces
as a measure of the spatial complexity of the entire 360-degree
image. Since each cube face can be considered as a perspective
image, the SI computed on each cube face can be considered as a
meaningful indicator of its spatial complexity.
Table 1 reports the Spearman’s rank-order correlation
(SROCC) coefficients between the SI values computed on eighty-
five 360-degree images, belonging to the dataset described at [19],
both in ER and in CM format, when the overall SI value is the
mean across all cube faces (CM-faces) or it is computed on the
mosaicked images (CM-mosaic). There are cases in which the
rank of the same content differs depending on the domain used.
Figure 4 shows, as an example, a pair of images that obtain dif-
ferent ranks in different domains.
As illustrated in these examples, the geometrical domain of
the 360-degree image does matter for its characterization. In or-
der to remove such dependency, a suggested approach could be to
compute the same index on the entire set of images in multiple do-
mains and select a subset of images that have the same rank order
independently from the domain. If the set of images is too small
to perform a meaningful subsampling, we suggest that the domain
that implies less warping distortions is chosen, i.e., CM-faces, to
characterize a visual signal that is close to what the user will vi-
sualize. Nevertheless, a single spatial complexity value might not
Figure 5: Boxplot of the SI values across all cube faces, for each
of the eighty-five images in the set: the SI varies significantly
across the cube faces in some images, while it is quite constant in
others.
(a) (b)
Figure 6: Images with the lowest (a) and highest (b) SI variability
across the cube faces, in the set of images considered in Fig.5.
be very informative to characterize the entire 360-image. Figure 5
shows, for each of the eighty-five images in the set, the boxplot
of the SI value across all cube faces. It can be noticed that, in
some images, there is a significant variability in terms of spatial
complexity across cube faces, i.e., depending on the viewing di-
rection, the portion of 360-degree image attended by the user can
have very different spatial complexity. Figure 6 shows the images
in the set that have the lowest and highest variance of SI across
cube faces. To account for this variability, which is an intrinsic
feature of the 360-degree content, we suggest to take into account
the variance of the measure over the cube faces when characteriz-
ing the content. To select images having different characteristics,
a suggested approach could be to select images that have different
variability across the cube faces.
Can 360-degree content be characterized
based on users navigation and visual atten-
tion patterns?
As reflected by the previous examples, the characterization
of 360-degree content is influenced by the region of the omnidi-
rectional image that is considered. Furthermore, the freedom of
the observers to explore 360-degree content entails that some re-
gions of the images may not even be seen by the observers. On
the contrary, other regions may be particularly important and at-
tract users’ attention. Thus, proxies for content complexity could
be inferred by analyzing users’ visual attention patterns.
Some efforts have been already made to characterize 2D con-
tent in terms of visual attention complexity. For instance, Le
Meur et al. proposed the Inter-Observer Congruency (IOC), as a
measure of the observers’ agreement when exploring 2D images
to be applied for image ranking [22]. Results showed that the IOC
Figure 7: Ranking of the images obtained from entropy (horizon-
tal) vs. ranking from IOC (vertical). Each point represents one
image. Both measures were computed on the “head+eye” data.
Figure 8: Examples of a “focused image” (top) and “exploratory
image” (bottom), according to both IOC and entropy of the
saliency maps, together with their corresponding saliency maps
(from “head+eye” data).
is small when there is nothing in the scene that clearly catches the
observers’ attention (“exploratory images”), while IOC increases
when some objects stand out (“focused images”). To compute this
metric, the fixation data of each observer (i.e., ground truth) is re-
quired. Since this is not always available, other metrics have been
proposed, such as using the entropy of the saliency maps (com-
bined information from all observers) as a measure of saliency
dispersion [23]. In this case, when the entropy is low, the saliency
is concentrated in certain parts of the content (“focused images”).
On the contrary, when the entropy is high, saliency is diffused
representing “exploratory images”. Although these two measures
normally present an acceptable correlation, they can show some
limitations and inconsistencies in certain cases [24].
To check the validity of these measures with 360-degree
content, we computed them on the images of the considered
dataset [19], using the ground-truth “head+eye” tracking data for
the IOC, and the “head+eye” saliency maps for the entropy3. We
applied a uniform spherical sampling on the ER maps [25] to
avoid the drawbacks of the ER representation mentioned in Sec-
tion 2. The scatter plot of the rankings of the images according
to both metrics are shown in Figure 7. As aforementioned, their
performance on representing the complexity in terms of visual
attention is correlated (SROCC =−0.7, between the IOC and en-
3As described in [19], the dataset contains saliency maps and scan-
paths obtained from eye fixations (referred as “head+eye”, given the joint
movement of head and eyes), and also saliency maps and scanpaths ob-
tained from only head movements, by sampling head-tracking data (re-
ferred as “head-only”).
tropy of the saliency maps for the images in the dataset, which
is equivalent to the Pearson Linear Correlation Coefficient of the
rankings showed in Figure 7), although some inconsistencies can
be also observed. As an example, in Figure 8, we can observe a
“focused image” and its saliency map in the upper part, which was
ranked the 2nd and 3rd by entropy and IOC, respectively; while in
the lower part, the most “exploratory image” according to entropy
and 2nd according to IOC is shown.
Although some studies are considering the use of eye-
tracking devices integrated in the HMDs (as in the considered
dataset [19]), generally only head-tracking information is ob-
tained from exploration of 360-degree contents directly from the
HMDs, also allowing the analysis of viewers’ behaviors [18][26].
Thus, we have done a similar analysis with IOC and entropy of the
saliency maps, but considering only the head-tracking data. The
resulting image ranking with IOC is highly correlated with the
one obtained with IOC from “head+eye” tracking data (SROCC =
0.91), which reflects that using IOC over head-tracking data may
be a good proxy for visual attention complexity. Also, entropy of
the head-saliency maps can be an acceptable measure of explo-
ration complexity, given the correlation (SROCC = −0.68) with
IOC from ‘head+eye” data (which can be considered the baseline
measure for attention complexity). However, the results show that
entropy of the saliency maps is less stable than IOC when only
head-tracking data is used.
A more practical scenario has been also considered checking
whether saliency predictive models can be used for characteri-
zation of 360-degree content when the tracking data is not avail-
able (i.e., previous exploration tests are not required). So, we
computed the entropy on the predicted saliency maps from the
images of the dataset using the best models (with online avail-
able code) resulting from the Salient360! Benchmark [27]: 1)
the model from Startsev et al. [28], which predicts saliency con-
sidering “head+eye” movements, and 2) the model from Lebre-
ton et al. [29], which predicts “head-only” saliency. The results
showed a poor ranking correlation (SROCC < 0.5) between en-
tropy on predicted and ground-truth saliency maps, and also with
respect to IOC, which may be due to the still improvable per-
formance of the predictive models. Nevertheless, it is worth not-
ing that the considered models could differentiate between clearly
“focused/exploratory” images, and also that “head+eye” saliency
predictions are more sensitive to entropy measures, providing a
wider range of entropy (from 4.9 to 7.8) for the same dataset than
“head-only” models (from 4.7 to 6.9).
Another important aspect, where both ground-truth tracking
data (even only from head movements) and predictive saliency
models are useful, is to represent the distribution of the salient re-
gions on the omnidirectional content that may attract observers’
attention. Actually, works have been already published analyz-
ing this aspect with ground-truth tracking data [15][17][30][31].
Thus, we explored if saliency models can provide insights on this,
which may help on the characterization of the content without the
need of gathering viewing patterns in previous exploration tests.
Thus, the model from Lebreton et al. [29] (which predicts head-
based saliency) was used on the considered dataset. The results
showed the ability of the model to predict the saliency distribu-
tion in terms of longitude and latitude, as depicted with the two
examples shown in Figure 9. There, it can be seen that the model
predicts the bias of the main salient objects towards the bottom of
the image, as well as it predicts that the main salient objects in the
second image are not in the longitudinal center. These observa-
tions are not only useful for appropriate content characterization
and selection, but also to analyze results from subjective quality
tests and objective metrics according to the location of salient ob-
jects in the 360-degree content.
Conclusion
This paper provided insights on how the geometrical domain
of the signal and the interactive navigation by users must be con-
sidered when characterizing 360-degree content. In fact, the same
measure computed in different domains can lead to different con-
tent characterization. Moreover, given the dependency of com-
plexity measures on viewing direction, one single value for the
entire 360-degree content might be not enough. Thus, this leads
to also take into account complexity measures based on visual at-
tention and navigation patterns, and to consider the saliency dis-
tribution over the 360-degree content. Ongoing work is oriented
towards extending the analysis presented in this paper work, in-
cluding 360-degree videos.
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