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Capítulo 1
Introducción
1.1. Escenario
La UPC, concretamente el grupo de Procesado de Imagen y Audio, está in-
volucrada en una serie de investigaciones dedicadas al desarrollo del entorno que
suponen las Smart Rooms.
Una Smart Room, comúnmente conocida por sala inteligente, es un espacio
habilitado básicamente para servir como sala de reuniones o aula docente con un
sistema informático que ofrece cualquier tipo de servicio que un ordenador puede
proporcionar, pero con ciertas particularidades en la interfaz computacional y el
sistema cognitivo.
El objetivo es que los ordenadores conozcan su entorno, de manera que puedan
adaptarse e interactuar con los usuarios de la misma forma que se relacionan las
personas y dejen ser simples herramientas de las que sólo podemos obtener ayuda
con órdenes muy específicas de un operador. Por lo tanto, se elimina la clásica
interfaz pantalla/teclado y se evoluciona a un sistema con sensores (micrófonos
y cámaras) y actuadores (altavoces y la proyección de un busto parlante) que
permite esta interacción más natural.
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1.2. Motivación
El proceso de comprender un escenario complejo, donde continuamente in-
teractúan diferentes personas y objetos, a partir de imágenes (o señal acústica)
entraña un importante desarrollo de algoritmos de análisis de imagen y video (o
audio) desde múltiples sensores. Una de las claves para saber interpretar exac-
tamente lo que muestran las imágenes consiste en poder contestar una pregunta
básica: ¾dónde?. Este hecho conlleva la necesidad fundamental de poder relacionar
o mapear cualquier punto de la imagen con su correspondencia en el mundo 3D,
y esto se consigue con la calibración.
En la línea de investigaciones llevadas a cabo en el Departamento, se ha hecho
una inmersión en este sentido. Ya se dispone de un método de calibración con el
que una serie de cámaras fijas, de amplio campo de visión, quedan caracterizadas.
De manera que, mediante triangulación, se consigue localizar un objeto a partir
de sus capturas (véase [Garcia 04]).
Ahora se propone avanzar un paso más y sustituir las cámaras fijas por activas.
Se abre un abanico de posibilidades cuando se atribuye de grados de libertad al
hardware. Poder rotar la cámara o poder realizar un zoom conlleva una serie de
ventajas, sobre todo en el aspecto de la precisión o resolución, en todo tipo de
aplicaciones como pueden ser: reconocimiento de caras, identificación de signos
gestuales, reconstrucciones virtuales 3D de objetos, seguimiento de una persona,...
1.3. Objetivos
Los objetivos fijados en este proyecto son los siguientes:
 Calibración de una cámara activa. Desarrollar un método que permita rela-
cionar una escena 3D con cualquier imagen 2D captada por una cámara,
en cualquier posición de los rangos disponibles de pan, tilt y zoom, en un
escenario indoor.
 Validación. Utilizar dicho método para calibrar una cámara pan-tilt-zoom
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en un caso concreto, evaluando la calidad resultante.
 Desarrollo de una aplicación práctica de este sistema. Una vez que se dispone
de la calibración, se puede llevar a cabo todo tipo de algoritmos relacionados
con la visión activa. En el contexto del tracking, se propone realizar un
algoritmo que sitúe la cámara en la configuración correcta para encuadrar
un objeto conociendo sus coordenadas 3D.
Y para realizar los prototipos y analizar los algoritmos se escoge el entorno de
Matlab.
1.4. Overview
Este documento se estructura de la siguiente manera:
 En el capítulo 2 se describe el modelo de una cámara que se usará en el
resto del documento. Se analiza cada uno de los parámetros que constituyen
este modelo.
 En el capítulo 3 se presenta el método de calibración propuesto en este
proyecto, describiendo previamente el método en el que se basa, y analizan-
do las modificaciones teóricas que conlleva la inclusión de las variables pan,
tilt y zoom.
 El capítulo 4 está dedicado a la presentación y desarrollo teórico de una
aplicación práctica, posible gracias a la calibración de la cámara activa.
 El capítulo 5 se desglosa en dos partes bien diferenciadas: en una primera
parte se hace referencia al control de la cámara, desde una breve descripción
del interfaz hasta la aplicación desarrollada y necesaria para este proyecto; y
en la segunda parte, se analizan diferentes aspectos concretos de la cámara
que particularizan la calibración.
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 En el capítulo 6 se exponen todas las pruebas realizadas, de forma progre-
siva, que principalmente han permitido perfilar y proponer el método de
calibración en cuestión.
 Y por último, en el capítulo 7, se incluyen las conclusiones.
Capítulo 2
Modelado proyectivo de una cámara
Antes de proceder con el mecanismo de calibración en cuestión, se deben
definir los parámetros que caracterizan cada uno de los aspectos que intervienen
en el proceso de proyección de una escena 3D a la imagen 2D capturada; es decir,
desarrollar un modelo teórico de una cámara arbitraria.
Para una mayor comprensión de la naturaleza de cada uno de los parámetros,
y respetando, en cierto modo, la evolución que se llevó a cabo en la literatura y
permitió alcanzar un modelo más fiel a la realidad, se estructuran los tres primeros
apartados de este capítulo de la siguiente manera:
En el apartado 2.1 se describe el modelo pinhole, el modelo más simple que se
puede considerar. A continuación, en los apartados 2.2 y 2.3, se extiende el mode-
lo con otros parámetros ya que una cámara no es un sistema ideal de proyección,
haciendo una distinción por su origen. En textos sobre la visión activa se encuen-
tran muchas menciones a este tipo de descripción, pero principalmente se han
usado como referencias para este documento [Melen 94] y [Heikkilä 97,tesis].
En el último apartado, una vez que ya se ha analizado cada uno de los factores,
se reúnen todos en un mismo modelo estructurado.
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2.1. Modelo pinhole
El modelo pinhole de una cámara representa una cámara ideal, libre de distor-
sión y otros factores que se puedan considerar. Básicamente modela una trans-
formación de cuerpo rígido seguida de una transformación de perspectiva. Si
pi = (xi, yi, zi)
t son las coordenadas de un punto 3-D en el sistema de referencia
mundo (u objeto), sus coordenadas p′i = (x
′
i, y
′
i, z
′
i)
t en el sistema de referencia
cámara se pueden obtener con
p′i = M(pi − t) (2.1)
donde M es una matriz de rotación 3 × 3 y t = (x0, y0, z0)t son las coordenadas
mundo del centro óptico (o también llamado centro de proyección o punto focal).
Las coordenadas imagen 2-D, q′i = (u
′
i, v
′
i)
t, de este punto se obtienen con
q′i =
 u′i
v′i
 = f
 x′iz′i
y′i
z′i
 (2.2)
donde f > 0 es la distancia focal. Los parámetros de la transformación de cuerpo
rígido, o también nombrados parámetros extrínsecos, forman la orientación de la
cámara en el sistema de referencia mundo; mientras que la distancia focal f es el
parámetro que define la proyección sobre el plano imagen. Ésta caracteriza una
cámara particular, independientemente de su posición u orientación; es decir, es
un parámetro intrínseco.
Como se puede observar en la figura 2.1, el eje-z del sistema de la cámara es
perpendicular al plano imagen, mientras que el eje-x y el eje-y son paralelos a los
ejes de la imagen horizontal y vertical, respectivamente.
Usando coordenadas homogéneas, cuya ventaja es que la proyección en pers-
pectiva se convierte en una transformación lineal al posponer la división presente
en la ecuación (2.2), el modelo de la cámara pinhole puede ser resumido de la
siguiente manera:
q′i = FMTpi (2.3)
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Figura 2.1: Modelo pinhole de una cámara
o de forma extendida

wiu
′
i
wiv
′
i
wi
 =

f 0 0
0 f 0
0 0 1


m11 m12 m13
m21 m22 m23
m31 m32 m33


1 0 0 −x0
0 1 0 −y0
0 0 1 −z0


xi
yi
zi
1

donde T representa la parte translacional de la transformación de cuerpo rígido,
M es la parte rotacional, y F representa la transformación de perspectiva de la
ecuación (2.2).
En coordenadas homogéneas, un punto en 2-D se representa por un vector de
tres elementos (a, b, w)t y un punto en 3-D por un vector de cuatro elementos
(a, b, c, w)t. Las coordenadas 2-D y 3-D se obtienen al normalizar a uno el último
elemento, dividiendo por w.
El modelo pinhole no es un modelo geométrico realista para cámaras reales,
debido a la distorsión introducida por las lentes de la óptica y/u otros efectos.
Pero las imágenes capturadas con una cámara real pueden ser corregidas, de
manera que el modelo pinhole puede ser usado en éstas. Las correcciones pueden
8 2.2. Modelo DLT (Direct Linear Transformation)
ser computadas a partir de un modelo que incluya estos efectos.
2.2. Modelo DLT (Direct Linear Transforma-
tion)
Un modelo de cámara popular, desarrollado de forma natural a partir del mo-
delo pinhole cuando consideramos coordenadas homogéneas, es el modelo lineal o
DLT (Direct Linear Transformation). Se trata de una matriz de transformación
proyectiva 3× 4 que relaciona un punto pi = (xi, yi, zi, 1)t en coordenadas objeto
con su correspondiente punto qi = (wiui, wivi, wi)
t en coordenadas imagen:
qi = Api (2.4)
Normalmente se adopta como origen de coordenadas imagen la esquina supe-
rior izquierda del plano imagen. En el modelo lineal se asume esta translación, de
forma que quedará contemplado un posible desplazamiento del punto principal
(usando el modelo pinhole se supondría que es el centro de imagen). Además se
incluye una posible distorsión lineal en el plano imagen. La transformación de las
coordenadas imagen observadas qi a las coordenadas imagen corregidas q′′i puede
ser representada de diferentes modos, en este documento se usará el siguiente: u′′i
v′′i
 =
 1 + b1 b2
b2 1− b1
 ui
vi
−
 u0
v0
 (2.5)
donde v = (u0, v0)
t es el punto principal, y b1, b2 son los coeficientes de compen-
sación de la distorsión lineal causada por la diferencia de escala y la carencia de
ortogonalidad entre los ejes del plano imagen.
En coordenadas homogéneas, esta relación se representa por
q′′i = BVqi (2.6)
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o de forma extendida

u′′i
v′′i
1
 =

1 + b1 b2 0
b2 1− b1 0
0 0 1


1 0 −u0
0 1 −v0
0 0 1


ui
vi
1

Siempre y cuando B y V sean invertibles, se podrá escribir
qi = V
−1B−1q′′i (2.7)
y esto será posible bajo la restricción b21 + b
2
2 < 1
1(es obvio que la matriz V
siempre es invertible).
Asumiendo
q′′i = q
′
i (2.8)
e insertando (2.3) en (2.7), se puede observar que esta ecuación resultante es
equivalente al modelo lineal en (2.4) cuando
A = λV−1B−1FMT (2.9)
donde el factor de escala λ es un escalar arbritario, tal que λ 6= 0, que únicamente
afectará a wi, el cual será dividido para encontrar ui y vi.
2.3. Distorsión
En el apartado 2.2, se hace referencia a unos coeficientes, a tener en cuenta
en el modelo DLT, que modelan el efecto que provocan algunas imperfecciones de
una cámara real, conociendo dicho efecto como distorsión lineal. Pero se sabe que
existen otras causas, resumidas en el siguiente esquema siguiendo [Bakstein 99]:
1Esta restricción es razonable, ya que el caso contrario implica que |b1| > 1 y/o |b2| > 1,
lo que conlleva a un cambio de sentido de uno de los ejes de imagen y/o un intercambio entre
ellos, respectivamente.
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Figura 2.2: Tipos de distorsión
El resto de parámetros que constituyen el modelo también se pueden consi-
derar como una distorsión lineal más; por ejemplo, en el caso de la proyección
de perspectiva, no se mantienen los ángulos y distancias. Pero, de la misma ma-
nera que en la mayor parte de la literatura ([Tsai 87], [Melen 94], [Heikkilä 97],
[Garcia 04],...), en este documento no se apreciará esta condición, excepto en los
factores ya expuestos anteriormente.
El análisis de la distorsión radiométrica no tiene cabida en este estudio, ya
que caracteriza diferentes degradaciones de luminosidad durante la adquisición
de imagen; y en cambio, el modelado de la cámara llevado a cabo tiene carácter
geométrico. Por lo tanto, los elementos a analizar en este apartado son sólo las
distorsiones no lineales.
Las lentes de las cámaras producen muchos tipos de distorsión. Los más signi-
ficativos son normalmente la distorsión radial, debida a los defectos de fabricación
de cada lente; y la distorsión de descentrado, debida a la alineación defectuosa en
el grupo de lentes.
La distorsión radial desplaza un punto imagen a lo largo de la línea que une el
punto principal con dicho punto. Esta distorsión depende de la distancia al punto
principal y, por lo tanto, presenta simetría circular. Si los puntos son alejados del
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punto principal, se produce la llamada distorsión pincushion. En caso contrario,
se produce distorsión barrel (véase la figura 2.3).
(a) (b)
Figura 2.3: Tipos de distorsión radial. (a) barrel y (b) pincushion
Línea continua: distorsionado, línea discontinua: no distorsionado.
En cambio, la distorsión de descentrado tiene una componente radial y una
tangencial, lo cual provoca un efecto asimétrico:
d
r
d
t
ideal
distorsionado
u
v
Figura 2.4: Distorsión de descentrado
En el modelo DLT, tener en cuenta la distorsión no lineal significa que no se
cumple (2.8), de manera que se tiene
qi = v + q
′
i + δl(q
′
i) + δnl(q
′
i) (2.10)
donde δl(q′i) y δnl(q
′
i) son los factores de compensación de las distorsiones lineal
y no lineal respectivamente. δl(q′i) se encuentra directamete a partir de B
−1, y
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δnl(q
′
i) total se desglosa en dos componentes. Por un lado, la expresión de la
componente radial es δu′(r)i
δv
′(r)
i
 =
 u′i (k1r2i + k2r4i + ...)
v′i (k1r
2
i + k2r
4
i + ...)
 (2.11)
donde k1, k2, ... son los coeficientes de la distorsión radial (normalmente dos coe-
ficientes son suficientes para compensar el error), y ri =
√
u′2i + v
′2
i ; y por otro,
la componente tangencial es δu′(t)i
δv
′(t)
i
 =
 2p1u′iv′i + p2 (r2i + 2u′2i )
p1 (r
2
i + 2v
′2
i ) + 2p2u
′
iv
′
i
 (2.12)
donde p1 y p2 son los coeficientes de la distorsión tangencial.
2.4. Modelo proyectivo completo
En los anteriores apartados se han analizado todos los aspectos que se tienen
en cuenta a la hora de modelar con precisión una cámara. Puede resultar útil
esquematizar todo el proceso, de manera que la notación usada en los siguientes
capítulos resulte clara y concisa.
En la figura 2.5 se muestra el esquema completo, y las correspondientes ecua-
ciones son las siguientes:
Paso 1: p′i = M(pi − t)
Paso 2: q′i = f
 x′iz′i
y′i
z′i

Paso 3: q′′i = q
′
i + δl(q
′
i) + δnl(q
′
i)
Paso 4: qi = v +
 Duu′′i
Dvv
′′
i

En este modelo, en el que se incluye la distorsión no lineal, no es significativa
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Figura 2.5: Etapas del modelo proyectivo completo
la notación matricial. La utilidad de este tipo de notación, propio del modelo
DLT, se apreciará en el subapartado 3.2.1, dentro del proceso de calibración.
Por otra parte, notar que se han añadido como parámetros que caracterizan
la última etapa, dos no mencionados anteriormente: Du, Dv. Se trata de los fac-
tores de conversión de las unidades métricas a píxels. Son dos parámetros que se
pueden conocer directamente de las especificaciones de la cámara; y debido a esta
particularización, serán detallados dentro del capítulo 5.
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Capítulo 3
Proceso de calibración
Este capítulo dedicado exclusivamente al proceso de calibración, se estructura
en tres apartados. El objetivo del primero es introducir al lector en el mundo de la
visión activa, concretamente en el contexto de la calibración de una cámara, con
una visión general de las opciones que se pueden encontrar en la literatura. A con-
tinuación, en el apartado 3.2, se detalla el algoritmo de calibración de una cámara
fija en el que se basa el proceso completo. Y finalmente, en el último apartado se
describe el proceso propuesto, con las consideraciones teóricas tomadas.
3.1. Introducción: estado del arte
La calibración de una cámara en el contexto de 3D machine vision es, tal como
está definido en [Tsai 87], el proceso de determinar las características geométricas
y ópticas internas de la cámara (parámetros intrínsecos) y/o la orientación y
posición 3D de la cámara relativas a un cierto sistema de coordenadas del mundo
(parámetros extrínsecos). Y este proceso puede tener los siguientes propósitos:
 Deducción de información 3D a partir de coordenadas imagen 2D com-
putadas (mapeo inverso/reconstrucción): como puede ser la localización de
un objeto o la posición y orientación de una cámara moviéndose (por ejem-
plo, en un coche o un robot).
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 Deducción de coordenadas imagen 2D a partir de información 3D (mapeo
directo/proyección): una hipótesis del estado del mundo puede ser verificada
observando si las coordenadas imagen confirman la misma.
Los métodos de calibración clásicos fueron propuestos en el campo de la fo-
togrametría, donde un patrón de calibración con una geometría conocida es nece-
sario para calibrar completamente una cámara. Aunque el uso de un patrón im-
pone más restricciones en el proceso de adquisición, la calibración resultante es
muy precisa. Todos estos posibles procesos tienen como entrada principal un con-
junto de puntos 3D y sus correspondientes proyecciones 2D, y están basados en
la optimización de un criterio de coste, clasificándose en dos grupos: lineales y no
lineales.
Los métodos lineales son los primeros en aparecer, y el más extendido es DLT.
Ha sido propuesto por diferentes autores desde que en [Abdel-Aziz 71] se mostró
cómo extraer algunos de los parámetros a partir de la matriz DLT. Sucesiva-
mente se ha usado asumiendo algunos de los parámetros conocidos, como puede
ser suponer que los coeficientes de diferencia de escala y de pérdida de ortogo-
nalidad sean cero, pero también se han desarrollado independientemente métodos
de descomposición completa sin ninguna aproximación, como puede ser [Shih 87],
[Faugeras 87]1,... o el más reciente [Melen 94].
Con este tipo de procedimientos se encuentra la matriz de proyección de una
forma directa, pero los resultados no son muy precisos debido al hecho de que
el criterio de optimización no tenga un significado geométrico. Para solucionar
este inconveniente, los métodos no lineales permiten usar modelos de cámara más
complejos, como los que incluyen la distorsión de lente, y funciones de coste más
complicadas.
La ventaja de los métodos no lineales respecto los lineales es que no tienen
restricciones a la hora de considerar la complejidad del modelo o la función de
coste. La desventaja es que son métodos iterativos, el tiempo de computación es
más alto, y necesitan una solución inicial que sea aproximada a la solución real
para evitar un mínimo local. Esta es la razón por la cual los métodos lineales
1Referencias extraídas de [Melen 94]
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siguen siendo útiles, como inicialización de los no lineales.
La primera aplicación de un método de dos etapas (1:lineal, 2:no lineal) en
visión activa es [Tsai 87]. Señala todos los problemas previos en los métodos
lineales: separación de los parámetros intrínsecos y extrínsecos, parametrización
de la matriz de rotación, minimización de la distancia 2D real, inclusión de los
términos de distorsión radial y tangencial debidas a las lentes. Éste fue el pionero
de una serie de soluciones propuestas a lo largo de los años en la literatura:
[Weng 92],[Heikkilä 97],...
Otro tipo de propuestas realizadas más recientemente son las llamadas auto-
calibraciones. El proceso de encontrar los parámetros internos de la cámara se
realiza directamente de las imágenes no calibradas. Comparado con los métodos
convencionales, donde se necesita más conocimiento de la escena, utiliza sólo la
rigidez de la escena y restricciones en los parámetros. Principalmente se utiliza
la geometría epipolar2, como puede ser:
 Computación de homografías [Zhang 00]
 Ecuaciones de Kruppa. El objeto conocido en la escena de los métodos
convencionales es reemplazado por un objeto abstracto: la cónica absoluta.
Es una cónica particular en el plano de infinidad, la cual es invariante a
transformaciones de espacio 3D: es independiente de la posición y la orien-
tación de la cámara. Las ecuaciones de Kruppa relacionan la transforma-
ción epipolar o la matriz fundamental con la imagen de la cónica absoluta
[Maybank 92].
 Vanishing points. Un conjunto de líneas paralelas en una escena se proyectan
en un conjunto de líneas en la imagen, las cuales convergen en un único
punto, conocido como vanishing point. Cada uno de estos puntos es asociado
con una única orientación en el espacio 3D [Liebowitz 99].
 A partir de la simetría en el escenario [Hong 04].
2Una introducción completa en este tema se encuentra en [Ma 04]
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Pero el objetivo de este proyecto es más completo: plantear el caso en que la cá-
mara objetivo a calibrar tenga grados de libertad; exactamente que tenga zoom y
sea capaz de rotar respecto dos ejes. La complejidad reside en que la modificación
de estas variables implicará automáticamente una variación de los parámetros ob-
jetivo de la calibración.
Se encuentran pocas publicaciones que hagan referencia a la inclusión de la
rotación de la cámara en la calibración, a pesar de que afecta a los parámetros
extrínsecos, los cuales relacionan el sistema de referencia de la cámara con el del
mundo. En la mayoría de los casos se asume que los ángulos de rotación relativa
son conocidos, al existir una interfaz de control de la cámara con el que se activan
los servomotores, y se pueden corregir directamente los parámetros extrínsecos.
Pero hay que tener presente que esto es posible únicamente si los ejes de rotación
son ortogonales y alineados con los ejes de coordenadas de la cámara y si el
centro de rotación es el centro óptico. Un ejemplo que demuestra que no siempre
se cumplen estas condiciones es [Davis 03].
En cambio, en lo que se refiere al zoom, ha habido importantes incursiones
en la calibración, concretamente de dos tipos. Por un lado, existen las autocali-
braciones, en las que se relacionan las homografías entre imágenes computadas
en una secuencia en que se combinan la rotación y la variación del zoom median-
te la restricción de homografía infinita, como se puede ver en [De Agapito 01],
[Sinha 04] o [Seo 00]. Y por otro, se agrupan otro tipo de métodos que tratan de
caracterizar la dependencia de los parámetros de calibración con la posición de
zoom, e incluso del focus, a partir de calibraciones fijando el zoom en diferentes
posiciones, como si de una cámara estática se tratara. Con las estimaciones de
los parámetros en las configuraciones usadas de la cámara, se puede determinar
la dependencia mediante regresión polinómica (véase [Willson 94] o [Atienza 01])
o interpolación (véase [Chen 01]).
En este proyecto se opta por usar un método del tipo descrito en último lugar.
El objetivo de esta propuesta es plantear una técnica que no esté condicionada al
tipo de cámara usada. Por consiguiente no se puede partir de la suposición de que
se realiza una rotación pura (el centro de rotación coincide con el centro óptico) al
mover la cámara, condición imprescindible de las autocalibraciones. Sobre todo si
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se aplica en un escenario indoor, ya que en outdoor sería posible la aproximación.
En las referencias expuestas se usan diversas técnicas para cada una de las cali-
braciones estáticas necesarias. Se escoge un método por etapas, concretamente el
propuesto en [Heikkilä 97]. A pesar de la necesidad de exactitud en las medidas
en este tipo de técnicas, la otra posibilidad seria usar una calibración que conlle-
varía un proceso total muy extenso al necesitar diferentes capturas para llevarlo
a cabo (según [Garcia 04], se necesitan entre 10 y 20 imágenes en la calibración
de una cámara fija).
Y en relación con la rotación, al no disponer de referencias, se propondrá un
método en el apartado 3.3.
3.2. Calibración de una cámara estática
El método propuesto en [Heikkilä 97] para la calibración de una cámara fija
se descompone en cuatro partes.
La primera etapa básicamente es la estimación lineal de los parámetros para
usarla como semilla en la segunda fase, la de optimización. En el método publicado
por el autor se parte del conocimiento a priori de algunos de los parámetros de
manera que el proceso lineal se simplifica sustancialmente. Pero para conseguir un
uso totalmente general, en que no se conoce ninguna característica de la cámara, se
ha sustituido esta primera parte del método de Heikkila por el método DLT inicial
en que se basa (véase [Melen 94]), mostrado a continuación. En el subapartado
siguiente, se describe el algoritmo de optimización para la segunda parte. Notar
que en la primera fase, al usar el modelo DLT, se parte de la suposición de que la
distorsión no lineal es nula. Es decir, la segunda etapa partirá de una solución en
que no hay distorsión no lineal, pero durante la optimización se estimarán estos
parámetros dentro del modelo completo (véase el apartado 2.4).
La tercera etapa trata de corregir el error que se produce en la calibración
a causa de tener como datos de entrada la detección de una serie de centros de
círculos, en la cual, por una cuestión de perspectiva, se estiman los centros de las
elipses en vez de las proyecciones de los centros de los círculos; y en el cuarto,
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se resuelve la complejidad de la retroproyección estimando los parámetros del
modelo inverso propuesto. Pero este apartado se centrará en los dos primeros, ya
que los otros dos se consideran innecesarios.
3.2.1. Estimación lineal de los parámetros: el primer paso
El método DLT se inicia encontrando la matriz A a partir de N puntos de
control. Para este fin, recuérdese su propia definición en notación homogénea:

uiwi
viwi
wi
 =

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34


xi
yi
zi
1

Se pueden encontrar los elementos a11, . . . , a34 si se elimina wi, viendo esta relación
como un sistema de tres ecuaciones, y definiendo por lo tanto dos ecuaciones para
cada punto i. De manera que se obtiene:
La = 0
donde
L =

x1 y1 z1 1 0 0 0 0 −x1u1 −y1u1 −z1u1 −u1
0 0 0 0 x1 y1 z1 1 −x1v1 −y1v1 −z1v1 −v1
...
...
...
...
...
...
...
...
...
...
...
...
xi yi zi 1 0 0 0 0 −xiui −yiui −ziui −ui
0 0 0 0 xi yi zi 1 −xivi −yivi −zivi −vi
...
...
...
...
...
...
...
...
...
...
...
...
xN yN zN 1 0 0 0 0 −xNuN −yNuN −zNuN −uN
0 0 0 0 xN yN zN 1 −xNvN −yNvN −zNvN −vN

,
a = (a11, a12, a13, a14, a21, a22, a23, a24, a31, a32, a33, a34)
t y 0 es un vector 2N×1
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de 0's.
Sustituyendo los puntos imagen correctos (ui, vi) por los valores observados
(Ui, Vi), se resuelve en el sentido mínimo cuadrático (simplemente usando la pseu-
doinversa en Matlab).
En este punto, se podría considerar que se ha calibrado la cámara implícita-
mente. Es decir, de la misma manera que A relaciona las coordenadas mundo
con las coordenadas imagen de los N puntos, las relaciona para cualquier pun-
to. Y precisamente ese es el objetivo principal de una calibración. Pero por la
naturaleza de este proyecto, se necesita extraer los parámetros.
La matriz DLT A puede ser computada a partir de los once parámetros físicos
de la cámara, vistos en el capítulo anterior. Recuérdese
A = λV−1B−1FMT
En cambio, el problema inverso, extraer los once parámetros y el factor de escala
λ a partir de una matriz DLT, no es tan simple.
Denotando con A′ a la submatriz izquierda 3 × 3 de A, es trivial por la
estructura de T que A = A′T: multiplicar por T no modifica A′, sólo computa
la cuarta columna de A como una combinación lineal de las tres primeras. Los
coeficientes de esa combinación lineal forman el vector −t = (−x0,−y0,−z0)t,
entonces t puede ser encontrado solucionando el sistema lineal
A′ (−t) = −

| | |
a1 a2 a3
| | |
 t =

|
a4
|
 (3.1)
Postmultiplicando (2.9) con
P =

1 0 0
0 1 0
0 0 1
0 0 0

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se elimina la última columna de A y T, entonces se obtiene
A′ = λGM, (3.2)
donde
G = V−1B−1F =

(1−b1)f
1−b21−b22 −
b2f
1−b21−b22 u0
− b2f
1−b21−b22
(1+b1)f
1−b21−b22 v0
0 0 1
 =

g11 g12 g13
g21 g22 g23
0 0 1
 (3.3)
con las restricciones
g12 = g21
g11 > 0
g22 > 0,
las cuales derivan de las asunciones b21 + b
2
2 < 1 y f > 0. G tiene cinco grados
de libertad, correspondiendo a los cinco parámetros intrínsecos de la cámara. La
descomposición de A′ en λ, G y M se realiza en cinco pasos.
Paso 1: Computar la magnitud de λ. Observando la tercera fila de la
matriz G es obvio que la tercera fila de A′ es λ veces la tercera fila de M. Como
que M es ortogonal, sus vectores fila tienen longitud unitaria, por lo tanto:
|λ| =
√
a231 + a
2
32 + a
2
33 (3.4)
Si |λ| = 0 habría una deficiencia de rango de A′, entonces se puede asumir que
|λ| 6= 0. El signo de λ será determinado en el paso 5.
Paso 2: Computar la factorización RQ de 1|λ|A
′. Llámese A′′ = 1|λ|A
′.
G es aproximadamente una matriz triangular superior, por lo tanto se puede
empezar la descomposición con una factorización RQ, que factoriza cualquier
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matriz cuadrada en una matriz triangular superior R y una ortogonal Q. Así
A′′ = RQ =

r11 r12 r13
0 r22 r23
0 0 ±1


q11 q12 q13
q21 q22 q23
q31 q32 q33
 (3.5)
La factorización RQ puede ser computada directamente, mediante ortogo-
nalización Gram-Schmidt o transformaciones Householder sucesivas, tal como se
indica en [Melen 94]. O sencillamente se usa la función qr disponible en Matlab.
El siguiente objetivo es encontrar matrices ortogonales que transformen la matriz
superior triangular R en una matriz que cumpla las restricciones de G.
Paso 3: Cambiar los signos de los elementos de la diagonal de R si
es necesario. La factorización RQ no es única, pero las posibles soluciones sólo
difieren en los signos. Como que los elementos de la diagonal de G tienen que ser
positivos, se deben cambiar los signos de las columnas de R postmultiplicando
por la matriz
J =

j11 0 0
0 j22 0
0 0 j33
 jii ∈ {−1, 1} (3.6)
escogiendo los jii pertinentes.
Paso 4: Encontrar una matriz ortogonal S tal queG = RJS. Definiendo
R′ = RJ, se desea encontrar una matriz ortogonal S tal que
r′11 r
′
12 r
′
13
0 r′22 r
′
23
0 0 1


s11 s12 s13
s21 s22 s23
s31 s32 s33
 =

g11 g12 g13
g21 g22 g23
0 0 1
 (3.7)
Por inspección, se puede verificar que s31 = 0 y s32 = 0. Por lo tanto, para ser
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ortogonal, S debe ser una matriz de rotación elemental de la forma
S =

cos θ sin θ 0
− sin θ cos θ 0
0 0 1
 (3.8)
La restricción g12 = g21 simplifica la determinación del ángulo de rotación:
r′11 sin θ + r
′
12 cos θ = −r′22 sin θ
tan θ = − r
′
12
r′11 + r
′
22
(3.9)
Paso 5: Determinar el signo de λ. Teniendo en cuenta los anteriores pasos,
se tiene la siguiente relación:
A′ = |λ|RJSS−1J−1Q (3.10)
Ya que RJS es una matriz que satisface las restricciones de G y S−1J−1Q es una
matriz ortogonal, se trata de una descomposición del tipo A′ = |λ|GM′. Es muy
aproximada a la descomposición deseada A′ = λGM, pero el problema reside en
queM′ puede ser inapropiada; es decir, el determinante deM′ puede ser tanto -1
como +1. Esto se soluciona fácimente asignando λ = detM′|λ| yM = detM′M′.
De esta manera se completa la descomposición A = λGMT. Notar que todas
las ambigüedades de signo de la factorización RQ se solucionan en los pasos 3 y
5. En este punto, u0 y v0 se pueden extraer directamente de G, mientras que los
otros parámetros intrínsecos se pueden calcular de la siguiente forma3
b1 = −g11 − g22
g11 + g22
b2 = −2 g12
g11 + g22
(3.11)
f = 2
g11g22 − g212
g11 + g22
3El denominador no puede ser 0 ya que g11 > 0 y g22 > 0
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3.2.2. Estimación no lineal: Levenberg-Marquardt
Debido a la naturaleza no lineal de (2.10), la estimación simultánea de los
parámetros implica usar un algoritmo iterativo para minimizar el residuo entre
el modelo y las N observaciones (Ui, Vi). Normalmente, este proceso se realiza
minimizando la suma de los residuos cuadráticos. Entonces la función de coste se
expresa como
F =
N∑
i=1
(Ui − ui)2 +
N∑
i=1
(Vi − vi)2 (3.12)
Minimizar la función de coste F de (3.12) es computacionalmente costoso, porque
se tiene que aplicar un algoritmo iterativo. Hay varias técnicas para conseguir
la minimización. Una de las técnicas de regresión no lineal más rápidas, según
[Heikkilä 97,tesis], es el método de optimización de Levenberg-Marquardt. El
número de iteraciones depende en gran medida de lo cercanos que sean los va-
lores iniciales a los óptimos. Una estimación inicial precaria puede provocar que
el proceso de optimización diverja. Es por lo tanto muy importante seleccionar
cuidadosamente los parámetros iniciales, ya sea conociendo algún aspecto de la
configuración escénica, o aplicando primero un método directo, como el DLT, a
las observaciones. En el anexo B se describe brevemente su funcionamiento.
3.3. Configuraciones pan-tilt-zoom: calibración com-
pleta
El hecho de que una cámara disponga de movilidad conlleva una variabilidad
en la calibración que se debe analizar minuciosamente.
Los efectos que producen las variables pan/tilt y el zoom son totalmente
independientes, por su naturaleza. En el caso del zoom, existe una dependencia
directa de los parámetros de calibración que será detallada a continuación, en el
apartado 3.3.1.
En el caso de pan/tilt, los efectos son tales que se necesita ampliar el modelo
de proyección, descrito anteriormente en el capítulo 2, de manera que se refleje
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matemáticamente la dependencia existente con estas variables. Concretamente,
con el objetivo de poder calcular los parámetros extrínsecos en cualquier posición,
se necesita desarrollar un modelo de rotación, pormenorizado en el apartado 3.3.2.
Además de las correspondientes variaciones en la calibración resultante, es in-
dudable que la mejor solución es plasmar estos efectos en el método de calibración
en sí. En el apartado 3.3.3 se detalla el método propuesto en este proyecto.
3.3.1. Implicaciones del uso de zoom
Teóricamente, un cambio de la posición del zoom es equivalente a un despla-
zamiento virtual de la cámara a lo largo de una trayectoria particular. De hecho,
considerando el modelo pinhole, el centro óptico sufre una translación sobre el eje
óptico. Y la distancia entre el objeto y el centro óptico se modifica; de manera
que la imagen resultante es más cerrada al incrementar la distancia focal, como
se puede observar en la figura 3.1 (notar que en el modelo pinhole de esta figura,
el orden que se observa es objeto - centro óptico - plano imagen, mientras que
recuérdese que en la figura 2.1 es objeto - plano imagen - centro óptico; esto se
debe a que desde el punto de vista matemático, el modelo es el mismo excep-
tuando un cambio de signo en la distancia focal: el centro óptico estaria en el
semieje negativo z del sistema de coordenadas de la cámara. Por comodidad se
adopta el matemático de la figura 2.1, corrigiendo implícitamente la orientación
de la imagen).
Figura 3.1: Modelo pinhole para dos distancias focales diferentes
Entonces la variación del zoom se verá reflejada en el parámetro f y la posición
del centro óptico t (recuérdese que esta última está expresada en el sistema de
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referencia mundo). Por el tipo de dependencia que se ha observado previamente,
es conveniente expresar esta posición en unos ejes con la misma orientación que
el sistema de referencia de la cámara. Pero nótese que no son las coordenadas en
este sistema, ya que éstas serían el origen; se puede decir que son las coordenadas
en el sistema que se consideraría en una supuesta etapa intermedia, después de la
rotación y antes de producirse la traslación. Esta puntualización queda contem-
plada en el paso 1 del modelo proyectivo completo, descrito en el apartado 2.4,
de la siguiente manera:
p′i = M(pi − t) ⇒ p′i = Mpi − tc
donde tc = (x0,c, y0,c, z0,c)
t es la posición del centro óptico expresado en las coor-
denadas deseadas. Precisamente de manera que un cambio de la posición del zoom
significará únicamente una variación de z0,c.
Pero, en cambio, en resultados publicados en [Willson 94], [Atienza 01] y
[Chen 01] se observa que el resto de parámetros intrínsecos son susceptibles a
depender también del zoom. Esto se debe al hecho de tener un grupo de lentes,
en vez de la supuesta lente delgada del modelo pinhole ideal, y el movimiento
relativo que se produce al realizar un cambio de zoom. Únicamente se podría
asumir que los parámetros b1 y b2 no dependen del zoom por definición, ya que
no tienen ninguna relación con el sistema óptico, pero en algunas de las referen-
cias anteriores los parámetros equivalentes no se asumen constantes, así que en
principio aquí se procederá de la misma manera.
Efectos del focus
Por su naturaleza también es probable que la posición del focus provoque
alguna variación en los parámetros intrínsecos y z0,c. Pero en alguna publicaciones,
como por ejemplo [Sinha 04], ni siquiera se nombra. En este caso, se supone que se
debe a que es una propuesta para un escenario outdoor, y en tal caso la posición del
focus se mantendrá constante: se enfoca al infinito. Por otro lado, en propuestas
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en que se ha tenido en cuenta, se refleja su estrecha relación con el zoom. Pero
observando los resultados en los casos recogidos en [Atienza 01] y [Chen 01], la
dependencia con el focus es mínima.
Este proyecto, concretamente, se desarrolla en un escenario indoor, en el que
las distancias son reducidas. Se estima que la profundidad de campo se puede
situar entre [1, 7] m, de manera que el rango de focus que se deba utilizar es
reducido (la variación más importante del focus corresponde a una distancia < 1
m). Por este motivo y los resultados publicados anteriormente citados, se asume
que los parámetros de calibración no dependen del focus.
3.3.2. Rotación pan-tilt
Como se ha visto en el apartado 2.1, los parámetros extrínsecos que caracteri-
zan una cámara son los que forman la transformación de cuerpo rígido, los cuales
fijan la posición de la misma respecto el sistema de coordenadas de referencia
mundo. Se desglosa en una traslación T seguido de una rotación M, tal como se
puede observar en la figura 3.2.
Figura 3.2: Transformación de cuerpo rígido
Cuando se dispone de movilidad en la posición de la cámara, es trivial pen-
sar que cualquier modificación en este sentido significará una variación en los
extrínsecos. Pero es significativo detenerse en analizar cómo se producirá.
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Fijada una posición de zoom, supóngase que el centro de rotación coincide
con el centro óptico. Si se define una posición inicial M0 y T0, después de rotar,
la nueva posición será tal que4
p′i = RM0T0pi
donde R es la matriz de rotación relativa. Ahora supóngase que se parte de otra
posición de zoom. Al realizar la misma rotación, la única diferencia a tener en
cuenta será el valor inicial z0,c, de manera que se tiene
p′i = RM0T
′
0pi
Pero, como se puede observar en la figura 3.3, donde se han representado los
resultados de una rotación arbitraria de dos sistemas de referencia relacionados
entre sí con una translación en el eje z, en la nueva posición no se obtiene el com-
portamiento esperado de una cámara: la relación entre los dos sistemas debería
seguir siendo la producida por la variación del zoom. Para que esto ocurra, el
centro de rotación debería ser el mismo, para cualquier posición de zoom; y por
lo tanto, no se puede considerar que el centro de rotación coincide con el centro
óptico.
Figura 3.3: Rotación, coincidiendo el centro de rotación con el centro óptico
Siguiendo esta condición, es necesario extender el proceso de rotación de tal
manera que ya no será totalmente determinado por una matriz R. Como se puede
4Recuérdese que pi y p′i indican las coordenadas de un punto arbitrario 3D en el sistema de
referencia mundo y en el de la cámara, respectivamente
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ver en [Bourke home page], la rotación en sí será precedida y seguida por una
traslación; es decir,
p′i = Tr
−1RTrM0T0pi
donde Tr es la matriz traslación desde el centro óptico al centro de rotación (y por
lo tanto, Tr
−1 es la matriz traslación desde el centro de rotación al nuevo centro
óptico). Con esta nueva formulación, y considerando una traslación arbitraria,
la rotación citada anteriormente resulta lo deseado, tal como se muestra en la
representación de la figura 3.4
Figura 3.4: Rotación, con el centro de rotación invariable
Cuando se dispone de dos tipos de rotación, concretamente pan y tilt, se
puede extender el modelo de tal manera que la rotación total es una sucesión de
subrotaciones con la siguiente expresión5
p′i = Tr,tilt
−1RtiltTr,tiltTr,pan−1RpanTr,panM0T0pi, (3.13)
pero siempre teniendo en cuenta que el modelo puede sufrir alguna leve variación
del orden de las matrices dependiendo de la montura de la cámara (veáse el caso
particular en el apartado 5.5).
Por último, hacer una observación sobre las matrices R. Como se puede
ver en el apartado anexo A.1, este tipo de matrices se construyen a partir de
unas matrices elementales; es decir, una rotación arbitraria se puede ver co-
mo una sucesión de subrotaciones sobre los ejes de coordenadas. Tal como se
ha asumido en este documento, y en la mayoría de referencias en la literatura,
R = Rz(κr)Ry(ϕr)Rx(ωr). Una vez determinadas unas Rpan y Rtilt para unos
5Suponiendo que la rotación pan es previa a tilt
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ángulos pan (α) y tilt (β) concretos, se puede extrapolar de la siguiente manera:
(α, β)→ Rpan(ωp, ϕp, κp),Rtilt(ωt, ϕt, κt) ⇒ (mα, nβ)→ Rpanm,Rtiltn
siendo m,n ∈ Z; notar que para el caso m,n < 0, R−1 = Rt = RxtRytRzt ya
que es ortogonal. Pero
{Rpanm,Rtiltn} 6= {(mωp,mϕp,mκp), (nωt, nϕt, nκt)}
por lo tanto resulta imposible determinar las nuevas matrices si m,n /∈ Z.
Para solventar esta dificultad únicamente es necesario considerar un hecho:
en el caso de las rotaciones elementales sí que se cumple
{Rpanm,Rtiltn} = {(mωp,mϕp,mκp), (nωt, nϕt, nκt)}
Así que simplemente se debe desglosar cada matriz de manera que resulta com-
puesta por una serie de matrices que suponen rotaciones hasta que el eje de pan
(o tilt) coincide con un eje de coordenadas, seguida de una rotación elemental
representando la rotación en cuestión, y por último las correspondientes matrices
que corrigen las primeras. En el anexo A.2 se presenta el proceso matemático
descrito de esta descomposición.
Parametrización del modelo de rotación
El modelo de rotación propuesto, desglosado en matrices en (3.13), se puede
formar a partir de una serie de parámetros, los cuales a partir de ahora serán
denotados por parámetros de rotación.
La posición de referencia del centro óptico {ω0, ϕ0, κ0, t0} es el conjunto de
parámetros extrínsecos del modelo proyectivo en la posición pan = 0 y tilt = 0, y
son a partir de los cuales se calcularán los parámetros extrínsecos para cualquier
posición. Por lo tanto son los que forman las matrices M0 y T0. A partir de este
punto, los efectos del zoom se reflejarán sobre estos parámetros, de manera que
considerando t0,c = (x0,c, y0,c, z0,c)
t = M0t0, variará esta coordenada z0,c.
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En lo que se refiere a la rotación relativa, la matriz Rpan es determinada por
el eje de rotación pan ~rp y el ángulo pan, Tr,pan por el centro de rotación tr,pan,
y de forma análoga con la rotación tilt.
Por lo tanto, será necesario encontrar en el proceso el conjunto de estos pará-
metros:
{ω0, ϕ0, κ0, t0,~rp, tr,pan,~rt, tr,tilt}
3.3.3. Estructura del proceso de calibración completo
Inicialmente, sobre todo para el zoom, se tenía en consideración la idea de
un proceso de calibración muy parecido a [Willson 94]: calibración por etapas en
diferentes posiciones de zoom independientemente y después realizar la regresión
polinómica. Pero a lo largo de la realización de este proyecto se han realizado
pruebas que han ayudado a definir modificaciones y consideraciones prácticas en
el caso del zoom, crear un método en el caso de rotación, y sobre todo, relacionar
los dos métodos de la forma que se ha considerado más adecuada. En los aparta-
dos 6.3 y 6.4 se detallan todas las pruebas realizadas con las correspondientes
puntualizaciones que han introducido algun cambio. Y a continuación se describe
el proceso de calibración completo que se ha obtenido, estructurado en dos partes.
Primera parte. Caracterización de la rotación
 Entradas:
Como datos se utilizan los conjuntos de puntos de control provenientes de
una captura en la que no son coplanares (patrón 3D), considerada la de
referencia; y de K secuencias (los puntos pueden ser coplanares), cada una
constituida por una serie de capturas realizadas con un barrido de un cierto
rango de pan o tilt. Y además, se especifican los siguientes datos: posición
pan-tilt de referencia, correspondiente a la captura de referencia; posición
pan-tilt inicial y step del barrido para cada una de las secuencias.
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Figura 3.5: Algoritmo de calibración de rotación
 Proceso:
En la primera fase, con el método DLT, se preestiman los parámetros in-
trínsecos y extrínsecos de la captura de referencia. Los parámetros extrín-
secos son los valores iniciales de los parámetros que definen la posición de
referencia, y los parámetros intrínsecos son los valores iniciales de los in-
trínsecos comunes para todos los puntos de control. Los valores iniciales del
resto de parámetros que definen el modelo de rotación se pueden encontrar
por observación del sistema que se tiene (en la tabla 6.7 se puede ver un
ejemplo).
En la segunda fase, en la de optimización, mediante Levenberg-Marquardt
se encuentran todos los parámetros, los intrínsecos y los de rotación, a par-
tir de todos los puntos de control de todas las secuencias, combinando el
modelo proyectivo completo con el modelo de rotación.
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 Salidas:
Notar que las matrices de rotación y traslación de referencia M0 y T0
estimadas son las correspondientes a la captura de referencia. Conociendo
la posición pan-tilt de ésta, es trivial encontrar las matrices de referencia
reales, que serían las correspondientes a pan = 0 y tilt = 0, aplicando el
modelo de rotación.
Figura 3.6: Diagrama de flujo en el proceso de calibración de rotación
Este sería el algoritmo para encontrar, principalmente, los parámetros de
rotación (en la figura 3.5 se puede ver un esquema). Pero puede ser necesario
introducirlo en un proceso iterativo a causa de posibles errores de monitorización
de la posición pan-tilt, relacionado con la resolución del paso de los motores
(véase el apartado 6.3.4). Al finalizar este proyecto, no se tiene constancia de si
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esta situación se puede generalizar para todas las cámaras activas, pero es im-
portante por los errores que introduce en el modelo estimado y, por lo tanto, hay
que tener en consideración la posibilidad de que suceda.
En el proceso iterativo simplemente se trata de aplicar el algoritmo de calibra-
ción aumentando sucesivamente el número de secuencias de captura. De manera
que proyectando los puntos imagen estimados con el modelo, correspondientes a
los puntos de control, será visible distinguir las capturas (o secuencias) que tienen
la posición pan-tilt incorrecta; cuando se ha comprobado que esta detección es
prácticamente imposible en el caso de utilizar todas a la vez. En la figura 3.6 se
detalla este proceso con un diagrama de flujo.
Y por último, recomendar que la posición de zoom fija zoom0 sea relativamente
alta, para que los errores de este tipo sean fácilmente reconocibles.
Segunda parte. Caracterización de la dependencia con el zoom
 Entradas:
Como datos se utilizan los conjuntos de puntos de control provenientes de
Ns secuencias de capturas, consituidas con el mismo barrido de zoom en
diferentes posiciones pan-tilt. Se recomienda que estas capturas se realicen
en posiciones muy parecidas a las utilizadas en la calibración de rotación,
de manera que se anula la posibilidad de error en la estimación de los
parámetros extrínsecos a partir del modelo de rotación. Entonces se asume
que estos puntos de control de cada captura seran coplanares.
 Proceso:
En la primera iteración se inicializa la optimización Levenberg-Marquardt
con los parámetros intrínsecos y z0,c encontrados en el proceso de calibración
de rotación o de secuencias de zoom anteriormente calibradas, si procede.
Con lo cual, conviene que las primeras capturas de las secuencias sean en
la misma posición de zoom que en dicho caso.
En la iteración j, en cambio, se utiliza como inicialización los parámetros
optimizados en la iteración anterior. Se asume que es una solución lo su-
ficientemente próxima a la óptima para que el proceso converja correcta-
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mente, ya que el método DLT no se puede aplicar en el caso de puntos
coplanares.
Figura 3.7: Algoritmo de calibración en función del zoom
Como se puede ver en el esquema del proceso de la figura 3.7, para la opti-
mización se agrupan los puntos de control de manera que en la iteración j
se utilizan conjuntamente las capturas j de todas las secuencias, calculan-
do internamente los parámetros extrínsecos para cada caso a partir de los
parámetros de rotación con la respectiva actualización de z0,c.
 Salidas:
Al final del proceso iterativo, se obtienen todos los parámetros intrínsecos
y z0,c para cada una de las posiciones zoom consideradas. Si es necesario, se
repite el proceso para unas nuevas secuencias en un rango de zoom adyacente
al anterior. Y se finaliza con la regresión polinómica para encontrar las
funciones que relacionan los parámetros con el zoom.
Capítulo 4
Aplicación práctica
En este capítulo se desarrolla una aplicación práctica para introducir la utili-
dad de la calibración de una cámara pan-tilt-zoom.
En el apartado 4.1 se describe la finalidad de la aplicación situándola en su
contexto. A continuación, en el apartado 4.2, se indican las condiciones teóricas
que los objetivos a alcanzar conllevan. Y por último, en el apartado 4.3, se propone
un proceso matemático para cumplir estas condiciones.
4.1. Objetivo
Si se tienen en cuenta las posibilidades que ofrece una cámara cuando dispone
de pan, tilt y zoom, la aplicación práctica que surge en un primer instante es
encuadrar de una forma específica un objeto.
Ya sea, por ejemplo, para proceder con un reconocimiento de un rostro o
simplemente realizar con coherencia una captura para una videoconferencia, una
cámara pan-tilt-zoom presenta mejores prestaciones que una cámara con un en-
cuadre fijo amplio. Para que así sea, el sistema audiovisual en la Smart Room
tiene que ser capaz de orientar la cámara y encuadrar el objeto en cuestión.
El proceso total, en la configuración actual de la sala (véase 6.1), tendría tres
partes básicas:
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 Localización del objeto. En un sistema con diversas cámaras fijas calibradas,
se puede estimar la posición 3D de un punto como la intersección de las
rectas que suponen las retroproyecciones a partir de los puntos en el plano
imagen. Como se puede observar en la figura 4.1, al menos es necesario
conocer dos retroproyecciones. Aunque en la práctica, como se comenta en
[Garcia 04], los rayos estimados no interseccionan y se debe optar por un
mecanismo más complejo.
Figura 4.1: Intersección de los rayos retroproyectados de dos cámaras
 Búsqueda de los parámetros pan, tilt y zoom óptimos. Se tienen que estimar
los parámetros de la cámara con los que se encuadra el objeto de la forma
deseada, conociendo a priori únicamente su posición y sus dimensiones.
 Se ordena a la cámara que se mueva a esta nueva posición.
Como que este proyecto se centra únicamente en la cámara activa y su calibración,
se desarrollará únicamente la segunda parte. Con el tercer paso, se validará el
proceso.
4.2. Aspectos teóricos
Por sus características geométricas, se supone que el objeto a encuadrar es
una esfera. Se define c = [cx, cy, cz]
t como su centro en las coordenadas mundo, y
D como su diámetro.
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Su proyección en la cámara será una circunferencia1 en un plano que pasa por
su centro, sea cual sea su posición relativa a dicha cámara. Entonces, desde el
punto de vista del plano imagen, el objeto a encuadrar es esta circunferencia.
El objetivo impuesto se traduce en dos condiciones. Por un lado, el punto c
se tiene que proyectar en el centro de la imagen. Por lo tanto, si Nx y Ny son
las dimensiones de la imagen y se define qc como la imagen de c, se tiene que
alcanzar la siguiente igualdad:
qc =
[
Nx
2
,
Ny
2
]t
(4.1)
Y por otro lado, las dimensiones de la circunferencia en la imagen tienen que
ser tales que exista un margenm, el cual será determinado por requisitos externos
a la aplicación. Como que el formato de las capturas es apaisado (normalmente
4:3 o 16:9), al asumir este margen como el mínimo, se debe imponer en el eje
vertical. Siendo q1 y q2 los puntos superior e inferior de la circunferencia, esta
condición se traduce de la siguiente manera:
dist (q1,q2) = Ny − 2m (4.2)
Para determinar las coordenadas 3D de estos dos puntos en función de las
variables que se conocen, nótese que la circunferencia que se proyecta será la
resultante de interseccionar la esfera con el plano que pasa por c y es paralelo al
plano imagen, tal como se muestra en la figura 4.2.
Por consiguiente, resulta más inmediato encontrar directamente dichos puntos
en el sistema de coordenadas de la cámara con las siguientes expresiones:
p1
′ = c′ −

0
D
2
0

1Realmente, a causa de la distorsión, se trata de una elipse; pero actualmente la calidad del
sistema óptico de este tipo de cámaras es tal que se puede aproximar por una circunferencia en
este tipo de procesos.
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Figura 4.2: Proyección de una esfera
p2
′ = c′ +

0
D
2
0

siendo c′ el centro de la esfera en el sistema de la cámara.
4.3. Algoritmo propuesto
Una vez conocidas las condiciones matemáticas a satisfacer, se plantea el pro-
ceso a seguir para conocer los parámetros pan, tilt y zoom que permiten que se
cumplan tales condiciones.
Principalmente la primera condición (4.1) depende de pan y tilt, aunque puede
variar levemente a causa de la dependencia del punto principal y la distorsión con
el zoom. En cambio, la segunda condición (4.2) depende totalmente del zoom,
aunque se tiene que tener en cuenta que el modelo obtenido en una calibración se
limita en la región del plano imagen correspondiente a la imagen que se captura
(0 ≤ ui ≤ Nx, 0 ≤ vi ≤ Ny); por lo tanto, se tienen que conocer pan y tilt a
priori. Con estas premisas, se propone el siguiente algoritmo:
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1. Con un zoom intermedio, zoom0, se buscan los valores pan y tilt, pan′opt y
tilt′opt respectivamente, que proyecten el centro de la esfera en el centro de
la imagen. A causa de la dependencia no lineal del modelo proyectivo de
la cámara con pan y tilt, se necesita un proceso de optimización iterativo.
Por haberlo usado previamente en la calibración, se opta por el método de
Levenberg-Marquardt, pero en este caso se minimiza la distancia entre q′obj
y q′c, que son las dos posibles expresiones de las coordenadas imagen no
distorsionadas ideales del centro de la esfera, desde las coordenadas imagen
y las coordenadas mundo respectivamente.
2. Con los valores de pan y tilt encontrados en el paso 1, se busca el zoom
con el cual las dimensiones de la circunferencia imagen son las deseadas.
También en este caso hay una dependencia no lineal, así que se adapta el
método de Levenberg-Marquardt para ajustar iterativamente el zoom de
manera que el error residual de la distancia de los puntos q1 y q2 y la
deseada sea mínimo.
3. Con el zoom resultante, se repite el paso 1 para ajustar lo máximo posible
los parámetros pan y tilt al caso requerido.
En la figura 4.3 se representa un esquema del proceso completo, cuya validación
experimental está incluida en el capítulo 6.
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Figura 4.3: Algoritmo propuesto para el encuadre de una esfera
Capítulo 5
Control y caracterización de la
cámara
Antes de llevar a cabo el proceso de calibración en sí, hay que tener en cuenta
una serie de aspectos que vienen determinados directamente por la cámara en
cuestión:
Figura 5.1: Esquema del control de la cámara
 La necesidad del control remoto del hardware conlleva su desarrollo a partir
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del software implementado en la cámara. Todo el entorno de control se
estructura tal como se puede observar en la figura 5.1, y cada una de las
partes se detalla en los tres primeros apartados de este capítulo.
 Las características del CCD determinan la conversión de las coordenadas
imagen de unidades métricas a píxels.
 Tal como se anunció en el apartado 3.3.2, se debe particularizar la aplicación
de la rotación pan/tilt.
5.1. Entorno de capturas. Smart Flow
En el escenario en que se enmarca este proyecto, se gestionan los datos au-
diovisuales usando como base el entorno Smart Flow. Se trata de un sistema de
código abierto desarrollado por NIST (National Institute of Standards and Tech-
nology), que define una arquitectura de software sobre Linux permitiendo ejecutar
diferentes aplicaciones en diferentes máquinas de una misma red, de modo que
pueden intercambiar grandes cantidades de datos. Precisamente, es el caso de los
equipos de adquisición y los equipos de análisis y procesado de los que se dispone.
Para conocer con más detalle el entorno de capturas, véase [Gil 07].
5.2. Control de la cámara
A nivel de red, el protocolo VISCA (Video System Control Architecture),
propio de Sony, funciona como interfaz de distintos tipos de cámaras de video y
el ordenador que las controla, por el puerto serie.
Mediante este protocolo, Sony ha definido una serie de instrucciones para
controlar, incluso totalmente de forma manual, las cámaras de la serie EVI-D, y
concretamente, para la EVI-D70P (véase [EVI-D70]). Hay disponible una librería
en C++, evilib [EVILib], en la que se han desarrollado la mayoría de funciones
necesarias para llevar a cabo este control. La evilib está estructurada en una
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librería básica, en la que se encuentra el desarrollo completo del protocolo de
comunicación y las funciones básicas comunes de la serie EVI-D, y diferentes
ampliaciones en las que se incluyen las instrucciones específicas de cada modelo
de cámara.
Para tener control total de la cámara, se parte de esta librería pero con algunas
modificaciones. Principalmente, las siguientes:
 Capacidad de usar cualquier velocidad del rango disponible en los servomo-
tores de pan y tilt.
 Modificación del rango del zoom óptico. Según las especificaciones en el
manual [EVI-D70], el rango de zoom en sistema decimal está comprendido
en [0, 16384]. Para que resulte de uso más sencillo a nivel de usuario, se
escala el rango de manera que el zoom es monitorizado dentro de [0, 1000].
 Disponibilidad total de la funcionalidad de zoom digital. Aunque esta her-
ramienta raramente será usada en las aplicaciones desarrolladas con la cá-
mara pan-tilt-zoom en el departamento, a causa de la pérdida de calidad
en las capturas, se puede disponer de ella.
 Limitación de los rangos de pan y tilt eliminada. Tal como se expondrá a
continuación, no se pueden considerar los valores indicados en [EVI-D70]
para limitar las órdenes enviadas a la cámara. Para evitar posibles errores en
la comunicación al sobrepasar los rangos reales, se realiza una exploración
previa en la ejecución del interfaz de usuario.
A partir de estas herramientas disponibles, se crea una aplicación, descrita en el
siguiente apartado 5.3, para relacionar las órdenes o peticiones del usuario con
las instrucciones dirigidas a la cámara.
Rangos de pan y tilt
En el manual de la EVI-D70P ([EVI-D70]) se especifica las equivalencias de
los ángulos pan y tilt en grados con las magnitudes en formato hexadecimal que
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se deben transmitir. Concretamente, el rango de pan debería ser [−170o, 170o];
pero al realizar un barrido, se monitoriza un rango de [−187.916o, 187.916o]. Esta
incongruencia puede deberse a dos posibles razones: o bien el rango en grados no
es el real, o bien la equivalencia no es correcta. Para poder concretar se lleva a
cabo un sencillo experimento que se detalla a continuación.
Se posiciona la cámara para obtener aproximadamente un plano cenital. Con
pan = 0o se observa que se puede coger como referencia la recta que forman la
pared y el suelo (véase la figura 5.2).
Figura 5.2: Plano cenital, pan = 0o
En los extremos del rango de pan se obtienen los encuadres de la figura 5.3.
Solapando las dos imágenes (véase la figura 5.4) se puede medir parcialmente el
rango real, de manera que se obtiene un total de 4pan+ 180o ' 340.73o. Por lo
tanto, se comprueba que aproximadamente el rango real es [−170o, 170o].
Este experimento ha sido fácil de realizar por cómo está colocada la cámara
respecto al escenario (se detallará en el apartado 6.1). Pero en otras ocasiones
puede resultar más difícil o incluso imposible encontrar una referencia. Por con-
siguiente, para poder generalizar el uso del método de calibración que resultará
de este proyecto, no se debe tratar los ángulos de rotación monitorizados como
magnitudes reales: se tiene que realizar un escalado, y se determinará en el mismo
proceso optimizando tambien el ángulo de resolución que se use en las secuencias.
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pan = 187.916o pan = −187.916o
Figura 5.3: Planos cenitales en los extremos del rango de pan
Figura 5.4: Representación parcial del rango disponible de pan
5.3. Interfaz de usuario
La aplicación evi-cli es un sencillo entorno de control de la EVI-D70P para
la línea de comandos. Algunas de las instrucciones no serán necesarias para el
cometido de este proyecto, pero pueden ser útiles en algún momento dado. En la
tabla 5.1 se muestran todas las disponibles.
Poder mover pan/tilt o la posición de zoom a partir de las posiciones concretas
deseadas es básico para el uso de la cámara, pero para el proceso de calibración
resulta importante también poder modificar las posiciones, a una velocidad re-
ducida, a partir de un encuadre requerido (sobre todo cuando se quiere obtener
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un buen encuadre de un patrón). Por este motivo se ha incluido la instrucción
move, que conmuta el control a un modo manual a partir del teclado (véase la
tabla 5.2).
Tabla 5.1: Instrucciones disponibles en evi-cli
Instrucción Funcionalidad Características
where
Especifica la posición
de pan, tilt y zoom
Indica pan y tilt en grados. El
zoom depende de si está en mo-
do separado o combinado.
go
Mover la cámara a una
posición específica
Dos opciones para indicar pan y
tilt: valores absolutos o relativos
a la posición actual.
zoom
Cambiar la posición
del zoom
Los rangos dependen de si el zoom
digital está en modo combinado o
separado
howzoom
Especifica el modo del
zoom digital
Posibilidad de cambiar el modo:
combinado/separado
speed
Cambiar la velocidad
de movimiento y zoom
-
focus
Especifica la posición
del focus
Posibilidad de modificarla si está
en modo manual
howfocus
Especifica el modo del
focus
Posibilidad de cambiar el modo:
manual/autofocus
ishome
Grabar posición actu-
al en la memoria de la
cámara
Dispone de 6 posiciones de memo-
ria
gohome
Mover la cámara a la
posición de home
Se debe seleccionar la posición de
memoria
move
Cambiar a modo man-
ual
Mover la cámara y zoom desde el
teclado
help
Muestra las posibles
instrucciones
-
exit Salir de la aplicación -
offexit
Apagar la cámara y
salir de la aplicación
-
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Tabla 5.2: Teclas del modo manual
Tecla Función
u, j, h, k ↑ ↓←→
i, o zoom in, zoom out
s
parar (tanto para pan y tilt, como
zoom)
z, x
velocidades zoom y pan/tilt, re-
spectivamente
e salir del modo manual
5.4. Parámetros del CCD
Con el modelo DLT descrito en el apartado 2.2, se relaciona las coordenadas
de un punto en el sistema de coordenadas objeto con sus correspondientes coor-
denadas imagen, con previa inclusión de los efectos de la distorsión analizados
en el apartado 2.3. Pero éstas están expresadas en unidades métricas, cuando las
unidades en las imágenes son los píxels. Para llevar a cabo esta conversión se
necesita relacionar las características del CCD (Charge-Coupled Device) inser-
tado en la cámara con las de la imagen capturada. Estos factores de conversión
son Du, Dv, mencionados previamente en el modelo completo (véase el apartado
2.4), y analizados a continuación.
La conversión se efectúa simplemente con la siguiente expresión:
qi = v|pixels + q′′i |pixels =
 u0
v0
+
 Duu′′i
Dvv
′′
i

recordando que qi y q′′i se refieren a las coordenadas imagen computadas y a las
coordenadas imagen distorsionadas, respectivamente, de un punto arbitrario. Y
estos parámetros de conversión se definen de la siguiente manera:
Du =
Nx
Sx
=
# píxels en la dirección horizontal
tamaño del chip CCD efectivo en la dirección horizontal
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Dv =
Ny
Sy
=
# píxels en la dirección vertical
tamaño del chip CCD efectivo en la dirección vertical
En [EVI-D70] no especifica el chip CCD que lleva la cámara en cuestión, pero
indica que se trata de un chip EXview de 1/4 y color. En [CCD Datasheet] se
dispone de las especificaciones de los sensores CCD que se usan en las cámaras
Sony, y a través de las características anteriores se observa que se trata del modelo
ICX279AK, cuyas dimensiones de las celdas son 4.85 µm×4.65 µm y el número
de pixels efectivos es 752×582. Por lo tanto, se considerarán Sx = 3.647 mm y
Sy = 2.706 mm. En cambio, Nx y Ny son directamente las dimensiones de las
imágenes grabadas.
5.5. Particularización de la rotación pan/tilt
En la ecuación (3.13) se ha representado matemáticamente la transformación
que supone una rotación arbitraria pan/tilt sobre dos ejes arbitrarios partiendo
de una posición conocida. Esta expresión conlleva una asunción explícita a tener
presente: las rotaciones pan y tilt dependen de la posición inicial; es decir, se
realizan respecto el sistema de coordenadas de la cámara; por lo tanto, los ejes
de rotación son variables respecto el sistema de coordenadas objeto.
Pero nótese que la definición de los ejes pan y tilt viene determinada por el
tipo de montura de la cámara. En el caso de la EVI-D70P (veáse la figura 5.5), el
eje tilt depende de la posición inicial, pero el eje pan es invariable: se debe definir
en el sistema de coordenadas objeto.
Este hecho se traduce matemáticamente aplicando la rotación pan antes de la
rotación que sitúa la cámara en la posición inicial. De manera que la expresión
definitiva es la siguiente:
p′i = Tr,tilt
−1RtiltTr,tiltM0Tr,pan−1RpanTr,panT0pi (5.1)
Además esta expresión se puede simplificar, ya que también se observa que
el centro de rotación de pan coincide con el de tilt. De manera que se asume un
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único centro de rotación:
Tr,pan = Tr,tilt = Tr
Figura 5.5: Carcasa de la EVI-D70P
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Capítulo 6
Resultados experimentales
En este capítulo se recopilan todas las pruebas llevadas a cabo en este proyecto.
Debido a la gran extensión de la gran mayoría de apartados, a continuación se
describen de forma más exhaustiva que en otros capítulos para exponer al lector
la estructura general.
 En el apartado 6.1 se hace una breve descripción del escenario.
 A continuación, en el apartado 6.2, se agrupan las pruebas realizadas para
conocer en mayor profundidad el método de calibración de una posición fija
considerado y en el cual se basa el método completo.
 Cualitativamente. Visión general de las dos etapas de la calibración y
los parámetros resultantes (subapartado 6.2.1).
 Validación del patrón valorando los errores de proyección (subapartado
6.2.2).
 Dependencia de los parámetros y el error resultante con el número y
distribución de los puntos de control (subapartado 6.2.3).
 En el apartado 6.3 se hace referencia al proceso de desarrollo de la carac-
terización de la rotación.
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 Calibración de una secuencia de rotación con un modelo simple, en la
cual se procesa los parámetros extrínsecos de cada captura de forma
independiente (subapartado 6.3.1).
 Justificación de calibrar conjuntamente los parámetros intrínsecos, ob-
servando cómo rota el sistema de referencia de la cámara (subapartado
6.3.2).
 Ampliación del modelo con los parámetros de rotación y del proceso
con más secuencias (subapartado 6.3.3).
 Demostración de la necesidad de incluir una precorrección de la posi-
ción pan/tilt monitorizada. Se observa al medir la correlación entre
dos imágenes capturadas en momentos diferentes en la misma posi-
ción (subapartado 6.3.4).
 Determinación del número de secuencias necesarias al observar cómo
rota el centro óptico y calibración final de los parámetros de rotación
(subapartado 6.3.5).
 En el apartado 6.4 se detalla el desarrollo seguido para determinar el proceso
para extraer la dependencia de los parámetros intrínsecos y z0,c con el zoom.
 Calibración de una secuencia de zoom con un modelo simple, en la cual
se calibra los parámetros extrínsecos en la primera captura. Obser-
vación de los parámetros resultantes y del error residual (subapartado
6.4.1).
 Adaptación del algoritmo para calibrar conjuntamente los paráme-
tros extrínsecos. Comparación con los resultados previos (subapartado
6.4.2).
 Decisión del orden para una calibración completa incluyendo rotación
y zoom. Descarte de la opción de calibrar la rotación como segunda
etapa (subapartado 6.4.3).
 Calibración completa utilizando una captura en cada posición de zoom.
Observación de la dependencia de los parámetros resultantes con el
zoom (subapartado 6.4.4).
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 Ampliación de secuencias de zoom para generalizar los resultados y no
limitarlos a las capturas consideradas (subapartado 6.4.5).
 Extracción de las funciones continuas que relacionan los parámetros
con el zoom mediante regresión polinómica (subapartado 6.4.6).
 En el apartado 6.5 se recogen las pruebas para validar la calibración obteni-
da.
 Análisis cuantitativo: medición de los errores de proyección y retro-
proyección en capturas de prueba (subapartado 6.5.1).
 Análisis cualitativo: para validar la calibración desde el punto de vista
de rotación se proyectan objetos de referencia en diferentes capturas
(subapartado 6.5.2).
 Y por último, en el apartado 6.6, la comprobación de la aplicación práctica:
 Validando cada uno de los pasos (subapartado 6.6.1).
 Verificando si se satisfacen los objetivos (subapartado 6.6.2).
6.1. Entorno de experimentación
En el departamento de Teoría de Señal de la UPC se dispone de una sala
equipada con un determinado hardware para llevar a cabo todo tipo de investi-
gaciones sobre los servicios que puede ofrecer una Smart Room. A continuación
se describe brevemente.
6.1.1. Configuración de la sala
Además del mobiliario básico de una sala de reuniones, se ha instalado una
serie de sensores para llevar a cabo diversas aplicaciones de procesado de video
y/o audio. En la figura 6.1 se puede observar toda la distribución. Aunque se han
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incluido los micrófonos habilitados, no se tendrá en cuenta en este apartado por
ser innecesario en este proyecto.
Figura 6.1: Infraestructura de la Smart Room
El equipo de cámaras del que se dispone es el siguiente:
 6 cámaras fijas con un ángulo de visión fijado a 70o. Inicialmente se habían
instalado las cuatro de las esquinas, con el objetivo de que una persona
en cualquier punto de la sala permaneciese en el campo de visión de al
menos dos cámaras; pero se han añadido dos más. Por las limitaciones en
aplicaciones al tratarse de cámaras con un campo de visión tan abierto, en
un futuro se sustituirán por cámaras activas.
 1 cámara cenital. Permite ver la sala completa a cambio de una distorsión
considerable.
 1 cámara activa. Modelo Sony EVI-D70P, con lentes 18×(ópticos) y f=4.1
a 73.8 mm (ángulo de visión: 2.7o − 48o), con un rango de rotación pan de
340o y 120o de tilt. Al ser objeto de este proyecto, en el capítulo anterior se
han descrito con más detalle algunos aspectos de esta cámara.
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6.1.2. Sistema de coordenadas en la sala
Como se ha visto anteriormente en este documento, es preciso fijar un sistema
de coordenadas mundo al que se referenciará la posición 3D de cualquier objeto, o
concretamente cualquier punto, dentro de la sala. En otras investigaciones llevadas
a cabo, y particularmente en la calibración de las cámaras fijas, se definió un
sistema de referencia absoluto que también será usado en este proyecto. El origen
de coordenadas escogido coincide con una esquina del suelo, situando los ejes X,
Y y Z paralelamente a las paredes, como se puede observar en la figura 6.2.
Figura 6.2: Sistema de referencia en la sala (vista de Cam3)
Durante los experimentos llevados a cabo, se ha observado la complicación
que conlleva medir distancias con precisión desde este origen, a causa de las
instalaciones propias de la sala. Por este motivo y para una mayor comodidad
al realizar las capturas de las secuencias necesarias, se han añadido una serie de
referencias en la sala extremando la precisión a la hora de medir su posición. El
punto A es a partir del cual se distribuyen las referencias para las capturas de
calibración, asumiendo que el plano que delimita la pizarra es paralelo al yz. El
punto B es el utilizado para situar el patrón 3D, como se verá en los siguientes
apartados. Y, por último, el punto C, es una referencia utilizada para capturas
de test. A continuación, en la tabla 6.1, se detallan las posiciones de estos puntos.
58 6.2. Calibración en una posición fija
Tabla 6.1: Posiciones de los puntos de referencia
A (1.8, 77.6, 88.3) cm
B (0, 0, 50.7) cm
C (0, 419, 88.3) cm
6.2. Calibración en una posición fija
Una de las pruebas realizadas ha sido comprobar el funcionamiento del algo-
ritmo que calibra una cámara fija. Como se puntualizó en el capítulo 3.2, este
proceso se basa en la propuesta [Heikkilä 97]; y el toolbox del autor, disponible en
[Calib toolbox], es el punto de partida para este cometido. Pero recuérdese que
se realiza una modificación: el método DLT es el genérico de Melen.
Usar este método DLT, tal como se explicó en el apartado 3.2.1, exige que
los puntos de control a partir de los cuales se estimará la matriz DLT estén
distribuidos en el espacio de forma que no sean coplanares. La forma más simple
de conseguirlo es disponer de un patrón formado por dos planos en ángulo recto.
Por otro lado, Heikkilä aconseja usar como puntos de control los centros de
círculos al mejorar las prestaciones del detector con el cuarto paso de su método.
Documenta en [Heikkilä 97,tesis] que el error cuadrático medio que se produce es
aproximadamente 0.05 píxels y sesgo nulo. Pero se puede asumir que las presta-
ciones que se desean son más relajadas, por lo tanto la detección que se usa es la
disponible en el toolbox de Bouguet, ya usado anteriormente en el Departamento
(véase [Garcia 04]), en el que se precisa un patrón con aspecto de tablero de aje-
drez. Sólo se necesita modificar el código para que esté preparado para computar
los puntos de dos planos, no uno.
Por lo tanto, y después de algunas comprobaciones in situ con la cámara,
para observar cómo puede variar el campo de visión, el patrón que se usa es una
estructura de dos tablones en ángulo recto con dimensiones 50x50 cm, con 72
puntos disponibles.
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6.2.1. Análisis cualitativo de la calibración de una posición
fija
Para observar cómo se comporta el algoritmo en sí, se utiliza una captura
arbitraria (figura 6.3).
Figura 6.3: Captura del patrón 3D para calibración de posición fija
Después de detectar los puntos de control, se estiman los siguientes parámetros
con el método DLT:
Tabla 6.2: Parámetros estimados con modelo DLT
f [mm] u0 [píxels] v0 [píxels] b1 b2
10.2275 350.1802 71.1936 -1.63·10−2 -2.2·10−3
ω [o] ϕ [o] κ [o] x0 [cm] y0 [cm] z0 [cm]
175.0436 -68.4616 -93.9473 327.41 150.09 204.42
Usando estos resultados, junto a unos parámetros de distorsión no lineal nulos,
se inicia la segunda etapa de optimización, con la que finalmente la solución queda
de la siguiente manera:
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Tabla 6.3: Parámetros estimados después de la optimización
f [mm] 10.2805
u0 [píxels] 356.092
v0 [píxels] 72.9929
b1 -1.51·10−2
b2 -4.01·10−3
k1 -1.88·10−3
k2 3.13·10−4
t1 -6.91·10−4
t2 -1.4·10−3
ω [o] 174.5561
ϕ [o] -68.4829
κ [o] -94.4538
x0 [cm] 327.42
y0 [cm] 151.3
z0 [cm] 204.03
Comparando las dos tablas, se advierte que los parámetros sólo han variado
levemente. Es decir, el modelo DLT ha dado una aproximación razonable a la
solución óptima.
A primera vista, evaluando la coherencia de los resultados de la calibración,
los parámetros intrínsecos son correctos, excepto v0. Teniendo en cuenta que en
el caso ideal el punto principal sería [384, 288] píxels, en la práctica queda de-
splazado verticalmente de forma considerable. Mientras que, en lo que se refiere
a los parámetros extrínsecos, se observa una calibración probablemente correcta
al comprobar cómo queda posicionada la cámara respecto la sala, como se puede
ver en la representación gráfica1 de la figura 6.4.
Figura 6.4: Representación virtual de la posición de la cámara y el patrón en la
sala
1El plano que está situado en el sistema de referencia cámara no es el plano imagen; simple-
mente es el plano x'y', representado para que sea más evidente la orientación del sistema.
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Se podría pensar que estas estimaciones son erróneas al ver tan alejado el
centro óptico de la pared: x0 = 327.42 cm cuando la anchura de la sala es de
398 cm. Pero no debe sorprender porque recuérdese que se trata de una cámara
con zoom, y concretamente la captura en cuestión se ha realizado a una posición
intermedia, así que es normal que no corresponda totalmente con la posición
física.
6.2.2. La precisión del patrón
Con la calibración anterior, se calcula el error que se produce al estimar
las coordenadas imagen de los puntos de control con el modelo encontrado en
relación con los detectados. Y se obtiene un error insesgado con σu = 1.27 píxels
y σv = 0.95 píxels en los ejes horizontal y vertical respectivamente, muy superio-
res a los recogidos en [Heikkilä 97,tesis]. Las posibles causas de los errores son los
siguientes:
 La calidad del modelo de calibración
 La precisión de la detección de puntos
 La precisión de medición de la posición de los puntos en la sala
Las dos primeras posibilidades se descartan, ya que el modelo de calibración es
directamente el que se usa en [Heikkilä 97,tesis] y la detección de puntos, a pesar
de ser menos precisa que la de ese documento, en [Garcia 04] se especifica su buen
funcionamiento si la distorsión no es excesiva. En cambio, la precisión de medición
puede ser la causante. El método que se usa es medir físicamente la posición de las
esquinas del patrón, y a partir de estos datos generar todos los puntos suponiendo
que se trata de dos planos formando un ángulo conocido (ya se había tenido en
cuenta que no son perpendiculares exactamente). Pero el problema radica en que
los soportes del patrón no son del todo planos, tienen algun grado de curvatura
que en el caso de capturar un primer plano es considerable en los términos en que
se habla. Para comprobar que ésta es la causa, se opta por usar como soporte
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una de las esquinas de la sala, de manera que se captura la imagen de la figura
6.5, en la que el patrón tiene las dimensiones similares al caso anterior.
Figura 6.5: Segunda configuración del patrón 3D
Los parámetros estimados en este caso no son comparables a los de la calibra-
ción anterior, ya que la configuración de la cámara es diferente. Pero los errores
que se obtiene en los puntos de control se reducen a σu = 0.57 píxels y σv = 0.25
píxels.
Por otro lado, se podría pensar que se realiza correctamente la proyección
únicamente de los planos que representa el patrón. Comprobar que la proyección
es correcta para cualquier punto es complejo, y aún más cuando la captura es tan
cerrada como en este caso. Para hacerse una idea, se proyecta un cubo virtual; y
como se observa en la figura 6.6, en principio el resultado es adecuado.
6.2.3. La distribución y número de puntos de control
Un factor importante a tener presente es la dependencia que pueda existir
con el número de puntos de control, por el hecho de que se pretende trabajar con
diferentes posiciones de zoom y hay que valorar la posible necesidad de disponer
de diferentes patrones.
Se coge como referencia la captura considerada en el punto anterior (figura
6.5). Se puede decir que se trata de un primer plano del patrón: son visibles todos
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Figura 6.6: Proyección de un cubo virtual
los puntos (N = 72) y están distribuidos aproximadamente en toda la imagen.
Plantear reducir el número de puntos con los que se calibrará supone observar
dos casos:
1. De forma no distribuida en la imagen. Se eliminan puntos sucesivamente de
manera que el area que cubren los no descartados disminuye.
2. De forma distribuida en la imagen. Los puntos no descartados cubren toda
la imagen de manera que estan distribuidos aproximadamente de forma
uniforme.
Distinguir estos dos casos, en la misma captura y con el mismo conjunto de puntos
de control, pemite discernir entre la repercusión que tiene la cantidad de puntos
y el area usada en la imagen.
En la figura 6.7 se exponen las dos secuencias propuestas, esquematizando el
plano izquierdo del patrón y representando los puntos de control que se usan en
cada calibración (en el plano derecho serían los simétricos).
Observando la evolución que siguen los parámetros estimados en cada uno
de los casos, mientras que en el caso 2 existe una variación propia de considerar
un muestreo más reducido a la hora de realizar una estimación, es evidente una
alteración contundente en el caso 1 (en los gráficos de la figura 6.8 se representan
las más significativas).
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Figura 6.7: Distribuciones consideradas al variar el número de puntos de control
Figura 6.8: Dependencia de los parámetros de calibración con los puntos de
control
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Como que se desconoce la sensibilidad del modelo con la variación de los
parámetros, se calcula el error que supone disminuir el número de puntos de
control, pero computando los 72 puntos en todos los casos. En la figura 6.9 se
observa como el aumento de la desviación típica del error está más relacionado
con el hecho de disminuir el area de observación en la imagen que el número de
puntos: teniendo en cuenta estas curvas, el punto de inflexión es aproximadamente
cuando el area supone un 20% de la imagen. Además, relacionando estas gráficas
con las de la figura 6.8 se puede tener una idea aproximada de qué grado de
variación de los parámetros no supone cambios significativos en los resultados.
Figura 6.9: Incremento del error al disminuir el número de puntos de control
6.3. Efectos de la rotación física de la cámara
El modelo y la parte del proceso de calibración referidos a la rotación, descritos
en el apartado 3.3, se han concretado a lo largo de una sucesión de pruebas y
observaciones, partiendo de las ideas más simples que supone rotar una cámara.
A continuación se detalla la progresión.
6.3.1. Observación de una primera secuencia de rotación
Para analizar el funcionamiento cuando se rota la cámara, se captura una
secuencia de rotación (véase la figura 6.10) en la que únicamente se ha variado el
pan. El procedimiento que se ha seguido para la calibración ha sido el siguiente:
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Figura 6.10: Secuencia de test, rotación pan
 Calibración de una posición fija para la primera captura.
 Para cada una de las otras capturas, usar también como datos de entrada
los parámetros de la captura 1. De manera que, en el método DLT y en la
optimización, sólo se estiman la posición t y la matriz de rotación relativa
considerando que se cumple:
Mi = Ri1M1
donde, recuérdese, las matrices M denotan rotación desde el sistema de
coordenadas mundo y R rotación relativa entre dos de ellas.
En la calibración de la primera captura se obtiene σe = 0.37 píxels2, y al haber
una buena distribución de puntos en la imagen, se considera que los parámetros
estimados son candidatos para adoptar como referencia. Junto las otras dos, se
obtienen algunos datos interesantes recopilados en la tabla 6.4.
Como se observa en los valores de ∆pan3, la captura 3 se ha realizado rotando
el doble de ángulo que en la captura 2 desde la posición de la 1. Existe esta misma
proporción en ϕi1 y κi1, de manera que aproximadamente el eje de pan coincide
con el eje y' de la cámara, pero no exactamente; así que en ningún momento se
puede suponer que se trata de una rotación elemental, de la misma manera que
tampoco se puede suponer que 4pan son las magnitudes reales, como se señaló
2A partir de ahora se computará conjuntamente los errores que se producen en las coor-
denadas u y en las v de los puntos de control, anotando la desviación típica resultante como
σe
3Las magnitudes de pan son las posiciones monitorizadas en evi-cli, y las ∆pan son las
relativas a la captura 1
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Tabla 6.4: Relación de parámetros de la primera secuencia de rotación
captura 1 captura 2 captura 3
pan[o] -18.5237 -20.5404 -22.5571
∆pan [o] - -2.0167 -4.0334
ωi1 [
o] - 0.0111 -0.0623
ϕi1 [
o] - -1.9039 -3.9323
κi1 [
o] - -0.6788 -1.4195
x0 [mm] 3676.9 3680.2 3682.2
y0 [mm] 1405.8 1407.2 1410.8
z0 [mm] 2238.9 2237.6 2240.3
σe [píxels] 0.37 0.38 0.42
en el apartado 5.2.
Por otro lado, las posiciones t son muy próximas: una diferencia del orden de
mm. A partir de estos resultados se podría pensar que el centro óptico coincide
con el centro de rotación, pero el rango cubierto es ∼ 4o y los resultados no son
concluyentes.
6.3.2. Optimización de los parámetros intrínsecos
Después de un primer experimento con la rotación, en vez de mantener cons-
tantes los parámetros intrínsecos, existe otra opción: que estos parámetros formen
parte de la optimización de manera que se tengan en cuenta los puntos de control
de todas las capturas. Como que tienen que ser comunes, es lógico pensar que es
apropiado ampliar los datos.
Con esta modificación, se procede con la calibración de la misma secuencia
que en el caso anterior. Los parámetros estimados han variado levemente respecto
a los encontrados previamente. No hay ningún cambio concluyente para decidir
si ha mejorado el proceso: los ángulos de rotación relativa se mantienen con la
misma proporción, la desviación típica del error de los puntos de control es la
misma, posiciones t semejantes,...Pero notar que la captura de referencia (con
la que se realiza la primera calibración) es un primer plano; y al rotar no se ha
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cambiado la posición del patrón, así que no hay errores de medición relativos. Se
puede decir que son condiciones ideales para una secuencia de rotación, las cuales
no siempre se cumplirán.
Figura 6.11: Segunda secuencia de test, rotación pan
En la figura 6.11 se muestra otra secuencia de rotación, en la que no hay
un primer plano del patrón4. Se procede con los dos métodos y se obtienen los
parámetros recogidos en las tablas 6.5 y 6.6.
Tabla 6.5: Relación de parámetros intrínsecos, con/sin optimización conjunta
sin optimización
conjunta
con optimización
conjunta
f [mm] 10.0511 10.0993
u0 [píxels] 398.0878 365.2595
v0 [píxels] 93.0054 95.9408
b1 -1.36·10−2 -1.17·10−2
b2 -6.62·10−4 -2.89·10−3
k1 -1.56·10−3 -6.74·10−4
k2 2.26·10−4 2.77·10−4
t1 1.97·10−4 -1.15·10−3
t2 -5.07·10−5 -1.02·10−3
A simple vista no hay ninguna diferencia a destacar en los resultados. Pero
si se representa gráficamente, como en la figura 6.12, el sistema de coordena-
das de la cámara que se estima para cada una de las capturas, se observa un
comportamiento más acorde con una rotación en el caso de usar el método de
optimización conjunta de parámetros intrínsecos: la rotación relativa del centro
4Aunque en el apartado anterior se habían presentado los inconvenientes con este patrón, en
el momento de realizar este test no se habían analizado. Será descartado en pruebas posteriores.
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optimización no conjunta optimización conjunta
Figura 6.12: Representación de la rotación relativa, con/sin optimización con-
junta
óptico es más homogénea. Lo que está sucediendo en el caso de mantener los
intrínsecos constantes es que éstos parámetros no son los óptimos para una solu-
ción global a causa de la limitación de los puntos de control y de los errores que
se producen en el proceso, y este hecho es más evidente al utilizarlos en otras
capturas.
6.3.3. Corrección del modelo de rotación
Además de insertar el modelo de rotación propuesto dentro del proceso de
calibración (véase los apartados 3.3.2 y 5.5), se valoran los siguientes puntos:
 Al necesitar secuencias de capturas cubriendo un cierto rango de rotación,
es imposible limitar la posición del patrón en la esquina de la sala. Por la
falta de precisión, tampoco se puede usar la estructura de dos planos. Por
lo tanto, se usan capturas de un patrón 2D.
 Por la falta de precisión en las mediciones de la sala, y posibles errores
relativos, se usa como referencia el sistema descrito en el apartado 6.1.2.
 Por el compromiso que existe entre la conveniencia de que el patrón cubra
la mayor area de la imagen y la comodidad de no tener que mover el patrón
cada vez que se realiza una rotación, inspeccionando un barrido con la
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cámara en la zona donde se va a fijar el patrón, se configura la cámara para
estas secuencias de rotación con zoom = 670.
Manteniendo la misma posición de zoom, se realiza una captura del patrón 3D
situado en la esquina (pan = −20.88o, tilt = −20.92o), para poder aplicar el
método DLT y así obtener una primera estimación de los parámetros intrínsecos
y una posición inicial de la cámara. Además, se captura una secuencia de pan
cubriendo el rango [−7.34o, 22.37o]con 16 imágenes y fijado tilt = −14.1o, y dos
secuencias de tilt de rangos [−14.1o,−3.97o] y [−37.65o,−27.52o, ] con 6 imágenes
cada una, y fijado pan = −8.34o y pan = −14.20o respectivamente.
Los parámetros de rotación se inicializan con las siguientes aproximaciones
lógicas:
Tabla 6.7: Inicialización de los parámetros de rotación
valor inicial razón
tr t0 centro rotación ' centro óptico
eje pan ~rp [0, 0,−1] a simple vista es el eje z, sentido antihorario
step pan 1.9815o valor monitorizado como step en la secuencia
eje tilt ~rt [1, 0, 0] a simple vista es el eje x'
step tilt 2.025o valor monitorizado como step en la secuencia
Tabla 6.8: Parámetros de rotación calibrados
valor optimizado
{ω0, ϕ0, κ0}[o] {141.8,−59.1,−131.7}
t0 [cm] [378.83, 150.79, 232.75]
tr [cm] [390.9, 155.9, 232.82]
eje pan ~rp [0.0449,−0.0436,−2.452]
step pan 1.7635o
eje tilt ~rt [15.0175, 0.0201,−0.3946]
step tilt 1.9955o
Procediendo con la calibración, se estiman unos parámetros tales que se ob-
tiene σe = 0.96 píxels, los referentes a la rotación se detallan en la tabla 6.8.
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Una primera pequeña comprobación que se hace es ver que el factor de escala
entre la posición de pan y el valor real (1.7635/1.9815'0.89) concuerda con el que
se puede obtener con el experimento detallado en el apartado 5.2(170/187.9'0.9).
En los ejes de test (ver apartado 6.1.2) se realizan algunas capturas para
poder comprobar si el modelo encontrado funciona fuera de los rangos que se
han utilizado. Para este fin, se usan además los parámetros intrínsecos (y tz,0)
que se han encontrado con las secuencias zoom realizadas en paralelo. Con la
primera, con la configuración pan = 41.2o, tilt = −6.37o, zoom = 700, se realiza
la proyección de los puntos de prueba usando el modelo estimado y se observa
un sesgo de ∼ 20 píxels (véase 6.13). Por el tipo de error que resulta, se puede
suponer que es a causa de un error en los parámetros extrínsecos estimados.
Figura 6.13: Proyección de los puntos de prueba
6.3.4. Precorrección de posición de rotación
Se realiza una prueba con la cámara para comprobar su capacidad de repeti-
ción de posición. Para este fin, se captura una imagen con una configuración
concreta, y después de algunas rotaciones arbitrarias se vuelve a la misma posi-
ción y se vuelve a capturar.
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captura 1 captura 2
Figura 6.14: Capturas de la prueba de repetición de posición
Aparentemente parecen ser iguales (véase la figura 6.14), pero si se realiza la
correlación se obtiene la gráfica de la figura 6.15.
Figura 6.15: Correlación de las dos imágenes en la misma posición
El máximo debería estar en [576, 768], pero resulta ser [575, 774]: hay un des-
plazamiento de [1, 6] píxels. Los cuadros del patrón son de 7 cm, y en la imagen
representan ∼ 81.2 píxels. Al estimar que la distancia del patrón a la cámara en
este caso es de ∼ 420 cm, resulta que el desplazamiento de 6 píxels corresponde
a un ángulo de ∼ 0.07o, cuando se sabe que la resolución del movimiento de la
cámara es de 0.075o([EVI-D70]). Por lo tanto, es posible que se produzca este
error de forma aleatoria en cualquier captura.
Realizando pruebas con las secuencias de rotación anteriores (calibrando las
secuencias por separado, proyectando los puntos de control,...) se detecta que es
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secuencia pan
captura 1
secuencia pan
captura 2
sin corrección
secuencia pan
captura 3
sin corrección
Figura 6.16: Proyección de los puntos de control, sin/con corrección de rotación
posible que exista un error de este tipo en dos casos. Se recalibra usando estas
secuencias, pero modificando en la captura 1 de la secuencia de pan: pan =
pan− 0.075o, y la primera secuencia de tilt: pan = pan− 0.075o. De esta manera
se obtiene σe = 0.69, cuando antes era σe = 0.96 (se pueden ver los parámetros
estimados en la tabla 6.12, correspondientes al método 1). Pero para constatar
completamente que se ha resuelto el problema, se observan las proyecciones de
los puntos de control con el modelo estimado sobre las capturas de las secuencias.
Usando los valores de los ángulos pan y tilt monitorizados, los puntos se proyectan
perfectamente en todas las capturas excepto en las que se había considerado que
había un error (véase las mostradas en la figura 6.16); pero corrigiendo estos
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errores, se corrigen las correspondientes proyecciones.
En la captura con la que se obtenía un sesgo desmesurado en el apartado
anterior, se consigue ahora un error medio de retroproyección (véase el anexo C)
de 2.57 mm. En la figura 6.17 se han representado las posiciones de los puntos
de test medidas en la sala y las retroproyecciones de los correspondientes puntos
imagen.
Figura 6.17: Retroproyección de los puntos de prueba
6.3.5. Ampliación de secuencias de rotación
Figura 6.18: Rotación del eje óptico
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En las pruebas hechas anteriormente, todo indica que la estimación de la
rotación es correcta. E incluso observando como rota el eje óptico en las diversas
capturas de las secuencias en cuestión, como se representa en la figura 6.18,
el recorrido dentro de la sala concuerda. En cambio, si se analiza la rotación
del centro óptico (véase la figura 6.19), los recorridos sobre la superficie donde
quedan limitadas todos las posibles posiciones del centro óptico no son coherentes:
en principio, se espera que los recorridos tilt y pan del centro óptico sean también
perpendiculares, como el eje óptico.
Figura 6.19: Rotación del centro óptico
Por este motivo, es lógico pensar que las secuencias que se han escogido no
sean suficientemente representativas de todo el rango pan/tilt. Por lo tanto, se
necesita aumentar el número de secuencias.
En el caso anterior, se disponía de dos secuencias, una pan y una tilt (en rea-
lidad, había una segunda de tilt como continuación de la primera; las secuencias
sobre (1), (2) y (3)5). Ahora, se procede con cuatro (sobre (1), (2), (4) y (5)) y
cinco secuencias (una más de tilt para cubrir un rango tilt mayor: (3)), con las
respectivas precorrecciones de los ángulos de posición en caso necesario. En la
tabla 6.9 se recogen las características de estas secuencias.
En la figura 6.20 se puede ver como se han corregido los recorridos del centro
5Recuérdese que se dispone de una serie de referencias en la sala, véase la figura 6.2
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ref. nº capturas pan inicial
[o]
pan relativo
[o]
tilt inicial
[o]
tilt relativo
[o]
(1) 16 22.3749 -1.9815 -14.1 -
(2) 6 -8.339 - -14.1 2.025
(3) 6 -14.2011 - -27.525 -2.025
(4) 16 -7.3482 1.9815 -5.55 -
(5) 6 28.3196 - -2.625 -2.025
Tabla 6.9: Características de las secuencias de rotación
4 secuencias 5 secuencias
Figura 6.20: Reestimación del recorrido del centro óptico
óptico con sólo utilizar las cuatro secuencias, en una calibración en que se produce
un error residual de σe = 1.24 píxels. Como se suponía, los recorridos pan y tilt
son aproximadamente perpendiculares. Y aumentando el rango de tilt, con la
quinta secuencia, las posiciones del centro óptico se han reajustado levemente, en
una calibración con σe = 1.25 píxels, rotando sobre una esfera de radio de ∼ 12.8
cm. Como que, relativamente, los parámetros estimados (véase la tabla 6.10) y
los efectos geométricos, gráficamente en detalle, de la rotación han variado muy
ligeramente, se asume que esta última calibración es lo suficientemente precisa
para ser utilizada como primera etapa del proceso de calibración global.
Recordar que la posición de referencia {ω0, ϕ0, κ0, t0} es de la captura del
patrón 3D usada para estimar con el método DLT los valores iniciales para la op-
timización. Simplemente se tiene que aplicar la rotación pertinente para encontrar
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la posición de referencia real [pan = 0, tilt = 0].
6.4. Extracción de relación de parámetros con la
posición zoom
La parte del proceso de calibración referidos a la variación de zoom, descrita
en el apartado 3.3, se ha concretado a lo largo de una sucesión de pruebas y
observaciones. A continuación se detalla la progresión.
6.4.1. Observación de una primera secuencia de zoom
captura 1, zoom=720 captura 5, zoom=760 captura 10, zoom=810
Figura 6.21: Secuencia zoom de test
Para analizar la dependencia de los parámetros con el zoom, se captura una
secuencia (véase la figura 6.21) en la que únicamente se ha variado el zoom en el
rango [720, 810]. El procedimiento que se ha seguido para la calibración ha sido
el siguiente:
 Calibración de una posición fija para la primera captura.
 Para cada una de las otras capturas, usar también como datos de entrada
los parámetros de la captura 1. De manera que, en el método DLT y en la
optimización, sólo se estiman los parámetros intrínsecos y z0,c.
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En la figura 6.22 se recogen las dependencias de los parámetros estimados con el
zoom. Como era de esperar, la distancia focal f aumenta con el zoom. z0,c debería
disminuir tal como se supone analizando el modelo de la figura 3.1; en cambio,
aumenta con el zoom. Según [Lavest 93], este comportamiento es posible ya que
una lente con zoom no se ajusta al modelo pinhole, sino más bien a un modelo
de lente óptica gruesa. Por lo tanto, son unos resultados factibles.
Figura 6.22: Dependencia de los parámetros con el zoom
Por otro lado, observando los coeficientes de distorsión (en la gráfica, se han
obviado los de la distorsión tangencial por no resultar significativos), los de la
distorsión lineal se mantienen aproximadamente constantes, un hecho viable ya
que por definición sólo dependen del sistema de captura, no de la óptica. En
cambio, hay una variación destacable de la distorsión radial.
En lo referente al error residual σe (véase la gráfica 6.23), existe una progre-
sión levemente incremental con el zoom. Los saltos que se observan son causados
probablemente por la disminución de los puntos de control disponibles en la ima-
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Figura 6.23: Dependencia de σe con el zoom
gen.
6.4.2. Optimización de los parámetros extrínsecos
Razonando de la misma manera que en el caso de la rotación en el apartado
6.3.2, se procede a analizar la posibilidad de que los parámetros extrínsecos formen
parte de la optimización de forma conjunta: que se tengan en cuenta los puntos
de control de todas las capturas.
Con esta modificación, se procede con la calibración de la misma secuencia
que en el caso anterior. La mayoría de los parámetros estimados no han variado
prácticamente. Comparando los parámetros extrínsecos de la captura 1 (véase la
tabla 6.11), prácticamente son los mismos calibrando la captura individualmente
que conjuntamente dentro de la secuencia. Además, la única variación ha sido
en la posición del centro óptico, y ésta concuerda con el desplazamiento que ha
sufrido el punto principal (figura 6.24).
Probablemente, como en el caso de la rotación y la optimización conjunta
de los parámetros intrínsecos, usar esta técnica mejora los resultados en otras
condiciones, como puede ser que la primera captura no sea un primer plano (en el
apartado 6.2 se puede ver la importancia del area que cubre los puntos de control
en la imagen).
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Tabla 6.11: Comparación de los parámetos extrínsecos, con/sin optimización
conjunta
captura 1 captura 1 (en secuencia)
ω [o] 141.7 141.7
ϕ [o] -60.9 -60.9
κ [o] -130.9 -130.9
x0,c [mm] -117.7 -114.2
y0,c [mm] 568.4 569.1
z0,c [mm] 4570.3 4572.2
Figura 6.24: Dependencia del punto principal con el zoom
6.4.3. Decisión del orden de calibración
Notar que dentro de un proceso global, donde se tiene que calibrar los efectos
de la rotación y el zoom, el método anterior tiene sentido si se trata de la primera
fase: primero analizar una secuencia de zoom, y después utilizar los resultados
para las secuencias de rotación (los parámetros intrínsecos resultantes de la posi-
ción zoom correspondiente como constantes, y los parámetros extrínsecos como
posición de referencia). Èstos seguramente son más susceptibles a ser imprecisos
que los encontrados conjuntamente con las secuencias de rotación, provocando
probablemente complicaciones con los parámetros de rotación, a causa de usar
un número más limitado de puntos de control, o porque la captura de la posición
de zoom correspondiente no es la ideal. A continuación se detalla el proceso de
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una prueba realizada para demostrar que esta conjetura es un hecho.
Se calibra una secuencia de zoom, optimizando los parámetros extrínsecos,
de rango [660, 740]. De manera que se obtiene, en la posición zoom = 670 (la
pertinente a las secuencias de rotación), un error residual de σe = 0.39 píxels.
Se procede con la calibración de los parámetros de rotación, utilizando las
secuencias descritas en 6.3.3 (con las precorrecciones del apartado 6.3.4), y fijando
los parámetros provenientes del paso previo. La optimización consigue converger,
pero resulta un error residual desmesurado de σe = 24.09 píxels. Comparando con
los resultados de la prueba del apartado 6.3.4, seguramente el principal problema
sea la posición de referencia y el punto principal (véase la tabla 6.12). Como se
suponía, esta opción no es la apropiada.
Por lo tanto, se decide ordenar el proceso global calibrando en primer lugar
los parámetros de rotación, y aplicándolos en una segunda fase para calibrar los
parámetros intrínsecos y z0,c en función del zoom.
6.4.4. Calibración de los efectos del zoom como segunda
etapa
captura 1, zoom=660 captura 10, zoom=750 captura 20, zoom=850
Figura 6.25: Segunda secuencia zoom de test
Se consideran los parámetros de rotación estimados en la prueba del aparta-
do 6.3.46. Calibrando a partir de una secuencia de zoom de rango [660, 850]
6Son los resultados disponibles justo en el momento de realizar esta prueba. Aunque, como
se ha visto, no son parámetros aceptables para una solución global, en este caso se consideran
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(véase la figura 6.25), previamente estimados los parámetros extrínsecos con los
de rotación, resultan las curvas representadas en la figura 6.26. De las cuales cabe
destacar los saltos que se producen en los coeficientes de distorsión y en z0,c: co-
inciden exactamente con las posiciones de zoom en que se reducen el número de
puntos de control (figura 6.27).
Figura 6.26: Dependencia de los parámetros estimados con el zoom
Figura 6.27: Número de puntos de control disponibles en la secuencia de zoom
Por otro lado, en lo que se refiere al error residual, se observa una tendencia
razonables ya que la captura del patrón 3D usada pertenece a la secuencia de zoom de esta
prueba.
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a aumentar con el zoom (figura 6.28). Probablemente sea a causa de los errores
de medición, que aumentan en píxels al aumentar el zoom. Como en el caso de la
figura 6.23, también estan presentes los saltos en los momentos en que se reduce el
número de puntos de control, pero no son tan visibles por una cuestión de escala
de la representación.
Figura 6.28: Error residual de la calibración
6.4.5. Ampliación de secuencias de zoom
Para mejorar las muestras de las curvas parámetros-zoom, hay diferentes posi-
bilidades a tener en cuenta:
 Aumentar el número de puntos de control:
 cambiar el patrón, con más puntos en las mismas dimensiones. Incon-
veniente: al reducir el zoom, será más difícil la detección.
 disponer de diferentes patrones, para diferentes zooms.
 usar más de una captura de la misma posición de zoom, pero diferente
posición pan-tilt. Inconveniente: aumento del número de detecciones,
proceso total más extenso.
 Reducir al máximo el error que puede causar la estimación previa de los
parámetros extrínsecos: la mejor opción es escoger alguna posición pan-tilt
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utilizada en las secuencia de rotación. Inconveniente: dificultad de poder
utilizar el patrón 3D.
Se decide capturar k secuencias de zoom, de manera que cada posición de zoom
tiene k capturas. Para que estén situadas en unos ángulos pan-tilt cercanos a las
secuencia de rotación, se utiliza el patrón 2D, con la posibilidad de disponer de
las dos láminas para posiciones de zoom más lejanas.
Des del punto de vista del proceso de calibración, estos cambios provocan
que no se pueda usar el método DLT, posible únicamente para un patrón 3D. El
proceso completo, por lo tanto, es el siguiente:
 Cálculo de los parámetros extrínsecos para cada una de las secuencias a
partir de los parámetros de rotación.
 Para cada una de las posiciones zoom, coger como valores iniciales de los
parámetros intrínsecos y z0,c los estimados en la posición de zoom anterior
(se asume que son valores suficientemente cercanos a los óptimos). En el
caso de la iteración 1, los de las secuencias de rotación.
 Optimización de estos parámetros en las k capturas, conjuntamente.
Una vez decidida la pauta a seguir, primero se estima el valor de k, utilizando
secuencias que cubren el rango [500, 670]. Para este fin, se observan las curvas de
los parámetros aumentando k en la calibración. De este modo se llega a deducir
que los coeficientes de los diferentes tipos de distorsión son muy sensibles a los
puntos de control que se escogen, no hay una convergencia visible al aumentar el
número de capturas, pero como que se mantienen en valores del mismo orden no
afectan en gran medida al modelo, y por lo tanto no se valoran a la hora de decidir
k. Por otro lado, en el resto de parámetros sí que se observa una convergencia
al aumentar k, como se puede comprobar con los más significativos en la figura
6.29. Se puede considerar que a partir de 4 secuencias, las calibraciones resultantes
dejan de ser específicas para las capturas cogidas y son globales, sobre todo al
verificar que σe se estabiliza.
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Figura 6.29: Dependencia con el número de secuencias
6.4.6. Extracción final: regresión polinómica
Para extraer la relación entre los parámetros y el zoom, se utilizan los sigu-
ientes grupos de secuencias de zoom:
 grupo 1: 4 secuencias recorriendo el rango de [500, 750]. Como patrón se
utilizan las dos láminas de 50× 50 cm y 36 puntos cada una.
 grupo 2: 5 secuencias recorriendo el rango de [750, 880] (se añade una se-
cuencia más para intentar compensar la disminución del número de puntos
de control). Como patrón se utiliza una lámina de 50× 50 cm y 36 puntos.
 grupo 3: 4 secuencias recorriendo el rango de [0, 500]. Como patrón se utiliza
un tablero de 87×127 cm y 40 puntos, que se había usado con anterioridad
para otro tipo de calibración en el Departamento.
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La necesidad de cambiar de patrón por sus características provoca que haya esta
distinción ya que es necesario cambiar de posición pan/tilt. En la figura 6.30
se recogen los tipos de capturas que se obtienen, para tener presente que puede
haber degradación en los resultados (véase el apartado 6.2.3).
zoom = 500(grupo 1) zoom = 750(grupo 1) zoom = 760(grupo 2)
zoom = 880(grupo 2) zoom = 500(grupo 3) zoom = 0(grupo 3)
Figura 6.30: Tipos de capturas
Después de una primera calibración, se decide aumentar el número de secuen-
cias a 8 en el rango [0, 260], ya que se comprueba que en zoom = 0 se obtiene una
distorsión radial desmesurada a causa del tipo de imágenes, en que el patrón cubre
una area demasiado pequeña. Las cuatro añadidas tienen la particularidad de que
el patrón no está centrado en la imagen de manera que, en principio, son más
representativas de la distorsión total que existe en la imagen. Con este cambio,
en zoom = 0 se obtiene mejor calibración, como se puede ver en la representación
de los ejes del sistema de referencia mundo en la figura 6.31.
Una vez que se tiene la calibración en cada una de las posiciones de zoom,
se procede con la regresión polinómica para poder expresar los parámetros como
funciones del zoom. Para este propósito, se utiliza la herramienta Curve Fitting
Tool de Matlab.
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Figura 6.31: Corrección de la distorsión en zoom = 0
En la figura 6.32 se recogen las representaciones de los parámetros en fun-
ción del zoom, como resultado de las calibraciones y como las correspondientes
regresiones polinómicas. Se observan diferencias notables en la evolución de los
parámetros entre las zonas limitadas por los grupos de secuencias que se han
utilizado. A causa de las limitaciones en el tipo de capturas en los extremos del
rango de zoom, se asume que en estas posiciones no se han obtenido buenas cal-
ibraciones de todos los parámetros. Por lo tanto, por esta razón, se realiza la
regresión con una serie de características:
 f : continuidad en los puntos, excepto en el rango [750, 880]. Se escoge una
regresión de orden 4, dando menos peso a los puntos de este rango.
 u0: se observa el mismo comportamiento que en f . Se escoge el mismo tipo
de regresión.
 v0: se obseva continuidad en todo el rango. Se escoge una regresión de orden
4, utilizando todos los puntos por igual.
 z0,c: discontinuidades importantes en zoom = 260 y zoom = 750. El modelo
resultante depende en gran medida del valor de z0,c, de manera que las
diferencias que hay entre los subrangos son demasiado importantes para
ignorarlas. Se escoge una regresión de orden 4, utilizando todos los puntos
por igual.
 b1: discontinuidades en zoom = 500 y zoom = 750. En teoría, recuérdese, los
coeficientes de la distorsión lineal no dependen del zoom. Asumiendo esta
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hipótesis, y como que en todo momento se mantiene en el mismo orden, se
hace un promediado de los puntos del rango [500, 750].
 b2: como b1.
Figura 6.32: Los parámetros intrínsecos y z0,c en función del zoom
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 k1: discontinuidad en zoom = 260. Recuérdese que en el rango [0, 260] se
había corregido la distorsión radial. Regresión de orden 4, dando menos
peso a los del rango [300, 500].
 k2: como k1. Regresión de orden 2, dando menos peso a los del rango
[300, 500].
 t1: discontinuidades en zoom = 500 y zoom = 750. Pero como se mantiene
en todo momento en un orden bajo, se escoge una regresión de orden 2,
utilizando todos los puntos por igual.
 t2: como t1.
A pesar de estas consideraciones para intentar mejorar el proceso de aproximación
polinómica, en los resultados no se ve reflejado. En la figura 6.33 se representan
σe de las calibraciones y los errores residuales en el caso de utilizar las regre-
siones polinómicas. Como se puede apreciar, en zoom = [500, 750] el error se ha
mantenido en cierto modo, pero en el resto de subrangos ha aumentado consider-
ablemente. Se observa una semejanza en el modo en que aumenta el error respecto
σe y en cómo se aleja la progresión de los puntos en z0,c. Como era de suponer
a partir de las gráficas de las regresiones, no ajustar al máximo z0,c provoca un
incremento de error residual considerable.
Figura 6.33: Error residual de calibración y regresión polinómica
El hecho de que los parámetros f y z0,c esten estrechamente relacionados
es obvio. Y la representación de los valores de estos parámetros en función del
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zoom en la figura 6.32 ofrece más detalles al respecto.Se observa que la pareja
de valores de [f, z0,c] depende de gran medida de las capturas consideradas y
sus puntos de control, de manera que los valores obtenidos son los óptimos en
estos casos al minimizar [σe] en el número finito de muestras. Se puede decir que
existen diferentes aproximaciones del conjunto[f, z0,c] válidas dentro del modelo
de la cámara, y su dependencia recíproca es tal que una pequeña variación en
valores de fs bajas supone una variación más acentuada en z0,c que a fs altas.
Para atribuir continuidad a las regresiones de estos dos parámetros sin ocasio-
nar una degradación exagerada a la calibración, se puede utilizar la extrapolación
gracias al número importante de muestras del que se dispone. Se procede con la
regresión polinómica en el rango [300, 750], escogiendo para el caso de f un poli-
nomio de orden 4, anulando el coeficiente de orden 1 para otorgarle la forma que
se presume debe tener, y una recta para el caso de z0,c, como se puede ver en la
figura 6.34.
Figura 6.34: Regresión polinómica de f y z0,c con extrapolación
Comparando el error residual total con σe (véase la figura 6.35), se comprueba
que la regresión polinómica y la extrapolación se han realizado con éxito para el
rango zoom = [100, 800].
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Figura 6.35: Error residual de calibración y regresión polinómica con extrapo-
lación
6.5. Valoración de la calibración resultante
Para validar la calibración resultante, se consideran dos términos: el error
residual proyectando puntos medidos en la sala con el modelo que se ha estimado,
asumiendo que las coordenadas imagen encontradas con la detección de puntos
son correctas; y el error residual al retroproyectar con el modelo inverso (véase
el anexo C) los puntos imagen detectados, asumiendo las coordenadas mundo de
los puntos medidos correctas. En el apartado 6.5.1 se recogen los resultados. Y
en segundo lugar, en el apartado 6.5.2, se valida la calibración en términos de
rotación.
6.5.1. Error resultante en proyección/retroproyección
Se realizan capturas en diferentes posiciones de zoom en dos posiciones pan/tilt,
y se utiliza el patrón de calibración para situar los puntos de test. En la figura
6.36 se muestran los dos casos.
Para poder evaluar con comodidad el origen de los errores, se han represen-
tado las características (media y desviacón típica) de los errores en cada una de
las coordenadas, utilizando el modelo de calibración resultante de la regresión
polinómica y el resultante en cada posición zoom utilizada en la calibración. En
las figuras 6.37 y 6.38 se recogen los respectivos de cada caso.
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caso 1 caso 2
pan = 8.256o, tilt = −29.1o pan = 40.62o, tilt = −11.175o
Figura 6.36: Posiciones de los dos casos considerados
Figura 6.37: Error residual en proyección/retroproyección del caso 1
Se analizan los resultados del caso 1 extrayendo los siguientes puntos:
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 El error medio de proyección se mantiene reducido en cualquier zoom; ex-
cepto zoom = 800, que posiblemente sea a causa de la baja calidad que
se tenía asumida de la calibración en este punto. Lo normal es atribuir un
sesgo a un error en la calibración de la rotación, pero al ser de una magni-
tud <1 píxel en todo el rango de zoom y al estar dentro de los rangos de
rotación usados en la calibración, las posibles causas sean: en la calibración
de los parámetros intrínsecos, un error en la medición (muy posible por sus
características concretas), una desviación en la posición de los servomotores.
 El leve aumento del sesgo en la retroproyección, y curiosamente en el caso de
no usar la regresión polinómica, seguramente sea a causa de las característi-
cas de la retroproyección en sí. Como se puede comprobar en el anexo C, se
basa en la idea de encontrar la intersección de los rayos de retroproyección
con el plano que contiene los puntos; y por una cuestión de perspectiva,
puede inducir este efecto.
 Los errores que se puedan producir a causa de la calibración de los paráme-
tros intrínsecos, lo más probable que se traduzcan en una posible desviación.
En las curvas de la desviación típica se observa la degradación a causa de
la regresión polinómica, también el hecho de que al reducir σ levemente en
términos de píxels al disminuir el zoom, en términos de mm aumenta.
Y análogamente con el caso 2:
 Se observa que el sesgo de proyección es considerable y que disminuye al
disminuir el zoom. Se debe a: un error en la calibración de rotación (en
el siguiente apartado se valorará esta opción), posible al estar fuera de
los rangos utilizados en la calibración; un error de medición, pero es poco
probable al estar los puntos situados en la referencia de pruebas C; o una
desviación en la posición de los servomotores, posible de esta magnitud
(supone un ángulo > 0.075o, ya que se ha procedido con la precorrección)
ya que se ha observado anteriormente en el manejo de la cámara.
 Las desviaciones típicas se mantienen bajas, pero descalifican la calibración
para zoom = 800 y zoom < 300, sobre todo porque hay que tener en cuenta
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Figura 6.38: Error residual en proyección/retroproyección del caso 2
que estos puntos están concentrados en la parte central de la imagen, y
seguramente este error aumente en el resto de la imagen por un desajuste
en las distorsiones.
Asumiendo que en gran parte los sesgos son a causa ajena a la calibración, se
considera que se puede acotar el error de retroproyección por < 1 cm en el rango
de zooms [300, 800), principalmente porque el caso 2 es uno de los peores posibles
ya que los puntos están prácticamente a la distancia máxima posible a la cámara
en este escenario.
Pero observando los resultados aquí detallados, además de la dependencia
de los errores residuales de calibración en función del zoom mencionados en el
apartado 6.4, se presume que se puede mejorar la calibración resultante con el
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método propuesto en este proyecto, pero utilizando unos patrones y capturas más
adecuados en las secuencias de zoom.
6.5.2. Análisis cualitativo
En el apartado anterior se ha vislumbrado la posibilidad de que la calibración
de rotación no fuese correcta, de manera que implicaría que al alejarse de los
rangos usados en la calibración el sesgo en el error residual aumentaría sucesi-
vamente. Para comprobar que esto no sucede de la forma más rápida posible, se
opta por capturar una serie de imágenes con zoom = 0 (se utilizan los paráme-
tros encontrados en la calibración en esta posición, sin la regresión polinómica)
y proyectar los contornos de objetos referencia distribuidos por la sala, por las
siguientes razones:
 No son visibles las desviaciones de la posición de los servomotores.
 En una misma captura se encuadran varios objetos, y es más fácil de recono-
cer algun error por un desajuste en la distorsión u otro parámetro intrínseco
(se verá a continuación este efecto, en alguna de las capturas realizadas) y
no adjudicarlo al modelo de rotación.
 En un zoom más alto se necesitaria un patrón como referencia, y conllevaría
muchas medidas precisas para abarcar el mayor rango posible de pan y tilt.
De esta manera se captura las posiciones detalladas en la tabla 6.13, y en la
figura 6.39 se muestran las imágenes resultantes después de proyectar las referen-
cias. Visualmente ya se comprueba que los parámetros extrínsecos estimados son
aceptables fuera del rango pan = [−9.33o, 22.37o] (el rango tilt usado en la cali-
bración contiene en gran parte las posiciones que seguramente se puedan llegar a
usar); y por lo tanto, el modelo de rotación estimado es correcto.
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1 2 3 4 5 6 7 8 9
pan [o] 41.6124 51.6027 61.593 71.5833 81.5833 -8.339 -18.3293 -18.3293 -18.3293
tilt [o] -15.15 -15.15 -15.15 -15.15 -15.15 -16.125 -16.125 -26.1 -36.075
Tabla 6.13: Posiciones de las capturas fuera de los rangos de calibración
Figura 6.39: Proyección de referencias en posiciones pan fuera de rango de
calibración
6.6. Utilización de la aplicación práctica
Para analizar el funcionamiento del algoritmo propuesto, primero se muestra el
proceso en un caso práctico. Y después, se observan los resultados que se obtienen
evaluando si se alcanzan las características objetivo.
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6.6.1. Observación del proceso
Para realizar las pruebas, se utiliza como objeto a encuadrar una pelota de
diámetro D = 20.7 cm. Se indica al algoritmo que se guarde un margen de
m = 100 píxels, y se sitúa el objeto en la sala midiendo el centro en c =
(141.6, 99.8, 10.35) cm.
Tabla 6.14: Pasos seguidos en el algoritmo
paso 1 paso 2 paso 3 paso 4 monitorización
pan 0 -11.6832 -11.6832 -12.0549 -12.0544
tilt 0 -39.3016 -39.3016 -39.5511 -39.525
zoom 500 500 797.442 797.442 797.424
Con estas premisas, el algoritmo sigue un proceso de estimación ajustando
la posición de la cámara deseada como se detalla en la tabla 6.14 y descrito a
continuación:
Paso 1. Como se había dicho en el apartado 4.3, se inicializa el algoritmo en
una posición intermedia.
Paso 2. Se aproxima la posición pan-tilt en la primera fase.
Paso 3. Con esta posición pan-tilt, se ajusta el zoom para obtener las dimen-
siones deseadas en la imagen.
Paso 4. Se reajustan los valores pan y tilt para centrar la imagen en la nueva
posición zoom; y como se comprueba, es necesario a causa de la dependencia del
punto principal con el zoom, aunque la variación es muy pequeña: décimas de
grado.
Una vez calculada la posición, se le ordena a la cámara que se mueva hasta ésta,
obteniendo el encuadre mostrado en la figura 6.40. A causa de la resolución en
los servomotores, al monitorizar la posición no se tiene la calculada exactamente,
pero la diferencia es despreciable.
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Figura 6.40: Encuadre final del objeto, m = 100 píxels
6.6.2. Valoración del algoritmo
Para valorar en profundidad el algoritmo, se revisan los resultados numéricos
que se obtienen en el caso expuesto anteriormente, y en un segundo test mante-
niendo las mismas características pero m = 150 píxels.
m = 100 píxels m = 150 píxels
Figura 6.41: Encuadres del objeto, con las proyecciones según el modelo
Proyectando sobre las capturas obtenidas el contorno del objeto calculado a
partir del modelo, en la posición encontrada con el algoritmo, se observa que
existe un leve desplazamiento respecto a la imagen desde el punto de vista de
rotación, mientras que a lo que se refiere a zoom coincide (véase la figura 6.41).
Pero esta diferencia coincide con el posible error de monitorización (el error de
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repetición anteriormente nombrado en el apartado 6.3.4), y se le atribuye este
efecto en estos casos.
Tabla 6.15: Características alcanzadas
encuadre 1 encuadre 2
qc [383.998, 288.005] [384.002, 288.002]
margen superior 99.75 píxels 149.9 píxels
margen inferior 100 píxels 149.9 píxels
En la tabla 6.15 se muestran las características con las que se consigue en-
cuadrar el objeto en ambos casos. Estos datos se han calculado con la proyección
que resulta con el modelo, para únicamente evaluar el algoritmo en sí, sin tener en
cuenta el error de monitorización o posibles errores de calibración. Y se observa
que se producen unos errores residuales del orden de 10−3 y 10−1 píxels en el
centrado del objeto y los márgenes de guarda, respectivamente.
Capítulo 7
Conclusiones
7.1. Objetivos alcanzados
Una vez vistos los resultados recogidos en el capítulo 6, se puede confirmar
que se han alcanzado los objetivos fijados en este proyecto con las siguientes
puntualizaciones:
 Se ha propuesto un método de calibración de una cámara pan-tilt-zoom.
En su determinación se ha analizado cada uno de los pasos llevados a cabo
para mejorar y optimizar el proceso, y se han visto reflejadas algunas de las
dificultades que se pueden encontrar en este tipo de estudios. Asimismo se
ha comprobado el funcionamiento del método de calibración de una cámara
fija en el que se basa, y se ha solventado la necesidad de desarrollar un
modelo de rotación.
 Se ha realizado la calibración de la cámara que se dispone en la Smart Room
de la UPC, validando su uso en todo el rango de pan/tilt y consiguiendo
un error de retroproyección <1cm en el rango de zoom [300, 800).
 Se ha desarrollado y probado un algoritmo para encuadrar un objeto en una
posición arbitraria, a partir del modelo de la cámara que se obtiene en el
proceso de calibración. Y de tal manera que se consideran despreciables los
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errores residuales en las características alcanzadas en el centrado del objeto
y los márgenes de guarda.
7.2. Posibles mejoras y futuros pasos
Para continuar el trabajo realizado en este proyecto surgen diferentes posibil-
idades:
 Desde el punto de vista de mejorar la calibración realizada, se propone es-
tudiar cómo ha influido la decisión de considerar que coinciden el centro
de rotación pan y el de tilt. Asimismo se puede analizar la posibilidad de
optimizar el número de capturas en las secuencias aumentando el step re-
lativo, pero teniendo en cuenta que seguramente será más difícil reconocer
las capturas que necesitan precorrección.
Por otro lado, se propone mejorar las capturas que se realizan en las se-
cuencias de zoom, sobre todo adecuando los patrones que se necesiten, con
el objetivo de modelar la cámara en todo el rango de zoom.
 En el Departamento se ha realizado otra calibración de la cámara pan-tilt-
zoom con un método basado en la toolbox de Bouguet. A partir del estudio
realizado en este proyecto, surgen algunas discrepancias con las considera-
ciones realizadas en tal calibración. Los puntos que no estan reflejados son
principalmente el análisis del orden de rotación, la estimación de los ejes de
rotación, y la posible dependencia de z0,c con el zoom. Pero aquí se propone
analizar la posibilidad de adaptarlo a las consideraciones expuestas en este
documento, y comparar la calibración que resulte con la anterior propuesta;
de manera que se pueda escoger la mejor solución.
 Desde el punto de vista de continuidad, el primero paso es desarrollar el con-
trol de la cámara en tiempo real, conociendo su posición en cada momento;
y por lo tanto, pudiendo relacionar una escena 3D con cualquier frame (en
el momento de redactar este punto, ya se está trabajando para alcanzar
este objetivo). Y en segundo lugar, se puede proceder con la sustitución de
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las cámaras fijas por las pan-tilt-zoom como se había previsto, calibrando
cada una de ellas, con la idea de mejorar el sistema instalado en la sala y
beneficiarse de las posibilidades que ofrece en aplicaciones de visión activa.
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Anexo A
Matrices de rotación
A.1. Ángulos de Euler
La solución más común para representar una rotación arbitraria es desglosar
la transformación en una secuencia de tres rotaciones elementales alrededor de
los ejes de coordenadas, llamadas ángulos de Euler. Denotando las rotaciones
elementales como ω, ϕ y κ, en los ejes x, y y z respectivamente, y asumiendo que
tienen lugar en el mismo orden, una matriz de rotación M tendrá la siguiente
forma:
M = MzMyMx
M =

cosκ sinκ 0
− sinκ cosκ 0
0 0 1


cosϕ 0 − sinϕ
0 1 0
sinϕ 0 cosϕ


1 0 0
0 cosω sinω
0 − sinω cosω

M =

cosϕ cosκ cosω sinκ+ sinω sinϕ cosκ sinω sinκ− cosω sinϕ cosκ
− cosϕ sinκ cosω cosκ− sinω sinϕ sinκ sinω cosκ+ cosω sinϕ sinκ
sinϕ − sinω cosϕ cosω cosϕ

(A.1)
Los ángulos de rotación ω, ϕ y κ se pueden extraer de forma inmediata a
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partir de la matriz de rotación:
ϕ = asinm31
ω = atan2
(
− m32
cosϕ
,
m33
cosϕ
)
κ = atan2
(
− m21
cosϕ
,
m11
cosϕ
)
(A.2)
A.2. Rotación sobre un eje arbitrario
Siguiendo el desarrollo descrito en [Bourke home page], la rotación de un
punto 3D de un ángulo θ sobre un eje arbitrario, definido entre dos puntos
p1 = (x1, y1, z1) y p2 = (x2, y2, z2), se realiza siguiendo las siguientes etapas:
Paso 1. Traslación de manera que el eje de rotación pase a través del origen:
T =

1 0 0 −x1
0 1 0 −y1
0 0 1 −z1

Paso 2. Rotar sobre el eje x de manera que el eje de rotación se sitúe en
el plano xz. Sea u = (a, b, c) el vector unitario a lo largo del eje de rotación, y
d =
√
b2 + c2 la longitud de su proyección sobre el plano yz. Si d = 0, el eje de
rotación tiene la misma dirección que el eje x, y no es necesaria ninguna rotación
adicional. En caso contrario, el ángulo de rotación φ es entre la proyección del eje
de rotación en el plano yz y el eje z. Puede ser calculado de la siguiente manera:
cosφ =
(0, 0, c) · (0, b, c)
cd
=
c
d
sinφ =
‖(0, 0, c)× (0, b, c)‖
cd
=
b
d
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Por lo tanto, la matriz de rotación correspondiente es
X =

1 0 0
0 c
d
−b
d
0 b
d
c
d

Paso 3. Rotar sobre el eje y de manera que el eje de rotación quede a lo largo
del eje z positivo. Siguiendo el mismo método que el paso anterior, la matriz de
rotación necesaria será
Y =

d 0 −a
0 1 0
a 0 d

Paso 4. Rotación del ángulo θ sobre el eje z :
Z =

cos θ sin θ 0
− sin θ cos θ 0
0 0 1

Paso 5. Aplicar el inveso de los pasos 3,2 y 1 sucesivamente.
Reuniendo todos estos pasos, la transformación completa para rotar un punto
p = (x, y, z)t sobre el eje de rotación a un punto nuevo p′ = (x′, y′, z′)t queda:
p′ = T−1X−1Y−1ZYXTp (A.3)
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Anexo B
Algoritmo Levenberg-Marquardt
El proceso de optimización de los parámetros estimados en la calibración
de cada una de las configuraciones pan-tilt-zoom, se ha realizado a través del
algoritmo Levenberg-Marquardt. Una descripción de este algoritmo es presentado
en [Hartley 94], y resumido aquí. El algoritmo se basa en el método de iteración
de Newton, el cual se describe primero.
B.1. Iteración de Newton
Para una relación y = f (x), donde x e y son vectores en diferentes dimen-
siones, y siendo yˆ un valor medido de y, se necesita calcular un vector xˆ que
satisfaga la relación anterior. De forma diferencial, se necesita calcular un vector
xˆ que satisfaga yˆ = f (xˆ) + ˆ, de manera que ‖ˆ‖ sea mínimo. El método de
iteración de Newton comienza con un valor inicial x0 y depura su valor bajo la
asunción de que la función f es lineal localmente.
Para yˆ = f (x0) + 0, la función f se aproxima en x0 por f (x0 + δ) =
f (x0)+Jδ, donde J =
∂y
∂x
es el mapeo lineal representado por la matriz jacobiana.
Entonces cogiendo x1 = x0 + δ, se obtiene la siguiente relación:
yˆ − f (x1) = yˆ − f (x0)− Jδ = 0 − Jδ,
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donde ‖0 − Jδ‖ debe ser minimizado. Esta minimización se puede resolver para
δ usando el método lineal de mínimos cuadrados:
JtJδ = Jt0.
Esta ecuación se llama la ecuación normal.
En resumen, la solución se puede encontrar con un valor inicial estimado x0
y realizando sucesivas aproximaciones mediante la ecuación
xi+1 = xi + δi,
donde δi es la solución en las ecuaciones normales JtJδi = Jti. La matriz J
es la jacobiana evaluada en xi y i = yˆ − f (xi). Como indica [Hartley 94], es
posible que el algoritmo converja a un mínimo local o no converja del todo. El
funcionamiento del algoritmo iterativo depende completamente de la estimación
inicial x0.
B.2. Iteración de Levenberg-Marquardt
El método de iteración de Levenberg-Marquardt es una leve variación del
método iterativo de Newton. Se sustituyen las ecuaciones normales Nδ = JtJδ =
Jt por las ecuaciones normales expandidas N′δ = Jt, donde N′ii = (1 + λ)Nii
y N′ij = Nij para i 6= j. El valor de λ es inicialmente fijado en algun valor,
normalmente λ = 10−3. Si el valor de δ obtenido solucionando las ecuaciones
normales expandidas conlleva una reducción en el error, entonces se acepta el
incremento y λ es dividida por 10 antes de la siguiente iteración. Pero si, en
cambio, el valor de δ conlleva un error incrementado, entonces λ es multiplicada
por 10 y las ecuaciones normales expandidas son resueltas otra vez, y se repite
hasta que se encuentre un valor de δ que provoque una disminución del error.
Anexo C
Retroproyección de puntos imagen
Habitualmente en este proyecto se habla de la proyección de puntos 3D en
la imagen 2D, pero cuando se trata del proceso inverso, se usa el término de
retroproyección. Por cuestiones de perspectiva, en un punto imagen coinciden
las proyecciones de un número infinito de puntos del espacio tridimensional, y
es tal que su retroproyección se caracteriza con una recta. Este hecho ocasiona
que la localización de un punto 3D sea a partir de más de una retroproyección
(como se puede ver en la figura C.1) en aplicaciones prácticas, como puede ser la
regeneración virtual volumétrica de objetos.
Figura C.1: Intersección de los rayos retroproyectados de dos cámaras
Por la diversidad de aplicaciones que se tiene en este aspecto, es interesante
evaluar la calibración de una cámara a partir de la precisión que se obtiene en la
retroproyección. Y por este motivo, en este capítulo se presenta una técnica de
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evaluación, la cual se ha usado en este proyecto.
En el apartado C.1 se describe el algoritmo de retroproyección. Éste se ha
desarrollado en el entorno de Matlab, y es la adaptación del algoritmo que se
encuentra en la librería en C++ ImagePlus del grupo de Procesado de Imagen
de la UPC, [ImagePlus], pero con algunas modificaciones:
 Generalización para un número finito de puntos. Partiendo de N puntos
imagen, se encuentran directamente sus N retroproyecciones.
 Adaptación al modelo proyectivo que se ha tenido en cuenta en este docu-
mento (véase 2.4). En ImagePlus está preparado para el modelo de [Garcia 04].
 Para realizar el proceso inverso de la distorsión, en vez del método de opti-
mización Newton-Rhapson, se utiliza el Levenberg-Marquardt.
En el apartado C.2 se detalla cómo se utiliza la retroproyección encontrada para
un punto de test. En ImagePlus se particulariza en el caso en que todos los puntos
de test que se pueda considerar pertenecen a un plano horizontal, z = cte. Pero en
este proyecto, se generaliza a un plano arbitrario, que se concreta como parámetro
de entrada en la función desarrollada.
C.1. Algoritmo de retroproyección
En el algoritmo que se encuentra en la librería ImagePlus del grupo de Proce-
sado de Imagen, [ImagePlus], se parte de la idea de que para caracterizar una recta
únicamente es necesario conocer un punto y el vector director: p = (xp, yp, zp)
t y
−→v = (vx, vy, vz)t respectivamente. Por lo tanto, para conocer la retroproyección,
se necesitan dos puntos: uno es el centro óptico, t, y el otro es el que se encuen-
tra aplicando al punto imagen un modelo inverso a la proyección y considerando
z′p = 1, tal como se detalla a continuación.
Sea (up, vp) el punto imagen del cual se quiere encontrar la retroproyección.
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Se utilizan las coordenadas imagen distorsionadas, con expresión
q′′p =
 u′′p
v′′p
 =
 (up−u0)Du
(vp−v0)
Dv
 ,
para encontrar q′p como la solución óptima, mediante el algoritmo Levenberg-
Marquardt, a la siguiente ecuación no lineal:
q′′p = q
′
p + δl(q
′
p) + δnl(q
′
p)
Una vez encontradas las coordenadas imagen no distorsionadas, el punto 3D cá-
mara se calcula sencillamente de la siguiente manera:
p′ =

u′p
v′p
1
 · z′pf =

u′p
v′p
1
 · 1f
Y por último, se aplica la correspondiente transformación de cuerpo rígido para
trasladarlo del sistema de referencia cámara al sistema de referencia mundo:
p = Mtp′ + t
Conociendo los dos puntos, finalmente el vector será:
−→v = p− t = Mtp′
y por lo tanto la retroproyección será expresada por:
Γ : p+ λ−→v
siendo λ un escalar arbitrario.
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C.2. Adaptación para un punto de test
Para utilizar la retroproyección como técnica de evaluación, se necesita un
modo de concretar la estimación de la posición de cualquier punto de test para
poder comparar dicha estimación con su posición real o, expresado estrictamente,
medida físicamente. Una manera factible, cuando normalmente se utilizará el
patrón para este fin y se analizará el conjunto de puntos, es indicar el plano al
que pertenecen.
Sea el plano genérico Ax+By+Cz+D = 0, y la retroproyección Γ : p+λ−→v . El
punto objetivo sencillamente es la intersección del plano y la recta. Transformando
la ecuación de la recta de la forma vectorial a la cartesiana, se obtiene que el punto
en cuestión es la solución del siguiente sistema:
vy −vx 0
vz 0 −vx
A B C


x
y
z
 =

xpvy − ypvx
xpvz − zpvx
−D

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