Abstract-Unmanned Aerial Vehicles (UAVs) equipped with remote visual sensing can be used in wide range of applications. However, guaranteeing the full coverage of the area and translating this coverage in a path planning problem, it is a quite challenging task. Thus, in this article a well-known and wellinvestigated family of hard optimization problems, covering a polygonal region (target area) with fixed size rectangles (camera frustrum), is studied. The problem is formulated mathematically and solved using metaheuristic optimization algorithms. The proposed novel algorithmic scheme requires an a priori 2D model of the target area, while it tries to maximize the coverage with a minimum number of fixed size rectangles. Finally, multiple simulation results are presented that prove the efficacy of the proposed scheme.
I. INTRODUCTION
Unmanned Aerial Vehicles (UAVs) equipped with remote sensing instrumentation are emerging in the last years due to their mechanical simplicity, agility, stability and outstanding autonomy in performing complex manoeuvres etc. [1] , [2] . Furthermore, UAVs have the ability to offer numerous opportunities in a variety of applications, such as as mapping [3] , landslides [4] , search and rescue missions [5] , and forest fire inspection [6] . One of the most common remote sensor is the visual sensor, in monocular or stereo versions, while the acquired set of images from the UAV's mission can be analyzed and used to produce sparse or dense surface models, hazard maps, investigate access issues, and other area characteristics [7] . However, the main problem in these approaches is to guarantee the full coverage of the area, a fundamental problem that is directly related to the autonomous path planning of the aerial vehicles.
In the presented approach, it is assumed that during the UAV operation, the later has the ability to retain a closed loop fixed altitude with the downside camera, without loss of generality. In this specific case, the camera frustrum can be modeled by fixed size rectangles, of a w i × h i ∈ R 2+ , as it is indicated in Figure 1 .
In the case that the altitude of the UAV is varying, then this problem is transformed to the problem of on-line covering a predefined region with rectangles of varying size, a problem that is not addressed in previous works based on the authors' best knowledge. In the related literature, the problem of covering the target area with fixed size rectangles has been addressed multiple times, while this typical problem is known to be NP-complete [8] , [9] , [10] and one of the several computationally difficult decomposition problems [11] . Additionally, it has a number of important practical applications except from the coverage approaches for visual inspection, such as VLSI layout, pattern recognition, computer graphics, databases, image processing, etc. [12] . Thus, inspired by this vision, the main objective of this article is to establish an algorithm to segment the target area in relation to the camera's field of view in an off-line approach. Based on this partition, the UAV in the sequel will be able to plan its path by e.g. following the center of gravity of the rectangles in the partitioned space.
On the specific topic of covering polygons with rectangles, most of the works considered a varying size of the rectangles' area [11] , [13] , [14] or the target area is considered to be convex, rectilinear or a union of convex polygons [14] . Additionally, most of the previous contributions formulate the problem mathematically, while the numerical solution to the problem is still lacking, while it should be highlighted that the problem is proven to be NP-hard for the fixed size rectangles [10] . Likewise, in the scope of aerial coverage and visual inspection, it is assumed that a top level procedure handles the area segmentation, and there is no work to consider decomposition of the target area with the relation to the coverage task. Thus, this decoupling of coverage task and segmentation of the area may reduce the generality of the approaches.
Based on the aforementioned state of the art, the main contribution of this article is double-fold. Firstly, to mathematically formulate the problem and approach the NPcomplete problem of covering a polygonal regions with fixed sized rectangles by different metaheuristic techniques such as: pattern search, genetic algorithm and particle swarm optimization. Secondly, this paper addresses the problem of the covering a polygonal region with fixed size rectangles for the coverage and inspection tasks for the first time based on the author's best of knowledge. Finally, it should be noted that the representation can maximize the coverage of the target area while the rectangles are representing the camera frustrum in 2D. The method is evaluated with multiple case studies.
The rest of the article is structured as follows. The mathematical establishment of the proposed problem is presented in Section II, followed by the presentation of the selected algorithms for solving the problem in Section III. In Section IV multiple simulation results are presented with a corresponding comparison and discussion on them. Finally the article concludes in Section V.
II. PROBLEM STATEMENT
Let Ω ⊂ R 2 be a given region that can have multiconnected components, while the finite set
of rectangles
is considered. Each rectangle can be identified by its position in the lower left corner (x i , y i ) and the width w i and the length h i . The placement of the rectangles R i is defined by the translation vector
represents the region covered by the union of the rectangles R i , while Λ * is a cover of Ω if there exist a solution such that
Therefore, the search is to find the position of each rectangle through the translation vector u i and the total number of rectangles n. Thus, the goal is to define whether there exists a vector u ∈ R 2n , such that Λ(u) is a cover of Ω. The general schematic of the problem is presented in Figure 2 . In order to mathematically formulate the described problem, the following optimization problem is defined:
where A is the area of polygons, u u and u l are the upper and lower bounds of the translation vector that is defined by the boundaries of the target area Ω, α is the weight for the number of rectangles in the objective function, w i h i is the area of each rectangle and n is the number of rectangles that is member of a natural number N. In general, the proposed problem statement is considered to be an NP-hard problem thus in the sequel mataheuristic optimization algorithms will be utilized for the solution.
III. TOOLS FOR SOLVING THE PROBLEM
When it comes to solving hard optimization problems, either discrete NP-hard problems or continuous non-convex with many local minima, a very common solution involves the use of metaheuristic optimization algorithms. These algorithms even though do not guarantee optimality, they usually lead to "good enough" solutions, within reasonable amount of time. Therefore they have attracted lot of attention with new algorithms proposed every day. However most of them are variations of well established themes.
In this article, representative members of three characteristic families of metaheuristic optimization, are investigated and compared for their utility for this specific problem, namely: the Pattern Search (PS), the Genetic Algorithm (GA) and the Particle Swarm Optimization (PSO). PS is one of the oldest metaheuristic methods that does not rely on the use a population of solutions, rather it evolves a single one using a systematic approach, and it was selected to serve as the base comparison method. GA and PSO both belong to the family of population based methods, which evolve a number of solutions simultaneously. GA is probably the most used one method from the family of evolutionary methods that relies on the concept of combining and altering potential solutions using operations that were inspired from actual genetic operations, with numerous applications in engineering applications. Nowadays, the GA has become the benchmark algorithm to compare against any new proposed metaheuristic method. PSO is the newest of the three investigated methods. It is also a population based method, relying on a completely different approach than the GA. The popularity of PSO stems from the fact that apart from its efficiency, it is relatively easy to be implemented.
A. Pattern Search
PS [15] is a family of numerical optimization methods that do not require the gradient of a function. Lets consider the following optimization setting:
where
m×n is a real matrix, u l , u u ∈ (R ∪ ± inf) n , and l < u. A PS is a direction-based method, where convergence theory is based on searching in directions that form a positive spanning set. Thus, a finite set of positive spanning directions D is used to construct a mesh M k . The mesh M k is defined as:
where u k is the current iterate, Δ k > 0 is a parameter for fitness of the mesh, and Z + is the set of nonnegative integers. The Algorithm for PS is presented in 1. Moreover a full reference on PS formulations and algorithms can be found in [16] .
Algorithm 1 Pattern Search
Step seeking for an improved mesh point
Update if both (a) and (b) steps failed update u k+1 and set Δ k+1 ≥ Δ k according to
B. Genetic Algorithm
The GA [17] is an optimization and search technique based on the principles of genetics and natural selection. Overall, the algorithm is presented in 2.
Algorithm 2 Genetic Algorithm 1) randomly initialize population u 2) repeat until best individual is good enough or maximum number of generations has been reached a) Fitness determine fitness of population f (u) b) Selection select parents from population according to their fitness c) Crossover perform crossover on parents creating population d) Mutation With a mutation probability mutate new offspring e) Accepting Place new offspring in a new population
C. Particle Swarm Optimization
PSO is probably the most prominent member of the swarm intelligence family [18] . The Basic PSO algorithm consists of the velocity and position equation:
where i is the particle index, v i (t) is the current velocity of the i th particle, φ(t) is an inertia function (usually a linearly decreasing one), u i (t) is the current position of the i th particle, p i is the position with the best fitness value, visited by the i th particle, g(t) is the particle with the best fitness among all particles (best position found so farglobal version of the PSO [19] ), r is a positive constant called acceleration constant and η 1 , η 2 are random numbers uniformly distributed in [0, 1]. Overall, the algorithm is presented in 3. 
IV. SIMULATION RESULTS
In this Section different scenarios are presented in order to evaluate the performance of the proposed method and for comparison of the three different metaheuristic algorithms adopted. The initial positions of the rectangles are generated randomly, while the initial value for the number of rectangles is A(Ω)/A(R) . Moreover, it should be highlighted that the number of rectangles is inversely related to the term α in the objective function. A larger value of α results in a lower value for the number of rectangles. Furthermore, from the obtained result, in each scenario, the path for the UAV can be obtained as the one that passes through the center of rectangles. In all cases the algorithm stops if the average relative change in the best fitness function value is less than threshold and for illustration purposes the value of first term of the objective function is shown in the following. Due to the stochastic nature of the algorithms, each experiment was repeated ten times.
In the first scenario, the target area is considered to be a rectangle with a size of 20 × 10 that can be filled by 8 rectangles with a fixed size of 5 × 5. Figure 3 presents the obtained results and the corresponding path is depicted for the inspection of the area. Additionally, Figures 3 and 5 present the value and the average of the first term of the objective function respectively.
In the second scenario, the non-convex target area is covered with four fixed size rectangles. The corresponding results from this optimization are presented in Figure 6 , extended with an indicative example of the path that can be followed by the UAV. Furthermore, the value and average of the first term of the objective function in 10 runs is depicted in Figures 7 and 8 . In this case all three investigated methods managed to cover the whole are. Moreover, it should be additionally mentioned that different initial positions, for each algorithm, resulted in different convergence rate of the objective function while this does not effect the final solution.
In the third scenario, the octagonal polygon with an area of 181 is covered by 9 rectangles. The result of the coverage and the value and average of the first part of the objective function are depicted in Figures 9, 10 obtained.
Furthermore, Figures 12, 13 and 14 present the final placement and the value and average of the first term of the objective function respectively. In this case a complex nonconvex polygon is considered and it is filled by 8 rectangles. Table I summarizes the mean percentage of coverage of the target area. As it can be seen the coverage is higher than 96 % for all four scenarios and all three metaheuristic methods. 
V. DISCUSSION AND CONCLUSIONS
This article addressed the NP-hard problem of coverage of polygons with fixed size rectangles. Initially, the problem is formulated mathematically and it is solved by different metaheuristic algorithms using an approximation approach.The presented methods have been tested in different convex and non-convex polygons and in all the examined scenarios, a very satisfactory coverage of a level above 96 % has been obtained. Total coverage could be achieved using more conservative approaches (using more rectangles). For the specific scenarios no single method seems to overwhelmingly outperform all others. This, on one hand, shows that the metaheuristic approaches can provide good solutions in general while, on the other hand suggests that more experiments should be conducted before safer conclusions can be reached.
Finally, from the obtained results, the corresponding in- dicative path that can be assigned to the aerial vehicles for remote visual sensing is generated. However, this specific path generation problem needs more investigation as depicted in Figure 15 , there are multiple choices for the resulting path based on the considered dynamics of the UAV and the corresponding constraints, e.g. minimum energy consumption, minimum time coverage, etc. The future work is related towards the investigation of the effect of changing the UAV's altitude, which can cause time varying areas of camera frustrum in an on-line approach, as well as the extended experimentation of the overall suggested scheme. 
