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Abstract—  Commercial systems such as Flickr display 
interesting photos from their collection as an interaction 
mechanism for sampling the collection. It purely relies on 
social activity analysis for determining the notion of 
interestingness. We propose an alternative technique based 
on content analysis for finding interesting photos in a 
collection. We use a combination of visual attention models 
and an interactive feedback mechanism to compute 
interestingness. A differentiating feature of our approach is 
the ability to customize the set of interesting photos 
depending upon the individual interest. Also, we incorporate 
non-identical duplicate detection as a mechanism to 
strengthen the surprise factor among the potentially 
interesting set of candidate photos. We have implemented 
the system and conducted a user study whose results are 
promising.  This proposed work presents a variant on query 
by example integrating user relevance feedback to choose 
“interesting” photos. 
Index Terms— Multimedia Echronicles, Interestingness, 
Visual Attention, Albums, Relevance Feedback, Information 
search and retrieval.  
I.  INTRODUCTION
          We are on the threshold of realizing the combined 
visions of Bush, Babbage and Turing that envisaged 
developing systems which can automatically organize, 
index, digest, evaluate and summarize information [9]. It 
has been argued that organization is a basic human need – 
“Even if by improved search means we can always find 
the information we need, we may continue to organize it 
for other reasons including to support serendipitous 
browsing and provide the satisfaction of putting our 
things in order” [32]. For example, when people organize 
personal media collections, they cluster images pertaining 
to memorable events (like birthdays and weddings). 
While browsing within an event, people often like to 
quickly view the “interesting” photos.  
          In fact, commercial systems such as Yahoo's Flickr 
prominently display interesting photos from their 
collection. Flickr computes interestingness using social 
activity analysis [43]. Every user of Flickr sees the same 
set of “interesting” images. However, the interestingness 
appeal of a photo can vary from person to person due to 
their individual interests, context, experiences and 
preferences. The main motivation behind our research 
work is to find “interesting” images in a personalized 
fashion for a particular user. Unlike Flickr, our approach 
is based on image content analysis.  
      We utilize a combination of visual attention models 
and an interactive feedback mechanism for this purpose. 
We also incorporate non-identical duplicate detection to 
strengthen the surprise factor which contributes towards 
interestingness. From this set, the user needs to select the 
image(s) that appear interesting to her. 
A.  Interestingness Vs.Attention 
      Interestingness is the power of attracting or holding 
one's attention. Attention is intimately related to intention 
[18]. Intention is an objective or a goal that a person 
wishes to accomplish. Intention forces one to pay 
attention. Consider the phenomenon of visual attention. It 
has an obvious survival value since it allows one to keep 
an eye on most things that are happening even if some 
accuracy is lost. This trade-off is an integral part of the 
attention phenomenon [31].  Real images often contain 
vast areas of irrelevant data from the perspective of 
cognition. Hence, if we can attend to the relevant parts, 
the image can be interpreted more quickly using fewer 
resources. The process by which people attend to objects 
based on their own interest is called attention. Usually, 
attention is driven by intention which influences 
interestingness. Since attention is related to intention, we 
use the relevance feedback mechanism. We define 
interestingness as an entity that arises from a) 
interpretation & experience, b) surprise, c) beauty, d) 
aesthetics and e) desirability. These factors are based on 
how one interprets the world and one’s accumulation of 
experience as embodied in the human cognition system. 
Since interestingness is related to attention, the interest of 
the user is captured based on existing attention models 
such as Itti-Koch based attention, Face based attention, 
SIFT based attention and Group based attention etc 
(defined in section III.A). User’s task in this proposed 
model is to select their choice of photos that they would 
like to see or have in mind. However, from the system 
context, interestingness is based on a) saliency features of 
afore-mentioned attention models and  b) interactive 
feedback mechanism (refer section III.C). From the user 
information need perspective, one can obtain categories 
such as a) salient images, b) scene based photos, c) face-
centric photos and d) group photos. Each of these 
categories are captured by  Itti-Koch Saliency attention 
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Group based attention model respectively. This means, 
what user wants is captured by set of predefined attention 
features. Further, for example refer Figure 4.10, which 
would show the different types of images (such as 
buildings, portraits, group images or scenaries) based on 
attention values. Also, as a limitation, our system is 
limited to the attention features and does not use any 
semantic tag information to classify photos.  
  The different types of attention [16] are as shown in 
Figure 1.1.    
                                Figure 1.1. Types of attention 
Sensorial Attention: It refers to the attention that is paid 
towards the objects of sense. 
 Intellectual Attention: The attention towards represented 
objects that are known to a   person is called as Intellectual 
attention.   
 Immediate  Attention: It is the attention that is drawn 
within a short time period.  
 Derived  Attention: When the topic or stimulus is 
interesting in itself, its interest to associate with some 
other immediately interesting thing is known as derived 
attention.  
 Passive attention: It is the attention that arises from non-
voluntary, reflex, effortless action. 
Active attention: The attention that arises from voluntary 
action is called as active attention. 
  It should be noted that not all types of attention are 
associated with interestingness. (see Figure 1.2) 
          Figure 1.2  Relationship between Interestingness and attention 
II.   STATE OF THE ART
A.  Attention models 
     Attention is typically based on two major facts: 
1. Human beings do not perceive all things as 
equally important,  
2. Some objects have a “pop-out” effect from the 
environment. 
The exact location of the attentional bottleneck is an issue 
due to limited capacity information processing capability 
of human brain [30]. Navalpakkam et al. have stated that 
the number of objects attended in a human brain varies as 
follows [28]: 
1. only one spatio-temporal structure can be 
represented at a time (according to coherence 
theory),  
2. three or four objects can be handled in the visual 
short term memory, 
3. many attended objects can be handled  in visual 
short term and long term memory if they have 
been  previously attended. 
         Generally,  the  interesting  part  in  an  image  is 
referred to as ROI (Region of Interest). It can be 
determined either by using its low level feature 
information or saliency information according to human 
cognition.    
Saliency is of the following two types [22]:  
1. self saliency: It refers to what determines how 
conspicuous a region is on its own with respect 
to color, saturation, brightness and size,  
2. relative saliency: It refers to how salient a 
region is relative to its surrounding.  
   The information obtained from low level features of 
an image and cognition based saliency map represents 
self saliency and  relative saliency respectively.  Wolfe et 
al. [40] have summarized the attributes that could guide 
attention as shown in Figure 2.1. 
  
Figure 2.1 Attention Guidance Attributes [40] 
Bottom-up Model 
The saliency map is constructed through a 
bottom-up approach which is based on combinations of 
the low level features (which include both oriented as 
well as non-oriented) such as color, contrast and 
orientation of the image itself. It can then be used in 
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irregularities in video [2,12]. Berg et al. discovered that 
humans and monkeys follow the same type of bottom-up 
attentional mechanism [1].  The computation models 
discussed in [2,24, 36] are based on this purely bottom-up 
approach methodology. While the saliency map of Ma et 
al. is based on the contrast alone, all the other models rely 
on multiple features such as contrast, color and 
orientation etc [25].  By combining multiple image 
features into a single topographical saliency map, the 
attended locations are found  
The static saliency attention model proposed by 
Ma et al. is based on the number of attended regions and 
their position, size and brightness in saliency map [24]. 
The luminance component has more impact than that of 
the other two color components since eye has fairly low 
color sensitivity. They further proposed an attention 
model which is based on the intuition that humans tend to 
pay more attention to the region near to the center of 
frame. A normalized Gaussian template is used to assign 
a weight to the position of the saliency regions. Ma et al. 
[23] have also proposed a more generic user attention 
model which covers static, motion, face, camera and 
linguistic attention models. However, in this research 
work, we limit our scope to visual attention models only. 
Chen et al. have adopted a similar visual attention model 
for adapting images on small displays [4]. The MPEG7 
attention model has been proposed by Wolf et al. that can 
be used for ranking images [39]. Once the salient region 
is found, global interest value can be calculated that can 
be used to organize image collections and to prioritize 
data for further processing. 
The disadvantages of the bottom-up models include the 
following: 
o They use the method first and then exploit the 
solution. This means that the approach may not 
be well suited for specific goal oriented tasks. 
o Implicitly or explicitly, these models tend to 
adopt the low level human attention 
phenomenon without taking the semantic aspects 
into account. 
Top-down Model 
Top-down attention, also called task dependent 
processing model generally requires some prior 
knowledge about the scene, for example, detecting and 
classifying the animals in the underwater video [6]. We 
note that only [10] has a pure top-down approach.   
Navalpakkam  et al. have aimed for a goal oriented 
attention guidance model [27]. Their approach is based 
on the task dependence graph such as large and small 
objects in which one of the aims is to prune the search 
area. There is a lot of evidence that our human brain 
perhaps adopts a need-based approach. A need-based 
approach is one where only desired objects are quickly 
detected in the scene, identified and represented [28]. 
Given that user needs to find the interesting images and 
the need based approach is adopted by human brain, we 
note that the top-down approach also plays vital role 
along with the bottom-up approach. 
The shared attention model for groups has been proposed 
by Hoffman et al. for gaze imitation [10]. Gaze imitation 
is done by infants as young as one year of age, who 
follow the gaze of an adult to determine the object that 
the adult is focusing on. This is used for meeting indexing 
only and typically applicable where a group of people 
gaze at a particular object. 
Hybrid: Bottom-up + Top-down Model 
   Hu et al. have stated that the visual attention is not 
only affected by low level features but also guided by 
high level information. Hence, one should consider both 
the bottom-up as well as top-down methodology while 
computing attention [11].  
Visual experience depends on convolution of bottom-up 
salience and top-down modulation specified by 
behavioral goals.  The existing attention work based on 
both top-down and bottom-up attention models include 
[6,7,8,11,18,27]. Kankanhalli et al. have developed the 
experiential sampling technique, which is a goal oriented 
dynamic attention model for multimedia streams. This 
framework has been earlier applied to the problems of 
traffic monitoring, face detection and monologue 
detection [17, 18]. This has significant advantages due to 
its ability to use the prior experiences and its dynamic 
nature. 
B.  Interestingness 
         The patent by Butterfield et al. [3] describes the use 
of ranking media objects in determining interestingness 
through social network analysis. In Flickr [42], the notion 
of interestingness has been introduced to show the 
pictures that are seen by the people at that instant based 
on some score based on the ideas in [3]. This score is 
based on the social network analysis which is a measure 
of some combination of how many times a picture has 
been viewed, how many comments it has and how many 
times it has been tagged or marked as a favorite. In 
particular, Flickr interestingness is based on tags, 
comments, annotations or favorites.  It is noted that no 
attention based modeling or any content based analysis 
has been done in Flickr's interestingness.  
         MPEG-7  attention  model  which  is  based  on  a 
bottom-up methodology approach has been adopted by 
Wolf et al. to rank images [39]. In [5], Dubinko et al.
have attempted the problem of identifying most 
interesting tags over time. Boring video frames are 
computed by detecting whether or not there is an 
interesting candidate object for an animal present in a 
particular sequence of underwater video [6]. This is 
determined by comparing each scanned location of the 
saliency map with the events that are already being 
tracked. If it does not belong to any of these events, a 
new tracker for the detected object is initiated. The most 
attended region of an image is found using bottom up 
methodology and further used for display in mobile 
devices [4]. Though interestingness is based on many 
attributes, we would describe surprise in a detailed 
manner since we intend to perform non identical 
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while maintaining user intention.  
       Surprise  is  one  of  the  attributes  that  triggers 
interest in human beings. According to Itti et al., the key 
factor to our survival is surprise which is our ability to 
rapidly attend to, identify and learn from surprising 
events, to decide our present and future courses of action 
[12]. Surprise is basically unexpectedness in terms of 
quality. The authors state that there would be usually no 
surprise from the data that does not change prior beliefs 
[12]. 
III.   PROPOSED FRAMEWORK
Our core idea is as follows. We use a 
combination of visual attention (since attention is related 
to interestingness) and interactive feedback to determine 
customized interesting photos. Four aspects of visual 
attention are considered – Itti-Koch attention value, 
number of faces, face saliency and texture saliency using 
SIFT features. Our framework consists of three important 
components as shown in Figure 3.1.  
Figure 3.1 Framework of the system 
  Initially, the system randomly displays a subset of 
images and the user selects one or more images of 
interest from this set. If no images of interest are found, 
another set of random images is displayed and this is 
repeated till at least one interesting image is found by the 
user. Attention feature values are then computed for these 
selected images. Then the entire collection is searched for 
images which closely match the computed attention 
feature values and they are displayed as the result set.   
From the result set of displayed images, the user can 
iteratively select images that are interesting. The key idea 
is that user is allowed to select different images of her 
own interest repeatedly (using interactive feedback) until 
the precise intent & interest of user is succinctly captured 
and she is able to view all the images which are of 
interest to her. The graphical user interface of our system 
is shown in Figure 3.2.  
Figure 3.2 GUI of the system 
A. Saliency Feature Extraction Process 
       Saliency  feature  extraction  is  an  important 
component of the framework which aids the system in 
identifying the interesting features of the various images 
present in the database. This process comprises of four 
attention methodologies. 
Itti-Koch Based Attention 
        We adopt a  methodology used in [24] to find the 
static saliency value of image. Each image can be 
represented in YUV model where Y stands for the 
luminance component (brightness) and U and V are the 
chrominance (color) components.  ij B  represents the 
luminance component at pixel 
th j i ) , (  position. The 
center of Itti-Koch saliency region is found and a 
Gaussian template is centered on the mean of the frame 
and the weightage is given accordingly as shown in 
equation 3.1. The detail steps to calculate saliency value 
is given in algorithm (i) stated below. 
Algorithm (i) : Static Saliency 
Input: Images Database 
Output: Static Saliency attention values 
Method:  For all images in the database, obtain the 
saliency attention value φ   as from equation 3.1. 
j i
pos
R j i
j i
N
k frame
w B
A
k
,
,
,
1
1
× = ∑ ∑
∈
=
φ                (3.1) 
frame A   is the area of the frame 
k  denotes the number of saliency regions where 
N k → 1 :
N denotes the number of saliency regions in an image 
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) , ( j i B  denotes the brightness of the pixels in saliency 
regions 
k R  denotes the saliency region 
j i
pos w
,  is a normalized Gaussian template with the mean 
located at center of the frame. 
   Face Based Attention 
            To  find  face  attention  value,  we  adopt  an 
approach as described in [24]. The faces in the image are 
detected. Next the face saliency is computed. The face is 
the salient region in an image and to be specific, the size 
and position of a face usually reflects the importance of 
the face. A face detected on sample image of our dataset 
with position weights is shown in Figure 3.3. As it can be 
clearly seen from the formula (refer equation 3.2) and the 
Figure 3.3 that if the face is detected at the centre, then a 
full weightage of 1 is given.  Based on where the centre 
of the face overlaps with the index of the block, it is 
multiplied with the corresponding index weight. The 
intuitive idea is that if the face is detected at the centre 
position, then relatively more weightage is given 
compared to that at other positions. 
                Figure 3.3 Face detection and Position weights 
The detailed steps to calculate face attention value is 
given in algorithm (ii) stated below. 
Algorithm (ii):  Face Attention model 
Input: Images Database 
Output: Face Attention values 
Method:  for all images in the database, obtain face 
attention value κ  using the following equation 3.2. 
∑
=
× =
N
k
i
pos
frame
k w
A
A
1 8
κ                                      (3.2)  
where  k A  denotes the size of  
th k  face in a frame 
frame A   denotes the area of frame 
i
pos w  is the weight of position defined in Figure 3.3. 
] 8 , 0 [ : i  is the index of position. 
SIFT  Based Attention:  
          SIFT  is considered to be useful in finding textured 
scene such as walls and furniture [26]. Our idea is that by 
capturing such homogeneous textured images from 
images of the whole dataset, some aspects of 
interestingness can be captured. In other words, we can 
find images similiar to those selected by the user and be 
able to display images which are interesting to her. We 
define SIFT-based attention as the number of scale 
invariant feature keypoints in an image as shown in 
equation 3.3. 
) (#
1
S
Aframe
× = δ                                                        (3.3)
where   frame A denotes area of the frame (image). 
S #  denotes the number of SIFT points in image. Now, 
let us discuss group based attention algorithm in next 
section. 
Group  based Attention. 
        The  number  of  faces  detected  is  an  important 
attentional cue. We define user's group-based attention η
as the number of faces detected in an image. (refer 
equation 3.4)  
nf = η                                                               (3.4)   
                                                                      
where  nf  represents the number of faces in image. The 
reason behind why we consider it as an attentional cue is 
because: 
o face is a natural candidate for certain semantics. 
o face is considered as a probable non-attribute 
that guides attention (refer Figure 2.1). 
B. Non-Identical Duplicate Detection  
         Non  Identical  Duplicates  are  the  media  contents 
which are not exactly identical but almost similar [15]. 
We have earlier applied SIFT method to identify non 
identical duplicates in video [33]. Since image is 
analogous to video frames, indeed it can be applied to our 
data set. Since we assume that interestingness is related to 
surprise and surprise originates from uncertainty of data, 
our idea is to increase in surprise as well as Shannon 
entropy information locally by removing non identical 
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Identical Duplicates) are at odds with each other, within 
the retrieved images at any stage, surprise can be 
increased by removing non-identical duplicates. Note that 
this still captures the user intention since only duplicates 
are eliminated. 
Non-identical duplicates are detected using the SIFT 
method [21].  Let  ij m  be the number of match points 
between the images i and  j ,    i P  and   j P   be the 
number of key points found using SIFT method for the 
image i and image  j , respectively.  Then, the similarity 
matches between all the Image pairs 
2 1 1 , 1 ), , ( n j n i I I j i ≤ ≤ ≤ ≤  is calculated as follows: 
Algorithm : Non Identical Duplicate Detection 
for all image pairs  2 1 1 , 1 ), , ( n j n i I I j i ≤ ≤ ≤ ≤ , 
calculate similarity match (NID metric) as follows: 
obtain a matrix 2 1 , 1 , 1 n j n i M ij ≤ ≤ ≤ ≤ . 
j i
ij
ij P P
m
M
+
× = 2                                             (3.5) 
where  ij m  is the number of match points between the 
image i  and image  j . The threshold value Mij used for 
identifying NID is 0.84. 
C. Interactive Feedback 
This is the component which helps capture the user intent 
and interest. We call the relevance feedback process 
employed as interactive relevance feedback. This is 
because the initial set of photos is selected randomly and 
then the user provides her feedback on the initial set.    
The method of obtaining initial photos is random -- the 
initial set starts with photos with less redundant 
information (as per Bayesian surprise theory) and then 
user performs feedback on that   
using combination of attention models and interactive 
feedback. The user also select the photos from set of 
photos displayed what he would like to attend to. As 
discussed earlier, the system, based on user’s feedback, 
will capture the photos corresponding to each of attention 
models. The steps are briefly described below: 
Attention Feature Extraction:  
Initially, we process all of the images in the album and 
the set of attention features extracted from each image is 
stored in feature vector format as 
1 4×
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
δ
η
κ
φ
where  φ  represents the Itti-Koch attention value, 
κ represents the face based attention value, η  represents 
the number of faces in an image and δ represents the 
number of SIFT points in an image. 
The steps in our interactive relevance feedback algorithm 
include: 
Initial retrieval: Initially, a set of photos can be 
displayed by using any reasonable method. We have done 
it by randomly selecting photos from the album. From 
this set, the user needs to select the image(s) that appear 
interesting to her. 
User selection: The user selects the most relevant 
attended images from the initial image set in step 1. Let i
represents the index of the images in the album 
where N i K 1 =  and  N  is the total number of images 
in the album. 
Let  C  be the number of images shown in the display 
window. We use 30 = C . Let R  represent the relevant 
images (images selected by the user) and  NR  represent 
the non-relevant images that are not selected by the user. 
Then, 
D C R < ≤   
where  NR R,  and  D represent the cardinality of 
relevant images, non-relevant images and the entire 
image album  respectively. Then  R NR − = 30   since 
we display 30 images in the photo album interface.  Let 
us assume that query is posed by the user at time instant 
n t t t t t K 4 , 3 , 2 1,  respectively. 
Query Formulation: 
The first results (before any query) are thirty images, 
randomly selected from the database of 2023 images. 
The query is formulated as follows: 
First retrieval: Let us assume that first retrieval 1 f  is 
obtained from  1 q  which is the set of attentional feature 
vectors obtained from the user-selected images. We 
represent  1 q  as the combination of the query terms such 
as 
4 3 2 1 1 qt qt qt qt q ∧ ∧ ∧ =                                  (3.6)  
Here  ∧  represents the AND operator. So, we can denote 
1 q  as the combination of query terms  3 2 1 , , qt qt qt   and 
4 qt . 
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< <
=
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
max min
max
max min
max min
4
3
2
1
δ
η
κ
φ
qt
qt
qt
qt
                               (3.7)  
min  and max  represent the minimum and maximum 
feature values in the images selected by the user. 
The first retrieval that occurs at time instant 1 is denoted 
by 1 f .  For the first retrieval, 1 1 q f = . We can 
conceptually view the query  1 q  as a compound query 
which is the composition of four atomic 
queries ) , , , ( 4 3 2 1 qt qt qt qt . 
Second retrieval:   
Let the second retrieval be denoted by  2 f  that occurs at 
time instance 2. It is formed using 1 f . This is calculated 
as follows: 
1 2 2 ) 1 ( f q f α α − + × =                                      (3.8)  
Now,  2 q represents the query formed from the set of 
images selected from 1 f . α is 0.7 mentioned in equation 
3.8. The user selects set of images (feedback) and the 
attentional feature vector values obtained corresponding 
to those selected images at this particular time instant  2 t
is represented by 2 q .  
General feedback retrieval: The general interactive 
feedback query for retrieval at time instant  n t  can be 
represented as n f . The 
th n retrieval denoted by  n q  is 
the query formed from the displayed images of 1 − n f . The 
final retrieval is 
1 ) 1 ( − − + × = n n n f q f α α                                 (3.9)  
where  2 ≥ n . In the case where  , 1 = n 1 1 q f = . 
α represents the weight given to the query term values at 
that time instant. The reason why we call it interactive 
relevance feedback is that initial retrieval is based on 
images that are selected randomly where surprise is high 
and from which the images are selected by the user.   
Based on the images selected, an initial query is formed 
from which it is then refined based on further selection 
which is basically user intervention. The query matching 
is done with the database where the value meets the query 
constraints and results are displayed.  
One limitation of this approach is that it is dependent on 
the initial set of randomly displayed images from which 
the user selects the images. However, one has the option 
to choose different types of images until she finds one 
image of interest. 
IV.   IMPLEMENTATION AND RESULTS
       We  have  implemented  the  proposed  system  and 
tested the individual components as well performed 
qualitative subjective analysis through a user study.  
A.  Implementation Platform  
      The  application  layer  which  includes  the  graphical 
user interface which is for display and interaction is 
implemented using ASP (Active Server Pages) and a VB 
Script environment that acts as front-end. As a back-end 
tool for storage layer, we used MS Access. We used Intel 
Open CV (Visual C++ environment) for face detection, 
Matlab for calculation of SIFT and saliency points of 
images. 
Dataset. 
      We  collected  a  data-set  of  2023  images  (a 
combination of personal collections and downloaded 
pictures from Flickr) and we used a Pentium-IV 2.4 GHz 
with 512 MB RAM for our experiments. The snapshots 
of system use in progress are shown in the Figure 4.1, 4.2 
and 4.3.  In Figure 4.1, the user has selected images 1 and 
4. Then the system performs query analysis and retrieval 
after which the results are displayed as shown in the 
Figure 4.2. It can also be seen that user has selected the 
images 2 and 4 and the results are displayed by the 
system as shown in Figure 4.3. 
B. Illustration of AttentionValues 
We take an example image in Figure 4.4 and show 
the corresponding saliency map which is the combination 
of color, contrast and orientation map. For this example, 
the obtained Itti-Koch static attention value is 
0.030158388. The face attention value for the sample 
Figure 4.5 is 0.062492672. The SIFT attention value of 
the image shown in Figure 4.6 is 0.0081. The group 
attention value of the image shown in Figure 4.7 is 0.6. 
This attention value ranges from 0 to 5 in our database. 
                               Figure 4.1      Initial Display of random images  
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                                        Figure 4.3     Third Round  
                                      Figure 4.4     Example Saliency map 
(A) The attention values and images corresponding to 
peak attention values can be seen in the graph (refer 
Figure 4.8). In the Figure, IV represents Itti-Koch 
Attention value, FA represents Face Attention value, 
SIFT represents Scale Invariant Feature value and GV 
represents Group Attention value. The attention value 
graph has been drawn using 10 representative images to 
show the utility of each of the attention value features in 
identifying different groups. The Itti-Koch attention value 
which is shown in blue color represents the images which 
have more brightness information in the saliency regions. 
It can be clearly seen that SIFT attention value shown in 
yellow color arrow has its higher values centered on 
scene-based images (such as buildings). Indeed, it works 
well for identifying user interest images related to 
textured scenes (refer Figure 4.8).  The face based 
attention value which is shown in pink color works well 
to identify the images where face is at the center 
corroborating the hypothesis that people often attend to 
images with face is in the center. This is evident from the 
images index 4, 5, 6 and 7. The combination of SIFT and 
Itti-Koch features help find the scene images (refer 
sample images index 8, 9, 10). The combination of face 
attention value and group attention value (shown by 
green color arrow) together help characterize group 
images with people at centre (refer image index 5).  The 
SIFT points alone helps to capture textured images such 
as buildings (refer sample image index 2).  
(B). To show how attention values are useful in 
identifying the image clusters, we picked 100 images 
with 25 images for each category such as buildings, 
portraits, group images and sceneries. The sample set 
images from each of those categories is shown in Figure 
4.9 A, B, C and D respectively.  The corresponding 
attention value graph is shown in Figure 4.10. This graph 
establishes the complementary utility of the different 
attention models. Note that SIFT value is useful in 
identifying building images, GV value in finding the 
group based images, FA in identifying portraits and IV in 
finding the saliency regions based on cognition system. 
Also, it is noted that face attention value is higher than 
group based attention value though they both are based 
on facial information. This is due to varying factors such 
as  the size of the face detected, number of faces and 
position of the face whether it is at center or at corner 
ends of the image. 
        Figure. 4.5. Face Coordinate Position  
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Though it is seen that IV does not have peak values 
significantly, it aids the system in capturing cognition 
based visual information such as brightness of the pixels 
associated with saliency regions. 
   
                            Figure 4.7. Group Photo: sample image  
                 Figure 4.8. Attention value graph for 10 sample images 
                 Figure 4.9. Sample Images from the different categories 
  
Figure. 4.10 Attention value graph for 100 images  
V.  USER STUDY RESULTS
         To  assess  our  system,  we  performed  subjective 
analysis through a user study in order to understand the 
quality of the system’s performance. We prepared a 
questionaire that aims at judging the image quality 
attribute via subjective scores ranging from 1 (minimum) 
to 7 (maximum). 
  
A.  Experiment 1  
          In the first user study, the main intention was to test 
the quality of the interesting images found by the system. 
Twenty three human subjects of  diversified age groups 
participated who were asked seven questions as listed in 
questionnaire below pertaining to quality attributes of our 
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users the benefits of the novel system. The users are 
asked to give IQA (Image Quality Attribute) score 
ranging from 1 to 7 (least to most). The user study I 
results are provided in table 5.1. 
Questionnaire  
1. How do you rate the system in terms of 
enjoyability?  
2. How do you rate the system in terms of surprise 
(unexpectedness in terms of quality)? 
3. How do you rate the system in terms of 
beauty/aesthetics (sensory emotional values) 
while browsing the system?  
4. How do you rate the system in terms of 
desirability? 
5. How well does the relevance feedback process 
work? 
6. How useful is the Relevance feedback in the 
system?  
7. How easy is the system to use? 
Table 5.1. User Study Results: Part I  
System  IQA1 IQA2 IQA3 IQA4 IQA5  IQA6  IQA7 
Flickr  4.5 4.4 4.9 4.3   ---  5.5  5.4 
Proposed 
System 
4.7 3.9 5.2 4.8 4.8  5.2  6.3 
B.  Experiment 2 
           In the second user study, the idea was to test the 
utility of interactive feedback mechanism to elicit user 
intent. Ten subjects participated who were asked same set 
of 7 questions. The difference was that the user was now 
shown random images without the interactive relevance 
feedback component. To be fair, we informed the user 
that relevance feedback is available but it actually was 
non-functional in the system and the user study is 
subsequently made to find image attribute quality. The 
user study results for our system with and without 
relevance feedback are as seen in table 5.2. 
Table 5.2. User Study Results: Part II  
System  IQA1 IQA2 IQA3 IQA4 IQA5  IQA6  IQA7 
No RFB  2.9 4.3 3.8 3.1 1.9  2.2  6.1 
With 
RFB 
4.7 3.9 5.2 4.8 4.8  5.2  6.3 
C.  Discussion 
         Social activity analysis (as used in Flickr) is useful 
to find interesting photos for most people in a large 
group. However, it does not capture an individual’s 
personal interest. We had assumed that social activity 
analysis would significantly outperform content analysis. 
However to our surprise, as seen in Table 5.1, the scores 
for Flickr as well as our system are reasonably close. This 
should however be interpreted with caution since the 
number of users in the study was quite low. Moreover, 
both systems use different underlying datasets -- Flickr 
uses a humungous collection while our system used 
merely 2023 images. In spite of these important caveats, 
we believe these preliminary results are significant.  
The study results from table 5.1 reveals that surprise is 
higher for Flickr than our system. This we understand it 
to be correct since Flickr has wide variety of unique 
images marked as interesting. Also this is true since it is 
not based on content based processing and hence likely of 
having less redundant information (similar kind of 
pictures  i.e obtained via relevance feedback in our 
system). 
        But  the  enjoyability  and  aesthetics  are  slightly 
higher for our attention system than Flickr. The probable 
reason we believe for this is perhaps due to the relevance 
feedback mechanism and saliency features. This is also 
confirmed with the relevance feedback usefulness score. 
Users ranked the quality of RFB as 4.8 on a scale out of 
7. This is basically the user intention score. Overall our 
system is satisfactorily able to capture user intention as 
indicated by the score for RFB quality. The desirability is 
higher with RFB than without RFB. This is also higher 
when compared to Flickr as it can be seen in the first user 
study. This shows that people value having interesting 
images based on attention features and relevance 
feedback mechanism. 
         The study reveals the importance of RFB usefulness 
as 5.5 out of scale 7 in Flickr. RFB usefulness refers to 
the extent to which RFB would potentially be useful in 
the Flickr. Aesthetics and enjoyability of the proposed 
system is high perhaps due to the customization of the 
interesting images. Social activity analysis is better for 
capturing surprise. Surprise, which is defined as 
unexpectedness in terms of quality, may not arise when 
there is redundancy of information. While our user study 
is rather preliminary, it does give us confidence that use 
of attention-based content analysis is a viable strategy for 
finding interesting photos from albums. 
VI.  CONCLUSION AND FUTUREWORK
We propose a novel combination of attention 
models and relevance feedback mechanism to compute 
interestingness of images. We have developed a 
framework comprising both bottom-up approach + top-
down (interactive feedback) methodologies for estimating 
user's intent. In fact, we have made an attempt to bridge 
the semantic gap and to combine user-in-the-loop with 
traditional content analysis. To assess our system, we 
performed subjective analysis through a user study in 
order to understand the quality of the system’s 
performance. We prepared a questionnaire that aims at 
judging the image quality attribute via subjective scores 
ranging from 1 which is minimum to 7 which is 
maximum.  The user studies reveal that the content based 
methodology combined with RFB (as used by our 
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social activity analysis. It has the advantage of having the 
ability to customize the notion of interestingness. 
    We however do not believe that content analysis 
can replace social activity analysis. We strongly believe 
that a synergistic combination of content analysis 
approach with that of social activity analysis should be 
able to provide the best results. Use of more attention 
features can aid in better capture of user intent and 
interest. The limitations of this work include:   
1. limited number of visual attention cues, for 
example current model only considers scene based, group 
based, face based and Itti-Koch based attention values, 
2. simple query analysis and retrieval part to 
identify how top down approach can be used. The idea is 
to use user's information to identify user's interest 
information, 
3. a relatively small database of 2023 images was 
used.  
          One  possible  direction  of  future  work  could  be 
extending our framework to handle combination of both 
social activity analysis and our methodology. In terms of 
framework itself, the system is currently fixed with 
predefined attention features while it can be improved 
such that it can adapt and learn with time. More advanced 
learning algorithms could be investigated to learn 
interestingness via attention feature vectors using 
interactive feedback. A more comprehensive user study 
needs to be performed on a realistically sized database. 
ACKNOWLEDGMENT
The authors wish to thank K. R. Ramakrishnan, Min-
Yen Kan, Stephane Bressane and Pradeep K. Atrey for 
having given vital suggestions in improving this paper. 
The authors would also like to thank the anonymous 
reviewers for their valuable suggestions for revising this 
paper.  
REFERENCES
[1] D.Berg, S. Boehnke, R. Marino, P. Baldi, D. Munoz and L. 
Itti, Characterizing Surprise in Humans and Monkeys, In: 
HFSP (Human Frontier Science Program) 6th Annual 
Meeting}, Paris, France, 2006 
[2] O.Boiman and M.Irani, Detecting Irregularities in Images 
and in Video, 10th IEEE International Conference on 
Computer Vision (ICCV’ 05), pp 462-469, ISBN 0-7695-
2334-X, 2005.  
[3] S.ButterField, E.Costello, C.Fake, H.Begg, C.James, 
M.Sergeui, and E.Schachter, Interestingness ranking for 
media objects, United states Patent Application No 
0060242139, 2006  
[4] L.Chen, X.Xie, X.Fan, W.Ma, H.Zhang and H.Zhou, A 
visual attention model for adopting images on small 
displays, Multimedia Systems, Springer-Verlag, 2003 
[5] M.Dubinko, R.Kumar, J.Magnani, P.Raghavan and 
A.Tomkins, Visualizing Tags over Time, In Proceedings of 
the 15th International Conference on World Wide Web 
WWW’06 }, pp 193-202, 2006 
[6] D.R.Edgington, D.Walther, D.E.Cline, R.Sherlock, 
K.A.Salamy, A.Wilson and C.Koch, Detecting Visual 
Events in Underwater Video using a Neuromorphic 
Saliency-based Attention System, Eos Trans. AGU, 84(46), 
Fall Meet. Suppl., Abstract H11F-0912, 2003 
[7] D.R.Edgington, I.Kerkez, D.E.Cline, D.Oliver, 
M.A.Ranzato and P.Perona, Detecting, Tracking and 
Classifying Animals in Underwater Video, IEEE 
International Conference on Computer Vision and Pattern 
Recognition CVPR, 2004 
[8] D.R.Edgington, D.Walther, Detection of visual events in 
underwater video using a neuromorphic saliency-based 
attention system, Workshop on Neuromorphic 
Engineering, 2002 
[9] J.Gray What next?: A Dozen Information Technology 
Research goals, Microsoft Technical Report, MS-TR-99-
50, 1999 
[10] M.W.Hoffman, David B. Grimes, Aaron P. Shon and   
Rajesh P.N. Rao, A probabilistic model of gaze imitation 
and shared attention, Neural Networks,  Vol 19, 3, pp 299-
310, 2006 
[11] Y.Hu, X.Xie, Z.Chen Wei, YingMa,  Attention Model 
Based Progressive Image Transmission,  Proceedings of 
the 33rd Hawaii International Conference on System 
Sciences, Vol 3, pp 3037, 2000 
[12] L.Itti and P.Baldi, Bayesian Surprise Attracts Human 
Attention,  Advances in Neural Information Processing 
Systems NIPS, Vol 19, pp 1-8, 2005 
[13] L.Itti and C.Koch, Computational modeling of visual 
attention,  Nature Reviews: Neuroscience, Macmillan 
Magazines Limited, Vol 2, Issue 3, pp 194-203, 2001 
[14] L.Itti and P.Baldi,  A Principled Approach to Detecting 
Surprising Events in Video, Proc. IEEE Conference on 
Computer Vision and Pattern Recognition CVPR 05, pp 
631-637, 2005 
[15] A.Jaimes, S.F.Chang and A.C.Loui, Detection of non-
identical duplicate consumer photographs, Pacific Rim 
International Conference on Multimedia,  Vol 1, pp 16-20, 
2003 
[16] James, Classics in the History of Psychology, Chapter 11, 
http://psychclassics.yorku.ca/James/Principles/prin11.htm 
[17] M.S.Kankanhalli, J.Wang and R.Jain, Experiential based 
sampling on Multiple Data Streams, Proceedings of the 
ACM International Conference on Multimedia MM, 2003 
[18] M.S.Kankanhalli, J. Wang and R. Jain, Experiential 
Sampling on Multimedia Data Streams, IEEE Transactions 
on Multimedia, Vol 9, 1, 2006 
[19] H.C.Lau, R.D.Rogers, P.Haggard and R.E.Passingham, 
Attention to Intention, Science, 303, 1208, DOI: 10: 
1126/science. 1090973, 2004 
[20] L.Ledwich and S.Williams, Reduced SIFT Features For 
Image Retrieval and Indoor Localisation, Australian 
Conference on Robotics and Automation, 2004 
[21] D.G.Lowe, Distinctive image features from scale invariant 
key points, International Journal of Computer Vision, pp 
91-110, 2004 
[22] J.Luo and A.Singhal, On Measuring Low-Level Saliency 
in Photographic Images, Proceedings of IEEE 
International Conference on Computer Vision and Pattern 
Recognition (CVPR’00), Vol 1, pp 84-89, 2000 
[23] Y.Ma, X.Sheng Hua, L.Lu and H.Zhang, A generic 
framework of user Attention Model and Its Application in 
Video Summarization, Journal of the IEEE Transactions 
on Multimedia, Vol 7, No 5, pp 907-919, 2005 
[24] Y.Ma and L.Lu, H.Zhang and M.Li, A User Attention 
model for video summarization, Proceedings of the ACM 
Multimedia MM,  pp 533-542, 2002 
[25] Y.Ma, H.Zhang, Contrast-based Image Attention Analysis 
by Using Fuzzy Growing, Proceedings of the Eleventh 
12 JOURNAL OF MULTIMEDIA, VOL. 3, NO. 4, OCTOBER 2008
© 2008 ACADEMY PUBLISHERACM International Conference on Multimedia MM, Vol 
49, Issue 1, 2006 
[26] K.Mikolajczyk  and C.Schmid, A performance evaluation 
of local detector and descriptors, IEEE Transactions on 
Pattern Analysis and Machine Intelligence, Vol 27, No 10, 
pp 1615-1630, 2005 
[27] V.Navalpakkam and L.Itti, A Goal Oriented Attention 
Guidance Model, Proceedings of the Second International 
Workshop on Biologically Motivated Computer Vision:   
Lecture Notes In Computer Science, pp 453-461, 2525, 
Dec 2002 
[28] V.Navalpakkam and L.Itti, Modeling the influence of task 
on attention, Vision Research, Vol 49, Issue 1, 2006 
[29] P.Quelhas, F.Monay, J.M.Odobez, D.Gatica Perez, 
T.Tuytelaars and L.Van Gool, Modeling Scenes with Local 
Descriptors and Latent Aspects, Proceedings of the Tenth 
IEEE International Conference on Computer Vision ICCV, 
Vol 1, pp 883 - 890, 2005 
[30] Rugg, Cognitive Neuroscience, First MIT Press edition, pp 
221, 1997 
[31] Taylor, The Natural History of the Mind, Chapter 12, pp 
182-184, Martin Secker and Warburg Limited, 1979 
[32] J.Teevan, W.Jones and B.B.Bederson, Personal 
Information Management: Introduction, Communications 
of ACM, Vol 49, Issue 1, 2006 
[33] K.Vaiapury, P.K.Atrey, M.S.Kankanhalli and 
K.R.Ramakrishnan, Non Identical Video Duplicate 
Detection using SIFT method, International Conference on 
Visual Information in Engineering, VIE, pp 537-542, 2006 
[34] D.Walther, D.R. Edgington and C.Koch, Detection and 
Tracking of Objects in Underwater Video, IEEE 
International Conference on Computer Vision and Pattern 
Recognition CVPR, 2004 
[35] D.Walther, U.Rutishauser, C.Koch and P.Perona, Selective 
visual attention enables learning and recognition of 
multiple objects in cluttered scenes, Computer Vision and 
Image Understanding, pp 41-63, 2005 
[36] D.Walther, Interactions of visual attention and object 
recognition: computational modeling, algorithms, and 
psychophysics.  PhD thesis, California Institute of 
Technology, Pasadena, CA, Chapter 2, 23rd February 2006 
[37] J.Wang and M.S.Kankanhalli, Experiential based sampling 
for multimedia analysis, Proceedings of the ACM 
International Conference on Multimedia, 2003 
[38] G.Wang, T.T.Wong and P.A.Heng, Real-Time 
Surveillance Video Display with Salience, Proceedings of 
the third ACM international workshop on Video 
surveillance and sensor networks (VSSN’05), pp 37-44, 
ISBN:1-59593-242-9, 2005 
[39] H.Wolf and D.Deng, How interesting is this? Finding 
interest hotspots and ranking images using an MPEG-7 
visual attention model, Annual Colloqium of Spatial 
Research Centre, (SIRC’05), 2005 
[40] J.M.Wolfe and T.S.Horowitz,  What attributes guide the 
deployment of visual attention and how do they do it?, 
Nature Reviews Neuroscience, pp 1-7, 2004 
[41] J.M.Wolfe, How might the rules that govern visual search 
constrain the design of visual displays, Brigham and 
Women's Hospital & Harvard Medical School, 2005 
[42] Yahoo's Flickr, http://www.flickr.com 
[43] Yahoo's Flickr Interestingness 
http://www.flickr.com/explore/interesting/7days/ 
[44] S.Yu, D.Cai, J.Wen and W.Ma, Improving Pseudo 
Relevance feedback in Web Information Retrieval Using 
Web page segmentation, Proceedings of The Twelfth 
International World Wide Web Conference (WWW’03), 
2003 
[45] X.Zhou and T.Huang, Relevance Feedback in Image 
Retrieval: A Comprehensive Review, Proceedings of 
CVPR Content based Access of Image and Video Libraries 
(CBAIVL’03), 2003 
  
Karthikeyan Vaiapury is currently working as software 
engineer (R&D) at Mobile Design House, Satyam Computer 
Services Limited, Singapore. He has obtained his BTech 
(Information Technology) from School of Engineering and 
Technology, Bharathidasan University (currently Anna 
University, Trichy) and his M.S (Computer Science) from 
National University of Singapore in 2003 and 2007 
respectively. He has also worked as Lecturer at the School of 
Engineering and Technology, Bharathidasan University from 
Oct 2003 to Dec 2004.  His current research interests include 
multimedia information retrieval, visual attention, mobile 
multimedia and networks.  
Mohan.S.Kankanhalli  obtained his BTech (Electrical 
Engineering) from the Indian Institute of Technology, 
Kharagpur and his MS/Ph.D. (Computer and Systems 
Engineering) from the Rensselaer Polytechnic Institute. He is a 
Professor at the School of Computing at the National University 
of Singapore. He is on the editorial boards of several journals 
including the ACM Transactions on Multimedia Computing, 
Communications, and Applications, IEEE Transactions on 
Multimedia, ACM/Springer Multimedia Systems Journal, 
Pattern Recognition Journal and the IEEE Transactions on 
Information Forensics and Security. His current research 
interests are in Multimedia Systems (content processing, 
retrieval) and Multimedia Security (surveillance, authentication 
and digital rights management). 
JOURNAL OF MULTIMEDIA, VOL. 3, NO. 4, OCTOBER 2008 13
© 2008 ACADEMY PUBLISHER