Abstract-Network utility maximization (NUM) models have been successfully applied to address multiple resource-allocation problems in communication networks. This paper explores, for the first time to our knowledge, their application to modeling the bandwidth-allocation problem in passive optical networks (PONs) and long-reach PONs. Using the NUM model, we propose the FEx-DBA (fair excess-dynamic bandwidth allocation) algorithm, a new DBA scheme to allow a fair and efficient allocation of the upstream channel capacity. The NUM framework provides the mathematical support to formally define the fairness concept in the resource allocation and the guidelines to devise FEx-DBA. A simulation study is conducted, whereby FEx-DBA is compared to a state-of-the-art proposal. We show that FEx-DBA (i) provides bandwidth guarantees to the users according to the service level agreement (SLA) contracted and fairly distributes the excess bandwidths among them; (ii) has a stable response and fast convergence when traffic or SLAs change, avoiding the oscillations appearing in other proposals; (iii) improves average delay and jitter measures; and (iv) only depends on a reduced set of parameters, which can be easily tuned.
I. INTRODUCTION
N etwork utility maximization (NUM) models in communication networks have received significant attention in the last several years from the scientific community. In these models, each user or entity is associated with a utility function that can be viewed as a measurement of its satisfaction with the granted resources to comply with its quality of service (QoS) constraints [1] [2] [3] . Then, when some mathematical conditions are met, it is possible to show that the optimum solution of the NUM model is also the solution that more fairly distributes the resources among the competing users according to a formal definition of fairness. Therefore, by creating an algorithm that solves the NUM problem, we are producing an algorithm that fairly allocates resources to the competing users.
NUM models have been the mathematical support for multiple allocation problems in communication networks such as congestion control [4] and adaptive routing [5] , or for wireless network-oriented contexts like transmission power allocation [6] in cell networks, persistence probability optimization in Aloha-type MAC protocols [7] , coordinated transmission in vehicular networks [8] , or data collection optimization in sensor networks [9] . NUM models have been also successfully used to guide the development of cross-layer algorithms with convergence guarantees, and to give insights into the interactions among algorithms at different layers [10] . In its turn, to the best of the authors' knowledge, the NUM methodology has not yet been applied to resource-allocation problems in passive optical access networks. This paper is an attempt in this line, as we present a dynamic bandwidth allocation (DBA) algorithm targeted at producing a fair assignment to the users of a long-reach passive optical network (LR-PON), using a NUM model of the underlying allocation problem.
PONs and LR-PONs are considered the future-proof infrastructure for the last-mile network. It is expected that fiber to the home/building (FTTH/B) will comprise more than half of all broadband accounts by 2018 (they were around 34% of all accounts in 2014) [11] . In the European Union [12] , about 22 million homes are predicted to be connected by the end of 2018, amounting to 10.6% of all homes.
PONs and LR-PONs are point to multipoint networks, and there are two principal PON standards: Ethernet PON (EPON) and gigabit PON (GPON). Both are based on a passive tree topology between the optical line terminal (OLT) and the user units called optical network units (ONUs) or optical network terminals (ONTs). Given their passive nature, PONs rely on bandwidth-allocation schemes to coordinate the upstream transmission from the ONUs (or ONTs) to the OLT, where the users share a common channel. These are the so-called DBA algorithms [13, 14] . To avoid packet collisions, DBAs are traditionally based on the time division multiple access concept, so that each ONU (or ONT) accesses the upstream link at different times controlled by the DBA implemented inside the OLT. In its operation, DBAs should grant time slots to the ONUs (or ONTs) taking into account not only the current user bandwidth demand but also the QoS requirements contracted in the SLA with the network provider. The two principal PON standards are EPON and GPON, and the way to deal with the bandwidth-allocation process is different between them. The EPON standard uses the multi-point control protocol (MPCP) to facilitate communication between the OLT and the ONUs [13, 14] . The ONUs report their demanded bandwidth for the next cycle using the so-called report control message, whereas the OLT informs ONUs of their allocated bandwidth for the next cycle time using gate control messages. The cycle time is the total time in which all ONUs transmit in a round robin discipline. In contrast, the bandwidth-allocation process in GPON is based on T-CONTs. A T-CONT is a traffic container within an ONU that, in the upstream channel, is used to bear service traffic, so each T-CONT corresponds to a specific type of service traffic. The OLT sends bandwidth map messages in the downstream channel to assign turns (or tickets) to each T-CONT of one ONU to extract its data in the upstream direction. Besides, ONUs use the dynamic bandwidth report upstream field in the upstream frame to report their demanded bandwidth for the next cycles [15] .
A relevant contribution of this paper is the modeling for the first time, to our knowledge, of the upstream allocation problem in PONs as a NUM problem. By doing so, we also formally define the concept of a fair allocation of the excess bandwidth in a DBA and connect it with the optimum solution of the NUM model. A key advantage of this method over other existing algorithms is the robust mathematical model it relies on. Then we propose the fair excess DBA (FEx-DBA), based on the utility maximization algorithm, to be implemented in the OLT. This algorithm finds the optimal solution of the NUM problem, and thus produces an optimally fair allocation. This is done by applying the Karush-Kuhn-Tucker (KKT) optimality conditions to the problem and devising an efficient scheme for finding its solution, amenable to real-time implementations in the OLT. In this way, another important advantage of NUM models over other existing alternatives is that all parameters to control the fairness can be set in advance. Then we show how this algorithm not only produces a fair distribution of the bandwidth among the sources, but does so improving the (i) delay, (ii) jitter, and (iii) fast response to SLA changes, in contrast to other alternatives. In this paper, the EPON standard has been selected to carry out the research. However, this DBA algorithm can be easily adapted to other PON technologies such as GPON.
The rest of the paper is organized as follows. Section II describes some notions regarding network utility and fairness. Section III shows the description of the DBA algorithm based on a NUM model and fairness. In Section IV, the simulation scenario is presented along with the results of the simulation study. Finally, Section V summarizes the main conclusions achieved in the study research.
II. NETWORK UTILITY AND FAIRNESS

A. Network Utility Maximization Models
Many network design problems are different versions of allocation problems, in which resources have to be assigned to different entities under several constraints. The NUM model is a way to deal with these problems.
Let A be a set of users to whom we have to allocate resources and x a be the amount of resources (e.g., bandwidth) to assign to each user a ∈ A. We define the utility function of user a, U a x a , that returns the utility (as a reward) that a perceives depending on the amount of granted resources. Utility functions are always non-decreasing, meaning that assigning more resources to user a (x a ) is perceived as better (higher U a x a ).
The general form of the NUM problem finds the resource allocation x fx a ; a ∈ Ag that maximizes the sum of the utilities perceived by all users, subject to a set of constraints, represented by the expression x ∈ χ:
Different shapes of the utility function (U a ) result in different allocation schemes when the NUM model is applied.
In the next subsections, we sketch the connection between the particular utility function in Eq. (1) and the fairness among users in the optimal allocation.
B. Fairness in Resource Allocation
Intuitively, fairness in resource allocation means avoiding situations where some users are granted a high amount of resources (high x a ) while other users suffer comparative resource starvation (low x a ). Different notions of fairness have been presented; the user is referred to [3] for further examples, but one of the most common fairness methods is max-min fairness. An allocation is max-min fair when a user a 1 cannot increase its allocation without decreasing the allocation of another user a 2 that now receives fewer resources than a 1 . By doing so, this policy maximizes the allocation of the user with less allocation (and this motivates the name max-min fairness). In [16] , the concept of proportional fairness was proposed. A vector x is said to be proportionally fair if the proportions of increase/decrease of any other feasible allocations x ∈ χ should sum negative, as is shown in the following:
In this paper, we make use of the generalization of fairness, so-called w; α-proportional fairness, presented in [17] . Given a vector of weights w fw a ; a ∈ Ag measuring the importance of each user, and a factor α ≥ 0, we say that an allocation is proportionally fair if
It is easy to see that, when w a 1, ∀ a, the α 0 case provides the solution which maximizes the total amount of resources allocated Σ a x a , α 1 is equivalent to proportional fairness, and α → ∞ approximates max-min fairness [17] . Therefore, the α parameter helps to tune the "fairness" of the scheduler.
C. Fairness and Utility Functions
The relevance of w; α-proportional fairness in Eq. (3) is given by its connection with the NUM model of Eq. (1) . As shown in [3] as a generalization of the result in [17] , if utility functions have the form
and χ is a convex set, then the optimum solution of Eq. (1) is an allocation that is proportionally fair, and it is unique if. Then optimally solving a particular NUM problem opens the door to producing fair allocations.
III. RELATED WORK IN DBA ALGORITHMS
DBA algorithms have to take into account not only the updated bandwidth demand of users, but also the QoS requirements contracted with any service provider. These QoS requirements are reflected in a SLA, typically related with a guaranteed bandwidth level to be satisfied. One extended policy for providing bandwidth guarantees is setting weighted factors to each ONU (according to its SLA) that complies with their QoS bandwidth requirements. Although this technique is quite easy to implement, it lacks flexibility and adaptability, especially when bandwidth requirements are changed by service providers in a real-time network scenario. Other algorithms, such as the one proposed in [18] , divide the ONUs into two groups, the bandwidth-guaranteed ONUs and best-effort ONUs. Every ONU of the first group (high-priority ONUs) receives the demanded bandwidth and the remaining bandwidth is distributed among the best-effort ONUs (low-priority ONUs). Other DBA algorithms are based on a guaranteed bandwidth associated with the highest-priority classes of service [19, 20] , but they do not distinguish that different ONUs show different SLA profiles. Other recent proposals focus on providing SLA awareness considering that users with different delay bounds (especially for highly sensitive traffic) are not treated identically, so the DBA algorithm controls the delay-bound requirements. In [21] , the authors propose that users with a more stringed delay-bound condition be polled more frequently. The authors of [22] implement a P (proportional) control strategy to control the delay threshold of high-priority classes of services. However, neither [21] nor [22] guarantee minimum bandwidth levels to the users. Some recent DBA algorithms have proposed the integration of proportional-integral-derivative (PID) control strategies to control different QoS restrictions in PONs and LR-PONs. PID techniques are very popular, as they offer a high robustness and good performance in many fields (control process, motor drives, flight control, instrumentation) [23, 24] . The algorithm proposed in [25] implements a PID controller to manage bandwidth resources to provide bandwidth guarantees to different priority profiles (SLAs). This novel strategy has shown good results in PONs, and the main challenge is the integration of efficient tuning techniques: PID controllers are defined by set tuning parameters that depend on the particular system under control. There are different tuning techniques to implement in PIDs. On the one hand, analytical methods calculate the tuning parameters from analytical or mathematical descriptions. Heuristic techniques (such as Ziegler-Nichols) manually tune the PID from a set of experiments [23, 24] . These methods may become laborious and time-consuming. On the other hand, there are optimization methods, such as genetic algorithms [26] , online tuning techniques, and techniques based on neural networks [27] , that produce good results at a cost of increasing the complexity of the DBA algorithm.
In this context, we present the design and implementation of a novel DBA algorithm based on a NUM model to provide QoS bandwidth requirements in a multi-profile scenario (SLA). The new algorithm dynamically assigns bandwidth to each ONU complying with the stipulated guaranteed bandwidth levels contracted. To the best of our knowledge, this is the first time a NUM approach, enjoying the support of this robust mathematical model, is applied to PON infrastructures to guarantee QoS requirements.
IV. DESCRIPTION OF THE ALGORITHM
In this section, we describe the DBA algorithm developed, called FEx-DBA (fair excess DBA based on utility maximization), and its integration into the operation cycle of the PON.
A. DBA Allocation Cycle in EPON
As the FEx-DBA algorithm is based on EPON, it uses the MPCP to deal with the bandwidth-allocation process between the OLT and the ONUs by means of the Report and Gate control messages. Then, FEx-DBA implements a polling (online) policy [28] , where the OLT allocates bandwidth to each ONU just after receiving its updated demand, independently of the status of the remaining ONUs, thus avoiding long packet delays [28] . We use subindex m 0; 1; …; M − 1 to denote the M ONUs in the tree, as we justified in Section I that PONs follow a tree topology between the OLT and the ONUs/ONTs. Report messages are periodically sent by the ONUs in a round robin fashion once each ONU ends its transmission time at each cycle. In the Report message of ONU m, the ONU sends the requested bandwidth (in bytes) for the next cycle, which we denote as B 
In Eq. (5), B max m is the maximum permitted bandwidth to each ONU at each cycle that depends on the QoS requirements associated with its contracted SLA. The cycle time is the total time in which all ONUs transmit in a round robin discipline, limited to a maximum of 2 ms in the EPON standard [29] .
The maximum allocated bandwidths B max m to each ONU are precisely the output of the DBA algorithm: FEx-DBA is periodically modifying the B max m term of each ONU (every T update seconds) with the aim of producing a fair distribution of the excess bandwidth, i.e., the surplus bandwidth after the minimum requirements are met for all ONUs. Such minimum requirements are given by B min m input values: the minimum amount of bytes that each ONU m 0; 1; …; M − 1 should be granted in each round robin cycle, determined by its SLA. Other possible input parameters to the algorithm are the W sla j m values, a factor that weights the importance of the ONU (it will depend on the conditions of the SLA j contracted) in the utility function associated with it (this will be seen later). Higher W sla j m values are translated into higher assignments of the excess bandwidth in the cycles. As an example, Fig. 1 shows the complete allocation process done by the overall algorithm in some consecutive cycles, considering that every ONU is located at the same distance to the OLT (to simplify the visualization).
B. Fair B max m
Update Algorithm
The FEx-DBA algorithm periodically updates the B max m values to apply in Eq. (5) . The update period is supposed to be higher than the cycle period, and actually updates can occur asynchronously to the cycle. The objective of our proposal is to distribute the excess bandwidth among the ONUs (users) in a fair manner. So first, the algorithm starts assigning the minimum bandwidth to the ONUs, following this scheme:
m , the initial amount of bandwidth assigned to each ONU, which is the minimum between the average requested bandwidth in the last cycles (contained in a fixed window time) and the guaranteed bandwidth by its contract:
2. Compute the excess bandwidth B 0 if this initial quantity was assigned to each ONU:
If B 0 0, the algorithm ends and B The rest of the algorithm is applied to the rest of the ONUs (which we denote as set M 0 ) for which B m > 0-that is, those which require more bandwidth (up to B m ) than the one granted and among which we should distribute the excess bandwidth.
FEx-DBA allocates this excess bandwidth among the ONUs in set M 0 in a fair manner, by finding the allocation that solves the following NUM: where x m denotes the amount of excess bandwidth assigned to ONU m, and U m is the utility function associated with the contract (SLA profile) of ONU m, to enforce a w; α-proportionally fair allocation:
Recall that α is a fixed factor that determines the type of fairness enforced in the excess bandwidth assignment. Value α 0 can be arbitrarily unfair, while, as predicted by theory [16, 17] and shown later in the results, low values of α tend to provide high allocation differences between users (more "unfairness"), whereas high α values tend to reduce the differences between them. The impact and selection of this parameter will be analyzed in the simulation study.
Utility functions are concave, and thus the problem of Eq. (9) involves the maximization of a concave function subject to linear constraints and, therefore, it enjoys a strong duality property [3] . Then, an allocation optimally solves Eq. (8) 
The Lagrange minimization conditions are
From the dual feasibility conditions, it also holds that V m ≥ 0; v m ≥ 0; π ≥ 0 and from complementary slackness KKT conditions, we know that if an inequality is not tight (is satisfied as a strict inequality), then its associated multiplier is zero; equivalently, if the multiplier is not zero, the inequality is tight (is satisfied as an equality).
To get the optimum allocation, we make use of all the previous conditions. Rearranging terms in Eq. (11), we have
Then, for any α > 0 (we do not pursue the case α 0 in the paper since it allows arbitrarily unfair allocations) it holds that x m > 0 since, if not, π → ∞. Then, applying complementary slackness optimality conditions, we have that v m 0, ∀ m. 
Now we
Then, if the optimum π was known, the optimum x m allocations for all ONUs would be known and given by
Note that every allocation x m is non-increasing with π, which means that higher values of π always mean less or equal assignments to all. A way to find the optimum π would be to start from a low value and then increase it until Σ m x m B. However, there is a way of doing this in an exact number of iterations with the following sequence of steps:
Compute the value π m 
Order the π m values in ascending order (from lower to higher). Take them in order. In the iteration i, we denote them as mi to the ONU associated with that iteration.
Make π π mi , and compute all the x m values for all the ONUs using Eq. (14) (the values of x mk for k > i will have x m B m ). If Σ m x m > B 0 , the π value is still small; go to next iteration i. If not, we have increased π too much and the optimal value is between π mi and π mi−1 . We can compute the exact optimum value of π in one shot following
Then, from the optimum π, we compute the excess bandwidth x m of the ONUs using Eq. (14) and the algorithm ends. As a summary, Fig. 2 shows a flow diagram of the algorithm.
C. Algorithm Complexity
The complexity of the FEx-DBA algorithm is dominated by the procedure where the π m values should be ordered.
The ordering problem can be solved in OM log M worstcase complexity using standard sorting algorithms, where M is the number of ONUs. This is perfectly within the capabilities of standard general-purpose processors, but it could also be implemented in FPGAs with moderate efforts. Note that the algorithm should produce an allocation every B max m update period, which is expected to be larger than the cycle duration, thus relaxing the real-time constraints.
V. RESULTS
A. Simulation Scenario
This section describes the simulation tests performed to validate and study the performance of the FEx-DBA algorithm. Simulations were implemented using the OMNeT++ [30] framework for a LR-EPON with 16 ONUs and one user connected to each ONU. The transmission rate of the upstream link (between ONUs and the OLT) is 1 Gbit/s and the link from the user to its ONU is of 100 Mbit/s [29] . This is a standard FTTH setup.
Every ONU contributes in the same proportion to the total network load, using a symmetric model as occurs in the majority of studies in PONs and LR-PONs [13, 14, [31] [32] [33] . The distance between ONUs and the OLT is set to 100 km, a realistic LR-PON setup [31] [32] [33] . The simulated traffic exhibits the properties of self-similarity using the traffic generator provided by Kramer in [34] (packets between 84 and 1538 bytes following the Ethernet standard). In order to store the packets and schedule their transmission, ONUs are equipped with a 10 MB buffer using the strict priority queue policy [35] . The maximum cycle time is set to 2 ms following the EPON standard restrictions [29] .
The main characteristics of this scenario are summarized in Table I . We consider three SLAs: SLA 0 for the highest-priority service level (1 ONU associated), SLA 1 for the medium-priority level (5 ONUs contracted), and SLA 2 for the lowest-priority profile (10 ONUs contracted), similar to tests in other works [25, 31] . The guaranteed bandwidth of each SLA is set to different QoS bandwidth levels following Table I. Recall that each ONU must receive at least this bandwidth when requested, even if the upstream channel is temporarily congested.
For the FEx-DBA algorithm, we consider that the weights associated with every profile in the utility function are set to 1, W m 1; ∀ m. The impact of this parameter will be analyzed in the simulation study. The value of the parameter α is initially set to 1, but its impact will also be analyzed in the next sections. We have selected a value of 1 s for the window time that stores the mean demanded bandwidth used by the algorithm to update the maximum permitted bandwidth to every ONU.
We compare the performance of FEx-DBA with that of the service level agreement PID (SPID) algorithm [25] . Both schemes follow a polling policy to allocate bandwidth and they dynamically enforce QoS guaranteed bandwidth in a multi-profile scenario (different SLA profiles). SPID allocates bandwidth without considering fairness in the process, making use of a robust PID controller based on the committed error when ensuring the stipulated bandwidth requirements. The characteristics of this algorithm are summarized in the next section. Finally, to periodically update the maximum permitted bandwidth, we have chosen for both algorithms the time used by SPID in [25] , 3 s.
B. Description of the SPID Algorithm
In SPID [25] , the maximum permitted bandwidth B max m to each ONU m 0; 1; …; M is controlled by a PID that updates this value according to the present, past, and future prediction of the errors en, following
Here, the committed error en is the difference between the mean allocated bandwidth to one m ONU B alloc . The terms K p , T i , and T d are the tuning parameters that have to be carefully initialized so that the control system is stable and converges to the objective it was designed for. This tuning process is a challenge in PID operation, and different tuning techniques have been proposed for them (e.g., see [23, 24] ). On one hand, well-known and extended manual techniques (such as the Ziegler-Nichols method) may consume a lot of time and become laborious. In contrast, other automatic and auto-adaptive tuning techniques exist, such as those based on genetic algorithms and neural networks, that have shown good results at a cost of increasing the DBA complexity.
The difficulties of such tuning processes are a drawback compared to the FEx-DBA scheme, which does not require a previous parameter tuning phase to guarantee convergence and a stable operation. SPID results in this paper have been obtained after a Ziegler-Nichols tuning phase, with the parameters set to K p 0.66, T i 11 s, and T d 2.75 s (selected as the best in the simulation study done in [25] ). Figures 3(a) and 3(b) show the real-time evolution of the allocated bandwidth (in Mbps) made by the FEx-DBA and SPID algorithms for each SLA when considering the QoS levels of Scenario 1 and Scenario 2, respectively. Only one ONU of each SLA is represented, to simplify the graphs. In our tests, all ONUs behaved equally.
C. Comparison of FEx-DBA Versus SPID
First, it can be observed that both algorithms comply with the QoS bandwidth restrictions, 80/60/40 Mbps (SLA 0 ∕SLA 1 ∕SLA 2 ) for Scenario 1 and 70/50/30 Mbps (SLA 0 ∕SLA 1 ∕SLA 2 ) for Scenario 2. However, it can be noticed for both scenarios that FEx-DBA distributes the bandwidth with a notion of fairness which prefers giving more resources to users of the lowest-priority profile (SLA 2 ), instead of SLA 0 and SLA 1 users. As will be seen later, we can control the fairness notion with the α parameter. In contrast, SPID always benefits the highest-priority profiles. Figure 4 shows the evolution of the maximum permitted bandwidth, B max , in both DBAs. As can be observed, while FEx-DBA provides a stable response from the very beginning of the simulation, SPID needs around a minute to adjust the PID according to the committed errors.
This oscillating performance is a relevant degradation in DBA operation. In [36] , the ability of a DBA to readjust the allocated bandwidths to the current traffic demands (mainly when a change in the traffic demand happens) is defined as a key performance indicator, since there is a delay between the moment at which the traffic demand increases and the moment at which the DBA algorithm reacts to the increase. For instance, the XG-PON recommendations [36] define this time as the assured bandwidth restoration time with a target value of 2 ms. To compare the performance of both algorithms (FEx-DBA, SPID) under this situation, we have modified the guaranteed bandwidth levels at 150 s, following values collected in Table II . Figure 5 depicts the algorithms' evolution. As can be observed, both algorithms dynamically adapt the allocated bandwidth attempting to converge to the new guaranteed bandwidth levels. However, FEx-DBA exhibits a fast and stable response while SPID needs more time and oscillations to adjust. Specially, large differences can be observed for the two lowest-priority profiles (SLA 1 and SLA 2 ).
D. Impact of FEx-DBA Parameters
In this subsection, we will illustrate with some examples how the W sla j m weights and the α parameter can affect the allocations resulting in the FEx-DBA algorithm. As we will show, its effect is small and the trends are predictable according to the theory. As a result, they can be safely set in advance. In particular, note that both settings will just affect how the excess bandwidth is distributed among competing sources after the guaranteed bandwidth is allocated, and thus the guaranteed bandwidths will be met in any setting. 2 , which have a high amount of pending traffic and compete for excess bandwidth, will receive an allocation x 1 and x 2 that is related by
For instance, if α 1, this means that a double weight reflects a double allocation. However, note that this allocation is only double for the excess bandwidth and when both ONUs have pending traffic to transmit. In real operation, such situations quickly compensate in average. This is reflected in Fig. 4 , which shows the real-time evolution of the mean allocated bandwidth to one ONU of the three SLAs (SLA 0 , SLA 1 , SLA 2 ) when considering the three scenarios depicted in Table III , for the case α 1.
Results from Fig. 6 show that the algorithm complies with the bandwidth guarantees for every SLA at every scenario. Actually, the differences between scenarios are not very significant and quite predictable. By comparing scenarios 2 and 3 (where some weights are different) with baseline scenario 1 (where all ONUs have one weight), we see the following:
○ In Scenario 2, where SLA 0 is preferred and SLA 2 has the lowest weight, SLA 0 has more bandwidth than in the baseline case and SLA 2 has less.
○ Similarly, in Scenario 3, where SLA 2 is preferred and SLA 0 has the lowest weight, SLA 2 receives more bandwidth than in the baseline case and SLA 0 receives less.
Then we see that W sla j m weights are an effective form of controlling how the excess bandwidth is distributed. Table IV that the total sum of bandwidth of all ONUs corresponds with the total excess bandwidth, and FEx-DBA does not waste any excess bandwidth.
The impact of the α parameter is studied now. Results in Fig. 6 like in Scenario 1 in Table IV , the α parameter makes no difference in the assignment. This was confirmed by our simulation tests. However, different α values can result in different allocations when this does not happen. This is illustrated in Figs. 7(a) and 7(b) for conditions of scenarios 2 and 3 of Table IV . In these graphs, we depict the real-time evolution of the B FEx-DBA when considering different α values (α 1, 4, 50). The effect observed is that higher values reduce the preference that receives the ONUs with higher weight: Fig. 7(a) for Scenario 2, when the lower-weighted factor corresponds to the SLA 2 profile, high α values provision more bandwidth to it in detriment to the others.
○ In Fig. 7(b) for Scenario 3, the lower-weighted factor is SLA 0 , which receives a lower share of excess bandwidth but improves for higher α values.
This performance is consistent with what is predicted by theory: that high α values tend to approach the max-min fairness allocation, so the algorithm distributes the excess bandwidth more uniformly among all ONUs irrespective of weight. In summary, low α values provide more differences in the allocation process between SLAs in contrast to high values of α that tend to the max-min approach.
E. Analysis of Other QoS Parameters: Mean Packet Delay and Jitter
In order to extend the QoS analysis, we present in this subsection the mean packet delay and jitter performances of the algorithms. In this case, we assume that the EPON is fed with three classes of service. For this, ONUs are equipped with three queues of different priority (Table V) : P 0 for the highest-priority traffic (interactive), P 1 for the medium-priority traffic (responsively), and P 2 for the non-critical traffic (best-effort). In order to store the packets and schedule their transmission, the wellknown strict priority queue method is used [4, 31] . For this simulation scenario, it is considered that every weight is set to 1 (W sla j m 1, ∀ m; j) and α 1. Results are plotted in Fig. 8 for P 0 traffic. Regarding the most sensitive traffic P 0 , we observe that the mean packet delay, Fig. 8(a) , is fairly low for both algorithms, lower than 2 ms. However, FEx-DBA provides better performance than SPID for every profile, as it improves the mean packet delay by nearly 0.5 ms for every SLA. Figure 8(b) shows the jitter performance, where again the FEx-DBA algorithm provides better results than SPID (note in this case that values are in the E-4 scale).
For the medium-priority service P 1 , Fig. 9(a) shows that the mean packet delay highly depends on the contracted profile. In SLA 0 and SLA 1 , both options provide fairly low delays (below 5 ms), and results are better for SPID. However, this advantage of SPID is obtained at a cost of strongly penalizing the SLA 2 profile, with nearly 1 s more average packet delay than in FEx-DBA. This is an example of SPID behavior that FEx-DBA avoids. Similar behavior is observed in the jitter [ Fig. 9(b) ].
VI. CONCLUSION
In this paper, we present the FEx-DBA (Fair Excess DBA based on utility maximization) algorithm. To the best of the authors' knowledge, FEx-DBA is the first DBA algorithm based on a NUM modeling of the resource-allocation process in PONs. FEx-DBA pursues an optimally fair allocation of the upstream channel capacity, according to the formal definition of fairness enabled by the NUM model.
We have tested and validated FEx-DBA by means of simulation, comparing its performance with that of SPID, a state-of-the-art DBA proposed for LR-PONs. Our studies show that FEx-DBA effectively produces a fair distribution of the bandwidth among ONUs according to their associated QoS bandwidth conditions, guaranteeing the minimum bandwidth levels in the SLAs and fairly distributing the excess bandwidth. Compared to SPID, we observe that FEx-DBA has a significantly better stability in the bandwidth-allocation process. It avoids oscillations and fluctuations when guaranteeing the stipulated QoS bandwidth constraints, especially when real-time changes in the SLAs happen. FEx-DBA also results in better delay and jitter performances. Finally, in contrast to SPID, the parameter tuning for FEx-DBA is much simpler, supported by the NUM framework guidelines, and all the parameters can be set in advance. 
