Abstract-The Tactical Movement Problem seeks to determine the minimum cost mission for a robotic agent tasked to complete an assignment that involves both moving through its environment and manipulating that environment. The problem arises in several contexts including open-pit mining automation when a robotic excavator is tasked to remove a designated area of material. The work involves the excavator progressively digging earth, which is usually loaded to trucks. After each load cycle, a decision about from where to take the next dig must be made. Periodically this involves moving the excavator to a new location. The objective is to complete the task in minimum time or at a minimum energy cost or some similarly motivated cost function. The problem becomes one of determining the optimal path that the excavator should take and the dig operations that should be completed at each point along the path.
I. INTRODUCTION
Automated robotic excavation is considered a possible solution to improving efficiency and safety in open-pit mining operations. A significant proportion of mining operations around the world use truck and excavator operations to extract overburden and minerals from the ground. The most effective use of the large machines used in these operations is critical to the cost effective extraction of these minerals. It is proposed that the automation of mining excavation tasks could provide near optimal task execution for efficiency and remove personnel from dangerous work areas to improve safety.
In order to achieve automation of excavation tasks, robotic excavators require the ability to plan their actions and movements. Previous work by Singh has presented a method of determining a sequenced task plan for excavation [1] . This method seeks to optimise the selection of the next excavator action and as such is greedy in nature and therefore suboptimal. Singh [1] remarks that the problem of determining the optimal task plan is intractable for all but trivially small problems, however, since the mid 1990s when he undertook this work, a number of improvements in combinatorial optimisation methods have allowed the solution of increasingly complex tasks. Receding horizon planning, for example, has been used for UAV mission planning [2] and relaxation heuristics have allowed the solution of much larger Travelling Salesman Problem instances [4] . It is in this spirit of incrementally improving the capability to solve NPhard combinatorial optimisation problem, this paper provides some improvement to current methods of task planning in robotic excavation.
The development of mission plans for robotic excavation is an example of a class of problems we call the Tactical Movement Problem (or TMP) which involve the development of optimal sequenced action plans comprising the path the agent is to take and the actions to be undertaken at positions along that path. A characteristic of this problem is that the costs of the path planning problem must be weighed against the cost of the set cover problem during the optimisation, creating a single coupled optimisation problem. This paper considers the problem as the coupled solution of the following three problems already known in the literature: i) a set covering problem is solved in order to ensure that the excavator positions are selected to allow all work to be performed; ii) a path planning problem (travelling salesman problem without the requirement to return to the start) is solved to generate a path between the selected points; and iii) an assignment problem to assign each element of work to be performed at one of the selected excavator positions.
The method presented aims to generate near optimal 2012 IEEE/RSJ International Conference on Intelligent Robots and Systems October 7-12, 2012. Vilamoura, Algarve, Portugal solutions to the TMP in practically useful time frames. The set cover problem and the travelling salesman problem are both known to be NP complete [6] and as such their coupled solution can be considered to be intractably hard for all but the smallest of problems. The assignment problem in comparison is relatively easy to solve once the excavator locations have been found, as it can be formulated as a linear programming problem. By creating a complete, coupled linear relaxation of the three problems and using this solution to guide a heuristic algorithm, near optimal solutions to the TMP can be computed with a significant reduction in computation time. This unique coupling of the three problems into one large linear program maintains the trade-off between the costs of the key problems while also maintaining computational tractability. The paper has the following structure. Section II) introduces the Set Cover Problem and a heuristic relaxation of the problem; Section III)introduces the linear relaxation of the Path Planning Problem; Section IV) reviews the formulation of the assignment problem used in this work; Section V) shows how these three problems can be combined into a complete linear relaxed TMP problem; Section VI) presents an example TMP problem to be used to evaluate the algorithms; and Section VII) shows the results of using this linear relaxation to generate task plans.
II. THE SET COVER PROBLEM

A. Mixed Integer Method
The Set Cover Problem (SCP) is one in which a combination of sub-sets must be selected whose union cover the global set j ∈ [1, J]. This creates a need for a decision variable S i which is assigned to each of the sub-sets i ∈ [1, I] to determine whether that set is to be included in the combination. The variable G i,j is equal to 1 if element j of the global set is included in sub-set i and 0 otherwise. The inclusion of a sub-set i in the group can be assigned a cost C i . The Mixed Integer Linear Program (MILP) representation is included as Eqn. 1.
A simple example of a set cover problem is illustrated in Fig. 2 . 
B. Linear Relaxation
The mixed integer problem can be relaxed by changing the binary decision variables d ∈ 0, 1 to solve in the range 0 ≤ d ≤ 1. This change means that a linear relaxation solution may assign values to decision that are not integer, as such a method is required to find a feasible integer decision solution using this relaxed solution as a guide [5] .
One method of turning these relaxed variables into integer decisions is to find the highest value decision value and add a constraint that this variable is equal to 1. The relaxed problem can then be resolved with this added constraint. This process can be continued until all decision variables have integer values assigned to them.
Solving the set cover problem by this method is not guaranteed to give the optimal solution; however Fig. 3 shows, the method can give a near optimal solution on workspace cover problems such as those posed in the excavation problem. It is interesting to note that Fig. 3 shows that the problem with side length 16 gave a solution in a time that was shorter than expected. This problem instance was investigated and it was found that the solution had a very structured patten as a 4x4 grid of coverage circles. This 'obvious' solution appears to have been reflected in the shorter algorithm solution time.
III. THE PATH PLANNING PROBLEM
The path planning problem is remarkably similar the Travelling Salesman Problem (TSP) and as such it makes sense to make use of the significant literature discussing the TSP and make adjustments to give a solution to the Path Planning Problem. 
A. The travelling salesman problem
The travelling salesman problem can be considered as the selection of graph edges to ensure that each node is visited once and exited once. Thus a single edge must be selected that enters each graph node and a single edge must be selected that leaves each graph node. These constraints can be represented in a linear program as shown in Eqn. 3, where M i,j represents the agent moving along the graph edge from node i to j and D i,j represents the distance travelled along this edge.
B. Sub-tours
While this relaxation can solve rapidly it does neglect a key part of the problem and that is, we are looking for a single tour that visits all cities. This formulation of the problem does not restrict the solution to be a single cycle through the graph nodes, as such the solution will often be formed of multiple sub-tours of the graph. To avoid these sub-tour solutions one method is to solve the relaxed problem as above and then find the sub tours in the solution. Once the subtour is known then a constraint can be added (Eqn 4) to remove the possibility of this subtour being formed and the problem re-solved [4] . This process is repeated until a single cycle of the graph nodes is returned. The combinatorial nature of this problem prohibits the inclusion of every possible subtour constraint in the first round of optimisation [3] .
C. Adjusting the TSP for path planning
The difference between planning a path and planning a cycle is that a start and end node are required and there is one less edge. The start node is generally known and as such a the constraints can be adjusted such that the edges leading to the start node are constrained to be zero, i.e.
The exit constraints are also adjusted such that rather than each node requiring an exit edge, i.e. 
the constraint is modified such that all but one of the nodes must have an exit edge:
IV. THE ASSIGNMENT PROBLEM
The assignment problem can be thought of as a simple case of the minimum cost flow problem, where each element of work must flow to one of the excavator positions selected. It is important to note that multiple elements of work may flow into an excavator position however each element of work must be assigned to only one excavator position. In the automated excavation example only certain elements of work can be excavated from each position as the robotic agent has a limited amount of reach. By applying an edge cost from every element of work (i) to every excavator position (j) a linear program can be formulated to assign each element of work to a single excavator position [7] .
V. PUTTING IT ALL TOGETHER
A. Complete Algorithm
To solve the three problems as a single coupled problem, the following approach has been used: solve the coupled linear relaxation and then use a heuristic method to solve for the excavator positions in the SCP. An extra constraint is required to ensure that the assignment problem is constrained to only assign work elements to the chosen excavator positions. This extra constraint is in the form A i,j ≤ S i ∀j. Constraints on the path planning portion of the problem must also be adjusted such that a path is only calculated between the selected excavator locations rather than all possible locations.
The complete linear relaxation of the problem is defined as:
For the optimal MILP solution to the TMP the following constraints are are added to ensure that the excavator position variables and movement variables are integer.
Two algorithms are compared in this work. The first solves the entire problem using a MILP solver such that a globally optimal solution is found. This method still requires subtour elimination constraints to be added sequentially as described in Algorihm 1. The second method uses the full linear relaxation of the problem with the SCP heuristic defined in Section II.B to determine the excavator positions. Once the SCP positions are selected the path planning problem can be solved optimally using a MILP optimiser for global path optimality. This algorithm is defined in Algorithm 2. The results of testing these two algorithms is presented in Section VII. positions is not dependant on the assignment of work or the path travelled. As such this method is limited to robotic agents where movement feasibility is not a function of the current state of the environment state.
VI. EXAMPLE PROBLEM
An example TMP was created such that the algorithms could be compared. This example problem was structured on a 2D world represented by a grid of points as shown in Figure 7 . The robotic agent has the ability to move around the environment to any of the grid squares. The agent also has the ability to perform work on any grid square within a radius of 4 grid units from its current square. The robot was required to perform work on every square in the grid. In each problem instance the robot is considered to start in the lower left corner of the world.
VII. RESULTS
The results for solving TMPs on a P roblemSize * P roblemSize grid where every element of the grid must be acted on and the excavator must start in the bottom left corner of the grid are shown in Figure 8 . The two graphs in Fig. 8 show the computation time to generate a task plan and the cost of executing the task plan respectively. These are the two key metrics used to determine the suitability of the algorithms. Ideally the heuristic cost will be near optimal with a large reduction in computation time to generate the plan. The costs used in these simulations were:
It is interesting to note that the solutions generated by both the optimal solver and the linear relaxation method presented in this paper produce similar looking solutions. The solutions generally consist of a single path that traverses the environment backwards and forwards until a cover is formed as in Fig. 9 . This observation indicates that a reasonable heuristic solution may be able to be generated directly by building up a task plan that follows this trend of meandering over the environment rather than optimisation techniques. These methods of building up a task plan have been used to generate coverage paths for floor cleaning robots [8] .
VIII. CONCLUSION
The linear relaxation of the Tactical Movement Problem presented in this paper allows a significant reduction in computation time while providing a near optimal solution. In the simulated task execution trials the algorithm that was guided by the linear relaxation consistently returned a solution over 100 times faster than the MILP solution. The motivating scenario for this research is excavation in a mining environment where uncertainty and changing conditions are a considerable concern for robotics. This improvement in computation time will bring the possibility of 'on the fly' task replanning closer to reality to help overcome these hurdles of task variability.
