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ABSTRACT
A minimal type of the even 2-adic Weil representation is described. The Hecke algebra
of this type is isomorphic to the classical affine Hecke algebra of type Bn. In this way, the
Weil representation of a metaplectic group corresponds to the trivial representation of an
orthogonal group in the local Shimura correspondence.
CONTENTS
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
PREFACE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
CHAPTERS
1. PRELIMINARIES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Symplectic Vector Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Classical Symplectic Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Symplectic Lie Algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3.1 Cartan Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.2 Roots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.3 Affine Roots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.4 Chevalley Basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.5 Universal Enveloping Algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Symplectic Chevalley Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4.1 Generators and Relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.2 Central Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Induced Representations and Hecke Algebras . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.6 Characters of Qp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.7 Fourier Transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.7.1 Functions on Qnp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.8 Weil Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.8.1 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.8.2 Schro¨dinger’s Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2. WEIL REPRESENTATION OF S˜L2(QP) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1 The Constants αt, βt, and γt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Iwahori-fixed Vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 A Minimal Type for p = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 The Associated Hecke Algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3. WEIL REPRESENTATION OF S˜p2n(Q2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1 A Minimal Type for p = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 The Associated Hecke Algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
ACKNOWLEDGEMENTS
The author would like to acknowledge and thank his thesis advisor, Gordan Savin,
for his invaluable guidance throughout this endeavor. In addition, the author would like
to thank the National Science Foundation for the support he received from NSF grant
DMS-0852429.
PREFACE
Let W be a nondegenerate symplectic space over a p-adic field, let G = S˜p(W) be a
nontrivial two-fold central extension of the symplectic group G = Sp(W) of type Cn, and
let ω be the Weil representation of G. If p is odd, ω has a one-dimensional subspace upon
which the inverse image of the Iwahori subgroup acts. This minimal type was used by Gan
and Savin in [2] to establish an equivalence of categories between certain representations
of G and certain other representations of orthogonal groups of type Bn. In this equivalence,
the even Weil representation ωe corresponds to the trivial representation of a split adjoint
group of type Bn. In particular, the correspondence is realized as an isomorphism between
the Hecke algebras of these types and the affine Hecke algebras of type Bn.
If p = 2, there are no Iwahori-fixed vectors of the Weil representation. However, for
the two-fold cover S˜L2(Q2) of SL2(Q2), there is a one-dimensional type of the Weil repre-
sentation for the first congruence subgroup of the Iwahori subgroup. The corresponding
Hecke algebra was shown to be isomorphic to that of PGL2(Q2) in [7]. The main purpose
of this paper is to frame this result for p = 2 in the language of the Weil representation
and to extend it to larger symplectic groups; that is, to find a minimal type of the Weil
representation whose corresponding Hecke algebra is the affine Hecke algebra of type Bn.
The description of the appropriate open compact subgroup stems from the fact that
in characteristic 2, a symmetric quadratic form is alternating. Hence, the finite orthogonal
group O2n(2) is a subgroup of the finite symplectic group Sp2n(2). If B
′ is a Borel subgroup
of O2n(2) which sits in a Borel subgroup B of Sp2n(2), then the inverse image K of B
′
(under the projection mapZ2 → F2) is a subgroup of index 2n of the Iwahori subgroup, as






In the SL2 case, this subgroup K is exactly the subgroup from [7]. Let K be the inverse
image in G of K.
Chapter 1 of this paper is dedicated to fixing notation and summarizing previously
known, but relevant, results. In Chapter 2, the S˜L2 case is worked out in detail. Specifically,
the one-dimensional subspace on which K acts is the span of the characteristic function of
Z2. Since K is an index 2 subgroup of the Iwahori subgroup, the support of the associ-
ated Hecke algebra H is potentially much larger than that of the classical Iwahori-Hecke
algebra. However, it is shown that H is supported exactly on those K-double cosets
parametrized by the affine Weyl group. Using some general facts about Hecke algebras
and finite-index subgroups, generators T0 and T1 for H are given which satisfy only the
quadratic relations
(T0 − 2)(T0 + 1) = 0 and (T1 − 1)(T1 + 1) = 0.
These are exactly the quadratic relations for the affine Hecke algebra of PGL2(Q2).
In Chapter 3, the general symplectic case is described. In this setting, the one-dimensional
K-type is the span of the characteristic function of the standard lattice, and the support of
the associated Hecke algebraH is again reduced to those K-double cosets parametrized by
the affine Weyl group. Drawing from, the S˜L2 case, generators T0, . . . , Tn forH are defined
which satisfy the quadratic relations
(Ti − 2)(Ti + 1) = 0 and (Tn − 1)(Tn + 1) = 0.
The braid relations for these generators are given by the following Coxeter diagram.
u u u u u
T0 T1 T2 Tn
. . .
The affine Hecke algebra A of type Bn has generators t0, . . . , tn which satisfy the quadratic
relations (ti − 2)(ti + 1) = 0. The Coxeter diagram of type Bn has an involution given by
τt1τ = t0, which satisfies τ2 = 1 and τt1τt1 = t1τt1τ. The isomorphism between H and A
is given by




In this chapter, notation is fixed and some relevant results are summarized. Sections
1.1 through 1.4 deal with symplectic groups and algebras; Section 1.5 summarizes the
relationship between Hecke algebras and induced representations; Section 1.6 and 1.7
discuss additive characters and Fourier transforms over Qp; and Section 1.8 lays out the
necessary Weil representation background.
1.1 Symplectic Vector Spaces
LetW be a 2n-dimensional vector space over a field F, and let Q be a bilinear form on
W which is
1. skew-symmetric: Q(u, v) = −Q(v, u) for all u, v ∈ W ,
2. nondegenerate: if Q(u, v) = 0 for all v inW , then u = 0.
Such a bilinear form is called a symplectic form and a vector space equipped with a sym-
plectic form is called a symplectic space.
A bilinear form is called totally isotropic if Q(v, v) = 0 for all v in W . As a remark, a
totally isotropic bilinear form Q onW is always skew-symmetric, and a skew-symmetric
form only fails to be totally isotropic if the characteristic of F is 2.
A subspace X of W is isotropic if Q is identically zero on X . For a maximal isotropic
subspace X ofW , there is a complementary subspace Y which is also a maximal isotropic
subspace of W , and each of X ,Y is a vector subspace of dimension n. A decomposition
W = X + Y into maximal isotropic subspaces is called a complete polarization ofW .
Let X +Y be a complete polarization ofW and let {ei} be a basis of X . There is a basis
{ fi} of Y such that Q(ei, f j) = δij. The resulting basis {e1, . . . , en, f1, . . . , fn} ofW is called
a symplectic basis. Under such a basis, elements ofW may be considered as column vectors
and the symplectic form Q may be expressed as
Q(u, v) = ᵀuJv,







1.2 Classical Symplectic Groups
Let W be a symplectic space of dimension 2n over a field F with symplectic form Q.
The symplectic group Sp(W), or Sp2n(F), is defined to be the group of linear automorphisms
ofW that preserve the symplectic form, i.e., those linear operators T : W → W such that
for all u, v inW ,
Q(Tu, Tv) = Q(u, v).
Under a symplectic basis, operators T : W → W correspond to 2n× 2n matrices and
the symplectic group thus becomes a matrix group. Let x be the matrix corresponding to
a transformation T. The property Q(Tu, Tv) = Q(u, v) translates to ᵀuᵀxJxv = ᵀuJv, so the
symplectic matrix group is precisely the set of those matrices x that satisfy the condition







then the condition yields
ᵀad− cᵀb = 1, ᵀac = cᵀa, and bᵀd = dᵀb.
Moreover, if n = 1, then the only condition is ad− bc = 1, so Sp2(F) = SL2(F).
1.3 Symplectic Lie Algebras
Let W be a 2n-dimensional symplectic vector space over C with symplectic form Q.
The symplectic Lie algebra, sp(W) or sp2n(C), is defined to be the algebra of linear endomor-
phisms T ofW satisfying
Q(Tu, v) + Q(u, Tv) = 0
for all u, v in W . The set sp(W) is a vector space under the usual addition and scalar
multiplication of linear operators and an algebra under the Lie bracket
[T1, T2] = T1T2 − T2T1.
Under the symplectic basis, the Lie algebra sp(W) becomes a subalgebra of the matrix
algebra gl2n(C) of all 2n× 2n matrices with complex entries. If X is the matrix correspond-
3ing to an endomorphism T ofW , then the condition Q(Tu, v) + Q(u, Tv) = 0 translates to







this condition implies that d = −ᵀa and that b and c are symmetric. The symplectic Lie










Let h be the Cartan subalgebra consisting of diagonal matrices in sp(W) and let h∗ =
HomC(h,C) be its linear dual. The Cartan subalgebra is n-dimensional and an arbitrary







where a is a diagonal matrix with entries a1, . . . , an. The dual basis {λ1, . . . , λn} of h∗ is
defined by λi(H) = ai.
Let Eij be the n × n matrix with a 1 in the ijth position and 0 elsewhere. The one-
dimensional subspaces of sp(W) that lie outside of h are spanned by the following matrices





















Eij + Eji 0
]
.
For the H ∈ h, the Lie bracket [H, X] is given by
(ai − aj)X = (λi − λj)(H)X if X is of the first type,
2aiX = 2λi(H)X if X is of the second type,
−2aiX = −2λi(H)X if X is of the third type,
(ai + aj)X = (λi + λj)(H)X if X is of the fourth type,
−(ai + aj)X = −(λi + λj)(H)X if X is of the fifth type.
Therefore, the roots in h∗ are
Φ =
{± λi ± λj : i 6= j} ∪ {± 2λi}.
The roots in the first set are called short roots and those in the second set are called long
roots. If the elementary matrix corresponding to a root α is denoted by Xα, then the root
space of α is CXα, and the Cartan decomposition is




Consider the real vector space h∗R, defined to be the R-span of {λi}. This vector space
is a Euclidean space under the usual dot product, denoted ( , ), which is symmetric and
positive definite. This inner product is the same as the one which comes from the Killing
form on h (see [9]). For convenience, if µ, λ ∈ h∗R, write
〈µ, λ〉 = 2(µ, λ)
(λ, λ)
.
For each λ ∈ h∗R, define the reflection sλ on h∗R by
sλ(µ) = µ− 〈µ, λ〉λ.
Proposition 1.1 The set of roots Φ forms a root system in h∗R, and Π = {α1, . . . ,αn} forms a set
of simple roots inΦ, where αi = λi− λi+1, for i = 1, . . . , n− 1, and αn = 2λn. The corresponding
set of positive roots is Φ+ =
{
λi ± λj : i < j
} ∪ {2λi}.
Proof: First, Φ clearly generates h∗R since each 2λi is in Φ. Second, a quick check ensures
that α and kα are in Φ if and only if k = ±1. Third, if α,β ∈ Φ, then 〈α,β〉 is an integer
since the dot product of any short root with itself is 2, the dot product of any long root
with itself is 4, and the dot product of a long root with any other root is a multiple of 2. Of
particular interest are the Cartan integers, cij = 〈αi,αj〉 for αi,αj ∈ Π. The matrix (cij) of











Fourth, it must be verified that Φ is preserved by any reflection sα for α ∈ Φ. If α =
±(λi − λj), then sα just interchanges λi and λj; if α = ±(λi + λj), then sα interchanges λi
and −λj; and if α = ±2λi, then sα takes λi to −λi. Clearly, the set Φ is invariant under
these operations. Therefore, Φ is indeed a root system.
It remains to be seen that the setΠ is a system of simple roots; that is,Πmust be a basis
for h∗R such that each α ∈ Φ may be expressed as an integer combination of elements in Π
5with either all positive coefficients (called positive roots) or all negative coefficients (called
negative roots). The following formulas hold for i < j.
2λi = 2αi + · · ·+ 2αn−1 + αn,
λi − λj = αi + · · ·+ αj−1,
λi + λj = (λi − λj) + 2λj.
These are the positive roots. To obtain the negative roots, one simply multiplies each
expression by −1. Since the dimension of h∗R is n = |Π|, the linear independence of Π
is automatic.
For i = 1, . . . , n, define si to be the reflection sαi . The Weyl group W of sp(W) is the
finite group of reflections sα for α in Φ. It is a Coxeter group and is generated by the set of
simple reflections {s1, . . . , sn}. The braid relations for the generators of W are given by the
following Coxeter diagram (see [3]).




The set of affine roots is the set
Φaff = {α+ n : α ∈ Φ, n ∈ Z}
of affine functionals on h which act by (α+ n)(H) = α(H) + n. Let α∗ be the highest root
in Φ given by
α∗ = 2λ1 = 2α1 + · · ·+ 2αn−1 + αn,
and define the affine root α0 by
α0 = 1− α∗.
For each affine root γ, the affine reflection sγ is the reflection in h across the hyperplane
{H : sγ(H) = 0}. For instance, if α is a root, the affine reflection sα is the reflection defined
in the previous section. Define s0 to be the affine reflection s0 = sα0 .
The group Waff of affine reflections is called the affine Weyl group; it is a Coxeter group
and is generated by the simple affine reflections {s0, s1, . . . , sn}. The braid relations for
these generators of Waff are given by the following Coxeter diagram (see [3]).
u u u u u
s0 s1 s2 sn
. . .
61.3.4 Chevalley Basis
The Chevalley basis for sp(W), considered as a matrix algebra, will be given explicitly.
For each α ∈ Φ+, define
Hα = [Xα, X−α],
which is an element of h. This fact can be verified for each type of Xα, bearing in mind that






, then Hα =
[
Eii − Ejj 0





0 Eij + Eji
0 0
]
, then Hα =
[
Eii + Ejj 0














Lemma 1.2 The following properties hold for all α,β ∈ Φ.
1. [Hα, Hβ] = 0.
2. [Hα, Xβ] = 〈β,α〉Xβ.
3. [Xα, Xβ] =

Hα if β = −α,
c(α,β)Xα+β if α+ β ∈ Φ,
0 otherwise.
where c(α,β) is either ±1 or ±2.
Proof: The first property holds since h is abelian. To see why the second property is true,
recall that the bilinear form ( , ) is the same as the one which arises from the Killing form.
More specifically, if κ denotes the Killing form, then, since κ is nondegenerate, for each
λ ∈ h∗, there exists H′λ ∈ h such that κ(H′λ, H) = λ(H). It may be verified directly (see [9])
that the Killing form is connected to the bilinear form on h∗ by
(λ,µ) = κ(H′λ, H
′
µ),






[Hα, Xβ] = α(Hβ)Xα = κ(H′α, Hβ)Xα =
2
(β,β)
κ(H′α, H′β)Xα = 〈α,β〉Xα.
The third property follows from the general fact that if α,β are roots of a Lie algebra g with
root spaces gα and gβ, then [gα, gβ] ⊂ gα+β, which is nonzero if and only if α+ β is a root.
7The exact value of c(α,β) is simple to compute, but it is not very useful to write down all
of the cases. It will suffice to note that
c(α,β) =
{
±2 if (α,β) = 0,
±1 otherwise,
which coincides with the usual notion that c(α,β) = ±(p+ 1) where β− pα, . . . , β+ qα is
the α-string of roots through β. For more details, see [1].
Proposition 1.3 The set S =
{
Xα : α ∈ Φ
} ∪ {Hα : α ∈ Π} forms a Chevalley basis for
sp(W).
Proof: The previous lemma shows that the elements of S satisfy the necessary properties
to be a Chevalley basis. All that remains to be seen is that S is indeed a basis for sp(W).
The Cartan decomposition
sp(W) = h⊕ ∑
α∈Φ
CXα
reduces the problem to showing that {Hα : α ∈ Π} spans h, which follows directly from








Corollary 1.4 For each root α ∈ Φ, theC-span of {Xα, X−α, Hα} is a subalgebra of sp(W) which
is isomorphic to sl2(C).

















1.3.5 Universal Enveloping Algebra
Let U be the universal enveloping algebra of sp(W). The Poincare´-Birkhoff-Witt Theo-
rem implies that sp(W) can be embedded into U and that if {Y1, . . . , Yr} is an ordering of
the basis {Xα : α ∈ Φ} ∪ {Hα : α ∈ Π} of sp(W), then the set of monomials Ym11 · · ·Ymrr
forms a basis for U (see [4]).
81.4 Symplectic Chevalley Groups
Following [9], the classical symplectic group Sp2n(F) will be constructed from the sym-
plectic Lie algebra sp2n(C). As in the previous section, letW be a symplectic vector space
over C, let U be the universal enveloping algebra of sp(W), and let UZ be the subalgebra
of U generated by the divided powers Xmα
/
m!. Under the natural representation of sp(W),
and hence of U , onW , the elements of U may be viewed as members of the matrix algebra.
In this setting, each X2α = 0, so UZ is generated by 1 and
{
Xα : α ∈ Φ
}
. Therefore, since
W is the natural representation, the standard lattice
L = Ze1 ⊕ · · · ⊕Zen ⊕Z f1 ⊕ · · · ⊕Z fn
is the UZ-invariant lattice guaranteed by Corollary 1 of Theorem 2 in [9].
Fix a field F; for an element t in F and a root α in Φ, one obtains the natural action of








onWF = L⊗Z F, which is the F-span of e1, . . . , en, f1, . . . , fn. In other words, xα(t) may be
interpreted as the actual matrix 1+ tXα with entries in F.
For the data
(
sp(W),W , F), one obtains a Chevalley group G, generated by
{xα(t) : t ∈ F,α ∈ Φ},
and, for each α, the root group
Xα = {xα(t) : t ∈ F}.
The following elements play an important role in the theory of Chevalley groups. For
t ∈ F×, define
wα(t) = xα(t)x−α(−1/t)xα(t),
hα(t) = wα(t)wα(−1).
In addition, define the elements w1, . . . , wn of G by
wi = wαi(1),
where Π = {α1, . . . ,αn} is the set of simple roots. Then {w1, . . . , wn} is a set of represen-
tatives of generators of the Weyl group W in G (see [9] or [1]).
9Suppose now that F is a nonarchimedian local field with uniformizer v and ring of
integers O. For any affine root γ = α+ n, where α is a root and n is an integer, define the
element
xγ(t) = xα(vnt),
define Gγ to be the subgroup of G generated by {xγ(t), x−γ(t) : t ∈ F}, and define Kγ to











Under eγ, the image of SL2(F) is Gγ and the image of SL2(O) is Kγ.
In addition, for the affine root γ = α+ n, define the element
wγ(t) = wα(vnt)
of Gγ. For the simple affine root α0 = 1− α∗ from Section 1.3.3, define the element w0 of
G to be
w0 = wα0(1) = wα∗(v
−1).
The set {w0, w1, . . . , wn} forms a set of representatives in G of {s0, s1, . . . , sn}, the simple
reflections that generate the affine Weyl group (see [5]).
Proposition 1.5 The Chevalley group G is isomorphic to the symplectic group Sp(WF).
Proof: The classical symplectic group Sp(WF) and the Chevalley group G can both be
thought of as matrix groups. Row and column reduction (relative to the symplectic form!)
of a matrix in Sp(WF) is the same as multiplication on the right or left by the matrices xα(t).
One can row/column reduce a matrix in Sp(WF) to a representative w of an element of the
Weyl group. Viewing G as a matrix group, the elements wα(1) correspond exactly to those
“signed” transposition matrices that represent elements of the Weyl group W of Sp(WF).
Therefore, w can be expressed as a product of wα(1)’s, and hence, every matrix in Sp(WF)
can be written as the product of xα(t)’s.
1.4.1 Generators and Relations
A summary of the results on generators and relations in [9] for the symplectic Chevalley
group G is the following. First, G, which is generated by the xα(t), satisfies the following
relations: for any α,β ∈ Φ and t, u ∈ F (nonzero where necessary),
10





= ∏ xiα+jβ(cijtiuj), for α+ β 6= 0;
(R3) wα(t)xα(u)wα(−t) = x−α(−t−2u);
(R4) wα(1)xβ(t)wα(−1) = xsα(β)(ct);
(R5) wα(1)hβ(t)wα(−1) = hsα(β)(t);





(R7) hα(t)hα(u) = hα(tu).
In (R2), the product is taken over the roots that are positive linear combinations of α and
β, and cij = cij(α,β) is ±1 if the angle between the roots is 3pi/4 and ±2 if the angle is
pi/2. In (R4), c = c(α,β) = c(α,−β) = ±1.
Second, relations (R1) through (R6) are consequences of (R1) and (R2) if G = Sp2n(F)
for n ≥ 2 and of (R1) and (R3) if G = SL2(F). Hence, these two relations along with
relation (R7) form a complete set of relations for G.
1.4.2 Central Extensions
A group G′ is a central extension of a group G if there is a surjective homomorphism
from G′ to G whose kernel lies in the center of G′. A central extension E of G is universal
if it is a central extension of any other central extension. By Theorem 10 of [9], a universal
central extension E of the symplectic Chevalley group Sp2n(F) exists and is the group
defined abstractly using only relations (R1) and (R2). In the SL2(F) case, the universal
central extension is abstractly defined using only relations (R1) and (R3). Hence, in all
cases, the relations (R1) – (R6) can be lifted to any central extension of G.
Let G′ be any central extension of G. The preceding paragraph implies that the elements
xα(t) lift uniquely to elements x′α(t) in G′. Therefore, wα(t) and hα(t) lift canonically to w′α(t)
and h′α(t) in G′ via the formulas
w′α(t) = x′α(t)x′−α(−1/t)x′α(t),
h′α(t) = w′α(t)w′α(−1).
The relations (R1) – (R6) hold in G′, but the relation (R7) does not. Therefore, the symbol
(t, u) given by h′α(t)h′α(u) = (t, u)h′α(tu) provides the necessary information about this
central extension. If G′ is the universal central extension, then (t, u) is called the Steinberg
symbol.
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1.5 Induced Representations and Hecke Algebras
Let H be a finite index subgroup of an arbitrary group G, and suppose that G admits a
left Haar measure normalized to give vol(H) = 1. The space of complex-valued functions
on G will be denoted C(G). Fix a complex representation (pi, V) of G and a character
χ : H → C× of H. The objects of interest are
1. the induced representation (σ, U) = indGH χ, where σ acts by right transla-
tion on the vector space
U = {φ ∈ C(G) : φ(hg) = χ(h)φ(g) for h ∈ H, g ∈ G} ;
2. the subspace VH,χ¯ of V given by
VH,χ¯ =
{
v ∈ V : pi(h)v = χ¯(h)v for h ∈ H};
3. the Hecke algebraH = H(G//H;χ) defined by
H = { f ∈ C(G) : f (h1gh2) = χ(h1) f (g)χ(h2) for h1, h2 ∈ H, g ∈ G}.
Proposition 1.6 (Frobenius Reciprocity) The spaces
HomH(pi,χ) =
{
S : V → C : S(pi(h)v) = χ(h)S(v) for h ∈ H, v ∈ V}
HomG(pi,σ) =
{
T : V → U : T(pi(g)v) = σ(g)T(v) for g ∈ G, v ∈ V}
are isomorphic.
























implies that T ∈ HomG(pi,σ). The map T 7→ S is given by S(v) = T(v)(1). Clearly,









(1) = T(v)(h) = χ(h)T(v)(1) = χ(h)S(v)
implies that S ∈ HomH(pi,χ). In addition, the composition of these maps is the identity.
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Proposition 1.7 The subspace VH,χ¯ is anH-module under the action








Proof: The first thing is to verify that pi( f )v is in VH,χ¯ for v ∈ VH,χ¯, h ∈ H, and f ∈ H. This
























It remains to check that the action is compatible with the structure of H. It is easy to see
that pi is linear onH, so it must only be verified that pi( f1 ∗ f2) = pi( f1)pi( f2) for f1, f2 ∈ H.
The action pi ofH on VH,χ may be expressed as a finite sum,























and the convolution may also be expressed as a finite sum,


















pi( f1 ∗ f2)v = ∑
x∈G/H



















Proposition 1.8 The Hecke algebra H is isomorphic to the endomorphism ring of U. Moreover,
elements ofH not supported on H act on U as trace-zero endomorphisms.








f (yh)φ(y−1g)dy = χ(h)T(φ)(g).
Define a map End(U) → H by T 7→ f with f (g) = T(χ˙)(g), where χ˙ is the extension of χ
by zero to all of G. This f is an element ofH, since χ˙ being an element of UH,χ implies that




= χ(h1) f (g)χ(h2).







f (x−1g)χ(x)dg = f (g).
Suppose that f ∈ H is not supported on H. Since the functions char(Hx), for x ∈ H∖G,
form a basis of U, to check that the trace of f is zero, it suffices to see that ( f ∗ φ)(x) = 0
for φ ∈ U with supp(φ) = Hx 6= H. Indeed, for such a φ,







0 ·φ(g−1x)dg = 0 if g ∈ H,∫
G
f (g) · 0 dg = 0 if g /∈ H,
so the proposition is proved.
These two H-modules are compatible in the following way. Let V1, . . . , Vn be the ir-
reducible representations of G such that VH,χ¯i is nontrivial. For v
∗
i ∈ V∗i and vi ∈ Vi,
the matrix coefficients v∗i (pii(g
−1)vi) give a part
⊕
Vi ⊗ V∗i of the decomposition of C(G);





In particular, if φ(g) = v∗i (pii(g
−1)vi), then











= pii( f )(vi ⊗ v∗i ).
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1.6 Characters of Qp
Let ψ be a nontrivial smooth additive character of Qp. As ψ is locally constant, there
exists a smallest integer c , called the conductor of ψ, such that ψ is trivial on pcZp. The
proof of the following proposition can be found in [10].
Proposition 1.9 Fix a nontrivial smooth character ψ of Qp. Every smooth character of Qp is of
the form x 7→ ψ(ax) for some a in Qp.
There is a natural projection from Qp to Qp
/
Zp, a canonical embedding of Qp
/
Zp
into the p-torsion of Q
/
Z, and a nearly canonical embedding of Q
/
Z into C× given by






defines an additive character ψ1 : Qp → C× of conductor c = 0.
For a in Q×p , define the character ψa : Qp → C× by
ψa(x) = ψ1(ax),
which has conductor c = − val(a). According to Proposition 1.9, these ψa account for all
nontrivial smooth additive characters of Qp.
1.7 Fourier Transform
Let S(Qp) denote the set of Schwarz functions on Qp, i.e., the set of smooth, compactly
supported, complex-valued functions onQp, and fix ψ to be an additive character ofQp of





For a given ψ, the Haar measure on Qp will be normalized so that
̂̂φ(y) = φ(−y). The
appearance of a 2 in the Fourier transform affects the role of the conductor of ψ for p = 2,
so it will be convenient to define
δ =
{
1 if p = 2
0 if p 6= 2.
Proposition 1.10 Suppose that φ is supported on pmZp and constant on pnZp-cosets for m ≤ n.
Then, φ̂ is supported on p−n+(c−δ)Zp and constant on p−m+(c−δ)Zp-cosets.
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so φ̂(y) 6= 0 if and only if y ∈ p−n+(c−δ)Zp.
The Fourier transform φ̂ is constant on prZp-cosets if and only if r is the smallest integer
such that ψ(2pru) = 1 for all u ∈ pmZp, which, in turn, happens if and only if r =
−m + (c− δ).
Proposition 1.11 For m ∈ Z, denote the characteristic function of pmZp by φm. Then
φ̂m = p−m+(c−δ)/2φ−m+(c−δ)






vol(pmZp) if y ∈ p−m+(c−δ)Zp
0 otherwise.
The normalization of the Haar measure on Qp gives
φ0 =
̂̂φ0 = vol(Zp)φ̂c−δ = vol(Zp) vol(pc−δZp)φ0 = p−(c−δ) vol(Zp)2φ0,
so the measure (with respect to ψ) of Zp is p−(c−δ)/2.
Corollary 1.12 If ψ is a character of conductor c = δ, then the Fourier transform with respect to
ψ is given by φ̂m = p−mφ−m.
1.7.1 Functions on Qnp
Suppose that Y is a vector space overQp and consider elements of Y as column vectors
with respect to some basis. Let S(Y) denote the set of Schwarz functions on Y and fix an






The Haar measure on Y is also normalized to give ̂̂φ(−y) = φ(y).
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1.8 Weil Representation
Let F be a nonarchimedian local field with absolute value | · |, and let W be a 2n-
dimensional symplectic space over F with symplectic form Q. Fix an additive character
ψ of F.
The Heisenberg group H(W) is defined to be the setW × F with group multiplication
(u, s) · (v, t) = ( u + v , s + t + Q(u, v)).
The center of H(W) is Z = {(0, t)} = F; indeed, (v, t) ∈ Z if and only if Q(u, v) = 0
for every u in W . Since the symplectic group Sp(W) preserves Q, it acts as a group of
automorphisms of the Heisenberg group by
g(v, t) = (gv, t).
Let (ρ, S) be a representation of H(W) with central character ψ; that is, ρ(0, t)h =
ψ(t)h. One can twist ρ by g ∈ Sp(W) to obtain the representation (ρg, S) given by





which also has central character ψ. By the Stone-von Neumann theorem, ρg must be
isomorphic to ρ, so for each g ∈ Sp(W), there exists an operator T(g) : S → S, unique
up to a scalar in C×, which intertwines the two representations; that is,
T(g)ρ = ρgT(g).
This operator T : Sp(W) → GL(S)/C× is a projective representation of Sp(W). Define a





: T(g)ρ = ρgT(g)
}
,
which fits into the exact sequence
1→ C× → S˜p(W)→ Sp(W)→ 1.
The group S˜p(W) is a central extension of Sp(W) by C×, so T lifts (see [9]) to a linear
representationω : S˜p(W)→ GL(S), called the Weil representation with respect to ψ.
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1.8.1 Models
For any closed subgroup Z ofW define
Z⊥ = {v ∈ W : ψ(Q(v, z)) = 1 for all z ∈ Z},
which is also a closed subgroup ofW . In addition, define H(Z) to be the subgroup Z × F
of the Heisenberg group. Assume now that Z ⊂ Z⊥. The character ψ can be extended
trivially to H(Z) by ψ(z, t) = ψ(t); indeed,
ψ
(










= ψ(z1, t1)ψ(z2, t2).
Define (ρ, SZ ) to be the induced representation ind
H(W)
H(Z) ψ of H(W); that is,
SZ =
 f ∈ C∞
(
H(W)) :
1. f has compact support modulo H(Z),
2. f (zh) = ψ(z) f (h) for all z ∈ H(Z), h ∈ H(W),
3. there exists an open compact subgroup K f of
H(W) such that f (hk) = f (h) for all k ∈ K f





(h2) = f (h2h1). The restriction of ρ to the






h · (0, t)) = f ((0, t) · h) = ψ(t) f (h);
hence, ρ has central character ψ.
For closed subgroups Z ofW , one can build a model for ρ and hence a model forω. If
Z is a maximal isotropic subspace ofW , the model is called Schro¨dinger’s model.
1.8.2 Schro¨dinger’s Model
Let X + Y be a complete polarization ofW . As X is a maximal isotropic subspace of
W , Q is identically zero on X , and hence X = X⊥. Following the construction above,
one obtains the space of functions SX . The space SX is canonically isomorphic to the space
S(Y) of Schwarz functions on Y via the map SX → S(Y) given by f 7→ φ, where
φ(y) = f (y, 0).
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Proof: Let t ∈ F, x ∈ X , and y0, y ∈ Y . Then(
















x, t−Q(x, y + 2y0)
)
f (y + y0, 0)
= ψ
(
t−Q(x, y + 2y0)
)
φ(y + y0).
The next step is to find the intertwining operator T. The group Sp(W), under the






























φ(y) = φ( bᵀy)
T(w)φ(y) = φ̂(y),
where φ̂ denotes the Fourier transform of φ with respect to the fixed character ψ.
Proof: Note that the action of (0, t) under ρ will clearly be intertwined by these operators,
and hence, it remains only to verify the proposition for ρ0(x, y) = ρ(x + y, 0). First, the






















(− (ᵀx + by)(y + 2y0))(T(x(b))φ)(y + y0)
= ψ
(− (ᵀx + by)(y + 2y0))ψ( (ᵀy + y0)b(y + y0))φ(y + y0)
= ψ( yᵀ0by0)ψ


































(− ᵀx(y + 2 bᵀy0))(T(h(b))φ)(y0)
= ψ




















(− yᵀ(−x + 2y0))φ̂(−x + y0)
= ψ
(− yᵀ(−x + 2y0)) ∫Y ψ(2 ᵀu(−x + y0))φ(u)du
= ψ



















Considering S˜p(W) as a central extension of the symplectic Chevalley group, take x(b),
h(b) and w to be the canonical lifts of x(b), h(b), and w, as in Section 1.4. The Schro¨dinger
model of the Weil representationω is given by
x(b)φ(y) = αbψ( yᵀby)φ(y)
h(b)φ(y) = βb|det(b)|1/2φ( bᵀy)
wφ(y) = γ1φ̂(y)
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for some constants αb,βb,γ1 ∈ C×. The factor |det(b)|1/2 is a normalization term that is
included for convenience.
The Weil representation is not irreducible. Since ψ
(
(ᵀ−y)b(−y)) = ψ( yᵀby), and since
the Fourier transform of an even function is even, the space of even functions is an ω-
invariant subspace of S(Y), called the even Weil representation. Similarly, the space of
odd functions is called the odd Weil representation.
CHAPTER 2
WEIL REPRESENTATION OF S˜L2(Qp)
Throughout this chapter, G = SL2(Qp), G = S˜L2(Qp) is a central extension of G by C×,
ψ = ψa is an additive character of Qp of conductor c = − val(a), and V = S(Qp) is the
Schro¨dinger model of the Weil representation of G associated to ψ. In addition, φm will
denote the characteristic function of pmZp.












, where t ∈ Qp.
For t ∈ Q×p , the elements w(t) and h(t) are defined by












Let x(t) and y(t) be the unique lifts of x(t) and y(t); these elements generate the central
extension G of G. For t ∈ Q×p , define the elements w(t) and h(t) of G by
w(t) = x(t)y(−1/t)x(t), and h(t) = w(t)w(−1).
These are the canonical lifts of w(t) and h(t), respectively.
The elements w0 = w(1/p) and w1 = w(1) form a set of representatives in G of the
generators {s0, s1} of the affine Weyl group Waff. The full set of representatives of Waff in
G is
{
w(pn), h(pn) : n ∈ Z}.





where the Fourier transform φ̂ of φ is as in Section 1.7. It will be useful to consider the
action of w(t) which, for γt = βtγ1, is given by
w(t)φ(y) = γt|t|1/2φ̂(ty).
2.1 The Constants αt, βt, and γt
Proposition 2.1 The constant αt is equal to 1 for all t ∈ Qp.






Since Q×p has an element whose square is not equal to 1, then every x(t) can be expressed
as a commutator x(t) = [h(r), x(s)] where t = s(r2 − 1). Therefore, for any φ ∈ V,
αtψ(ty2)φ(y) = x(t)φ(y) = h(r)x(s)h(r−1)x(−s)φ(y) = ψ
(
s(r2 − 1)y2)φ(y),
so αt = 1. This fact is independent of the choice of ψ.
Proposition 2.2 Let t be an element of Q×p with n = val(t). Let m be the integer such that






Proof: On the one hand,
w(t)φ−m(0) = γt p−n/2 vol(p−mZp)φ`(0) = γt p−n/2 vol(p−mZp).
On the other hand, in G, one has
w(t) = x(t)y(−1/t)x(t) = x(t)w1x(1/t)w−11 x(t),
so w(t)φ−m(0) may be computed using



















Corollary 2.3 For any s ∈ Q×p , let s′ in Z×p be given by s′ = p− val(s)s. The constant γt is given
as follows.
1. For p = 2,
γt =

ψ1(a′t′/8) if val(a), val(t) different parity,{
ψ1(1/8) if a′ ≡ t′ (4)
ψ1(7/8) otherwise
if val(a), val(t) same parity.
2. For p 6= 2,
γt =










i if p ≡ 3 (4)
if val(a), val(t) same parity.
Proof: This can be computed explicitly using the previous proposition in the four cases,
recalling that δ = 1 for p = 2 and δ = 0 for p 6= 2.
Case 1 (p = 2, n = 2m + c + 1): If u ∈ 2`x + 2`+3Z2, then u2 ∈ 2n+c(x2/8 + Z2),
and hence, ψa(u2/t) = ψa′/t′(x2/8), which depends on the values of a′ and t′ modulo 8.
Therefore,













Every invertible element in Z/8Z has order 2, so ψa′/t′(1/8) = ψa′t′(1/8).
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Case 2 (p = 2, n = 2m+ c): If u ∈ 2`x+ 2`+2Z2, then u2 ∈ 2n+c(x2/4+Z2), and hence,
ψa(u2/t) = ψa′/t′(x2/4), which depends on the values of a′ and t′ modulo 4. Therefore,




















ψ1(1/8) if a′ ≡ t′ (4)
ψ1(7/8) otherwise.
Case 3 (p 6= 2, n = 2m + c + 1): If u ∈ p`x + p`+1Zp, then u2 ∈ pn+c(x2/p +Zp),
and hence, ψa(u2/t) = ψa′/t′(x2/p), which depends on the values of a′ and t′ modulo p.
Therefore,























The set S appearing in the calculation above is the set of squares in Fp. The sum in the









p if p ≡ 1 (4)
i
√
p if p ≡ 3 (4),











i if p ≡ 3 (4).












Case 4 (p 6= 2, n = 2m + c): If u ∈ p`Zp, then u2 ∈ pn+cZp, and hence, ψa(u2/t) = 1.
Therefore,
γt = pn/2 vol(p`Zp) = 1.
Corollary 2.4 If a = p−c, then γ1 (the Weil index associated to ψ = ψa) is given by
γ1 =

ψ1(1/8) if p = 2,
i if p ≡ 3 (4) and c is odd,
1 otherwise.
Corollary 2.5 The constant βt is a 4th root of unity, so G could be taken to be a two-fold central
extension of G. Moreover, the symbol (t, u), given by βtβu = (t, u)βtu, is the Hilbert symbol.
Proof: Since βt = γt/γ1, this corollary follows from the fact that γt is a primitive 8th root
of unity for p = 2 and a 4th root of unity for p 6= 2. See [6] for details on the symbol (t, u).
2.2 Iwahori-fixed Vectors






: a, b, c, d ∈ Zp
}
,
and let I be its full inverse image in G = S˜L2(Qp). Then, I is generated by the elements
{h(t) : t ∈ Z×p } ∪ {x(t) : t ∈ Zp} ∪ {y(t) : t ∈ pZp}.
Suppose that φ is an element of the Weil representation V that is supported on pmZp and
constant on pnZp-cosets. For φ to be a fixed vector under the action of I, it must be true
that x(t)φ = φ for all t ∈ Zp and x(t)φ̂ = φ̂ for all t ∈ pZp. According to Proposition 1.10,
φ̂ is supported on p−n+(c−δ)Zp. Since x(t) acts by ψ(ty2), φ can be fixed under I only if{
ψ(ty2) = 1 for t ∈ Zp, y ∈ pmZp
ψ(ty2) = 1 for t ∈ pZp, y ∈ p−n+(c−δ)Zp
}
, i.e., if c ≤ 2m ≤ 2n ≤ c + 1− 2δ.
In particular, there are no Iwahori-fixed vectors for p = 2.
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2.3 A Minimal Type for p = 2
For the remainder of the section, the discussion will be restricted to the case p = 2 with
the additive character ψ = ψ1/2 of Q2 which is trivial on 2Z2. In this setting, the Fourier
transform on φm is given by φ̂m = 2−mφ−m, and the volume of Z2 is equal to 1.
Let K be the open compact subgroup of I ⊂ G generated by
{h(t) : t ∈ Z×2 } ∪ {x(t) : t ∈ 2Z2} ∪ {y(t) : t ∈ 2Z2};






∈ SL2(Q2) : a, b, c, d ∈ Z2
}
.
The subspace Cφ0 of V is K-stable under the Weil representation since
x(2)φ0 = φ0,
h(t)φ0 = βtφ0 for t ∈ Z×2 ,
w1φ0 = γ1φ0.




φ ∈ V : ω(k)φ = χ¯(k)φ for all k ∈ K}.









= 1 for t ∈ 2Z2.
2. χ¯
(
x(−1)y(t)x(1)) = χ¯(x(1)y(t)x(−1)) = ψ(−t/4) for t ∈ 2Z2.
3. VK,χ¯ = Cφ0.
Proof: Since φ̂0 = φ0 and since y(t) = w1x(−t)w−11 , in order to prove the first part, it










Clearly, this acts as 1 on φ0 if and only if t ∈ 2Z2.
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By the first part of the proposition, χ¯
(
x(±2)) = 1, so
χ¯
(
x(−1)y(t)x(1)) = χ¯(x(2))χ¯(x(−1)y(t)x(1))χ¯(x(−2)) = χ¯(x(1)y(t)x(−1)).
To prove the second part of the proposition, it then suffices to compute the action of
x(1)y(t)x(−1) = x(1)w1x(−t)w−11 x(−1)
on φ0. The action of x(−1) on φ0 is given by
x(−1)φ0(y) = ψ(−y2)φ0(y) =

1 if y ∈ 2Z2
−1 if y ∈ Z2 \ 2Z2
0 otherwise





















the last equality following from the fact that −φ0 + φ−1 is equal to the characteristic





If u ∈ 1/2+Z2, then u2 ∈ 1/4+Z2, so for t ∈ 2Z2, ψ(−tu2) = ψ(−t/4). Since vol(Z2) =
1, one has
x(1)y(t)x(−1)φ0(0) = ψ(−t/4).
To prove the third part, it is enough to show that VK,χ¯ ⊂ Cφ0. Let φ be an arbitrary
element of VK,χ¯ which is supported on 2mZ2 and constant on 2nZ2-cosets for m ≤ n. Then,
φ̂ is supported on 2−nZ2. Since x(2) and y(2) act trivially on VK,χ¯, one must have that
ψ(2y2) = 1 for all y ∈ 2mZ2 and all y ∈ 2−nZ2. Therefore, 0 ≤ m ≤ n ≤ 0, so φ ∈ Cφ0.
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2.4 The Associated Hecke Algebra
The Hecke algebraH = H(G//K;χ) for this even type of the Weil representation is
H = { f ∈ C∞c (G) : f (k1xk2) = χ(k1) f (x)χ(k2) for all ki ∈ K, x ∈ G}
with convolution














where I is the Iwahori subgroup, Waff is the affine Weyl group, and w is a representative
of s in G.














K, must then be contained in the set B(2) Waff B(2). How-
ever, some of these representatives are redundant and will now be eliminated. Working in
the central extension G, since h(t)x(1)h(t)−1 = x(t2),
Kx(1)h(2n)K = Kh(2n)x(2−2n)K = Kh(2n)K for n < 0,




Kx(1)h(2n)K if n > 0,
Kh(2n)x(1)K if n < 0,
Kh(1)K if n = 0.
Similarly, since w(t)x(1)w(t)−1 = y(−t2),
Kx(1)w(2n)K = Kw(2n)y(−2−2n)K = Kw(2n)K for n < 0, and
Kw(2n)x(1)K = Ky(−2−2n)w(2n)K = Kw(2n)K for n < 0.




K is given by
w(2n) : n ∈ Z,
h(2n) : n ∈ Z,
w(2n)x(1) : n ≥ 0,
x(1)w(2n) : n ≥ 0,
x(1)w(2n)x(1) : n ≥ 0,
x(1)h(2n) : n ≥ 0,
h(2n)x(1) : n < 0.
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Lemma 2.7 The support ofH is contained in KWaffK.
Proof: Let f be an element of H. Recalling two of the Steinberg relations, w(a)x(t) =




































































































Therefore, f = 0 on all double cosets besides Kh(2n)K and Kw(2n)K.
In order to study the structure of H, two subalgebras corresponding to the representa-
tives w0 and w1 of the two generators of the affine Weyl group are introduced. For i = 0, 1,
define
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1. Pi to be the group generated by K and wi,
2. Vi to be the subspace Piφ0 of V,
3. Ui to be the induced representation ind
Pi
K χ,
4. Hi to be the Hecke subalgebraH(Pi//K;χ).
Lemma 2.8 V0 is 2-dimensional and V1 is 1-dimensional.
Proof: It was already seen that the space Cφ0 is K-stable; in addition, w1φ0 ∈ Cφ0, so
V1 = P1φ0 = Cφ0.
It will now be shown that V0 = Cφ0 ⊕Cφ1. The element w0 = w(1/2) acts on φ0 and φ1
by
w(1/2)φ0(y) ∈ Cφ̂0(y/2) = Cφ0(y/2) = Cφ1(y),
w(1/2)φ1(y) ∈ Cφ̂1(y/2) = Cφ−1(y/2) = Cφ0(y).
Since y(2) = w1x(−2)w−11 and x(−2)φ−1 ∈ Cφ0 ⊕Cφ−1, one has
y(2)φ1 = w1x(−2)w−11 φ1 =
1
2
γ−11 w1x(−2)φ−1 ∈ Cφ0 ⊕Cφ1.
Hence, Kφ0, w0φ0, Kφ1, and w0φ1 are all in Cφ0 ⊕Cφ1.
Lemma 2.9 U0 is 6-dimensional and U1 is 2-dimensional.
Proof: The dimension of Ui is equal to the index of K in Pi. In the i = 1 case, the element
w1 normalizes K, giving that P1 = K ∪ Kw1, so dim U1 = 2. For the i = 0 case, the group
P0 is exactly the group Kα0 from Section 1.4. Under the map eα0 , the linear subgroup P0 of




∈ SL2(Z2) : a, b, c, d ∈ Z2
}
.
Therefore, the index of K in P0 is equal to the index of the first congruence subgroup Γ0(4)
in SL2(Z). This, in turn, is equal to the index of the subgroup of upper triangular matrices
in SL2(Z/4Z). Since SL2(Z/4Z) has 48 elements and 8 of them are upper triangular, the
dimension of U0 is equal to 6.
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Lemma 2.10 BothH0 andH1 are 2-dimensional.
Proof: The group Pi is contained in the parahoric subgroup I ∪ Iwi I, which intersects Waff
at 1 and wi. Therefore, by Lemma 2.7, any element of Hi can only be supported on K
and KwiK, so Hi is at most 2-dimensional. On the other hand, the characteristic function




i , Ui) = HomK(V
∗
i ,χ) = HomK(χ¯, Vi) = V
K,χ¯
i = Cφ0,
and so there exists a Pi-homomorphism from V∗i to Ui. For both i = 0 and i = 1, the
dimension of Vi is less than the dimension of Ui, hence Ui must be reducible. Therefore,
End(Ui), which by Proposition 1.8 is isomorphic toHi, cannot be 1-dimensional.
Lemma 2.11 There exist elements T0 ofH0 and T1 ofH1 which satisfy the quadratic relations
(T0 − 2)(T0 + 1) = 0 and (T1 − 1)(T1 + 1) = 0.
Proof : Let Ti be the element of Hi supported on KwiK normalized as follows. Since
Hi is 2-dimensional, Ti acts as an endomorphism on Ui with two eigenvalues λi and µi
corresponding to eigenspaces of dimensions mi and ni. By Proposition 1.8, since Ti is not
supported on K, Ti acts as a trace-zero endomorphism on Ui, giving that
λimi + µini = 0.
By Frobenius reciprocity, Vi is one of the eigenspaces, say that of dimension mi. The
element Ti is normalized to act by µi = −1 on the eigenspace of dimension ni (the one






4/2 = 2 if i = 0,
1/1 = 1 if i = 1.
Lemma 2.12 The support ofH is KWaffK.
Proof: From Lemma 2.7, it is enough to construct nonzero elements of H supported on
each K-double coset of Waff.
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Let w be a representative of an element s of Waff, and write a minimal expression for
s, say as the product s = si1 . . . sim of simple reflections s0 and s1. Define the element
Tw of H by Tw = Ti1 · · · Tim . The minimal expression for s is unique since there are no
braid relations in Waff, and hence, Tw is well-defined. The Hecke algebra H has a one-
dimensional representationCφ0 on which T0 and T1 act by the scalars 2 and 1, respectively.
In particular, Tw acts on φ0 as a product of 2’s and 1’s, so Tw 6= 0. Since w0 and w1 are
representatives of s0 and s1 in G, the support of Tw satisfies
supp(Tw) = Kwi1 Kwi2 K · · ·Kwim K ⊂ Iwi1 Iwi2 I · · · Iwim I = IwI,
the last equality holding since the expression of s in terms of simple reflections is minimal.
The double coset IwI is the union of finitely many K-double cosets; however, elements of
H are not supported outside of those K-double cosets parametrized by Waff. Therefore, the
support of Tw must be equal to KwK. The set of nonzero elements {Tw : w ∈Waff} forms a
basis forH.
Theorem 2.13 Abstractly, H is the algebra generated by T0 and T1 subject to the quadratic re-
lations (T0 − 2)(T0 + 1) = 0 and (T1 − 1)(T1 + 1) = 0. In particular, H is isomorphic to the
Iwahori-Hecke algebra of PGL2(Q2).
Proof: Let A be the Iwahori-Hecke algebra of PGL2(Q2). Then, A is generated by two
elements t0, t1 subject only to the quadratic relations
(t0 − 2)(t0 + 1) = 0 and (t1 − 1)(t1 + 1) = 0.
For w a representative of s in Waff, write s = si1 . . . sim as a reduced expression, and define
the element tw of A by tw = ti1 . . . tim . These elements tw form a basis for A (see [5]). Define
a map A→ H by tw 7→ Tw. SinceH satisfies the same relations as A, it is a homomorphism
that sends a basis to a basis and is thus an isomorphism.
CHAPTER 3
WEIL REPRESENTATION OF S˜p2n(Q2)
Throughout this chapter, W is a symplectic vector space over Q2 of dimension 2n,
X + Y is a complete polarization ofW , G = Sp(W) is the symplectic group, G = S˜p(W)
is a central extension of G by C×, ψ = ψ1/2 is an additive character of Q2 of conductor
c = 1, and V = S(Y) is the Schro¨dinger model of the Weil representation of G with respect















and that the Weil representation (ω, V) is given by
x(b)φ(y) = ψ( yᵀby)φ(y)
h(b)φ(y) = βb|det(b)|1/2φ( bᵀy)
wφ(y) = γ1φ̂(y).
Since x(b) can be expressed as a product of elements in the positive root groups, the
usual constant αb is the product of some of the αt from the S˜L2 case, each of which is equal
to 1. Similarly, if b is diagonal, then h(b) is the product of some of the hα(t), so the constant
βb is a 4th root of unity. In particular, the central extension G = S˜p(W) could be taken to
be a two-fold central extension.
As a central extension of a Chevalley group, G is generated by xα(t) for α ∈ Φ and
t ∈ Q2, and is subject to Steinberg’s relations for covering groups (see Section 1.4.1). Using















In the first case, xα(t) = h(b) with b = 1+ tXα; in the second and third case, xα(t) = x(b)
with b = tXα. The root α is a short root in the first two cases and a long root in the third
case.
Define the elements w0, w1, . . . , wn of G using the same formulas as in the linear case
(see Section 1.4). These elements are representatives in G of the simple generators {s0, s1, . . . , sn}
of the affine Weyl group Waff.
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3.1 A Minimal Type for p = 2
Let I be the Iwahori subgroup of G; that is, I is the full inverse image of the Iwahori
subgroup I of G, so that I is generated by
{
hα(t) : α ∈ Φ, t ∈ Z×2
} ∪{xα(t) : t ∈ Z2 for α > 0t ∈ 2Z2 for α < 0
}
.
For α a positive long root, the action of xα(t) (on its particular coordinate) mirrors that
of the action of x(t) in the S˜L2 setting. By looking at each of the long roots, one sees that
the Weil representation can only have Iwahori-fixed vectors if p 6= 2, in which case the
fixed vector must be a multiple of the characteristic function of the standard lattice Znp.
This, along with the preceding chapter, motivates the definition (in the p = 2 setting) of
the subgroup K of I generated by
{
hα(t) : α ∈ Φ, t ∈ Z×2
} ∪
xα(t) :
t ∈ Z2 for α > 0, short
t ∈ 2Z2 for α > 0, long
t ∈ 2Z2 for α < 0
 .
The group K has index 2n in I.
A very nice way to think of K is the following. Recall the general definition of the
Iwahori subgroup of Sp2n(Z2) as the inverse image (under projection modulo 2) of the
Borel subgroup B of the finite symplectic group Sp2n(2). The finite orthogonal group
O2n(2) is defined as the set of linear operators of a 2n-dimensional vector space over F2
under which a symmetric quadratic form q is invariant. Associated with q is the bilinear
form (x, y) given by (x, y) = q(x+ y) + q(x) + q(y), which is clearly symmetric. However,
in characteristic 2, a symmetric form is also skew-symmetric, so O2n(2) is a subgroup of
Sp2n(2). Let B
′ be the Borel subgroup of the finite orthogonal group O2n(2), realized as a
subgroup of B. As Chevalley groups, B′ is precisely the subgroup of B which is generated
by the short root groups (see [1]). Therefore, under this identification, K is the pull-back of






Lemma 3.1 Let φ0 ∈ V be the characteristic function of the standard lattice Zn2 . Then, Cφ0 is a
K-stable subspace of V.
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Proof: Consider the action of the generators of K on φ0, letting y = (y1, . . . , yn) be an
element of Zn2 .
1. A generator hα(t) is of the form h(b) for b, a diagonal matrix with entries
in Z×2 . Then, bᵀy is in Z
n
2 , so hα(t)φ0 ∈ Cφ0.
2. Let t ∈ Z2 and α a short root so that xα(t) is of the form h(b) with b =
1 + tEij. Then, bᵀ acts on y by replacing yj with yj + tyi, which is still in
Zn2 . Therefore, xα(t)φ0 ∈ Cφ(0).
3. Let t ∈ Z2 and α a short root so that xα(t) is of the form x(b) with b =
t(Eij + Eji). Then, yᵀby = 2tyiyj ∈ 2Z2, and hence, xα(t)φ0 = φ0.
4. Let t ∈ 2Z2 and α a long root. Then, xα(t) is of the form x(b) with b = tEii,
and yᵀby = ty2i ∈ 2Z2. Therefore, xα(t)φ0 = φ0.
Therefore, Cφ0 is preserved by each generator of K and the lemma is proved.
Proposition 3.2 Let χ¯ be the character of K defined by ω(k)φ0 = χ¯(k)φ0, which acts on the










= ψ(−t/4), for α a positive long root and t ∈ 2Z2.
3. VK,χ = Cφ0.
Proof: The first part follows from the proof of the previous lemma. Since the action of
xα(−1)x−α(t)xα(1) on φ0 is the same as the S˜L2 action of x(−1)y(t)x(1), the second part
is a consequence of Lemma 2.6. For the third part, it suffices to show that VK,χ ⊂ Cφ0.
Consider a function φ in VK,χ, which is the tensor product of functions on Q2. By Lemma
2.6, each piece of φ must be a multiple of the characteristic function on Z2. Hence, the
tensor product φ must be a multiple of the characteristic function on the standard lattice;
that is, φmust be an element of Cφ0.
3.2 The Associated Hecke Algebra
The Hecke algebraH = H(G//K;χ) for this even type of the Weil representation is
H = { f ∈ C∞c : f (k1xk2) = χ(k1) f (x)χ(k2) for all ki ∈ K, x ∈ G}.
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Lemma 3.3 The support ofH is contained in KWaffK.









K. By [5], the I-double cosets are parametrized by Waff.




I-cosets have as representatives products of elements of the




K is of the
form Kx1wx2K where w is a representative of an element of the affine Weyl group and
x1, x2 are products of some of those xα(1)’s. Recall that, for any two long roots α,β with
β 6= −α, the root groups Xα and Xβ commute with each other.
Suppose that xα(1) occurs in x1 and that w−1xα(1)w = xβ(t) for some root β and some




















with the last equality following from the fact that the subgroup of SL2(Z2) consisting of





is a normal subgroup of the Iwahori subgroup of SL2(Z2).
In either case, if t ∈ 2Z2, then xα(1) may be moved across and absorbed into K.
Supposing now that xα(1) occurs in x1 with w−1xα(1)w = xβ(t) for t /∈ 2Z2, suppose
further that xβ(1) occurs in x2. Since wxβ(1)w−1 = xα(1/t), a similar argument to that
above permits the assumption that 1/t /∈ 2Z2; that is, it may be assumed that t ∈ Z×2 , or












Therefore, it may be assumed that such an xα(1) occurring in x1 precludes the appearance
of the corresponding xβ(1) in x2.
In summary, if xα(1) occurs in x1 with w−1xα(1)w = xβ(t), it may be assumed that
t /∈ 2Z2 and that xβ(1) does not occur in x2. For f ∈ H, writing x1 = xα(1)x′1, one has
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= i f (x1wx2),
giving that f (x1wx2) = 0. Therefore, H is not supported on any coset Kx1wx2K when
x1 is nontrivial. A symmetrical calculation shows that H is not supported on any coset
Kwx2K when x2 is nontrivial. Hence, the support of H is at most the set of double cosets
parametrized by the affine Weyl group.
As in the S˜L2 setting, in order to study the structure of H, subalgebras H0, . . . ,Hn are
introduced. For i = 0, . . . , n define
1. Pi to be the group generated by K and wi,
2. Vi to be the subspace Piφ0 of V,
3. Ui to be the induced representation ind
Pi
K χ,
4. Hi to be the Hecke subalgebraH(Pi//K;χ).
Lemma 3.4 The dimension of Vi is {
2 if i = 0,
1 if i = 1, . . . , n.
Proof: The action of w0 = wα∗(1/2) = w2λ1(1/2) on the first component of S(Y) is the same
as the action of w(1/2) in the S˜L2 case. Similarly, the action of wn = wαn(1) = w2λn(1) on
the last component of S(Y) is the same as the action of w(1) in the S˜L2 case. Therefore, by
Lemma 2.8, the dimension of V0 is 2, and the dimension of Vn is 1. For i = 1, . . . , n− 1, wi
is of the form h(b), hence Pi fixes Cφ0, and the dimension of Vi is 1.
Lemma 3.5 The dimension of Ui is
6 if i = 0,
3 if i = 1, . . . , n− 1,
2 if i = n.
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Proof: The dimension of Ui is equal to the index of K in Pi. In the i = n case, the element
wn normalizes K, giving that KwnK = K ∪ Kwn, so the index of K in Pn is 2. In the other
cases, using the notation of Section 1.4, the group Pi is exactly the group Kαi K, so the index
of K in Pi is equal to the index of K ∩ Kαi in Kαi . This index will be studied via the map
eαi : SL2(Q2)→ G, under which Kαi is isomorphic to SL2(Z2). For i = 0, the group K∩Kα0
is generated by xα0(t) and x−α0(4t) for t ∈ Z2. Therefore, K ∩ Kα0 is isomorphic to the first
congruence subgroup of SL2(Z2), which is a subgroup of index 6 (see the proof of Lemma
2.9). For i = 1, . . . , n− 1, the group K ∩ Kαi is generated by xαi(t) and x−αi(2t) for t ∈ Z2.
Therefore, K ∩ Kαi is isomorphic to the Iwahori subgroup of SL2(Z2), which is a subgroup
of index 3.
Lemma 3.6 EachHi is 2-dimensional.
Proof: The group Pi is contained in the parahoric subgroup I ∪ Iwi I, which intersects Waff
only at 1 and wi. By Lemma 3.3, the only double cosets on which Hi is supported are K
and KwiK, so Hi is at most 2-dimensional. The characteristic function on K is the identity
element of eachHi, soHi is at least 1-dimensional. As in the proof of Lemma 2.10,
HomPi(V
∗
i , Ui) = HomK(V
∗
i ,χ) = HomK(χ¯, Vi) = V
K,χ¯
i .
Since dim Vi ≤ dim Ui, the induced representation Ui must be reducible; hence, End(Ui) =
Hi cannot be 1-dimensional.
Lemma 3.7 For i = 0, . . . , n, there exists elements Ti ofH, supported on KwiK, which satisfy the
quadratic relations {
(Ti + 1)(Ti − 2) = 0 for i = 0, 1, . . . , n− 1
(Tn + 1)(Tn − 1) = 0
and the braid relations given by the following Coxeter diagram.
u u u u u
T0 T1 T2 Tn
. . .
Proof: AsHi is 2-dimensional, an element with support KwiK acts as a trace-zero endomor-
phism of Ui by two eigenvalues λi and µi with corresponding eigenspaces of dimension mi
and ni. Let Vi be the eigenspace of dimension mi. Choose such an element Ti normalized
to act by µi = −1 on the other eigenspace (that which does not contain φ0). Since
λimi + µini = 0,
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4/2 = 2 if i = 0,
2/1 = 2 if i = 1, . . . , n− 1,
1/1 = 1 if i = n,
which gives the desired quadratic relations.
Let si1 si2 si1 · · · = si2 si1 si2 · · · be a braid relation in the affine Weyl group, and let wi1 , wi2
be the corresponding representatives of si1 , si2 in the group G. The support of Ti1 Ti2 Ti1 · · ·
satisfies
Kwi1 Kwi2 Kwi1 K · · · ⊂ Iwi1 Iwi2 Iwi1 I · · · = Iwi1 wi2 wi1 · · · I,
while the support of Ti2 Ti1 Ti2 · · · satisfies
Kwi2 Kwi1 Kwi2 K · · · ⊂ Iwi2 Iwi1 Iwi2 I · · · = Iwi2 wi1 wi2 · · · I.
The last equalities in these two statements follow from the fact that the corresponding
expressions in the affine Weyl group are minimal expressions. In addition, the braid
relation of Waff implies that these two I-double cosets are equal. However, the elements
of H are only supported on K-double cosets of Waff, so the two functions Ti1 Ti2 Ti1 · · · and
Ti2 Ti1 Ti2 · · · must be supported on
Kwi1 wi2 wi1 · · ·K = Kwi2 wi1 wi2 · · ·K.
It follows that they must be equal up to multiplication by a scalar. By considering the
representationCφ0 ofH on which Tik acts by either 1 or 2, one concludes that the functions
must, in fact, be equal. Therefore, every braid relation of Waff yields a corresponding braid
relation ofH.
Lemma 3.8 The support ofH is KWaffK.
Proof: From Lemma 3.3, it remains only to verify that H contains a nontrivial element
supported on every K-double coset of Waff. Let w be a representative of an element s of
the affine Weyl group, and write a minimal expression s = si1 . . . sir for s as the product
of simple reflections. Define the element Tw = Ti1 . . . Tir of H. The Hecke algebra satisfies
the same braid relations as the affine Weyl group, so this definition of Tw is independent
of the choice of minimal expression. As in the proof of the previous lemma, this element
is supported on KwK. Since each Tik acts on φ0 by 1 or 2, Tw 6= 0. Moreover, the set of
nonzero elements {Tw : w ∈Waff} forms a basis forH.
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Theorem 3.9 Abstractly, H is the algebra generated by T0, . . . , Tn subject to the quadratic and
braid relations from Lemma 3.7. In particular, H is isomorphic to the Iwahori-Hecke algebra of
SO2n+1(Q2).
Proof: Let A be the Iwahori-Hecke algebra of SO2n+1(Q2) with generators t0, . . . , tn. Then,
(ti − 2)(ti + 1) = 0 for all i and the braid relations satisfied by the ti are given by the
following Coxeter diagram. u







For each w ∈ Waff, define an element tw = ti1 . . . tir where w = si1 . . . sir is a minimal
expression for w. By [5], {tw : w ∈Waff} forms a basis for A.
Let τ be the involution that exchanges the t0 and t1 vertices of the Coxeter diagram.
The automorphism τ can replace t0 as a generator of A (since t0 = τ t1τ), which satisfies
τ2 = 1 and τ t1τ t1 = t0t1 = t1t0 = t1τ t1τ.
Define a map on the generators from A toH by
τ 7→ Tn, and ti 7→ Tn−i for i = 1, . . . , n.
This map extends to a homomorphism which sends each basis element tw of A to a basis
element Tw ofH, so it must be an isomorphism.
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