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Aggregation in age and space structured population models:
an asymptotic analysis approach
J. Banasiak, A. Goswami and S. Shindin
Abstract. In this paper we describe how techniques of asymptotic analysis can be used in a systematic way
to perform ‘aggregation’ of variables, based on a separation of different time scales, in a population model
with age and space structure. The main result of the paper is proving the convergence of the formal asymp-
totic expansion to the solution of the original equation. This result improves and clarifies earlier results
of Arino et al. (SIAM J Appl Math 60(2):408–436, 1999), Auger et al. (Structured population models in
biology and epidemiology. Springer Verlag, Berlin, 2008), Lisi and Totaro (Math Biosci 196(2):153–186,
2005).
1. Introduction
Real systems can be modelled at various levels of resolution. For instance, a popu-
lation can be described by giving the state of each individual and interactions between
them (which we call the individual or microscopic level), by providing a statistic
description of a sample of the system (which we shall call the mesoscopic, or kinetic,
level), and also by averaging over mesoscopic (structural) states; that is, at the level
of interactions between subpopulations of the original system (which we term the
macroscopic or hydrodynamic level).
It is clear that the microscopic description provides the most detailed information
but at a considerable, if not insurmountable, computational cost. Also, in many cases
such a detailed information is redundant. On the other hand, the macroscopic descrip-
tion typically involves measurable quantities, so that the analysis and computations
immediately can be verified by experiment, and it is computationally less involved.
However, for some applications, it may be too crude. Thus, in recent years, with
computational power easily available, the mesoscopic (or kinetic) descriptions have
become increasingly popular.
In practice, when given a detailed microscopic system with various interacting orga-
nizational levels, we are faced with the question of how to collect the variables to create
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an aggregated system on a lower level of complexity which, nevertheless, preserves
relevant features of the original one. Unfortunately, due to intertwining of variables,
in most cases the aggregation of variables leads to models which are qualitatively
different from the microscopic one and the aggregated dynamics can provide only an
approximation of the original one. Problems of this type are called singularly perturbed
and various techniques have been developed to facilitate passages between different
regimes. In this paper we shall focus on a broadly understood asymptotic analysis
which, though one of many, in our opinion is the easiest and the most systematic
method on both conceptual and implementation levels.
Our main interest are models coming from structured population biology, where we
can observe various levels of organization such as individual, population, community
or ecosystem. What makes the aggregation of variables from one level to another pos-
sible is the existence of different time scales at which each level evolves. For example,
individual time scale is usually much faster than the demographic one. Thus the ratio
of time scales can be used as the parameter separating the regimes in which the system
operates. This is the approach we adopt in this paper, where we analyze a McKendrick
type system of equations describing an age-structured population which is additionally
subdivided into several groups. These groups could refer to a geographical location,
as in the original model describing evolution and migration of sole, [2], but could have
other meaning: one can consider a population of cells subdivided according to the
number of genes of a particular type they have. A similar structure is displayed by epi-
demiological models with age structure, [12, p. 113]. Migration between the patches
is assumed to occur at a much faster time scale than the demographic processes such
as aging; this is reflected in the model by introducing a large parameter 1/ in front
of the transition matrix. The resulting equation is, [2,3,9],
nt := Sn − Mn + 1

Cn, (1.1)
where subscript t denotes differentiation with respect to t ,
n(t, a) = (n1(t, a), . . . , nN (t, a))
and ni (t, a) is the population density at time t of individuals residing in patch i and
being of age a. Further, Sn = −na describes aging, M(a) = {μi (a)}1≤i≤N is the
mortality matrix and the matrix C = {ci j (a)}1≤i, j≤N describes the transfer of individ-
uals between patches.
This system is supplemented by the McKendrick boundary condition




where γ denotes the operator of taking the trace at a = 0 and B(a) = {βi j (a)}1≤i, j≤N
is the fertility matrix. The initial condition is given by
n|t=0 = n(0, a) = ◦n (a). (1.3)
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We consider (1.1)–(1.3) in the space X = L1(R+, RN ), where the norm of a
non-negative element gives the total population. To avoid multiplying notation, we
shall use the same notation, say n, to denote the X-valued function t → n(t) as well
as the RN -valued function (t, a) → n(t, a). We note that typically in linear models
the matrix M is diagonal: M(a) = diag{μ1(a), . . . , μN (a)} which reflects the fact
that death is an intra-patch phenomenon (in nonlinear models death coefficients often
depend on the total population). However, linear models with general matrix M are
also considered, see [19, Assumption (4.68)], and since it will not affect our results,
the analysis covers such matrices. On the other hand, births in a particular patch can
easily depend on the population density in other patches (e.g. females could move to
a safer patch just to give birth) and thus considering full matrix B is perfectly reason-
able. This makes our analysis more general than that in [2,15], where only diagonal
matrices M and B are considered.
Biological heuristics suggests that no geographical structure should persist for very
large interstate transition rates; that is, for  → 0. Precise assumptions on the prob-
lem are provided in Sect. 2, here we only note that both biological and mathemati-
cal analyses rely on λ = 0 being the dominant simple eigenvalue of C(a) for each
a ∈ R+ with a corresponding positive right eigenvector, denoted by k(a), and the left
eigenvector 1 = (1, 1, . . . , 1), k(a) is normalized to satisfy 1 · k = 1. The vector
k(a) = (k1(a), . . . , kN (a)) is the so-called stable patch structure; that is, the asymp-
totic (as t → ∞ and disregarding demographic processes) distribution of the popula-
tion among the patches for a given age a. Thus, in population theory the components
of k are approximated by ki ≈ ni/n for i = 1, . . . , N , where




Adding together equations in (1.1) and using the above we obtain
nt ≈ −na − μ∗n, (1.5)






where β∗ = 1 · Bk, is called the aggregated model, and is expected to provide an
approximate description of the averaged population. Thus, (1.5) is the macroscopic
and (1.1) the mesoscopic description of the population.
The main result of the paper is a rigorous validation of the above heuristics; that is,
that the true total population n can be approximated by the solution n¯ of the aggregated
problem (1.5)–(1.6) (where ‘≈’ is replaced by ‘=’) with an −order error. The analy-
sis is involved due to the initial and boundary conditions which are not consistent with
those of the aggregated model. This makes the problem singularly perturbed and thus
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necessitates a careful analysis of the boundary, corner and initial layer phenomena.
We are able to prove that if the solution n to (1.1) is decomposed according to
n = nk + w,
where n is defined by (1.4), with analogous decomposition of the initial condition
◦
n = ◦n k+ ◦w, and n¯ is the solution of the scalar aggregated problem, then for any
(sufficiently small ) and any time interval [0, T ], there is a constant C(T,M, B, C)
such that
‖n(t, ·) − n¯(t, ·)‖L1(R+) ≤ C(T,M, B, C)‖
◦
n ‖W 11 (R+,RN ), (1.7)∥∥∥w(t, ·) − e t C(·) ◦w (·)
∥∥∥
L1(R+,RN )
≤ C(T,M, B, C)‖ ◦n ‖W 11 (R+,RN ), (1.8)




C(·) is of negative type since 0 is the dominant eigenvalue of C. Thus this term
provides the initial layer of the problem. Furthermore, using equiboundedness of the
involved operators with respect to  and density of W 11 in L1 we can extend the conver-
gence to arbitrary initial conditions losing, however, the rate of convergence. We note,
that (1.7) and (1.8) show that the above problem is an example of a degenerate con-
vergence problem the regular part of which can be considered within the framework
of the Sova-Kurtz version of the Trotter-Kato theory, [6,8].
Aggregation for (1.1) has been studied quite extensively in [2,3,9] and in [15]. The
results of the former are similar to (1.7) and (1.8), see (∗)–(∗ ∗ ∗) in [2, p. 427].
However, to get estimates valid up to t = 0, the authors used the solution of the full
problem restricted to the manifold complementary to k(a) so that in practice finding
the approximation presents difficulties comparable to solving the original problem.
In our approach the asymptotic analysis provides the necessary correction in a system-
atic way as an explicit solution of a linear autonomous system of ordinary differential
equations so that using this approximation is computationally viable. Moreover, there
are some gaps in the argument of [2], one of them being that the projected boundary
conditions in [2] are correct only if k is independent of age (compare [2, Eq. (3.4)] with
(3.4)). Moreover, classical solutions to (1.1) and (1.5) exist only with initial data sat-
isfying nonlocal compatibility conditions and, unless additional necessary constraints
are imposed on the initial data, both problems should be considered in their mild form,
as discussed in Sect. 4. This approach, though computationally more involved, allows
to remove several technical assumptions imposed in [2].
We note that the asymptotic expansion techniques were employed in [15] the
authors, however, have not proved the convergence of the expansion; also the the
layers which are left depending explicitly on , are not completely correct.
The paper is organized as follows. In Sect. 2 we provide the assumptions and basic
properties of the model. Section 3 contains construction of the formal asymptotic
expansion and the formal error equation. The construction is carried out gradually
with full explanation of each step and thus it can serve as a brief tutorial of the method.
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We note that the structure of the problem makes the asymptotic expansion similar to the
Chapman-Enskog method which is well known in the kinetic theory, see e.g. [5,6,17],
from where some terminology and notation were borrowed. We again emphasize that
the classical differential equation formulation of the problem is insufficient due to
discontinuities of solutions resulting from the nonlocal boundary conditions and thus
in Sect. 4 we develop the integral formulation of the problem based on the construction
in [19]. In Sect. 5 we prove that the formal asymptotic expansion converges to the
solution of the aggregated problem and Sect. 6 contains a numerical illustration of the
results.
2. Preliminary properties of (1.1)
Let us discuss problem (1.1)–(1.3) in more detail. We assume that a → B(a)
is a measurable bounded matrix function on R+ and a → M(a) ∈ C1b(R+, RN
2
)
(differentiable functions with bounded derivatives). Furthermore, we assume that
−M(a) is a sub-Kolmogorov matrix, that is, it is positive off-diagonal and satis-
fies −∑Nj=1 μ j i (a) ≤ 0 for any 1 ≤ i ≤ N and a ∈ R+. Thus, −M(a) generates a
positive semigroup of contractions in RN for each a ∈ R+ and hence −M generates
a positive semigroup of contractions the space X = L1(R+, RN ).
Further, we assume that a → C(a) ∈ C2b (R+, RN
2
) and for each a ∈ R+ the
matrix C(a) is the so-called ML-matrix, that is, it is positive off-diagonal, irreducible
and satisfies
∑N
j=1 c ji (a) = 0 for any 1 ≤ i ≤ N and a ∈ R+, [18].
Before we move to asymptotic properties of (1.1) we need to recall basic facts on
its solvability. We shall go deeper into the theory later when needed. It follows, [19,
Proposition 3.2], that S−M+−1C on the domain D(S) = {u ∈ X; γ u = Bu} gen-
erates a semigroup, say (G(t))t≥0, of type (1, ω) where ω ≤ ‖B‖+‖−M+ −1C‖.
This estimate is not satisfactory as it depends on . However, −M + −1C is also
positive off-diagonal and hence it generates a positive semigroup of contractions. Thus
the assumptions of the Trotter formula, [11, Corollary III 5.8]), are satisfied and there-
fore the type of (G(t))t≥0 is the same as of the semigroup generated by (S, D(S)).
Hence ω ≤ ‖B‖, independently of .
2.1. Spectral properties of C
The assumptions on C ensure that for each a ∈ R+, 0 is the simple dominant eigen-
value of C(a) with a positive eigenvector k(a). The null-space of the adjoint matrix is
spanned by 1 = (1, 1, . . . , 1) and we will normalize k to satisfy
1 · k = 1. (2.1)
In this case the (a-dependent) spectral projection P onto k(a) is given by
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while the complementary projection is given by Qf = f − (f · 1)k. The ‘eigenspace’
corresponding to λ = 0 is a-dependent and is given as V = Span{k}. However,
the complementary space to V is independent of a and it is given by W = I mQ =
{x; 1 · x = 0}. Hence any element n ∈ RN can be decomposed as
n = Pn + Qn = v + w = nk + w, (2.3)
where n is a scalar. For each a ∈ R+ the decomposition RN = V (a) ⊕ W reduces
C(a). The part in V is zero whereas for CW := QCQ = C|W we have s(CW (a)) =
max{λ(a), λ(a) ∈ σ(CW (a))} < 0. For the asymptotic analysis of (1.1) we need
sup
a∈R+
s(CW (a)) =: sC < 0. (2.4)
LEMMA 2.1. Under the above assumptions, C−1W ∈ C2b (R+, RN
2
) and k ∈
C1b(R+, RN ).
Proof. The first statement is obvious since the determinant of CW (a) is twice differ-
entiable and bounded away from zero by uniform invertibility of CW (a).
To prove the second statement, we note that the spectral projection onto the eigen-
space associated with λ = 0 is defined by
P(a) = (2π i)−1
∫
	
(λI − CW (a))−1dλ, (2.5)
where 	 is the circle surrounding the the eigenvalue 0 of, say, radius ρ = −sC/2.
Then 	 is contained in the intersection of resolvent sets of each CW (a). Thus we can
apply [13, p. 112] to claim that P(a) is as smooth as CW . But k can be expressed as
k(a) = P(a)x/(x · 1) for a fixed vector x, so k is as smooth as P . Since λ ∈ 	 which
is at least −sC/2 away from any eigenvalue of CW (a), a ∈ R+, it is clear that differ-
entiation of (2.5) will produce bounded derivatives and hence the required derivatives
of k are bounded. 
2.2. Lifting theorem
While the semigroup theory, via the Duhamel formula, provides satisfactory esti-
mates for the problem (1.1), (1.2), (1.3) with the inhomogeneity in (1.1), it is insuffi-
cient to handle inhomogenous boundary conditions γ u = Bu + g where g is a vector,
possibly depending on time. There are various versions of trace theorems which can
lift the inhomogeneity from the boundary to the interior but here the problem is com-
plicated due to presence of the small parameter. We provide one which gives estimates
uniform in .
LEMMA 2.2. There is a bounded solution operator L,λ : RN → X of the problem
λu = −Mu + Su + 1

Cu, γ u = g, (2.6)
which satisfies L,λg ∈ D(S) and ‖L,λ‖ → 0 as λ → ∞ uniformly in  ∈ (0, 0)
for some 0 > 0.
Vol. 11 (2011) Aggregation in age and space structured population models 127
Proof. Since S is the diagonal differentiation with respect to a, (2.6) is just the Cauchy
problem for the system of linear nonautonomous equations ua = Q(a)u, where
Q(a) := −λI −M(a)+ 1 C(a). Since Q(a) is positive off-diagonal, the solution u
is nonnegative. Let us denote by L,λ(a) = {l,i j (a)}1≤i, j≤N the fundamental matrix
of (2.6) corresponding to the unit vectors of RN , ei = (δi, j )1≤ j≤N , i = 1, . . . , N .
Then L,λ(a) is a non-negative matrix and, considered for each a as the operator in RN ,
its l1 norm is ‖L,λ(a)‖RN ,1 = max1≤ j≤N
∑N














since −M(a) is a sub-Kolmogorov matrix for each a. So ∑Ni=1 l,i j (a) ≤ exp(−λa)
for each 1 ≤ j ≤ N which implies that ‖L,λ‖≤λ−1, where the latter norm is the
operator norm from RN into X. 
LEMMA 2.3. Let B be a bounded operator between X into RN . For sufficiently
large λ there is a solution operator H,λ : RN → X of the problem
λu = −Mu + Su + 1

Cu, γ u = Bu + f, (2.7)
with ‖H,λ‖ bounded independently of .
Proof. Consider L,λg for an unspecified, for a moment, vector g. Then our problem
will be solved if we can find g satisfying g = BL,λg + f . Now,
‖BL,λg‖RN ≤ ‖B‖‖L,λg‖X ≤ λ−1‖B‖‖g‖RN ,
hence q := ‖B‖‖L,λ‖ < 1 provided λ is large enough. Clearly, λ and q can be
chosen independently of . Then g = (I − BL,λ)−1f and, by the Neumann expan-
sion, ‖(I − BL,λ)−1‖ ≤ (1 − q)−1. Hence, the solution u to (2.7) is given by
u = H,λf = L,λg = L,λ(I − BL,λ)−1f with ‖H,λ‖ ≤ 1
λ(1 − q) . 
REMARK 2.4. In further applications, the boundary data f depends on t . Since
the construction above does not depend on t , u has the same regularity in t as f with
bounds on derivatives independent of . Furthermore, the operation (I − BL,λ)−1
acts between RN and RN and thus is a-independent. Hence, u is a solution of a Cauchy
problem for a differential equation in a and thus it is differentiable with respect to a.
We apply H,λ to reduce the inhomogeneous boundary problem
ut = −Mu + Su + 1

Cu + h, γ u = Bu + f, u|t=0 =◦u,
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where f is an RN -valued function differentiable with respect to t , to a problem which
is homogeneous on the boundary. By introducing U = u − H,λf , we obtain
Ut = ut − H,λft = −MU + SU + 1

CU + λH,λf − H,λft + h,
γ U = γ u − γH,λf = BU + BH,λf + f − γH,λf, (2.8)
U|t=0 = ◦u −γH,λf(0).
We note that in this approach the lifting of f produces its time derivatives on the right
hand side of the equation which creates some problems in the asymptotic analysis.
This necessitates a refinement of this method which will be discussed later when we
consider an integral formulation of (1.1)–(1.3).
3. Formal asymptotic expansion
In this section we derive formulae for the asymptotic expansion, which are formal in
the sense that they are valid if all terms are smooth enough to allow for applications of
necessary operations. As we noted earlier, this is not always so and a full justification
of the validity of the expansion requires using integral formulation of the problem
which is much more involved and is referred to the next section. However, the results
given here serve as a guideline for the proper analysis and, once validated, are easier
to use.
Operating formally with P and Q on both sides of (1.1) and using the fact that P
reduces C, we get
vt = PSPv + PSQw − PMPv − PMQw,
wt = εQSQw + εQS Pv − QMPv − QMQw + (QC Q)w,
v|t=0 = ◦v, w|t=0 = ◦w, (3.1)
where
◦
v (a) = P ◦n (a), ◦w (a) = Q ◦n (a). Note that for symmetry of notation we use
Pn = Pv and Qn = Qw. Further, since γ n = P(0)γ n + Q(0)γ n = γ v + γ w, the
boundary conditions take the form
γ v = P(0)BPv + P(0)BQw, γ w = Q(0)BPv + Q(0)BQw. (3.2)
3.1. Projections of operators
In the next step we shall work out explicit formulae for the projected operators.
LEMMA 3.1. For a sufficiently regular function a → n(a) we have
[PSPn](a) = −na(a)k(a), [PSQn](a) = 0,
[QSPn](a) = −n(a)ka(a), [QSQn](a) = −wa(a).
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Proof. By (2.1) and 1 · w = 0 for w ∈ W we get 1 · ka = 0, 1 · wa = 0, and
hence ka, wa ∈ W . Next, we have SPn = −(nk)a = −nak − nka and SQn =












by (2.1) and the above property of ka . Further, in a similar way
PSQn = 0, QSPn = −nka,
and finally, by the above property of wa , QSQn = −wa . 
To find explicit expressions for other operators appearing in (3.1) and (3.2) first, for
any matrix X = {xi j }1≤i, j≤N , we denote x∗ := 1 · Xk and x := Xk − μ∗k.
LEMMA 3.2. If n satisfies (3.2) (or (1.2)), then





































Then (3.3) follows from k(0) = 0. Then (3.3) and k(0)n(0) = γ v yield (3.4). 
In a similar way we arrive at
PMPn = nμ∗k, PMQn = (1 · Mw)k,
QMPn = nμ, QMQn = Mw − (1 · Mw)k =: MW w.
Using the above formulae, we can write (3.1) and (3.2) in the following more explicit
form
nt (t, a) = −na(t, a) − μ∗(a)n(t, a) − 1 · M(a)w(t, a),
wt (t, a) = −wa(t, a) − MW (a)w(t, a) + CW (a)w(t, a) (3.5)








1 · B(a)w(t, a)da,
w(t, 0) = Bv(t, ·) + Bw(t, ·) − v(t, 0). (3.6)
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3.2. Bulk approximation
First we consider the bulk part approximation
n(t) = (v(t, a), w(t, a)) ≈ (v(t, a), w(t, a)) = (v(t, a), w0(t, a) + w1(t, a)),
(3.7)
where, as before, v = nk and the approximate equality symbol ≈ accounts for the fact
that we only consider the first terms of the asymptotic expansion. Following the idea
of the Chapman-Enskog asymptotic method, we put w = w0 + w1 + · · · leaving,
however, v =: n¯k unexpanded. Inserting these into (3.5), (3.6) we get:
nt = −na − μ∗n − 1 · M(w0 + w1 + · · · ),
w0,t + w1,t + · · · = −w0,a −w1,a + · · · − kan−μn − MW (w0 + w1 + · · · )
+ 1








1 · B(w0 + w1 + · · · )da,
γ w0 + γ w1 + · · · = Bv − γ v + Bw0 + Bw1 + · · · ,
n|t=0 =◦n = 1· ◦n, (w0 + w1 + · · · )|t=0 = ◦w .
(3.8)
Comparing coefficients of like powers of , from the second equation of (3.8) first we
get w0 = 0 since CW is invertible on W . Next, we have
w1 = C−1W [ka + μ]n¯. (3.9)
Then, dropping  order terms, we arrive at the closed system for n¯:
nt = −na − μ∗n, n(t, 0) =
∫ ∞
0
β∗(a)n(t, a)da, n(0, a) =◦n, (3.10)
which is precisely the aggregated model (1.5), (1.6). The error of the approximation
(3.7) is defined as
E¯ = (e¯, f¯) = (e¯k, f¯) = (nk − nk, w − w1). (3.11)
If we assume that all terms above are sufficiently regular, then the error satisfies:
e¯t = nt − nt = −e¯a − μ∗e¯ − 1 · Mf¯ − 1 · Mw1,
f¯t = wt − w1,t = −f¯a − e¯ka − e¯μ − MW f¯ + 1

CW f¯
−w1,t − w1,a − MW w1, (3.12)
with the initial conditions
e¯|t=0 = 0, f¯ |t=0 = ◦w − ◦n C−1W [ka + μ],
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1 · B f¯da + 
∫ ∞
0
1 · Bw1da, (3.13)





n¯(t, a)B(a)k(a)da = k(0)
∫ ∞
0
n¯(t, a)1 · B(a)k(a)da = k(0)n¯(t, 0)
and thus the terms containing v¯ do not cancel out. Hence we have O(1) terms both in
the initial and the boundary condition and therefore we cannot hope for (3.7) being an
O() approximation of n. To remedy the situation we have to introduce corrections
which will take care of the transient phenomena occurring close to t = 0 and to the
boundary a = 0. They should not ‘spoil’ the approximation away from spatial and
temporal boundaries and thus should rapidly decrease to zero with increasing distance
from both boundaries.
3.3. Initial layer
To construct the initial layer corrector we blow up the neighbourhood of t = 0
by introducing the ‘fast’ time τ = t/ and the initial layer corrections by n˜(τ ) =
(˜v(τ ), w˜(τ )). Thanks to the linearity of the problem, we approximate the solution n
as the sum of the bulk part obtained above and the initial layer which we construct
below. We insert the formal expansion
v˜(τ, a) = v˜0(τ, a) + v˜1(τ, a) + · · · , w˜(τ, a) = w˜0(τ, a) + w˜1(τ, a) + · · ·
into the system (3.1) getting, for v˜i = n˜i k, i = 0, 1,
−1(˜n0,τ + n˜1,τ + · · · ) = −n˜0,a − n˜1,a · · · − μ∗(˜n0 + n˜1 + · · · )
−1 · M(w˜0 + w˜1 + · · · ),
−1(w˜0,τ + w˜1,τ + · · · ) = −w˜0,a − w˜1,a − · · · − (˜n0 + n˜1 + · · · )ka
−(˜n0 + n˜1 + · · · )μ − MW (w˜0 + w˜1 + · · · )
+1

CW (w˜0 + w˜1 + · · · ),
γ (˜n0 + n˜1 + · · · ) =
∫ ∞
0




1 · B(w˜0 + w˜1 + · · · )da,
γ (w˜0 + w˜1 + · · · ) = B(˜v0 + v˜1 + · · · ) − γ (˜v0 + v˜1 + · · · )
+B(w˜0 + w˜1 + · · · ),
n˜|t=0 = 0, (w˜0 + w˜1 + · · · )|t=0 = ◦w, (3.15)
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where in the initial condition we have taken into account that the exact initial condition
for the hydrodynamic part is already satisfied by the bulk hydrodynamic approximation
but the bulk kinetic part cannot satisfy the exact initial condition.
Comparing coefficients at like powers of , from the first equation we immediately
obtain n˜0,τ = 0 which implies n˜0 on account of the decay to zero of the initial layer
term. Then, at the same level, we obtain w˜0,τ = CW (a)w˜0 which yields
w˜0 = eτCW (a) ◦w, (3.16)
where a is a parameter. We note that due to the assumption that λ = 0 is the dominant
eigenvalue of C(a) uniformly in a, the type of (eτCW (a))τ≥0 in W is negative uniformly
in a and thus w˜0(τ ) decays to 0 exponentially fast. We also note that the initial layer
is fully determined by the initial condition ◦w and thus no corrections to the boundary
conditions can be made at this level; on the contrary, as we shall see, the initial layer
introduces an additional error on the boundary.
We modify the approximation (3.7) taking into account the initial layer:
(v(t, a), w(t, a)) ≈ (v(t, a), w1(t, a) + w˜0(t/, a))
and define the new error
E˜(t, a) = (˜e(t, a), f˜(t, a)) = (˜e(t, a)k, f˜(t, a))
= (v(t, a) − v(t, a), w(t, a) − w1(t, a) − w˜0(t/, a))
= (e¯(t, a), f¯(t, a) − w˜0(t/, a)). (3.17)
Again, assuming that all terms are sufficiently smooth and using linearity of the prob-
lem, we get from (3.12)
e˜t = −e˜a − μ∗e˜ − 1 · Mf˜ − μ · w1 − 1 · Mw˜0,
f˜t = −˜fa − e˜ka − e˜μ − MW f˜ + 1

CW f˜
−w1,t − w1,a − MW w1 − w˜0,a − MW w˜0. (3.18)
Similarly, we get








1 · B˜fda + 
∫ ∞
0




γ f˜ = B˜e − γ e˜ + B˜f + Bv − γ v + Bw1 + Bw˜0 − γ w1 − γ w˜0.
As expected, the troublesome O(1) term Bv − γ v in the boundary condition has been
unaffected by the initial layer. Also the initial layer has introduced a new short range
error at a = 0. This necessitates introduction of the boundary layer.
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3.4. Boundary layer
The boundary layer is constructed by blowing up the state variable a according to
α = a/ and defining
nˆ(t, α) = (vˆ(t, α), wˆ(t, α)).
The operator S is a first order differentiation operator, hence the change of variables
a → α = a/ gives
Sa nˆ = 1

Sαnˆ, (3.19)
where the subscripts denote the variable which S acts on.
Again, the linearity allows to approximate the solution n by the sum of the bulk and
initial layer parts, obtained above, and the boundary layer:
vˆ(t, α) = vˆ0(t, α) + vˆ1(t, α) + · · · , wˆ(t, α) = wˆ0(t, α) + wˆ1(t, α) + · · · .
We insert the expansion into (3.1) and, repeating the procedure of the previous section,
we get that at the zeroth level the boundary layer is given by
nˆ0,α = 0, −ŵ0,α + CW (0)ŵ0 = 0,
which is simply the stationary original equation with coefficients frozen at a = 0:
Sαnˆ + C(0)nˆ = 0, and we are free to chose the boundary conditions which will help
to eliminate the term Bv¯ − γ v¯. To find it, let us assume that we have a solution to the
above equation with, for a moment, unspecified boundary condition and, as before,
define the new approximation
n(t, a) = (n(t, a)k(a), w(t, a)) ≈ (n¯(t, a) + nˆ(t, a/), w¯1(t, a)
+w˜0(t/, a) + wˆ(t, a/)).
It follows that we can take n̂0(t, α) ≡ 0. Let us define the new error
Ê(t, a) = (eˆ(t, a)k(a), fˆ(t, a)) = (e˜(t, a)k(a), f˜(t, a) − wˆ0(t, a/)). (3.20)
Then
eˆt = e˜t − v̂0,t = −êa − μ∗ê − 1 · Mf̂ − 1 · Mwˆ0 − 1 · Mw1 − 1 · Mw˜0,
f̂t = f˜t − ŵ0,t = −̂fa − êka − êμ − MW f̂ + 1

CW fˆ − w1,t − w1,a − MW w1
−w˜0,a − MW w˜0 − MW ŵ0 + 1

(CW − CW (0)) ŵ0 − ŵ0,t , (3.21)
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and for the boundary conditions we obtain

















γ f̂ = γ f˜ − γ ŵ0 = B̂e − γ ê + B̂f + Bv − γ v
+Bw1 + Bw˜0 − γ w1 − γ w˜0 + Bŵ0 − γ ŵ0.
Thus, to eliminate the bulk term on the boundary, the boundary layer should be the
solution to
ŵ0,α = CW (0)ŵ0, ŵ0(0) = Bv − γ v, (3.22)
which is just a system of linear equations with constant coefficients (and with a param-
eter t entering through the initial condition). We note that the right hand side of the
second equation in (3.22) satisfies
[1 · (Bv − γ v)](t) =
∫ ∞
0
β∗(a)n¯(t, a)da − n¯(t, 0)(1 · k(0)) = 0,
by (3.10) and the normalization of k, and hence (3.22) is consistent in the sense that
both sides are in W .
The initial conditions for system (3.21) take the following form:
eˆ|t=0 = 0, f̂ |t=0 = −wˆ0(0, a/) − w¯1(0, a).
We note that, even with the boundary layer, we still have terms depending on t/ which,
when lifted as in (2.8) will, upon differentiation with respect to t , produce O(1/)
terms on the right hand side. This necessitates introduction of the corner layer.
3.5. Corner layer
As noted above, the boundary terms which depend on t/ give rise to an  order
error. To eliminate this initial layer contribution on the boundary, we need to introduce
the corner layer by simultaneously rescaling time and space: τ = t/, α = a/. As
before we use linearity and seek the corner layer independently by inserting the formal
expansion
v˘(τ, α) = v˘0(τ, α) + v˘1(τ, α) + · · · , w˘(τ, α) = w˘0(τ, α) + w˘1(τ, α) + · · ·
into the system (3.1). Following the procedure for the initial layer we get
n˘0,τ = −n˘0,α, w˘0,τ = −w˘0,α + CW (0)w˘0, (3.23)
which is the unperturbed original equation in (τ, α)-variables with coefficients fro-
zen at a = 0: n˘0,τ = Sαn˘0 + C(0)n˘0. Hence, here we have freedom of choosing
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both the boundary and the initial conditions (in (τ, α)-variables) which will help to
eliminate the problematic terms on the boundary. To find the proper side conditions,
let us assume that we have a solution to the above equation with, for the moment,
unspecified boundary condition and, as before, define the new approximation
n(t, a) = (v(t, a), w(t, a)) ≈ (v¯(t, a) + v˘(t/, a/),
w¯1(t, a) + w˜0(t/, a) + wˆ(t, a/) + w˘(t/, a/)),
with the error of this approximation given by
E˘(t, a) = (e˘(t, a), f˘(t, a)) = (eˆ(t, a) − v˘0(t/, a/), f̂(t, a) − w˘0(t/, a/)).
Following the procedure described for the boundary layer, we find that to eliminate
the O(1) entries in the equation for the error on the boundary we have to impose the




1 · Bw˜0da, γ w˘0 = Bw˜0 − γ w˜0 − γ (n˘0k). (3.24)
Also, as for the boundary layer, we find that the second equation of (3.24) is properly
posed in W . We complement the problem for the corner layer by the homogeneous
initial conditions: n˘0|τ=0 = w˘0|τ=0 = 0.
Taking all layers into account, we find that the final error formally satisfies




















μ∗n˘0 + 1 · Mw˘0
n˘0ka + n˘0μ + MW w˘0 − −1(CW − CW (0))w˘0
]
, (3.25)
γ E˘ = BE˘ + 
[∫ ∞
0 1 · Bw1da

















[−wˆ0(0, a/) − w¯1(0, a) ].
However, as we emphasized a few times, for (3.25) to be valid, the solution n and all
terms of the asymptotic expansion must be strongly differentiable with respect to t
and belong to the domain of the generator which, as mentioned in the introduction,
equals {u ∈ W 11 (R+); u(0) = Bu}. This is not always easy to achieve. In fact, in
general an initial condition ◦n which satisfies ◦n (0) = B ◦n, will not satisfy the condi-
tion
◦
n= 1· ◦n= ∫ ∞0 β∗(a) ◦n (a)da, required for differentiability of the solution of the
aggregated problem.
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4. Integral formulation
It turns out that we have to work with mild solutions of the equations. To set the
stage, let us consider our population model (1.1) in a more compact form:
ut (t, a) = −ua(t, a) + K[u(t, ·)],
u(0, a) = ◦u (a), u(t, 0) = B[u(t, ·)]. (4.1)
The operators K : X → X and B : X → RN are linear and bounded.
System (4.1) can be reduced to an integral equation by integration along
characteristics. It turns out that the solution of this integral equation defines the
semigroup generated by the operator Au = −ua + Ku on the domain D(A) =
{u ∈ W 11 (R+); u(0) = Bu}. Precisely speaking, let us consider the integral equation





u (a − t) + ∫ t0 K[u(τ, ·)](τ + a − t)dτ, a > t,
B[u(t − a, ·)] + ∫ tt−a K[u(τ, ·)](τ + a − t)dτ, a < t,
(4.2)
where here and below the notation a < t and a > t are understood as the respective
inequality almost everywhere. Then the family of operators defined as [G(t) ◦u](a) :=
u(t, a), where u(t, a) is the solution of (4.2) with ◦u ∈ X is the semigroup on X gen-
erated by (A, D(A)), see [19, (1.49), Propositions 3.2 and 3.7].
In the error estimates we shall need mild solutions of the inhomogeneous problem
associated with (4.1):
ut (t, a) = −ua(t, a) + K[u(t, ·)] + f(t, a), (4.3)
with the same initial and boundary conditions as in (4.1), where t → f(t) is a func-
tion from (0,∞) to X. However, (4.3) does not make sense if u is not differentiable
which, in turn, cannot be achieved unless ◦u ∈ D(A) and f is an X-differentiable, or a
D(A)-continuous, function. In general, we have to work with mild solutions of (4.3)
defined by
u(t) = G(t) ◦u +
∫ t
0
G(t − s)f(s)ds. (4.4)
This definition is not very helpful as it views (G(t))t≥0 somewhat globally without
noticing the structure visible in (4.2). However, we can prove the following result:






u (a − t)+∫ t0 K[u(σ, ·)](σ + a − t)dσ +
∫ t
0 f(σ, σ + a − t)dσ, a > t,
B[u(t − a, ·)]+∫ tt−a K[u(σ, ·)](σ + a − t)dσ +
∫ t
t−a f(σ, σ + a − t)dσ, a < t.
(4.5)
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Proof. First, to shorten the notation, we denote, for arbitrary numbers a, σ, t,
σa,t = (σ, σ + a − t)
and, for any a-dependent operation A and a function (t, a) → u(t, a) we denote
A[u(t, ·)](a) = [Au](t, a) (or [Au](t) if the output is a-independent).
It can be proved, [4, Proposition 3.31], that a function u ∈ C(R+, X) is a mild
solution to (4.3) with f ∈ L1(R+, X) if and only if
∫ t
0 u(s)ds ∈ D(A) and






f(s)ds, t ≥ 0. (4.6)
Hence, u is a mild solution to (4.3) if and only if v(t) := ∫ t0 u(s)ds ∈ D(A) is the
classical solution to
vt (t, a) = ◦u (a) − va(t, a) + K[v(t, ·)](a) + F(t, a), (4.7)
with v(0, a) = 0 and v(t, 0) = B[v(t, ·)], where F(t, a) = ∫ t0 f(τ, a)dτ . Eqs. (4.7)





0 K[v(τ, ·)](τ + a − t)dτ +
∫ t




u (τ + a − t)dτ, a > t,
B[v(t − a, ·)] + ∫ tt−a K[v(τ, ·)](τ + a − t)dτ +
∫ t
t−a F(τa,t )dτ
+ ∫ tt−a ◦u (τ + a − t)dτ, a < t.
(4.8)








u (a − σ)dσ + ∫ t0
(∫ τ







dτ, a > t,
∫ t




























dτ, a < t.
(4.9)
and, using v(t, a) = ∫ t0 u(σ, a)dσ , upon differentiation we arrive at (4.5). 
Various terms of the asymptotic expansion appear in a direct form which is incom-
patible with (4.2) and must be re-written to allow for accommodation into the integral
formulation.
As in Lemma 2.2, for sufficiently large λ there is a classical solution of the stationary
problem
λw = −wa + Kw, γ w = Bw + g, (4.10)
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where g may depend on t > 0. Moreover, w is differentiable with respect to a (as a
solution to a system of ODEs) and with respect to t provided g(t) is differentiable.





w(σa,t )dσ = −
∫ t
0
w,2 (σa,t )dσ +
∫ t
0




w(σa,t )dσ = −
∫ t
t−a
w,2 (σa,t )dσ +
∫ t
t−a
[Kw](σa,t )dσ, a < t, (4.11)
where w,i denotes the partial derivative with respect to the i-th variable. Now,
∂
∂σ
w(σa,t ) = w,1 (σa,t ) + w,2 (σa,t )
and therefore, integrating with respect to σ from 0 to t, we obtain
w(t, a) − w(0, a − t) =
∫ t
0
w,1 (σa,t )dσ +
∫ t
0
w,2 (σa,t )dσ, a > t,
w(t, a) − w(t − a, 0) =
∫ t
t−a
w,1 (σa,t )dσ +
∫ t
t−a
w,2 (σa,t )dσ, a < t.




w(0, a − t) + ∫ t0 [Kw](σa,t )dσ +
∫ t
0 w,1 (σa,t )dσ − λ
∫ t
0 w(σa,t )dσ, a > t,
[Bw](t − a) + g(t − a) + ∫ tt−a[Kw](σa,t )dσ +
∫ t
t−a w,1 (σa,t )dσ
−λ ∫ tt−a w(σa,t )dσ, a < t.
It turns out that the inhomogeneous boundary data are better treated separately. By
linearity, we can consider the case with ◦u = 0 and f(t) = 0.
Denote by VK the fundamental solution matrix of the equation z′a(a) = K(a)z(a);
that is, z(a) = VK(a)z0 satisfies the above equation with z(0) = z0, see e.g.,
[16, p. 242]. We recall that in our considerations K = L,0 = −M + −1C and,
by Lemma 2.2 with λ = 0,
sup
a∈R+
‖VK(a)‖RN ,1 ≤ 1. (4.12)
LEMMA 4.2. Assume that, in addition to assumptions of this section, K satisfies
(4.12) and let g ∈ C([0,∞), RN ). Then u is a continuous solution to
u(t, a) =
{∫ t
0 K[u(τ, ·)](τ + a − t)dτ, a > t,
B[u(t − a, ·)] + g(t − a) + ∫ tt−a K[u(τ, ·)](τ + a − t)dτ, a < t,
(4.13)
if and only if
u(t, a) = VK(a)ω(t, a), (4.14)




0, a > t,
((I − BVK)−1g)(t − a), a < t.
Proof. For regular g we can re-write the problem as a differential equation (satisfied




0, a > t,
BVK[ω(t − a, ·)] + g(t − a), a < t.
The solution ω of this problem is given by the solution of the simple problem
ω(t, a) =
{
0, a > t,
ψ(t − a), a < t. (4.15)
provided ψ(t) = BVK[ψ(t − ·)] + g(t). This is a Volterra equation which, consid-
ered in C([0, T ], RN ) for any fixed T < +∞, can be solved using standard Picard
iterations yielding a unique solution
ψ(t) = [(I − BVK)−1g](t), (4.16)
with ‖(I − BVK)−1‖C([0,T ],RN ) ≤ emT , where m = sups∈[0,T ] ‖B(s)VK(s)‖RN . Let
us take a sequence of W 11 functions gn converging uniformly on [0, T ] to a continuous
function g. Then ψn = [(I − BVK)−1gn] converges uniformly on [0, T ] to
ψ = [(I − BVK)−1g] (4.17)





0, t < a < T,
ψn(t − a), 0 < a < t,
converges uniformly on [0, T ]×[0, T ] to ω given by (4.15) and hence VK (a)ωn(t, a)
uniformly converges to a continuous function on [0, t]×[0, T ] and to zero on (t,∞)×
[0, T ]; we denote the limit by u¯(t, a). Clearly u¯(t, a) is a solution of (4.13) as all oper-
ators in (4.13) are bounded. Moreover u¯(t, a) treated as a function t → u¯(t, ·) is in
C([0, T ], L1(R+)) by∫ ∞
0
‖u¯(t + h, a) − u¯(t, a)‖RN da =
∫ t
0




‖u¯(t + h, a)‖RN da
and the uniform continuity of u¯(t, a) as a function of two variables in the triangle
[0, t] × [0, T ]. But the difference of two solutions to (4.13) satisfies its homogeneous
version (with g = 0) for which we can use the semigroup theory which, see e.g.
[19, Theorem 2.1], ensures the uniqueness. Hence, the only solution to (4.13) with
continuous g is given by (4.14). The reverse statement follows similarly by applying
VK to the equation satisfied by ω. 
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5. Error estimates
As we noted, in general it is impossible to have differentiable solutions of all the
problems involved in the construction of the asymptotic expansion. Thus we have
to rewrite the error system (3.25) in the form of the integrated Eq. (4.5). The mild





n (a − t) − ∫ t0 [μ∗n](σa,t )dσ −
∫ t
0 [1 · Mw](σa,t )dσ, a > t∫ ∞
0 n(t − a, s)β∗(s)ds +
∫ ∞
0 1 ·B(s)w(t − a, s)ds
− ∫ tt−a[μ∗n](σa,t )dσ −
∫ t







w (a − t) − ∫ t0 [n(μ + ka)](σa,t )dσ −
∫ t




0 [CW w](σa,t )dσ, a > t,
[B(nk)](t − a) − [nk](t − a) + [Bw](t − a)






t−a[CW w](σa,t )dσ, a < t.
(5.2)





n (a − t) − ∫ t0 [μ∗n](σa,t )dσ, a > t∫ ∞
0 n(t − a, s)β∗(s)ds −
∫ t
t−a[μ∗n](σa,t )dσ, a < t.
(5.3)
The system above is a one-dimensional version of (4.2). Using [19, Theorem 2.9] or
[12, Theorem 4.3], we have that the cohort functions σ → n¯(σ, ξ), ξ = a − t , are
continuously differentiable with respect to σ for all ξ < 0 and almost all ξ > 0, with
d
dσ
n¯(σ, σ + ξ) = −μ(σ + ξ)n¯(σ, σ + ξ). (5.4)
In the next step we write the kinetic part of the bulk expansion w1 = C−1W [ka + μ]n¯
(see (3.9)) in the integrated form. Using the time derivative of the cohort function, we
have





w1(σa,t )dσ, a > t,





w1(σa,t )dσ, a < t.
But, by (5.4) and Lemma 2.1,
d
dσ
w1(σa,t ) = ddσ
(
C−1W (σ + a − t)[ka(σ + a − t) + μ(σ + a − t)]n¯(σa,t )
)
= ϒ(σ + a − t)n¯(σa,t ), (5.5)
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where the function ϒ is bounded, again by Lemma 2.1 and assumptions on M. In
what follows we denote





[◦n γ W ](a − t) +
∫ t
0 ϒ(σ + a − t)n¯(σa,t )dσ, a > t,
γ W (0)
∫ ∞
0 n(t − a, s)β∗(s)ds +
∫ t
t−a ϒ(σ + a − t)n¯(σa,t )dσ, a < t,
(5.7)
where we used the initial condition n¯(t − a, 0) = ∫ ∞0 n(t − a, s)β∗(s)ds.
In the next step we write the initial layer (3.16) in the integrated form. For this we
note that (3.16) is of the same form as (4.10) if we introduce w˜(t, a) = w˜0(τ, a) and
put λ = 0, K = 1






w (a − t) + 1
∫ t
0 [CW w˜ ](σa,t )dσ +
∫ t







t−a[CW w˜ ](σa,t )dσ +
∫ t
t−a w˜,2(σa,t )dσ, a < t.














0 [CW (0)ŵ](σa,t )dσ +
∫ t
0 ŵ,1(σa,t )dσ, a > t,




t−a[CW (0)ŵ](σa,t )dσ +
∫ t
t−a ŵ,1(σa,t )dσ, a < t,
where, since
◦
n ∈ W 11 (R+), the value
◦
n (0) is well-defined and B(v) → B(◦n k) for
t → 0+ as B is bounded and v = n¯k, n¯ being a continuous in t , X-valued solution
to (5.1).
Finally, we find the integral representation of the corner layer. The corner layer
solves the equation of the same type as the original equation so there is no need to
perform any additional transformations. However, it is clear that the boundary condi-
tions (3.24) are not compatible at α = τ = 0 with the homogeneous initial conditions
and thus the problem must be considered in the integrated form.
First let us note that the equations in (3.23) are decoupled. The problem for n˘0 is of
the form
n˘0,τ (τ, α) = −n˘0,α(τ, α), n˘0(0, α) = 0, n˘0(τ, 0) = F(τ ),




0, τ < α,
∫ ∞
0 [1 · Be(τ−α)CW (a)
◦
w (a)]da, τ > α.
(5.8)
142 J. Banasiak et al. J. Evol. Equ.
The kinetic part of the corner layer w˘0 satisfies
w˘0(τ, α) =
{∫ τ
0 [CW (0)w˘0](σα,τ )dσ, τ < α,
F(τ − α) + ∫ τ
τ−α[CW (0)w˘0](σα,τ )dσ, τ > α,
(5.9)




B(a)w˜0(τ, a)da − w˜0(τ, 0) − k(0)
∫ ∞
0
1 · B(a)w˜0(τ, a)da. (5.10)
We note that (5.9) can be simplified as in Lemma 4.2. In this case the the fundamental
solution matrix of the equation z′a(a) = CW (0)z(a) is simply the matrix exponential:




0, τ < α,
eαCW (0)F(τ − α), τ > α. (5.11)
To simplify notation, let
w˜0,(t, a) = w˜0(τ, a), ŵ0,(t, a) = ŵ0(t, α),
w˘0,(t, a) = w˘0(τ, α), n˘0,(t, a) = n˘0(τ, α).
Combining the above we arrive at the following equations of the error in the integrated
form:
(i) for the aggregated (‘hydrodynamic’) part and a > t :










[1 · M(w1 + w˜0, + ŵ0, + w˘0,)](σa,t )dσ, (5.12)
where we used the fact that n˘0 = 0 for t < a;




e˘(t − a, s)β∗(s)ds +
∫ ∞
0







[1 · Mf˘](σa,t )dσ +
∫ ∞
0











[1 · M(w1+w˜0, + ŵ0,+w˘0,)](σa,t )dσ,
(5.13)
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(iii) for the complementary (‘kinetic’) part and a > t :










[e˘(μ + ka)](σa,t )dσ −
∫ t
0








[n˘0(μ + ka)](σa,t )dσ −
∫ t
0





















(iv) for the complementary (‘kinetic’) part and t > a:
f˘(t, a) = [B(e˘k)](t − a) − [γ (e˘k)](t − a) + [Bf˘](t − a) + [B(n˘0,k)](t − a)
+[B(w1 + ŵ0, + w˘0, )](t − a) − γ W (0)
∫ ∞
0




[e˘(μ + ka)](σa,t )dσ −
∫ t
t−a








[n˘0, (μ + ka)](σa,t )dσ −
∫ t
t−a





[(CW − CW (0))(ŵ0, + w˘0, )](σa,t )dσ − 
∫ t
t−a








where in (iii) and (iv) we used the change of variables of the type
∫ t/
t/−a/




[CW (0)w˘0,](σ ′a,t )dσ ′.




−[◦n γ W ](a) − exp
(CW (0) a
) [B(◦n k)− ◦n k(0)]
]
, (5.16)
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the inhomogeneity in the equation is given by
F˘(t, a) = −
[








1 · M(a)w1(t, a)




1 · M(a)wˆ0(t, a )














)ka(a) + n˘0( t , a )μ(a) + MW (a)w˘0( t , a )

























which is similar to (3.25) but for w¯1,t + w¯1,a which has been replaced, thanks to (5.5),
by the term ϒn¯ which requires lower regularity from the data. Finally, the inhomoge-





0 n˘0, (t, s) β









where we recall that








THEOREM 5.1. Let us assume that C, B and M satisfy assumptions introduced
in Sect. 2.1 and n(t, a) := [G(t) ◦n](a) = n(t, a)k(a) + w(t, a) be a solution to
(1.1). Then, for each T < ∞ there exists a constant C(T,M, B, C) such that for any
◦
n ∈ W 11 (R+, RN ) and uniformly on [0, T ] we have
‖n(t, ·) − n¯(t, ·)‖L1(R+) ≤ C(T,M, B, C)‖
◦
n ‖W 11 (R+,RN ), (5.19)∥∥∥w(t, ·) − e t C(·) ◦w (·)
∥∥∥
L1(R+,RN )
≤ C(T,M, B, C)‖ ◦n ‖W 11 (R+,RN ). (5.20)
Proof. We use linearity and first estimate the part of the error, denoted by E˘1, coming
from F˘ and the initial condition (5.16) with g = 0 using the semigroup formula (4.4)
and then we let the initial conditions and F˘ equal to zero and use (4.14) to estimate
the part of the error E˘2 due to the nonzero g.
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Let us recall that the semigroup (G(t))t≥0 generated by the system (1.1) is equi-
bounded in : ‖G(t)‖ ≤ exp ωt with ω independent of . By [19, (1.49), Propositions
3.2 and 3.7] and (5.12)–(5.15), E˘1 satisfies













In what follows, constants ci depend only on the coefficients of the problem and T
but not on the initial data. By (5.6), Lemma 2.1 and assumptions on M we have
‖[◦n γ W ](a)‖X ≤ c1‖
◦
n ‖L1(R+).





[B(◦n k)− ◦n k(0)]
∥∥∥
X
≤ c2‖ ◦n ‖W 11 (R+)
∫ ∞
0
e−σ s/ds ≤ c2σ−1‖ ◦n ‖W 11 (R+).
Next, let us consider F1 (t/, a). First, we observe that the term w˜0,a(t/, a) is well
defined due to the assumption that
◦
n ∈ W 11 (R+), Lemma 2.1 (as
◦
w=◦n −k(1· ◦n))
and differentiability of C. Thus, the error estimates involving F1 are all of the form∫ t
0 e
−σ t







≤ c3‖ ◦n ‖W 11 (R+,RN ). (5.21)







≤ T c4‖ ◦n ‖X. (5.22)
Estimates related to F3 and some other terms of the error are more involved. Before
we go on, we mention some additional properties of the operator in (4.17). First,
as in [12, Theorem 4.3] (I − BVK)−1 can be extended to a continuous operator on
L1([0, T ], RN ) with
‖(I − BVK)−1g‖L1([0,T ],RN ) ≤ emT ‖g‖L1([0,T ],RN ). (5.23)
Next, we need estimates of the derivatives of n¯(·, 0). The fact that n¯(·, 0) ∈ W 11,loc(R+)












a−t μ(s)ds ◦n (a − t)da.
(5.24)
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If ψ is differentiable then, using the results on differentiability of convolutions (e.g.
[1, Proposition 1.3.6] where the assumptions can be relaxed due to the fact that we






0 μ(s)dsψ ′(t − a)da + g(t), (5.25)
where
g(t) = β∗(t)ψ(0) − e−
∫ t











a−t μ(s)ds ◦n ′(a−t)da.
By (4.17), ess supt∈[0,T ]|ψ ′(t)| ≤ Cess supt∈[0,T ]|g(t)| and thus, by (5.24),





a−t μ(s)ds | ◦n (a − t)|da
≤ C2‖ ◦n ‖L1(R+). (5.26)
Similarly
ess supt∈[0,T ]|ψ ′(t)| ≤ C3(‖
◦
n ‖L1(R+) + |
◦
n (0)| + ‖ ◦n ‖L1(R+) + ‖
◦
n ′‖L1(R+))
≤ C4‖ ◦n ‖W 11 (R+). (5.27)























































where in the last inequality we used (5.23). The next term which requires some
reflection is ŵ0,t (t, a ). First, differentiability of t →
∫ ∞
0 B(a)v¯(t, a)da =:∫ ∞














a−t μ(s)ds ◦n (a − t)da
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for almost all t > 0, where the values at 0 are well defined by
◦
n (and thus n¯(·, 0))















 ds ≤ c′′5‖
◦
n ‖W 11 (R+). (5.28)
The other two terms in F3 can be easily estimated by c‖ ◦n ‖L1(R+) (recall that for
the continuity of n¯(t, 0) it is enough that
◦







≤ c5(T )‖ ◦n ‖W 11 (R+). (5.29)




















































































Second, we have the terms involving w˘0. By (5.10), the first two contain w˜0(τ, a) =
eτCW (a)
◦








































The last term in (5.10) is w˜0(τ, 0) = eτCW (0) ◦w(0) which is well defined under the
assumption
◦
















−α)‖ ◦w (0)‖RN dαds (5.33)
≤
‖ ◦w ‖W11(R+,RN )
σ 2
.
The last term requiring our attention is −1(CW (a) − CW (0))w˘0( t , a ). As above we




































η2e−σηdη = c′‖ ◦w ‖X.












ds ≤ c′‖ ◦w ‖W 11 (R+).
Inserting the above estimates into (5.30) we obtain∥∥∥∥
∫ t
0
G(t − s)F4 (s/, ·) ds
∥∥∥∥
X
≤ c6(T )‖ ◦n ‖W 11 (R+,RN ). (5.34)
It remains to estimate the contribution of the boundary terms. For this we use Eq.
(4.14) in which K(a) = −M(a) + −1C(a) and, by (4.12),
‖E˘2(t)‖X ≤ ‖ω(t, ·)‖X =
∫ t
0
‖[(I − BVK)−1g](t − a)‖RN da.
Therefore, by (5.23), ‖E˘2(t)‖X ≤ ‖ω(t, ·)‖X ≤ c7(T )‖g‖L1([0,T ],RN ). Since
t → n¯(t, ·) is a mild solution to (3.10), it is strongly continuous and thus
the L1([0, T ]) norms of the terms 
∫ ∞




∗(s)ds are bounded by c8(T )‖ ◦n ‖L1(R+), where c8(T ) is
related to the type of the solution n¯. Next we consider the corner layer terms:
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∫ ∞
0




1 · B(s)w˘0, (t, s) ds, [B(n˘0,(t, ·)k(·))], [Bw˘0,(t, ·)],
and, using (3.4), (5.8), (5.11) and (5.10), we see that all terms in these expressions

















where x ∈ W 11 (R+, Rk), Bi ∈ L∞(R+,L(Rk, Rl)), i = 1, 2, with k, l equal to either
1 or n. Hence, the estimates of the L1([0, T ]) norm of them are of the same type as
(5.30) combined with (5.31)–(5.33). Finally, the estimates of the boundary layer terms∫ ∞
0 1 · B(s)ŵ0,(t, s)ds and Bŵ0,(t, ·) follow from (5.28) due to the boundedness of
the coefficients of B.
Summarizing, we have proved that for any T < ∞ there is a constant C =
C(T,M, B, C) such that∥∥∥∥n(t, a) −
(






























≤ C‖ ◦n ‖W 11 (R+,RN ) (5.35)











































≤ c10‖ ◦w ‖W 11 (R+,RN )(maxz∈R+ ze
−σ z) ≤ c10
σe
‖ ◦w ‖W 11 (R+,RN ).
By (3.10) we find, as in (5.22) without integration with respect to s, that
‖w¯1(t, ·)‖X ≤ c11(T )‖ ◦n ‖X.
Finally, (5.28) gives an O() estimate of ŵ0. Combining the above estimates, we can
move w¯1 as well as the boundary and corner layer terms to the right-hand side and









≤ C(T,M, B, C)‖ ◦n ‖W 11 (R+,RN )
uniformly in t ∈ [0, T ] which, written in components, gives (1.8). 
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COROLLARY 5.2. Let us assume that C, B and M satisfy assumptions introduced
in Sect. 2.1 and n(t, a) := [G(t) ◦n](a) = n(t, a)k(a) + w(t, a) be a solution to
(1.1). Then, for any ◦n ∈ L1(R+, RN ), we have
lim
→0+
‖n(t, ·) − n¯(t, ·)‖L1(R+) = 0, lim
→0+




uniformly on [0, T ].
Proof. This corollary follows from density of W 11 (R+, RN ) in L1(R+, RN ) and equi-




To provide a numerical illustration of the asymptotic expansion developed in Sect. 3
we follow [7]. First we give numerical approximations to n, n¯, n˜, nˆ and n˘. We begin
with n. Let K = −M + 1

C and VK,a0(a) be the fundamental solution matrix to the




B(a)VK,0(a)n(t − a, 0)dt +
∞∫
0




VK,a−t (a) ◦n (a − t), a > t,
VK,0(a)n(t − a, 0), a < t. (6.2)
Formulae (6.1), (6.2) suggest the following algorithm: first, we solve the Volterra inte-
gral equation (6.1) for n(t, 0); second, we recover n(t, a) by integrating linear ODEs
along the characteristic lines using (6.2).
To solve (6.1) in [0, T ] we set F(t) = ∫ ∞0 B(a + t)VK,a(a + t) ◦n (a)da, introduce
a grid {tk}1≤k≤M and apply A(α) stable, 4-step, order 4 BDF formula to
u(t, s) = F(t) +
∫ s
0
B(t − a)VK,0(t − a)n(a, 0)da, n(t, 0) = u(t, t).
This yields the algorithm
4∑
j=0
a j u(·, tk− j ) = τk−1 B(· − tk− j )v(· − tk− j , tk− j ), n(tk, 0) = u(tk, tk), (6.3)
u(·, tk) = F(·) + τ0
−1∑
j=−4
w0, j B(· − t j )v(·, t j ), −4 ≤ k ≤ 0, (6.4)
vs(s, tk) = K(s)v(s, tk), v(0, tk) = n(tk, 0), (6.5)
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where a j are the coefficients of the BDF formula, w0, j are the coefficients of a starting
procedure and τk = tk − tk−1.
The method (6.3)–(6.5) requires one evaluation of F(t) per integration step. In our
implementation this is done by means of the three-points, composite Gauss-Lobatto
quadrature. To accomplish numerical integration of linear ODEs in (6.5) the alge-
braically stable, stiffly accurate, 3-stage RadauIIa Runge-Kutta method of order 5 is
employed. It can be shown that under the assumptions on C, B and M the algorithm
(6.3)–(6.5) converges with order four to n(t, 0) (i.e. the global error is O(maxk τ 4k ))
in any finite interval [0, T ], moreover the convergence is uniform for all  > 0.
Consider now the bulk approximation n¯. It satisfies the scalar Eq. (1.5), (1.6) which
is of the same form as the original model (1.1)–(1.3). For this reason, the numerical
approximation to n¯ is obtained in the same way as for n.
The initial and the boundary layer corrections involve solution of linear ODEs.
Numerical approximations in these cases are trivial, moreover, the corrections are
needed only in O() neighborhood of the boundaries a = 0 and t = 0.
Finally, the corner layer equation is of the same form as the original system, thus, the
technique (6.3)–(6.5) is applicable. Once again, n˘ vanishes outside O() neighborhood
of the corner point and only local approximation is required.
6.2. Computational example
For numerical simulaions we take a simple two dimensional problem with M =
diag{1, 1}, B = diag{1, 2} and C = {ci j }1≤i, j≤2, where c11 = c22 = −1 and
c12 = c21 = 1. As the initial condition we take ◦n(a) = (e−a, e−2a). We take the
perturbation parameter  = 10−3. We note that ◦n ∈ D(A) and thus the solution to
the full problem is continuous. In this problem k = (1/2, 1/2) and the aggregated
equation is given by




It is clear that
◦
n does not satisfy the compatibility condition and the solution to the
aggregated problem only exists in the mild sense as it is discontinuous along the
characteristic line a = t (see right diagram of Fig. 1).
Figures 1 and 2 provide illustration to the asymptotic theory developed in Sects. 3–5.
The right diagram of Fig. 1 shows the bulk approximation n¯k1 to the first component
of the solution n = (n1, n2); that is n1. Its error e¯1 is given in the upper left diagram
of Fig. 2. One can clearly see that n¯k1 provides a good uniform approximation to the
solution n1 of the perturbed problem everywhere except near the boundaries and at
the characteristic line a = t . The upper right diagram of Fig. 2 shows the effect of the
initial layer correction. The effects of the boundary and the corner layers corrections
are depicted in the lower left and the lower right diagrams of Fig. 2, respectively.
Figure 3 illustrates Theorem 5.1. The left part of the figure plots the bulk approx-
imation error ‖n(t, ·) − n¯(t, ·)‖L1(R+,RN ) as a function of time. The error is large in
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Figure 1. The first component n1 of the solution with initial data sat-
isfying the compatibility condition (left) and its bulk approximation
n¯k1 (right),  = 10−3
Figure 2. The bulk approximation error and the effect of the initial,
boundary and corner layer corrections,  = 10−3
a O() neighborhood of t = 0 and is of magnitude O() away from the origin. The
errors obtained after corrections are given in the right diagram. As predicted by Theo-
rem 5.1, the initial layer correction alone reduces the error to O() everywhere in the
time interval. Using the boundary and the corner layer corrections slightly improves
the error but does not change its order.
7. Conclusions
The main aim of this paper is to show how the application of classical techniques of
asymptotic analysis and, in particular, of the Chapman-Enskog procedure, can yield
the aggregation of variables in a more systematic way and deliver a simpler approxima-
tion formula than the ad hoc method of [2]. It may seem strange that the constructed
elaborate hierarchy of layers is only used in intermediate steps of the analysis but,
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Figure 3. The L1(R+, RN ) errors before (left) and after (right)
layer corrections: bulk only (circles), bulk and initial layer (5-point
stars), bulk, initial and boundary layers (triangles) and bulk, initial,
boundary and corner layers (6-point stars),  = 10−3
apart from the initial layer, does not appear in the final approximation. In our opinion
this is one of the advantages of the method which, while providing all potentially
significant terms of the expansion, allows for discarding all these which are not abso-
lutely necessary. In our case the absence of the boundary and the corner layers in the
final approximation is due to the choice of the state space L1(R+, RN ). The norm of
L1(R+, RN ) averages the terms of layers which decay exponentially fast in a/ and
thus makes them negligible. Clearly, as can be seen from the numerical experiments,
these terms would be essential to get a uniform approximation if the L∞(R+, RN )
norm was used. On the other hand, there are approximation techniques which use an
integral norm also with respect to t . In such a case the initial layer becomes negligible
as well, see e.g. [14]. We also note that the boundary layer becomes important in the
diffusion approximation of the stationary transport equation, see e.g. [10, Chap. XXI].
Finally we note that we have considered the simplest model the relevance of which
in realistic population theory is limited. Various generalizations are possible. For
instance, staying within linear models one can consider reducible transition matrices
which aggregation of which results in coupled McKendrick models of lower dimen-
sion. On the other hand, age structured epidemiological models offer examples of (1.1)
type models in which the coupling is provided by nonlinear ML matrices, see [12].
Such models are subject of current research and we believe that this paper provides a
solid foundation for their analysis.
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