Abstract -We study the critical behavior near the integer quantum Hall plateau transition by focusing on the multifractal (MF) exponents Xq describing the scaling of the disorder-average moments of the point contact conductance T between two points of the sample, within the ChalkerCoddington network model. Past analytical work has related the exponents Xq to the MF exponents ∆q of the local density of states (LDOS). To verify this relation, we numerically determine the exponents Xq with high accuracy. We thereby provide, at the same time, independent numerical results for the MF exponents ∆q for the LDOS. The presence of subleading corrections to scaling makes such determination directly from scaling of the moments of T virtually impossible. We overcome this difficulty by using two recent advances. First, we construct pure scaling operators for the moments of T which have precisely the same leading scaling behavior, but no subleading contributions. Secondly, we take into account corrections to scaling from irrelevant (in the renormalization group sense) scaling fields by employing a numerical technique ("stability map") recently developed by us. We thereby numerically confirm the relation between the two sets of exponents, Xq (point contact conductances) and ∆q (LDOS), and also determine the leading irrelevant (corrections to scaling) exponent y as well as other subleading exponents. Our results suggest a way to access multifractality in an experimental setting.
The integer quantum Hall (IQH) effect has been an exciting area of research in condensed matter physics for three decades [1, 2] . Recently, renewed interest put the IQH plateau transition, an Anderson (de-)localization transition driven by disorder [3] , in the focus of intense experimental [4] [5] [6] [7] [8] [9] and theoretical research [10] [11] [12] [13] [14] [15] [16] [17] [18] . Of particular interest is the scaling of transport and other properties at the transition, including the scaling of moments of the local density of states (LDOS) ρ(r).
So far, there is no widely accepted analytical theory of the critical phenomena near the transition 1 . Meanwhile, numerical simulations have revealed rich critical behavior of the LDOS that exhibit multifractality in the form of an 1 But see Ref. [17] for recent developments.
infinite set of exponents (see [3, 19] for a recent review) that describe the scaling of the moments ρ q (r) ∼ L −∆q with the system size L [20] [21] [22] . Unfortunately, the probability distribution for the LDOS, and hence ∆ q , are difficult to access experimentally, but there are notable attempts in this direction [23, 24] . Transport measurements are typically easier to perform, and this makes understanding relations between multifractality of the critical LDOS and conductances quite important.
In Refs. [25] and [26] the authors have introduced the notion of the point contact conductance (PCC) T (r 1 , r 2 ) between two points r 1 and r 2 of the sample, and considered the scaling of its moments at criticality (we will use the short-hand notations T ≡ T (r 1 , r 2 ) and r ≡ |r 1 in the following), described by
The following relation between the transport exponents X q and the LDOS exponents ∆ q was derived [25] [26] [27] :
X q = 2∆ q , for q < 1/2, 2∆ 1/2 , for q ≥ 1/2.
While this relation was derived using the ChalkerCoddington (CC) network model [28] for the IQH transition, it connects two sets of universal critical exponents, and as such is expected to be generally valid, independent of the microscopic model. In fact, it is believed that similar relations hold for Anderson transitions in all symmetry classes [3, 29] .
In this Letter, we subject eq. (2) to a sensitive test by determining numerically the transport exponents X q and then comparing them with earlier numerics for ∆ q obtained from the scaling behavior of the LDOS (or wavefunction) moments [12, 13] . For the high-precision comparison that we are aiming at, a careful treatment of subleading power-laws is required. As recent work [14, 16, 18] demonstrates, the IQH transition poses a particular challenge in this respect. It is well known [3] that corrections to scaling decay near the IQH fixed point with an irrelevant exponent, |y|, that is certainly smaller than one, probably smaller than 0.5. This unusually small value requires us to keep several terms in power series expansions off scaling functions, see below. Therefore, the IQH fixed point is much more difficult to access than the threedimensional Anderson transition where much larger values (|y| ≈ 1.5 [30] and |y| ≈ 3.3 [31] ) were reported in the orthogonal class. Even though subleading terms do not influence the true asymptotic scaling behavior they are still important in practice, in particular because they determine the size of the critical region.
We remind the reader that two types of corrections to scaling generally exist. First, a particular physical observable may be a combination of several pure scaling operators. It is know, for example, that T q is not a pure scaling operator [25] , while ρ q (r) is [29, 32] . Thus, eq. (1) should be understood as characterizing the leading long-distance behavior of the observable T q , subject to subleading corrections from the admixture of other pure scaling operators, characterized by certain subleading scaling dimensions γ q . Secondly, even correlation functions of pure scaling operators exhibit what is called irrelevant corrections to scaling due to the fact that they are calculated using a critical Hamiltonian different from the fixed point Hamiltonian. Deviations from the fixed point are controlled by irrelevant exponents 2 y i < 0 which are the same for all scaling operators. The second goal of the paper is to determine the leading irrelevant (i.e. least irrelevant) exponent y (which should be independent of q) as well as the scaling dimensions γ q of the above mentioned subleading operators.
Keeping these goals in mind, we write the scaling function for moments of the PCC as 
Here in addition to the leading scaling operator characterized by the scaling dimension X q we have retained only one subleading operator characterized by the scaling dimension γ q > X q , and in both contributions we have retained only one irrelevant, i.e. the leading corrections to scaling exponent y. We have also truncated the expansions of the scaling function in powers of r y at orders N p and N s for the two scaling operators, for the purpose of the numerical analysis below 3 . Because of the presence of the subleading scaling dimension γ q in eq. (3), it is difficult to get an accurate estimate of the leading scaling dimension X q from fitting numerical data for the moments T q to eq. (3). To circumvent this difficulty, we will consider p q (T ) ≡ P −q (2/T − 1), where P q (x) is the associated Legendre function of the first kind [33] . As explained below, this quantity has the following properties: (i) its leading scaling behavior is the same as that of T q for q ≤ 1/2, and (ii) it is a pure scaling operator.
Property (i) follows if we consider long distances r, where T 1. Then x ≡ 2/T − 1 1, and we can use the standard asymptotics
Property (ii) can be derived as follows. In Ref. [26] the following formula was derived within the CC model:
Here ρ i ≡ ρ(r i ) is the LDOS at point r i , ν is the mean level density, and f (z) is an arbitrary function. If we choose f (z) = z −q [27] , the integral on the right-hand side of eq. (5) becomes (6) 3 More generally, T q should include several irrelevant exponents, y 1 , y 2 , · · · , and contributions from more subleading scaling operators characterized by exponents γ (1) q , γ (2) q , · · · , and these contributions should not be truncated. 4 See sect. 14.8 (iii) in Ref. [33] . For q = 1/2 there is an extra logarithmic correction: 5 See eq. (14.12.7) in Ref. [33] .
p-2 where the last equality is a symmetry property of P q . Thus, we obtain the following relation:
The left-hand side of this relation is a correlation function of pure scaling operators [32] with dimensions ∆ q = ∆ 1−q [34] , which demonstrates the point (ii) above. The arguments above allow us to write
In contrast to eq. (2),X q should be equal to 2∆ q for any q. Also, unlike in eq. (3), there are no admixtures of subleading scaling operators in eq. (8), which makes fitting numerical data to eq. (8) much better controlled. This allows us to extract reasonable numerical estimates of exponentsX q . However, the numerical values ofX q obtained in this way turn out to be not precise enough for a high accuracy test of eq. (9) . The limitations are set by statistical noise in the raw data, which is of the order of 0.1% of the relative standard error. Also, the range of available distances (r = 3-59 lattice constants) is not sufficient to separate the different power-law contributions in eq. (8) from each other. Going one step further, we solve this problem by employing conformal invariance. By using a logarithmic function we conformally map the 2D plane to a cylinder with circumference M [35] [36] [37] [38] . In this quasi-one dimensional (Q1D) geometry the distance between point contacts along the cylinder is denoted as L. For L M , the PCC T in the Q1D geometry should have the same scaling properties as the two-terminal conductance g of the cylinder of length L. Therefore, we compute numerically moments of g and fit them to the following scaling function [35, 38] , to be contrasted with eq. (3):
(Primed exponents from the Q1D geometry and unprimed exponents from the 2D geometry are the same, in principle. We distinguish them nevertheless, in order to emphasize that the numerical estimates that are obtained in practice for primed exponents are significantly more reliable.) Notice, that in the Q1D geometry the irrelevant terms appear as corrections to the exponents X q and γ q [35, 39, 40] . (This is obtained by the conformal perturbation theory directly in quasi-1D geometry, see, e.g., Refs. [41, 42] .) This fact, together with the relative exponential suppression of the subleading term (due to γ q > X q ) leads us to a way to reliably extract numerical values of all exponents. This method is especially effective in cases where the subleading (γ q ) and irrelevant (y) exponents happen to be numerically close, so that their contributions tend to mask each other. We can combine the mapping to the Q1D geometry with the use of Legendre functions, and we will demonstrate below that this leads to the best accuracy. However, for two terminal conductances in Q1D geometry, eq. (5) is, strictly speaking, not applicable. Thus, we do not expect p q (g) to be a pure scaling operator. Consequently, we use the following scaling function for this quantity
which allows for an admixture of a subleading scaling operator. We obtain the leading, subleading, and irrelevant exponents by numerically fitting raw data for conductances to the scaling functions (3), (8) , (10) , and (11) . The quality of fitting for each data set is evaluated in a standard way by employing the chi-square and goodness of fitting. The fitting is difficult for two reasons. First, as already mentioned, corrections to scaling decay slowly near the IQH fixed point. In general, several subleading terms need to be included in order to obtain a consistent result. Consequently, up to ten fitting parameters need to be included. With so many parameters, the cost function has several local minima even though the statistical uncertainty in our raw data is below 0.02% for conductances in Q1D. In order to find the optimal fit we have proposed in an earlier work to employ a "stability map" that we use also here [18] . The statistical errors that we use result from the χ 2 -analysis at the optimal point. Second, results of our fitting depend on the choice of the window of the distance between contacts or the system size (e.g. insets fig.  2 ). This reflects a residual dependence on higher order terms in the power expansion eq. (8) that we disregard in our fitting to limit the number of free parameters, and leads to the second type of numerical uncertainty of our estimates. In order to account for this situation, we introduce "practical error bars". They constitute the sum of both mentioned uncertainties and thus are expected to give a conservative upper bound of the true errors.
Only upon combining all four essential steps-the use of the Legendre functions, the mapping to the Q1D-geometry, the stability map, and the practical error barsare we able to achieve the numerical accuracy necessary to finally confirm the relation (9) .
Before presenting our numerical results, we make one more comment. Whenever moments of a random quantity exhibit multifractal scaling characterized by exponents X q , the Legendre transform F (a) = aq − X q , a = dX q /dq, is related to the probability distribution of this quantity [25, 35] . Indeed, if we assume the following form for the distribution of a PCC T : Prob(T = r −a )dT ∼ r F (a) da and ignore correction terms, then the moments of T will p-3 q is seen to deviate from the simple power law (1) suggesting the presence of subleading corrections that require us to use eqs. (3) and (8) to fit numerical data for relatively short distances r. At longer distances corrections in powers of r/L obscure the L → ∞ asymptotics. As q increases, the difference in the slopes of T q and pq(T ) also increases, leading to a difference in the exponents Xq andXq.
scale for large r as T q ∼ da r F (a)−aq ∼ r −Xq . Thus, for the probability distribution function of ln T we can write
where N is a normalization constant. Analogously, the LDOS exponents ∆ q lead (in 2D) to the so-called singularity spectrum [3] f (α) = (α − 2)q − ∆ q + 2, where α − 2 = d∆ q /dq. The relation (9) leads to
which can be used in eq. (12) . In the same way, eq. (10) for the two-terminal conductance in Q1D leads to the following probability distribution for ln g:
In practice, the normalization constant N Q1D is determined from the peak of P Q1D (ln g, L/M ):
where ln g typ is the typical value of ln g, since eq. (13) gives
, where a typ = −M ln g typ /πL is related to α 0 from eq. (13), which gives a maximum of
Numerical analysis in 2D. -The PCC is computed numerically using the procedure described in Refs. [25, 26] . For a given sample of linear size L, this requires a solution of a linear system of equations of dimension ∼ L 2 for each position of the two point contacts. In this work we investigate square systems with periodic boundary conditions in both directions, and place the two point contacts on the same horizontal row of links. Other boundary conditions will be treated elsewhere [43] . In our simulations L = 480 and we average over 10
5 samples. Figure 1 shows the moments T q and p q (T ) for the torus geometry. When one contact moves along a row, T (r) is periodic in r with the period L. Hence, in this case the expansion (3) applies only at short distances where corrections of order r/L can be neglected. By comparing T (r) traces for different L-values we found that a sufficient condition is r/L 0.1 [44] . Due to this limitation the window of r values where we can hope to study the true asymptotic behavior is narrow, r 41 − 57 for the system sizes available to us. Under these conditions a reliable fit to eqs. (3) and (8) is very difficult and can be achieved only using the stability map [44] .
Results of this extensive analysis are displayed in fig.  2 (a). It offers a comparison of the exponents X q andX q (both divided by 2q(1 − q)) as obtained from fits of T q and p q (T ) to eqs. (3) and (8), as well as the LDOS exponents ∆ q (divided by q(1 − q)). All leading exponents are shown with practical error bars. The fitting p q (T ) to eq. (8) is straightforward, and we obtain results that are consistent with eq. (9), albeit with rather large error bars. By contrast, subleading terms in T q interfere strongly in the vicinity of q = 1/2, and a controlled fit to eq. (3) is not possible with our data [44] .
Numerical analysis in Q1D. -Practical error bars can be reduced by an order of magnitude for exponents obtained in the long cylinder (Q1D) geometry, where the scaling of the moments T q and g q should be identical in the limit L M . The conductance g in Q1D is obtained by the transfer matrix method [45] . The width M is varied between 32 and 512. The range of L used for the fitting is 2M to 10M . The number of samples for each M is 10 6 . The leading, subleading, and irrelevant exponents are all extracted from fits to eqs. (10) and (11) [44] .
In fig. 2 (b) we show the exponents X q andX q describing the scaling of g q and p q (g) . As expected, the error bars ofX q are dramatically smaller than those ofX q in 2D, which makes a meaningful comparison with ∆ q possible. We thus obtain the first important numerical result of this work: exponentsX q /2 and ∆ q agree with accuracy better than 2% in the range 0 < q < 1. This confirms the exponent relation (9) . We interpret the small deviations visible outside the range 0 < q < 1 as remnants of higher order corrections in eq. (8) not used in the fitting. As in 2D, errors in X q are much larger, the fitting remains uncontrolled near q = 1/2, and the validity of eq. (2) cannot be established from our data.
Next, we show two plots that highlight an essential difference between the two types of subleading corrections. fig. 3(a) shows results for |y | and |ȳ | from fitting g q and p q (g) to eqs. (10) and (11) . We see that |ȳ | is essentially q-independent in the range 0 < q < 1 where we trust our numerical method. This is what one expects from the (11), both with Np = 2, Ns = 1, see footnote 7 . We also show the LDOS exponents ∆q from Ref. [13] . All exponents are divided by 2q(1 − q), and, except for ∆q, are shown with the practical error bars, see the main text and [44] . Note that the relative errors of the exponentsX q for 0 < q < 1 are less than 2%. Inset in (a):Xq calculated from data sets with different maximum distances rmax; rmax=41 (•), 49 ( ), and 57 ( ). Minimum distance is fixed: rmin=3. Inset in (b):X q calculated from data sets with different maximum width Mmax; Mmax = 192 (•), 256 ( ), 384 ( ), and 512 ( ). Minimum width Mtext=32. Error bars represent standard (one-sigma) errors from χ 2 -fitting analysis.
definition of y as a property of the RG fixed point, and not of a particular observable. On the other hand, the subleading exponents γ q are expected to depend on q in a way that is qualitatively similar to the leading ones X q . Indeed, this is what is seen in fig. 3 (b) where we show an entire spectrum of the subleading exponentsγ q for the IQH.
Finally, we establish the validity of eqs. (13) and (14) . Figure 4 shows the probability distribution functions for the random variable ln g on the Q1D cylinder with different aspect ratios L/M = 5, 10. The solid curves represent P Q1D (ln g) computed from eqs. (13) and (14) by using N Q1D specified in eq. (15) and the singularity spectrum f (α) as inputs. Here f (α) is calculated from the LDOS exponents ∆ q from Ref. [12] . We see a very reasonable (10) and (11) . The large scatter in |y | reflects, once again, the difficulty to separate subleading exponents of the two kinds. The fact that |ȳ | is largely independent of q in the range 0 < q < 1 can be viewed as evidence for the quality of the fit. Moreover, the value |ȳ | ≈ 0.6 ± 0.2 is consistent with earlier estimates, |y| 0.4 [18] . (b) Subleading exponentγ q from the scaling analysis of pq(g) and comparison withX q (Data given with practical error bars.) agreement between the curves and the symbols.
Remark on experiments. -We need not vary the system size but need only the fixed aspect ratio L/M to obtain the solid curves in fig. 4 . In experiments it is not easy to change geometric quantities like L, M or r, used in equations above. At the same time, disorder realizations can presumably be changed, for example, by varying a gate voltage. By sweeping different disorder realizations, one can experimentally access the distribution function of, say, the two-terminal conductance in Q1D, P(ln g, L/M ), in a fixed geometry. By applying eqs. (13) and (14) to P(ln g, L/M ) inversely as we demonstrated above, this gives another way to access multifractality.
Conclusions. -In this Letter, we have numerically established relations between spectra of scaling exponents for disorder average moments of PCC and of the LDOS. These results were achieved by a careful finite-size scaling analysis accounting for subleading and irrelevant correc- (14) with the input of f (α) obtained from the LDOS exponents ∆q from Ref. [12] .
tions, and augmented by the use of the Legendre functions as well as of the stability map. * * * FE thanks the IAS at the Hebrew University of Jerusalem for its kind hospitality while this work was finished. HO thanks A. Furusaki for helpful discussions about conformal mapping. We also thank I. Kondov for computational support. Numerical simulations were performed using the resources provided by PADS at the University of Chicago (NSF grant OCI-0821678) and the 
Supplemental material for "Statistics of Conductances and Subleading Corrections to Scaling near the Integer Quantum Hall Plateau Transition"
In this supplemental material we present details of the numerical simulation for the two-terminal conductance in Q1D and the point contact conductance in 2D.
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Two-terminal conductance in Q1D. -
Scaling analysis for two-terminal conductances in Q1D.
As we discuss in the main text of our paper, in the quasione dimensional (Q1D) system of length L and width M the scaling function for the q-th moment of the twoterminal conductance g, is approximated as
where all the parameters can be used in the fitting procedure. Similarly, for the quantity p q (g) = P −q (2/g − 1) which involves the Legendre function P −q (x), the corresponding scaling function is approximated by
The coefficients c q , d q ,c q , andd q exhibit a weak dependence on the system width M [S5], and we take this fact into account by keeping terms in the Taylor expansion of these coefficients in 1/M up to the first order:
In our numerical simulations, we calculated twoterminal conductances in Q1D systems of widths M = 32, 48, 64, 96, 128, 192, 256, 384, 512 and maximum length L max = 10M . The number of samples for each M is 10 6 . We obtain the fitting parameters from the scaling function (S1)-(S3) by varying M and L. We prepare four data sets with the same minimum width M min = 32, but different maximum widths; M max = 192, 256, 384, 512. Since the nonlinear fitting to the functions (S1)-(S3) strongly depends on the initial values of the fitting parameters, we quantify the goodness of fitting by calculating the χ 2 value for each fitting trial. We had more than 1000 fitting trials for each input data set starting with different initial fitting parameters chosen at random, and found the most reliable fitting which gives the minimum χ 2 . This complicated analysis is clearly displayed by using the so-called "stability map" [S6] .
The most reliable fitting was obtained when we chose N p = 2 and N s = 1 in Eqs. (S1) and (S2) . The details of the most reliable fitting with different M max for g q and p q (g) are summarized in Tables S1-S4 We also remark that when fitting data for g q , the χ 2 as a function γ q possesses two local minima, with close values of χ 2 , when q < 0.5. One minimum is located at larger γ q , where most of the fitting results lie (a dense cloud of points). The other minimum at smaller γ q is comprised of a smaller number of points, see Figs. S1 -S4. This makes the reliable determination of γ q difficult. In contrast, for p q (g) , the χ 2 clearly shows a well defined global minimum as a function ofγ q , as shown in Figs. S6-S9. Since the larger γ q is close toγ q , we believe that the larger γ q might be closer to the correct results. However, a further careful analysis is needed to firmly establish this.
Practical error bars. The q dependence of the numerically obtained exponents X q , y , and γ q is shown in Fig.  S5 . Fig. S10 shows the q dependence of the exponentsX q , y , andγ q . Both figures show that the exponents obtained from different data sets do not agree with each other even when the error bars (estimated from the error-propagation theory, thin lines) are taken into account. We believe that the insufficient truncations for the irrelevant exponent y and the subleading scaling dimension γ q of the scaling functions give rise to this inconsistency, while increasing the truncation orders is impossible with our numerical accuracy. Therefore, as a conservative upper bound for the errors, we introduce the "practical error bars" that represent the union of all "statistical error bars" obtained from the different data sets, as shown by the thick red lines in Figs. S5 and S10. The red cross symbol represents the average of the mean values obtained from all data sets. p-9 Table S1 : The details of the most reliable fitting by the scaling analysis for the qth moment of Q1D with the minimum width Mmin = 32 and the maximum width Mmax = 192. The aspect ratio is varied from L/M = 4 to 10 and the number of total data point N is 376. The scaling function in Eq. (S1) with Np = 2 and Ns = 1 is employed. χ , and the goodness of fit, respectively. In the table, the value with ± means the error bar for its above value. Table S2 : The details of the most reliable fitting by the scaling analysis for the qth moment of Q1D two-terminal conductances, g , and the goodness of fit, respectively. In the table, the value with ± means the error bar for its above value. Table S3 : The details of the most reliable fitting by the scaling analysis for the qth moment of Q1D two-terminal conductances, g , and the goodness of fit, respectively. In the table, the value with ± means the error bar for its above value. Table S4 : The details of the most reliable fitting by the scaling analysis for the qth moment of Q1D two-terminal conductances, g , and the goodness of fit, respectively. In the table, the value with ± means the error bar for its above value. p-13 Table S5 : The details of the most reliable fitting by the scaling analysis for the Legendre function as a function of Q1D two-terminal conductances, pq(g) , with the minimum width Mmin = 32 and the maximum width Mmax = 192. The aspect ratio is varied from L/M = 2 to 10 and the number of total data points N is 420 except at q = 0.5. At q = 0.5, the maximum aspect ratio is limited to 8 due to our numerical accuracy and the number of total data points N is 324. The scaling function in Eq. (S2) with Np = 2 and Ns = 1 is employed. χ , and the goodness of fit, respectively. In the table, the value with ± means the error bar for its above value. Note that the Legendre function satisfies pq(x) = p1−q(x). Table S6 : The details of the most reliable fitting by the scaling analysis for the Legendre function as a function of Q1D two-terminal conductances, pq(g) , with the minimum width Mmin = 32 and the maximum width Mmax = 256. The aspect ratio is varied from L/M = 2 to 10 and the number of total data points N is 651 except at q = 0.5. At q = 0.5, the maximum aspect ratio is limited to 8 due to our numerical accuracy and the number of total data points N is 501. The scaling function in Eq. (S2) with Np = 2 and Ns = 1 is employed. χ , and the goodness of fit, respectively. In the table, the value with ± means the error bar for its above value. Note that the Legendre function satisfies pq(x) = p1−q(x).
qX qc qγ qd q |ȳ |c p-15 Table S7 : The details of the most reliable fitting by the scaling analysis for the Legendre function as a function of Q1D two-terminal conductances, pq(g) , with the minimum width Mmin = 32 and the maximum width Mmax = 384. The aspect ratio is varied from L/M = 2 to 10 and the number of total data points N is 997 except at q = 0.5. At q = 0.5, the maximum aspect ratio is limited to 8 due to our numerical accuracy and the number of total data points N is 784. The scaling function in Eq. (S2) with Np = 2 and Ns = 1 is employed. χ , and the goodness of fit, respectively. In the table, the value with ± means the error bar for its above value. Note that the Legendre function satisfies pq(x) = p1−q(x).
qX qc qγ qd q |ȳ |c Table S8 : The details of the most reliable fitting by the scaling analysis for the Legendre function as a function of Q1D two-terminal conductances, pq(g) , with the minimum width Mmin = 32 and the maximum width Mmax = 512. The aspect ratio is varied from L/M = 2 to 10 and the number of total data points N is 1458 except at q = 0.5. At q = 0.5, the maximum aspect ratio is limited to 8 due to our numerical accuracy and the number of total data points N is 1164. The scaling function in Eq. (S2) with Np = 2 and Ns = 1 is employed. χ , and the goodness of fit, respectively. In the table, the value with ± means the error bar for its above value. Note that the Legendre function satisfies pq(x) = p1−q(x). p-17 Table. S1.
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Subleading Corrections to Scaling near the Integer Quantum Hall Transition 
Fig. S10: q dependence of (a)X q , (b)ȳ , and (c)γ q from pq(g) . The thin and thick lines represent the error bars estimated from the error-propagation theory and the practical error bars, respectively.
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Point-contact conductance in 2D. -
Boundary condition effects.
At an Anderson transition in two dimensions (2D), the q-th moment of the two point-contact conductance (PCC) between two points separated by distance r in the plane is expected to behave as T (r) q ∝ r −Xq , plus power-law corrections due to irrelevant exponents and subleading scaling dimensions. However, since we calculate the PCC in a system with periodic boundary conditions (the geometry of a torus), and the expected simple power law cannot appear for large r. To avoid this effect caused by the periodic boundary conditions, we have focused on relatively short distances. To determine the appropriate range of r that we use in our scaling analysis, we compared the PCC for two different system sizes. Figure S11 shows the r dependence of the moments T q in 2D with the different system size; L = 480 (filled dots) and 1024 (open dots). Since T q for both systems [practically coincide for r < 57, we can safely use the numerical data for r < 57 in the fitting.
Scaling analysis for PCC in 2D. Since the T q is not a pure scaling operator, as we explained in the main paper, the appropriate scaling function in 2D is a combination of the leading power laws with exponent X q , and correction terms with the irrelevant exponent y and the subleading dimension γ q :
The use of the Legendre functions allows to omit the corrections with subleading scaling dimensions for the quantity p q (T ) ≡ P −q (2/T − 1):
We fit the numerical data in the range r < 57 (chosen as explained in the previous section) to these power laws to extract exponents and coefficients. Because of the difficulty of fitting the data to multiple power laws with limited data points, we can introduce only a single correction term to obtain the reliable fitting. Therefore, we truncate Eq. (S5) at N p = 1, and Eq. (S4) at N p = 1, d q = 0. This simplification makes the simultaneous determination of y and γ q in Eq. (S4) impossible.
The results of the fitting are given in Tables S9 and  S10 . We also show the corresponding stability maps [S6] in Figs. S12 and S13.
Finally, we estimate the practical error bars for X q and X q in the same way as in the Q1D case. These are shown in Fig. S14 . Table. S10.
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