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Abstract—Buffer aided relaying has recently attracted a lot
of attention due to the improvement in the system throughput.
However, a side effect usually deemed is that buffering at relay
nodes results in the increase in packet delays. In this paper, we
study the effect of buffering relays on the end-to-end delay of
users’ data, from the time they arrive at source until delivery to
the destination. We use simple discussions to provide an insight on
the overall waiting time of the packets in the system. By studying
the Bernoulli distributed channel conditions, and using intuitive
generalizations, we conclude that the use of buffers at relays
improves not only throughput, but ironically the end-to-end delay
as well. Computer simulations in the settings of practical systems
confirm the above results.
Index Terms—wireless relay networks; buffering capability;
throughput; delay.
I. INTRODUCTION
Wireless relays are promising solutions for enhancing the
capacity and coverage of cellular networks. Usually in the
literature in this area, it is assumed that the relaying is per-
formed in two consecutive subslots of a transmission interval;
i.e., in the first subslot, the base station (BS) transmits to the
relay and in the second one, the relay forwards the received
data to the mobile terminal. Recently it has been shown that
using the buffering technique at relays can improve the system
throughput [1]–[4]. This is achieved due to the fact that the
buffering capability allows the relay to store the packets when
the channel condition is bad and transmit when it is good.
The drawback for this capability is usually deemed to be the
increase in the packet delays due to queueing in the relay,
and the works in [1]–[4] have tried to investigate and discuss
the trade off between throughput and delay. This is however
based on the assumption of infinitely backlogged buffers in the
source (i.e., BS), and considers the queueing delay only in the
relay buffer without taking into account the queue dynamics
at the BS.
In this letter, we take into account the queue dynamics both
in the source and the relay and study the effect of buffering in
relay, on the end-to-end delay that data bits experience since
their arrival at the source until delivering to the user. For this,
we provide simple reasoning and discuss the cause of queue
formation in a simple queueing system, and based on that
investigate the delay performance in buffer aided relaying. We
conclude that the buffering relays in fact improve throughput
as well as the end-to-end delay, and using simulations, we
verify the discussed perspective. To the best of our knowledge,
this is the first work that discusses the effect of buffering relays
on the overall waiting time in a relaying network and provides
the above conclusion and insight.
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II. EFFECT OF BUFFER AIDED RELAYING ON THE
END-TO-END DELAY
In this section, first we study a simple queueing system,
and then based on that investigate the delay performance in a
three node relay network with simple data arrival and service
processes. Then we discuss general cases and present the
intuitions about the end-to-end delay performance.
A. Simple Queueing System
Consider a single buffer which is fed by a deterministic
data arrival process and served by a single server, as shown
in Figure 1. We assume that time is divided into slots with
equal lengths, which are indexed as t = 1, 2, .... The source
data size is N bits and starting from t = 1, one bit arrives in
the buffer. In particular, the first bit arrives at t = 1 and the
last one arrives at t = N . For simplicity, we assume that the
arrivals occur at the beginning of time slots. On the other hand,
the server can serve only one bit per slot, where the service
is in fact to deliver the data bits to the destination. If the
server is not busy when a bit arrives in the buffer, it will serve
the arrived bit; otherwise the arrived bit will be queued until
the server finishes its current service. Therefore, the overall
waiting time for each bit is composed of the waiting time in
the queue and the service time in the server.
We note that if the server is active in each of the time
slots t = 1, ..., N , each bit will be served immediately after
its arrival. In this case, there is no queue formed in the buffer
and consequently, each bit experiences an overall waiting time
equal to one time slot, which is due to the time spent in the
server. Accordingly, the data bits will arrive in the destination
at the beginning of time slots t = 2, ..., N+1. However, if the
server is inactive in the first time slot, the first bit has to wait
in the buffer until time slot 2, to be served. Then in time slot
2, when the second bit arrives, the server is busy with serving
the first bit. Therefore the second bit also experiences one slot
waiting in the queue and one slot in the server and similar
delays happen for all the following bits. In other words, the
delay in the starting time of the server causes the nonzero
queueing delay for the first bit, which is transferred to the
subsequent bits as well.
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Fig. 2. (a) Conventional relaying system (b) buffer aided relaying system (c) joint channel states
Based on the above, we note that if the server gets inactive
in time slot x ∈ {1, ..., N}, it adds one slot to the queueing
delay (and the overall waiting time) of every bit arrived in
slot x or afterward. In general, the packet arrived in time slot
i will experience a queueing delay of ni and will be delivered
at slot i+ni+1, where ni indicates the number of slots before
and including i, in which the server was inactive.
Considering the above discussions, it is clear that the cause
of queue formation in the studied system is the interruption in
the operation of the server, which is translated to the queueing
delays for the data bits.
B. Relaying System with Simple Data Arrival and Service
Time
Now consider a relaying network, with one source node, i.e.,
the BS, one relay node and one destination (or user) node,
where the relay works based on Decode and Forward (DF)
technique. It is assumed that there is no direct link between BS
and the user, and the transmissions are done only through the
relay. There is only one channel in the system, which can be
used for either transmissions from BS to relay or from relay to
user. Each time slot is divided into two subslots, where BS and
relay can transmit in the first and second subslot, respectively.
We use s1 and s2 to indicate the BS channel condition (for the
link between BS and relay) and relay channel condition (for
the link between relay and user), respectively. These variables
can either be “Good” or “Bad” , meaning respectively that it
is possible to transmit one or zero bit on the corresponding
channel. The probability of being “Good“ is respectively p1
and p2 for BS and relay channel. Figure 2(a) shows a system
model with conventional relaying, where the relay does not
have buffer and therefore it has to transmit its received data
immediately in the next subslot. The server 1 and server 2
indicate respectively the wireless channel from BS to relay and
from relay to user. On the other hand, Figure 2(b) indicates
a relaying network, where the relay is equipped with a buffer
which allows it to store the data bits and transmit whenever its
channel is good. In both of the figures, the rectangle enclosed
around the servers is to abstract the overall serving behavior of
the system from the time that BS starts to transmit data bits
until their delivery to the user. Note that the works in [1]–
[4], in fact study the delay by considering only the time a
packet spends inside this rectangle and do not take into account
the waiting time in the BS queue, which occurs before the
transmission from the BS to the relay.
In the following, we consider the data arrivals in the BS
buffer as the deterministic process, with N bits, mentioned in
the previous subsection. Taking into account the overall service
behavior of the systems, we discuss the overall waiting time
of data bits in both conventional and buffer aided relaying
systems. The overall waiting time is in fact the end-to-end
delay, from the time that a data bit arrives in the BS buffer
until it is delivered to the user.
Figure 2(c) shows the different states for the joint conditions
of BS and relay channels, in which G and B indicate “Good”
and “Bad” respectively. We note that the system with con-
ventional relaying serves the data bits only when s1s2 = GG,
and with the probability of pt = p1p2. In the other three cases,
i.e. when either or both of s1 and s2 are “Bad”, the data bits
remain in the BS buffer and are not transmitted. Therefore,
based on the discussions in the previous subsection, the overall
server in the system is inactive with probability
qnbt = P (GB)+P (BG)+P (BB) = 1− pt = 1− p1p2 (1)
where qnb
t
indicates the interruption probability for the overall
server, in the system without buffering in the relay. Consider-
ing this, in each time slot, the probability of “increase of one
slot” in the overall waiting time of data bits present in that
time slot or arrived after that, is qnbt = 1 − p1p2. Here, the
increase in the overall waiting time is due to the increase in
the BS queueing delay of those bits.
Now consider the system with buffering relay. We note that
if the channel conditions are as BB in time slot x, similar
to the system with conventional relaying, there will be an
increase of one slot in the overall waiting time of the packets
present in the time slot x or arriving afterward. However for
the channel conditions as GB and BG, the case is different.
In order to clearly investigate these states, first we consider
the following example:
• In time slot t = 1, the channel conditions are as GB.
Therefore, in the first subslot, the data bit 1 will be
transmitted from BS to relay; but due to the “Bad”
channel condition of relay, it will not be transmitted to
the user in the second subslot and will be stored in the
relay’s buffer.
• In time slot t = 2, the channel conditions are as BG.
Therefore, in the first subslot, there will not be any
transmission from BS to relay and the overall waiting
time of data bits 2, ..., N will be increased one slot.
However, due to good condition of relay channel, the
data bit 1 will be transmitted from relay’s buffer to the
user, in the second subslot.
In the above example, it is observed that the data bit 1 is served
by the relay in time slot t = 2 and therefore it is delivered to
the user at time slot t = 3. This has become possible due to
the queueing of that bit in the relay’s buffer. Note that with
conventional relaying, however, in the above example, the data
bit 1 would remain in the BS queue in both time slot t = 1 and
t = 2 and the overall waiting time would increase two slots for
3all the data bits. Based on the above discussion and considering
the nonzero probability of having channel conditions as GB
and BG in two consecutive time slots, it can be concluded
that qb
t
< qnb
t
, where qb
t
is the interruption probability for
the overall server in the system with buffering relay. In other
words, the buffering capability in relay improves the overall
waiting time for data bits. This is achieved due to the fact
that the queue size in the BS is reduced and the data bits
transferred to the relay buffer, enable the use of relay channel
efficiently.
C. General Relaying System
Now consider a general scenario, with general distributions
for data arrival and channel condition processes. We use rbr(t),
rru(t), rbu(t) to show respectively, the achievable transmission
rate at time slot t between BS and relay, relay and user and
BS and user. Without buffering, the BS needs to transmit to
the relay in the first subslot and then the relay has to forward
it immediately in the next subslot. We know that in this case,
the end to end achievable rate between BS and the user is
rbu(t) =
1
2
min{rbr(t), rru(t)}. Due to this, the transmission
in each slot, is limited by the link with the worst channel
condition in that time slot.
However when buffering is used at the relay, this limitation
is relaxed and therefore BS has the opportunity to transmit
continuously to the relay when the channel condition from BS
to relay is good. Then the relay can buffer them to transmit
when the channel from relay to user is good, and there is no
necessity for the immediate forwarding of the data.
We note that when buffering is employed in the relay, there
needs to be a scheduling policy, to decide in each subslot on
allocating the channel to BS or relay transmissions, such that
the queues in BS and relay remain stable i.e. their queue sizes
stay bounded. For this, the well-known Max-Weight (MW)
algorithm can be used, which has the largest stability region,
i.e., equal to the system capacity region [5].
Recall that the buffering improves the system through-
put [1]–[4]. Improvement in the throughput, is equivalent to
the improvement in the end-to-end service rate of the data
arrived in BS buffer. In other words, the increase in the system
throughput, means that more data is transferred from BS to the
user, or equivalently, the same data is transferred from BS to
the user, in a less time, and therefore the end-to-end delay is
reduced.
Based on the above discussion, we make the following
conclusion: Although buffer aided relaying results in queueing
delay on the data arrived in relay, it also facilitates data transfer
from BS to the user and leads to a large reduction in queueing
delay in BS; therefore the overall effect is the improvement
in the end-to-end delay. In summary, we state this as follows:
Proposition: Using buffer at relay, improves the system
throughput and therefore it reduces the end-to-end delay.
Remark: Note that the cost of these improvements is
the memory needed for buffering as well as the need for a
scheduling algorithm to keep the queues stable.
III. NUMERICAL RESULTS
To verify the presented discussion, we have conducted ex-
tensive Matlab simulations over 10000 time slots. Simulation
TABLE I
SIMULATION PARAMETERS
Parameter Name Setting
Cell Radius 1000m
Min UE-BS distance 50m
BS Antenna Height 15m
Relay Antenna Height 10m
User Antenna Height 1.5m
Relay Distance from BS 1/2 cell radius
Pathloss Model From [6]
Channel Bandwidth 180 KHz
Time Slot Duration 1ms
Noise Power Spectral Density -174dBm/Hz
Traffic Model Poisson
Packet Size 1Kb
parameters are selected according to table I. It is assumed
that the channel fading is flat over the system bandwidth and
constant during each time slot, but it can vary from one slot to
another. For the link between relay and user, Rayleigh channel
model is used and for the link from BS to relay, Rician channel
model with κ factor equal to 6 dB. In the case of conventional
relaying, BS transmission and relay transmission are done in
consecutive subslots. For buffer aided relaying, we have used
MW policy to decide about the scheduling of transmission in
each subslot, either from BS or relay buffer.
Figure 3 shows the BS and relay queue sizes over time,
and the cumulative distribution function (CDF) for end-to-end
packet delays, at the arrival rate of 50 packets/second. It is
observed that with buffer aided relaying, although data are
queued in RS, the BS queue size in each time slot is reduced
significantly. This results in lower end-to-end packet delays
in buffer aided relaying compared to conventional relaying, as
shown in Figure 3(c). In particular, in this scenario, the average
end-to-end packet delays are 12 ms and 38 ms, respectively
in buffer aided and conventional relaying.
Figure 4 displays the effect of increase in packet arrival
rate on the throughput and delay performances. It is observed
that up to the arrival rate of 60 packets/second, conventional
relaying is able to serve the arrived data and results in the
same amount of throughput for the user. However after that,
due to low capacity, it starts to get saturated which leads to
queue instability and large end-to-end delays for packets. In
contrast, buffer aided relaying is able to provide the throughput
equal to the data arrival rate, in all packet arrival rates, and
therefore leads to very low end-to-end packet delays.
In order to have a complete picture, we also present the
system performance at the arrival rate of 100 packets/second.
Figure 5 shows that in conventional relaying, the BS queue
grows unbounded; this is due to the low capacity of relaying
channel which is unable to serve all the arrived data. This
leads to large end-to-end packet delays as depicted in 5(c).
On the other hand, buffer aided relaying exploits the flexibility
brought by the buffer in relay and utilizes channel variations
efficiently. It transfers the data from BS buffer to relay buffer
and from relay buffer to user, when the corresponding channels
have good conditions, and therefore leads to low end-to-end
delays. In particular, in this scenario, the average end-to-end
packet delays are 22 ms and 1250 ms, respectively in buffer
aided and conventional relaying.
The above results confirm that using buffer at relay, im-
proves the throughput as well as the end-to-end delay in the
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Fig. 3. (a) BS queue size over time (b) relay queue size over time (c) CDF of end-to-end packet delays; at the arrival rate of 50 packets/slot.
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Fig. 5. (a) BS queue size over time (b) relay queue size over time (c) CDF of end-to-end packet delays; at the arrival rate of 100 packets/slot.
system.
IV. CONCLUSION
In this letter we have studied the effect of buffering at relay
on the end-to-end delay performance. Through the discussions
about the queueing delay, we have explained the cause of
delay in a simple queueing system. Based on that we have
investigated the overall queueing delay in conventional and
buffer aided relaying network and concluded that exploiting
buffer at relay improves the system end-to-end delay. Using
numerical results we have verified our discussions and shown
that using buffers at relay leads to higher system throughput
and lower end-to-end delay.
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