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Abstract
The condition equations are derived by the introduction of a system of equiv-
alent differential equations, avoiding the usual formalism with trees and ele-
mentary differentials.
Solutions to the condition equations are found by direct numerical optimiza-
tion, during which simplifying assumptions upon the Runge-Kutta coefficients
may or may not be used. Depending on the optimization criterion, different
types of optimal Runge-Kutta methods can be pursued. In the present article
the emphasis is on rounding minimization.
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1 Introduction
Deriving Runge-Kutta methods of high order is a heavy task. The standard way for
deriving them is based on expansion of the formal system of differential equations on
the one hand, and expansion of one Runge-Kutta step on the other hand, matching
equal powers of the stepsize. The expansion of the formal system of differential
equations leads to a complicated set of equations, involving all partial derivatives,
up to a certain order, of the right-hand members of the differential equations, which
process has been treated in literature in a systematic way by the introduction of trees
and elementary differentials [B63, HNW93]. One aim of the present work is to avoid
this formalism and to present a simpler way to arrive at the condition equations.
Although the process of deriving Runge-Kutta methods can be considered, more
or less, as being completed, it does not hurt to consider alternatives, which can
be instructive and interesting in itself. In addition, the proposed approach may be
of interest to those who work on other types of continuous problems such as delay
differential equations, integral equations and, possibly, partial differential equations.
The presentation of this approach, therefore, is also an aim of the present work.
The process for deriving Runge-Kutta methods, from literature, can be simplified,
indeed, by deriving a system of equivalent differential equations. Using formula
manipulation software (MAPLE) the condition equations for the coefficients of a
Runge-Kutta method then follow easily.
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Simplifying assumptions upon the coefficients are usually introduced for reducing
the complexity of solving the set of condition equations, and/or for generating a spe-
cific, desirable structure in the Runge-Kutta method. Examples are the methods of
Fehlberg, Verner and Dormand-Prince [HNW93]. In the present article solutions to
the condition equations are obtained by direct numerical optimization. Simplifying
assumptions will lighten this numerical process, but they are not really needed to
obtain a solution. The optimization criterion determines in what sense the result
will be optimal.
A further aim, therefore, is to find, by direct optimization, Runge-Kutta methods
with specific optimality properties, which are specified a priori. In the present work
the emphasis is on better rounding error behaviour. This has resulted in the gener-
ation of a 5th order Runge-Kutta method with embedded 4th order method, valid
for general systems of differential equations, using just a plain 2.3 GHz Personal
Computer. Also a number of solutions without embedding have been obtained, and
a method of order 6, though the latter only for a scalar autonomous differential
equation. For higher order methods for general systems of differential equations,
however, more, to much more, computing power is required because the numerical
optimization process requires much computing effort.
Concerning the point of deriving the order conditions, avoiding trees and elemen-
tary differentials, another alternative can be found in [A87]. Here RK-methods are
treated as composite linear multistep schemes and this article, therefore, contributes
to the efforts towards a unified treatment of numerical methods for solving ordinary
differential equations.
2 The condition equations.
Let be given the autonomous system of differential equations
dy1
dx
= f1(y1, y2)
dy2
dx
= f2(y1, y2),
(1)
where f = (f1, f2) is supposed to be sufficiently differentiable. We here consider a
system of two autonomous differential equations. This gives no loss of generality for
deriving Runge-Kutta methods up to a certain order which includes, anyway, the
fifth order. For higher order methods the necessity of extending the system (1) with
one or more equations should be considered.
2.1 Deriving the equations.
Introducing the notation x− x0 = X, yi − y0,i = Yi, i = 1, 2, the system (1) can be
rewritten as
dYi
dX
= Fi(Y1, Y2), i = 1, 2. (2)
2
Expanding formally around X = 0 we get
dYi
dX
= Ci00 + Ci10Y1 + Ci01Y2 + Ci20Y 21 + . . . , i = 1, 2. (3)
We use the system (3) as a model for the system (2), valid over the interval [0, h]
(equivalent differential equations), where h is a typical stepsize for numerical inte-
gration. The aim is to give the coefficients Cijk values such that, in the limit of
infinite series, the solution of (3) over the interval [0, h] would be formed exactly by
(collocation) polynomials of degree n,
Yi =
n∑
j=1
aijX
j, i = 1, 2, (4)
which are associated with the n-th order Runge-Kutta method.
Using a computer algebra package (MAPLE), it is straightforward to invert these
polynomials:
X =
N>n∑
j=1
cijY
j
i , i = 1 or 2, (5)
with
ci1 = 1/ai1
ci2 = −ai2/a3i1
ci3 = (2a
2
i2 − ai1ai3)/a5i1
ci4 = (5ai3ai1ai2 − 5a3i2 − a2i1ai4)/a7i1
ci5 = . . . etc.
Now
dYi
dX
=
n∑
j=1
jaijX
j−1, i = 1, 2. (6)
Defining
X = α
N∑
j=1
c1jY
j
1 + (1− α)
N∑
j=1
c2jY
j
2 , α ∈ IR, (7)
then, upon comparing (6) with (3), we find
Ci00 = ai1
Ci10 = 2αai2/a11
Ci01 = 2(1− α)ai2/a21
Ci20 = α(3αai3a11 − 2a12ai2)/a311
Ci11 = 6α(1− α)ai3/(a21a11)
Ci02 = (1− α)(3(1− α)ai3a21 − 2a22ai2)/a321
Ci30 = . . . etc.
(8)
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Remark. In the case of m equations (1) the definition of X should be
X =
m∑
i=1
αi
N∑
j=1
cijY
j
i , αi ∈ IR, with
∑
αi = 1. 
In the explicit method of Runge-Kutta for (2) we have
kij = Fi(h
j−1∑
`=1
Aj`k1`, h
j−1∑
`=1
Aj`k2`), (9)
with j = 2, . . . , s, ki1 = Fi(0, 0), and
Yi = h
s∑
j=1
bjkij, i = 1, 2, (10)
where s is the stage number and (Aij), (bi) are the Runge-Kutta coefficients.
Using the computer algebra package the expressions (10), with (9) inserted and
Fi replaced by the righthand member of (3) with coefficients (8), can be Taylor-
expanded in powers of h. Matching equal powers of h between these expressions
and (4) with X replaced by h, we get a system of condition equations:
Mb = g, (11)
where the matrix M depends on the coefficients Aij, and b = (b1, . . . , bs)
T .
We are also interested in an embedded method of order n − 1, useful for stepsize
control. The function evaluation for the last stage of the embedded method should
be the same as the one for the first stage of the n-th order method for the next step.
The reason for this choice is the saving, effectively, of one function evaluation per
step. The system of condition equations for the embedded method is written as
Mˆ bˆ = gˆ. (12)
The matrix Mˆ only contains rows that correspond with the Taylor expansions up
to and including hn−1, and bˆ is the vector (bˆ1, . . . , bˆs+1)T .
Let b be a solution to (11). Then
bˆ0 = (b
T 0)T . (13)
is a solution to (12). The matrix Mˆ has fewer rows than M , and it has (in this
case) one more column. For a true embedded method a solution different from (13)
is needed i.e., Mˆ should have rank deficiency.
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We illustrate the above process for fifth order integration. Then n = 5 in (4).
We take N = 6, and the stagenumber s = 6.
Introducing the notation
Cj =
j−1∑
i=1
Aji, j = 2, . . . , s, (14)
we find
Y1(h) = ha11
6∑
i=1
bi + 2h
2a12
6∑
i=2
biCi + . . .+O(h7) (15)
and similar for Y2(h). In this expansion of Yi(h) the general term, above the one of
order h, has the form
hp
∑
k
β
(p)
k (b2, . . . , b6, A21, . . . , A65)
∏n
j=2 a
rkj
1j
∏n
`=2 a
skj
2`
apk11a
qk
21
, pk, qk, rkj, skj ∈ N0, (16)
where β
(p)
k , pk, qk, rkj, skj depend on p and i. For the purpose of illustration we
write out the term for p = 3 in the expansion of Y1(h):
h3
(
a13
6∑
i=2
r
(1)
i bi + a
2
12
6∑
i=2
r
(2)
i bi + a12a22
6∑
i=2
r
(3)
i bi
)
,
where the r
(j)
i depend on the A`m and on p. We have put a11 = a21 = 1, which gives
no loss of generality. In the notation of (16) we thus have:
β
(3)
k =
6∑
i=2
r
(k)
i bi.
In the case of p = 4, in the expansion of Y1(h), the following combinations
∏
j a
rkj
1j
∏
` a
skj
2`
occur:
a14, a12a13, a12a23, a13a22, a
3
12, a
2
12a22, a12a
2
22.
The expansion (15) should match (4), with h as value of X, for all real values of
a1j and a2`, j = 2, . . . , n, ` = 2, . . . , n. Therefore the condition equations fol-
low by putting, for each hp, p = 2, . . . , 5, the β
(p)
k equal to 1 or 0, namely 1 if∏
j a
rkj
1j
∏
` a
skj
2` ≡ aip, i = 1, 2, and 0 otherwise. For each p, there is only one β(p)k in
Yi(h) that has to be put to 1, because aipX
p is the only term of order p in (4).
In the following we will fix C6 = 1. This is a usual choice for a Runge-Kutta method
with an embedded method.
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In the expansion of Yi(h), the coefficient of h
3 contains 3 terms
∏
a
rkj
1j
∏
a
skj
2` , that
of h4 contains 7 terms and that of h5 15 terms. So for Y1 and Y2 together we get 54
condition equations, of which many occur more than once.
By analysis of the matrix M we find that from the 6 equations corresponding to
the h3 part in the expansion of Y1 and Y2 only 2 are independent. In the h
4 part
only 4 are independent and in the h5 part only 9, the latter provided that α in (7)
is chosen 6= 1
2
, 0 or 1, so that from the total of 54 conditions only 17 independent
relations remain.
Such an independent set of condition equations out of the total system is obtained
by comparing all of them mutually. To start with, first all sets of two equations are
considered. This eliminates already a lot of equations. Of the remaining system, all
sets of three equations are tested, etc. This concludes with the testing of all sets of
five equations (in this case) from a, in the mean time, considerably reduced system
of equations. The remaining system is a system of independent equations sought
after. This process is suitable for automation.
Remark. For the choice α = 1
2
we get a system of 16 independent relations, which
corresponds with the situation of a scalar, non-autonomous differential equation.
Apparently, this is a consequence of the symmetry in the system for this choice of α.
The choices α = 0 and α = 1 correspond with the situation of a scalar, autonomous
differential equation.
In the case of m equations (1) the following inequalities seem to be safe:
αi 6= αj for i 6= j, αi 6= 0, 1, i, j = 1, . . . ,m.
2.2 Necessary and Sufficient Set of Condition Equations.
It is known that a Runge-Kutta method of order up to and including the 4th, derived
for a scalar, non-autonomous DE, is also a 4th-order method for a system of differ-
ential equations [Lam91]. This is not true for 5th and higher order methods. From
the analysis given above it appears that a Runge-Kutta method of order 5, derived
for a system of 2 autonomous DE’s (using α 6= 1
2
, 0, 1), is also a 5th order method
for a general system of DE’s. This is true because a set of 17 independent condition
equations is found which is known, from the classical approach to RK-methods, to
be the necessary and sufficient set for getting a general 5th order method. This is
confirmed within the present context by considering the matrix M corresponding
with a set of 3 equations (1), which does not lead to more condition equations.
3 Computing the Runge-Kutta coefficients.
The systems of condition equations are written as
Mb = g, (17)
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and
Mˆ bˆ = gˆ, (18)
respectively, where the vector b = (b1, . . . , b6)
T in the chosen case of fifth order
integration, and bˆ = (bˆ1, . . . , bˆ7)
T for the embedded process. M and Mˆ contain the
coefficients Aij.
We now define an optimization process:
Find coefficients (Aij) such that λ ‖Mb−g ‖2 +(1−λ) ‖ Mˆ bˆ− gˆ ‖2 is ”sufficiently
close to zero”.
Here b and bˆ are, at any stage of the optimization process, the least squares solutions
to (17) and (18), respectively, (and hence they are expressed in terms of the (Aij)),
and 0 < λ < 1 is a weight. The value of bˆ7 is chosen arbitrarily.
Since the optimization process is fully numerical, the result is obtained in the form
of approximating reals. Some authors prefer a representation in terms of exact
rationals. This is elegant indeed, but not essential because in any actual computation
these rationals are immediately transformed to approximating reals. Of even less
use is the translation of coefficients which were obtained as (finite precision) reals
into approximating rationals.
In general, the systems of condition equations have an infinit number of solutions.
Therefore we have the freedom, to some extent, to control the process such that
more desirable solutions arise. This is done (in the present context with emphasis
on rounding behaviour) by constraining during the optimization process (in partic-
ular in the beginning of the process), the coefficients (Aij) and the solution vectors
b and bˆ. Once a solution is found with sufficient accuracy, another solution bˆ to
(18) can be found by adding to this solution a vector from the null-space of Mˆ .
The numerical optimization process is a heavy one. Most processes, known from
non-linear programming, fail. The dimension of the search-space is at least 14 for
the more interesting cases, i.e. Runge-Kutta methods of order 5 (with 6 stages)
and higher. The search point seems to move in a highly capricious capillary in such
a relatively high-dimensional space. The only optimization process which led us,
ultimately, to a solution was a Nelder-Mead type process [NM65, Him72]. Conver-
gence is slow, therefore the most powerful computing equipment available is required
for the more interesting cases. Using a standard personal computer with 2.3 GHz
processor, we succeeded in getting a solution for the case mentioned above (order
5, with 6 stages and with an embedded process of order 4, for a general system of
differential equations) accurate to 24 digits. The control of the optimization process
was organized such that the components of b and bˆ, and the coefficients (Aij) are
in the interval [0, 1] or, otherwise, as near as possible to this interval.
As stated, the optimization process requires much effort. The process is slow when
directly programmed in Maple. Using C++ (17 digits), however, a speed-up with a
factor between 1000 and 2000 is obtained. This allows a computation to be done
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in a reasonable time. When desiring a more accurate result (e.g. in 24 digits, as in
the present article), the slowing down of the continuation of the computation must
be accepted. However, the process needs to be done only once to produce a desir-
able Runge-Kutta method, which method then can be used for ever. For reducing
the computational load it is possible to use a number of order conditions directly,
reducing the dimension of the numerical optimization process.
4 A fifth-order Runge-Kutta result
Along the lines described above a Runge-Kutta method of order 5 with embedded
method of order 4 was produced. The coefficients are presented in the following
scheme. Here A = (Aij), B = (b1, . . . , b6), Bˆ = (bˆ1, . . . , bˆ7), C = (C2, . . . , C6) (see
(14)).
A=
.431640153543048719350737
.188551176986297926262854 .896591744305331762762067e− 1
.503255902142494063580981e− 3 −.119204925488696149035214 .598261968538264961173768
.189568831422492970512298e− 2 −.229882350146823739236961 .452394244015435526465412
.515945284373741473367907
.121117719134265999207122 .763058361171497354225105 1.13064504544581253082070
−2.32906156594574255527119 1.31424044019416667101827
B=
.859783960204176731223368e− 1 0 .402152902447324468884692
.420653694005280192573430e− 1 .392299010658346166420869 .775043214733836723147596e− 1
Bˆ=
.106034418198119528960708 0 .296132684685064393708661
.193226349311008981102530 .306791031591887161875279 .878155162139199343528221e− 1
0.01
C=
.431640153543048719350737 .278210351416831102539061 .479560298951711306202135
.740352866556578190301481 1
Comparison with the fifth order method of Dormand-Prince shows that the coeffi-
cients of the present method are closer to the unit interval:
max(Aij) min(Aij) min(bi)
present method 1.31 -2.33 0
Dormand-Prince 9.8 -11.6 -0.32
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This means that we arrived at a better discrete condition number [DB02]. The
discrete condition κ∆ satisfies
κ∆ ≤ eγLT
in which ∆ represents the mesh on the interval [0, T ], γ ≥ 1, and L is the Lipschitz
constant of the associated initial value problem x′ = f(t,x):
‖ f(t,x)− f(t, x¯) ‖ ≤ L ‖ x− x¯ ‖, ∀(t,x), (t, x¯) in the relevant domains.
For the interval condition κ[0, T ] of the initial value problem holds
κ[0, T ] ≤ eLT ,
meaning that γ is a measure for the ”worsening” of the condition of the discrete
problem with respect to that of the continuous problem. For a given Runge-Kutta
method γ is a constant; it depends only on the coefficients (bi) and (Aij). For
computation of γ see [DB02]. For the 5th order Dormand-Prince method we find
γ = 5.74. The present 5th order method gives γ = 1.50. To establish the effect of
this, a number of test calculations were done for the gravitational two-body problem,
which show that the present method is more accurate in the situation where the local
truncation error comes close to the machine precision (smallest integration stepsize
which makes sense in relation to the wordlength of the machine), in spite of the
fact that the truncation error of the present method is about 2.7 times that of the
Do-Pr-method (the Do-Pr-method is ”error-tuned”).
In the next two figures the error in the radius vector after one revolution of the grav-
itating bodies, and the convergence of the truncation error ratio to the factor of 25,
respectively, are plotted. The ratio plot of the Do-Pr-method shows very capricious
behaviour for the larger stepsizes. (This suggests that, for larger stepsizes, the error
behaviour and step control of error-tuned methods might be rather unpredictable).
Figure 1: Error in radiusvector
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Figure 2: Order of convergence
In the next table the influence of the machine precision on the error in the radius
vector, for the problem of the gravitating bodies after 10 revolutions, is presented.
The truncation errors after one revolution are 0.49 10−14 and 0.19 10−14, respec-
tively, with 2560 steps per revolution, using 23 digits.
23 digits 15 digits 14 digits
present method 0.83-11 0.51-10 0.79-10
Dormand-Prince 0.28-11 0.40-10 1.58-10
Remarkably, employing compensated summation in the Do-Pr-method does not
change this picture so much.
Several other criteria for measuring the quality of a Runge-Kutta method are used
in literature. For a 5th order method with embedded 4th order method these read
[DB02]:
A6 =‖ e(6) ‖2= (
∑
β
| e(6)β |2)
1
2 ,
B5 =
‖ eˆ(6) ‖2
‖ eˆ(5) ‖2 , and
C5 =
‖ eˆ(6) − e(6) ‖2
‖ eˆ(5) ‖2 ,
which all should be as small as possible.
Referring to (16) we put
A6 = (
∑
k
| β(6)k |2)
1
2 ,
which is equivalent (but not identical) to the quantity A6 from [DB02]. Minimiz-
ing A6 (over all Runge-Kutta coefficients) means minimizing, on the average, the
truncation error of the 5th order method.
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We put
B5 =
(
∑
k | βˆ(6)k |2)
1
2
(
∑
k | βˆ(5)k |2)
1
2
and
C5 =
(
∑
k | βˆ(6)k − β(6)k |2)
1
2
(
∑
k | βˆ(5)k |2)
1
2
.
Smallness of B5 and C5 gives a more accurate local error estimate and a more reli-
able stepcontrol. Values of A6, B5 and C5 are collected in the following table:
A6 B5 C5
present method5(4) 0.118 9.1 4.5
Dormand-Prince5(4) 0.0131 6.7 7.3
Fehlberg5(4) 0.171 12.5 6.3
where for the computation of B5 and C5 the vector bˆ has been used as given in
the beginning of this section.
The vector bˆ has one degree of freedom: an arbitrary vector from the null-space of
Mˆ can be added to it. The difference bˆ− bˆ0 (see (13)) is such a vector. Therefore
we write
bˆ := bˆ0 + λ(bˆ− bˆ0), λ ∈ IR.
The value of λ influences the value of B5. For λ = −1.2 we find a minimum B5 = 2.5
for the present method. In the Do-Pr process a minimum B5 = 4.8 is attained for
λ = 0.1. The value of C5 is not sensitive to values of λ except in a narrow region
around λ = 0, where C5 becomes very big. A better vector bˆ, better in view of error
estimate and stepcontrol, therefore is:
Bˆ=
.619111694071754461162912e− 1 0 .529377163762036559095928
−.139327806492049134956882 .494908585538096971875577 .651308877847401578690846e− 1
−.12e− 1
The embedded method is such that the error estimator, and thus the stepcontrol, is
also suitable for special right sides f (quadrature problems).
Remark.
The Runge-Kutta result from this section is certainly not the ’final’ 5th order
method. With the obtained result, however, we have demonstrated that methods
can be derived in the presented alternative way, leading possibly to more favourable
methods.
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