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Abstract
The paper discusses the basic principles and
the architecture of the software toolkit for con-
structing knowledge-based systems which can
be used cooperatively over computer networks
and also embedded into larger software sys-
tems in different ways. Presented architec-
ture is based on frame knowledge represen-
tation and production rules, which also allows
to interface high-level programming languages
and relational databases by exposing corre-
sponding classes or database tables as frames.
Frames located on the remote computers can
also be transparently accessed and used in in-
ference, and the dynamic knowledge for spe-
cific frames can also be transferred over the
network. The issues of implementation of such
a system are addressed, which use Java pro-
gramming language, CORBA and XML for
external knowledge representation. Finally,
some applications of the toolkit are conside-
red, including e-business approach to know-
ledge sharing, intelligent web behaviours, etc.
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tributed Knowledge-based Systems, Frame
Knowledge Representation, Knowledge Sha-
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1 Introduction
Nowadays, the largest sector of information technology
is oriented towards networking environments. Since
people mostly work in groups, you will not see a stand-
alone computer in the enterprise nowadays: all soft-
ware systems that support collective work processes
naturally operate in computer networks.
Therefore, a special emphasis must be placed on
moving the traditional information technologies and
approaches towards networking model and open he-
terogeneous environments. While fundamental and
widely used areas like database and information sys-
tems design receive enough attention, the other areas
are less developed. One of such areas is the design
of knowledge-based systems and distributed ex-
pert systems, which is one of the approaches to sha-
ring and collectively using knowledge over computer
networks.
Another aspect important for knowledge-based sys-
tems is their integration with traditional information
systems. An expert system with it’s own interface de-
signed only for user interaction would not be useful in a
real-life situation, where most of the information must
come from the already existing database. Widely used
approach to develop knowledge-based system that will
be a part of a larger information system would be in
developing the whole system from scratch in a high-
level programming language, because traditional tools
like CLIPS do not provide effective means for their
integration into other software products.
Therefore it seems important to develop a software
toolkit for creation of knowledge-based systems which
are able to be integrated into larger information sys-
tems, and to interact with such different systems over
computer networks. In the previous paper presented
on CSIT’99 such an approach was discussed with re-
spect to production expert system shell with somehow
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simplified rule syntax and static knowledge represen-
tation in form of attribute-value pairs. In this paper
we apply the same approach in developing a toolkit for
creating more complex system based on frame know-
ledge representation with production rules.
2 Distributed and open knowledge-
based systems
2.1 Technologies for buiding distributed and
open software systems
In the field of modern information technology there is
large tendency towards more open software systems
and enterprise models for building large-scale soft-
ware products. Many underlying technologies for crea-
ting distributed systems has been developed, including
such standards as CORBA [8], Enterprise JavaBeans,
RMI [10], DCOM, etc., however, they are still to be
widely used in practical applications.
Most of the technologies follow the component
approach whereas the complex system can be built
from smaller functional blocks (components, CORBA
or COM/ActiveX objects, JavaBeans), which can in-
teroperate either on one computer or seamlessly over
the network. Thus the systems become more open, be-
cause different components can be combined provided
they follow the same interfaces, and it is also possible
to construct distributed systems, with components
running on different network nodes. Moreover, since
the components can be developed in different program-
ming languages and used on different platforms, it is
possible to construct complex heterogeneous environ-
ments.
In a way, Java technology is the most interesting
and advanced among the emerging technologies for the
enterprise. It supports CORBA — one of the ma-
jor standards in this area — as well as it’s own Jav-
aBeans component model and related RMI technology.
Java programming language and related technology is
highly standardized, and allows creating reusable and
cross-platform libraries and applications with less pro-
gramming effort. Dynamic nature of the language and
particularly Java Reflection API allow to create flexi-
ble and open applications even on a smaller scale with-
out using networking component models.
2.2 Approaches and tools for knowledge-
based systems
Let us briefly cover some of the software systems that
apply principles mentioned above to the knowledge-
based systems.
One of the earliest attempts is the system called
BOW [3], which is basically the expert system shell
designed as software library which can be called
from any other program to load the specified textual
knowledge-base in the form of production rules and
perform the reasoning using backward chaining. A
special module was also designed which allowed the
system to be used in the networking environment as
a reasoning server, with all calls to it seamlessly redi-
rected by the RPC protocol. In this way the knowle-
dgebase was located on the server where the reason-
ing process also took place, and only static knowledge
about the problem being solved was transferred over
the network.
The principle of distributing knowledge in produc-
tion knowledge-based system was further developed in
DIET toolkit [1], in which the component approach
was applied to separate different components of an ex-
pert system (inference engine, knowledgebase, static
and dynamic knowledge sources, etc.). Thus with this
system it was possible to build configurations where
either static or dynamic knowledge (or both) are trans-
ferred over the network in the internal representation.
CORBA was used as the basic component interaction
protocol, which made it possible to use the system as
a reasoning server and make calls to it from other soft-
ware information systems.
Another approach for embedding reasoning into
larger software systems used in the DIET toolkit was
high-level code generation from the knowledge-
base [2], in which the programming code in a high-
level programming language (Pascal, C, Java) is au-
tomatically generated from the knowledgebase. The
generated code consists of a set of recursive proce-
dures (one for each attribute used in the static know-
ledge representation), and, when executed, models the
backwards chaining reasoning with simple ”first-come”
conflict resolution strategy.
A good example of embeddable technology is
AMZI Prolog [5], which is a fully-functional Pro-
log system available as ActiveX component. It can
therefore be called from any other software system
which supports ActiveX to perform knowledge-based
tasks, which is a good solution for embedding logic
components into information systems. However, using
Prolog instead of some other knowledge-representation
scheme limits the possibility of creating distributed
systems which dynamically exchange knowledge be-
tween nodes, and also reduces the feasibility of deve-
loping knowledge-based systems by not computer ex-
perts.
Finally, it is worth to mention a project called JESS
[6], an expert system shell written in Java, which sup-
ports subset of CLIPS, a very widely known expert
system shell. Being distributed as a set of Java classes,
it can in principle be used as a part of larger system,
although it does not provide clear API to do so. It
is however ready to be used for remote consultation
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through the Internet in the form of a Java applet.
2.3 How it is related to Distributed Artificial
Intelligence
Nowadays the most popular approach to distributed
artificial intelligence (DAI) is the concept of in-
telligent agents, particularly mobile agents — the
complete atomic intelligent systems which are set to
accomplish a specific task by means of their internal in-
telligence. Such an agent is a knowledge-based system
in itself, but is typically capable of sharing external
static knowledge with other systems over the network,
and work cooperatively with other agents towards a
larger common goal.
While mobile agents typically transfer their code to
other network nodes to be executed there, the compo-
nent approaches presented above all imply that com-
ponents run on the fixed node and only exchanges in-
formation with other components. But components
are able to exchange both static and dynamic know-
ledge (i.e. share their reasoning logic with each other),
which agents normally do not (in agents the notion of
environment is clearly separated from internal reason-
ing mechanisms).
Agent and component approaches normally target
slightly different problems, and therefore we cannot
really talk about which one is beneficial. In the au-
thor’s opinion the component approach addresses the
real-life problem of using knowledge-based systems in
networking environments in a straight-forward manner
(which is a further development of traditional client-
server paradigm), while agent theory is better develo-
ped in theoretical terms and is targeted towards future
developments in theoretical and practical artificial in-
telligence.
3 Architecture of the Toolkit
In [1], the architecture of the toolkit for creating dis-
tributed knowledge-based systems was outlined. It
was based on somehow simplified knowledge represen-
tation in the form of production rules and attribute-
value pairs. Our further goal was to extend this ap-
proach for more complex frame-based knowledge
representation scheme, which would also allow for
more transparent integration of the intelligent compo-
nent with other models (mainly procedural and object-
oriented languages and relational databases).
3.1 Basic principles
The proposed system architecture is shown on Fig. 1.
It is structured as a set of Java classes, corresponding
API, and CORBA objects for accessing the system
remotely.
Figure 1: Architecture of the Toolkit
The heart of the system is the core Java class
library, which is responsible for the inference process
and the overall functioning of the system. Everything
above the core class library on Fig.1 shows how the
system obtains knowledge and data necessary for its
operation, everything below — how the library can
be interfaced and called from inside other applications
or interactively. The figure also shows that one in-
stance of the system can interface with another one
via CORBA interfaces to exchange knowledge.
3.2 Knowledge representation and inference
The system uses frame knowledge representation mo-
del and production rules for formulating dynamic
knowledge. The basic unit of knowledge is a frame,
which consists of a set of slots that can hold values.
The basic data types used are scalar, list, and re-
ference; scalar data type is further subdivided into
integer, boolean, and string. Richer set of data
types (including floating-point values, text objects
representing whole paragraphs of text of web pages,
etc.) can be considered for further development.
Each slot has a fixed associated data type, and may
also have default value, a set of constraints and
actions, which can be fired when a value is assigned
to the slot, or when the value of the slot is required.
Frames form the inheritance hierarchy, where
each frame can have no more then one parent. Mul-
tiple inheritance presently cannot be used, but is con-
sidered for further development. Inheritance is dy-
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namic, i.e. the parent of a frame can be determined
at run-time by either assignment to the parent slot
as a result of a rule execution, or by frame specifi-
cation, where the parent is determined based on slot
constraints in a certain subtree of inheritance hierar-
chy.
The knowledge for the actual knowledge-based sys-
tem is formulated in a high-level descriptive language
(which we call Frame Model Description Lan-
guage, or FMDL), which combines both static know-
ledge on problem domain (the frame hierarchy and slot
properties) and the dynamic knowledge in the form of
production rules. This language description is then
translated into a collection of Java objects represen-
ting frames (so-called Frame World), which can be
serialized and later easily loaded for the actual use.
Another way to store and use knowledge model is by
using specific XML [11] representation, which is also
directly understood by the core library. By using this
XML representation the model or a certain part of
the knowledgebase can be obtained from the remote
sources via HTTP protocol (eg. from the Internet
knowledge repositories, from knowledgebases embed-
ded in web pages, or from other intelligent systems
which support XML) and integrated into the frame
world with which the system operates. Using XML
from knowledge interchange has many advantages, one
of them is being able to transform different XML repre-
sentations from different systems via XSL and thus al-
lowing two systems with slightly different XML know-
ledge representations to interact.
All frames in the ”Frame World” are represented
by specific Java classes, descending from the abstract
Frame class. In this way it is possible to operate on
frames of different kinds, for example, located on dif-
ferent network nodes (see section 3.3 below) or repre-
senting Java class (section 3.4).
All production rules that come from either sources
are translated into slot actions which fire when the va-
lue of the slot is needed for inference (rules for back-
wards inference), or when the slot value is changed
(rules for forward inference). All expressions that are
part of rules (arithmetic, logical, etc.) are stored as
their tree representations. Some other actions (besides
rules) can be assigned to slots as well, specified, for
example, as external Java functions or CORBA calls.
This is one simple way to extend the pure knowledge-
based inference model with procedural functions. An-
other commonly used action would be questioning the
user about the value of the specific slot.
When the value of a slot is to be determined, all
actions specific to this slot are considered in the conf-
lict resolution process, which is determined by the
specific Java plugin class. The default behaviour is to
try the first available action first, but other behaviours
(eg. most complex rule is applied first) can be assigned
by setting a specific plugin for conflict resolution in
the runtime from the standard set of plugins, or by
writing a custom plugin in Java. It is also possible to
assign conflict resolution plugins separately for diffe-
rent frames. In this way it is possible to customize the
particular type of backwards inference applied to the
frame-production model.
When no rules for a specific frame can be applied,
all actions/rules for parent frame are checked in the
same manner. When finally a certain rule applies (i.e.
it’s left-hand-side returns a true value) the value ob-
tained is assigned to the slot of the original frame (in
this manner the polymorphism is implemented), and
”on change” actions are performed, in the precedence
determined by another customizable conflict resolu-
tion algorithm, thus applying one or all the applicable
forward-chaining rules.
Forward chaining and other inference techniques
are not yet implemented in the experimental proto-
type. One of such techniques is frame specifica-
tion mentioned above, when the frame parent is de-
termined based on the slot constraints; another is im-
plicit search in place of existential quantifica-
tion, in which all children from the subtree of a cer-
tain frame are tested to obey certain condition in the
rule premises until the suitable one is found. Such
techniques, although slowing down the inference sig-
nificantly, would greatly enrich knowledge representa-
tion used and enhance it further with respect to single-
object systems with attribute-value pairs.
3.3 Distributed frame hierarchy and remote
rules
One of the main features of the toolkit is the ability
to be distributed over the network and share different
knowledge types. This is implemented through two
principles: distributed frame hierarchies and re-
mote rules.
We will call a set of Java classes including core lib-
rary and ”Frame World” representation running on a
particular network node an instance. Distributed
knowledge processing and sharing takes place when
different instances exchange static or dynamic know-
ledge between each other, thus solving one problem
with one frame hierarchy.
Fig. 2 shows the example of distributed frame hier-
archy, where different frames are located on different
machines, and only exchange static knowledge (frame
attribute values) between each other. Root frame
called Object resides on one machine, and others refer
to it and to other remote frames by using special Java
classes — frame stubs— in their ”FrameWorld” rep-
resentations. When the local inference process requires
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Figure 2: An example of distributed frame hierarchy
a particular slot value from a stub, it forwards the
call through CORBA interface to the remote instance,
causing the inference process to start there until the
required value is obtained. CORBA object reference
of the calling frame is passed to the remote parent, so
that all slot values are taken from the original frame
and polymorphism is ensured. Thus the remote frame
is transparently used in the local inference process, and
knowledge engineer designing the knowledgebase for a
particular instance does not need to know the internal
logic of the remote frame, just slot names.
It can be noted, however, that in the distributed
frame hierarchy the inference process takes place on
different computers. In principle this architecture can
utilize parallel inference, where all the values needed
at a certain point are inferred simultaneously in con-
current threads or on different servers. This how-
ever has not been implemented yet, because, as with
any concurrent processes there are many complicati-
ons that arise; however, the extension to the parallel
inference should not be too complex in the presented
architecture.
To speed up the process and minimize the net-
work bandwidth for inter-instance communication
each frame stub also keeps a cash of obtained values,
so that there is no need to re-send them through the
network when they are needed more then once (which
is often the case in a complex knowledgebase).
In distributed frame hierarchy the frame inheritance
tree is the same for the whole group of instances, which
we will call a cluster, only static knowledge is ex-
changed, and inference process takes place in the dis-
FRAME PERSON { FRAMESET
SCALAR AGE INT, DATABASE people
SCALAR PROFESSION PARENT PERSON;
};
Figure 3: An example of database-generated frame hi-
erarchy
tributed manner on different network nodes.
However, in some situations it is desirable to be able
just to take dynamic knowledge (production rules)
from the remote network location and apply them on
locally running instance. This is for example true for
knowledge repositories, when we want just to place
a certain knowledge for others to use, not providing
any inference services. In this case a frame attribute
on one machine requires a remote rule for it’s infer-
ence, in which case the rule representation would be
transferred over the network (the dynamic knowledge)
and used in inference process by the local inference
engine.
Of course, the system can use a combined distri-
bution topologies, where different complex knowledge
exchange strategies co-exist in one configuration. It is
important to point out that frame-based approach al-
lows to control the distribution strategy in much more
flexible way comparing to previously suggested single-
object approach [1].
3.4 Integration with procedural languages
and relational databases
In creating real-life expert systems, it is important to
be able to use external databases as source of data
for solving the problem. Frame-based design allows
for easy integration of knowledge-based system with
relational databases in different ways, among which
• Representing database table as a set of frames
with a common parent. An example of this si-
tuation is shown on Fig.3. A set of frames gene-
rated from the table is called frameset, and it
is represented in the ”Frame World” as one Java
class. Rows from the table are dynamically ac-
cessed when there is a need for a certain attribute
from one of the frames in the frameset. Rules can-
not be further assigned to the frameset-generated
frames, but can be to the parent frames.
• A system frame for accessing one specific row
from the table based on SQL query. Frame ge-
nerator statement retrieves a specific row from
the table and creates the corresponding frame in
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the ”Frame World”. Such generated frame can
have further-assigned rules and actions.
• A system action for retrieving the value from
the database based on the SQL query. This is
probably the simplest form of database access,
which has also been used in non-frame systems,
but it can only be used to retrieve one value and
not the frame structure (although this value can
be a list).
Frame model also allows to interface object-oriented
programming languages (particularly Java) in a con-
sistent manner, by having an arbitrary Java class ex-
posed as a frame. For each such class there is a special
stub frame (similar to remote stub frame), which,
when it’s slot is being accessed, calls the method with
the same name of the underlying Java class. Java Re-
flection API allows the stub to see which class fields
and methods are available. The naming conventions
are those used in JavaBeans; in fact, Java class being
exposed as a frame can also be a JavaBean.
There is a number of specific system frames to be
developed in Java which can serve certain procedural
tasks or be used as intermediate gateways. One exam-
ple is query-based database access mentioned above,
or the mechanism for web data gathering, which al-
lows to collect data from web pages based on certain
templates dynamically in the process of inference.
Apart from interfacing arbitrary Java classes as
frames, many other components of the toolkit can be
extended by writing Java code. One is the above-
mentioned possibility to write arbitrary conflict resolu-
tion algorithms, another is a special API for extending
the built-in functions with arbitrary Java functions.
All those things allow to integrate the core Java class
library with custom applications very tightly, creating
mixed procedural and knowledge-driven applications
for solving complex tasks.
3.5 Interfacing the toolkit
There are several ways the toolkit can be called from
other applications or used interactively:
• Using Standard Dialog Shell (see Fig. 1) the
toolkit can function as a stand-alone expert sys-
tem shell with it’s own interface.
• Calling core Java class library directly from within
any Java application via special API. Note that
the knowledgebase used can be written before-
hand in FMDL and translated into internal se-
rialized representation, so that the application in
the simplest case needs just to load it from any
stream (from disk file, Internet connection, etc.)
and start inference. Knowledge can also be loaded
dynamically in XML representation.
• Application written in any other programming
languages that support CORBA can call the
toolkit instance via exposed CORBA objects. In
this case there needs to be a knowledge server (or
a cluster) running the instance of the knowledge-
base (or distributed frame hierarchy) which the
application will access for performing it’s intelli-
gent activity.
• Languages that do not have CORBA natively
built in (eg. older versions of Delphi, C, etc.)
in Microsoft Windows can use the special DLL
helper library provided for communication with
the toolkit. Also specific components (Delphi
components, ActiveX, JavaBeans, etc.) can be
built to access the system from other standard
environments.
• There is also a web interface planned for devel-
opment for accessing the system through the web,
in the form of Java Servlet. Servlet technology
is very suitable for implementing intelligent sys-
tems, as it allows the state of the web application
to be completely preserved over invocations. On
the other hand, traditional web technology can
also be used, as the system state can be serialized
at any time and restored at next invocation from
the client.
3.6 Summary
As it was briefly mentioned above, the proposed ar-
chitecture has been designed with the following major
goals in mind:
• To allow flexible interaction with other software
systems on different levels, including the ability to
call the inteligent system from an arbitrary soft-
ware system to perform inference, and vice versa,
to call the procedural modules from within the
inference process of the intelligent system.
• To allow distribution of knowledge among diffe-
rent network nodes and exchange of both static
and dynamic knowledge depending on the nature
of a problem being solved.
Of course, there are other goals that apply to any
intelligent system, like rich yet clear knowledge repre-
sentation, effectiveness, etc.
Now that the architecture of the toolkit has been
described, it becomes clear that frame knowledge rep-
resentation is very suitable for achieving the above-
mentioned goals. Namely, the following advantages of
using frame knowledge representation can be noted:
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• Frame knowedge representation is very similar
to traditional object-oriented approach, which al-
lows to use frame-like structure as a ”common de-
nominator” when interfacing the intelligent sys-
tem and any other software systems. Namely
objects from any open software system (Java
Classes, JavaBeans, CORBA or COM Objects,
etc.) can be exposed as frames to the intelli-
gent module, and vice versa any frame withing the
knowledge model can be handled as an externally-
accessible object by the calling software system.
• Frames can also be effectively used to provide in-
terfaces with relational databases (as it was out-
lined in section 3.4) and other types of structured
information (Web information gathering, etc.)
• Frame knowledge model provides a natural way
of clustering knowledge and particularly dyna-
mic rules around frames (as it was mentioned in
section 3.2, all rules belonging to one frame are
grouped together in the internal representation),
which in turn provides the natural way of dis-
tributing knowledge among network hosts. Dis-
tributed frame hierarchy and remote rules allow
to construct quite complex distribution strategies
for both static and dynamic knowledge sharing,
which nonetheless in many cases naturally cor-
respond to the knowledge model being created.
The issue of developing distributed knowledge-
bases has to be considered separately, but it is
quite clear that frame-based models can be based
on already-developed methodologies for object-
oriented systems.
4 Practical Applications of the Toolkit
The presented toolkit architecture provides a way for
different applications to use the process of distributed
inference, thus embedding complex knowledge-based
functionality. Although the number of potential ap-
plications can be very big, below we discuss some of
the possibilities.
4.1 Knowledge-based Components for Infor-
mation Systems
As it was pointed out above, the toolkit allows for very
tight integration of information and intellectual com-
ponents in the software system, where both procedural
modules can call the toolkit core library to start logi-
cal inference, and frame model can access procedural
modules when required by the inference process, not
to mention access to other data models like relational
databases and web data gathering.
An intelligent information system based on the de-
scribed toolkit (although in slightly less general form)
has been created and is now used for diagnosing
patients with benign prostatic hyperplausea at the
Botkin State Hospital, Moscow [4]. The system is cre-
ated in Borland Delphi, and utilises both high-level
code generation approach for built-in knowledgebase
module, and the ability to call the external knowle-
dgebase server running the Java version of the toolkit
with single or distributed knowledgebases. Although
the ability to create distributed knowledge repository
is not yet fully exploited due to the limited hardware
of the hospital, we feel that the approach itself can be
applied to this situation very successfully.
For interfacing the knowledge server the system uses
Delphi component developed around the DLL, which
makes CORBA calls to the server. The DLL itself was
developed in C++. Although latest versions of Delphi
support CORBA natively, this approach allows to use
the access to knowledge server into older versions as
well, and also provides an extra abstraction layer for
switching to another protocol, eg. XML-RPC [11].
4.2 Collective Knowledge Sharing
One of the immediate usages of distributed knowledge-
bases is collective knowledge sharing, where different
knowledgebases can reside on different computers on
the network and be used collectively to obtain the so-
lution to a certain problem. Since the inference can
also take place on different hosts, concurrent inference
can be used to speed up the process by splitting the
inference through different network hosts.
Creating distributed knowledgebases can be very
convenient in many situations, because each knowle-
dgebase component can be maintained and kept on a
separate computer, and used in consultations. Since it
is now recognized that knowledge is a good which can
be sold, this approach allows also to actually charge
external users on ”per-consulation” basis without giv-
ing out the actual knowledge. In addition, knowledge
repositories allow charging on the basis of ”per-rule”
used in inference. In the growing popularity of e-
business and Business-to-Business solutions such
an approach for selling knowledge becomes very impor-
tant. The system can be easily extended to track all
the requests and use some authentication mechanism.
Such distributed knowledgebases can be success-
fully used in virtual corporations, which produce
some intellectual products largely based on knowledge.
For example, the corporation which suggests the best
place in the world for a person to go for a particular
reason (on vacation, on working contract or to relocate
permanently) can use separate knowledgebase for dif-
ferent countries which are maintained separately and
provide specific to that country advice based on the
common premises.
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Developing distributed knowledgebases is a sepa-
rate issue in itself. While there are no specific metho-
dologies for knowledgebase development in general, se-
parating a knowledgebase into different parts requires
even more effort and consideration. Some special cases
when it is relatively easy and practical to create distri-
buted knowledgebases are considered in [1], one exam-
ple being the case with separable knowledge sub-
domains, where there are several knowledgebases for
slightly different knowledge domains (and therefore
with mostly different sets of attributes) that inter-
sect only on small number or attributes, which can
be maintained separately. In fact, frame representa-
tion naturally separates dynamic knowledge with re-
spect to target frames, thus creating some subdomains
which can be used as a basis for separation.
However, frame model creates more cases where
knowledge distribution can be exploited, because of
more complex nature of frame interrelations. How-
ever, it also requires some better-developed techniques
for collective development of such knowledgebases, and
even some software systems to support them. Since
all parts of distributed knowledgebase have to work
cooperatively, it is important to ensure that at least
common attributes are named exactly the same and
form the common ontology. Creating a tool for cooper-
ative development of ontology and taxonomy of frame
model, with direct interface to the presented toolkit
is an interesting issue, as well as the development of
appropriate methodologies. Those issues would prob-
ably need to be addressed separately and covered in a
separate publication.
4.3 Remote Consultations
Remote consultation is the simplest form of distribut-
ing knowledge, where a single knowledgebase is used to
solve a particular problem. The issue of remote consul-
tations is addressed in [1] in more detail, and it should
be noted that presented toolkit naturally supports re-
mote consultations both for humans and software sys-
tems with different types of knowledge transfer. The
toolkit includes user interfaces that can be used for
accessing remote knowledge servers in the form of se-
parate application, or Java Applets and ActiveX con-
trols for consultation through the Web. There is also
a Servlet system planned for development, which will
perform all inference-related operations on the server,
and only present the user with forms for answering
questions generated by the system.
4.4 Intelligent Web Behaviours
Remote consultation is just one explicit way of using
knowledge through the Internet. Knowledge-based
technology can also be implicitly applied to other as-
pects of the WWW usage, some of which we will briefly
mention below.
Intelligent Navigation
One of the problems of the current state of develop-
ment of the WWW is the difficulty of finding needed
information on the Web. Most of search engine tech-
nologies implement keyword search, which basically
finds the pages which contain certain words. Some
more complicated search engines use AI techniques for
finding related pages, but at any rate everything is
based on plain-text representation of the initial infor-
mation.
One of the ways to deal with this situation is
to somehow enrich the web contents with knowledge
about the information presented in the page, and then
use this knowledge to find the wanted pages based on
reasoning. The process of implementing such a sys-
tem on a world-wide scale seems quite unrealistic at
the moment, but it may work for smaller intranets.
The main principle is to have some common ontol-
ogy for specifying the general direction of search, some
common-sense knowledge server which will suggest a
set of servers for each direction, and then to use the
process of distributed inference based on the know-
ledge embedded in the web pages. Frame representa-
tion is ideal for such a system, because each page can
be represented naturally as frame descending from an-
other more general frame specific for web server.
Intelligent Content Generation
Another issue related to embedding knowledge in web
pages is intelligent content generation, which is
basically producing web resources that show different
information on the page based on logical reasoning.
Server-side remote consultation is actually a particular
case of intelligent content generation, because it asks
questions which it needs to proceed with inference, i.e.
the actual web content that is returned to the user
depends on reasoning process.
For embedding such knowledge into Web pages it
makes sense to develop a technique similar to Active
Server Pages (ASP) technology of embedding procedu-
ral code into HTML. However, while procedural ASP
implementations are based on the fact that linear pro-
gram code can be easily generated from ASP source
and then executed to produce required output, the si-
tuation with intelligent ASP is more complex, because
of the non-linear nature of inference process. Although
the very basic syntax of ASP can be preserved (using
<% and %> as HTML/target language switches), some
slight modification are required to the syntax, and also
session management becomes more complex, since a
lot of information (the whole ”frame world”) needs to
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be stored for each particular HTTP session. Thus it
is more practical to implement ASP/Knowledge tech-
nology not as a pre-processor, but rather as a servlet,
which keeps running even between HTTP requests and
has all the related information loaded.
5 Conclusions
The presented approach creates a basis for com-
plex enterprise knowledge-sharing, and integration of
knowledge-based component into traditional informa-
tion systems. Moreover, it is important to create a
toolkit based on the set of new technologies (CORBA,
Enterprise JavaBeans, XML, etc.), which would make
it usable in contemporary projects and interoperable
with other systems based on the same open standards.
We believe that it would allow knowledge-based sys-
tems to be used more effectively in the wider range of
real-life situations, so that the benefits of this class of
software systems are fully exploited.
Based on this approach the experimental proto-
type of the toolkit was created and used in developing
real-life intelligent information system. This proto-
type needs to be further developed into the produc-
tion system and to fully exploit the ideas presented in
this paper. Some of the ideas mentioned require more
theoretical development and investigation before the
actual implementation, however, the present version
of the toolkit can be used in building network-aware
intelligent systems ranging from simple client-server
expert systems to more complex systems with distri-
buted inference and collective usage of knowledge. In
particular, the presented technology allows consider-
ing machine representation of knowledge to be a good,
which can be sold on the Internet through e-business
mechanisms using different payment plans.
Having a tool for easier creation of intelligent com-
ponents for complex information environments would
encourage developers to adopt more intelligent be-
haviours for their information systems, thus producing
higher quality and more usable systems for informa-
tion management in the enterprise. While the agent
approach is still being developed and is not yet widely
used, we hope that this somehow straightforward and
alternative architecture would find it’s use for develo-
ping knowledge-based systems in the networking envi-
ronments.
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