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Abstract
We use the gauged linear sigma model introduced by Witten to calculate instanton
expansions for correlation functions in topological sigma models with target space a toric
variety V or a Calabi–Yau hypersurface M ⊂ V . In the linear model the instanton moduli
spaces are relatively simple objects and the correlators are explicitly computable; moreover,
the instantons can be summed, leading to explicit solutions for both kinds of models. In
the case of smooth V , our results reproduce and clarify an algebraic solution of the V
model due to Batyrev. In addition, we find an algebraic relation determining the solution
for M in terms of that for V . Finally, we propose a modification of the linear model
which computes instanton expansions about any limiting point in the moduli space. In
the smooth case this leads to a (second) algebraic solution of the M model. We use this
description to prove some conjectures about mirror symmetry, including the previously
conjectured “monomial-divisor mirror map” of Aspinwall, Greene, and Morrison.
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1. Introduction
Supersymmetric nonlinear sigma models with Ka¨hler target space form an interesting
class of nontrivial field theories in two spacetime dimensions. One reason for this interest
is that geometrical intuitions can be fruitfully applied in studying them. The nonrenor-
malization theorems [1] following from the N = 2 supersymmetry show that a subset of
the correlation functions in these theories are not corrected from their classical values at
any order in perturbation theory. The classical values can be interpreted in terms of ge-
ometrical properties of the target space and thus some of these are directly manifest in
the physical theory. When the target space is a Calabi–Yau manifold the theory is in fact
conformally invariant (for an appropriate choice of metric); such models comprise a large
class of consistent string vacua for which the geometric interpretation yields useful insights.
One striking example of this is mirror symmetry [2] which relates pairs of topologically
distinct manifolds leading to isomorphic conformal field theories (but with a sign change
in a certain quantum number).
The correlation functions in the distinguished set referred to above are in fact inde-
pendent of the worldsheet metric. (We will follow the conventions of string theory and
call the two-dimensional manifold Σ on which our field theory is defined the worldsheet.)
There is a simpler version of the theory [3] which isolates these correlators, obtained by
modifying the spins of the fields and performing a projection on the space of states. (This
is called “twisting” the theory.) The result is a topological field theory. The correlation
functions in this theory are topological invariants of the target space X corrected by in-
stanton contributions, which themselves have a more elaborate geometrical interpretation
as intersection numbers in spaces of maps Σ → X . Thus, in principle the model is com-
pletely solved in terms of some invariants of the target space X . In practice, however,
computing these rather complicated invariants of mapping spaces is a daunting task. The
first few terms in the instanton expansion have been computed for a number of examples,
and some progress has been made in developing more powerful tools, but in general the
problem is far from solved.
When the target space is Calabi–Yau there is a choice of metric for which the sigma
model is conformally invariant; in fact one then obtains invariance under the N = 2
superconformal algebra. Since supersymmetry transformations are generated by chiral
currents, which can be either left- or right-moving on the worldsheet, there are two sets
of operators whose correlators are protected by the N = 2 nonrenormalization theorems.
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Correspondingly, there are two ways to twist the superconformal field theory to obtain a
topological model. These were called the A and B model in [4]; the A twist, discussed in
the previous paragraph, is defined for any almost complex target space. The two twists are
related by mirror symmetry so that ifM and W are a mirror pair of Calabi–Yau manifolds
then the A model with targetM is isomorphic to the B model with targetW . Correlation
functions in the A model receive instanton corrections as mentioned, while correlators
in the B model are given exactly by their semiclassical values [5]. This has been used
to replace the difficult instanton computations on M with tractable computations on W .
In these applications one rewrites the sum over all instanton sectors in one model as a
classical computation in the other; in this sense one has exactly summed the instanton
series and produced exact correlation functions in the conformal field theory. Interpreting
the coefficients in the instanton expansion in terms of the mapping spaces has thus far
been the most powerful method for computing the invariants involved.
An important development in the study of these models was the discovery by Witten
[6] that for a particular class of target spaces they can be obtained as the low-energy ap-
proximation to certain two dimensional N = 2 supersymmetric models with Abelian gauge
symmetry – we will call these “gauged linear sigma models” (GLSM). This formulation led
immediately to several important insights into the structure of the moduli space of these
models [6]. In particular, the moduli space of the conformal field theory extends beyond
the radius of convergence of the instanton expansion. Since the parameters are expressed as
couplings in the GLSM Lagrangian we can directly study the model in regions beyond the
radius of convergence. One finds that the low-energy dynamics in these regions does not
necessarily correspond to nonlinear sigma models but can be described by other, less geo-
metrical constructions. The different regimes in which one description or another is valid
were termed “phases” in [6], and we will use this terminology. In some of these phases the
low-energy theory is of a type familiar from previous studies (such as Landau–Ginzburg
orbifold models) while in others we find theories which are not as well understood. An
important observation is that the gauged linear model can also be twisted to obtain a
topological version. (We focus on the A twist which is always defined; the B twist is only
defined when certain criteria, equivalent to the requirement that the low-energy nonlinear
model is conformal, are met.) Since correlation functions in this topological field theory
are completely independent of the worldsheet metric they are in particular independent of
scale and quantities relevant to the low-energy effective theory can be computed directly
in the high-energy limit.
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In this paper we will continue the program initiated in [6] of studying the topological
nonlinear sigma models using the topological gauged linear model. In particular, we will
study the correlation functions in the A twisted model. We find that as in the nonlinear
case these are described in terms of a semiclassical result corrected by instanton effects. In
the present case the instantons are in fact a subset of the familiar U(1) instantons. A new
feature of this model is that the instanton corrections can be computed exactly, and in
fact the entire instanton series can be explicitly summed. The crucial difference between
the GLSM computation and the nonlinear sigma model computation lies in the fact that
the relevant instanton moduli spaces in the GLSM (for gauge and matter degrees of free-
dom) are compact and relatively simple spaces. As mentioned above, however, the GLSM
correlation functions we compute are in fact scale-independent. Thus our computations
necessarily agree with the corresponding correlators in the nonlinear sigma model which
is obtained at low energies. So, in summing the series we have computed the correlation
functions in the nonlinear A model directly. We stress that this computation does not
involve mirror symmetry. The instanton contributions are instead computed directly, then
summed. Where the mirror partner is known (or conjectured) we can compare our results
to those obtained from mirror symmetry and find complete agreement.
The fields that survive the projection to the A twisted GLSM are twisted chiral fields.
We find a rather simple description of the dynamics of these fields which in some cases
allows us to obtain the exact correlation functions directly. In effect, we compute an exact
expression for the effective twisted superpotential interaction in the low-energy theory.
This computation is very suggestive of mirror symmetry itself, in that we obtain the exact
correlators directly. In a forthcoming paper [7] we hope to make this connection explicit,
obtaining a direct argument for mirror symmetry in these models. (We present some of the
preliminary results of [7] at appropriate points in the present paper.) Even in cases where
a direct computation of the exact result exists, we find it instructive to also derive it as an
explicit sum of instanton contributions. This latter approach is at present more general,
and it more directly illustrates the modification to the nonlinear sigma model instanton
sum which has rendered it computable.
The topological GLSM correlation functions we compute are rational functions of the
parameters. In particular, their only singularities are poles and there is no difficulty in
performing analytic continuations of the series beyond their radius of convergence to the
entire A model moduli space. Of course, this statement assumes a particular choice of the
coordinates on parameter space and of a basis for the Hilbert space over every point in this
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space. The choice we have made is familiar from studies of B models; in some sense we will
have found the mirror, A model interpretation of this choice. We note that this is not the
choice usually assumed in studies of the nonlinear A model. In particular, therefore, the
coefficients in our series (which give the contributions from specific instanton sectors) are
not the invariants of mapping spaces mentioned above. The two sets of computations are
certainly related, as we will discuss further below, but our current methods do not suffice
to extract one directly from the other.
In fact, we will find that the correlation functions can be determined from a purely
algebraic computation, which is probably as near to a closed formula as one can expect to
obtain. Using this formula we can check the agreement with mirror constructions. Namely,
when the mirror manifold is conjecturally given by a certain construction, we can use our
computation of A model correlation functions on one member of the pair and compare
to the B model correlators on the other. Where we can demonstrate equality we will
have gone a long way towards proving that the two are related by mirror symmetry. We
will succeed in doing this for a class of models for which mirror constructions have been
conjectured but not previously proved, and indicate how the extension to a much broader
class of conjectured constructions could be performed.
In more detail, the structure of the paper is as follows. In section two we will quickly
review the construction of the nonlinear sigma model and the twisted A model, and their
properties. This brief review will be unnecessary for many readers; it is included to estab-
lish notation and make the work more self-contained. In section three we use the linear
model to study the nonlinear topological model with target space a toric variety V . (This
section begins with a brief introduction to toric geometry.) These models are interesting
as solvable nonlinear sigma models. Our principal interest in this work, however, is in su-
perconformal models related to them; in this section we will make a detailed study of the
model which will lay the groundwork for subsequent developments. We find the structure
of (part of) the parameter space, construct the moduli spaces of instantons, and sum the
instanton series to compute the exact correlation functions. We use this formulation of the
model to reproduce and clarify an algebraic construction of the solution for smooth V first
proposed by Batyrev in [8]. We show how the equations obtained by Batyrev follow directly
from the twisted superpotential, and also give a derivation based upon the combinatorial
structure of the instanton moduli spaces (closer to the argument of [8]). In section four we
modify the model, following [6], to obtain a theory whose low-energy approximation is the
nonlinear sigma model with target space M a Calabi–Yau hypersurface in V . We use this
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modified model to describe the structure of the moduli space. Repeating the analysis of
section three we are once more able to compute the instanton corrections, sum the series,
and compute the exact correlation functions. Finally, we derive an algebraic formula for
the solution of the M model in terms of the V model. In section five we present a different
approach to the same model, related to the nonlinear sigma model with target space V +
the (noncompact Calabi–Yau) total space of the canonical line bundle of V . We show
that in this model instanton expansions can be computed about the semiclassical limit
point in any phase. Further, we rewrite the correlation functions in terms of “expectation
functions” in an algebra which we construct. We then apply this formulation to proving
mirror conjectures, by comparing our algebraic formula for the solution to existing alge-
braic formulae for B model correlators. For smooth V (where our algebraic solution is
valid) and in the most general case for which an analogous solution to the B model on the
conjectured mirror manifold W is known, we prove that the correlation functions in the
two theories are equal. In section six we discuss some questions raised by these results and
discuss open problems and directions for future work.
In most of the paper we restrict attention to a worldsheet of genus zero. The methods
can be generalized to higher genus worldsheets, and we point out the generalization where
appropriate. We note, however, that at higher genus the correlation functions of the twisted
model will no longer coincide with those of the superconformal model.
Throughout the paper we illustrate our results by studying two particular examples,
the simplest known examples of one- and two-parameter families of three-dimensional
Calabi–Yau hypersurfaces in toric varieties. Each development is explicitly illustrated
for these examples immediately after its introduction. We hope this format, while cum-
bersome, will help to clarify the discussion. We stress that the restriction to one- and
two-parameter families is here one of convenience only.
This work is in a certain sense a sequel to Witten’s paper [6], and in fact some of the
computations for the first example discussed in this paper were performed by Witten. We
thank him for sharing these with us, and encouraging us to study the generalization.
2. Pre´cis of Nonlinear Sigma Models
Given a manifold X , equipped with a Riemannian metric g as well as a closed1 two-
form B, the nonlinear sigma model is written in terms of maps Φ : Σ → X where Σ is
1 However, see [9] for a generalization of this.
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a Riemann surface. (We work with a metric of Euclidean signature on Σ throughout.)
Choosing local coordinates z, z¯ on Σ and φI on X , we write the map in terms of functions
φI(z, z¯). In addition the model includes the superpartners of φI , Grassman-valued sections
ψI± of K
±1/2 ⊗Φ∗(TX), where TX is the complexified tangent bundle to X and K is the
canonical line bundle of Σ. In terms of these we write a component action
S =
∫
Σ
d2z
(
1
2(gIJ + iBIJ )∂zφ
I∂z¯φ
J+
i
2
gIJψ
I
−Dzψ
J
− +
i
2
gIJψ
I
+Dz¯ψ
J
++
1
4
RIJKLψ
I
+ψ
J
+ψ
K
−ψ
L
−
)
,
(2.1)
where the covariant derivativesD are constructed by pulling back the Christoffel connection
on TX . When X is complex and g is Ka¨hler, the model has N = 2 supersymmetry. We
assume this henceforth.
As pointed out in [3] (see [4] for the notation used here) there is a sector of this theory
for which correlation functions can be computed using a greatly simplified version – the
topologically twisted sigma model. This differs in the assignment of worldsheet spin to the
fields. In particular, choosing local complex coordinates φi, φı¯ on X we consider ψi− to be
a section of Φ∗(T (1,0)X) (a scalar on Σ) and ψı¯+ a section of Φ
∗(T (0,1)X) – together they
form a scalar section χ of Φ∗(TX). On the other hand, ψı¯− becomes a (1, 0) form with
values in Φ∗(T (0,1)X) called ψı¯z and likewise we have ψ
i
z¯. In this theory one of the two
supercharges under which (2.1) is invariant becomes a nilpotent global fermionic symmetry
Q. It is natural to employ this as a BRST-like projection, restricting attention to Q-closed
observables, i.e., those annihilated by Q. Then the nilpotency means operators of the form
{Q,O} will decouple. The space of operators is thus the quotient, or the cohomology of
Q. In the case at hand one finds that correlation functions of Q-closed observables will
depend on the parameters g and B of the model only through the complexified Ka¨hler
class they define in H2(X). The parameter space of the model is thus naturally the space
H2(X,C)/H2(X,ZZ); the quotient reflects the fact that under shifts of B by integral classes
(2.1) changes by an integer so the quantum mechanical measure e2πiS is unchanged.
Explicitly, the local operators are of the form
Oξ = ξi1...is(Φ)χi1 · · ·χis (2.2)
where ξ is an s-form on X . One finds
{Q,Oξ} = −Odξ (2.3)
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with d the exterior derivative onX . Thus the space of operators in the topological nonlinear
sigma model is the total cohomology H∗DR(X). We can choose representatives of these
classes dual to homology cycles H on X as having delta-function support on H, and
denote them by OH .
The path integral computing a correlation function of Q-closed observables localizes
on field configurations invariant under an odd symmetry [4]; in the case at hand this re-
quires the map Φ to be holomorphic. The classical action of such a configuration is given
by Scl =
∫
Σ
Φ∗(J) where J is the (complexified) Ka¨hler form on X . Further, the N = 2
supersymmetry ensures that the determinants of nonzero modes cancel between bosons
and fermions. Thus the path integral reduces to a sum over homotopy classes of maps,
weighted by e2πiScl , of integrals over the finite-dimensional moduli space of holomorphic
maps (instantons) in a given homotopy class. When H1(X,ZZ) = 0 we can label each
instanton sector by the homology class h in H2(X,ZZ) of the image of any of the corre-
sponding maps. The virtual dimension of the “sector h” moduli spaceMh is dh = d−K ·h
where K is the canonical class of X and d = dimCX . Let us consider a given correlation
function
〈OH1(z1) . . .OHs(zs)〉 (2.4)
for z1 . . . zs generic points on Σ and Hi homology cycles of codimension qi. The contribu-
tions to this correlator from the various instanton sectors are referred to as Gromov–Witten
invariants; the contribution from Mh vanishes unless dh =
∑
qi. When nonzero the con-
tribution is given by the integral over Mh of a density constructed as follows. Our choice
of representatives OH means the integrand has delta-function support on maps Φ such
that Φ(zi) ∈ Hi. If dimCMh = dh then maps satisfying this constraint will be isolated
and the contribution is simply the number of such maps. In general, of course, Mh may
have a dimension larger than dh. In this case there are also zero modes of the fermions
ψiz¯. These vary as sections of a vector bundle V over Mh of rank dimCMh − dh (by the
index theorem). The contribution to (2.4) is given by inserting into the integral the Euler
class of V [10]. Eqn. (2.4) does not depend on the choice of the points zi at which we
insert the operators; we will often drop these. Summing over all possible h we obtain a
(formal) series expansion for (2.4). This is expected to converge for Im(J) deep in the
interior of the Ka¨hler cone. Note that for such J , Im(Scl) can be made arbitrarily large for
any nontrivial class h, so the series collapses in the limit onto its first term, determined by
constant maps. The moduli space here is simply X , and the nonvanishing correlators are
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the intersection numbers 〈OH1(z1) . . .OHs(zs)〉0 = H1 · H2 · · ·Hs. The arguments of [4]
ensure that for s = 2 this is in fact the full answer; nontrivial instantons do not contribute.
In particular, this guarantees that the bilinear pairing given by the two-point function is
nondegenerate and a deformation invariant.
We can use the three-point functions to define a “quantum product” turning the
vector space H∗(X,C) into an associative, super-commutative algebra. We define the
product O1 ∗ O2 in this algebra by using the nondegenerate pairing: it is the unique
element satisfying
〈(O1 ∗ O2) (z)O3(w)〉 = 〈O1(z1)O2(z2)O3(z3)〉 ∀O3 . (2.5)
(Notice that the zi in (2.5) are inserted for clarification only; nothing depends upon these;
dropping them as we will often do exhibits the ring structure on H∗ directly.) This algebra
has some additional structure which makes it into a Frobenius algebra.2 This means that
the algebra – call it A – has a multiplicative identity element 1 , and that there is a
linear functional ε : A → C such that the induced bilinear pairing (x, y) 7→ ε(x ∗ y) is
nondegenerate. There does not seem to be a standard name for such a functional; we will
call it an expectation function. If an expectation function exists at all, then most linear
functionals on A can serve as expectation functions. If A is ZZ-graded, we call ε a graded
expectation function when ker(ε) is a graded subalgebra of A (and we call A a graded
Frobenius algebra when such a function exists). There is much less freedom to choose
graded expectation functions.
The cohomology of a compact manifold X has the structure of a graded Frobenius
algebra, with multiplication given by cup product, 1 given by the standard generator
of H0(X), and a graded expectation function given by “evaluation on the fundamental
class.” The “quantum cohomology” algebra3 of X is also a Frobenius algebra, more or
less by definition: the correlator gives an expectation function, and the product (2.5) is
defined with the aid of this function; the multiplicative identity is again provided by the
2 We follow standard mathematical usage [11,12] and do not require a Frobenius algebra to be
commutative; our definition therefore differs slightly from that in [13]. However, we will primarily
be interested in the even part Hev(X) of the cohomology of X, on which the quantum product
will in fact be commutative.
3 This is often referred to in the literature as the quantum cohomology ring, and indeed we
will also use that terminology. However, here we use the term “algebra” in order to stress that in
addition to the ring structure, this object has the structure of a complex vector space.
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standard generator of H0(X). The arguments above about the limit for large J show that
this quantum cohomology algebra is a deformation of the classical cohomology algebra of
X , reducing to the latter for appropriate limiting values of J . This deformation however
is nontrivial. In general the nilpotent, ZZ-graded cohomology algebra H∗(X) is deformed
into an algebra which is not nilpotent and which has at most a ZZp-grading for some integer
p (when the canonical class K of X satisfies −K = pe for some e ∈ H2(X,ZZ)). In the
Calabi–Yau case, however, where K = 0, the quantum cohomology algebra is actually
ZZ-graded and nilpotent.
Eqn. (2.5) shows that the correlation functions determine the ring structure. In fact
they can also be used to specify a presentation of the ring in terms of generators and
relations. For example, if we have a set of generators O1, . . . ,ON for the even cohomology
of the space X then nondegeneracy of the two-point function implies that the (even part
of the) quantum cohomology ring takes the form
R =C[O1, . . . ,ON ]/J (2.6)
where
J = {P ∈C[O1, . . . ,ON ] | 〈OP〉 = 0 ∀O} . (2.7)
More generally, given any associative algebra A with multiplicative identity, and any linear
functional ϕ on A, the kernel of the bilinear form (x, y) 7→ ϕ(x ∗ y) is an ideal Jϕ, and the
quotient ring A/Jϕ is a Frobenius algebra with expectation function induced by ϕ. If A is
itself a Frobenius algebra with an expectation function ε, then by a theorem of Nakayama
[14] (see [12] for a modern discussion), ϕ takes the form ϕ(x) = ε(α ∗ x) for some fixed
element α ∈ A, and Jϕ coincides with the annihilator of α.
Although the correlation functions determine the ring structure, the opposite does not
hold in general – there can be many expectation functions on a given algebra. However,
if A is a graded Frobenius algebra of finite length (i.e., of finite dimension as a complex
vector space) and all elements of A have non-negative degree, then the graded expectation
functions on A are in one-to-one correspondence with degree 0 elements of A which are
not zero-divisors. (This is because they must all be of the form ϕ(x) = ε(α ∗ x) for some
α which is not a zero-divisor, but every element of degree > 0 must be a zero-divisor.)
In particular, in the case of the quantum cohomology algebra of a Calabi–Yau manifold
X , we have a graded Frobenius algebra of finite length in which the degree 0 elements are
just the one-dimensional vector space H0(X). This means that the graded expectation
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function is unique up to a scalar multiple – a single normalization constant – and that the
ring structure determines the correlation functions up to this overall factor. (It is not hard
to see that the graded expectation function is nonzero precisely on the top degree piece
H2d(X), where d = dimCX , and that H
2d(X) must also be one-dimensional.) When we
have a family of rings depending on parameters, of course, the normalization can depend
on these. These facts will be important in section five.
The topological field theory is obtained from the original, untwisted theory by modi-
fying the spins of some of the fields and projecting out some of the states. As mentioned
above, the fields eliminated decouple from correlators of those we keep, so their elimination
has no effect on these. Furthermore, if we choose Σ so that K is trivial, the twisting itself
alters nothing; this allows us to relate correlation functions computed in the topological
field theory directly to correlators in the original theory, for Σ of genus zero. The mapping
is described very clearly in [4].
Calabi–Yau manifolds are a special case of the above. In particular, for these we have
K = 0 and dh = d independent of h. Thus the sum defining nonzero correlators is over
all classes h ∈ H2(X,ZZ). This makes the model extremely hard to study, and indeed the
relevant computations have thus far been essentially impossible to carry out for this class
of models.4
The nonlinear sigma model is conformally invariant when g and B satisfy some non-
linear differential equations (which are not actually known explicitly). These can have a
solution only if the target space is a Calabi–Yau manifold. When this holds, these equa-
tions should have at most one solution for each given choice of complex structure on X
and a class in H1,1(X) to which the (complexified) Ka¨hler class determined by g and B
should belong, and there should be a solution corresponding to (g, B) whenever the Ka¨hler
class is sufficiently large. The resulting theory is then invariant under the N = 2 super-
conformal algebra. The important features of this structure, for present purposes, are the
existence of chiral left- and right-moving U(1) R-symmetries, and the fact that the super-
charges themselves break into left- and right-moving components. The nonrenormalization
theorems protect correlators of fields annihilated by one-half of the supercharges. In the
4 In any event, computations of even the contribution of a given instanton sector are difficult
to make at any level of mathematical rigor; one example of the difficulties encountered is the fact
that the instanton moduli spaces are noncompact, and the integrals – or the intersection problem
they represent – must be treated with great care for boundary contributions. See [15–23] for some
recent progress in this direction.
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conformal case these can be chosen independently for the left- and right-moving sectors.
There are thus two distinct topological sectors, and correspondingly two distinct versions
of the twisted model.
The discussion up to this point has referred to the A model of [4]. Correlation func-
tions in this model are independent of the complex structure; the moduli space is thus the
(complexified) space of Ka¨hler forms. The other possible twist leads to the B model, which
is consistent only for a Calabi–Yau target. The correlation functions of the operators which
survive the B model projection do not receive instanton corrections, and are given exactly
by their semiclassical values [5]. Correlation functions in this theory are independent of the
Ka¨hler structure and the parameter space is thus the space of complex structures on X .
The superconformal models exhibit mirror symmetry. This relates a Calabi–Yau manifold
M to a topologically distinct “mirror manifold” W such that the nonlinear sigma models
defined by the two are isomorphic. The mirror isomorphism is such that the two twists are
exchanged. Thus, if M and W are mirror Calabi–Yau manifolds then the A model with
target M is isomorphic to the B model with target W . The converse need not hold, i.e.,
the isomorphism of topological models does not guarantee an isomorphism of conformal
field theories.
This property has been used to compute the quantum cohomology rings of a number
of Calabi–Yau examples, as correlation functions in the B model are simpler objects geo-
metrically and often computable. Translated using mirror symmetry they are interpreted
as the exact sum of the instanton series for A model correlators. Using this interpretation,
the coefficients in the expansion express geometrical properties of the moduli spaces of
holomorphic maps, bypassing the technical difficulties of a direct calculation to which we
alluded above. This has led to a wealth of new predictions regarding these mapping spaces,
some of which have been verified. (See [15] for a review.) In principle, making these pre-
dictions requires two ingredients: a construction of the mirror manifold W given M , and
an understanding of the “mirror map” between the moduli spaces of the two (isomorphic)
topological field theories.
The existence of mirror manifolds, even in this weak sense of equivalence of the topo-
logical field theories, is proved only for an extremely restricted class of examples [24].
The proof uses a construction of the mirror manifold which is demonstrated to yield an
isomorphic conformal field theory using the fact that at a point in the parameter space
the superconformal theory is solvable. There are many conjectured generalizations of this
construction [25–28] (for a review see [29]). However, no direct proof of mirror symmetry
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has been given for any of these, and since the models are not exactly solvable, an indirect
proof is difficult to construct. One of the broadest classes for which there is a conjectured
mirror construction [26] is the class of all Calabi–Yau manifolds realized as hypersurfaces
in toric varieties (see section three for a brief description of these objects, or [30] for an
elementary introduction for physicists).
The mirror construction relates two families of conformal field theories. The members
in each family are obtained by marginal deformations (of any fixed initial theory) preserving
the superconformal structure. The theories are labeled by points in a “moduli space” of
such deformations. Explicitly constructing the mirror isomorphism requires both a map
between the two moduli spaces and a related map between the Hilbert spaces at a given
point (a frame). In general, when considering families of conformal field theories there
is no canonical choice of coordinates on the moduli space or of bases for the Hilbert
spaces. The ambiguity is related physically to the ambiguous choice of contact terms in
operator products, and geometrically to the fact that the moduli space is a nontrivial
manifold and the Hilbert spaces of the theories form a nontrivial bundle over this. In
twisted N = 2 superconformal theories, however, there is in fact a canonical choice. The
reason is that the operator products of the operators which survive the projection to the
topological theory are nonsingular as operators approach one another. This leads to a
canonical choice of contact terms in which the insertion of multiple operators at a point is
defined by point-splitting – it is the limit (as the points coincide) of insertions at distinct
points. Geometrically, the existence of these coordinates means that the moduli space
carries an extra structure. This structure is known as “special geometry” [31–34] when
the superconformal theory has central charge 9 (corresponding to a Calabi–Yau threefold);
there are natural generalizations to any dimension [35–37].
In the A model this canonical choice has been shown to correspond to a natural
coordinate on the moduli space given by the coefficients in an expansion of the Ka¨hler
form in a fixed (topological) basis for H2(M); the preferred choice of frame is similarly
given by a topological basis forH∗(M). The mirror image of this in the moduli space of the
Bmodel onW is constructed using the periods of the holomorphic form of top degree onW
using an Ansatz proposed in [38] and justified in [36]. When W is a hypersurface in a toric
variety there is also a (geometrically) natural choice of coordinates on the moduli space of
the B model onW , related to the coefficients of the defining polynomial. The mirror maps
computed in specific examples were obtained by computing the period integrals in terms of
these “algebraic” coordinates (the reason for the terminology will become clear) and using
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the Ansatz referred to above. A conjecture for the asymptotic form of this map, termed
the “monomial-divisor mirror map” was given in [39]. (Some control over asymptotics
is needed because the Ansatz leaves a finite number of parameters undetermined.) The
conjecture relates, for hypersurfaces in toric varieties, the coefficients of monomials in the
defining equation directly to the expansion of the Ka¨hler form on the mirror manifold. We
will discuss this map in section five, in which we find that the GLSM naturally yields an
interpretation of the algebraic coordinates in the interior of parameter space.
3. The Linear Sigma Model for V
In this section we will present a GLSM whose low-energy limit is the nonlinear sigma
model with target space a toric variety V . We will then use this to completely solve the
A model computing the exact correlation functions. For smooth V we verify an algebraic
computation of these, first proposed by Batyrev [8]. This section is the longest in the paper,
and by the end we will not only have solved the models in question but also developed
most of the techniques we will need for the models studied in the following sections.
3.1. Toric Varieties on One Leg
A toric variety is a natural generalization of projective space. Just as IPd can be
described in the form IPd = (Cd+1 − {0})/C∗, a general d-dimensional toric variety V is
best thought of for our present purposes as a quotient space5
V∆ = (Y − F∆)/T∆ (3.1)
with Y =Cn, T∆ ∼C∗(n−d) acting diagonally on the coordinates of Y as
ga(λ) : xi → λQ
a
i xi a = 1, . . . , (n− d), i = 1, . . . , n , (3.2)
and F∆ a subset of Y −C∗n which is a union of certain intersections of coordinate hy-
perplanes. We often refer to (3.1) as a “holomorphic quotient” construction of V∆, to
emphasize the holomorphic nature of the group T∆ and its representation on Y .
5 For smooth toric varieties or ones with mild singularities (so-called “simplicial” toric vari-
eties), this is an ordinary quotient; however, in general we must take the quotient in the sense of
Geometric Invariant Theory [40] (cf. also [41,42]).
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The precise set of intersections of coordinate hyperplanes which constitute F∆, as well
as the integers Qai which specify the representation, are determined by the combinatorial
data ∆ defining V as we will describe below. The name “toric variety” refers to the
algebraic torus C∗d contained in the interior of V ; the combinatorial data are in effect
telling us how to (partially) compactify this torus. The fact that the torus itself is trivial
means that topological (and in fact algebro-geometrical) information about V is encoded
in ∆, making it easily accessible as we shall see. For details of this construction see [43,44]
or [30]. In what follows we will consider the case in which V is smooth, compact, and
irreducible. (Noncompact toric varieties will appear in the following sections.) We give
two examples which will serve to illustrate our results in the sequel.
Example 1.
This is perhaps the simplest possible example, complex projective space IP4. Here
Y =C5, F = {0}, and T =C∗ acts on the standard coordinates in Y as
g(λ) : (x1, x2, x3, x4, x5) 7→ (λx1, λx2, λx3, λx4, λx5) . (3.3)
Example 2.
The second example is chosen among other reasons because it has been studied by
Candelas, de la Ossa, Font, Katz, and Morrison [45] (see also [46]). The toric variety in
question is obtained by resolving the curve of ZZ2 singularities in the weighted projective
space IP1,1,2,2,24 . Each point on the curve is blown up to a IP
1. We have Y =C6,
F = {x1 = x2 = 0} ∪ {x3 = x4 = x5 = x6 = 0} , (3.4)
and T = (C∗)2 with the action on the coordinates
g1(λ) : (x1, x2, x3, x4, x5, x6) 7→ (x1, x2, λx3, λx4, λx5, λx6)
g2(λ) : (x1, x2, x3, x4, x5, x6) 7→ (λx1, λx2, x3, x4, x5, λ−2x6) .
(3.5)
Note that the group element
g21g2(λ) : (x1, x2, x3, x4, x5, x6) 7→ (λx1, λx2, λ2x3, λ2x4, λ2x5, x6) (3.6)
reproduces the familiar weighted projective space action on the first five variables.
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We now give a somewhat more detailed version of the construction described above,
explicitly describing the combinatorial structures used. This level of detail is necessary for
some of the developments in section five. Let N ∼ ZZd be a lattice in NIR = N ⊗ZZ IR. To
define V we need a fan of strongly convex rational polyhedral cones ∆ in NIR. This is a
collection of cones with apex at the origin, each of which is spanned by a finite collection
(“polyhedral”) of elements in N (“rational”) and such that the angle subtended by any
two of these at the apex is less than π (“strongly convex”). To be a fan the collection
must have the property that (i) any two members of the collection intersect in a common
face (i.e. a cone of lower dimension bounding each) – note that this includes the origin as
a possible intersection – and (ii) for each member of ∆ all its faces are also in ∆. This
data determines the holomorphic quotient described above as follows.
1. Let {v1, . . . , vn} be the integral generators of the one-dimensional cones in ∆, then in
(3.1) we set Y =Cn.
2. The set F∆ is the union of intersections of coordinate hyperplanes xi1 = · · · = xip = 0
for each set 1 ≤ i1 ≤ · · · ip ≤ n such that vi1 , . . . vip are not contained in any cone of
∆. The irreducible components of F are seen to be determined by collections as above
such that any subset of k < p of the vectors in the collection spans a k-dimensional
cone in ∆. Following [47], these are called primitive collections.
3. To get T∆ letD ⊂ ZZn be the sublattice of vectors d = (d1, . . . , dn) such that
∑
i divi =
0. Choosing a basis {Q1, . . . , Qn−d} for D we obtain the T action of (3.2).
Our interest in toric varieties here stems from their relation to GLSM. In mathematics,
these are useful examples of nontrivial varieties whose topological and algebro-geometric
properties are rather directly encoded in the combinatorics of ∆. Some examples of this
will be useful in what follows. A good first example is the question whether V is compact.
This will be true precisely when the fan ∆ is complete, i.e., when the cones in ∆ cover NIR.
To see this, let n∗ ∈ N. To this point we can associate a C∗ action on V as follows. Write
n =
∑n
i=1 kivi, where k is determined up to adding an element of the lattice D defined
above. Then
g(λ) : zi → λkizi (3.7)
defines an action on V which suffers from no such ambiguity. Now consider the limit point
λ → 0. This is contained in V precisely when (i) we can choose k such that all ki ≥ 0;
let I ⊂ {1, . . . , n} be the set for which ki > 0. This means the point n∗ lies in the cone
spanned by the vi, i ∈ I. The limit is then the point zi = 0, i ∈ I which is contained in
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V precisely when (ii) this cone is a member of our collection ∆. In all, V will contain all
such limit points precisely when any n∗ is contained in some cone of ∆.
Another property encoded in ∆ is the intersection theory on V (at least when V is
“simplicial”, which we now assume). In general, the cohomology of V is nonzero only in
even dimensions; further, when V is compact H∗(V ) is generated by H2(V ) under the
intersection product. Thus the complete intersection ring is determined by relations on
the elements of H2(V ). These are easily read off from ∆ as follows. The group H2(V )
itself is generated by classes ξi i = 1, . . . , n dual to the divisors {xi = 0}, subject to
linear relations. These essentially express the fact that T -invariant monomials in the
homogeneous coordinates xi (and their inverses) are meromorphic functions on V and hence
correspond to trivial divisors. These monomials are parameterized by the lattice M ∼ ZZd
dual to N, since 3. above guarantees that for m ∈M the monomial χm =
∏n
i=1 x
〈m,vi〉
i is
T -invariant. Thus we have
n∑
i=1
〈m, vi〉ξi = 0 (3.8)
for every m ∈ M. There are d independent relations of this type, which reduce the
dimension of H2(V ) to n−d. This determines a basis ηa of H2(V ) in which we can write
ξi =
n−d∑
a=1
Qai ηa . (3.9)
There are also nonlinear relations in the ring H∗(V ). These are read off most easily in
the dual picture as excluded intersections of the coordinate hyperplanes. That is, for each
irreducible component of F , described as {xa = 0 | a ∈ A} for some set A ⊂ {1, . . . , n},
we get a relation ∏
a∈A
ξa = 0 . (3.10)
(These relations comprise what is known as the Stanley–Reisner ideal.)
The relations (3.9) and (3.10) determine the ring structure of H∗(V ) completely; the
one thing left undetermined is the normalization of the expectation function 〈 〉V given
by evaluation on the fundamental class of V . This can also be determined by the toric
data, as follows. Given a collection of d distinct coordinate hyperplanes {xi1 = 0}, . . . ,
{xid = 0} which do intersect on V , we have
〈ξi1 . . . ξid〉V =
1
mult(vi1 , . . . , vid)
, (3.11)
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where mult(vi1 , . . . , vid) denotes the index in N of the lattice spanned by these vectors.
(This index is always 1 if V is smooth.)
Example 1.
Here there is precisely one η, and (3.9) becomes ξi = η ∀i. From the form of F we
have η5 = 0. The one-dimensional cones in ∆ are generated by
v1 = (−1,−1,−1,−1)
v2 = (1, 0, 0, 0)
v3 = (0, 1, 0, 0)
v4 = (0, 0, 1, 0)
v5 = (0, 0, 0, 1) ,
(3.12)
and (3.11) yields 〈η4〉V = 1.
Example 2.
Here the linear relations read
ξ1 = ξ2 = η2
ξ3 = ξ4 = ξ5 = η1
ξ6 = η1 − 2η2
(3.13)
and the nonlinear relations are
ξ1ξ2 = η
2
2 = 0
ξ3ξ4ξ5ξ6 = η
3
1(η1 − 2η2) = 0
(3.14)
(compare (3.4)). The one-dimensional cones in ∆ are spanned by
v1 = (−1,−2,−2,−2)
v2 = (1, 0, 0, 0)
v3 = (0, 1, 0, 0)
v4 = (0, 0, 1, 0)
v5 = (0, 0, 0, 1)
v6 = (0,−1,−1,−1) ,
(3.15)
and (3.11) yields 〈η41〉V = 2〈η31η2〉V = 2.
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There is an equivalent construction of V , in which we consider Y as a symplectic
manifold (with the standard symplectic form ω = i
∑n
i=1 dz
i ∧ dz¯ı¯), with a symplectic
action by the maximal compact subgroup G ⊂ T . In our case G = U(1)(n−d) acts as in
(3.2) with |λ| = 1. The symplectic reduction of Y by G depends on a choice of “moment
map” µ : Y → (Lie(G))∨. In coordinates, the components of µ : Y → IR(n−d) are simply
generators (by Poisson brackets) of the G action, and can be described by
µa =
n∑
i=1
Qai |xi|2 − ra , (3.16)
where ra are undetermined additive constants. The symplectic reduction is then defined
as
V (r) ≡ µ−1(0)/G . (3.17)
The structure of V (r) depends on r, of course. Its topology and even its dimension will
change as r varies. From the form of (3.16) it is clear that every T -orbit in Y will contribute
at most one point to V (r) (or one G-orbit to µ−1(0)). Which orbits will contribute is
determined by the value of r – these are the T -orbits which intersect µ−1(0). There is a
cone in r-space for which the set of T -orbits which do not contribute is precisely F∆. For
these values of r we obtain a manifold topologically identical to V as defined by (3.1). The
quotient space V (r) inherits a symplectic form ωr by reducing ω. (That is, the restriction
of ω to µ−1(0) is G-invariant, and so induces a symplectic form on V .) The cohomology
class of ωr in H
2(V, IR) depends linearly on r (for r in the cone corresponding to V ).6
The coefficients of ra are essentially the ηa of (3.9). The symplectic reduction carries a
natural complex structure, in which the reduced symplectic form becomes a Ka¨hler form.
The range of allowed r is in fact precisely the Ka¨hler cone of V [50]; for r in this cone the
two constructions are identical. The symplectic construction makes sense for any value
of r. However, it does not necessarily produce a smooth space or one of dimension d;
there will in general be values of r for which the space V (r) is altogether empty. We
denote Kc the (n−d)-dimensional cone of values of r for which V (r) is nonempty. This
is the cone spanned by the vectors Qi, and in general is larger than the Ka¨hler cone KV .
However, for a compact V , the cone Kc is always convex, since otherwise we would have
a combination
∑
i aiQ
a
i = 0 for some non-negative integers ai not all zero; then
∏
i x
ai
i
would be a nonconstant holomorphic function on V .
6 This was shown in [48] to follow from [49].
18
3.2. The Lagrangian
We are interested in studying the nonlinear sigma model with target space V . As is
the case for the well-known example of IPn, this is related to an N = 2 supersymmetric
gauged linear sigma model with target space Y and gauge group G = U(1)(n−d) such that
GC = T .
This model contains vector superfields Va with component expansions
7
V = −
√
2(θ−θ¯−vz¯ + θ+θ¯+vz − θ−θ¯+σ− θ+θ¯−σ¯)+ i(θ2θ¯α˙λ¯α˙− θ¯2θαλα)+ 12θ2θ¯2D , (3.18)
and chiral superfields Φi with component expansions
Φ = φ+
√
2(θ+ψ+ + θ
−ψ−) + θ2F + · · · , (3.19)
where · · · are total derivative terms, as well as their complex conjugates Φ. We couple n
chiral matter multiplets Φi with charges Q
a
i under G to the n−d abelian gauge superfields
Va, and introduce Fayet-Illiopoulos terms for the abelian gauge symmetry. In the limit
of infinite coupling the gauge fields act as constraints, and the action may be written in
superspace as
S =
∫
Σ
d2z d4θ
[
n∑
i=1
Φiexp
(
2
n−d∑
a=1
Qai Va
)
Φi −
n−d∑
a=1
raVa
]
. (3.20)
The Va can be eliminated by their equations of motion leading to a nontrivial kinetic
term for the matter fields corresponding to the analog of the Fubini–Study metric on V .
(Expanding in components we reproduce (2.1).)
For the present application it is perhaps better to start off with nonzero kinetic terms
for the gauge fields (these will be generated dynamically in any case, so this is more a shift
of perspective than a change in the model). We thus add to (3.20) a kinetic term for the
gauge fields, and explicitly allow for the inclusion of θ angles, so the total action is
S =
∫
Σ
d2z d4θ
[
n∑
i=1
Φiexp
(
2
n−d∑
a=1
Qai Va
)
Φi−
n−d∑
a=1
1
4e2a
ΣaΣa −
n−d∑
a=1
raVa
]
+
∫
Σ
d2z
n−d∑
a=1
θa
2πi
fa ,
(3.21)
7 The conventions are those of [6]; we work in WZ gauge.
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where fa is the curvature of the gauge connection, and Σa =
1√
2
D+D−Va is the (twisted
chiral) gauge-invariant field strength associated to the gauge field Va with component
expansion
Σ = σ − i
√
2(θ+λ¯+ + θ¯
−λ−) +
√
2θ+θ¯−(D − f) + · · · . (3.22)
The last two terms in (3.21) can be rewritten as
SD,θ =
n−d∑
a=1
∫
d2z(−raDa + θa
2πi
fa) =
∫
d2zdθ+dθ¯−W˜ (Σ)|θ−=θ¯+=0 + c.c. , (3.23)
where
W˜ (s) =
i
2
√
2
n−d∑
a=1
τasa (3.24)
with
τa = ira +
θa
2π
. (3.25)
This interaction is a twisted superpotential for the twisted chiral fields Σa. As we shall see,
there are regions in which these are the low-energy degrees of freedom. Then integrating out
the massive chiral fields we will obtain an effective action for Σa. As is familiar with chiral
superpotentials, this effective (twisted) superpotential is constrained by the requirements
of holomorphy in the fields Σ and in the couplings τ .8 In some cases this property, together
with computable limiting properties, will suffice to yield an exact expression.
The action (3.21) is invariant under a large group of global symmetries, in addition to
the local G symmetry. Of special importance is the existence of left- and right-moving U(1)
R-symmetries. We can choose these so that under the left-moving R-symmetry U(1)L the
charged fields are (ψi−, F
i, σa, λ
−
a ) with charges (−1,−1,−1, 1) (and of course their complex
conjugates with opposite charges), while under the right-moving R-symmetry U(1)R the
charged fields are (ψi+, F
i, σa, λ
+
a ) with charge (−1,−1, 1, 1). These symmetries suffer from
gauge anomalies, given by
∆(QR) = −∆(QL) = − 1
2π
n∑
i=1
(∑
Qai
∫
Σ
d2z fa
)
. (3.26)
The nonchiral combinationQL+QR is conserved. In addition there is a groupH = U(1)
n−d
of nonanomalous chiral global symmetries, acting by phases on Φi. This is the ungauged
subgroup of the full U(1)n phase symmetry.9
8 A holomorphic dependence on the couplings in a two-dimensional theory is familiar. For a
recent, more general application in four dimensions see [51].
9 This is the full symmetry group in generic cases. When the charges Qai are degenerate or
satisfy appropriate divisibility conditions the group is actually larger. In our two examples the
groups are U(5) and U(2)× U(3)× U(1) respectively.
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3.3. The Low-Energy Limit
As mentioned above, this model is expected to reduce to the nonlinear sigma model
with target space V in the infrared (at strong coupling). We can see this explicitly by
solving for the auxiliary fields Da (setting all the gauge couplings equal)
Da = −e2(
n∑
i=1
Qai |φi|2 − ra) . (3.27)
Comparing to eqn. (3.16) we see that Da = −e2µa are just the components of the moment
map to within an irrelevant constant.
We are interested in finding the space of classical ground states of the theory. To this
end we consider the potential for the bosonic fields
U =
n−d∑
a=1
(Da)
2
2e2
+ 2
n−d∑
a,b=1
σaσb
n∑
i=1
QaiQ
b
i |φi|2 . (3.28)
Setting U = 0 we obtain the restriction to D−1(0). For values of r in the appropriate range
(see below) solving D = 0 will lead to expectation values for the φi which break G by the
Higgs mechanism10 to a discrete subgroup, and lead to a nondegenerate mass matrix for
the complex scalars σ whose expectation values thus vanish. When this obtains we see
that the manifold of gauge-inequivalent vacua is indeed
D−1(0)/G = V (r) . (3.29)
The massless modes (classically) will be oscillations of φ, ψ tangent to V . Thus, when
r lies in the Ka¨hler cone of V we obtain the nonlinear sigma model with target space V
as the low-energy limit. The discussion in the previous subsection then identifies the τ
coordinates with the canonical coordinates on the moduli space of Ka¨hler structures on V ,
since the class of the Ka¨hler form ωr on the symplectic reduction V (r) will depend linearly
on r.
What happens when r lies outside this cone? For r outside the cone Kc defined above,
the equation D = 0 has no solutions and (3.28) suggests that supersymmetry is broken.
10 The attentive reader will wonder at the appearance of a Higgs phase, since the model is
usually thought to exhibit confinement. In fact the question is moot. Gauge-invariant correlation
functions cannot settle the confinement issue. Certainly the Higgs description is valid at weak
coupling. We thank E. Rabinovici and N. Seiberg for discussions of this point.
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We will find later that this is not the case (in general the theory has a nonzero Witten
index so this is not too surprising). For now, we restrict attention to r ∈ Kc. This is still
larger than the Ka¨hler cone, so there are values of r for which we cannot expect the model
to reduce to the nonlinear sigma model with target space V at low energies. In general,
the classical analysis predicts the existence of a set of codimension-one cones on which the
model is singular. The singularities occur whenever there are solutions to D = 0 which
leave a continuous subgroup of G unbroken. With φ set to one of these solutions, the
σ field associated to this subgroup has a flat potential and the space of classical ground
states is noncompact. The form of (3.27) shows that the subgroup generated by ga can be
unbroken when D = 0 is consistent with φi = 0 for all i such that Q
a
i 6= 0. This in turn
constrains r to lie in a codimension-one cone.
The singular loci will divide Kc into components, one of which will be the Ka¨hler
cone KV . The low-energy theory in other components will have a different interpretation.
An equivalent characterization of the singularities is as those values of r at which some
component of F disappears. On the two sides of the singular locus the sets F differ,
leading to topologically distinct quotients V (r). Several possible types of models can be
encountered here. The first possibility is that the quotient space is a smooth manifold. In
this case the considerations of the previous paragraph hold and the manifold in question
is a toric variety. There can be any number of such topologically distinct quotients in
the parameter space of a model; they are related by birational transformations. Another
possibility is that singular quotient spaces arise. In this case the holomorphic interpretation
is not as clear. In particular, the interpretation of r as coefficients in an expansion of
the Ka¨hler class requires some generalization here (see [39]). In summary, the classical
analysis predicts the existence of several “phases” [6] of the model, separated in r-space
by singularities. We will refine this picture in what follows.
Example 1.
For IP4, we have D = −e2(∑5i=1 |φi|2 − r). Thus we see that Kc = {r > 0} = KV ; in
this region the quotient space is just V .
Example 2.
In the second example we have
D1 = −e2(|φ3|2 + |φ4|2 + |φ5|2 + |φ6|2 − r1)
D2 = −e2(|φ1|2 + |φ2|2 − 2|φ6|2 − r2) .
(3.30)
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We see that Kc is given by the inequalities
r1 > 0
2r1 + r2 > 0 .
(3.31)
In this cone there is a ray (codimension-one cone) r2 = 0, r1 > 0 on which we can have
φ1 = φ2 = φ6 = 0 solving D = 0. When this obtains we see from (3.5) that g2 is
unbroken; hence σ2 is free. The existence of this noncompact component of field space
means that the theory is singular. This singularity separates the first quadrant from
the cone r2 < 0, 2r1 + r2 > 0. In the first quadrant (3.30) shows that the excluded set is
precisely (3.4). This region is thus the Ka¨hler cone KV . For r in the other cone inKc, we see
from (3.30) that the excluded set is F = {φ6 = 0} ∪ {φ1 = φ2 = φ3 = φ4 = φ5 = 0}. Thus
the quotient space is topologically distinct from V . In some sense this phase corresponds
to the original (unresolved) weighted projective space. (Following [30], we refer to this as
the “orbifold” phase since the space of classical vacua has orbifold singularities.) In the
holomorphic version this means that since φ6 is nonzero we can use g2 to fix it (say at
φ6 = 1); the remaining symmetry (g
2
1g2) is the expected C
∗ action on the homogeneous
coordinates. Figure 1 shows this structure in r space.
3.4. Singularities and Quantum Corrections
The classical analysis of the preceding subsections led us to the conclusion that for
r ∈ KV the GLSM is equivalent in the low-energy limit to a nonlinear sigma model with
target space V , determined by the Ka¨hler form obtained via symplectic reduction. In
terms of a fixed topological basis for H2(V ) this is proportional to ω =
∑n−d
a=1 raηa, and
the cone KV is the Ka¨hler cone. The B-field on V is likewise linearly related to the θ
angles. In terms of the canonical coordinates introduced in section two this classical result
is
ta = τa . (3.32)
This is expected to approximate the exact answer for values of r deep in the interior of
the cone KV , because there the model is weakly coupled (from our normalization of the
gauge multiplet it follows that 1/ra is the coupling constant for the ath factor of G) and
the classical analysis should be approximately valid.
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Figure 1. Classical phase diagram.
As we decrease the value of r we will find quantum corrections to these results. There
is a natural deformation of the low-energy model (given by deforming the Ka¨hler class)
which one expects to correspond to the deformation of the ultraviolet theory by changing
r. Thus we can expect that at least for sufficiently large r (we use this language somewhat
loosely; what we mean is r deep in KV , so that all of the gauge couplings are small) the low-
energy theory is given by the nonlinear sigma model with target space V and some Ka¨hler
form. The quantum corrections then take the form of corrections to the simple relation
between the parameters of the low-energy theory and those of the original model. The
corrections are constrained by N = 2 nonrenormalization theorems as follows. Correlation
functions which are holomorphic in τ in the microscopic theory (correlators of twisted chiral
fields – see the next subsection) will map to correlation functions holomorphic in t. This
implies that t(τ) is holomorphic. Thus the perturbation series for t = τ + a1+ a2r
−1 + · · ·
must terminate at a1, since higher-order terms are not analytic in τ . Thus we expect that
to all orders in 1/r, (3.32) is modified at most by the addition of a constant term. In
addition there can be nonperturbative corrections which drop off exponentially at large r.
These corrections are of course important in our application of the GLSM to a study of the
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low-energy nonlinear model. We will find it convenient to compute them rather indirectly,
using the properties of instanton corrections to the correlation functions. In the models of
this section, the corrections will be found to vanish and in fact (3.32) holds exactly.
As r approaches the boundaries of KV the classical theory is singular signaling a
possible breakdown of the approximation. The singularity arises from the region in field
space in which the scalars σ are large. We now turn to a more careful study of this
region. We will find that some of the singularities predicted by the classical analysis are
true singularities while others are removed by quantum corrections. Further, we will find
as expected that supersymmetry breaking does not occur and explicitly find the vacuum
structure outside the cone Kc.
Let us then consider the large-σ region in field space. In this region the scalars ϕi are
massive and their expectation values vanish because of the second term in (3.28). Then G
is unbroken and the theory is approximated by free N = 2 gauge theory, weakly coupled
to heavy matter fields. In this theory, as is well-known, the Fayet-Illiopoulos term breaks
supersymmetry at the classical level (eqn. (3.28) gives U ≥ ∑a r2a/2e2). In fact, as one
would expect by holomorphy, the θ angles, which we have ignored thus far, also break
supersymmetry. These are equivalent to a constant background electric field [52] and the
ground-state energy is
U(r, θ) =
e2
2
n−d∑
a=1
r2a +
(
θˆa
2π
)2 , (3.33)
where θˆa = θa + 2πma for an integer ma such that (3.33) is minimized. Physically, this
shift reflects the fact that a field corresponding to |θ| > π will be screened by pair creation.
We have neglected the chiral fields. Integrating them out will lead to small corrections
suppressed by their large mass (of order |σ|), unless they appear in the loops of divergent
graphs. In fact, there is precisely one relevant divergence [6] – the one-loop correction
to the expectation value of the auxiliary field D. This arises through boson loops; the
σ-dependence enters through the effective mass of these bosons. Thus11
1
e2
〈Da〉1−loop =
n∑
i=1
Qai
∫
d2k
(2π)2
1
k2 + 2QaiQ
b
i σ¯aσb
. (3.34)
11 We thank E. Witten for pointing out to us that the corresponding formula in [6] needed a
correction, as given here.
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Cutting off the divergent integral we have
1
e2
〈Da〉1−loop = 1
4π
n∑
i=1
Qai log
(
Λ2
2QaiQ
b
i σ¯aσb
)
. (3.35)
The correction can be interpreted as a σ-dependent shift in r. There is also a corresponding
shift in θ, verified by computing the one-loop correction to 〈λ+λ¯−〉. We incorporate both
of these in a perturbative correction to the twisted chiral superpotential for Σ (3.23), valid
for large σ
W˜ (Σ) =
1
2
√
2
n−d∑
a=1
Σa
(
iτˆa − 1
2π
n∑
i=1
Qai log(
√
2
n−d∑
b=1
QbiΣb/Λ)
)
. (3.36)
This corrected twisted superpotential leads to a modification in the potential energy
U(σ) =
e2
2
n−d∑
a=1
∣∣∣∣∣iτˆa −
∑n
i=1Q
a
i
2π
(log(
√
2
n−d∑
b=1
Qbiσb/Λ) + 1)
∣∣∣∣∣
2
. (3.37)
The computation we have performed is valid at large values of σ. One observes that
deep in the interior of KV (3.37) will vanish (indicating new vacua missed by the classical
analysis) for small σ. Here the approximation fails; more precisely, these classical vacua
are unstable. The true vacuum states are found at large φ and σ = 0 as described in the
previous subsection. This can change at the boundaries of this cone, where singularities
were predicted classically. These singularities arise precisely from the existence of low-
energy states at large σ. We first consider values of r in the vicinity of the classical
singularity, and very far from the origin in r-space. In this region the classical description
is a good approximation for most of the theory, the exception being the strongly-coupled
dynamics of the unbroken gauge symmetry, which we relabel V1. The fields σa for a 6= 1
are massive; the low-energy degrees of freedom are the chiral fields neutral under g1 and
the gauge multiplet V1. The two sectors are weakly coupled by the massive chiral fields
charged under g1. The effective twisted superpotential for Σ1 after integrating out these
massive chiral fields can be computed by setting σa = 0 for a > 1 in (3.36), in which case
the potential (3.37) reduces to
U(σ1) =
e2
2
∣∣∣∣iτˆ1 − ∑ni=1Qi2π (log(√2Qiσ1/Λ) + 1)
∣∣∣∣2 , (3.38)
26
where Qi ≡ Q1i . The effect of this correction on the physics differs dramatically, depending
on whether or not the equality
n∑
i=1
Qi = 0 (3.39)
holds.
Let us first address the situation in which (3.39) is satisfied. Then (3.38) reduces to
U(σ1) =
e2
2
∣∣∣∣∣iτˆ1 − 12π
n∑
i=1
Qi log(Qi)
∣∣∣∣∣
2
. (3.40)
Indeed in this case the integral (3.34) is convergent, and the correction to τ is in fact finite
and σ-independent
τeff = τ +
i
2π
n∑
i=1
Qi log(Qi) . (3.41)
This is in accord with the fact that instantons in this factor of G do not contribute to
the anomaly. The linear twisted superpotential is the unique form that does not break
the symmetry explicitly. Since the correction in σ-independent we will assume that it
holds away from the region (large-σ1) in which the computation is valid. For a particular
value of θ1 (0 or π) (3.40) approaches zero as r1 → 0, leading to the singularity in the
low-energy theory discussed earlier. For other θ1, however, there is no singularity; the
minimum energy at which the large-σ1 region of field space becomes accessible is nonzero,
the space of supersymmetric ground states is compact and the theory nonsingular. Thus
the singularities occur in codimension-two subspaces of parameter space. This will be
very important in what follows. In particular, it means that we can continuously deform
the theory “around” the singular loci to connect models in different “phases” [6,30]. We
stress that (3.41) is valid only in the vicinity of one of the asymptotic components of the
singular locus (i.e. r1 small and all other ra large). It is useful for predicting the location
of the singularities far from the origin in r-space. It should not, however, be confused with
perturbative corrections to (3.32). We will compute these in the sequel.
Things are very different if (3.39) is not satisfied. In this case the integral (3.34)
is divergent, quantum corrections are large, and we can expect qualitative modifications
to our classical conclusions. Indeed, in this case (3.38) grows as | log(σ1)|2 at large σ1,
so the field space accessible to very low-lying states is effectively compact and there is
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no singularity for any value of τ1.
12 On the other hand, continuing past the nonexistent
“singularity” to a region in which r1 differs in sign from
∑
iQi, we now find at large |r1|
new vacuum states. In these states the expectation values of φi are restricted to those
values invariant under g1 (hence leaving σ1 massless), and the expectation value of σ1 is
determined by the requirement that (3.38) vanish. These values are given by
σ1 =
Λ
e
exp
[
2πiτˆ1∑
iQi
]
. (3.42)
Note that for large |r1| these values lie at large |σ1|, justifying the use of (3.38). There
will be
∑
iQi of these because of the freedom to shift τˆ1 by an integer. The boundaries of
Kc are necessarily of this type, and the analysis above shows that supersymmetry is not
broken for values of r outside this cone, correcting the classical prediction.
In all, we have been led to modify our classical analysis as follows. First, the regions
outside the cone Kc are in fact continuously connected to the interior; there is no super-
symmetry breaking. However, in these regions the physical theory has additional vacuum
states involving the gauge multiplet in a nontrivial way and cannot be expected to reduce
to a nonlinear sigma model at low energies. Furthermore, some of the regions inside Kc
may be of this type. This will be the case if in reaching them from the Ka¨hler cone we have
crossed a boundary for which (3.39) does not hold. The models for which a (standard)
geometrical interpretation is expected will occupy a smaller cone Kq; this is the cone of
r’s for which the corresponding symplectic reduction V (r) is a space of complex dimension
d. Finally, our na¨ıve predictions for the singularities of the model are corrected. The true
singular locus is, as we shall see, quite complicated in general. What we have found is
that far from the origin it asymptotically approaches the cones in r predicted classically,
shifted as in (3.41). At each of these the singularity is restricted to a particular value of
θ. The fact that the singularity occurs in complex codimension one (consistent with the
holomorphic properties of these models) is important; it means one can connect two points
lying in different regions in r-space without encountering a singularity. Despite this fact,
we will follow [6] and refer to the theories in regions of r-space separated by singularities
as different phases of the model.
12 There will always be one such symmetry in G if V is compact. This corresponds to the fact
that the semipositive anticanonical class is nonzero for a compact toric variety V . It is also in
accord with the existence of an anomalous R-symmetry, which means that one θ angle could be
eliminated by field redefinitions.
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Example 1.
The singularity at r = 0 does not satisfy (3.39). We conclude that there is in fact
no singularity, and that the r < 0 theory exists but is not described by a nonlinear sigma
model. A different interpretation of the analytic continuation of this model was proposed
in [53].
Example 2.
The singularity at r2 = 0 does satisfy (3.39). There is thus a true singularity (at
θ = 0; we can of course choose a path in parameter space connecting the two “phases” that
does not meet this singularity) and it occurs at τ2 = i
log 2
π
. In this example Kq = Kc. The
singularities at the boundary of Kq do not satisfy (3.39) and are thus not true singularities.
3.5. Determining the Singular Locus
The analysis in the previous subsection has corrected the classical predictions for
the singularities of the model far from the origin. The exact singular locus of the model
diverges from the semiclassical predictions due to the effects of instantons in the Higgs
sector of the theory, and interpolates between the asymptotic pieces computed above. To
find this locus would apparently require computations in the strongly-coupled interior of r-
space near the origin. This appearance is misleading, however, because in fact the twisted
superpotential (3.36) is an exact expression. Perturbative corrections at higher order
are of course precluded by holomorphy in τ . We claim, however, that nonperturbative
corrections are absent as well. This will be borne out in the following subsections by
explicit computations of the exact correlation functions and a study of their singularities.13
We defer a complete argument for the vanishing of these corrections to [7].
The equations of motion for σ which follow from the twisted superpotential interaction
∂W˜
∂σa
= 0 , (3.43)
13 Similar methods were used in [54] to compute exact superpotentials in four dimensions. N.
Seiberg has recently presented an argument for the assumption made in this work (and justified by
its results as we do here) that the exact effective superpotential is linear in the tree-level coupling.
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can be rewritten using (3.36) as
n∏
i=1
(√
2e
Λ
n−d∑
b=1
Qbiσb
)Qai
= e2πiτa , a = 1, . . . , n−d . (3.44)
These equations will lead to some exact properties of the correlation functions of the σa
in what follows, but we first show how they lead directly to the exact singular locus. This
happens because the singularity, as observed above, arises from the existence of solutions
to (3.44) (nontrivial vacuum states) at large σ. Let us choose a basis for G such that∑n
i=1Q
a
i = Qδ
a1 for some constant Q, so that (3.39) is satisfied for a > 1. Then we have
seen that the large-σ1 region of field space does not lead to a singularity; the “geometric”
phases of the theory are then in the region (say) r1 > 0, and for the moment we concentrate
on this region. Then the field σ1 is massive and we integrate it out to obtain the low-energy
effective action. We will in fact simply set σ1 = 0 and drop it, an approximation which
should be valid for sufficiently large r1. At generic large values of the other σa the chiral
fields which remain massless are the set {φi}i∈Ic of fields satisfying Qai = 0 for a > 1.
Expectation values for these do not break the subgroup H ⊂ G generated by ga for a > 1.
The remaining chiral fields are massive and will be integrated out as well. This will lead
to an effective twisted superpotential for the massless σa, yielding as equations of motion
∏
i∈I
(
n−d∑
b=2
Qbiσb
)Qai
= e2πiτa , a = 2, . . . , n−d , (3.45)
where we have used (3.39) to eliminate the Λ-dependent constant.
We now note that the equations (3.45) are all homogeneous (of degree zero) in σ
because of (3.39). This homogeneity means two things. First, if the equations have a
solution at all there are solutions at arbitrarily large σ and the model is indeed singular.
Further, because (3.45) can be interpreted as n−d−1 equations for the n−d−2 ratios of the
nonzero σa’s, the equations are overdetermined. They can be considered the parametric
equations of some subvariety of τ -space of dimension n−d−1 (recall τ1 is unconstrained),
along which the models are singular.
This subvariety (a part of the “singular locus” in the parameter space) will have several
components at large-r, and by inspection these can be seen to coincide with some of the
singularities in this region predicted semiclassically above. In these limits the solutions
indeed tend to the limiting direction in σ-space which was predicted from the classical
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action. In the interior of r-space, the true singular locus interpolates smoothly between
these various limits. At a generic point on it the σ vacua are in a generic direction in
σ-space (generic, that is, among σ’s constrained by σ1 = 0), leading to nonzero masses for
all of the chiral fields φi, i ∈ I. We have made a computation at large r1 to describe this
part of the singular locus, but note that the result is completely independent of τ1. This
is actually to be expected. The τ1 dependence of correlation functions is determined by
the anomalous R-symmetry. Thus any correlator of the σa is given by q
m
1 f(q) for some m,
with f independent of q1. The singularities of such an object cannot depend upon q1.
The discussion in this subsection has until now neglected one subtlety. We have
computed the singular locus as the locus at which (3.44) have solutions. These equations
were obtained by integrating out all of the chiral fields charged under any of the symmetries
involved. Of course, there can be intermediate situations in which some factors of G are
Higgsed by massless chiral fields and others are in the Coulomb phase. (This simply
generalizes the situation in the previous paragraph in which g1 was Higgsed.) In this
case one should integrate out only the massive chiral fields, and seek solutions to the
equations of motion for the massless twisted chiral σa fields. This will lead to extra
components of the singular locus. Indeed the divisor computed above will reproduce only
some of the asymptotic singularities predicted in the semiclassical approximation. The
extra components will interpolate smoothly between the remaining limits. To extract
a coherent picture from this idea we need to understand which limits are joined, or in
other words which subsets of the chiral fields can be integrated out to yield a consistent
low-energy theory for the remaining light fields. The structure we are looking for is the
following. Consider a linear subspace h of S = {s ∈ IRn−d|∑n−da=1 sa∑ni=1Qai = 0} ∼
IRn−d−1, of dimension k, and let H ⊂ G be the corresponding subgroup (of rank k).
We divide the chiral fields into two subsets, the set {φi}i∈I of fields charged under some
element of H and its complement, the set {φi}i∈Ic of H-invariant fields. We then ask
whether a component of the singular locus exists such that at a generic point in it the
σ field is in a generic direction within the subspace h. This means the chiral fields φi
are massless for i ∈ Ic and that their expectation values will lead to a mass matrix for σ
whose zero eigenspace is h. We then compute a twisted superpotential W˜ for the massless
components (in h) of σ. We can choose coordinates such that these massless components
are σn−d−k+1, . . . , σn−d, and write
W˜ (Σ) =
1
2
√
2
n−d∑
a=n−d−k+1
Σa
(
iτˆa − 1
2π
∑
i∈I
Qai log(
√
2
n−d∑
b=n−d−k+1
QbiΣb/Λ)
)
. (3.46)
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As above we will then find solutions to the equations of motion derived from this for τ in
a codimension-one subvariety, of the form
∏
i∈I
(
n−d∑
b=n−d−k+1
Qbiσb
)Qai
= e2πiτa , a = n−d−k+1, . . . , n−d . (3.47)
When will this construction lead to a component of the singular locus? The special
status of the origin in r-space as the unique point at which all of the gauge symmetries
can be unbroken has been removed (there is in fact no such point). Instead, along the
singular divisor, σ rotates smoothly from one asymptotic direction to another. Thus we
expect the components of the true singular locus not to end in the strong coupling region
(as those corresponding to convex cones do classically), but to have as boundaries only
the semiclassical limits. To check this we consider the classical limit and compute the
D-terms using only the massless fields {φi}i∈Ic . Setting these to zero will restrict r to
a cone, which is precisely the cone spanned by the vectors {Qi}i∈Ic . If this cone is in
fact all of IRn−d−k−1, then the singular locus computed above can extend to the classical
boundaries of τ -space and there is a component of the singular locus given by the above
data. Otherwise, we will find that h is contained in a larger subspace (possibly all of S) and
that in the strong coupling regime the singular locus interpolates between the asymptotic
limits we have used and others so that in the interior σ rotates out of h. This condition
can be naturally expressed in terms of the combinatorial presentation of V . Given a subset
I ⊂ {1, . . . , n} as above, the condition on Qi is precisely the condition that the set {vi}i∈I
is the set of lattice points in a face of the polyhedron P, the convex hull of the vi. This
construction of the singular locus which contains an irreducible component for each face of
P is familiar from studies of B model moduli spaces, as we will discuss in detail in section
five.
Example 1.
In this example the discussion is completely trivial, since there is no singular locus.
Example 2.
The one true singularity in this model, at τ2 = i
log 2
π
, is once more a rather trivial
example of the above with H generated by g2. We will see a better example of these
phenomena in the models of section four.
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We have already managed to extract some exact results from our one-loop computation
of (3.36). But we can do more; the correlation functions of the twisted chiral fields σa are
holomorphic in τ (and do not depend on the location in the worldsheet at which the
operators are inserted). We can use (3.36) to obtain exact relations among these which in
some cases suffice to compute them all exactly.14 In fact, for values of r outside the cone
Kc (recall such values always exist for compact V ) the theory is far simpler to analyze.
The massless fields are just σa and these are governed by the interaction (3.36). The
correlation functions are then simply products of the expectation values for σa derived
from (3.44). Note that here we do not drop the first equation (indeed there will be
solutions at large σ1 as in (3.42)); the equations are then not homogeneous and determine
isolated vacua for generic τa in the complement of Kc. The equations (3.44) are then
interpreted as constraints on the correlation functions. Since the latter are holomorphic
in τ , the relations must continue to hold when we analytically continue to other regions
in parameter space. Of course the σa should then be considered as operators and not as
numbers. Since some of the Qai are negative, this equation may not make sense as written;
however, we can take combinations of (3.44) such that the powers on the left-hand side are
always positive. These then give a set of nonlinear relations on the σa, as we discuss in the
next subsection. In some cases these are sufficient to determine the correlators completely.
3.6. The Topological Model
The above discussion has been somewhat imprecise. In particular, the description
we have given is a semiclassical one relevant at small e. We have used this reasoning to
understand the low-energy (large-e) behavior. Ultimately, the justification for this is that
we will limit ourselves here to properties of the supersymmetric theory which are in fact
independent of e. These quasitopological properties are shared by the topological field
theory obtained by “twisting”. We now turn to discuss this theory. We will initially base
our discussion in the Ka¨hler cone; later we shall see how computations can be done in
other phases.
Like any N = 2 supersymmetric theory, the model described in the previous subsec-
tions can be twisted to obtain a topological field theory [3]. We will study the A twist.
In this model, the supercharges Q− and Q+ become worldsheet scalars. These generate
a (0|2) dimensional supergroup F of symmetries. The spin-12 fermions λ, ψ± and their
14 We thank N. Seiberg and E. Witten for urging us to solve the model in this fashion.
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conjugates become either one-forms on Σ or scalars. Setting Q = Q− + Q+ we have
Q2 = 0. If we restrict attention to correlation functions of operators that are Q-closed,
then all Q-exact operators decouple (vanish in correlators). We can thus consider a the-
ory in which the operators are cohomology classes of Q. Correlation functions in this
theory are independent of the worldsheet metric because the twisted energy-momentum
stress tensor, which couples to the metric, is itself Q-exact. In particular, all correlators
are scale-invariant (and the gauge kinetic term, coupling to e, is also exact). Thus we can
compute directly in the weak-coupling (high energy) limit quantities which will be relevant
to the strongly-coupled theory in the infrared.
The twisting procedure will change the anomaly equation (3.26). By modifying the
spins of the fermions we have added to the gauge anomaly (3.26) a gravitational anomaly
from the coupling of the fermions to the spin connection on Σ. The modified equation is
now
∆(QR) = −∆(QL) = d
2
χ(Σ)− 1
2π
n∑
i=1
(∑
Qai
∫
Σ
d2z fa
)
, (3.48)
the additive constant being simply the difference between the number of left- and right-
moving fermions to which the current couples. The difference QL − QR is called ghost
number.
In the nonlinear sigma model the cohomology of Q is precisely the de Rham cohomol-
ogy H∗DR(V ), discussed in subsection 3.1 . By the arguments of the previous paragraph
we expect to find a similar structure for the local observables in the linear model. The Q
variations of the fields are:
[Q, vz] = −iλ+z
[Q, vz¯] = −iλ¯−z¯
[Q, σ] = 0
[Q, σ¯] = i
√
2(λ¯+ − λ−)
{Q, λ+z } = 2
√
2∂zσ
{Q, λ−} = i(D + f)
{Q, λ¯+} = i(D + f)
{Q, λ¯−z¯ } = 2
√
2∂z¯σ
(3.49)
for each of the gauge multiplets, and
[Q, φi] =
√
2χi
[Q, φ¯ı¯] = −
√
2χ¯ı¯
{Q,χi} = 2
∑
a
Qai σ¯aφ
i
{Q, χ¯ı¯} = −2
∑
a
Qai σ¯aφ¯
ı¯
{Q,ψiz¯} = 2
√
2iDz¯φ
i +
√
2F iz¯
{Q, ψ¯ı¯z} = 2
√
2iDzφ¯
ı¯ +
√
2F
ı¯
z
(3.50)
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for the chiral multiplets.
The supersymmetry variations above lead us to identify representatives for the coho-
mology of Q in the space of local operators: every class can be represented by a function
of the σa’s. That is, the Q-variations realize the Cartan model for G-equivariant coho-
mology of field space, where G is the group of gauge transformations. A recent review of
this procedure can be found in [55]. The cohomology is graded by ghost number, with Q
carrying ghost number one; σa carries ghost number two. Note that the nonlinear relations
(3.10) are not satisfied by the operators. We will identify the correct nonlinear relations
using the correlation functions as discussed in section two. We wish to compute correlation
functions in the low-energy model, and hence look for the map between the operators in
the nonlinear sigma model and the space obtained in the GLSM. Restricting to the zero
modes, the GLSM operators will be given by G-equivariant cohomology. This in turn is
naturally identified with the cohomology of V , leading to the identification σa ∼ ηa to
within a normalization.
In a topological field theory, given a local Q-closed operator we can form other Q-
closed operators by the descent equations. These lead toQ-cohomology classes expressed as
the integrals over cycles on the worldsheet of appropriate forms. The two-form operators
thus obtained yield deformations of the action that preserve the topological invariance.
Applying this method to σa leads to
∫
Σ
(Da − fa), the deformation coupling to τ . This
is in line with the identification made above, of course. Further, one can show that the
operator coupling to τ¯ is Q-exact. The correlation functions of σa will thus be holomorphic
functions of τ .
The nonlinear relations among the σa will be determined by the correlation functions
we compute in the sequel. However, a subset of these relations can be computed directly
from the twisted superpotential (3.36), as mentioned in the previous subsection. If for each
i we fix an operator δi which in Q-cohomology is given by
δi ∼
√
2e
Λ
n−d∑
a=1
Qai σa , (3.51)
then we can write the relations (3.44) in the form
n∏
i=1
δ
Qai
i = e
2πiτa . (3.52)
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Relations of this type had already been proposed by Batyrev [8], in the form
n∏
i=1
ξ
Qai
i = e
2πita . (3.53)
In fact, for smooth V Batyrev showed that such relations would suffice to compute the
quantum cohomology of V (see a fuller discussion in subsection 3.9 ). We will recover
these relations by a direct study of the moduli spaces of instantons (refining the analysis
of Batyrev) in the sequel. Our direct approach has the advantage of not being limited to
smooth V , and will prove very useful in the next sections. At this point, we can use (3.52)
and (3.53) to find the normalization constant in our identification of operators with divisors
and to verify that indeed (3.32) is not corrected. Notice that for values of a satisfying (3.39)
the constants in (3.51) drop out of (3.52) (in particular, Λ does not appear as expected
since the instantons in this factor do not contribute to the anomaly).
3.7. Reduction to Moduli Space
The computation of correlation functions in the topological field theory is greatly
simplified by the existence of the (0|2) dimensional symmetry group F . The path integral
computing correlation functions of Q-closed operators (for which F -invariant representa-
tives can be chosen) reduces to an integral over the fixed point set of F . Fluctuations
about this can be treated exactly in the Gaussian approximation. Furthermore, exact can-
cellation between the bosonic and fermionic determinants means they can be altogether
dropped. (Note that in general the ratio of determinants can be ±1; in the present case it
is in fact just 1, as we discuss more fully in section four.) In the nonlinear sigma model,
the fixed point set of F is the space of holomorphic maps Σ → V and its irreducible
components are classified by the degree of the map. The contribution of each component
can be expressed as an intersection computation in that space, but the moduli spaces are
highly nontrivial and noncompact and explicit computations are extremely difficult. We
will find a qualitatively similar picture in the linear model. The essential difference will be
that the moduli spaces will be simple and the computation tractable.
The fixed point set of F is found by considering field configurations annihilated by
Q+ and Q−. As in [6] this leads to
dσa = 0 (3.54a)
n−d∑
a=1
Qai σaφi = 0 (3.54b)
Da + fa = 0 (3.54c)
Dz¯φi = 0 , (3.54d)
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where Dz¯ is a covariant derivative constructed from the gauge connection. The space of
solutions to these will split into “instanton sectors” labeled by
na = − 1
2π
∫
d2z fa . (3.55)
The action for a solution of (3.54) is
L = −2πi
n−d∑
a=1
τana . (3.56)
For r in the interior of the cone, (3.54a−b) lead to σ = 0, leaving (3.54c−d) to
determine φ and f . The equations are of course gauge-invariant; the moduli space M~n of
solutions at instanton number ~n is a quotient of the space of solutions satisfying (3.55) by
the group of gauge transformations
φi → eiΣaQ
a
i ǫaφi , va → va − dǫa . (3.57)
What makes the computation tractable is the fact that this quotient can be recast as a
toric variety. The first equation (3.54c) is in fact invariant under (3.57) with ǫ a complex
function on Σ, while the second (with D expressed in terms of φ using (3.27)) is not.
The essential observation [6,56,57] is that for each solution of (3.54c) there is at most one
value of |ǫ| transforming it to a solution of (3.54d) as well. Thus M~n can be expressed as
the set of solutions of (3.54c) which can be transformed this way modulo complex gauge
transformations.
By an appropriate complex gauge transformation we can make v a holomorphic con-
nection. Then (3.54c) states simply that φi is a holomorphic section of a line bundle over
Σ of degree di(~n) =
∑
aQ
a
i na. Restricting attention to Σ of genus zero, this is the line
bundle O(di). For di < 0 such sections do not exist and we have φi = 0. For di ≥ 0 there
is a (di+1)-dimensional vector space of sections. These can be expressed as homogeneous
polynomials of degree di in the homogeneous coordinates (s, t) on Σ
φi = φi0s
di + φi1s
di−1t+ · · ·+ φidi tdi , (3.58)
i.e., we can think of {φi} as a GC-equivariant map C2 → Y . It is now easy to see which
sets of sections do not lead to a solution of (3.54d) for any |ǫ|. These are those solutions
for which the image lies completely in F , determined by r as in subsection 3.1. We denote
this set of solutions F~n. We have not completely fixed the complex gauge invariance.
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Complex gauge transformations with constant ǫ will not affect our choice of connection, so
we must still quotient our space by the action of these. In summary, we have the following
expression for the moduli spaces (compare [58]):
M~n = (Y~n − F~n)/T (3.59)
where Y~n =
⊕n
i=1H
0(O(di)) and T = GC acts by φij → (
∏
a λ
Qai
a )φij . The components
φij of the φi’s give coordinates on Y~n. Since φi has max{0, di + 1} components, we find
dimY~n =
∑
i:di≥0
(di + 1) (3.60)
and hence
dimM~n = dimY~n − (n− d) =(
d+
n∑
i=1
di
)
+
∑
i:di≤−1
(−di − 1) ≥ d+
n∑
i=1
di .
(3.61)
A similar analysis can be carried out for worldsheets Σ of higher genus: each φi is
a section of a line bundle Li on Σ, and these line bundles must have compatible degrees.
(In fact, a bit more compatibility is required: there must be isomorphisms among certain
tensor powers of these bundles – see [58] for details of this construction.)
The toric variety M~n can also be described via symplectic reduction. If we start
with a moment map D (depending on a choice of r in Kq) which defines V in the form
D−1(0)/G, then F is characterized as the set of points in Y whose GC-orbit does not meet
D−1(0). If we replace each term |φi|2 in D with a corresponding term
∑di
j=0 |φij |2 to form
a map D~n
D~n,a =
n∑
i=1
Qai
(
di∑
j=1
|φij |2
)
− ra (3.62)
then we see that D~n serves as a moment map in this context with F~n being precisely the
set of points in Y~n whose GC-orbit does not meet D
−1
~n (0). Note that the constants ra
which determine the moment map are the same as those used for the moment map of V
itself.
We observe that the moduli space M~n must be empty unless ~n belongs to the dual
of the cone of allowed r’s for this model. Let ~n be such that
∑
nara < 0. We consider
1
e2
∑
naDa, which takes the form∑
i
(
∑
a
naQ
a
i )|xi|2 − (
∑
nara). (3.63)
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From this form, we see that if I = {i | ∑a naQai < 0}, then F contains the set {xi =
0 ∀i ∈ I}. But now for polynomials φi in this sector, di < 0 for i ∈ I which means that
all such φi (i ∈ I) must vanish identically. Thus, the corresponding collection (φi) lies in
F~n, i.e., Y~n = F~n so M~n is empty. Since this holds for any r which determines the same
toric variety, the moduli spaces must be empty for any ~n not in the (closed) cone K∨ dual
to the cone K in r-space determining the phase in which we compute.
The cohomology of the moduli spaceM~n is generated by classes of toric divisors. The
coordinates in the space Y~n are given by the set of coefficients φij of the sections φi. Each
can be set to zero, giving divisor classes ξij. Among the linear relations we find that for a
fixed i, all ξij ’s are linearly equivalent to each other. (This essentially says that we can vary
the insertion point of the operator without affecting the cohomology class on the moduli
space and hence with no effect on correlation functions as expected.) Let us identify all of
these with a fixed class ξi (more precisely, (ξi)~n).
These classes can be written in terms of some classes (ηa)~n as follows:
(ξij)~n = (ξi)~n =
n−d∑
a=1
Qai (ηa)~n . (3.64)
The (ηa)~n’s generate the cohomology in this case.
It is useful at this point to compare the rather simple instanton moduli spaces (3.59)
to the intractable ones found in the nonlinear sigma model. In fact, the equivariant maps
φi are closely related to maps Σ→ V . In particular, setting ~n = 0 we immediately recover
M0 = V . However, not every instanton represents an actual map from the worldsheet to
V . A collection φi which sends any point fromC
2−{(0, 0)} to F is disqualified from being
a true map. Following Witten, we call these the pointlike instantons, and note that they
comprise a subset ofM~n of positive codimension. The moduli space M~n is obtained from
the corresponding moduli space in the nonlinear model by adding these configurations. We
can interpret them physically by returning to (3.54c). For points inM~n which correspond
to true maps we see that the curvature f is small. For pointlike solutions, on the other
hand, there are points on the worldsheet at which the curvature is large (of order r). The
strong fluctuations of the gauge field around these points extend to a distance of order the
Compton wavelength of the massive gauge boson. From the point of view of the low-energy
theory these field configurations are singular at a point on Σ. Mathematically, the pointlike
instantons lead to a natural compactification of the space of holomorphic maps from IP1
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to V . It is the natural occurrence of this compactification, and the extreme simplicity of
the compactified space, that make the instanton computation tractable.
This comparison of the instanton spaces will also allow us to show that the relation
(3.32) between the GLSM parameters and those of the low-energy nonlinear model is exact.
Since the instanton spaces for the GLSM differ from those for the nonlinear model only
in positive codimension, and since in either case the contributions to correlation functions
arise by intersection calculations, or equivalently by integrating a closed form of top degree,
the contribution of a given instanton sector is expected to be the same in both theories.
Thus, for the models studied here, the relation ta = τa holds exactly, and the computations
of the next subsection yield the Gromov–Witten invariants of V directly. (The analogous
statement for the linear models related to Calabi–Yau hypersurfaces M ⊂ V is false, as
we shall see later.)
Example 1.
In the first example, working in the Ka¨hler cone r > 0, we find K∨ given by n ≥ 0.
Thus φi is a section of O(n). Pointlike instantons are configurations in which the maps
φi have a common zero. The set Fn contains the zero map, and Yn = C
5(n+1). Thus
Mn = (Yn − Fn)/C∗ = IP5n+4. This is a compactification of the space of degree n maps
to V = IP4. Note that dimCMn = 4 + 5n as expected from (3.61). The cohomology of
Mn is generated by the hyperplane class ξij = η ∀i, j subject to the relation (analog of
(3.10)) η5n+5 = 0.
Example 2.
In the second example, working once more in the Ka¨hler cone KV = {r1, r2 > 0}, we
have K∨ = {n1, n2 ≥ 0} and d = (n2, n2, n1, n1, n1, n1 − 2n2). Here there are two cases to
consider. The first is n1 − 2n2 ≥ 0. In this case we find Y~n = C4n1+6. Comparing d and
(3.4) we find the nonlinear relations defining F~n are
ξn2+11 ξ
n2+1
2 = η
2n2+2
2 = 0
ξn1+13 ξ
n1+1
4 ξ
n1+1
5 ξ
n1−2n2+1
6 = η
3(n1+1)
1 (η1 − 2η2)n1−2n2+1 = 0 .
(3.65)
So M~n = (Y~n − F~n)/C∗2 is defined as a toric variety of dimension 4n1 + 4. On the other
hand, if n1 − 2n2 < 0 we see that d6 is negative, hence φ6 ≡ 0. When this obtains the
two U(1)’s in G = U(1)2 act on disjoint sets of fields, hence M~n = IP2n2+1 × IP3n1+2.
The hyperplane class of the first factor is η2, and of the second η1. The total dimension is
3n1 + 2n2 + 3.
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3.8. Computing Correlators
We are now almost ready to compute the correlation functions
Ya1...as = 〈σa1(z1) · · ·σas(zs)〉 (3.66)
where zi ∈ Σ and of course the result does not depend upon the choice of the zi’s. We
compute Y in an instanton expansion as
Ya1...as =
∑
~n∈K∨
Y ~na1...as
n−d∏
a=1
qnaa , (3.67)
where qa = e
2πiτa . (This series is expected to converge for |qa| sufficiently small.) The
contributions Y ~na1...as are given by the restriction of the path integral to this component of
the moduli space. Clearly, this will vanish unless the anomalous ghost number conservation
law (3.48) is satisfied, i.e., s = d+
∑n
i=1 di. This is in complete accord with the discussion
in subsection 3.4. The sum (3.67) can diverge at small ra only if it is an infinite series in
qa; this is turn can only occur if (3.39) is satisfied.
The Y ~na1...as will be given by an intersection computation on M~n. To each insertion
of σa we associate a class in H
∗(M~n). This can be determined using the methods of [55].
In our context, we can make the identification more directly, in a similar manner to our
treatment of the zero modes. In this case, restricting attention to field configurations of
the form (3.58) we see that (3.50) leads to G-equivariant cohomology of Y~n. To within
a normalization, the class corresponding to σa is thus ηa. We will assume this holds
exactly (the normalization factor is independent of ~n), though we do not have a complete
justification for this choice. We can consider a change of this normalization as a change
of the contact terms between the inserted class and the perturbing operator, so our choice
is simply a choice of some natural contact terms.15 We note that this normalization is
suggested by the correspondence between (3.52) and (3.53). Making this identification we
find, for the case di ≥ 0 that
Y ~na1...as = 〈(ηa1)~n · (ηa2)~n · · · · (ηas)~n〉~n (3.68)
when (3.48) is satisfied, zero otherwise. Here 〈 〉~n denotes the intersection form on M~n,
and when no confusion is likely we will simply write ηa, the lift to moduli space being
15 E. Witten has suggested to us that the computation of quantum cohomology could be carried
out by the methods of ref. [59], which would also determine the normalization.
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understood. We have ignored the constant normalization factors in (3.68) and will continue
to do so.
When some di < 0 the dimension of moduli space is too large. This means that the
section whose zero set isM~n is not generic. In this case the solution is well-known [10]. The
contribution is obtained by inserting in (3.68) the Euler class χ~n of the obstruction bundle.
Physically, in this case there are also ψiz¯ zero modes; χ~n is obtained by integrating over
these. Since the obstruction bundle has a G-action, it is determined by the corresponding
representation of G. It follows that, up to a normalization, χ~n takes the form
χ~n =
∏
di<0
(ξi)
−di−1
~n , (3.69)
where the product is an intersection as above, and ξi is defined by (3.64). We assume that
(3.69) in fact gives the correct normalization. It may appear strange to insert ξi, since the
maps take values in the subset φi = 0 to which this is certainly not transverse. The point
is that we use (3.64) to define the insertion, and the ηa do have representatives meeting
M~n transversely. The general formula is thus
Y ~na1...as = 〈(ηa1)~n · (ηa2)~n · · · · (ηas)~nχ~n〉~n . (3.70)
Example 1.
Since the index a takes but one value in this example, we will simplify notation by
dropping it and introducing Ys to stand for the previous Ya...a (s factors of a). Here χn is
trivial and we find Y ns = δs,5n+4, so that
Y5m+4 =
∑
n≥0
qnY n5m+4 = q
m , (3.71)
all others vanishing. All correlation functions are analytic in q and there is no singularity,
as predicted in subsection 3.4 above.
Example 2.
In the second example we will have to work a little harder. The correlation functions
we compute will be Ym1,m2 = 〈σm11 σm22 〉. Ghost number conservation implies Y ~nm1,m2 = 0
unless m1 + m2 = 4n1 + 4. We thus need Y
~n
4n1+4−m2,m2 , and to get it we will need to
study the intersection form on M~n. Let us start with the case n1 − 2n2 ≥ 0. In this case
we will use the relations in the algebra to determine the expectation function to within
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a normalization as discussed in section two. To determine this we need to compute one
intersection and toric methods yield easily
〈η2n2+12 η4n1−2n2+31 〉~n = 1 , (3.72)
(cf. (3.11)). Using the relations we can reduce any nonzero intersection to these. Let
ϕa = 2
−a〈η2n2+1−a2 η4n1−2n2+3−a1 〉~n (3.73)
for 0 ≤ a ≤ 2n2+1, and set ϕa = 0 for a < 0. Then ϕ0 = 1 is the normalization condition,
and we have the following recursion relation by expanding the second of (3.65)
ϕa +
n1−2n2+1∑
j=1
(−1)j
(
n1 − 2n2 + 1
j
)
ϕa−j = 0 (3.74)
for 1 ≤ a ≤ 2n2 + 1 determining ϕa. This is solved by
ϕa =
(
n1 − 2n2 + a
a
)
, (3.75)
(see appendix A) which yields finally
Y ~n4n1+4−m2,m2 = 2
2n2+1−m2
(
n1 + 1−m2
2n2 + 1−m2
)
. (3.76)
Let us now consider the case n1 − 2n2 < 0. The moduli space was described above.
Since d6 < 0 the contribution is
Y ~n4n1+4−m2,m2 = 〈ηm22 η4n1+4−m21 χ〉~n , (3.77)
where χ = ξ2n2−n1−16 = (η1 − 2η2)2n2−n1−1. The only nonzero contribution to (3.77) is
simply the coefficient of η3n1+21 η
2n2+1
2 , hence expanding χ
Y ~n4n1+4−m2,m2 = (−2)2n2+1−m2
(
2n2 − n1 − 1
2n2 + 1−m2
)
= 22n2+1−m2
(
n1 + 1−m2
2n2 + 1−m2
)
. (3.78)
Remarkably, this is identical to (3.76). We can now sum the instanton series to obtain
Y4n1+4−m2,m2 = q
n1
1
∑
n2≥0
22n2+1−m2
(
n1 + 1−m2
2n2 + 1−m2
)
qn22 . (3.79)
One observes that for m2 > n1+1 the series is infinite, and its sum has a pole at q2 = 1/4,
in complete agreement with the discussion of subsection 3.5 above.
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3.9. Quantum Cohomology
In the preceding subsection we have completely solved the model and computed all the
correlators. As observed in section two, these determine a deformation of the cohomology
algebra of V to an object known as the quantum cohomology algebra. This is essentially
the ring of local operators in the topological field theory. This ring can be viewed as a
deformation (with parameters qa) of the cohomology ring H
∗(V ), which approximates the
latter in the limit qa → 0, i.e. as we move in r-space to a point deep in the interior of the
Ka¨hler cone. Conversely, the structure of the algebra determines the correlation functions
to within an overall (possibly q-dependent) normalization. In subsection 3.6 we computed
some of the relations in this algebra (3.44). In this subsection we will show how the direct
analysis reproduces these relations. Our treatment closely follows the work of [8]; the
method of proof will be useful in what follows. If V is smooth, these relations determine
the algebra completely as we discuss. We stress however, that the computations given
above are valid without this assumption. In fact, in appendix B we consider a model in
which V is not smooth and show that the details of the solution for such a model differ
somewhat from the smooth case.
The correlation functions (3.66), since they do not depend on the points zi at which we
insert the local operators, can be interpreted as defining a linear function, the “expectation
function,” on Y =C[σ1, . . . , σn−d], the ring of polynomials in these formal variables. This,
as pointed out earlier, is essentially the ring of local observables in the theory. This
statement is somewhat misleading, however. There is an ideal J in Y annihilated by all
correlation functions, i.e. for P ∈ J we have 〈OP〉 = 0 for all O ∈ Y . The ideal J of
course depends on q. The true space of local operators is the quotient space Y/J (q).
The problem of computing the quantum cohomology of V is thus equivalent to computing
the ideal J (q).16 It will prove convenient, in what follows, to work instead with the
presentation Y =C[δ1, . . . , δn]/L where the δ are determined by (3.51) and L is the ideal
generated by the linear relations among these following from (3.51). (Note that just as
σa induces cohomology classes (ηa)~n in the moduli spaces, δi induces the corresponding
cohomology classes (ξi)~n given by (3.64).)
16 This approach to studying quantum cohomology by finding generators σ and analyzing the
ideal J of relations among them (as determined by the correlation functions) has been system-
atized by Siebert and Tian [61].
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As an example, we can set qa = 0. In this limit we expect to reproduce the classical
cohomology ring of V . Physically, the contributions of nontrivial instanton sectors are
suppressed in this limit and we obtain correlators as intersection computations on M0 =
V as observed above. The ideal J (0) is then simply related to the set F of excluded
intersections of hypersurfaces. Consider a component of F given by φi1 = · · · = φip = 0
(where φi1 , . . . , φip is a “primitive collection” as before). Then of course any correlation
function 〈Oδi1 · · · δip〉0 = 〈Oξi1 · · · ξip〉 vanishes in this limit because the corresponding
hypersurfaces do not meet in V . This is precisely the presentation of the cohomology ring
of V which appeared above in subsection 3.1.
Let us now move away from the locus qa = 0. When qa 6= 0, there can be nonzero
contributions to correlation functions containing operators from J (0). In the nonlinear
language, these come from nontrivial rational curves in V which intersect the p divisors,
even though these do not intersect in V . We can readily study these by taking advantage
of the fact that correlators in the topological field theory do not depend on zi. Essentially
we will use this freedom to insert the operators at the same point on Σ. As always, the
local operator corresponding to this situation suffers from ambiguities related to contact
terms. We will essentially be making the analog of the canonical choice, i.e., we will use
the point-splitting definition and use computations with all the operators inserted at a
point to learn about the generic situation.
The ideal J can be constructed as follows (we are here following closely the argument
of [8]). We will start by writing one relation for every set ~n∗ of n−d integers lying in the
(n−d)-dimensional cone K+ ⊂ K∨ determined by the inequalities di(~n) ≥ 0. Given such a
vector ~n∗ we will show that for any operator O in the ring and any ~n ∈ K∨
Y ~nO = Y
~n+~n∗
O∗ (3.80)
where O∗ = O∏ni=1 δd∗ii .
To see this, let us first assume that ~n ∈ K+. In this case (3.80) is
〈O〉~n = 〈O
n∏
i=1
(ξi)
d∗i
~n+~n∗〉~n+~n∗ . (3.81)
We can choose explicit representatives for the ξi on the right-hand side such that in the
space of equivariant maps φi we impose all of the constraints at s = 0 on Σ. This means
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that the expression (3.58) for φi as a homogeneous polynomial of degree di + d
∗
i takes the
form
φi = s
d∗i Pi(s, t) (3.82)
where Pi is a homogeneous polynomial of degree di ≥ 0. But the space of such polynomials
is precisely Y~n. Further, the image lies in F precisely when the maps Pi lie in F~n. Thus
choosing these representatives on the right-hand side of (3.81) leads precisely to the left-
hand side.
Next, note that if for some i we have di + d
∗
i < 0, the discussion of the previous
paragraph is modified as follows. On both sides of (3.80) the moduli space in question is
restricted to maps for which φi = 0 identically. However, on both sides we must modify
(3.81) by inserting the appropriate classes χ. On the left-hand side this contains a factor
of ξ−di−1i , while on the right-hand side the factor that appears is ξ
−di−d∗i−1
i . Comparing
the two we see that (3.80) holds in this case as well. Finally, we must also address the case
0 < −di < d∗i . In this case, on the left-hand side of (3.80) we have set φi = 0 identically
and inserted ξ−di−1i . On the right-hand side, we have φi of degree di+d
∗
i initially; however,
we can use di+d
∗
i +1 of the explicit insertions of ξi to restrict to the set φi = 0 identically;
this leaves us with −di−1 insertions to be imposed in this subset, once more in agreement
with (3.80). There is one final case to study, ~n 6∈ K∨ but ~n + ~n∗ ∈ K∨. It is easy to see
that in this case both sides of (3.80) vanish.
In conclusion, what we have shown is that for each ~n∗ ∈ K+ we have a relation
following from (3.80)
n∏
i=1
δ
d∗i
i =
n−d∏
a=1
q
n∗a
a , (3.83)
in agreement with (3.52) (the cone K+ of course contains precisely the combinations leading
to non-negative powers of ξi referred to there).
If V is smooth these relations generate the ideal J (q). In fact, the argument to this
point has demonstrated only that the ideal generated by our relations is contained in
J (q). The converse, for the case of smooth compact V , essentially follows from the work
of Batyrev. Under these hypotheses, he showed that the ring (more precisely algebra)
defined by these relations approximates H∗(V ) in the limit q → 0. Note that our choice
of n∗ makes this limit well-defined; thus the dimension of the algebra is independent of
q for values away from the singular loci and in particular does not change as q → 0.
Now, imposing any additional relations would change the dimension of the ring (at least
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for nonzero q, the new relation could be ill-defined at q = 0). But this would be in
disagreement with the fact that the space of operators at any q is isomorphic as a graded
vector space to H∗(V ). The restriction to smooth V enters the argument precisely at this
point. When V is singular, the relations (3.80) are certainly contained in the ideal J , but
they do not suffice to generate it. In appendix B we describe an example of a singular
toric variety for which this occurs. Of course, since we solve the model for all values of the
parameters, the algebraic solution is valid whenever there is some toric model for V which
is smooth.
Notice that our choice of contact terms is seen to agree with natural choices made
from other points of view for which the nonlinear model was the point of departure. In
particular, the τa are indeed the canonical coordinates as expected. To construct the
canonical basis one begins with the classes ηa. Their products (modulo the relations)
are a basis for the algebra; the change of basis to a canonical set is determined by the
requirement that all two-point functions be constant.
Example 1.
Here we have seen that K+ = K∨ is generated by n = 1, from which we obtain the
relation
∏5
i=1 δi = σ
5 = q, in agreement with the well-known results for the nonlinear IPn
model [62].
Example 2.
In the second example K+ is generated by ~n = (1, 0), (2, 1), leading to the relations
δ3δ4δ5δ6 = σ
3
1(σ1 − 2σ2) = q1
δ1δ2δ
2
3δ
2
4δ
2
5 = σ
6
1σ
2
2 = q
2
1q2 .
(3.84)
Dividing the second of these by the square of the first we obtain
σ22 = q2(σ1 − 2σ2)2 , (3.85)
which together with the first of (3.84) form a deformation of (3.14).
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4. The Linear Sigma Model for M
Topological sigma models with toric target spaces are interesting as solvable nontrivial
field theories. However, the recent interest in toric geometry among physicists has in fact
focused on different though related theories. These are the superconformal nonlinear sigma
models with Calabi–Yau target spaces that can be embedded as hypersurfaces M ⊂ V in
toric varieties. For these models there exists a conjecture by Batyrev [26] which if true
allows one to construct the mirror manifoldW as a hypersurface in a toric variety Λ related
to V by a combinatorial duality. In [26] the most basic implication of mirror symmetry –
the relation between the Hodge numbers ofM andW – was verified. In this section we will
use the results of our careful study of the model with target space V to study the model
with target space M ⊂ V a Calabi–Yau hypersurface. We will find that the A model with
target space M is solvable in the same sense (and using the same methods) as that for V .
We will return to discuss mirror symmetry and Batyrev’s construction in greater detail in
section five. The modification to the model of section three which leads to the nonlinear
sigma model with target space M was given in [6]. We note that the methods of [6] and
probably the extension given here are not restricted to hypersurfaces; however this is the
simplest case to study and we restrict ourselves to that case in this paper.
4.1. Toric Geometry on the Other Leg
A toric variety V as described in subsection 3.1 naturally determines a family of
Calabi–Yau manifolds, provided that V satisfies a certain combinatorial condition which
we shall describe in section five. A hypersurface (holomorphically embedded codimension-
one submanifold) M ⊂ V inherits a Ka¨hler metric by restriction from the embedding in V .
M determines a homology class in H2(V ). M is Calabi–Yau precisely when this class is the
anticanonical class−K. The family of Calabi–Yaumanifolds mentioned above is the (finite-
dimensional) family of hypersurfaces in this homology class. These are related of course
by deformations. They thus represent different complex structures on one underlying
differentiable manifold. The significance of this is that the topological A models on all of
these are isomorphic, this model being independent of complex structure. A submanifold
of this type is locally the vanishing locus of a holomorphic function. In a toric variety the
homogeneous coordinates zi allow us to represent M globally as the vanishing locus of a
homogeneous polynomial P (z) : Y →C. The Calabi–Yau condition requires that P have
degree
∑n
i=1Q
a
i under the ath factor of T = GC. The deformations of M (or at least a
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subset of the deformations) are described by varying the coefficients of the polynomial P .
When V satisfies the combinatorial condition alluded to above, M will be a quasi-smooth
hypersurface for generic choices of these coefficients, meaning thatM is smooth away from
possible singularities of V . If V is smooth, so is M . This condition means, in practice,
that the solutions of dP = P = 0 (in Y ) are contained in F .
We can obtain cohomology classes on M by restriction from classes on V . In general,
this will not yield the full cohomology of M but only a subspace, which we will call the
“toric” subspace H∗V (M). In practice, this leads to an extremely simple relation between
the intersection form on H∗V (M) and that on H
∗(V ). The hypersurface M determines
some divisor, and the Calabi–Yau condition on M is equivalent to the requirement that
this be the anticanonical divisor
−K =
n∑
i=1
ξi . (4.1)
The ring H∗V (M) is thus generated by the ηa of the previous section (or rather their
intersections with M for which we will use the same notation). The linear relations (3.9)
of course still hold. The new intersection form in this presentation is given simply by the
standard restriction formula for intersections in hypersurfaces:
〈ηa1 · · · ηap〉M = 〈ηa1 · · · ηas(−K)〉0 . (4.2)
This leads to a graded ring of length (highest degree in which ring is nontrivial) d−1 =
dimCM . Since we have solved the problem of finding the quantum cohomology ring of
V , solving the A model with target space M can be thought of as finding the quantum
analog of this relation.
Example 1.
A Calabi–Yau hypersurface of IP4 is determined by a generic quintic polynomial P (z).
In terms of the homology of V , this determines the class dual to 5η. Thus H∗V (M) is
generated by η subject to the relation η4 = 0.
Example 2.
A Calabi–Yau hypersurface is determined by a polynomial of multidegree (4, 0), e.g.
P (x) = x81x
4
6 + x
8
2x
4
6 + x
4
3 + x
4
4 + x
4
5 + x1x2x3x4x5x6 = 0 . (4.3)
The class determined by this is 4η1, so thatH
∗
V (M) is determined by the nonlinear relations
(compare (3.14))
η22 = 0
η21(η1 − 2η2) = 0 .
(4.4)
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4.2. The Model
We now modify the GLSM so that the low-energy theory is the nonlinear sigma model
with target space M , following [6]. To this end, we add an additional chiral multiplet Φ0
with charges
Qa0 = −
n∑
i=1
Qai . (4.5)
This modification has the effect of canceling the gauge anomalies in the R-symmetries
QL,R (3.26). This is encouraging; we expect to be obtaining in the infrared a nontrivial
fixed point of the renormalization group flow. This should then enjoy N = 2 superconfor-
mal symmetry, which contains left- and right-moving U(1) R-symmetries.
Analyzing this modified model as in section three, we find that the space of super-
symmetric ground states is now
V + = (Y + − F+)/T = (D+)−1(0)/G , (4.6)
where Y + =Cn+1, and F+ can be read off as in section three from the modified D-terms
D+a = −e2(
n∑
i=0
Qai |φi|2 − ra) . (4.7)
This determines V + as a (noncompact Calabi–Yau) toric variety of dimension d+1. In
fact, (4.5) implies that for r in the Ka¨hler cone KV this is the total space of the canonical
line bundle over V . This space is the natural setting for Batyrev’s mirror construction and
will play a central roˆle in section five. At this point, however, its salient feature is that it
is not M .
To rectify this we make one more modification to the model. The introduction of Φ0
makes it possible to add a superpotential interaction
LW = −
∫
d2zdθ+dθ−W (Φ)|θ¯+=θ¯−=0 − h.c. (4.8)
with W a holomorphic, G-invariant function. Note that before introducing the extra field
such a function does not exist; it would correspond to a global holomorphic function on
V . By contrast, the coefficient of Φk0 corresponds to a section of the k-th power of the
anticanonical line bundle. A generic choice of W will in fact break the R-symmetry, but
if W is homogeneous of some degree in Φ0 we can recover invariance by accompanying
the action of QR by a rotation of this superfield. We will choose W = Φ0P (Φ) where
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P does not depend on Φ0. Then (4.5) shows that this is gauge invariant precisely when
P = 0 determines a Calabi–Yau hypersurface in V . The nonanomalous R-symmetry is
thus directly related to the Calabi–Yau condition. This is natural, as the latter is expected
to be the condition for the existence of a nontrivial conformal theory in the low-energy
limit.
We can now study the model following the same steps as in section three. We begin
with the space of classical ground states. The bosonic potential (3.28) is modified by the
addition of
UW =
n∑
i=0
|∂W
∂φi
|2 = |P |2 + |φ0|2
n∑
i=1
| ∂P
∂φi
|2 , (4.9)
and by the extension of the D-terms as in (4.7). This affects the space of classical super-
symmetric vacua as follows. The first modification to the discussion in section three is that
the apparent supersymmetry breaking for r outside the cone Kc does not arise. The clas-
sical moduli space is the entire complexified Ka¨hler space Cn−d/ZZn−d = IRn−d×U(1)n−d.
The classical theory is singular along certain cones in r-space found as in section three
(without the restriction to Kc), for the same reason, dividing (real) r-space into regions
corresponding to different “phases.”
Restricting attention once more to the Ka¨hler cone we find that requiring the vanishing
of (4.9) in addition to the D-terms will set φ0 = 0 (restricting to V ) and then (4.9) requires
that the remaining fields satisfy P = 0, in other words that the (point) image of the
worldsheet lie in M . This will in fact hold for any r ∈ Kq. One can study the model
more closely and see that the massless modes are precisely the variations of φ tangent to
this and their superpartners, so we have as the low-energy limit precisely the nonlinear
sigma model on the Calabi–Yau hypersurface. The metric on M is classically just the
restriction of the metric on V . Notice that with this metric the nonlinear model is not
conformally invariant; quantum corrections will presumably shift this to the conformally
invariant solution. As is usual, these corrections will not change the Ka¨hler class of the
metric, parameterized by ta. The classical solution determines these in terms of τ as in
(3.32); there can be corrections to this as discussed in subsection 3.4. In other regions of
r-space we obtain other types of models. In general these include hypersurfaces in various
birational models of V , including models with unresolved orbifold singularities, as well as
phases in which the space of vacua is of dimension less than d. In these cases there are
massless excitations about these vacua, governed by the superpotential interaction. When
the space of vacua is a point the model is what is commonly known as a Landau–Ginzburg
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theory, intermediate cases in which there are massless fluctuations about a nontrivial space
of vacua were termed “hybrid” models [6]. In many vacua there are discrete subgroups
of G unbroken by the expectation values; the low-energy theory is then a quotient by
this subgroup. In the Landau–Ginzburg case this leads to the familiar Landau–Ginzburg
orbifold models. The physics of hybrid phases is not very well understood. The various
theories that arise are classified very naturally by the combinatorics of ∆; equivalently
they are obtained from the excluded set F determined by r and the implications of the
expectation values required by this when inserted in (4.9). For more details on these, see
[6,30,63].
Example 1.
This is treated in detail in [6]. There are two phases separated by a singularity which
by (3.41) is located at r = rc =
5 log 5
2π and θ = π. For r ≫ rc we find that setting U = 0
leads to φ0 = 0 and P (φ = 0) as well as
∑5
i=1 |φi|2 = r. In this region the low-energy
limit is the conformal nonlinear sigma model with target space a quintic hypersurface of
IP4. For r ≪ rc we see that the vacuum solutions satisfy φi = 0, and |φ0|2 = r; the
vacuum is point-like. Here however the fluctuations of φi are massless and governed by the
superpotential W = φ0P (φ). This type of model is known as a Landau-Ginzburg theory.
Note as well that the choice of expectation value for φ0 does not completely break the
gauge symmetry, leaving rather an unbroken ZZ5 subgroup. The low-energy theory in this
region is thus an orbifold quotient of the LG model by this symmetry.
Example 2.
In the second example, we find the modified D terms
D+1 = −e2(|φ3|2 + |φ4|2 + |φ5|2 + |φ6|2 − 4|φ0|2 − r1)
D+2 = −e2(|φ1|2 + |φ2|2 − 2|φ6|2 − r2) .
(4.10)
Let us first find the phase boundaries, by seeking those r values for which an unbroken
continuous symmetry is consistent with Da = 0 using (3.28). One finds that g1 is unbroken
if φ3 = φ4 = φ5 = φ6 = φ0 = 0, which from (4.10) can happen at zero energy if r1 =
0, r2 ≥ 0. Similarly, g2 is unbroken if φ1 = φ2 = φ6 = 0 which implies r2 = 0 but
leads in fact to two cones (rays) because both signs of r1 are possible. Finally, if φ6
is the only nonvanishing coordinate, then we see that g1g
2
2 is unbroken. This implies
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Figure 2. Phase diagram for M .
r1 ≥ 0, 2r1 + r2 = 0. Figure 2 shows the structure in r-space, taking account of the shift
(3.41). There are four phases, labeled I–IV.
In phase I we see from (4.10) that the excluded regions are precisely those of (3.4).
Requiring the vanishing of UW then implies φ0 = P = 0 so the low-energy modes describe
the nonlinear sigma model on the Calabi–Yau hypersurface in the smooth toric variety V .
In phase II the excluded regions are {φ6 = 0} ∪ {φ1 = φ2 = φ3 = φ4 = φ5 = 0}. Once
more UW = 0 implies φ0 = 0. This corresponds to the original (unresolved) projective
space; the low-energy limit is the nonlinear sigma model with target space a hypersurface
in this space. More precisely we have a deformed version of this because φ6 while nonzero is
not fixed to a constant; however for the computations we are interested in this is equivalent.
This is the “orbifold” phase.
In phase III the excluded region is {φ0 = 0} ∪ {φ6 = 0}. Then UW = 0 implies
the vanishing of all the other coordinates, leading to a unique vacuum configuration in
which G is broken to ZZ2 × ZZ4, and to massless fluctuations described by a superpotential
interaction. This region thus corresponds to the Landau–Ginzburg orbifold.
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Finally, in phase IV the excluded regions are {φ0 = 0} ∪ {φ1 = φ2 = 0}. Here
UW = 0 implies φ3 = φ4 = φ5 = φ6 = 0, so that g1 is broken to a discrete subgroup
ZZ4. The expectation values of φ1, φ2 parameterize (after setting D2 = 0 and taking the
G quotient) a moduli space isomorphic to IP1. The fluctuations of φ3, φ4, φ5 are massless;
they interact via a superpotential with coefficients depending upon the point in IP1 . The
model is a so-called hybrid combining the properties of a sigma model on IP1 with those
of a Landau-Ginzburg theory.
The perturbative quantum corrections to this classical picture are found along the
lines of the discussion in section three. The novel feature is that (3.39) is satisfied for all
a. Thus all of the singularities predicted classically persist in the quantum theory, and
occur (far from the origin) at θ = 0 or θ = π. This is consistent with the absence of an
anomalous R-symmetry which could be used to eliminate one of the θ angles. The only
effect of perturbative corrections is the finite shift (3.41) of the asymptotes of the singular
locus. Away from the singularities, the low-energy degrees of freedom are the fields Φi;
the gauge symmetry is Higgsed at generic points throughout parameter space.
In subsection 3.5 we used the twisted superpotential to compute the exact singular
locus for the model discussed there. The reasoning presented there can be applied to the
model at hand. The results are simpler to describe because the addition of Φ0 eliminates
the distinguished direction in σ-space. Thus, following the arguments presented there, we
find that the singular locus is given by the consistency conditions of the equations
n∏
i=0
〈δi〉Q
a
i = qa . (4.11)
Notice that these are all homogeneous of degree zero. As in the previous discussion, this
will yield one component of the singular locus (in the present context this is called the
principal discriminant of the model; note that this is precisely the component absent from
the V model of section three because it necessarily involves what was there denoted σ1).
Other components are to be obtained by integrating out subsets of the set of chiral fields
charged under subgroups H ⊂ G such that the charges of the complementary set generate
(with positive coefficients) all of IRn−d−k where k is the rank of H. Such a component is
given by the consistency conditions for the equations∏
i∈I
〈δi|H〉Q
a
i = qa , a = n−d−k+1, . . . , n−d , (4.12)
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where {φi}i∈I is the set of charged fields under H, {σa}a=n−d−k+1,...,n−d is the set of
massless σ’s for H (in an appropriate basis), and where δi|H is obtained from δi by setting
σa = 0 for the massive σa’s, i.e., for a = 1, . . . , n−d−k.
We defer a discussion of the quantum corrections to (3.32) to subsection 4.3.
Example 1.
In this example the singular divisor – a point, is correctly predicted by (3.41)(modified
to include Φ0), since setting all σa but one to zero is the general case. Thus (4.11) here
reduces to q = (−5)−5.
Example 2.
For the principal component, (4.11) reads (here sa = 〈σa〉 are the expectation values)
q1 = (−4s1)−4s31 (s1 − 2s2)
q2 = s
2
2 (s1 − 2s2)−2 .
(4.13)
Solutions to these exist when
218q21q2 − (1− 28q1)2 = 0 . (4.14)
The solutions satisfy s2/s1 = (1−28q1)/2; this component interpolates between three of the
four asymptotic singular limits found in the discussion following (4.10). There are various
(rank-1) subgroups of G under which some subset of the fields is uncharged (these were
effectively catalogued in constructing the phase diagram for the model). Closer inspection
shown that only one of these, however, satisfies the condition that the charges under it
span all of IR with positive coefficients. This is the subgroup generated by g2 as found
above, and for it eqn. (4.12) reduces to
q2 = s
2
2 (−2s2)−2 = 1/4 . (4.15)
This is the second component of the singular locus. The corresponding σ-vacua are at
s1 = 0. They occur for any value of q1, of course. Figure 3 shows the exact singular locus
in the r-plane. The curve shows the singularity for real q; singularities at other values of
θ exist for r in the enclosed region in the center of the figure.17 Asymptotically at large
17 This figure was first calculated in [60] for the B-model of the mirror partner; here we get it
directly from A-model considerations.
55
-1 -0.5 0.5 1 1.5 2 2.5
-2
-1.5
-1
-0.5
0.5
1
1.5
2
r2
1r
Figure 3. Fully corrected phase diagram for M.
r the singular locus approaches the cones predicted in subsection 3.2 above. For finite
r there are instanton corrections as predicted in section two and computed above; these
introduce a θ dependence in the singular locus (which is a holomorphic divisor in q space).
For the remainder of this section we once more restrict attention to the “geometric”
phases (values of r in the interior of Kq). (This includes the phases we have labeled I and
II in example 2.)
4.3. The Topological Model
As in the previous section, our main interest will be in the topological A model. Our
earlier conclusions regarding the spectrum of Q-closed local operators are still valid. The
quantum cohomology algebra is generated by σa. This is in line with the description of
the cohomology ring H∗V (M) in subsection 4.1. The correlation functions we compute will
(for r in KV ) be interpreted as the correlators in the nonlinear sigma model with target
space M . We denote the correlation functions in the new model by
Xa1...as = 〈〈σa1(z1) · · ·σas(zs)〉〉 . (4.16)
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It is easy to see that the interaction (4.8) is in fact Q-exact. Thus our correlation functions
will be independent of the coefficients in the polynomial P .
In subsection 3.6 we found that the twisted superpotential W˜ (Σ) computed at one-
loop order about the free gauge theory at large σ led to operator relations (3.44) which
held throughout parameter space by analytic continuation. In the case at hand, however,
this is not a priori clear, because there is no domain from which to continue analogous
to the interior of the complement of Kc. When we compute the correlators, however, we
will find that in fact the relations (4.11) hold exactly in all correlators, and in the case of
smooth V suffice to determine them. Of course, away from the singular locus (4.11) are
relations between the operators δi and not their expectation values. This point will be
discussed more fully in section five.
The ghost number conservation law (3.48) will be altered by the superpotential term
in the action. The modified R-symmetry under which the superpotential interaction is
invariant will assign unit R-charge to φ0 (of course this assignment is determined up to
the possibility of an accompanying gauge transformation, which will have no effect on the
discussion). Computing the contribution of this to the gravitational anomaly (3.48) we
find indeed18
∆(QR) = −∆(QL) = d− 1
2
χ(Σ) , (4.17)
where the instanton contribution vanishes by (3.39). This agrees with our observations in
the zero instanton sector where we found a restriction toM ⊂ V . The correlation functions
neglecting instanton contributions will give the intersection form onM as determined from
(4.2). To compute instanton corrections to this we now proceed to study how equations
(3.54) are modified.
To begin with, of course, there is an additional field φ0. Further, the instanton
equations are modified. The additional condition imposed is
∂W
∂φi
= 0 . (4.18)
This is invariant under local GC transformations so the discussion following (3.54) is still
valid. In particular, before imposing (4.18) the equations (3.54) (including φ0) still deter-
mine a toric variety. In fact, this will be precisely M~n, as we now show. The argument
18 A detailed discussion of the R-symmetry in the model and its relation to the superconformal
symmetry of the low-energy limit has been given in [64].
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surrounding (3.63) shows that for r ∈ KV , the moduli space is empty unless ~n ∈ K∨V . For
these values of ~n we have d0 =
∑
aQ
a
0na = −
∑n
i=1 di ≤ 0. Thus φ0 is identically zero
or at most a constant. But if φ0 is a nonzero constant then the image in V of the map
(forgetting φ0) is constrained by (4.18) to lie in the critical point set of P (as a function on
Y ). We will use our freedom to modify the coefficients of P to choose it such that P = 0
is a quasi-smooth hypersurface in V . This condition – which holds for generic values of
the coefficients – means that the critical points of P are contained in the set F . This
however implies that if φ0 is nonzero then the image is contained in F and so such maps
are not (complex) gauge transforms of true solutions. On the other hand, setting φ0 = 0
we recover the original equations (3.54) for φi. In all, the moduli space from which we
obtain the instanton contributions to correlation functions is the subset satisfying (4.18)
in M~n.
Setting φ0 = 0 this becomes the equation
P (φ) = 0 . (4.19)
The homogeneity properties of P guarantee that it is a section of a line bundle over IP1
of degree −d0 =
∑n
i=1 di, hence described by a homogeneous polynomial of this degree
in (s, t). Solving (4.19) identically is the same as requiring that all 1−d0 coefficients of
this polynomial vanish. These coefficients, in turn, are polynomials in the homogeneous
coordinates φij on M~n. For generic maps these will be 1−d0 independent equations in
φij , so the formal dimension (an estimate of the true dimension) of the moduli space of
solutions to the full set of equations (compare (3.61)) is just d−1, the dimension of M ,
and independent of n as expected. As before, this space is a compactification of the space
of maps Σ → M obtained by adding maps that intersect F ∩ M̂ , where M̂ ⊂ Y is the
vanishing locus of P interpreted as a function on Y =Cn.
The nonvanishing correlation functions are now of the form (4.16) with s = d − 1.
Interpreting the d−1 inserted operators as restricting the path integral to the intersection
of d−1 divisors in M~n, we find a finite number of solutions at each instanton number.
In the model of section three the contribution of the ~nth instanton sector was computed
simply by counting these solutions. The new feature here is that the contribution counts
solutions with a nontrivial sign. In the absence of a superpotential interaction (and of an
expectation value for the σ fields) the fermion determinant is manifestly real and positive
because the (λ+, ψ−) determinant is the complex conjugate of the (λ−, ψ+) determinant.
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We can choose the sign of the operator insertions to respect this complex structure. The
superpotential, on the other hand, manifestly reverses the complex structure, because it
leads for example to a ψi−ψ
j
+ term. In computing the contribution at instanton number ~n
to some nonzero correlator there are 1−d0 zero modes of ψ0 which cannot be soaked up
in the operator insertions (which only involve χ and χ¯, or in other words have positive
(negative) charge under the right-moving (respectively left-moving) R-symmetry. These
zero modes are lifted by the superpotential term; the resulting measure on the remaining
zero modes is the product of a positive quantity (essentially |∂2W |2 evaluated on the zero
modes) and the sign originating from the reordering of the fermionic integral required to
render the coefficient of this term positive. Thus the contribution ofM~n is weighted by a
sign proportional to (−1)1−d0 . (The two extra χ zero modes are more subtle to treat, but
will not affect this discussion.) The overall sign of the series in q is of course a matter of
convention, and we fix it to obtain agreement with the classical result at q = 0. This leads
to the final result that the contribution of M~n is weighted by (−1)d0 .
We have mentioned above that the noncompactness of instanton moduli spaces and the
need to carefully account for “contributions at infinity” are a serious obstacle to computing
Gromov–Witten invariants. Our moduli spaces are compact, but these problems reappear
in the current context as a degeneration of the instanton equations at the compactification
subsets ofM~n. (This was pointed out in [6].) The na¨ıve dimension counting fails precisely
for “pointlike” instantons. Heuristically, the common factor in the polynomials which
characterizes such maps means that P is effectively of lower degree, and the space of
maps satisfying P = 0 is of larger dimension. This means we cannot think of adding the
pointlike instantons to the space of holomorphic maps Σ → M as a compactification by
adding lower-dimensional spaces; at a given degree the generic map is pointlike. For this
reason we cannot expect the contribution to the correlation function at any given degree
as we compute it to be the same as the contribution at this degree in the nonlinear sigma
model. However, our arguments show that the low-energy limit of the theory is a nonlinear
sigma model with target space M , and that further the correlation functions computed in
the microscopic theory should be equal to those in the low-energy theory. The resolution
to this apparent contradiction is that including the pointlike instantons can lead to a
renormalization of the couplings in the low-energy model. In the case at hand these are
the τa. In other words, we can expect the correlation functions we compute to reproduce
the correlators in the nonlinear sigma model, but (3.32) will receive nontrivial corrections
in this case. The finite shift from perturbative effects allowed for there is computable
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in this case. The contributions of smooth instantons in the nonlinear model are counted
with positive signs (for essentially the reason given above in the absence of superpotential
interactions), whereas we have here found a nontrivial sign. This is interpreted as a finite
shift in θ correcting (3.32)
ta = τa +
1
2
Qa0 . (4.20)
In addition, there will be corrections due to the contributions of pointlike instantons. As
we have seen, the moduli space of pointlike instantons of instanton number ~n is isomorphic
to the space of instantons of a lower degree. Adding such lower degree corrections at degree
~n is the typical effect of corrections to (4.20) with exponential drop-off at large r. This
will be borne out in the examples in the next subsection; we note that this situation differs
from that encountered in section three. Thus, in terms of the Gromov–Witten invariants,
we will obtain the correct generating function but not the correct expansion variable.
In fact, we will not use the instanton moduli space in the form described above. We
find it more convenient to choose a different way of incorporating the effects of the pointlike
instantons. This will also lead to nothing more than a renormalization of the couplings
in the low-energy Lagrangian. We simply replace (4.19) by the requirement that P = 0
hold at some fixed collection of points Q0, . . .Q−d0 in Σ (with 1−d0 points in all). This
is the same as (4.19) for non-pointlike maps. The advantages of this particular choice
are immediately apparent. We have effectively reduced the computation once more to a
set of intersection calculations in the toric varieties M~n, a manifestly tractable problem.
Writing an instanton expansion for the correlation functions as before we are claiming that
the modified (3.70) reads
X~na1...as = (−1)d0〈(ηa1)~n · (ηa2)~n · · · · (ηas)~nχ~n(−K)1−d0~n 〉~n
= −〈(ηa1)~n · (ηa2)~n · · · · (ηas)~nχ~n(K)1−d0~n 〉~n ,
(4.21)
where (K)~n is obtained from (4.1) using the usual lift to M~n. This equation contains a
complete solution to the A model with target space M .
The fact that the ghost number anomaly is independent of instanton number means
that (4.21) gives the Hilbert space the structure of a graded algebra of length d−1. Put
otherwise, it is clear that (4.21) vanishes unless s = d−1; when this holds there will be
nonzero contributions from all instanton sectors in K∨V .
The correlation functions computed by summing (4.21) will be algebraic functions
of the qa. In particular, their only singularities will be poles. We will explicitly see
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this in subsection 4.5. This property singles out the particular set of coordinates and
frame in which we are working (as well as the overall normalization factor – the gauge
choice – arising from the normalization of the vacuum state). We call these the algebraic
coordinates and algebraic gauge. As anticipated above, these differ from the canonical
coordinates on moduli space. However, the algebraic coordinates have the distinguishing
property that they are “good” coordinates globally. In terms of these coordinates, one can
unambiguously continue the correlation functions around their poles and into regions of the
moduli space described by “nongeometric” phases of the theory. The analytic properties
of correlation functions in topological field theories away from the singularities mean that
these analytic continuations in fact yield the correct correlation functions in these regions
of parameter space. In section five we present an approach to the model which allows us
to independently compute the expansions about nongeometric limiting points.
There are also algebraic coordinates which appear naturally in discussions ofBmodels.
The correlation functions of these are naturally expressed in terms of intrinsically algebraic
objects, e.g., local rings of polynomials. In [39] a mapping from these coordinates (in terms
of theBmodel on a manifoldW ) to the canonical coordinates (on the moduli space of theA
model on its mirrorM), valid in the large-r limit, was proposed and named the monomial-
divisor mirror map. What we have given above is in fact an interpretation of the algebraic
coordinates in the interior of A model moduli space. They represent the set of coordinates
and the frame that arise naturally in the GLSM. To give a more complete understanding of
this directly in terms of the low-energy nonlinear model we should compute the instanton
corrections to (4.20). We believe this should be possible using the simple recursive structure
of M~n, but will not pursue the issue here. In what follows we will use the natural GLSM
coordinates; to obtain from these the algebraic coordinates for the low-energy nonlinear
model (in the terminology of [39]), the shift (4.20) should be applied.
4.4. Solving the Examples
In this subsection we illustrate the construction of the previous subsection by explicitly
solving our two Calabi–Yau examples. Since we have d = 4, the nonzero couplings we
compute will be the trilinear Yukawa couplings. In the first example we have precisely one
of these; it is
X3 = 〈〈σ3〉〉 =
∑
n≥0
Xn3 q
n . (4.22)
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Here we have d0(n) = −5n and K = −5η, and the coefficients in the expansion are
Xn3 = −〈η3K5n+1〉n = −〈η3(−5η)5n+1〉n = −(−5)5n+1 . (4.23)
Inserting this we can sum the series to find
X3 =
5
1 + 55q
. (4.24)
This exhibits the expected singularity at τ = 1
2
+ i5 log 5
2π
. Notice, however, that the
singularity is just a simple pole in q and there is no difficulty in continuing around this
pole to define the correlation function for all r, θ. The Yukawa coupling in this model has
been computed by Candelas et al. [38] using mirror symmetry; our result is in complete
agreement with theirs if one sets q = (−5ψ)−5 and X3 = κτττ and performs the change
of variables treating κ as a tensor. (Note that in fact κ is a tensor-valued section of a
line bundle L2. We have obtained a trivialization of L identical to that which came up
naturally in the work of [38]. We will discuss this issue in section five.)
In the second example there are four different Yukawa couplings, which we denote by
Xj = 〈〈σ3−j1 σj2〉〉 . (4.25)
Here we have d0(n) = −4n1 and K = −4η1; the expansion coefficients are thus
X~nj = −〈η3−j1 ηj2K4n1+1χ~n〉~n = 28n1+2〈η4n1+4−j1 ηj2〉~n . (4.26)
Comparing (3.76) we thus find
Xj = X
(0)
j +
∑
n1,n2≥0;(n1,n2)6=(0,0)
28n1+2n2+3−j
(
n1 + 1− j
2n2 + 1− j
)
qn11 q
n2
2 . (4.27)
We have separated the ~n = 0 term out; this is the classical intersection calculation on M ,
given by (4.2). Performing the sums we find
X0 =
8
∆
X1 =
4(1− 28q1)
∆
X2 =
8q2(2
9q1 − 1)
(1− 4q2)∆
X3 =
4q2(3072q1q2 + 2
8q1 − 4q2 − 1)
(1− 4q2)2∆ ,
(4.28)
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where ∆ = (1− 28q1)2 − 218q21q2 (compare (4.14) and (4.15)).
Comparing with the correlation functions computed in the mirror model by Candelas
et al. [45], we find that under the substitution (−φ)−2 = 4q2, (−ψ)−8 = 224q21q2 the
correlation functions are identical if thought of as the components of a tensor of rank
three on the parameter space. (This substitution is precisely the one specified by the
monomial-divisor mirror map [39], as noted in [45].)
These results verify our conclusion that we have correctly summed the instanton
series to obtain exact correlation functions. They also show that these are obtained in the
“algebraic” coordinates and gauge.
4.5. Quantum Restriction Formula
In the previous subsections we have shown how toric geometry allows us to sum the
instanton series and compute exactly the correlation functions for the topological nonlinear
sigma model with target spaceM . In this subsection we will find a general formula relating
the quantum cohomology ofM to that of V . In the case of smooth V , where the discussion
of subsection 3.9 gives an algebraic computation of the latter, the result below leads to an
algebraic computation for M . Essentially we will find the quantum version of (4.2).
We have almost found this in the formula (4.21). We would like to interpret this
formula as the contribution (3.70) to some correlator in the V theory. The difficulty is
only that the operator inserted in (4.21) seems to depend upon ~n (beyond the simple lift
in (3.70)). The solution to this is quite simple, however. When (4.21) is nonzero and
s = d− 1 is the dimension of M – in which case the correlator we are computing receives
nonzero contributions from all instanton numbers – we can in fact replace (4.21) by
X~na1...as = −
〈
(ηa1)~n · (ηa2)~n · · · · (ηas)~nχ~n
∑
m>0
Km~n
〉
~n
. (4.29)
Because d0 ≤ 0 one term in the sum over m is (4.21); all other terms vanish because the
class we evaluate is not of top degree in M~n. Now we can regroup the sums in Xa1...as to
write the correlation function in theM theory as a particular computation in the quantum
cohomology ring of V
Xa1...as = −
∑
m>0
〈σa1 · · ·σasKm〉 . (4.30)
Notice that if s < d− 1 then (4.29) and (4.30) still coincide with (4.21), since all are zero;
however, if s > d− 1 then (4.29) and (4.30) can be nonzero even though (4.21) vanishes.
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More mathematically, thinking of the correlation function as defining an expectation
function on the quantum cohomology algebra, we can write a general result, the quantum
restriction formula, for the restriction to an anticanonical hypersurface:
〈〈O〉〉 = 〈O −K
1−K 〉 (4.31)
where O is any polynomial in ηa of degree at most d− 1 = dimCM . This provides a way
to compute the quantum cohomology algebra of M in terms of the quantum cohomology
of V , the latter being a problem which was solved in the previous section. This quantum
restriction formula is to be interpreted as follows: the sum
∞∑
m=1
Km (4.32)
should be expected to converge in the quantum cohomology algebra of V (with respect to
any Hermitian norm on that algebra, thought of as a complex vector space). If it does
converge as expected, then 1−K must be invertible in the algebra, and the sum (4.32) must
converge to −K/(1 − K). The correlation functions for M can thus be computed using
(4.31). (Although we cannot directly interpret (4.31) as defining an expectation function
on a quotient algebra, we will see in the next section that a variant of this calculational
procedure does admit such an interpretation.)
We note that when −K = pe for e ∈ ZZ[η1, . . . , ηn−d] then the summand in (4.29) is
nonzero (at any ~n) only for m = 1mod p, so (4.31) can be replaced by
〈〈O〉〉 = 〈O −K
1−Kp 〉 ; (4.33)
this form is manifestly consistent with the ZZp grading and is useful for explicit computa-
tions. Eqn. (4.31) (or its variant eqn. (4.33)) is precisely the desired quantum version of
(4.2).
Example 1.
We work in the quantum cohomology ring of V = IP4, which is generated by σ with
relation σ5 = q; the expectation function is normalized by 〈σ4〉 = 1. Since −K = 5σ, we
may use (4.33) with p = 5, and we thus must calculate
−K
1−K5 =
5σ
1− (−5σ)5 =
5σ
1 + 55q
. (4.34)
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From this, it is easy to check that the quantum restriction formula (4.33) agrees with the
earlier calculation (4.24).
Example 2.
In this example, the quantum cohomology ring of V is generated by two classes σ1
and σ2, and the ideal of relations is generated by the two polynomials
F1 ≡ σ31(σ1 − 2σ2)− q1 , (4.35)
F2 ≡ σ22 − q2(σ1 − 2σ2)2 . (4.36)
The normalization of the expectation function can be taken as 〈σ41〉 = 2 or equivalently
〈σ31σ2〉 = 1 (as is seen from (3.72) with ~n = 0), and the anticanonical class is −K = 4σ1.
We can set p = 4 in (4.33); in order to find
−K
1−K4 =
4σ1
1− 44σ41
(4.37)
we must make some calculations with the ideal generated by F1 and F2. The specific
element of that ideal which we need is
[
(1 + 4q2)σ
4
1 + (2− 8q2)σ31σ2 + (4q1q2 − q1)
]
F1+4σ
6
1F2 = σ
8
1−2q1σ41+q21(1−4q2) . (4.38)
From the fact that the right side of (4.38) is zero in the quantum cohomology ring, it is
easy to find the inverse of 1− 44σ41 in that ring and to conclude that
4σ1
1− 44σ41
=
4σ1(2
8σ41 + (1− 29q1))
∆
, (4.39)
where ∆ = (1− 28q1)2 − 218q21q2 as in eqn. (4.28). A short calculation then verifies that
the quantum restriction formula (4.33) reproduces eqn. (4.28).
5. The V + Model, Mirror Symmetry and the Monomial-Divisor Mirror Map
In the previous section we have, essentially, solved the A topological nonlinear sigma
model with target spaceM a hypersurface in a toric variety V . Our computation was based
in the Ka¨hler cone of V , but we found that the correlation functions are meromorphic
objects, hence naturally determine analytic continuations to the entire parameter space
of the model. This is certainly natural from the point of view of the mirror theory, since
65
the space of complex structures on the mirror manifold W is of the general form A − B
where A and B are subvarieties in projective space (the roˆle of B is played by the singular
locus, A is essentially complexified r-space). It thus becomes unnatural to treat the theory
in a way that distinguishes the Ka¨hler cone. In this section we reformulate the model so
that instanton expansions may be computed about a limiting point deep in the interior
of any of the cones in r-space, leading to analytic correlation functions throughout the
nonsingular part of the parameter space.
It is intriguing that hypersurfaces in toric varieties are precisely the class of Calabi–
Yau manifolds for which a detailed conjecture on the construction of a mirror manifoldW ,
itself realized as a hypersurface in a toric variety Λ, was proposed by Batyrev [26]. Since
in some sense at least the B model on W should be easier to solve than the A model on
M (the correlation functions are given in terms of classical geometry) we should be in a
position to prove these conjectures, at the level of topological field theory. Furthermore,
since we have explicit solutions we should be able to shed some light on the mirror map
between the moduli spaces of the two models. In this section we will partially fulfill these
expectations. In particular, in the case that V is smooth we have an algebraic computation
of the correlators. It is in this case that we will manage to make contact with B model
calculations. Our ability to prove the conjecture in this class of models is limited only by
the absence of a general algebraic solution of the B model.
5.1. Toric Geometry, Once Again
Given a toric variety V we have seen that there is a canonical way of producing
a Calabi–Yau hypersurface in V (more properly, a family of hypersurfaces related by
deformations). There is another way of producing a Calabi–Yau space, from any Ka¨hler
manifold. We consider not a hypersurface but the total space of a line bundle over V . To
have trivial canonical class this line bundle should be the canonical line bundle. For a toric
variety V this construction was introduced in section four as V +. This manifold is simple
in that it is a toric Calabi–Yau manifold. Of course, it is noncompact. A holomorphic
quotient construction of V + is given by (4.6).
In terms of the fan ∆ we obtain a toric construction for V + by considering a fan ∆+
in IRd+1 given by (n+ 1) vectors lying in the affine hyperplane yn+1 = 1. These comprise
the vertices of ∆, promoted to the hyperplane by the addition of a last component whose
value is 1, as well as the origin in the construction of ∆, similarly promoted. As is clear
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from the affine hyperplane condition, this is not a complete fan, as expected since V + is
noncompact.
The dimension of V + is d + 1. The problem of computing the ring structure on the
cohomology of V + is ill-posed since the manifold is noncompact, but there is certainly
one compact divisor – the zero section of the bundle {x0 = 0} = V . If we only consider
intersection calculations involving this divisor (and other classes) then the problem will be
well-posed. The class of this divisor is represented by ξ0, and in practice,
Trcl(O) = 〈ξ0O〉V + (5.1)
defines an expectation function on a quotient algebra C[η1, . . . , ηn−d]/Jcl (by Nakayama’s
theorem), yielding a graded ring of length d. Of course, this will be precisely H∗(V ). As
in the previous section, we will look for a useful quantum generalization of this. What we
will find is in fact a modification of the quantum cohomology of V , one which leads very
naturally to a solution for the quantum cohomology of the hypersurface M .
The combinatorial condition [26] which ensures that V contains quasi-smooth Calabi–
Yau hypersurfaces M is most easily stated in terms of V + and ∆+. Consider the cone
Σ = |∆+| which is the support of ∆+ in N+IR ∼ IRd+1. This is a Gorenstein cone (cf. [28]),
which means if we take its intersection with the hyperplane nd+1 = 1 we obtain points of
the lattice N (the generators of one-dimensional cones in ∆) as vertices of the resulting
polytope P ≡ Σ ∩ {nd+1 = 1}. The condition we need is that Σ be a reflexive Gorenstein
cone of index one.19 This means that if we construct the dual cone Σ∨ = {m ∈M+IR |m·n ≥
0 ∀n ∈ Σ}, it too must be Gorenstein, that is, its intersection with the hyperplanemd+1 = 1
must be a polytope P0 whose vertices lie in the lattice M. P0 is called the polar polytope
of P.
We now review the construction, due to Batyrev [26], of a dual (to V ) toric variety Λ.
Batyrev’s conjecture is that the family of Calabi–Yau hypersurfaces W determined by Λ is
related by mirror symmetry toM . More accurately, the facet of the conjecture upon which
we focus here states that some subspace of the space of deformations of W is related to the
space of Ka¨hler structures (r-space) for M by a mirror map, which will equate correlation
functions in the A model for M as computed above to correlators in the B model on W .
We can use the polar polytope P0 to determine Λ. To do this we need to find the fan
∇ which will play the roˆle that ∆ played for V , so we need to see the relation between
19 This version of the definition from [28] is equivalent to Batyrev’s original definition in [26].
67
P and ∆. The one-dimensional cones in ∆ include the rays containing the vertices of
P, of course. The construction guarantees that both P and P0 have a unique interior
lattice point – the origin in N and M respectively. But there can be points in the faces
of the polytope, and we can choose different fans by including different subsets of the
rays generated by these in the set of one-dimensional cones. As described in detail in [30],
different choices correspond to different birational models; in our language different choices
for ∆ correspond to different values for r in the cone Kq of “geometric” phases. There is
thus some ambiguity in determining Λ, but for our current purposes this will be irrelevant.
The reason is that we will be interested in the B model on a hypersurface W ⊂ Λ. For
this model, the parameters r are irrelevant (they couple to Q-exact operators) just as the
coefficients of the polynomial P were irrelevant to the A model on M ⊂ V . We will find
it convenient to choose a model for Λ in which we include none of these extra points. This
(generically singular) toric variety has the property that its anticanonical divisor class is
ample. The salient point here is that Λ is determined uniquely by this construction to
within irrelevant choices. Then, as described in section four, Λ itself determines a family
of Calabi–Yau hypersurfaces W ⊂ Λ related by deformations. The deformation space of
these will be related by mirror symmetry to the r-space of the A model on M . The family
of all models corresponding to any point in r-space is determined by the polyhedron P
(which is the convex hull of the integral generators of the one-dimensional cones in the fan
∆); this is also precisely the information needed to construct Σ and hence Λ. This shows
that the construction is involutive in the sense that had we started with the fan ∇ for
some model of Λ we would have been led to construct P0 and the dual cone would lead to
P. When studying the A model, we will prefer to find a smooth model for V (we assume
such a model exists) and so will include the rays generated by all of the points of P in
∆.20
The rather abstract combinatorics discussed above can be interpreted in a somewhat
more concrete way as follows. As mentioned in previous sections, points in M correspond
to monomials in the homogeneous coordinates which can be interpreted as meromorphic
functions on V . Points in M+ can (by including the appropriate powers of x0 with the
monomial) be seen to correspond to sections of powers of the anticanonical line bundle. The
20 The exception to this is the case of points in the interior of codimension-one faces of P. These
correspond to point singularities in V which therefore will be disjoint from generic hypersurfaces;
we do not need to include these.
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cone Σ∨ contains the holomorphic sections; thus the set of all points in ∇ is precisely the
set of holomorphic sections of −KV . This was identified in section four as being precisely
the set of possible gauge-invariant monomials linear in Φ0 which could be used to construct
the superpotential W . The involutive property of the construction discussed above means
we can give the same interpretation to the points in P as monomials appearing in the
superpotential for the GLSM describing W ⊂ Λ. This association of divisor classes (ξi) to
the corresponding monomials – call them µi – is the basis for the monomial-divisor mirror
map of [39], and will appear in our discussion of mirror symmetry.
5.2. The Topological Model for V +
When we studied the gauged linear sigma model leading to theM model we found that
the correlators of this theory are independent of the details of the superpotential W . It is
tempting, therefore, to simplify the model by simply setting W = 0.21 By the discussion
of section two this is na¨ıvely expected (for some range of r) to lead to a topological theory
equivalent to the A model with target space V +. Of course, there are difficulties with
defining this model, because of the noncompact space of bosonic zero modes; the point
W = 0 is clearly a singular point in the parameter space. Further, if we were to obtain the
V + model it would be a topological conformal field theory (since V + is Calabi–Yau) with
central charge (ghost number anomaly) d+1 – the dimension of V + – rather than d−1.
We will see that the two theories, while not identical, are intimately related.
We thus proceed to apply the formal methods of section three to the model of the
previous section with W = 0, which we will call the V + theory. The absence of a super-
potential will suggest a more symmetric treatment of φ0 and the φi. The Q-cohomology
classes are still represented by the σa which we continue to identify with ηa. The path
integral will be well-defined at the level of zero modes for correlation functions containing
an insertion of
δ0 ∼ −
n−d∑
a=1
Qa0σa = −
n∑
i=1
ξi . (5.2)
The zero section V ⊂ V + is a representative of the divisor class ξ0. Thus in the zero mode
sector this insertion of δ0 reduces the integral to V . In the presence of this insertion, the
discussion of the model along the lines of previous sections is straightforward. Once more
21 We thank E. Witten for suggesting that the computations from section four might have an
interpretation in such a theory.
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one finds singularities along the cones in r-space on which a continuous symmetry is unbro-
ken; perturbative quantum effects are limited to the finite shift (3.41). The computation
of the singular locus in section four made no use of the superpotential so continues to hold
here as well. The new features arise when we consider instanton effects.
In this model the only modification to (3.54) is the addition of the extra field φ0. This
in effect means that the moduli spaces are naturally obtained as noncompact toric varieties,
at least when d0 ≥ 0. If we restrict attention momentarily to the “geometric” phases,
however, the presence of δ0 in correlation functions will suffice to reduce the computation
to an intersection computation in the compact moduli spacesM~n of the previous sections.
The arguments immediately following (4.18) show that d0 ≤ 0. Thus φ0 is at most a
constant; then the insertion of (δ0)~n, interpreted as restricting attention to maps for which
φ0 vanishes at a point, is in effect a restriction to φ0 = 0. Thus in the “geometric” phases,
the instanton moduli spaces are the M~n of section three. The correlation functions we
compute will be denoted
Za1...as = 〈〈〈σa1(z1) · · ·σas(zs)δ0(z0)〉〉〉 . (5.3)
By the reasoning of previous sections these have an expansion
Za1...as =
∑
~n∈K∨
Z~na1...as
n−d∏
a=1
qnaa . (5.4)
The restriction to K∨, the dual of the Ka¨hler cone of V , follows here using the δ0 insertion.
The expansion coefficients are once more computed as intersection calculations in
M~n. Since φ0 = 0 is here imposed by degree considerations and not by (4.18) we will
have ghost zero modes and an associated Euler class. In addition, due to the absence of a
superpotential the sign that modified the contribution computed in section four is absent
here. The arguments of section three lead, up to normalization, to
χ+~n =
∏
di<0
(ξi)
−di−1
~n , (5.5)
where the product includes (where appropriate) i = 0. As above, we assume the simplest
normalization. In a “geometric” phase, this leads to the following situation. If d0 = 0, we
have χ+ = χ. Moreover, the δ0 insertion in (5.3) is absorbed in restricting to M~n so that
Z~na1...as = 〈(ηa1)~n · · · (ηas)~nχ~n〉~n . (5.6)
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On the other hand, for d0 < 0, we have χ
+ = ξ−d0−10 χ and the insertion is not used to
perform the restriction so that
Z~na1...as = 〈(ηa1)~n · · · (ηas)~nχ~n(ξ0)−d0~n 〉~n . (5.7)
Comparing these with (4.21) we see that for any monomial O in the σa
〈〈O〉〉 = 〈〈〈(−δ20)O〉〉〉 . (5.8)
Thus the V + model, modified by the insertion of (−δ20), computes the correlators of the
M model.
It may thus seem that we have done little more than find a rather clumsy way to
rewrite what we already knew, but we will see that this expression has some advantages
over the previous one. For now, we note that if we define the quantum generalization of
(5.1)
Tr(O) = 〈〈〈δ0O〉〉〉 , (5.9)
then (5.8) in conjunction with the results of section four shows that the ring
R0(V ) ≡C[δ0, . . . , δn]/J0 , (5.10)
where
J0 ≡ {P ∈C[δ0, . . . , δn] | Tr(OP) = 0 ∀O} , (5.11)
is a graded ring of length four. This ring will play a part in the argument of subsection
5.4.
The relations in J0 include a set of linear relations, following from (3.51) and (5.2),
which together can be written as
n∑
i=0
〈m+, v+i 〉δi = 0 . (5.12)
We find additional nonlinear relations by repeating the argument of subsection 3.9 . The
considerations surrounding (3.80) express properties of the M~n. In the new model their
interpretation (3.83) is modified, because instanton contributions are associated to factors
of δ0. Thus the modified relations read
n∏
i=1
δ
d∗i
i =
n−d∏
a=1
q
n∗a
a δ
−d∗0
0 . (5.13)
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The modification renders the relations homogeneous as one expects for a graded ring.
When V is smooth the arguments of Batyrev as presented in subsection 3.9 guarantee
that these relations generate J0. (The key point is the fact – noted above – that in the
limit as qa → 0 the ring R0(V ) approaches the classical cohomology ring H∗(V ).) As
illustrated in appendix B, there can be additional relations when V fails to be smooth.
In terms of R0(V ) we can rewrite (5.8) as
〈〈O〉〉 = Tr(−δ0O) . (5.14)
We will think of this as determining the chiral ring of the A model with target space M
(i.e., the quantum cohomology ring of M) in terms of R0(V ) as being
RA(M) = R0(V )/{P | 〈〈OP〉〉 = 0 ∀O} . (5.15)
Notice that the form of (5.14) is again precisely what one expects from Nakayama’s theo-
rem – it defines 〈〈 〉〉 as an expectation function on a quotient algebra of R0(V ).
5.3. Other Phases
As discussed in section four, the correlation functions in the M model are rational
functions of the parameters in the coordinates and frame given by our simple choices. This
means their only singularities are poles, and analytic continuation into the complement of
the singular locus in r-space is unambiguous. This continuation leads to predictions for
the correlation functions in “nongeometric” phases. The analysis to this point has been
restricted to the “geometric” phases, where we could observe that analytically continuing
around a singular locus from one “geometric” phase to another leads to correlators which
agree precisely with those computed in the new phase directly (a local argument showing
how this happens is given in [6]). It is therefore very natural to assume that the same
procedure will yield the correlation functions in the “nongeometric” phases as well, since
the correlators must be holomorphic objects away from the singularities. Explicit compu-
tations in “nongeometric” phases can be difficult, though, and thus direct verification of
this assumption has been unavailable. (Of course, in addition to the general argument of
holomorphicity one can use mirror symmetry to prove this indirectly.)
One advantage of the symmetric treatment of φ0 is that computations in other regions
of r-space are now formally as simple as those for the “geometric” phases. The moduli
spaces are determined from (3.54) in the same way; the Euler classes χ follow from (5.5).
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The correlation functions are now computed as expansions about various limiting points
in q corresponding to the various semiclassical limits in the model. These expansions will
agree with each other (after analytic continuation). We will encounter a new subtlety
in studying the “nongeometric” phases. In some instanton sectors we find an unbroken
discrete subgroups H ⊂ G. As discussed in section four, when this occurs we should
quotient by H. In practice this means that our na¨ıve computation of the contribution to
the path integral from these sectors will overcount by a factor of |H|. We will illustrate this
in our two examples, performing the calculations in all non-smooth phases. (The orbifold
phase of example 2 could have been discussed in the previous sections, but we treat it with
the other phases now.)
Example 1.
We now consider the first example, in the Landau–Ginzburg phase r ≪ 0. In this
region we find K∨ = {n ≤ 0} and the expansion is in “anti-instantons”. A physical
description of these was given in [6]. The instantons appear as Nielsen-Olesen vortices.
Since the nonzero expectation value of φ0 breaks G = U(1) to ZZ5, we expect the instanton
number to be quantized in 1
5
ZZ. This would lead to an expansion of correlation functions
in powers of q−1/5. Analytically continuing a rational function, however, will never lead
to branch singularities, so we will find, in fact, contributions only from integer instanton
number. First we will need a description of the moduli spaces. For n = 0 the D term
will require φ0 6= 0 because of the sign of r. This however will never intersect our chosen
representative of δ0, hence we get no contribution from the zero sector. This is a general
feature of “nongeometric” phases. For n < 0 we see that di = n < 0 so φi = 0, whereas
d0 = −5n > 0. Here Yn = C1−5n; as before Fn = {0} is the origin. Thus M~n = IP−5n.
We also need χn =
∏5
i=1(ξi)
−di−1 = (−ξ0/5)−5−5n. The unbroken ZZ5 symmetry in each
sector means we need to divide our na¨ıve result by 5.
We are interested in X3 of (4.22)
X3 = 〈〈σ3〉〉 = 〈〈〈(−δ20)σ3〉〉〉 . (5.16)
We will of course reexpress σ = −δ0/5 (and η = −ξ0/5), and find
X3 =
∑
n<0
〈(−5)5n+1(ξ0)−5n〉nqn = 5
1 + 55q
, (5.17)
in agreement with (4.24) as expected.
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Example 2.
Here there are, in addition to the smooth phase discussed in section four, three ad-
ditional phases. We treat these in order. To compute the contributions of the various
instanton numbers we will use
X~nj = 〈η3−j1 ηj2χ+~n 〉~n . (5.18)
In phase II we find K∨ = {n1 ≥ 0, n1 ≥ 2n2}. As in phase I, there are two regions to
study. The region n1, n2 ≥ 0, n1 ≥ 2n2 comprises precisely those instanton configurations
studied in the discussion of phase I which still make sense in the unresolved model. The
contributions of these to correlation functions will be identical to those computed in section
four by the arguments of subsection 5.2 (except for the contribution of ~n = 0 – nontrivial
since we are in a “geometric” phase – which we include separately by hand). The new
region is n1 ≥ 0, n2 < 0. In this region d1 = d2 < 0; setting φ1 = φ2 = 0 the moduli
space is seen to be IP3n1+2 × IPn1−2n2 with the hyperplane section of the first factor
corresponding to η1 and of the second to ξ6. The unbroken discrete subgroup is ZZ2 ⊂ G2.
Here χ+~n = η
−2−2n2
2 (4η1)
4n1+1 hence
X~nj = 2
8n1+2n2+3−j
(
j − 2− 2n2
n1 − 2n2
)
. (5.19)
This is nonzero for n1 ≤ j − 2, and agrees precisely with (4.28).
In phase III we have K∨ = {n1 ≤ 0, n1 ≥ 2n2}. This will lead to the simplest
computation of the correlation functions, a general property of Landau–Ginzburg phases.
In this (nongeometric) phase we see that ~n = 0 will not contribute – once more a constant
φ0 would need to be nonzero to solve D = 0. Here di < 0 for 1 ≤ i ≤ 5, and the moduli
space is M~n = IP−4n1 × IPn1−2n2 ; the hyperplane classes are ξ0, ξ6 respectively. Also
χ+~n = η
−2−2n2
2 η
−3−3n1
1 , and H = ZZ2 × ZZ4. We find
X~nj = −28n1+2n2+3−j
(
j − 2− 2n2
j − 2− n1
)
. (5.20)
In phase IV, K∨ = {n1 ≤ 0, n2 ≥ 0}; once more n1 = 0 cannot contribute.
Here we have M~n = IP−4n1 × IP2n2+1, with hyperplane classes ξ0 and η2, and χ+~n =
η−3−3n11 ξ
2n2−n1−1
6 , and H = ZZ4 ⊂ G1. Hence
X~nj = 2
8n1+2n2+3−j
(
2n2 − n1 − 1
j − 2− n1
)
. (5.21)
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We see that the expansions in all phases agree as expected. The enclosed region
in figure 3 is interesting. It is inherently strongly-coupled in the sense that none of the
instanton expansions about semiclassical limiting points converges there. Thus we do not
have an understanding of the low-energy degrees of freedom in this region even in the
limited sense in which this exists for, say, phase IV.
5.4. Mirror Symmetry
We now turn to Batyrev’s construction of a (conjectured) mirror manifold toM . This
is realized in a toric variety Λ determined by combinatorial data which are dual in a natural
sense to those of V . To prove the conjecture we would need to show that the superconformal
field theories determined by the two manifolds are isomorphic. In this paper we will do
quite a bit less. What we can attempt with our methods is to prove that the correlation
functions we are able to compute in the A model – those of the operators which are related
to cohomology classes in H∗V (M) – are equal to suitably defined correlators in the B model
on W . The mirror counterpart of H∗V (M) will turn out to be the subring of ⊕Hp(∧qTW )
which is generated by polynomial deformations of the complex structure. We will denote
this subring by PΛ(W ). In proving the isomorphism we will also find a mirror map for
the “toric” parameter spaces of the two theories – the spaces of deformations generated
by the elements in the ring at degree one. We note that while falling short of a complete
proof of mirror symmetry, this is a much stronger statement than what has previously
been proved, namely the equality of respective Hodge numbers [26] and of the asymptotic
(q = 0) limits of (some of) the correlators [30,8,65]. We will manage to establish the
equality of correlation functions under the following hypotheses: (i) M is realized as a
hypersurface in a smooth toric variety V . This will allow us to use the algebraic solution
of subsection 3.9 or, equivalently, (5.13). (ii) The fan ∇ determining the model for Λ
in which the canonical divisor is ample is simplicial. This technical requirement means
that the cones in the fan are all cones over simplices. We will need this condition because
various properties of the B model onW that we will use are proved (at present) only when
it holds.
The method of proof will be the following. We will construct from the data of the
B model on W a ring P0(Λ) which we call the extended chiral ring. This ring – which
has been studied by Batyrev [66,8] in a slightly different formulation – is related to the
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mixed Hodge structure on the affine hypersurface W ∩ T ∨ ⊂ T ∨, where22 T ∨ ∼ (C∗)d is
the torus contained in the toric variety Λ. We will construct a natural isomorphism – the
global monomial–divisor mirror map – between P0(Λ) and the ring R0(V ) of (5.10).
The ring R0(V ) comes with an expectation function (5.9). The isomorphism we
establish will allow us to use this as an expectation function on P0(Λ). Further, under
condition (ii) above, Batyrev and Cox [67] and Cox [68] have shown that the ring P0(Λ)
is related to the chiral ring of the B model on W in the following way. The subring of
the chiral ring which is generated by polynomial deformations of complex structure will be
denoted by RB(W ) and referred to as the restricted chiral ring. This ring RB(W ) is the
quotient of P0(Λ) by an ideal, with the construction corresponding precisely to (5.14) and
(5.15), in terms of a certain expectation function on P0(Λ) defined by Batyrev and Cox
and a certain distinguished element in the ring (the analogue of δ0). We then appeal to the
arguments given in section two regarding expectation functions on graded rings to claim
that the two expectation functions on P0(Λ) are in fact identical (up to a normalization),
hence finally that the specified subrings of the chiral rings of the two models agree.
The first relationship of this kind was found by Batyrev [66,8], who related a part of
the Hodge structure of the affine hypersurface to the quantum cohomology of the ambient
space of the mirror. Our isomorphism is closely related to his.
Let us begin by noting some facts about the restricted chiral ring RB(W ). We recall
that W is a hypersurface in the dual toric variety Λ described in subsection 5.1. The
homogeneous coordinates y1, . . . , yu of Λ correspond to the vertices of the polytope P0,
since we will not include in the fan ∇ any other lattice points. This choice ensures that
the canonical class of Λ is an ample divisor class. In terms of these, the hypersurface W
is determined by an equation f(y) = 0, with f a polynomial of appropriate multidegree.
We write f in the form
f(y) =
n∑
i=0
ciµi , (5.22)
for some coefficients ci, where µi runs over all the monomials in y of the correct multide-
gree. The coefficients ci parameterize the “toric part” of the deformation space, and can
be regarded as homogeneous coordinates on that space. The C∗u action on the original
homogeneous coordinates yj induces an C
∗d action on Λ, hence on the coefficients ci. The
22 The notation T ∨ indicates that this torus is dual to the torus T which is contained in the
toric variety V .
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“toric” deformation space is a toric variety of dimension n−d which can be described as a
quotient of the space of coefficients by this C∗d action (see [30] and [39] for more details).
Under condition (ii), Batyrev and Cox [67] show that the restricted chiral ring RB(W )
can be described as follows. Start with the “affine Jacobian ideal” of f , which is the ideal
J0(f) generated by the “affine” partial derivatives yj ∂f∂yj , and define J1(f) to be the “ideal
quotient” of J0(f) by the monomial µ0 :=
∏
yj , that is,
J1(f) = J0(f):µ0 = {P | µ0P ∈ J0(f)} . (5.23)
(In the case of a weighted projective space, this ideal agrees with the ordinary Jacobian
ideal J (f) – the one generated by the partial derivatives ∂f∂yj – but in general J1(f) is
larger than J (f).) Then RB(W ) is the subalgebra of
R1(f) =C[y1, . . . , yu]/J1(f) , (5.24)
generated by all elements whose multidegree is the same as that of f .23 The algebra
RB(W ) has natural monomial generators which are in one-to-one correspondence with
the holomorphic sections of the anticanonical line bundle of Λ, i.e., with the points in P.
Condition (i) then means these are precisely the generators of the one-dimensional cones
in ∆,24 as well as the unique interior point of P. To each cone, in turn, we associated
one of the homogeneous coordinates xi on V , and the corresponding divisor ξi. Let us
make this correspondence more concrete. The generators of one-dimensional cones in ∆
were denoted v1, . . . , vn. Let v0 = 0, and let v
+
i denote the “promoted” vi, a vector in N
+
IR
whose last component is 1. Similarly, let λ1, . . . , λu be the generators of one-dimensional
cones in ∇, and λ0, λ+j as above. Then to vi we associate the monomial
µi = µi(y) =
u∏
j=1
y
〈λ+
j
,v+
i
〉
j =
u∏
j=1
y
1+〈λj ,vi〉
j , (5.25)
23 Batyrev and Cox actually show that the primitive cohomology of the hypersurface is isomor-
phic to the subalgebra of R1(f) which consists of all elements whose multidegree is a multiple
of that of f . Our “restricted chiral algebra” is the subalgebra of this generated by elements of
multidegree precisely |f |; when the hypersurface is a threefold this coincides with the primitive
cohomology.
24 We ignore the subtlety associated to points in the interior of codimension-one faces. This
can be incorporated at the price of a somewhat more cumbersome discussion.
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such that y0µi is a possible term in the superpotential for theW model. It is convenient to
include the coefficient ci along with the monomial µi, and to present the algebra RB(W )
as
RB(W ) =C[c0µ0, . . . , cnµn]/J ′1(f) , (5.26)
where J ′1(f) is the inverse image of J1(f) under the map
C[c0µ0, . . . , cnµn]→C[y1, . . . , yu] (5.27)
induced by (5.25).
Among the relations in J ′1(f) are those in the kernel of (5.27), which follow simply
from the expression (5.25) for the µi. These are generated by relations corresponding to
sets n∗1, . . . , n
∗
n−d such that d
∗
i =
∑n−d
a=1 Q
a
i n
∗
a ≥ 0 ∀i > 0, given by
n∏
i=1
µi
d∗i = µ0
Σd∗i , (5.28)
or, written in terms of the generators of C[c0µ0, . . . , cnµn],
n∏
i=1
(ciµi)
d∗i = (c0µ0)
Σd∗i
n∏
i=1
(
ci
c0
)d∗i
. (5.29)
Further relations in J ′1(f) come from the “affine” derivatives yj ∂f∂yj . These are of degree
|f | and can thus be themselves written as linear combinations of the µi’s, leading to linear
relations among the latter. There are u such relations, but the homogeneity of f implies
the existence of Euler equations relating these, so that precisely d+1 are independent. It
is convenient to write these relations in terms of the one-parameter group actions on Λ+.
Given m+ ∈M+, (5.25) and (5.22) yield as the linear relations in J ′1(f) the following:
n∑
i=0
〈m+, v+i 〉 ciµi = 0, p = 1, . . . , d . (5.30)
Now we see why the coefficients ci were included with the generators – doing so gives the
linear relations (5.30) a universal form, independent of the choice of coefficients.
The relations derived in the previous paragraph do not generate the entire ideal J ′1(f)
(because we have used the “affine” derivatives rather than ∂f∂yj , and because we have not
yet included the “extra” elements which enlarge J1(f) beyond the Jacobian ring J (f)).
We let J0(f) ⊂ C[y1, . . . , yu] be the ideal generated by the affine derivatives yj ∂f∂yj (note
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that J0(f) ⊂ J (f) ⊂ J1(f)), and let the extended chiral ring P0(Λ) be the subalgebra
of C[y1, . . . , yu]/J0(f) generated by all elements whose degree is divisible by |f |. This
extended chiral ring can be presented as
P0(Λ) =C[c0µ0, . . . , cnµn]/J ′0(f) , (5.31)
where J ′0(f), the inverse image of J0(f) under (5.27), is generated by (5.29) and (5.30).
According to [67], this ring is isomorphic to the mixed Hodge structure on the dth primitive
cohomology of the affine hypersurface W ∩ T∨ (which had been studied by Batyrev [66]
using a different presentation).
The isomorphism between R0(V ) and P0(Λ) is given by the simple mapping
δi ↔ ciµi
qa ↔
n∏
i=1
(ci/c0)
Qai ,
(5.32)
under which the relations (5.13) are mapped to (5.29), and the relations (3.8) and (5.2)
are mapped to (5.30). This equation is precisely the monomial-divisor mirror map (up to
sign25) of [39], and is closely related to maps appearing in [8]. In those works only the
asymptotic behavior of the map was studied in the A model; we see here that the qa give
a precise meaning to this map throughout parameter space. For this reason, we refer to
(5.32) as the global monomial-divisor mirror map.
The fact that the relations for R0(V ) – which were derived from studying instanton
moduli spaces and quantum cohomology – are exactly the same as those for P0(Λ) – derived
from the Jacobian ring of a polynomial – is quite remarkable, in fact, completely unexpected
from a mathematical point of view. There is an additional remarkable correspondence. As
we have seen in subsections 3.5 and 4.2, the set of qa’s for which the V
+ model is singular
has a very explicit description, given by (4.11) and (4.12). On the B model side there is
an equally explicit description of the singularities [69]. The hypersurface with equation∑
ciµi = 0 fails to be quasi-smooth precisely when EA(ci) = 0, where EA is a polynomial
called the principal A-determinant of the set A := {λ0, λ+j }. Each irreducible component of
25 As we have discussed earlier, although our comparison between A and B model correlation
functions involves no signs, some signs are needed in order to correctly compare linear and non-
linear σ-models. We have given a formula for these in (4.20). This differs from a conjectured form
of the signs given in [60], based upon ideas from [69].
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the set EA = 0 is associated to a face Γ of P (including the “face” Γ = P), and coincides
with the zero-locus of another polynomial called the A-discriminant ∆A∩Γ. We saw a
similar structure on the A model side in subsection 3.5, in which faces of the polytope P
were associated to components of the singular locus.
In addition, the structure of the components ∆A∩Γ = 0 is known in detail. The main
idea goes back to a 19th century paper of Horn [70], but it has been put into modern
form by Kapranov [71]: taking as coordinates on the parameter space the expressions
pa :=
∏n
i=1(ci/c0)
Qai (which correspond to qa under the monomial-divisor mirror map),
the zeros of the principal discriminant ∆A(pa) are precisely the pa’s for which
pa =
∏
i
(
n−d∑
b=1
Qbiℓb
)Qai
(5.33)
for some values of ℓb. The other components (with defining polynomials ∆A∩Γ(pa)) admit
a similar description: in appropriate coordinates, they are the pa’s for which
pa =
∏
i∈I
(
n−d∑
b=n−d−k+1
Qbiℓb
)Qai
, a = n−d−k+1, . . . , n−d , (5.34)
for some values of ℓb, where {µi}i∈I is the set of monomials in the face Γ of P, where
Qai = 0 for all i 6∈ I and a > n−d−k, and where ~Qn−d−k+1, . . . , ~Qn−d span the set of
all ~Q’s for which ~Qi = 0 ∀ i 6∈ I. But this exactly corresponds to the description of the
components of the singular locus we found on the A model side!
We turn now to the expectation functions on the algebra R0(V ) ∼= P0(Λ). This is
a graded Frobenius algebra, and as discussed in section two, has a graded expectation
function which is unique up to scalar multiple. Each of our descriptions of this algebra
comes equipped with an expectation function: the “trace” map Tr given by (5.9) defines a
graded expectation function on R0(V ), and the “toric residue” Res of [68] defines a graded
expectation function on P0(Λ). The scalar multiple which relates these may in principle
depend on q, so using the isomorphism (5.32) we have
Tr(O) = s(q) Res(O) , (5.35)
for some scaling function s(q).
Under the global monomial-divisor mirror map (5.32), the special class δ0 is mapped to
the special monomial c0µ0 = c0
∏
yj . The quantum cohomology ring of M is determined
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by insertion of (−δ0) as described in (5.14); remarkably, when Λ is simplicial it follows
from results in [67,68] that the expectation function 〈〈 〉〉B on the restricted chiral ring of
W is given by26
〈〈O〉〉B = Res ((−c0µ0)O) . (5.36)
In fact, as mentioned earlier the restricted chiral ring of W is described in [67,68] as the
subalgebra of C[y1, . . . , yu]/J1(f) generated by all elements whose degree is divisible by
|f |, where J1(f) is the ideal quotient J0(f):µ0 defined in (5.23). When c0 6= 0 this is
clearly the same as modding out by the annihilator of c0µ0, as we expect from Nakayama’s
theorem.
Comparing (5.36) to (5.14) we conclude that under the monomial-divisor mirror map
we have
〈〈O〉〉A = s(q)〈〈O〉〉B , (5.37)
where the subscript on the left-hand side is added for clarity.
Mirror symmetry na¨ıvely predicts s(q) = 1. But of course this ignores the fact that
correlation functions are sections of a line bundle over parameter space and thus defined
as functions only after a choice of trivialization. In this sense (5.37) is a proof of mirror
symmetry and the mirror map used (even if s(q) is nontrivial). In fact, we claim that the
mirror map can be extended to mirror choices of trivializations as well; in other words,
we can give an interpretation in the context of the B model of the gauge choice we made
implicitly in the A model. The gauge in question is what we will call algebraic gauge and
is defined (in part) by the property that correlation functions be meromorphic functions.
(This is not possible in arbitrary coordinate systems but is manifestly possible in the q
coordinates.) This property restricts the unknown function s(q) to being a meromorphic
function. We can use the compactification of parameter space as a toric variety [39] to
claim that such a function should be determined by its singularities. Moreover, we have
found the exact location for the singularities on both the A and B model sides, and they
correspond under our map. This means that s(q) is a meromorphic function whose zeros
and poles are all located along the components of the singular locus (since a zero or pole
elsewhere would cause a mismatch between singularity sets of the two theories). It seems
likely that s(q) must in fact be a constant, but we have no general proof of this. In any case,
26 The roˆle of the “fundamental monomial” c0µ0 in understanding the chiral ring of a hyper-
surface was first considered by Hu¨bsch and Yau [72].
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though, the monomial-divisor mirror map determines a natural gauge on the B model side,
which corresponds to the A model’s algebraic gauge under the monomial-divisor mirror
map.
Note that our hypotheses (i) and (ii) have been used in the following way: (i) allowed
us to give a relatively simple algebraic description of the ring R0(V ) and the correlation
function 〈〈 〉〉A, and (ii) allowed us to give a similar a description of the extended chiral ring
P0(Λ) and the correlation function 〈〈 〉〉B. We would need extensions of these descriptions
on both sides in order to verify the isomorphism in a wider context.
There is a class of examples in which we can make the preceding discussion much more
concrete. This is the case in which the polynomial f , considered as a function Cu → C,
can be chosen to be nonsingular away from the origin in Cu. This condition must hold,
for example, if the W model has a Landau–Ginzburg phase. In this case the toric residue
Res coincides with the Grothendieck residue formula, and provides a natural expectation
function on RB(W ) of the form
〈〈O〉〉B =
∮ ∏
j
dyj
O(y)∏
j
∂f
∂yj
. (5.38)
This is manifestly in algebraic gauge. Given the explicit formula (5.38) we see that this is
obtained by an application of (5.35) (with s(q) constant) from an expectation function on
P0(Λ) given by
Tr(O) = − 1
c0
∮ ∏
j
dyj
O(y)∏
j yj
∂f
∂yj
. (5.39)
6. Open Problems
The results in this paper are an application of the proposal of [6] that the nonlinear
sigma model for target spaces related to toric varieties can be studied with the aid of
the massive Abelian gauge theory which reduces to it at extremely low energies. We
have seen that for the twisted A model with target space V a toric variety or M ⊂ V a
Calabi–Yau hypersurface these ideas suffice to lead to an essentially complete solution. The
solution is unsatisfactory only in being naturally obtained in a set of coordinates which,
in the hypersurface case, differ from the canonical set. To complete the picture one should
compute the required change of coordinates using the methods described. Essentially, the
coordinate change is encoded in the combinatorics of the relation between the compactified
moduli spaces of instantons used here and the actual mapping spaces obtained in the
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nonlinear model. Since this relation is explicitly known it should be possible to extract
the coordinate change.
At a technical level this work raises quite a few questions. The two formulations of
sections four and five yield two expressions for the quantum cohomology of M in terms
of the quantum cohomology of V . Consistency of the construction requires agreement of
these two formulas, but we have not explicitly showed this. The generator-relation presen-
tation of the quantum cohomology algebra for a smooth V should have a generalization
to a general toric variety. It appears the relations are not integrable into a twisted super-
potential as in the smooth case. Integrating them would thus require the introduction of
auxiliary fields (in addition to σ). It would be of interest to characterize these and perhaps
their physical interpretation.
We have obtained useful results for the case of Calabi–Yau hypersurfaces in toric
varieties. The GLSM can describe in the deep infrared nonlinear models on arbitrary
complete intersections of such hypersurfaces, and it should be a simple matter to extend
our results to this case. In particular, the description of the instanton moduli spaces should
be no harder to obtain. We note, however, that the arguments leading to the quantum
restriction formula would not hold in this case; presumably the validity of this is restricted
to hypersurfaces. We see no such obstruction, however, to applying the methods of section
five. Similarly, we have restricted our attention to Calabi–Yau subvarieties because these
are the ones relevant for string theory. The methods of section four however should lead to
an explicit computation of the quantum cohomology of any hypersurface in a toric variety.
The massive GLSM was crucial for obtaining all of the explicit results on which this
work is based. It is however not clear how many of the qualitative conclusions depend
upon the relation to toric varieties. For example, the arguments leading to (4.31) could
probably be reproduced for a Calabi–Yau hypersurface M in an arbitrary Fano variety
X , leading to a computation of the quantum cohomology of M in terms of the quantum
cohomology of X . It would be interesting to make this construction explicitly, as well as
to verify to what extent the same holds for the methods of section five. One can imagine
adding a superpotential interaction to the action for the A twisted model with target space
X+ the total space of the canonical line bundle over X . This could be chosen so that the
space of classical vacua reduces to M ⊂ X .
Beyond the ability to solve particular examples the interest in mirror symmetry arises
from the hope that it reflects a general property of string theory. Our current state of
understanding of the phenomenon – we know a few examples of mirror pairs – does not
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allow us to address this question at all. To this end the results of the present work are
at best a small step. A more meaningful one would be a manifestly mirror-symmetric
construction of the models. The description of the dynamics of Σa directly in terms of the
twisted superpotential is a promising hint in this direction, which we will pursue further
in [7]. Of course, this is at present limited to models related to toric varieties.
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Appendix A. Some Details Concerning Example 2
We want to compute
Y
(n)
j = 4
4n1+1〈yjz4n1+4−j〉Mn (A.1)
using the recursion relations (3.74) that follow from
yn2+11 y
n2+1
2 = y
2n2+2 = 0
yn1−2n2+16 y
n1+1
3 y
n1+1
4 y
n1+1
5 = z
3(n1+1)(z − 2y)n1−2n2+1 = 0 .
(A.2)
So denote as always
ϕa = 2
−a〈y2n2+1−az4n1−2n2+3−a〉Mn (A.3)
with ϕa = 0 for a < 0 and ϕ0 = 1. Then (A.2) implies
2−aϕa +
n1−2n2+1∑
j=1
(−2)j
(
n1 − 2n2 + 1
j
)
2a−jϕa−j = 0 (A.4)
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for 1 ≤ a ≤ 2n2 +1. These relations determine the ϕa completely. We claim this is solved
by
ϕa =
(
n1 − 2n2 + a
a
)
. (A.5)
The proof is trivial. We need to show(
m+ a
a
)
+
m+1∑
j=1
(−1)j
(
m+ 1
j
)(
m+ a− j
a− j
)
= 0. (A.6)
Note that (a) we can incorporate the first term into the sum as j = 0; (b) this is the same
as what we need as indeed
(
m
n
)
vanishes for m > 0, n < 0. With the (true) observation
that n! diverges for n < 0 we rewrite this as
1
m!
m+1∑
j=0
(
m+ 1
j
)
(m+ a− j)!
(a− j)! (A.7)
where all negative factorials are to be understood as Gamma functions. However, if we let
F (x) = xm+a(1− 1
x
)m+1 = xa−1(x− 1)m+1 (A.8)
then expanding yields
F (x) =
m+1∑
j=0
(−1)j
(
m+ 1
j
)
xm+a−j (A.9)
hence
dmF
dxm
=
m+1∑
j=0
(
m+ 1
j
)
(m+ a− j)!
(a− j)! x
a−j (A.10)
(with same understanding as above). Setting x = 1 we have a proof of (A.6).
Appendix B. A Singular Example
In this appendix we perform the instanton sum calculation in an example for which
V is not smooth. Thus Batyrev’s algebraic solution to the quantum cohomology problem
is not valid. We show that the instanton computations are well-defined, and sum to the
result predicted by mirror symmetry, in this case as well. The mirror manifold was studied
in [46].
We start with IP1,2,2,3,44 (in which a degree 12 hypersurface is Calabi–Yau). This
has a codimension two set of ZZ2 singularities at x1 = x3 = 0. It also has codimension
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four singularities at (0,0,0,1,0) (ZZ3) and (0,0,0,0,1) (ZZ4). The first we resolve easily; the
resulting fan is spanned by
v1 = (−2,−2,−3,−4)
v2 = (1, 0, 0, 0)
v3 = (0, 1, 0, 0)
v4 = (0, 0, 1, 0)
v5 = (0, 0, 0, 1)
v6 = (−1,−1,−1,−2) = 1/2(v1 + v4) .
(B.1)
Find the kernel to compute the charges
Q =
(−1 1 1 0 2 3 −6
1 0 0 1 0 −2 0
)
(B.2)
(adding the seventh x0 column).
Using this find the phase structure straightforwardly. There are five phases, as follows
(we give cone in r space as well as the indices of the primitive collections of coordinate
hyperplanes)
I CY, r1 > 0, r2 > 0; (14),(2356).
II IP4, r2 < 0, 3r2 + 2r1 > 0; (6),(12345).
III IP4 with exoflop, r1 < 0, r2 + r1 > 0; (10),(23456).
IV Hybrid, r2 + r1 < 0, r2 > 0; (0),(14).
V LG, r2 < 0, 3r2 + 2r1 < 0; (0),(6).
To see the failure of the algebraic solution we concentrate on the smooth Calabi–Yau
phase; the classical relations are (from F )
ξ1ξ4 = 0
ξ2ξ3ξ5ξ6 = 0 .
(B.3)
We have d = (n2 − n1, n1, n1, n2, 2n1, 3n1 − 2n2,−6n1) (again include d0 last). The
cone K+ of instantons such that all di ≥ 0 is thus spanned by (1,1) and (2,3) which lead
to the relations (eqn. (5.13))
δ2δ3δ4δ
2
5δ6 = q1q2δ
6
0
δ1δ
2
2δ
2
3δ
3
4δ
4
5 = q
2
1q
3
2δ
12
0 .
(B.4)
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Dividing second by square of first indeed get δ1δ4 = q2δ
2
6 as expected. However, these do
not suffice to obtain the quantum cohomology of M .
To compute the correlators we will work in the Landau–Ginzburg phase. This leads
to the simplest computation and by analytic continuation determines the correlators in all
phases. We have K∨LG = {n1 < 0, 3n1 − 2n2 > 0} (the form of F here shows that we need
the strong inequalities). From d we see that the moduli space isM~n = IP3n1−2n2 × IP−6n1
with the hyperplane sections of the two factors given by ξ6, ξ0 respectively. The general
correlation function is given by
〈〈O〉〉 =
∑
~n∈K∨
(−q1)n1qn22 〈Oξ20ξn1−n2−11 ξ−n1−12 ξ−n1−13 ξ−n2−14 ξ−2n1−15 〉~n . (B.5)
Now rewrite everything in terms of ξ0, ξ6 using linear relations, and use Oj = ξ3−j0 ξj6 as a
basis, find
〈〈Oj〉〉 = 2534
∑
m1>0
2m2>3m1
rm11 r
m2
2 〈ξ4m1−j+20 ξj6(ξ0 + 2ξ6)m2−1(ξ0 + 6ξ6)m2−m1−1〉~n (B.6)
where r1 =
1
27q1
, r2 =
1
48q2
. This now needs evaluation. From the expression for M~n we
can rewrite it as
〈〈Oj〉〉 = 2534
∑
m1>0
2m2>3m1
rm11 r
m2
2
∮
dxx3m1−2m2+j−1(1 + 2x)m2−1(1 + 6x)m2−m1−1 . (B.7)
Now exchange the sum with integral and sum the geometric series that appear to get
〈〈Oj〉〉 = 2534
∮
dx xj−1
x−2r21r
4
2(1 + 2x)
3(1 + 6x) + x−1r22(1 + 2x)
[1− r2x−2(1 + 2x)(1 + 6x)] [1− r21r32(1 + 2x)3(1 + 6x)]
(B.8)
where the two terms in numerator arise from odd and even m1 respectively. For j = 0
the integrand has a pole at x = 0. For any j, however, there are poles at the roots of
x2 = r2(1 + 2x)(1 + 6x). These are of order r2 and hence should be considered encircled
by our contour. The correct Yukawas (which match the B model ones calculated in [46])
follow from simply adding up the residues about these poles.
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