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1. Introduction
Aﬃne q-Schur algebras as aﬃne analogue of q-Schur algebras have been widely studied in the
literature; see, for example, [12,23,15,28,29,10,7]. Like the classical Schur–Weyl theory (see, e.g., [13,
9,8]), this class of algebras plays a bridging role in linking representations of quantum loop algebras
Uq(ĝln) with those of aﬃne Hecke algebras H(r)C of type A.
When the parameter q is not a root of unity, two approaches have been developed in [7, Ch. 4]
to classify simple representations of S(n, r)C . More precisely, the so-called upward approach applies
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S(n, r)C-modules which are indexed by multisegments. This is based on a category equivalence be-
tween the category of S(n, r)C-modules and that of H(r)C-modules in the case of n r. While the
downward approach uses the classiﬁcation of simple polynomial representations of Uq(ĝln) in terms
of dominant Drinfeld polynomials as given by Frenkel–Mukhin in [11]. This classiﬁcation is a general-
ization of that of ﬁnite dimensional simple representations of Uq(ŝln) due to Chari–Pressley [3–5]. In
this approach, simple representations of S(n, r)C are indexed by dominant Drinfeld polynomials of
total degree r. When n > r, that is, when S(n, r)C is a homomorphic image of Uq(ŝln), by applying
a result of Chari–Pressley [6, 7.6], the two classiﬁcations are identiﬁed by a bijective map from mul-
tisegments of total length r to dominant Drinfeld polynomials of total degree r; see [7, Th. 4.4.2]. In
this paper, we will establish such an identiﬁcation for the n r case; thus, solving [7, Prob. 4.6.11].
We point out that the identiﬁcation of the two classiﬁcations should have important applications.
For example, any simple H(r)C-module is an inﬂation of a simple module for certain Ariki–Koike al-
gebras Hu(r)C , where u= {u1, . . . ,um} ⊆C∗ . Since simple Hu(r)C-modules are indexed by Kleshchev
multipartitions, the identiﬁcation would give rise to a possible correspondence between Kleshchev
multipartitions and Drinfeld polynomials. Moreover, the identiﬁcation would shed some light on the
investigation of ﬁnite dimensional simple S(n, r)C-modules (and hence, simple Uq(ĝln)-modules) at
roots of unity through those of H(r)C-modules.
Let D,C(n) be the double Ringel–Hall algebra of the cyclic quiver (n) with n vertices. Then
D,C(n) has a presentation in terms of Chevalley generators and inﬁnite many central generators, and
is isomorphic to the quantum loop algebra Uq(ĝln); see [7, Th. 2.5.3]. By the natural representation
of D,C(n), we obtain an action of D,C(n) on the tensor space, called the dot action in this paper.
The advantage of this action is the simplicity of the action of central generators. By twisting the dot
action with another Hopf algebra isomorphism between D,C(n) and Uq(ĝln) [7, Th. 4.4.1], we obtain
a Uq(ĝln)-action on the tensor space, called the diamond action. In this way, we determined the two
classiﬁcations of simple S(n, r)C-modules and identiﬁed them in the n > r case in [7]. Naturally,
one expects to use the Schur functor to get the identiﬁcation in the n  r case. However, since the
diamond action deﬁned in this way does not provide explicit actions for the generators of Uq(ĝln), it
is hard to see that this action is compatible with the upper left corner embedding Uq(ĝln) ↪→ Uq(ĝlN )
(n < N).
Motivated by [21, Prop. 3.2B] and [11, §3.2], we now introduce in this paper a direct action of
Uq(ĝln) on the natural representation and, hence, on the tensor space. We then prove that this ac-
tion coincides with the diamond action. On the other hand, with this direct action, we are able
to establish a certain compatibility relation of the diamond actions with the natural embedding
Uq(ĝln) ↪→ Uq(ĝln+1) (Theorem 5.5). Thus, by an analysis of the actions of central elements in Uq(ĝln)
on pseudo-highest weight vectors, we establish the identiﬁcation theorem for the n  r case. As a
by-product of the work, we ﬁll in a “missing arrow” in a diagram appearing in [11, §3.5, Fig. 1].
We organize the paper as follows. In Sections 2 and 3, we recall the deﬁnitions of double
Ringel–Hall algebras D,C(n) of cyclic quivers and aﬃne q-Schur algebras S(n, r)C in terms of q-
permutation modules of the aﬃne Hecke algebra H(r)C . We also give an isomorphism from D,C(n)
to the quantum loop algebra Uq(ĝln). Section 4 presents an explicit action of Uq(ĝln) on Ω(n) and,
hence, on Ω⊗r(n) , together with a comparison with that of D,C(n). In Section 5, we prove that the
actions of quantum loop algebras on the tensor spaces are compatible with the natural embedding
Uq(ĝln) ↪→ Uq(ĝln+1). We apply in Section 6 the results obtained in the previous sections to identify
simple representations of S(n, r)C arising from simple polynomial representations of Uq(ĝln) with
those arising from simple H(r)C-modules for the case n  r. In the ﬁnal section, we construct an
embedding Uq(ŝln−1) → Uq(ŝln) in terms of their Drinfeld–Jimbo presentation and show that this
embedding is the required missing arrow mentioned above.
Throughout the paper, we mostly follow the notations in [7]. In the following we ﬁx some of them
which will be frequently used. In particular, we always assume that q ∈ C∗ = C\{0} is not a root of
unity.
For a positive integer n, let Mn(C) be the set of all n × n-matrices over C and let M,n(C) be the
set of all Z×Z complex matrices A = (ai, j)i, j∈Z with ai, j ∈C such that
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(b) for every i ∈ Z, the set { j ∈ Z | ai, j = 0} is ﬁnite.
For i, j ∈ Z, let Ei, j ∈ M,n(C) be the matrix (ei, jk,l )k,l∈Z deﬁned by
ei, jk,l =
{
1, if k = i + sn, l = j + sn for some s ∈ Z;
0, otherwise.
If 1 i, j  n, we denote by Ei, j the n× n-matrix (ei, jk,l )k,l=1,...,n .
Let Z = Z[υ,υ−1] be the Laurent polynomial ring in indeterminate υ and let Q(υ) be the fraction
ﬁeld of Z . For m 0 and 0 t  n, deﬁne
[m] = υ
m − υ−m
υ − υ−1 = υ
m−1 + υn−3 + · · · + υ−m+1,
[m]! =
m∏
s=1
[s], and
[
m
t
]
= [m]
!
[t]![m− t]! .
By convention, [0]! = 1. Given a polynomial f ∈ Z and c ∈ C∗ , we sometimes write fc for f (c), e.g.,
[m]c , [m]!c , etc.
2. Double Ringel–Hall algebras of cyclic quivers and quantum loop algebras Uq(̂gln)
In this section we recall from [7, Ch. 2] the construction of the double Ringel–Hall algebra D,C(n)
of a cyclic quiver and an isomorphism from D,C(n) to the quantum loop algebra Uq(ĝln).
Let (n) (n  2) be the cyclic quiver with vertex set I = Z/nZ = {1,2, . . . ,n} and arrow set {i →
i + 1 | i ∈ I}. The Euler form 〈−,−〉 : ZI ×ZI → Z associated with (n) is deﬁned by
〈α,β〉 =
∑
i∈I
aibi −
∑
i∈I
aibi+1, (2.0.1)
where α = (ai), β = (bi) ∈ ZI .
A (ﬁnite dimensional) nilpotent representation of (n) over a ﬁeld F consists of ﬁnite dimensional
F-vector spaces Vi (i ∈ I) and of F-linear maps f i : Vi → Vi+1 such that the composition fn · · · f2 f1 :
V1 → V1 is nilpotent. The vector dim V = (dimF Vi) ∈NI =Nn is called the dimension vector of V .
For each vertex i ∈ I , there is a one-dimensional representation Si with dimension vector ei =
(δi, j) j∈I . It is known that the Si form a complete set of simple nilpotent representations of (n).
Moreover, up to isomorphism, all nilpotent indecomposable representations are given by Si[l] (i ∈ I
and l 1) of length l with top Si . Thus, the isoclasses of nilpotent representations are indexed by the
matrices in the set
Θ+ (n) =
{
A = (ai, j) ∈ M,n(C)
∣∣ ai, j ∈Nwith ai, j = 0 for i  j}.
More precisely, for each A = (ai, j) ∈ Θ+ (n), the associated representation M(A) is deﬁned by
M(A) = MF(A) =
⊕
1in, j>i
ai, j Si[ j − i].
In particular, M(Ei, j) = Si[ j − i] for any i, j ∈ Z with i < j. It is clear that the dimension vector
dimM(A) is independent of the ﬁeld F. So we simply write d(A) for dimM(A).
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A, B1, . . . , Bm ∈ Θ+ (n), there is a polynomial ϕ AB1,...,Bm ∈ Z[υ2] in υ2, called the Hall polynomial, such
that for any ﬁnite ﬁeld F, ϕ AB1,...,Bm (|F|) (the evaluation of ϕ AB1,...,Bm at υ2 = |F|) equals to the number
F MF(A)MF(B1),...,MF(Bm) of the ﬁltrations
0= Mm ⊆ Mm−1 ⊆ · · · ⊆ M1 ⊆ M0 = MF(A)
such that Mt−1/Mt ∼= MF(Bt) for all 1  t  m. Moreover, for each A = (ai, j) ∈ Θ+ (n), deﬁne the
polynomial
aA = aA
(
υ2
)= υ2mA ∏
1in,ai, j>0
ai, j−1∏
s=0
(
υ2ai, j − υ2s) ∈ Z[υ2], (2.0.2)
where mA = dimradEnd(M(A)). Then for each ﬁnite ﬁeld F,
aA
(|F|)= ∣∣Aut(MF(A))∣∣;
see, for example, [7, §1.2]. In particular, if q ∈C∗ =C\{0} is not a root of unity, then aA(q2) = 0.
By deﬁnition, the (generic) Ringel–Hall algebra H(n) of (n) is the free Z-module with basis
{uA = u[M(A)] | A ∈ Θ+ (n)}. The multiplication is given by
uAuB = υ〈d(A),d(B)〉
∑
C∈Θ+ (n)
ϕCA,BuC
for A, B ∈ Θ+ (n).
In order to deﬁne the double Ringel–Hall algebra of (n) over the complex number ﬁeld C, we ﬁx
from now on q ∈C∗ which is not a root of unity. First of all, by specializing υ to q, we obtain the complex
Ringel–Hall algebra
H(n)C =H(n) ⊗Z C.
We can now extend H(n)C to a Hopf algebra H(n)
0
C
which as a complex vector space has a basis
{u+A Kα | α ∈ ZI, A ∈ Θ+ (n)}, see [24,14,30] or [7, Prop. 1.5.3]. Its algebra structure is given by
1= u+0 = K0, Kαu+A = q〈d(A),α〉u+A Kα,
KαKβ = Kα+β, u+A u+B =
∑
C∈Θ+ (n)
q〈d(A),d(B)〉ϕCA,B
(
q2
)
u+C , (2.0.3)
where A, B ∈ Θ+ (n) and α,β ∈ ZI , and its coalgebra structure is given by


(
u+C
)= ∑
A,B∈Θ+ (n)
q〈d(A),d(B)〉 aA(q
2)aB(q2)
aC (q2)
ϕCA,B
(
q2
)
u+B ⊗ u+A K˜d(B),

(Kα) = Kα ⊗ Kα, ε
(
u+C
)= 0 (C = 0), ε(Kα) = 1, (2.0.4)
where C ∈ Θ+ (n) and α ∈ ZI . Here, if α = (ai), then K˜α denotes (K˜1)a1 · · · (K˜n)an with K˜ i = Ki K−1i+1.
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0
C
with basis {Kαu−A | α ∈ ZI, A ∈ Θ+ (n)}. In particular, the
multiplication is given by
u−A Kα = q〈d(A),α〉Kαu−A , KαKβ = Kα+β,
u−A u
−
B =
∑
C∈Θ+ (n)
q〈d(B),d(A)〉ϕCB,A
(
q2
)
u−C , (2.0.5)
where A, B ∈ Θ+ (n) and α,β ∈ ZI . The comultiplication is given by

(Kα) = Kα ⊗ Kα,


(
u−C
)= ∑
A,B∈Θ+ (n)
q−〈d(B),d(A)〉 aA(q
2)aB(q2)
aC (q2)
ϕCA,B
(
q2
)
K˜−d(A)u−B ⊗ u−A , (2.0.6)
where α ∈ ZI and C ∈ Θ+ (n).
Moreover, the bilinear form ψ :H(n)0C ×H(n)0C →C deﬁned by
ψ
(
u+A Kα, Kβu
−
B
)= qαβ−〈d(A),d(A)+α〉+2dimM(A)aA(q2)−1δA,B
is a skew-Hopf pairing in the sense of [20], where α  β =∑ni=1 aibi if α = (ai) and β = (bi).
Following [30] or [7, §2.1], with the triple (H(n)
0
C
,H(n)
0
C
,ψ) we obtain the associated reduced
double Ringel–Hall algebra D,C(n) which inherits a Hopf algebra structure from those of H(n)
0
C
and
H(n)
0
C
. Moreover, D,C(n) admits a triangular decomposition
D,C(n) =D+ ⊗D0 ⊗D−,
where D± are subalgebras generated by u±A (A ∈ Θ+ (n)), and D0 is generated by Kα (α ∈ ZI). Thus,
D0 ∼=C[K±11 , . . . , K±1n ],
D+ ∼−→H(n)C, u+A −→ uA, and D−
∼−→H(n)opC , u−A −→ uA .
Following [27] and [17], there are central elements z±m in D,C(n) which are primitive; see the
precise deﬁnition given in [7, §2.2]. For each i ∈ I , set
u±i = u±Ei,i+1 = u
±
[Si].
Then D,C(n) admits a presentation generated by K±1i , u
±
i , z
±
s , i ∈ I , s ∈ Z+ , with certain relations;
see [7, Th. 2.3.1]. We often use in the sequel the following normalized basis for the ±-parts:
u˜±A = qdimEnd(M(A))−dimM(A)u±A . (2.0.7)
Remark 2.1. In [7, §2.1], the double Ringel–Hall algebra D(n) of (n) is deﬁned over the rational
function ﬁeld Q(υ). As pointed out in [7, Rem. 2.1.4], D,C(n) can be constructed in an entirely
similar way whenever q is not a root of unity.
On the other hand, the quantum loop algebra Uq(ĝln) (or quantum aﬃne gln) is the C-algebra gen-
erated by x±i,s (1 i < n, s ∈ Z), k±1i and gi,t (1 i  n, t ∈ Z\{0}) with the following relations:
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(QLA2) kix±j,s = q±(δi, j−δi, j+1)x±j,ski, [ki,g j,s] = 0;
(QLA3) [gi,s,x±j,t] =
⎧⎪⎨⎪⎩
0, if i = j, j + 1;
±q− js [s]qs x±j,s+t , if i = j;
∓q− js [s]qs x±j,s+t , if i = j + 1;
(QLA4) [gi,s,g j,t] = 0;
(QLA5) [x+i,s,x−j,t] = δi, j
φ+i,s+t−φ−i,s+t
q−q−1 ;
(QLA6) x±i,sx
±
j,t = x±j,tx±i,s , for |i − j| > 1, and [x±i,s+1,x±j,t]q±ci, j = −[x±j,t+1,x±i,s]q±ci, j ;
(QLA7) [x±i,s, [x±j,t,x±i,p]q]q = −[x±i,p, [x±j,t,x±i,s]q]q for |i − j| = 1,
where [x, y]a = xy − ayx, C = (ci, j)i, j∈I denotes the generalized Cartan matrix of type A˜n−1, and φ±i,s
are deﬁned via the generating functions in indeterminate u by
Φ±i (u) := k˜±1i exp
(
±(q − q−1)∑
m1
hi,±mu±m
)
=
∑
s0
φ±i,±su
±s
with k˜i = ki/ki+1 (kn+1 = k1) and hi,±m = q±(i−1)mgi,±m − q±(i+1)mgi+1,±m (1 i < n).
The C-subalgebra of Uq(ĝln) generated by k˜
±1
i , x
±
i,s , and hi,t for 1  i < n, s, t ∈ Z with t = 0, is
known as quantum loop algebra Uq(ŝln) (also called the Drinfeld new presentation).
For each m 1, deﬁne1
θ±m = θ(n)±m = ∓
1
[m]q (g1,±m + · · · + gn,±m) ∈ Uq(ĝln). (2.1.1)
Then θ±m are central elements in Uq(ĝln). Further, set
ε+n = (−1)n
[
x
−
n−1,0, . . . ,
[
x
−
3,0,
[
x
−
2,0,x
−
1,1
]
q−1
]
q−1 · · ·
]
q−1 k˜n and
ε−n = (−1)nk˜−1n
[· · · [[x+1,−1,x+2,0]q,x+3,0]q, . . . ,x+n−1,0]q. (2.1.2)
By [7, Prop. 4.4.1], there is a Hopf algebra isomorphism
f = fn :D,C(n) −→ Uq(ĝln),
{
K±1i −→ k±1i , u±n −→ (−1)nq±1ε±n ,
u±i −→ x±i,0, z±m −→ ∓mq±mθ±m,
(2.1.3)
where 1 i < n and m 1. In what follows, we sometimes identify D,C(n) with Uq(ĝln) under f .
Remarks 2.2. (1) We can deﬁne the quantum loop algebra U(ĝln) over Q(υ) similarly.
(2) The Drinfeld–Jimbo presentation for Uq(ŝln) admits a standard set of generators {K˜±1i , Ei, Fi | 1
i  n} with relations:
(1) K˜ i K˜ j = K˜ j K˜ i, K˜ i K˜−1i = 1, K˜1 K˜2 · · · K˜n = 1;
(2) K˜ i E j = qci, j E j K˜ i , K˜ i F j = q−ci, j F j K˜ i;
(3) Ei F j − F j Ei = δi, j K˜ i−K˜
−1
i
q−q−1 ;
1 The superscript (n) in θ(n)±m used here is to indicate that the elements θ±m are relative to n. Such notation will often appear
later on.
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∑
a+b=1−ci, j (−1)a[ 1−ci, ja ]q Eai E j Ebi = 0 (i = j);
(5)
∑
a+b=1−ci, j (−1)a[ 1−ci, ja ]q F ai F j F bi = 0 (i = j).
3. Tensor spaces and aﬃne q-Schur algebras
In this section we introduce the notion of aﬃne q-Schur algebras S(n, r)C in terms of q-
permutation modules of the aﬃne Hecke algebra H(r)C . As in the previous section, q is a ﬁxed
nonzero complex number which is not a root of unity.
Let S,r be the aﬃne symmetric group consisting of all permutations w : Z→ Z such that w(i+r) =
w(i) + r for i ∈ Z. The subgroup W of S,r consisting of w ∈ S,r with ∑ri=1 w(i) =∑ri=1 i is the
aﬃne Weyl group of type A with generators si (1 i  r) deﬁned by setting
si( j) =
{ j, for j ≡ i, i + 1 mod r;
j − 1, for j ≡ i + 1 mod r;
j + 1, for j ≡ i mod r
(see [22, 3.6]). Then (W , S) is a Coxeter system with S = {s1, . . . , sr}. The cyclic subgroup 〈ρ〉 of
S,r generated by the permutation ρ of Z sending j to j + 1, for all j, is in the complement of W .
Moreover, there are group isomorphisms
S,r ∼=Sr Zr ∼= 〈ρ〉W ,
where Sr is the subgroup of W generated by s1, . . . , sr−1. Let  be the length function of the Coxeter
system (W , S) and extend it to S,r by setting (ρ i w) = (w) for all i ∈ Z and w ∈ W .
Following [19], the (extended) aﬃne Hecke algebra H(r)C = H(S,r)C of S,r is the C-algebra
generated by Tsi (1 i  r), T±1ρ with relations:
T 2si =
(
q2 − 1)Tsi + q2,
Tsi Ts j = Ts j Tsi (i − j ≡ ±1 mod r),
Tsi Ts j Tsi = Ts j Tsi Ts j (i − j ≡ ±1 mod r and r  3),
Tρ T
−1
ρ = T−1ρ Tρ = 1, Tρ Tsi = Tsi+1 Tρ,
where Tsr+1 = Ts1 . This algebra has a basis {Tw }w∈S,r , where Tw = T jρ Tsi1 · · · Tsim if w = ρ j si1 · · · sim
is reduced. Also, the subalgebra of H(r)C generated by Tsi (1 i < r) is the Hecke algebra H(r)C =
H(Sr)C of the symmetric group Sr .
For w ∈ S,r , let T˜ w = q−(w)Tw . Then H(r)C admits the so-called Bernstein presentation which
consists of generators
Ti := Tsi , X j := T˜e1+···+e j−1 T˜−1e1+···+e j , X−1j (1 i  r − 1, 1 j  r),
and relations
(Ti + 1)
(
Ti − q2
)= 0,
Ti Ti+1Ti = Ti+1Ti Ti+1, Ti T j = T j Ti
(|i − j| > 1),
Xi X
−1
i = 1= X−1i Xi, Xi X j = X j Xi,
Ti Xi Ti = q2Xi+1, X jTi = Ti X j ( j = i, i + 1),
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(of C-vector spaces):
H(r)C =H(r)C ⊗C C
[
X±11 , . . . , X
±1
r
]
.
Let Λ(n, r) ⊆ Nn be the set of compositions of r into n parts. For λ ∈ Λ(n, r), let Sλ be the corre-
sponding standard Young subgroup of Sr (also of S,r ), and set
Dλ =
{
d ∈S,r
∣∣ (wd) = (w) + (d) for w ∈Sλ}.
For each λ ∈ Λ(n, r), let xλ =∑w∈Sλ Tw ∈H(r)C and deﬁne
T(n, r)C =
⊕
λ∈Λ(n,r)
xλH(r)C.
Deﬁnition 3.1. The endomorphism algebra
S(n, r)C := EndH(r)C
(T(n, r)C)
is called the aﬃne q-Schur algebra. In particular, T(n, r)C becomes an S(n, r)C–H(r)C-bimodule.
For λ,μ ∈ Λ(n, r) and d ∈ Dλ,μ := Dλ ∩ (Dμ )−1, deﬁne φdλ,μ ∈ S(n, r)C by setting
φdλ,μ(xνh) = δμν
∑
w∈SλdSμ
Twh, ∀ν ∈ Λ(n, r), h ∈H(r)C. (3.1.1)
Then the set {φdλ,μ} forms a basis of S(n, r)C; see [15]. It is clear that each φ1λ,λ is an idempotent
which is the projection on the summand xλH(r)C .
On the other hand, let Ω be the complex vector space with basis {ωi | i ∈ Z}. Consider the subspace
V = Vn spanned by {ω1, . . . ,ωn} and set
Ω(n) = V ⊗C C
[
X, X−1
]= V [X, X−1].
We will always identify Ω(n) with Ω via ωi Xm → ωi−mn .
For each r  1, we identify the tensor space Ω⊗r(n) with V⊗r ⊗C C[X±11 , . . . , X±1r ] = V⊗r[X±11 , . . . ,
X±1r ] via
ωi1 p1(X) ⊗ · · · ⊗ωir pr(X) −→ (ωi1 ⊗ · · · ⊗ωir )p1(X1) · · · pr(Xr).
Set
I(n, r) = {i= (i1, . . . , ir) ∣∣ 1 i1, . . . , ir  n}
and deﬁne for i= (i j) ∈ I(n, r) and a= (ai) ∈ Zr ,
ωi = ωi1 ⊗ · · · ⊗ωir and Xa = Xa11 · · · Xarr .
Then Ω⊗r(n) has a basis {ωiXa | i ∈ I(n, r),a ∈ Zr}.
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(ωip)Xt = ωi(pXt);
ωiTk =
⎧⎨⎩
q2ωi, if ik = ik+1;
qωisk , if ik < ik+1;
qωisk + (q2 − 1)ωi, if ik > ik+1,
(3.1.2)
where i = (i j) ∈ I(n, r), p ∈ C[X±11 , . . . , X±1r ], 1 k  r − 1, and 1tr. Here isk = (i1, . . . , ik−1, ik+1,
ik, ik+2, . . . , ir).
By [28, Lem. 8.3] (see also [10, Lem. 9.5]), there is an H(r)C-module isomorphism
γ : Ω⊗r(n) −→ T(n, r)C (3.1.3)
satisfying ωi → q−dixλTw for all i ∈ I(n, r), where di =
∑
1tr
sk, t<l
δs,it δk,il , λ = (λk) ∈ Λ(n, r) with λk =
|{1 j  r | i j = k}|, and w ∈ Dλ is such that
iw−1 = (iw−1(1), . . . , iw−1(r)) = (1, . . . ,1︸ ︷︷ ︸
λ1
,2, . . . ,2︸ ︷︷ ︸
λ2
, . . . ,n, . . . ,n︸ ︷︷ ︸
λn
) =: iλ.
In the following we identify T(n, r)C with Ω⊗r(n) and, hence, S(n, r)C with EndH(r)C (Ω⊗r(n)).
For each A = (ai, j) ∈ M,n(C) and m ∈ Z, set
Am = (ai, j+mn)i, j=1,...,n ∈ Mn(C).
Then we can identify M,n(C) with Mn(C) ⊗C C[X, X−1] = Mn(C)[X, X−1] via
A −→
∑
m∈Z
AmX
m.
Thus, for 1  i, j  n and m ∈ Z, Ei, j±mn = Ei∓mn, j = Ei, j X±m . In this way, we regard each B Xm ∈
Mn(C)[X, X−1] with B ∈ Mn(C) and m ∈ Z as an element in EndC(Ω(n)) by setting
(
BXm
)(
ωi p(X)
)= B(ωi)p(X)Xm, ∀1 i  n, p(X) ∈C[X, X−1].
Note that the composite (B1Xm)(B2Xn) of B1Xm and B2Xn in EndC(Ω(n)) equals (B1B2)Xm+n .
By [7, §3.5], there is an action of D,C(n) on Ω = Ω(n) deﬁned by the algebra homomorphism
ξ1 :D,C(n) → EndC(Ω(n)) such that
ξ1
(
u+i
)= Ei,i+1 = Ei,i+1, ξ1(u−i )= Ei+1,i = Ei+1,i, ∀1 i < n,
ξ1
(
u+n
)= En,n+1 = En,1X, ξ1(u−n )= En+1,n = E1,n X−1,
ξ1
(
K±1i
)= q±1Ei,i +∑
j =i
Ej, j = q±1Ei,i +
∑
j =i
E j, j, ∀1 i  n,
ξ1
(
z±m
)= n∑ Ei,i±mn = Xm, ∀m 1. (3.1.4)i=1
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x ·ω = ξ1(x)(ω), ∀x ∈D,C(n), ω ∈ Ω(n). (3.1.5)
By [7, Prop. 3.5], the action of the elements deﬁned in (2.0.7) has the following simple form:
u˜+A ·ωs =
∑
t<s
δA,Et,sωt and u˜
−
A ·ωs =
∑
s<t
δA,Es,tωt, (3.1.6)
for each 0 = A ∈ Θ+ (n) and s ∈ Z.
For each r  1, the Hopf algebra structure of D,C(n) induces an algebra homomorphism
ξr := ξ⊗r1 
(r−1) :D,C(n) −→ EndC
(
Ω⊗r(n)
)
. (3.1.7)
Thus, Ω⊗r(n) becomes a D,C(n)-module under the dot action:
x ·ω = ξr(x)ω for all x ∈D,C(n) and ω ∈ Ω⊗r(n) .
Since z±m are primitive elements, we have by (3.1.4) that, for each m 1 and ωip ∈ Ω⊗r(n) with i ∈ I(n, r)
and p ∈C[X±11 , . . . , X±1r ],
z±m · (ωip) = ωi
(
r∑
s=1
pX±ms
)
. (3.1.8)
Furthermore, as shown in [7, Prop. 3.5.5], the left action of D,C(n) on Ω⊗r(n) commutes with the right
action of H(r)C on Ω⊗r(n) . In other words, Ω⊗r(n) becomes a D,C(n)–H(r)C-bimodule. This gives rise
to an algebra homomorphism
ξr :D,C(n) −→ EndH(r)C
(
Ω⊗r(n)
)= S(n, r)C
which is surjective; see [7, Cor. 3.8.4]. Therefore, Ω⊗r(n) can be also viewed as an S(n, r)C–H(r)C-
bimodule. Moreover, by [7, 3.2.8 & 3.3.1], the map γ : Ω⊗r(n) → T(n, r)C deﬁned in (3.1.3) is an
S(n, r)C–H(r)C-bimodule isomorphism.
Now suppose N  n. We embed Λ(n, r) into Λ(N, r) via the map
μ = (μ1, . . . ,μn) −→ μ˜ = (μ1, . . . ,μn,0, . . . ,0),
and deﬁne an idempotent
e =
∑
μ∈Λ(n,r)
φ1μ˜,μ˜ ∈ S(N, r)C. (3.1.9)
Then
eΩ⊗r(N) = e
(
V⊗rN
[
X±11 , . . . , X
±1
r
])
= (eV⊗rN )[X±11 , . . . , X±1r ]
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[
X±11 , . . . , X
±1
r
]
=
( ⊕
i∈I(n,r)
Cωi
)[
X±11 , . . . , X
±1
r
]
.
The following result is an easy consequence of the construction; cf. [7, Lem. 3.1.3].
Lemma 3.2. Let N  n. Then S(n, r)C can be identiﬁed with the (centralizer) subalgebra eS(N, r)Ce of
S(N, r)C . Moreover, Ω⊗r(n) is identiﬁed with the S(n, r)C–H(r)C-bimodule eΩ⊗r(N) .
Now twisting the dot action with the Hopf algebra isomorphism f deﬁned in (2.1.3) yields an
action of Uq(ĝln), called the diamond action, on the tensor space:
x ω = f −1(x) · ω, for all x ∈ Uq(ĝln) and ω ∈ Ω⊗r(n) . (3.2.1)
Thus, Ω⊗r(n) becomes a Uq(ĝln)–H(r)C-bimodule. In the next section, we will give an alternative def-
inition for the diamond action.
4. The -action of Uq(̂gln) on the tensor space
We now deﬁne directly an action of Uq(ĝln) on Ω(n) and, hence, on Ω
⊗r
(n) . We will show this action
agrees with the diamond action.
By generalizing the action of Uq(ŝln) on Ω(n) given in [21, Prop. 3.2B] (see also [11, Lem. 3.5]), we
obtain an action of Uq(ĝln) on Ω(n) which is described by the following algebra homomorphism.
Theorem 4.1. There is an algebra homomorphism π = πn : Uq(ĝln) → EndC(Ω(n)) such that
π
(
k±1i
)= q±1Ei,i +∑
k =i
Ek,k, π(gi,m) = [m]qm Ei,i X
m,
π
(
x
+
j,s
)= q js E j, j+1Xs, π(x−j,s)= q js E j+1, j X s, (4.1.1)
where 1 i  n, 1 j < n, and s,m ∈ Z with m = 0.
Proof. It suﬃces to prove that the elements π(k±1i ), π(gi,m) and π(x
±
j,s) satisfy the deﬁning relations
(QLA1)–(QLA7) of Uq(ĝln). We only examine the relation (QLA5). All other relations can be directly
checked.
In the following we write Ei = Ei,i (1 i  n) for notational simplicity. For 1 i  n, set
π
(˜
k±1i
)= q±1Ei + q∓1Ei+1 + ∑
k =i,i+1
Ek = π
(
k±1i
)
π
(
k∓1i+1
)
,
where En+1 = E1. For 1 i < n and 0 =m ∈ Z, set
π(hi,m) = [m]q
(
q(i−1)mEi Xm − q(i+1)mEi+1Xm
)= q(i−1)mπ(gi,m) − q(i+1)mπ(gi+1,m).
m
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exp
((
q − q−1)∑
m1
π(hi,m)um
)
= exp
((
q − q−1)∑
m1
( [m]q
m
(
q(i−1)mEi Xm − q(i+1)mEi+1Xm
))
um
)
= exp
(∑
m1
1
m
(
qm − q−m)(q(i−1)mEi Xm − q(i+1)mEi+1Xm)um)
= exp
(∑
m1
1
m
(
qimEi + qimEi+1
)
Xmum −
∑
m1
1
m
(
q(i−2)mEi + q(i+2)mEi+1
)
Xmum
)
= exp
(∑
m1
1
m
((
qiEi + qiEi+1
)
Xu
)m − ∑
m1
1
m
((
qi−2Ei + qi+2Ei+1
)
Xu
)m)
= exp(− log(1− (qiEi + qiEi+1)Xu)+ log(1− (qi−2Ei + qi+2Ei+1)Xu))
= (1− (qiEi + qiEi+1)Xu)−1(1− (qi−2Ei + qi+2Ei+1)Xu)
= 1+
∑
m1
(
q − q−1)(qim−1Ei − qim+1Ei+1)Xmum.
This implies that
π(˜ki)exp
((
q − q−1)∑
m1
π(hi,m)um
)
= π(˜ki) +
∑
m1
(
q − q−1)q−im(Ei − Ei+1)X−mu−m.
A similar calculation gives the equality
π
(˜
k−1i
)
exp
(
−(q − q−1)∑
m1
π(hi,−m)u−m
)
= π (˜k−1i )+ ∑
m1
(
q − q−1)qim(Ei − Ei+1)Xmum.
Now we set for all 1 i < n and m 1,
π
(
φ+i,−m
)= π(φ−i,m)= 0, π(φ+i,0)= π(˜ki), π(φ−i,0)= π (˜k−1i ),
π
(
φ±i,±m
)= ±(q − q−1)qim(Ei − Ei+1)Xm.
Consequently,
π
(˜
k±1i
)
exp
(
±(q − q−1)∑
m1
π(hi,±m)u±m
)
=
∑
m0
π
(
φ±i,±m
)
u±m.
Moreover,
[
π
(
x
+
i,s
)
,π
(
x
−
j,t
)]= δi, jqi(s+t)(Ei − Ei+1)Xs+t = δi, j π(φ+i,s+t) −π(φ−i,s+t)
q − q−1 .
This ﬁnishes the proof. 
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π(hi,m) = [m]q
m
(
q(i−1)mEi,i Xm − q(i+1)mEi+1,i+1Xm
)
,
π
(
φ±i,0
)= q±1Ei,i + q∓1Ei+1.i+1 + ∑
k =i,i+1
Ek,k,
π
(
φ±i,m
)= ±(q − q−1)qim(Ei,i − Ei+1,i+1)Xm.
Furthermore, we deduce that
π(θ±m) = ∓ 1
m
X±m, ∀m 1,
π
(
ε+n
)= (−1)nEn,1X, π(ε−n )= (−1)nE1,n X−1,
where ε±1n are deﬁned in (2.1.2). Thus, if we view Uq(ŝln) as a subalgebra of Uq(ĝln) and identify it
with its Drinfeld–Jimbo presentation (see Remark 2.1(2)) via
k˜i −→ K˜ i, x+i,0 −→ Ei, x−i,0 −→ Fi, ε+n −→ En, ε−n −→ Fn,
then
π(Ei) = Ei,i+1, π(Fi) = Ei+1,i,
π(En) = (−1)nEn,1X, π(Fn) = (−1)nE1,n X−1,
π
(˜
k±1i
)= q±1Ei,i + q∓1Ei+1.i+1 + ∑
j =i,i+1
E j, j,
where 1  i < n. These are the modiﬁed formulas in [11, Lem. 3.4] in which z is viewed as the
indeterminate X .
In order to make a comparison with the dot action of D,C(n) on Ω(n) , we twist the above homo-
morphism with the algebra automorphism
φ = φq−1 : Uq(ĝln) −→ Uq(ĝln), x±i,s −→ q−sx±i,s, g j,t −→ q−tg j,t, k j −→ k j
to obtained the algebra homomorphism
ζ1 := πφ : Uq(ĝln) −→ EndC(Ω(n)).
We sometimes write ζ (n)1 for ζ1 if n needs to be mentioned. Since φ(ε
±
n ) = q∓1ε±n and φ(θ±m) =
q∓mθ±m , we have
ζ1
(
x
+
i,t
)= q(i−1)t Ei,i+1Xt , ζ1(x−i,t)= q(i−1)t Ei+1,i Xt,
ζ1
(
k±1j
)= q±1E j, j +∑
k = j
Ek,k, ζ1(g j,t) = [t]qt q
−t E j, j Xt (t = 0),
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t
q(i−1)t
(
q−t Ei,i − qt Ei+1,i+1
)
Xt (t = 0),
ζ1
(
ε+n
)= (−1)nq−1En,1X, ζ1(ε−n )= (−1)nqE1,n X−1,
ζ1
(
θ±m
)= ∓ 1
m
q∓mX±m, (4.1.2)
where 1 i < n, 1 j  n, t ∈ Z, and m 1.
Like (3.1.7), for each r  1, the Hopf structure of Uq(ĝln) induces an algebra homomorphism
ζr = ζ (n)r := ζ⊗r1 
(r−1) : Uq(ĝln) −→ EndC
(
Ω⊗r
(n)
)
.
Recall from (2.1.3) the Hopf algebra isomorphism f = fn :D,C(n) → Uq(ĝln).
Proposition 4.2. For each r  1, we have ξr = ζr f . In other words, the following diagram is commutative:
D,C(n) EndC(Ω⊗r(n))
Uq(ĝln)









ξr
ζr
f
Proof. Since f is a Hopf algebra isomorphism, we have 
(r−1) f = f ⊗r
(r−1) and so ξ⊗r1 
(r−1) =
ζ⊗r1 f ⊗r
(r−1) = (ζ1 f )⊗r
(r−1) . Thus, it suﬃces to prove that ξ1 = ζ1 f . This is a direct computation
by comparing (4.1.2), (3.1.4) and (2.1.3). 
The result above shows that the diamond action deﬁned in (3.2.1) has the following interpretation:
x ω = ζr(x)(ω), ∀x ∈ Uq(ĝln), ω ∈ Ω⊗r(n) . (4.2.1)
Corollary 4.3. The homomorphism ζr induces an algebra epimorphism
ζr : Uq(ĝln) −→ EndH(r)C
(
Ω⊗r
(n)
)= S(n, r)C.
5. Compatibility of the -actions with the embedding Uq(̂gln) ↪→ Uq(̂gln+1)
By deﬁnition (see [11, §2.6]), there is an “upper left corner” algebra embedding
ι = ιn : Uq(ĝln) −→ Uq(ĝln+1), x±i,s −→ x±i,s, g j,t −→ g j,t, k±1j −→ k±1j ,
where 1 i < n, 1 j  n, and s, t ∈ Z with t = 0. In this section, we study the compatibility of the
-actions of quantum aﬃne loop algebras on tensor spaces with the embedding ι.
We ﬁrst look at the effect of the embedding on the Chevalley type generators. The ﬁrst assertion
of the following fact was observed in [18]. However, we provide a proof for completeness.
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ιn
(
ε+n
)= qε+n+1x+n,0 − x+n,0ε+n+1 and ιn(ε−n )= q−1x−n,0ε−n+1 − ε−n+1x−n,0
hold in Uq(ĝln+1). Moreover, we have
(a) ιn (˜kn) = knk−11 = k˜nk˜n+1;
(b) ιn(θ
(n)
±m) = ∓ 1[m]q
∑n
i=1 gi,m = θ(n+1)±m = ∓ 1[m]q
∑n+1
i=1 gi,m. In other words, the images of the central ele-
ments in Uq(ĝln) are not central in Uq(ĝln+1).
Proof. We prove the second equality. The ﬁrst one can be proved similarly (see a detailed proof in
[18, Lem. 4]). Write
x= [· · · [[x+1,−1,x+2,0]q,x+3,0]q, . . . ,x+n−1,0]q,
which is viewed as an element in both Uq(ĝln) and Uq(ĝln+1). Then, by deﬁnition,
ε−n = (−1)nk˜−1n x, εn+1 = (−1)n+1k˜−1n+1
[
x,x+n,0
]
q and
[
x,x−n,0
]= 0.
Since k˜−1n+1x
−
n,0 = q−1x−n,0k˜−1n+1 and k˜nx = q−1 x˜kn , we obtain that
q−1x−n,0ε
−
n+1 − ε−n+1x−n,0
= (−1)n+1(q−1x−n,0k˜−1n+1(xx+n,0 − qx+n,0x)− k˜−1n+1(xx+n,0 − qx+n,0x)x−n,0)
= (−1)n+1k˜−1n+1
(
x
−
n,0xx
+
n,0 − qx−n,0x+n,0x− xx+n,0x−n,0 + qx+n,0xx−n,0
)
= (−1)n+1k˜−1n+1
(−x[x−n,0,x+n,0]+ q[x−n,0,x+n,0]x)
= (−1)n+1k˜−1n+1
(
−x k˜n − k˜
−1
n
q − q−1 + q
k˜n − k˜−1n
q − q−1 x
)
= (−1)nk˜−1n+1k˜−1n x= ιn
(
ε−n
)
.
The rest of the proof is clear. 
The embedding ι induces an embedding j = f −1n+1ι fn :D,C(n) →D,C(n+ 1). In other words, the
following square commutes:
D,C(n) Uq(ĝln)
D,C(n+1) Uq(ĝln+1)


 
fn
fn+1
j ι
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j
(
u+n
)= u˜+
En,n+2
+ (q−1 − q)˜u+E and j(u−n )= u˜−En,n+2 ,
where E = En,n+1 + En+1,n+2 , i.e., M(E) = Sn ⊕ Sn+1 , and u˜±A are deﬁned as in (2.0.7).
Proof. By the deﬁnition of ι and the multiplication in D,C(n+ 1),
j
(
u+n
)= (−1)nqf −1n+1ι(ε+n )= −qu+n+1u+n + u+n u+n+1
= −qu+E + q−1u+En,n+2 + q
−1u+E
= u˜+
En,n+2
+ (q−1 − q)˜u+E .
Similarly,
j
(
u−n
)= (−1)nq−1 f −1n+1ι(ε−n )= −q−1u−n u−n+1 + u−n+1u−n
= −q−1u−E + q−1u−En,n+2 + q
−1u−E = u˜−En,n+2 . 
Remark 5.3. By the above lemma, we see immediately that
(j ⊗ j)(
(u±n )) = 
(j(u±n )).
Hence, j cannot be a Hopf algebra homomorphism, and neither can ι.
Furthermore, the natural embedding Vn → Vn+1, ωi → ωi induces an embedding
κ = κn : Ω(n) −→ Ω(n+1), ωi Xm −→ ωi Xm,
where 1 i  n and m ∈ Z. For simplicity, in the following we identify Ω(n) with κ(Ω(n)). Similarly,
we can embed Mn(C)[X, X−1] into Mn+1(C)[X, X−1] taking AXm → A˜ Xm , where m ∈ Z, A ∈ Mn(C),
and
A˜ =
(
A 0
0 0
)
.
In particular, if 1 i, j  n, then E˜(n)i, j = E(n+1)i, j , where the superscripts indicate the sizes of the matri-
ces.
Proposition 5.4. For each x ∈ Uq(ĝln), ζ (n)1 (x) coincides with the restriction of ζ (n+1)1 (ι(x)) to Ω(n) , i.e., for all
ω ∈ Ω(n) ,
κ(x ω) = ι(x)  κ(ω).
Moreover,
ε+n  κ(Ω(n)) = 0= u+n · κ(Ω(n)) and ε−n+1  κ(Ω(n)) = 0= u−n+1 · κ(Ω(n)).
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1 i  n,
ζ
(n+1)
1
(
k±1i
)= q±1E(n+1)i,i + ∑
j =i,1 jn+1
E(n+1)j, j
= q±1 E˜(n)i,i +
∑
j =i,1 jn
E˜(n)j, j + E(n+1)n+1,n+1.
Hence, ζ (n)1 (k
±1
i ) = ζ (n+1)1 (k±1i )|Ω(n) . Further, for t ∈ Z with t = 0,
ζ
(n)
1 (gi,t) =
[t]q
t
q−t E(n)i,i X
t = ζ (n+1)1 (gi,t)|Ω(n) .
Finally, for 1 i < n and t ∈ Z,
ζ
(n)
1
(
x
+
i,t
)= q(i−1)t E(n)i,i+1Xt = ζ (n+1)1 (x+i,t)∣∣Ω(n) and
ζ
(n)
1
(
x
−
i,t
)= q(i−1)t E(n)i+1,i Xt = ζ (n+1)1 (x−i,t)∣∣Ω(n) .
The last statement follows directly from the deﬁnition of ζ (n+1)1 . 
For each r  1, κ = κn : Ω(n) → Ω(n+1) induces an embedding
κ⊗r : Ω⊗r(n) = V⊗rn
[
X±11 , . . . , X
±1
r
]−→ V⊗rn+1[X±11 , . . . , X±1r ]= Ω⊗r(n+1),
ωip(X1, . . . , Xr) −→ ωip(X1, . . . , Xr). (5.4.1)
We now establish the following compatibility relations.
Theorem 5.5. (1) For each x ∈ Uq(ŝln), ζ (n)r (x) coincides with the restriction of ζ (n+1)r (ι(x)) to Ω⊗r(n) via κ⊗r ,
i.e., for all ω ∈ Ω⊗r(n) ,
κ⊗r(x ω) = ι(x)  κ⊗r(ω).
(2) For each m 1 and each ω ∈ Ω⊗r(n) ,
κ⊗r
(
θ
(n)
±m ω
)= θ(n+1)±m  κ⊗r(ω).
Note that statement (1) does not extend to statement (2) since ι(θ(n)±m) = θ(n+1)±m ; see Lemma 5.1(b).
Proof. (1) In view of the Hopf algebra isomorphisms fn and fn+1, it suﬃces to prove that the equality
κ⊗r(x ·ω) = j (x) · κ⊗r(ω)
holds for every x ∈ {K±1i ,u±i | 1 i  n} ⊂D,C(n); see (3.1.5). By the deﬁnition, if x= K±1i or u±j for
1 i  n and 1 j < n, then
(j ⊗ · · · ⊗ j)(
(r−1)(x))= 
(r−1)(j (x)).
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remains to treat the cases x = u±n .
By Lemma 5.2, j (u+n ) = u˜+En,n+2 + (q
−1 − q)˜u+E with E = En,n+1 + En+1,n+2. Further, by (3.1.6) and
Proposition 5.4,
u˜+E · κ(Ω(n)) = 0 and u+n · κ(Ω(n)) = 0.
Applying the comultiplication formulas for D,C(n + 1) in (2.0.4) implies that 
(r−1)(˜u+E ) is a linear
combination of terms x1 ⊗ · · · ⊗ xr such that xs = u˜+E or u+n for some 1 s r. Thus, u˜+E · κ⊗r(ω) = 0.
Since j (K˜n) = K˜n K˜n+1 and

(r−1)
(
u+n
)= r−1∑
s=0
1⊗ · · · ⊗ 1︸ ︷︷ ︸
s
⊗u+n ⊗ K˜n ⊗ · · · ⊗ K˜n︸ ︷︷ ︸
r−s−1
,
it follows that

(r−1)
(˜
u+
En,n+2
)= r−1∑
s=0
1⊗ · · · ⊗ 1︸ ︷︷ ︸
s
⊗ u˜+
En,n+2
⊗ K˜n K˜n+1 ⊗ · · · ⊗ K˜n K˜n+1︸ ︷︷ ︸
r−s−1
+x′
= (j ⊗ · · · ⊗ j)(
(r−1)(u+n ))+ x′
− (q−1 − q) r−1∑
s=0
1⊗ · · · ⊗ 1︸ ︷︷ ︸
s
⊗ u˜+E ⊗ K˜n K˜n+1 ⊗ · · · ⊗ K˜n K˜n+1︸ ︷︷ ︸
r−s−1
,
where x′ is a linear combination of terms x1 ⊗ · · ·⊗ xr such that xs = u+n for some 1 s r. Applying
Proposition 5.4 gives that
u˜+
En,n+2
· κ⊗r(ω) = κ⊗r(u+n ·ω).
We conclude that
j
(
u+n
) · κ⊗r(ω) = u˜+
En,n+2
· κ⊗r(ω) + u˜+E · κ⊗r(ω) = κ⊗r
(
u+n ·ω
)
.
The case x= u−n can be treated similarly.
(2) This assertion follows from Proposition 5.4 and the fact that both θ(n)±m and θ
(n+1)
±m are primitive
elements. 
More generally, suppose that N > n. Let us consider the algebra embedding
ιn,N = ιN−1 · · · ιn : Uq(ĝln) −→ Uq(ĝlN)
and the embedding
κn,N = κN−1 · · ·κn : Ω(n) −→ Ω(N). (5.5.1)
By repeatedly applying the above theorem, we obtain the following result.
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(1) for all x ∈ Uq(ŝln) and ω ∈ Ω⊗r(n) ,
κ⊗rn,N(x ω) = ιn,N(x)  κ⊗rn,N(ω),
(2) for all m 1 and ω ∈ Ω⊗r(n) ,
κ⊗rn,N
(
θ
(n)
±m ω
)= θ(N)±m  κ⊗rn,N(ω).
We now give a further application from what we discovered above. Recall the idempotent
e =
∑
μ∈Λ(n,r)
φ1μ˜,μ˜ ∈ S(N, r)C
deﬁned in (3.1.9). Then κ⊗rn,N induces a linear isomorphism
κ⊗rn,N : Ω⊗r(n) −→ eΩ⊗r(N).
Now consider the Uq(ĝln)–H(r)C-bimodule Ω⊗r(n) as a Uq(ŝln)–H(r)C-bimodule by restriction. On
the other hand, by restriction via the embedding Uq(ŝln) ↪→ Uq(ĝln)
ιn,N−→ Uq(ĝlN), the Uq(ĝlN )–
H(r)C-bimodule Ω⊗r(N) becomes a Uq(ŝln)–H(r)C-bimodule. Thus, eΩ⊗r(N) is a Uq(ŝln)–H(r)C-
subbimodule of Ω⊗r(N) . Applying Corollary 5.6(1) gives the following result.
Corollary 5.7. The linear isomorphism κ⊗rn,N : Ω⊗r(n) → eΩ⊗r(N) is a Uq(ŝln)–H(r)C-bimodule isomorphism.
In particular, if, for an H(r)C-module M, we form the Uq(ĝln)-module L = Ω⊗r(n) ⊗H(r)C M and Uq(ĝlN )-
module L˜ = Ω⊗r
(N) ⊗H(r)C M, then restrictions induce a Uq(ŝln)-module isomorphism L|Uq(ŝln) ∼= e˜L↓Uq(ŝln) .
Here we used | (resp., ↓) to indicate the restriction from Uq(ĝln) (resp., Uq(ĝlN )) to Uq(ŝln).
Remark 5.8. As pointed out in Remark 2.1 and Remark 2.2(1), we have the double Ringel–Hall alge-
bra D(n) and the quantum loop algebra U(ĝln) deﬁned over Q(υ). When the tensor space is also
considered over Q(υ), all the results in Section 4 and this section remain true over Q(υ).
6. Identiﬁcation of two classiﬁcations of simple S(n, r)C-modules
In [7, Ch. 4], two approaches were used to classify simple S(n, r)C-modules: the upward one is
to apply the classiﬁcation of simple H(r)C-modules [26], while the downward one is to apply the
classiﬁcation of simple polynomial representations of Uq(ĝln) [11]. When n > r, the simple S(n, r)C-
modules obtained in these two classiﬁcations were identiﬁed in [7, §4.4]. This section deals with the
n r case in which the results in the previous section play a key role.
We ﬁrst recall from [7, Ch. 4] the classiﬁcations of simple S(n, r)C-modules obtained from the
above mentioned two approaches.
By a segment s of length k = |s| with center a ∈C∗ we mean a sequence
s = (aq−k+1,aq−k+3, . . . ,aqk−1) ∈ (C∗)k.
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|sp| := |s| is called the length of s. Let Sr be the set of unordered collections of segments s with
|s| = r.
By [31] and [26], for each s ∈ Sr , there is an associated simple H(r)C-module V s (see, for exam-
ple, the detailed construction in [7, §4.3]). Moreover, the set
{V s | s ∈ Sr}
forms a complete set of simple H(r)C-modules. Further, set
S
(n)
r =
{
s= {s1, . . . , sp} ∈ Sr
∣∣ p  1, |si| n, ∀i}.
Clearly, if n r, then S (n)r = Sr .
Lemma 6.1. (See [7, Th. 4.3.4 & 4.5.3].) For any n, r  1, the set
{
Ω⊗r(n) ⊗H(r)C V s
∣∣ s ∈ S (n)r }
is a complete set of simple S(n, r)C-modules.
Following [11], an n-tuple of polynomials Q = (Q 1(u), . . . , Qn(u)) with constant terms 1 is called
dominant if, for each 1 i  n− 1, the ratio Q i(uqi−1)/Q i+1(uqi+1) is a polynomial in u. Let Q(n) be
the set of dominant n-tuples of polynomials. The following result will be used later on.
Lemma 6.2. Let Q = (Q 1(u), . . . , Qn(u)),Q′ = (Q ′1(u), . . . , Q ′n(u)) ∈ Q(n). If
∏n
i=1 Q i(u) =
∏n
i=1 Q ′i (u)
and Q i(uq
i−1)
Q i+1(uqi+1)
= Q ′i (uqi−1)
Q ′i+1(uqi+1)
for all 1 i < n, then Q i(u) = Q ′i (u) for all 1 i  n.
Proof. For 1 i < n, set
Pi(u) = Q i
(
uqi−1
)
/Q i+1
(
uqi+1
)= Q ′i (uqi−1)/Q ′i+1(uqi+1).
Inductively, one shows that for 1 i  n,
Q i(u) = Pi
(
uq−i+1
)
Pi+1
(
uq−i+2
) · · · Pn−1(uqn−2i)Qn(uq2(n−i)) and
Q ′i (u) = Pi
(
uq−i+1
)
Pi+1
(
uq−i+2
) · · · Pn−1(uqn−2i)Q ′n(uq2(n−i)).
Since Q 1(u) · · · Qn(u) = Q ′1(u) · · · Q ′n(u), it follows that
n∏
i=1
Qn
(
uq2(n−i)
)= n∏
i=1
Q ′n
(
uq2(n−i)
)
.
Note that both Qn(u) and Q ′n(u) have constant term 1 and q is not a root of unity. Equating coeﬃ-
cients from constant terms onwards gives Qn(u) = Q ′n(u). Finally, an inductive argument shows that
Q i(u) = Q ′i (u) for all 1 i  n. 
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Q±i (u) := exp
(
−
∑
t1
1
[t]q gi,±t(qu)
±t
)
=
∑
s0
Qi,±su±s ∈ Uq(ĝln)
[[
u,u−1
]]
.
Let V be a representation of Uq(ĝln) and let λ = (λ1, . . . , λn) ∈ Zn . A nonzero (λ-weight) vector w ∈ V
is called a pseudo-highest weight vector if there exist some Q i,s ∈C such that
x
+
j,sw = 0, Qi,sw = Q i,sw, and ki w = qλi w, (6.2.1)
for all 1  i  n, 1  j < n, and s ∈ Z. A representation V is called a pseudo-highest weight module if
V = Uq(ĝln)w for some pseudo-highest weight vector w .
For a polynomial Q (u) =∏1im(1− aiu) ∈C[u] with ai ∈C∗ , put Q +(u) = Q (u) and deﬁne
Q −(u) =
∏
1im
(
1− a−1i u−1
) ∈C[u−1].
Given a Q = (Q 1(u), . . . , Qn(u)) ∈ Q(n), deﬁne Q i,s ∈ C, for 1  i  n and s ∈ Z, by the following
formula
Q ±i (u) =
∑
s0
Q i,±su±s.
Let I(Q) be the left ideal of Uq(ĝln) generated by x
+
j,s,Qi,s− Q i,s, and ki −qλi , for 1 j < n, 1 i  n,
and s ∈ Z, where λi = deg Q i(u), and deﬁne
M(Q) = Uq(ĝln)/I(Q).
Then M(Q) has a unique simple quotient, denoted by L(Q). Clearly, L(Q) is a pseudo-highest weight
module with pseudo-highest weight λ = (λ1, . . . , λn) ∈ Λ(n, r).
Let
Q(n)r =
{
Q= (Q 1(u), . . . , Qn(u)) ∈Q(n) ∣∣∣ r = ∑
1in
deg Q i(u)
}
.
Lemma 6.3. (See [7, Th. 4.6.8].) For any n, r  1, the set {L(Q) | Q ∈ Q(n)r} is a complete set of simple
S(n, r)C-modules.
Remark 6.4. Let P(n) be the set of (n − 1)-tuples of polynomials with constant terms 1. For each
P = (P1(u), . . . , Pn−1(u)) ∈ P(n), one can construct similarly a ﬁnite dimensional simple Uq(ŝln)-
module L¯(P). A result of Chari–Pressley [3,5] states that the modules L¯(P) with P ∈ P(n) are all
pairwise nonisomorphic ﬁnite dimensional simple Uq(ŝln)-modules of type 1. By [11, Lem. 4.4], for
Q= (Q 1(u), . . . , Qn(u)) ∈Q(n),
L(Q)|Uq(ŝln) ∼= L¯(P),
where P= (P1(u), . . . , Pn−1(u)) with Pi(u) = Q i(uqi−1)/Q i+1(uqi+1).
We need the following result for the proof of the main theorem.
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1in
Q ±i (u)
)
w = exp
(
±
∑
t1
q±tθ±tu±t
)
w.
Proof. Let w0 be a pseudo-highest weight vector in L(Q). Then, by the construction of L(Q), we have( ∏
1in
Q ±i (u)
)
w0 =
( ∏
1in
Q±i (u)
)
w0 = exp
(
−
∑
t1
1
[t]q
( ∑
1in
gi,±t
)
(uq)±t
)
w0
= exp
(
±
∑
t1
q±tθ±tu±t
)
w0.
Since L(Q) is simple and the θ±t are central elements, there are λ±t ∈C such that
θ±t w = λ±t w for all w ∈ L(Q).
Therefore,
exp
(
±
∑
t1
q±tθ±tu±t
)
w = exp
(
±
∑
t1
q±tλ±tu±t
)
w.
Letting w = w0 gives that
∏
1in
Q ±i (u) = exp
(
±
∑
t1
q±tλ±tu±t
)
.
Consequently, we obtain that for all w ∈ L(Q),
exp
(
±
∑
t1
q±tθ±tu±t
)
w = exp
(
±
∑
t1
q±tλ±tu±t
)
w =
( ∏
1in
Q ±i (u)
)
w. 
Now suppose that n r and ﬁx N > r. As in [7, §4.4], to each s= {s1, . . . , sp} ∈ Sr with
si =
(
aiq
−μi+1,aiq−μi+3, . . . ,aiqμi−1
) ∈ (C∗)μi ,
we attach Qs = (Q 1(u), . . . , QN (u)) ∈Q(N)r by setting recursively
Q i(u) =
{
1, if i = N;
Pi(uq−i+1)Pi+1(uq−i+2) · · · PN−1(uqN−2i), if 1 i  N − 1,
where Pi(u) =∏ 1 jp
μ j=i
(1−a ju) for 1 i  N−1. Assume now s ∈ S (n)r , i.e., μi  n for all 1 i  p.
Then Pn+1(u) = · · · = PN−1(u) = 1 and thus,
Qn+1(u) = · · · = QN(u) = 1.
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L(Qs) ∼= Ω⊗r(N) ⊗H(r)C V s.
Finally, deﬁne
Qs,n =
(
Q 1(u), . . . , Qn(u)
) ∈Q(n)r .
Thus, we obtain the associated simple Uq(ĝln)-module L(Qs,n) which is also an S(n, r)C-module by
Lemma 6.3.
We are now ready to prove the main result of this paper.
Theorem 6.6. Keep the notation above and assume N > r  n. For each s ∈ S (n)r , there is a Uq(ĝln)-module
isomorphism (or equivalently, an S(n, r)C-module isomorphism)
L(Qs,n) ∼= Ω⊗r(n) ⊗H(r)C V s.
Proof. For simplicity, we identify L(Qs) with Ω
⊗r
(N) ⊗H(r)C V s . Consider the idempotent e =∑
μ∈Λ(n,r) φ1μ˜,μ˜ ∈ S(N, r)C deﬁned in (3.1.9). By Lemma 3.2, under the identiﬁcation S(n, r)C =
eS(N, r)Ce, the S(n, r)C–H(r)C-bimodules eΩ⊗r(N) and Ω⊗r(n) are isomorphic. Hence, we obtain a
canonical S(n, r)C-module isomorphism
eL(Qs) = eΩ⊗r(N) ⊗H(r)C V s ∼= Ω⊗r(n) ⊗H(r)C V s. (6.6.1)
By Lemma 6.1, Ω⊗r(n) ⊗H(r)C V s is a simple S(n, r)C-module and, hence, a simple Uq(ĝln)-module.
Applying Lemma 6.3 gives Q′ = (Q ′1(u), . . . , Q ′n(u)) ∈Q(n)r such that
eL(Qs) ∼= Ω⊗r(n) ⊗H(r)C V s ∼= L
(
Q′
)
.
Thus, by Remark 6.4,
L
(
Q′
)∣∣
Uq(ŝln)
∼= L¯(P′), (6.6.2)
where P′ = (P ′1(u), . . . , P ′n−1(u)) with P ′i(u) = Q ′i (uqi−1)/Q ′i+1(uqi+1) for 1 i < n.
On the other hand, let w0 be a pseudo-highest weight vector in L(Qs). Then w0 ∈ L(Qs)λ , where
λ = (λi) ∈ Λ(N, r) with λi = deg Q i(u) for 1  i  N . By the deﬁnition of Qs (and noting s ∈ S (n)r ),
λ = μ˜ with μ = (λ1, . . . , λn) ∈ Λ(n, r). Hence,
L(Qs)λ = φ1λ,λL(Qs) = φ1μ˜,μ˜L(Qs) =
(
eL(Qs)
)
μ
.
Thus, w0 ∈ eL(Qs), and it is also a pseudo-highest weight vector in eL(Qs)↓Uq(ŝln) . By the deﬁnition
of L(Qs), we get that
eL(Qs)↓Uq(ŝln) ∼= L¯(P), (6.6.3)
where P= (P1(u), . . . , Pn−1(u)) with Pi(u) = Q i(uqi−1)/Q i+1(uqi+1) given as above.
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L¯(P) ∼= eL(Qs)↓Uq(ŝln) ∼= L
(
Q′
)∣∣
Uq(ŝln)
∼= L¯(P′).
Therefore, P= P′ , i.e.,
Pi(u) = P ′i(u) for all 1 i  n − 1. (6.6.4)
From Lemma 6.5 it follows that( ∏
1iN
Q ±i (u)
)
w0 = exp
(
±
∑
t1
q±tθ(N)±t u±t
)
w0.
By viewing w0 as an element in Ω
⊗r
(n) ⊗H(r)C V s via the isomorphism in (6.6.1), we have again by
Lemma 6.5 that ( ∏
1in
Q ′±i (u)
)
w0 = exp
(
±
∑
t1
q±tθ(n)±t u±t
)
w0
since Ω⊗r(n) ⊗H(r)C V s ∼= L(Q′).
We identify Ω⊗r(n) with eΩ
⊗r
(N) via the embedding κn,N : Ω⊗r(n) → Ω⊗r(N) deﬁned in (5.5.1) and write
w0 =
m∑
s=1
xs ⊗ ys ∈ Ω⊗r(n) ⊗H(r)C V s.
Now applying Corollary 5.6(2) gives that for each t  1,
θ
(n)
±t w0 =
m∑
s=1
(
θ
(n)
±t  xs
)⊗ ys = m∑
s=1
(
θ
(N)
±t  xs
)⊗ ys = θ(N)±t w0.
This implies that ( ∏
1iN
Q ±i (u)
)
w0 =
( ∏
1in
Q ′±i (u)
)
w0.
Hence, ∏
1in
Q ±i (u) =
∏
1iN
Q ±i (u) =
∏
1in
Q ′±i (u).
This together (6.6.4) implies by Lemma 6.2 that
Q i(u) = Q ′i (u) for all 1 i  n,
i.e., Q′ = Qs,n , as desired. 
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In this section we construct an embedding Uq(ŝln−1) → Uq(ŝln) in terms of their Drinfeld–Jimbo
presentation. This embedding indeed ﬁlls in a “missing” arrow in a diagram appearing in [11, §3.5,
Fig. 1]. Throughout this section we follow the notation used in [11].
Let Unewq (ŝln) and U
DJ
q (ŝln) denote the Drinfeld new presentation and the Drinfeld–Jimbo presenta-
tion of the quantum aﬃne sln , respectively; see Remark 2.1(2). By [1] and [2] (see [11, §3.1]), there is
an isomorphism B= Bn : Unewq (ŝln) → UDJq (ŝln) whose inverse B−1 is given by
K˜ i −→ k˜i, Ei −→ x+i,0, Fi −→ x−i,0, En −→ qnε+n , Fn −→ q−nε−n (1 i < n).
Suppose that n  3. The embedding ι = ιn−1 : Uq(ĝln−1) → Uq(ĝln) induces an “upper left corner”
embedding ιnew : Unewq (ŝln−1) → Unewq (ŝln) taking
k˜±1j −→ k˜±1j , k˜±n−1 −→ k˜±n−1k˜±n , x±i,s −→ x±i,s, hi,t −→ hi,t,
where 1 j < n− 1, 1 i  n− 1, and s, t ∈ Z with t = 0.
Proposition 7.1. There is an algebra embedding ιDJ : UDJq (ŝln−1) → UDJq (ŝln) such that
K˜±1i −→ K˜±1i , K˜±1n−1 −→ (K˜n−1 K˜n)±1
Ei −→ Ei, Fi −→ Fi,
En−1 −→ qEnEn−1 − En−1En, Fn−1 −→ q−1Fn−1Fn − Fn Fn−1,
where 1 i  n− 2. Moreover, ιDJBn−1 = Bnιnew .
Proof. It suﬃces to show that
Bnι
newB−1n−1(x) = ιDJ(x)
for x = K˜±1i , Ei and Fi . By the deﬁnition, the equality holds for x ∈ {K˜±1i , E j, F j | 1  i  n − 1,
1 j < n− 1}. The equalities
Bnι
newB−1n−1(En−1) = ιDJ(En−1) and BnιnewB−1n−1(Fn−1) = ιDJ(Fn−1)
follow from Lemma 5.1. 
The above proposition gives rise to the commutative square
Unewq (ŝln−1) Unewq (ŝln)
UDJq (ŝln−1) U
DJ
q (ŝln)


 
ιnew
ιDJ
Bn−1 Bn
274 B. Deng, J. Du / Journal of Algebra 373 (2013) 249–275This together with the commutative diagram in [11, §3.5, Fig. 1] results in the following commutative
squares
Unewq (ŝln−1) Unewq (ŝln)
UDJq (gln−1) U
DJ
q (gln)


 
ιnew
eva eva
and
Unewq (ŝln−1) Unewq (ŝln)
URq (ĝln−1) URq (ĝln)


 
ιnew
Iˆ Iˆ
where the unexplained notation is referred to [11]. Consequently, by inserting the arrow ιDJ :
UDJq (ŝln−1) → UDJq (ŝln), all the squares in the diagram in [11, §3.5, Fig. 1] commute.
Remark 7.2. The double Ringel–Hall algebra D,C(n) may serve as a Drinfeld–Jimbo presentation
of Uq(ĝln). Thus, it would be interesting to explicitly describe the image of the homomorphism
j :D,C(n − 1) → D,C(n), e.g., to describe the images of central elements z±m in D,C(n − 1) un-
der j . Some partial results have been obtained in [18].
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