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A B S T R A C T
In first demonstrations, quantum logic clocks based on single trapped
aluminum ions have outperformed the best primary caesium stan-
dards by more than one order of magnitude in terms of relative fre-
quency accuracy and qualify as a candidate for a future redefinition
of the second. Further improvements of the accuracy require a reduc-
tion of the ion’s motion, which accounts for more than 80 % of the
remaining inaccuracy of realized clocks.
In this work, a second generation aluminum ion clock is prepared
and possible ways to overcome the present limitations are evaluated.
The aluminum ion must be sympathetically laser cooled, and so far
beryllium and magnesium ions have been chosen for this task. Here,
the potential use of calcium ions is investigated theoretically. The re-
sulting cooling limit in the presence of realistic external heating rates
is a factor of roughly 2 lower than for magnesium and comparable to
beryllium.
Most of the apparatus for the new clock has been set up and first
characterizing measurements with single calcium ions are presented.
A novel, high bandwidth phase transfer lock is implemented, that
effectively transfers the phase stability of an optical reference to oth-
erwise unstabilized commercial diode lasers via a frequency comb.
Phase coherence between lasers ranging from 397 nm to 1542 nm is
achieved and laser linewidths of less than 3 kHz are measured. A
laser stabilized this way is used to perform sideband ground state
cooling of calcium with final ground state populations of 97 % and
to implement more than 97 % fidelity coherent electronic state flops,
meeting the requirements for the quantum logic gates necessary in
aluminum ion clocks.
The phase coherence of the transfer laser lock allowed the first
demonstration of double-EIT cooling, where quantum interference be-
tween optical transitions separated by more than 400 THz is used to
perform ground state cooling without any heating processes up to
3rd order in the Lamb Dicke parameter. Rapid cooling to the ground
state with characteristic cooling times of 5µs is achieved. Simulations
indicate that EIT cooling can be used to reduce the secular motion con-
tribution in future quantum logic clocks by one order of magnitude.
The demonstrated experimental techniques might also prove useful
outside of metrology, for example in quantum information process-
ing, where they enable rapid ground state cooling of multiple modes
and fast Raman processes between optically separated states.
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Z U S A M M E N FA S S U N G
Quantenlogikuhren basierend auf einzelnen gefangenen Aluminium-
Ionen haben die besten primären Caesium-Frequenzstandards um
mehr als eine Größenordnung bezüglich der relativen Frequenzge-
nauigkeit übertroffen. Für weitere Verbesserungen der Genauigkeit
ist eine Verringerung der Ionenbewegung notwendig, die momentan
mehr als 80 % des Fehlerbudgets dieser Uhren ausmacht.
In dieser Arbeit wird eine Aluminium-Ionenuhr der zweiten Gene-
ration vorbereitet, wobei Möglichkeiten evaluiert werden, die Limitie-
rungen der gegenwärtigen Uhren zu überwinden. Das Aluminium-
Ion muss mit Hilfe eines zweiten Ions Laser-gekühlt werden, wofür
bis jetzt Beryllium und Magnesium-Ionen genutzt wurden. Hier wird
die Verwendung von Calcium Ionen für diese Aufgabe theoretisch un-
tersucht. Das erreichbare Kühllimit bei realistischen externen Heizra-
ten ist circa einen Faktor 2 geringer als für Magnesium und vergleich-
bar mit Beryllium.
Die experimentelle Apparatur für die zukünftige Uhr wurde auf-
gebaut und erste Messungen mit einzelnen Calcium-Ionen werden
präsentiert. Ein Phasentransferlock mit hoher Bandbreite ist verwirk-
licht, der die Stabilität einer optischen Referenz auf nicht vorstabili-
sierte kommerzielle Diodenlasersysteme überträgt. Phasenkoheränz
zwischen Lasern mit Wellenlängen von 397 nm bis 1542 nm wird hier-
mit erreicht und optische Linienbreiten unter 3 kHz werden gemes-
sen. Ein so stabilisierter Laser wird verwendet, um einzelne Calcium-
Ionen seitenbandzukühlen, wobei Grundzustandsbesetzungen von et-
wa 97 % erzielt werden. Zudem werden interne elektronische Zu-
standsmanipulationen von mehr als 97 % Güte demonstriert, die für
die Quantenlogik-Gatter der zukünftigen Uhr notwendig sind.
Die Phasenkohärenz des Transferlocks erlaubte zudem die erste
experimentelle Realisierung von Doppel-EIT-Kühlen. Dort wird die
Quanteninterferenz zwischen optischen Übergängen, die mehr als
400 THz voneinander getrennt sind, verwendet, um Grundzustands-
kühlen ohne Heizprozesse bis zur dritten Ordnung im Lamb-Dicke-
Parameter durchzuführen. Schnelles Grundzustandskühlen mit Kühl-
zeiten von 5µs wird erreicht. Durchgeführte Simulationen deuten an,
dass die Sekularbewegung in Quantenlogikuhren mit Hilfe von EIT-
Kühlen um eine Größenordnung verringert werden kann.
Die experimentellen Techniken könnten zudem außerhalb der Me-
trologie Verwendung finden, beispielsweise in der Quanteninformati-
onsverarbeitung, wo sie schnelles Grundzustandskühlen von mehre-
ren Moden oder effiziente Raman-Prozesse zwischen optisch getrenn-
ten Zuständen erlauben.
Schlagworte: Quantenoptik, Atomuhren, Metrologie
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I N T R O D U C T I O N

1
I N T R O D U C T I O N
"When you aim for perfection, you discover it’s a moving target."
George Fisher
The measurement of time is a basis for human civilization and al-
ready the ancient cultures used calendars for timekeeping, the earliest
reports of which date back more than 5000 years [68]. These calendars
and all absolute timescales until the second half of the twentieth cen-
tury were based on astronomical observations of the day, month or
year which provided a natural, highly precise timescale, available to
everyone by looking into the sky. Especially the solar day, defined
as the duration between two successive transits of the Sun at local
meridian [8] served as a metronome for the organization of human
life. The day has therefore also been used to define shorter time in-
tervals as parts of the day, known as hours, minutes and seconds.
In ancient times, a half day was divided into twelve hours between
sunrise and sunset with the consequence that depending on local
latitude the hour could vary strongly during the time of year, for
example in Hannover by a factor of circa 2.2 between June and De-
cember. The equinoctial hours defined as a twentyfourth of a solar
day represented a first improvement to this definition. However, also
the length of a solar day varies by roughly 0.06 % during the year
because of the combined effects of the ellipticity of the earth’s orbit
around the sun and the tilting of earth’s rotation axis relative to the
ecliptic[112]. Known to astronomers for many centuries [132], this ef-
fect only became relevant for practical timekeeping when mechanical
clocks were stable enough to measure it. It was corrected by the def-
inition of the mean solar day as the average length of a solar day
during a year [8]. History repeated itself when, by the use of quartz
clocks, it was found that the length of a mean solar day also fluctu-
ates, this time on the order of 10−3 s a day [153]. After the invention
of the Cs atomic clock [51], the International Committee for Weights
and Measures (CIPM) therefore decided in 1967 to decouple the defini-
tion of the second as the unit of time from astronomical observations
and instead define it by the use of a physical constant as the duration
of 9,192,631,770 periods of the radiation corresponding to the transition be-
tween the two hyperfine levels of the ground state of the caesium 133 atom
[168, 14].
Time and frequencies have henceforth developed into the physical
quantities that can be measured with the highest precision and accu-
racy. Many other quantities are measured by transferring their value
into a frequency together with a precise determination of the latter.
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Examples include the measurements of velocities by the Doppler ef-
fect or voltages via the Josephson effect [141]. Another unit of the
international system of units (SI), the meter, is defined by fixing the
speed of light to be exactly 299,792,458 m/s. Any realization of the
SI meter therefore requires a frequency measurement traceable to the
primary realizations of the SI second. It is planned that with the next
generation of SI definitions, all units except the mol will be linked to
the second, making the primary atomic clocks a reference for almost
all measurements performed by mankind [106, 107].
The suitability of atomic transition frequencies for a definition of
time was already suggested in the nineteenth century by Maxwell
and Kelvin [56], pointing out that atoms of a certain species are all
"absolute alike in every physical property" [81] and the light emitted
by them would be "independent of any changes in the dimensions
of the earth" [101]. These are still the main reasons for the success of
atomic frequency standards. But while the emitted or absorbed radia-
tion does not depend on the dimensions of the earth, it does depend
on the environment of the atoms. Especially the electromagnetic and
gravitational potentials and the motion of the atoms relative to the
observer induce significant frequency shifts between the observed
and unperturbed transitions. Since the atomic definition of the sec-
ond, it has hence been the duty of time and frequency metrologists
to characterize these dependencies and realize the ideal, unperturbed
frequency of the atomic clocks as accurately as possible.
Different ways have been implemented to prepare the atoms in a
way that the uncertainties of the frequency shifts can be reduced fur-
ther and further, including the use of thermal beams [51], laser cooled
atoms in atomic fountains [29] and atoms in optical lattices [165, 186].
Yet another approach is the preparation of charged atoms in elec-
trodynamic Paul traps which stands out because of the possibility to
confine single atomic particles in vacuum in the center of a steep trap-
ping potential, where the trapping fields vanish. This comes already
quite close to the ideal case of resting atoms in free space without any
background fields.
Different atomic species are currently used in single ion frequency
standards, including Sr+ [46], Hg+ [121], Yb+ [73, 85], In+ [134] and
Al+ [24, 148]. Out of these, a clock based on Al+ has achieved the
lowest fractional frequency uncertainty in the realization of the un-
perturbed transition of all ion clocks. Its uncertainty of 8.6 parts in
10
−18 was only recently outperformed by a neutral Sr lattice clock
[16]. The success of the Al+ clock can to a large extent be traced to
the very low sensitivity to thermal blackbody radiation [146, 151, 108].
This is due to an almost exact cancellation of the polarizability of
the two clock states, leading to room temperature relative frequency
shifts one to two orders smaller in magnitude than for most other
investigated atomic species.
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The use of aluminum ions does, however, also have drawbacks.
Most of these can be directly linked to their relatively small mass of
27 atomic mass units. This implies that at similar temperatures, alu-
minum ions have significantly higher velocities than the other, sub-
stantially heavier ions used for clocks. Doppler shifts, which scale
with the squared velocity are therefore increased. This means that
for the best Al+ standard, 86% of the remaining uncertainty can
be attributed to ion motion and the required cooling. To overcome
the dominant motional limits, a next-generation Al+ clock must re-
place the Doppler laser cooling technique used in prior experiments
with a scheme realizing sub-Doppler temperatures. Sideband cooling
[114] as frequently used in ion trapping experiments achieves this but
proves difficult to implement once multiple modes must be cooled si-
multaneously. A technique called electromagnetically induced trans-
parency (EIT) cooling [110, 144] has successfully been implemented to
cool multiple modes of an ion crystal close to the motional ground
state [94] and promises to be useful also in Al+ ion clock experiments.
The focus of this work is to investigate the motion of one or two
laser-cooled ions confined in a Paul trap both theoretically and experi-
mentally with the aim to prepare the realization of a single aluminum
ion quantum logic clock with a fractional frequency uncertainty of a
few parts in 10−18. The thesis is structured as follows:
In Chapter 2 the working principle of atomic clocks and more spe-
cific that of Al+ quantum logic clocks is introduced, motivating the
use of a cooling/logic ion of a different species in these devices. Chap-
ter 3 revisits the motional dynamics of particles confined in a linear
Paul ion trap, and focuses on the special case of two simultaneously
trapped particles of unequal mass. In Chapter 4, the quantum me-
chanical (QM) description of a trapped ion is given and extended to
incorporate the interaction with laser fields. These results are applied
in Chapter 5, where the traditional Doppler cooling and sideband
cooling techniques as well as the novel EIT-cooling with single and
double quantum interference are treated theoretically. Simulation re-
sults of Doppler cooling of two-ion crystals in the presence of external
heating are presented in Chapter 6, ending the theoretical part of this
work.
Chapter 7 then commences the experimental part by giving a de-
tailed account of the setup that was used to perform the measure-
ments described later. This includes the vacuum setup, the laser sys-
tem and the trap apparatus. The frequency comb and the optical
phase locks that were implemented to realize double-EIT cooling are
described in Chapter 8. The measurements on single ions are after-
wards presented in Chapter 9. There, the characterization of the laser
system, including absolute frequency measurements of some of the
atomic transitions in 40Ca+, Doppler and sideband cooling results as
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well as the first experimental results on double-EIT-cooling are pre-
sented.
The thesis then concludes in Chapter 10 with a prediction of the
error budget of the future Al+ quantum logic clock being assembled
in this setup and an outlook describing the next experimental steps
required to realize it. A summary of the scientific achievements and
how they might prove useful also outside metrology laboratories is
given.
2
T H E Q U A N T U M L O G I C C L O C K
Out of all possible means to measure time, atomic clocks are the
most long term stable and accurate solutions. This is due to mainly
two reasons. First, atomic transitions provide robust oscillators with
frequencies that are only weakly perturbed by external influences.
And second, it is possible to prepare the atoms in well controlled
states so that the remaining perturbations can be characterized and
reproduced to a high degree. These characteristics do, however, also
impose restrictions on the choice of suitable species used in atomic
clocks. Candidates should provide both an excellent clock transition
that is exceptionally insensitive to perturbations and at the same time
the necessary transitions required for the state preparation and detec-
tion schemes.
In quantum logic clocks, these requirements are separated onto two
different species. One, owing a remarkable clock transition and an-
other one being well suited for the preparation tasks. This way, a
much broader range of species comes available to choose from, po-
tentially enabling a performance gain compared to traditional atomic
clocks.
In this chapter the quantum logic clock is introduced by first re-
viewing the general operating principle of atomic clocks before pre-
senting a description of the quantum logic clocks that operated till
date. The chapter concludes with an outlook on how this thesis work
aims to overcome some of the remaining limitations of these clocks.
2.1 atomic clocks
Any clock consists of two main constituents being first a stable oscil-
lator producing a periodic signal and second a clockwork measuring
the phase or the cycles of the oscillator. If the clockwork is dropped,
one is left with what is called a frequency standard that can be used as
a frequency reference but not to measure time. Frequency standards
are divided into active and passive standards [141]. In active stan-
dards, the frequency stability and accuracy is derived directly from
the oscillator itself as for example in active hydrogen masers, lasers,
quartz crystals or sun dials. In passive standards, a steerable oscilla-
tor is used to interrogate a medium that shows a well defined fre-
quency dependent response to this interrogation. This response sig-
nal is then used in a feedback loop to lock the oscillators frequency
to the medium. Examples are macroscopic optical and microwave
resonators and atomic clocks. In the latter, the frequency dependent
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medium are single or multiple atoms of the same species that have
an absorption line at a well defined frequency.
Figure 1 shows this working principle of passive atomic clocks in a
simplified sketch. Atomic clocks are divided into two different classes,
microwave and optical clocks depending on the frequency range of
the deployed oscillator. The working principle is the same for both. A
laser (optical clocks) or microwave oscillator produces a signal at a fre-
quency that is close to the atoms absorption line ωa but additionally
carries some noise n(t). The atoms are prepared in the ground state
|↓〉 and then interrogated for some time. After this interrogation, the
atom can either still be in the ground state when no transition took
place or in the excited state |↑〉 if the transition took place. The state
of the atoms is detected by a state detector and the resulting signal is
some function of the noise n(t) which is fed back to the laser/oscilla-
tor to correct its frequency. In microwave clocks the counter used to
count this frequency is available electronically but in optical clocks a
frequency comb [138, 80, 41] is typically used to first divide the signal
into a lower frequency regime, where electronic counting is possible.
Figure 1: Working principle of atomic clocks. A laser or microwave oscillator
generates an electromagnetic signal around the atomic absorption
frequency ωa that is used to interrogate the atom(s). Deviations
n(t) from the absorption line are measured by detecting the atoms
state and fed back to the oscillator to keep it locked to the atomic
resonance. This stabilized frequency is counted to establish a clock.
2.1.1 Figures of merit of atomic clocks
There are two important figures of merit needed to asses the per-
formance of a clock, stability and accuracy. Stability of a clock or
frequency standards refers to the absence of large discrepancies of
frequency measurements performed at different times. It is most of-
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(N̄(t+ τ) − N̄(t))2
〉
. (1)





dt ′ is the average fractional frequency de-
viation of the oscillator between times t and t + τ. The 〈.〉 brackets
denote the expectation value for measurements at arbitrary t. The Al-
lan deviation gives the expectation value for the squared difference
of consecutive relative frequency measurements where each measure-
ment is an average over time τ. It provides both the information on
how long the frequency standard needs to be averaged to achieve
certain measurement precisions and at what timescales the standard
potentially worsens due to e.g. drifts. Additionally it allows the dis-
crimination between different noise processes of the frequency stan-
dard. Even though stability is a very important measure, this work is
mainly concerned about the second figure of merit, accuracy.
Accuracy is defined as the degree of conformity of the measured
frequency to its definition [141]. In terms of atomic clocks this defi-
nition frequency is the frequency corresponding to the unperturbed
transition ω0 between two different states in a certain isotope of an
atomic species. This means it refers to the frequency of the atoms at
rest (not perturbed by Doppler and recoil shifts) and in the presence
of zero magnetic and electric fields.
In the laboratory, these conditions can not be realized and there
is always some remaining atomic motion and electromagnetic field.
This shifts the center of the absorption line ωa away from the defini-
tion frequencyω0. For atomic frequency standards this shiftωa−ω0
is measured and estimated as good as possible and the accuracy of
atomic clocks is then typically given by the standard deviation (1σ)
of its uncertainty (see for example table 1).
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The uncertainty with which a shift from the unperturbed resonance
can be estimated scales in many cases with the magnitude of the
shift itself. Therefore high accuracy atomic clocks often not only show
small uncertainties in the shifts but also small shifts themselves. Hence,
atomic species with transitions that intrinsically have small sensitivi-
ties to line-shifts due to electric and magnetic fields are chosen prefer-
ably for atomic clocks. One such transition is the 1S0 → 3P0 intercom-
bination transition in atoms having an alkaline earth level scheme. It
is doubly forbidden because of being an intercombination line and
a J = 0 → J = 0 transition as well. This makes the 3P0 state long
lived, resulting in a narrow transition which is a prerequisite for sta-
ble clocks.
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For clocks based on single trapped ions, these transitions are es-
pecially useful because both clock states posses zero quadrupole mo-
mentum and therefore the transition is not shifted due to electric field
gradients of the trapping potential. This has been realized by Dehmelt
who first proposed thallium [36] and later aluminum [188] as poten-
tial frequency standards, both being group 13 elements, having the
alkaline earth level structure in their singly ionized versions.
As mentioned above, having a suitable clock transition is not suf-
ficient for an atomic species to make it a good ion clock candidate.
It must also be coolable and provide the means to detect its internal
state. For cooling, typically fast Doppler cooling from room temper-
atures down to mK is desirable. This requires a broad internal cool-
ing transition where rapid scattering is possible. As an estimate, for
a single 27Al+ ion roughly 104 photon recoils must be transferred
onto the ion to achieve this. If the cooling should have completed in
maximal 100 ms, this poses a lower bound of 30 kHz on the minimal
natural width of the cooling transition. In practice, transitions with a
linewidth of several MHz are used.
a) b)
Figure 2: The electron shelving technique. Figure a) shows the participating
levels, consisting of the (meta-)stable ground and excited state |↓〉,
|↑〉 and the rapidly decaying fluorescence state |e〉. The detection of
fluorescence photons or the absence thereof is used to determine
the electronic state of the ion. Figure b) shows one of the first
implementations of this technique with a single Ba+ ion. Adopted
from [113], reprinted with permission.
State detection of single trapped ions can be implemented via the
electron shelving technique [35]. The presence of the ion in the ground
state |↓〉 is tested by applying a laser on a broad, rapidly decaying
transition. The detection of fluorescence photons from this transitions
confirms the ion to be in the ground state, since no scattering would
occur if the ion was in the metastable excited state |↑〉. This scheme is
shown in Figure 2. The minimal required linewidth for this technique
to work reliably can be estimated as follows. If the photon imaging
system has a noise level of 100 counts/s and a detection efficiency of
0.5%, a linewidth of roughly 60 kHz is required to achieve signal to
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noise levels of 10. This is again a lower bound and in practice usually
MHz transitions are favored.
Figure 3 shows the five lowest lying electronic levels of 27Al+. The
lowest energy state having a line broad enough to qualify for Doppler
cooling and electron shelving state detection is the 1P1 state. However,
this state requires a laser at 167 nm to drive it, which is not readily
available.
Figure 3: 27Al+ level scheme. The ground state and the four lowest lying ex-
cited states are shown. The 1S0 → 3P0 transition is the clock tran-
sition and the 1S0 → 3P1 can be used for state preparation. The
potential 1S0 → 1P1 broad cooling/detection transition is at the
time of writing not accessible by readily available cw laser sources.
The inverse decay rates are taken from [54] (1P1, calculated), [20]
(3P2, calculated), [169] (3P1, measured) and [147] (3P0, measured).
Therefore, the way Al+ clocks were implemented so far is by shift-
ing the state detection and cooling tasks to another ion of a different
species that interacts with the Al+ ion. The cooling is achieved by
Doppler cooling of this auxiliary ion (called logic or cooling ion in
the following). Via the Coulomb interaction, the Al+ ions motion is
strongly coupled to the cooling ions motion and thermalisation of
the ions occurs rapidly (see also Chapter 6). This cooling technique is
dubbed "sympathetic cooling" [91].
Ca+Al+ Ca+Al+ Ca+Al+ Ca+Al+ Ca+Al+
Initial state +Al  spectr. RSB pulse RSB pulse Detection
X X
1. 2. 3. 4. 5.
Figure 4: Quantum logic spectroscopy. Via the use of two red sideband
pulses (RSB), the state after the clock interrogation of the spec-
troscopy ion (here Al+) is transferred first to the motional mode
and then to the logic ion (here Ca+).
The state detection is implemented by facilitating the shared mo-
tional modes of the two ions. By cooling one of the 6 modes (see
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Shift ∆νAl1 σAl1 ∆νAl2 σAl2
Excess Micromotion -20 20 -9 6
Secular Motion -16 8 -16.3 5
Blackbody Radiation -12 5 -9 3
Cooling Laser Stark -7 2 -3.6 1.5
Total 23 8.6
Table 1: Error budget of Al+ clocks. All numbers presented as 10−18 relative
frequency shifts. The error budgets of the two previously realized
aluminum clocks are given, considering shifts with an uncertainty
larger than 1×10−18. Al1 refers to the first Al+ clock with a single
Be+ logic ion [148] and Al2 refers to the second Al+ clock where a
Mg+ ion is used [24].
Section 3.4) to the motional ground state, the further excitation of so
called red sidebands (RSB) on Al+ is inhibited. Red sideband tran-
sitions are transitions that require motional phonon energy addition-
ally to the photon. This only holds if the Al+ is in the |↓〉 state because
the same laser frequency does create phonons if driven starting from
the |↑〉 state. This means that by applying the RSB pulse on the Al+ ion,
the internal state can be mapped to the state of the motional mode
a |↓〉+ b |↑〉 → a |n = 0〉+ b |n = 1〉. Another RSB pulse, this time on
the logic ion, transfers the motional state information to the electronic
state of the logic ion, completing the full state transfer. The logic ions
broad transition is then used to detect its state via electron shelving.
This scheme is shown in Figure 4, called quantum logic spectroscopy
and was first proposed in [180] and demonstrated in [158].
2.2.1 Error budget of aluminum ion clocks
The aluminum ion quantum logic clock has been realized twice pre-
viously, both times by the same group [148, 24]. Table 1 summarizes
the major contributions to the error budget of these two clocks. All
shifts that have an uncertainty larger than 1×10−18 are listed. Three
shifts arise as a consequence of the motion of the ion, being the excess
micromotion Doppler shift, the secular motion Doppler shift and in-
directly the cooling laser Stark shift. The fourth shift is the blackbody
shift, that is the Stark shift due to the thermal background radiation.
Within this thesis, the experimental approach to reduce all four of
these shifts for a new Al+ clock at PTB are described. The micromo-
tion is reduced by the implementation of a symmetric ion trap drive
(Section 7.3.3.4) and the secular motion by implementation of a novel
cooling scheme called double-EIT cooling (Sections 5.4 and 9.5). The
cooling laser Stark shift is avoided by having a trap with low heating
rates and no immediate need to cool during the clock interrogation
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(Section 9.4.2.1). Finally the blackbody radiation shift is tackled by
using a trap that does not heat up significantly and characterization
of this heating (Sections 7.3 and 7.3.4).

Part II
T H E O RY

3
M O T I O N I N I O N T R A P S
As mentioned in the introduction, aluminum quantum logic clocks
rely on an aluminum ion being confined in a small and well-localized
region where it is brought to almost a standstill via laser cooling.
These aspects will be investigated theoretically in this part of the the-
sis, where this and the next chapter concentrate on the confinement or
trapping of the ion and the subsequent chapters on the laser cooling
aspects.
Trapping ions is not possible with only an electrostatic potential










Φ = 0. (2)
When studying this equation, Samuel Earnshaw realized that "since









Φ is negative, and one
at least positive, there will be at least one principal axis parallel to
which a disturbed particle can vibrate, and at least one parallel to
which a disturbed particle cannot vibrate" [48]. Hence, this fact has
been named Earnshaw’s theorem.
So instead of using purely eletrostatic potentials, physicists have
come up with different ways to use the electromagnetic force to trap
particles. These include adding static magnetic fields (Penning traps
[126, 22]), placing electrostatic monopoles at the center of the trap
([93]) and using electrodynamic potentials. This latter trapping mecha-
nism is implemented in the so called Paul traps and will be explained
in the following.
Assuming properly chosen initial conditions, a charged particle
with charge e and mass m in a spatially homogeneous electric field
E0, oscillating at ΩRF will undergo driven oscillations




If the field is slightly inhomogeneous, the particle will experience a
slightly larger force on one half cycle, resulting in a net force towards
the region with smaller absolute field








Here, α  1 describes the small inhomogeneity and higher orders
of α and harmonics of ΩRF have been neglected. In an oscillating elec-
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tric quadrupole field where the absolute field increases in all direc-
tions, this effect will lead to a confining potential, trapping charged
particles in the minimum of the field.
A particle trap of this type is called Paul trap and was originally in-
vented by Wolfgang Paul as a mass spectrometer ([122]) before being
developed into a three-dimensional trap ([123]).
In this chapter, the equations of motion of ions in Paul traps will
be derived and the trajectories analyzed classically. Additionally, the
consequences of having two particles in the same trap will be studied.
3.1 equations of motion of ions in paul traps
The argument in the introduction of this chapter suggests confine-
ment in oscillatory potentials with a well defined absolute field mini-
mum. The simplest potential having this minimum is the quadrupole
potential which is therefore most often used in Paul traps. However,
not every oscillating quadrupole potential will lead to confinement
of all charged particles. This is because resonances between the mo-
tion of the particle in the trap and the trap drive frequency can occur.
Parametric heating [90] of the ions inside the trap then leads them to
leave it eventually.
The conditions for a confining potential can be inferred by solving
the equations of motion, as follows. For many applications it is use-
ful to superimpose the oscillating quadrupole potential with a static
potential, resulting in a total potential of

















U0,V0 are the applied static and radio frequency (RF) voltages and
αx,y,z, βx,y,z are coefficients defining the shape of the respective qua-
drupoles. The characteristic distances d and R are proportional to the
distance between the electrodes of the trap (see Figure 6). According
to Equation 2 it has to hold that αx + αy + αz = βx + βy + βz = 0.
The equation of motion of a charged particle with mass m and charge
e can be solved independently for the three principal axes. As an
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this is Mathieu’s equation in standard form [9, 120]:
d2
dτ2
x+ (ax − 2qx cos(2τ))x = 0. (10)
Because of the resonance heating mentioned earlier, this equation
does not have bounded solutions for all a and q parameters. In fact,
stable solutions only exist for a, q parameters in certain regions, the
so called stability regions. Figure 5 shows a portion of the stability re-
gion with lowest a and q values. The secular frequency ν, that is the
frequency of oscillation in the trapping potential, is depicted in the
color coding as a ratio of the drive frequencyΩRF. Once the frequency
of the secular motion reaches the resonance condition 2ν = ΩRF, the
solutions of the Mathieu equation are no longer bounded and the par-
ticles cannot be trapped. There are stability regions beyond this one
but they have not been used for ion trapping [97]. In fact, most ion
traps are operated in the very left of the diagram where a,q2  1.
Figure 5: Stability diagram of Mathieu’s equation. The color code represents
the secular frequency ν of trapped particles given in fractions of
the drive frequency ΩRF. White regions correspond to an instable
trap. The inset shows a zoom to the region where the trap in the
experiments described here is operated. These points are indicated
for the axial (qz,az) and radial (qx,y,ax,y) directions.
3.2 linear paul traps
The Paul trap used in the experiments of this thesis has parameters
βx = −βy, βz = 0 and αx = αy = −1/2αz. This is advantageous
because it creates a trap without any oscillating field along the z di-
rection. This configuration is named "Linear Paul trap" and was first
realized by Raizen et al. [136]. The z-axis (from now on "the trap axis")
confinement is achieved solely by a static electric potential. The static
field at the same results in an anti-confining potential in the radial
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(x,y) directions that has to be overcompensated with the oscillating
fields to achieve trapping. Multiple ions arranged along the trap axis
will all reside on the "saddle line" of the RF quadrupole and therefore
ideally not experience any oscillating field at all. For clocks based
on ion traps this is essential since the excess micromotion (see Sec-
tion 3.3) of a particle that does not reside in the trap center would
lead to significant second order Doppler shifts, worsening the clock
performance.









Figure 6: Geometry of a linear Paul trap. The four "blade"-electrodes pro-
vide the RF-quadrupole potential, whereas the two "tip"-electrodes
realize the axial confinement. The trap used in the experiments de-
scribed here has electrode distances of 2d̃ =5 mm and 2R̃=1.6 mm.
Figure 6 shows a typical realization of a linear ion trap with six
electrodes. The RF-voltage is applied between the blade pairs consist-
ing of two opposing electrodes each. These produce the radial RF-
quadrupole. The axial confinement is realized by a static voltage on
the two "tip"-electrodes. With the given α and β parameters, the total
potential at the trap center follows from Equation 5 :














Here R and d can differ significantly from the entities R̃, d̃ depicted
in Figure 6. They represent effective distances that depend on the
complete shape of the electrodes and should not be confused with
the geometric nearest distance of the electrodes (cf. Section 7.3.3.1).
As shown in Chapter 7.3.3, these entities differ strongly, especially for
the trap axis parameter d. The a and q parameters can be calculated
according to Equations 8 & 9. A typical set used in the experiment is
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ax = ay = −0.0035, az = 0.007, |qx,y| = 0.35, qz = 0 which results
in trap oscillation frequencies of 1 MHz axially and 3 MHz radially
for a trap drive frequency of 24 MHz. They are shown in the inset
of Figure 5 and lie well within the stability region. Since a,q < 1,
Equation 10 can be solved in first order in a and q, in the so called


















The first term in Equation 12 shows the secular motion of the ion
and the second term is the driven motion, called micromotion, at the
drive frequency that is responsible for the confining potential. This
unavoidable micromotion is also called intrinsic micromotion which
has to be differentiated from the so called excess micromotion that
arises in non ideal trap configurations and cannot be cooled [13] (cf.
Section 3.3). Figure 7 shows the validity of the approximation by com-
paring to the exact solution of Mathieu’s equation for the radial a and
q parameters given above.


























Figure 7: Trajectory of a single ion in a linear Paul trap along a radial direc-
tion. The blue line shows the exact solution of Mathieu’s equation,
the red line the adiabatic approximation and the dashed, yellow
line the pseudopotential approximation. The Mathieu parameters
are a ≈ −0.0035 and q ≈ 0.35 which correspond to single ion trap
frequencies of 1 MHz axially and 3 MHz radially for a trap drive
at 24 MHz.
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It is often helpful to neglect the micromotion of the trapped particle
and assume it to reside in a so called ponderomotive pseudo-potential














where the νx,y,z are the secular frequencies as given in Equation (13).
This pseudo-potential is a static three-dimensional harmonic oscilla-
tor that is mass dependent. This means that heavier particles experi-
ence weaker effective restoring forces than lighter ones. This differ-
ence results in a high degree of asymmetry in the oscillatory modes,
once particles with different masses are trapped in the same poten-
tial as described in Section 3.4. For the oscillating potential given in

















describes the contribution of the RF potential to the radial trap fre-








Typically, νx and νy are not exactly equal due to asymmetries in the
trap or the trap wiring (cf. Section 7.3.3). The ion’s secular motion can
be described by six parameters x0,y0, z0 and φx,φy,φz representing
the modal amplitudes and phases
r(t) = (x0 sin(νxt+φx),y0 sin(νyt+φy), z0 sin(νzt+φz)). (19)
The secular kinetic energy of the particle averaged over one cycle of



















The kinetic energy in the micromotion can be calculated from Equa-




































3.3 excess micromotion 23
where qz = 0 and q2x,y  |2ax,y| was used. This means that the kinetic
energy in the radial directions is essentially equal for secular motion
and micromotion. Laser cooling of the ion will therefore both reduce
the secular energy and the associated micromotion energy. This is
essential to reduce Doppler shifts of the clock ion as far as possible
for highest accuracy.
3.3 excess micromotion
The micromotion described in the previous section was the intrinsic
micromotion that is unavoidable in a Paul trap since it generates the
trapping potential. A different kind of micromotion is the so called
"excess micromotion" that occurs whenever the origins of the static
and RF quadrupoles do not coincide. A displacement of the static








and the trajectory is given by [13]
x(t) ≈ [xd + x0 cos(νxt)] (1+ qx/2 cos(ΩRFt)) (24)





that cannot be cooled since it is driven motion. It has to be compen-
sated by shifting the static quadrupole back onto the RF quadrupole
using compensation fields (see Section 7.3). Another source for excess
micromotion is a phase shift between opposing electrodes generat-
ing the quadrupole [13]. It can not be compensated by compensation
fields and must be intrinsically small to reach small kinetic energies
and corresponding Doppler shifts.
3.4 two ion crystals
As mentioned in the introductory Chapter 2, in quantum logic clocks
two ions of in general different mass are trapped. Therefore, the im-
plications of trapping multiple ions in the same potential must be
investigated. Generally, trapping multiple ions in a linear trap is the
basis not only for quantum logic clocks [148, 24] but also for trapped
ion quantum computing [26, 84, 61], quantum logic spectroscopy
[30, 158, 173] and many other experiments. Especially for quantum
computing applications the multi-ion dynamics have therefore been
studied thoroughly [179, 76, 84, 119]. Based on those results, the dy-
namics of exactly two ions in a linear trap with different masses m1
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and m2 will be evaluated. This represents quantum logic clocks and
from now on the cooling/logic ion is numbered ion 1 and the spec-
troscopy/clock ion is numbered ion 2.
Parts of the following were published before by the author and his co-
authors in [185].
Assuming an ion trap in which the trap frequencies for ion 1 are
given by Equations 15 & 16, the trap frequencies for a single ion 2 in




















The axial trap frequency depends only on the square root of the mass
ratio, whereas the radial trap frequencies have a more complex mass
dependence because of the different mass scaling of the RF-induced
potential and the static potential.
If two ions are simultaneously trapped in the same linear Paul trap
and strongly cooled close to 0 K temperature, they will eventually








from the trap center [179, 76]. The remaining motion of ions 1 and
2 can then be described as small, coupled oscillations q1,q2 around
these equilibrium positions. Along every principal axis the motion
consists of a superposition of an out-of-phase mode (o) where the
two ions always move in opposite directions and an in-phase mode
(i) where the two ions move in the same direction. Following the
approach of [83], the oscillations along a chosen direction are given
by








where νi,o,φi,o are the angular eigenfrequencies and phases of the
in-phase and out-of-phase modes, respectively, and b1,2 are the com-
ponents of the normalized eigenvector of the in-phase mode, satis-
fying b21 + b
2
2 = 1, in a coordinate system where the motion of the
second ion is scaled by a factor of 1/
√
µ with µ = m2/m1. The zi,o
are the modal amplitudes. The calculation of the modal frequencies
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and the b1,2-parameters can be performed following the methods of
Reference [83]: For every ion the sum of the trap pseudopotential and
the Coulomb potential due to repulsion from the other ion is devel-
oped around the equilibrium positions and the coupled equations of
motions are solved in lowest order, neglecting higher order non-linear
couplings [179, 119]. The results of this calculation for ions with dif-

















































was introduced. The b2 parameters are given by b2 =
√
1− b21. Fig-
ure 8 shows the calculated eigenmode amplitudes and frequencies in
axial and radial directions. The heavier of the two ions has the largest
amplitude for the mode with the lowest frequency, which is the axial
in-phase mode and radial out-of-phase mode. It is worthwhile noting
that the radial mode amplitudes are much more sensitive to a change
in the mass ratio. As a consequence, the radial motion of the ions is
nearly decoupled for ion species with mass ratios µ < 0.25 or µ > 4
in typical traps. This means for one mode ion 1 has a large normal
mode amplitude and ion 2 has a small one, whereas for the other
mode the situation is reversed. These asymmetries significantly alter
the cooling behavior as explained in Chapter 6 and can also change
the micromotion amplitudes (see Appendix A.2).









































































Figure 8: Normal mode frequencies and normalized amplitudes for a two-
ion two-species crystal. The square of the normalized amplitude
(b21) and the in-phase (νi) and out-of-phase (νo) trap frequencies
normalized to the axial trap frequency of a single ion of mass m1
are shown for the axial and radial direction for different mass ra-
tios µ = m2/m1 and ε-parameters. The radial curves end at mass
ratios where the radial out of phase mode frequencies reaches zero
because for higher mass ratios the ion crystal turns from a linear
axial configuration to a linear radial configuration [135, 155].
4
Q U A N T U M M E C H A N I C A L D E S C R I P T I O N O F
M O T I O N A N D AT O M L I G H T I N T E R A C T I O N
The derivation of the motion of a trapped ion in the previous chap-
ter was purely classical. It cannot explain quantum mechanical effects
like the quantization of the motional states apparent at low temper-
atures. Additionally, it is not guaranteed that the bounded solutions
for the motion in the classical derivation correspond to bounded solu-
tions when treating the problem quantum mechanically. In this chap-
ter, it is shown that the stability criteria indeed match in the clas-
sical and quantum mechanical (QM) formulations. Furthermore, the
quantum mechanical interaction of light fields with a trapped ion is
derived semiclassically where the ion and the trapping potential are
treated quantum mechanically and the light field classically. Special
quantum mechanical states, the so called thermal states, are described
and a method for measuring the temperature of such a state is intro-
duced. This is needed later to quantify the performance of the laser
cooling experiments performed within this thesis.
4.1 stability of the qm equations of motion
In quantum mechanics, the motional state of a particle is described by
its wave function Ψ(x,y, z, t), where |Ψ(x,y, z, t)|2 gives the probabil-
ity density of finding the particle at position (x,y, z) at time t. The dy-
namics of the wave function of a particle with charge e that is placed





Ψ(x,y, z, t) = −
 h2
2m
∇2Ψ(x,y, z, t)+eΦ(x,y, z, t)Ψ(x,y, z, t). (39)
If Φ(x,y, z, t) is chosen to be the electrodynamic potential intro-
duced in Equation 5, this equation can be shown to have bounded
solutions (i.e. |Ψ(x,y, z, t)|2 < ε for
√
x2 + y2 + z2 > D(ε) for any
ε > 0 and a function D(ε) for all t).
It was first shown by Cook et al. [33] that the bounded solutions
occur for exactly the same a and q parameters as in the classical
derivation (see Section 3.1). They reduced the Wigner function f(x,p)
equation of motion to a Mathieu equation equal to the classical equa-
tion given in Equation 6. Classically bounded solutions therefore lead
to quantum mechanically bounded solutions and vice versa. In the
following, the exact state Ψ(x,y, z, t) of the ion in these potentials is
investigated.
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4.2 quantum mechanical basis states
To investigate interactions of trapped ions in Paul traps, an adequate
set of basis states of the wave functions Ψ(x,y, z, t) is helpful. For a
detailed derivation of the quantum mechanical solution of the equa-
tion of motion of single charged particles in these traps, the reader is
referred to [92].
The state of an ion in the trap can be expressed as a superposition
of basis states |n, t〉 that have very similar properties as the Fock states
|n〉 of a static quantum mechanical oscillator. As for those, an annihi-
lation operator â(t), a creation operator â†(t) and a number operator
n̂(t) = â†(t)â(t) can be defined, that fulfill the relations
â(t) |n, t〉 =
√
n |n− 1, t〉 (40)
â†(t) |n, t〉 =
√
n+ 1 |n+ 1, t〉 (41)
n̂(t) |n, t〉 = n |n, t〉 . (42)
It has to be noted, however, that the states |n, t〉 are time dependent
and therefore not energy eigenstates. They exchange energy periodi-
cally with the RF field. Apart from this, they behave very similarly to
static Fock states and special superpositions such as coherent, ther-
mal or also nonclassical states can be constructed analogously. In
many cases the time dependence can be ignored and in the follow-
ing the notation |n〉 will be used instead of |n, t〉. This corresponds
to a quantum mechanical pseudo-potential approach and in this ap-
proximation the states |n〉 are pseudo-energy eigenstates with energy
E(|n〉) =  hν(n+ 12). This approximation is only valid if a and q are
small (a,q2  1) and it cannot explain any effects of micromotion
such as the resonant coupling of lasers to micromotion sidebands
or the general reduction of all atom-light-interaction strengths by a
factor of ≈ 11+q/2 "due to wave packets breathing at the RF-drive
frequency" [92]. As mentioned, neglecting these influences is approx-
imately valid for many experiments but there are cases where the
micromotion effects are important. One example is the compensation
of micromotion, where the strength of resonant interaction of the ap-
plied laser field with a micromotion sideband is used to infer the
amount of micromotion undergone by the ion in the trap (see Sec-
tion 9.3).
4.3 thermal states
In general, the motional state of a single ion along every trap axis
can be described by a mixture of superpositions of motional states
expressed by a density matrix ξ. Within this thesis, the particle is
assumed to be almost exclusively in a so called thermal state, which
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is a mixture of different basis states |n〉 without any coherences. In




Pn(T) |n〉 〈n| (43)
Here, Pn(T) is the probability of state n being occupied for a given ion
















where kB is Boltzmann’s constant. A different characterization for a





n · Pn =
1
e hν/kBT − 1
. (46)
In practice, the n̄ parameter is used more frequently than T to de-
scribe a specific thermal state and it is useful to know Pn(n̄) as a





The thermal distribution Pn for a state with n̄ = 10 can be seen in
Figure 9. For T → 0, the thermal distribution will approach P0 ≈ 1,
Pn>0 ≈ 0, representing the almost pure motional ground state that
is required for many quantum logic gates. The residual n̄ ≈ P1 is a
measure of the quality of this ground state preparation. In practice,
these low temperature states are achieved by cooling the ion with
lasers. Different techniques to do this will be explained in detail in
Chapter 5. Beforehand, the general mechanism of the interaction of
trapped ions with laser light has to be introduced.
4.4 atom light interactions
Coherent electromagnetic waves, such as laser light, couple the inter-
nal electronic levels of atoms. Additionally, also the motional degrees
of freedom are affected by this coupling due to the spatial variations
of the waves and the finite size of the ion’s wave packet. In the sim-
plest case, the ion has a two level transition |↓〉 → |↑〉 with ground
state |↓〉 and excited state |↑〉. The transition frequency is ω0 and
driven near resonantly by a monochromatic laser with frequency ωl,
detuned by ∆ = ωl −ω0. The coupling strength is commonly de-
scribed by a parameter called Rabi frequency Ω, which is for dipole
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transitions proportional to the transition’s dipole moment d and the
electric field amplitude E of the laser radiation Ω ∝ E · d (see text-
books as e.g. [55]). Here, the laser field is treated classically, the ions
internal state and motion are treated quantum-mechanically. This is
justified, since the laser intensities are high, resulting in large average
photon numbers such that quantization does not play a significant
role. The total Hamiltonian of the system, including the atom elec-
tronic state (Ha), motional state (Hm) and laser interaction (Hi) is for
a single direction of the trap (here for example the x-axis) given by
H = Ha +Hm +Hi, with (48)
Ha = − hω0 |↓〉 〈↓| (49)





cos (kxx̂−ωlt) (|↑〉 〈↓|+ |↓〉 〈↑|) . (51)
Here, the energy of the |↑〉 internal state has been defined as zero
and the +12  hν motional ground state energy has been dropped. The
time dependence of the motional Hamiltonian is ignored (cf. Sec-
tion 4.2) which is reasonable as long as the dynamics of the system are
much slower than the inverse drive frequency. It is helpful to transfer
this Hamiltonian into a picture where it is time independent. This
is achieved by going into the interaction picture where the |↓〉-state
rotates with the laser frequency ωl and applying the rotating wave
approximation (see textbooks as e.g. [32]). The Hamiltonian Hint in
this interaction picture is then given by




|↑〉 〈↓| eikxx̂ + |↓〉 〈↑| e−ikxx̂
)
. (52)
The eikxx̂ operators are momentum displacement operators, repre-
senting a momentum transfer of  hk on every photon absorption or
emission. They are responsible for the coupling of the laser to the
motional levels of the harmonic oscillator. Expressed in terms of the
ladder operators, Equation 52 can be written as
Hint =  h∆ |↓〉 〈↓|+  hνâ†â
+  hΩ/2
(
|↑〉 〈↓| eiη(â+â†) + |↓〉 〈↑| e−iη(â+â†)
)
(53)
where the Lamb Dicke factor η =
√
Erec/ hν has been introduced. It
is equal to the square root of the ratio of the recoil energy Erec =
 hk2x
2m
transferred on photon absorption/emission and the energy spacing
of the harmonic oscillator. It also equals the ratio of ground state
wavefunction spread x0 to the laser wavelength. If η  1 the dis-
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placement operator can be expanded in powers of η, resulting in a
Hamiltonian of
Hint =  h∆ |↓〉 〈↓|+  hνâ†â
+  hΩ/2 |↑〉 〈↓|+ h.c. (CAR)
+ iη hΩ/2 |↑〉 〈↓| â+ h.c. (RSB)
+ iη hΩ/2 |↑〉 〈↓| â† + h.c. + (O)(η2). (BSB) (54)
Here, the second row represents the internal transition without mo-
tional change (the carrier transition CAR), whereas the third and fourth
row represent the transition including phonon absorption and cre-
ation, respectively. These are the so called red (RSB) and blue (BSB)
sidebands. The detunings ∆ at which these transitions are strong, ap-
pear at ∆ = ±ν. This can be seen in a further interaction picture with
respect to the laser detuning and the trap levels. The Hamiltonian
H̃int in this picture is
Hint =  hΩ/2 |↑〉 〈↓| e−i∆t + h.c. (CAR)
+ iη hΩ/2 |↑〉 〈↓| e−i(∆+ν)tâ+ h.c. (RSB)
+ iη hΩ/2 |↑〉 〈↓| e−i(∆−ν)tâ† + h.c.. (BSB) (55)
A laser detuned by plus or minus the trap frequency results in a
vanishing time dependence of the respective sideband, which makes
it the dominant process compared to the rapidly oscillating carrier
and other sideband.
This can also be reasoned from energy conservation by arguing
that the incident photon must carry both the internal transition en-
ergy and the phonon energy for a BSB (∆ = ν) or that the absorption
of the phonon and the photon together must equal the internal tran-
sition energy for a RSB (∆ = −ν). The transition matrix elements for





n+ 1 for the red and blue sideband, respectively.
Including all orders in η, the coupling strengths are given by [179]
Ωn,n+m = Ω| 〈n+m| eiη(â+â










where n< = min(n,n +m),n> = max(n,n +m) and Lαn denotes
the generalized Laguerre polynomial [21]. Figure 9 shows the cou-
pling strengths Ωn,n,Ωn,n±1,Ωn,n±2,Ωn,n±3 as a function of n for
a Lamb Dicke factor η = 0.15 which is typical for the experiments
performed in this thesis. As a comparison, the relative population of
the different n-levels for a Doppler cooled (0.5 mK) 1 MHz oscillator
mode is shown. The plot shows that for Doppler cooling tempera-
tures (n̄ ≈ 10) 2nd and possibly 3rd order sidebands play a significant
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role in the dynamics. For sideband cooling calculations (n̄ 1), only
1
st order sidebands need to be considered. This regime is called the
















































Figure 9: Relative transition strengths of carrier and sideband transitions.
The left ordinate gives the normalized Rabi frequency Ωn,n+m/Ω
for the different transitions with η = 0.15. The right ordinate shows
the excitation probability of an n̄ = 10 thermal state for a trap
frequency of ν = 1 MHz and a temperature of 0.5 mK.
4.5 temperature measurements
To measure the temperature or n̄ of a certain prepared thermal state
ξ, in this thesis a technique described in [170] is used. There, a laser
resonant with the k-th red sideband is applied to the ion and the exci-
tation probability is compared to that of an interaction of a laser res-
onant with the k-th blue sideband with identical interrogation times
t and Rabi frequencies Ω. The excitation strength IRSBk , I
BSB
k is then
the probability of being in the excited state after the interaction and
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This shows that for a thermal state, the k-th red sideband excitation
will always be proportional to the k-th blue sideband excitation and











One can show that optimal sensitivity of this technique is achieved
when the sideband order k is close to the expected n̄ [170].
4.6 calcium level scheme
As mentioned in the introduction, the quantum logic clock that is pre-
pared in this experiment will use a 40Ca+ ion as the logic and cooling
ion. This choice has multiple reasons. First, calcium ions have a mass
ratio to aluminum of 27/40 ≈ 0.7 and therefore represent a good cool-
ing ion species as presented in Chapter 6. Second, 40Ca+ features an
atomic level scheme which is favorable in the sense that all the tran-
sitions can be driven with available diode lasers or frequency dou-
bled diode lasers. Figure 10 shows these relevant levels. The broad
(Γ ≈ 2π× 21 MHz) transition at 397 nm is ideal for Doppler cooling
and state detection and the narrow transition at 729 nm can be used
for sideband cooling and the quantum logic operations. The 866 nm
and 854 nm transitions are used primarily as repumpers. The 854 nm
transition additionally assist the sideband cooling by quenching of
the D5/2 state as explained in Sections 5.3 and 9.4.2 and the 866 nm
transition is in this thesis used to enable a new laser cooling tech-
nique called double-EIT cooling (see Sections 5.4 and 9.5). The lasers
themselves will be described in Section 7.5.
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Figure 10: 40Ca+ level scheme. The gray bars represent the Zeeman sub-
levels in a nonzero B-field. The transition wavelengths are stated
together with their inverse decay rate. Dashed transitions are not
driven with lasers in the experiments of this thesis. The transition
data is taken from [76]. Distances are not to scale.
5
L A S E R C O O L I N G
Lasers have been used for cooling trapped ions for now more than
three decades [114, 177]. Since then, laser cooling has become an in-
dispensable tool in precision spectroscopy of charged and neutral par-
ticles. In this chapter, the laser cooling techniques that have been in-
vestigated within this thesis are briefly reviewed. For a more detailed
theoretical account of the cooling principles, the reader is referred to
[103, 164].
Laser cooling relies on the radiation pressure force. The cooling
works by shaping the velocity dependence of this force such that it
is always opposing the ion’s movement. Even though a classical ra-
diation pressure force can be derived [164], it is often more useful to
interpret the force quantum mechanically as resulting from the trans-
fer of momentum from absorbed photons. To achieve cooling, the
atoms have to absorb more photons when moving towards the laser
than when resting or moving away from the laser.
Different regimes exist in laser cooling of trapped ions, depend-
ing on the relevant timescales given by the secular trap frequency ω
and the scattering rate, typically characterized by the linewidth Γ of
the relevant atomic cooling transition. If Γ  ω, scattering occurs in-
stantly (∝ 1/Γ ) compared to the ion’s oscillation period 2π/ω. This
is called the weak binding regime [178] and in this limit, cooling can
be explained by the full momentum transfer of every scattered pho-
ton onto the ion. Doppler cooling, as considered in Section 5.2, lies
in this regime. If ω  Γ , however, the scattering event stretches over
many oscillation cycles and the ion will in general not receive the full
photon momentum. This is the so called strong binding regime and
is explained in Section 5.3.
Additionally to these well studied and frequently implemented
cooling schemes, there exist more exotic approaches to shape the ra-
diation pressure force even more advantageously. One of these ap-
proaches is cooling with electromagnetically induced transparency
(EIT-cooling) which will be explained in Section 5.4.
5.1 general approach to cooling in an ion trap
The dynamics of laser cooling are generally described by the full
quantum mechanical master equation:
d
dt
ρ̃ = Lρ̃. (62)
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Here, ρ̃ is the density matrix of the combined atom/motional system
and for product states it can be written as ρ̃ = ρ⊗ ξ with ρ being
the ions internal state and ξ the motional state. L is the Liouvillian
superoperator having contributions from the atom, the interaction
with the light field and the trapping potential.
While for accurate results this large system of coupled differential
equations has to be solved (see for example Section 5.4.6), the system
can be simplified under a few assumptions. A laser is assumed to
scatter between a ground state |↓〉 and an excited state |↑〉 that decays
with a rate Γ . Furthermore, this transition is not saturated Ω Γ and
consequently the electronic system can be assumed to be in zeroth
order always in the ground state ρ ≈ |↓〉 〈↓|. It can be shown [78]
that the different diagonals of the density matrix ξ, i.e. the matrix
elements ξn,n+k for varying k, span separate subspaces that are not
coupled by the atom light interaction. Furthermore it has been shown
there that all subspaces apart the main diagonal with k = 0 decay to
zero. This means that, after some initial relaxation time, the density
matrix can be treated diagonally: ξ ≈
∑∞
n=0 ξn |n〉 〈n|. The dynamics







where the matrix elements Akl give the transition rates of state |k〉
to |l〉. Since every scattering event consists of photon absorption fol-
lowed by photon emission, the matrix A is the product of an absorp-
tion matrix B and an emission matrix G. The latter is given by the
relative sideband strengths (Ωk,l−k/Ω)2 and the former is given by
the free atom transition rates R(∆) reduced by the respective sideband









In the Lamb-Dicke regime, the n-th sideband transition rate scales
with η−2n (see Equation 57) and for η  1, it often suffices to only
consider first order sidebands in this calculation. The corresponding
matrix elements Ak,k±1 are then given by
Ak,k+1 = η
2(k+ 1)R(∆− ν) + η̃2(k+ 1)R(∆) (67)
Ak,k−1 = η
2kR(∆+ ν) + η̃2kR(∆) (68)
Two different Lamb-Dicke parameters η and η̃ occur in the equations,
because the spontaneous emission photon can have a different aver-
age recoil along the cooled axis than the cooling laser photon. In the
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following it is assumed that these are equal η = ˜eta, which corre-
sponds to isotropic spontaneous emission and equal projections of
the cooling laser k-vector along the three trap axes (kx = 1√3k). The
summands occurring on the right hand side of these equations can
be attributed to four different heating/cooling processes. Equation 67
describes the heating processes and the first term corresponds to heat-
ing due to blue sideband absorption and emission on the carrier. The
second term gives the heating contribution of carrier absorption and
blue sideband emission. The terms in Equation 68 are the equivalent
processes on the red sideband, leading to cooling. These elementary







Figure 11: Elementary cooling and heating processes. In the Lamb Dicke
regime, cooling and heating occurs due to the four depicted pro-
cesses. Heating events are either due to carrier absorption and BSB
emission or vice versa. Accordingly, cooling events always consist
out of one carrier and one RSB transition. Absorption and emis-
sion on the carrier does not change the motional state and can
therefore be neglected. Absorption and emission on one of the
sidebands scales with η4 in the rate equations and can therefore
also be neglected.
troduced the A+,− parameters, combining both heating/cooling con-
tributions into one term
Ak,k+1 = η
2(k+ 1)R(∆− ν) + η2(k+ 1)R(∆) = η2(k+ 1)A+
(69)
Ak,k−1 = η
2kR(∆+ ν) + η2kR(∆) = η2kA−. (70)
If the cooling term A− is larger than the heating term A+, cooling
takes place and the steady state distribution of the cooling will always
be a thermal distribution as given in Section 4.3. The n̄ of this thermal




R(∆− ν) + R(∆)
R(∆+ ν) − R(∆− ν)
(71)
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Using this, the cooling limit of Equation 71 can be calculated for two
limiting cases where either the linewidth of the transition is very large
(Γ  ν) or very small (Γ  ν) compared to the secular trap frequency.
Explicit formulas for these cases are given in the next Sections.
5.2 doppler cooling
In Doppler cooling, the transition linewidth Γ is large (Γ  ν) and
scattering will occur across a wide range of sidebands. If the laser
is tuned to the red side of the carrier resonance (∆ < 0), the red
sidebands will scatter more often, leading to cooling. Equation 71 can












This is minimized for a detuning equal to half the transition linewidth










which is the Doppler cooling limit. It is reached for any ν, as long as
ν Γ .
5.2.1 Realization in calcium
In 40Ca+, the broad 2S1/2 → 2P1/2 transition at 397 nm is used for
Doppler cooling. The linewidth of approximately 21 MHz satisfies
Γ  ν for the typical trap frequencies of 1 MHz and 3 MHz. Here,
pure π-polarized light is used so that only the −1/2 → −1/2 and
+1/2 → +1/2 Zeeman levels are coupled (cf. Figure 12). Due to the
unequal Zeeman splitting of the S and P state, two effective detun-
ings ∆1 and ∆2 arise and the optimal detuning of ∆ = −Γ/2 can-
not be fulfilled for both. An intermediate value must be chosen to
achieve the lowest cooling limits. Since the P1/2 state also decays into
the D3/2 state with a branching ratio of 1:14.5 [137], this state must
be repumped. This is done by applying an 866 nm laser to the ion
which should be tuned to a frequency where dark resonances with
the 397 nm laser are avoided, e.g. on resonance or blue detuned.
5.3 sideband cooling
Doppler cooling suffices to cool single 40Ca+ ions in traps with trap
frequencies of ν = 1MHz to a motional mean excitation of n̄ ≈ 10.
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Figure 12: Doppler cooling in 40Ca+. The Doppler cooling transition is the
2S1/2 → 2P1/2 transition, excited by a red detuned 397 nm laser.
The Zeeman splitting of the two states prevents the use of an
optimal detuning and the cooling limit will therefore be compro-
mised. Additionally, the D3/2 state must be pumped out, which
is here done with an 866 nm laser.
To achieve lower temperatures, according to Equation 74, a transition
with a smaller linewidth Γ must be used. However, eventually the as-
sumption Γ  ν fails. In the other limit, ν  Γ , one scattering event
is stretched over many oscillation cycles of the ion. In the frame of
the ion, the motion of the ion through the laser field is equivalent
to interrogation with a phase modulated laser field where the phase
modulation frequency is given by ν. If the laser is red detuned by the
trap frequency, the red sidebands will be resonant with the atomic
transition and excitation can take place, where the energy difference
between the photon and the transition is supplied by the ion’s mo-
tion. Therefore, a repetitive excitation on the red sideband will lead
to cooling of the ion. Laser cooling in this regime - the resolved side-
band or strong binding regime - has been proposed very early [181]
and is today a standard tool to cool single and multiple ions to the
motional ground state [42, 142].
In this limit (ν Γ ), Equation 71 can be expanded in Γ/ν 1 and







5.3.1 Realization in calcium
The narrow transition 2S1/2 → 2D5/2 at 729 nm can be used to side-
band cool 40Ca+ ions. The natural linewidth of this transition is
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Γ729 ≈ 2π× 0.15Hz  ν. According to Equation 75, this would lead
to extremely low cooling limits. But since every scattering event would
take seconds, this linewidth is too small for practical use due to ex-
ternal heating. It is therefore broadened by the use of an auxiliary
transition at 854 nm between the 2D5/2 and 2P3/2 states, where the
latter has a linewidth of 21.5 MHz, dominated by the rapid decay to
the ground state. This introduces a new loss channel for the 2D5/2-
state, effectively broadening the 729 nm transition to a value of [99]
Γeff =
Ω2854Γ854







where Ω854,∆854 are the 2D3/2 → 2P3/2 transition’s Rabi frequency
and detuning, respectively. This makes it possible to design the ef-
fective linewidth Γeff to achieve the optimal desired compromise be-
tween cooling speed and final temperature. This type of cooling is
sometimes referred to as quench cooling and was first implemented
by Diedrich et al. [42] on single mercury ions. On a single calcium
ion, it was first implemented by Roos et al. who reached up to 99.9%
motional ground state population [145].
Out of the many Zeeman sublevels, typically the mJ = −1/2 for
the S state, the mD = −5/2 for the D state and the mJ = −3/2 for the
P state are chosen to constitute the three necessary level in sideband
cooling. The advantage is that the decay from the P state can then only
occur back to the mJ = −1/2 substate of the S state, automatically
preparing the ion for the next cooling cycle. There are, however, some
escape paths from this cooling cycle via the other D5/2 and some
D3/2 states, that must be repumped. They are shown in Figure 13.
5.4 eit-cooling
Figure 14 shows a comparison between Doppler and sideband cool-
ing. The scattering rate R(∆−∆0) is plotted as a function of detuning
from the carrier transition where ∆0 is the actual cooling laser de-
tuning. It is plotted for both the narrow sideband cooling line and
for the broad Doppler line. Additionally, the relative heating rates
occurring as a consequence of scattering on the respective sideband
transitions are depicted. Essentially, red sidebands extract phonons
from the motion, cooling the system, while blue sidebands excite
phonons, heating the system. Carrier absorption generally leads to
a heating effect as well, since for small n, the decay will occur more
frequently on the blue than on the red sideband. The cooling rate is
given as the integral over the product of the scattering rate times the
relative heating contributions. For a |n = 10〉 Fock state, as in the Fig-
ure, it is evident that for Doppler cooling the scattering rate changes
only slightly over the relevant spectral region (ω0± 2ν) and the heat-
ing and cooling processes balance roughly so that no further cooling
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Figure 13: Sideband cooling in 40Ca+. The narrow 729 nm transition be-
tween the S1/2 and D5/2 is used for sideband cooling. It is broad-
ened by coupling the D state to the P3/2-state, to achieve accept-
able cooling rates. The indicated cooling cycle is not completely
closed, since escape paths to the D5/2 and D3/2 states exist (only
one is shown) that must therefore be repumped.
takes place. In contrast, sideband cooling scatters almost exclusively
on the 1st red sideband, leading to rapid cooling of this state. On
the other hand, the second mode drawn into the picture with orange
bars shows that Doppler cooling still works on other motional modes,
whereas sideband cooling does not. This means that sideband cooling
will generally only cool modes of an ion crystal that are very close to
the chosen detuning. The plot also suggests a theoretically "perfect"
scattering rate that scatters infinitely on all the red sidebands of all
possible mode frequencies and not at all on the blue sidebands or
the carrier. This would result in simultaneous cooling of all modes
without any heating.
Different proposals exist to shape the scattering profile of a cooling
laser in a manner closer to this ideal case by using interference of
multiple beams [27, 139, 110, 111, 52]. One way is to use electromag-
netically induced transparency (EIT) [110, 111, 52, 144, 159, 94]. In the
simplest model, EIT cooling works by coupling two ground states to
the same exited state with monochromatic lasers that have identical
blue detuning ∆ > 0 from the respective unperturbed transition. If
one operates at a high power (the pump beam) it will "dress" the ex-
cited states, creating two resonances in the absorption spectra of the
low power (the probe beam) laser [31]. In between the two resonances,
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Figure 14: Comparison between Doppler and sideband Cooling. The scat-
tering rates (curves, left ordinate) are plotted together with the
relative heating rates of the different sideband/carrier transitions
(bars, right ordinate) for two different motional modes ν1, ν2.
The plot shows the rates for an ion in the Fock state with n = 10
and a coupling with η = 0.145 (typical for the experiments de-
scribed here). Whereas the cooling and heating essentially cancel
for the Doppler cooling case, the sideband cooling shows domi-
nant scattering on the first red sideband, leading to strong cooling
of this state. Second order sidebands are already quite suppressed
at n=10 and higher order sidebands are completely negligible.
there will always be a probe frequency where no scattering takes
place. This "EIT"-condition is fulfilled exactly when ∆1 = ∆2 = ∆.
With correct laser parameters (detuning, powers), the spectrum can
show this EIT-dip at exactly the carrier transition and the resonance at
exactly the red sideband, leading to an absorption spectrum shown
in Figure 16, which is a lot closer to the ideal case. It essentially rep-
resents sideband cooling without any carrier heating.
5.4.1 Dressed atom - the Fano profile
In a three-level atom in Λ-configuration, as schematically drawn in
Figure 15 a), coupling of the excited state |e〉 to the ground state |2〉
with parameters Ω2,∆2 will change the scattering rate R(∆1) of a
laser applied on the |1〉 → |2〉 transition with parameters ∆1,Ω1. The
decay rates to the states |1〉 and |2〉 shall be given by Γ1 and Γ2, respec-
tively. Since R(∆) = Γ1 〈e| ρ |e〉 = Γ1ρee, a solution of the quantum
mechanical master equation for ρee in steady state gives the scatter-








































Figure 15: EIT cooling schemes. The Λ level schemes needed for EIT cooling
are shown for the two-ground-state-case a), called single-EIT cool-
ing and the three-ground-state-case b), called double-EIT cooling.
Figure 16 shows R(∆1) for realistic settings. Two resonances be-
come visible that appear in a fashion very similar to that of a Fano
profile [53] appearing in autoionization processes. As shown by Lou-
nis and Cohen-Tannoudji [95], the two resonances can be attributed
to two different physical paths from state |1〉 back to state |1〉. The
broad resonance resembles the simple scattering due to absorption
on |1〉 → |e〉 followed by spontaneous emission on |e〉 → |1〉. The
narrow resonance is the two photon Raman transition |1〉 → |2〉, fol-
lowed by absorption on |2〉 → |e〉 and then spontaneous emission
on |e〉 → |1〉. The vanishing of R(∆1) can be equivalently explained
by quantum interference between these two pathways or by the so
called coherent population trapping effect, where the ion evolves into
a superposition of the two ground states that is "dark", i.e. it has no
coupling to the excited state [58]. This dark ground state (ΨD) and
the two dressed states (Ψ+, Ψ−) of the combined atom/laser system






(Ω2 |1〉−Ω1 |2〉) (79)
|Ψ+〉 = cos θ |e〉+ sin θ |ΨC〉 (80)










































Figure 16: EIT cooling resonance. The figure shows the scattering rate R(∆2−
∆1) for EIT cooling (curve, left ordinate) and the effective heat-
ing of the different sidebands (bars, right ordinate). The assumed
laser parameters were (all in MHz) Γ1 = 20, Γ2 = 0, ν = 1,
∆2 = 50, Ω2 ≈ 14.3. The two photon resonance that is Stark
shifted onto the red sideband and the far detuned single pho-
ton transition are shown. The latter is not affecting the cooling
severely, so that just as in sideband cooling scattering occurs pri-
















(Ω1 |1〉+Ω2 |2〉) . (83)
Here θ is a scaling parameter and |ΨC〉 is the combination of the two
ground states orthogonal to ΨD. ForΩ2  Ω1 the dark state is almost
exactly equal to the state |1〉 and since θ is small for large ∆, the state
|Ψ+〉 has a large contribution of the excited state |e〉 and the state
|Ψ−〉 has a large contribution of |ΨC〉. The |ΨD〉 → |Ψ+〉 transition
is therefore very close to the ideal single photon transition and the
|ΨD〉 → |Ψ−〉 approximates the two photon transition.
5.4.2 Single EIT cooling
As originally proposed by Morigi et al. [110], this effect can be used to
shape the scattering rate R(∆) in laser cooling setups more favorably
than possible with a simple two level scheme. The reason for this
is, that for ∆1 = ∆2 no scattering on the carrier excitation can take
place, which means that in second order in η only blue sideband
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heating remains. If the scattering transition is not saturated (Ω1 
Γ1 + Γ2) and the dressing laser is much stronger than the scattering
laser (Ω1  Ω2), the A+ and A− parameters for EIT cooling can be






Γ2ν2 + 4(Ω22/4− ν(ν∓∆))
)2 (84)
where ∆1 = ∆2 = ∆ and Γ = Γ1 + Γ2 was used. The optimal cooling
conditions are achieved when A− is maximal and A+ minimal. This
will lead to both the lowest cooling limits as well as the largest cooling
rates. They are achieved when the second term in the denominator
vanishes for A−, which corresponds to
ν = (
√
∆2 +Ω22 −∆)/2. (85)
This is equal to the Stark shift of the two photon resonance. This
means that EIT cooling works best, when the red sideband scatters on
the Stark shifted two photon resonance and the carrier is suppressed





Large detunings are beneficial because they reduce the blue sideband
scattering but also require higher laser powers, to produce the neces-
sary Stark shifts.
5.4.3 Double-EIT cooling
EIT cooling as described in the previous Section effectively improves
sideband cooling by removing carrier heating. Blue sideband heating
is, however, on the same order of magnitude as carrier heating and in
sideband cooling only suppressed by a factor of 4. This is because the
first blue sideband is detuned twice as far from the cooling laser as
the carrier. Therefore, in single EIT cooling, for equal A− parameters,
the A+ parameter is reduced by a factor of roughly 5 compared to
sideband cooling, depending on the exact assumptions on the differ-
ent laser and line parameters cf. [110]. To further increase the cooling
performance of EIT cooling, Evers and Keitel [52] suggested to use an
additional ground state to suppress also the blue sideband so that no
second order heating process remains. By this technique the cooling
limit can be reduced theoretically by another factor of η2 which lies
typically between 10−1 and 10−2.
In a scheme as depicted in Figure 15 b), the states |1〉 and |2〉
are both coupled to the excited state |e〉 with the same detuning
∆ = ∆1 = ∆2 just as in the previous Section. Now, additionally state
|3〉 is coupled to the excited state with detuning ∆ − ν, preventing
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scattering on the blue sideband. Assuming the excited state to only
decay to ground state |1〉 allows for an analytic expression for the
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describing the influence of the third ground state. Choosing ∆ = ∆1 =









on the carrier and blue sideband ceases and the Stark shifted reso-
nance coincides with the red sideband. It holds, that A+ = 0 and
therefore
n̄ = 0+O(η4). (89)
In practice, the assumption Γ = Γ1 does often not hold and the A−
parameter can have lower values than indicated by the formula while
the A+ parameter will always be larger than 0. Numerical simula-
tions are necessary to compute the cooling performance in that case.
A typical scattering rate R(∆1) is shown in Figure 17. The red side-
band is still on resonance, while both carrier and blue sideband are
completely suppressed. The additional resonance appearing between
blue sideband and carrier is the dressed state due to the third laser. It
will not influence the cooling as long as there are no other motional
frequencies on resonance.
5.4.4 Noise sensitivity of EIT cooling
The preceding derivations always considered noise free monochro-
matic laser sources. Since EIT is a cooling process that relies on in-
terference of the applied lasers, it is necessary to investigate the in-
fluence of frequency noise on the cooling performance. This will be
done separately for the two and three ground state processes:
5.4.4.1 Single EIT cooling noise sensitivity
For the single-EIT cooling scheme, the dominant heating effect of fre-
quency noise is carrier scattering that is completely canceled in the
ideal case only. The relevant heating scattering rates for the carrier
transition can be calculated by integrating the power spectrum of the
noisy laser times the scattering rate. Since this scattering only dis-
appears for the power at exactly the carrier frequency, all the noise
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Figure 17: Double-EIT cooling resonance. The figure shows the scattering
rate (blue line, left ordinate) for double-EIT cooling and the rel-
ative heating contribution of the different sidebands (bars, right
ordinate). The parameters were Γ1 = 21, Γ2 = 0, Γ3 = 0, ν = 1,
∆2 = 42, Ω2 = 7, Ω3 = 15 (all MHz). Both the carrier and the
first blue sideband are completely suppressed. The lowest order
heating process is now the second blue sideband which strength
scales with η4.
contributes to the carrier scattering. In the limit of Ω1  Ω2, the









R(∆1 = ω−ω0 + ν)dω. (90)
Here, the η̃ is the Lamb Dicke parameter for spontaneous emission
which differs from η depending on the exact geometry of the experi-
ment. SE(ω) is the power spectral density of the laser and SEt its total
power SEt =
∫∞
−∞ SE(ω)dω. R(∆1) is the rate given in Equation 77.
Here, all noise is attributed to the probe laser but since the relevant
process is a two-photon transition, this is equivalent to effective noise
in the frequency difference of the two lasers. For a Lorentzian line-








This rate must be much smaller than η2A+ in order to not affect the
cooling performance significantly. In a system with typical parame-
ters (∆ = 50, Γ = 20, Ω1 = 1, Ω2 = 14.2, ν = 1, all MHz), this requires
γ to be much smaller than 2π× 5 kHz. This can be easily achieved if
the two beams come from the same laser source but is a challenge if
completely independent sources are used.
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5.4.4.2 Double-EIT cooling noise sensitivity
In the case of double-EIT cooling, the residual heating rate is sup-
pressed on the order of η2 which means that the laser noise threshold
is suppressed similarly. Calculations (see Appendix A.3) show that
in the typical experimental case (∆ = 42, Γ = 21, Ω1 = 3, Ω2 = 7,
Ω3 = 15, ν = 0.94, all MHz) this requires the relative linewidth be-
tween laser 1 and laser 2 to be γ12  2π× 0.3 kHz and between laser
1 and 3 to be γ13  2π× 2 kHz. These calculations assume white
frequency noise that is for diode lasers typically only a good approxi-
mation at high Fourier frequencies (> 100 kHz). However, most of the
noise induced scattering happens due to noise around the resonances
seen in Figure 17. These are roughly at multiples of ν/2 and therefore
in the MHz regime, making the white noise assumption reasonable.
Additionally, it has to be noted that this relative linewidth includes
not only laser frequency noise but can also have contributions from
other sources, e.g. magnetic field noise that shifts the participating
electronic states.
The scattering rate for the lowest order heating process on the sec-
ond blue sideband was in this example around 16 Hz which is below
the heating rate due to electronic noise observed in many ion traps
(cf. Section 9.4.2.1). This means that not the laser induced heating but
rather this background heating will limit the performance.
5.4.5 Realization in calcium
The transition used for EIT cooling in 40Ca+ both for the first exper-
imental demonstration by Roos et al. [144] and also for the experi-
ments conducted within this thesis was the 2S1/2 → 2P1/2 transition.
Here, the two Zeeman substates (mJ = ±1/2) of the S-state are the
two ground states and one of the Zeeman substates (mJ = −1/2) of
the P-state is the excited state. Selective coupling between the states is
achieved by adjusting the laser polarization so that the strong dress-
ing laser is purely σ−-polarized, whereas the probe laser is purely π-
polarized. In the two-level experiments, the D3/2 state is sometimes
populated and simply repumped with an 866 nm laser. For the real-
ization of the double-EIT experiments, the 2D3/2(mJ = −3/2) state is
used as the third ground state. All the D3/2-states are coupled to the
P1/2 states via light with equal σ+ and σ− polarization contributions
and no π component. This setup is shown in Figure 18.
The setup differs from the ideal three-level scheme described in
Section 5.4.3 as follows
• The π polarized beam couples the S1/2,mJ = +1/2 state to the
P1/2,mJ = +1/2 state. Here, no two-photon resonances play a
role due to the large Zeeman shift, such that predominantly off-
resonant carrier scattering takes place. This leads to heating and
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Figure 18: Double-EIT cooling in 40Ca+. The double-EIT cooling scheme is re-
alized by coupling the two Zeeman substates of the S1/2 ground
state and the mJ = −3/2 substate of the metastable D3/2 state to
the mJ = −1/2 substate of the excited P1/2 state. The π-polarized
397 nm beam also couples the +1/2 substates of S and P, resulting
in unwanted scattering on that transition. The D3/2 that were not
used in the scheme are repumped off-resonantly by the 866 laser.
can only be avoided by choosing Ω2  Ω1 for the dark state
to consist primarily of the S1/2,mJ = −1/2 state. This compro-
mises the cooling speed, which is in the ideal setup optimal for
Ω1 = Ω2 [111].
• The other D3/2 states are excited both by spontaneous decay out
of the P1/2-states but also due to stimulated emission from the
866-laser. Repumping them into the cooling cycle requires scat-
tering on the carrier which heats the ion. Choosing the polariza-
tion of the 866 nm laser to be purely σ± helps because then cou-
pling between the D3/2,mJ = −1/2 and the P1/2,mJ = −1/2
state is suppressed. This has the consequence that only one ex-
tra state, the D3/2,mJ = +1/2 state couples to the P1/2,mJ =
−1/2 state and is populated via stimulated emission.
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5.4.6 Simulations of EIT cooling
To investigate the complete dynamics of the system, including higher
order sidebands and the effect of the other accessed metastable and
excited states, the full quantum mechanical master equation (Equa-
tion 62) needs to be solved. In the case of the calcium ions, this in-
cludes 8 internal levels (2 S, 2 P, 4 D states) and infinite motional
levels. It can be solved numerically by restricting the motional levels
to an nmax. For the setup shown in Figure 18 the equation reads
d
dt








Here Ĥ is the total Hamiltonian including the trap, the atom and the
interaction and is written out in Appendix A.4.
These simulations have been performed to find the optimal settings
for the cooling. For a detuning of ∆ = 42MHz, the optimal cooling
performance was found for Ω1 = 3MHz, Ω2 = 7MHz and Ω3 =
15MHz. The cooling process starting from a Doppler cooled state
with n̄ = 10.8 and taking into account 30 motional levels is shown in
Figure 19. One important result is that the dynamic and steady state
distribution do not correspond to thermal states as given for the first
order rate equation model of Section 5.1. This is because higher order
processes start to play a significant role especially for the heating
terms.

























Figure 19: Simulation of double-EIT. The full master equation was solved
numerically taking into account 30 motional levels. The initial
state was a thermal state with n̄ = 10.8. The laser parameters
were Ω1 = 3MHz, Ω2 = 7MHz and Ω3 = 15MHz, ∆ = 42MHz,
ν = 0.92MHz.
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5.4.7 Discussion of the simulations
The optimal EIT-cooling parameters stated above do not correspond
to the optimal parameters that can be deduced from Equation 87 or
Reference [52]. There, for given detuning ∆ and trap frequency ν,
fastest and coldest cooling would always be achieved for Ω21 = Ω
2
2 =
2ν(∆+ ν) and Ω3 → 0. For this choice, the red sideband scattering
is maximized, while the carrier and blue sideband scattering are still
completely suppressed. The theory formulas, however, neglect the
spontaneous decay into the |3〉-state and the other three D3/2-states.
This decay makes it necessary to increaseΩ3 in order to achieve good
cooling speeds because otherwise the ion is trapped in the nearly-
dark D3/2-state, slowing down the scattering. In practice, as shown in
the previous section, Ω3 needs to be larger than Ω1 and Ω2 for opti-
mal performance. The asymmetry betweenΩ1 andΩ2 is necessary to
produce a dark state with predominant S1/2,mJ = −1/2 population
that does not scatter off-resonantly from the unused P1/2,mJ = +1/2
level. It turns out that to some extent cooling speed and cooling limit
can be traded off each other by making Ω1 and Ω2 more asymmetric
(slower, colder) or more symmetric (faster, hotter).
In both theory and simulations a larger detuning results in bet-
ter cooling. Simulation results are shown in Figure 20. There, the
achieved average motional populations n̄ are plotted for different de-
tunings after 200µs of cooling, starting from a Fock state with n = 3.
The Rabi frequencies of the three EIT beams have been adjusted for
each detuning to achieve the coldest results. The general hierarchy
Ω1  Ω2  Ω3 for optimal cooling holds, independent of the cho-
sen detuning. The final n̄ gets smaller for larger detuning, leveling off
around 5×10−4 for detunings larger than 120 MHz. The simulation
data are, however, consistent within errors with the further decrease
in n̄ predicted by theory. The large error bars result mainly from
the finite number of 100 simulations performed in the search for the
optimum for each detuning and the associated risk of "missing" the
optimum.
The theoretical reason for the decrease of the n̄ with large detun-
ings is the asymmetry of the EIT-resonances. For larger detuning, the
red sideband resonance gets larger but also narrower. However, even
though this reduces n̄ in the simulations it may not be desirable in
practice. Apart from the technical difficulties of achieving very large
detunings and the corresponding high laser powers, this is also not
desired in multi-mode cooling. There, a broad resonance is useful
to achieve large red sideband scattering rates for multiple modes
at different frequencies. The simulations indicate that it is possible
to achieve average motional excitations of around n̄ ≈ 1 for all six
modes of a two ion Al+/Ca+ crystal in a single-EIT scheme with a
detuning of ∆ = 2π× 20MHz.
52 laser cooling


















































Figure 20: Detuning dependence of optimal Rabi frequencies and EIT cool-
ing limit. The blue markers show the lowest n̄ achieved in the
simulations for different detunings ∆ (left ordinate). The Rabi fre-
quencies Ω1−3 were optimized for every detuning and are also
plotted (right ordinate). 100 simulations were performed for ev-
ery detuning and the other parameters in the simulation were:
B =4.3 G, η397 =0.13, η866 =0.08, ν =0.94 MHz.
Experimental results for the double-EIT scheme are presented in
Section 9.5 including a comparison to the simulations. The implica-
tions of EIT-cooling in quantum logic clocks are discussed in the out-
look (Section 10.1).
6
D O P P L E R C O O L I N G O F T W O I O N C RY S TA L S
In the Aluminum quantum logic clocks operated to date, the ion crys-
tal was continuously Doppler cooled via the cooling ion during the
clock interrogation pulse. This means that the second order Doppler
shift of the clock is given by the steady-state energies during Doppler
cooling, summed over all six normal modes. Since the relative ampli-
tudes of the clock and the cooling ion in the different modes depend
on their mass ratio (cf. Section 3.4), the cooling rates and limits will
in general depend on this mass ratio as well. In this section, these
cooling rates and limits for different two-species-two-ion crystals are
derived analytically and compared to simulation results. The influ-
ence of external heating of the crystal by electric field fluctuations is
explicitly taken into account. Additionally, the cooling dynamics of
an Al+/Ca+ crystal are investigated in order to derive an optimal
cooling scheme for fastest recooling after a background collision.
Parts of the following were published before by the author and his co-
authors in [185].
6.1 cooling and heating rates
It can be shown (cf. Appendix A.1) that for cold ion crystals the six
normal modes can be treated independently (i.e. the coupling be-
tween the modes is very weak). Because of this, rate equations like
those given in Section 5.2 can be solved for each of the modes to get
the cooling rates and limits. Since the Doppler cooling limit only de-
pends on the cooling laser linewidth Γ , it will in general be the same
for the different modes. However, since the cooling and heating rates
scale with the Lamb Dicke parameter squared (η2i,o), they can differ
substantially. In terms of the mode parameters ( b1,2) of Section 3.4,
the in-phase (ηi) and out-of-phase (ηo) Lamb Dicke parameters along
any of the trap axes are given in terms of the single ion parameter (η)
by
ηi = b1η (94)
ηo = b2η. (95)
This shows that for very asymmetric modes (b1 ≈ 0 or b2 ≈ 0), one of
the modes will have a very small Lamb Dicke parameter, significantly
reducing the heating and cooling rates. This renders the crystal very
sensitive to external heating because the cooling might be too slow to
compensate it quickly enough.
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For an analytical treatment of these arguments, the heating and
cooling rates are derived classically by averaging the radiation pres-
sure force over the ion’s oscillations in the trap. For the in-phase and
out-of-phase modes with mode energy Ei or Eo, respectively, the cool-





















(1+ I/I0 + (2∆/Γ)2)2
b22Eo. (97)
Here I/I0 is the ratio of the applied laser intensity I to the transition’s
saturation intensity I0 and can also be expressed in terms of the Rabi
frequency by I/I0 = 2Ω2/Γ2. lx is the laser’s k-vector projection onto
the relevant trap axis and is for equal excitation along the three trap
axes given by lx = 1/
√
3.
The competing heating rates can be shown to be
dEi
dt heat
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Here SE = SE(ν) denotes the electric field spectral density, which is
assumed to be spectrally flat in the region of the relevant νi,o. Ad-
ditionally, SE is in the following assumed to be isotropic. The ho-
mogeneous field fluctuations will only couple to center of mass mo-
tion and therefore much more strongly to the in-phase mode than
the out-of-phase mode. In fact for µ = 1 it follows that b1 = b2
and the out-of-phase mode is not heated at all. The total energy in-
jected in one direction of motion is obtained by adding the in-phase
and out-of-phase heating rates, which turns out to be proportional to
m−11 +m
−1
2 , showing the advantage of heavy cooling and clock ions.
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The limit for the out-of-phase mode is gained by substituting b1 by
b2 and b2 by −b1.
The additional heating modifies the steady state solution for Doppler
cooling Equation 74 by breaking the symmetry between cooling and
heating processes: The photon-induced heating and cooling rates have
the same dependence on the mode amplitudes, resulting in a Doppler
limit independent of this parameter. The external heating rate has a
more complex dependence on the mode amplitudes, resulting in a
cooling limit that is a sensitive function of the modal amplitudes and
therefore the ε and µ parameters. As a result, modes where the cool-
ing ion has a large relative amplitude are cooled more efficiently than
modes where it has a small amplitude.
The minimal mode energies are always achieved for a detuning of
∆ = −Γ/2, but the laser intensity I/I0 has to be adjusted, depending
on the magnitude of the external heating SE. In low external heating
situations, low laser powers will give the best results. For large exter-
nal heating the power must be increased, accepting the larger laser
heating rates in order to better compensate the external heating rates
with faster cooling.
The clock ion second order Doppler shift due to the motion along
one principal axis is directly proportional to the clock ion energy Ec















Here, 〈v22〉 is the average squared clock ion velocity as measured in
the laboratory frame of reference and c the speed of light. The b1,2
parameters have a different mass dependence for axial and radial
modes making it necessary to treat the two cases separately.
6.1.1 External heating influence on axial modes
The axial mode parameters b1,2 only depend on the mass ratio µ
(see Equation 34) and therefore the energy limit of Equation 103 can
be minimized for any combination of mass ratio and noise power
spectral density SE. The minimal achievable energies are shown in
Figure 21. The spectral densities are given as multiples of a reference
spectral density SE0. This is the spectral density for which the two
heating rates (Equation 98 and 100) in a symmetric (µ = 1) ion crys-
tal equal. A value of SE/SE0 = 0.02 corresponds to a heating rate of
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approximately 1500 quanta per second for a single Ca+ ion in a trap
with trap frequencies of 2.5 MHz. It can be regarded as a worst case
limit for most ion traps used for spectroscopy. It turns out that for
any heating rate the minimal clock ion energy is always achieved at
a mass ratio of µ = 8/11. This corresponds to the cooling ion being
slightly heavier than the clock ion and can be explained by the fact
that the strongly heated in-phase mode has in that case a large cooling
ion amplitude and is therefore also strongly cooled. Background heat-
ing predominantly affects the in-phase mode, so it’s advantageous to
optimize the in-phase cooling. Since the heavier ion moves more for
the in-phase mode (and the lighter ion moves more for the out-of-
phase mode), it is advantageous if the cooling ion is the heavier one
to give faster cooling when fighting the dominant fixed heating rate.
The plot is independent of Γ and the actual values of m1,m2. How-
ever, the normalization factor and therefore the absolute value for the
cooling limit depends on the linewidth of the cooling transition. The
figure shows that the clock ion’s axial kinetic energy is only a weak
function of the mass ratio. This is a direct consequence of the weak de-
pendence of the axial mode amplitudes on this parameter, as shown
in Figure 8.
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Figure 21: Normalized axial clock ion energy plotted against the mass ra-
tio µ of the ion crystal. The energy Ec of the clock ion is the sum
of the clock ion energy in both modes. The calculations were per-
formed for varying electric field spectral densities SE. The cooling
laser intensity I/I0 has been optimized for each value of SE. The
dashed lines show different logic ion species for an Al+ clock.
6.1.2 External heating influence on radial modes
The radial mode parameters b1,2 depend on the ratio of radial and
axial confinement given by the ε-parameter (cf. Equation 37) as well
as on the mass ratio µ. Therefore, Equation 103 must be optimized for
each triple of µ, ε,SE parameters. This is shown in Figure 22. Here, the
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minimal clock ion energy is achieved for mass ratios slightly larger
than 1 which is due to the cooling ion amplitude being large in the
in-phase mode for light cooling ions. For a given mass ratio, the en-
ergy of the clock ion in the presence of external heating is lowest
when operating the trap close to the point where the linear axial con-
figuration flips to a linear radial configuration. The reason for this is
that the larger the radial confinement, the more the modal amplitude
in the radial modes tend towards b1 ≈ 1, b2 ≈ 0 or vice versa (see
Equation 37 and Figure 8), i.e. the motion of the two ions decouples
for strong RF drive. In that case, the mode with negligible motion of
the cooling ion will cool very poorly, leading to an elevated steady
state temperature in the presence of external fields. In this regime,
the comparison of Figures 21 and 22 shows that the heating-induced
radial clock ion energy is larger than the axial clock ion energy and
will therefore dominate the clock frequency shifts.
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Figure 22: Normalized radial clock ion energy plotted against the mass ratio
µ of the ion crystal for radial modes. The energy Ec of the clock
ion is the sum of the clock ion energy in both radial modes. The
shaded region indicates parameters for which the ion crystal is
no longer linear in axial direction. The cooling laser intensity I/I0
has been optimized for each value of SE.
6.1.3 Micromotion considerations
Choosing an ε parameter close to the instability regime improves the
cooling limits, but at the same time increases the intrinsic micromo-
tion amplitude of the radial modes (see Appendix A.2). Figure 23
shows the normalized total kinetic energy, equal to the sum of secu-
lar and micromotion kinetic energy, of the clock ion in an ion crystal
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that has been cooled to the Doppler cooling limit (i.e. without exter-




























Figure 23: Total clock ion energy (secular energy + micromotion energy) of
a clock ion in a Doppler cooled crystal along one radial direction.
Here the mass ratio µ and the ε-parameters were varied and the
energy was normalized to the Doppler cooling energy ED. The
absence of external heating was assumed. Due to large micromo-
tion contributions the total energy diverges at the points where
the crystal becomes instable.
Since the micromotion kinetic energy contributes to the second-
order Doppler shift in the same way the secular energy does, it is
not advisable to perform spectroscopy in a trap operating close to
the unstable regime. The operation in a trap with very strong radial
confinement is equally bad because of the inefficient cooling of the
weakly damped radial mode. For best cooling performance it is there-
fore advisable to optimize the ε-parameter according to the observed
heating rate in the trap.
6.1.4 Total Doppler shift in aluminum ion quantum logic clocks for differ-
ent cooling ion species
A comparison of the total second-order Doppler shift including the
scaling factors due to micromotion for the radial modes in a linear
ion trap for Al+/X+ ion crystals with different possible cooling ions
X+ is shown in Figure 24. The x-axis gives the normalized electric
field spectral density SE/SE0,Ca 1. The ε2 value as well as the Doppler
laser detuning ∆ and intensity I/I0 were optimized for each value of
SE.
The graph shows that an Al+/Mg+ crystal suffers the least from
external heating since its mass ratio is very close to 1. However, for
traps with fairly low heating rates, the Doppler shift in Al+/Ca+
1 SE0,Ca ≈ 1.26× 10−9V2/m2Hz for Ca+ ions.
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Figure 24: Comparison of secular motion-induced second-order Doppler
shifts for Al+/X+ crystals with different cooling ions X+ ={Be+,
Mg+, Ca+, Sr+, Yb+} in the presence of external heating with an
electric field spectral density of SE. The right figure shows the pa-
rameters ε and I/I0 for best cooling performance for an Al+/Ca+
crystal. Those optimum parameters for a spectral energy density
of S = 0.005SE0 are given by (2.63, 0.40), (3.17, 0.05), (1.12, 0.87)
and (1.04, 1.61) for the Be, Mg, Sr and Yb crystals, respectively.
and Al+/Be+ traps will be lower than that of Mg+-systems because
the linewidth of the cooling transition of Mg+ ions is approximately
a factor of 2 larger than that of Ca+ and Be+ ions. The two other
species Yb+ and Sr+ suffer from their small mass ratios and require
traps with very small heating rates to reach comparable performance.
6.2 cooling times
An atomic clock will reach its maximum performance in terms of sta-
bility, if the clock transition is probed without any dead time between
consecutive readings [40, 152, 125]. One contribution to the dead time
is the time it takes to cool the ion crystal in case a collision with a hot
background gas particle occurred. The large energy transfer to the ion
crystal by a background gas collision leads to typical temperatures
on the order of room temperature, resulting in the decrystallization
of the ion crystal. As a consequence, it is necessary to take the non-
linear contributions of the Coulomb forces into account to evaluate
the cooling dynamics at these high temperatures. The nonlinearities
are usually neglected in the small oscillation approximation used to
describe the low temperature dynamics of the system as in the previ-
ous sections. The dynamics of small ion crystals during laser cooling
in various temperature regimes have first been studied in the context
of phase-transitions and chaos theory [17, 18].
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Here, the equations of motion resulting from the complete pondero-
motive two ion potential have been solved numerically. The potential
is given as






































(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2
, (105)
where νkj is the trap frequency of ion j in direction k ∈ x,y, z. For
the simulations, the RF potential was neglected. However, only minor
modifications to the results presented here are expected when micro-
motion is included in the treatment [98]. An adaptive fourth order
Runge-Kutta method was used, where the step size was reduced sig-
nificantly every time the ions got close enough to explore the high
non-linearities of the 1/r-Coulomb potential. Cooling was simulated
by applying random velocity kicks to the ion at rates computed from
the relevant scattering rates. In detail, this was incorporated into the
calculation by multiplying the instantaneous scattering rate R at ev-
ery time step with the instantaneous step size dt at the same step
and comparing the resulting value with a random number rn(0, 1)
between 0 and 1 from a "Mersenne Twister"-type pseudo random
number generator [100]. A scattering event that changed the veloc-
ity v1 of the cooling ion according to the momentum change due to






1+ I/I0 + (2(∆− k · v1)/Γ)2
dt < rn(0, 1). (106)
was fulfilled.
With a small step size the simulation was robust and reproduced
two-ion cooling limits as well as theoretical curves for the cooling
duration of single ions (e.g. [176]).
A typical collision event with the background gas will be an elastic
collision of a hydrogen molecule with either one of the two cold ions
in the crystal. The maximum energy that can be transmitted in an
elastic collision of two particles with masses m1,m2 if one of them is
initially at rest is given by 4m1m2
(m1+m2)2
times the kinetic energy of the
hot particle. In case of the collision of a cold aluminum ion and a hy-
drogen molecule at 300 K this results in a maximum energy of ≈ 0.26
×32kB×300 K that can be transferred to the aluminum ion. Here kB de-
notes the Boltzmann constant. This corresponds to a temperature of
the ion crystal of ≈ 19.3K. Cooling an ion crystal from these high tem-
peratures is aided by adding a far detuned laser beam additionally to
the standard cooling beam at ∆ = −Γ/2. This enhances the scattering
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rate of the rapidly moving cooling ion with large Doppler detuning.
The optimum detuning of the second laser was found by simulating
the cooling time for an aluminum/calcium ion pair starting at a tem-
perature of 19.3 K as a function of the detuning. The results are shown
in Figure 25.
































Figure 25: Time needed to cool an Al+/Ca+ ion pair from 19.3 K to 1000
Doppler limits (∼ 800 mK). The x-axis shows the detuning of a
second laser at saturation intensity that is cooling the ion crystal
in addition to the standard −Γ/2-detuned beam.
Both lasers were assumed to be directed onto the ion from the
(1, 1, 1) direction and both had one saturation intensity at the posi-
tion of the ion. To compare the performance of the different detun-
ings, the time to reach a crystal energy of 1000 Doppler cooling lim-
its was simulated. This energy roughly corresponds to the energy at
which the ions crystallize. Fastest cooling was achieved at a detun-
ing of ∼-100 MHz. This optimum detuning of the second laser beam
proved to be very robust against changes in the cooling parameters,
such as a change in linewidth of the cooling transition, the inten-
sity of the cooling laser, or the mass of the cooling ion. Since these
changes mostly affect the scattering rate, the times needed to cool
vary strongly. The general characteristics of the curve with the min-
imum close to -100 MHz, however, stays the same. This can be ex-
plained by the fact that in a well-thermalized regime, the cooling ion
will carry half the crystal energy and the optimal detuning should
only depend on the average cooling ion velocity in the direction of
the incoming laser. This is independent of the transition linewidth or
the intensity of the cooling light. The change of mass of the cooling
ion to smaller values shifts the optimal detuning to slightly higher
values. This is because a lighter cooling ion has higher average veloc-
ities if it has the same energy as a heavier ion.
The difference in cooling dynamics between a two- and a single-
ion system is shown in Figure 26. Besides the Al+/Ca+ pair, the re-
sults for a single Ca+ ion in the trap with the second laser detuned
62 doppler cooling of two ion crystals
by 140 MHz is shown. This slightly higher optimum detuning arises,
since a single ion will on average have higher velocities than the cool-
ing ion in a two-ion system since the latter can exchange energy with
the clock ion. For the simulation, the starting energy of the single Ca+
ion was set to the same value as that of the two-ion pair, although a
collision with a hydrogen molecule would lead to a lower initial tem-
perature.
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Figure 26: Cooling evolution of an Al+/Ca+ ion pair after a collision event
with an H2-molecule (blue line). The red line shows the cooling
evolution of a single Ca+ ion in the same trap with the same ini-
tial energy. The horizontal dotted lines denote the Doppler cool-
ing limit and the inset shows the energies of the calcium and
aluminum ion before and after crystallization occurred at around
7 ms.
At the beginning of the cooling process, the cooling rates for the
Al+/Ca+ crystal and for the single Ca+ ion match well. This is be-
cause both ions are still fairly hot and collide regularly, resulting
in almost instant thermalization of all motional modes. At around
7 ms the ion pair crystallizes, meaning that the ions freeze out around
their equilibrium positions and collisions cease to occur. This leads to
heavily reduced cooling rates of the ion crystal owing to the weakly
damped modes which are no longer thermalized with the well cooled
modes. The transition between collisionally coupled and isolated mo-
tional modes manifests itself in the emerging difference between the
energies of the aluminum and calcium ions (see inset of Fig. 26). For a
theoretical description of the crystallization see for example [18], for
a measurement of the damping of the weakly cooled modes see the
supplementary material of [148].
Summarizing the simulation results of Figure 25 and 26, an opti-
mum cooling strategy after a background gas collision can be derived:
The fastest cooling is achieved by ramping the laser detuning accord-
ing to the actual energy of the ion crystal, such that maximal scat-
tering rates are maintained. Additionally, the intensity of the cooling
laser should be large to increase the rates even further. Once crystal-
lization occurs, the laser should be ramped to a detuning and an in-
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tensity for which the lowest energies are achieved (typically ∆ ≈ Γ/2,
I ∼ I0).
In our simulations the time needed to cool an Al+/Ca+-crystal to
2 Doppler cooling limits is roughly 90 ms (which corresponds well to
previous studies [156, 44]) while the time it takes to reach crystalliza-
tion is only 7 ms. The total cooling time might be reduced to roughly
the crystallization time by coupling the well-damped to the poorly-
damped modes by a static radial electric field as has been demon-
strated in [148]. Given typical cycle times of 230 ms in optical clocks
[24], even Doppler cooling times as long as 100 ms will not compro-
mise the stability of the clock significantly, provided a suitable vac-
uum environment under which the time between collisions typically
is longer than 100 s [24]. It is, however, necessary that the collision
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E X P E R I M E N TA L S E T U P
In this chapter, the different components of the experiment are de-
scribed. First, the parts related to the "physics package" are explained,
consisting of the vacuum apparatus, the trap and trap drive as well
as the atom ovens. In the second part, the laser system and the laser
locks are described. The chapter concludes with a brief report on the









Figure 27: Vacuum setup. The picture shows a CAD sketch of the vacuum
chamber including the atom ovens, the ion trap and the helical
resonator. The main chamber is cut to see the inside. The vacuum
is achieved by a 20 l/s ion getter pump and occasional usage of a
titanium sublimation pump (occupies the whole horizontal tube
in the foreground). Additional vacuum equipment like a turbo
pump can be connected to the copper sealed valve and the pres-
sure is monitored with the hot cathode gauge.
The vacuum chamber consists of a Conflat (CF) 150 flange that acts
as a base plate onto which an octagon1 is set. The octagon has eight
CF40 flange connections, to which the viewports for the laser beams
(see Section 7.5) are connected. On top, a CF150 viewport enables the
collection of photons scattered by the ions and gives additional opti-
cal access for lasers. The ion trap and the atom ovens are mounted
onto the base plate where additionally three more CF40 flanges are
1 Kimball Physics MCF800-SphOct-G2C8
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connected. Two of them are used for electronic feedthroughs: a 19
pin feedthrough2 for the compensation electrodes and atom ovens
and a 4 pin feedthrough3 for the trap RF voltage and the tip DC volt-
age. The remaining flange connects the main chamber to the vacuum
pumps. These are a 20 l/s ion getter pump4 and a titanium sublima-
tion pump5. Further vacuum equipment can be connected via a cop-
per sealed full metal valve. The vacuum pressure is monitored via a
hot cathode gauge6.
Evacuation of the chamber was done via a turbo pump with an
upstream rotary vane pump. The chamber was baked out at a tem-
perature of 190 ◦C for 11 days. Three of the viewports7 were found
to be damaged after bakeout and sealed with TorrSeal. After this, a
final pressure of < 8× 10−11mBar was achieved. Ion lifetimes were
initially on the order of tens of minutes, but after 2 years of operation
exceeded 6 hours. This suggests that a small virtual leak was present
initially.
7.2 evaporation ovens
Ions are loaded into the ion trap by ionizing particles from a beam
of neutral atoms as they pass the ion trap (see Section 9.1). The beam
of neutral atoms is created by evaporation of solid aluminum and
calcium samples in ovens.
The temperature needed for evaporation of aluminum and calcium
at different ambient pressures is shown in Figure 28. Calcium atoms
will evaporate directly from the solid phase, once they are heated
up to 500-700 K. For aluminum atoms, it may barely be possible to
operate the ovens in a temperature regime where the atoms make
the solid-gaseous transition directly. However, as soon as the pres-
sure at the position of the oven exceeds approximately 2× 10−9mBar,
aluminum melts before it evaporates. This makes it necessary to con-
struct the aluminum ovens such that liquid aluminum will not leak
out. A further complication in the design of aluminum ovens is that
aluminum forms low melting alloys with most other metals [65]. A
nonmetallic oven design is therefore preferred.
7.2.1 Oven design
The oven design used for the experiments described here is schemat-
ically shown in Figure 29. It consists of an Al2O3 ceramic tube8 with
2 Vacom CF35-MPC2-19-SE-CE-SSG
3 Vacom CF35-MHV-4-GS-SE-CE-SS
4 Varian Vaclon Plus 20 StarCell
5 Varian titanium sublimation pump 9160050
6 Varian UHV-24 Bayard-Alpert Gauge Tube
7 TorrScientific VPZ38Q-NM
8 Friatec F149R11004-07
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Figure 28: Evaporation temperatures of calcium and aluminum. Calcium
atoms will directly evaporate from the solid phase at the pres-
sures experienced in the experiment. Aluminum atoms, however
will melt prior to evaporation once the ambient pressure around
the ovens exceeds 10−9mBar.
six bores that are placed in a centered pentagonal fashion. The center
bore is filled with either calcium or aluminum and through the outer
six bores a 0.25 mm thick tantalum heating wire is wound. This wire
also holds the oven and is itself connected conductively to the oven
mount, from where the heating current is supplied. The current heats
the tantalum wire and therefore also the tube and the calcium/alu-
minum inside. Tantalum was chosen because it has a very high melt-
ing point (2996 ◦C) compared to most other metals. Another option
would have been tungsten with an even higher melting point but the
smaller resistivity would have required a current too high for the vac-
uum feedthroughs. The ceramic tube is used to keep the aluminum
from being in contact with other metals. Its central bore is tamped
with ceramic glue9 at its bottom end.
7.2.2 Oven temperature and time constant
The temperature dependence of the resistivity of the tantalum wire
can be used to measure the temperature of the heating wire. The
model used here assumes that the tantalum wire gets heated homoge-
neously while the rest of the electric circuit stays at room temperature.
Figure 30 a) shows the temperature of the heating wire as a function
of the applied current. More than 2000 K can be achieved, sufficient








Figure 29: Evaporation oven design. Figure a) shows the four ovens (2 cal-
cium, 2 aluminum) in the oven mount that is placed directly be-
low the ion trap. Figure b) shows the ceramic tube together with
the tantalum wire that is used to both heat the oven and to hold
it. The center bore is filled with aluminum or calcium.
surements as can be seen in the inset of Figure b), where fluorescence
of aluminum atoms from a test oven is visible. Figure b) shows the
step response of the temperature of the heating wire after applying
a current step from 0 A to 4.5 A. It could be fitted by a second order
exponential of the form
T(t) = Tend − (Tend − Tstart)× (ae−t/τ1 + (1− a)e−t/τ2). (107)
The time constants are τ1 ≈ 0.61 s and τ2 ≈ 21 s. While the first















































Figure 30: Oven temperature and time constant. Figure a) shows a steady
state I-V curve of one of the ovens in the chamber (blue curve,
right ordinate). From this the resistance of the tantalum wire and
hence its temperature could be extracted (red curve, left ordinate).
Figure b) shows the step response of the atom when a 4.5 A step is
applied (blue dots). The data has been fitted with a second order
exponential approach (red curve) with time constants of 0.61 s
and 21 s. The inset shows fluorescence of a beam of aluminum
atoms emerging from the hot ovens that have been exposed to a
laser at 395 nm.
can be interpreted as the fast heating of the tantalum wire, the sec-
ond reflects the slow heating of the ceramic tube until equilibrium
is reached. To overcome this waiting time, the current in the exper-
iment was typically set slightly too high initially and then reduced
after some tens of seconds.
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7.3 ion trap
Apart from the ovens, the next crucial ingredient of the experiment
is the ion trap itself. The linear Paul trap (cf. Section 3.2) used for the
experiments described here is introduced in the next subsection and
thereafter finite element simulations of the trap are presented.
7.3.1 Design
The trap design was adapted from the four-blade-two-tips design
originally described in [60]. It has hence been used in many ion
trap experiments, including those described in [60, 66, 25, 11, 140].
It is from now on referred to as the "Innsbruck-type" trap design.





Figure 31: Photographs of the ion trap. The Figure shows the titanium blade
and tip electrodes as well as the sapphire disk insulators.
been modified by the author and his colleagues with significant sup-
port and contributions from the PTB scientific instrumentation depart-
ments 5.51, 5.53 and 5.56.
The major changes compared to the original design were the ma-
terials used for the electrodes and the insulators. All metal parts
were made of a titanium alloy (TiAl6V4) and the insulators of mono-
crystalline aluminum oxide α-Al2O3 (sapphire). Titanium was used
because of its small magnetic susceptibility (1.8 × 10−4 volumetric
susceptibility [175]). The former traps of similar type were typically
made of stainless steal which has a larger susceptibility which means
that any susceptibility fluctuations (e.g. thermal) infer magnetic field
changes at the ion’s position, potentially worsening the clock perfor-
mance. The electric and thermal conductivity of the used titanium
alloy is comparable to stainless steel, so that no larger trap heating
was expected (cf. Section 7.3.4). The blades were manufactured by
wire erosion with a relative manufacturing precision of <1µm and a
surface roughness of <0.1µm. The choice of sapphire as the insulat-
ing material is based on both its lower RF loss tangent (< 10−5 at 24
MHz [109]) and higher thermal conductivity (≈ 30W/(m K) [43]) than
those of macor (0.003 and 1.5 W/(m K), respectively) which has been
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used formerly. This means that the insulators will not absorb as much
of the RF power applied to the blade electrodes and therefore heat up
less. Due to the high thermal conductivity, the remaining heat will
be conducted to the vacuum chamber base plate rapidly. This was as-
sumed to be advantageous for clock operation because the ion will be
surrounded by approximately room temperature surfaces, leading to
homogeneous black body radiation. A temperature characterization
of the trap is presented in Section 7.3.4. The geometry of the insula-
tors was chosen to be a disk with bores to facilitate the machining
of the brittle and hard sapphire material. The bores were required to
enlarge the optical access to the trap.
7.3.2 Alignment and x-ray tomography
Symmetrical alignment of the trap blades is key for optimal opera-
tion in an ion clock since major misalignments will displace the RF
quadrupole axis from the dc quadrupole axis, resulting in excess
micromotion (cf. Section 3.3). The alignment was performed with
the help of an alignment tool consisting of a cylindrical polymethyl
methacrylate (PMMA) piece that was stuck into the tip electrodes and
onto which the blades were pressed. Due to machining inaccuracies,
the alignment tool turned out to be slightly too large and the blades
could not be aligned pointing towards the trap center but instead ac-
quired a slight angle. The symmetry of the resulting assembly was
analyzed by x-ray computer tomography of the trap center. Figure 32
shows a 3-d picture of this scan as well as a cut perpendicular to
the trap axis in the trap center. The angle by which the blades were
tilted lies within 2.1◦-2.5◦ for the single blades, resulting in an effec-
tive trap center-electrode distance of 0.87 mm. This is slightly larger
than the designed distance of 0.8 mm and therefore higher RF volt-
ages are required to achieve the same trap frequencies. To estimate
the exact influence of the geometry on the trap performance, finite
element method (FEM) simulations of the trap were necessary.
7.3.3 FEM simulations
In any ion trap, the quadrupole approximation φ(x,y, z) ≈ αx2 +
βy2+γz2 can only hold in the trap center and must fail near the elec-
trodes, unless they have hyperbolic shapes. Hence, it is not possible
to give an analytic expression for the exact potential φ(x,y, z) in an
ion trap such as the one presented here. The potential is therefore
evaluated by numerical finite element simulations with proprietary
software10. In the model, the tilt of the blades was taken into account
and the results are given in the next sections. Simulations have been
performed both for the traditional electrode wiring where one blade
10 COMSOL multiphysics




Figure 32: Computer tomography of the ion trap. Figure a) shows the 3D
model that has been constructed from the computer-tomography
data. Figure b) shows a cut perpendicular to the trap axis. The tilt
of roughly 2.3◦ of the blades is visible. The four round electrodes
are the micromotion compensation (MM-Comp.) electrodes.
pair is grounded as well as for the symmetric electrode wiring, where
both electrode pairs are supplied with an RF-voltage.
The traditional wiring is used in all the previous ion traps of the
"Innsbruck-type". It has the advantage of requiring only one feed-
through for the RF voltage and it allows the use of a helical resonator
with only one voltage output. However, due to the asymmetry be-
tween the blade pairs, field lines from the RF blades not only go to
the ground blades, but also to the tip electrodes, creating an axial RF
field. The symmetric wiring has the advantage of eliminating these
RF electric field gradients along the axis. Figure 33 shows the circuit
diagrams for the two cases. The tip electrodes are always connected
a) b)
Figure 33: Comparison of trap wiring schemes. Figure a) shows the tradi-
tional way of wiring the ion trap where one of the blade pairs is
wired directly to ground. Figure b) shows the symmetric wiring
where the ground connection is made in the center of the heli-
cal resonator coil such that the two electrode pairs always have
inverted voltages.
directly to a DC voltage supply through a low pass filter. This filter
effectively grounds the tip voltages for the RF frequency. On the other
hand, at DC the blade electrodes can be assumed to be grounded be-
cause of the vanishing impedance of the coil. The consequence for the
FEM simulations is that the RF and DC potentials can be simulated in-
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dependently. The nonrelevant electrodes are in both cases simulated
to be on ground.
7.3.3.1 DC potential
The DC potential was simulated by assuming a voltage of 100 V to
be applied to the tip electrodes and the four blade electrodes to be
at 0 V. Figure 34 shows the result of this simulation. It can be seen
that the blade electrodes shield the DC field, resulting in a strongly in-
harmonic axial potential. The potential curvature at the trap center is
indicated by the dashed line in Figure 34 b) and significantly smaller
than what might have been expected for a harmonic potential. In
other words, due to the blade electrode shielding, the DC potential
effective distance d from Equation 11 is 4 times larger than the ion
electrode distance (10 mm vs. 2.5 mm). The field gradients along the
trap axis and the radial direction towards the blade pairs are summa-
rized in Table 2.
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Figure 34: Simulation of the DC potential. The plot in a) shows the spatial
dependence of the electric potential for a tip voltage of 100 V. The
resulting potential is anharmonic and relatively flat at the trap
center. This is highlighted in b), where the potential along the axis
is plotted (blue line). The dashed, red line is a fit of a harmonic
potential, only considering the central 60µm along the axis. It
represents the approximative static quadrupole potential seen by
an ion in the trap center.
7.3.3.2 RF potential
The RF potential simulations have been performed for both the tradi-
tional as well as for the symmetric wiring. For the former, the tips
and one of the blade pairs were grounded and a voltage of 100 V was
applied to the other blade pair. For the latter, the tips were assumed
to be on ground and the blade pairs on +50V and −50V, respectively.
Figure 35 shows the results of these simulations. For the traditional
drive, a nonzero potential gradient along the trap axis results in axial
RF fields. These lead to excess micromotion for ions not located at
exactly the trap center. The magnitude of this effect is investigated
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in the next section. For symmetric wiring, the trap axis is a perfect
symmetry axis with vanishing potential and field.
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Figure 35: Simulation of the RF potential. The plot shows the spatial depen-
dence of the electric potential for both the traditional (asymmet-
ric) drive and for the symmetric drive. The left column represents
the x− z plane (cutting through the blade pairs) and the right col-
umn the y − z plane. In the traditional drive, the RF potential
along the trap axis is nonzero, meaning the trap is not perfectly
linear.
7.3.3.3 Electric field gradients
To estimate the DC and RF voltages required to achieve the desired
trap frequencies of 1 MHz and 3 MHz, the simulation data has been
evaluated to obtain the gradients for the electric field along the x, y
and z directions. These can be seen in Table 2. With Equations 5, 8 and
9, the a and q parameters and with Equation 13 the trap frequencies
can be evaluated. To achieve 1 MHz and 3 MHz trap frequencies for
a single 40Ca+-ion, an axial voltage of 521 V and a radial voltage
of 1.50 kV are required. The experimentally determined tip voltage
for 1 MHz axial trap frequency was 582 V, confirming the simulations
with a discrepancy of roughly 10 %.
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in 105 (V/m2) Trad. Sym. Exp. Tip
dEx/dx 5.8 5.7 5.7 −0.079
dEy/dy −5.7 -5.7 −5.7 −0.079
dEz/dz −0.096 0 −0.0018 0.16
Table 2: Simulated electric field gradients. The first three columns give the
electric field derivatives along the three principal axes of the trap for
an applied voltage of 1 V between the two blade pairs. The ground
potential tap was hereby assumed to be either directly at one blade
pair (traditional, column 1), exactly symmetric between the blade
pairs (symmetric, column 2) or slightly off the symmetry point (the
experimental situation, column 3). The fourth column gives the data
for applying a voltage of 1 V at the tip electrodes.
7.3.3.4 Axial excess micromotion estimation
The excess micromotion due to the axial RF field in the traditional
drive was estimated by assuming an Al+/Ca+ crystal in a trap with
single Ca+ trap frequencies of 1 MHz and 3 MHz. Furthermore, it
was assumed that the Al+ ion is kept at the trap center where mi-
cromotion is compensated but it will occasionally swap its position
with the Ca+ ion. Equation 29 was used to obtain the ion distance
from the trap center and with Equation 25 the kinetic energy and
therefore the second order Doppler shift could be evaluated. For the
asymmetric drive, this amounts to a shift of 8× 10−17, too large for
reliable clock operation in the 10−18 regime. Therefore, we imple-
mented the symmetric drive, where only a small asymmetry of 1.04
between the absolute blade voltages remains (cf. Section 7.4). For this
case, the simulations indicate an expected axial excess micromotion
induced second order Doppler shift of 3× 10−20. This means that the
ion swapping could be tolerated and would not affect the clock per-
formance in a measurable way. It must be noted here, that the trap
simulations also showed significant axial RF-fields along the trap axis,
if the alignment of the blade electrodes relative to each other was
not perfect. For example, mrad tilts of the blade electrodes relative
to the trap symmetry axis can already suffice to shift the axial mi-
cromotion compensation point almost all the way to a tip electrode.
For the traditional drive, the strong axial potential curvature helped
to mitigate this shift, but for the symmetric drive other means might
have to be used as e.g. slightly worsening the symmetry or feeding
small RF voltages to the tip electrodes as compensation fields. A thor-
ough quantitative analysis of the micromotion must be performed,
to evaluate the necessity of such measures for optimal optical clock
performance.
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7.3.4 Thermal characterization of the ion trap
Optical clocks suffer from frequency shifts of the clock transition due
to AC Stark shifts induced by the thermal blackbody radiation at the
position of the ion as mentioned in Section 2.2.1. The precise determi-
nation of this shift requires an accurate knowledge of the temperature
environment of the ion. The major heat source in the ions vicinity is
the ion trap itself, heating up due to absorption of the RF power run-
ning through the electrodes. To investigate this effect, the trap was
imaged via a thermographic camera11 for different applied RF pow-
ers. The temperature was measured across a roughly 10× 4mm2 area
on one of the sapphire disks. The measurement was calibrated by in-
creasing the room temperature from 24.7 ◦C to 28.3 ◦C and observing
the temperature change of the non-driven ion trap. The results of this
measurement are presented in Figure 36 together with the thermal
images for various trap drive powers. A close investigation of these
images shows that the radiation received from the sapphire disks is
masked by a reflection of the connectors between the copper RF leads
and the blade electrodes. Neither the disks themselves nor the blades
seem to emit a significant amount of radiation that would allow a de-
termination of a substantial deviation from room temperature. This
is promising on the one hand, since it means that they are probably
even colder than what is shown in Figure 36, but on the other hand
might require a better measurement of the actual temperature of the
hot spots at the connectors. In any way, the measurements indicate
a mean trap temperature of below 30 ◦C, allowing to put a conserva-
tive range of the temperature seen by the ion as 20 ◦C - 30 ◦C, already
providing an uncertainty in the blackbody shift of the clock transition
of 1× 10−18 when evaluated with the measured sensitivity [146]. The
uncertainty in this sensitivity itself is currently much larger so that no
limitation due to the trap heating is to be expected in the near future.
7.4 trap voltage supply
a helical resonator is used [96, 161] to supply the trap with suffi-
ciently high voltages. In a simplified picture, the helical resonator
provides an inductance L and together with the capacitance of the
trap C and the RF losses R they form a series RLC-circuit. The reso-
nance frequency ωr and the quality factor (Q-factor) of such a circuit











The design criteria for a high Q (i.e. high voltage on resonance) cir-
cuit are therefore a helical resonator with very small self capacitance
11 DIAS S15008
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Figure 36: Temperature characterization of the ion trap. The abscissa shows
the applied RF power and the ordinate the measured and cali-
brated temperature of the rear sapphire disk. The error bars are
mostly due to uncertainties of the PT1000 resistors used to cali-
brate the absolute temperature and should hence be largely cor-
related between the data points.
and resistance and high inductance. Hence, the resonator was built
as large as possible under the given space constraints. Typical helical
resonators used in ion trap experiments provide one output voltage
[161, 66, 133]. But to reduce micromotion, a resonator was needed
that would provide two output voltages, both positive and negative
to the different electrode pairs (see Section 7.3.3.4). This was achieved
by applying the ground connection not to one end of the coil, but to
the center instead. A CAD-drawing of the helical resonator used in
this experiment is shown in Figure 37.
To evaluate the performance of the resonator, the quality factor was
measured with a test trap. Figure 38 shows the result of this measure-
ment and indicates a quality factor of approximately 230. This suffices
to generate roughly 1 kV peak to peak voltages at the trap electrodes
for 5 W of RF power coupled into the circuit (cf. Section 9.2.3).
For an estimation of the micromotion suppression due to the sym-
metric drive, the degree of symmetry between the two outputs was
measured. Two capacitive voltage dividers were built to pick up the
signal from the two outputs. To eliminate biases due to differences
in the two dividers, a second measurement was performed where
the dividers were swapped. The results are shown in Figure 39. The
geometric mean of the amplitude measurements and the arithmetic
mean of the phases give a resulting amplitude ratio between the two
outputs of 1.04± 0.01 and a phase difference of 181◦ ± 0.1◦. This re-
sults in a suppression of axial micromotion in the trap by a factor of
7.5 the laser system 79
Figure 37: CAD drawing of the helical resonator. The copper shield and the
front lid were made transparent. The tube has an outer diameter
of 120 mm and a length of 154 mm. The coil has a diameter of 60
mm and a length of 91 mm. On the left the silver wire incoupling
coil is visible.
more than 200 compared to the asymmetric drive (cf. Section 7.3.3). It
must be stressed here that the occurring phase difference is between
the two blade pairs and does not infer uncompensatable micromotion
as a phase difference between the two electrodes of the same blade
pair would [13].
7.5 the laser system
Another major component of the experiment is the laser system. Lasers
are needed for the photoionization of calcium and aluminum atoms
and for the interaction with the trapped ions. In the following, the
calcium lasers will be introduced. The aluminum lasers were still in
preparation at the time of writing this thesis. The major design goal of
the laser system was to make it robust and easily maintainable. This
was achieved by using only commercial diode lasers as laser sources
and by keeping the free space optical path lengths short, typically far
less than 1 m. The major part of the optical path for all the lasers in
the setup is through single mode optical fibers. They also divide the
setup into small groups of optical elements, assembled on individual
breadboards. A total of four breadboards (sized 60 cm × 90 cm) are
used for the complete calcium laser system. Compared to a setup on
bulk optical tables, this will greatly simplify the transport of a future
transportable clock. In the next sections, the different lasers of the cal-
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Figure 38: Quality factor of the loaded helical resonator. The measurement
was performed with a trap that had the same dimensions as the
one used in the experiment. An antenna was placed sufficiently
far away to not couple too strongly to the circuit but still pick up
the radiated power as a function of input frequency.
cium system will be introduced, concluding with a summary of the
optical layout around the vacuum chamber and ion trap.
7.5.1 Calcium ionization lasers
Single calcium ions are loaded into the trap by photoionizing neu-
tral calcium atoms from the evaporation ovens (Section 7.2). For this,
a two-step ionization precess is used. First, the 40Ca-atoms are ex-
cited from the 1S0 ground state into the excited 1P1 state via a laser
at 422.8 nm. Then, a laser at 375 nm is used to excite the atoms just
above the photoionization threshold. This is depicted in Figure 40
and has been described in detail before [184]. The 375 nm laser used
here is a bare laser diode12 that is placed into a commercial temper-
ature controlled laser diode mount13. No active or passive frequency
stabilization is performed since no narrow linewidth is required for
the second ionization step.
The 423 nm laser system is shown in Figure 41. A commercial exter-
nal cavity stabilized diode laser (ECDL) system at 845 nm is used14. Its
wavelength is monitored by a wavemeter15 and sent to the so called
optics breadboard via a single mode polarization maintaining fiber
(SM-PM). There, it is frequency-doubled in a resonant doubling cavity
12 Nichia NDU1113E
13 Thorlabs LDM21
14 Toptica DL pro
15 High Finesse WS/7
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Figure 39: Symmetry of the helical resonator. The amplitude ratio and phase
difference of the two helical resonator outputs was measured
with capacitive voltage dividers. To eliminate the error due to
differences of the two dividers, two measurements were taken
with swapped dividers as shown in a) and b). c): The geometric
mean of the amplitude measurements and the arithmetic mean
of the phase differences results in an amplitude ratio of 1.04 and



















Figure 40: Reduced 40Ca level scheme. The levels used in the photoion-
ization process are shown. Atoms are first excited into the 1P1
state before a second photon brings them above photoionization
threshold. Figure adopted from [184].
that is described in detail in [184] and produces up to 30 mW (typi-
cal 15 mW) of light at 423 nm. This is coupled into a photonic crystal
fiber (PCF, cf. Section 7.5.5.1) together with light from other lasers
and delivered to the vacuum chamber. Several mW of power can be
sent onto the trap center. Both ionization lasers can be blocked via
electronically driven mechanical shutters to stop the loading of ions.
7.5.2 Calcium repump lasers
Two repump lasers at 866 nm and 854 nm are required for the depop-
ulation of the D3/2 and D5/2 states in 40Ca+ ions (cf. level scheme
Figure 10). Additionally, the 854 nm laser acts as the quenching laser
in sideband cooling (Sections 5.3.1 & 9.4.2) and the 866 nm laser is

















Figure 41: 423 nm laser system. An external cavity stabilized diode laser
(ECDL) is frequency doubled in a resonant doubling cavity. Some
components in the Figure are from [57].
similar setup that is shown in Figure 42. The lasers are housed on the
same breadboard as the 845 nm ionization laser. A fraction of the light
from both sources is sent to the wavemeter, and additionally the lasers
are combined and sent to the frequency comb for active frequency
locking (see Section 8.2). Both lasers are individually transferred to
the optics breadboard where each wavelength passes through a dou-
ble pass acousto optical modulator (AOM) setup 16. These are used for
switching the beams and for frequency tuning. The lasers are com-
bined into the same PCF, together with the 423 nm laser and one part
of the 397 nm laser. From both beams, up to several mW of power




























Figure 42: Repump laser system. Two ECDLs at 854 nm and 866 nm, respec-
tively are used. Some components in the Figure are from [57].
7.5.3 Calcium doppler cooling and detection laser
A laser at 397 nm is required to drive the broad 2S1/2 → 2P1/2 tran-
sition for Doppler cooling and fluorescence detection. This light is
produced in a commercial frequency doubled diode laser system17.
It consists of an ECDL emitting light at 794 nm that is sent through a
16 Brimrose TEF-200-50-854/866
17 Toptica TA-SHG pro
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tapered amplifier (TA) to produce up to 1.26 W of laser power. This is
seeded into a resonant doubling cavity equipped with an LBO-crystal.
Up to 167 mW of power at 397 nm are achieved at the output. Two
beam pickups at 794 nm are placed before the cavity to send small
amounts of light to the wavemeter and the frequency comb. The out-
put at 397 nm is frequency shifted via a double pass AOM setup18 and
coupled into a SM-PM fiber for light transfer to the optics breadboard.
There, the light is split into two paths that later deliver the σ and π
polarized 397 nm beams to the ion (cf. Figure 45). They are individu-
ally sent through single pass AOMs19 for separate switching. Both are
then coupled into SM-PM fibers and sent to the chamber and typically
have up to 1 mW of power that reaches the ion.
The zeroth order of the double pass AOM is not blocked but also
coupled into a fiber and then overlapped on the optics breadboard
with the repump beams and the 423 beam to be coupled into the
PCF. It is used as a far detuned Doppler cooling beam to aid initial
loading and recooling. It can be blocked with an electronically driven











































Figure 43: Cooling/Detection laser system at 397 nm. A commercial fre-
quency doubled ECDL laser is split into two main legs called the
σ and π beams. Both can be frequency tuned together with the
double pass AOM and switched individually via single pass AOMs.
A third leg is the zeroth order of the double pass AOM that makes
a roughly 200 MHz red detuned beam, called the helper (397h)
beam because it aids recooling and loading. Some components in




7.5.4 Calcium sideband cooling and logic laser
The narrow 2S1/2 → 2D5/2 transition is driven with a laser at 729 nm.
This is generated by a commercial amplified diode laser system that
incorporates both an ECDL and a TA20. Beam pickoffs for the waveme-
ter and frequency comb are installed and the laser can be frequency
shifted and switched via a double pass AOM 21. The light is delivered
to the chamber by an SM-PM fiber and typically 25 mW can be sent
to the ion. The light can also be sent to a commercial Fabry Perot in-
terferometer 22 to analyze the laser frequency noise (see Section 8.2).














Figure 44: Calcium logic laser system at 729 nm. An amplified ECDL laser is
frequency shifted via a double pass AOM and sent to the cham-
ber. Alternatively, a Fabry Perot interferometer has been set up to
measure the frequency noise of the laser. SA: spectrum analyzer,
PD: photo detector. Some components in the Figure are from [57].
7.5.5 Vacuum chamber breadboard
A small amount of optical components is needed just in front of the
ion to steer the pointing, focus the laser beams and control their po-
larization. These are placed on a breadboard directly beneath the vac-
uum chamber which is schematically shown in Figure 45. Every beam
is delivered to this breadboard via a polarization maintaining fiber.
After leaving the fiber, the beams are first collimated23 and then po-
larization adjusted via retardation waveplates. Lenses with 150 mm
focal length are used to focus the beams onto the ion. High polar-
ization purity in the 397 beams is required for good optical pumping
and efficient EIT-cooling and is assured by the use of α-BBO Glan laser
polarizers24. Calcite Glan laser polarizers were tried before but they
had too high optical losses and cemented polarization beam splitters
strongly degraded with time. The 729 nm beam can be sent onto the
20 Toptica TA100 with extended cavity
21 Brimrose TEF-280-100-729
22 Toptica FPI100
23 by Schäfter + Kirchhoff 60FC fiber collimators
24 Thorlabs GLB10-405
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ion from three different directions to enable micromotion compensa-
tion (cf. Section 9.3). Switching between the directions is performed
by replugging fiber connectors. Not shown in the figure are the pick-
ups and photodiodes for the intensity stabilization of the 397σ, 397π
and 866 beams. Four beams at wavelengths from 397 nm to 866 nm ar-
rive at the chamber via the same PCF and are focused with the same
lens. Out of those only the 866 nm beam is polarization controlled via
a λ/2 waveplate, accepting arbitrary polarization on the other beams.
Achromatic influences of the fiber, the collimator and the lens onto


































Figure 45: Optical access to ion trap. Figure a) shows a top view and Fig-
ure b) a side view onto the vacuum chamber. Only the calcium
lasers are shown. The 729 nm beam can be inserted either via
ports 729-1, 792-2 or 792-3 by replugging fiber connectors. Some
components in the Figure are from [57].
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7.5.5.1 The multi wavelength fiber delivery setup
Including the Al+ lasers, there are lasers at nine different wavelengths
needed at the trap center to operate the quantum logic clock. This
makes optical access to the ion a scarce resource and simultaneous
use of the same optical path by multiple beams helps to make the
most of it. Therefore, all necessary lasers for ionization, Doppler cool-
ing and fluorescence detection are sent along the same path, through
0.5 mm holes in the tip electrodes. This not only saves optical access
but also simplifies initial ion trapping, maintenance and troubleshoot-
ing because the beams are guaranteed to pass the trap center. This is
achieved by sending in the 866 nm, 854 nm repumpers as well as the
397 nm cooling laser and the 423 nm photoionization laser via the
same fiber. Overlapping of the beams with dichroic mirrors and po-
larization beam splitters (cf. previous Sections) is done on an optical
breadboard where the required space is more easily available com-
pared to a setup in front of the chamber.
The requirements for the PCF were to have high transmission effi-
ciencies for the wavelengths between 397 nm and 866 nm and at the
same time be single mode and polarization maintaining. These can-
not be fulfilled with established solid-glass (step index) fibers because
fibers with a single-mode-cut-off below 397 nm have very low trans-
mission efficiencies at 866 nm due to high bend losses [86]. Photonic
crystal fibers (also holey fibers), however have been produced that are
endlessly single mode, i.e. do not posses a defined cut-off wavelength
and show good transmission efficiencies across wide ranges of wave-
lengths (cf. first demonstration [15] and review [150]). With the fiber
used in our experiments25 we achieve transmission efficiencies along
a 2 m fiber between 32% and 52% for the different wavelengths. While
the incoupling beam shaping is implemented prior to overlapping for
each beam individually, the outgoing beam shaping optics are shared
for the different beams. Numerical OSLO simulations have been per-
formed to test combinations of fiber output collimators and focusing
lenses with the design goal to achieve 397 nm and 866 nm beam radii
at the ions position that are smaller than 100µm. Simulation and mea-
surement results of the chosen combination are shown in Figure 46.
The small beam radii allow the use of small laser intensities, limit-
ing stray light for detection and cutting requirements on the output
power of the commercial laser modules.
7.6 imaging optics
The fluorescence signal of the Ca+ ion at 397 nm is detected via imag-
ing onto either a photo-multiplier-tube (PMT)26 or an electron mul-
25 NKT LMA-PM-05
26 Hamamatsu H10682
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Figure 46: Simulations and measurements of the beam radius for 397 nm
and 866 nm light emerging from the PCF. The dots show the mea-
sured beam radius data for the 397 nm (blue) and 866 nm (red)
light. The solid lines are fits to this data, assuming Gaussian beam
propagation. The dashed lines are simulated using the measured
mode field diameters of the PCF and the specified lens properties.
tiplying charged coupled device (EMCCD) camera27. The imaging is
done via a multi lens objective that was designed by the Innsbruck
ion trapping group in cooperation with an industry partner28 and
has been described before [11]. The imaging has a magnification of
∼17 and the required optical path of ∼1.1 m was folded repeatedly
to fit it into a compact box just above the chamber. The measured
overall detection efficiency of the imaging is 0.44 % as presented in
Section 9.1.1.
7.7 experiment control system
For the experiments conducted within this thesis, a rapid and syn-
chronized switching of the AOMs described in Section 7.5 is required.
This is achieved by the implementation of a field programmable gate
array (FPGA)-based pulse sequencer that facilitates a commercial FPGA29
driven at 100 MHz clock frequency. It was originally designed by Paul
Pham [127] and later extended with an interface for direct digital syn-
thesis (DDS) chips by Philipp Schindler [157]. These DDS chips30 are
clocked with 800 MHz and provide frequency signals around 200 MHz
for the AOMs. The experimental control is equipped with a total of 16
DDS of which 7 were needed for the experiments described within
this thesis. Additionally, 32 TTL output ports are supplied by the
pulse programmer to switch RF-switches, trigger the PMT gate or the
intensity stabilizations. Typical DDS switching times are below 150 ns
[66]. The communication between the FPGA and the main computer of
the experiment is handled by an open source Python program [162].
27 Andor iXon 885
28 Silloptics, Germany
29 altera Cyclone I
30 Analog Devices AD9910
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The user interface is a Labview program originally developed by the
Innsbruck group, extended by the author with hardware support for
the high voltage tip electrode supply31 and the low noise magnetic
field coils current supplies32.
31 ISEG EHS 8240x
32 TTi QL355TP
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F R E Q U E N C Y C O M B A N D L A S E R L O C K S
Every optical atomic clock nowadays is operated or validated by the
use of a frequency comb. The frequency comb, together with count-
ing electronics, establishes the clockwork necessary to measure time
(cf. Chapter 2). For reviews of frequency combs in metrology, the
reader is referred to [63, 64, 171]. In essence, frequency combs are
mode locked lasers where the microwave repetition rate frep and mi-
crowave carrier envelope offset frequency fCEO are phase locked or
monitored such that the frequency of the n-th comb tooth of the laser
can be expressed in terms of these frequencies as fn = nfrep + fCEO
(see Figure 47). A laser’s frequency fL that falls within the comb spec-
trum can then be measured by a heterodyne beat with the comb and
expressed as
fL = nfrep + fCEO ± fbeat, (109)
where the sign depends on whether the laser has a larger or smaller
frequency than the nearest comb tooth. Since all the frequencies on
the right hand side of this equation are in the microwave regime, they
can be counted with established electronic counters.
Figure 47: Output spectrum of a frequency comb. Every comb tooth can be
expressed as a multiple of the repetition rate frequency added to
the carrier envelope offset frequency. The beat of a cw laser with
the nearest comb tooth will result in a frequency that is countable
by established electronics.
The frequency comb can, however, not only be used to measure
laser frequencies but also to stabilize them by applying the beat sig-
nal fbeat as the input to a control loop. This way, the frequency sta-
bility of either a microwave reference or an optical reference can be
transferred to another laser. In the experiments described here, most
of the diode lasers introduced in Chapter 7 were frequency stabilized
by this technique. In the next section, the specific frequency comb
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used within this thesis’ work will be introduced and afterwards de-
tails of the frequency stabilization will be given. A universal lock
scheme is presented with which three diode lasers are locked to the
same reference frequency. This creates a set of mutual phase coherent
lasers that can be used for quantum interferometric experiments. One
example where this phase coherence was exploited is the double-EIT
cooling with lasers at wavelengths spreading more than one octave
(see Section 9.5).
8.1 the frequency comb
The frequency comb in the experiments described here is an Erbium
doped fiber frequency comb [154, 167, 174, 87]. It facilitates a fiber
gain medium combined with a free space resonator including disper-
sion compensation, cavity length adjustment and outcoupling (see
Figure 48). A commercial product1 was chosen which produces a
∼35 nm (77 nm) broad output spectrum at 3 dB (10 dB) suppression
from maximal intensity, centered around 1.55µm. Erbium doped fiber
amplifiers (EDFA) [102], highly nonlinear fibers (HNLF) [116, 117] and
single pass free space frequency doublers are used to amplify, fre-
quency shift and broaden this output. This way, an octave spanning
spectrum for the f-2f interferometer [80, 69] as well as output ports at
729 nm, 794 nm, 842-866 nm and 1070 nm are realized. The latter are
used to generate microwave beat signals with all relevant Ca+ and
Al+ lasers for monitoring or stabilization.
8.2 phase stability transfer via the frequency comb
Sideband cooling and quantum logic operations on Ca+ ions require
a narrow laser at 729 nm. Both absolute frequency stability as well
as low phase noise are required. Absolute frequency drifts must stay
below approximately 10 kHz, being the minimal bandwidth of the
Fourier broadened laser pulses. The phase noise should be below
10
−5 rad2/Hz at all Fourier frequencies to enable quantum gates with
> 90% fidelities. For this purpose, lasers are typically actively fre-
quency stabilized to highly stable cavities based on ULE glass (see e.g.
[25]). These setups generally require high levels of maintenance and
in most cases lack portability. One supremely stable cavity for the
Al+ clock laser is inevitably required in the final setup and has been
designed and set up by Sana Amairi [5, 6]. Via the frequency comb,
this stability will be transferred to all the other lasers that have to be
stabilized, avoiding the need for any additional cavities.
In a first evaluation of this transfer stabilization, the 729 nm laser
has been locked to an ultra stable laser at 1542 nm that was provided
by a neighboring laboratory (reference laser 1 in [82]). It is based on a
1 MenloSystems FC1500



































Figure 48: Schematics of the frequency comb. The femtosecond laser is made
of an erbium doped fiber gain medium together with free space
optics. The output of the laser is frequency shifted and spectrally
broadened with highly nonlinear fibers (HNLF) to create the f-
2f interferometer and output ports at different spectral regions.
WP: waveplate, EOM: electro optical modulator, PBS: polariza-
tion beam splitter, QWP: quarter wave plate, PD: photo detector,
WDM: wavelength division multiplexing.
commercial continuous wave (CW) fiber laser2 that is stabilized with
a bandwidth of ∼30 kHz to an ULE cavity. It is almost permanently
used for the characterization of cross-country fiber links [130, 45] and
is therefore continuously available. It is amplified via an EDFA and
sent to the comb via a 250 m long single mode fiber. The fiber length
is stabilized with a scheme similar to the one described in [59] and the
measured remaining fiber link noise is orders of magnitude smaller
than the expected reference laser noise so that it does not limit the
performance of the laser lock.
The frequency stability transfer works by controlling the phase
of the beat between the 729 nm laser and a nearby combtooth. If
this comb tooth has the noise properties of the reference laser, the
phase transfer is complete. This can be achieved in two different ways.
First, the offset and repetition rate frequencies of the comb can be ac-
tively phase locked to the reference, making the comb teeth stable in
the optical regime. Second, via a feed forward scheme, the noise of
frep and fCEO can be measured and subtracted from the beat signal
[163, 62, 118], creating a virtual stable beat electronically. In practice, of-
ten a combination is used, locking the repetition rate and subtracting
the offset frequency [189, 105]. Both techniques reduce the comb noise
only in a certain bandwidth which makes it necessary to study the
2 Koheras Adjustik E15
92 frequency comb and laser locks
remaining noise of the comb in detail to develop an optimal laser lock-
ing strategy. Especially for Fourier noise frequencies between 10 kHz
and 1 MHz this turns out to be quite delicate because the locked fiber
comb can have higher phase noise than the diode laser so that too
tight locking in fact decreases the stability of the laser.
8.2.1 The noise contributions in fiber frequency combs
The noise in fiber frequency combs arises from different sources, in-
cluding environmental acoustic and thermal noise, electronic noise
and pump laser noise. These noise contributions can to some extent
be suppressed by careful engineering. However, there are also funda-
mental noise processes such as photon shot noise on the beat photo
detectors and quantum noise due to amplified spontaneous emission
(ASE) inside the laser cavity [172, 115]. The latter limit is large in fiber
frequency combs due to the high effective cavity loss and high intra-
cavity gain leading to large amplification of the spontaneous emis-
sion. ASE is often the largest noise contribution in the 104-106Hz
Fourier frequency regime. Up to some bandwidth, the noise can be
suppressed by locking as described below.
8.2.2 Locking of the repetition rate and offset frequency
An independent locking of frep and fCEO is best achieved if indepen-
dent actuators for offset frequency and repetition rate are present. It
can be shown that parameters changing only the cavity length but not
the intracavity dispersion will mainly affect the repetition rate while
parameters changing the dispersion only but not the carrier phase
will mainly affect the offset frequency. This can also be explained in
the fixed-point or elastic tape model [12] where every actuator is at-
tributed a fixed point in frequency at which a (virtual) comb tooth
does not move if the actuator is varied. For our comb, these fix points
are at 0.78 THz (11µm) for the modulation of the cavity length via
the intracavity piezo, at 21 THz for the modulation of the intracavity
EOM, and at 27 THz for the modulation of the pump laser diode cur-
rent. This means that modifying the piezo voltage effectively changes
almost exclusively the repetition rate, whereas the pump or EOM mod-
ulation affects both, the repetition rate and the offset frequency. There-
fore, the offset stabilization is performed by actuation on the pump
current with a low bandwidth and the repetition rate is locked with
high bandwidth via the piezo. For locking at high Fourier frequen-
cies (several tens of kHz), the repetition rate lock is supported by the
intracavity EOM.
In our laser locking scheme (see Section 8.2.3), we electronically
subtract the offset frequency from the beat frequency, so that only
a low bandwidth lock of fCEO is required to keep it from drifting.
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This lock is established by a digital phase frequency comparator refer-
enced to a 10 MHz microwave signal that is generated by a hydrogen
maser which can be referenced to the primary Cs clocks at PTB.
The repetition rate lock is implemented by subtracting fCEO from
the beat with the 1542 nm reference and mixing it to DC with a 60 MHz
signal from a maser-referenced DDS chip. This mixed signal is fed into
a PID controller as the phase error signal and the output of the PID is
applied to the intracavity piezo (slow part, bandwidth 6 1 kHz) and
to the intracavity EOM (fast part, bandwidth 6 600 kHz). With this
technique we achieved beats with more than 87% of the power in
a 10 Hz band around the carrier after subtraction of fCEO (see Fig-
ure 49). This is in good agreement with the performance of another
group with a very similar setup [189]. The bandwidth of the lock is
limited to 6 600 kHz due to resonances in the EOM and loop delays.

























Figure 49: Lock of the repetition rate. The comb beat with the reference laser
after subtracting fCEO and locking the repetition rate is shown
(the monitor path in Figure 51). More than 87% of the power is in
a 10 Hz band around the carrier.
Figure 50 shows the locked phase noise of the comb-line at 729 nm
after subtraction of fCEO, as well as the free running phase noise of
the 729 nm ECDL. The former has been measured via the fCEO sub-
tracted beat with the 1550 laser (the monitor in Figure 51) and scaled
by a factor (1542/729)2 to account for the larger comb tooth number
at 729 nm. The latter has been measured with a commercial Fabry-
Perot cavity3 that has been modified to have an Airy function full
width at half maximum (FWHM) linewidth of 17.1 MHz by intention-
ally inserting a screw into the cavity to increase the round-trip-losses.
The cavity has been locked to the laser with a low frequency lock
(∼500 Hz bandwidth). The cavity length was shifted by a piezo to
which the incoupling mirror was attached and the laser was kept at
one of the half power points. Intensity fluctuations on the transmit-
3 Toptica FPI100
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ted signal were monitored with a spectrum analyzer and could be
translated into frequency fluctuations with the measured Airy func-
tion slope. One important result of Figure 50 is that the locked comb
is only more quiet than the free running diode laser up to Fourier
frequencies of ∼200 kHz and even at 20 kHz the comb noise is only
one order of magnitude smaller than the laser noise. Therefore noise
suppression by locking to this comb is only possible up to 200 kHz. It
turns out that even this is problematic because any control loop with
significant gain at 200 kHz will still have non negligible gain up to
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Figure 50: Phase noise of the frequency comb and 729 nm laser. The phase
noise for the comb are plotted for the locked beat (red) and the
transfer beat (green) that should at low Fourier frequencies be
limited by the specified noise of the reference laser (blue, dashed).
The 729 nm laser noise is given for the free running laser (blue)
and locked laser (yellow). The orange curve is the calculated ex-
pected noise of the locked 729 nm laser, taking into account the
lock transfer function as well as the free running and transfer beat
noise.
8.2.3 Transfer lock scheme
To overcome these limitations, we implemented a high bandwidth
version of the transfer scheme described in [163]. Here, not only the
offset frequency is fed forward but also the repetition rate. The two
beats at 729 nm and 1542 nm experience different amounts of repeti-
tion rate noise. According to the beat formulas
fbeat,729 = n729frep + fCEO − f729 (110)
fbeat,1542 = n1542frep + fCEO − f1542, (111)
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the repetition rate measurement at 1542 nm first has to be multiplied
by n729/n1542 = 1644158/777597 ≈ 2.1144088776 before it can be
subtracted from the 729 nm beat. This was achieved by clocking a
DDS chip with the repetition rate measurement fclock = fbeat,1542 −
fCEO and programming it to create 0.11 times the clock input fout =
0.11fclock. A typically undesired but here exploited feature of DDS is
that due to the digital nature they create aliased frequencies fa at
fa = (p± 0.11)× fclock, p ∈N, (112)
so that one of these aliased frequencies occurs at 2.11fclock. With this
feed forward, the effective comb noise could be reduced significantly
as given by the green curve in Figure 50. Below 80 kHz, the expected
effective comb noise is even lower than the specified noise of the refer-
ence laser, therefore making the reference the limiting noise source at
those Fourier frequencies. However, due to a signal delay of roughly
200 ns between the 729 nm beat signal and the multiplied 1542 nm
beat, the transfer scheme only reduces the comb noise up to ∼700 kHz.
Figure 51 shows the setup of this transfer lock, including most rele-
vant electronic components. The mentioned delay is mostly due to RF
filters that had to be placed at almost every mixer, analog doubler and
DDS input and output port. Much care has been taken to minimize the
delay as far as possible and further reduction would probably require
custom designed RF filters. The use of tracking oscillators to make the
electronic beat signals stable in output intensity and filter amplitude
modulation was tried but in the end rejected because of the limited
bandwidth of the phase locked loop (PLL) inside.
The 729 nm feedback loop is closed by mixing the transfer beat with
a DDS reference to DC frequencies and applying this signal as the in-
put into a commercial fast PID4. The fast branch of the PID modulates
the laser diode current and the slow branch feeds back to the piezo
that rotates the laser’s external cavity grating. The performance of
the locked laser has been measured and is given in Figure 50 by the
yellow curve. It fits very well to a model that assumes the measured
free running laser noise and transfer beat noise and a simple inte-
grator transfer function for the loop. The unity gain of this transfer
function was at 80 kHz, meaning laser noise is suppressed to roughly
this frequency. Any higher bandwidth results in a large increase of
laser noise around 1 MHz Fourier frequencies, leading to a decrease
in the experimental Rabi flop fidelity as explained in the next section.
8.2.4 Rabi flop error for observed phase noise
One aim of the phase locking described above was to reduce the noise
of the 729 nm laser far enough to enable efficient qubit manipulations
4 Toptica FALC
























































Figure 51: Transfer lock schematic. Blue signals are electronic, red are free
space optic and black fiber optic signals. The blue numbers give
the signal frequencies in MHz at the respective positions, the
black numbers optical wavelengths in nm. PD: photo detector,
OF: optical filter, FLS: fiber length stabilization.
on the Ca+ ion. As a figure of merit we analyze the spin flip proba-
bility for a single π pulse on the 729 nm carrier transition. Assuming
laser phase noise Sφ(f) to be the only noise process in the problem,
the probability to not do this spin flip for a π pulse with a given Rabi












This essentially resembles an integration over a bandpassed part of
the phase noise with the bandpass centered roughly around the ap-
plied Rabi frequency. Higher Fourier frequency noise is fast enough
to be averaged out effectively while lower frequency noise is too slow
to significantly affect the process in the π-flop time τ = π/Ω. Apply-
ing this function onto the locked laser phase noise given in Figure 50,
a Rabi flop error between 0.5% and 6.5% is expected for Rabi frequen-
cies between 1 kHz and 500 kHz. This is shown in Figure 52. Errors in
this range could be verified by the experiment, confirming the noise
analysis of the preceding pages.
The achieved contrast suffices for the basic coherent manipulations
needed for precise state detection, sideband cooling and state prepa-
ration. For optimal clock performance, the remaining error would re-
duce the stability of the clock and should be avoided if possible. Nec-
essary improvements to the locking scheme described above could
be made in multiple ways. The signal delay in the two branches of
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Figure 52: Expected phase noise induced Rabi flop error. Based on the mea-
sured locked laser phase noise, the expected Rabi flop error for a
single π pulse at various Rabi frequencies is given.
the transfer beat could be tuned to be as equal as possible, to further
reduce the effective repetition rate noise. The bandwidth of the repe-
tition rate lock itself could be enhanced by the use of a different EOM
that does not show resonances at around 1 MHz. Finally, as prepared
while this thesis is written, a small reference cavity could be set up
to stabilize the high Fourier frequency noise of the laser, leaving the
comb lock active only at low frequencies.
Summarizing the results of the previous sections, we have for the
first time stabilized an un-prestabilized ECDL with high bandwidth to
an optical reference via a frequency comb for quantum logic opera-
tions. This was achieved by using a combined fast optical repetition
rate lock and feed forward transfer scheme. Noise suppression of the
laser took place up to roughly 80 kHz, orders of magnitude higher
than previously realized transfer bandwidths [62, 118]. Additionally,
this scheme was not only implemented to a single laser but copied
and applied also to two more lasers at 866 nm and 794 nm, creating
a set of mutual phase coherent lasers at wavelengths spanning more
than an octave. This enables quantum interferometric experiments re-
quiring phase coherence between different optical frequencies as for
example two-color Raman transitions, high resolution dark state spec-
troscopy or (double) EIT cooling.

9
E X P E R I M E N T S
In this chapter, the experiments performed with single Ca+ ions are
presented. First, the loading of Ca+ ions and the spectroscopic sig-
nals from the atomic transitions at 397 nm, 729 nm and 866 nm are de-
scribed. This leads to absolute frequency measurements and the char-
acterization of trap frequencies, micromotion and magnetic fields. Af-
ter these preparative measurements, results for Doppler cooling and
sideband cooling are given, followed by the measurement of the ex-
ternal ion heating rates. Finally, the chapter and the main part of this
thesis concludes with a report of the first experimental implementa-
tion of double-EIT cooling, surpassing the cooling speed of sideband
cooling by more than one order of magnitude.
9.1 loading of single ions
For all the experiments described below, a single Ca+-ion was loaded
into the ion trap. Here, the typical loading procedure used on a daily
basis is briefly explained. First, the necessary lasers were checked
for power levels. Typically a few hundred µW of the 397 nm, 423 nm
and 866 nm lasers and a few mW of 375 nm light arrived at the trap
center, which was well sufficient for loading. Typical beam radii at the
trap center were between 40µm and 150µm. The 866 nm laser was
operated 10-100 MHz above resonance and the 397 nm laser detuned
by 50-80 MHz below resonance. Additionally, the 397 nm far detuned
beam was unblocked which had a typical power of ∼1 mW. When
all the lasers were directed onto the trap center, a current of 1.8 A
was applied to one of the Ca+ ovens. Corresponding to Figure 30
in Section 7.2, this lead to an oven temperature of 500-600 K, which
suffices to initiate Ca sublimation at pressures of 10−10mBar. After a
typical timescale of 1-2 minutes, an ion was detected on the EMCCD
camera meaning that it was cooled to the bottom of the trap and
sufficient fluorescence was collected. Frequently it happened that two
or more ions appeared on this initial attempt. In this case, the best
experimental strategy turned out to be reducing the oven current to
1.6 A to limit the loading rate and turn off the trap to release the ions
and try loading again. It then took on average roughly 5 tries until a
single ion was loaded. We attribute this to the extremely degenerate
radial trap frequencies (see Section 9.2.3), that allow single ions to
remain in hot oscillations in the radial direction perpendicular to the
cooling beams. Once a second ion is loaded, the collisions between
99
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the ions force them to move into other directions such that efficient
cooling can take place.
9.1.1 Fluorescence detection
The Doppler cooled ion could be seen on the EMCCD camera by the flu-
orescence scattered from the cooling laser at 397 nm. Figure 53 shows
a camera image of two Ca+ ions in our Paul trap. The ions are clearly
separated from each other and the number of ions can immediately
be seen. Such an ion pair would be dumped and a single ion would
be loaded on a subsequent attempt. After assuring that only a sin-
gle ion entered the trap, the imaging flip mirror was flipped and the
fluorescence light directed onto the PMT. This allowed high fidelity
determination of the internal state of the ion. Up to 146 counts per
ms were detected by the PMT when both the 866 nm laser and the
397 nm laser were operated in saturation. The quantum efficiency of
the detection can be evaluated by assuming a scattering rate of Γ/4,
where Γ ≈ 2π× 21MHz is the 397 nm transition linewidth. The fac-
tor 4 arises because in saturation the population in the eight relevant
states (2 2S1/2 states, 2 2P1/2 states , 4 2D3/2 states) is split equally,
resulting in a 25% chance of being in one of the 2P1/2 states. The max-
imal 397 nm photon scattering rate is hence 32 kcounts per ms so that
the observed 146 counts correspond to a quantum detection efficiency
of 0.44%. This is only slightly below the expected quantum efficiency
of 0.48%, taking into account the fraction of photons collected by the
objective (0.024), the shading due to the tilted blade electrode (0.8),
the transmission of the objective (0.96), the reflectivity of 6 coated
mirrors (0.996), the transmission of the narrow optical filter (0.9) and
the quantum efficiency of the PMT (0.31).
Figure 53: Camera imaging of two 40Ca+-ions. Two Ca+ ions are trapped,
Doppler cooled and their fluorescence observed on the EMCCD
camera.
The dark counts, defined as counts if there is no ion or the ion is
in a dark state, were minimized by adjusting a narrow slit in front of
the PMT and by fine tuning of the 397 nm laser alignment to eliminate
scattering from the trap blades. Here, it proved useful to operate in a
mode where the 866 nm repump laser was switched on and off repeat-
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edly. Switching it off resulted in immediate pumping into one of the
dark 2D3/2-states so that fluorescence ceased and the dark counts
could be measured. The signal to noise ratio is measured by com-
paring these counts to the bright count rate. After optimization, the
photon histograms for a 250µs detection time are shown in Figure 54.
They correspond to a signal to noise ratio of 303 for a dark count
rate of 0.4 per ms and a fluorescence count rate of 124 per ms. By
attributing every event with more than 5 photon counts to the bright
state and every other event to the dark state, this corresponds to a
state discrimination fidelity of 1− 10−8, not limiting the experiments
described below in any way. For 99% discrimination fidelity, a detec-
tion time of 54µs is required. This makes the dead time contribution
of the detection negligible in a quantum logic clock cycle of typically
several 100 ms [148, 24].































Figure 54: Dark and bright state histograms. The probability for the number
of detected photons after a 250 µs detection pulse is shown for a)
the ion being in the 2D3/2 dark state and b) the ion being in the
2S1/2 bright state. The purple dots give the corresponding proba-
bilities for a fitted Poisson distribution with expectation values of
0.10 for the dark state and 31 for the bright state. The histograms
are based on 11469 measurements for the dark state and 33831
measurements for the bright state.
9.2 the calcium transitions
The ion trap and the laser system were tested by performing spec-
troscopy on some of the transitions in Ca+ ions. These experiments
also resulted in the implementation of novel spectroscopy schemes,
improving the uncertainty in the absolute frequency value of the
397 nm and 866 nm transitions.
9.2.1 The 397 nm transition
The 397 nm Doppler cooling and state detection transition is used by
many groups around the world, its absolute frequency has however
only been measured with an absolute uncertainty of 1.7 MHz [182]
prior to the measurements of our group. The measurement described
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in the following was a support measurement for a different experi-
ment that demonstrated a novel form of quantum logic spectroscopy
on this transition [173] using the lasers and frequency comb provided
by the author and his colleagues. Nevertheless, also the direct fluores-
cence spectroscopy performed here resulted in an absolute frequency
measurement presented in the next section.
9.2.1.1 The interleaved spectroscopy scheme and absolute frequency mea-
surement
One of the major limitations of the previous measurements of the
397 nm line was the influence of the repump beam at 866 nm. It needs
to be applied in order to keep the ion from decaying into the dark
D3/2 state. The 866 nm beam both Stark shifts the P1/2 level and
disturbs the lineshape due to the appearance of dark resonances (cf.
Section 9.2.2). The method applied here to circumvent this was to
alternate the repump and spectroscopy pulses by quickly switching
between them. A similar spectroscopy strategy has later been pub-
lished by Pruttivarasin et. al [131] and the general concept of dis-
abling the repumper during spectroscopy has been demonstrated in
an indirect spectroscopy experiment before [183]. Figure 55 shows the
spectroscopy sequence. First, the single Ca+ ion in the trap is Doppler
cooled for 1 ms before the PMT is gated to measure the fluorescence
from the Doppler cooling beam. Then, the 397 nm laser is switched
by the double pass AOM to the desired spectroscopy frequency and
intensity. Its intensity is stabilized to account for the frequency de-
pendence of the AOM efficiency and slow drifts due to imperfect
polarization maintenance of the single mode fibers that deliver the
light to the chamber. For this purpose a sample and hold circuit is
used that stabilizes the intensity when triggered and then holds the
output until the next trigger. During this trigger time, the 866 nm
laser is turned off, to shelve into the 2D3/2 state to neither heat
nor cool the ion during the intensity stabilization. Then, 100 pulse
pairs of alternating 397 nm and 866 nm pulses are performed. The
397 nm pulses are 500 ns and the 866 nm pulses are 800 ns long and
they are separated in time by more than 150 ns which is sufficiently
large compared to the excited state lifetime of 8 ns. During these
pulses, the PMT events are counted, constituting the spectroscopy sig-
nal. After the spectroscopy, the ion is again Doppler cooled and the
counts during Doppler cooling are again recorded. These recordings
are used to discard events where the ion was not in its equilibrium
temperature state prior or after the spectroscopy due to collisions
with background particles (roughly 5% of the data is discarded). To
minimize asymmetric Doppler cooling or heating during the spec-
troscopy, the intensity of the spectroscopy laser was kept very low
(< 0.05 saturation intensities) so that on resonance on average 160
photons were scattered during the 100 pulses. 160 transferred pho-
















Figure 55: Interleaved spectroscopy scheme. The left plot shows the com-
plete sequence of Doppler cooling, intensity stabilization, spec-
troscopy and again Doppler cooling. The times when the AOMs
of the 397 nm and 866 nm lasers were switched on are shown,
distinguishing between the 397 intensity and frequency settings
for cooling (light blue) and spectroscopy (purple). The third row
shows the time were the intensity stabilization is active and the
fourth row shows the PMT gate times, where the gray areas show
the counting periods. The right plot is a zoom into the ∼175µs of
spectroscopy, showing the interleaved pulses.
ton momenta do not affect the temperature of the ion noticeably. The
temperature has been determined by a fit of a lineshape model to
the recorded line (see Figure 56 a) ). The model assumed the fluores-
cence signal to be the equal sum of two Voigt profiles centered around
the Zeeman shifted 2S1/2(mJ = −1/2) → 2P1/2(mJ = −1/2) and
2S1/2(mJ = +1/2)→ 2P1/2(mJ = +1/2) transitions at ±3.36 MHz for
a magnetic field of 3.6(1) G. The Lorentzian parts of the profiles were
set to the natural linewidth of 22.4 MHz [79] and the Gaussian parts
were fitted to the data, resulting in FWHM linewidths of 14.1 MHz,
corresponding to a Doppler temperature of 27 mK. To get enough
statistics for a frequency resolution < 100kHz, a two-point-sampling
(tps) method [75] was used. The frequency was measured by alternat-
ing between the left and right half intensity points of the line. The
signal difference was multiplied with the slope of the line to achieve
a frequency reading. The measurement was performed for a total of
104 minutes with 20 minutes dead time due to reloading of the ion.
This resulted in slightly more than 32 million non discarded spec-
troscopy pulses and allowed a shot noise limited statistical estimation
of the line center with 62 kHz uncertainty. Figure 56 b) shows the Al-
lan deviation for up to 500 s measurement intervals and indicates a
good agreement with the assumption of purely white detection shot
noise limiting the spectroscopy up to those times. The absolute fre-
quency shift was estimated by using the experimentally determined
Stark and Zeeman sensitivities of reference [173] and scaling them
with the light intensities and magnetic fields present in our experi-
ment. The major uncertainty arises from an uncalibrated AOM shift
due to spectral changes in the 500 ns short pulses. The Fourier broad-
ening of these short pulses is equivalent to a spectral width on the
order of MHz. The frequency dependent response of the AOMs then
104 experiments






































Figure 56: 397 nm frequency scan and spectroscopy stability. Figure a)
shows the frequency scan across the resonance where the error
bars are the shot noise of the individual measurements of 50,000
spectroscopy pulses each. For the fit, the sum of two Voigt pro-
files was assumed, with a Lorentzian FWHM natural linewidth of
22.4 MHz and a Gaussian linewidth of 14.1 MHz due to Doppler
and Fourier broadening. Figure b) gives the Allan deviation of
the fractional frequency measurements for up to 500 s measure-
ment intervals. It agrees well with the expected deviation due to
shot noise (dashed line).
leads to a non-negligible shift of the mean frequency of the pulses.
The AOM had a Gaussian sensitivity curve with a FWHM linewidth
of 31.8 MHz. Assuming, as a worst case scenario, that it was mis-
aligned to be on resonance with one of the tps points, then the other
pulse’s mean frequency is shifted by 710 kHz, resulting in a system-
atic frequency measurement shift of half this value (355 kHz). This
shift does not limit the usefulness of the technique because it can be
measured and compensated to uncertainties of <16 kHz as demon-
strated in [173] or strongly suppressed by going to longer pulse times.
We were not aware of this shift during the measurement and have no
ways of calculating it in post-processing. The resulting total error bud-
get is given in Table 3 and the absolute frequency measurement for
the 397 nm line is 755,222,765,479(362) kHz with 62 kHz statistical and
357 kHz systematic uncertainty. It is an absolute frequency measure-
ment because the 397 nm laser was phase locked to the frequency
comb described in Section 8, referenced to the hydrogen maser, di-
rectly linked to the primary Cs standards at PTB and therefore the SI
second. This value is consistent with previous measurements by Wolf
et al. [182] and the other measurement conducted in our group by
Wan et al. [173] as shown in Figure 57.
9.2.2 The 866 nm transition
The 866 nm resonance was spectroscopically investigated by looking
at the 397 nm fluorescence from the Ca+ ion, when both the 397 nm
and the 866 nm laser were active and the 397 nm laser on resonance.
Depending on the 866 nm laser frequency, EIT-quantum interference
can be fulfilled for different pairs of S1/2 ground state and D3/2
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Effect (origin) Shift (kHz)
Zeeman (magnetic field) −5± 37
AC Stark (spectroscopy laser) 9± 7
Spectroscopy pulse envelope shift (bandwidth) 0± 355
Statistics 0± 62
Total 4± 362
Table 3: Error budget of 397 nm absolute frequency measurement. The un-
certainties correspond to estimated 1σ uncertainties for Zeeman and
Stark shift, to a measured 1σ uncertainty for statistics and to a worst

























Figure 57: Comparison of the 397 nm transition absolute frequency mea-
surement with previous experiments. The measured value agrees
with the results from Wolf et. al [182] and Wan et. al [173].
metastable states. If one of these EIT conditions is fulfilled, the ion
evolves into a dark state, where the fluorescence ceases. This dark
state spectroscopy allows an absolute frequency measurement of the
866 nm transition if the 397 nm transition frequency is known. Fig-
ure 58 a) shows such a frequency scan together with a fit to a numeric
calculation, solving the eight-levels-two-lasers quantum mechanical
master equation. From these fits we can also extract other parame-
ters such as the Rabi frequencies of the 397 nm and 866 nm beams
and the magnetic field. In the measurement shown, the 397 nm beam
was purely π-polarized and the 866 nm polarization had equal σ+,σ−-
polarization components, so that only four dark resonances appear
(see Figure 58 b) ). After a single scan, the center frequency of the
866 nm transition can be determined to within 50 kHz, at which level
the accuracy of an absolute frequency measurement is already lim-
ited by the accuracy of the best published 397 nm transition data [173].
This results in an absolute frequency measurement of the 866 nm tran-
sition in our experiment of 346,000,235.14(10) MHz, where the un-
certainty reflects the combined uncertainty of the inaccuracy in the
knowledge of the 397 nm transition and the stochastic fit uncertainty.
We have not evaluated systematic effects that might shift this fre-
quency from the undisturbed transition. However, we assume them
to be small, since the method is intrinsically insensitive to magnetic
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fields and no change in frequency could be observed for variation of
both lasers’ intensities by factors of 2 or more.






















Figure 58: Dark state spectroscopy. Figure a) shows a frequency scan of the
866 nm laser around resonance. Four dark resonances appear that
are attributed to EIT conditions between different Zeeman sub-
levels of the ground and metastable states as shown in Figure b).
The other possible dark resonances cannot occur because of se-
lection rules due to polarization of the lasers. The red line shows
a fit of numerical simulations of the full quantum master equa-
tion for a magnetic field of 4.25 G and Rabi frequencies of 6 MHz
and 8 MHz for the 397 π and 866 σ mJ = ±3/2 → mJ = ±1/2
transitions, respectively.
9.2.3 The 729 nm transition
The narrow 729 nm transition was used to spectroscopically resolve
the motional sidebands in axial and radial directions. This enabled
the precise determination of the secular motion trap frequencies. Ad-
ditionally, the different Zeeman transitions could be separated, re-
sulting in a measurement of the magnetic field complementary to the
measurement of the previous section. Figure 59 shows as an example
a broad scan around the 2S1/2(mJ = −1/2) → 2D5/2(mJ = −3/2)
transition for three different applied trap drive RF powers.
The radial trap frequencies increase with enhanced RF power ac-
cording to Equation 16. The axial sidebands remain constant, sup-
porting the claim of negligible axial RF field for the symmetric drive.
The measurement was used to calibrate the radial trap frequency vs.
RF power dependence in our system as shown in Figure 60 a). The sig-
nal of this spectroscopy was an electron shelving signal as explained
in Section 2.2, where after application of the 729 beam for a certain
time, the population in the ground state was probed by observing (or
not observing) fluorescence on the 397 nm transition. As mentioned
in Section 9.1.1, this state discrimination could be performed with
close to unity fidelity. After the state detection, the ion was reinitial-
ized into the ground state by applying the 854 nm repumper for some
µs. This type of spectroscopy could also be used to characterize the
performance of the transfer phase lock of the 729 nm laser described
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Figure 59: Spectroscopy of motional sidebands. The 2S1/2(mJ = −1/2) →
2D5/2(mJ = −3/2) transition at 729 nm is shown. The strong car-
rier is surrounded by additional resonances corresponding to the
motional radial and axial trap frequencies and sums and differ-
ences of these. The scan was performed for three different applied
RF powers. The major resonances are labeled, where νx represents
the radial and νz the axial sidebands. Axial sidebands coincide
for the three cases and are color coded in black only. The scan
had a resolution of 10 kHz.
in Section 8.2. Figure 60 b) shows a high resolution scan of the first
blue sideband of the 2S1/2(mJ = −1/2) → 2D5/2(mJ = −5/2) tran-
sition. A Gaussian fit to the line resulted in a residual linewidth of
2.3 kHz, posing an upper bound on the linewidth of the stabilized
729 nm laser for measuring times of roughly 20 minutes. The residual
linewidth is believed to be magnetic field noise induced and hence
the laser to be even narrower. This is motivated by the fact that the
linewidth reduced from circa 10 kHz to the observed 2.3 kHz by prob-
ing with a fixed time delay to the 50 Hz power line phase. We plan
on further investigating this by comparing spectroscopy results on
transitions with different sensitivities to magnetic field fluctuations.
9.3 micromotion compensation
One application of the narrow 729 nm laser is to spectroscopically
resolve the micromotion sidebands of the 729 nm transition and use
this signal to minimize excess micromotion. This and the other tech-
niques for compensation that have been applied in the experiment
will be explained here. Excess micromotion, as introduced in Sec-
tion 3.3 leads not only to an increase in kinetic energy and therefore
second order Doppler shifts, but also has other adverse influences on
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Figure 60: a): Radial trap frequency RF power dependence. The Figure shows
the radial trap frequency measurement performed with the data
of Figure 58. The power was measured with a standing wave
ratio meter. The dashed line represents a fit to the model νx =√
a ∗ Pin − 1/2νz with a fit constant a = 2.01W−1.
b): high resolution spectroscopy on the first blue axial sideband
of the 2S1/2(mJ = −1/2) → 2D5/2(mJ = −5/2) transition. The
individual scan points are spaced by 80 Hz and every point repre-
sents an average of 250 experiments, triggered by the 50 Hz power
line phase to reduce magnetic field noise.
single and multiple ion experiments. Examples include the worsen-
ing of Doppler cooling due to the cooling beam being blue detuned
for certain micromotion sidebands, leading to heating [124, 28]. The
major source for excess micromotion is the displacement of DC and
RF quadrupole due to DC electric fields from either asymmetries in
the trap or stray charges on the trap electrodes and insulators. Mi-
cromotion is compensated by applying DC voltages onto the four
compensation electrodes at the side and below the ion trap and by
adjusting the tip voltages independently from each other. This way,
extra DC fields can be applied in all three dimensions, compensating
arbitrary DC quadrupole displacements. An additional uncompensat-
able excess micromotion can result from a phase difference between
the RF on opposing blade pairs [13] which was avoided by taking care
to match the length of the RF feeds to the electrodes.
Three different methods have been used to find the optimal mi-
cromotion compensation voltages. A coarse tuning was performed
using the CCD camera, the ion was parametrically heated by an ap-
plied trap RF modulation and finally sideband spectroscopy of the
micromotion sidebands was performed.
9.3.1 Camera method
A displacement of DC and RF quadrupole leads to an ion position
determined by a weighted sum of the two potentials (cf. Equation 23).
A consequence is that this position moves, if one of the potential
strengths is changed. The micromotion can hence be compensated,
by finding the compensation voltages for which no movement of the
ion is visible on the EMCCD camera if the RF power is varied. This
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way, coarse compensation could be performed along the trap axis
and in the horizontal direction. It could not be used to compensate
the vertical direction because that direction is not imaged onto the
camera.
9.3.2 Parametric heating method
A different compensation method is the recently published method
[74, 166, 49] based on parametric heating of the ions. In this method,
the radial RF trapping potential is modulated at one of the secular mo-
tion frequencies. This can lead to strong heating of the ions, if they
are not placed at exactly the RF quadrupole center. We used one of
the DDS boards of our experimental control box and mixed the secu-
lar frequency onto the RF frequency, creating modulation sidebands.
The helical resonator strongly filtered these modulation sidebands
but since tiny electric fields suffice for heating, this was not a limita-
tion. The signal is observed by seeing a drastic decrease of Doppler
cooling fluorescence counts on the PMT if heating is present. With this
method the compensation voltages could be found with uncertainties
of roughly 10%, corresponding to ∼10 V for typical compensation volt-
ages of 100 V. The method was, however, found to be experimentally
cumbersome, since small changes in the applied modulation power
often sufficed to increase the heating from no observable effect to los-
ing of the ion and having to reload. In practice, therefore the method
presented in the next section was preferred.
9.3.3 Micromotion sideband spectroscopy
The micromotion of the ion through an applied laser field leads, in
the reference frame of the ion, to an effective phase modulation of
the laser frequency. This means that for a laser detuned by exactly
the micromotion frequency, one of the phase modulation sidebands
will be on resonance with the atomic transition, leading to resonant
excitation. The strength of this excitation scales with the power in the
sideband and is therefore a function of the micromotion amplitude
(the square of the first Bessel function of the modulation index J21(β)
[39]) which can be used as a measure of the compensation quality.
In practice, the 729 nm laser was tuned to a micromotion sideband
and the excitation was minimized for a given pulse length and inten-
sity. This, however, only lead to compensation of micromotion along
the direction of the laser beam, since micromotion sidebands due to
motion perpendicular to the beam were not driven. Therefore, the
compensation voltages for minimal excitation were not uniquely de-
fined for this measurement and a second measurement along a dif-
ferent spatial dimension had to be performed. Due to the symmetric
drive, mainly micromotion along the radial trap directions occurred
110 experiments
(cf. Section 7.3.3.3). Nevertheless, a measurement along a third direc-
tion was used to compensate the remaining axial micromotion as well.
Figure 61 shows the measurement results for compensation along all
three axes. For every direction, a map of optimal radial compensa-
tion electrode voltages has been measured. The overall solution for
best compensation was determined by the position where all three
directions were compensated (i.e. where the dashed green lines cross,
when the plots are overlayed). If no such position existed, this in-
dicated axial micromotion and the tip voltages had to be adjusted
until a unique crossing point was found. With this method, the mi-
cromotion compensation voltages could be determined up to ∼1%,
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Figure 61: Micromotion compensation by sideband spectroscopy. The sur-
face plots show the ground state probability (color code) after
applying a pulse of 729 nm light on a micromotion sideband. The
three plots correspond to measurements along three different di-
rections as indicated by the sketch on the bottom right. The upper
two plots probed along the horizontal plane and the bottom plot
had an additional vertical component. The dashed green line is
a guide to the eye of optimal micromotion compensation along
the respective directions and the point where they cross is the
overall point of compensation. In this measurement, this point
(41 V, 109.5 V) falls outside the measurement region and had to
be extrapolated.
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9.4 cooling experiments
The main focus of this thesis was to conduct laser cooling experiments
on single Ca+ ions in preparation for a future Al+/Ca+ quantum
logic clock. The requirements for this cooling have been mentioned
in Chapter 2. Summarized, a cooling of all six normal modes that is
both cold and fast is required, to reduce residual Doppler shifts and
dead times in the clock cycle. Additionally, it had to be investigated,
whether cooling during the clock interrogation is necessary in the
system. This was done by measuring the external heating rate and es-
timating its influence during realistic clock probe times. In this chap-
ter, results for the three cooling mechanisms are given, starting with
well established Doppler cooling followed by ground state sideband
cooling and finally the first experimental demonstration of double-EIT
cooling.
9.4.1 Doppler cooling
Doppler cooling, as introduced in Section 5.2 is a basic tool used in
essentially all precision spectroscopy ion trap experiments. Doppler
cooling is extremely robust and does not pose strict limits on laser fre-
quency or intensity stability. Therefore, the first loading tries in the
present experiment were successful by tuning the Doppler cooling
beam roughly 100-300 MHz below resonance and waiting for the ion
to appear on the camera. Since the Doppler cooling beam can drive
transitions on a broad range of sidebands, it works, unlike sideband
cooling, in a temperature regime starting from very high tempera-
tures (room temperature and higher) down to the Doppler limit of
∼0.5 mK in the case of 40Ca+. As explained in Section 6.2, the op-
timal laser parameters for detuning and power change severely for
the different temperature regimes. Therefore two Doppler cooling
beams were implemented. One close to resonance that was used for
cooling near the Doppler cooling limit and one far detuned beam
(∼200 MHz red detuned) that was used to cool the ion after a colli-
sion with a background particle or for initial loading. Best Doppler
cooling performance was achieved for a detuning of 24 MHz from the
bare 397 nm resonance and powers below 0.1 saturation intensities. To
measure the cooling performance, the red and blue axial sidebands
of a 729 nm transition were compared and fitted with a model close
to Equation 58, with additional 8 kHz decoherence due to magnetic
field noise. The data and fits are shown in Figure 62 and resulted
in a thermal state average motional excitation of n̄ = 11.8± 4.3. The
relatively large error bar results from the small difference of blue
and red sideband Rabi frequencies at these motional excitations and
more accurate results should be achievable by investigating higher
order sidebands (cf. Section 4.5 and [170]). The measured n̄ agrees
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with the expected Doppler limit of 11.1 for trap frequencies of 1 MHz.
The shown measurement is for the axial directions, but similar results
have been measured for one of the radial directions.














































Figure 62: Doppler cooling performance. The difference between red a) and
blue sideband b) scans across a 729 nm resonance with equal
pulse length and power can be used to infer the temperature of
the ion after Doppler cooling. Both scans have been fitted with
a model close to Equation 58 assuming thermal states and the
Lamb Dicke regime approximation. An additional 8 kHz deco-
herence width was assumed due to magnetic field noise during
the measurement. The resulting fit corresponds to an average mo-
tional quantum number of n̄ = 11.8± 4.3.
9.4.2 Sideband cooling
Sideband cooling of single and multiple Ca+ ions is well understood
and has been performed in many experiments before (e.g. [71, 143,
60]). It is the basis for many quantum information processing and
quantum logic spectroscopy protocols relying on one or more mo-
tional modes being cooled to the ground state with high fidelity [158,
26, 173]. To selectively drive the red sidebands, the narrow 729 nm
quadrupole transition is used. It is broadened (quenched) by the
854 nm repump laser as described in Section 5.3.1. The implemented
experimental sequence is similar to what has been published [71, 60]
and will be explained in the following. For a thorough theoretical in-
vestigation of the sideband cooling dynamics in Ca+ ions, the reader
is referred to [143].
The sideband cooling scheme relies on a cycling transition between
Zeeman sublevels of the 2S1/2, 2D5/2 and 2P3/2 states. The only com-
bination of states (almost) without escape paths from the cycle are
(2S1/2(mJ = −1/2) → 2D5/2(mJ = −5/2) → 2P3/2(mJ = −3/2))
and the symmetric (2S1/2(mJ = +1/2) → 2D5/2(mJ = +5/2) →
2P3/2(mJ = +3/2)). In principle both choices are possible and have
been implemented but the former has the advantage of driving a
transition at lower frequencies and therefore minimizing the risk of
driving higher order blue sidebands of other 729 nm Zeeman substate
transitions.
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The generic sideband cooling cycle starts after typically 1 ms of
Doppler cooling with an optical pumping pulse of σ−-polarized light
at 397 nm (see Sections 7.5.3 & 7.5.5). This efficiently prepares the ion
in the 2S1/2(mJ = −1/2) ground state. Subsequently, the sideband
cooling 854 nm and 729 nm beams are switched on, cooling the axial
(or radial) mode continuously. Eventually, one of the unlikely decay
paths via the 2D3/2 or 2D5/2(mJ = 3/2) states (cf. Section 5.3.1) re-
sults in the ion decaying into the wrong (2S1/2(mJ = +1/2)) ground
state. Therefore, additional short σ− repump pulses are interleaved
into the sideband cooling process, to reinitialize the cooling. After
ten such cycles, the temperature is measured by applying red and
blue sideband pulses and detection of their excitation strength. This
sequence is schematically depicted in Figure 63.












Figure 63: Generic sideband cooling sequence. Different colors in one row
indicate possibly different laser settings for frequency and power.
The analysis pulse length is shown as 200µs but varied strongly
depending on the experiment performed (Rabi flopping, temper-
ature measurements, line scans).
The cooling performance was optimized by applying an analysis
pulse on the red sideband and trying to minimize excitation. Typi-
cally, multiple iterations of fine tuning of 729 nm and 854 nm laser
frequency and intensity were necessary before optimal performance
was reached. This method was also used to optimize the Doppler
cooling beams’ power and detuning, since lower temperatures at the
beginning of the sideband cooling had a very positive effect on the
ground state cooling success. The lowest measured average motional
state excitation was 0.032± 0.006, corresponding to 97% ground state
population. The blue and red sideband comparison that concluded in
this number is shown in Figure 64. This is comparable with what has
been achieved elsewhere [71, 60] but significantly worse than what is
possible in single Ca+ systems [145] (n̄ < 10−3, achieved for 4.5 MHz
secular frequency). One plausible explanation for the remaining mo-
tional excitation could be the last 397 nm σ− repump pulse after cool-
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ing. It was not perfectly σ− polarized and could therefore also scatter
photons from the 2S1/2(mJ = −1/2) state. Since a single photon scat-
tered on this transition increases the n̄ by about η2 ≈ 0.02, this seems
to be a conceivable limitation. It would also explain the strong fluctu-
ations observed in the sideband cooling performance on a day-to-day
basis, since the intensity of the σ− beam was not controlled.
























Figure 64: Sideband cooling results. Shown are line scans across the red (red
curve) and blue (blue curve) sidebands after sideband cooling.
The error bars are the quantum projection and quantization 1σ
errors and the fits are Gaussian resonance curves. From the av-
erage excitation a ground state probability of 96.8± 0.6% can be
deduced, where the error results from the standard error of the
fit parameters.
Typically, after 2 ms of sideband cooling, the motional steady state
was reached. Modeling n̄(t) as an exponential decay, 1/e-times of
500µs were evaluated, in rough accordance with other publications
[71, 143, 60] (there typically 200-1000µs). Considering six modes that
have to be cooled individually in a future quantum logic clock ion
crystal, this amounts to total cooling times of more than 10 ms. The
consequence would be considerable dead time in the experiment, lim-
iting the clock stability. Additionally, cooling during the clock inter-
rogation would be difficult since one would have to iterate between
the modes to keep all of them cold. An easier solution is offered by
EIT cooling as described in Section 9.5.
9.4.2.1 Heating rate measurements
In quantum logic clocks, the anomalous motional heating rate plays
a crucial role in the final performance because of heating during the
desired long clock interrogation times. Previous aluminum ion clocks
operated with the Doppler cooling beam activated during the clock
operation because of their large anomalous heating rates [148, 24].
This not only leads to a large second order Doppler shift since the ions
are at Doppler cooling temperatures but also to an AC Stark shift of
the clock transition due to the logic ion cooling laser. Ideally, ground
state cooling of all modes is carried out prior to the interrogation
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and then all cooling lasers are turned off during the interrogation.
This would, however, require the heating rates to be low enough to
not heat up the ions during the interrogation significantly. In existing
clocks such interrogation times are 100-150 ms [148, 24], but future
clocks might probe the transition for durations up to the Al+ upper
clock state lifetime of 20.6 s.
There is an ongoing debate concerning the origins of anomalous
heating with the general agreement that it cannot be explained by
Johnson-Nyquist noise alone. Heating effects considered so far range
from blackbody noise and electromagnetic interference from man-
made and natural sources over technical noise and patch potentials
to adatomic dipoles and the reader is referred to [170, 38, 37, 50, 88, 4,
47, 3] for some of the more general discussions. An experimentally ve-
rified observation is that generally in large, macroscopic traps lower
heating rates are measured than in small, microscopic traps [38]. Con-
sequently, the lowest published heating rate of < 1 quantum/s was
seen in a large 7 mm electrode distance trap [128]. A macroscopic
trap geometry is hence desirable for quantum logic clocks, where
smallness and scalability are not essential.
The measurement method for our 1.6 mm electrode spacing trap
was to perform sideband cooling close to the ground state and then
insert a variable waiting time before applying the temperature mea-
surement 729 nm pulses (between the D5/2 repump and analysis in-
tervals in Figure 63). The axial heating rate measurement results are
presented in Figure 65 a) and resulted in 13.6± 0.6 quanta/s for a sin-
gle 40Ca+ ion at 940 kHz secular trap frequency. The radial heating
rates for 3.1 MHz trap frequencies are 5.2± 1.1 quanta/s and the re-
sults are shown in Figure 65 b). These results are comparable to what
has been measured for similar trap frequencies in traps with simi-
lar electrode spacing (Roos et al. 14 s−1 at 2 MHz [145], Benhelm et
al. 3 s−1 at 1.2 MHz [10], Rohde et al. 10 s−1 at 1.2 MHz [142], Home
1-10 s−1 at 800 kHz [70]) and significantly below what has been mea-
sured in our group with a very similar trap (Hemmerling 100 s−1 for
Mg+ at 1.55 MHz, corresponding to 63 s−1 for Ca+ at 1.55 MHz [66]).
To reach these heating rates, it was necessary to heavily filter the leads
supplying the tip electrode voltage. A 10th order low pass filter with
an RF power suppression of more than 75 dB at 500 kHz frequencies
was implemented. A lump electronic filter and an SMA based filter
have both been tested with no measurable difference in terms of heat-
ing rates. The difference between radial and axial heating rates can be
explained by the different trap frequencies and is consistent with an
isotropic and frequency independent electric field noise spectral den-
sity for 1 MHz and 3 MHz frequencies. It is not known at the moment,
what the exact sources for the heating rates are. Additional informa-
tion might be gained by a thorough analysis of the trap frequency
dependence of the heating rate because different heating effects scale
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differently with frequency. Then it might be possible to mitigate them
further by appropriate means (e.g. further filtering of the electronic
leads for the compensation electrodes, etc.).










































Figure 65: Heating rate measurement. The figures show the results of red
and blue sideband comparisons on the axial a) and radial b) sec-
ular modes at 0.94 MHz and 3.1 MHz, respectively. The measure-
ments of Figure a) have been obtained by scanning the heating
time for analysis pulses at the center of the sidebands, the er-
rors are based on the quantum projection noise of the single data
points. The measurements of Figure b) represent fits to full mo-
tional sideband scans at five different waiting times with error
bars equal to the standard fit errors. The slopes correspond to
heating rates of 13.6 ± 0.6 quanta per second for the axial and
5.2± 1.1 quanta per second for the radial mode.
9.4.2.2 Coherent manipulation of the ion state
The quantum logic spectroscopy protocol requires the ability to drive
high fidelity sideband transitions (cf. Chapter 2 and [158]). For this,
either narrow atomic transitions are driven with lasers stabilized to
high-finesse-vibration-insensitive cavities or Raman schemes are used.
In the first case, the remaining laser noise is well suppressed and
in the second case only the relative laser noise between the Raman
beams plays a role. Since the frequency difference in Raman schemes
is typically in the MHz to GHz regime, relative frequency noise can
be controlled well either by direct phase locks or by generating the
beams from the same laser source via AOMs or EOMs. In the present
experiment, the atomic transition is driven with a laser stabilized via
a high bandwidth frequency comb transfer lock (see Section 8.2). And
as explained earlier, especially the remaining high frequency noise is
problematic for high fidelity fast Rabi flops. The implementation of
ground state cooling allowed the investigation of the fidelity with-
out significant decoherence due to motion (cf. [145] for a thorough
analysis of motional decoherence).
98% fidelity for carrier π-flops and 91% fidelity on blue sideband
flops was achieved after ground state cooling of the axial secular
mode at a frequency of 0.94 MHz. These results are shown in Fig-
ure 66. The carrier fidelity corresponds well to the estimated fidelities
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expected from the remaining 729 nm phase noise presented in Sec-
tion 8.2.4. As indicated in that section, also a strong dependence of
the π-flop error on the Rabi frequency was measured. At least for
high Rabi frequencies, the decoherences could therefore be attributed
to remaining laser noise. At low Rabi frequencies the limitations were
initially the magnetic field noise, which broadened the carrier and
sideband transitions to roughly 10 kHz. Only after implementing AC
line triggering, this was improved to ∼2 kHz (see Figure 60). Even af-
ter implementing the line triggering, Hall probe measurements sug-
gest that the magnetic field still fluctuates significantly which makes
it the most probable cause for the low Fourier frequency Rabi flop er-
rors seen in the experiments. Furthermore, it is not clear what limits
the blue sideband fidelity to be below the carrier fidelity for simi-
lar flopping times. A possible cause might be laser phase noise due
to lock servo bumps at the mode frequency, resulting in significant
decoherence due to carrier excitation. Changing the lock parameters
and deliberately increasing the servo bumps could help to verify or
refute this hypothesis. Understanding and mitigating the remaining
decoherence will be one of the next major steps towards the realiza-
tion of a quantum logic clock in this laboratory.











































Figure 66: Rabi flopping results. The figures show the remaining ground
state population after applying the 729 nm laser on the carrier
transition a) and the axial blue sideband b), respectively. The solid
lines are fits with a model allowing for exponential decay of the
flopping contrast. The error bars represent quantum projection
and quantization noise. The laser intensities were different in the
two measurements.
9.5 eit cooling
Summarizing the previous cooling experiments, Doppler cooling is
fast and robust but produces thermal states which are too hot for
clocks that should operate at accuracies of 10−18 or below. Sideband
cooling is capable of achieving the cold temperatures required. But
since every mode must be cooled individually, cooling all six modes
of a quantum logic clock would take very long, possibly compromis-
ing clock stability. EIT cooling has successfully been implemented to
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simultaneously cool multiple axial modes of multi ion crystals (Be+-
Mg+) close to the ground state in less than 100µs [94]. This capability
to rapidly cool multiple modes makes it ideally suited for operation
in quantum logic clocks. EIT cooling has also been implemented in
40Ca+ before and resulted in cooling of a single mode to roughly
80% ground state probability within 2 ms [144]. In both experiments,
different Zeeman substates of the same ground state have been used
to implement the EIT scheme. This made it possible to bridge the en-
ergy difference of the ground states of 335 MHz for the Be+/Mg+
experiment and 12 MHz for the Ca+ experiment with acousto-optical
modulators. The microwaves used to drive the AOMs can be generated
in a sufficiently stable manner such that the residual phase noise be-
tween the EIT beams is far below the required level (cf. Section 5.4.4).
One reason, why double-EIT has not been implemented prior to the
experiments described here is that the typically experimentally em-
ployed ion species such as Ca+, Mg+, Yb+ only have two ground
state levels, whereas double-EIT cooling as described in Section 5.4.3
requires three ground states. In the case of Ca+, the four metastable
substates of the 2D3/2 state can be used, but they have an energy
difference corresponding to more than 400 THz to the 2S1/2 ground
states. This excludes AOMs or EOMs to provide the required phase
stability between the EIT beams.
The advantage of having a frequency comb transfer locking scheme
as described in Chapter 8 that enables phase stability between mul-
tiple optical laser sources at different wavelengths, makes it possible
to bridge this energy difference and use a 2D3/2 substate as the ad-
ditional ground state in double-EIT. We realized double-EIT in this
manner and the details of the experiment will be given in this sec-
tion.
The general scheme of the double-EIT implementation has been de-
scribed in Section 5.4.5. The two mJ = ±1/2 substates of the 2S1/2
ground state are used as ground states |1〉 and |2〉, being coupled to
the 2P1/2(mJ = −1/2) state via σ−-polarized light and π-polarized
light, respectively. Both lasers were switched with separate AOMs
where the π-beam AOM was operated at 200 MHz and the σ-beam
at 211.96 MHz and in both cases the -1st diffraction order was used.
This implemented the necessary frequency difference due to the Zee-
man splitting of the two ground states of 11.96 MHz, corresponding
to a magnetic field of 4.27 G in the experiments. The blue detuning
from resonance was chosen to be 72.3 MHz, limited by the double
pass AOM (cf. Section 7.5.3) that was used for both Doppler cool-
ing/state detection as well as for the creation of the EIT beams. Since
for Doppler cooling it had to be red detuned and for EIT cooling it
had to be blue detuned, it created the former for an RF frequency
of 170 MHz and the latter for a frequency of 220.15 MHz, both being
at the limits of its usable bandwidth. This detuning minus one axial
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trap frequency of 0.94 MHz was matched by the 866 nm laser for the
lowest (mJ = −3/2) substate of the 2D3/2 state, being used as ground
state |3〉 (cf. Figure 18 in Section 5.4.5 for a level scheme). The single
trapped Ca+ ion was Doppler cooled for 1 ms before the beams were
tuned to their EIT frequencies and the EIT pulse began. After the EIT
pulse, the ion was prepared into the 2S1/2(mJ = −1/2) ground state
by applying the 397 nm σ-beam for 200µs. Then, the 729 nm laser was
used to analyze the motional state of the ion via blue or red sideband
probe pulses on the 2S1/2(mJ = −1/2) → 2D5/2(mJ = −5/2) transi-
tion. The conducted full density matrix simulations have shown that
a thermal state is not a good approximation for the motional state
during and after double-EIT cooling. Therefore, the temperature eval-
uation method described in Section 4.5 and used for the evaluation of
Doppler and sideband cooling is no longer valid. Instead, we limited
the analysis to the determination of the motional ground state popu-
lation. This was done by choosing a long pulse time for the 729 nm
pulse, where the blue sideband excitation was incoherent and there-
fore roughly IBSB ≈ 0.5, independent of the cooling laser parameters
and times. Accordingly, this was also the case for the red sideband for
population not in the motional ground state. However, for the ground
state population the red sideband cannot be driven so that from the
deviation of IRSB from 0.5, the ground state population P0 could be
derived as
P0 = 1− IRSB/0.5. (114)
The cooling beam Rabi frequencies were optimized experimentally
by observing the red sideband excitation after 200µs of cooling time
and minimizing it. They were measured by two different methods.
For the 866 nm and the 397 nm π-beam, a fitting of the dark reso-
nances as in Section 9.2.2 was used to determine the Rabi frequencies
to within roughly 10 %. For the 397 nm σ beam, a method described
in [144] was used where the Stark shift of the 2S1/2(mJ = +1/2) →
2D5/2(mJ = −3/2) 729 nm transition was observed when the 397 nm
σ beam was activated. To observe a signal of the 729 nm transition,
the power of the σ beam had to be reduced by a factor of 10 com-
pared to the EIT experiments, making the Rabi frequency prediction
available only via extrapolation. The uncertainty of this method is
estimated to be roughly 30%. The cooling parameters in the numeri-
cal simulations were also optimized and the optimal Rabi frequencies
of (Ωπ,Ωσ,Ω866) = (3.3MHz, 7.2MHz, 19.9MHz) experimental and
(4.6MHz, 7.0MHz, 21.0MHz) from the simulations match within the
experimental uncertainties, except for Ωπ.
The cooling results of this measurement are presented in Figure 67.
Ground state populations of more than 80% have been achieved within
200µs cooling time. After performing the experiments, it was realized
that the remaining ∼17% population that are not in the ground state,
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might result from the 200µs optical pumping pulse after the EIT in-
terrogation. The pumping pulse was performed close to resonance
and estimates of the power in the beam result in roughly 10 scattered
photons due to a σ+:σ− polarization impurity of 1:1000. These 10 pho-
tons scattered on the carrier with a Lamb Dicke parameter of 0.145
would result in a blue sideband heating event probability of 20%, ex-
actly explaining the discrepancy. The simulated data, scaled with this
experimental "loss" factor of roughly 17% matches the experimental
data well. If this turns out to be the limitation, ground state probabili-
ties larger than 97% should be achievable within 200µs, starting from
Doppler temperatures.























Figure 67: Double-EIT cooling results. The measured ground state popula-
tion P0 is plotted with error bars corresponding to quantum pro-
jection and quantization noise. The blue line is a fit to an expo-
nential approach as P0 = al(1− a0exp(−t/τ)) where al = 0.83,
a0 = 0.95, τ = 52µs are the least squared fitted parameters. The
red, dashed line shows simulated data, where the full quantum
master equation has been solved for 30 motional and 8 internal
levels, starting with an approximately thermal state with n̄ = 11.
The yellow curve shows the simulated data, when scaled with the
experimental loss coefficient al which is presumably caused by
additional heating due to optical pumping after the cooling.
The 1/e cooling time constant is not defined for non-thermal states
but can be estimated by assuming a thermal state with the same
ground state probability as the state seen in the experiment. This
estimation results in a cooling time constant of 5µs, almost two or-
ders of magnitude faster than what has been measured with single
EIT cooling in Ca+ and more than one order of magnitude faster than
typically achieved sideband cooling results on Ca+ [71, 143, 60].
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The rapid increase in the number of laboratories that possess fre-
quency combs and can therefore implement the necessary phase locks
between hundreds of THz detuned laser sources might lead to a wide-
spread use of the technique. Applications are not only in quantum
logic clocks but also in quantum computing and simulation experi-
ments, where there is not only a need to cool fast to keep the cycle
time short, but also to potentially cool many modes of large ion crys-
tals simultaneously, optimally fulfilled by EIT cooling. In principle
the technique is not limited to double-EIT, but can be extended to
more than three ground states. For example in Ca+, the remaining
three substates of the D3/2 state can also be incorporated into the
scheme with additional 866 beam paths without much experimental
overhead. This could be used to either cancel further blue sidebands
of other motional transitions or to go to a scheme where the ground
states |1〉 and |2〉 are distributed among the S1/2 and D3/2 states and
only coupled by one laser each, reducing the heating effect due to the
off-resonant scattering of the π-laser.
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O U T L O O K A N D S U M M A RY
This thesis presents theoretical and experimental preparations for a
second generation, high accuracy, aluminum ion quantum logic clock.
Some of the novel techniques developed within this context, namely
the symmetric helical resonator, the high-bandwidth phase transfer
lock, the interleaved and dark-state absolute frequency spectroscopy,
and the double-EIT cooling might prove useful not only for metrology
experiments but also for a broader scientific community. In this chap-
ter, the future quantum logic clock performance will be estimated,
based on the measurements presented in this thesis. The next steps
necessary for successful and high-performance operation of this clock
will be outlined wherever they can be anticipated. The chapter and
the thesis will close with a summary of the scientific achievements
accomplished as part of this work.
10.1 aluminum ion quantum logic clock error budget
prediction
The four largest frequency uncertainty contributions in Al+ quantum
logic clocks are induced by the second order Doppler shift due to
secular excess micromotion and secular motion, the AC-Stark shift
due to the cooling laser and the AC-Stark shift resulting from the
thermal blackbody background radiation (see Table 1). The first three
of these shifts are directly linked to the ion’s motion and a better
control of the motional degrees of freedom is therefore crucial for a
further improvement of this type of clock.
Excess micromotion is the motion at the RF-drive frequency under-
gone by an ion in a Paul trap due to imperfections in the trapping po-
tential. It can result either from an imperfect overlap of RF and static
quadrupoles or from a phase difference between opposing electrodes
of the trap [13]. While the latter effect is typically avoided by symmet-
ric wiring of the RF-leads, the former must be actively compensated
to achieve low excess micromotion amplitudes. Even with compensa-
tion, a perfect nulling is possible only at a single point along the trap
axis because of residual RF-fields present in all practical implementa-
tions of linear ion traps. In most of these implementations, two of the
four electrodes creating the RF-quadrupole are held at ground poten-
tial and the other two carry the oscillating voltage. This asymmetry
creates an uncompensatable micromotion equivalent to a second or-
der Doppler shift of 8× 10−17 for an Al+ ion displaced 5µm from the
trap center for our trap geometry. This displacement along the trap
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axis is typical for the distance between two ions in a linear ion trap op-
erated at a few MHz secular motion trap frequencies. In this work, we
presented a novel drive scheme that mitigates this effect. We modified
the helical resonator that supplies the kV RF-trap voltages to provide
two outputs with opposite voltage polarity. This way, the electrode
pairs can be driven symmetrically, resulting in a cancellation of the
RF-field along the trap axis. The ratio of the absolute voltages at the
output of the helical resonator was measured to be 1.04, equivalent
to an estimated remaining second order Doppler shift for the 5µm
displaced Al+ ion of 3× 10−20. It has to be noted, however, that the
excess micromotion seen in the previous Al+ clocks is not only due
to the remaining axial RF-field. There is also some radial micromotion
that could not be compensated sufficiently. To infer whether this also
occurs in the setup described here, a thorough quantitative analysis
of the micromotion in the trap is necessary. All required tools and
techniques for this study were prepared within this work. Remaining
axial micromotion or micromotion due to a non-vanishing RF drive
phase might be compensated by feeding small amounts of RF power
to the tip electrodes or the micromotion compensation electrodes, re-
spectively. If the low level of micromotion is verified experimentally,
it will not only eliminate the excess micromotion contribution in the
clock error budget, but also pave the way for extended clock proto-
cols that incorporate multiple Al+ ions and possibly quantum entan-
glement in the same trap [7, 19, 72, 149, 67, 134, 133].
The secular-motion-induced Doppler shift and the Stark shift of the
cooling laser have the same experimental source, namely the Doppler
cooling laser applied on the logic ion. The continuous cooling em-
ployed during the clock interrogation pulse keeps the secular kinetic
energies close to the Doppler cooling limit. The electric field of the
cooling radiation is also present at the position of the clock ion and
polarizes the two clock states inhomogeneously, resulting in a fre-
quency shift. A first improvement of these effects is achieved by the
choice of an adequate logic ion species. 40Ca+ is proposed here, ha-
ving the advantage over 25Mg+ that it has a cooling transition with
roughly half the linewidth, halving the Doppler cooling temperature
and connected Doppler shifts. Theoretical models have been estab-
lished to investigate the influence of the slightly worse mass ratio
in the presence of external motional heating, leading to the conclu-
sion that no significant increase in the Doppler cooling limit is to be
expected for the experimental conditions present in our laboratory.
Nonetheless, even perfect Doppler cooling to the Ca+ limit would
still result in a Doppler shift of 4.4 × 10−18. A better cooling strat-
egy is therefore to not Doppler cool during the interrogation but use
alternative cooling schemes such as the EIT cooling presented here.
Simulations indicate that it is possible to cool all six motional modes
of an Al+/Ca+ ion crystal from 1.6 times the Doppler limit down
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to motional quantum numbers of roughly 1 within 1.5 ms using a
single-EIT scheme. This means that the second order Doppler shift
can be reduced to 6× 10−19 if cooling is performed during interro-
gation. The cooling laser Stark shift for this scenario is estimated to
be 9(3)× 10−18, too large for a 1× 10−18 clock. The proposed solu-
tion would therefore be to EIT-cool only prior to interrogation, com-
pletely eliminating the cooling laser Stark shift. Taking into account
the heating rates measured in this thesis, this would allow 250 ms
interrogation times with an expected second order Doppler shift of
∼ 2× 10−18. Controlling this shift better than a factor 2 then results in
the desired 1× 10−18 performance. For highest clock stabilities, the
interrogation time must be increased, making a reduction of the heat-
ing rates a requirement. The next experimental step must therefore
be a more thorough analysis of the sources of the remaining heating
rates and mitigation of these if possible. Alternatively, a pulsed EIT-
cooling scheme could be implemented, keeping the ions cold and at
the same time only exposing the Al+ ion to the AC-Stark shift of the
cooling lasers for a fraction of the total interrogation time. Summariz-
ing, a control of both shifts to within 1× 10−18 seems challenging but
feasible even for long interrogation times.
The blackbody radiation shift is the AC-Stark shift due to thermal
blackbody radiation. It is one of the major limitations of modern opti-
cal clocks and it amounts to fractional frequency shifts of 1.1× 10−16
in Yb+ [73], of 5.6× 10−16 in Sr+ [46], of 5.2× 10−15 in Sr [104, 16], of
2.5× 10−15 in Yb [160] and of 9× 10−18 in Al+ [24] at room tempera-
ture (300 K). It scales with the differential polarizability ∆α of the two
clock states and the fourth power of the temperature ∆νBB ∝ ∆α×T4.
For most atomic clock species it therefore requires a precise deter-
mination of the temperature of the ambient radiation at the atoms’
position. The stated numbers indicate that among the currently inves-
tigated species, Al+ requires the weakest relative bounds on such a
temperature characterization due to the small magnitude of the shift.
In fact, a temperature change from 300 K to 310 K only varies the frac-
tional frequency by 1× 10−18. In this work, we preliminarily evalu-
ated the temperature of the ion trap, which is the largest heat source
in the vicinity of the ion, by thermal imaging. At typical operating
powers of 5 W, we estimate a temperature increase versus room tem-
perature of 2 K, well below the 10−18 threshold. In the meantime a re-
sistive temperature sensor has been attached to one of the insulating
sapphire disks on which the trap is mounted to verify the measure-
ments and additionally a cooperation within an EMRP project has been
established with CMI and MIKES to support the thermal images with
FEM simulation of the temperature distribution in the trap. From all
we have measured so far, a future clock limitation due to an unknown
temperature distribution at the ion seems unlikely. A more general
problem arises from the fact, that the value of the differential polar-
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izability ∆α is only measured with a 30% inaccuracy to date [146].
This makes it necessary to perform a more accurate measurement if a
clock uncertainty of less than 3 × 10−18 is desired. We have attached
a ZnSe viewport onto our chamber, which is transparent at 10µm,
where the thermal blackbody radiation peaks at 300 K. This way, we
have the opportunity to measure the polarizability directly at these
wavelengths by using for example a CO2 laser source. Considering
that for the other optical clock species, the polarizabilites have been
determined to within one part in thousand inaccuracies [104], we do
not believe this measurement to be a limitation for future 10−18 Al+
clock performance.
10.2 summary of the thesis
Commencing with an empty laboratory, within this thesis the ma-
jor parts of a single aluminum ion clock experiment have been set
up. This included the laser system, the vacuum equipment, the ex-
perimental control and the ion trap apparatus. Most of the setup has
been characterized with single Ca+ ions, giving rise to clock perfor-
mance estimates in the 10−18 regime. Novel experimental techniques
have been implemented for the phase and frequency stabilization of
external cavity diode lasers by high bandwidth transfer locking to
an ultra-stable optical reference via a fiber frequency comb. The ex-
periments performed here represent the first direct frequency stabi-
lization of diode lasers to linewidths below 3 kHz without the use
of optical cavities. A laser stabilized this way was used to perform
high fidelity coherent manipulations and sideband cooling of a sin-
gle Ca+ ion. Furthermore, the frequency stabilization technique was
applied to multiple lasers, creating a set of four phase coherent op-
tical sources from 397 nm to 1550 nm in our laboratory. Optical spec-
troscopy schemes have been developed to perform absolute frequency
measurements of broad transitions in Ca+ with sub-MHz uncertain-
ties, supporting new quantum logic spectroscopy experiments and
demonstrating the absolute frequency link of our optical comb to
the primary microwave frequency standards at PTB. The phase co-
herence between the 397 nm and 866 nm laser was utilized in the first
demonstration of double-EIT cooling, incorporating quantum interfer-
ence between three metastable states in Ca+. Unprecedented 40Ca+
ground state 1/e cooling times of 5µs have been reached and more
than 80% ground state population was detected after less than 200µs,
one order of magnitude faster than established sideband cooling tech-
niques. Extensions to triple or higher order EIT cooling schemes are
possible without much experimental overhead, giving the opportu-
nity to apply this rapid cooling to simultaneous multi-mode ground
state cooling in ion crystals. This might not only prove useful in quan-
tum metrology experiments but also for the quantum computing and
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information processing community where efficient scaling of ground
state cooling to large crystals is desired. Additionally to multiple-
EIT experiments, the phase coherence allowed by the transfer-locking
scheme between different colors might also be exploited to drive Ra-
man processes between optically separated metastable states. Typi-
cally applied on states separated by microwave frequencies, the estab-
lished protocols for high fidelity quantum state manipulation might
be translated to the optical regime. This makes for example the D3/2
states in Ca+ available for quantum information processing via the
397 nm and 866 nm transitions, without the need for a narrow laser di-
rectly at the S1/2 →D3/2 transition, promising high gate speed thanks
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a.1 derivation of the two ion doppler cooling and heat-
ing rates
Parts of the following were published before by the author and his co-authors
in [185].
The Doppler cooling rate of a two-ion crystal mode can be calcu-
lated by determining the energy change in this mode for every scatter-
ing event. The energy change in an in-phase mode (analogously for
out-of-phase modes) with modal amplitudes zi before and z′i after













z′i can be calculated by expressing the modal amplitude zi as a func-
tion of the positions q1,q2 and velocities v1 = q̇1, v2 = q̇2 along the












and then adding the velocity change dv = lx hk/m1 (exemplary for


























2 +m1b1dvωizi cos (ωit+φi). (119)
The first term of this equation is a constant heating that is taken care
of in the heating rate. The second term corresponds to mode cooling
if cos (ωit+φi) is negative and heating if it is positive. The rate R at
which scattering events occur is given by Eq. (106). The cooling rate is






















The integration over all six modes is necessary because the scatter-
ing rate depends on the product k · v1 and therefore on the cooling
ion velocity in all three spatial dimensions. This integral cannot be
solved in general. But for cold crystals, where |kv1|  Γ in all three
dimensions, the integrand can be expanded and higher order terms
in kv1/Γ can be neglected, leading to Eq. (96).













1+ I/I0 + (2∆/Γ)2
. (121)
To this heating due to the absorption of the photons one has to add
a contribution of the spontaneous emission. This is exactly as large
as the absorption effect but does not depend on the direction of the







1+ I/I0 + (2∆/Γ)2
(122)
so that the sum of Eq. (121) and (122) gives the total heating rate as
in Eq. (98).
a.2 doppler shift contribution of intrinsic micromo-
tion
Parts of the following were published before by the author and his co-authors
in [185].
To calculate the amplitude of the micromotion in the radial modes
of the two-ion crystal, we generalize the derivation for single ions
given in [13]. The force on a single ion in radial direction (we exem-
plary use the x-direction in the following) is given by







where Φ(x,y, z, t) from Equation 11 was used. In two-ion crystals an
additional force arises due to the Coulomb potential UC between the
two ions




(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2
. (124)
The Coulomb-force in x-direction is given by




(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2
3
(x1 − x2). (125)
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We now assume that the ion crystal is cold enough so that the ions
oscillate with small amplitudes around their equilibrium positions
x
(0)
1 = (0, 0, z0), (126)
x
(0)






(see for example [76]). Linearising of Eq.











(x1 − x2) =
eU0
d2
(x1 − x2). (128)
If we now consider only a single mode (i.e. the in-phase or the out-
of-phase mode), we can write the x-motion of the second ion as a
constant factor β times the motion of the first ion
x2 = βx1 (129)
where β = b2/(
√
µb1) for in-phase and β = −b1/(
√
µb2) for out-of-
phase modes as follows from Eq. (30) and (31).
Replacing x2 in Eq. (128) and adding the Coulomb-force to the force
due to trap potentials, the total force Gx on the ion is given by
Gx = Fx + FC,x = x1
eU0
d2




Introducing the ax = − 8αeU0m1d2Ω2T
and qx = 2eV0m1R2Ω2 as in [13], the













x1 = 0. (131)
Compared to the equation of motion for a single ion, the only dif-
ference is that the ax is varied by a factor (1+ (1− β)/(2α)) in the
case of a two-ion crystal mode. Accordingly, the first order solution
[89] (valid for qx  1, ax(1 + (1 − β)/(2α))  1) of the single ion
equation is still valid, if that factor is included:








In this equation the amplitude xib1 of the oscillation was already
chosen to comply with Eq. (30). ωx,i denotes the in-phase mode fre-











The average squared velocity of this motion is given by
































2ε2 − 2α− (1−β)
)
(134)
where in the last step the qx and ax were substituted by the ε2 =
−αq2x
2ax
factor introduced in Section 3.2. Equation 134 shows that for the ra-
dial modes the average squared velocity is not just given by the sec-
ular motion but that a micromotion term of the same order of mag-
nitude has to be considered as well. For strong radial confinement
ε2  1, the micromotion contribution approximately equals the con-
tribution from the secular motion. However, for weak confinement, it
can become much larger.
Figure 68 shows a plot of the relative kinetic energy of the micro-
motion of the clock ion compared to its secular energy for one pair
of radial modes and for different ε-parameters (again the stated ε
is that of a single clock ion) in the absence of external heating. The
graph shows that the out-of-phase fractional micromotion energy con-




































































Figure 68: Relative micromotion energy of the clock ion in the in-phase and
out-of-phase radial modes. The energy is normalized to the secu-
lar energy of the clock ion in the respective mode. In this graph
the absence of external heating was assumed. The dashed lines
denote the asymptotic behavior for very large radial confinement
(ε→∞).
The micromotion contribution factor for the second ion (which is
in this paper the clock ion and therefore the interesting one), can be
calculated identically but the ε2 =
√
m1/m2ε and β2 = 1/β param-
eters for the second ion have to be used. Expressed in terms of the ε
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and b1,b2 parameters, the average squared velocity of the clock ion
is therefore given by


























for the in-phase and out-of-phase mode, respectively.
a.3 estimation of the double-eit cooling noise sensi-
tivity
The estimates for the noise sensitivity of double-EIT cooling stated
in Section 5.4.4 were obtained by calculating the carrier heating rate
(in motional quanta per second) for a noisy laser with resonant Rabi
frequency Ω1. As long as Ω21  Ω22, the carrier heating rate hCAR(δ)
for a small frequency deviation δ = ∆1 −∆2 between lasers Ω1 and









This follows from Equation 87 by substituting ν with δ and using
Ω21/Ω
2
2  1. The total noise induced heating rate htot,CAR for a white
frequency noise process is then given by the integral of this function







−∞ l(δ)× hCAR(δ)dδ. (138)
The threshold linewidth γ at which carrier heating becomes signifi-
cant is calculated by comparing this equation with the heating rate












Noise at Fourier frequencies around the EIT resonances constitutes
the largest contribution to this total noise-induced heating rate. This
is shown in Figure 69, where the functions l(δ), hCAR(δ), and l(δ)×
hCAR(δ) are plotted for typical experimental parameters. From the
2π× 7 kHz broad line, the Fourier components in the wings of the
Lorentzian at roughly 300 kHz contribute the most to the total noise.
This justifies the white noise assumption, since most laser sources
138 appendix












Figure 69: Double-EIT cooling noise estimation. The plot shows the detun-
ing dependent noise induced carrier heating rate h(δ), the fre-
quency distribution of a laser with Lorentzian noise with FWHM
linewidth of 7 kHz l(δ) as well as the product of the two, giving
the frequency dependent contribution of the noise to the carrier
heating rate. The cooling parameters were ∆ = 42, Γ = 21,Ω1 = 3,
Ω2 = 7, Ω3 = 15, ν = 0.94, all MHz.
show white noise behavior at Fourier frequencies larger than 100 kHz.
The threshold linewidth between lasers Ω1 and Ω3 follows equiva-
lently by using the first order BSB heating, which is then not com-
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a.4 double-eit cooling hamiltonian
The Hamiltonian used to simulate the full eight levels, three laser
double-EIT dynamics (cf. Section 5.4.6) is given by:
Ĥ = Ĥa + Ĥm + Ĥi (141)
Ĥa =  h
[
∆1 |S−1/2〉 〈S−1/2|+∆2 |S+1/2〉 〈S+1/2| (142)
+ (∆2 −∆1) |P+1/2〉 〈P+1/2|+∆3 |D−3/2〉 〈D−3/2|
+ (∆2 −∆1 +∆3) |D−1/2〉 〈D−1/2|+∆3 |D+1/2〉 〈D+1/2|
+ +(∆2 −∆1 +∆3) |D+3/2〉 〈D+3/2|
]
(143)
Ĥm =  hνa
†a (144)






























K is the Liouvillian describing the spontaneous decay of the two ex-
cited states and is given by [111]













d cosφN(cosφ) |gj〉 〈P−1/2| eiηj(φ)(â+â
†)













d cosφN(cosφ) |gj〉 〈P+1/2| eiηj(φ)(â+â
†)
× ρ̃e−iηj(φ)(â+â†) |P+1/2〉 〈gj| . (148)
Here, Γ is the total linewidth of the excited states and Γj the decay
rates to the respective ground state |gj〉. ηj(φ) is the angle dependent
Lamb-Dicke parameter for the decay to ground state j and N(cosφ)
describes the angular distribution of spontaneously emitted photons.
In the simulations performed here, this integral was not implemented
but an effective ηj of 1/3 of the maximal η for the respective transition
was used. This is correct for isotropic emission and if no coherences
between the motional states play a role.
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